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CASTELNUOVO-MUMFORD REGULARITY OF GRAPHS
TU¨RKER BIYIKOG˘LU AND YUSUF CIVAN
Abstract. We present new combinatorial insights into the calculation of (Castelnuovo-
Mumford) regularity of graphs. We first show that the regularity of any graph can be
reformulated as a generalized induced matching problem. On that direction, we introduce
the notion of a prime graph by calling a connected graphG as a prime graph over a field k,
if reg
k
pG´xq ă reg
k
pGq for any vertex x P V pGq. We exhibit some structural properties
of prime graphs that enables us to compute the regularity in specific hereditary graph
classes. In particular, we prove that regpGq ď ∆pGq impGq holds for any graph G, and in
the case of claw-free graphs, we verify that this bound can be strengthened by showing
that regpGq ď 2 impGq, where impGq is the induced matching number of G. By analysing
the effect of Lozin transformations on graphs, we narrow the search of prime graphs into
bipartite graphs having sufficiently large girth with maximum degree at most three, and
show that the regularity of bipartite graphs G with such constraints is bounded above
by 2 impGq ` 1. Moreover, we prove that any non-trivial Lozin operation preserves the
primeness of a graph that enables us to generate new prime graphs from the existing
ones.
We introduce a new graph invariant, the virtual induced matching number vimpGq
satisfying impGq ď vimpGq ď regpGq for any graph G that results from the effect of edge-
contractions and vertex-expansions both on graphs and the independence complexes of
graphs to the regularity. In particular, we verify the equality regpGq “ vimpGq for a
graph class containing all Cohen-Macaulay graphs of girth at least five.
Finally, we prove that there exist graphs satisfying regpGq “ n and impGq “ k for
any two integers n ě k ě 1. The proof is based on a result of Januszkiewicz and
Swiatkowski [18] accompanied with Lozin operations. We provide an upper bound on
the regularity of any 2K2-free graph G in terms of the maximum privacy degree of G.
In addition, if G is a prime 2K2-free graph, we show that regpGq ď
δpGq`3
2
.
1. Introduction
Computing or finding applicable bounds on the graded Betti numbers, the regularity
and the projective dimension of a monomial ideal I in the polynomial ring R “ krV s with
a finite set V of indeterminates over a field k has been a central problem in combinatorial
commutative algebra [13]. In general, very little is known even in the case where the
ideal I is squarefree. For squarefree monomial ideals, the main approach to tackle such
a problem is combinatorial, that is, the instruments of (hyper)graph theory are the main
tools when finding the exact value or establishing tight bounds on these invariants. A
Date: March 23, 2015.
2010 Mathematics Subject Classification. 13F55, 05E40, 05C70, 05C75, 05C76.
Key words and phrases. Castelnuovo-Mumford regularity, prime graph, Cohen-Macaulay graph,
matching number, induced matching number.
Both authors are supported by TU¨BI˙TAK (grant no: 111T704), and the first author is also supported
by ESF EUROCORES TU¨BI˙TAK (grant no: 210T173).
1
2 TU¨RKER BIYIKOG˘LU AND YUSUF CIVAN
common way to associate a combinatorial object to a squarefree monomial ideal I goes
by the language of Stanley-Reisner theory. In detail, let I be minimally generated by
squarefree monomials m1, . . . , mr, where V “ tx1, . . . , xnu. If we define Fi :“ txj : xj |miu
for any 1 ď i ď r, then the family ∆ :“ tK Ď V : Fi Ę K for any i P rrsu is a simplicial
complex on V such that its minimal non-faces exactly correspond to the generators of
I. Under such an association, the ideal I is said to be the Stanley-Reisner ideal of the
simplicial complex ∆, denoted by I “ I∆, and the simplicial complex ∆ “ ∆I is called
the Stanley-Reisner complex of the ideal I. In particular, when each monomial mi is
quadratic, then the pair GI :“ pV, tF1, . . . , Fruq is a (simple) graph on the set V , and
under such a correspondence, the ideal I is called the edge ideal of the graph GI .
These interrelations can be reversible in the following way. Let G “ pV,Eq be a graph
on V . Then the family of subsets of V containing no edges of G forms a simplicial complex
IndpGq on V , the independence complex of G, and the corresponding Stanley-Reisner ideal
IG :“ IIndpGq is exactly the edge ideal of G.
The resulting one-to-one correspondence among squarefree monomial ideals in R and
simplicial complexes on the set V enable us to state the definitions of the invariants in
question by the well-known Hochster’s formula. For instance, if ∆ is a simplicial complex
on V , then
regp∆q :“ regpR{I∆q “ maxtj : rHj´1p∆rSs; kq ‰ 0 for some S Ď V u,
where ∆rSs :“ tF P ∆: F Ď Su is the induced subcomplex of ∆ by S, and rH˚p´; kq
denotes the (reduced) singular homology. Since regpIq “ regpR{Iq ` 1 for any ideal I
in R, we have regpI∆q “ regp∆q ` 1. In a similar vein, we conclude that regpGq :“
regpIndpGqq “ regpIGq ´ 1 for any graph G.
Most of the recent work on the graph’s regularity has been devoted to the existence of
tight bounds on the regularity via other graph parameters, and most likely candidate is
the induced matching number. By a theorem of Katzman [19], it is already known that the
induced matching number impGq provides a lower bound for the regularity of a graph G,
and the characterization of graphs in which the regularity equals to the induced matching
number has been the subject of many recent papers [5, 12, 22, 25, 35, 40]. Observe that
for a graph G, if we have regpGq “ impGq “ n for some n ě 1, then G contains an
induced copy of the graph nK2, and n is the greatest integer with this property. On the
other hand, the graph nK2 has the minimal order among all graphs satisfying the equality
regpGq “ impGq “ n. Such an observation brings the idea of decomposing a graph into its
induced subgraphs for which each subgraph in the decomposition has the minimal order
with respect to its regularity. In other words, we call a connected graph H as a prime
graph over a field k if reg
k
pH ´ xq ă reg
k
pHq for any vertex x P V pHq. Now, we say that
a family tH1, . . . , Hru of vertex disjoint induced subgraphs of G is a prime decomposition
of G over k, if each graph Hi is a prime graph over k and the induced subgraph of G on
Yri“1V pHiq contains no edge of G that is not contained in any of EpHiq, and denote by
PDkpGq, the set of prime decompositions of G over k.
Theorem 1.1. For any graph G and any field k, we have
reg
k
pGq “ maxt
rÿ
i“1
reg
k
pHiq : tH1, . . . , Hru P PDkpGqu.
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In its greatest generality, the notion of primeness can also be expressed in the language
of simplicial complexes, namely that a connected simplicial complex ∆ is called a prime
complex (over k) whenever reg
k
pdel∆pxqq ă regkp∆q for any vertex x of ∆, where del∆pxq
is the subcomplex obtained from ∆ by removing x from every face containing it. Observe
that these two definitions coincide when ∆ “ IndpGq for some graph G.
As the regularity is dependent on the characteristic of the coefficient field, so is the
notion of primeness. We verify by a computer calculation that the graph provided by
Morey and Villareal (Example 3.6 in [25]) is a prime graph over Z2, while it is not prime
with respect to Z3 (see Figure 2). As a result we call a graph G as a perfect prime graph
if it is a prime graph over any field. The graphs K2, the cycles C3k`2 and the complement
of cycles Cm for any k ě 1 and m ě 4 are examples of perfect prime graphs, and except
these graphs, we show that the Mo¨bius-Kantor graph, which is the generalized Petersen
graph Gp8, 3q is also a (3-regular bipartite) perfect prime graph. In the case of simplicial
complexes, any minimal triangulation of an oriented pseudomanifold provides an example
of a perfect prime simplicial complex.
Obviously, Theorem 1.1 reduces the graph’s regularity computation into finding prime
graphs as well as decompositions of a graph into primes, which is still a difficult task.
On such a ground, we choose to follow two different roads. In one way, we look for
combinatorial conditions on graphs that may effect their primeness. For instance, we
prove that any graph G with a (closed or open) dominated vertex can not be a prime
graph. In other words, if G contains two vertices x and y satisfying NGrxs Ď NGrys or
NGpxq Ď NGpyq, then G can not be a prime graph, where NGpxq is the set of neighbours
of x in G and NGrxs “ NGpxq Y txu. Such simple combinatorial observations allow us
to determine the set of primes that a graph may contain under some restrictions and
reformulate the regularity of such graphs as a generalized induced matching problem (see
Section 3 for details).
On the other hand, the theory of prime graphs also allows us to prove the upper
bound regpGq ď ∆pGq impGq for any graph G (see Theorem 3.23). Moreover, in the
case of claw-free graphs, we verify that this bound can be strengthened by showing that
regpGq ď 2 impGq, which generalizes an earlier result of Nevo [27] on pclaw, 2K2q-free
graphs. Additionally, we prove that C5 is the unique connected graph satisfying impGq ă
regpGq “ mpGq, where mpGq is the matching number of G, that answers a recent question
of Hibi et al. [15].
The other direction is shaped by the result of an operation on graphs due to Lozin [29],
which says that it suffices to restrict ourselves to the search of prime graphs in a narrow
subclass of bipartite graphs. During his search on the complexity of the induced matching
number, Lozin describes an operation (he calls it as the stretching operation) on graphs,
and proves that when it is applied to a graph, the induced matching number increases
exactly by one. His operation works simply by considering a vertex x of a graph G whose
(open) neighbourhood is split into two disjoint parts NGpxq “ Y1 Y Y2, and replacing
the vertex x with a four-path on ty1, a, b, y2u together with edges uyi for any u P Yi and
i “ 1, 2 (see Section 4). One of the interesting results of his work is that the induced
matching problem remains NP-hard in a narrow subclass of bipartite graphs. We here
prove that his operation has a similar effect on the regularity:
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Theorem 1.2. Let G “ pV,Eq be a graph and let x P V be given. Then regpLxpGqq “
regpGq ` 1, where LxpGq is the Lozin transform of G with respect to the vertex x.
When it is combined with Theorem 1.1, one of the immediate result of Theorem 1.2
is that the determination of bipartite prime graphs having sufficiently large girth with
maximum degree at most three is in fact our main task. On that matter, we first prove that
any such graph must be 2-connected, and then show that the bound regpGq ď 2 impGq`1
holds for any such graph G. In particular, we verify that any non-trivial Lozin operation
preserves the primeness of a graph that enables us to generate new prime graphs from
the existing ones.
We recall that the only known graph parameter so far that produces a lower bound to
the regularity is the induced matching number. However, we here introduce a new graph
invariant, the virtual induced matching number vimpGq, satisfying impGq ď vimpGq ď
regpGq for any graph G. The logic behind defining such an invariant is to introduce a
combinatorial operation that in a sense it closes the gap between the induced matching
number and the regularity. The definition of the virtual induced matching number is based
on a detail analyse on the effects of certain combinatorial operations to the regularity. To
be more specific, we determine the behaviour of the regularity under edge contractions
on the independence complexes of graphs and vertex expansions on graphs. By way of
an application, we prove the equality regpGq “ vimpGq for a graph class containing all
Cohen-Macaulay graphs of girth at least five.
Note also that one of the special case of Lozin operations corresponds to a triple edge
subdivision on the graph, and Theorem 1.2 already determines its effect to the regularity.
Along the same lines, we determine the effect of edge subdivisions of arbitrary lengths to
the regularity, and verify that the impacts of a double edge subdivision on an edge and
the contraction of that edge to the regularity are closely related. In particular, we prove
the inequality regpG{eq ď regpGq ď regpG{eq` 1 for any edge e in a graph G that in turn
implies regpHq ď regpGq whenever H is an edge contraction minor of G.
There are various graph parameters that can be used to bound the regularity, and most
of them are far from being tight in general. For instance, the inequality impGq ď regpGq ď
cochordpGq holds for any graph G, where cochordpGq is the cochordal cover number of
G [40]. Woodroofe has constructed in [40] graphs for which the gap between the regularity
and the cochordal cover number could be arbitrarily large. For the lower bound, let Rn
be the graph obtained from pn ` 1q disjoint five cycles by adding an extra vertex and
connecting it to exactly one vertex of each five cycle (see Figure 1). Then the graph
Rn is vertex-decomposable [5, 21] and the equality regpRnq “ impRnq ` n holds for any
n ě 1. Even if the gap between the regularity and the induced matching number could be
arbitrarily large, this does not guarantee that any pair pn, kq of positive integers can be
realized as pregpGq, impGqq for some graph G. So, we may ask whether there exists a graph
Gpn, kq such that regpGpn, kqq “ n and impGpn, kqq “ k for every pair pn, kq of integers
with n ě k ě 1 (compare to Question 7.1.p5q in [37]). The case k “ 1 is of particular
importance, since no example is known when n ě 5 [28]. We remark that for n “ 4,
there is the Coxeter 600-cell X600 [32], which is the independence complex of a 2K2-free
graph G600 and the geometric realization of X600 is homeomorphic to the 3-dimensional
sphere so that regpG600q “ 4. Furthermore, Przytycki and Swiatkowski [32] show that no
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Figure 1. The graph Rn.
generalized homology sphere of dimension n ě 4 can be triangulated as the independence
complex of a 2K2-free graph. The existence of 2K2-free graphs of arbitrary large regularity
can be deduced from the result of Januszkiewicz and Swiatkowski [18], stating1that there
exists a 2K2-free graph such that its independence complex is an oriented pseudomanifold
of dimension pn ´ 1q for any n ě 1.
Now, combining Theorem 1.2 and the Januszkiewicz and Swiatkowski’s result, we have
a complete answer:
Theorem 1.3. For any two integers n ě k ě 1, there exists a graph Gpn, kq satisfying
regpGpn, kqq “ n and impGpn, kqq “ k.
The organization of the paper: The conventional background notations and informa-
tions that may be needed in the sequel are introduced in the Preliminaries section. The
prime complexes and prime factorizations are introduced in Section 3, where we also in-
vestigate the structural properties of prime graphs and perform the regularity calculations
in some hereditary graph classes. We there provide the proofs of various upper bounds to
the regularity involving the induced matching number. The following three sections are
devoted to the detailed analyse on the behaviour of the regularity under specific combina-
torial operations, including the Lozin operations in Section 4, the edge-contractions and
vertex-expansions on the independence complexes in Section 5 and the edge subdivisions
and contractions on graphs in Section 6. The proof of Theorem 1.3 is given in Section 7,
where we also provide an upper bound on the regularity of 2K2-free graphs in terms of
their local constraints.
2. Preliminaries
We first recall some general notions and notations needed throughout the paper, and
repeat some of the definitions mentioned in the introduction more formally. We choose
to follow the standard terminology from combinatorial commutative algebra [13, 25],
topological combinatorics [21] and graph theory [6]. So, for any undefined terms, we
refer to these references. We remark that most of our results is independent from the
characteristic of the coefficient field, so whenever it is appropriate we drop k from our
notation.
Graphs: By a (simple) graph G, we will mean an undirected graph without loops
or multiple edges. If G is a graph, V pGq and EpGq (or simply V and E) denote its
1In fact, the statement of their result is somewhat different than what we express here (see Section 7
for details).
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vertex and edge sets. An edge between u and v is denoted by e “ uv or e “ pu, vq
interchangeably. If U Ă V , the graph induced on U is written GrUs, and in particular,
we abbreviate GrV zUs to G ´ U , and write G ´ x whenever U “ txu. For a given
subset U Ď V , the (open) neighbourhood of U is defined by NGpUq :“ YuPUNGpuq,
where NGpuq :“ tv P V : uv P Eu, and similarly, NGrUs :“ NGpUq Y U is the closed
neighbourhood of U . Furthermore, if F “ te1, . . . , eku is a subset of edges of G, we write
NGrF s for the set NGrV pF qs, where V pF q is the set of vertices incident to edges in F .
The cardinality of the set NGpxq is the degree degGpxq of the vertex x, and the maximum
and the minimum degrees of a graph G are denoted by ∆pGq and δpGq respectively. The
distance of any two vertices x, y P V pGq will be denoted by dGpx, yq.
Throughout Kn, Kn,m, Cn and Pn will denote the complete, complete bipartite, cycle
and path graphs for n,m ě 1 respectively. In particular, the graph K1,3 is known as the
claw graph.
We say that G is H-free if no induced subgraph of G is isomorphic to H . A graph G is
called chordal if it is Cr-free for any r ą 3. Moreover, a graph G is said to be cochordal if
its complement G is a chordal graph. A subgraph H of a graph G is said to be dominating
if NGrV pHqs “ V pGq. A graph G is said to be well-covered if each maximal independent
set in G has the same cardinality.
Recall that a subset M Ď E is called a matching of G if no two edges in M share a
common vertex. Moreover, a matching M of G is an induced matching if the edges in M
are exactly the edges of the induced graph of G over the vertices contained in V pMq, and
the cardinality of a maximum induced matching is called the induced matching number
of G and denoted by impGq.
Simplicial complexes: An (abstract) simplicial complex ∆ on a finite set V is a
family of subsets of V satisfying the following properties.
piq tvu P ∆ for all v P V ,
piiq If F P ∆ and H Ă F , then H P ∆.
The elements of ∆ are called faces of it; the dimension of a face F is dimpF q :“ |F |´1,
and the dimension of ∆ is defined to be dimp∆q :“ maxtdimpF q : F P ∆u. The 0 and 1-
dimensional faces of ∆ are called vertices and edges while maximal faces are called facets.
In particular, we denote by F∆, the set of facets of ∆.
The simplicial join of two complexes ∆1 and ∆2 on disjoint sets of vertices, denoted by
∆1 ˚∆2, is the simplicial complex defined by
∆1 ˚∆2 “ tσ Y τ : σ P ∆1, τ P ∆2u.
Even if the regularity is not a topological invariant, the use of topological methods
plays certain roles. In many cases, we will appeal to an induction on the cardinality of
the vertex set by a particular choice of a vertex accompanied by two subcomplexes. To
be more explicit, if x is a vertex of ∆, then the subcomplexes del∆pxq :“ tF P ∆: x R F u
and lk∆pxq :“ tR P ∆: x R R and RY txu P ∆u are called the deletion and link of x in ∆
respectively. Such an association brings the use of a Mayer-Vietoris sequence of the pair
p∆, xq:
¨ ¨ ¨ Ñ rHjplk∆pxqq Ñ rHjpdel∆pxqq Ñ rHjp∆q Ñ rHj´1plk∆pxqq Ñ ¨ ¨ ¨ Ñ rH0p∆q Ñ 0.
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The following provides an inductive bound on the regularity whose proof can be easily
obtained from the associated Mayer-Vietoris exact sequence of the pair p∆, xq.
Proposition 2.1. Let ∆ be a simplicial complex and let x P V be given. Then
regp∆q ď maxtregpdel∆pxqq, regplk∆pxqq ` 1u.
We note that Dao, Huneke and Schweig [9] show that regp∆q always equals to one of
regpdel∆pxqq or regplk∆pxqq ` 1 for any simplicial complex ∆ and any vertex x.
When considering the complex IndpGq of a graph, the deletion and link of a given
vertex x correspond to the independence complexes of induced subgraphs, namely that
delIndpGqpxq “ IndpG ´ xq and lkIndpGqpxq “ IndpG ´ NGrxsq. Therefore, the following is
an immediate consequence of Proposition 2.1, which is also proven in algebraic setting
in [25].
Corollary 2.2. Let G be a graph and let v P V be given. Then
regpGq ď maxtregpG´ vq, regpG´NGrvsq ` 1u.
The existence of vertices satisfying some extra properties is useful when dealing with
the homotopy type of simplicial complexes (see [23] for details).
Theorem 2.3. If lk∆pxq is contractible in del∆pxq, then ∆ » del∆pxq_Σplk∆pxqq, where
ΣX denotes the (unreduced) suspension of X.
In the case of the independence complexes of graphs, the existence of a (closed or open)
dominated vertex may guarantee that the required condition of Theorem 2.3 holds.
Corollary 2.4. [11, 23] If NGpuq Ď NGpvq, then there is a homotopy equivalence IndpGq »
IndpG ´ vq. On the other hand, if NGrus Ď NGrvs, then the homotopy equivalence
IndpGq » IndpG´ vq _ Σ IndpG´NGrvsq holds.
Definition 2.5. An edge e “ uv is called an isolating edge of a graph G with respect to
a vertex w, if w is an isolated vertex of G´NGres.
Theorem 2.6. [1] If IndpG´NGresq is contractible, then the natural inclusion IndpGq ãÑ
IndpG´ eq is a homotopy equivalence.
In particular, Theorem 2.6 implies that IndpGq » IndpG ´ eq whenever the edge e is
isolating. This brings the use of an operation, adding or removing an edge, on a graph
without altering its homotopy type. We will follow [1] to write Addpx, y;wq (respectively
Delpx, y;wq) to indicate that we add the edge e “ xy to (resp. remove the edge e “ xy
from) the graph G, where w is the corresponding isolated vertex.
Remark 2.7. In order to simplify the notation, we note that when we mention the ho-
mology, homotopy or a suspension of a graph, we mean that of its independence complex,
so whenever it is appropriate, we drop Indp´q from our notation.
3. Prime graphs and Prime Factorizations
As we have already mentioned in Section 1, the notion of primeness brings a new
strategy for the calculation of the regularity. Even if we express its definition in Section 1,
there seems no harm for restating it in its greatest generality.
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Definition 3.1. A connected simplicial complex ∆ is called a prime complex over a field
k, if reg
k
pdel∆pxqq ă regkp∆q for any vertex x P V p∆q. Furthermore, we call a connected
complex ∆ as a perfect prime complex if it is a prime complex over any field.
There is the degenerate case where ∆ “ tHu in which we count it as the (trivial)
perfect prime. This is consistent with the usual conventions that rH´1ptHu; kq – k andrHpptHu; kq – 0 for any p ‰ ´1 in that case.
If ∆ is a prime complex, then regp∆q “ regplk∆pxqq`1 for any vertex x P V . Moreover,
observe that a graph G is a prime graph if and only if IndpGq is a prime complex.
Recall that the regularity is in general not a topological invariant for simplicial com-
plexes. However, if the simplicial complex is prime, then the determination of its homol-
ogy suffices for the calculation of its regularity. In other words, the equality reg
k
p∆q “
minti : rHjp∆; kq “ 0 for any j ą iu ` 1 holds for any prime complex over k. Obviously,
this has some interesting consequences. For example, any minimal triangulation of an
orientable pseudomanifold [26] is a perfect prime complex.
Definition 3.2. Let ∆ be a simplicial complex and let R “ tR1, . . . , Rru be a set of
pairwise vertex disjoint subsets of V such that |Ri| ě 2 for each 1 ď i ď r. Then R is
said to be an induced decomposition of ∆ if ∆r
Ťr
i“1Ris – ∆rR1s ˚ . . . ˚∆rRrs, and R is
maximal with this property. The set of induced decompositions of a complex ∆ is denoted
by IDp∆q. Furthermore, if ∆rRis – ∆rRjs for some i ‰ j, we may identify the sets Ri
and Rj under such an isomorphism, and consider R as a (multi)set in which the set Ri
has multiplicity ni. In such a case, we abbreviate it to R “ tni1Ri1 , . . . , nirRiru.
Definition 3.3. Let R “ tR1, . . . , Rru be an induced decomposition of a complex ∆. If
each ∆rRis is a prime complex, then we call R as a prime decomposition of ∆, and the
set of prime decompositions of a complex ∆ is denoted by PDp∆q.
Corollary 3.4. PDp∆q ‰ H for any complex ∆.
Proof. We proceed by an induction on the cardinality of V . If ∆ is itself a prime graph,
then t∆u P PDp∆q. Otherwise, there exists a vertex x P V such that regpdel∆pxqq “
regp∆q. Then, the complex del∆pxq admits a prime decomposition by the induction so
that PDp∆q ‰ H, since PDpdel∆pxqq Ď PDp∆q. 
Theorem 3.5. [Compare to Theorem 1.1] For any simplicial complex ∆ and any field k,
we have
reg
k
p∆q “ maxt
rÿ
i“1
reg
k
p∆rRisq : tR1, . . . , Rru P PDkp∆qu.
Proof. If ∆ is itself a prime complex, there is nothing to prove. Otherwise there ex-
ists a vertex x P V such that regp∆q “ regpdel∆pxqq. If del∆pxq is a prime complex,
then tdel∆pxqu P PDp∆q so that the result follows. Otherwise, we have regpdel∆pxqq “
maxt
řt
i“1 regpdel∆pxqrSisq : tS1, . . . , Stu P PDpdel∆pxqqu by the induction. However,
since PDpdel∆pxqq Ď PDp∆q for such a vertex, the claim follows. 
Definition 3.6. A prime decomposition R of a simplicial complex ∆ for which the equal-
ity of Theorem 3.5 holds is called a prime factorization of ∆, and the set of prime factor-
izations of ∆ is denoted by PFp∆q.
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Corollary 3.7. A simplicial complex ∆ is prime if and only if PFp∆q “ t∆u.
We now turn our attention to prime graphs and prime decompositions of graphs.
Remark 3.8. If R “ tR1, . . . , Rku is an induced decomposition of a graph G (i.e., that
of IndpGq), we will not distinguish the sets Ri’s and the subgraphs that they induce in
G. Furthermore, we note that for such a decomposition, the inequality k ď impGq always
holds. Moreover, it is also possible that
řk
i“1 impRiq ă impGq, even if R P PFpGq.
x6
x8
x9
x10
x7
x3
x4
x2
x1
x5
x11
Figure 2. The Morey-Villarreal graph GMV .
We verify by a computer calculation [34] that the graph provided by Morey and Villareal
(Example 3.6 in [25]) is a prime graph over Z2, while it is not prime with respect to Z3
(see Figure 2).
Apart from the already existing examples of perfect prime graphs, our next example
shows that there exists a 3-regular bipartite perfect prime graph.
Example 3.9. The bipartite 3-regular Mo¨bius-Kantor graph GMK (see Figure 3), also
known as the generalized Petersen graph Gp8, 3q [24] is a perfect prime graph. In order to
verify that we first determine the homotopy type of the independence complex of GMK by
repeated use of Theorem 2.3 and Corollary 2.4 together with the fact that GMK is a vertex-
transitive graph. It turns out that GMK´NGMK rxs » S
2_S3 and GMK´x » S
3_S3_S3
for any vertex x P V pGMKq so that regpGMK ´NGMK rxsq and regpGMK ´ xq are at least
4. It then follows that
GMK » p
4ł
i“1
S3q _ S4,
which in particular implies that regpGMKq ě 5. On the other hand, we have computed the
induced matching and cochordal cover numbers of the corresponding graphs as follows;
H GMK GMK ´ x GMK ´NGMK rxs
cochordpHq 6 4 4
impHq 4 4 3
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where the computation of the cochordal cover number in each cases follows easily from
Theorem 27 of [5], since the girth of GMK is 6. As a result, observe that regpGMK ´
NGMK rxsq “ regpGMK ´xq “ 4; hence, we have regpGMKq “ 5 by Corollary 2.2, and that
the graph GMK is a perfect prime. We further note that the graph GMK lacks certain
1
2
3
8
11 41 71
61
4
21
7
6
5
31
81 51
Figure 3. A 3-regular bipartite perfect prime graph; the Mo¨bius-Kantor
graph GMK .
properties. Firstly, it is not well-covered, since for the independent set S “ t2, 31, 61u, the
graph GMK ´NGMK rSs is not well-covered as it is isomorphic to P5. Moreover, it is not
vertex-decomposable as it contains no shedding vertex; hence, it is not even sequentially
Cohen-Macaulay [35].
We may restate Theorem 3.5 in a more graph theoretical terms under which the regu-
larity corresponds to a generalized induced matching problem.
Definition 3.10. Let G be a graph, T “ tT1, . . . , Tku be a set of connected graphs and
a “ pa1, . . . , akq be a sequence of non-negative integers. We then call the integer
impG; T ; aq :“ maxta1n1 ` . . .` aknk : tn1T1, . . . , nkTku P IDpGqu
as the induced matching number of G with respect to the pair pT , aq. We make the
convention that impG; T ; aq :“ 0 if there exists no sequence of non-negative integers
pn1, . . . , nkq such that tn1T1, . . . , nkTku P IDpGq.
Corollary 3.11. For any graph G, we have regpGq ě impG;R; aRq for each R P PDpGq,
where aR “ pregpHq : H P Rq. In particular, the equality regpGq “ impG;R; aRq holds if
R P PFpGq.
Example 3.12. We have regpRnq “ impRn; tC5u; 2q “ 2pn`1q for the graph Rn depicted
in Figure 1 for any n ě 1. Note that any induced prime subgraph of Rn is isomorphic to
either K2 or C5.
The above example suggests that Corollary 3.11 is more useful when we know the set of
induced prime subgraphs of a given graph. So, our next target is to look for combinatorial
conditions on a graph that may effect its primeness or its induced primes.
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Proposition 3.13. If NGpyq Ď NGpxq for vertices x and y, then G can not be a prime
graph. Similarly, if NGrus Ď NGrvs holds in G such that degGpvq ě 2, then G can not be
a prime graph.
Proof. Let G be a prime graph with regpGq “ k. Suppose first that NGpyq Ď NGpxq.
Since G is prime, we have rHk´1pGq ‰ 0. However, the inclusion NGpyq Ď NGpxq implies
that G » G ´ x by Corollary 2.4 so that rHk´1pG ´ xq ‰ 0, that is, regpG ´ xq “ k, a
contradiction.
Suppose next that NGrus Ď NGrvs holds in G. Assume that G is a prime graph. This
in turn implies that regpGq “ regpG ´ NGrvsq ` 1. On the other hand, tK2, G ´NGrvsu
is an induced decomposition of G, where the graph K2 is induced by the pair tu, vu. In
such a decomposition, we may replace the graph G ´ NGrvs, if necessary, with a prime
factorization of itself that creates a prime factorization for G, and such a factorization of
G never contains any neighbour of v other than u, a contradiction. 
One of the immediate consequences of Proposition 3.13 is that the equality regpGq “
impGq holds for any graph in a hereditary graph class defined in terms of having a non-
isolated (closed or open) dominated vertex, since only prime graph that such a graph in
that class can contain is isomorphic to a K2. For instance, the family of such graphs
contains all chordal graphs [5, 12, 13] or distance-hereditary graphs [7]. For the latter, we
recall that any distance-hereditary graph G can be inductively constructed by adding a
new vertex y for each existing vertex x such that eitherNGpyq “ txu or the (open or closed)
neighbourhood set of y equals to that of x in G. Therefore, only prime distance-hereditary
graph must be isomorphic to a K2. We also note that distance-hereditary graphs are
contained in the class of weakly chordal graphs; hence, the equality regpGq “ impGq for
such graphs is already known [40]. However, we do not know whether a weakly chordal
graph can contain primes other than a K2.
Theorem 3.14. If G is a pC3, P5q-free graph, then regpGq “ impG; tK2, C5u; p1, 2qq.
Proof. We choose to state two distinct proofs of the claim. One of them is purely combi-
natorial and the other uses topological methods.
The first proof: Suppose that G is a prime and pC3, P5q-free graph. If G is C5-free,
then it is a weakly chordal graph; hence, we have regpGq “ impGq. So, we may assume
that G contains at least one induced five cycle C, say on the vertices x1, . . . , x5 such that
xixi`1 P EpGq in cyclic fashion. Suppose first that any vertex of G not contained in V pCq
has exactly two neighbours in C, and let y be such a vertex. We may assume without
loss of generality that neighbours of y in C are x1 and x3. Then by Proposition 3.13,
there exist vertices u P NGpyq and v P NGpx2q such that ux2, yv R EpGq. Note that we
must have uv P EpGq, since otherwise the set tu, x2, x1, y, vu induces a P5. To prevent the
existence of induced 5-paths in G, the vertices u and v must have at least one neighbour
in C. However, since G is triangle-free, the only possible neighbours could be x4 and x5.
If ux4 P EpGq, then the set tu, x4, x5, x1, x2u induces a P5, while if ux5 P EpGq, then the
set tu, x5, x4, x3, x2u induces a P5 in G, any of which is impossible.
Assume now that any vertex in V pGqzV pCq has exactly one neighbour in C. If y is
such vertex and its neighbour in C is x1, then it follows from Proposition 3.13 that y has
a neighbour z outside of C. However, in such a case either the set tz, y, x1, x5, x4u or the
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set tz, y, x1, x2, x3u induces a P5 in G, since z can have at most one neighbour in C by
our assumption.
Therefore any such graph must be isomorphic to a C5.
The second proof: To prove the claim, it suffices to verify that any prime pC3, P5q-free
graph G with minimum degree at least two is isomorphic to a C5, since only prime graph
having a degree one vertex is K2 by Proposition 3.13. Suppose that G is such a graph,
and consider a vertex x P V pGq with degGpxq ě 3. We let NGpxq “ tx1, . . . , xku.
We first note that the vertices x1, . . . , xk can not have a common neighbour other than
x by Proposition 3.13. Furthermore, if there exist i P rks and a minimal non-empty subset
J Ď rksztiu of cardinality at least two such that NGpxiq Ď
Ť
jPJ NGpxjq, then we claim
that IndpG´NGrxisq is contractible; hence, IndpGq » IndpG´xiq, a contradiction, since G
is prime. Observe that degG´xpxiq ě 2, and by the minimality of J , any vertex xj for j P J
has at least one private neighbour in NGpxiq, that is, there exists yj P NGpxiq X NGpxjq
such that yj R NGpxtq for any t P Jztju. Furthermore, any two vertices xj1 and xj2 for
j1, j2 P J can not have a common neighbour in H :“ G ´ NGrxis. Assume otherwise
that z P V pHq XNGpxj1q XNGpxj2q, then the set tz, xj1 , x, xi, yj2u induces a path in G of
length 4, since G is C3-free. However, this contradicts to the fact that G is P5-free. Once
again, pC3, P5q-freeness of G forces that either |J | “ 2 or at least one vertex xj for some
j P J has degree zero in H . In the later case, the complex IndpHq becomes a cone, so
it is contractible. We may therefore assume that J “ tj1, j2u and both vertices xj1 and
xj2 have degree at least one in H . At this point, the union NHpxj1q YNHpxj2q induces a
complete bipartite graph in H , since G is P5-free. So, we need to have NHpxj1q Ď NHpuq
for any u P NHpxj2q. This means that we can remove each such vertex u P NHpxj2q
one-by-one without altering the homotopy type of IndpHq by Corollary 2.4. However, the
vertex xj2 becomes isolated eventually, that is, IndpHq is contractible as claimed.
We may therefore assume that each vertex xi has a private neighbour vi in G for each
i P rks. However, since k ě 3 and G is P5-free, the set tv1, . . . , vku must be a clique of G
that contradicts to G being triangle-free.
Therefore, the maximum degree of G must be two, that is, G is isomorphic to a C5. 
Observe that for any P5-free bipartite graph B, we have regpBq “ impBq by The-
orem 3.14. Note that since bipartite P5-free graphs are weakly chordal, the equality
regpBq “ impBq also follows from a result of [40] for such graphs. However, we can
extend it further:
Theorem 3.15. If G is a bipartite P6-free graph, then regpGq “ impGq.
Proof. Once again, it suffices to prove that only induced prime in such a graph is iso-
morphic to a K2. So, let H be a prime and P6-free bipartite graph. Following the
characterization of P6-free graphs due to van’t Hof and Paulusma [36], such a graph must
contain either a dominating complete bipartite subgraph or else an induced dominating
C6. We accordingly divide the proof into two cases, while noting that the methods of the
proof in both cases are almost identical.
Suppose that K :“ Km,n be a dominating complete bipartite subgraph of H , and
assume for contradiction that H fl K2. So, let V pHq “ U Y V and V pKq “ U
1 Y V 1 such
that U 1 Ď U and V 1 Ď V . By Proposition 3.13, the equality m “ n “ 1 is not possible
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so that we may suppose that n ě 2. Furthermore, the graph H can not contain any
dominated vertex, which is again due to Proposition 3.13.
Claim 1. H contains an induced C6.
Proof of Claim 1. Let x1, x2 P U
1 be given. Since they can not dominate each other,
there exist a12, a21 P V zV
1 such that a12 P NHpx1qzNHpx2q and a21 P NHpx2qzNHpx1q.
Pick a vertex y1 P V
1, and since a12 is not dominated, it has a neighbour, say b12 P UzU
1
such that b12y1 R EpHq. However, since H is P6-free, the edge b12a21 must be present in
H ; hence, the set tx1, y1, x2, a21, b12, a12u induces the desired C6.
Claim 2. For any vertex x P U 1, the graph T “ H ´NHrxs is 2K2-free.
Proof of Claim 2. Assume otherwise that M is an induced matching in T having order
at least two. Observe that if b P V zV 1 is an end vertex of an edge inM , since it can not be
dominated by any vertex y P V 1, it has a neighbour cpb,yq P UzU
1 such that ycpb,yq R EpHq.
Case 2.1. Suppose that V pMq X U 1 “ H so that M contains edges a1b1, a2b2 with
a1, a2 P UzU
1 and b1, b2 P V zV
1. Since K is dominating, the vertices a1 and a2 (resp. b1
and b2) have at least one neighbour in V
1 (resp. in U 1).
Subcase 2.1.piq. Assume that a1, a2 P NHpy1q and b1, b2 P NHpx1q for some y1 P V
1
and x1 P U
1ztxu. In such a case, we must have cpb1,y1qb2 R EpHq, since otherwise the set
tx, y1, a1, b1, cpb1,y1q, b2u induces a P6. But then the set tcpb1,y1q, b1, a1, y1, a2, b2u induces a
P6 in H , a contradiction.
Subcase 2.1.piiq. Assume that a1, a2 P NHpy1q, while there exist distinct vertices x1, x2 P
U 1 such that b1 P NHpx1qzNHpx2q and b2 P NHpx2qzNHpx1q. If cpb1,y1qb2 R EpHq, then the
set tcpb1,y1q, b1, a1, y1, x2, b2u, and if cpb1,y1qb2 P EpHq, then the set tx, y1, x2, b1, cpb1,y1q, b2u
induces a P6 in H , both of which is impossible.
Subcase 2.1.piiiq. Assume that b1, b2 P NHpx1q, while there exist distinct vertices y1, y2 P
V 1 such that a1 P NHpy1qzNHpy2q and a2 P NHpy2qzNHpy1q. If cpb1,y1qy2 R EpHq, the set
tcpb1,y1q, b1, a1, y1, x, y2u induces a P6; hence, cpb1,y1qy2 P EpHq. On the other hand, if
cpb1,y1qb2 R EpHq, then the set tb2, a2, y2, cpb1,y1q, b1, a1u, and if cpb1,y1qb2 P EpHq, then the
set tx, y1, a1, b1, cpb1,y1q, b2u induces a P6 in H .
Subcase 2.1.pivq. Assume that there exist distinct vertices x1, x2 P U
1 and y1, y2 P
V 1 such that b1 P NHpx1qzNHpx2q, b2 P NHpx2qzNHpx1q and a1 P NHpy1qzNHpy2q and
a2 P NHpy2qzNHpy1q. If cpb1,y1qb2 R EpHq, then the set tcpb1,y1q, b1, a1, y1, x2, b2u, and if
cpb1,y1qb2 P EpHq, then the set tx, y1, x2, b1, cpb1,y1q, b2u induces a P6 in H , both of which is
impossible.
Case 2.2. Suppose that |V pMq X U 1| “ 1. We may therefore assume that M contains
edges of the form x1b1 and a2b2, where x1 P U
1ztxu, a2 P UzU
1 and b1, b2 P V zV
1. Pick a
vertex y1 P V
1. If cpb1,y1qb2 P EpHq, then the set tx, y1, x1, b1, cpb1,y1q, b2u induces a P6 in H
so that we must have cpb1,y1qb2 R EpHq. However, it then follows that the edges b1cpb1,y1q
and a2b2 form an induced matching that shares no vertex with U
1, which is not possible
by Case 2.1.
Case 2.3. Suppose that |V pMq X U 1| “ 2, and let M contains the edges x1b1 and
x2b2 such that x1, x2 P U
1ztxu and b1, b2 P V zV
1. Once again, pick a vertex y1 P V
1. If
cpb1,y1qb2 R EpHq, then the set tcpb1,y1q, b1, x1, y1, x2, b2u, while if cpb1,y1qb2 P EpHq, then the
set tx, y1, x2, b2, cpb1,y1q, b1u induces a P6 in H , both of which is not possible.
This completes the proof of the Claim 2. Now, since the graph T is 2K2-free and
bipartite, it follows that T is a cochordal graph so that regpT q “ 1, which in turn implies
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that regpHq “ 2, since H is prime. However, such a graph can not be prime, since it
contains an induced C6 by Claim 1.
Assume now that H has a dominating induced 6-cycle C, say on the vertices x1, . . . , x6
such that xixi`1 P EpHq in the cyclic fashion. Since a 6-cycle itself is not a prime graph,
the set V pHqzV pCq is not empty.
Claim 3. Any vertex x P V pHqzV pCq has at least two neighbours in C, that is,
|NCpxq| ě 2.
Proof of Claim 3. Since V pCq is dominating in H , any such vertex has at least one
neighbour in V pCq, and if it has a unique neighbour, then H contains an induced P6
which is not possible.
Claim 4. For any vertex xi P V pCq, the graph H ´NH rxis is 2K2-free.
Proof of Claim 4. Consider the vertex x5, and suppose that the graph L “ H´NHrx5s
has an induced matching M of cardinality 2.
Subclaim 4.1. M X tx1x2, x2x3u “ H.
Proof of Subclaim 4.1. Assume without loss of generality that M “ tx1x2, xyu for
some x, y P V pHqzV pCq. Note that x, y R NHrx5s. Now, if xx3 P EpHq, then one of the
vertices x4 or x6 must be adjacent to x by Claim 3. However, we then necessarily have
|NCpyq X V pCq| ď 1, that contradicts to Claim 3. Furthermore, if none of the vertices x
and y is not adjacent to x3, then one of these vertices has no neighbours in V pCq which
is not possible again by Claim 3.
Subclaim 4.2. V pMq X tx1, x2, x3u “ H.
Proof of Subclaim 4.2. Assume without loss of generality that M “ txju, xyu for some
u, x, y P V pHqzV pCq and j P r3s. By the symmetry, it suffices to consider the cases only
when j P t1, 3u or j “ 2.
Case 4.2.piq. j “ 1. In this case, we note that one of x and y is adjacent to either
x2 or x3. So, we let xx2 P EpHq. It follows that x4, x6 P NCpyq. However, this forces
|NCpxq X V pCq| ď 1, a contradiction.
Case 4.2.piiq. j “ 2. It is sufficient to consider the case, where x1, x3 P NCpyq and
x4, x6 P NCpxq. On the other hand, the vertex u must be adjacent to at least one of the
vertices x4 and x6. If ux4 P EpHq, then the set ty, x1, x2, u, x4, x5u induces a P6 in H ,
while if ux6 P EpHq, then the set tx5, x6, u, x2, x3, yu induces a P6 in H , both of which is
impossible.
We may therefore assume that M “ txy, abu for some x, y, a, b P V pHqzV pCq. Again
by Claim 3, we note that at least one of the end vertex of the edges xy and ab has
exactly two neighbours in tx1, x2, x3u. So, assume that x1, x3 P NCpxq X NCpaq. It then
follows that each of the vertices y and b has at least two neighbours in tx2, x4, x6u. If
x6 P NCpyq X NCpbq while x4 R NCpyq Y NCpbq, then the set tb, x6, y, x, x3, x4u induces
a P6 in H . Thus, we must have that at least one of yx4 and bx4 as an edge in H .
However, if yx4 P EpHq, then the set ta, x1, x, y, x4, x5u, and if bx4 P EpHq, then the
set tx5, x4, b, a, x1, xu induces a P6 in H , any of which is impossible. By the symmetry,
the case x4 P NCpyq X NCpbq while x6 R NCpyq Y NCpbq can be treated similarly. This
completes the proof of Claim 4.
Now, as in the first case, since the graph L is 2K2-free and bipartite, it follows that L
is a cochordal graph so that regpLq “ 1, which in turn implies that regpHq “ 2, since H
is prime. However, such a graph can not be prime, since it contains an induced C6. 
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Our next aim is to provide an answer to a question of Hibi et al. [15] (see Question 1.11)
regarding the existence of some infinite family of connected graphs satisfying impGq ă
regpGq “ mpGq, where mpGq is the matching number of G. We recall that the inequality
regpGq ď mpGq naturally holds for any graph G [12]. They already observe that the only
graph up to seven vertices with these constraints is C5, and remark that such graphs
might be rare. Indeed, we confirm their observation by showing that the graph C5 is
unique with these properties.
Lemma 3.16. Let H be a graph with regpHq “ mpHq. If tH1, . . . , Hku is a prime
factorization of H, then regpHiq “ mpHiq for each i P rks.
Proof. If there exists j P rks such that regpHjq ă mpHjq, then
mpHq “ regpHq “ regpH1q ` . . .` regpHkq ă mpH1q ` . . .`mpHkq ď mpHq,
a contradiction. 
Theorem 3.17. If G is a connected graph satisfying impGq ă regpGq “ mpGq, then
G – C5.
Proof. We first prove the claim for prime graphs. So, let G be a prime graph satisfying
impGq ă regpGq “ mpGq. We proceed by an induction on the order of G. If v P V pGq, we
then have regpGq “ 1` regpG´NGrvsq. Observe that regpG ´NGrvsq “ mpG ´NGrvsq,
since otherwise regpGq “ 1 ` regpG ´ NGrvsq ă 1 ` mpG ´ NGrvsq ď mpGq, which is
not possible by the assumption. Now, let H “ tH1, . . . , Hku be a prime factorization
of H :“ G ´ NGrvs. It then follows from Lemma 3.16 that regpHiq “ mpHiq for each
i P rks. On the other hand, if impHiq ă regpHiq for some i P rks, we have Hi – C5 by the
induction hypothesis. Furthermore, if impHjq “ regpHjq for some j P rks, we then have
Hj – K2, since, in such a case, the equality impHjq “ mpHjq implies that the graph Hj
must contain a (closed) dominated vertex by Theorem 30 of [5], which is only possible
when Hj – K2 by Proposition 3.13. Therefore, the prime factorization H can be divided
into two pieces H1 :“ tnK2u and H2 :“ tmC5u such that n`m “ k.
Case 1. m ‰ 0. If we define T :“ Yki“1V pmC5q, then the set U :“ V pHqzT is an
independent set, which is due to the fact that regpHq “ mpHq. Moreover, by the same
reason, none of the vertex u P U can have a neighbour in T . However, this implies that
each C5 in H2 is a connected component of H . On the other hand, the vertex v has at
least two neighbours, say w and z in G by Proposition 3.13, and since G is connected,
at least one of these two vertices is adjacent to a vertex in T . Now, if wp P EpGq for
some p P T , then regpGq ă mpGq, since the addition of the edges wp and vz increases the
matching number of G by two, a contradiction.
Case 2. m “ 0. In such a case, we necessarily have impHq “ regpHq “ mpHq. If we
define L :“ Yki“1V pkK2q, the set W :“ V pHqzL is an independent set as in the previous
case. Once again, by Theorem 30 of [5], the graph H contains two vertices, say p and
q such that NHrps Ď NHrqs. However, since G is prime, such a vertex p can not be
dominated in G; hence, there exists x P NGpvq such that xp P EpGq, while xq R EpGq.
Since W is an independent set, one end of the edge pq must be contained in L. We also
note that the vertex v has at least one neighbour y other than x by again Proposition 3.13.
Subcase 2.1. If q P L, while p R L, then the set H Y tvy, xpu is a matching in G of size
one more than regpGq “ mpGq, which is not possible.
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Subcase 2.2. Let p P L and q R L. Then there exists t P L, such that the edge pt is
in the prime factorization H. It then follows from Lemma 1 of [20] that tq P EpHq and
degHppq “ degHptq “ 2. Now, the set H
1Y txp, vyu, where H1 :“ pHztpquq Y ttqu, is then
a matching in G of size one more than regpGq “ mpGq, which is not possible.
Subcase 2.3. Assume that p, q P L. Observe that the case where the vertices p and q
have a common neighbour in H is not possible by Subcase 2.2. However, it then follows
from Lemma 1 of [20] that we must have degHppq “ 1. Now, if there exists h P W such
that qh P EpHq, then the set H2 :“ pHztpquqYtxp, qh, vyu is a matching in G of size one
more than regpGq “ mpGq, a contradiction. So, we may further assume that degHpqq “ 1.
However, this forces that the set W is empty, that is, H – kK2. On the other hand,
since G is prime, the vertex q must have a neighbour, say y, in NGpvq. If the vertex v
has a neighbour s other than x and y, then the set H3 :“ pHztpquq Y txp, qy, vsu is a
matching in G of size one more than regpGq “ mpGq; hence, NGpvq “ tx, yu. Therefore,
we must have either k “ 1 so that G – C5 or else the graph G´NGrys is a star, that is,
G´NGrys – K1,l for some l ě 1. But, the latter case contradicts to the fact that G is a
prime graph.
Finally, assume that G is not a prime graph, and let G “ tG1, . . . , Gru be a prime
factorization of G. It then follows from Lemma 3.16 that regpGiq “ mpGiq for any i P rrs.
Now, if impGiq “ regpGiq for each i P rrs, then Gi – K2 for by Proposition 3.13 and
Theorem 30 of [5] so that r “ impGq “ regpGq “ mpGq, a contradiction. Therefore, there
exists j P rrs such that impGjq ă regpGjq. Since Gj is prime, then Gj – C5 by the above
argument. However, since G is not prime, the set V pGqz Yri“1 V pGiq can not be empty.
On the other hand, since G is connected, we can use any vertex in this set together with
those in V pGjq to create a matching in G of size larger than mpGq, a contradiction. 
As we have already mentioned in Section 1, the determination of bipartite prime graphs
can be restricted to those having maximum degree at most three by the effect of Lozin
operations (see Section 4). On this direction, we have the following partial result on the
structure of such graphs.
Theorem 3.18. If G is a prime bipartite graph with ∆pGq ď 3 and |G| ě 3, then G is
2-connected.
Proof. Suppose that G is a prime bipartite graph that is not 2-connected. Then there
exists a vertex v such that G ´ v is disconnected. We only handle the case where the
vertex v has degree three, since a similar argument applies to the case when degGpvq “ 2.
We first assume that the graph G ´ v has three connected components, say G1, G2 and
G3. Let w1, w2 and w3 be the neighbours of v in these components respectively. Since G
is a prime graph, we have
regpGq ´ 1 “ regpG´ vq “ regpG1q ` regpG2q ` regpG3q
“ regpG´NGrvsq “ regpG1 ´ w1q ` regpG2 ´ w2q ` regpG3 ´ w3q.
This in particular forces that regpGiq “ regpGi ´NGirwisq for each i P r3s. In fact, we
have regpGq ´ 1 “ regpG ´ NGrw1sq “ regpG1 ´ NG1rw1sq ` regpG2q ` regpG3q so that
regpG1q “ regpG1 ´NG1rw1sq. It then follows that
regpGq ´ 1 “ regpG1 ´NG1rw1sq ` regpG2 ´NG2rw2sq ` regpG3 ´NG3rw3sq.
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Now, we note that tK2, G1 ´ NG1rw1s, G2 ´ NG2rw2s, G3 ´ NG3rw3su is an induced
decomposition of G, where the graph K2 is induced by the pair tv, w1u. We may replace
each subgraph Gi ´NGirwis, if necessary, with a prime factorization of itself that creates
a prime factorization for G other than itself, a contradiction.
Suppose now that G ´ v has two connected components, say G1 and G2. We may
assume that v has one neighbour w1 in G1 and two neighbours w2 and w3 in G2. Since
regpGq ´ 1 “ regpG ´ vq “ regpG ´ NGrvsq “ regpG1q ` regpG2q, we can conclude as
above that regpGq ´ 1 “ regpG1´NG1rw1sq ` regpG2´ tw2, w3uq. Once again, the family
tK2, G1 ´NG1rw1s, G2 ´ tw2, w3uu is an induced decomposition of G, where the isolated
edge K2 is induced by the pair tv, w1u. However, this creates a prime factorization for G
other than itself, a contradiction. 
We next present a reduction algorithm from which we state some interesting new upper
bounds on the regularity. We call a vertex v of a graph G a prime vertex if regpG´ vq ă
regpGq. Observe that the upper bound regpGq ď counterF ` regpGF q always holds as a
result of the reduction algorithm for any choice of the set F Ď V pGq.
Algorithm 1 A reduction algorithm.
1: Input: A graph G “ pV,Eq and a subset F Ď V
2: counter “ 0
3: for v P F do
4: if v is a prime vertex then
5: G “ G´NGrvs and F “ F ´NF rvs
6: counter “ counter ` 1
7: else
8: G “ G´ v and F “ F ´ v
9: end if
10: if F “ H then
11: BREAK
12: end if
13: end for
14: counterF “ counter
15: GF “ G
Proposition 3.19. The inequality regpGq ď 2p∆pGq ´ 1q impGq holds for any connected
graph G.
Proof. Let V pMq be the vertex set of a maximum induced matching M in G. We set
F pMq :“ NGpV pMqq ´ V pMq and define SpMq :“ NGpF pMqq ´ pF pMq Y V pMqq. It
then follows from the definition that SpMq is an independent set in G and |F pMq| ď
2p∆pGq ´ 1q.
Now, we choose F :“ F pMq and run the reduction algorithm. After |F | steps, the
graph GF can only have edges from GrV pMqs. If GF is an edgeless graph, there is
nothing to do. On the other hand, if e “ uv is an edge in GF , then any vertex w P
NGresztu, vu has no effect to the counter, where the set NGresztu, vu is not empty, since G
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is connected. This means that counterF ď 2p∆pGq´1q impGq´
ř
e“uvPEpGF q
|NGresztu, vu|
holds. Therefore, by adding one to the counter for each edge in GF , the regularity can be
at most 2p∆pGq ´ 1q impGq. 
Proposition 3.19 has an immediate consequence:
Corollary 3.20. If M is a maximal induced matching in a connected graph G, then
regpGq ď maxtimpGq, |F pMq|u, where F pMq :“ NGpV pMqq ´ V pMq.
For claw-free graphs, we can further strength the upper bound of Proposition 3.19.
Proposition 3.21. If G is a connected claw-free graph, then regpGq ď 3 impGq.
Proof. As in the proof of Theorem 3.23, choose F :“ F pMq for a maximum induced
matching M in G, and run the reduction algorithm. Let e “ uv be an edge in M . We
note that since G is claw-free, the set NGresztu, vu can contain at most three pairwise non
adjacent prime vertices; hence, regpGq ď 3 impGq. 
Even if we have the bound of Proposition 3.21 for claw-free graphs, the expected one [40]
is much smaller.
Theorem 3.22. If G is a claw-free graph, then regpGq ď 2 impGq.
Proof. We proceed by an induction on the order of G. Let M “ tu1v1, . . . , ukvku be a
maximum induced matching in G. Observe that if none of the vertices ui and vi is prime
in G for i P rks, we conclude that regpGq “ regpG ´ u1q ď 2 impG ´ u1q ď 2 impGq,
where the middle inequality is due to the induction. We may therefore assume that
each vertex in U :“ tu1, . . . , uku is a prime vertex of G. We define H :“ G ´ NGrUs,
and note that the set Ki :“ NHpviq is a clique of H for each i P rks, since G is claw-
free. However, it then follows that H has a split edge covering in terms of the graphs
Ti :“ pKi, Fiq, where Fi :“ NHpKiqzKi, that is, regpHq ď k, which in turn implies that
regpGq ď regpHq ` impGq ď 2 impGq as claimed. 
We remark that Theorem 3.22 generalizes the result of Nevo [27] on pclaw, 2K2q-free
graphs. Moreover, the bound of Theorem 3.22 is tight as shown by the graphs C5 and Cn
for any n ě 6.
The idea of the proof of Theorem 3.22 can be helpful to improve the bound of Propo-
sition 3.19 further.
Theorem 3.23. The inequality regpGq ď ∆pGq impGq holds for any graph G.
Proof. Let M “ tu1v1, . . . , ukvku be a maximum induced matching in G. Once again we
proceed by an induction on the order of G. Note that if none of the vertices ui and vi is
prime in G for i P rks, we have that regpGq “ regpG ´ u1q ď ∆pG ´ u1q impG ´ u1q ď
∆pGq impGq by the induction. Suppose that each vertex in U :“ tu1, . . . , uku is a prime
vertex of G. We define F pMq :“ NGpV pMqq ´ V pMq and H :“ G ´ NGrUs, and note
that the set SpMq :“ NGpF pMqq ´ pF pMq Y V pMqq is an independent set in G. If
we set F :“ F pMq X V pHq, observe that F can contain at most p∆pGq ´ 1q impGq
vertices. Now, we run the reduction algorithm for the graph H with respect to F so that
regpGq ď regpHq ` impGq ď p∆pGq ´ 1q impGq ` impGq “ ∆pGq impGq as claimed. 
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We note that Theorem 3.23 already provides the upper bound regpGq ď 3 impGq for
bipartite graphs with ∆pGq ď 3, while we may strength it further by a detail look at
their local structure. However, we first need two technical results which are also needed
throughout the sequel.
Lemma 3.24. Let x, y, z be three vertices of a graph G with xy, yz P E. If degGpxq “ 1
and degGpyq “ 2, then regpGq “ regpG´ zq.
Proof. Assume otherwise that regpG ´ zq ă regpGq “ k. It then follows that regpGq “
regpG ´ NGrzsq ` 1. Therefore, there exists a minimal set S Ď V pG ´NGrzsq such thatrHk´2pG ´ NGrzsq ‰ 0. However, if we set S˚ :“ S Y tx, yu, then GrS˚s » ΣpGrSsq;
hence rHk´1pGrS˚sq ‰ 0. But then we must have regpG ´ zq “ k, since z R S˚, a
contradiction. 
Lemma 3.25. If NGpxq “ tyu in G, then either regpGq “ regpG ´ xq or else regpGq “
regpG´NGrysq ` 1.
Proof. We let regpGq “ m, and assume that S Ď V is a minimal subset satisfyingrHm´1pGrSsq ‰ 0. If x is not a prime vertex of G, then regpGq “ regpG ´ xq. So,
we may further assume that x is a prime vertex in G, which in turn implies that x P S.
However, since degGpxq “ 1, we must have y P S by the minimality of S. Now, if
u P NGrSspyqztxu, then NGrSspxq Ď NGrSspuq so that GrSs » GrSs ´ u by Corollary 2.4,
which is not possible by the minimality of S. But then S X NGpyq “ txu. We therefore
have GrSs – pG ´NGrysqrSs YK2, where the component K2 is induced by the edge xy;
hence, regpGq “ regpG´NGrysq ` 1 as claimed. 
Theorem 3.26. If G is a connected bipartite graph such that δpGq ă ∆pGq ď 3, then
regpGq ď 2 impGq. Furthermore, if G is a 3-regular connected bipartite graph, then
regpGq ď 2 impGq ` 1.
Proof. Suppose that G is a connected bipartite graph with δpGq ă ∆pGq ď 3. We proceed
by the induction on the order of G. We first prove the claim when G is a prime graph.
Now, note that G must have a vertex, say v P V , of degree two. Let NGpvq “ ta, bu. We
choose a neighbour u of a that is not adjacent to b. Observe that the existence of such a
vertex u is guaranteed by Proposition 3.13. However, we then have regpHq “ regpGq ´ 1,
where H :“ G´NGrus. Furthermore, the vertex v is of degree one in H , and b is its only
neighbour. It then follows from Lemma 3.25 that we have either regpHq “ regpH ´ vq or
regpHq “ regpH ´NHrbsq ` 1, where we analyse each case separately.
Case 1. regpHq “ regpH ´NHrbsq ` 1. Let H “ tH1, . . . , Hsu be a prime factorization
of H ´NHrbs. Observe that none of the graphs Hi is 3-regular, since G is connected and
∆pGq ď 3. However, we may then apply the induction to conclude that
regpGq “ regpH ´NH rbsq ` 2 “
sÿ
i“1
regpHiq ` 2 ď 2p
sÿ
i“1
impHiqq ` 2
ď 2 impH ´NHrbsq ` 2 ď 2 impGq,
since, if M is an induced matching of H ´NHrbs, then M Y tvbu is an induced matching
in G.
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Case 2. regpHq “ regpH ´ vq. If degGpaq “ 2, then impH ´ vq ` 1 ď impGq so that
we can consider a prime factorization of H ´ v as in Case 1 to conclude that regpGq “
regpH ´ vq` 1 ď 2 impH ´ vq` 1 ď 2 impGq. We may therefore assume that degGpaq “ 3.
Let w be the neighbour of a other than u and v. If w is not a prime vertex of H ´ v,
then regpH ´ vq “ regpH ´ tv, wuq. Since the vertex a has degree two in H ´w, we may
proceed as above, that is, we can further suppose that w is a prime vertex of H ´ v. It
then follows that regpH´vq “ regppH´vq´NH´vrwsq`1. Once again, we can consider a
prime factorization of pH´ vq´NH´vrws so that regpGq “ regppH´ vq´NH´vrwsq` 2 ď
2 imppH ´ vq ´NpH´vqrwsq ` 2 ď 2 impGq.
Assume that G is not a prime graph, and let tG1, . . . , Gku be a prime factorization
of G. Since G is connected, we have δpGiq ă ∆pGiq ď 3 for each i P rks so that
regpGiq ď 2 impGiq by the induction together with the fact that Gi is prime. But then
regpGq “
řk
i“ regpGiq ď 2p
řk
i“1 impGiqq ď 2 impGq.
Finally, let G be a 3-regular connected bipartite graph. If G is not prime, then there
exists a vertex x P V such that regpGq “ regpG´xq. However, the connected components
of the graph G´x can not be 3-regular, since G is connected; thus, regpGq “ regpG´xq ď
2 impG´xq ď 2 impGq by the previous case. On the other hand, if G is a prime graph, then
regpGq “ regpG ´ NGrxsq ` 1 for any vertex x P V , while each connected component of
G´NGrxs is not a 3-regular. Therefore, we conclude that regpGq “ regpG´NGrxsq`1 ď
2 impG´NGrxsq ` 1 ď 2 impGq ` 1 as claimed. 
4. Lozin operations
The general knowledge on the behaviour of the regularity under combinatorial operation
is limited to only vertex or edge removals on (hyper)graphs. So, we offer a detailed com-
binatorial approach in order to describe the effect of various operations on the regularity
through the coming three sections.
In his search of algorithmic aspect of the induced matching problem, Lozin describes
an operation that increases the induced matching number exactly by one, and proves
that a successive applications of his operations turns the given graph into a graph having
maximum degree at most three and arbitrarily large girth. We prove in this section2
that his operation has a similar effect on the regularity. In particular, we show that any
non-trivial Lozin operation preserves the primeness of a graph that in turn allows us to
generate new prime graphs from the existing ones.
We begin with recalling the definition of the Lozin transformation on graphs [29].
Let G “ pV,Eq be a graph and let x P V be given. The Lozin transform LxpGq of G
with respect to the vertex x is defined as follows:
piq partition the neighbourhood NGpxq of the vertex x into two subsets Y and Z in
arbitrary way;
piiq delete vertex x from the graph together with incident edges;
piiiq add a P4 “ pty, a, b, zu, tya, ab, bzuq to the rest of the graph;
2Some of the results of this section is appeared in an unpublished manuscript [4].
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pivq connect vertex y of the P4 to each vertex in Y , and connect z to each vertex in Z.
x y a b z
Y Z Y Z
Figure 4. The Lozin transformation
When the decomposition NGpxq “ Y Y Z is of importance, we will write LxpG; Y, Zq
instead of LxpGq. It should be noted that we allow one of the sets Y and Z to be an
empty set, in which case, we call the resulting operation as a trivial Lozin operation.
Furthermore, if x is an isolated vertex, the corresponding Lozin transform of G with
respect to the vertex x is the graph pG´ xq Y P4.
Lemma 4.1. [29] For any graph G and any vertex x P V pGq, the equality impLxpGqq “
impGq ` 1 holds. Furthermore, any graph can be transformed by a sequence of Lozin
transformations into a bipartite graph of maximum degree three having arbitrary large
girth.
We next prove that the Lozin transformation has a similar effect on the regularity,
whose proof is divided into several steps.
Proposition 4.2. Let e “ uv be an isolating edge of G with respect to the vertex w. If w
has a neighbour x of degree two, then regpGq “ regpG´ eq.
Proof. Without loss of generality, we may assume that NGpxq “ tu, wu. We let R :“ G´e,
and assume that regpGq “ m. Let S Ď V “ V pGq “ V pRq be a subset satisfyingrHm´1pGrSsq ‰ 0. We suppose that S is maximal in the sense that rHm´1pGrT sq “ 0 for
any S Ĺ T .
If u R S or v R S, we clearly have GrSs – RrSs. Thus, we may assume that u, v P S. In
this case, if w P S, then GrSs » GrSs´e – RrSs, since e is then an isolating edge of GrSs.
So, suppose that w R S. If x P S, we conclude that GrSs » GrSs ´ v – RrSztvus, where
the homotopy equivalence is due to the inclusion NGrSspxq Ď NGrSspvq (see Corollary 2.4).
It follows that we may further assume x R S. We then define S˚ :“ S Ytxu, and consider
the Mayer-Vietoris sequence of the pair pGrS˚s, xq:
¨ ¨ ¨ Ñ rHm´1pGrS˚s ´NGrS˚srxsq Ñ rHm´1pGrS˚s ´ xq Ñ rHm´1pGrS˚sq Ñ ¨ ¨ ¨ .
Note that rHm´1pGrS˚sq “ 0 by the maximality of S. Moreover, since GrS˚s ´ x – GrSs,
we need to have rHm´1pGrS˚s ´ xq ‰ 0. Therefore, we conclude that rHm´1pGrS˚s ´
NGrS˚srxsq ‰ 0. But, GrS
˚s ´ NGrS˚srxs – GrSztuus and GrSztuus – RrSztuus so that
we have rHm´1pRrSztuusq ‰ 0. As a result, we deduce that regpRq ě regpGq.
Assume that regpRq “ n, and letW Ď V be a maximal subset satisfying rHn´1pRrW sq ‰
0. Similar to the previous cases, we may assume that u, v PW and w R W . Suppose first
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that x P W . Then, RrW s » ΣpRrW s ´ NRrW srusq, since x has degree one in RrW s and
u is its only neighbour. It follows that rHn´2pRrW s ´ NRrW srusq ‰ 0. We define K :“
pW zNGpuqq Y tv, x, wu. Since e is an isolating edge in GrKs, we have GrKs » GrKs ´ e.
However, the vertex u is of degree one in GrKs ´ e and x is its only neighbour; hence,
GrKs ´ e » ΣppGrKs ´ eq ´NGrKs´erxsqq by Corollary 2.4. On the other hand, we have
pGrKs ´ eq ´NGrKs´erxs – RrW s ´NRrW srus so that rHn´1pGrKsq ‰ 0.
Finally, suppose now that x R W . As in the previous case, we let W ˚ :“ W Y txu, and
consider the Mayer-Vietoris sequence of the pair pRrW ˚s, xq:
¨ ¨ ¨ Ñ rHn´1pRrW ˚s ´NRrW˚srxsq Ñ rHn´1pRrW ˚s ´ xq Ñ rHn´1pRrW ˚sq Ñ ¨ ¨ ¨ .
Again, we have rHn´1pRrW ˚sq “ 0 by the maximality of W . Since RrW ˚s ´ x – RrW s,
the group rHn´1pRrW ˚s ´ xq is non-trivial that implies rHn´1pRrW ˚s ´ NRrW˚srxsq ‰ 0.
However, RrW ˚s ´NRrW˚srxs – RrW ztuus and RrW ztuus – GrW ztuus so that we haverHn´1pGrW ztuusq ‰ 0. As a result, we deduce that regpGq ě regpRq. This completes the
proof. 
We next verify that the homotopy type of Lozin transform can be deduced from the
source graph.
Lemma 4.3. Let G “ pV,Eq be a graph and let x P V be given. Then LxpG; Y, Zq »
LxpG; Y
1, Z 1q for any two distinct decompositions tY, Zu and tY 1, Z 1u of NGpxq.
Proof. To prove the claim, it is enough to verify that for a given decomposition NGpxq “
Y Y Z and a vertex u P Z, the graphs LxpG; Y, Zq and LxpG; Y Y tuu, Zztuuq have the
same homotopy type. However, moving the vertex u from Z to Y corresponds to the
sequence of isolating operations Addpu, y; bq and Delpu, z; aq in LxpG; Y, Zq; therefore, the
claim follows from Theorem 2.6. 
Proposition 4.4. Let G “ pV,Eq be a graph and let x P V be given. Then LxpGq » ΣpGq.
Proof. In view of Lemma 4.3, it is sufficient to show that LxpG;NGpxq,Hq » ΣpGq. In
such a case, we set RxpGq “ LxpG;NGpxq,Hq and note that NRxpGqpzq Ď NRxpGqpaq
so that RxpGq is homotopy equivalent to RxpGq ´ a, while the latter graph is clearly
isomorphic to GYK2, where K2 is induced by the edge bz. It then follows that RxpGq »
ΣpGq as required. 
Lemma 4.5. Let G “ pV,Eq be a graph and let x P V be given. Then regpLxpG; Y, Zqq “
regpLxpG; Y
1, Z 1qq for any two distinct decompositions tY, Zu and tY 1, Z 1u of NGpxq.
Proof. We proceed as in the proof of Lemma 4.3. So, let a decomposition NGpxq “ Y YZ
and a vertex u P Z be given. We claim that regpLxpG; Y, Zqq “ regpLxpG; Y Ytuu, Zztuuq.
If we set H :“ LxpG; Y, ZqYuy, then the edge uy is an isolating edge of H with respect to
the vertex b, while b has a neighbour a of degree two. Therefore, Proposition 4.2 applies,
that is, regpHq “ regpLxpG; Y, Zqq. On the other hand, uz is also an isolating edge in H
with respect to a, and the vertex a has a degree two neighbour, namely b. Thus we have
regpHq “ regpH ´ uzq “ regpLxpG; Y Y tuu, Zztuuq. So the claim follows. 
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Proof of Theorem 1.2. Given a subset S Ď V . Assume first that x R S. If we define
S 1 :“ S Y ta, bu, it follows that LxpGqrS
1s – GrSs YK2, where K2 is induced by the edge
ab. Therefore, the graph LxpGqrS
1s is homotopy equivalent to the suspension of GrSs.
Suppose now that x P S. In such a case, we consider S 1 :“ pSztxuq Y ty, a, b, zu, and
write H :“ GrSs and H 1 :“ LxpGqrS
1s. Note that the Lozin transform LxpHq of H with
respect to the partition NHpxq “ pSXY qYpSXZq is exactly isomorphic to H
1. Therefore,
we have H 1 » ΣpHq by Proposition 4.4, which implies that regpLxpGqq ě regpGq ` 1.
For the converse, by Lemma 4.5, it is sufficient to show that regpLxpG;NGpxq,Hqq ď
regpGq ` 1. So, set LxpGq “ LxpG;NGpxq,Hq. Then we have
regpLxpGqq ď maxtregpLxpGq ´ aq, regpLxpGq ´NLxpGqrasq ` 1u.
by Corollary 2.2. However, the graph LxpGq´a is isomorphic toGYbz so that regpLxpGq´
aq “ regpGq` 1. Moreover, the graph LxpGq´NLxpGqras is isomorphic to pG´xqY tzu in
which z is an isolated vertex. It means that regpLxpGq´NLxpGqrasq “ regpG´xq ď regpGq.
Therefore, we conclude that regpLxpGqq ď regpGq ` 1 as claimed. 
Remark 4.6. Note that Lozin transformation does not need to preserve the vertex-
decomposability of a graph in general. Furthermore, other graph invariants such as the
matching number or cochordal cover number may not need to increase exactly by one
under a Lozin transformation (see Lemma 6.2).
We close this section with the proof of the fact that any non-trivial Lozin operation
preserves the primeness of a graph. We remark that in the trivial case, the prime-
ness of a graph is not preserved under a Lozin transformation. For instance, the graph
LxpC8;NC8pxq,Hq is not prime for any vertex x P V pC8q.
Lemma 4.7. If e is an edge of a prime graph G, then regpG´ eq ď regpGq.
Proof. Let regpGq “ k. We write e “ xy and H :“ G ´ e, and consider two cases
separately.
Case 1. x is a prime vertex of H . It then follows that regpHq “ regpH ´ NHrxsq ` 1,
while the graph H ´NHrxs is isomorphic to G ´ pNGrxsztyuq; hence, we have regpHq “
regpG´ pNGrxsztyuqq ` 1 ď pk ´ 1q ` 1 “ k, since G is prime.
Case 2. x is not a prime vertex of H , that is, regpHq “ regpH ´ xq. It then follows
regpHq “ regpH ´ xq “ regpG´ xq ă regpGq, since H ´ x – G´ x. 
Lemma 4.8. If G is a prime graph with δpGq ě 2, then regpG´NGresq ď regpGq ´ 2.
Proof. Let e “ xy be an edge of G, and assume that regpGq “ k. Observe that if we
define Dpx, yq :“ pNGrxsYNGrysqztx, yu, then regpG´Dpx, yqq ď k´1, since G is prime.
However, we have G´Dpx, yq – pG´NGresq YK2, where the K2 component is induced
by the edge e; hence, regpG´NGresq “ regpG´Dpx, yqq ´ 1 ď k ´ 2. 
Proposition 4.9. Let G be a prime graph with δpGq ě 2. If e “ xy is an edge of G, then
the graph LxpG; pNGpxqztyuq, tyuq is prime.
Proof. If we write H :“ LxpG; pNGpxqztyuq, tyuq, the graph H is obtained from G by
replacing the edge e “ xy with the path x ´ x0 ´ x1 ´ x2 ´ y. Suppose that regpGq “ k
so that regpHq “ k ` 1.
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Case 1. Consider the graph H ´ z for any vertex z P V pHqztx, x0, x1, x2, yu. Note that
we have LxpG´z; pNGpxqztyuq, tyuq – H´z; hence, regpH´zq ď k, since regpG´zq ă k
by the primeness of G.
Case 2. The cases obtained by the removal of vertices x and y from H respectively
are of typical nature, so we may only consider the graph H ´ x. However, the graph
H ´ x is isomorphic to the graph LypG ´ x;NG´xpyq,Hq. Therefore we conclude that
regpH ´ zq ď k.
Case 3. Once again, note that the cases H ´ x0 and H ´ x2 are similar, so we only
consider one of them. For the graphH´x0, observe that NH´x0px1q Ď NH´x0pyq such that
degH´x0px1q “ 1 and degH´x0px2q “ 2; hence, we can remove the vertex y form H ´ x0
without altering its regularity by Lemma 3.24, that is, regpH ´ x0q “ regpG ´ yq ` 1 ď
pk ´ 1q ` 1 “ k.
Case 4. Finally, we consider the graph Hx :“ H ´ x1. We verify this case by analysing
two subcases separately. Observe that since x0 has degree one in Hx, we have either
regpHxq “ regpHx ´ x0q or else regpHxq “ regpHx ´NHxrxsq ` 1 by Lemma 3.25.
Subcase 4.1. We consider the equality regpHxq “ regpHx ´NHxrxsq ` 1. For the graph
T1 :“ Hx´NHxrxs, note that we have either regpT1q “ regpT1´x2q or regpT1q “ regpT1´
NT1rysq`1 by again Lemma 3.25. If regpT1q “ regpT1´x2q, then T1´x2 – G´pNGrxsztyuq
so that regpT1q “ regpG´ pNGrxsztyuqq ď pk ´ 1q, that is, regpHxq ď k. We should note
at this point that the sets NGrxs and NGrys are not comparable with respect to the
inclusion by Proposition 3.13. So, suppose that regpT1q “ regpT1 ´ NT1rysq ` 1, then
T1 ´ NT1rys – G ´ NGres so that regpHxq “ regpG ´ NGresq ` 2 ď pk ´ 2q ` 2 “ k by
Lemma 4.8.
Subcase 4.2. Assume next that regpHxq “ regpHx ´ x0q. Now, for the graph T2 :“
Hx´x0, we have either regpT2q “ regpT2´x2q or regpT2q “ regpT2´NT2rysq`1 depending
whether x2 is a prime vertex or not in T2. If regpT2q “ regpT2 ´ x2q, then regpT2q “
regpG ´ eq ď k by Lemma 4.7, since T2 ´ x2 – G ´ e. On the other hand, if regpT2q “
regpT2 ´ NT2rysq ` 1, then T2 ´ NT2rys – G ´ pNGrysztxuq so that regpT2q “ regpG ´
pNGrysztxuq ` 1 ď pk ´ 1q ` 1 “ k.

Theorem 4.10. If G is a prime graph with δpGq ě 2, then so is LxpG; Y, Zq for any
vertex x and any partition NGpxq “ Y Y Z such that Y, Z ‰ H.
Proof. By Proposition 4.9, we may assume that both sets Y and Z are of size at least
two.
Now assume that regpGq “ k so that regpLxpG; Y, Zqq “ k ` 1. To ease the notation,
we write H :“ LxpG; Y, Zq.
Case 1. For the graphH´y, we note that NH´ypaq Ď NH´ypzq such that degH´ypaq “ 1
and degH´ypbq “ 2 so that we can remove the vertex z without altering the regularity by
Lemma 3.24. Since the resulting graph is isomorphic to pG´ xq YK2, we therefore have
regpH ´ yq “ regpG´ xq ` 1 ď pk ´ 1q ` 1 “ k. The case of the graph H ´ z is identical
to this case.
Case 2. For some vertex w P Y , consider the graph H´w. We should note at this point
that Y ztwu ‰ H, since |Y | ě 2. However, this graph is isomorphic to LxpG´w; Y ztwu, Zq
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so that regpH ´ wq “ regpG ´ wq ` 1 ď k. Once again, the case H ´ u for any vertex
u P Z can be similarly treated.
Case 3. Consider the graph H´a. Suppose that regpH´aq “ m, and let S Ď V pH´aq
be a minimal subset satisfying rHm´1ppH ´ aqrSsq ‰ 0. We analyse two cases separately.
Subcase 3.1. The vertex b is a prime vertex of H´a, that is, b P S. It then follows that
z P S, since degH´apbq “ 1. Furthermore, if u P S X Z, then NpH´aqrSspbq Ď NpH´aqrSspuq
so that pH ´ aqrSs » pH ´ aqrSs ´ u by Corollary 2.4, which is not possible by the
minimality of S. We may therefore assume that S X Z “ H. However, this forces
that degpH´aqrSspzq “ 1; hence, pH ´ aqrSs – GrSs Y K2, where we identify the vertex
y P V pH´aq with x and the component K2 is induced by the edge bz. But then the graph
GrSs is an induced subgraph of G ´ Z so that m ď regpG ´ Zq ` 1 ď pk ´ 1q ` 1 “ k,
since G is prime.
Subcase 3.2. The vertex b is not a prime vertex of H ´ a, that is, regpH ´ aq “
regpH´ta, buq. We write T :“ H´ta, bu, and consider the possibility of primeness of the
vertices y and z in T . If y is a prime vertex of T , then regpT q “ regpT´NT rysq`1, while the
graph T ´NT rys is isomorphic to G´Y so that regpT ´NT rysq “ regpG´Y q ď k´1, that
is, regpT q ď k. On the other hand, if y is not a prime vertex in T , then regpT q “ regpT´yq.
Now, if z is prime in T´y, then we conclude that regpT´yq “ regppT´yq´NpT´yqrzsq`1,
where the graph pT ´ yq ´ NpT´yqrzs is isomorphic to G ´ pZ Y txuq so that regpT q “
regpG´ pZ Y txuq ` 1 ď pk´ 1q ` 1 “ k. Finally, if z is not prime in T ´ y, then we have
regpT q “ regpT ´ yq “ regpT ´ ty, zuq “ regpG´ xq ď k ´ 1.

5. Contractions, expansions and the virtual induced matching number
In this section, we introduce a new lower bound to the regularity of graphs, the virtual
induced matching number vimpGq, which is larger than or equals to the ordinary induced
matching number impGq in general, while we provide an example showing that the gap
between vimpGq and impGq could be arbitrarily large. For that purpose, we first begin to
describe the behaviour of the regularity under vertex expansions and edge contractions
on the independence complexes of graphs.
The notion of an edge-contraction on a simplicial complex seems firstly studied by
Hoppe [17], and it was later investigated in the language of independence complexes by
Ehrenborg and Hetyei [10] (see also [2, 3]).
Let ∆ be a simplicial complex on the vertex set V “ V p∆q, and consider x, y P V such
that tx, yu P ∆ and wxy R V . The edge contraction xy ÞÑ wxy can be defined to be a map
f : V Ñ pV ztx, yuq Y twxyu by
fpvq :“
#
v, if v R tx, yu,
wxy, if v P tx, yu.
We then extend f to all simplices F “ tv0, v1, . . . , vku of ∆ by setting
fpF q :“ tfpv0q, fpv1q, . . . , fpvkqu.
The simplicial complex ∆xy :“ tfpF q : F P ∆u is called the contraction of ∆ with respect
to the edge tx, yu.
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Observe that the contraction of an edge may not need to preserve the homotopy type
of the complex in general. However, under a suitable restriction on the contracted edge,
we can guarantee this to happen. We say that an edge tx, yu is a contractible-edge in ∆
if no minimal non-face of ∆ contains it.
Theorem 5.1. [10, Theorem 2.4], [2, Theorem 1] Let ∆ be a simplicial complex and let
tx, yu P ∆ be an edge. Then, the simplicial complexes ∆ and ∆xy are homotopy equivalent
provided that the edge tx, yu is a contractible-edge.
We note that the required condition in Theorem 5.1 is equivalent to lk∆pxq X lk∆pyq “
lk∆ptx, yuq. Furthermore, if ∆ “ IndpGq for some graph G, then the contraction of any
edge in IndpGq preserves the homotopy type.
In graph’s side, the edge contraction is one of the fundamental operations in graph
minor theory.
Definition 5.2. Let e “ xy be an edge of a graph G. Then the contraction of e on G is
the graph G{e defined by V pG{eq “ pV pGqztx, yuq Y twu and EpG{eq “ EpG´ tx, yuq Y
twz : z P NGpxq YNGpyqu.
In this section, we mainly deal with edge contractions on the independence complexes
in which we choose to describe the operation on graphs, while their equivalence is ensured
by Lemma 5.5. Furthermore, the relation between regpG{eq and regpGq for a graph G
and any edge e P EpGq will be investigated in Section 6 (see Theorem 6.6).
Definition 5.3. Let G be a graph and let u and v be two non-adjacent vertices of G. We
define the fake-contraction (or f-contraction) fpG; uvq of G with respect to u and v to be
the graph pG Y uvq{uv, where the graph G Y uv is obtained from G by the addition of
the edge uv to G.
We need to be sure that after an edge contraction on IndpGq, the resulting complex is
still the independence complex of a graph.
Definition 5.4. Let G “ pV,Eq be a graph. Two non-adjacent vertices tx, yu in G is
called a genuine-pair (or simply a g-pair) if there exist no vertices u, v P V ztx, yu such
that Grtx, y, u, vus – 2K2. When tx, yu is a g-pair in G, the graph gpG; xyq constructed
by V pgpG; xyqq :“ pV ztx, yuqYtwu and EpgpG; xyqq :“ EpG´tx, yuqYtuw : u P NGpxqX
NGpyqu is called the g-contraction of G with respect to the pair tx, yu.
ÝÑ
Figure 5. A g-contraction.
Lemma 5.5. If tx, yu is a g-pair in G, then the simplicial complexes IndpgpG; xyqq and
IndpGqxy are isomorphic.
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Proof. We may identify the vertex, say wxy to which the pair tx, yu is contracted in
both cases so that complexes IndpgpG; xyqq and IndpGqxy have identical vertex sets. We
show that both complexes have the same set of minimal non-faces containing the distin-
guished vertex wxy, so the required isomorphism follows. Let R be a minimal non-face
of IndpgpG; xyqq containing wxy. Since IndpgpG; xyqq is the independence complex of a
graph, this means that there exists a vertex z P V pgpG; xyqq such that R “ tz, wxyu;
hence, we have zwxy P EpgpG; xyqq, which in turn implies that z P NGpxq XNGpyq. How-
ever, this forces that tz, xu and tz, yu are not faces of IndpGq so that tz, wxyu can not be
a face in IndpGqxy.
Suppose now that L is a minimal non-face of IndpGqxy containing wxy. We first verify
that the size of L must be two. Assume to the contrary that L “ twxy, u1, . . . , uku
such that ui ‰ uj for any i, j P rks and k ą 1. It then follows that neither of the sets
tx, u1, . . . , uku and ty, u1, . . . , uku forms a face in IndpGq, since L is not a face in IndpGqxy.
Thus, there exist i, j P rks such that xui, yuj P EpGq while xuj, yui R EpGq, where the
latter is due to the fact that tui, wxyu and tuj , wxyu are faces in IndpGqxy. On the other
hand, since L is minimal, we must have tui, uju P IndpGqxy, that is, uiuj R EpGq. However,
we then have Grx, y, ui, ujs – 2K2 which contradicts to tx, yu being a g-pair. Therefore,
the set L must be of size two, say L “ twxy, uu. This implies that u R NGpxq XNGpyq so
that uwxy R EpgpG; xyqq; hence, L is a minimal non-face in IndpgpG; xyqq. 
We next introduce an operation that could be considered as the reversal of a g-
contraction.
Let G “ pV,Eq be a graph. We say that two disjoint (possibly empty) subsets A and
B of V constitute a complete-pairing in G, denoted by rA,Bs, if ab P E for any a P A
and b P B. We note that rA,Hs or rH, Bs is always a complete-pairing in G. We say
that a complete-pairing rA,Bs is non-trivial provided that the sets A and B are both
non-empty. We omit the proof of the following easy fact.
Lemma 5.6. Let x and y be two non adjacent vertices of G. Then, tx, yu is a g-pair in
G if and only if rNGpxqzNGpyq, NGpyqzNGpxqs is a complete-pairing in G.
Definition 5.7. Let z be any vertex of G and let rAz, Bzs be a complete-pairing in
G ´ NGrzs. Then the g-expansion gpG; z, Az, Bzq of G with respect to the vertex z and
the pairing rAz, Bzs is the graph constructed by V pgpG; z, Az , Bzqq :“ pV ztzuq Y txz , yzu
and EpgpG; z, Az, Bzqq :“ EpG´zqYtuxz, uyz : u P NGpzquYtaxz : a P AzuYtbyz : b P Bzu.
ÝÑ
a
ya
xa
ÝÑ
Figure 6. A g-expansion
When there is no confusion, we abbreviate gpG; z, Az, Bzq to gpG; zq, and note that
the pair txz, yzu is always a g-pair in gpG; z, Az, Bzq. Furthermore, the g-contraction and
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g-expansion operations are inverse to each other. In other words, if w is the vertex for
which the g-pair tx, yu is contracted, then gpgpG; xyq;w,Aw, Bwq is isomorphic toG, where
Aw “ NGpxqzNGpyq and Bw “ NGpyqzNGpxq. Similarly, the graph gpgpG; z, Az, Bzq; xzyzq
is isomorphic to G.
Corollary 5.8. Let G be a graph.
piq IndpGq » IndpgpG; xyqq for any g-pair tx, yu in G.
piiq IndpGq » IndpgpG; zqq for any expansion gpG; zq of G.
Proof. The part piq is the consequence of Lemma 5.5 and Theorem 5.1, and the second
follows from the part piq. 
Corollary 5.9. If tx, yu is a g-pair in G such that NGpxq XNGpyq “ H, then IndpGq is
contractible.
Proof. In such a case, the vertex wxy to which the pair tx, yu is contracted is an isolated
vertex of gpG; xyq; hence, the complex IndpgpG; xyqq is contractible, so is IndpGq by
Corollary 5.8. 
Our next result describes the effect of a g-contraction (respectively, a g-expansion) on
a graph to its regularity.
Proposition 5.10. Let tx, yu be a g-pair in G, and let z be an non-isolated vertex of G
such that rAz, Bzs is a complete-pairing in G´NGrzs. Then the followings hold:
piq regpGq ě regpgpG; xyqq ě regpGq ´ 1.
piiq regpgpG; zqq ě regpGq ě regpgpG; zqq ´ 1.
Proof. We only prove the case piq, since the other case follows from that. Now, as-
sume first that regpgpG; xyqq “ n, and let S Ď V pgpG; xyqq be a subset such thatrHn´1pgpG; xyqrSsq ‰ 0. If wxy R S, then S Ď V pGq so that rHn´1pGrSsq ‰ 0; hence,
regpGq ě n. So, suppose that wxy P S. If we let S
˚ :“ pSztwxyuq Y tx, yu, then tx, yu is a
g-pair in GrS˚s. Therefore, we have GrS˚s » pgpGrS˚sq; xyq by Corollary 5.8. However,
the latter graph is clearly isomorphic to gpG; xyqrSs, which implies that rHn´1pGrS˚sq ‰ 0,
that is, regpGq ě n.
For the second inequality, suppose that regpGq “ m, and let R Ď V pGq be a minimal
subset satisfying rHm´1pGrRsq ‰ 0. Note first that if tx, yu Ă R, then for the set R˚ :“
pRztx, yuqYtwxyu, we have rHm´1pgpG; xyqrR˚sq ‰ 0 by the fact thatGrRs » gpG; xyqrR˚s.
On the other hand, if RX tx, yu “ H, then we necessarily have R Ď V pgpG; xyqq so thatrHm´1pgpG; xyqrRsq ‰ 0. It follows that regpgpG; xyqq ě m in either case.
Therefore, we are left to verify the case where exactly one of x and y belongs to the
set R. Assume without loss of generality that x P R, y R R. If we consider the associated
Mayer-Vietoris exact sequence of the pair pGrRs, xq;
¨ ¨ ¨ Ñ rHm´1pGrRs ´ xq Ñ rHm´1pGrRsq Ñ rHm´2pGrRs ´NGrRsrxsq Ñ ¨ ¨ ¨ ,
it follows that rHm´1pGrRs ´ xq “ 0 by the minimality of R so that rHm´2pGrRs ´
NGrRsrxsq ‰ 0. If we set L :“ V pGrRs ´ NGrRsrxsq, the graph gpG; xyqrLs is isomorphic
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to GrRs ´NGrRsrxs. Thus, we have rHm´2pgpG; xyqrLsq ‰ 0 so that regpgpG; xyqq ě m´ 1
as claimed. 
Remark 5.11. We note that the first inequality in piq of Proposition 5.10 could be strict,
that is, there exist graphs with g-pairs such that their g-contractions may decrease the
regularity by one. For instance, if we consider the graph
H “ pta, b, c, d, x, yu, tab, ac, bc, cd, cx, dyuq,
the pair tx, yu is genuine, while regpHq “ 2 and regpgpH ; xyqq “ 1.
We therefore look for a condition on a g-pair for which the regularity remains stable
under its contraction.
Definition 5.12. We call a g-pair tx, yu in G as a true-pair (or simply a t-pair) if there
exists a vertex u P NGpxq XNGpyq with NGrus Ď NGrxs YNGrys, and a g-contraction on
a graph with respect to a t-pair is called a t-contraction of G and denoted by tpG; xyq.
When tx, yu is a t-pair, such a vertex u is called a true-neighbour (or simply a t-neighbour)
of the pair tx, yu. Similarly, if z is a non-isolated vertex in G, we call a complete pairing
rAz, Bzs in G´NGrzs as a t-pairing of z, if there exists a vertex v P NGpzq with NGrvs Ď
Az Y Bz Y NGrzs. A g-expansion of a graph G with respect to a vertex with a t-pairing
of it is called a t-expansion of G and denoted by tpG; z, Az, Bzq.
We note that if rAz, Bzs is a t-pairing of z in G ´ NGrzs, then txz , yzu is a t-pair in
tpG; z, Az, Bzq having the vertex v as a t-neighbour.
Theorem 5.13. If tx, yu is a t-pair in G, then regpGq “ regptpG; xyqq.
Proof. Assume that regpGq “ m, and let R Ď V pGq be a minimal subset satisfyingrHm´1pGrRsq ‰ 0. In view of Proposition 5.10, we may restrict the proof to the case
where such a set R satisfies neither tx, yu Ă R nor R X tx, yu “ H. Suppose that x P R
and y R R. We first claim that NGpyq X R “ H. In order to verify that we define
T :“ R Y tyu and consider the Mayer-Vietoris exact sequence of the pair pGrT s, yq;
¨ ¨ ¨ Ñ rHm´1pGrT s ´NGrT srysq Ñ rHm´1pGrT s ´ yq Ñ rHm´1pGrT sq Ñ ¨ ¨ ¨ ,
where rHm´1pGrT sq “ 0, since no such set contains both x and y. It then follows thatrHm´1pGrT s´NGrT srysq ‰ 0 by the exactness. However, since R is a minimal set satisfyingrHm´1pGrRsq ‰ 0, this implies that NGrT srys “ tyu, that is, NGpyq XR “ H.
Now, since tx, yu is a t-pair, they have a t-neighbour, say u P NGpxqXNGpyq, satisfying
NGpuq Ď NGrxs Y NGrys. By the above claim, we have u R R. On the other hand, the
minimality of R also implies that rHm´2pGrRs ´NGrRsrxsq ‰ 0. Therefore, if we set K :“
V pGrRs ´NGrRsrxsq Y tu, wxyu, it follows that the graph tpG; xyqrKs is isomorphic to the
suspension of GrRs´NGrRsrxs so that rHm´1ptpG; xyqrKsq ‰ 0, that is, regptpG; xyqq ě m.
This completes the proof. 
Corollary 5.14. Let z be a non-isolated vertex of a graph G such that rAz, Bzs is a
t-pairing in G´NGrzs, then regpGq “ regptpG; z, Az, Bzqq.
Proof. The claim is the consequence of Theorem 5.13, since txz , yzu is then a t-pair in
tpG; z, Az, Bzq. 
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Following the example provided in Remark 5.11, the induced matching number of a
graph may not need to increase under the g-contraction of an arbitrary g-pair; however,
if the g-pair is a t-pair, we have the following.
Proposition 5.15. Let G “ pV,Eq be a graph.
piq If tx, yu is a t-pair in G, then imptpG; xyqq ě impGq.
piiq If z is a non isolated vertex with a t-pairing rAz, Bzs in G´NGrzs, then impGq ě
imptpG; z, Az, Bzqq.
Proof. Suppose first that tx, yu is a t-pair in G “ pV,Eq, and let M Ď E be a maximum
induced matching inG. Note that |V pMqXtx, yu| ď 1, since tx, yu is a t-pair, where V pMq
is the set of vertices of G that are incident to an edge in M . If V pMq X tx, yu “ H, then
M is an induced matching in tpG; xyq so that impGq ď imptpG; xyqq. We may therefore
assume that |V pMq X tx, yu| “ 1. Assume that V pMq X tx, yu “ txu, and let u P V be a
t-neighbour of the pair tx, yu. If xu P M , then M 1 :“ pMztxuuq Y tuwxyu is an induced
matching in tpG; xyq. On the other hand, if xz P M for some z P NGpxqzNGpyq, then
pNGpuqztx, zuq X V pMq “ H; hence, the set M
˚ :“ pMztxzuq Y tuwxyu is an induced
matching in tpG; xyq. Thus, we have impGq ď imptpG; xyqq.
The second claim follows from the part piq, since tptpG; z, Az , Bzq; xzyzq – G, where
txz , yzu is the t-pair of the t-expansion. 
Remark 5.16. We note that a graph G contains no g-pair if and only if every edge of G is
contained in an induced 2K2 of G, that is, its complement G is a 4-cycled graph (see [3] for
details). Furthermore, a g-pair in a connected claw-free graph is always a t-pair. On the
other hand, any graph G containing a non-isolated vertex admits a t-expansion (possibly
with respect to a half empty t-pairing).
Definition 5.17. A graph H is called a mate of G provided that there exists a sequence
of graphs G “ G0, G1, . . . , Gk “ H such that Gi`1 is obtained from Gi by either a t-
expansion or a t-contraction for each 0 ď i ă k.
We remark that being a mate for two graphs defines an equivalence relation on the set
of graphs, and we denote by MG, the equivalence class of a given graph G. The following
is the consequence of Theorem 5.13 and Corollary 5.14.
Corollary 5.18. If H PMG, then regpGq “ regpHq.
Example 5.19. We know that regpC8q “ 3 and impC8q “ 2. The graph C8 contains no
t-pair. However, if we first expand it truely and apply successive t-contractions, we reach
3K2 as depicted in Figure 7. Therefore, we have C8 P M3K2.
Definition 5.20. The virtual induced matching number vimpGq of a graph G “ pV,Eq is
defined by
vimpGq :“ maxtimpHq : H is a mate of Gu.
Theorem 5.21. impGq ď vimpGq ď regpGq for any graph G.
Proof. If H is a mate of G, we know that regpGq “ regpHq by Corollary 5.18. However,
regpHq ě impHq by a result of Katzman [19], so maximizing over H gives the desired
result. 
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R0 “ C8
5
6
7
8
x1
2
3
4
y1
R1 “ tpR0; 1, t3, 5u, t4uq
5
6
7
8
x1 3
w1
y1
R2 “ tpR1; 24q
6w2
8
x1 3
w1
y1
R3 “ tpR2; 57q
6w2
8w3 3
w1
R4 “ tpR3; x1y1q
Figure 7. A t-expansion and successive t-contractions of C8.
Remark 5.22. Obviously, a graph G may have infinitely many (non-isomorphic) mates,
while the set timpHq : H is a mate of Gu is finite, since regpGq “ regpHq ě impHq for any
mate H of G. Moreover, the equality vimpGq “ vimpHq holds whenever H PMG.
We note that for the Morey-Villarreal graph (see Figure 2), we have vimpGMV q “ 2 ă
3 “ reg
Z2
pGMV q, where the equality vimpGMV q “ 2 is due to the fact that impGMV q “ 2 “
reg
Z3
pGMV q. Furthermore, the graph Rn depicted in Figure 1 shows that the gap between
the virtual induced matching and the induced matching numbers could be arbitrarily
large, since vimpRnq “ impRnq ` n for any n ě 1.
We do not know whether the virtual induced matching number is additive in general,
however, we can state the following easy fact:
Corollary 5.23. If G and H are two connected graphs on disjoint set of vertices, then
vimpGYHq ě vimpGq ` vimpHq.
Proposition 5.24. For any n ě 3, we have regpCnq “ vimpCnq “ t
n`1
3
u.
Proof. We write V pCnq “ t1, 2, . . . , nu, and assume that the edges of Cn are in the cyclic
fashion. Since the cases 3 ď n ď 5 are trivial, we let n ě 6 and apply induction.
The vertex 1 admits a t-pairing in L0 “ Cn, namely rt3, 5u, t4us, and we define L
1 :“
tpL0; 1, t3, 5u, t4uq in which t2, 4u is a t-pair with the vertex 3 is the t-neighbour. If
we set L2 :“ tpL1; 24q, where we denote by w1 the vertex for which the pair t2, 4u is
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contracted, the pair t3, y1u becomes a t-pair in L
2 with w1 is a t-neighbour. Now, the
graph L3 :“ tpL2; 3y1q is clearly isomorphic to K2 Y Cn´3, where V pK2q “ tw1, w2u and
w2 is the vertex for which t3, y1u is contracted. Therefore,
regpCnq “ 1` regpCn´3q “ 1` vimpCn´3q “ vimpCnq “ t
n` 1
3
u,
where the first equality is due to Corollary 5.18, the second and last equalities follow
from the induction, and the third equality is the consequence of Theorem 5.21 and Corol-
lary 5.23. 
Proposition 5.25. Let ta, b, c, du be a set of vertices of a 4-path (not necessarily induced)
in G with edges ab, bc, cd such that dGpbq “ dGpcq “ 2. If ad P EpGq, then G´ta, b, c, duY
K2 is a mate of G. Furthermore, if ad R EpGq, then the graph fpG´ tb, cu; daq YK2 is a
mate of G.
Proof. Suppose first that ad P EpGq. We then apply to a t-expansion on the vertex d
with respect to the t-pairing rtbu,Hs. Observe that in the resulting graph tpG; dq, the pair
ta, cu is a t-pair with b as a t-neighbour. The t-contraction of ta, cu provides the graph
tptpG; dq; acq in which tb, ydu is a t-pair. When we t-contract tb, ydu, the set txd, wac, wbydu
in the graph we obtained induces a 3-path such that the vertex wbyd is of degree one, that
is, txd, wbydu is a t-pair. Therefore the t-contraction of txd, wbydu in tptptpG; dq; acq; bydq
results a graph isomorphic to G´ ta, b, c, du YK2 (compare to Figure 8).
a
b
cd
G
a
b
c
xd
yd
tpG; dq
b
xd
yd
wac
tptpG; dq; acq
xd
wac
wbyd
tptptpG; dq; acq; bydq
wacwbyd
wac
tptptptpG; dq; acq; bydq; xdwbydq
Figure 8. The first phase of expansions and contractions in Proposition 5.25.
Assume next that ad R EpGq. We apply to a t-expansion on the vertex d with respect
to the t-pairing rNGpaqzNGpdq, taus having the vertex c as a t-neighbour. If we denote by
txd, ydu, the resulting t-pair in tpG; dq, then ta, cu is a t-pair in tpG; dq with t-neighbour b.
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Once we contract this t-pair in tpG; dq and denote the newly created vertex by wac, then
tb, ydu becomes a t-pair in tptpG; dq; acq with a t-neighbour the vertex wac. Finally, the
t-contraction of tb, ydu in tptpG; dq; acq yields a graph isomorphic to fppG´tb, cuq; daqYK2,
where the isolated edge is induced by wac and wbyd (see to Figure 9). 
a
b
cd
G
a
b
c
xd
yd
tpG; dq
b
xd
yd wac
tptpG; dq; acq
xd “ d
wbyd
wac
tptptpG; dq; acq; bydq – fppG´ tb, cuq; daq YK2
Figure 9. The second phase of expansions and contractions in Proposition 5.25.
Our next aim is to prove the equality regpGq “ vimpGq when G is a well-covered block-
cactus graph [33] that in turn includes any Cohen-Macaulay graph with girth at least five
(see also [5, 16]). We recall that a graph G is called a block-cactus graph, if each of its
blocks is a clique or a cycle. For that purpose, we first introduce a graph class containing
all such graphs.
Definition 5.26. Let G be a graph, and let C be an induced cycle of length 4 ď n ď 7
in G. Then C is called a basic cycle of G if one of the followings holds:
piq n “ 4 and contains two adjacent vertices of degree two in G,
piiq n “ 5 and contains no two adjacent vertices of degree three or more in G,
piiiq n “ 6 or 7 and if x, y P V pCq are two vertices such that degGpxq, degGpyq ě 3,
then dGpx, yq ě 3.
We say that G is in the class BW , if its vertex set can be partitioned V pGq “ B YW
such that B consists of vertices of basic cycles of G and basic cycles form a partition of
B, and W induces a weakly chordal graph in G.
Theorem 5.27. If G P BW , then regpGq “ vimpGq.
Proof. We proceed by an induction on the order of G. We first note that if B “ H, then
regpGq “ vimpGq “ impGq so that we may assume B ‰ H. Let L be the set of vertices of
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a basic cycle, say of length n ě 4. If every vertex in L has degree two in G, we consider
any 4-path (not necessarily induced) on ta, b, c, du Ď L. Otherwise, L contains at least
one vertex, say d of degree at least three. In such case, we consider a 4-path on ta, b, c, du
in L such that the adjacent vertices b and c are of degree two in G. If ad P EpGq, that is,
n “ 4, then G´ta, b, c, duYK2 is a mate of G by Proposition 5.25. Therefore, if we define
B1 :“ BzL and W 1 :“ W Y pL´ ta, b, c, duq Y V pK2q, then the graph G´ ta, b, c, du YK2
belongs to the class BW with the partition V pG ´ ta, b, c, du Y K2q “ B
1 YW 1 so that
regpGq “ regpG´ ta, b, c, duq ` 1 “ vimpG´ ta, b, c, duq ` 1 “ vimpGq.
We may therefore assume that ad R EpGq, that is, n ě 5. Note that the graph
fppG´ tb, cuq; daq YK2 is a mate of G. We examine two cases separately:
Case 1. n “ 5 or 6. If we define B1 :“ BzL andW 1 :“W YpL´ta, b, cuqYV pK2q, then
the decomposition V pfppG´ tb, cuq; daq YK2q “ B
1 YW 1 satisfies the required conditions
for which fppG´ tb, cuq; daq YK2 P BW .
Case 2. n “ 7. In this case, we note that L can contain at most one other vertex
of degree three or more in G. If there exists such a vertex, we may assume without
loss of generality that this vertex is a. Therefore, if we set B1 :“ B ´ ta, b, cu and
W 1 :“ W Y V pK2q, the resulting decomposition V pfppG ´ tb, cuq; daq Y K2q “ B
1 YW 1
satisfies the required conditions for which fppG´ tb, cuq; daq YK2 P BW .
In any case we conclude that regpGq “ regpfppG ´ tb, cuq; daq YK2q so that the claim
follows from the induction. 
The followings are direct consequence of Theorem 5.27.
Corollary 5.28. If G is a well-covered block-cactus graph, then regpGq “ vimpGq.
Corollary 5.29. If G is a Cohen-Macaulay graph of girth at least five, then regpGq “
vimpGq.
6. Edge subdivisions and contractions on graphs
A special case of Lozin transformation corresponds to an edge subdivision on a graph
with respect to a chosen edge. We next provide a detail analyses on the effect of edge
subdivisions of particular length to the regularity. Moreover, we prove that the regularity
of the graph obtained by a double edge subdivision equals to one more than the regularity
of the graph resulting from the contraction of that edge.
Let G “ pV,Eq be a graph, and let e “ xy P E be an edge. An n-edge subdivision on the
edge e for some n ě 1 corresponds to replacing the edge e by a path of length n`1, that is,
we transform the graph G to the graph pG; eqn, where V ppG; eqnq :“ V Ytu0, u1, . . . , un´1u
and EppG; eqnq “ pEztxyuq Y txu0, u0u1, . . . , un´1yu. We only consider the cases where
n “ 2, 3. When n “ 2, 3, we call the corresponding operations as the double and triple
edge subdivisions, and denote the resulting graphs by DpG; eq and LpG; eq respectively.
In particular, we denote by DpGq, the graph obtained from G by applying double edge-
subdivision to every edge of G.
We remark that any triple edge subdivision on an edge e “ xy can be considered as a
Lozin transformation by taking one of the sets in the partition of NGpxq as a singleton. In
other words, we may consider the operation LxpG; tyu, NGpxqztyuq for some y P NGpxq.
Observe that the resulting graph can be obtained from G by replacing the edge xy in G
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by a path x´x0´x1´x2´ y. Following Theorem 1.2, we may readily describe the effect
of a triple subdivision on regularity.
Corollary 6.1. Let G be a graph and let e “ xy be an edge. Then regpLpG; eqq “
regpGq ` 1.
As opposed to a triple edge subdivision, a double edge subdivision on a graph may not
need to increase the regularity. For instance, if we consider G “ C5, then DpC5; eq – C7
so that regpC5q “ regpDpC5; eqq “ 2 for any edge e P EpC5q (see also Remark 6.8).
On the other hand, it is not difficult to prove in general that an n-edge subdivision is
a monotone increasing operation on the regularity of graphs for any n ě 2. Similarly,
such an operation is also monotone increasing with respect to the induced matching and
cochordal cover numbers. It is less obvious that a triple edge subdivision is strictly
increasing on the cochordal cover number.
Lemma 6.2. Let G be a graph and let e “ xy be an edge. Then cochordpGq ` 2 ě
cochordpLpG; eqq ą cochordpGq.
Proof. Since the first inequality is obvious, we prove the second. Suppose that H “
tH1, . . . , Hku is a cochordal cover of LpG; eq. Then there exist i, j P rks with i ‰ j such
that xx0 P EpHiq and x2y P EpHjq.
Case 1. There exists t P rkszti, ju such that x0x1 P EpHtq (or similarly x1x2 P EpHtq).
In such a case, we may assume that x1x2 P EpHtq. If we define EpH
1
iq :“ pEpHiqztxx0uqY
txyu and EpH 1jq :“ EpHjqztx2yu, then tH
1
i, H
1
juYtHr : r P rkszti, j, tuu is a cochordal cover
of G.
Case 2. x0x1, x1x2 P EpHiq. If we define EpH
1
jq :“ pEpHjqztx2yuq Y txyu, then
tH 1j , Hr : r P rkszti, juu is a cochordal cover of G.
Case 3. x0x1 P EpHiq. By Cases 1 and 2, this forces x1x2 P EpHjq. Now, if we define
EpH0q :“ pEpHiqztxx0, x0x1u Y EpHjqztx1x2, x2yuq Y txyu, then tH0, Hr : r P rkszti, juu
is a cochordal cover of G. 
We note that the first inequality of Lemma 6.2 could be tight. As an example, we state
that cochordpLpC4; eqq “ 3 ą 1 “ cochordpC4q for any edge e P EpC4q.
Proposition 6.3. If G “ pV,Eq is a graph with E ‰ H, then impDpGqq “ regpDpGqq “
cochordpDpGqq “ |E|.
Proof. If we denote by M , the set of middle edges of each 4-path corresponding to the
double edge subdivision of each edge, thenM is clearly an induced matching of cardinality
|E|. On the other hand, for each such edge f , if we denote the subgraph consisting of the
edge f and any edge incident to f by Hf , then the collection tHf : f PMu is a cochordal
covering of DpGq from which the claim follows. 
Our next result interrelates the effect of a double edge subdivision on the regularity to
that of an edge contraction in a graph.
Lemma 6.4. If e “ uv is an edge of a graph G, then regpDpG; eqq “ regpG{eq ` 1.
Proof. We begin by applying a t-expansion in the graph D :“ DpG; eq to the vertex u
with respect to the t-pairing rtvu, NDpvqzNGpuqs having the t-neighbour the vertex a (see
36 TU¨RKER BIYIKOG˘LU AND YUSUF CIVAN
Figure 10). Observe that tv, au is a t-pair in the graph tpD; uq with a t-neighbour b. Once
we contract this t-pair, in the resulting graph tptpD; uq; vaq, we have that tc, yuu is a t-pair
having the vertex wva as a t-neighbour, where wva is the vertex for which the pair tv, au is
contracted. Finally, the t-contraction of tb, yuu yields a graph isomorphic to pG{eq YK2,
where the isolated edge is induced by the vertices wva and wbyu . Therefore, the graph
DpG; eq is a mate of pG{eq YK2, that is, regpDpG; eqq “ regpG{eq ` 1. 
u ve
G
u va b
D “ DpG; eq
va b
xu
yu
tpD; uq
b
xu
yu
wva
tptpD; uq; vaq
xu “ u “ v
wva
wbyu
tptptpD; uq; vaq; byuq – G{e YK2
Figure 10. The t-expansion and the following two t-contractions.
Lemma 6.5. If e “ uv is an edge of a graph G, then we have regpGq ď regpDpG; eqq.
Proof. We write D :“ DpG; eq. Suppose first that regpGq “ n and let R Ď V pGq be
a subset such that rHn´1pGrRsq ‰ 0. If x R R (or y R R), then DrRs – GrRs so that
regpDq ě n. So, we may assume that x, y P R. We now consider the Mayer-Vietoris exact
sequence of the pair pGrRs, xq:
¨ ¨ ¨ Ñ rHn´1pGrRs ´ xq Ñ rHn´1pGrRsq Ñ rHn´2pGrRs ´NGrRsrxsq Ñ ¨ ¨ ¨ .
If rHn´1pGrRs ´ xq ‰ 0, then we have rHn´1pDrRs ´ xq ‰ 0, since DrRs ´ x – GrRs ´ x.
On the other hand, if rHn´2pGrRs ´ NGrRsrxsq ‰ 0, we define S :“ V pGrRs ´ NGrRsrxsq
and S˚ :“ S Y ta, bu. It then follows that DrS˚s – pGrRs ´ NGrRsrxsq Y K2; hence,rHn´1pDrS˚sq ‰ 0, that is, regpDq ě n. 
The following is the main result of this section.
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Theorem 6.6. Let e be an edge of a graph G. Then regpG{eq ď regpGq ď regpG{eq ` 1.
Proof. We note that the inequality regpGq ď regpG{eq ` 1 follows from Lemmas 6.4
and 6.5. For the first inequality, assume that regpG{eq “ m and let T Ď V pG{eq be a
subset such that rHm´1ppG{eqrT sq ‰ 0. We denote by x the vertex for which the edge e is
contracted, and consider the the Mayer-Vietoris exact sequence of the pair ppG{eqrT s, xq:
¨ ¨ ¨ Ñ rHm´1ppG{eqrT s ´ xq Ñ rHm´1ppG{eqrT sq Ñ rHm´2ppG{eqrT s ´NpG{eqrT srxsq Ñ ¨ ¨ ¨ .
Now, if rHm´1ppG{eqrT s ´ xq ‰ 0, then regpG ´ tu, vuq ě m so that regpGq ě m,
since V ppG{eqrT s ´ xq Ď V pG ´ tu, vuq and G ´ tu, vu is an induced subgraph of G.
We may further assume that rHm´2ppG{eqrT s ´ NpG{eqrT srxsq ‰ 0. If we define L :“
V ppG{eqrT s´NpG{eqrT srxsq, the set L Ă V pGq contains no neighbours of u and v. Therefore,
if we set L˚ :“ LY tu, vu, we conclude that rHm´1pGrL˚sq ‰ 0, that is, regpGq ě m. 
We recall that a graph H is said to be a contraction-minor of a graph G if it is obtained
from G by a series of edge contractions on G.
Corollary 6.7. If H is a contraction-minor of G, then regpHq ď regpGq.
Remark 6.8. We note that the inequality regpGq ď regpDpG; eqq ď regpGq ` 1 holds for
any graph G and its any edge e as a result of Lemma 6.4 and Theorem 6.6.
7. Regularity of 2K2-free graphs
In this section we prove Theorem 1.3, and apart from that we provide a local analyse
on the structure of 2K2-free graphs in general.
As we have already mention in Section 1, the existence of 2K2-free graphs with arbi-
trary large regularity can be guaranteed from the following result of Januszkiewicz and
Swiatkowski:
Theorem 7.1. [18] For any n there exists a flag simplicial complex containing no empty
square which is an oriented pseudomanifold of dimension pn´ 1q.
Some explanations should be in order. In fact, the existence of such complexes ensures
the existence of a right angled Coxeter group pW,Sq of virtual cohomological dimension
vcdpW q “ n which does not contain Z‘Z and thus is Gromov hyperbolic. Furthermore,
the proof of Theorem 7.1 is inductive, and uses the notion of a simplex of groups. We
note that the flagness corresponds to the fact that the resulting simplicial complex is the
independence complex of a graph, say Gn, and the no empty square property (sometimes
also known as the flag-no-square property) guarantees that the complement of Gn is C4-
free, that is, Gn is 2K2-free. Finally, we have regpGnq “ n, since the complex is an
pn´ 1q-dimensional oriented pseudomanifold.
Proof of Theorem 1.3. Let n and k be two positive integers with n ě k ě 1. If n “ k,
the graph nK2 is an example of a graph satisfying the required conditions. So, we may
assume that n ą k. On the other hand, we know from Theorem 7.1 that there exists a
graph with regpGpn, 1qq “ n for any n so that we may further assume that k ą 1. We
let m :“ n ´ k ` 1, and consider a 2K2-free graph Gpm, 1q such that regpGpm, 1qq “ m.
Now, choose an edge e of Gpm, 1q, and apply k´ 1 triple subdivisions on e consecutively.
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If we denote the resulting graph by Gpn, kq, then we have impGpn, kqq “ k by Lemma 4.1
and regpGpn, kqq “ n by Corollary 6.1. 
We should note that the graph Gpn, kq satisfying the required conditions in Theorem 1.3
is not unique. When k “ 1, Osajda [30] has recently introduced a different construction
that produces new examples of such graphs, and in the general case, any distinct choice of
a sequence of Lozin operations will produce a different example (see Section 7 for details.)
We further remark that a detail look at the proof of Theorem 7.1 reveals that the graph
Gn is optimal in the sense that regpGn ´ xq “ regpGn ´ NGnrxsq “ n ´ 1 for any vertex
x P V pGnq, that is, the graph Gn is a perfect prime graph.
We note that leaving the fact that Theorem 7.1 is only an existence result, that is,
a concrete description of such graphs seems quite hopeless, there exists another graph
theoretical phenomenon hidden in its proof. We recall that a graph G is said to be a locally
homogeneous graph if GrNGpxqs is isomorphic to a fixed graph H for each x P V pGq (in
such case, G is sometimes called a locally H-graph (see [38] for details)). For instance, the
underlying graph of the Coxeter 600-cell , that is, the graph G600 is locally icosahedral
graph, and the underlying graph of the icosahedron is locally C5. It is proved in [18]
that the links of vertices are isomorphic that in turn implies that the graph Gn is locally
homogeneous. In terms of the regularity, this means that regpGnq “ 1` regpGn´NGnrxsq
for any vertex x P V pGnq, and note that the graph Gn´NGnrxs is again a 2K2-free graph
and its independence complex is an oriented pseudomanifold.
We also remark that Dao, Huneke and Schweig [9] have two logarithmic upper bounds
on the regularity of 2K2-free graphs, the one is in terms of the maximum degree and the
other involves the number of vertices. We refer to Theorems 4.1 and 4.9 in that paper,
and note that a graph is 2K2-free if and only if its edge ideal is 1-step linear (compare to
Corollary 2.9 in [9]).
We next state a graph theoretical characterization of 2K2-free graphs due to Chung et
al. [8].
Theorem 7.2. [8] If G “ pV,Eq is a 2K2-free graph, then one of the followings hold.
(a) If G is bipartite, then both color classes of G contain vertices adjacent to all ver-
tices of the other color class.
(b) If ωpGq “ 2 and G is not bipartite, then G can be obtained from the five-cycle by
vertex multiplication.
(c) If ωpGq ě 3, then G has a maximum dominating clique.
Note that for a vertex x of a graph G and a positive integer n, a graph H is said to be
obtained from G by multiplying x by n whenever H is formed by replacing the vertex x
by an independent set of n vertices each having the same neighbours as x.
Corollary 7.3. If G “ pV,Eq is a 2K2-free graph with ωpGq ď 2, then cochordpGq ď 2.
Proof. If G is bipartite with V pGq “ AYB, then A and B form cliques in G. There can
be no induced C4 in G, otherwise G can not be 2K2 -free. By the pigeonhole principle,
for a possible induced Ck for k ě 5, at least three vertices of Ck must be in the same part
which forms a triangle; hence G is cochordal, that is, cochordpGq “ 1.
REGULARITY OF GRAPHS 39
By Theorem 7.2, if G is not bipartite and ωpGq “ 2, then G can be obtained by a
vertex multiplication of a five-cycle. It means that there is an induced five-cycle C, say
on vertices tv1, . . . , v5u (in cyclic fashion) such that G is a vertex multiplication on C.
We let Ai be the independent sets such that NGpAiq “ NGpviq for 1 ď i ď 5, and set
Ai :“ AiYtviu. We define H1 :“ GrA
1YA2YA3YA4s and H2 :“ GrA
2YA3YA4YA5s,
and claim that both H1 and H2 are cochordal subgraphs. Firstly, Hi is 2K2-free as G is,
and since ωpGq “ 2, each Hi is Ck-free for any k ě 6. Furthermore, since each A
j is also
an independent set in Hi, these graphs are necessarily C5-free.
Finally, the equality EpGq “ EpH1q Y EpH2q is straightforward so that cochordpGq “
2. 
We remark that if G is a 2K2-free graph and e “ xy P EpGq is an edge of G, then
U “ V pGqzNGres is an independent set, since otherwise if two vertices u, v P U form an
edge, then Grtx, y, u, vus – 2K2, a contradiction.
Proposition 7.4. Let G be a 2K2-free graph and let e “ xy P EpGq be an edge of G. If
|NGrxszNGrys| ď k, then regpG´NGrysq ď
k
2
` 1.
Proof. By the above observation, the vertex set of the graph G ´ NGrys can be splitted
into two parts NGrxszNGrys and U “ V pGqzNGres, where U is an independent set. Let
M “ tx1y1, . . . , xryru be a maximum matching of GrNGrxszNGryss. We then consider
split subgraphs Hi “ pKi, Iiq, where Ki is the complete graph on txi, yiu, i.e., a single
edge xiyi, and Ii is the independent set on the set of vertices NGpxiq Y NGpyiq for each
1 ď i ď r. Furthermore, if we set A :“ NGrxszNGrys ´ V pMq, then A is an independent
set so that GrU Y As is a 2K2-free bipartite graph; hence, it is a cochordal graph by
Corollary 7.3. Therefore, we have
regpG´NGrysq ď cochordpG´NGrysq ď
k
2
` 1,
since EpG´NGrysq “ EpH1q Y . . .Y EpHrq Y EpGrU Y Asq and r ď
k
2
. 
Definition 7.5. For a given graph G “ pV,Eq, we define the maximum privacy degree of
G by ΓpGq :“ maxt|NGrxszNGrys| : x, y P V and xy P Eu.
Theorem 7.6. If G is a 2K2-free graph, then regpGq ď
1
2
ΓpGq ` 2.
Proof. We proceed by an induction on the order of G. Since the base case is trivial, we
assume that the claim holds for any graph whose order is less than |G|. Suppose that
ΓpGq “ |NGrxszNGrys| for some edge e “ xy in G. We first note that ΓpG ´ yq ď ΓpGq,
since |NG´yruszNG´yrvs| ď |NGruszNGrvs| for any uv P EpG ´ yq. Therefore, it follows
from the induction that regpG´ yq ď 1
2
ΓpG´ yq` 2 ď 1
2
ΓpGq` 2. On the other hand, we
have regpG´NGrysq ď
1
2
ΓpGq ` 1 by Proposition 7.4; hence,
regpGq ď maxtregpG´ yq, regpG´NGrysq ` 1u ď
1
2
ΓpGq ` 2
by Corollary 2.2. 
Proposition 7.7. Let G be a 2K2-free graph. If x is a vertex such that dGpxq ă 2 regpGq´
3, then regpGq “ regpG´NGrxsq.
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Proof. We let dGpxq “ d. If y P NGpxq, then |NGrxszNGrys| ď d´ 1. Thus, the inequality
regpG´NGrysq ď
d`1
2
ă regpGq ´ 1 holds by Proposition 7.4. However, this implies that
regpGq “ regpG ´ yq by Corollary 2.2. We may therefore remove any neighbourhood
of x without altering the regularity in which case x becomes an isolated vertex, that is,
regpGq “ regpG´NGrxsq as claimed. 
In fact Proposition 7.4 provides a strict (local) restriction on the minimum degree of
2K2-free graphs with a given regularity.
Corollary 7.8. If G is a 2K2-free graph such that regpGq “ k, then there exists an
induced subgraph H of G such that regpGq “ regpHq and δpHq ě 2k ´ 3.
Proof. Suppose that δpGq ă 2k´3, and let x be a vertex of minimum degree inG. We have
regpGq “ regpG´NGrxsq by Proposition 7.7, since dGpxq ă 2k´3. If δpG´NGrxsq ě 2k´3,
we are done. Otherwise, we continue in a similar way, and since G is finite, this process
will eventually terminate. 
In terms of prime graphs, we may restate Corollary 7.8 as follows.
Corollary 7.9. If G is a prime 2K2-free graph, then regpGq ď
δpGq`3
2
.
Definition 7.10. Let G be a graph. A degree-one vertex of G is called a pendant vertex,
and if x is a pendant vertex and NGpxq “ tyu, then the vertex y is said to be the support
vertex of x in G. We denote by PG and SPG, the set of pendant and their support vertices
in G respectively.
Proposition 7.11. Let G be a 2K2-free graph such that G is not a cochordal graph. Then,
regpGq “ regpG´ pPG Y SPGqq.
Proof. Since G is not a cochordal graph, we have regpGq ě 2. Assume that x P PG
and NGpxq “ tyu. Since 2K2-free, the graph G ´ NGrys is an edgeless graph so that
regpG ´ NGrysq “ 0. However, this implies that regpGq “ regpG ´ yq by Corollary 2.2.
On the other hand, any pendant vertex whose support is y in G is an isolated vertex
of G ´ y, i.e., regpG ´ yq “ regppG ´ yq Y SPGpyqq “ regpG ´ ptyu Y SPGpyqqq, where
SPGpyq “ tx P PG : NGpxq “ tyuu. We then apply to an induction on |SPG| to conclude
the claim. 
Corollary 7.12. If G is a 2K2-free graph such that G is not cochordal, then regpGq ď
1
2
ΓpG´ pPG Y SPGqq ` 2.
8. Conclusion
In this section, we offer a short discussion on the results of this paper and possible new
directions to lead from here.
Regarding the results of Section 3, the most prominent question would be the char-
acterization of connected bipartite (perfect) prime graphs of maximum degree at most
three. The investigation of the structural properties that they need to carry would be
valuable. Furthermore, it would be interesting to determine whether there exists a small
constant c ą 0 such that regpBq ď c impBq holds for any such graph, while our primarily
search (compare to Theorem 3.26) hints that the right value of such a constant c would
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be 3
2
. On the other hand, in the view of Theorem 3.5 (or Corollary 3.11), a possible
characterization of graphs whose prime subgraphs can be completely determined would
be highly interesting.
Problem 8.1. Is it possible to characterize graphs G for which only induced prime sub-
graph that G can contain is isomorphic to either K2 or a cycle C3k`2 for some k ě 1?
Observe that the regularity of any such graph must satisfy regpGq ď 2 impGq. In
particular, we do not know whether claw-free graphs can contain primes other than a K2,
a cycle or the complement of a cycle.
Problem 8.2. Is it true that regpGq “ impG; tK2, C5u; p1, 2qq if G is a pC3, P6q-free
graph?
For a complete description of the role of the virtual induced matching number on the
computation of graph’s regularity, a further study is definitely needed.
Problem 8.3. Does there exist a graph G whose regularity is independent of the char-
acteristic of the coefficient field such that vimpGq ă regpGq?
There could be two directions to lead on the study of virtual induced matching number.
In one way, there is the characterization of graphs (or graph classes) for which the equality
regpGq “ vimpGq holds.
Problem 8.4. Is it true that regpGq “ vimpGq for any vertex-decomposable graph G?
We remark that if G is a graph for which it has a mate H satisfying regpHq “ impHq,
then the equality regpGq “ vimpGq must hold for G. For instance, the regularity of any
graph having a chordal graph as a mate equals to its virtual induced matching number.
Problem 8.5. Characterize graphs that have the graph nK2 as a mate for some n ě 1?
On the other hand, since a t-contraction or t-expansion does not need to preserve the
bipartiteness of a graph, it would be valuable to find such closed operations on the class
of bipartite graphs under which the regularity is stable.
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