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ABSTRACT 
Firms sometimes use two-operator data entry as a method to achieve or maintain data­
base quality. When in-house staff are used, the firm typically selects data entry operators from a 
pool of junior staff and then assigns them into operator pairs, often on a random basis. Keying 
discrepan cies between operator pairs are compared to determine incorrect entries, in the same 
row and column. Because the likelihood of making an error on a given key varies among opera­
tors, the objective of this study was to optimize database quality by systematically matching 
operators. The model was developed by having 32 operators key data into two databases and 
monitoring the location of each operator error. The database quality of all operator combina­
tions were compared to determine optimal operator pairings. This resulted in 319% fewer er­
rors in a second database over the expected number of errors which would have occurred from 
random operator pairings, and produced a database that was nearly 99.95% error-free. Re­
gression analysis used operator error rates and total number of errors from each operator pair 
as independent variables. The dependent variable was the number of errors committed by each 
operator pair in the second database. The model explained 69% of the variability, and was used 
in a subsequent study using 28 different operators who entered a second database which was 
different from the first study. This resulted in a 0.85 correlation between the predicted versus 
actual in the second group. 
INTRODUCTION 
As firms become increasingly dependent on their Management Information Systems, their 
need for higher quality databases also increases. This necessity is a result of ongoing trends in 
the data processing field. One trend pertains to the fact that a given piece of information in a 
database is now more likely to be used by several subunits within the organization. For example, 
a Manufacturing Resources Planning 11 system coordinates sales, purchasing, manufacturing, 
finaiace, and engineering by adopting a central manufacturing plan and uses a single unified 
database to plan and update the activities in these systems (Adam & Ebert, 1992). Another trend 
pertains to liability issues. To illustrate, the Texas Court of Appeals recently held an oil pipeline 
company liable for negligently causing the delivery of 93,000 barrels of crude oil to the wrong 
consignee. The pipeline company was found liable for 50% of the damages for negligence, 
which arose from a data entry error (Westermeier, 1993). Because of these factors firms might 
be encouraged to develop a zero defects program for data entry. 
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During the past ten to fifteen years a number of changes have taken place that affect the 
data entry process of many companies. One change is distributed data processing, stemming 
from the development of PCs and Local Area Networks. This has been an important factor 
resulting in data being entered in a decentralized fashion as opposed to centralized systems 
using professional "Heads-down" data entry operators. Although this trend places data entry 
close to the source and therefore improves the opportunity for on-line validity checks, it can also 
result in the deterioration of database quality because data entry is often performed by a junior 
staff on a part-time basis in conjunction with other (and usually more interesting) duties. More­
over, in a number of cases, the data is entered by only one person, as opposed to the verifier 
method in which a second operator enters the same database and discrepancies between the two 
operators are compared and corrected. 
Another change involves the data entry method. Recently there have been significant de­
velopments in source data automation such as Bar Coding, Image Recognition, Optical Charac­
ter Recognition, Voice Recognition, and Electronic Pens. Many of these methods have improved 
database quality under certain conditions, but they continue to have their limitations. With auto­
mated entry, the input documents must meet higher clarity standards than for keyboard data 
entry (Gumey, 1992; Betts, 1991; Francis, 1991). In some situations the data to be entered must 
pass certain validity checks, which can only be done on a cost-effective basis by someone who 
is familiar with the data. In any event, the ultimate data source for most automated entry contin­
ues to be the human aided by mechanical or electronic devices. To this extent, automated data 
entry usually cannot be more accurate than the person who initially captured the data. 
To raise or maintain the quality of critical databases, some companies should consider 
establishing minimum error standards for each database and then developing appropriate con­
trol measures. However, data entry is expensive and accounts for nearly 20% of the data pro­
cessing costs in many firms (Bodeck, 1988; Rhodes, 1987). The challenge is to locate qualified 
staff to perform data entry, particularly in situations where data entry is spread throughout the 
functional areas of the firm and in dispersed geographical locations. A possible alternative is to 
use a professional data entry firm, especially one located offshore where labor is relatively 
inexpensive and savings of 25% - 50% can be obtained (O'Connor, 1992; Nurse, 1992; Anthes, 
1991). Unfortunately, unless costly and sophisticated telecommunications equipment is utilized, 
long response times, loss of validity checks, and data confidentiality may negate cost savings. 
Since some firms wish to achieve and/or maintain database quality at professional data entry 
standards, which are often at the 99.95% level or higher, two-operator data entry using in-house 
staff may be the most cost effective alternative. 
PURPOSE 
The objective of this study was to develop a model to optimize and predict database qual­
ity using two-operator data entry. One concept used in developing this model centers on a com­
monly held observation regarding keyboard data entry. In examining the nature and type of 
keyboard errors, the author and practitioners in the field have observed that operators 
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consistently tend to make the same types of errors even while their total error rate progressively 
decreases. For example, some operators tend to type a "9" when they mean to type a "6" because 
these two ]k:eys are close together and are struck by the weaker fingers when using a ten-key pad. 
Othei- operators may not tend to make this type of error, but may be more inclined to key an "a" 
when, they mean to key an "s." 
The second concept involves reliability theory of simple systems, whose outcomes are the 
joint probability of mutually exclusive events. To illustrate, if the probability of flipping a coin 
and having it come up heads is 0.5, then the probability of flipping a coin twice and having it 
come up heads each time is 0.25 [(0.5)(0.5) = 0.25], In a similar manner, if system A has an error 
rate of 0.5 and system B operating in parallel with system A has an error rate of 0.3, then the 
probability that both systems would be in error at the same time is 0.15 [(0.5)(0.3) = 0.15]. The 
reliability/quality of the system would be 85% [1 - (0.5)(0.3) = 0.85] (Wadsworth, 1986). 
The above reliability concept is an illustrat ion which assumes that the subcomponents of 
the t\vo systems have random error distributions. For a more complex example, assume that the 
above parallel systems each consisted of two sub)components in series called la, 2a, for system 
A and lb, 2b, for system B. If subcomponent la had an error rate of zero while subcomponent 2a 
had an enor rate of 0.05, the overall error rate of system A would still be 0.05. Additionally, if 
subcomponent lb had an error rate of 0.03 while subcomponent 2b had an error rate of zero, 
then the overall error rate of the total system would now be zero instead of 0.015 because any 
subsystem that could be in error is matched by a back-up system with zero probability of error. 
This is illustrated in Figure 1 below. 
Figure 1. Parallel and Series Systems with Zero Defects Output 
Reliability/Quality = [1 - (0.0) (.05)] [1 - (.03) (0.0)] = 100% 
Error Rate = 1 - Reliability =1-1.0 = 0.0% 
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A data entry operator can be viewed as a system consisting of approximately 60 different 
subsystems with each key representing a subsystem usually following a unique error distribu­
tion pattern. These subsystems can be considered linked in a series of various combinations to 
form a data entry session. Two-operator data entry would constitute a parallel system each com­
posed of identical subsystems operating in parallel with each other, as illustrated in Figure 1. 
If two operators enter the same data and discrepancies between them are examined to 
determine which operator is in error, then the simplified reliability model alone might be a 
highly accurate predictor of database quality if the operators had the same error patterns for each 
key during the data entry session. However, it is likely that operators will have different error 
patterns for a given key. Thus, some operator combinations are more likely to enter a database 
with fewer errors than other operator pairs, even in situations in which all the operators had the 
same error rate. In any event, an error always enters a database when the two operators make an 
identical mistake in the same row and column. 
METHODOLOGY 
The subjects used to develop the model were 32 entry level staff from a variety of medium 
sized companies in Hong Kong which tend to be data entry intensive, such as banks, insurance, 
and manufacturing. For these operators, approximately 15 to 30 percent of their work involved 
data entry. Thirty-two subjects were chosen because this is about the number of data entry 
operators used by these firms. 
The operators keyed the input document against a known database, thus making it pos­
sible to record each operator error. The data to be input was that typically used by these compa­
nies and contained special words, abbreviations, symbols, and tables of numbers. The data to be 
keyed was displayed on the screen. This method of keyboard data entry is becoming increas­
ingly popular as many companies are using scanners on input documents and the data to be 
keyed appears on the screen in image format. 
When an operator made an error, the row, column, correct, and incorrect entries were 
recorded in an error database attached to the data entry software. The productivity, measured in 
keystrokes per hour, was also recorded for each operator. Validation software such as spell-
checker was not used to control for the fact that data entry for some types of databases, espe­
cially those that are number-intensive and/or use special symbols, could not apply such software 
on a cost-effective basis. 
The operators keyed the first database, which consisted of about 10,000 keystrokes. Then 
they returned in 6 hours to enter a second database, which was from a different source but 
similar in nature and length to the first. The second database provided a means to check operator 
data entry error consistency and served as a validation database to verify the optimization method 
for selecting operator pairs. 
The operators were selected on a voluntary basis and were paid their approximate hourly 
wages to participate in the study. They were instructed to enter the data at a comfortable pace. 
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Other conditions such as the lighting and other environmental aspects were similar to their work 
environment. 
Upon completion of this part of the study, the errors generated by each operator were 
assembled into an error database using software especially designed and programmed for the 
study by the author. The performance of each operator was compared against the remaining 31 
operators such that all combinations of operators were examined to form a database containing 
496 rows. This composite error database was th«;n sorted into ascending order according to the 
number of errors committed by each operator pair in the first database. The first 15 rows of this 
database iire shown in Table 1 below. 
Table 1. Partial Error Database for All Operator Pairs 
Row # 
Errors (2nd) 
1 
Errors (1st) 
2 
Operator-1 
Error Rate 
3 
Operator-2 
Error Rate 
4 
5.31 1.03 346 334 
2 4.24 2.06 336 346 
^'3 3.18 2.06 389 282 
4 3.18 2.06 345 520 
>^5 7.43 3.09 221 336 
6 5.31 3.09 336 308 
7 5.31 3.09 334 361 
=,8 4.24 3.09 226 381 
9 1.06 3.09 381 282 
10 2.12 4.13 226 221 
11 6.37 4.13 221 389 
12 6.37 4.13 346 389 
*13 5.31 4.13 705 238 
14 2.12 4.13 381 361 
15 11.67 4.13 334 530 
Errors (2nd): Errors/10,000 keystrokes in second database 
Errors (1st); Errors/10,000 keystrokes in first database 
* Unique Operator Pair 
First Database: Average operator error rate: 46(), Std. Dev.: 232 
Second Database: Average operator error rate: 465, Std. Dev.: 300 
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After the model was developed, it was evaluated for its predictability by conducting a 
subsequent study using a different set of operators. These operators used the same first database 
as the previous group to establish their parameters for the model. Following that, they entered a 
different second database. A correlation analysis was then conducted to determine the degree of 
fit between actual errors in the second database and the number of errors predicted by the model. 
RESULTS 
Prior to developing the model, it was necessary to examine the consistency of the opera­
tors with respect to the errors they made in each of the two databases. To evaluate the error rate 
consistency for each operator between the two databases, the difference between matched pairs 
t-test resulted in a t value of 0.226 to yield p-value of 0.823. The mean and standard deviation of 
the operator errors for the first database was 466 and 232, while the second database was 465 
and 300. Thus, the error rates averaged 4.66% with a standard deviation of 2.32% and a range of 
2.21% - 15.24%. The high p-value indicates that the two databases were quite similar with 
respect to the number of errors committed by each operator. The productivity followed a similar 
pattern and averaged about 10,000 keystrokes per hour for each of the two databases with a 
standard deviation of about 3050 keystrokes per hour. An interesting finding was the inverse 
relationship (r = -.61) between productivity and the error rate. Generally, operators who had 
higher productivity also tended to have lower error rates. 
The next step in developing the model was to examine the relationship between the theo­
retical and actual error rates for each of the two databases. The theoretical error rate is the 
product of the error rates of each operator pair to arrive at what the error rate for the database 
would have been according to the reliability concept. 
Considering the previously mentioned likelihood of different error distributions for each 
key by a given operator, the overall actual error rate was tested to see if it was lower than the 
overall theoretical error rate for all possible pairwise operator combinations. For example, if 
operators A and B had error rates per 10,000 keystrokes of 320 and 250 respectively, their 
theoretical error rate would be 8 [(320)(250/10000 = 8]. However, if the actual error rate for 
these two operators was 2, then this would indicate that these two operators had significantly 
different error patterns on at least some of the keys. This was, indeed, the prevailing situation 
among all combinations of operators. The actual number of errors occurring in the database was 
less than that predicted by the theoretical error rate. These results are summarized in Table 2 on 
the next page. 
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Table 2. Relationship Between Theoretical and Actual Error Rates 
First Database Entered Second Database Entered 
Mean: 
Std. Dev.; 
Mean: 
Std. Dev.; 
D.F. = 495 
t Statistic: 
p value 
Although the actual errors were less than what the theoretical number of errors would 
suggest, this situation did not prevail among all operators. Out of 496 possible operator combi­
nations, 52% had a lower number of actual errors as than theoretical errors for both databases, 
while 21% of the combinations contained operators whose actual errors were higher than their 
theoretical errors in both databases. The latter is indicative of operator pairs who tend to make 
the same type of errors, and for this reason should not be matched together for two-operator data 
entr^. Approximately 27% of the operator combinations were not consistent in this regard be­
tween the two databases, with about an equal number of operators having more actual errors 
than theoretical errors in the first database than the second and vice versa. 
The correlations between the actual and theoretical errors for each database were exam­
ined. to determine whether regression analysis vi'ould be appropriate in developing a predictive 
model for database quality. These relationships are presented in Table 3. 
Actual Number of Errors 
18.25 16.26 
10.89 19.73 
Theoretical Number of Errors 
21.53 21.37 
14.91 19.73 
t-Test (one tail) 
-3.96 -4.74 
<0.01 <0,01 
Table 3. Correlations Between Actual and Theoretical Errors 
N = 496 
1 
1. Actual Errors (2nd Database) * 
2. Actual Errors (1st Database) 
3. Theoretical Errors (2nd Database) 
4. Theoretical Errors (1st Database) 
2 3 4 
81 .79 .72 
* .72 .71 
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These rather strong correlations can be attributed, in part, to the high degree of consis­
tency not only in the error rates, but also the general stability of error distributions for a given 
key by a particular operator. 
Based on these correlations, regression analysis was considered applicable, with the Ac­
tual Errors (2nd) being the dependent variable and combinations of the Theoretical (1st) and 
Actual Errors (1st) serving as the independent variables. The regression of the Actual Errors 
(1st) against the dependent variable was significant at the 0.0001 level (t = 30.24) and yielded an 
R-squared of 0.65. Regressing the Theoretical (1st) against the dependent variable was also 
significant at the 0.0001 level (t = 23.35) and yielded an R-squared of 0.52. Both independent 
variables together made the best contribution to the model. These results are presented in Table 
Table 4. Regression Analysis on Theoretical and Actual Errors 
Dependent Variable: Actual Errors in Second Database 
Analysis of Variance 
Source DP Squares Mean Square F Value Prob>F 
Model 2 64441 32221 551 0.001 
Error 493 28844 59 
C Total 495 93286 
R-Square: 0.69 
Co-Variance: 47.04 
Parameter Estimates 
Parameter Standard j for HO: 
Variable DF Estimate Error Param = 0 Prob > 
Intercept 1 -3.214 0.681 -4.723 0.0001 
Actual Errors (1st) 1 0.746 0.046 16.279 0.0001 
Theoretical (1st) 1 0.272 0.033 8.139 0.0001 
Standard Error of Predicted Variable: 0.512 
58 
8
Journal of International Information Management, Vol. 4 [1995], Iss. 1, Art. 4
http://scholarworks.lib.csusb.edu/jiim/vol4/iss1/4
Developing an Optimization Model Journal of International Information Management 
Becfiuse the correlation between these two independent variables was .72 there could po­
tentially be a colinearity problem. However, the relatively lower covariance value of 47.04 
compares favorably with the covariance values obtained when each of these independent vari­
ables were regressed separately, in which the Theoretical (1st) had a covariance value of 58.28 
and tlie Actual Errors (1st) had a covariance value of 50.06. In addition, the R-Squared on the 
regression of these two independent variables was 0.69, which is not considered to be too high 
for multiciolinearity consideration. Because of thiese two factors, multicolinearity does not ap­
pear 1:o be a serious problem in this situation (Lardaro, 1993). 
The regression explained 69% of the variability, and provided a strong indication that the 
model could have good predictability upon comj)letion of the second step of the study. 
A simplified model to optimize selection of operator pairs was developed which does not 
depend on parameters calculated from the second database, and thus does not encounter the 
problem of self-validation. This model was constructed by sorting the error database into as­
cending order according to Actual Errors (1st). In working down this sorted database, the first 5 
unique pairs of operators resulting in the lowest total Actual Errors (1st) were selected. These 
opereitor piairs are indicated with an asterisk in Table 1. Five pairs were chosen because this 
number was considered likely to simulate a selection procedure for in-house data entry in which 
aboui; one third of the eligible operators would be selected. In examining the performance of 
these particular operator combinations, it was noted that the Theoretical (1st) of all 5 operator 
pairs were greater than their Actual Errors (1st) by a multiple of 5.16. In observing the corre-
spon(ling Actual Errors (2nd), their mean was 5.09 with a standard deviation of 1.41. This 
translates to a database quality of nearly 99,95% (1 - 5,09/10000), and contrasts rather favorably 
with the overall niean Actual Errors (2nd) of 16,26 with a standard deviation of 13.71. In this 
case, the mean and standard deviation of the Actual Errors (2nd) represents the expected value 
of what might occur if the selection of operator pairs was done on a random basis. Basically, this 
matching process resulted in a 319% decrease (16,26/5,09) in error rate over the expected value. 
As an additional step, these 10 operators were matched in various pair-wise combinations to 
determine their worst possible fit among each Other, This would have resulted in an error rate of 
20.66. Thus, it is important that the optimal matehings be maintained throughout the data entry 
process. Although the error rate of thesg operators was below average of all 32 operators, it was 
surprisingly close, with a mean and standard deviation of 348 and 133, respectively, 
As a final step in validating the output of the simplified model, the error database was 
sorted into ascending order by ActPal Errors (2nd) to determine the after-the-fact optimal ar­
rangement of 5 operator pairs, Six of these operators were the same as those obtained by the 
selection model; however, none of the pairings were the same. The error rate from this group 
was 1.29, which would have been a 1260% imj)rovement over the expected value. However, 
their worst possible fit would have resulted in an error rate of 16.31. 
To test the predictability of the regression model, the SameMutuil (1) errors and the Theo­
retical errors of the second set of 28 different ojperators were applied to the parameters of the 
regression model developed by the initial study using 32 operators. A correlation analysis be­
tween the predicted and actual error rate for all (378) operator pairs of this group was 0.85, 
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and thus explained 12% of the predicted versus actual variability. To this extent, it appears as 
though the parameters of this model may have good potential for application. 
DISCUSSION 
The results of this study indicate that selection techniques for determining optimum op­
erator pairs may be enhanced by having operators enter a database and monitoring the errors 
made by each operator. Operators who had lower error rates also tended to make fewer errors, as 
intuition might suggest. However, the output of the simplified selection model as well as the 
much higher regression coefficient of 0.75 for the Actual Errors (1st) versus the weighting of 
0.27 for the Theoretical (1st) suggests that operator matching can result in a further reduction in 
database errors. Moreover, the correlation of 0.85 on the actual versus predicted from the sec­
ond study point to a potential application as an operator selection tool as well as a method to 
predict database quality. 
Although the findings of this study pertain to data entry using human operators, potential 
application can be expanded to other parallel systems constructed from series component sub­
systems possessing varying but predictable error/reliability distributions. Such systems might 
include certain automated devices, manufacturing of critical components, and software devel­
opment. Through optimal matching it may be possible to obtain better than expected overall 
system reliability, provided that an effective switching system(s) exists to conduct the transfer 
from defective to non-defective subsystems. In data entry, the switching system would be a 
human operator examining entry discrepancies against the input document, and therefore would 
be less than perfect. However, according to practitioners in the professional data entry field, this 
type of switching system typically has an error rate of less than .0001. 
Unquestionably, further research is needed to expand and refine the results across a wider 
range of data entry conditions, especially with operators whose error rates fall outside the range 
used in this study. This study was conducted at the macro level in which overall error patterns 
among operators were used to develop the operator selection model. It is anticipated that a 
micro analysis which analyzes specific error patterns among the keys for each operator may 
yield insights which can refine the model. 
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