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Abstract
In recent years, there has been an increased
need for the use of active systems - sys-
tems required to act automatically based on
events, or changes in the environment. Such
systems span many areas, from active data-
bases to applications that drive the core busi-
ness processes of todays enterprises. How-
ever, in many cases, the events to which
the system must respond are not generated
by monitoring tools, but must be inferred
from other events based on complex tempo-
ral predicates. In addition, in many applica-
tions, such inference is inherently uncertain.
In this paper, we introduce a formal frame-
work for knowledge representation and rea-
soning enabling such event inference. Based
on probability theory, we dene the represen-
tation of the associated uncertainty. In addi-
tion, we formally dene the probability space,
and show how the relevant probabilities can
be calculated by dynamically constructing a
Bayesian network. To the best of our knowl-
edge, this is the rst work that enables taking
such uncertainty into account in the context
of active systems. Therefore, our contribu-
tion is twofold: We formally dene the repre-
sentation and semantics of event composition
for probabilistic settings, and show how to
apply these extensions to the quantication
of the occurrence probability of events. These
results enable any active system to handle
such uncertainty.
1 INTRODUCTION
In recent years, there has been growing need for the use
of active systems that is, systems required to act au-
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tomatically based on events. While the earliest active
systems were in the realm of databases, a current ma-
jor need for such active functionality is in the category
of Business Activity Monitoring (BAM ) and Business
Process Management (BPM ). These are systems that
monitor, streamline and optimize the processes and ac-
tivities which are at the heart of every business enter-
prise, and they comprise one of the largest of todays
emerging markets. Concurrent with the proliferation
of such applications, the events to which active systems
must respond have expanded from IT and application-
level events to business-level events.
In order for such an active system to react automati-
cally to all events of interest, it must be able to recog-
nize when such events occur. However, in many cases,
these events are not generated by monitoring tools,
and so must be inferred from other events. In an e¤ort
to make such reasoning about events possible, several
event composition systems and prototypes have been
dened. These systems include both a specication
language designed to represent information regarding
relations between events, and a runtime engine for car-
rying out the actual event inference. However, all ex-
isting mechanisms allow reasoning about deterministic
relations among events only by, e.g., representing this
knowledge as a set of deterministic complex tempo-
ral predicates. As a result, the uncertainty inherent in
many real-life examples can neither be represented nor
reasoned about in existing mechanisms. For example,
consider a banking system where (a) events regarding
the purchase and sale of stocks are signaled by out-
side sources, but (b) the system is required to respond
automatically to illegal stock trading occurrences. In
such a case, the system cannot be certain whether il-
legal stock trading actually took place. Rather, the
best that can be achieved is the quantication of some
measure of likelihood regarding the occurrence of ille-
gal trading events.
In general, there are two main types of uncertainty rel-
evant to event composition systems. The rst, which
we term imprecise information uncertainty. This un-
certainty is caused by imprecise information regard-
ing events signalled by event sources. Possible causes
for such uncertainty include faulty or imprecise sen-
sors. The second, termed uncertain relations between
events, involves the non-determinism inherent in the
relations between events, as in the relation between
the signalled and inferred events in the stock trading
example above. Active systems must be able both to
represent and to quantify such uncertainty.
In this work, we formally dene a class of speci-
cation languages that make it possible to represent
both types of uncertainty, using probability as the un-
certainty representation mechanism. In addition, we
dene the general principles underlying a reasoning
mechanism for inferring the occurrence probabilities
of events. To illustrate these principles, a specic in-
ference algorithm for a specic language is detailed.
To the best of our knowledge, this is the rst work
in the context of event composition languages that en-
ables representing uncertainty, and reasoning about it,
in a general and formal manner.
The rest of this article is organized as follows: Section
2 reviews existing research in the realms of event com-
position languages and probabilistic reasoning. Sec-
tion 3 formally denes the notion of events, and denes
the representation of the information relevant to each
event. Section 4 species the representation and se-
mantics of uncertain relations between events. Section
5 describes the actual calculation of occurrence prob-
abilities for events. We close with Section 6, which
summarizes the article, briey describes how the for-
mal framework can be used to create an uncertainty-
handling component in an active application, and dis-
cusses possible future work. Throughout this paper,
we use examples of an active system in the area of
stock trading for illustration and clarication.
2 RELATED WORK
This section describes two classes of related research.
Section 2.1 describes existing event composition sys-
tems and prototypes. Section 2.2 discusses mecha-
nisms for reasoning about probability.
2.1 EVENT COMPOSITION
Event composition is supported by systems from var-
ious domains. Some are designed for active databases
(e.g., ODE (Gehani et al., 1992)) while others are
general-purpose event composition languages (e.g., the
Situation Manager Rule Language (Adi and Etzion,
2004)). All existing languages enable deterministic in-
ference of events, based on a set of rules. Each rule
describes a complex temporal predicate or function,
based on which inference is carried out.
A major shortcoming of all existing specication lan-
guages is that they can reason only about deterministic
knowledge regarding the relations between events. In
addition, none of the existing systems are designed to
handle uncertainty in a general and formal manner.
2.2 MECHANISMS FOR PROBABILISTIC
REASONING
The most common approach for quantifying probabil-
ities are Bayesian (or belief) networks (Pearl, 1988).
However, Bayesian networks are only adequate for rep-
resenting propositional probabilistic relationships be-
tween entities. In addition, standard Bayesian net-
works cannot explicitly model temporal relationships.
To overcome these limitations, several extensions to
Bayesian networks have been dened, including Dy-
namic Belief Networks (Kjaerul¤, 1992) , Time Nets
(Kanazawa, 1991), Modiable Temporal Belief Net-
works (Constantin and Gregory, 1996) and Temporal
Nodes Bayesian Networks (Gustavo and Luis, 1999).
Although these extensions are more expressive than
classical Bayesian networks, they nonetheless lack the
expressive power of rst-order logic. In addition, some
of these extensions allow more expressive power at the
expense of e¢ cient calculation.
Another formal approach to reasoning about probabil-
ities involves probabilistic logics (e.g., (Bacchus, 1990)
and (Halpern, 1990)). These enable assigning prob-
abilities to statements in rst-order logic, as well as
inferring new statements based on some axiomatic sys-
tem. However, they are less suitable as mechanisms for
the calculation of probabilities in a given probability
space.
A third paradigm for dealing with uncertainty using
probabilities is the KBMC paradigm (Breese et al.,
1994). This approach combines the representational
strength of probabilistic logics with the computational
advantages of Bayesian networks. In this paradigm,
separate models exist for probabilistic knowledge spec-
ication and probabilistic inference  i.e., probabilis-
tic knowledge is represented in some knowledge model
(usually a specic probabilistic logic), and whenever
an inference is carried out, an inference model would
be constructed based on this knowledge. In this work,
we have chosen an approach very similar to this para-
digm: Knowledge is represented as probabilistic rules
(see Section 4), while probability calculation is carried
out by constructing a Bayesian network based infer-
ence model (see Section 5).
3 EVENT MODEL
We distinguish between actual events, and the infor-
mation held by an event composition system about
events of interest. Section 3.1 denes the notion of an
event in event composition systems, and Section 3.2
describes the information relevant to each event and
its representation. In the rest of this paper, we will
refer to actual events by lowercase letters, e.g., e and
", while uppercase letters (e.g., E) will be used to refer
to the information the system has about an event.
3.1 EVENTS
In the context of active systems, an event is dened as
an occurrence that is signicant (falls within a domain
of interest to the system), instantaneous (takes place
at a specic point in time), and atomic (either oc-
curs or not). Examples of events include notications
of changes in a stock price, failure of IT components,
and a person entering or leaving a certain geographical
area.
A variety of data can be associated with the occur-
rence of an event. Some data types are shared by all
events, e.g., the point in time at which the event oc-
curred. Other data types are specic to certain event
types only, e.g., the name of a stock on the stock mar-
ket. Two events that have exactly the same associated
data types are said to be of the same event type. For
example, consider events that quote the change in price
of a specic stock. With each instance of this type of
event, the relevant information consists of the name of
the stock for which the price was quoted, and the new
price. Therefore, all such events can be said to belong
to the event type stockQuote.
In the context of event composition systems, a dis-
tinction is made between two types of events, namely
explicit events and inferred events. Explicit events
are those events for which an event notication is sig-
naled by an external event source. Inferred events
are inferred from explicit events using a set of rules.
3.2 REPRESENTING INFORMATION
ABOUT EVENTS
We represent the information a composite event sys-
tem holds about each event instance with a data struc-
ture we term Event Instance Data (EID). EID in-
corporates all relevant data about an event, includ-
ing its type, time of occurrence, etc. In event com-
position systems with no uncertainty, each event can
be represented by a single tuple of values V al =
hval1; : : : ; valni (one value for each type of data as-
sociated with the event). In our case, to capture the
uncertainty associated with an event instance, the EID
of each event instance is a Random Variable (RV ).
The possible values of EID are taken from the domain
V = fnotOccurredg [ V 0, where V 0 is a set of tuples
of the form hval1; : : : ; valni .
The semantics of a value of E (encoded as an EID),
representing the information the system has about
event e are as follows: The probability that the value
of E belongs to a subset S  V n fnotOccurredg
is the probability that event e has occurred, and
that the value of its attributes is some tuple of the
form hval1; : : : ; valni, where fhval1; : : : ; valnig 2 S.
Similarly, the probability associated with the value
fnotOccurredg is the probability that the event did
not occur. As an example, consider an event that
quotes a price of $100 for a share of IBM stock at
time 10:45. Say that the system considers the fol-
lowing possible: The event did not occur at all; the
event occurred at time 10:34 and the price of the
stock was $105; and the event occurred at time 10:45
and the price was $100. In addition, say that the
system considers the probabilities of these possibili-
ties to be 0.3, 0.3 and 0.4, respectively. Then, the
event can be represented by an RV E whose possi-
ble values are fnotOccurredg; f10:34; IBM; 105g and
f10:45; IBM; 100g. Also, Pr(E = fnotOccurredg)
and Pr fE = f10:34; IBM; 105gg are both 0:3 and
Pr fE 2 ff10:45; IBM; 100g; f10:34; IBM; 105ggg =
0:7.
An additional concept, relevant in the context of event
composition systems, is that of Event History (EH ).
An event history EHt2t1 is the set of all events (of in-
terest to the system), as well as their associated data,
whose occurrence time falls between t1 and t2. For
example, consider the following events: an event e1,
at time 10:30, quoting the value of an IBM share as
$100; event e2, at time 10:45, quoting the value of an
IBM share as $105; event e3 at time 11:00, quoting
the value of an IBM share as $103. Using the notation
described above, the events e1, e2, e3 can be described
by the tuples f10:30; IBM; 100g, f10:45; IBM; 105g,
and f11:00; IBM; 103g. Examples of event histories
dened on these events are the following: EH10:4510:30 =
fe1; e2g, EH11:0010:45 = fe2; e3g, EH10:3510:30 = fe1g and
EH11:0010:30 = fe1; e2; e3g. Note that there does not exist
an event history that consists of both e1 and e3, and
that does not include e2.
The actual event history is not necessarily equivalent
to the information regarding the event history pos-
sessed by the system. We will therefore denote the
latter by system event history.
In what follows, e:attributeName denotes the value of
a specic attribute of a specic event e. For example,
e1:occT refers to the occurrence time of event e1. In
addition, the type of event e is denoted by e 2 type.
4 RULE MODEL
Rules represent information on event relationships.
Each rule serves as a template and can be ap-
plied at a given time t to event histories that are
known at that time. For simplicity sake, we as-
sume that the result of applying a rule to a specic
event history may serve for the inference of, at
most, a single event.1 A rule r is given in the form
hselnr ; patternnr ; eventTyper;mappingExpressionsr; probri
where:
selnr is a deterministic predicate returning a subset of
an event history of size less than or equal to n (for some
integer n). If the returned subset has strictly less then
n elements, no further evaluation of the rule is carried
out. A possible selection expression is the rst two
events of type stockQuote. Therefore, for the event
history e1; e2; e3, if only e1 is of type stockQuote the
rule is not triggered. However, if both e1 and e3 are of
type stockQuote, then the subset fe1; e3g is selected,
and evaluation of the rule continues.
patternnr is a (possibly complex temporal) predicate of
arity n over event instances (note that this is the same
n appearing in selnr ). This predicate is applied to the
n event instances selected by selnr . An example of
patternnr is the events e1; e2; e3 have occurred in the
order e1; e2; e3, all three events are events regarding
the same stock, and event e3 occurred no later than 5
minutes after event e1.
eventTyper is the type of event inferred by this rule.
mappingExpressionsr is a set of functions mapping
the attribute values of the events that triggered this
rule to the attribute values of the inferred event.
probr 2 [0; 1] is the probability of inferring the event
by the rule. The exact semantics of this probability
are dened in Section 4.2.
By denition, the predicates dened by selnr and
patternnr are deterministic, as are the functions
mappingExpressionsr. Therefore, the only uncer-
tainty present in the rule is represented by the quan-
tity probr. Indeed, many deterministic composite
event languages can be viewed as dening a set of
rules R such that each rule r 2 R is of the form
hselnr ; patternnr ; eventTyper;mappingExpressionsri.
We assume that an event type is either explicit or in-
ferred by a single rule. This is because if there is more
1The above formalism can be easily extended to cases
in which a rule, when triggerred on a specic event history,
results in the inference of more than a single event.
than one source of information for an event type (e.g.,
two rules), the probabilities supplied by the separate
sources (rules) must be reconciled to create a well-
dened probability space.
The rule denition provides a set of languages
L for knowledge representation, by instantiat-
ing selnr , pattern
n
r , consumptionPredicates, and
mappingExpressionsr. We conclude this section with
a denition of a language l1 2 L . In this language, we
have the following:
 selnr is of the form
hselExpression1; : : : ; selExpressionni, where
selExpressioni is a selection expression of the
form "i 2 eventTypei, with eventType being
a valid event type. Given an event history,
selExpressioni will select a single event, "i. The
event "i selected by selExpressioni is the rst
event in the event history of type eventTypei
that was not selected by a selection expression
selExpressionj such that j < i.
 patternnr is a conjunctive predicate dened over
the events "1; : : : ; "n selected by selnr , of the form
^mi=1predicatei. predicatei is either a tempo-
ral predicate, or an equality relation between at-
tributes. If predicatei is an equality predicate,
it is of the form "k:attributel = "j :attributem for
k 6= j. This species that the value of attributel of
event "k must be the same as attributem of event
"j . A temporal predicate predicatei takes one of
the following forms:
 a  "k:occT  b, where a and b are temporal
constants denoting time points in the range
[0;1]. This predicate species that the event
has occurred within the interval [a; b].
 "j :occT < "k:occT for k 6= j. This predicate
denes a partial order over subsets of events.
 "j :occT  "k:occT  "j :occT + c for k 6= j,
where c is a temporal constant such that c >
0. This predicate species that an event has
happened within a specied interval relative
to another event.
 Regarding mappingExpressionr the occurrence
time of the inferred event is always determined
to be the point in time at which the inference was
carried out. As for other attributes, two types
of functions are allowed. The rst is a function
mapping a specic attribute value of a specic
event participating in patternr to an attribute of
the inferred event. The second is the mapping of
a constant value to an inferred attribute.
We conclude this section with an example of a
rule in l1 and its partial application. Let the
rule r1 be a rule designed to recognize an illegal
stock trading operation, dened as follows: selnr1 is
h"1 2 stockSell; "2 2 stockPurchasei, patternnr1 is
("1:occT  "2:occT  "1:occT+5)^("1:stockT icker =
"2:stockT icker)^("1:customerID = "2:customerID),
eventTyper1 is illegalStockTrading; and
mappingExpressionr1 consists of two functions:
The rst maps "1:stockT icker to the stockT icker
attribute of the inferred event, and the second maps
"1:customerID to the customerID attribute of the
inferred event. Finally, probr is 0:7. The intuition
underlying such a denition is that the sale of a stock,
followed closely by a purchase of the same stock, is
an indication of suspicious activity. Consider now
the event history e1; e2; e3, where the events e1; e2
and e3 have the following associated information:
e1 2 stockSell; e1:occT = 5, e1:stockT icker =
\IBM, e1:customerID = \C1, e2 2 stockQuote,
e2:occT = 7 and e3 2 stockPurchase,
e3:occT = 9, e3:stockT icker = \IBM and
e3:customerID = \C1. In this case, e1 and
e3 will be selected by selnr1 , and assigned to
"1 and "2 in patternnr1 respectively, which will
cause patternnr1 to evaluate to true. However,
if e3:stockT icker = \MSFT or e3:occT = 11,
patternnr1 would have evaluated to false. In addition,
if e3 2 stockQuote, patternnr1 would not have been
evaluated at all, as exactly two events have to be
selected by hE1 2 stockSell; E2 2 stockPurchasei to
evaluate patternnr1 :
4.1 THE PROBABILITY SPACE
Rule reasoning facilities need to be able to compute at
any point in time t the probability that an event e, with
specic data, occurred at some time t0  t. In addi-
tion, the only evidence that can be taken into account
is that which is known to the system at time t. There-
fore, a (possibly di¤erent) probability space is dened
for each t. An intuitively appealing way to dene
this probability space involves possible world seman-
tics (see (Halpern, 1990)). Using such a denition, the
probability space at time t is a tuple Pt = (Wt; Ft; t)
such that:
 Wt is a set of possible worlds, with each possi-
ble world corresponding to a specic event history
that is considered possible at time t. An assump-
tion that holds in all practical applications is that
the number of events in each event history, as well
as the overall number of events, is nite. This is
because an actual system cannot consider an in-
nite number of events in a nite time period.
Therefore, each possible world corresponds to an
event history that is nite in size. In addition, we
assume that the real world is one of the possible
worlds.
 Ft  2jWtj is a -algebra over Wt.
 t : Ft ! [0; 1] is a probability measure over Ft.
We call the above representation of the probability
space the possible world representation.
There is also a less intuitive, but more computation-
ally useful, way to dene the probability space. Let
E1; E2; : : : be the set of EIDs representing the infor-
mation about all events of interest. It is clear that
each nite event history can be represented by a -
nite number of values e1; : : : ; en, such that there ex-
ist a nite number of EIDs E1; : : : ; En where ei is a
possible value of Ei. Therefore, each possible world
wt 2 Wt can be represented by such a nite number
of values. In addition, as the overall number of events
is nite, there is a nite number of events E1; : : : ; Em
such that Ei could have occurred in some wt 2 Wt.
Finally, if jWtj is nite, each Evi can only have a -
nite number of associated values (one for each world in
Wt) in which it appears. Note that in such a case, each
possible wt can be represented by a nite number of
values V al1; : : : ; V alm, where the value V al1; : : : ; V aln
for some n  m is a set of values, each such set repre-
senting the values of one of the n events that occurred
in wt, and V aln+1; : : : V alm are all fnotOccurredg.
From this it follows that if the probability space Pt
represents the knowledge of the composite event sys-
tem at time t, this knowledge can be represented by a
set of m EIDs - E1; : : : ; Em.
Therefore, in the case where jWtj is nite, it is possible
to dene the probability space Pt as (
t; Ft; 0t) where:
 
t = fV al1; : : : ; V almg such that the tuple
V al1; : : : ; V alm is the set of values correspond-
ing to an event history, where this event history
is a possible world wt 2 Wt as described above.
Obviously, j
tj is nite.
 Ft = 2j
tj
 0t(fV al1; : : : ; V almg) = t(wt) such that wt is
the world represented by fV al1; : : : ; V almg
This representation is termed the EID representation:
Conversely, note that each possible set of values of
EIDs, fV al1; : : : ; V almg corresponds to some event
history. Therefore, given an EID representation of Pt,
where j
tj is nite, it is obviously possible to create
the corresponding nite-size possible worlds represen-
tation by dening a possible world wt 2 Wt for each
distinct set of values fV al1; : : : ; V almg.
4.2 RULE SEMANTICS
Based on the above probability space, we now dene
the semantics of rules. Intuitively, the semantics of
each rule r are as follows: Let EHt2t1 be an event his-
tory. If the rule r is applied at some time t  t2,
and the set of events selected by selnr from EH
t2
t1 is of
size n and is such that patternnr on this event is true,
then the event inferred by rule r occurred with prob-
ability probr. In addition, in such a case, the value
of its corresponding attributes is the value dened by
mappingExpressionsr. Otherwise, the event cannot
be inferred.
Formally, let selnr (EH
t2
t1 ) denote the set of
events selected by selnr from EH
t2
t1 , and let
patternnr (sel
n
r (EH
t2
t1 )) denote the value of the
predicate patternnr on sel
n
r (EH
t2
t1 ) (recall that if
jselnr (EHt2t1 )j < n then the rule is not applied). In
addition, let val1; : : : ; valn denote the value of the
attributes of the inferred event er as dened by
mappingExpressionsr. Then, if the specic event
history is known, and denoting by Er the EID
corresponding to er, we have the following:
Pr(Er = foccurred; val1; : : : ; valngj EHt2t1 ) = probr
if patternnr (SEL
n
r (EH
t2
t1
)) = true (1)
Pr (Er = fnotOccurredgj EHt2t1 ) = (1  probr)
if patternnr (SEL
n
r (EH
t2
t1
)) = true (2)
Pr(Er = fnotOccurredgj EHt2t1 ) = 1
if patternnr (SEL
n
r (EH
t2
t1
)) = false (3)
Recall from Section 4.1 that if jWtj is nite, the prob-
ability space can be represented by a nite set of nite
value RVs. In addition, note that the rule semantics
dened above specify that the probability of the in-
ferred event does not depend on the entire event his-
tory, but rather on the events selected by selnr . There-
fore, let us denote by E1; : : : ; Em the set of EIDs that
describe knowledge regarding the event history, and let
fEi1 ; : : : Eilg describe the subset of fE1; : : : ; Emg that
are candidates for selection by selnr (note that l  n;
as selnr must choose the rst n events that have actu-
ally occurred). An EID E is a candidate for selection
if there is a possible event history in the probability
space Pt such that there is a set of n events which
will be chosen by selnr from this event history, and the
event e corresponding to E is in this set. Then for all
sets of values fV al1; : : : ; V almg such that Ei = V ali,
we have that
Pr(ErjEi1 ; : : : Eil) = Pr(ErjE1; : : : ; Em) (4)
i.e., Er is conditionally independent of
fE1; : : : ; Emg n fEi1 ; : : : Eilg given fEi1 ; : : : Eilg.
Now let V ali1 ; : : : ; V alim denote a specic set of
values of Ei1 ; : : : Eil . Given such a set of specic
values, the subset fe0j1 ; : : : ; e0jng selected by selnr is
well dened. Therefore, we have from the above
equations that:
Pr(Er = foccurred; val1; : : : ; valngjV ali1 ; : : : ; V alim)
= probr if pattern
n
r (e
0
j1 ; : : : ; e
0
jn) = true (5)
Pr(Er = fnotOccurredgjV ali1 ; : : : ; V alim) = (1  probr)
if patternnr (e
0
j1 ; : : : ; e
0
jn) = true (6)
Pr(Er = fnotOccurredgj ei1 ; : : : ; eim) = 1
if patternnr (e
0
j1 ; : : : ; e
0
jn) = false (7)
5 PROBABILITY CALCULATION
The general principles underlying the method for cal-
culating probabilities is the use of the KBMC para-
digm. The main reason for using this paradigm is that
the underlying probability space changes over time
as new evidence regarding events reaches the system.
Therefore, di¤erent models for calculating probabili-
ties should be created for di¤erent time points.
While the type of model depends on the specic lan-
guage for which inference is carried out, we believe
that there are many cases in which a simple Bayesian
network can be used. For such cases the following as-
sumptions should hold:
 Pt is such that jWtj is nite.
 For each event, there is no uncertainty regarding
the time of its occurrence, i.e., there is a specic
t such that either the event occurred at t, or did
not occur at all.
 There is a mechanism in the language or the exe-
cution model for guaranteeing termination. This
means that for each event history EHt2t1 , only a
nite number of rules will be triggered (this en-
sures that only a nite number of EIDs can be
added to the event history). One way to ensure
termination is to avoid cycles in rule denition
(see (Patton, 1998)).
 There is a mechanism for guaranteeing determin-
ism. Determinism guarantees that the application
of the same set of rules to a given event history
will always result in the same probability space.
Dening a full order on the application of rules
by assigning each rule a priority is one way to
guarantee determinism (see (Patton, 1998)).
An algorithm for constructing a Bayesian network for
the general case, under these assumptions, is not de-
scribed in this paper. Rather, we will detail the al-
gorithm for generating the Bayesian network for the
language l1 dened in Section 4.2. However, before
describing the algorithm, we would like to stress two
main features that distinguish our implementation of
the KBMC paradigm from many existing applications
of this paradigm. First, the Bayesian network is dy-
namically updated as information about events reaches
the system. This is to ensure that the constructed
network reects, at each time point t, the probability
space Pt. Second, throughout the inference process we
maintain additional information beyond the Bayesian
network. This additional information is used both to
allow an e¢ cient dynamic update of the network, and
to make the inference process more e¢ cient.
In order to dene the construction algorithm, we rst
assume that the set of rules has no cycles, and that a
priority is assigned to each rule so that determinism
is guaranteed. Now recall that by denition, the oc-
currence time of each inferred event in l1 is the time
in which the rule was applied. Therefore, the single
possible occurrence time of each EID denes a full or-
der on the EIDs (we will denote this single point in
time for EID E by E:occT ). In addition, according
to Eq. 4, each EID is independent of all preceding
EIDs, given the EIDs that may be selected by the se-
lection expression. Therefore, we construct a Bayesian
network such that the nodes of the network consist of
the set of random variables in the system event his-
tory, and an edge exists between EID E1 and EID
E2 i¤ E1:occT  E2:occT and E2 is an EID corre-
sponding to an event that may be inferred by rule r;
where the event corresponding to E1 may be selected
by selnr . A network constructed by these principles en-
codes the probabilistic independence required by Eq.
4 (see (Pearl, 1988)). This structure is now augmented
with values based on Eq. 5-7.
Based on the above principles, a Bayesian network is
constructed and dynamically updated as events enter
the system. At each point in time, nodes and edges
may be added to the Bayesian network. The algo-
rithm below describes this dynamic construction. The
information regarding the new event is represented by
some EID E, the system event history is represented
by EH, and the constructed Bayesian network by BN .
The algorithm follows:
1. EH  EH [ fEg
2. Add a node for E to BN .
3. For each such rule r in a decreasing priority order:
(a) Denote by selnr (EH) the subset of EIDs in
EH that may be selected by selnr (these are
all EIDs whose type attribute is of one of the
types specied by selnr ).
(b) If there is a subset of events in selnr (EH) that
may be selected by selnr such that pattern
n
r is
true, add a vertex for the inferred events EID
Er. In addition, add edges from all events in
selnr (EH) to the event Er.
(c) For Er, ll in the quantities for the condi-
tional probabilities according to Eq. 5-7.
4. Calculate the required occurrence probabilities in
the probability space dened by the constructed
Bayesian network.
The above algorithm describes at a high level the cal-
culation of the required probabilities, omitting the de-
tails of several steps. The omitted details include the
mechanism for selection of events as indicated by selnr ,
the evaluation of the predicates dened by patternnr ,
and the exact algorithm used to infer the required
probabilities from the Bayesian network. In all of these
cases, standard algorithms from the domains of de-
terministic event composition and Bayesian networks
may be used and extended. The specic algorithms
used for these tasks will determine the complexity of
our algorithm. However, the dominant factor will be
the calculation of the required probabilities from the
Bayesian network, which is known to be computation-
ally expensive. Therefore, ways to speed up this step
is a topic that warrants future research (see discussion
in Section 6).
5.1 INFERENCE EXAMPLE
This section illustrates the above algorithm for lan-
guage l1 using a specic example. Assume that
in the system there exists the rule r1, as dened
in Section 4. Now let us assume that informa-
tion is received about the possible occurrence of an
event e1 such that e1 2 stockSell; e1:occT = 5,
e1:stockT icker = \IBM; e1:customerID = \C1.
In addition, the probability that this event occurred
is 0:6. This information is represented in the system
by an EID E1 with two possible states: fnotOccurredg
and foccurred; stockSell; 5; IBM;Customer1g (we
will abbreviate the second state by foccurredg. The
constructed Bayesian network will consist of a sin-
gle node E1 with Pr(E1 = fnotOccurredg) = 0:4
and Pr(E1 = foccurredg) = 0:6. Now assume that
information is received regarding the possible occur-
rence of an additional event e2 2 stockSell; e2:occT =
9; e2:stockT icker = \IBM; e2:customerID = \C1.
This is represented in the system by the EID E2 with
two states as above, which is added to the Bayesian
network. At this stage, the Bayesian network consists
of two disconnected nodes, as depicted in Figure 1(a).
Note that although two possible events have oc-
curred, there is no possible world in which two
events are selected by selnr1 , and, therefore, r1 is
not triggered. Now, assume that information regard-
ing a third event e3 reaches the system, such that
e3 2 stockPurchase; e3:occT = 5, e3:stockT icker =
\IBM; e3:customerID = \C1. This is represented
in the system by the EID E3. Now there is one possible
world in which there is a non-zero probability that Er
occurs - this is the world in which the event history is
e2; e3. Therefore, a node Er is added to the network,
and edges will be added from E1; E2; E3 to Er. This
will result in the Bayesian network depicted in Figure
1(b).
In addition, the event corresponding to the EID Er
occurs only if e1 did not occur, and e2 and e3 both
(a) (b)
(c)
E1 E2
E1 E2 E3
Er
Er’
E4
E1 E2 E3
Er
Figure 1: Constructed Bayesian Networks
occurred. Therefore, according to Eq. 5-7, Pr(Er =
foccurredgjE1 = fnotOccurredg; E2 = foccurredg;
E3 = foccurredg) = 0:7, and Pr(Er = foccurredgjE1;
E2; E3) = 0 for all other value combinations of E1; E2
and E3.
Finally, if we dene an additional rule r0 which states
that an event has a non-zero occurrence probability
whenever er and an additional event of type e4 oc-
curs, and e4 is signaled, this will result in the network
depicted in Figure 1(c)
6 DISCUSSION
In this paper, we propose a model for dening compos-
ite event systems that takes into account the uncer-
tainty inherent in many active systems such as BAM
and BPM systems. The formal framework was intro-
duced, enabling both knowledge representation and
probability inference. The representation of uncer-
tainty in such systems, as well as the probability space,
were dened. In addition, the principles enabling the
calculation of the probabilities were introduced, pro-
viding a formal framework for handling several types
of uncertainty inherent in many active applications.
To the best of our knowledge, this is the rst formal
and comprehensive treatment of uncertainty in event
composition languages.
The representations of uncertainty, dened in sections
3.2 and 4, together with inference algorithms of the
type outlined in Section 5, can serve as the basis of a
component that can be embedded in any active sys-
tem. Such a component would be used as follows:
During the development of the active application, the
application-specic uncertainty will be specied. An
example of such specication is the rule dened in Sec-
tion 4. Based on these denitions, as events are sig-
nalled during the execution of the active system, the
probabilities of the inferred events can be constantly
calculated and updated. Therefore, such a component
would enable any active system to handle uncertainty
of the type discussed in this paper in a general man-
ner. Additionally, such a component will have strong
formal underpinnings, as dened in this article.
There are several possible future avenues for research.
The model of composite event systems can be extended
to enable predictions regarding the occurrence of fu-
ture events. Although the rule representation makes
it possible to infer that events will occur in the future,
other extensions are required to handle prediction 
for instance, a mechanism that enables specifying the
probabilities of future events being signalled by outside
sources. Additional future work lies in improving the
e¢ ciency of the inference algorithms described in Sec-
tion 5. One possible manner in which improvements
can be achieved is the incorporation of techniques such
as the one in (Flores et al., 2003) for incremental up-
dating of the junction tree used for probability calcu-
lation. Such incremental updating would signicantly
reduce the e¤ort required for re-creation of the junc-
tion tree after each update to the Bayesian network.
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