We establish a relation between quadrature formulas on the interval [−1, 1] that approximate integrals of the form J (F ) = 
Introduction
Consider the integral To approximate J (F ), Gaussian quadrature formulas are often preferred. These are formulas of the form
(1.2)
They have positive coefficients k and the nodes x k are chosen as the zeros of the nth orthogonal polynomial with respect to the inner product
F (x)G(x) (x) dx. (1.3)
These zeros are all distinct in the open interval (−1, +1). Let P N be the set of polynomials of degree at most N. It is known that there cannot exist quadrature formulas like in formula (1.2) to be exact in P 2n , i.e., there cannot exist quadrature formulas satisfying J n (F ) = J (F ) for all F ∈ P 2n .
The main advantage of choosing the nodes {x k } n k=1 as the zeros of the nth orthogonal polynomial with respect to the inner product (1.3) is that the quadrature formula is exact in the space P 2n−1 .
For any other choice of the nodes, the quadrature will only be exact in a smaller set of polynomials. It is reasonable though to require that we have at least exactness in P n−1 . This may be obtained by choosing J n (F ) = J (L n ), where L n is the unique polynomial in P n−1 that interpolates F at the nodes {x k } n k=1 . We then speak of an interpolatory quadrature formula. It is also desirable to construct interpolatory quadrature formulas with positive coefficients, since the convergence of the quadratures for all Riemann integrable functions F on [−1, 1] is guaranteed.
On the other hand, for the computation of an integral 4) where is a weight function on [− , + ], one could also use interpolatory quadrature formulas. In this case, the role played by the set of polynomials is replaced by the set of Laurent polynomials. Let p and q be nonnegative integers. Then we denote by −p,q the following set of Laurent polynomials:
Let us denote by T = {z : |z| = 1} the unit circle, by D = {z : |z| < 1} the open unit disc and by E = {z : |z| > 1} the exterior of the unit disc. Now the interpolatory quadrature formulas are formulas of the form
A k f (z k ).
(1.5)
Starting from n distinct nodes {z k } n k=1 on T, they may be obtained by constructing the unique interpolating Laurent polynomial l n ∈ −p,q , (p + q = n − 1) and setting I n (f ) = I (l n ), which will obviously result in a quadrature formula that is exact in −p,q , (p + q = n − 1).
To increase the dimension of the space of Laurent polynomials for which we have exactness, the nodes should be chosen in a particular way.
Indeed, let n be the nth monic orthogonal polynomial with respect to the inner product
i.e., n represents the nth monic Szegő polynomial with respect to ( ). As in the real case, one can think of choosing its zeros as the nodes for the quadrature formula. However, since the zeros of the polynomials n are all in D, while we want the nodes to be on T, these zeros are not candidates for the nodes of the quadrature formulas. However, zeros of the so-called para-orthogonal polynomials B n (z, ) = n (z) + * n (z) with ∈ T and * n (z) = z n n (1/z) are known to be simple and on T [11] . When taking the appropriate coefficients A k for these nodes, which turn out to be all positive, more precisely, [10] for further details), the quadrature formulas can be made exact in −n+1,n−1 . These are the so-called Szegő quadrature formulas. Like the Gaussian formulas, the Szegő formulas are exact in a (Laurent) polynomial space of maximal dimension 2n − 1, i.e., there cannot exist an n-point quadrature formula with nodes on T to be exact neither in −(n−1),n nor in −n,n−1 . The first systematic study of Szegő formulas was undertaken by Jones et al. [11] .
Of course, by the Joukowsky transform e i ∈ T ↔ cos ∈ [−1, 1], or more generally z ↔ (z+z −1 )/2, the unit circle can be mapped onto the interval [−1, 1]. So there should be some relation between the Gauss and the Szegő formulas. First note that by this transform, the weight function (x) transforms into
This leads to a relation between the orthogonal polynomials on the unit circle and the interval that has already been studied by Szegő [7, Chapter IX, 5, Section 6.4] and Geronimus [14, Section 11.5] . The investigation of the relation between the quadrature formulas has been undertaken in [1] . There it was noted that when = 1, the nodes of the 2n-point Szegő quadrature formula come in complex conjugate pairs, so that with the n pairs of nodes for the Szegő formulas, we can associate n real nodes in (−1, 1) and the Szegő formula transforms into a Gauss quadrature formula on the interval [−1, 1]. When = −1, the (2n + 2)-point Szegő formula has n complex pairs of nodes and two real ones, which leads to n real nodes in (−1, 1) and 2 nodes at the end points. Therefore the Szegő formula for the circle transforms into the Gauss-Lobatto formula for the interval. For the (2n + 1)-point Szegő formulas and = ±1, we get again complex conjugate pairs of nodes plus either +1 or −1. So the Szegő formulas will transform in this case to Gauss-Radau formulas, including one of the end points of the interval [−1, 1].
In this paper, we want to investigate the relation between the Szegő formulas when need not to be ±1. The corresponding quadrature formulas on [−1, 1] will then not be optimal. They are only exact in the polynomial space P n−1 , except for special choices of , in which case they can be made exact in P n . This will be shown in Section 2 and some illustrative examples of the same will be given in Section 3. In Section 4 we shall provide error expressions for these quadrature formulas along with convergence results. Finally, in Section 5 we include some numerical results.
Positive quadrature formulas on [−1, 1]
As we mentioned above, the n-point Gaussian quadrature formula with respect to the weight function on [− 
Since all the coefficients of the Szegő polynomial n (z) are real, one has
Thus from (2.1), = − n ( )/ * n ( ) while by (2.2) this equals . Therefore = and the proof follows.
Our next step is to prove that when = ±1, the n-point Szegő formulas transform into n-point quadrature formulas on [−1, 1] that are only exact in P n−1 , unless some particular choice of is made. 
Furthermore, (2.3) is exact in P n if and only if
Since x = (z + z −1 )/2, the monomial x j transforms into a Laurent polynomial in z:
Because the nth Szegő quadrature formula is exact in −n+1,n−1 , i.e., I n (f )=I (f ) for all f ∈ −n+1,n−1 , we have
Since, 
which has exact degree n, the latter equality is equivalent with J n (W n ) = J (W n ). Since J n (W n ) = 0, we must check when J (W n ) = 0.
We have
Consider Q n (z) ∈ −n,n given by
Furthermore, since the zeros of B n (z, ) are of Q n (z), there must be some polynomial S such that
Assume that B n (z, ) = n (z) + * n (z), with n (z) the nth monic Szegő polynomial, i.e.,
or equivalently,
On the other hand, taking into account that
we have
Now, we compute
Thus,
Since | n (0)| < 1 and | | = 1, the denominator of the above expression is different than zero. Thus,
Remark 2.3.
The value given by (2.4) will be called "optimal".
Illustrative examples
Example 3.1. Let us first consider the Jacobi-type weight functions given by
By formula (1.6), we have
It is known (see e.g. [13] ) that the reflection coefficients or Schur parameters are,
Also, explicit formulas for Szegő polynomials are known (see [8] ). Next, we shall deal with the Chebyshev weight functions, i.e., with the values , ∈ {± 1 2 }.
On the other hand, the weights of the corresponding n-point Szegő formula are given by j = 2 /n, j = 1, . . . , n [10] . So, the n-point formula
is exact in P n−1 .
Furthermore, for the optimal values of , i.e., = ±i, the corresponding formulas are exact in P n . Both of them have equal coefficients. Since the Gaussian formula is the only n-point quadrature formula with equal coefficients that is exact in P n (see [12, p. 183] ), both formulas must coincide with the corresponding Gaussian quadrature formula, i.e.,
For the other values of and , the optimal values of the parameter are given by formulas (3.1) and (2.4). They are given in the following table:
For these particular choices of and , we have the following explicit expressions for the paraorthogonal polynomials (see [3] ):
We also know explicit expressions for the corresponding weights in Szegő formulas (see [2] ). Here z j = e i j , j = 1, . . . , n are the zeros of the para-orthogonal polynomial B n (z, n ).
if n is odd,
if n is even. Example 3.2. Now we will consider rational modifications of certain Jacobi weight functions, i.e.,
where
2 − 1 such that 0 < |a j | < 1 and = 2 m k j =1 |a j | p j . In this case, it is known that (see [10] ) the para-orthogonal polynomials for n m are given by B n (z, n ) = n (z) + n * n (z) = z n−m h(z) + n h * (z). Thus, the reflection coefficients are n (0) = 0 and the optimal parameters of n are ±i, provided that n m.
Let {z j } n j =1 be the zeros of B n . In this case we also have an explicit expression for the weights in the Szegő quadrature formula (see [4] )
, j = 1, . . . , n.
To fix ideas, take m = 1 and 1 = 1.01. Then a 1 = 0.868226 and for n = 6 and = i, we have the following table:
Nodes Weights 
So the corresponding optimal parameters are n = ± i i f n is odd,
In this case we do not have an explicit expression for Szegő polynomials. For their computation, it seems advisable to use the so-called split Levinson algorithm (see [6] ), since in this case the trigonometric moments for are clearly real.
For n = 6, we have computed the Szegő polynomial 6 (z) = z 6 + In order to calculate the weights in Szegő formula, we can proceed by computing the so-called associated polynomials n (z), given by (see [11] )
which satisfies the same recurrence relations as Szegő polynomials n but with the initial condition 0 := − − ( ) d . Thus, we computed them recursively and obtained (for n = 6) the following:
Then the weights, in general, can be expressed in terms of B n (z, ) and A n (z, ), as (see [3] ):
, j = 1, . . . , n. 
By virtue of Theorem 2.2, the nodes and weights for

Error and convergence
In this section, we will obtain an error expression for the n-point interpolatory quadrature formula on [−1, 1], i.e., for J (F ) − J n (F ), = ±1, F being an analytic function.
First we will express this error in terms of the error of a certain interpolating L-polynomial and secondly, we will establish a relation with the error in the corresponding Szegő quadrature formulas.
Recall that, if is a weight function on [−1, 1] and I n (f ) = On the other hand, since J (P ) = J n (P ), ∀P ∈ P n−1 , it follows that J n (F ) = J (P n−1 (F, x)), where P n−1 (F, x) = P n−1 (x) is the unique polynomial in P n−1 satisfying P n−1 (F, x j ) = F (x j ), j = 1, . . . , n. Now, setting R n (z) = 1 2 P n−1 ((z + z −1 )/2) then clearly R n (z) ∈ −(n−1),n−1 and it satisfies
). So, R n (z) ∈ −(n−1),n−1 , a space of dimension 2n − 1 and it interpolates f (z) at the 2n distinct nodes on T: z 1 , . . . , z n , z 1 , . . . , z n .
Furthermore, the only two subspaces of with dimension 2n and containing −(n−1),n−1 are −(n−1),n and −n,n−1 . Thus, given the 2n distinct nodes z 1 , . . . , z n , z 1 , . . . , z n , on T, since both −(n−1),n and −n,n−1 are Chebyshev spaces on T with dimension 2n, there exist unique L-polynomials R n (z) and R n (z) in −n,n−1 and −(n−1),n , respectively, such that
Since R n (z) also satisfies condition (4.1), it holds by uniqueness that
and consequently
Next, we will give an expression for f (z) − R n (z). Let R n (z) be the L-polynomial in −n,n−1 satisfying the interpolatory conditions given in (4.1). Then we can write
Clearly, P 2n−1 (z j ) = z n j f (z j ), and if we set g(z) = z n f (z) we have
Similarly, for R n (z) in −(n−1),n , satisfying the corresponding interpolatory conditions given in (4.1), we have
Because of (4.2), we can write
Thus we deduce that
Hence, we have come to the following:
Thus, if we assume that F (x) is analytic in a neighbourhood of
. Let C = *B denote the boundary of B, then we can use the integral representation of the polynomial interpolation error for analytic functions (see [15, p. 50] ) to obtain 
Remark 4.2. Similarly, using (4.3) and (4.4), we can also obtain
For our purposes, it is enough to limit ourselves to compute H n (z) for z ∈ E = {z : |z| > 1}. This is due to the error expression (4.8) given in terms of H * n (z) knowing that
Furthermore, in some cases both functions H n (z) and H * n (z) can be exactly computed. Indeed, let us again consider the Jacobi weight functions (x) = (1 − x) (1 + x) , , > − 1, so that one has
with x = e i . Hence, when + 
On the other hand, as it is well known, rational modifications of the Chebyshev weight function, i.e., a weight function (x) of the form
where P k (x) is a polynomial of degree k, k arbitrary, which is positive on [−1, 1], gives rise to the so-called Bernstein-Szegő weight function
where h is a polynomial of degree k with all its zeros in the open unit disk. Thus, suppose that h(z)= k j =1 (z− j ) with 0 < | j | < 1, and i = j , ∀i = j . Then, the corresponding para-orthogonal polynomial is given by B n (z, ) = z n−k h(z) + h * (z) (see [10] ) and one can also obtain the following representation for H n (z) when |z| > 1:
Now, when taking again the error, by Theorem 2.2 we have
Therefore, the error of the positive interpolatory quadrature formula on [−1, 1] can be written in terms of the error in the corresponding Szegő quadrature on T.
Hence, by using the results given in [10] concerning the error for the Szegő quadrature formula for analytic integrands, we can write
Let us expressH n (z) in a different way proceeding as in [10] . Indeed, for every Q n (z) ∈ P n , we have
where R n−2 ∈ P n−2 with coefficients depending on z.
Thus, from the above theorem one can prove the following, 
Finally, to conclude this Section, a general result of convergence will be established for nonanalytic integrands. Because of the positivity of the weights {A j,n } n j =1 , as a consequence of Banach-Steinhaus Theorem, see [12, p . 61], we can prove the following: 
Numerical experiments
In this section we first compare the n-point interpolatory quadrature formula J n (F ), (| | = 1, = ±1) with the n-point Gaussian quadrature formula G n (F ) for
On the other hand, we also compare the n-point interpolatory quadrature formula J n (F ), (| | = 1, = ±1) with another n-point interpolatory quadrature formula C n (F ) for 1 −1 F (x) (x) dx based on the Chebyshev nodes. To do that, we will take (x) = 1.
In both cases, we will choose F (x) = sin x/(x − R), −1 x 1, with |R| > 1. All the computations were done using the program Mathematica with precision 20.
Example 5.1. Let us start with the weight function
In order to compute the n-point Gaussian quadrature G n (F ) = n j =1 A j F ( x j ), we first calculate the zeros {z j } 2n j =1 of the para-orthogonal polynomial w.r.t. ( ) = 1 − cos , namely B 2n (z, 1). Note that these zeros appear in complex conjugate pairs. Then we compute the corresponding weights { j } 2n j =1 in the Szegő formula. The nodes in the n-point Gaussian formula are x j = Re(z j ), j = 1, . . . , n, and the weights are A j = j , j = 1, . . . , n, where Re(z) denotes the real part of the complex number z.
On the other hand, to calculate the interpolatory-type formula J n (F ) = n j =1 A j x j , we compute the zeros {z j } n j =1 of the polynomial B n (z, ), = ±1, which is para-orthogonal w.r.t. ( ) = 1 − cos . Note that these zeros do not appear in complex conjugate pairs. Then also the corresponding weights in the Szegő formula { j } n j =1 are computed. According to Theorem 2.2, the result is x j = Re(z j ) and
We choose n=9 and the "optimal" value of is 9 =−1/10+i(3 √ 11)/10. Notice that the interpolatory formula is exact in P 9 , so that we will first compute the Gaussian formula for n = 5, in order to have the same degree of exactness for both quadratures.
In the next table a comparison between the absolute error in the Interpolatory and Gaussian quadratures for the function F (x) = sin x/(x − R), −1 x 1, |R| > 1 is displayed: As it could be expected, the Gaussian formula gives better results when the number of nodes is the same. Let us compare both formulas but now computing the interpolatory quadrature with another value of the parameter which is not "optimal". By choosing = i, the results are displayed in the following Here, we have used an interpolatory formula with nine nodes versus a Gaussian one with five nodes. From the table above, we can say that the interpolatory quadrature formula are slightly better than the Gaussian formula. But, if we compute our interpolatory formula with ten nodes and, again, the Gaussian formula with five nodes in order that both formulas are exact in the same subspace P 9 , we obtain the following results: where E[n/2] denotes the entire part of n/2. Recall that this formula is exact in P n−1 . To distinguish these formulas from our interpolatory ones, we will call them Chebyshev interpolatory quadrature formulas.
To compute J n (F ), ( = ±1), we have chosen n = 6 and the optimal value of as −1/7 + 4 √ 3/7i. Since such formula is exact in P 6 , in order to have the same degree of exactness, we have to compute C n (F ) for n = 7.
The errors in such quadratures are presented in the following As it can be observed, both formulas have a similar behaviour. Now, if we compare both formulas with the same number of nodes n = 6, as we can see in the next 
