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Abstract— This paper presents a new method for object tracking in a 
camera sensor with particle filters. The method enables multiple 
target and background models, spanning arbitrarily many features or 
imaging modalities, to be adaptively fused to provide optimal 
discriminating ability against changing backgrounds, which may 
present varying degrees of clutter and camouflage for different kinds 
of features at different times. Furthermore, we show how to 
continuously and robustly relearn all models for all feature modalities 
online during tracking, for targets whose appearance may be 
continually changing. Both the data fusion weightings and model re-
learning parameters are robustly adapted at each frame, by extracting 
contextual information to inform saliency assessments of each part of 
each model. Additionally, we propose a two-step estimation method 
for improving robustness, by preventing excessive drifting of 
particles during tracking past challenging, cluttered background 
scenes. We demonstrate the method by implementing a version of the 
tracker which combines both shape and colour models, and testing it 
on a publicly available bench-mark data set. Results suggest that the 
proposed method outperforms a number of well-known state-of-the-
art trackers from the literature. 
Keywords— visual object tracking, particle filter, colour histogram, 
HOG feature, data fusion, online model learning 
I. INTRODUCTION 
A. Robust approaches to visual object tracking 
After several decades of effort, tracking an object in the camera 
sensor remains an open research problem [21]. Two main streams of 
research can be distinguished. The first one explores the use of 
increasingly sophisticated visual features and representational models 
of the tracked target, while the second espouses spatiotemporal 
filtering and searching methods. Many different cues can be utilized 
for target representation, e.g. colour, shape, silhouette and others 
[22]. It is increasingly believed that robust tracking cannot be 
achieved with a single feature and recent work has explored methods 
for combining information from multiple features in various robust 
ways [13, 23, 25, 32, 37]. For spatiotemporal filtering, several 
approaches have emerged as popular choices over the past 15 years 
(e.g. meanshift tracking [9], Kalman filtering [35], particle filtering 
[20]). Particle filters are a simple but powerful recursive tracking 
model which have demonstrated great potential for handling multi-
modal problems of general non-linear and non-Gaussian systems. 
The particle filter was first introduced for tracking by Isard and Blake 
[26], who showed how to use it as an underlying spatio-temporal 
filter for contour tracking. It appears that both Nummiaro [18, 20], 
and Perez [29] independently (in 2002) co-invented a method, that 
has now become widespread for using particle filters with the colour 
histogram target model, first proposed by Ennesser and Medioni as 
early as 1995 [7], but later widely popularized by the work of 
Comaniciu et al. (2000-2003) in the mean-shift tracking literature [2, 
4]. Although state-of-the-art in the early 2000s, the above methods 
were starting to show their age by the late 2000s, and became 
superceded by more sophisticated and complex methods which 
demonstrated significantly improved performance [3, 12, 36]. In 
particular, the recent work [13, 23], showed how colour, shape and 
motion cues could be combined to achieve state-of-the-art tracking 
performance. However, these methods relied on complex and 
intricate two-layer local and global model combinations, engendering 
correspondingly complex and expensive algorithmic machinery for 
tracking and model updating. 
In this paper, we revisit the simple and convenient architecture of 
the histogram-based particle filter. We show how it can be modified 
to achieve competitive performance against the most sophisticated 
modern methods, by the following three enhancements (a shorter 
version [38] was published in IPTA):  
1) A continuously adaptive data fusion method for optimally 
combining multiple features. 
2) A more robust method for continuous re-learning of targets which 
change their appearance, while avoiding the accidental relearning of 
background features into the target models. 
3) A two-step estimation method to prevent excessive particle 
drifting. 
B. Particle filtering with fusion of multiple feature modalities 
The original particle filter based trackers [18, 26, 29] used only a 
single feature for modeling the target. Increasingly sophisticated 
performance evaluation efforts within the vision community [21, 24] 
are revealing the limitations of such approaches, motivating the 
integration of more features. This paper asserts that the two 
fundamental issues with combining multiple features during dynamic 
tracking are: 1) how to dynamically determine which features are 
most discriminatory in changing scenes; 2) how to adaptively weight 
in favour of the most salient features while devaluing the contribution 
from poor features.  
Simplistic approaches of merely multiplying the contributions of 
each feature modality, i.e. as a product of probabilities (or a “product 
of experts” [8]) will be prone to failure in scenes where one or more 
of the feature modalities is challenged by clutter of similar 
appearance to the target. This is for the simple reason that 
multiplication of feature weights can cause a false negative detection 
by a poorly performing feature. Perez et al. [30] suggested fusing 
arbitrary numbers of features by weighting and resampling particles 
according to the observations of each feature in succession. This 
method therefore assigns equal importance to all features and offers 
no method for adaptively weighting in favour of good features over 
bad features during tracking. Additionally, the work of [30] did not 
incorporate any methods for automatically updating or relearning the 
target model online, which is necessary for substantially changing 
scenes, changing views of the target, and highly deformable targets. 
Brasnett et al [31] proposed a scheme for weighting in favour of the 
best performing features and updating these weights adaptively at 
each new frame. The significance of each feature modality is 
weighted according to how well the target (reference) model for that 
feature matches the best current candidate target region of the image. 
This approach fulfills one of the requirements in our above 
discussion of saliency (good features should return high weights for 
target regions of the image), but ignores the other critical requirement 
(a discriminating feature must also return low weights for local 
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background regions). Maggio et al. [6] proposed an alternative 
approach to evaluating feature saliency, based on examining the 
statistics of the spatial distribution of the particles themselves. 
Essentially, they propose a heuristic wherein those features whose 
weights suggest a tight clustering of particle positions (in image 
spatial coordinates) are considered more salient than those features 
associated with a broader spatial spread of particles. This method 
may also work satisfactorily under benign tracking conditions, but 
essentially throws away the benefits of the particle filter for tracking 
past cluttered backgrounds. Therefore, selecting features which 
reduce the distribution to a single concentrated cluster removes the 
robustifying effect of the particle filter, rendering its performance 
similar to that of a simple Kalman filter based on uni-modal 
distributions over target. Our recent work [25] showed how the 
popular histogram-based particle filter tracker of [20] could be 
extended to incorporate data fusion of several different features or 
imaging modalities, and proposed an adaptive method for optimally 
weighting the contributions from each feature online during tracking. 
However, for optimal performance, this method requires that each 
particle’s local background region be separately re-modeled at each 
frame, and this rapidly becomes computationally expensive as the 
number of particles is scaled. 
In this paper, we propose a new method for adaptive feature 
fusion. The new method uses the statistics of the distribution of 
particle weights themselves as a cue to feature saliency. The 
underlying principle is that particles inherently contain information 
about the background as well as the target. In simple terms, “bad” 
particles will encode background information, while “good” particles 
encode target information. Hence, we are able to extract information 
about the saliency of each feature by examining the spread of particle 
weightings suggested by each feature modality. 
C. Continuous relearning of target models during tracking 
Continuously relearning the reference target model is inherently 
dangerous. There will always be some noise and uncertainty in the 
estimated target location, which usually includes a significant 
number of background pixels. This degrades tracking performance 
further, leading to even more erroneous target relearning. Much of 
the particle filter literature follows the simple target update method 
proposed in [20], where a target histogram is updated every frame as 
a simple leaky linear combination of the previous model and current 
estimated status. Without additional methods for precise delineation 
of the target parts, such update methods are prone to failures. Later 
work [15] suggested a more sophisticated target updating scheme that 
utilizes a decision of minimum error over the whole particle 
distribution. Work in [17] proposed a Rao-Blackwellised Particle 
Filter (RBPF) for handling the uncertainties caused by illumination 
changes and brief periods of occlusion. Nevertheless, both [15] and 
[17] based target model updates solely on the information extracted 
from the estimated target region, where any inaccuracies in 
estimation are likely to lead to serious drifting problems over time.  
In this paper, we enable stable and robust model updating by 
identifying those parts of the feature space, which are highly 
prominent in the current foreground while also being of very low 
prominence in the local background region.  
D. Contributions of this work 
This paper shows how simple histogram-based particle filter trackers 
can be robustified by proposing the following enhancements: 
1) A continuously adaptive data fusion method for multiple features. 
We propose a new measure of feature saliency, which is both 
robust and also computationally cheap, derived from the standard 
deviation of the particles’ weights in each feature modality. This 
is combined with more conventional measures of candidate 
region and reference model consistency, in order to generate an 
overall saliency metric which selects features that both provide 
high weightings for target-like pixels and also low weightings for 
local background-like pixels. 
2) A robust method for continuous re-learning of targets which 
change their appearance, while avoiding accidental relearning of 
background features into the target models. We extract contextual 
information about the local background image statistics, and use 
this to determine which elements of the estimated current target 
region are most distinct from the background. Updating of the 
target reference model is then weighted in favour of the most 
distinct elements of the current target region. 
3) A two-step estimation method for preventing excessive particle 
drifting. A first-round estimation is used to detect and re-initialise 
drifting particles. A second-round estimation, then re-samples 
from the modified set of particles, in order to more robustly re-
estimate the new target location. 
E. Layout of this paper 
The basic framework of the Particle Filter is introduced in Section II. 
Our proposed method for adaptive fusion of multiple features is 
explained in Section III. A two-step estimation procedure is 
developed in Section IV. Section V explains the method for online 
model adaptation. Occlusion handling is presented in Section VI. 
Section VII describes our performance evaluation experiments. 
Section VIII provides concluding remarks. 
II. PARTICLE FILTER FRAMEWORK 
At each time step, we represent the state X of the tracked target by a 
distribution, approximated by a weighted set of N particles, with 
associated weights: 
 𝑋 = ∑ 𝑠(𝑖)𝜔(𝑖)𝑁𝑖=1                                        (1) 
where 𝑠(𝑖) represents a candidate target state, referred to as the ith 
particle, with associated weight 𝜔(𝑖)  such that ∑ 𝜔(𝑖)𝑁𝑖=1 = 1. As is 
common in much of the tracking literature, we model the target by a 
simple rectangular region, where 𝑠(𝑖)  includes the parameters for 
describing the position, scale and velocity of the corresponding 
rectangular bounding box: 
     𝑠(𝑖) = [𝑥  𝑦   ?̇?  ?̇?  𝑥𝑤 𝑦ℎ]
𝑇                         (2) 
where x, y, ?̇? , ?̇? are the position and velocity of the target in image 
coordinates, and 𝑥𝑤 and 𝑦ℎ correspond to the width and height of the 
rectangular target region, centered at x, y, which constitutes the a 
bounding box. 
The algorithm first propagates the particles according to a motion 
model, namely: 
𝑠𝑘 = 𝐴𝑠𝑘−1 + 𝜈𝑘−1                               (3) 
where 𝑣𝑘~𝐺(0, 𝑅)  is a zero mean Gaussian noise with variance-
covariance matrix R. For simplicity, we utilize a first order motion 
model where 𝐴  corresponds to constant velocity. Features are 
extracted from image data and used to evaluate the likelihood of each 
particle, according to measures of similarity between that particle’s 
image region and the target model.  
III. ADAPTIVE ONLINE FUSION OF MULTIPLE TARGET 
FEATURE MODELS 
Our method can conveniently be applied to fuse data from any kind 
of target image features which can be expressed as a histogram 
model. For proof of principle, we here explain the method in terms of 
fusing colour histograms and HOG features [27] since this pair of 
features are known to be particularly complementary. 
A. Colour histogram target model 
For the ith pixel, of an image region (e.g. bounding box), R, with 
colour, u, we use the function: 
  𝑢𝑖 ↦ ℎ(𝑢𝑖)                                (4) 
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where ℎ: ℝ2 → {1,2, … , 𝑀} of bins in a colour histogram, according 
to its RGB colour value. The probability of a particular histogram 
bin, 𝜁, is then returned by: 
𝐻𝑐𝑜𝑙𝑜𝑟(𝜁) = {
1
𝑀
∑ 𝛿[ℎ(𝑢𝑖
∗) − 𝜁]𝑖∈𝑅 }
𝜁=1..𝑚
                 (5) 
where 𝛿 is the Kronecker delta function. Notice that  𝐻𝑐𝑜𝑙𝑜𝑟   is 
normalized so that:  ∑ 𝐻𝑐𝑜𝑙𝑜𝑟(
𝑚
𝜁=1 𝜁) = 1.  
B. Histogram of oriented gradients target model 
The histogram of gradients (HOG) feature [27] is employed in our 
work to encode target shape information. HOG features represent 
object shape within an image as a distribution of gradient intensities 
with respect to edge directions, shown in Fig. 1: 
 
1) Gradient computation: in this step a 1-D centered, point 
discrete derivative mask in both the horizontal and the vertical 
directions, is employed. Specifically, this method requires filtering 
the colour or intensity data of the image with the following filter 
kernels: 
[−1,0,1] and [−1,0,1]𝑇  (6) 
For each pixel, the norm and orientation are computed by: 
𝑛𝑜𝑟𝑚(𝑥, 𝑦) = √𝑝𝑥2(𝑥, 𝑦) + 𝑝𝑦2(𝑥, 𝑦)                  (7) 
𝑜𝑟𝑖𝑒𝑛𝑡(𝑥, 𝑦) = 𝑎𝑟𝑐 𝑡𝑎𝑛 (𝑝𝑦(𝑥, 𝑦)/𝑝𝑥(𝑥, 𝑦))            (8) 
where  𝑝𝑥(𝑥, 𝑦)  and 𝑝𝑦(𝑥, 𝑦)  represent the horizontal and vertical 
gradient values, respectively. 
2) Orientation binning: the image region of interest is divided up 
into rectangular cells. Each cell is associated with an edge-orientation 
histogram (9 bins per histogram in our tracker) and each pixel within 
the cell casts a weighted vote for a particular bin of the histogram. 
Hence, bin 𝜁 for a cell histogram is computed as: 
𝐻𝑐𝑒𝑙𝑙(𝜁) = ∑ 𝑛𝑜𝑟𝑚(𝑥𝑝, 𝑦𝑝)
𝑁𝑝
𝑗=1
𝛿[𝑜𝑟𝑖𝑒𝑛𝑡′(𝑥𝑝, 𝑦𝑝) − 𝜁]         (9) 
where δ is the Kronecker delta function and 𝑜𝑟𝑖𝑒𝑛𝑡′(𝑥𝑝, 𝑦𝑝)  is 
quantized orientation, computed from 𝑜𝑟𝑖𝑒𝑛𝑡(𝑥, 𝑦). 𝑁𝑝 is the number 
of pixels in each cell. We represent the set of sums of magnitude in 
gradient 𝜁 for each cell as an N-orientation histogram: 
 𝐻𝑐𝑒𝑙𝑙
𝑎𝑙𝑙 = {𝐻𝑐𝑒𝑙𝑙(1), 𝐻𝑐𝑒𝑙𝑙(2), … , 𝐻𝑐𝑒𝑙𝑙(𝑁)}        (10) 
3) Descriptor bounding box: in our implementation, we divide a 
candidate bounding box into nine rectangular cells, each associated 
with a 9-bin edge orientation histogram. All nine cell histograms are 
now concatenated to make a single 81-dimensional feature vector 
𝐻ℎ𝑜𝑔. The cells share 50% overlap of their area. In other words, each 
pixel contributes to more than one cell to form the final histogram. 
To cope with the illumination and contrast changes, the gradient 
values of each cell are locally normalized, according to the gradient 
L2-norm: 
𝐻ℎ𝑜𝑔
′ (𝜁) = 𝐻ℎ𝑜𝑔(𝜁)/√(∑ 𝐻ℎ𝑜𝑔(𝑘)2
𝑞∗𝑞∗𝑁
𝑘=1 ) + 𝜖           (11) 
for 𝑞 ∗ 𝑞 cells (𝑞 = 3 in our tracker) and a regulation parameter 𝜖 =
0.01. After normalization, the histogram for a particle’s bounding 
box region becomes: 
 𝐻𝑐𝑒𝑙𝑙
′𝑎𝑙𝑙 = {𝐻ℎ𝑜𝑔
′ (1), 𝐻ℎ𝑜𝑔
′ (2), … , 𝐻ℎ𝑜𝑔
′ (𝐵 ∗ 𝑁)}         (12) 
where 𝐵 is the number of cell regions (𝐵 = 𝑞 ∗ 𝑞) that are contained 
in the target bounding box region. 
C. Adaptively weighted feature combination 
When tracking is initialized (by designating a bounding box for the 
target in the first frame), a pair of target reference models are 
constructed for the target. At each frame, colour and HOG-feature 
histograms, 𝐻𝑐𝑎𝑛𝑑
𝑐𝑜𝑙𝑜𝑟 , 𝐻𝑐𝑎𝑛𝑑
ℎ𝑜𝑔
 are constructed from the bounding box 
region around each particle. Each of these particle histograms (both 
colour and HOG) can now be compared with their corresponding 
reference models using the Bhattacharya coefficient [1]: 
 𝐷𝑐𝑜𝑙𝑜𝑟(𝐻𝑟𝑒𝑓
𝑐𝑜𝑙𝑜𝑟, 𝐻𝑐𝑎𝑛𝑑
𝑐𝑜𝑙𝑜𝑟) = ∑ √𝐻𝑟𝑒𝑓
𝑐𝑜𝑙𝑜𝑟(𝜁). 𝐻𝑐𝑎𝑛𝑑
𝑐𝑜𝑙𝑜𝑟(𝜁)𝑀ℎ=1            (13) 
𝐷ℎ𝑜𝑔(𝐻𝑟𝑒𝑓
ℎ𝑜𝑔, 𝐻𝑐𝑎𝑛𝑑
ℎ𝑜𝑔
) = ∑ √𝐻𝑟𝑒𝑓
ℎ𝑜𝑔(𝜁). 𝐻𝑐𝑎𝑛𝑑
ℎ𝑜𝑔 (𝜁)𝑀ℎ=1              (14) 
as similarity measures for colour and HOG features respectively. For 
each feature modality, it is now possible to compute a likelihood of 
the candidate region matching the target: 
𝜔𝑐𝑜𝑙𝑜𝑟
(𝑖) =
1
√2𝜋𝜎𝑐𝑜𝑙𝑜𝑟
𝑒𝑥𝑝{𝐷𝑐𝑜𝑙𝑜𝑟
2/2𝜎𝑐𝑜𝑙𝑜𝑟
2}                 (15) 
𝜔ℎ𝑜𝑔
(𝑖) =
1
√2𝜋𝜎ℎ𝑜𝑔
𝑒𝑥𝑝 {
𝐷ℎ𝑜𝑔
2
2𝜎ℎ𝑜𝑔2
}    (16) 
where, for the 𝑖th particle, likelihoods are represented as Gaussians 
with variances 𝜎𝑐𝑜𝑙𝑜𝑟 , 𝜎ℎ𝑜𝑔 , which represent the noise associated 
with each feature modality. In our experiments, we determined the 
values of these parameters empirically, and find that values of 0.01 
work well for both parameters. Future work will explore ways of 
learning and updating these parameters dynamically online. Note that 
both 𝜔𝑐𝑜𝑙𝑜𝑟
(𝑖) and 𝜔ℎ𝑜𝑔
(𝑖)  fulfill the normalization condition; 
namely, ∑ 𝜔𝑐𝑜𝑙𝑜𝑟
(𝑖) = 1𝑁𝑖=1 , and ∑ 𝜔ℎ𝑜𝑔
(𝑖) = 1𝑁𝑖=1 . 
We fuse the features by using a weighted combination of the 
coefficients, but use contextual information to continually update the 
weighting factor during tracking in a way that ensures optimal overall 
discriminating power of the combined feature model:  
𝜔(𝑖) = 𝜇𝑑𝜔𝑐𝑜𝑙𝑜𝑟
(𝑖) + (1 − 𝜇𝑑)𝜔ℎ𝑜𝑔
(𝑖)              (17) 
where weighting factor 𝜇𝑑  takes values between 0 and 1. We now 
explain how to use contextual information to achieve online tuning of 
weighting factor 𝜇𝑑 to enable adaptation to changing scenes. 
For online tuning of the weighting factor 𝜇𝑑, we should design a 
performance metric which can quantify the discriminating ability of 
each feature. A key innovation of this paper is to note that 
background/foreground information is already encoded in the 
distribution of the particles themselves. Some particles will mostly 
encode information about target feature values, while other particles 
will encode information about background feature values. 
We can exploit this property of the particle filter, by examining 
the distribution of the particle weights, 𝜔𝑐𝑜𝑙𝑜𝑟
(𝑖) and 𝜔ℎ𝑜𝑔
(𝑖)  . A poor 
feature is one that does not discriminate between background and 
target regions. Therefore, such a feature will assign similar weights to 
particles lying on true target regions and particles lying on 
background regions. Hence we expect to see a small spread in the 
weight distributions, characterized by a small standard deviation of 
the weight values for that feature. In contrast, a highly discriminating 
feature is one that assigns high weights to particles lying on true 
target regions but low weights to particles lying on background 
regions. Therefore, assuming a good spatial spread of particles, a 
highly discriminative feature will exhibit a good spread of different 
particle weights  𝜔𝑐𝑜𝑙𝑜𝑟
(𝑖)  and 𝜔ℎ𝑜𝑔
(𝑖)  , which can be evaluated 
according to the standard deviation of the weight values 𝜎𝑐𝑜𝑙𝑜𝑢𝑟
𝜔  and  
𝜎ℎ𝑜𝑔
𝜔  . In other words, the saliency of one particular feature should be 
proportional to its own standard deviation of weight values, while 
inversely to the standard deviation of other features, denoted as: 
saliency𝑐𝑜𝑙𝑜𝑢𝑟 ∝ (
𝜎𝑐𝑜𝑙𝑜𝑢𝑟
𝜔
𝜎ℎ𝑜𝑔
𝜔 ),   saliencyℎ𝑜𝑔 ∝ (
𝜎ℎ𝑜𝑔
𝜔
𝜎𝑐𝑜𝑙𝑜𝑢𝑟
𝜔 )      (18) 
Additionally we would also like features which return a high 
weight for particles lying on true target regions. Since particle filter 
tracking is a form of stochastic estimation, we can never know the 
true target location online during tracking, however it is most likely 
to be the region corresponding to that particle with the highest 
current weight, i.e. the highest value of Bhattacharyya coefficient 
between reference and candidate region histograms. Therefore, we 
use a second indicator of feature salience consisting of: 
 𝐷𝑐𝑜𝑙𝑜𝑢𝑟
𝑚𝑎𝑥 = 𝑚𝑎𝑥{𝐷𝑐𝑜𝑙𝑜𝑢𝑟
𝑖 }
𝑖=1…𝑁
                      (19) 
𝐷ℎ𝑜𝑔
𝑚𝑎𝑥 = 𝑚𝑎𝑥{𝐷ℎ𝑜𝑔
𝑖 }
𝑖=1…𝑁
                          (20) 
Figure 1. Procedure of extracting HOG feature 
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where 𝑁 represents the number of the particles. We can now combine 
all of these different saliency metrics into a single, overall feature 
weighting factor 𝜇𝑑:  
𝜇𝑑 =
𝜎𝑐𝑜𝑙𝑜𝑢𝑟
𝜔 𝐷𝑐𝑜𝑙𝑜𝑢𝑟
𝑚𝑎𝑥
𝜎ℎ𝑜𝑔
𝜔 𝐷ℎ𝑜𝑔
𝑚𝑎𝑥+𝜎𝑐𝑜𝑙𝑜𝑢𝑟
𝜔 𝐷𝑐𝑜𝑙𝑜𝑢𝑟
𝑚𝑎𝑥                         (21) 
Note, that equation (21) is easily extendable in order to evaluate the 
relative saliency of an arbitrary number of different feature 
modalities. For F features, the appropriate weight, 𝜇𝑓 , for the f
th 
feature is found simply as: 
𝜇𝑓 =
𝜎𝑓
𝜔𝐷𝑓
𝑚𝑎𝑥
∑ 𝜎𝑓
𝜔𝐷𝑓
𝑚𝑎𝑥𝐹
𝑓=1
                    (22) 
Thus, our method can easily extend to dynamic, online, adaptive 
weighting for data fusion of arbitrary numbers and combinations of 
feature and/or imaging modalities, by fusing them as a simple linear 
combination according to the above relative weights. This ensures the 
optimum discriminating capability of the feature set is exploited at 
each successive image frame. The overall scheme for online adaptive 
weighting of features is summarized in Fig. 2.  
 
IV. TWO-STEP ESTIMATION FOR DRIFT PREVENTION 
When tracking targets that move past cluttered backgrounds, where 
distracting parts of the background share common feature values with 
the target object, it is common for distant particles to be awarded 
high weights during the observation and update step of filtering. This 
can cause excessive drifting of particles, leading to eventual failure 
as the set of particles degenerates. It also can cause short term errors 
in estimating of the target location, shown in Fig. 3. 
 
To address this problem, we propose a two-step estimation 
procedure which detects and replaces such drifting particles, prior to 
re-estimating the target location. After the conventional particle filter 
re-sampling and propagation steps, at the kth time-step, we generate a 
first-round target estimation ?̂?𝑘, as the weighted mean of all particle 
positions. We then calculate the set of distances 𝑑𝑖  between ?̂?𝑘and 
the ith particle, for all particles, and take the average of these to find 
the standard deviation ?̅? of particle distances wrt ?̂?𝑘. We now detect 
drifting particles as those for which: 
𝑑𝑖 > λ𝑑?̅?                                   (23) 
where λ𝑑  is a constant parameter which we set as 2 for the 
experiments described in this paper. Any particles which satisfy the 
constraint of equation 23 are removed, and replaced by new particles 
created at position ?̂?𝑘 . Next, we proceed in the usual way, by 
obtaining observation features for the new set of particles and use 
them to compute the Bhattacharyya metrics and particle weights (do 
Eq.13-22). Finally, we use Eq.1 to give the overall target position 
estimate for the current frame. 
V ROBUST ONLINE MODEL ADAPTATION 
In general, the appearance of the target will change with time, so that 
robust tracking can only be achieved by continuously updating the 
shape and colour target models. Previous work of ourselves and 
colleagues [13, 23] addressed this problem by representing the target 
as a coupled-layer combination of local (sets of small patches) and 
global (overall target region) models. During target re-learning, each 
model can provide stability by constraining the re-learning of the 
other model. These methods achieved state-of-the-art performance, 
but involved very complicated models engendering corresponding 
complexities in the resulting necessary tracking machinery. In 
contrast, we show how robust model adaptation can be enabled in a 
simple histogram-based particle filter, by making use of contextual 
information. Similar to the original simple update mechanism [20], 
we also use the feature histograms of the image region around the 
current target estimate to update the target reference models. 
However, we robustify the relearning, by only relearning those 
histogram bins which are far more prominent in the foreground 
region than the background region. This mechanism effectively 
prevents background feature values from being erroneously relearned 
into the target model. The method is conducted in three steps: 
background model extraction; determination of “relearning weights” 
for each histogram bin of each feature; updating the reference model 
with weighted elements from current foreground model. 
A. Online identification of local background models 
We extract contextual information by enlarging the bounding box as 
shown in Fig.4. A local background region is defined as a border 
strip that surrounds the foreground region, where the background 
histogram extracted from. More specifically, we enlarge the 
bounding box around the current estimate of the target location, by a 
scaling factor 𝜏 (set 1.2 in the experiment), so that the size of the 
expanded region is given by: 
𝐴𝑓+𝑏 = 𝜏
2𝐴𝑓 = 𝜏
2𝑥𝑘
𝑤𝑦𝑘
ℎ                           (24) 
where 𝑥𝑘
𝑤 and 𝑦𝑘
ℎ are the lengths of the bounding box in 𝑥 and y axis, 
respectively, and 𝐴𝑓 and 𝐴𝑓+𝑏 are the areas of the foreground region 
and the foreground+background regions respectively. Then, for each 
feature (colour and shape), we generate an appearance model 
(histogram) 𝐻𝑓+𝑏 for all pixels contained within the enlarged 
bounding box, which contains both foreground and background 
information. Then, for each feature modality, the bin 𝜁 for the local 
background histogram can be calculated as: 
𝐻𝑏(𝜁) =
𝐴𝑓+𝑏𝐻𝑓+𝑏(𝜁)−𝐴𝑓𝐻𝑓(𝜁)
𝐴𝑓+𝑏−𝐴𝑓
                              (25) 
B. Identifying relearning weights for model bins 
After identifying the appearance model of the background according 
to (25), we use it to evaluate the relative prominence of each bin of 
each feature model in the foreground and background. For each 
feature modality, we define a “relearning weight” for each histogram 
bin 𝑢 as: 
𝑐𝑢 = 1 − 𝑒
−𝜆𝑐(𝐻𝑓(𝜁)/𝐻𝑏(𝜁))                           (26) 
where 𝜆𝑐 is a regulation parameter (in our implementation we use a 
value of 0.01), and 𝐻𝑓(𝑢)  and 𝐻𝑏(𝑢)  are the probabilities of the 
current foreground and background regions including pixels with 
feature values in bin 𝑢, respectively. A higher value of the relearning 
weight  𝑐𝑢 (which ranges between 0 and 1) indicates that it is safe to 
use the current foreground to update the reference model for this 
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Figure 2. Block diagram of the features fusion method 
Figure 4. Foreground and background regions 
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Figure 3. Failure modes in environmental clutter. In this case, the target walks 
from left to right across the scene, but is temporarily occluded by a distracting 
object, sharing similar feature values, which passes from right to left. 
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histogram bin, since this feature value is highly likely to represent the 
target rather than the background. 
C. Updating the target reference model 
We can now use the histogram models of the current foreground 
region, together with the relearning weights, to stably and robustly 
allow updating of the target reference model. For each bin of each 
model we update as: 
?̂?𝑟𝑒𝑓
𝑐𝑜𝑙𝑜𝑢𝑟(𝜁) = (1 − 𝑐𝑢
𝑐𝑜𝑙𝑜𝑢𝑟)𝐻𝑟𝑒𝑓
𝑐𝑜𝑙𝑜𝑢𝑟(𝜁) + 𝑐𝑢
𝑐𝑜𝑙𝑜𝑢𝑟𝐻𝑓
𝑐𝑜𝑙𝑜𝑢𝑟(𝜁)      (27) 
?̂?𝑟𝑒𝑓
ℎ𝑜𝑔(𝜁) = (1 − 𝑐𝑢
ℎ𝑜𝑔
)𝐻𝑟𝑒𝑓
ℎ𝑜𝑔(𝜁) + 𝑐𝑢
ℎ𝑜𝑔𝐻𝑓
ℎ𝑜𝑔(𝜁)            (28) 
where ℎ𝑟𝑒𝑓   represents the reference appearance model. In other 
words, those histogram bins which are most dissimilar to the current 
background distribution make the biggest contribution to the target 
model-updating. After the target models have been updated, a 
normalization stage is also carried out to ensure that probabilities add 
up to unity over the resulting updated reference histograms. The 
overall target model re-learning scheme is summarized in Fig.5. 
     
 
VI. HANDLING OCCLUSIONS 
When tracking targets that move past cluttered backgrounds, we also 
incorporate an additional robustifying measure, which detects when 
the target is being temporarily occluded, and modifies various steps 
of the tracking algorithm accordingly to prevent instability.  
When the target is occluded, it is desirable to maintain as broad a 
spread of particles as possible, since this helps to effectively search 
for and redetect the target, by spanning the possible locations where 
the target might re-emerge. Therefore, when an occlusion situation is 
detected, we switch off the two-step drift prevention mechanism 
described in section IV. Additionally, when the target is likely being 
occluded, there is an increased danger of erroneously relearning non-
target pixels (either background pixels or occluding object pixels) 
into the target reference model. Therefore, when occlusion situations 
are detected, we also switch off the online target relearning procedure 
described in section V. Both the drift prevention and the target 
relearning procedures are switched back on again, once the occlusion 
situation is judged to have ended, i.e. after the target is judged to 
have re-emerged from behind an occluding object. 
In our algorithm, occlusion is detected using the simple 
procedure proposed by [20]. First, the overall target location is 
estimated according to equation 1. Next, a bounding box is 
positioned at this location and a new histogram is formed for the 
feature values of bounding box pixels. This is then compared against 
the target reference model, using equations 17, yielding an overall 
likelihood for the tracker. A state of occlusion is assumed when the 
overall likelihood falls below a predetermined threshold. The 
overview of the whole proposed method is shown in Tab. 1. 
Table. 1 Overview of the proposed tracker 
Initialize the tracker with one bounding box Xo. Perform the following steps: 
1. Propagate particles around the target from the last frame by Eq.3. 
2. Observe the weight of each particle, considering both colour and shape 
features, Sec.III. 
3. If unoccluded (overall likelihood is above a threshold), 
i) Two-step estimation. Output target position, Sec.IV. 
ii) Update the model according to the contextual information Sec.V 
Else 
    Estimate the target position as proposed in [20]. 
VII. EXPERIMENTS AND RESULTS 
A. Performance evaluation methodology 
We have evaluated the performance of the proposed method using 
the publicly available VOT benchmark dataset [19], according to the 
performance evaluation methodology established in [24]. The dataset 
comprises 11 videos, in which a variety of different target objects 
must be tracked under a variety of challenging conditions. For 
comparative evaluation, we have tested the same dataset on six other 
well respected trackers in [10]. According to the findings of [24], 
performance of tracking algorithms is well characterized by two key 
parameters: accuracy and robustness. Accuracy A𝑘  is defined in 
terms of the degree of overlap between the ground truth bounding 
box region GT𝑘, and the estimated bounding box region output by the 
tracking algorithm, known as “tracker truth”, TT𝑘: 
𝐴𝑘 =
𝐺𝑇𝑘∩𝑇𝑇𝑘
𝐺𝑇𝑘∪𝑇𝑇𝑘
                                       (29) 
Robustness is defined in terms of the number of times that the 
tracker loses the target, with respect to a specified minimum accuracy 
threshold: 
R𝜏 = ‖{𝑘|𝐴𝑘 > 𝜏}𝑘=1
𝑁 ‖/𝑁                           (30) 
where 𝜏 denotes the threshold of the accuracy for 𝐴𝑘 , and 𝑁 is the 
total number of total frames. 
The remainder of this results section proceeds as follows. 
Subsections B and C, illustrate the key functionalities (adaptive 
feature weighting and online target relearning) of our proposed 
algorithm, by analyzing its behavior during two example sequences 
which exhibit different kinds of scene “attributes” (tracking 
difficulties). Subsection D shows the results of comparing the 
performance of our proposed method against the seven other 
comparison methods, over all nine example videos. 
B. “Gymnastics” sequence 
In this sequence the target object is a tumbling gymnast (see Fig. 6) 
which undergoes very large self-deformation with rapid and erratic 
motion, and is tracked against a severely cluttered background. 
  
Figure 6. Frames 1, 90, 150, 180 (left to right) of the “Gymnastics” sequence, 
featuring a rapidly changing target object. The green bounding boxes show 
the results of particle filter tracking with: no target model relearning (top 
row); target model relearning using method of [17] (middle row); our 
proposed method for target model relearning (bottom row). 
Fig.6 illustrates how our proposed online target model relearning 
method enables the tracker to cope with a target object which rapidly 
changes its appearance. The target exhibits very extreme shape 
deformations, in addition to less obvious (but still significant) 
changes in size, colour and illumination. Clearly, methods which do 
not perform online target model relearning (top row) are likely to fail 
under such conditions. However, it is interesting to note that target 
update methods relying only on foreground pixels (middle row [17]) 
can fail even earlier than no target relearning at all. The bottom row 
of Fig. 6 shows how our method can successfully track the rapidly 
changing target, by using a target model relearning scheme which 
considers pixel statistics from both the current target and also the 
current local background image regions.  
Figure.7 Variation of feature weights during Gymnastics sequence 
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Figure 5. Target reference model relearning scheme 
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Fig. 7 illustrates the adaptive feature weighting scheme which we 
use for data fusion of multiple features. The figure plots the values of 
the weights for the colour (red) and shape (blue) features, as they 
vary frame by frame over the course of the image sequence. The 
gymnast begins with a short run (frames 0-4, during which the shape 
feature dominates, probably due to background clutter), and then 
stands still for a period (frames 5-95) during which the algorithm 
exhibits no significant preference between the features, reflected by 
weighting factors close to 0.5 for both features. In frames 95-110, the 
gymnast again begins running. This rapid motion results in the 
algorithm devaluing the shape feature and weighting in favour of the 
colour feature. In contrast, in frames 110-140, the gymnast is still 
running, but the cluttered background scene shares similar colours 
with the gymnast’s uniform, while the overall shape of the athlete 
does not vary very much. This causes the algorithm to devalue the 
colour feature and weight more in favour of the shape feature. In 
frames 141-190, the gymnast is performing tumbling through the air. 
He occasionally passes through individual frames for which the 
shape feature becomes very weak (due to rapid shape and orientation 
changes), resulting in sharp spikes in the colour weighting.  
Fig. 8 shows robustness versus accuracy-threshold curves 
(described in subsection A) for several variants of the particle filter 
tracker. Using the Gymnastics sequence, we have compared our 
proposed adaptive two-feature tracker (red) against: colour only 
(blue); shape only (green); colour and shape with equal, non-adaptive 
weighting factor 𝜇𝑑  = 0.5 (black).  
  
Figure 8. Robustness versus accuracy threshold curves of four tracker variants 
for Gymnastics sequence.  
Fig.8 suggests that the colour feature outperforms the shape 
feature for the Gymnastics sequence. This is probably due to the 
extremely large and rapid shape changes exhibited by the target 
object throughout the sequence. It is interesting to note that a naive 
(equally weighted and non-adaptive) feature fusion method actually 
delivers significantly worse results than colour tracking alone. This 
supports our assertions in sections I.B  and III.C that data fusion must 
be continuously adaptive, and weight in favour of the most 
discriminative feature in each frame. Naive (equally weighted) 
feature fusion (e.g. either either additive or multiplicative) will often 
fail, because false negative particle weights from a poorly performing 
feature will damage true positive particle weights from a good feature.  
C. “David” sequence 
In the David sequence Fig. 9, the tracked target object is a human 
face, which moves under conditions of very severe illumination 
changes, which are likely to challenge any tracking methods based on 
colour features. 
 
Figure 9. Frames 1, 50, 100, 150 (left to right) of the “David” sequence, 
which requires face tracking under conditions of severe illumination change. 
The green bounding boxes show the results of particle filter tracking with: no 
target model relearning (top row); target model relearning using method of 
[17] (middle row); our proposed method for target model relearning (bottom 
row). 
Clearly, methods which make use of colour intensities, and which 
do not adaptively relearn the target model online (top row in Fig. 9) 
will not be able to continue tracking under such severe illumination 
change. Additionally, recent and well-known methods for target 
relearning which are based on target region pixels alone, also fail 
(middle row in Fig. 9). Our proposed target relearning method, which 
compares feature values in both the target and background image 
regions, successfully tracks throughout the image sequence (bottom 
row, Fig. 9). 
The illumination changes clearly cause some difficulties for the 
colour feature target model. However, unlike the Gymnastics 
sequence (where the camouflaging devalues the discriminating power 
of the colour feature modality), in the David sequence the colour of 
the face remains quite distinct from the background in most frames. 
Therefore, it is not obvious which feature is most discriminatory. 
This is reflected in Fig.10, which plots the weighting factors for both 
colour (red) and shape (blue) features. Throughout the sequence, both 
the colour and shape features share similar weighting factor ranges 
and do not often deviate far from 0.5 in most frames.  
 
Figure 10. Variation of feature weights during David sequence 
Fig. 11 shows the robustness versus accuracy-threshold curves 
(described in subsection A) for several variants of the particle filter 
tracker. Similarly to the Gymnastics sequence, our adaptive feature 
weighting method outperforms the single feature trackers as well as 
the naïve static equally-weighted feature fusion method. Due to the 
severe illumination changes, the shape feature is always more 
discriminatory than the colour feature. In support of our previous 
assertions, the naïve (equally weighted) multiple-feature method 
performs no better than the shape feature alone.  
 
Figure 11. Robustness versus accuracy threshold curves of four tracker 
variants for David image sequence. 
D. Comparison between the proposed method and other state-of-
the-art trackers from the literature 
We have tested another nine videos from the benchmark dataset [19] 
on six other well respected trackers from the literature, selected from 
strongly performing methods in [10]. For comparison, we selected 
the particle filter method PF [20],  from which all histogram-based 
particle filter methods, including our own, are derived. We also select 
Struck [36], which ranked first place in [10]. We also select LGT [23] 
which has recently emerged as one of the most robust trackers 
published anywhere in the literature. We also select L1 [11], CSK 
[12], and IVT [3], which all reported excellent performance in [10], 
summerized in Tab.2.  
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Table 2 Summarization of compared tracking algorithms. 
Name Feature Model adaptation 
PF [20] Colour histogram Gradient descent 
LGT [23] 
Intensity histogram, Optical 
flow, convex envelope 
Cross constraint in coupled-
layer model 
Struck [36] Haar Template replacement 
L1 [11] Sparse representation Template replacement 
CSK [12] Intensity hisrogram Gradient descent 
IVT [3] Covariance matrix Incremental update 
Each sequence from the benchmark dataset is associated with one or 
more “attributes” (types of tracking difficulty), as defined in Tab. 3. 
 Table 3 List of the attributes annotated to test sequences. 
Attr. Description Attr. Description 
IV Illumination Variation OCC Occlusion 
SV Scale Variation MB Motion Blur 
DEF Deformation FM Fast Motion 
IPR In-Plane Rotation BC Background Clutter 
OPR Out-of-Plane Rotation LR Low Resolution 
Tab. 4 shows the “tracking centre error” for each algorithm, 
averaged over all frames. At each frame, the tracking centre error is 
defined as the distance (in units of pixels) between the ground truth 
target centre and the centroid of the target bounding box output by 
the tracking algorithm. In this table, smaller values indicate superior 
performance. Tab. 5 shows the accuracy (according to Eq.22) for 
each algorithm, averaged over all frames of all video sequences. In 
this table, larger values indicate superior performance. 
Table. 4 Comparison results of tracking center errors 
Name Attributes Ours 
PF 
[20] 
LGT 
[23] 
Struck 
[36] 
L1 
[11] 
CSK  
[12] 
IVT 
[3] 
Bolt 
OCC,DEF 
IPR,OPR 
13 42 11 349 384 401 378 
Cup BC 5 14 5 24 3 62 3 
Face OCC 16 17 14 26 8 5 23 
Bike OCC,BC 9 38 52 6 52 62 61 
Subway   OCC, DEF, BC 9 145 6 8 150 164 136 
Car 
Scale 
SV, OCC, FM, 
IPR, OPR 
24 16 54 33 93 83 15 
Walking SV, OCC, DEF 4 79 6 8 2 7 3 
Jogging OCC, DEF, OPR 12 13 92 73 106 135 89 
Crossing 
SV, DEF, FM, 
OPR, BC 
10 41 6 121 58 9 4 
Mean error over all sequences 11 45 27 72 95 103 79 
Table. 5 Comparison results of tracking accuracy  
Name Attributes Ours 
PF 
[20] 
LGT 
[23] 
   Struck 
[36] 
L1 
[11] 
CSK 
[12] 
IVT 
[3] 
Bolt 
OCC,DEF 
IPR,OPR 
0.56 0.24 0.42 0.02 0.02 0.02 0.01 
Cup BC 0.70 0.55 0.60 0.56 0.79 0.37 0.79 
Face OCC 0.63 0.51 0.60 0.61 0.77 0.87 0.53 
Bike OCC,BC 0.44 0.28 0.31 0.50 0.43 0.25 0.44 
Subway OCC, DEF, BC 0.52 0.09 0.53 0.67 0.16 0.19 0.12 
Car 
Scale 
SV, OCC, FM 
IPR, OPR 
0.47 0.35 0.43 0.42 0.56 0.41 0.64 
Walking SV, OCC, DEF 0.69 0.30 0.48 0.45 0.66 0.54 0.78 
Jogging OCC, DEF, OPR 0.57 0.55 0.09 0.23 0.16 0.18 0.16 
Crossing 
SV, DEF, FM 
OPR, BC 
0.52 0.31 0.55 0.20 0.18 0.48 0.31 
Mean accuracy over all sequences 0.57 0.35 0.45 0.41 0.41 0.37 0.42 
 
In both tables, the best performance for each row is shown in red, 
and the second best performance is shown in green. According to 
both metrics, our proposed method significantly outperforms all the 
other methods when performance is averaged over the entire data set, 
while the (much more complicated) LGT method [23] also 
outperforms most other methods to take second place overall. The 
attributes associated with each benchmark video suggest that our 
proposed method is particularly robust against occlusions, target 
deformations, and out of plane rotations. 
Note that our proposed method does not perform best for many of 
the individual video sequences. For the tracking error metric, the 
proposed method wins first or second place in 4 out of 9 test videos. 
For the tracking accuracy metric, the proposed method wins first or 
second place in 5 out of 9 test videos. Some of the comparison 
methods perform extremely well in a few videos, but also perform 
extremely badly in other test videos. This suggests that such 
algorithms are, in a sense, overfitted to certain kinds of tracking 
situations, but underfitted to others. In contrast, the strength of the 
proposed tracker appears to be its consistently strong performance 
across many different kinds of tracking situation.  
Fig. 12 shows robustness versus centre-error threshold curves for 
each tracker. Fig. 13 shows robustness versus accuracy curves for 
each tracker. According to both performance metrics, our proposed 
method clearly and significantly outperforms all of the other methods. 
Fig. 14 illustrates performance of each tracker on selected frames 
from each benchmark video. To handle the variations of colour or 
shape feature, the algorithm adaptively fuses different features and 
updates them during the tracking, which is demonstrated to achieve 
good performance in Face, Bike, Car scale and Jogging. In the 
cluttered scenes, i.e. Bolt, Cup, Subway and Walking, the proposed 
method benefits from two-step estimation to prevent excessive 
particle drifting to the camouflages, while other trackers fail in the 
local optimal regions.  
 
Figure 12. Robustness versus center-error threshold for each tracker. 
 
 Figure 13. Robustness versus accuracy threshold for each tracker.  
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      Figure 14.  Outputs of all trackers on selected frames of each sequence. 
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V III. CONCLUSION 
This paper has revisited the comparatively simple histogram-based 
particle filter approach of [18] and [29], and demonstrated how it can 
be enhanced to achieve competitive performance against the most 
robust of complex modern methods. The proposed enhancements 
include: i) a continuously adaptive data fusion method for optimally 
combining multiple features; ii) A more robust method for 
continuous re-learning of targets which change their appearance, 
while avoiding the accidental relearning of background features into 
the target models; iii) A two-step estimation method to prevent 
excessive particle drifting. We have tested the proposed enhanced, 
multi-feature particle filter tracker against a number of state-of-the-
art tracking methods. Experiments suggest that the proposed method 
can outperform the leading methods from the literature on such data. 
We have argued and presented supporting evidence that effective 
fusion of multiple features or modalities of visual data requires a 
continuously adaptive process, which can weight in favour of 
whichever modality is most discriminating in the current frame. We 
have also argued that such feature weighting mechanisms must take 
account of image pixel data from the local background region as well 
as the currently estimated target region. We have also argued that 
similar reasoning is necessary to enable robust methods of online 
target model relearning, which can avoid instabilities due to 
erroneous learning of background pixels into the target model. 
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