In recent years, the method of x-ray computer tomography imaging has been used to characterize the microstructure of asphalt concrete, cement concrete, soil, and rock. This paper focuses on developing an algorithm that links the particle identity at different load steps and thus provides sequential movements of particles. The measured data from a specimen under triaxial load is analyzed to study the nonuniform strain field and to identify shear band formation. Packing structure change and the evolution of fabric tensors due to external load are discussed. The validity of a commonly used kinematic hypothesis in granular mechanics is also evaluated.
Introduction
In the past decade, experimental methods have been extensively studied in characterizing the microstructure of granular materials ͑see, Oda and Iwashita 1999͒. However, most of these methods ͑e.g., serial sectioning, thin sectioning͒ are invasive and tedious. Recently, advanced imaging techniques have been utilized and have shown promising perspectives for microstructure characterization ͑Tanimoto et al. 1981; Lizak et al. 1991; Konagai et al. 1992; Desrues et al. 1996; Oda and Iwashita 1999͒ . These techniques include magnetic resonance imaging ͑MRI͒, x-ray computerized tomography ͑CT͒, acoustic emission ͑AE͒, and laser aided tomography ͑LAT͒.
Among these experimental techniques, CT is a more elaborate and costly technique for observing the three-dimensional ͑3D͒ microstructure of granular materials. Correspondingly, it is more reliable and provides better resolution. In recent years, x-ray tomography imaging has been used to characterize the microstructure of asphalt concrete ͑Lee and Dass 1993; Braz et al. 1999; Shashidhar 1999͒, cement concrete ͑Hall et al. 2000͒, soil ͑Des-ruses et al. 1996 Shi et al. 1999͒, and rock ͑Radaelli et al. 1998͒ .
X-ray tomography imaging is an advanced imaging technique that can acquire multiple sectional images quickly and nondestructively. The stack of sectional images can be used to reconstruct the three-dimensional ͑3D͒ microstructures ͑structures͒ and permit efficient measurements of microstructural quantities. Up to now, CT has been used for visualizing three-dimensional density fields ͑Desrues et al. 1996͒ and packing structures of particle assemblies ͑Lee 1994͒. However, no quantitative measurements for tracing movements of particles have been made.
In the work by Lee ͑1994͒ using CT imaging analysis, the measured results provided three-dimensional packing structures of a particle assembly under several load steps. The current work develops an algorithm that links the particle identity at different load steps, thus providing sequential movements of particles. The measured CT results are studied for stress-induced packing changes under external loads. The relative movements of particlepairs are traced to analyze the evolution of the nonuniform strain field and to evaluate the validity of a commonly used kinematic hypothesis in granular mechanics.
Computerized Tomography Experiment
Since the CT data obtained by Lee ͑1994͒ is used in this study, a brief description is given of the specimen, test apparatus, test procedure, and image process method used for the experiments.
Specimen, Device, and Test Procedure
In order to locate individual particles within a specimen, a relatively large sample size was used. The sample was made of 6 mm borosilicate glass beads ͑approximately 3,650͒ mixed with hot AC-30 asphalt, and then lightly packed into a 3-in. ͑76.2 mm͒ diameter cylindrical cardboard mold, 5.75 in. ͑146.05 mm͒ tall. The mold was stripped off once the sample had cooled. By weight, the sample contained 92% glass beads ͑specific gravity 2.23͒ and 8% asphalt ͑specific gravity 1.02͒. If we do not consider the contents of asphalt, the porosity ͑void/total͒ at initial state is 0.460. A KeV x-ray source, spatial resolution in the range of 0.05 to 1.00 mm, and the capability of resolving density differences as small as 0.25%. All data scanned were collected through a data acquisition system and recorded on a computer hard disk.
A special sample holder was equipped with a simple loading device and a data acquisition system was designed to fit into the CT machine. The loading device had a load cell and a loading bolt to create an axial load by turning the bolt at the top of the device as shown in Fig. 1 . Axial displacements were calculated by the number of turns and the pitch of the loading bolt. A load cell installed between the load bolt and the sample top plate monitored the axial force. The sample holder, made up of a special fiber reinforced rubber hose, provided constraint in the radial direction while compressive axial load was applied. A thin copper sheet ͑0.02 mm͒ surrounding the sample prevented the glass beads from punching into the rubber hose and helped ensure uniform radial expansion. Radial displacements were obtained from the scanned data. It is noted that the confining pressure was not independently applied through cell pressure. Instead, it came passively from the resistance of the reinforced rubber hose. Therefore, the confining pressure was estimated from calibration tests, which were made after the CT tests.
The confining pressures induced by the reinforced rubber hose were calibrated in the laboratory by using a triaxial testing device with a computer controlled servohydraulic loading system. The calibration test was done by continuously adjusting the confining pressure in the triaxial chamber and the axial loads, such that axial displacements and radial displacements matched the measured values in the CT test. Since the specimens used in the calibration tests were different from that used in the CT test, the calibrated confining pressures are only estimated values. The calibrated confining pressure was about 15Ϯ1 psi (103Ϯ7 KPa) throughout the test ͑Lee 1994͒.
To identify 3D packing structures, a series of cross-sectional images was made of the middle 54 mm portion of the sample ͑see Fig. 1͒ . The lower and upper 24 mm sections ͑59 to 89 mm and 80 to 113 mm͒ were scanned at a 2 mm spacing and the middle 6 mm section ͑83 to 89 mm͒ was scanned at 1 mm. The 2 mm vertical spacing was selected to ensure that each glass bead would appear in at least two adjacent transverse images, which was required by the numerical algorithm developed for the 3D reconstruction. The 1 mm spacing on the center-scanned portion provided additional cross-sectional images for checking the numerical accuracy of the reconstruction algorithms. A total of 31 cross sectional images were made for each of the six load steps, including the initial state. CT scans were conducted for five load increments. Stress-strain data are shown in Table 1 for the six load steps. The overall stress-strain curve is plotted in Fig. 2 for the six load steps.
Three-Dimensional Reconstruction
Each full cross-sectional 2D image has 1024ϫ1024 pixels, and each pixel (0.0979ϫ0.979 mm 2 ) has a value that represents the shade of color. Small pixel values represent dark color. In a CT scan, pixel values reflect the density of material. For example, the values of air voids, asphalt, and glass beads are, respectively, 55, 130, and 200. The glass beads are lightly gray; the asphalt binder is slightly darker, and air voids are black.
The most important step in visualizing the digital specimen is to unambiguously identify the boundaries of the particle on the cross-sectional images. Unfortunately, the raw images show a fluctuation of pixel values, which blur the edge of an object. The fluctuation, known as beam hardening effects, is caused by the large density differences between glass beads, steel posts, the copper sleeve, and the steel ball bearing, and was eliminated by using the median filtering method ͑Gonzalez and Wintz 1987; Pratt 1991͒. Fig. 3 presents a gray image of a cross section. After the edges of each scanning line are determined, an example of circles and the binder are also shown in Fig. 3 ͑Note that coloring in this figure is reversed: voids shown are in light color͒.
Once the 31 cross-sectional 2D images at each load step are processed using the above procedure, they are used to reconstruct the 3D packing structure. Each spherical particle crosses either two or three 2D sections. From the 2D sectional images, the location and size of each spherical particle can be determined using a method of least-squares fit ͑Lee 1994͒. The algorithm given by Lee ͑1994͒ identified the centroid and radius of each spherical particle. However the 3D shapes of interparticle binders cannot be determined because, for most interparticle binders, each binder crosses only one 2D section, which is not enough information for the back-construction of the 3D shape. In order to know precisely the irregular shapes of binder, much finer resolution and many more scanning sections are required. After the CT scan images of the six load steps were analyzed, information on six packing structures was obtained ͑Load 1 to Load 6͒. For each packing structure, the locations and radii for all particles were recorded.
Determination of Grain Motion
In this paper, the data obtained by Lee ͑1994͒ is further processed to analyze the movement of particles. To this end, it is necessary to develop a method that can identify the sequential correspondence of particles among the six load steps. The method is described in this section. A small adjustment of particle locations was made to correct errors due to the imprecision of resolution, which is also discussed in this section.
Sequential Correspondence of Particles Among Load Steps
It is noted that the packing structures determined at the end of each loading step represents six snap shots. In order to construct sequential movements of particles, it is necessary to identify the same particle within six different packing structures. This is not an easy task, not only because of the randomness of particle locations, but also due to the limited size of the scanned window, which covers a fixed area of 54 mm at the middle of the specimen ͑see Fig. 1͒ . At a subsequent load step, some particles at the bottom are squeezed out of the window while other particles are pushed in from the top of the window. The typical number for the pushed-in and squeezed-out particles is about 100 particles in each load step. Therefore, the total number of particles scanned at one load step is not equal to that at another load step. In fact, the total number of scanned particles varies in the six packing structures, and not all particles have one-to-one correspondence for any two steps of load.
In order to trace the movement of grains, it is necessary to identify the correspondence of the grains through load steps. For this purpose, we embedded a single steel ball, which is slightly larger than the glass beads. Throughout the six load steps, this steel grain can be easily located, and serves as a reference point to track the relative locations of other grains. Furthermore, the four loading frame posts outside the specimen can also be used as four reference points to track the relative locations of grains.
We adopt the following two-step algorithm to establish the identification of particle correspondence. 1. We used the location of the steel grain as the origin of the coordinate system. The x-y-z directions were aligned according to the relative positions of the four posts of the loading frame. Thus the coordinate system translates with the steel grain throughout the six load steps. Suppose at the nth load step, the location of the ith grain is x n i and we want to identify the same particle among all particles at the (n ϩ1)th load step. Let us denote the location of the mth grain at the (nϩ1)th load step as x nϩ1 m . For all particles x nϩ1 m (mϭ1, 2, . . . , N), we seek the one that is closest to the ith particle at the nth load-step x n i by selecting the minimum distance, minʈx nϩ1 m Ϫx n i ʈ. The particle thus identified at the (nϩ1)th load step is assumed to be correspondent to the ith particle of the nth load step. Following this process for each particle at the nth load step, we can find a corresponding particle at the (nϩ1)th load step. However, the results show that the opposite is not true; for each particle at the (nϩ1)th load step, it is possible to have more than one corresponding particle at the nth load step. These particles are therefore not properly identified. Since the grain motion in two subsequent load steps is relatively small, most grains could be identified with this process. Only a small number of particles were not properly identified. 2. Based on the identified grains obtained in process ͑1͒, we temporarily ignore those grains that were not properly identified. A continuous field of strain for the whole domain U could be established based on a least-squares fitting method applied to the properly identified grains. Using this estimated strain field and starting from the nth load step, we could predict the location of the ith grain at the (nϩ1)th load step by
Again we search for the candidate among the existing particles at the (nϩ1)th load step, which is closest to the predicted location (x nϩ1 i ) predicted by seeking for the minimum values of
Using the process described above, we identified all grains for the six stages of loading. Since the scan was conducted within a fixed domain (59 mmϽheightϽ113 mm), some of the particles existing in the domain at Load-Step 1 were squeezed out of the domain at Load-Step 6. Disregarding these particles, we could trace the motion of 1,140 particles in the domain throughout the entire six load steps. Fig. 4 shows the resultant displacement field of all the grains, projected on the x-y plane and x-z plane.
Adjustment of Particle Location
The measured radius of a specific grain can vary in the six load steps, as a result of imprecision of resolution. Among the six values of radius of a grain, the largest and smallest value is denoted as r max and r min , respectively; and the average radius is denoted as r av . The values of (r max Ϫr min )/r av for all grains are plotted as a statistical histogram in Fig. 5 . According to Fig. 5 , the precision accuracy of the CT data is about 2-2.5% of grain ra- Most grains do not have direct contact; the gaps between grains are filled with asphalt binder. Among the small number of particles in direct contact, some overlaps are more than 2% of the grain radius, a large value that is considered to be caused by imprecision of resolution. Since the modulus of grains is much higher than the modulus of asphalt binder, it is reasonable to assume that the deformation of the particles is negligibly small. Considering this observation, we made further small adjustment to particle locations so that the maximum overlaps between any two grains are limited to 2% of grain radius ͑i.e., 0.06 mm͒. The overlap between two grains is defined as ␦ c , which is determined from the distance between the two centroids ʈx i b Ϫx i a ʈ, and the sum of radius (r b ϩr a ).
Overlap exists only when ʈx i b Ϫx i a ʈϽ(r b ϩr a ). In order to minimize the overlap between particles, we define an overall measure as the sum of the square of all overlaps
We now moved slightly the grains with excess overlaps to minimize the value of . The direction of movement has no restriction in a 3D space, but the magnitude of movement for each grain is restricted to be less than the threshold value of resolution ʈ⌬x i b ʈϽ0.06 mm. The objective of this process is to satisfy two requirements: ͑1͒ each overlap for the entire packing must be less than a threshold value, i.e., ␦ c Ͻ0.06 mm; and ͑2͒ the overall measure of overlap is minimized. This process was performed following a least-squares algorithm in an iterative way. Thus, we adjusted the locations of grains for all six loading steps. For the 1,140 particles in the measured domain, Fig. 6͑a͒ shows the initial grain positions at the central cross section ͑parallel to the y-z plane͒ at Load-Step 1 and Fig. 6͑b͒ shows the final grain positions at Load-Step 6. Fig. 7 shows the side view and top view of threedimensional images of the 1,140 grains at Load Step 1.
Results and Analyses

Deformation Field
After determining the movements of all grains within the measured domain, it is straightforward to calculate the displacement and strain fields. For this purpose, we considered a 3D cubic grid embedded in the domain. The grid size is not essential to the results, and was chosen to be 4 mmϫ4 mmϫ4 mm for the resolution of figures. The displacement of each nodal point of the grid can be calculated by using a least-squares fit as follows: 1. At each node of the grid, we identified the neighboring grains within a distance r level . The value of r level should be chosen depending on the heterogeneous deformation scale that we want to examine. A large value of r level will produce a smoother field while a small value will give spatial oscillation. We aimed to detect a shear localization zone, which is about the size of 18 to 26 times the grain size. After trials of several values of r level , it was chosen to be 10 mm, which was found to be suitable for detecting the localized zone while giving a smoother field. 2. A linear displacement field ͑with components u x , u y , u z ) is determined based on the least-squares fit to the displacements of the 18 -26 neighboring grains within the distance r level . 3. Based on the fitted displacement field, the displacement at the eth nodal point u x (e) , u y (e) , and u z (e) and strains at this nodal point e xx (e) , e yy (e) , and e xy (e) are determined. After this process, we computed the volume-average of strain for the packing, which is defined as
where Nϭtotal number of nodal points in the analyzed domain V ͑about 246 cm 3 ). The value of ⌬v (e) is the representative volume for each nodal point. Since the weighting of the representative volume is a constant for all nodal points in the cubic grid, it can be expressed as ⌬v (e) ϭV/N. Thus Eq. ͑5͒ can be written as
Similarly, the axial strain and shear strain are 
Fig . 8 shows the comparison of the volume-averaged strain to that calculated from the macromeasurement at each load step. The strains from macromeasurement are obtained from the displacements of a few control points on the boundary of the specimen, so it is dependent on the choice of locations of these control points. The volume-averaged strain, on the other hand, depends on how the local strain is determined. In our calculation, it is influenced by the choice of r level . Nevertheless, since the strain field is nonuniform in the specimen, the ''over-all'' strain for the specimen is not an unique measure and depends on its definition. In this case, good agreement exists between the macromeasurement and volume-averaged strain, only small differences can be found in the later load steps. Fig. 9͑a͒ shows the deformation pattern of a vertical cross section ͑parallel to the y-z plane͒, and Fig. 9͑b͒ shows the deformation pattern of a horizontal cross section ͑parallel to x-y plane͒ at the middle of the specimen. The vertical cross section ͓Fig. 9͑a͔͒ shows that the strains are highly nonuniform and consist of both rigid body rotations as well as shear deformation in LoadStep 6. On the other hand, the horizontal cross section in Fig. 9͑b͒ shows that shear deformation is not a predominant mode and the total area of grids expands, showing a radial bulge of the specimen. Throughout the loading steps, the centroid of the horizontal cross section moves towards the left, which may be caused by the initial packing structure of the specimen.
In order to examine variation of the displacement field, the contour of vertical displacement u z is plotted for three horizontal cross sections. Fig. 10 shows the contours of the incremental vertical displacements from Load-Steps 2 to 3. The vertical displacements have little variation, showing flat movements for the three cross sections. In contrast, the vertical displacement field is much more nonuniform from Load-Step 4 to Load-Step 6 as indicated in Fig. 11 , showing tilt movements of the three cross sections after the peak-load. The highest displacement gradient identified from the displacement contour on Fig. 11 is in the range 2.0-2.5 mm for the upper, middle, and lower cross sections. Mapping the three cross sections on a vertical plane, a shear band can be constructed ͑Fig. 12͒. The measured displacement gradients, however, are not pronounced and the shear band is not visually distinctive compared to the type of shear band observed in dense sand ͓see also Fig. 9͑a͔͒ . Now we examine the spatial distribution of shear strain. Since the displacement gradient in the y-z plane shows the most pronounced variation, the vertical cross section parallel to the y-z plane is examined. Fig. 13͑a͒ shows the deformation pattern in the middle of the specimen from Load-Step 5 to Load-Step 6. Based on this information, we can calculate the increment of maximum shear strain d␥ max (e) as follows:
where de i j (e) ϭstrain increment at the eth nodal point. The orientation of the principal strain increment is inclined as 45°from the direction of maximum shear strain increment, which is shown in Fig. 13͑b͒ . In this figure, the length of the cross mark in each position shows the magnitude of the maximum shear strain increment. The directions of the cross marks are principal directions. Fig. 13͑c͒ shows the contour of the maximum shear strain increment. A shear band can be identified crossing from the top left to the bottom center of the domain, which covers the similar area identified in Fig. 12 .
The volumetric strain increment from
Step 5 to Step 6 exhibits dilation ͑see Fig. 10͒ . Previous studies showed that for dense packing of unbound particles ͑e.g., clean sand and glass beads͒, the dilation usually occurs distinctively within the localized zone. However, the contour of volumetric strain increment shown in Fig. 13͑d͒ does not show a distinctive zone of dilation.
Coordination Number and Binder Thickness
There are two types of contact between two neighboring particles: the direct grain-to-grain contact and the contact through binder material. Direct contact between two grains can be easily detected from Eq. ͑3͒. The total number of direct grain-to-grain contacts in the specimen is very small. However, it is not easy to detect binder contact from the measured CT results. Although some of the binder between particles can be identified from the scanned 2D cross sections as shown in Fig. 3 , it is noted that some of the binders are completely missed by all 31 scanned sections. In order to identify the interparticle binder contacts, the following two criteria are assumed:
1. A bond is considered to exist if binder material is detected from 2D sections; or 2. A bond is considered to exist if no binder is detected from 2D sections, but the gap between two particles less than a certain distance b ref . The value of distance b ref is determined based on the total binder volume used in the packing. For the specimens used here, the ratio of asphalt content to grains is 8% by weight, which is equivalent to 18.83% by volume.
For this purpose, all binder contacts are assumed of similar shape as shown in Fig. 14 with a circular contact area. The assumed shape of the binder is based on the visual inspection of binder contacts from the taken-apart specimen. In Fig. 14 , a is the radius of contact area; r is the radius of the particles; 2h 0 is the surface-to-surface distance ͑i.e., thickness of binder at center͒; and 2(h 0 ϩh) is the thickness of the binder at its edge. Thus we have the following expression for the binder volume ͑Chang et al. 1999͒: 
It is noted that the ratio of a/r is about 0.5, according to observations when the bound particles were taken apart after load tests. Furthermore h can be determined from a by the function aϭͱh(2rϪh). Thus both a and h can be determined from radius r. In our case, the 3 mm radius leads to aϭ1.5 mm and h ϭ1.48 mm. Therefore for any given two particles, the binder volume can be estimated by the radius r and the surface-to-surface distance 2h 0 .
Based on Eq. ͑9͒, the binder volume computed for the binders detected from the 2D sections is about 90% of the total binder volume in the specimen. By specifying b ref ϭ0.5 mm, additional bonds are identified and the computed total binder volume matches that in the actual specimen. Out of all identified bonds, very few of them have gaps greater than 0.5 mm. Practically all gaps less than 0.05 mm can be considered as effective bonds. For the case with surface-to-surface distance greater than 0.5 mm, the gap either has no binder material or has very little binder to make bridging. Fig. 15 shows the frequencies of the surface-to-surface distance between the neighboring grains in the domain. The range of the predominant distance is from 0.0 to 0.5 mm, which means most of the particles are bound in the packing. The coordination number is defined for each particle as the total number of its neighbors with an effective bond. The histogram of coordination numbers is given in Fig. 16 . The average coordination number in the domain is 6.198, which is a reasonable value based on the visual inspection of binder contacts from the taken-apart specimen.
Evolution of Three-Dimensional Fabric
Using the procedure described in the previous section, the binder contacts were identified for the six packing structures ͑i.e., LoadSteps 1 to 6͒. In this section, the evolution of packing structures is examined using the concept of fabric diagram. The fabric tensor commonly used for describing the structure of random packing is defined by the distribution of contact orientations, given by ͑Oda 1982; Kanatani 1984͒
The unit vector n i (k) represents the orientation of the kth pair of particles with bond. As shown in Fig. 17 , the components of the unit vector are (cos ␥,sin ␥ cos ␤,sin ␥ sin ␤). The fabric tensor F i j characterizes the probability density function of the contact orientation Ē (n), and can be written as a Cartesian tensor equation
in which the probability density function satisfies
It is useful to compare the distribution of contact orientations Ē (␥,␤) with a continuous spherical harmonic expansion in three dimensions. It is found ͑see Chang and Misra 1990a͒ that if the distribution is described by a truncated form of the expansion consisting of second-order terms, given by 
The packing structure is isotropic if a 20 ϭa 22 ϭb 22 ϭ0. The packing structure is anisotropic but axisymmetric if a 20 0 and a 22 ϭb 22 ϭ0. The packing structure is orthotropic if a 20 0, a 22 0 and b 22 ϭ0. If a 20 0, a 22 0 and b 22 0, the packing structure is orthotropic with material axes noncoincident with the stress axes. Considering the convenience of drawing diagrams in two dimensions, we calculate the contact orientations projected on three planes x-y, y-z, and z-x. In this case, the 3ϫ3 fabric tensor is separated into three 2ϫ2 tensors; each tensor represents the distribution of contact orientations on a projected plane. On each projected plane, the probability density function of contact orientations can be expressed by
where is the angle between vector n i (k) and horizontal axis; and a 2 and b 2 are two coefficients, which are related to the 2ϫ2 fabric tensor by
To plot the fabric diagram, the two-dimensional fabric tensor on a projected plane is first determined by Eq. ͑10͒ using the processed CT data. The fabric tensor can then be normalized so that the sum of diagonal term is 2 as the form shown in Eq. ͑16͒. By comparing the normalized fabric tensor and Eq. ͑16͒, the constants a 2 and b 2 can be determined and the fabric diagram can be plotted according to Eq. ͑15͒. In the contact density plot shown in Fig. 18 , the classical rose diagram is a statistical histogram of the contact number in different orientation. The smooth curves are the fabric diagram calculated from fabric tensor using Eq. ͑15͒.
In specimen preparation, the mixture of glass beads and binder material is set in a mold for a period of time until the binder material hardens. After the binder is hardened, the bonds become permanent and no new bond can be formed. These bonds constitute the skeleton of the material, and thus control the behavior of the packing. Under an external load, grain-to-grain contacts between unbound particles may be generated. However, the number of generated grain-to-grain contacts is small ͑as observed from the CT data͒ thus is relatively insignificant. Therefore, the binder contacts identified from the initial packing are nearly the same as those identified from the deformed packing in subsequent load steps. Thus the change of fabric diagrams at two different load steps in Fig. 18 is resulted solely from the change of contact Another expression of fabric tensor ͑Chang and Gao 1996͒ is considered here.
where Nϭtotal number of bonds and l i (k) kth branch vector joining the centroids of two bound particles. The unit vector of l i (k) is identical to n i (k) used in Eq. ͑10͒. Compared with Eq. ͑10͒, the fabric tensor of Eq. ͑17͒ is expected to show more changes at different load steps, because it accounts for the changes in both the contact orientations and the lengths of branch vectors.
The fabric tensor A i j for the packing structure at each load step is computed using Eq. ͑17͒ and given in Table 2 . By its definition, the fabric tensor is always symmetric.
The fabric tensors in Table 2 are referenced to (x,y,z) coordinates. Through a coordinate transformation, each of the tensors can be expressed by a diagonal matrix with three principal values. The three orthogonal principal directions (xЈ,yЈ,zЈ) of each fabric tensor are also termed as material axes. The three principal values for the six load steps are shown in Table 3 . The unit vector of the zЈ-axis for six load steps are shown in Table 4 . The zЈ-axis is not the axis with largest principal value, but the axis closest to the z-axis.
The fabric tensor in Table 2 can be normalized by dividing all terms by the sum of the three diagonal terms ͑i.e., a probability density function͒. Fabric diagrams can then be plotted for the normalized fabric tensor A i j in the same manner as that described previously for F i j . The fabric tensors for the six load steps are plotted in Fig. 19 for the projections on the x-z plane. The fabric diagrams show changes in both axes and shape. At Load-Step 1, the diagram is initially longer in the z-direction, showing a slight anisotropy of packing structure after specimen preparation. The fabric from Load-Step 2 to Load-Step 6 are influenced by the applied load in z-axis. At Load-Step 2, the fabric diagram becomes more rounded and material becomes more isotropic. From Load-Step 3 to Load-Step 6, the fabric diagram gradually elongates in horizontal direction. The stress-induced fabric change is evident.
The fabric axis, observed from Fig. 19 , shows rotation during the loading process. It is noted that the material axis zЈ of initial packing ͑i.e., Load-Step 1͒ is not in the vertical direction ͑i.e., loading axis z). Therefore, the applied load is not coaxial with the material axis. At the second load step, the material axis is considerably rotated and deviates further from the z-axis. At this stage, the shape of the fabric diagram is close to a circle, thus the fabric axis is sensitive to a small change in fabric structure and the large change of fabric axis does not mean a large change in fabric structure. During the third to sixth load steps, the material axis continues to move towards the z-axis. In general, the stress induced fabric change tends to cause a rotation of material axis towards the loading axis, thus approaching the condition of coaxiality as the loading continues.
The material axis rotation in Fig. 19 is only a projection on a 2D plane. For the 3D case, the set of three orthogonal material axes rotate in 3D space. In Fig. 20 , the direction of the zЈ-axis is plotted in a polar diagram for the six load steps to show the rotation of material axes in 3D space during the loading process.
For the projections on y-z and x-y planes, the fabric tensors for the six load steps are shown in Fig. 21 . The change of the fabric diagram in the y-z plane is similar to that in the x-z plane. The fabric diagrams on the x-y plane for the six load steps are very close, showing that the specimen is nearly axisymmetric.
As described earlier in Fig. 21 , the fabric diagram is normalized by the sum of the three diagonal terms of the fabric tensor; therefore the effect of the magnitudes of A i j is not shown in the diagram. The distribution shows mainly the relative change in shape. However it can be observed from Table 2 that, in the first two load steps, the rate of change in A zz is faster than that in A xx and A yy , implying a decrease in volume. After Load-Step 3, the loads are close to the peak-load and the trends reverse, implying a dilatancy of the specimen.
The fabric tensor in Eq. ͑17͒ has a connection to the micromechanical definition of strain ͑Liao et al. 1997͒. Using a linear field to fit the true displacement field based on the minimization of least-squares error, it can be mathematically derived that ͑Liao et al. 1997͒
where ⌬␦ i (k) ϭrelative movement; and l m (k) ϭbranch vector of the kth pair of bound particles; and the incremental movement ⌬␦ i
is measured between Step n and step nϩ1. The notation A m j Ϫ1 is the inverse of fabric tensor defined in Eq. ͑17͒, and N is the total number of interparticle bonds in the representative volume ͑i.e., the domain of the specimen scanned in the CT experiments͒. There are two views for the strain increment ⌬ū j,i from Load-
Step n to Load-Step nϩ1 in Eq. ͑18͒. If the strain increment is regarded as the Euler type, the strain increments at each load step are referenced to their ''current'' configurations. Thus the fabric tensor A m j and branch vector l m (k) should be computed using the packing at Step n. If the strain increment is regarded as the Lagrange type, the strain increments at each load step are referenced to their ''initial'' configurations ͑i.e., nominal strain͒. Thus, the fabric tensor A m j and branch vector l m (k) should be computed using the initial packing ͑i.e., Step 1͒.
Consider the Euler type strain, the computed strain increments for six load steps are shown in Table 5 in matrix form, where positive ⌬u x,x , ⌬u y,y , and ⌬u z,z represent the incremental displacement gradients. The numbers given in Table 5 are in percentage ͑%͒.
It is noted that the strain tensor is not symmetric, implying that there exists a deformation mode of rigid body rotation. The offdiagonal terms are small but not negligible. Therefore, the specimen does not obey an ideal triaxial deformation condition. The accumulated strain for the six load steps can be obtained by summing up the five strain increments in Table 5 
The three diagonal terms, corresponding to the macro measurements of x , y , and z , are plotted in Fig. 22 , which are comparable to that in Fig. 8 .
Consider the Lagrange type of strain, the accumulated strain tensor at the end of sixth step is 
Comparing the strain of Lagrange type and the strain of Euler type, they are somewhat different. In the Lagrange type, the vertical strain is larger but the radial strain is smaller. Consequently, the specimen has a smaller volumetric dilation.
Evaluation of Kinematic Hypothesis
In micromechanics modeling, the relative movement between two bound particles can be estimated from the kinetic hypothesis that
where ⌬u i, j is the macrostrain of the representative volume. This kinematic hypothesis assumes that all particle movements conform to the macrostrain, which is equivalent to the ''Voigt assumption'' used in the mechanics of composite material. Thus it is evident from the ''upper bound theorem'' ͑Hashin and Shtrikman 1962͒ that the overall modulus of the representative volume is over estimated. However, because of its simplicity, the hypothesis ͓Eq. ͑21͔͒ has been used in many investigations for estimating the modulus of randomly packed granules ͑Digby 1981; Rothenberg and Selvadurai 1981; Walton 1987; Jenkins 1988; Chang and Misra 1990a,b; Cambou et al. 1995, etc.͒. In what follows, the present CT scan results are used for the evaluation of this kinematic hypothesis. The comparison of the measured and predicted movements of two bound particles along the direction normal to the contact area ⌬␦ n is plotted in Fig. 23 , where ␥ is defined as the angle between the branch vector and the vertical axis ͑see Fig. 17͒ . In Fig. 23 , the value of ⌬␦ n is averaged for 10°increments of ␥. In other words, the value of ⌬␦ n for a given ␥ is the averaged value for all particle-pairs with branch vectors having (␥Ϫ5°)Ͻ␥Ͻ(␥ ϩ5°); for example, at ␥ϭ25°, ⌬␦ n is averaged for all particlepairs with branch vectors in the range 20°Ͻ␥Ͻ30°. This is reasonable since the sample is relatively axisymmetric as shown by the fabric tensor in the x-y plane in Fig. 21 .
The comparison shows that the measured normal movements ⌬␦ n are much smaller than those estimated from the kinematic hypothesis. This also indicates that the strains deviate significantly from being uniform throughout the sample, even in the first load increment when the deviator stress is small. The kinematic hypothesis significantly overestimates ⌬␦ n for small values of angle ␥, which correspond to particle-pairs aligned near the loading direction. Under loading, these particle-pairs are compressed by much smaller magnitudes than predicted from the average strain. However, for particle-pairs aligned close to the horizontal direction ͑i.e., large values of angle ␥͒, which tend to separate in extension during loading, the predictions from kinematic hypothesis give a better agreement with the measured results. Similarly, the comparison of the relative movement of two particles along the sliding direction t is plotted in Fig. 24 . The sliding vector t lies on the same plane consisting of z and n as defined in Fig. 17 . Unlike the movements in the normal direction, the hypothesis significantly under-predicts the measured movements in sliding directions ⌬␦ t , especially when the value of ␥ is less than 45°. In Fig. 25 , the comparison of particle movements along sliding direction s is plotted. The sliding direction s is a vector perpendicular to the plane consisting of z and n as shown in Fig. 17 . Thus if the strain is completely axisymmetric, these movements should be zero. Therefore, it is not surprising to find that the magnitudes of ⌬␦ s are much smaller than the magnitudes of ⌬␦ t .
According to the observation given above, it is obvious that the uniform strain assumption used in the kinematic hypothesis over-estimates the normal displacements and under-estimates the shear displacement. This may be caused by the fact that contact stiffness in the shear direction is generally lower than that in the normal direction for particles in the packing, especially under the influence of a large load when the bonds may be fractured under shear.
Due to the variation of local stiffness and local fabric in the heterogeneous granular material, the particle movements are not expected to conform to the macro strain. Heterogeneity is thus an important factor that should be considered in modeling stressstrain relationships for granular material. Although a couple of methods were attempted to account for the nonaffine kinematic field ͑Chang et al. 1992; Chang 1993; Misra and Chang 1993͒ the predicted results of kinematic field show only small deviations from the affine condition. Thus the methods are not satisfactory in view of the large degree of deviations shown in the measured results ͑Figs. 23-25͒, and future work is needed to tackle this essential problem.
Summary
In this work, we characterize 3D packing structures using x-ray tomography imaging. We develop algorithms to identify the same particle at different load increments, so that the movement of each particle can be traced. The measured results show that nonhomogeneous deformation is significant and a shear band can be identified from the particle movement. The shear band, however, is not distinctively visible and dilation is not distinctive within the localized zone.
Due to the heterogeneous packing structure, the affine kinematic hypothesis is not a good assumption for estimating the movement of particles at the local level. The measured results consistently show that the hypothesis under-predicts shear movements and over-predicts normal movements by a large amount. Heterogeneity is thus an important factor to be considered in a comprehensive model of stress-strain relationships for granular materials. 
