I. INTRODUCTION
Rydberg excited states of molecules, i.e. electronic states of molecules where one electron has been promoted to a high energy orbital, are important for practical as well as for fundamental reasons 1 . A molecule in such a state can be considered to be a positively charged molecular core surrounded by an electron in a hydrogen-like electronic state, typically with principal quantum number corresponding to n 3. The interaction of the loosely bound electron with the ion core can be quite complex and reveal information about the structure as well as possibly vibrational and rotational states of the molecule. The binding energy of the Rydberg electron, i.e. the energy di↵erence between the molecule in the Rydberg-excited state and the corresponding cation (with the same quantum numbers in all other degrees of freedom) can be measured experimentally to high precision and can reveal a wealth of information 2 . In particular, the Rydberg electron binding energy has been shown to be a quite sensitive probe of molecular structure 3 , leading to the development of spectroscopic tools that use Rydberg states for the identification of molecular structure and possibly identification of molecules [4] [5] [6] [7] [8] [9] [10] [11] [12] . The technique presently provides a fingerprint of a molecular structure and is referred to as Rydberg Fingerprint Spectroscopy (RFS). It has proven particularly useful in a time resolved photoionization setup where the kinetics and dynamics of even complex molecular reactions can be followed in real time.
To advance the method from a fingerprint to a structure determination tool, a technique to invert the spectra or otherwise derive the structure from the measured data is required.
A theoretical tool that can predict an RFS spectrum for a given molecular structure is, therefore, needed. Such calculations need to be fast and applicable to large molecules. Rydberg states of molecules have previously been successfully modelled with high-level wave function methods such as CASPT2, but as these methods scale poorly with system size they are only suitable for small molecules. In a previous article 13 , we presented an alternative approach involving self-interaction corrected density functional calculations where computational e↵ort scales only weakly with system size, as the number of valence electrons cubed. 
II. METHODOLOGY
Our approach to the calculation of Rydberg excited states using PZ-SIC to Kohn-Sham density functionals has been described in detail in our previous article 13 . There, the Rydberg electron binding energy calculated using this approach was found to agree well with results of experiments and/or high-level quantum chemistry calculations for, in particular, trimethyl amine and ammonia. Here we give only a brief description of the method. The calculations involve two steps. First, an estimate of the Rydberg electron orbital is obtained from a PZ-SIC calculation of the ground state. The unoccupied orbitals are a↵ected by the self-interaction correction through an optimized e↵ective potential estimated with the KLI approximation 22 . In the second step, an electron is placed in this frozen Rydberg orbital and a variational DFT calculation including PZ-SIC is performed for the rest of the electrons to obtain an estimate of the total energy of the molecule in the Rydberg state. The PBE generalized gradient approximation functional is used 15 . It is important to use also PZ-SIC in the second step for the clusters because, otherwise the hole does not localize properly, as discussed below. This procedure has been implemented in the GPAW software using a real space grid to represent the orbitals 13, 23, 24 . This avoids the need for developing local atomic orbitals, which could be problematic for the highly delocalized orbitals of the clusters.
Localization of the hole can take place anywhere and is not biased by the placement of atom centered basis functions. Since the computational e↵ort of this approach scales weakly with system size, as the third power of the number of electrons, calculations of Rydberg states of large molecules and clusters of molecules are possible. The grid was 20Å on the side in calculations of the monomer and dimers, but up to 23Å in one direction for the trimer.
The distance from an atom nucleus to the edge of the grid was at least 5Å in all cases. A grid mesh size of 0.2Å was used. Tests of convergence with respect to grid and mesh size were carried out and gave 0.01 eV di↵erence in the Rydberg binding energy of the dimer by increasing the size of the grid by 3Å and 0.02 eV di↵erence by using a mesh size of 0.15Å.
As will be demonstrated below, the hole formed when one electron is promoted to a Rydberg orbital becomes highly localized on one of the molecules in the clusters. As a result, there is a near degeneracy as the hole can localize on either of the two molecules in the dimer. The calculations using the KLI procedure have convergence problems when such a degeneracy is present as has been noted previously 25 . To circumvent this problem, a simpler procedure was used in the dimer and trimer calculations, where the lowest energy excited state orbital was estimated from the highest occupied orbital of a triplet state calculation.
For the DMIPA monomer, we compare the two approaches and find that the overestimation is 0.26 eV. The variation in the binding energy when comparing the monomer to various configurations of dimers and trimers are, however, assumed to be accurately predicted by this approach.
A sampling of ground state conformers of the dimer and trimer was carried out using random initial guesses followed by minimization using the BEEF-vdW functional which includes van der Waals interactions 26 . While a complete enumeration of all local minima on the energy surface for these clusters was not attempted, the search led to several stable structures which then were used in calculations of the Rydberg electron binding energy to identify trends with changes in cluster size and shape.
The experimental data were previously obtained by Deb et al. 10 and are reanalyzed here for the present discussion. By comparing experiments where the carrier Argon gas was at 4 0 C on one hand and at -30 C on the other hand, it can be seen that the higher temperature, which leads to more and larger clusters, shows spectra with lower binding energy of the 3s
Rydberg electron. This general trend of reduced binding energy with size of the cluster is reproduced well in the calculations as explained below.
III. RESULTS
We first discuss the calculated results for the monomer DMIPA molecule and compare with previsouly published measurements. Then, results for the dimer and, finally, the trimer are presented and compared with experimental measurements of the 3s Rydberg electron binding energy.
A. Monomer calculations
The calculated 3s and 3p Rydberg orbitals using the KLI approach and placing the e↵ective potential and we use this approach to estimate changes in the binding energy as dimers and trimers form.
B. Dimer calculations
Two DMIPA molecules attract each other because of dispersion or van der Waals interaction and also because of the electrostatic field that results from the permanent dipoles of the molecules. In order to estimate the binding energy of a DMIPA dimer we have used a functional, BEEF-vdW, that includes van der Waals interaction and has been optimized by comparison with a wide range of ab initio and experimental data 26 . Stable structures corresponding to local minima on the energy surface were searched by guessing some initial configurations and then minimizing the energy. Here, self-interaction correction was not applied. Three di↵erent structures are shown in Fig. 2 . The binding energy of the dimer for these three structures is given in Table 2 . The lowest energy structure has the N-atoms in the two molecules rather widely separated, by over 6Å (see Fig. 2(a) ). The binding energy is 0.14 eV, consistent with a strong tendency for clustering. Another structure, only slightly higher in energy, however, has the N-atoms separated by less than 4Å (see Fig.   2 (c)). A structure previously obtained using the B3LYP functional, which does not include eV (see Fig. 2(b) ).
After placing an electron in the 3s Rydberg orbital, the two lowest energy structures, which are nearly equally stable in the ground state, have significantly di↵erent energy, by 0.5 eV. The stucture with N-atoms close together is more stable. The reason for this is that excitation of an electron to the Rydberg orbital leaves a highly localized hole, corresponding to a positive charge, on one of the N-atoms, while the other N-atom still carries a partial negative charge as in the isolated molecule. The 3s Rydberg orbital of the lowest energy configuration is shown in Fig. 3(a,b) . The centering of the Rydberg orbital on one of the N-atoms can be seen clearly. The PBE calculation, however, fails to localize the hole and distributes it nearly evenly over the two N-atoms.
This failure of the PBE functional to localize the hole can be seen even clearer from calculations of the ground state of the dimer cation. The spin density, i.e. the di↵erence in density of electrons with spin-up and density of electrons with spin-down, is shown in Fig.   4 . While the PBE functional predicts nearly equal spin density on the two N-atoms (see 4(a)), the self-interaction corrected calculation shows clear localization of the hole on one of the N-atoms (see Fig. 4(c) ). An integration of the spin density over Bader volumes apply a self-interaction correction to these functionals in order to get proper localization of the hole for the DMIPA dimer.
The binding energy of the 3s Rydberg electron is estimated to be 0.03 to 0.30 eV lower for the three configurations of the DMIPA dimer than in the isolated molecule, see Table 2 .
The lowering of the binding energy is larger for the configuration that is most stable in the partly screens the positive charge at the hole (see Table 2 ).
C. Trimer calculations
A limited search for configurations of the trimer were carried out using the BEEF-vdW functional. Two stable configurations were found. In both cases the three N-atoms are rather close together, as shown in Figs. 5(a,b) . The binding energy of the trimer with gives lower binding energy by 0.13 eV compared to the most stable dimer Rydberg state (see Table 2 ). These trends are in excellent agreement with the experimental results discussed below. In the Rydberg state, the localized hole attracts the partial negative charge of the N-atoms of the neighboring molecules. A lower Rydberg electron binding energy results from the ordering of the dipoles of the neighboring molecules, which e↵ectively di↵use the positive charge of the localized hole.
The localization of the hole in the trimer can again be seen from ground state calculations of the cation. Fig. 5 shows the spin density of the cation of both trimer structures. Clearly the positive charge is localized on one of the N-atoms. Calculations using the PBE functional without self-interaction correction, however, delocalize the positive charge on all three Natoms, analogous to the results for the dimer.
D. Comparison with Experiments
Experimental measurements of the 3s Rydberg electron binding energy were as reported previously 10 . The signal obtained in an experiment using Ar carrier gas and the sample reservoir at -30 C is shown in Fig. 6 . There is also good correspondence between the calculations and the time evolution of the measured signal. The molecules adjacent to the hole will tend to rotate in order to point their partially negative N-atom towards the hole. The calculations show that such configurations are lower in energy both for the dimer and the trimer, while little preference is for the orientation of the molecules in the ground state. It can, therefore, be expected that a structural rearrangement takes place in the Rydberg state which will, however, involve overcoming energy barriers and thus take time to complete. The results of the calculations for the dimer show that while two configurations with quite di↵erent N-N distance are practially equally stable in the ground state, the one with short N-N distance is preferred by 0.5 eV in the 3s Rydberg state and if the dimer structure transforms from one to the other, the binding energy of the Rydberg electron will be reduced by 0.22 eV (see Table 2 ).
This kind of lowering of the Rydberg electron binding energy upon configurational changes in the Rydberg state can explain the time evolution of the measured signal and is the basis for the shape of the sketched time evolution of the dimer and trimer in Fig. 6 (white dashed curves). The calculated results presented here support strongly the interpretation of the experimental data presented by Deb et al. 10 .
The calculations presented here of Rydberg electron binding energy using self-interaction
corrected density functional theory demonstrate that theoretical studies of even such large systems as the DMIPA trimer can be carried out to help analyze these types of measurements. In principle, larger clusters could be calculated including dynamics and identification of minimum energy paths for thermally activated transitions in the excited state. Such calculations, are, however, outside the scope of the present project.
V. ACKNOWLEDGEMENTS
This work was supported by the Icelandic Research Fund and by DTRA, Grant No.
HDTRA1-14-1-0008. The calculations were carried out using the Nordic High Performance
Computing (NHPC) facility in Iceland. HJ thanks Susi Lehtola for helpful discussions.
