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where L is a rank one positive definite even lattice, (α, α) = 2 and G = A 4 , S 4 , A 5 is a subgroup of SO(3) in the E-series (cf. [K] ). The characterization of V L for any positive definite even lattice was established in [DM] in terms the rank of V 1 , central charge and effective central charge. A characterization of V + Zβ for (β, β) = 4 in terms of dim V 2 is given in [ZD] , [DJ1] . Characterization for all V + Zβ with (β, β)/2 not being a perfect square in terms of dimensions of V i for i ≤ 4 is obtained in [DJ2] . In this paper we characterize V Zβ with (β, β)/2 being a perfect square by dimensions of V i for i ≤ 4. It remains the characterization of V G Zα for G = A 4 , S 4 and A 5 for completing the classification of rational vertex operator algebras with c = 1.
There are two major differences between V + Zβ and V G Zα . The first one is that V + Zβ is the fixed points of rational vertex operator algebra V Zβ under an order two automorphism and V G Zα is the fixed points of rational vertex operator algebra V Zα under a nonabelian group. The rationality and classification of irreducible modules of V G Zα have not been achieved although the automorphism groups of V G Zα are known [DG] , [DGR] . But this difference is not our concern in this paper. The second difference comes from the dimensions of weight 4 subspaces: dim(V + Zβ ) 4 ≥ 3 and dim(V G Zα ) 4 = 2. This difference inspires us to characterize V + Zβ in terms of dimensions of V i for i ≤ 4 in [DJ2] and this paper. So one natural assumption for the vertex operator algebra V with c = 1 discussed in this paper is dim V 4 ≥ 3.
Although the rank of L = Zβ is one, the vertex operator algebra V + L is still a hard object to study. As the weight one subspace is zero and weight two subspace is spanned by the Virasoro vector, one can hardly use any results from the Lie algebra or Griess algebra to obtain useful information. On the other hand, the structure and representation theory of vertex operator algebras V + L and its subalgebra M(1)
+ have been studied extensively in [A1] , [A2] , [AD] , [ADL] , [DN1] , [DN2] and [DN3] . As in [DJ2] we use results from these papers to find a vertex operator subalgebra of V isomorphic to M (1) + . But the situation is much more complicated as (β, β)/2 is a perfect square. We need different ideas and methods. It is well known that M(1) + in the rank one case is generated by the Virasoro vector ω and a highest weight vector J of weight 4. The main property of J is the following: J 3 J = x + aJ for some x ∈ L(1, 0) which is the vertex operator subalgebra generated by ω and some nonzero a ∈ C. It turns out that searching for such J in an abstract vertex operator algebra satisfying certain assumptions is a very difficult task and involves delicate use of the fusion rules for the vertex operator algebra L(1, 0) [M] , [DJ1] .
We should point out that in the characterization of the lattice vertex operator algebras V L for a positive definite even lattice L we need to use extra assumptions on the C 2 -cofiniteness and the effective central charge (see [DLM1] for the reason). But we do not need the C 2 -cofiniteness and the effective cental charge being one in the characterization of V + Zβ with (β, β)/2 > 2 not being a perfect square [DJ2] . The situation for (β, β)/2 being a perfect square is totally different. Although the effective central charge never plays any role in this paper, the C 2 -cofiniteness does. During the search for vector J in V we cannot avoid to use the modular invariance result from [Z] where the C 2 -cofiniteness is assumed. This is not surprising as defining effective central charges requires the C 2 -cofiniteness [DM] and the conjecture on rational vertex operator algebras with central charge 1 is not true without assuming the effective central charge is also one (see [ZD] ).
We refer the readers to [AP] and [X] for the related work. This paper is organized as follows. We review the fusion rules for the vertex operator algebra L(1, 0) from [M] and [DJ1] in Section 2. We also present some results concerning Zhu algebra [Z] and calculations on J in M(1) + . In Sections 3 and 4 we search for a highest weight vector J ′ of weight 4 in an abstract vertex operator V such that J ′ 3 J ′ = x + aJ ′ for some x ∈ L(1, 0) and a nonzero a ∈ C. If the space A 4 of highest weight vectors of weight 4 is one dimensional, it is trivial to find such J ′ . If dim A 4 ≥ 2 this is highly nontrivial. It is proved first that such J ′ exists if dim A 4 = 2. Then it is shown that if dim A 4 ≥ 2 then dim A 4 = 2. The fusion rules of L(1, 0) is used heavily here. The modular invariance of trace functions also plays a role in this part. Section 5 is devoted to the proof that the vertex operator subalgebra U of V generated by ω and J ′ is isomorphic to M(1) + . Section 6 gives the main theorem: V is isomorphic to V + Zβ such that (β, β) = 2k 2 for some k > 1. A major step in this section is to show that V is a completely reducible M(1) + -module with the help of fusion rules for M(1) + and L(1, 0).
Preliminaries
In this section we recall the fusion rules for the Virasoro vertex operator algebra L(1, 0) from [M] and [DJ1] and for the vertex operator algebra M(1) + of central charge 1 from [A1] . We also discuss various results on the generator J of M (1) + following [DN1] . Let L(c, h ) be the highest weight irreducible module for the Virasoro algebra with central charge c and highest weight h. Then L(c, 0) is a vertex operator algebra and each L(c, h) is an irreducible module for L(c, 0). In this paper we are mainly concerned with L(1, 0) and its irreducible modules. First, we have from [M] and [DJ1] (also see [RT] ):
Recall the Heisenberg vertex operator algebra M(1) constructed from a d-dimensional vector space and its subalgebra M(1) + from [FLM] . Based on the classification of irreducible modules for M(1) + [DN1] , [DN3] , the fusion rules for M(1) + have been obtained in [A1] and [ADL] . Here is the result when d = 1.
if and only if (N, T ) is one of the following pairs:
For the purpose of later discussion we need to study M(1) + more. From now on we assume d = 1. Recall from [DN1] that
+ is a primary vector of weight 4 in M(1) + . Then M(1) + is generated by ω and J. Let M (4) be the L(1, 0)-submodule of M(1) + generated by J. Then J 7 J = 541. Moreover, as a module for L(1, 0),
where (4) . Following [Z] we set
for homogeneous u, v ∈ W where W is any vertex operator algebra. Then
Lemma 2.3. We have 
where p 1 (x) is a polynomial with degree ≤ 4 and q 1 (x) is a polynomial with degree
As in [DN1] we apply the identity J * J = u (0) + v (0) to the irreducible A(M(1) + )-modules to conclude that p 1 (x) = p(x) and q(x) = q 1 (x), as desired.
Lemma 2.4. p(x) has no non-zero integer roots.
Proof: It is easy to check that
are all the roots of p(x).
The following lemma will be used later.
3 Search for vector J: I
In the following discussion throughout the paper, we always assume that V is a simple rational and C 2 -cofinite vertex operator algebra of central charge 1 satisfying the following conditions:
(1) V is a sum of highest weight modules of L(1, 0).
The weights of all the primary vectors in V are perfect squares.
Remark 3.1. As we mentioned in the introduction already, we have dealt with the case that there exists at least one primary vector in V whose weight is not a perfect square in [DJ2] .
In this section and the next we look for a primary vector J ′ of weight 4 in V such that J ′ satisfies all relations given in Lemma 2.5 for J. This will help us to show that the vertex operator subalgebra U generated by ω and J ′ is isomorphic to M(1) + with identifying J with J ′ . It turns out that finding such J ′ is highly nontrivial and an explicit construction of intertwining operators for L(1, 0) involving modules L(1, 4) and L(1, 0) plays crucial role in the proof.
Let X 1 and X 2 be two subsets of V . Set
We have the following lemmas from [DJ2] (see also [DJ1] 
Elements in A m 2 are called primary vectors. Since V 1 = 0, it follows that m ≥ 2. It is obvious that V carries a non-degenerate symmetric bilinear form (·, ·) such that (1, 1) = 1 ( [FHL] , [L] ). By the assumption (2), dim V 2 = dim V 3 = 1 and A 4 = 0. Let J ′ be a nonzero primary vector of weight 4. We may assume that
By Theorem 2.1 and Lemma 2.5 there exists a primary vector u of weight 4 such that
It is possible that
Here is the main result in this section. It is not easy to prove this result. We need several lemmas. Let
Lemma 3.5. Let U be the vertex operator subalgebra of V generated by ω and
Proof: First note that the subspace of U linearly spanned by J (4) . It follows from Theorem 2.1 and Lemma 3.3 that
The lemma is clear.
Lemma 3.6. Let U be the vertex operator subalgebra of V generated by ω and J ′ . If u ∈ CJ ′ , then the Zhu algebra A(U) is linearly spanned by
Proof: By Lemma 3.6, A(U) is commutative. Suppose that U = V . Let m ∈ Z + be the smallest positive integer such that A m 2 U. Then m ≥ 2. Note that V /U is a U-module with the minimal weight m
Then u (m) + U generates a U-submodule of V /U and let W be the irreducible quotient. We denote the image of
. Then W has lowest weight m 2 and
for i ≥ 4. By Lemmas 2.4 and 3.7 we know that J
2 ) with highest weight vector v (m) . By the skew symmetry, we have
Then by Theorem 2.1, Lemma 3.5, (3.3) and the assumption that u = 0, we see that
where a 4 , b m+1 , b m+2 ∈ Z are nonnegative. Let P be the projection from
is an intertwining operator of type
From the construction of V + L we know
for some c ∈ C. By (3.4), c = 0. Note that
By (3.6), for i ≥ 0, we have
On the other hand, we have
By (3.7), for i ≥ 0,
Thus we have (J
We deduce that c 2 = 1. Then we may assume that c = 1
Recall from Lemma 2.5 that
for some x ∈ L(1, 0) and nonzero λ ∈ C. Suppose that
Then by (3.9), for any w ∈ M (m 2 ) ,
A straightforward computation shows that J 3 E (m) = 0. This implies that y ′ = 0, a contradiction with (3.5). This proves that U = V.
We are now in a position to prove Proposition 3.4. Proof: Suppose that u = 0, then U = V by Lemma 3.8 and
where
Let W be a module for the Virasoro algebra with central charge c such that W = n∈C W n where W n is the eigenspace for L(0) with eigenvalue n and is finite-dimensional. We define the q-graded dimension of W as
Denote by L(c, h) the unique irreducible highest weight module for the Virasoro algebra with central charge c ∈ C and highest weight h ∈ C. Then
(cf. [KR] ) where
where q = e 2πiτ and τ is a complex variable in the upper half plane. We sometimes abuse the notation and also denote η(q) by η(τ ). Since V is rational and C 2 -cofinite we use the modular invariance result given in [Z] to assert that
It is well known that η(
1 2 η(τ ) which clearly does not have a q-expansion. This gives a contradiction.
So there exists a non-zero primary vector u (4) of weight 16 such that
. Then by Lemma 3.5 and (3.2), U is linearly spanned by
By Theorem 2.1 and (3.2), in (3.10) we may assume that n t ≥ 17. It is easy to see from (3.10) that there is no non-zero primary vector of weight 25. If there is no non-zero primary vector of weight 36, then by Theorem 2.1,
The same proof as above gives a contradiction. So there exists a non-zero primary vector u (6) of weight 36 such that (16) . Continuing the process, we deduce that V is linearly spanned by
is the theta function. It is well known that
is a modular function over a congruence subgroup of SL(2, Z) and
is a modular form of weight − 1 2
. On the other hand, Z V (τ ) is a component of a vector-valued modular function (cf. [Z] , [KM] , [DM] ). This implies that
is a component of vector-valued modular function over a congruence subgroup of SL(2, Z). This is obviously impossible. So V can not be the form of (3.11).
Search for vector J: II
In this section we prove that there exists a non-zero primary vector X of weight 4 such that (X, X) = 0 and
for some v ∈ L(1, 0) and 0 = c ∈ C. Recall that A 4 is the space of primary vectors in V 4 . If dim A 4 = 1, then by Proposition 3.4, the J ′ given in Section 3 is the desired element. From now on we assume that dim A 4 ≥ 2. We will prove that the result is true if dim A 4 = 2 and then show that dim A 4 must be 2.
Assume that dim A 4 = 2. Clearly, there exists K ∈ A 4 such that
It follows from Lemma 2.5 that the projection of J 3 J to L(1, 0) is
Then by the fusion rules of L(1, 0) (see Theorem 2.1 and (4.1)) we have
for some a i , b i ∈ C with i = 1, 2. If b 1 = 0 or a 2 = 0, then by Lemma 3.4, either J ′ or K is the desired element X ∈ A 4 . So in the following discussion we assume that b 1 = 0, a 2 = 0.
From (4.1) and Theorem 2.1 we see that K i J ′ = 0 for all i > 3. Using the skewsymmetry yields J
4)
for some c 1 , c 2 ∈ C, where X 0 is defined as (4.2).
Proof: For µ 1 , µ 2 ∈ C, we have
By the assumption that b 1 = 0 and a 2 = 0, we may assume that µ 1 = 0. Then X = µ 1 J ′ + µ 2 K satisfies (4.4) for some c 1 , c 2 ∈ C if and only if µ 1 and µ 2 satisfy
That is,
It is clear that the above equation has solution µ 2 µ 1 ∈ C. The lemma follows. In the following two lemmas we do not need to assume that A 4 is 2-dimensional.
Lemma 4.2. Let X ∈ A 4 be such that X 3 X = µX 0 + νX for some µ, ν ∈ C. If µ = 0, then ν = 0.
Proof: Suppose that µ = 0, then X 3 X = νX. By Theorem 2.1 and Lemma 2.5 one deduces that
6)
7)
Since µ = 0, it follows that (X, X) = 0. Thus
On the other hand by (4.6)-(4.8), we have
Using the commutator formula
for m, n ∈ Z and the fact that X i X = 0 for i ≥ 4 we check that
Then we deduce that
This proves that ν = 0.
Lemma 4.3. There are no non-zero elements
for some nonzero µ ∈ C.
Proof: Suppose that there are non-zero elements X 1 , X 2 ∈ A 4 such that (4.9) holds. Note that Y (X 1 , z)X 1 = 0 [DL] . Let N i be the irreducible L(1, 0)-modules generated by X i for i = 1, 2. By Theorem 2.1, Lemma 3.3 and the skew-symmetry,
But by (4.9) we know that the projection of
is a nonzero intertwining operator of type
. In particular, X 2 7 X 1 = (X 2 , X 1 )1 is nonzero. This gives a contradiction and the proof is complete.
Lemma 4.4. Assume that dim A 4 = 2, then there exists X ∈ A 4 such that (X, X) = 0 and
for some 0 = c 1 , 0 = c 2 ∈ C.
Proof: By lemma 4.1, there exists X = µ 1 J ′ + µ 2 K ∈ A 4 such that µ 1 , µ 2 satisfy (4.5) and
for some c 1 , c 2 ∈ C. Note that (4.5) has three solutions. If for one solution, c 1 = 0, by Lemma 3.4, c 2 = 0. Then the lemma holds. Suppose that for all the three solutions of (4.5), c 1 = 0. Then c 2 = 0 by Lemma 4.2.
So if (4.5) has different solutions, then b 1 = a 2 = 0, a contradiction with the assumption. This deduces that all the solutions of (4.5) are
Without loss of generality, we assume that ν 1 = ν 2 = ν 3 = √ −1. Using the relation between roots and coefficients of the equation (4.5) we see that
We deduce that J
By Proposition 3.4, a 1 = 0. We may assume that µ 1 = 1. Then
This contradicts Lemma 4.3. We next establish that dim A 4 ≥ 2 implies dim A 4 = 2.
Lemma 4.5. If dim A 4 ≥ 2, then dim A 4 = 2.
Proof: Let X 1 , · · · , X s be a basis of A 4 such that
Recall X 0 from (4.2). Then from the discussion on J ′ 3 J ′ we have
. Using the relation J 4 J = 216L(−3)1 and (4.10) we see that X i 4 X j = δ ij 8L(−3)1 for i, j ∈ {1, 2, · · · , s}. This implies for any k that
By Lemma 7.1 
Comparing the coefficients of X l of both sides and varying i, j we have for all l, k that
where I is the identity matrix and E pq = (e ij ) s i,j=1 such that e ij = δ ip δ jq . Then we deduce that for 1 ≤ k, l ≤ s, k = l, 
where d 1 = 25b + 19a and d 2 = 19b + 25a. Similarly, by the fact that for some 0 = c ∈ C. Let U be the subalgebra of V generated by ω and J ′ . Recall that V (4) is the irreducible L(1, 0)-submodule of V generated by J ′ . From the skew-symmetry
This together with Theorem 2.1 deduces that
The proof of the following lemma is similar to that of Proposition 3.4.
Lemma 5.1. The vertex operator subalgebra U is not equal to the whole algebra V.
Recall Lemma 2.3 and J 3 J = X (0) + λJ from Lemma 2.5. The following is an analogue to Lemma 2.3.
where p(x) and q(x) are defined in Lemma 2.5.
Proof: First we define four projections:
and V 
As in the proof of Lemma 3.8, V /U is a U-module with the minimal weight k 2 and F (k) + U generates a U-submodule W of V /U. LetW be the irreducible quotient of W . We denote the image of F + U inW by a. Note that W has the lowest weight k 2 and a generates an irreducible L(1, 0)-submodule W (k 2 ) of W . By Lemma 3.6, A(U) is commutative. It follows that the lowest weight subspace is one-dimensional. Then J Let V + L be the rational vertex operator algebra associated to the definite even lattice L = Zα such that (α, α) = 2k
2 . Set
α. We identify the Virasoro vertex operator subalgebra L(1, 0) in V and
and σE = a. Let P and P ′ be the projections of V
and W
, respectively. Let Q and Q ′ be the projections of V
and V (4)
, respectively.
It follows from Theorem 2.1 that
for n ≥ 3 − 2k. Using the proof of Lemma 4.5 and Lemma 4.7 in [DJ2] we have Lemma 5.3.
. In particular, let λ ∈ C be such that
A proof similar to that of Lemma 4.10 in [DJ2] gives that 
We can now have a "nicer" spanning set for U.
Lemma 5.5. U is linearly spanned by
Proof: By Lemma 3.5 and (5.1) U is linearly spanned by
It follows from (5.1) and Theorem 2.1 that
for p 1 ≤ 8. So we can assume that p 1 ≥ 9. Using (5.2) gives 16) and there is a non-zero primary vector v (16) of weight 16 in 4) and 0 = a ∈ C. So we may assume that p 1 = 9. If there exists a non-zero primary vector u of weight 25 then u = u 1 + aJ
for j ≥ 0. So
This proves that there is no non-zero primary vector of weight 25. By Theorem 2.1 again
for p 2 < 17 and
for p 2 ≥ 17. So we may assume that p 2 = 17. Continuing in this way gives the result.
The following is the main result of this section.
Theorem 5.6. There is a vertex operator algebra isomorphism σ from M(1) + to U such that σω = ω and σ(J) = J ′ .
Proof: Let u 4 , v 4 and σ be the same as in Lemma 5.4. Then there exist x (4) ∈ L(1, 0) M (4) and 0 = a 1 ∈ C such that (16) . From the construction of M (1) + [DG] , there exists a non-zero primary element u 6 of weight 36 in M(1)
. Let P i and Q i be the projections of V + L and U to M (i) and V (i) , respectively for i = 0, 4, 16. Then
and
respectively for i = 0, 4, 16.
By Lemma 5.4 for n ≥ −16, (16) from the structure of M(1) + and there exist m, n ≥ 3 such that the projections of J m J −9 J and J n J −9 J to M (4) and M (16) are nonzero. We also know that J (16) . It follows that 
Similarly, we have for any n ∈ Z,
Continuing the above process and using Lemma 5.5, we deduce that as a vector space,
and there is an L(1, 0)-module isomorphism σ from M(1) + to U such that
Then it follows from Theorem 5.7.1 in [LL] that σ is an isomorphism of vertex operator algebras.
6 Identification of V with V + L
In this section, we will prove that V is isomorphic to the rational vertex operator algebra V + Zα where (α, α) = 2k 2 and k ≥ 2 is the smallest positive integer such that
By Theorem 5.6, U is a simple vertex operator subalgebra of V isomorphic to M(1) + . Then the restriction of the non-degenerate invariant symmetric bilinear form on V to U is non-degenerate. We identify U with M (1) + . Then 
for m ≥ 1 and n ≥ 4.
Proof: Since N is a completely reducible L(1, 0)-module, it follows from Theorem 2.1 that
for some c p ∈ N, p = 0, 1, 2, · · · . LetN be the irreducible quotient of N. Then (see [DG] and [DN1] 
By Theorem 2.1 and the fact that J ′ 3 v ∈ Cv, we may assume that p 1 ≥ 2n − 2 in (6.3). Using a similar proof given in Lemma 5.5 shows that N is, in fact, spanned by
Let N i denote the subspace of N spanned by the elements given in (6.3) for fixed i. Then each N i is an L(1, 0)-submodule of N and i N i = N.
Let v 1 be a highest weight vector of weight (n + 1) 2 in N. Then by (6.3)
be a highest weight vector of weight (n + 2) 2 in N. Then
. Continuing in this way we show that
Lemma 6.2. The restriction of (·, ·) to P k is still non-degenerate.
Proof: By (6.1), the restriction of (·, ·) to B k is non degenerate.
. Now let R be the radical of the restriction of the bilinear form to P k . Then R is an M(1) + -submodule of P k . If R = 0, then R contains an irreducible M(1) + -submodule whose intersection with B k is nonzero. As a result the restriction of the bilinear form to B k is degenerate, a contradiction. This completes the proof.
Using Lemma 6.2 gives the following decomposition
Moreover, (M(1)
as an L(1, 0)-module where k 1 > k and b k 1 ≥ 1. Similar to Lemma 6.2, the restriction of (·, ·) to the M(1) + -module generated by (M(1)
is non-degenerate. Continuing in this way we deduce the following lemma. Lemma 6.3. As an M(1) + -module, V has the following submodule decomposition:
where k 0 = k < k 1 < k 2 < · · · and P k i is the M(1) + -submodule of V generated by
We can now prove the following lemma.
Lemma 6.4. We have dim
Proof: By Lemma 6.1 and Lemma 6.3, it is enough to prove that dim B k i = 1, for i ≥ 0. We only prove dim B k 0 = 1 as the proof for other cases is similar. Suppose dim B k ≥ 2. Then there exist x 1 , x 2 ∈ B k such that (x i , x i ) = 0 and (x 1 , x 2 ) = 1 for i = 1, 2 (see the proof of Lemma 5.2 of [DJ2] ), and
is either zero or a direct sum of indecomposable M(1) + -modules with lowest weight k 2 i . Then by Theorem 2.2,
Using the fusion rules from Theorem 2.1 then forces
2 ). So the claim holds. The rest proof of the lemma is quite similar to that of Lemma 5.2 in [DJ2] . We omit it.
We are now in a position to prove the main result of this paper.
Theorem 6.5. Let V and k be as above. Then V is isomorphic to the rational vertex operator algebra V + L , where L = Zα is the rank one positive definite even lattice such that (α, α) = 2k 2 .
Proof: By Lemma 6.4, dim B k = 1, so there exists a non-zero element F 1 ∈ V k 2 such that J Let V L be the vertex operator algebra associated to the positive even lattice L = Zα such that (α, α) = 2k. Let V 0 be the vertex operator subalgebra of V generated by F 1 , J ′ , ω. We first prove that
For m ∈ Z + , set
Denote by N m the M(1) + -submodule of V + L generated by E m . Then (see [DN1] ) So for any n ∈ Z, σ(E 1 n E 1 ) = (σE 1 ) n (σE 1 ).
Following the proof of Lemma 5.7 of [DJ2] and continuing in this way we deduce that
The rest of the proof is the same as that of Theorem 5.8 of [DJ2] .
Appendix
Let X i , i = 1, 2, · · · , s be the same as in Lemma 4.5. Then we have Lemma 7.1. Proof: By the Jacobi identity, we have 
