This work describes a new variant of projective splitting in which cocoercive operators can be processed with a single forward step per iteration. This result establishes a symmetry between projective splitting algorithms, the classical forward-backward method, and Tseng's forward-backward-forward method. In a situation in which Lipschitz monotone operators require two forward steps within the projective splitting framework, cocoercive operators may now be processed with just one forward step. Symmetrically, Tseng's method requires two forward steps for a Lipschitz monotone operator and the forward-backward method requires only one for a cocoercive operator. Another symmetry is that the new procedure allows for larger stepsizes for cocoercive operators: bounded by 2β for a β-cocoercive operator, which is the same as the forwardbackward method. We also develop a backtracking procedure for when the cocoercivity constant is unknown. The single forward step may be interpreted as a single step of the classical gradient method applied to solving the standard resolvent-type update in projective splitting, starting at the previous known point in the operator graph. Proving convergence of the algorithm requires some departures from the usual proof framework for projective splitting.
Introduction

The Problem
For a collection of real Hilbert spaces {H i } n i=0 consider the finite-sum convex minimization problem:
where every f i : H i → (−∞, +∞] and h i : H i → R is closed, proper, and convex, every h i is also differentiable with Lipschitz-continuous gradients, and the operators G i : H 0 → H i are linear and bounded. Special cases of problem (1) arises in a host of applications such as machine learning, signal and image processing, inverse problems, and computer vision; see [6, 10, 11] for some examples. Under appropriate constraint qualifications, (1) is equivalent to the following monotone inclusion problem of finding z ∈ H 0 s.t.
where all A i : H i → 2 H i and B i : H i → H i are maximal monotone and each B i is L −1 icocoercive, meaning it is single-valued and
for some L i ≥ 0. By definition we will allow L i = 0 only when B i x = v i ∈ H i is constant everywhere. Indeed if we set A i = ∂f i and B i = ∇h i then the solution sets of the two problems coincide under a special case of the constraint qualification of [8, Prop. 5.3] .
We will often use the more compact notation: T i z = A i z + B i z so that Problem (2) may be written as
Background
Operator splitting algorithms are an effective way to solve structured convex optimization problems and monotone inclusions such as (1), (2) , and (4) . Their defining feature is that they break the problem up into managable chunks. At each iteration they solve a set of tractable subproblems so as to converge to a solution of the global problem. Arguably the three most popular operator splitting algorithms are the forward-backward (FB) [24] , Douglas/Peaceman-Rachford (DR) [20] , and forward-backward-forward (FBF) [27] methods. Indeed many sophisticated algorithms in convex optimization and monotone inclusions are in fact instances of one of these methods applied to the appropriate underlying inclusion problem.
A different, and relatively recently proposed, operator splitting algorithm is projective splitting. Projective splitting has a fairly unique convergence analysis among operator splitting schemes. While the convergence of most schemes is obtained by viewing the updates as a fixed-point iteration of some firmly non-expansive operator, projective splitting is analyzed (and designed) as a way to create a sequence of separating hyperplanes between the current point and the primal-dual solution set. The method originated in [14] , was extended to sums of n ≥ 1 operators in [15] , to include compositions with bounded linear maps in [1] , to allow asynchronous block-iterative (i.e. incremental) updates in [9] , and to allow forward steps for Lipschitz continuous operators in [17] . Further theoretical results including some convergence rates were obtained in [16, 18, 21, 22] .
The paper [17] was the first to move away from computational updates based solely on the resolvent (a.k.a. prox, backward step, or implicit step) w.r.t. each maximal monotone operator T i in (4) . It allows for a computational procedure based on two forward steps (a.k.a. explicit steps) whenever an operator is Lipschitz continuous. This was significant progress because forward steps are usually computationally much cheaper than resolvents. However this progress raised an important question: If projective splitting can exploit Lipschitz continuity, can it further exploit the presence of cocoercive operators? Cocoercivity is in general a stronger property than Lipschitz continuity. However when the operator is the gradient of a closed, convex, and proper function (such as h i in (1)), the Baillon-Haddad theorem [3, 2] establishes that the two properties are equivalent. That is, ∇h i (x) is L i -Lipschitz continuous if and only if it is L −1 i -cocoercive. Methods that exploit cocoercivity rather than mere Lipschitz continuity typically have lower per-iteration computational complexity and a larger range of feasible stepsizes. For example, both FBF and the extragradient method (EG) [19] only require Lipchitz continuity but consequently need two forward steps per iteration and limit the stepsize to L −1 where L is the Lipschitz constant. If we strengthen the assumption to cocoercivity, we can use FB which only needs one forward step per iteration and allows stepsizes bounded away from 2 · L −1 , assuming the operator is L −1 -cocoercive. One deviation from this pattern is the recently developed method of [23] which only requires Lipschitz continuity but uses just one forward step per iteration. While this is remarkable, there is a price to pay in that the stepsizes must be bounded by (1/2) · L −1 , which is one-half less than the allowable stepsize for EG or FBF.
Much like FBF and EG, the projective splitting computation introduced in [17] requires Lipschitz continuity, two forward steps per iteration, and limits the stepsize to be less than L −1 (when not using backtracking). But looking at FB leads us to a more precise open question: can we construct a procedure for projective splitting under the stronger assumption of L −1 -cocoercivity which uses just one forward step and allows for stepsizes bounded above by 2 · L −1 ?
In this paper, we answer this question in the affirmitive. Referring to (2) , the new produre computes one forward step w.r.t. B i and one resolvent w.r.t. A i at each iteration. Since computing the forward step is often the most demanding operation in each iteration, the new procedure can effectively halve the computation necessary to run the same number of iterations as the previous procedure of [17] . This is equivalent to the advantage of FB over FBF and EG whenever cocoercivity is present. Another advantage of the proposed method is that it allows for a backtracking linesearch whenever the cocoercivity constant is unknown.
The analysis is significantly different from our previous work in [17] . The previous technique of establishing that the current point is on the "positive" side of the separating hyperplane no longer works and needed to be transcended. The new analysis is based on an "ascent lemma" (Lemma 12) which relates the current value of the separating affine function to the previous value in such a way that overall convergence of the iterates of the method can be established. The heart of the analysis depends on three elementary lemmas on recursive sequences (Lemmas 5-7).
The new procedure has an interesting connection to the original resolvent calculation used in the projective splitting papers: [14, 15, 1, 9] , which we discuss in Section 2.3. We show that the new procedure is equivalent to one iteration of FB applied to computing this resolvent calculation w.r.t. T i = A i + B i . Computing the resolvent w.r.t. T i is difficult in general as it is a sum of two operators. It is rather suprising that only one iteration of FB is necessary to develop an overall convergent scheme.
The new procedure also has significant potential for asynchronous and incremental implementation following the ideas and techniques of previous projective splitting methods [9, 13, 17] . However to keep the analysis managable, we plan to develop this in a follow-up paper.
The outline for the rest of the paper is as follows. Section 2 recaps the basics of projective splitting, introduces the new one-forward-step procedure, and discusses its genesis. Section 3 gives the precise statement of the algorithm and the assumptions we make on Prob. (2) . The main convergence result (Theorem 1) and its proof are in Section 4. Section 5 develops a backtracking variant for when the cocoercivity constant is unknown. Finally, Section 6 gives a numerical experiment on a portfolio selection problem.
Notation
We use the same general notation we used in [17, 16, 18] . Summations of the form n−1 i=1 a i for some collection {a i } will appear throughout this paper. To deal with the case n = 1, we use the standard convention that 0 i=1 a i = 0. We require that G n : H n → H n I (the identity operator).
As noted in [17] , the requirement that G n = I is not a very restrictive assumption. One can always enlargen the original problem by setting A n = B n = 0. Note that when n = 1, w k 1 = 0. We will use a boldface w = (w 1 , . . . , w n−1 ) for elements of H 1 × . . . × H n−1 . Let H H 0 × H 1 × · · · × H n−1 which we refer to as the "collective primal-dual space", and note that H n = H 0 . We use p to refer to points in H, so p (z, w) = (z, w 1 , . . . , w n−1 ).
Throughout, we will simply write · i = · as the norm for H i and let the subscript be inferred from the argument. In the same way, we will write ·, · i as ·, · for the inner product of H i . For the collective primal-dual space we will use a special norm and inner product with its own subscript defined in (22) .
For any maximal monotone operator A we will use the notation J ρA (I + ρA) −1 , for any scalar ρ > 0, to denote the resolvent operator, also known as the proximal, backward, or implicit step with respect to A. This means that
and the x and y satisfying this relation are unique. Furthermore, J ρA is defined everywhere and range(J A ) = dom(A) [4, Prop. 23.2] . We use the standard " " notation to denote weak convergence, which is of course equivalent to ordinary convergence in finite-dimensional settings.
Projective Splitting
The Basics
We first provide an overview of how projective spltting works before describing the novel computational procedure introduced in this work. We formulate the Kuhn-Tucker solution set of problem (4) (and (2) also) as
It is clear that z * solves (2)-(4) if and only if there exist w * 1 , . . . , w * n−1 such that
Under reasonable assumptions the set S is closed and convex (see Lemma 1) . A separator-projector algorithm for finding a point in S (and hence a solution to (4)) will, at each iteration k, find a closed and convex set H k which separates S from the current point, meaning S is entirely in the set and the current point is not. One can then "move closer" to the solution set by projecting the current point onto the set H k . This general set-up guarantees that the sequence generated by the method is Fejér monotone [7] w.r.t. S. This alone is not sufficient to guarantee that the iterates actually converge to a point in the solution set. To establish this, one needs to show that the set H k "sufficiently separates" the current point from the solution set. This allows us to establish that an arbitrary weaklyconvergent subsequence of the iterates must have its limit in the set S and then overall convergence follows from [7, Prop. 2] .
If we define S as in (7), then the separator formulation presented in [9] constructs the set H k through the function
for some (x k i , y k i ) ∈ H 2 i such that y k i ∈ T i x k i , i ∈ 1, . . . , n. These points (x k i , y k i ) will be specified later and must be updated in a specific way in order to guarantee convergence. From its expression in (9) it is clear that ϕ k is an affine function on H. Furthermore, it may easily be verified from (8) using the monotonicity of each T i that for any p = (z, w 1 , . . . , w n−1 ) ∈ S, one has ϕ k (p) ≤ 0, so that the separator set H k may be taken to be the halfspace {p | ϕ k (p) ≤ 0}. Note that projecting onto this halfspace is a low-complexity operation involving only inner-products, norms, matrix multiplies by G i , and sums of scalars. In fact if H i = R d for i = 1, . . . , n and each G i = I, then this projection has computational complexity:
The important question is then how to pick the points (x k i , y k i ) ∈ gra T i so that overall convergence can be established. The traditional approach is, given the current iterate p k , which equals (z k , w k 1 , . . . , w k n−1 ), choose (x k i , y k i ) ∈ gra T i in some way as a function of (z k , w k i ) so that ϕ k (p k ) is positive and "sufficiently large" so long as p k ∈ S. Then, since the solution set is entirely on the other side of the hyperplane {p | ϕ k (p) = 0}, projecting the current point onto this hyperplane makes progress toward the solution and leads to overall convergence. In earlier papers the basic calculation was a resolvent update until [17] , which introduced a two-forward-step calculation for Lipschitz continuous operators.
In this work we introduce a new procedure for updating (x k i , y k i ) whenever (4) can actually be written as in (2) . Like the procedure introduced in [17] , the new procedure uses forward steps. However, unlike in [17] , we make the stronger assumption of cocoercivity, rather than Lipschitz continuity.
A main point of departure in the present analysis is that it does not involve establishing that ϕ k (p k ) is positive at every iteration. Instead, we establish an "ascent lemma" which relates the current value: ϕ k (p k ) to ϕ k−1 (p k−1 ) in such a way that overall convergence can be established. While it is no longer true that ϕ k (p k ) > 0 at every iteration, the algorithm still makes progress when this quantity is negative. When this occurs the algorithm does not do a projection but continues to compute new points (x k+1 i , y k+1 i ), (x k+2 i , y k+2 i ), . . . until a hyperplane is constructed such that the current point is on the "positive side". Additional Notation for Projective Splitting For an arbitrary (w 1 , w 2 , . . . , w n−1 ) ∈ H 1 × H 2 × . . . × H n−1 we use the notation:
With the convention in (10) we may write ϕ k : H → R in the simpler form:
We also use the following notation for i = 1, . . . , n:
The New Procedure
Suppose A i = 0 for some i ∈ {1, . . . , n}. Since B i is cocoercive, it is also Lipschitz continuous.
In [17] we introduced the following two-forward-step update for Lipschitz continuous B i :
Under L i -Lipschitz continuity and the condition: ρ k i < 1/L i , it is possible to show that updating (x k i , y k i ) in this way leads to ϕ i,k (z k , w k i ) being positive and sufficiently large to establish overall convergence. Although we did not discuss this in [17] , this two-forward step procedure can be extended to handle nonzero A i in the following manner:
Note that x k i in (12) is a "resolvent" calculation of the r.h.s. following (6) . This type of update with both forward steps and backward steps together was introduced in [26] in a more limited setting of projective splitting.
An obvious drawback of (12)- (13) is that it requires two forward steps per iteration: One to compute B i G i z k and another to compute B i x k i . The intial motivation for the current paper was the following question: is there a way to reuse B i x k−1 i so as to avoid computing B i G i z k at each iteration, perhaps under the stronger assumption of cocoercivity? With some effort we arrived at the following update:
. However, in order to establish convergence, we also needed to replace G i z k with a convex combination between x k−1 i and G i z k . Note that the stepsize constraint can now be made arbitrarily close to 2/L i by setting α k i arbitrarily close to 0. However in practice it may be better to use an intermediate value, such as α k i = 0.1, since this allows the update to use z k which is a more up-to-date point than
Instead, in the upcoming analysis we will show by a different route that (14)-(16) leads to a convergent algorithm. The analysis is based on the "ascent lemma" (Lemma 12) which allows us to relate ϕ k (p k ) to ϕ k−1 (p k−1 ). In the next section, we give some intuition for why (14)-(16) works.
An Unexpected Connection
After devising the new update (14)- (16) and the convergence proof, we realized that it has an interesting connection to the original update procedure used in projective splitting based on the resolvent. This connection provides some intuition for why the procedure works.
In the projective splitting literature preceeding [17] , that is papers: [14, 15, 1, 9] , the main computational procedure used in the algorithm is the following prox/resolvent calculation. For each i = 1, . . . , n compute:
for some ρ k i > 0. It can be shown that this update returns points (
is positive and sufficiently large to guarantee overall convergence to a solution of (4). Since the stepsize can be any positive number, replace ρ k i with ρ k i /α k i for some α k i ∈ (0, 1) and rewrite (17) as
The reason for this reparameterization will become apparent below.
In this paper T i is not a generic maximal-monotone operator but is structured. In particular: T i = A i + B i with B i being cocoercive and A i maximal-monotone. For T i in this form, computing the resolvent exactly may be impossible, even when the resolvent of A i is available. With this structure, x k i in (18) satisfies:
whereB
Consider the generic monotone inclusion problem of finding x ∈ H i which satisfies (19):
This is a monotone inclusion where A i is maximal andB i is cocoercive thus one can apply the forward-backward (FB) method [4, Theorem 26 .14] to find its solution. Consider one iteration of FB initialized at x k−1 i with stepsize ρ k i applied to the inclusion (20):
Formula (21) is exactly the update (14) proposed in this paper. It is in fact one iteration of FB initialized at the previous point x k−1 i applied to the subproblem of computing the resolvent in (18) . Prior versions of projective splitting require computing this resolvent either exactly or to within a certain relative error criterion, which may be costly. In contrast in this paper the proposed procedure gets away with just one iteration of FB applied to computing the resolvent.
If one were to apply the FB method to solve (20) , the stepsize constraint would be
Dividing both sides by ρ k i and rearranging this yields the requirement that ρ k i < (2 − α k i )/L i which is weaker than our actual requirement:
However it is not suprising that we have a stronger requirement on the stepsize as our analysis follows a different route. We are not simply running enough iterations of FB until we are "close enough" to a solution of (20) . Nevertheless, the interpretation of our update as one iteration of FB applied to computing the resolvent in (18) does provide some intuition into why the scheme might work.
3 The Algorithm
Main Assumptions Regarding Problem (2)
Our precise assumptions regarding (2) are as follows: Assumption 1. Problem (2) conforms to the following:
1. H 0 = H n and H 1 , . . . , H n−1 are real Hilbert spaces.
For
Additionally each A i is maximal.
. . , n − 1 is linear and bounded. (2) has a solution meaning that the set S defined in (7) is nonempty.
Problem
In order to apply a separator-projector algorithm, the target set must be closed and convex. Establishing this for S is very similar to in our previous work [17] . Lemma 1. Suppose Assumption 1 holds. The set S defined in (7) is closed and convex.
Proof. By [4, Cor. 20.28 Recall that we use p = (z, w) = (z, w 1 , . . . , w n−1 ) for a generic point in H, the collective primal-dual space. For H, we adopt the following (standard) norm and inner product:
Lemma 2. Let ϕ k be defined as in (8) . Then:
2. With respect to inner product ·, · on H, the gradient of ϕ k is
Proof. Lemma 4 of [17] .
Algorithm Overview
Algorithms 1-2 define the main method proposed in this work. It produces a sequence of primal-dual iterates p k = (z k , w k 1 , . . . , w k n−1 ) ∈ H and also w k
The main part of the method including our innovative one-forward-step update is defined in Algorithm 1. This algorithm shows how to update the points (x k i , y k i ) used to define the separating affine function ϕ k in (8) .
The subfunction projectToHplane is defined in Algorithm 2. This function takes care of projecting the current primal-dual iterate p k onto the separating hyperplane defined by {p | ϕ k (p) = 0} and is the same set of calculations as was used in our previous work [17] . We must stess that the computations in projectToHplane are all straightforward and of relatively low complexity. They consist of matrix multiplies by G i , inner-products, norms, and sums of scalars. In particular, there are no potentially-difficult minimization problems involved here. For example, if all of the matrices are the identity: G i = I and H i = R d for i = 1, . . . , n, then the computational complexity of running projectToHplane is O(nd).
Overall, algorithms 1-2 are the same as Algorithm 2 of [17] except to update (x k i , y k i ) it uses the new procedure given in (14)- (16) . It also doesn't feature asynchrony and blockiterativeness (incremental-ness), which will be considered in a follow-up paper. The method has the following parameters: {ρ k i , α k i } k∈N for i = 1, . . . , n, {β k } k∈N which are relaxation constants for the projection onto the hyperlane, and γ > 0 which allows for the projection to be done in a slightly more general primal-dual metric than (22) . Precise assumptions on these paramters are given in assumptions 2-3.
Algorithm 1: One-Forward-Step Projective Splitting: Exploiting cocoercivity
Input:
return (0, x n , y 1 , . . . , y n−1 )
There
To satisfty (24) without forcing ρ k i = 0 requires that α k i < 1 for all i s.t. L i > 0. However if B i x = v i for all x ∈ H i , meaning that B i is a trivial constant-valued operator, then we only require that there exists ρ i ≥ ρ i s.t. ρ k i ≤ ρ i for all k ≥ 1. In this case we allow α k i ≤ α i ≤ 1. Finally for all k ≥ 1, α k i and ρ k i are chosen to satisfy
If α k i = α i is fixed then (23) is satisfied by any c α ≥ 1 − α i . Furthermore (25) would then be guaranteed by choosing ρ k+1 i ≤ ρ k i . However for fixed α k i , (25) allows the stepsize to increase by some factor times the previous stepsize.
In Section 5 a backtracking linesearch technique will be introduced to avoid the explicit upper bound restriction in (24) . This may be useful when L i is unknown or conservative.
Separator-Projector Properties
Lemma 3 details the key results for Algorithm 1-2 coming from the fact that it is actually an instance of a seperator-projector algorithm. While these properties alone do not guarantee convergence, they are key to all of the arguments that follow. 2. If the algorithm never terminates via line 9,
3. If the algorithm never terminates via line 9 and there exists M ≥ 0 s.t. ∇ϕ k ≤ M for all k ≥ 1, then lim sup k→∞ ϕ k (p k ) ≤ 0.
Proof. The proof of these results is in our previous work [17] . Note that the algorithm studied there has a different way of updating the pairs: (x k i , y k i ), but uses the same general projective splitting framework as given in the subfunction: projectToHplane. Note also that [17] establishes the results in a more general setting allowing asynchrony and blockiterativeness. With that said, parts 1-2 are proved in lemmas 2 and 6 of [17] . Part 3 can be found in Part 1 of the proof of Theorem 1 in [17] .
Main Proof
The Strategy
The strategy will be to establish (26) below. If this can be done, then weak convergence to a solution follows part 3 of Theorem 1 in [17] . Lemma 4 can be understood intuitively as follows. Define the quantity:
it follows that (z k , w k ) ∈ S and z k solves (4). Thus k can be thought of as the "residual" of the algorithm which measures how far it is from finding a point in S and a solution to (4) . In finite dimensions, it is fairly trivial to show that if k → 0, (z k , w k ) must converge to some element of S. This can be done using Fejér monotonicity [4, Theorem 5.5] combined with the fact that the graph of a maximal-monotone operator in a finite-dimensional Hilbert space is closed [4, Proposition 20.38 ]. However in the general Hilbert space setting the proof is more delicate, since the graph of a maximal-monotone operator is not in-general closed in the weak-toweak topology [4, Example 20.39 ]. Nevertheless the overall result was established in the general Hilbert space setting in part 3 of Theorem 1 of [17] which is itself an instance of [1, Proposition 2.4 ] (see also [4, Proposition 26.5] ).
In order to show (26) we begin by establishing boundedness of x k i and y k i . This yields boundedness of the gradients ∇ϕ k and hence the result: lim sup ϕ k (p k ) ≤ 0 by Lemma 3. Next we establish an "ascent lemma" for ϕ i,k (z k , w k i ). This will allow us to relate
). Eventually this will allow us to establish that lim inf k ϕ k (p k ) ≥ 0 and hence that ϕ k (p k ) → 0. This, in turn will lead to an argument that y k i − w k i → 0. The proof that G i z k − x k i → 0 will then follow fairly elementary arguments. The primary innovations of the upcoming proof are the ascent lemma for ϕ i,k (z k , w k i ) and the way that it is used in Lemma 13 to establish ϕ k (p k ) → 0 and y k i − w k i → 0. This is a significant deviation from previous analyses in the projective splitting family. In previous work, the strategy was to show that
for a constant C > 0, which when combined with the fact that lim sup ϕ k (p k ) ≤ 0 implies (26) . In contrast, in this algorithm we cannot establish this and in fact ϕ k (p k ) may be negative. Instead we relate ϕ k (p k ) to ϕ k−1 (p k−1 ) to show that the separation improves at each iteration in a way which still leads to overall convergence.
Some Basic Results
We begin by stating three elementary results on sequences. They are proved in the appendix. Afterwards we state a basic and well-known nonexpansivity property for forward steps with cocoercive operators. Then a k is bounded.
Proof. Appendix A.1.
Then a k → 0.
Proof. Appendix A.2. 
Then lim inf r k ≥ 0.
Proof. Appendix A.3.
Proof. Squaring the left hand side of (27) yields
Boundedness
In Lemmas 9-16 below, assumptions 1, 2, and 3 are in effect. Furthermore in these lemmas we assume that Algorithm 1 never terminates via line 9 so that it produces an infinite sequence of iterates. To save space, we will not state this in each Lemma.
Lemma 9. For i = 1, . . . , n, x k i and y k i are bounded. Proof. Fix i ∈ {1, . . . , n} and k ≥ 1. Since (2) has a solution, the domain of A i must be nonempty. Therefore we can pick a pointθ i ∈ dom(A i ) andâ i ∈ A iθi . Sincê
Therefore for k ≥ 1 using lines 3-4 of Algorithm 1 and (28) Proof. By Lemma 2:
which is bounded by the same two lemmas. The fact that lim sup k ϕ k (p k ) ≤ 0 now follows from Lemma 3.
Using the boundedness results we can derive the following simple bound relating ϕ i,k−1 (z k , w k i ) to ϕ i,k−1 (z k−1 , w k−1 i ).
Lemma 11. There exists M 1 , M 2 ≥ 0 such that for all k ≥ 2
Proof. We write
where the inequality is simply Cauchy-Schwarz and 
An "Ascent Lemma" for the Hyperplane
We now prove the key ascent lemma which is vital for establishing the first requirement of Lemma 4: y k i − w k i → 0. It shows that, while the one-forward-step update does not find a separating hyperplane at each iteration, it does improve the separation in a certain sense.
Lemma 12. For all k ≥ 2, i = 1, . . . , n:
Proof. Throughout the proof, i ∈ {1, . . . , n} and k ≥ 2 are fixed. Lettingŷ k i = a k i + b k−1 i , lines 3-4 of Algorithm 1 can be written as
Adding G i z k to both sides yields
Substituting this into the expression for ϕ i,k (z k , w k i ) yields
We now focus on the second term on the r.h.s. of (34). Assume for now that L i > 0 (we will deal with the case where L i = 0 below). We write (for k ≥ 2)
In the inequality above we used the monotonicity of A i and L −1 i -cocoercivity of B i (recall that a k i ∈ A i x k i and b k i ∈ B i x k i for k ≥ 1). Substituting this back into (34) and moving the ϕ i,k (z k , w k i )-term to the other side yields
We can use (33) here once again in the third term on the r.h.s to write
Substituting this back into (37) yields
Now we will use the identity: a, b = 1 2 a 2 + 1 2 b 2 − 1 2 a − b 2 on both inner products in the above expression as follows:
where we have usedŷ
Using (40)-(41) in (39) and simplifying yields
Now the coefficient of a k i − a k−1 i 2 is nonnegative so this term can be lower-bounded by 0. The coefficient of b k i − b k−1 i 2 is also nonnegative by (24) of Assumption 3, so this term can also be lower-bounded by 0. Doing this and dividing through by α k i yields
from which (32) follows by (25) in Assumption 3. Finally we deal with the case where L i = 0 which implies that
The analysis is the same up to (34). In this case b k i = v i for all k ≥ 2 so instead of (36) we may deduce from (35) that
= v i is constant we also have that
for all k ≥ 1. Thus instead of (37) in this case we have the simpler
The term:
in (44) is dealt with in the same way as it was in (37): by substituting in (33). This now leads via (38) to
Once again using a, b = 1 2 a 2 + 1 2 b 2 − 1 2 a − b 2 on the last term above yields
Lower-bounding the y k i − y k−1 i 2 -term by 0 and rearranging this yields
Using (25) this implies (32). Note that in the analysis for the case where L i = 0, (24) is not required. In particular, ρ k i need not satisfy any upper bound in this part of the analysis and α k i may equal 1 without forcing ρ k i to be 0. That being said, in Lemma 9 to establish boundedness of x k i we required that ρ i ≤ ρ k i ≤ ρ i for some fixed ρ i ≥ ρ i > 0 and in Lemma 13 below we will require that ρ k i ≥ ρ i > 0.
Using the Ascent Lemma
Lemma 13. For i = 1, . . . , n: y k i − w k i → 0. Furthermore ϕ k (p k ) → 0. Proof. Fix an i ∈ {1, . . . , n}. First note that for k ≥ 2 
Now let
Using (46) 
Note that ρ k i is bounded, α k i is bounded away from 0, G i is bounded, z k − z k−1 → 0, and w k i − w k−1 i → 0 by Lemma 3. Thus e k i → 0. Since 0 < α i ≤ α k i ≤ 1, we may apply Lemma 7 to (50) with τ k = 1−α k i and τ = 1−α i < 1 which yields lim inf r k i ≥ 0. Therefore
On the other hand lim sup ϕ k (p k ) ≤ 0 by Lemma 10. Therefore using (49) and (52)
Therefore lim k ϕ k (p k ) = 0. This along with the fact that lim inf k i r k i ≥ 0 implies that for i = 1, . . . , n, lim sup k {(ρ k+1
Finishing the Proof
We have proved the first requirement of Lemma 4: that y k i − w k i → 0 for all i ∈ {1, . . . , n}. We now establish the second requirement: that G i z k − x k i → 0. In the upcoming lemmas we use the expression:ŷ k i = a k i + b k−1 Theorem 1. Suppose assumptions 1-3 hold. If Algorithm 1 terminates at line 9, then its final iterate is a member of the extended solution set S. Otherwise, the sequence {(z k , w k )} generated by Algorithm 1 converges weakly to some point (z, w) in the extended solution set S of (2) defined in (7) . Furthermore, x k i G iz and y k i w i for all i = 1, . . . , n − 1, x k n z, and y k n − n−1 i=1 G * i w i . Proof. For the finite termination result we refer to Lemma 5 of [17] . Otherwise we may defer to Lemma 4.
Backtracking Linesearch
For i s.t. L i > 0, the upper bound condition ρ k i ≤ 2(1 − α k i )/L i on the stepsize is required to prove convergence of Algorithm 1-2. However, it may be difficult to ensure this is satisfied if the cocoercivity constant is difficult to estimate. It may also be the case that the cocoercivity constant, being a global constant, is conservative in the domain of the operator containing the iterates of the algorithm at any given time, which can lead to pessimistically small stepsizes. For these reasons we develop a backtracking linesearch technique in this section.
Algorithm 3 is the same as Algorithm 1 but with a backtracking procedure in place of the one-forward-step calculation. The backtracking procedure is done in the function backTrack which is described in Algorithm 4. The function projectToHplane is used as before and we refer to its definition in Algorithm 2.
Algorithm 3: One-Forward-Step Projective Splitting with backtracking
Input: (z 1 , w 1 ) ∈ H. For i = 1, . . . , n:
For simplicity we assume that backtracking is to be used for all i = 1, . . . , n, but one can of course use stepsizes conforming to Assumption 3 for some subset of {1, . . . , n} and backtracking for the rest. Also for those i ∈ {1, . . . , n} s.t. L i = 0, backtracking is unnecessary and the algorithm may use any bounded sequence of stepsizes ρ k i subject to (25) . Letρ k i be the initial trial stepsize used in the backtracking linesearch while ρ k i is the stepsize which satisfies the backtracking conditions and is returned by function backTrack. In other words ρ k i is the value ofρ j i s.t. x j i −θ i ≤ C 1 and C 2 ≥ C 3 causing Algorithm 4 to return via line 14 and is thus the actual stepsize used to compute the current (x k i , y k i ).
Algorithm 4: Backtracking procedure
Global Variables for Function:
The sequenceρ k i are parameters to be set by the user. The user must also supply points (θ i ,ŵ i ) ∈ gra T i for those i = 1, . . . , n s.t. backtracking is being used. For i = 1, . . . , n, the initial trial stepsizesρ k i and averaging parameters α k i satisfy for k ≥ 2:ρ
There exists ρ i > 0 s.t.ρ k i ≤ ρ i for all k ≥ 1. Furthermore, either there exists ρ i > 0 s.t.
or
If α k i is fixed, the condition (61) may be used to trial a larger stepsize than the one discovered by the backtracking linesearch at the previous iteration. Proof. Finite convergence is proved as before. We assume the algorithm produces an infinite sequence of iterates. Lemmas 3-4 clearly also apply to Algorithm 3.
Our strategy is as follows. First we establish that the stepsizes ρ k i resulting from the backtracking linesearch are bounded from above and below. Then we show how the existing arguments in lemmas 9 and 12 can be slightly modified to include the backtracking linesearch. Finally, the proofs of lemmas 10-11 and 13-16 are unchanged.
We first prove that the discovered stepsize: ρ k i can be lower-bounded away from 0. Fix i ∈ {1, . . . , n} s.t. L i > 0 and k ≥ 1. (Recall that for L i = 0 the operator B i must be a trivial constant-valued operator: B i x = v i ∈ H i for all x ∈ H i and backtracking is unnecessary. In other words, the backtracking procedure terminates in a single iteration). Assume we are at sub-iteration j ≥ 1 of the loop beginning on line 3 of the backtracking procedure which has been called on Line 5 of Algorithm 3. By repeating the arguments in Lemma 12 leading to (42) we can derive the following analog of (42) using the notation of Algorithm 4 and lower-bounding the term involving a k+1 i − a k i by 0:
which is equivalent to
Now (64) holds for any stepsizeρ j i so ifρ j i ≤ 2(1 − α i )/L i then the final term in (64) must be nonnegative implying that C 2 ≥ C 3 .
Similarly we can derive the following analog of (29) using the notation of Algorithm 4:
Thus ifρ j i ≤ 2(1 − α i )/L i then (65) implies the appropriate analog of (30), which is just:
Putting these together, the "discovered" stepsize ρ k i returned on line 14 of the backtracking linesearch must satisfy (for all k ≥ 1)
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Now if (62) is enforced then we immediately conclude that
On the other hand if (63) is enforced then we argue that for k ≥ 2
where the second inequality uses (63), the third inequality recurses, and the final inequality is just (66) for k = 1. Thus we have established that ρ k i is bounded from below. On the other hand, by Assumption 4,ρ k i ≤ ρ i , and since ρ k i ≤ρ k i , ρ k i ≤ ρ i . Since x k i −θ i ≤ C 1 when the backtracking linesearch terminates, (30) holds as written. Therefore (31) holds, thus Lemma 9 holds as the stepsizes are bounded from below. Therefore, lemmas 10-11 hold.
Since C 2 ≥ C 3 when the backtracking linesearch terminates, (43) holds as written. Since ρ k i ≤ρ k i , (61) implies (25) . Therefore Lemma 12 holds. Since we have establised Lemma 12 and the boundedness of the stepsizes, the proof of lemmas 13-16 is unchanged. Therefore the results of Theorem 1 are established for Algorithm 3.
Numerical Experiment: Portfolio Selection
We consider a numerical experiment in python (numpy) on the following optimization problem:
where Q 0, r > 0, and m ∈ R d + . This optimization model arises in Markowitz portfolio theory. We chose this particular problem because it features two constraint sets (a hyperplane and the simplex) for which it is easy to project onto each individually but hard to project onto their intersection. This makes it difficult to apply first-order methods such as ISTA/FISTA [5] as they can only handle one constraint. On the other hand projective splitting can handle an arbitary number of constraints. The most applicable operator splitting method beyond projective splitting for this problem is three operator splitting [12] and its backtracking variant [25] . We consider a fairly large instance of this problem so that standard interior point methods (for example CVXPY) are not very competitive and the first-order methods are the best choice. Furthermore, backtracking varieties are preferable for large problems as they avoid the need to estimate the largest eigenvalue of Q.
A random instance of (67) is created as follows. We set d = 10, 000 so this is a relatively large instance of the problem. We generate a matrix Q 0 of size d × d with each entry drawn from N (0, 1). The matrix Q is then formed as Q 0 Q 0 which is guaranteed to be positivesemidefinite. A vector m of length d is generated with entries uniformly distributed between 0 and 100. The constant r is set to (1/2) d i=1 m i /d. We compare the two-forward-step projective splitting algorithm with backtracking we developed in [17] (ps2fbt) with the one-forward-step projective splitting algorithm with backtracking of this paper given in Algorithm 3 (ps1fbt). The adaptive three operator splitting algorithm of [25] (ada3op) is also compared (they use adaptive to mean "backtracking linesearch variant"). All methods are initialized at the same point: [1 1 . . . 1] /d, with the same initial trial stepsize of 1.
To convert (67) to a monotone inclusion we set A 1 = N C 1 where N C 1 is the normal cone of the simplex: C 1 = {x ∈ R d : d i=1 x i = 0, x i ≥ 0}. We set B 1 = 2Qx which is the gradient of the objective function and is cocoercive (and Lipschitz-continuous). Finally A 2 = N C 2 where C 2 = {x : m x ≥ r}. Note that the resolvents w.r.t. N C 1 and N C 2 (that is, the projections onto C 1 and C 2 ) are easily computed in O(d) operations. With this notation we write the monotone inclusion as finding z ∈ R d s.t.
which is an instance of (2) with n = 2 and G 1 = G 2 = I. The constraint qualification s.t. (67) and (68) are equivalent is merely that ri C 1 ∩ ri C 2 is nonempty [4, Cor. 27.6(b)] which is guaranteed by how we choose r. For ps1fbt and ps2fbt we set γ = 10 and ρ k 2 fixed to 0.1. The performance of these algorithms was sensitive to the choice of these parameters and they needed to be tuned. For both methods ρ k 1 is computed by backtracking with first initial guessρ 1 1 = 1 and after this the initial guess is set toρ k 1 = ρ k−1 1 . For the averaging parameters in ps1fbt we used α k 1 fixed to 0.1 and α k 2 fixed to 1 (which is allowed because L 2 = 0). The backtracking stepsize decrement factor δ = 0.9 for all three algorithms. For ps1fbt we setθ 1 = x 0 1 andŵ 1 = 2Qx 0 1 . The results of the experiment are plotted in Figure 1 . We ran each algorithm for 500 iterations. The optimal value F * was estimated by running ps1fbt for 1000 iterations and taking the final function value. We compare the function values of x k 1 computed by ps1fbt and ps2fbt and x t computed on Line 3 of [25, Algorithm 1] for ada3op. For this particular experiment, all three of these variables were feasible for all iterations, so we only compare the algorithms in terms of function value convergence. On the left we see a comparison of the three methods in terms of the number of iterations. The convergence rates of ps1fbt and ada3op are comparable and ps2fbt is slightly slower. However ps1fbt is doing less work than the other methods at each iteration. Since d is large and Q is a large dense matrix, multiplication by Q is the dominant computation at each iteration for each algorithm. While ps1fbt does a minimum of one forward evaluation of B 1 x = 2Qx at each iteration, ps2fbt must do two. ada3op must also do two: one to compute ∇F (z t ) on line 3 and one to compute F (x t+1 ) on line 4 of [25, Algorithm 1]. This difference is evident in the right plot in Figure 1 where we see that ps1fbt requires less than half as many Q-multiplies as the other methods Figure 1 : Results for solving (67): portfolio optimization. We compare three methods: 1. ps1fbt the method proposed here in Algorithm 3, 2. ps2fbt our two-forward-step method of [17] , 3. ada3op the adaptive three operator splitting method [25] . The left plots the relative optimality gap: (F (x) − F * )/F * where F * is the optimal value of the problem vs number of iterations. The right plots this against the number of "matrix multiplies": the number of times each algorithm multiplies a vector by Q. The wall-clock runtimes of the methods are: ps1fbt: 10.5 sec, ps2fbt: 16.25 sec, ada3op: 17.6 sec.
to reach a relative error of 10 −9 . This difference has an effect on the wall-clock running times which for 500 iterations 1 are: ps1fbt: 10.5 sec, ps2fbt: 16.25 sec, ada3op: 17.6 sec.
This experiment demonstrates that, by exploiting the cocoercivity of the operator B 1 , our new one-forward-step procedure outperforms the old two-forward-step procedure which only utilizes Lipschitz continuity. It also appears to outperform ada3op in terms of the number of Q-multiplies and subsequent wall-clock running time. We believe this is mostly because ada3op is obliged to check the value F (x t ) at each iteration and therefore must do two multiplies. However we should note that ada3op has the advantage that it has fewer tuning parameters than our method.
Fix > 0. Since b k → 0 we may choose M ≥ 0 large enough so that b m ≤ (1 − τ )/2 for all m ≥ M . We may also choose N sufficiently large that τ n A ≤ /2 for all n ≥ N . Now write the recursion, for all m ≥ M + 1 and n ≥ N a m+n ≤ τ n a m + n i=0 τ n−i b m+i−1 ≤ τ n a m + 1
Thus for all n sufficiently large a n ≤ . Since a n ≥ 0, this implies a n → 0.
A.3 Proof of Lemma 7
First since b k → 0 there exists B ≤ 0 s.t. b k ≥ B for all k ≥ 1. We now show that r k is bounded from below. Write
Fix > 0. Now since b k → 0, take M sufficiently large so that b m ≥ − (1 − τ )/2 for all m ≥ M . Furthermore pick N large enough so that τ n A ≥ − /2 for all n ≥ N . Then for all n ≥ N and m ≥ M write
Since is arbitary this implies that lim inf r k ≥ 0.
