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Abstract
Let F be the finite field G F(2n) of characteristic 2 and f a quadratic APN function on F . We construct a n(n−3)2 dimensional
subspace W f of F ∧ F , where F ∧ F is the alternative product of F , that is, the quotient space of the tensor product F ⊗ F of F
by the subspace ⟨x ⊗ x | x ∈ F⟩.
We denote by S the set of all subspaces W f constructed from quadratic APN functions f on F . We prove that a group G
isomorphic to GL(n, 2) acts on S and that there exists a one-to-one correspondence between the extended affine equivalence
classes of quadratic APN functions and the set of G-orbits on S. The correspondence above was first observed by Yoshiara in
Section 5 of Yoshiara (2010) and Edel (2011) and the author Nakagawa (2009).
Moreover we prove F∧F is isomorphic to F n−12 (for n odd) or F n2−1×G F(2 n2 ) (for n even) through an explicit isomorphism,
and we give practical forms of those subspaces which correspond to the Gold function f (x) = x2k+1 where gcd(n, k) = 1 and
to the function f (x) = x3 + Tr(x9), viewed as subspaces of F n−12 (for n odd) or F n2−1 × G F(2 n2 ) (for n even) (see Section 6 in
Yoshiara, 2010).
We estimate the number of solutions of linear equations x2
e+1 + αx2e + βx2 + (α + β + 1)x = 0 on G F(22e), and then
construct some quadratic APN functions.
c⃝ 2015 Kalasalingam University. Production and Hosting by Elsevier B.V. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction
The importance of functions over finite fields with high nonlinearity is well-known for their applications
to cryptography. Almost perfect nonlinear functions (APN functions) on G F(2n) have been studied by many
mathematicians since their introduction 20 years ago [1]. They allow building substitution boxes for block ciphers.
On the other hand, such functions are known to have strong connections with finite geometries, namely finite affine
planes in the case of odd characteristic and dimensional dual hyperovals in the case of characteristic 2.
The reader interested in the relation between quadratic APN functions and dimensional dual hyperovals is invited
to read [2–5]; and to see [6–8] for the relation between quadratic APN functions and bilinear dimensional dual
hyperovals.
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A function f on F := G F(2n) is called differentially δ-uniform if, for every a, b ∈ F such that a ≠ 0:
N f (a, b) = ♯{x ∈ F | f (x + a)+ f (x) = b} 5 δ.
It is APN if δ = 2. Note that N f (a, b) is even since if x is a solution of f (x + a) + f (x) = b then x + a is also a
solution of this equation.
If f is linear, then N f (a, b) = 2n for f (a) = b. Hence, APN functions are those functions which are the most
far from linear functions in view of this parameter. Another viewpoint is by considering the Hamming distance. The
so-called nonlinearity of f equals the minimum Hamming distance between the component functions Tr(b f (x)) of
f , where b is non-zero in F and Tr is the trace mapping from F onto G F(2), defined as Tr(x) = n−1i=0 x2i , and
affine functions from F to G F(2). See [9–12] for more information on the nonlinearity of functions over finite fields
of characteristic 2.
A function f is quadratic if B f (x, y) is a bilinear function from F × F to F where
B f (x, y) = f (x + y)+ f (x)+ f (y)+ f (0).
We have that f is quadratic if and only if f (x+ y+z)+ f (x+ y)+ f (y+z)+ f (z+x)+ f (x)+ f (y)+ f (z)+ f (0) =
0 for any x, y, z ∈ F .
The notions of APN functions and of quadratic functions on F are generalized to functions from F to a G F(2)-
vector space R by the same definitions as above.
Two functions f and g on F are called extended affine (EA) equivalent if there exist affine bijections L and ℓ
(that is, linear bijections added with a constant) and an affine function A on F such that
g(x) = L( f (ℓ(x)))+ A(x).
The tensor product F ⊗ F of F is defined as the quotient space F ⊗ F = Z/Z0 where Z is the vector space of finite
linear combinations of the symbols (u, v)where u, v ∈ F and Z0 is the subspace generated by the linear combinations
of the form
(u + u′, v)− (u, v)− (u′, v), (u, v + v′)− (u, v)− (u, v′), (au, v)− a(u, v), (v, av)− a(u, v)
for all u, u′, v, v′ ∈ F and a ∈ G F(2). Then (u, v)+ Z0 is denoted by u ⊗ v.
We choose a basis {e1, e2, . . . , en} of F over G F(2). Let F ⊗ F be the tensor product of F and M be a subspace
generated by {x ⊗ x | x ∈ F}. The quotient space (F ⊗ F)/M is denoted by F ∧ F (the associated alternative product
of F) and x ⊗ y + M is denoted by x ∧ y. Then the mapping (x, y) → x ∧ y from F × F into F ∧ F is bilinear,
x ∧ x = 0 for any x in F , therefore x ∧ y = y ∧ x for any x ∈ F and any y ∈ F . Moreover {ei ∧ e j | 1 ≤ i < j ≤ n}
is a basis of F ∧ F .
Elements of the form x ∧ y for x, y ∈ F are named pure vectors in F ∧ F after the term of pure tensors in F ⊗ F
and a subspace of F ∧ F which contains no nontrivial pure vector at all is called non-pure subspace. The set of
r -dimensional non-pure subspaces of F ∧ F are denoted by SN pr (F ∧ F).
We put G := GL(F) which is isomorphic to GL(n, 2). Let g be an element of G. We define a linear function g
on F ∧ F by
g
 
15i< j5n
ai, j (ei ∧ e j )
 = 
15i< j5n
ai, j (g(ei ) ∧ g(e j )).
Then the group G := {g | g ∈ G} acts on F ∧ F as a linear group and then G preserves the set of pure vectors of
F ∧ F , hence G acts on SN pr (F ∧ F) for 0 5 r < n(n−1)2 . We note that G is isomorphic to G.
Two subspaces W1,W2 ∈ SN pr (F ∧ F), are called G-equivalent ifg(W1) = W2 for an element g in G.
One of our purposes is to prove that there exists a one-to-one correspondence between EA-equivalent classes of
quadratic APN functions on F and G-equivalent classes of n(n−1)2 − n = n(n−3)2 dimensional non-pure subspaces of
F ∧ F . This correspondence has already addressed at several meetings by Satoshi Yoshiara, Yves Edel and author
though the full details are not available in the literature [13–15,4,16,17]. This is addressed in Section 2.
In general it is not easy to determine the number of solutions of a linear equation
m
i=0 ai x2
i = 0 by means of
conditions on the coefficients ai (0 5 i 5 m). In Section 3, we first address linear equations of degree 4. Now the
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first of other purposes is to determine the number of solutions of the equation x4 + ax2 + bx = 0 by conditions using
a and b and the second is to determine the number of solutions of the following equation on G F(22e)
x2t + αx t + βx2 + (α + β + 1)x = 0, where t = 2e,
and to construct several APN functions as the application of the above result. These are addressed in Section 3.
In fact, the functions f (x) and g(x) in Theorem 6 are EA-equivalent to Gold functions x2
e−1+1 and x3 respectively
(see 4.2 in Section 4). As for f (x), this fact was pointed out by Lilya Budaghyan [18].
Moreover the function f (x) in Theorem 7 is EA-equivalent to a Gold function x2
e+1+1 if the order of u is not 3.
This fact is also proved at 4.2 in Section 4.
Non-pure subspaces of F
n
2−1 × G F(2 n2 ) corresponding to f (x) and g(x) in Theorem 6 and f (x) in Theorem 7
are addressed in Section 4.
Expressions of quadratic APN functions on F which are EA-equivalent to the Gold functions are also addressed in
Section 4.
2. Quadratic APN functions on GF(2n) and n(n−3)2 dimensional non-pure subspaces of GF(2
n) ∧ GF(2n)
Set F = G F(2n). we suppose that 3 5 n in this section.
Let f be a quadratic APN function on F and ϕ f be a homomorphism from F ∧ F to F defined by ϕ f (x ∧ y) =
B f (x, y) for any x, y ∈ F . For a fixed element y ∈ F \ {0}, we denote {B f (x, y)|x ∈ F} by Hy . Then Hy is a
hyperplane of F because a mapping x → B f (x, y) is linear on F and f is an APN function. S. Yoshiara proved
that Hy ≠ H1 for an element y ∈ F \ {0} if 3 5 n. See Proposition 2.2 in [4]. Therefore F is generated by
{B f (x, y)|x, y ∈ F}. Thus ϕ f is surjective from F ∧ F to F . Set W f = Ker(ϕ f ) where Ker(ϕ f ) denotes the kernel
of ϕ f .
Lemma 1. Let f be a quadratic APN function on F. Then W f is
n(n−3)
2 dimensional non-pure subspace of F ∧ F.
Proof. The dimension of W f is
n(n−3)
2 since ϕ f is surjective from F ∧ F to F . Suppose that x∧ y ∈ W f for x, y ∈ F .
Then ϕ f (x ∧ y) = B f (x, y) = 0, which means that f (x + y)+ f (x) = f (y)+ f (0). Then x = 0 or y = 0 or x = y,
since f is APN. Therefore x ∧ y = 0. Hence W f is a non-pure subspace of F ∧ F . 
Lemma 2. Let f and g be quadratic APN functions on F. If f is EA-equivalent to g, then W f is G-equivalent to Wg .
Proof. Case (1) Suppose that g = f ◦ ℓ where ℓ is an isomorphism on F . Take any u = 15i< j5n ui, j (ei ∧ e j ) ∈
Wg . Then 0 = ϕg(u) = 15i< j5n ui, j Bg(ei , e j ) = 15i< j5n ui, j (g(ei + e j ) + g(ei ) + g(e j ) + g(0)) =
15i< j5n ui, j ( f (ℓ(ei ) + ℓ(e j )) + f (ℓ(ei )) + f (ℓ(e j )) + f (0)) =

15i< j5n ui, j B f (ℓ(ei ), ℓ(e j )) = ϕ f (ℓ(u)).
Thereforeℓ(u) ∈ W f , which impliesℓ(Wg) = W f .
Case (2) Suppose that g = L ◦ f where L is an isomorphism on F . Then it holds that ϕg(u) = L(ϕ f (u)), and hence
Wg = W f .
Case (3) Suppose that g(x) = f (x) + c, x ∈ F , where c is a constant element, c ∈ F . For u ∈ Wg ,
ϕg(u) = 15i< j5n ui, j (g(ei + e j ) + g(ei ) + g(e j ) + g(0)). Hence, ϕg(u) = 15i< j5n ui, j [( f (ei + e j ) + c) +
( f (ei )+ c)+ ( f (e j )+ c)+ ( f (0)+ c)] =15i< j5n ui, j B f (ei , e j ) = ϕ f (u). Therefore Wg = W f .
Case (4) Suppose that g(x) = f (x + c), x ∈ F , where c is a constant element, c ∈ F . Then we have
g(ei + e j )+ g(ei )+ g(e j )+ g(0) = f (ei + e j + c)+ f (ei + c)+ f (e j + c)+ f (0+ c)
= f (ei + e j )+ f (ei )+ f (e j )+ f (0)
since f is quadratic. Thus ϕg(u) = ϕ f (u) for any u ∈ F ∧ F and Wg = W f .
Case (5) Suppose that g = f + h where h is a linear function on F . Then we have
g(ei + e j )+ g(ei )+ g(e j )+ g(0) = f (ei + e j )+ h(ei + e j )+ f (ei )+ h(ei )
+ f (e j )+ h(e j )+ f (0)+ h(0)
= f (ei + e j )+ f (ei )+ f (e j )+ f (0).
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Thus ϕg(u) = ϕ f (u) for any u ∈ F ∧ F and Wg = W f . Therefore the proof of Lemma 2 is completed. 
We consider a function b from F to F ∧ F defined by
b

n
i=0
xi ei

=

15i< j5n
xi x j (ei ∧ e j ).
We call b the universal quadratic function from F to F ∧ F with respect to a basis {ei |1 5 i 5 n}.
Lemma 3. The universal quadratic function b is a quadratic APN function from F to F ∧ F.
Proof. Put x =ni=1 xi ei , y =nj=0 y j e j for x, y ∈ F .
Bb(x, y) = b(x + y)+ b(x)+ b(y)+ b(0) =

05i< j5n
xi x jyi y j
 (ei ∧ e j ).
Therefore Bb(x, y) is a symmetric bilinear mapping from F to F ∧ F . Thus, b is a quadratic.
Next take a =ni=1 ai ei ∈ F such that a ≠ 0. Consider that an equation b(x + a)+ b(x) = b(a)+ b(0). Then
05i< j5n
xi x jai a j
 (ei ∧ e j ) = 0
because of b(0) = 0.
Since {ei ∧ e j |1 5 i < j 5 n} are linearly independent, we have
xi x jai a j  = 0 for all i, j such that 0 5 i < j 5 n.
Thus x = 0 or x = a and b is an APN function. 
We remark that, given two basis E and U of F , the universal quadratic function with respect to E = {ei |1 5 i 5 n}
is EA equivalent to the universal quadratic function with respect to U = {ui |1 5 i 5 n}.
APN functions are interesting when they are (n, n)-functions, namely functions from G F(2n) to G F(2n). As b
takes its values in F ∧ F , which is much larger than its domain F , it may seem weak that b is APN. However,
we can deduce an APN (n, n)-function for b. Let W be a n(n−3)2 dimensional non-pure subspace of F ∧ F . Since
dim((F ∧ F)/W ) = n, there is an isomorphism, say η, from (F ∧ F)/W to F . We consider then the function fW
on F defined by fW = η ◦ ϕW ◦ b where ϕW is the natural homomorphism from F ∧ F to (F ∧ F)/W and b is the
universal quadratic function with respect to {ei |1 5 i 5 n} of F . We note that fW depends on the given isomorphism
η and a basis {ei |1 5 i 5 n}.
Lemma 4. The function fW defined above is a quadratic APN function on F.
Proof. The function fW is quadratic because b is quadratic and η and ϕW are linear. Fix a = ni=1 ai ei ∈ F such
that a ≠ 0. Consider an equation fW (x + a) + fW (x) = fW (a) + fW (0). Then fW (x + a) + fW (x) + fW (a) = 0
because of fW (0) = 0. Moreover, since
b(x + a)+ b(x)+ b(a) =

05i< j5n
xi x jai a j
 (ei ∧ e j ) = a ∧ x,
we have B fW (x, a) = η◦ϕW (a∧x) = 0. Therefore a∧x ∈ Ker(ϕW ) = W . However since W is a non-pure subspace,
a ∧ x = 0, which means x = 0 or x = a. Thus fW is APN. 
Lemma 5. Let W and U be n(n−3)2 dimensional non-pure subspaces of F ∧ F. If W and U are G-equivalent, namelyg(W ) = U for some g ∈ G, then fW = η ◦ ϕW ◦ b and fU = η′ ◦ ϕU ◦ b′ are EA-equivalent, where b and b′ are the
universal quadratic functions with respect to {ei |1 5 i 5 n} and {g(ei )|1 5 i 5 n} respectively, η is an isomorphism
from (F ∧ F)/W to F and η′ is an isomorphism from (F ∧ F)/U to F.
Proof. We define the isomorphismψ from (F∧F)/W to (F∧F)/U byψ(u+W ) = g(u)+g(W ). Then fU (g(x)) =
η′ ◦ϕU ◦b′(g(x)) = η′ ◦ϕU ◦g ◦b(x) = η′ ◦ψ ◦ϕW ◦b(x) = η′ ◦ψ ◦η−1((η ◦ϕW ◦b)(x)) = η′ ◦ψ ◦η−1 ◦ ( fW (x))
because of ϕU ◦g = ψ ◦ ϕW . Thus fU ◦ g = (η′ ◦ ψ ◦ η−1) ◦ fW and hence fW and fU are EA-equivalent. 
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Lemma 6. (1) Suppose that f is a quadratic APN function on F. Then f is EA-equivalent to fW f = η ◦ ϕW f ◦ b for
a suitable isomorphism η.
(2) Suppose that W is a n(n−3)2 dimensional non-pure subspace of F ∧ F. Then W is G-equivalent to W fW .
Proof. (1) We set a function p to be p = f + fW f . Since fW f = η ◦ ϕW f ◦ b,
p(x + y)+ p(x)+ p(y) = B f (x, y)+ η(x ∧ y + W f ).
We define the isomorphism ϕ¯ f from (F∧F)/W f to F by ϕ¯ f (x∧y+W f ) = B f (x, y). Then p(x+y)+ p(x)+ p(y) =
(ϕ¯ f + η)(x ∧ y + W f ). Now if we take ϕ¯ f as an isomorphism η, then p is linear and, therefore, f and fW f are EA-
equivalent.
We also obtain that f and η′ ◦ϕW f ◦b are EA-equivalent for any isomorphism η′ from (F∧F)/W f to F by putting
η′ = g ◦ ϕ¯ f for some isomorphism g of F in the above argument.
(2) By the definition of fW , we have fW (
n
i=1 xi ei ) = η(

15i< j5n xi x j (ei∧e j )+W )where η is an isomorphism
from (F ∧ F)/W to F . Take any element v = 15i< j5n ai, j (ei ∧ e j ) of W fW = Ker(ϕ fW ) where ϕ fW is the
linear function from F ∧ F to F defined by ϕ fW (x ∧ y) = B fW (x, y) = fW (x + y) + fW (x) + fW (y). Then
0 = ϕ fW (v) = ϕ fW (

15i< j5n ai, j (ei ∧ e j )) =

15i< j5n ai, j ( fW (ei + e j ) + fW (ei ) + fW (e j )) =

15i< j5n
ai, j (η(ei ∧ e j +W )) = η(15i< j5n ai, j (ei ∧ e j +W )). Therefore15i< j5n ai, j (ei ∧ e j +W ) is zero at the vector
space (F ∧ F)/W . Hence v =15i< j5n ai, j (ei ∧ e j ) ∈ W . Thus we have W fW = W . 
From Lemmas 1–6 we have the following theorem.
Theorem 1. There exists a one-to-one correspondence between the EA-equivalent classes of quadratic APN functions
on F and the G-equivalent classes of n(n−3)2 dimensional non-pure subspaces of F ∧ F where G = G F(F).
Let A(n, 2) be the set of n × n matrices A = (ai, j ) over G F(2) such that ai,i = 0 for 1 5 i 5 n and ai, j = a j,i
for 1 5 i < j 5 n. Then A(n, 2) is a vector space which is isomorphic to F ∧ F through the correspondence
Ei, j ←→ ei ∧ e j where Ei, j is the n × n matrix whose (i, j) entry and ( j, i) entry are 1 and other entries 0.
Let Alt(F) be the set of bilinear forms B over F × F with B(x, x) = 0 for any x ∈ F . Then we have
B(x, y) = B(y, x) for any x, y ∈ F and we call B an alternative bilinear form. It holds that Alt(F) is also a vector
space which is isomorphic to F ∧ F through the correspondence Bi, j ←→ ei ∧ e j , where
Bi, j (eh, ek) = δ{i, j},{h,k} and δ{i, j},{h,k} =

1 if {i, j} = {h, k}
0 otherwise
for 1 5 i < j 5 n. We define the isomorphism ϕ1 by ϕ1(Bi, j ) = ei ∧ e j for the correspondence above. Moreover
let Bℓ(F) be the set of bilinear forms over F × F and End(F) be the set of linear functions on F . Then both Bℓ(F)
and End(F) are vector spaces over G F(2) of dimension n2, and there exists an isomorphism ϕ2 from End(F) onto
Bℓ(F) defined by ϕ2(L) = B where B(x, y) = Tr(L(x)y) for any x, y ∈ F . We note that b(x, y) := Tr(xy) is a
non-degenerate bilinear form on F × F .
Let AltEnd(F) be the subspace of End(F) corresponding to Alt(F) through the above isomorphism ϕ2 between
End(F) and Bℓ(F). Then F ∧ F is isomorphic to AltEnd(F) as a vector space over G F(2). We also denote by ϕ2 the
isomorphism ϕ2 restricted to Alt(F).
The following theorem was proved by P. Delsarte and J. M. Goethals in [19].
Theorem 2. Let L be an element of AltEnd(F) where L(x) = n−1i=0 ai x2i . Then in the case n = 2r + 1 is an
odd number, it holds that a0 = 0 and a2n−ii = an−i for 1 5 i 5 r . Moreover in the case n = 2r is even,
a0 = 0, a2n−ii = an−i for 1 5 i 5 r − 1 and ar ∈ G F(2r ).
Conversely in both cases, linear functions of these forms belong to AltEnd(F).
By the above theorem, we have an isomorphism ϕ3 from Fr to AltEnd(F) defined by ϕ3((a1, a2, . . . , ar )) = L
where
L(x) = a1x2 + · · · + ar x2r + (ar x)2r+1 + · · · + (a1x)2n−1
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if n = 2r + 1 and
L(x) = a1x2 + · · · + ar−1x2r−1 + ar x2r + (ar−1x)2r+1 + · · · + (a1x)2n−1
if n = 2r . Then ϕ1ϕ2ϕ3 is an isomorphism from Fr (or Fr−1×G F(2r )) to F∧ F respectively for n = 2r+1 (or n =
2r).
The next argument is suggested by Satoshi Yoshiara. We will seek elements of Fr (or Fr−1 × G F(2r ))
corresponding to pure vectors of F ∧ F .
Take a non zero pure vector x ∧ y ∈ F ∧ F . Then there exists a basis {ei |1 5 i 5 n} of F such that x = e1,
y = e2. Let {e′i |1 5 i 5 n} be a dual basis of {ei |1 5 i 5 n} with respect to the trace mapping, namely
Tr(ei · e′j ) = δi, j (1 5 i, j 5 n). Then we obtain P Q = I where I is the identity matrix of degree n and
P =

e1 e
2
1 · · · e2
n−1
1
e2 e
2
2 · · · e2
n−1
2
...
...
. . .
...
en e
2
n · · · e2
n−1
n
 , Q =

e′1 e′2 · · · e′n
(e′1)2 (e′2)2 · · · (e′n)2
...
...
. . .
...
(e′1)2
n−1
(e′2)2
n−1 · · · (e′n)2
n−1
 .
Note that x ∧ y = e1 ∧ e2. Let L be a linear function of F corresponding to e1 ∧ e2 through the isomorphism ϕ1ϕ2
and set L(x) = a0x + a1x2 + · · · + an−1x2n−1 .
It holds that L(e1) = e′2, L(e2) = e′1 and L(ei ) = 0 for 3 5 i 5 n since Tr(L(e1)e2) = 1, Tr(L(e2)e1) = 1
and Tr(L(ei )e j ) = 0 for any i, j such that (i, j) ≠ (1, 2), (i, j) ≠ (2, 1). Therefore P(a0, a1, . . . , an−1)t =
(e′2, e′1, 0, . . . , 0)t where (x1, x2, . . . , xn)t is the transposed column vector of (x1, x2, . . . , xn). Thus we have
(a0, a1, . . . , an−1)t = Q(e′2, e′1, 0, . . . , 0)t .
Hence a0 = 0, a1 = e′1(e′2)2 + e′2(e′1)2, . . . , an−1 = e′1(e′2)2
n−1 + e′2(e′1)2
n−1
. We note that ψ defined by
ψ(ei ) = e′i (1 5 i 5 n) is an isomorphism of F and that a pure vector x ∧ y of F ∧ F corresponds to a vector
(ψ(x)ψ(y)2 +ψ(x)2ψ(y), ψ(x)ψ(y)4 +ψ(x)4ψ(y), . . . , ψ(x)ψ(y)2r +ψ(x)2rψ(y)) of Fr (or Fr−1 ×G F(2r )).
We denote by V (C) the vector space Fr (or Fr−1 × G F(2r )) isomorphic to F ∧ F through the isomorphism
ϕ1ϕ2ϕ3 according to n = 2r + 1 (or n = 2r), since it is the space represented by the coefficients of L(x), where
L ∈ AltEnd(F). Therefore we obtain the following proposition.
Proposition 1. Pure vectors of V (C) are
{(ab2 + a2b, ab4 + a4b, . . . , ab2r + a2r b) | a, b ∈ F}.
Let (a1, a2, . . . , ar ) be an element of V (C). We consider a linear equation on F
F0(a1, a2, . . . , ar ) =
r
i=1
n−1
t=0
αi,t a
2t
i
with respect to a1, a2, . . . , ar , where αi,t ∈ F(1 5 i 5 r, 0 5 t 5 n − 1). We denote a subspace of V (C) which
consists of elements (a1, a2, . . . , ar ) satisfying F0(a1, a2, . . . , ar ) = 0 by W (F0(a1, a2, . . . , ar ) = 0). We note that
the dimension of W (F0(a1, a2, . . . , ar ) = 0) is not necessarily n(n−3)2 .
It is proved in [19] that W (a1 = 0) is a non-pure subspace of V (C).
We will enumerate examples of non-pure subspaces of the dimension n(n−3)2 of V (C).
Example 1. Suppose that g.c.d.(n, k) = 1. Then W (ak = 0) is a non-pure subspace of V (C) and the dimension is
n(n−3)
2 .
We denote the pure vectors of V (C) by PV . Pick up an element u = (ab2i + a2i b)(15i5r) ∈ W (ak = 0) ∩ PV .
Then ab2
k + a2k b = 0 that is (a/b)2k−1 = 1 if a ≠ 0 and b ≠ 0. On the other hand (a/b)2n−1 = 1. However
it holds that g.c.d.(2n − 1, 2k − 1) = 1 since g.c.d.(n, k) = 1. Thus a/b = 1 which means that u = 0.
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Therefore W (ak = 0) is non-pure. Let f be a function on F corresponding to W (ak = 0) in Theorem 1. Then
B f (x, y) = f (x + y)+ f (x)+ f (y)+ f (0) corresponds to (0, xy2k + x2k y, 0)+ W (ak = 0) at V (C)/W (ak = 0)
for the pure vector (xy2
i + x2i y)(05i5r) up to EA-equivalent functions. Thus we have f (x) = x2k+1 which is well
known as a Gold function.
Example 2. W (a1 + Tr(a3) = 0) is a non-pure subspace of V (C) and the dimension is n(n−3)2 .
Pick up an element u = (xy2i + x2i y)(15i5r) ∈ W (a1 + Tr(a3) = 0) ∩ PV . If Tr(a3) = 0, then xy2 + x2 y = 0,
that is u = 0. If Tr(a3) = 1, then x2 y + xy2 = 1. Suppose that x ≠ 0, y ≠ 0. Then x2 y + xy2 = y3(t + t2) = 1
for x = t y. On the other hand, a3 = x8 y + xy8 = y9(t + t8) = y9((t + t2) + (t + t2)2 + (t + t2)4). Therefore
a3 = y9(y−3 + y−6 + y−12) = y6 + y3 + (t + t2). Thus Tr(a3) = 0, this is a contradiction. Hence x = 0 or y = 0.
Therefore u = 0. Thus W (a1 + Tr(a3) = 0) is non-pure. By similar arguments as in Example 1, we know that the
function corresponding to W (a1 + Tr(a3) = 0) is f (x) = x3 + Tr(x9) up to EA-equivalence. This function was
constructed by Budaghyan, Carlet and Leander in [9].
We put r0 = n(n−3)2 , r1 = n(n−1)2 . We give a consideration for the cardinality N of the set consisting of n(n−3)2
dimensional non-pure subspaces SN Pr0 (F ∧ F) of F ∧ F . We denote the set of r0 dimensional subspaces of F ∧ F
containing distinct m vectors u1, u2, . . . , um by S(u1, u2, . . . , um), and denote the set of non-trivial pure vectors of
F ∧ F by PV . Set
si =

{u1,u2,...,ui }⊂PV
|S(u1, u2, . . . , ui )| for 1 5 i 5 |PV |
and s0 = |S| where S is the set of r0 dimensional subspaces of F ∧ F . and
mi,t = |{{u1, u2, . . . , ui } ⊂ PV | dim(⟨u1, u2, . . . , ui ⟩) = t}|
for 1 5 i 5 |PV | and 1 5 t 5 i , where dim(W ) is the dimension of the subspace W . We denote the number of ℓ
dimensional subspaces in the m dimensional vector space over G F(2) by

m
ℓ

.Then we have the following proposition.
Proposition 2. The equations
N =
|PV |
i=0
(−1)i si , si =
i
t=1
mi,t

r1 − t
r0 − t

hold.
Proof. We take any r0 dimensional subspace W of F∧F such that W ∩ PV ≠ ∅. Set W ∩ PV = {v1, v2, . . . , vr }. Let
k be a positive integer with k 5 r . W is counted
 r
k

times in the disjoint sum
·
{v1,v2,...,vk }⊂W∩PV S(v1, v2, . . . , vk)
because of W ∈ S(v1, v2, . . . , vk) for each {v1, v2, . . . , vk} such that {v1, v2, . . . , vk} ⊂ W ∩ PV . Therefore the
frequency of W is zero at the alternating sum
|S| +
r
k=1
(−1)k
 
{v1,v2,...,vk }⊂PV
|S(v1, v2, . . . , vk)|

since
r
k=0(−1)k
 r
k
 = (1 + (−1))r = 0. Thus the first equation of Proposition 2 holds. This argument is one form
of “the principle of inclusion and exclusion”.
Let {u1, u2, . . . , ui } be i non-trivial pure vectors such that d(⟨u1, u2, . . . , ui ⟩) = t . Then there exists a one-to-
one correspondence between the set of r0 dimensional subspaces of F ∧ F containing {u1, u2, . . . , ui } and the set
of r0 − t dimensional subspaces of (F ∧ F)/⟨u1, u2, . . . , ui ⟩ through the natural homomorphism from F ∧ F onto
(F ∧ F)/⟨u1, u2, . . . , ui ⟩. Therefore the second equation of Proposition 2 holds. 
Below, we obtain the number N from Proposition 2 for F = G F(25) using the following table by a computer
software Magma.
s0 s1 s2 s3 s4 s5 s6
109221651 513010785 1159544925 1725882375 1948801050 1815827790 1476483190
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s7 s8 s9 s10 s11 s12 s13
1091104210 757207395 507342745 332742809 210002835 121726150 61317690
s14 s15 s16 s17 s18 s19
25551750 8432186 2102730 371070 41230 2170
(si = 0 if i > 19).
N =
19
i=0
(−1)i si = 129024.
Suppose that n = 5. We know that F = G F(2)(θ) where θ5 = 1+ θ + θ2 + θ3, and GL(F) = ⟨ f, g⟩ where
f (e1) = e1 + e5, f (ei ) = ei (2 5 i 5 5);
g(e j ) = e j+1 (1 5 j 5 4), g(e5) = e1 + e2 + e3 + e4.f andg correspond to τ and ρ below as automorphisms of the vector space F × F .
τ : (1, 0) → (0, θ8), (θ, 0) → (θ29, θ26), (θ2, 0) → (θ17, θ30), (θ3, 0) → (θ11, θ26), (θ4, 0) → (θ4, 0),
(0, 1) → (θ26, θ16), (0, θ) → (θ23, θ23), (0, θ2) → (θ10, θ27), (0, θ3) → (θ23, θ16), (0, θ4) → (θ6, θ2)
and
ρ : (1, 0) → (θ3, 0), (θ, 0) → (θ4, 0), (θ2, 0) → (θ5, 0), (θ3, 0) → (θ6, 0), (θ4, 0) → (θ7, 0),
(0, 1) → (0, θ5), (0, θ) → (0, θ6), (0, θ2) → (0, θ7), (0, θ3) → (0, θ8), (0, θ4) → (0, θ9).
The subgroup G = ⟨τ, ρ⟩ of GL(F × F) is isomorphic to GL(5, 2) and G preserves pure vectors of F × F .
We know that W = {(0, x)|x ∈ F} and U = {(x, 0)|x ∈ F} are 5 dimensional non-pure subspaces of F × F and
correspond to the functions fW (x) = x3 and fU (x) = x5 on F .
Moreover M = {(Tr(x), x)|x ∈ F} is also 5 dimensional non-pure subspace of F × F . Indeed, let u = (a1, a2)
be an element in M ∩ PV . Then a1 = Tr(a2) and a1 = xy2 + x2 y, a2 = xy4 + x4 y for some elements x, y ∈ F .
If a1 = 0 then x = 0, y = 0 or x = y and then u = 0 in any case. So we may assume a1 = 1. Put x/y = t .
1 = xy2+ x2 y = (t + t2)y3. Therefore Tr(y−3) = 0. On the other hand, a2 = (t + t4)y5 = ((t + t2)+ (t + t2)2)y5 =
(y−3+ y−6)y5 = y2+ y−1. We have Tr(y+ y−1) = 1. However there exists no element y in F such that Tr(y−3) = 0
and Tr(y + y−1) = 1.
Thus M is non-pure and corresponds to the function fM (x) = x3 + Tr(x5). We computed by Magma that W isG-inequivalent to U , W is G-inequivalent to M and M is G-equivalent to U . Thus fW is inequivalent to fU . Moreover
we have that |GW | = 5 · 31 and |GU | = 5 · 31 by the computations where G X is the stabilizer of a subset X under
the action of G. Therefore the length of the orbit containing W (or U ) of the permutation group (G,SN P (F × F)) is
|G|/(5 · 31) = 64512. Since N = 2 · 64512, there exist exactly two orbits of (G,SN P (F × F)) for n = 5.
We pose the following significant problem here.
Problem 1. Let N be the set of natural numbers and N (n) be the cardinality of SN pr (G F(2n) ∧ G F(2n)) where
r = n(n−3)2 . Then prove that there exists a mapping φ(n) on N such that |GL(n, 2)| × φ(n) 5 N (n) and
limn→∞ φ(n) = ∞.
3. On linear equations over GF(2n) and construction of quadratic APN functions
Solving linear equations over finite fields is a fundamental problem. As an application of some results related to
linear equations over G F(2n), we will construct several APN functions. Firstly we note about equations of degree
2 and 4. The equation x2 + ax + b = 0 (a ≠ 0, b ≠ 0) has solutions if and only if Tr(b/a2) = 0, because
(x/a)2 + x/a + b/a2 = 0.
Let F be the G F(2n). We consider the following linear equation on F .
(Eq) : x4 + ax2 + bx = 0 (a ≠ 0, b ≠ 0).
We have the following theorem.
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Theorem 3. (3.1) (Eq) has exactly two solutions in F if and only if Tr(a3/b2) ≠ Tr(1).
(3.2) (Eq) has exactly four solutions in F if and only if there is an element w ∈ F× such that Tr(w) = 0 and
a3/b2 = (1/w2)+ (1/w)+ w + 1. In particular, Tr(a3/b2) = Tr(1).
Proof. (Case 1) Suppose that (Eq) has exactly one solution α except x = 0.
Then x3 + ax + b = (x + α)(x2 + px + q) where x2 + px + q is irreducible over F . Therefore Tr(q/p2) = 1.
We have p = α, q = b/α, b/α + α2 = a. Thus Tr(b/α3) = 1.
On the other hand,
Tr(a3/b2) = Tr((b/α3)+ (α6/b2)+ (α3/b)+ 1) = 1+ Tr(1).
Hence Tr(a3/b2) ≠ Tr(1).
(Case 2) Suppose that (Eq) has exactly three solutions α, β, γ except x = 0.
We have x3 + ax + b = (x + α)(x + β)(x + γ ). Thus α + β + γ = 0, αβ + βγ + γα = a, αβγ = b.
Put α + β = t, αβ = s. Then a = t2 + s and b = ts. On the other hand x2 + t x + s = 0 has solutions α, β in F .
Therefore Tr(s/t2) = 0. Hence s/t2 = u + u2 for some u ∈ F such that u ≠ 0, u ≠ 1. Thus
a = (1+ u + u2)t2, b = (u + u2)t3.
Set w = u + u2. Then Tr(w) = 0. And
a3/b2 = (1+ u + u2)3/(u + u2)2 = (1+ w)3/w2 = (1/w2)+ (1/w)+ w + 1.
Hence Tr(a3/b2) = Tr(1).
(Case 3) Suppose that (Eq) has no solution except x = 0. Then x3 + ax + b is irreducible over F .
Set K = F(v) where v is a solution of the equation x3 + ax + b = 0 in an extension field of F . Then K is the
cubic extension field of F . We denote the trace mapping from K to G F(2) by T . Since x4 + ax2 + bx = 0 has four
solutions in K , from (Case 2), T (a3/b2) = T (1).
Therefore 3Tr(a3/b2) = 3T r(1). Thus Tr(a3/b2) = Tr(1).
Since we left no cases undone, if Tr(a3/b2) ≠ Tr(1) then (Eq) has exactly two solutions in F . Thus (3.1) in the
theorem is proved.
Next suppose that a3/b2 = (1/w2)+ (1/w)+w+1 for some w ∈ F× where Tr(w) = 0. Then there is an element
u such that w = u + u2. Thus a3/b2 = (w + 1)3/w2 = (u2 + u + 1)3/(u2 + u)2 and
a3/(u2 + u + 1)3 = b2/(u2 + u)2.
Set a/(u2 + u + 1) = p. Then b = (u2 + u)p 32 . Set s = (u2 + u)p and t = p 12 . Since Tr(s/t2) = Tr(u2 + u) = 0
then x2 + t x + s = 0 has a solution α ∈ F . Then α is a solution of the equation x3 + ax + b = 0. Hence (Eq) has
four solutions from (3.1) because of Tr(a3/b2) = T r(1). Thus (3.2) is proved. 
The statement (3.1) in the theorem was proved in [20].
Next at the equation x4 + ax2 + bx = 0 (a ≠ 0, b ≠ 0) on F , set A0(a, b) = 0, B0(a, b) = 1 and the recursion is
defined as
Ar+1(a, b) = a Ar (a, b)2 + Br (a, b)2, Br+1(a, b) = bAr (a, b)2 (r = 0, 1, 2, . . .).
For r = 0, 1, 2, . . . . we have the polynomials Ar (a, b), Br (a, b) in two variables a, b. Then solutions x of (Eq)
satisfy
x2
r = Ar (a, b)x2 + Br (a, b)x (r = 0, 1, 2, . . .).
Put α =n−1r=0 Ar (a, b), β =n−1r=0 Br (a, b). We also obtain the following theorem.
Theorem 4. (4.1) If An(a, b) ≠ 0 and Bn(a, b) = 1 then (Eq) has no solution except x = 0.
(4.2) If An(a, b) = 0 and Bn(a, b) ≠ 1 then (Eq) has no solution except x = 0.
(4.3) If An(a, b) ≠ 0 and Bn(a, b) ≠ 1 then (Eq) has at most two solutions.
(4.4) Suppose that An(a, b) = 0 and Bn(a, b) = 1, and α ≠ 0. Then (Eq) has four solutions if Tr(α/β2) = 0, and
(Eq) has exactly two solutions if Tr(α/β2) = 1.
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Proof. It clearly holds for (4.1)–(4.3).
Suppose that An(a, b) = 0 and Bn(a, b) = 1, and α ≠ 0. We set Ar (a, b) = Ar and Br (a, b) = Br . By the
recursion, bα2 =n−1r=0 bA2r =n−1r=0 Br+1 = B1 + · · · + Bn . However Bn = 1 = B0. Therefore we have
bα2 = β. (1)
Hence β ≠ 0.
aα2 + β2 = n−1r=0(a A2r + B2r ) = n−1r=0 Ar+1 by the recursion. However A1 + · · · + An = A0 + · · · + An = α
since An = 0 = A0. Thus we have
aα2 + β2 = α. (2)
Since x2
r = Ar (a, b)x2 + Br (a, b)x (r = 0, 1, 2, . . .), Tr(x) = αx2 + βx .
In the case Tr(x) = 0 we have the equation αx2 + βx = 0. Thus x = 0 or x = β/α. Then β/α is a solution of
(Eq) since β4 + aα2β2 + bα3β = 0. By (2) aα2β2 = (β2 + α)β2 = β4 + αβ2. By (1) bα3β = (β)αβ = αβ2. Thus
β4 + aα2β2 + bα3β = 0 holds. In particular, Tr(β/α) = 0.
Let Tr(x) = 1. Then we have the equation αx2 + βx + 1 = 0. Let u be a solution of the above equation in the
quadratic extension field of F . Thus
αu2 + βu + 1 = 0. (3)
We prove that u is a solution of (Eq). By 2-power of both sides of (3), α2u4 + β2u2 + 1 = 0. Then u4 =
(β2/α2)u2 + (1/α2). Therefore we may prove that
(β2/α2)u2 + (1/α2)+ au2 + bu = 0, namely (β2 + aα2)u2 + (bα2)u + 1.
However from (2), we have (β2 + aα2) = α and from (1), bα2 = β. Hence (β2 + aα2)u2 + (bα2)u + 1 =
αu2 + βu + 1 = 0 holds from (3). Thus a solution of αx2 + βx + 1 = 0 is a solution of (Eq).
Therefore if Tr(α/β2) = 0, then (Eq) has four solutions in F and if Tr(α/β2) = 1, then (Eq) has exactly two
solutions in F . Thus the proof of Theorem 4 is complete. 
The following theorem gives partial solutions of a certain linear equation over the finite field which is an extension
of even degree of G F(2).
Theorem 5. Let
x2t + αx t + βx2 + δx = 0 (4)
be an equation on G F(22e) where t = 2e and α + β + δ = 1. Suppose that α ≠ 1, β t+1 ≠ 1 and β t ≠ (α + 1)t−1.
Set Q = (αt+1 + δt+1)(δt + αβ t )/(β2t+2 + 1). Then the above equation has exactly two solutions namely x = 0 and
x = 1 on G F(2n) if and only if
Q + Q2 + · · · + Qt/2 ≠ (Qt + βQ)/(α + 1).
In particular, if Trace (Q) = 1 then the above equation has exactly two solutions.
Proof. Take t-power of Eq. (4) in the theorem, then we have
x2 + αt x + β t x2t + δt x t = 0. (5)
By the elimination of the term x2t from (4) and (5), (β tα + δt )x t + (1+ β t+1)x2 + (αt + β tδ)x = 0 holds. Now we
have (β tα + δt ) ≠ 0 since α + 1 ≠ 0, β t + (α + 1)t−1 ≠ 0. Hence
x t = 1+ β
t+1
β tα + δt x
2 + α
t + β tδ
β tα + δt x and x
2t = 1+ β
2t+2
β2tα2 + δ2t x
4 + α
2t + β2tδ2
β2tα2 + δ2t x
2.
Therefore we have the following by substituting these equations into (4).
1+ β2t+2
β2tα2 + δ2t x
4 + α
2t + β2tδ2 + α(1+ β t+1)(β tα + δt )+ β(β2tα2 + δ2t )
β2tα2 + δ2t x
2
+ α(α
t + β tδ)+ δ(β tα + δt )
β tα + δt x = 0.
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We denote the coefficients of the terms of x4, x2 and x of the above equation by A, B and C , respectively. Then
we have Ax4 + Bx2 + Cx = 0. However this equation has a solution x = 1. Therefore A + B + C = 0.
Hence (Ax2 + Ax + C)(x2 + x) = 0 holds. Therefore the equation of the theorem has exactly two solutions if
Ax2 + Ax + C = 0 has no solution, that is Tr(C/A) ≠ 0. Now it holds that Q = C/A. Here we may assume Q ≠ 0,
because otherwise we have A(x4 + x2) = 0. We prove that the equation of the theorem has exactly four solutions if
and only if Q + Q2 + · · · + Q t2 = (Qt + βQ)/(α + 1).
Suppose that Q + Q2 + · · · + Q t2 = (Qt + βQ)/(α + 1). We obtain
(Qt + βQ)/(α + 1) = (αt+1 + δt+1)/(1+ β t+1).
Hence ((Qt + βQ)/(α + 1))t = (Qt + βQ)/(α + 1). Therefore by the assumption, Q + Q2 + · · · + Q t2 is t power
invariant, which means Tr(Q) = 0. Therefore there is an element u ∈ G F(22e) \ G F(2) such that Q = u + u2.
Then Q + Q2 + · · · + Q t2 = u + ut , and (Qt + βQ)/(α + 1) = ((ut + u2t ) + βu + βu2)/(α + 1). Therefore
u + ut = ((ut + u2t )+ βu + βu2)/(α + 1) and hence we have u2t + αut + βu2 + δu = 0. Thus the equation of the
theorem has exactly four solutions in G F(22e).
Conversely suppose that the equation of the theorem has a solution u ∈ G F(22e) except {0, 1}. Then u + u2 = Q
because u is a solution of the equation (x2 + x + Q)(x2 + x) = 0 and therefore Q + Q2 + · · · + Q t2 = u + ut .
Moreover u2t + αut + βu2 + (α + β + 1)u = 0, which is (u2t + ut + β(u2 + u))/(α + 1) = u + ut . However since
(Qt + βQ)/(α + 1) = (u2t + ut + β(u2 + u))/(α + 1) we have Q + Q2 + · · · + Q t2 = (Qt + βQ)/(α + 1). This
completes the proof. 
Here we pose the following problem.
Problem 2. Let
x2t + αx t + βx2 + (α + β + 1)x = 0
be an equation on G F(22e+1) where t = 2e. Then give a necessary and sufficient condition for that the equation above
has exactly two solutions x = 0 and x = 1 on G F(22e+1).
We will construct APN functions by using Theorem 5.
Theorem 6. Let f (x) = x3+ x2t+1+ γ x t+2 and g(x) = x3+ x2t+1+ γ x3t be a function on G F(22e) where t = 2e.
Suppose that 2k is a divisor of e for a positive integer k > 1 and γ ∈ G F(2k)\G F(2). Then f (x) and g(x) are APN
functions on G F(22e).
Proof. Take any a ∈ G F(22e) such that a ≠ 0. Then
f (x + a)+ f (x)+ f (a) = (a2x + ax2)+ (a2t x + ax2t )+ γ (at x2 + a2x t ).
We may prove that the equation (a2x+ax2)+(a2t x+ax2t )+γ (at x2+a2x t ) = 0 has exactly two solutions in G F(22e).
Put y = x/a. Then we have a3(y + y2) + a2t+1(y + y2t ) + γ at+2(y2 + yt ) = 0. Multiply a−3 to both sides of the
equation above, then set b := at−1 and rewrite x instead of y. Then we obtain b2x2t+γ bx t+(1+γ b)x2+(1+b2)x =
0. Divide by b2 both sides above and put c := b−1. Then we obtain
x2t + γ cx t + (c2 + γ c)x2 + (c2 + 1)x = 0. (6)
Here we denote by K the subgroup of G F(22e)× of order t + 1 and by H the subgroup of G F(22e)× of order t − 1.
We have K ∩ H = {1} clearly. We remark that c ∈ K and γ ∈ H . Therefore ct+1 = 1 and γ t = γ . We adopt
Theorem 5 here. Then we consider α = γ c, β = c2 + γ c, δ = c2 + 1. We have α ≠ 1. Because, suppose that α = 1.
Then c = γ−1 ∈ H ∩ K and γ = 1, a contradiction. We have β t+1 ≠ 1. Because, suppose that β t+1 = 1. Then
it holds that (c2t + ctγ t )(c2 + cγ ) = 1. Since c2t+2 = 1, c2t+1 = ct , ct+2 = c, we have ct + c + γ = 0. Since
G F(22k) is the quadratic extension of G F(2k) and x2 + γ x + 1 = 0 is a quadratic equation over G F(2k) because
of γ ∈ G F(2k). Thus c ∈ G F(2e) by the assumption 2k|e. Therefore c ∈ H . Hence c ∈ H ∩ K , which implies
c = 1. Therefore γ = 0, a contradiction. Next we prove β t ≠ (α + 1)t−1. We suppose that β t = (α + 1)t−1. Then
(α+1)β t = (α+1)t = αt+1. Therefore (cγ+1)(c2t+ctγ ) = (ctγ+1). Therefore we have (ct )2+γ ct+(γ 2+1) = 0.
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Since γ ∈ G F(2k), we obtain ct ∈ G F(22k) that is ct ∈ G F(2e). Hence ct ∈ H ∩ K . Therefore ct = 1, which
implies γ 2 + γ = 0, a contradiction.
Above all, α ≠ 1, β t+1 ≠ 1, β t ≠ (α + 1)t−1. Hence the theorem is verified if we prove that
Q + Q2 + · · · + Q t2 ≠ (Qt + βQ)/(α + 1)
from Theorem 5. It holds that β2t+2 + 1 = γ 2c2t + γ 2c2 + γ 4.
On the other hand,
αt+1 + δt+1 = ct+1γ t+1 + (c2 + 1)t+1 = γ 2 + (c2t + 1)(c2 + 1) = γ 2 + c2t + c2.
Therefore we obtain
(αt+1 + δt+1)/(β2t+2 + 1) = 1/γ 2.
Moreover δt + αβ t = (c2 + 1)t + cγ (c2t + ctγ ) = c2t + 1+ γ ct + γ 2. Thus we have
Q = (αt+1 + δt+1)(δt + αβ t )/(β2t+2 + 1) = 1+ 1/γ 2 + ct/γ + (ct/γ )2.
Hence
Q + Q2 + · · · + Q t2 = ct/γ + c/γ + TrG F(2e)/G F(2)

1
γ

.
However TrG F(2e)/G F(2)( 1γ ) = 0 because e is divisible by 2k and ( 1γ + ( 1γ )2 + · · · + ( 1γ )2
k−1
) ∈ {0, 1}. Therefore it
holds that
Q + Q2 + · · · + Q t2 = (c + ct )/γ.
On the other hand,
(Qt + βQ)/(α + 1) = (c2 + γ c + γ 2 + 1+ (c2 + γ c)(c2t + γ ct + γ 2 + 1))/(γ 2(γ c + 1)).
Thus
(Qt + βQ)/(α + 1) = (ct + γ c2 + γ 2c + c)/(γ 2c + γ ).
Suppose that Q + Q2 + · · · + Q t2 = (Qt + βQ)/(α + 1). Then it holds that (ct + c)(γ c+ 1) = ct + γ c2 + γ 2c+ c
Therefore γ c = 1. Thus c ∈ H ∩ K , which is c = 1. It implies that γ = 1, a contradiction. Hence we have
Q + Q2 + · · · + Q t2 ≠ (Qt + βQ)/(α + 1).
Namely Eq. (6) has exactly two solutions on G F(22e) from Theorem 5. Therefore f (x) is an APN function.
Next we prove that g(x) is an APN function. Take any a ∈ G F(22e) such that a ≠ 0. Then
g(x + a)+ g(x)+ g(a) = (a2x + ax2)+ (a2t x + ax2t )+ γ (a2t x t + at x2t ).
The equation (a2x + ax2) + (a2t x + ax2t ) + γ (a2t x t + at x2t ) = 0. has exactly two solutions in G F(22e). Indeed,
put y = x/a. Then we have
a3(y + y2)+ a2t+1(y + y2t )+ γ a3t (yt + y2t ) = 0.
Multiply a−3 to both sides of the equation above, then set b := at−1 and rewrite x instead of y. Then we obtain
(b2 + γ b3)x2t + γ b3x t + x2 + (1 + b2)x = 0. If (b2 + γ b3) = 0, then γ = b−1 ∈ H ∩ K . Hence γ = 1, a
contradiction. Therefore we have
x2t + (γ b3/(b2 + γ b3))x t + (1/(b2 + γ b3))x2 + ((1+ b2)/(b2 + γ b3))x = 0. (7)
We note that b ∈ K and γ ∈ H . Therefore bt+1 = 1 and γ t = γ . We adopt Theorem 5 here. Then
α = (γ b3)/(b2 + γ b3), β = 1/(b2 + γ b3), δ = (1+ b2)/(b2 + γ b3).
Suppose that α = 1, then b = 0, a contradiction. Therefore α ≠ 0. It follows that β t+1 = 1/(1 + γ 2 + γ bt + γ b)
and β t+1 + 1 = (γ 2 + γ bt + γ b)/(1 + γ 2 + γ bt + γ b). Suppose that β t+1 = 1. Then γ 2 + b2t + b2 = 0, namely
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γ + bt + b = 0. Thus b2 + γ b + 1 = 0, however x2 + γ x + 1 = 0 is a quadratic equation over G F(2k). Hence
b ∈ G F(22k), and so b ∈ G F(2e) because of 2k|e. Thus b ∈ H ∩ K , that is, b = 1, which means γ = 0. This is
a contradiction. Therefore β t+1 ≠ 1. Suppose that β t = (α + 1)t−1. Then (α + 1)β t = (α + 1)t = αt + 1. Hence
(b2/(b2 + γ b3))(1/(b2t + γ b3t )) = b2t/(b2t + γ b3t ). Then b2 + γ b + 1 = 0, a contradiction as we see above.
Since α ≠ 1, β t+1 ≠ 1, β t ≠ (α + 1)t−1 the theorem is verified if we prove that
Q + Q2 + · · · + Q t2 ≠ (Qt + βQ)/(α + 1)
from Theorem 5.
αt+1 + δt+1 = (γ 2 + b2 + b2t )/(1+ γ 2 + γ bt + γ b).
Moreover δt + αβ t = (b2 + 1+ γ b)/(1+ γ 2 + γ bt + γ b).
Thus we have
Q = 1/γ 2 + b/γ + (b/γ )2.
Hence
Q + Q2 + · · · + Q t2 = TrG F(2e)/G F(2)(1/γ )+ b/γ + bt/γ = b/γ + bt/γ.
On the other hand,
(Qt + βQ)/(α + 1) = (b2 + γ b + 1)/γ b.
Suppose that Q + Q2 + · · · + Q t2 = (Qt + βQ)/(α+ 1). Then (b+ bt )/γ = (b2 + γ b+ 1)/γ b. Therefore γ b = 0.
This is a contradiction. Hence Q + Q2 + · · · + Q t2 ≠ (Qt + βQ)/(α + 1). Namely Eq. (7) has exactly two solutions
in G F(22e) from Theorem 5. Therefore g(x) is an APN function. 
Theorem 7. Let f (x) = x3 + ux2t+1 + ux t+2 + (u + 1)x3t be a function on G F(22e) where t = 2e. Suppose that e
is even and u ∈ G F(2e) \ G F(2). Then f (x) is an APN function on G F(22e).
Proof. Take any a ∈ G F(22e) such that a ≠ 0. Then f (x + a)+ f (x)+ f (a) = (a2x + ax2)+ u(a2t x + ax2t )+
u(a2x t + at x2)+ (u + 1)(a2t x t + at x2t ). Therefore if we prove that the equation
(a2x + ax2)+ u(a2t x + ax2t )+ u(a2x t + at x2)+ (u + 1)(a2t x t + at x2t ) = 0
has exactly two solutions, namely x = 0, x = 1, then the theorem is verified.
Set y = x/a and substitute x = ay to the above equation. Moreover multiply a−3 to both sides of the equation,
after that substitute b = at−1, and rewrite x instead of y. Then we have
((u + 1)b3 + ub2)x2t + ((u + 1)b3 + ub)x t + (1+ ub)x2 + (1+ ub2)x = 0. (8)
We show that Eq. (8) has exactly two solutions x = 0 and x = 1. We denote the subgroups of order t + 1 and
t − 1 by K and H respectively. Then u ∈ H because of ut = u and b ∈ K because of bt+1 = 1. Suppose that
(u + 1)b3 + ub2 = 0. Then it holds that b = u/(u + 1). Therefore b ∈ H ∩ K = {1}, which means b = 1. This is a
contradiction. Thus (u + 1)b3 + ub2 ≠ 0. Set
α = ((u + 1)b3 + ub)/((u + 1)b3 + ub2), β = (1+ ub)/((u + 1)b3 + ub2),
δ = (1+ ub2)/((u + 1)b3 + ub2).
Then we have
x2t + αx t + βx2 + δx = 0 (9)
where α + β + δ = 1.
Suppose α = 1. Then ub = ub2, which implies b = 1. Hence
x2t + x t + (1+ u)x2 + (1+ u)x = 0
holds from (9). If this equation has a solution z such that z ∉ {0, 1}, then (z2 + z)t−1 = (1 + u). Therefore
(1+ u) ∈ K ∩ H = {1}, that is u = 0. This is a contradiction. Thus α ≠ 1.
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Suppose β t+1 = 1. Then u2(1 + b + bt ) = 0. Therefore b2 + b + 1 = 0 because of u ≠ 0 and bt+1 = 1. Hence
b ∈ G F(4) ⊂ G F(2e) since e is even. Thus b ∈ K ∩ H , which means b = 1, a contradiction. Hence β t+1 ≠ 1.
Suppose that β t = (α + 1)t−1. Then u2(b+ b2) = 0. Therefore b = 1 which implies α = 1, a contradiction. Thus
β t ≠ (α + 1)t−1.
Hence, we have α ≠ 1, β t+1 ≠ 1 and β t ≠ (α + 1)t−1. Then we show that
Q + Q2 + · · · + Q t2 ≠ (Qt + βQ)/(α + 1)
by Theorem 5. We have the following equalities by computation
β2t+2 = (1+ u4 + u2(b2 + b2t ))/(1+ (u2 + u4)b2 + (u2 + u4)b2t ),
αt+1 + δt+1 = u2(1+ b2 + b2t )/(1+ (u + u2)b + (u + u2)bt ),
δt + αβ t = u2(b + b2)/(1+ (u + u2)b + (u + u2)bt ).
Therefore Q = (αt+1 + δt+1)(δt + αβ t )/(β2t+2 + 1) = b + b2. Hence Q + Q2 + · · · + Q t2 = b + bt and
(Qt + βQ)/(α + 1) = (1 + b3)/(b + b2). Therefore if Q + Q2 + · · · + Q t2 = (Qt + βQ)/(α + 1) holds then
b + bt = (1+ b3)/(b + b2) which implies b = 1. This is a contradiction. 
4. More discussions
Let F be a finite field G F(2n) where n = 2e for a positive integer e.
4.1. Non-pure subspaces of V := Fe−1 × G F(2e) corresponding to APN functions appearing in Theorems 6 and 7
Set t = 2e and take integers k and γ as in Theorem 6 and also an integer u as in Theorem 7. We set again as the
following.
f (x) = x3 + x2t+1 + γ x t+2
g(x) = x3 + x2t+1 + γ x3t
h(x) = x3 + ux2t+1 + ux t+2 + (u + 1)x3t
These were quadratic APN functions on F . Firstly we consider about f (x). We have B f (x, y) = f (x + y) +
f (x) + f (y) + f (0) = (x2 y + xy2) + (x2t y + xy2t ) + (x t y2 + x2 yt ). Set y = sx for an element s ∈ F . Then
B f (x, y) = x3(s + s2)+ x2t+1(s + s2t )+ x t+2(s2 + st ).
On the other hand ϕ3((a1, a2, a3, . . . , ae)) = L for an element (a1, a2, a3, . . . , ae) ∈ V where L(x) =
a1x2+a2x22+· · ·+ae−1x2e−1+aex2e+(ae−1x)2e+1+· · ·+(a1x)2n−1 . Here ϕ3 is the isomorphism given in Section 2.
Therefore (a1, a2, . . . , ae) should be originally considered as the element (a1, a2, . . . , ae−1, ae, a2
e+1
e−1 , . . . , a2
n−1
1 ) of
Fn−1. We note a0 = 0. A pure vector of V is (a1, a2, a3, . . . , ae) where ai = x2i+1(s + s2i ) (1 5 i 5 e) for some
elements x, s ∈ F . Now B f (x, y) = a1+ae+1+γ a2e−1 = a1+a2
e+1
e−1 +γ a2e−1 because of 2t+1 = 2e+1+1, t2 +1 =
2e−1 + 1 and x t+2(s2 + st ) = (x ( t2+1)(s + s t2 ))2.
We define a subspace W as W := W (a1 + a2e+1e−1 + γ a2e−1 = 0) of V . It is obvious that dim(W ) = n(n−3)2 where
dim(W ) is the dimension of W over G F(2).
We prove W ∩ PV = {0}. Take an element (a1, a2, a3, . . . , ae) ∈ W ∩ PV , where ai = x2i y + xy2i (1 5 i 5 e)
for x, y ∈ F . Suppose that x ≠ 0. Then
x3(s + s2)+ (x (2e−1+1)(s + s2e−1))2e+1 + γ (x (2e−1+1)(s + s2e−1))2 = 0
for y = sx because a1 + a2e+1e−1 + γ a2e−1 = 0. Thus
x3(s + s2)+ x (2t+1)(s + s2t )+ γ x (t+2)(s2 + st ) = 0.
Multiply x−(2t+1) to both sides of the above equation and set c := x (1−t). Then we have
s2t + γ cst + (γ c + c2)s2 + (c2 + 1)s = 0.
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This equation is that of Eq. (6) in the proof of Theorem 6. Therefore s = 0 or s = 1 which means that y = 0 or x = y.
Therefore (a1, a2, a3, . . . , ae) = 0, namely W ∩ PV = {0}. Thus W is a non-pure subspace of V .
For a pure vector u = (x2i y+xy2i )15i5e of V , the element u+W of V/W corresponds to B f (x, y). Therefore the
non-pure subspace W = W (a1+a2e+1e−1 +γ a2e−1 = 0) corresponds to the APN function f on F up to EA-equivalence.
We consider about g(x) and h(x) similarly.
W (a1 + γ a2e1 + a2
e+1
e−1 = 0) corresponds to g(x). We prove that W ′ = W (a1 + γ a2
e
1 + a2
e+1
e−1 = 0) is non-pure.
Take an element (a1, a2, a3, . . . , ae) ∈ W ′ ∩ PV , where ai = x2i y + xy2i (1 5 i 5 e) for x, y ∈ F . Set y = sx .
Suppose that x ≠ 0. Then
x3(s + s2)+ γ (x3(s + s2))t + x (2t+1)(s + s2t ) = 0.
Multiply x−3t to both sides of the above equation and set c := x (1−t). Then we have
(c + γ )s2t + γ st + c3s2 + (c3 + c)s = 0.
Since c + γ ≠ 0,
s2t + (γ /(c + γ ))st + (c3/(c + γ ))s2 + ((c3 + c)/(c + γ ))s = 0.
This equation is that multiplying 1
b3
to the numerator and the denominator of coefficients of each term on the left side
of Eq. (7) in the proof of Theorem 6 with c = 1/b. Therefore s = 0 or s = 1 which means that y = 0 or x = y.
Therefore (a1, a2, a3, . . . , ae) = 0, namely W ′ ∩ PV = {0}. Thus W ′ is a non-pure subspace of V .
Next W (a1 + (u + 1)a2e1 + ua2e−1 + ua2
e+1
e−1 = 0) corresponds to h(x). We prove that W ′′ = W (a1 + (u + 1)a2
e
1 +
ua2e−1 + ua2
e+1
e−1 = 0) is non-pure.
Take an element (a1, a2, a3, . . . , ae) ∈ W ′′ ∩ PV , where ai = x2i y + xy2i (1 5 i 5 e) for x, y ∈ F . set y = sx
Suppose that x ≠ 0. Then
x3(s + s2)+ (u + 1)(x3t (st + s2t ))+ ux (t+2)(s2 + st )+ ux (2t+1)(s + s2t ) = 0.
Multiply x−3t to both sides of the above equation and set c := x (1−t). Then we have
c3(s + s2)+ (u + 1)(st + s2t )+ uc2(s2 + st )+ uc(s + s2t ) = 0.
Hence
(cu + u + 1)s2t + (c2u + u + 1)st + (c2u + c3)s2 + (c3 + cu)s = 0.
This equation is that multiplying 1
b3
to the left side of Eq. (8) in the proof of Theorem 7 with c = 1/b. Note that
cu + u + 1 ≠ 0. Therefore s = 0 or s = 1 which means that y = 0 or x = y. Therefore (a1, a2, a3, . . . , ae) = 0,
namely W ′′ ∩ PV = {0}. Thus W ′′ is a non-pure subspace of V .
4.2. Expressions of quadratic APN functions on F which are EA-equivalent to the Gold functions
Let ℓ(x) =n−1i=0 ai x2i and L(X) =n−1j=0 b j X2 j be bijective linear functions on F , and fk(x) := x2k+1 where k
is a positive integer such that g.c.d.(k, n) = 1. Then
fk(ℓ(x)) =

n−1
i=0
a2
k
i x
2(i+k)

n−1
j=0
a j x
2 j

=

05p<q5n−1
Ap,q x
(2p+2q ) + M1(x)
where Ap,q = a2kp−kaq + a2
k
q−kap and M1(x) is a linear function on F . Here indexes p− k and q − k of ap−k aq−k are
considered with modulo n, for example as a−2 = an−2. Moreover
L( fk(ℓ(x))) =
n−1
j=0
b j
 
05p<q5n−1
Ap,q x
2p+2q + M1(x)
2 j
=

05α<β5n−1
Bα,βx
2α+2β + M2(x),
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where
Bα,β =
n
ℓ=1
bn−ℓ(Aα+ℓ,β+ℓ)2
n−ℓ
and M2(x) = L(M1(x)) is a linear function on F.
Here indexes of Aα+ℓ,β+ℓ are considered with modulo n. In general a function gk(x) on F which is EA-equivalent to
a Gold function f (x) = x2k+1 is given by
gk(x) =

05α<β5n−1
Bα,βx
2α+2β + M(x)+ C
where M(x) is a linear function on F and C is a constant element of F .
Note that ai (0 5 i 5 n − 1) and b j (0 5 j 5 n − 1) are strongly restricted since functions ℓ(x) = n−1i=0 ai x2i
and L(X) =n−1j=0 b j X2 j are bijective.
Let H and K be subgroups of the multiplicative group G F(2n)× of a field G F(2n) of order t + 1 and t − 1
respectively, where n = 2e and t = 2e.
Example 3. Let a and b be nontrivial elements of F . Set ℓ(x) = ax + (ωa)x t and L(X) = bX + (ηb)X t where
ω ∉ H and η ∉ H . Then a function
gk(x) := (as+1 + ηωst+t ast+t )x s+1 + (ωas+1 + ηωst ast+t )x t+s
+ (ωsas+1 + ηωt ast+t )x st+1 + (ωs+1as+1 + ηast+t )x st+t
is EA-equivalent to a Gold function fk(x) = x s+1, where s = 2k .
We will set a0 = a, ae = ωa, b0 = b and be = ηb.
First of all, we note that ℓ(x) and L(X) are bijective. Because if ℓ(x) = 0, then x = 0 or ωx t−1 = 1. If the second
equation ωx t−1 = 1 has a nontrivial solution x = c, then ωt+1 = c1−t2 = 1. This is a contradiction because of
ω ∉ H . Thus Ker(ℓ) = {0}. Hence ℓ is bijective. Similarly L is bijective. We set s = 2k .
Now B0,k = b0 A0,k + be Ate,e+k = b(as−kak + as0a0) + (ηb)(ase−kae+k + aseae)t = b(as+1 + ηωst+t ast+t ) since
ak = ae−k = a−k = ae+k = 0. Similarly Bk,e = b0 Ak,e + be Atk+e,0 = b(as0ae + ase−kak)+ (ηb)(asea0 + as−kak+e)t =
b(ωas+1 + ηωst ast+t ), B0,k+e = b0 A0,k+e + be Ate,k = b(as−kak+e + asea0) + (ηb)(ase−kak + as0ae)t = b(ωsas+1 +
ηωt ast+t ), and Bk+e,e = b0 Ak+e,e + be Atk,0 = b(aseae + ase−kak+e)+ (ηb)(aseae + as−kak)t = b(ωs+1as+1 + ηast+t ).
The values of other Bα,β are zero. Therefore gk(x) above is EA-equivalent to a function fk(x) = x s+1.
Next we set k = 1. Then
g1(x) = Ax3 + Bx t+2 + Cx2t+1 + Dx3t
where A = a3 + ηω3t a3t , B = ωa3 + ηω2t a3t , C = ω2a3 + ηωt a3t and D = ω3a3 + ηa3t .
This function g1(x) does not equal to any function of { f (x), h(x)} in the first paragraph of this section. Firstly take
A = C = 1, D = 0 and B = γ where γ is an element in K . We will lead a contradiction. Then
(1) a3 + ηω3t a3t = 1, (2) ω2a3 + ηωt a3t = 1, (3) ω3a3 + ηa3t = 0.
From (3), η = ω3a3−3t . We substitute this equation for (1) and (2). Then
(4) a3 + ω3t+3a3 = 1 and (5) ω2a3 + ωt+3a3 = 1
hold. Therefore 1 + ω3t+3 = 1
a3
= ω2 + ωt+3. Hence 1 + ω2 = ωt+3(1 + ω2)t . Thus ωt+3 = (1 + ω2)1−t because
of ω2 ≠ 1. Therefore ω(t+3)(t+1) = (1 + ω2)1−t2 = 1. Then we have that ω4t+4 = 1. This is a contradiction since
ω ∉ H .
Next suppose that g1(x) = h(x) for h(x) in the first paragraph of this section. Then A = 1, B = C = u and
D = u + 1. Therefore
(6) a3 + ηω3t a3t = 1, (7) ωa3 + ηω2t a3t = u, and (8) ω2a3 + ηωt a3t = u.
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From (7) and (8), we have ω + ηω2t h = ω2 + ηωt h where h = a3t−3. Therefore ω + ω2 = ηh(ω + ω2)t . Since
ω+ ω2 ≠ 0, ηh = (ω+ ω2)1−t . Hence ηt+1 = (ω+ ω2)1−t2 = 1 because of h ∈ H . Thus η ∈ H , this contradicts to
η ∉ H .
We choose ω ∈ K \ {1}, η and a such that η = ω−1 and a3 = (1+ ω2)−1.
We note ωt = ω. Then we have A = (1 + ω2)−1 + ω2(1 + ω2)−1 = 1 since a3 ∈ K . And B = ω(1 + ω2)−1 +
ω−1ω2(1+ω2)−1 = 0, C = ω2(1+ω2)−1 +ω−1ω(1+ω2)−1 = 1. Moreover D = ω+ω−1 holds. Thus in the case
e is even, if γ := ω+ ω−1 ∈ G F(2 e2 ), g1(x) is a member of the family {x3 + x2t+1 + γ x3t | γ ∈ G F(2 e2 ) \ G F(2)}
represented by g(x) in Theorem 6.
Example 4. We consider the case k = 1 here. We denote a subgroup {x3 | x ∈ G F(2n)×} of G F(2n)× by T . Take
nontrivial elements θ and β of G F(2n) such that θ ∉ T and β ∉ H , and set ℓ(x) = x2−1 + θx2 + βx t2 + (θ tβ)x2t .
Then
g′1(x) = θ(1+ ηβ3t )x3 + θ(β2 + ηβ t )x t+2 + θ t (β + ηβ2t )x2t+1 + θ t (β3 + η)x3t
is EA-equivalent to a Gold function f1(x) = x3.
At the first we prove that the linear function ℓ(x) is bijective. Suppose that x2
−1 + θx2 + βx t2 + (θ tβ)x2t = 0. We
acts 2-power on both sides of this equation. Then we have
(9) x + θ2x4 + β2x t + (θ2tβ2)x4t = 0.
Acts t-power the both sides of this equation. Then
(10) x t + θ2t x4t + β2t x + (θ2β2t )x4 = 0 holds.
From (9) and (10),
θ2t (x + θ2x4 + β2x t )+ θ2tβ2(x t + β2t x + (θ2β2t )x4) = 0.
Thus it holds that θ2t (1 + β2t+2)x + θ2t+2(1 + β2t+2)x4 = 0. Note that (1 + β2t+2) ≠ 0 because of β ∉ H . Hence
we have x + θ2x4 = 0. If this equation has a solution x = c such that c ≠ 0, θ2 = c−3, this is a contradiction since
θ ∉ T . Thus a linear equation ℓ(x) = 0 has exactly one solution x = 0. Therefore ℓ(x) is bijective.
We note that a−1 = 1, a1 = θ, ae−1 = β and ae+1 = θ tβ. Hence we obtain that
B0,1 = b0 A0,1 + be Ate,e+1 = b(a2−1a1 + a20a0)+ (ηb)(a2e−1ae+1 + a2e ae)t = bθ(1+ ηβ3t ),
B1,e = b0 A1,e + be At1+e,0 = b(a20ae + a2e−1a1)+ (ηb)(a2e a0 + a2−1a1+e)t = bθ(β2 + ηβ t ),
B0,1+e = b0 A0,1+e + be Ate,1 = b(a2−1a1+e + a2e a0)+ (ηb)(a2e−1a1 + a20ae)t = bθ t (β + ηβ2t )
and
B1+e,e = b0 A1+e,e + be At1,0 = b(a2e ae + a2e−1a1+e)+ (ηb)(a2e ae + a2−1a1)t = bθ t (β3 + η).
Therefore a function g′1(x) is EA-equivalent to a Gold function f1(x) = x3.
Now we consider special values of θ, β and η such that θ t = θ, β ∈ K , β5 = 1 and η = β3. Then it holds that
θ−1(1+ β)−1g′1(x) = x3 + x2t+1 + (β2 + β3)x t+2.
This function is a member of the family {x3 + x2t+1 + γ x t+2 | γ ∈ G F(2 e2 ) \ G F(2)} represented by f (x) in
Theorem 6 if β2 + β3 ∈ G F(2 e2 ).
Suppose that e is divisible by 4. Then there exists an element β as above, since 2e − 1 is divisible by 5.
Finally we prove that f (x), g(x) and h(x) are EA-equivalent to three Gold functions respectively if u3 ≠ 1 where
u is a coefficient of h(x).
We put fk(x) := x2k+1 which is a Gold function if it holds that g.c.d.(n, k) = 1 where n = 2e. For a coefficient
γ of f (x) and g(x), γ is an element in G F(2
e
2 ). Hence T rG F(2e)/G F(2)(γ ) = 0. Therefore there exists an element
ω ∈ G F(2e) such that ω + ω−1 = γ . It holds that w ∈ K and ωt−1 = 1.
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We will prove that f (x) is EA-equivalent to fe−1(x) = x2e−1+1. Now we set k = e − 1 and
ℓ(x) = x + ωx t and L(X) = 1
ω3 + ω x
2 + 1
ω2 + 1 x
2t .
We note that a0 = 1, ae = ω, b1 = 1ω3+ω and be+1 = 1ω2+1 and other ai (0 5 i 5 n − 1) and b j (0 5 j 5 n − 1) are
zero for ℓ(x) =n−1i=0 ai x2i and L(X) =n−1j=0 b j X2 j .
We have ω ∉ H since ωt+1 ≠ 1. Thus both ℓ and L are bijective functions on G F(22e). We will compute values
of B0,1, B1,e, B0,e+1 and Be,e+1.
B0,1 = b1(A−1,0)2 + be+1(A1−e,e)2t = b1

a
t
2
e a0
2
+ be+1

a
t
2
0 ae
2t
= ω
ω3 + ω +
ω2
ω2 + 1 = 1.
B1,e = b1(A0,e−1)2 + be+1(Ae,−1)2t = b1

a
t
2
0 a0
2
+ be+1

a
t
2
e ae
2t
= 1
ω3 + ω +
ω3
ω2 + 1 =
(1+ ω2)2
ω3 + ω = ω
−1 + ω = γ.
B0,e+1 = b1(A−1,e)2 + be+1(Ae−1,0)2t = b1

a
t
2
e ae
2
+ be+1

a
t
2
0 a0
2t
= ω
3
ω3 + ω +
1
ω2 + 1 = 1.
Be,e+1 = b1(Ae−1,e)2 + be+1(A−1,0)2t = b1

a
t
2
0 ae
2
+ be+1

a
t
2
e a0
2t
= ω
2
ω3 + ω +
ω
ω2 + 1 = 0.
And values of other Bα,β are zero.
Thus L( fe−1(ℓ(x))) = x3 + x1+2t + γ x2+t = f (x) holds.
Next we will prove that g(x) is EA-equivalent to f1(x) = x3. Now we set k = 1 and
ℓ(x) = x + ωx t and L(X) = 1
ω2 + 1 x +
1
ω3 + ω x
t .
Namely a0 = 1, ae = ω, b0 = 1ω2+1 and be = 1ω3+ω and other ai and b j are zero. We note that ℓ and L are bijective.
Now
B0,1 = b0(A0,1)+ be(Ae,e+1)t = b0(a20a0)+ be(a2e ae)t =
1
ω2 + 1 +
ω3
ω3 + ω = 1.
B1,e = b0(A1,e)+ be(Ae+1,0)t = b0(a20ae)+ be(a2e a0)t =
ω
ω2 + 1 +
ω2
ω3 + ω = 0.
B0,e+1 = b0(A0,e+1)+ be(Ae,1)t = b0(a2e a0)+ be(a20ae)t =
ω2
ω2 + 1 +
ω
ω3 + ω = 1.
Be,e+1 = b0(Ae,e+1)+ be(A0,1)t = b0(a2e ae)+ be(a20a0)t =
ω3
ω2 + 1 +
1
ω3 + ω =
(ω2 + 1)2
ω3 + ω = ω + ω
−1 = γ.
And values of other Bα,β are zero. Thus L( f1(ℓ(x))) = x3 + x2t+1 + γ x3t = g(x) holds.
Moreover we will prove that h(x) is EA-equivalent to fe+1(x) = x2e+1+1 if u3 ≠ 1.
Now we set k = e + 1 and let ε be an element of order 3 in G F(2e)×. Note that order of the multiplicative group
of G F(2e) is divisible by 3 because of e is even.
Set
ℓ(x) = x + εx t and L(X) = (1+ uε)x + (1+ u + uε)x t .
Namely a0 = 1, ae = ε, b0 = 1 + uε and be = 1 + u + uε. and other ai and b j are zero. We note that ℓ and L are
bijective. Because 1+ uε ≠ 0, 1+ u+ uε ≠ 0 and 1+ uε ≠ 1+ u+ uε. We note ε3 = 1, εt = 1 and 1+ ε+ ε2 = 0.
B0,1 = b0(A0,1)+ be(Ae,e+1)t = b0(a2te a0)+ be(a2t0 ae)t = (1+ uε)ε2 + (1+ u + uε)ε = 1.
N. Nakagawa / AKCE International Journal of Graphs and Combinatorics 12 (2015) 75–93 93
B1,e = b0(A1,e)+ be(Ae+1,0)t = b0(a2te ae)+ be(a2t0 a0)t = (1+ uε)+ (1+ u + uε) = u.
B0,e+1 = b0(A0,e+1)+ be(Ae,1)t = b0(a2t0 a0)+ be(a2te ae)t = (1+ uε)+ (1+ u + uε) = u.
Be,e+1 = b0(Ae,e+1)+ be(A0,1)t = b0(a2t0 ae)+ be(a2te a0)t = (1+ uε)ε + (1+ u + uε)ε2 = u + 1.
And values of other Bα,β are zero. Thus L( fe+1(ℓ(x))) = x3 + ux2+t + ux2t+1 + (u + 1)x3t = h(x) holds.
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