We consider a non-stationary variant of a sequential stochastic optimization problem, where the underlying cost functions may change along the horizon. We propose a measure, termed variation budget, that controls the extent of said change, and study how restrictions on this budget impact achievable performance. We identify sharp conditions under which it is possible to achieve longrun-average optimality and more refined performance measures such as rate optimality that fully characterize the complexity of such problems. In doing so, we also establish a strong connection between two rather disparate strands of literature: adversarial online convex optimization; and the more traditional stochastic approximation paradigm (couched in a non-stationary setting). This connection is the key to deriving well performing policies in the latter, by leveraging structure of optimal policies in the former. Finally, tight bounds on the minimax regret allow us to quantify the "price of non-stationarity," which mathematically captures the added complexity embedded in a temporally changing environment versus a stationary one.
Introduction and Overview
Background and motivation. In the prototypical setting of sequential stochastic optimization, a decision maker selects at each epoch t ∈ {1, . . . T } a point X t that belongs (typically) to some convex compact action set X ⊂ R d , and incurs a cost f (X t ), where f (·) is an a-priori unknown convex cost function. Subsequent to that, a feedback φ t (X t , f ) is given to the decision maker; representative feedback structures include a noisy realization of the cost and/or the gradient of the cost. When the cost function is assumed to be strongly convex, a typical objective is to minimize the mean-squared-error, E X T − x * 2 , where x * denotes the minimizer of f (·) in X . When f (·) is only assumed to be weakly convex, a more reasonable objective is to minimize E [f (X T ) − f (x * )], the expected difference between the cost incurred at the terminal epoch T and the minimal achievable cost. (This objective reduces to the MSE criterion, up to a multiplicative constant, in the strongly convex case.) The study of such problems originates with the pioneering work of Robbins and Monro (1951) which focuses on stochastic estimation of a level crossing, and its counterpart studied by Kiefer and Wolfowitz (1952) which focuses changes in the sequence of functions and minimizers. Note that the variation budget is allowed to depend on the length of the horizon, and therefore measures the scales of variation relative to the latter.
For the purpose of outlining the flavor of our main analytical findings and key insights, let us further formalize the notion of regret of a policy π relative to the above mentioned dynamic oracle:
In this set up, a policy π is chosen and then nature (playing the role of the adversary) selects the sequence of functions f := {f t } t=1,...,T ∈ V that maximizes the regret; here we have made explicit the dependence of the regret and the expectation operator on the policy π, as well as its dependence on the feedback mechanism φ which governs the observations. The first order characteristic of a "good" policy is that it achieves sublinear regret, namely,
A policy π with the above characteristic is called long-run-average optimal, as the average cost it incurs (per period) asymptotically approaches the one incurred by the clairvoyant benchmark. Differentiating among such policies requires a more refined yardstick. Let R * φ (V, T ) denote the minimax regret: the minimal regret that can be achieved over the space of admissible policies subject to feedback signal φ, uniformly over nature's choice of cost function sequences within the temporal uncertainty set V. A policy is said to be rate optimal if it achieves the minimax regret up to a constant multiplicative factor; this implies that, in terms of growth rate of regret, the policy's performance is essentially best possible.
Overview of the main contributions. Our main results and key qualitative insights can be summarized as follows:
1. Necessary and sufficient conditions for sublinear regret. We first show that if the variation budget V T is linear in T , then sublinear regret cannot be achieved by any admissible policy, and conversely, if V T is sublinear in T , long-run-average optimal policies exist. So, our notion of temporal uncertainty supports a sharp dichotomy in characterizing first-order optimality in the non-stationary SA problem.
Complexity characterization.
We prove a sequence of results that characterizes the order of the minimax regret for both the convex as well as the strongly convex settings. This is done by deriving lower bounds on the regret that hold for any admissible policy, and then proving that the order of these lower bounds can be achieved by suitable (rate optimal) policies. The essence of these results can be summarized by the following characterization of the minimax regret:
where α is either 1/3 or 1/2 depending on the particulars of the problem (namely, whether the cost functions in V are convex/strongly convex, and whether the feedback φ is a noisy observation of the cost/gradient); see below for more specificity, and further details in §4 and §5.
3. The "price of non-stationarity." The minimax regret characterization allows, among other things, to contrast the stationary and non-stationary environments, where the "price" of the latter relative to the former is expressed in terms of the "radius" (variation budget) of the temporal uncertainty set.
The environment, where the variation budget V T is a constant and independent of T , there is a marked degradation in performance between the stationary and non-stationary settings. (The table omits the general convex case with noisy cost observations; this will be explained later in the paper.)
4. A meta principle for constructing optimal policies. One of the key insights we wish to communicate in this paper pertains to the construction of well performing policies, either long-run-average, or rate optimal. The main idea is a result of bridging two relatively disconnected streams of literature that deal with dynamic optimization under uncertainty from very different perspectives: the so-called adversarial and the stochastic frameworks. The former, which in our context is often refereed to as online convex optimization (OCO), allows nature to choose the worst possible function at each point in time depending on the actions of the decision maker, and with little constraints on nature's choices. This constitutes a more pessimistic environment compared with the traditional stochastic setting where the function is picked a priori at t = 0 and held fixed thereafter, or the setting we propose here, where the sequence of functions is chosen ex ante by nature subject to a variation constraint. Because of the extra freedom awarded to nature in adversarial settings, a policy's performance is typically measured relative to a rather coarse benchmark, known as the single best action in hindsight; the best static action that would have been picked ex post, namely, after having observed all of nature's choices of functions. While typically a policy that is designed to compete with the single best action benchmark in an adversarial OCO setting does not admit performance guarantees in our stochastic non-stationary problem setting (relative to a dynamic oracle), we establish an important connection between performance in the former and the latter environments, given roughly by the following "meta principle":
If a policy has "good" performance with respect to the single best action in the adversarial framework, it can be adapted in a manner that guarantees "good" performance in the stochastic non-stationary environment subject to the variation budget constraint.
In particular, according to this principle, a policy with sublinear regret in an adversarial setting can be adapted to achieve sublinear regret in the non-stationary stochastic setting, and in a similar manner we can port over the property of rate-optimality. It is important to emphasize that while policies that admit these properties have, by and large, been identified in the online convex optimization literature 2 , to the best of our knowledge there are no counterparts to date in a non-stationary stochastic setting, including the one considered in this paper.
Relation to literature. The use of the cumulative performance criterion and regret, while mostly absent from the traditional SA stream of literature, has been adapted in several occasions. Examples include the work of Cope (2009) , which is couched in an environment where the feedback structure is noisy observations of the cost and the target function is strongly convex. That paper shows that the estimation scheme of Kiefer and Wolfowitz (1952) is rate optimal and the minimax regret in such a setting is of order √ T . Considering a convex (and differentiable) cost function, Agarwal et al. (2013) showed that the minimax regret is of the same order, building on estimation methods presented in Nemirovski and Yudin (1983) . In the context of gradient-type feedback and strongly convex cost, it is straightforward to verify that the scheme of Robbins and Monro (1951) is rate optimal, and the minimax regret is of order log T .
While temporal changes in the cost function are largely not dealt with in the traditional stationary SA literature (see Kushner and Yin (2003) , chapter 3 for some exceptions), the literature on OCO, which has mostly evolved in the machine learning community starting with Zinkevich (2003) , allows the cost function to be selected at any point in time by an adversary. As discussed above, the performance of a policy in this setting is compared against a relatively weak benchmark, namely, the single best action in hindsight; or, a static oracle. These ideas have their origin in game theory with the work of Blackwell (1956) and Hannan (1957) , and have since seen significant development in several sequential decision making settings; cf. Cesa-Bianchi and Lugosi (2006) for an overview. The OCO literature largely focuses on a class of either convex or strongly convex cost functions, and sub-linearity and rate optimality of policies have been studied for a variety of feedback structures. The original work of Zinkevich (2003) considered the class of convex functions, and focused on a feedback structure in which the function f t is entirely revealed after the selection of X t , providing an online gradient descent algorithm with regret of order √ T ; see also Flaxman et al. (2005) . Hazan et al. (2007) achieve regret of order log T for a class of strongly convex cost functions, when the gradient of f t , evaluated at X t is observed. Additional algorithms were shown to be rate optimal under further assumptions on the function class (see, e.g., Vempala 2005, Hazan et al. 2007 ), or other feedback structures such as multi-point access (Agarwal et al. 2010) . A closer paper, at least in spirit, is that of Hazan and Kale (2010) . It derives upper bounds on the regret with respect to the static single best action, in terms of a measure of dispersion of the cost functions chosen by nature, akin to variance. The cost functions in their setting are restricted to be linear and are revealed to the decision maker after each action.
It is important to draw attention to a significant distinction between the framework we pursue in this paper and the adversarial setting, concerning the quality of the benchmark that is used in each of the two formulations. Recall, in the adversarial setting the performance of a policy is compared to the ex post best static feasible solution, while in our setting the benchmark is given by a dynamic oracle (where "dynamic" refers to the sequence of minima {f t (x * t )} and minimizers {x * t } that is changing throughout the time horizon). It is fairly straightforward that the gap between the performance of the static oracle that uses the single best action, and that of the dynamic oracle can be significant, in particular, these quantities may differ by order T ; for an illustrative example see §2, Example 1. Therefore, even if it is possible to show that a policy has a "small" regret relative to the best static action, there is no guarantee on how well such a policy will perform when measured against the best dynamic sequence of decisions. A second potential limitation of the adversarial framework lies in its rather pessimistic assumption of the world in which policies are to operate in, to wit, the environment can change at any point in time in the worst possible way as a reaction to the policy's chosen actions. In most application domains, one can argue, the operating environment is not nearly as harsh.
Key to establishing the connection between the adversarial setting and the non-stationary stochastic framework proposed herein is the notion of a variation budget, and the corresponding temporal uncertainty set, that curtails nature's actions in our formulation. These ideas echo, at least philosophically, concepts that have permeated the robust optimization literature, where uncertainty sets are fundamental predicates; see, e.g., Ben-Tal and Nemirovski (1998) , and a survey by Bertsimas et al. (2011) .
Structure of the paper. §2 contains the problem formulation. In §3 we establish a principle that connects achievable regret of policies in the adversarial and non-stationary stochastic settings, in particular, proving that the property of sub-linearity of the regret can be carried over from the former to the latter. §4 and §5 present the main rate optimality results for the convex and strongly convex settings, respectively. §6 presents concluding remarks. Proofs can be found in appendices A-C.
Problem Formulation
Having already laid out in the previous section the key building blocks and ideas behind our problem formulation, the purpose of the present section is to fill in any gaps and make that exposition more precise where needed; some repetition is expected but is kept to a minimum.
Preliminaries and admissible polices. Let X be a convex, compact, non-empty action set, and T = {1, . . . , T } be the sequence of decision epochs. Let F be a class of sequences f := {f t : t = 1, . . . , T } of convex cost functions from X into R, that submit to the following two conditions:
1. There is a finite number G such that for any action x ∈ X and for any epoch t ∈ T :
2. There is some ν > 0 such that
where x * t := x * t (f t ) ∈ arg min x∈X f t (x). Here ∇f t (x) denotes the gradient of f t evaluated at point x, and · the Euclidean norm. In every epoch t ∈ T a decision maker selects a point X t ∈ X and then observes a feedback φ t := φ t (X t , f t ) which takes one of two forms:
• noisy access to the cost, denoted by
• noisy access to the gradient, denoted by φ (1) , such that E[φ
For all x ∈ X and f t , t ∈ {1, . . . , T }, we will use φ t (x, f t ) to denote the feedback observed at epoch t, conditioned on X t = x, and φ will be used in reference to a generic feedback structure. The feedback signal is assumed to possess a second moment uniformly bounded over F and X .
Example 1 (Independent noise) A conventional cost feedback structure is φ (0) t (x, f t ) = f t (x) + ε t , where ε t are, say, independent Gaussian random variables with zero mean and variance uniformly bounded by σ 2 . A gradient counterpart is φ t (x, f t ) = ∇f t (x) + ε t , where ε t are independent Gaussian random vectors with zero mean and covariance matrices with entries uniformly bounded by σ 2 .
We next describe the class of admissible policies. Let U be a random variable defined over a probability
such that X t , the action at time t, is given by
where k = 1 if φ = φ (0) , namely, the feedback is noisy observations of the cost, and
namely, the feedback is noisy observations of the gradient. The mappings {π t : t = 1, . . . , T } together with the distribution P u define the class of admissible policies with respect to feedback φ. We denote this class by P φ . We further denote by {H t , t = 1, . . . , T } the filtration associated with a policy π ∈ P φ , such that H 1 = σ (U ) and
j=1 , U for all t ∈ {2, 3, . . .}. Note that policies in P φ are non-anticipating, i.e., depend only on the past history of actions and observations, and allow for randomized strategies via their dependence on U .
Temporal uncertainty and regret. As indicated already in the previous section, the class of sequences F is too "rich," insofar as the latitude it affords nature. With that in mind, we further restrict the set of admissible cost function sequences, in particular, the manner in which its elements can change from one period to the other. Define the following notion of variation based on the sup-norm:
where for any bounded functions g and h from X into R we denote g − h := sup x∈X |g(x) − h(x)|.
Let {V t : t = 1, 2, . . .} be a non-decreasing sequence of positive real numbers such that V t ≤ t for all t, and for normalization purposes set V 1 ≥ 1. We refer to V T as the variation budget over T . Using this as a primitive, define the corresponding temporal uncertainty set, as the set of admissible cost function sequences that are subject to the variation budget V T over the set of decision epochs {1, . . . , T }:
While the variation budget places some restrictions on the possible evolution of the cost functions, it still allows for many different temporal patterns: continuous change; discrete shocks; and a non-constant rate of change. Two possible variations instances are illustrated in Figure 1 . 
t , and the variation measured by (3), is illustrated for cases characterized by continuous changes (left), and "jump" changes (right) in b t . In both instances the variation budget is V T = 1/2.
As described in §1, the performance metric we adopt pits a policy π against a dynamic oracle:
where the expectation E π [·] is taken with respect to any randomness in the feedback, as well as in the policy's actions. Assuming a setup in which first a policy π is chosen and then nature selects f ∈ V to maximize the regret, our formulation allows nature to select the worst possible sequence of cost functions for that policy, subject to the variation budget 3 . Recall that a policy π is said to have sublinear regret
, where for sequences {a t } and {b t } we write a t = o(b t ) if a t /b t → 0 as t → ∞. Recall also that the minimax regret, being the minimal worst-case regret that can be guaranteed by an admissible policy π ∈ P φ , is given by:
We refer to a policy π as rate optimal if there exists a constantC ≥ 1, independent of V T and T , such
Such policies achieve the lowest possible growth rate of regret.
Contrasting with the adversarial online convex optimization paradigm. An OCO problem consists of a convex set X ⊂ R d and an a-priori unknown sequence f = {f 1 , . . . , f T } ∈ F of convex cost functions. At any epoch t the decision maker selects a point X t ∈ X , and observes some feedback φ t .
The efficacy of a policy over a given time horizon T is typically measured relative to a benchmark which is defined by the single best action in hindsight: the best static action fixed throughout the horizon, and chosen with benefit of having observed the sequence of cost functions. Under this benchmark, the objective is to minimize the regret incurred by an admissible 4 online optimization algorithm A:
where the expectation is taken with respect to possible randomness in the feedback and in the actions of the policy (We use the term "algorithm" to distinguish this from what we have defined as a "policy,"
and this distinction will be important in what follows) 5 . Interchanging the sum and min {·} operators in the right-hand-side of (6) we obtain the definition of regret in the non-stationary stochastic setting, as in (5). As the next example shows, the dynamic oracle used as benchmark in the latter can be a significantly harder target than the single best action defining the static oracle in (6).
Example 2 (Contrasting the static and dynamic oracles) Assume an action set X = [−1, 2], and variation budget V T = 1. Set
for any x ∈ X . Then, the single best action is sub-optimal at any decision epoch, and
Hence, algorithms that achieve performance that is "close" to the static oracle in the adversarial OCO setting may perform quite poorly in the non-stationary stochastic setting (in particular they may, as the example above suggests, incur linear regret in that setting). Nonetheless, as the next section unravels, we will see that algorithms designed in the adversarial online convex optimization context can in fact be adapted to perform well in the non-stationary stochastic setting laid out in this paper.
A General Principle for Designing Efficient Policies
In this section we will develop policies that operate well in non-stationary environments with given budget of variation V T . Before exploring the question of what performance one may aspire to in the non-stationary variation constrained world, we first formalize what cannot be achieved.
Proposition 1 (Linear variation budget implies linear regret) Assume a feedback structure
there exists a positive constant C 2 , such that for any admissible policy π ∈ P φ ,
The proposition states that whenever the variation budget is at least of order T , any policy which is admissible (with respect to the feedback) must incur a regret of order T , so under such circumstances it is not possible to have long-run-average optimality relative to the dynamic oracle benchmark. With that in mind, hereon we will focus on the case in which the variation budget is sublinear in T .
A class of candidate policies. We introduce a class of policies that leverages existing algorithms designed for fully adversarial environments. We denote by A an online optimization algorithm that given a feedback structure φ achieves a regret G A φ (F, T ) (see (6)) with respect to the static benchmark of the single best action. Consider the following generic "restarting" procedure, which takes as input A and a batch size ∆ T , with 1 ≤ ∆ T ≤ T , and consists of restarting A every ∆ T periods. To formalize this idea we first refine our definition of history-adapted policy and the actions it generates. Given a feedback φ and a restarting epoch τ ≥ 1, we define the history at time t ≥ τ + 1 to be:
Then, for any t we have that X t is H τ,t -measurable. In particular X τ +1 = A 1 (U ), X t = A t−τ (H τ,t ) for t > τ + 1, and the sequence of measurable mappings A t , t = 1, 2, . . . is prescribed by the algorithm A.
The following procedure restarts A every ∆ T epochs. In what follows, let · denote the ceiling function (rounding its argument to the nearest larger integer).
Restarting procedure. Inputs: an algorithm A, and a batch size ∆ T .
(c) Set j = j + 1, and return to step 2.
Clearly π ∈ P φ . Next we analyze the performance of policies defined via the restarting procedure, with suitable input A.
First order performance. The next result establishes a close connection between G A φ (F, T ), the performance that is achievable in the adversarial environment by A, and R π φ (V, T ), the performance in the non-stationary stochastic environment under temporal uncertainty set V of the restarting procedure that uses A as input.
Theorem 1 (Long-run-average optimality) Set a feedback structure φ ∈ φ (0) , φ (1) . Let A be an
. Let π be the policy defined by the restarting procedure that uses A as a subroutine, with batch size
In other words, the theorem establishes the following meta-principle: whenever the variation budget is a sublinear function of the horizon length T , it is possible to construct a long-run-average optimal policy in the stochastic non-stationary SA environment by a suitable adaptation of an algorithm that achieves sublinear regret in the adversarial OCO environment. For a given structure of a function class and feedback signal, Theorem 1 is meaningless unless there exists an algorithm with sublinear regret with respect to the single best action in the adversarial setting, under such structure. To that end, for the structures F, φ (0) and F, φ (1) an online gradient descent policy was shown to achieve sublinear regret in Flaxman et al. (2005) . We will see in the next sections that, surprisingly, the simple restarting mechanism introduced above allows to carry over not only first order optimality but also rate optimality from the OCO paradigm to the non-stationary SA setting.
Key ideas behind the proof. Theorem 1 is driven directly by the next proposition that connects the performance of the restarting procedure with respect to the dynamic benchmark in the stochastic non-stationary environment, and the performance of the input subroutine algorithm A with respect to the single best action in the adversarial setting.
Proposition 2 (Connecting performance in OCO and non-stationary SA) Set φ ∈ φ (0) , φ (1) .
Let π be the policy defined by the restarting procedure that uses A as a subroutine, with batch size ∆ T .
Then, for any
We next describe the high-level arguments. The main idea of the proof lies in analyzing the difference between the dynamic oracle and the static oracle benchmarks, used respectively in the OCO and the non-stationary SA contexts. We define a partition of the decision horizon into batches T 1 , . . . , T m of size ∆ T each (except, possibly the last batch):
where m = T /∆ T is the number of batches. Then, one may write:
The regret with respect to the dynamic benchmark is represented as two sums. The first, m j=1 J 1,j , sums the regret terms with respect to the single best action within each batch T j , which are each bounded by G A φ (F, ∆ T ). Noting that there are T /∆ T batches, this gives rise to the first term on the right-hand-side of (8). The second sum, m j=1 J 2,j , is the sum of differences between the performances of the single best action benchmark and the dynamic benchmark within each batch. The latter is driven by the rate of functional change in the batch. While locally this gap can be large, we show that given the variation budget the second sum is at most of order ∆ T V T . This leads to the result of the proposition.
Theorem 1 directly follows.
Remark (Alternative forms of feedback) The principle laid out in Theorem 1 can also be derived for other forms of feedback using Proposition 2. For example, the proof of Theorem 1 holds for settings with richer feedback structures, such as noiseless access to the full cost function (Zinkevich 2003) , or a multi-point access (Agarwal et al. 2010 ).
Rate Optimality: The General Convex Case
A natural question arising from the analysis of §3 is whether the restarting procedure introduced there enables to carry over the property of rate optimality from the adversarial environment to the nonstationary stochastic environment. We first focus on the feedback structure φ (1) , for which rate optimal polices are known in the OCO setting (as these will serve as inputs for the restarting procedure).
Subroutine OCO algorithm. As a subroutine algorithm, we will use an adaptation of the online gradient descent (OGD) algorithm introduced by Zinkevich (2003):
OGD algorithm. Input: a decreasing sequence of non-negative real numbers {η t } T t=2 .
1. Select some X 1 = x 1 ∈ X 2. For any t = 1, . . . , T − 1, set
where P X (y) = arg min x∈X x − y is the Euclidean projection operator on X .
For any value of τ that is dictated by the restarting procedure, the OGD algorithm can be defined via the sequence of mappings {A t−τ }, t ≥ τ + 1, as follows:
for any epoch t ≥ τ + 1, where H τ,t is defined in (7). For the structure F, φ (1) of convex cost functions and noisy gradient access, Flaxman et al. (2005) consider the OGD algorithm with the selection
. . , T , where r denotes the radius of the action set:
where B y (x) is a ball with radius y, centered at point x, and show that this algorithm achieves a regret of order √ T in the adversarial setting. For completeness, we prove in Lemma C-7 (given in Appendix C) that under Assumption 1 (a structural assumption on the feedback, given later in this section), this performance is rate optimal in the adversarial OCO setting.
Performance analysis. We first consider the performance of the OGD algorithm without restarting, relative to the dynamic benchmark. The following illustrates that this algorithm will yield linear regret for a broad set of variation budgets.
Example 3 (Failure of OGD without restarting) Consider a partition of the horizon T into batches T 1 , . . . T m according to (9), with each batch of size ∆ T . Consider the following cost functions:
Assume that nature selects the cost function to be g 1 (·) in the even batches and g 2 (·) in the odd batches.
Assume that at every epoch t, after selecting an action x t ∈ X , a noiseless access to the gradient of the cost function at point x t is granted, that is, φ
t (x, f t ) = f t (x) for all x ∈ X and t ∈ T . Assume that the decision maker is applying the OGD algorithm with a sequence of step sizes {η t } T t=2 , and x 1 = 1. We consider two classes of step size sequences that have been shown to be rate optimal in two instances of OCO settings (see Flaxman et al. (2005) , and Hazan et al. (2007)).
Then, selecting a batch size ∆ T of order √ T , and α = 1+(1 + 2η) ∆ T , the variation budget V T is at most of order √ T , and there is a constant C 1 such that R π φ (V, T ) ≥ C 1 T . 2. Suppose that η t = C/t. Then, selecting a batch size ∆ T of order T , and α = 1, the variation budget V T is a fixed constant, and there is a constant
In both of the cases that are described in the example, we analyze the trajectory of deterministic actions
that is generated by the OGD algorithm, and show that there is a fraction of the horizon in which the action x t is not "close" to the minimizer x * t , and therefore linear regret is incurred (see Appendix B). At a high level, this example illustrates that, not surprisingly, OGD-type policies with classical step size selections do not perform well in non-stationary environments.
We next characterize the regret of the restarting procedure that uses the OGD policy as an input.
Theorem 2 (Performance of restarted OGD under noisy gradient access) Consider the feedback setting φ = φ (1) , and let π be the policy defined by the restarting procedure with a batch size
2/3 , and the OGD algorithm parameterized by η t = r G √ ∆ T , t = 2, . . . , ∆ T as a subroutine. Then, there is some finite constantC, independent of T and V T , such that for all T ≥ 2:
Recalling the connection between the regret in the adversarial setting and the one in the non-stationary SA setting (Proposition 2), the result of the theorem is essentially a direct consequence of bounds in the OCO literature. In particular, Flaxman et al. (2005, Lemma 3 .1) provide a bound on G A φ (1) (F, ∆ T ) of order √ ∆ T , and the result follows by balancing the terms in (8) by a proper selection of ∆ T .
When selecting a large batch size, the ability to track the single best action within each batch improves, but the single best action within a certain batch may have substantially worse performance than that of the dynamic oracle. On the other hand, when selecting a small batch size, the performance of tracking the single best action within each batch gets worse, but over the whole horizon the series of single best actions (one for each batch) achieves a performance that approaches the dynamic oracle.
A lower bound on achievable performance. For two probability measures P and Q on a prob-
where E [·] is the expectation with respect to P, and Y is a random variable defined over Y. This quantity is known as the Kullback-Leibler divergence. We introduce the following technical assumption on the structure of the gradient feedback signal (a cost feedback counterpart will be provided in the next section).
Assumption 1 (Gradient feedback structure)
t (x, f t ) = ∇f t (x) + ε t for any f ∈ F, x ∈ X , and t ∈ T , where ε t , t ≥ 1, are iid random vectors with zero mean and covariance matrix with bounded entries.
2. Let G(·) be the cumulative distribution function of ε t . There exists a constantC such that for any
Remark. For the sake of concreteness we impose an additive noise feedback structure, given in the first part of the assumption. This simplifies notation and streamlines proofs, but otherwise is not essential.
The key properties that are needed are: P φ
t (x, f t ) ∈ A > 0 for any f ∈ F, t ∈ T , x ∈ X , and A ⊂ R d ; and that the feedback observed at any epoch t, conditioned on the action X t , is independent of the history that is available at that epoch. Given the structure imposed in the first part of the assumption, the second part implies that if gradients of two cost functions are "close" to each other, the probability measures of the observed feedbacks are also "close". The structure imposed by Assumption 1 is satisfied in many settings. For instance, it applies to Example 1 (with X ⊂ R), withC = 1/2σ 2 .
Theorem 3 (Lower bound on achievable performance) Let Assumption 1 hold. Then, there exists a constant C > 0, independent of T and V T , such that for any policy π ∈ P φ (1) and for all T ≥ 1:
The result above, together with Theorem 2, implies that the performance of restarted OGD (provided in Theorem 2) is rate optimal, and the minimax regret under structure V, φ (1) is:
Roughly speaking, this characterization provides a mapping between the variation budget V T and the minimax regret under noisy gradient observations. For example, when V T = T α for some 0 ≤ α ≤ 1, the minimax regret is of order T (2+α)/3 , hence we obtain the minimax regret in a full spectrum of variation scales, from order T 2/3 when the variation is a constant (independent of the horizon length), up to order T that corresponds to the case where V T scales linearly with T (consistent with Proposition 1).
Key ideas in the proof of Theorem 3. To establish the result, we consider sequences from a subset of V defined in the following way: in the beginning of each batch of size∆ T (nature's decision variable), one of two "almost-flat" functions is independently drawn according to a uniform distribution, and set as the cost function throughout the next∆ T epochs. Then, the distance between these functions, and the batch size∆ T are tuned such that: (a) any drawn sequence must maintain the variation constraint;
and (b) the functions are chosen to be "close" enough while the batches are sufficiently short, such that distinguishing between the two functions over the batch is subject to a significant error probability, yet the two functions are sufficiently "separated" to maximize the incurred regret. (Formally, the KL divergence is bounded throughout the batches, and hence any admissible policy trying to identify the current cost function in a given batch can only do so with a strictly positive error probability.)
Noisy access to the function value. Considering the feedback structure φ (0) and the class F, Flaxman et al. (2005) show that in the adversarial OCO setting, a modification of the OGD algorithm can be tuned to achieve regret of order T 3/4 . There is no indication that this regret rate is the best possible, and to the best of our knowledge, under cost observations and general convex cost functions, the question of rate optimality is an open problem in the adversarial OCO setting. By Proposition 2, the regret of order T 3/4 that is achievable in the OCO setting implies that a regret of order V
1/5
T T 4/5 is achievable in the non-stationary SA setting, by applying the restarting procedure. While at present, we are not aware of any algorithm that guarantees a lower regret rate for arbitrary action spaces of dimension d, we conjecture that a rate optimal algorithm in the OCO setting can be lifted to a rate optimal procedure in the non-stationary environment by applying the restarting procedure. The next section further supports this conjecture by examining the case of strongly convex cost functions.
Rate Optimality: The Strongly Convex Case
Preliminaries. We now focus on the class of strongly convex functions F s ⊆ F, defined such that in addition to the conditions that are stipulated by membership in F, for a finite number H > 0, the sequence {f t } satisfies
GI d for all x ∈ X , and all t ∈ T ,
where I d denotes the d-dimensional identity matrix. Here for two square matrices of the same dimension
A and B, we write A B to denote that B −A is positive semi-definite, and ∇ 2 f (x) denotes the Hessian of f (·), evaluated at point x ∈ X .
In the presence of strongly convex cost functions, it is well known that local properties of the functions around their minimum play a key role in the performance of sequential optimization procedures. To localize the analysis, we adapt the functional variation definition so that it is measured by the uniform norm over the convex hull of the minimizers, denoted by:
Using the above, we measure variation by:
Given the class F s and a variation budget V T , we define the temporal uncertainty set as follows:
We note that the proof of Proposition 2 effectively holds without change under the above structure.
Hence first order optimality is carried over from the OCO setting, as long as V T is sublinear. We next examine rate-optimality results.
Noisy access to the gradient
For the strongly convex function class F s and gradient feedback φ t (x, f t ) = ∇f t (x), Hazan et al. (2007) consider the OGD algorithm with a tuned selection of η t = 1/Ht for t = 2, . . . T , and provide in the adversarial OCO framework a regret guarantee of order log T (with respect to the single best action benchmark). For completeness, we provide in Appendix C a simple adaptation of this result to the case of noisy gradient access. Hazan and Kale (2011) show that this algorithm is rate optimal in the OCO setting under strongly convex functions and a class of unbiased gradient feedback. 6
Theorem 4 (Rate optimality for strongly convex functions and noisy gradient access)
1. Consider the feedback structure φ = φ (1) , and let π be the policy defined by the restarting procedure with a batch size ∆ T = T log T /V T , and the OGD algorithm parameterized by η t = (Ht) −1 , t = 2, . . . , ∆ T as a subroutine. Then, there exists a finite positive constantC, independent of T and V T , such that for all T ≥ 2:
2. Let Assumption 1 hold. Then, there exists a constant C > 0, independent of T and V T , such that for any policy π ∈ P φ (1) and for all T ≥ 1:
Up to a logarithmic term, Theorem 4 establishes rate optimality in the non-stationary SA setting of the policy defined by the restarting procedure with the tuned OGD algorithm as a subroutine. In §6
we show that one may achieve a performance of O( √ V T T ) through a slightly modified procedure, and hence the minimax regret under structure F s , φ (1) is:
Theorem 4 further validates the "meta-principle" in the case of strongly convex functions and noisy gradient feedback: rate optimality in the adversarial setting (relative to the single best action benchmark) can be adapted by the restarting procedure to guarantee an essentially optimal regret rate in the non-stationary stochastic setting (relative to the dynamic benchmark).
The first part of Theorem 4 is derived directly from Proposition 2, by plugging in a bound on
of order log T (given by Lemma C-5 in the case of noisy gradient access), and a tuned selection of ∆ T . The proof of the second part follows by arguments similar to the ones used in the proof of Theorem 3, adjusting for strongly convex cost functions.
Noisy access to the cost
We now consider the structure V s , φ (0) , in which the cost functions are strongly convex and the decision maker has noisy access to the cost. In order to show that rate optimality is carried over from the adversarial setting to the non-stationary stochastic setting, we first need to develop an algorithm that is rate optimal in the adversarial setting under the structure F s , φ (0) . Estimated gradient step. For a small δ, we denote by X δ the δ-interior of the action set X :
We assume access to the projection operator P X δ (y) = arg min x∈X δ x − y on the set X δ .
For k = 1, ..., d, let e (k) denote the unit vector with 1 at the k th coordinate. The estimated gradient step (EGS) algorithm is defined through three sequences of real numbers {h t }, {a t }, and {δ t }, where 7 ν ≥ δ t ≥ h t for all t ∈ T : EGS algorithm. Inputs: decreasing sequences of real numbers {a t }
2. For each t = 1, . . . , T − 1: (a) Draw ψ t uniformly over the set ±e (1) , . . . ,
For any value of τ dictated by the restarting procedure, the EGS policy can be formally defined by
Note that E[∇ h f t (Z t )|X t ] = ∇f t (Z t ) (cf. Nemirovski and Yudin 1983, chapter 7) , and that the EGS algorithm essentially consists of estimating a stochastic direction of improvement and following this direction. In Lemma C-4 (Appendix C) we show that when tuned by a t = 2d/Ht and δ t = h t = a 1/4 t for all t ∈ {1, . . . , T − 1}, the EGS algorithm achieves a regret of order √ T compared to a single best action in the adversarial setting under structure F s , φ (0) . For completeness, we establish in Lemma C-6 (Appendix C), that under Assumption 2 (given below) this performance is rate optimal in the adversarial setting.
Before analyzing the minimax regret in the non-stationary SA setting, let us introduce a counterpart to Assumption 1 for the case of cost feedback, that will be used in deriving a lower bound on the regret.
Assumption 2 (Cost feedback structure)
t (x, f t ) = f t (x) + ε t for any f ∈ F, x ∈ X , and t ∈ T , where ε t , t ≥ 1, are iid random variables with zero mean and bounded variance.
2. Let G(·) be the cumulative distribution function of ε t . Then, there exists a constantC such that for any a ∈ R, log dG(y) dG(y+a) dG(y) ≤C · a 2 .
Theorem 5 (Rate optimality for strongly convex functions and noisy cost access) 1. Consider the feedback structure φ = φ (0) , and let π be the policy defined by the restarting procedure with EGS parameterized by a t = 2d/Ht, h t = δ t = (2d/Ht) 1/4 , t = 1, . . . , T − 1, as subroutine, and a batch size ∆ T = (T /V T ) 2/3 . Then, there exists a finite constantC > 0, independent of T and V T , such that for all T ≥ 2:
2. Let Assumption 2 hold. Then, there exists a constant C > 0, independent of T and V T , such that for any policy π ∈ P φ (0) and for all T ≥ 1:
Theorem 5 again establishes the ability to "port over" rate optimality from the adversarial OCO setting to the non-stationary stochastic setting, this time under structure F s , φ (0) . The theorem establishes a characterization of the minimax regret under structure V s , φ (0) :
T T 2/3 .
Concluding Remarks
Batching versus continuous updating. While the restarting procedure (together with suitable balancing of the batch size) can be used as a template for deriving "good" policies in the non-stationary SA setting, it is important to note that there are alternative paths to achieving this goal. One of them relies on directly re-tuning the parameters of the OCO algorithm. To demonstrate this idea we show that the OGD algorithm can be re-tuned to achieve rate optimal regret in a non-stationary stochastic setting under structure F s , φ (1) , matching the lower bound given in Theorem 4 (part 2).
Theorem 6 Consider the feedback structure φ = φ (1) , and let π the OGD algorithm with η t = V T /T , t = 2, . . . , T . Then, there exists a finite constantC, independent of T and V T , such that for all T ≥ 2:
The key to tuning the OGD algorithm so that it achieves rate optimal performance in the non-stationary SA setting is a suitable adjustment of the step size sequence as a function of the variation budget V T :
intuitively, the larger the variation is (relative to the horizon length T ), the larger the step sizes that are required in order to "keep up" with the changing environment.
On the transition from stationary to non-stationary settings. Throughout the paper we address "significant" variation in the cost function, and for the sake of concreteness assume V T ≥ 1.
Nevertheless, one may show (following the proofs of Theorems 2-5) that under each of the different cost and feedback structures, the established bounds hold for "smaller" variation scales, and if the variation scale is sufficiently "small," the minimax regret rates coincide with the ones in the classical stationary SA settings. We refer to the variation scales at which the stationary and the non-stationary complexities coincide as "critical variation scales." Not surprisingly, these transition points between the stationary and the non-stationary regimes differ across cost and feedback structures. The following point occurs for variation scales that diminish with T ; this critical quantity therefore measures how "small" should the temporal variation be, relative to the horizon length, to make non-stationarity effects insignificant relative to other problem primitives insofar as the regret measure goes.
Adapting to an unknown variation budget. The policies introduced in this paper rely on prior knowledge of the variation budget V T . Since there are essentially no restrictions on the rate at which the variation budget can be consumed (in particular, nature is not constrained to sequences with
epoch-homogenous variation), an interesting and potentially challenging open problem is to delineate to
what extent it is possible to design adaptive policies that do not have a-priori knowledge of the variation budget, yet have performance "close" to the order of the minimax regret characterized in this paper.
A Proofs of main results
Proof of Proposition 1. See Appendix B.
Proof of Theorem 1. Fix φ ∈ φ (0) , φ (1) , and assume V T = o(T ). Let A be a policy such that
, and let ∆ T ∈ {1, . . . , T }. Let π be the policy defined by the restarting procedure that uses A as a subroutine with batch size ∆ T . Then, by Proposition 2,
as T → ∞, the right-hand-side of the above converges to zero as T → ∞, concluding the proof.
Proof of Proposition 2. Fix φ ∈ φ (0) , φ (1) , T ≥ 1, and 1 ≤ V T ≤ T . For ∆ T ∈ {1, . . . , T }, we break the horizon T into a sequence of batches T 1 , . . . , T m of size ∆ T each (except, possibly the last batch) according to (9). Fix A ∈ P φ , and let π be the policy defined by the restarting procedure that uses A as a subroutine with batch size ∆ T . Let f ∈ V. We decompose the regret in the following way:
where
The first component, J 1,j , is the regret with respect to the single-best-action of batch j, and the second component, J 2,j , is the difference in performance along batch j between the single-best-action of the batch and the dynamic benchmark. We next analyze J 1,j , J 2,j , and the regret throughout the horizon.
Step 1 (Analysis of J 1,j ). By taking the sup over all sequences in F (recall that V ⊆ F) and using the regret with respect to the single best action in the adversarial setting, one has:
where the last inequality holds using (6), and since in each batch decisions are dictated by A, and since in each batch there are at most ∆ T epochs (recall that G A φ is non-decreasing in the number of epochs).
Step 2 (Analysis of J 2,j ). Defining f 0 (x) = f 1 (x), we denote by V j = t∈T j f t − f t−1 the variation along batch T j . By the variation constraint (3), one has:
Lett be the first epoch of batch T j . Then,
where (a) and (b) follows from the fact that V j is the maximal variation along batch T j . In particular, the above holds for t =t, contradicting the optimality of x * t at epocht. Therefore, one has from (A-4):
Step 3 (Analysis of the regret over T periods). Summing (A-5) over batches and using (A-3), one has
Therefore, by the regret decomposition in (A-1), and following (A-2) and (A-6), one has:
Since the above holds for any f ∈ V, and recalling that m =
This concludes the proof.
Proof of Theorem 2. Fix T ≥ 1, and 1 ≤ V T ≤ T . For any ∆ T ∈ {1, . . . , T }, let A be the OGD algorithm with η t = η = r G √ ∆ T for any t = 2, . . . , ∆ T (where r denotes the radius of the action set X ), and let π be the policy defined by the restarting procedure with subroutine A and batch size ∆ T . Flaxman et al. (2005) consider the performance of the OGD algorithm relative to the single best action in the adversarial setting, and show (Flaxman et al. 2005, Lemma 3 
Therefore, by Proposition 2,
where (a) and (b) follows since 1 ≤ V T ≤ T . This concludes the proof.
Proof of Theorem 3. Fix T ≥ 1 and 1 ≤ V T ≤ T . We will restrict nature to a specific class of function sequences V ⊂ V. In any element of V the cost function is limited to be one of two known quadratic functions, selected by nature in the beginning of every batch of∆ T epochs, and applied for the following∆ T epochs. Then we will show that any policy in P φ (1) must incur regret of order V
1/3
Step 1 (Preliminaries). Let X = [0, 1] and consider the following two functions:
for some δ > 0 that will be specified shortly. Denoting
It is immediate that f 1 and f 2 are convex and for any δ ∈ (0, 1/4) obtain a global minimum in an interior point in X . For some∆ T ∈ {1, . . . , T } that will be specified below, define a partition of the horizon T to m = T /∆ T batches T 1 , . . . , T m of size∆ T each (except perhaps T m ), according to (9). Define:
(A-9) In every sequence in V the cost function is restricted to the set f 1 , f 2 , and cannot change throughout a batch. Let δ = V T∆T /2T . Any sequence in V consists of convex functions, with minimizers that are interior points in X . In addition, one has:
where the first inequality holds since the function can only change between batches. Therefore, V ⊂ V.
Step 2 (Bounding the relative entropy within a batch). Fix any policy π ∈ P φ (1) . At each t ∈ T j , the decision maker selects X t ∈ X and observes a noisy feedback φ
(1) t (X t , f t ). For any f ∈ F: denote by P π f the probability measure under policy π when f is the sequence of cost functions that is selected by nature, and by E π f the associated expectation operator; For any τ ≥ 1, A ⊂ R d×τ and
In what follows we make use of the Kullback-Leibler divergence defined in (10).
Lemma A-1 (Bound on KL divergence for noisy gradient observations) Consider the feedback structure φ = φ (1) and let Assumption 1 holds. Then, for any τ ≥ 1 and f, g ∈ F:
whereC is the constant that appears in the second part of Assumption 1.
The proof of Lemma A-1 is given later in the Appendix. We also use the following result for the minimal error probability in distinguishing between two distributions:
Lemma A-2 (Theorem 2.2 in Tsybakov (2008)) Let P and Q be two probability distributions on H, such that K(P Q) ≤ β < ∞. Then, for any H-measurable real function ϕ : H → {0, 1},
, 1 , (whereC is the constant that appears in part 2 of Assumption 1). We next show that for each batch
is bounded for any 1 ≤ τ ≤ |T j |. Fix j ∈ {1, . . . , m}. Then:
where: (a) follows from Lemma A-1; (b) and (c) hold given the respective values of δ and∆ T ; and
is non-decreasing in τ throughout a batch, we deduce that K P π,τ
is bounded by β throughout each batch. Then, for any x 0 ∈ X , using Lemma A-2 with ϕ t = 1{X t ≤ x 0 }, one has:
(A-10)
Step 3 (A lower bound on the incurred regret for f ∈ V ). Set
Letf be a random sequence in which in the beginning of each batch T j a cost function is independently drawn according to a discrete uniform distribution over f 1 , f 2 , and applied throughout the whole batch.
In particular, note that for any 1 ≤ j ≤ m, for any epoch t ∈ T j , f t is independent of H (j−1)∆ T +1
(the history that is available at the beginning of the batch). Clearly any realization off is in V . In particular, taking expectation overf , one has:
where (a) holds since for any function g :
} for any t ∈ T , and similarly for any
In addition, (b) holds by (A-10) and (c) holds by
Applying the selected∆ T , one has:
where the last inequality follows from
T T 2/3 . Recalling that V ⊆ V, we have:
Proof of Theorem 4. Part 1. We begin with the first part of the Theorem. Fix T ≥ 1, and 1 ≤ V T ≤ T . For any ∆ T ∈ {1, . . . , T } let A be the OGD algorithm with η t = 1/Ht for any t = 2, . . . , ∆ T , and let π be the policy defined by the restarting procedure with subroutine A and batch size ∆ T . By Lemma C-5 (see Appendix C), one has:
Selecting ∆ T = T /V T , one has:
where (a) and (b) hold since 1 ≤ V T ≤ T .
Part 2. We next prove the second part of the Theorem. The proof follows along similar steps as those described in the proof of Theorem 3, and uses the notation introduced in the latter. For strongly convex cost functions a different choice of δ is used in step 2 and∆ T is modified accordingly in step 3. The regret analysis in step 4 is adjusted as well.
Step 1. Let X = [0, 1], and consider the following two quadratic functions:
for some small δ > 0. Note that x * 1 = 1 2 , and x * 2 = 1+δ 2 . We define a partition of T into batches T 1 , . . . , T m of size∆ T each (perhaps except T m ), according to (9), where∆ T will be specified below.
Define the class V s according to (A-9), such that in every f ∈ V s the cost function is restricted to the set f 1 , f 2 , and cannot change throughout a batch. Note that all the sequences in V s consist of strongly convex functions (Condition (11) holds for any H ≤ 1), with minimizers that are interior points in X . Set δ = 2V T∆T /T . Then, one has:
where the first inequality holds since the function can change only between batches. Therefore, V s ⊂ V s .
Step 2. Fix π ∈ P φ (1) , and let∆ T = max
, 1 (C appears in part 2 of Assumption 1).
Fix j ∈ {1, . . . , m}. Then:
where: (a) follows from Lemma A-1; (b) and (c) hold by the selected values of δ and∆ T respectively; and (d) holds by V T ≤ T . Set β = max 1, 2C . Then, for any x 0 ∈ X , using Lemma A-2 with ϕ t = 1{X t > x 0 }, one has:
Step 3. Set x 0 = 1 2 (x * 1 + x * 2 ) = 1/2 + δ/4. Letf be a random sequence in which in the beginning of each batch T j a cost function is independently drawn according to a discrete uniform distribution over f 1 , f 2 , and applied throughout the batch. Taking expectation overf one has:
where: the first four inequalities follow from arguments given in step 3 in the proof of Theorem 3; (a) holds by (A-14); and (b) holds by δ = 2V T∆T /T . Given the selection of∆ T , one has:
where the last inequality holds if T ≥ 8CV T . If T < 8CV T , by Proposition 1 there exists a constant C
Proof of Theorem 5. Part 1. Fix T ≥ 1, and 1 ≤ V T ≤ T . For any ∆ T ∈ {1, . . . , T }, consider the EGS algorithm A given in §5.2 with a t = 2/Ht and δ t = h t = a 1/4 t for t = 1, . . . , ∆ T , and let π be the policy defined by the restarting procedure with subroutine A and batch size ∆ T . By Lemma C-4 (see Appendix C), we have:
where (a) holds by (A-15). By selecting
where (b) and (c) hold since 1 ≤ V T ≤ T .
Part 2. The proof of the second part of the theorem follows the steps described in the proof of Theorem 3, and uses notation introduced in the latter. The different feedback structure affects the bound on the KL divergence and the selected value of∆ T in step 2 as well as the resulting regret analysis in step 3.
The details are given below.
Step 1. We define a class V s as it is defined in the proof of Theorem 4, using the quadratic functions f 1 and f 2 that are given in (A-12), and the partition of T to batches in (9). Again, selecting
Step 2. Fix some policy π ∈ P φ (0) . At each t ∈ T j , j = 1, . . . , m, the decision maker selects X t ∈ X and observes a noisy feedback φ
∈ A, U ∈ B . In this part of the proof we use the following counterpart of Lemma A-1 for the case of noisy cost feedback structure.
Lemma A-3 (Bound on KL divergence for noisy cost observations) Consider the feedback structure φ = φ (0) and let Assumption 2 holds. Then, for any τ ≥ 1 and f, g ∈ F:
whereC is the constant that appears in the second part of Assumption 2.
The proof of this lemma is given later in the Appendix. We next bound K P
an arbitrary batch T j , j ∈ {1, . . . , m}, for a given batch size∆ T . Define:
Then, one has: -16) where: (a) follows from Lemma A-3; (b) holds since
for any x ∈ X ; and (c) holds since δ = 2V T∆T /T , and
for any x 0 ∈ X , using Lemma A-2 with ϕ t = 1{X t > x 0 }, we have:
(A-17)
Step 3. Set x 0 = 1 2 (x * 1 + x * 2 ) = 1/2 + δ/4. Letf be the random sequence of functions that is described in Step 3 in the proof of Theorem 4. Taking expectation overf , one has:
In addition, for each 1 ≤ j ≤ m one has:
where: the first three inequalities follow arguments given in step 3 in the proof of Theorem 3; (a) holds by (A-17); and (b) holds by δ = 2V T∆T /T . Assume that C · V T ≤ 2T . Then, taking
, one has:
, one has: for all 1 ≤ j ≤ m. Hence:
T T 2/3 , where the last inequality holds by T ≥ V T . This concludes the proof.
Proofs of Lemma A-1 and Lemma A-3. We start by proving Lemma A-1. Suppose that the feedback structure is φ = φ (1) . In the proof we use the notation defined in §4 and in the proof of Theorem 3. For any t ∈ T denote Y t = φ (1) (X t , ·), and denote by y t ∈ R d the realized feedback observation at epoch t. For convenience, for any t ≥ 1 we further denote y t = (y 1 , . . . , y t ). Fix π ∈ P φ .
Letting u ∈ U, we denote x 1 = π 1 (u), and x t := π t y t−1 , u for t ∈ {2, . . . , T }. For any f ∈ F and τ ≥ 2, one has: -19) where: (a) holds since by the first part of Assumption 1 the feedback at epoch τ depends on the history only through x τ = π τ y τ −1 , u ; and (b) follows from the feedback structure given in the first part of Assumption 1. Fix f, g ∈ F and τ ≥ 2. One has:
where (a) holds by (A-19). We have that K P
, where:
, and
where (b) follows the second part of Assumption 1. Repeating the above arguments, one has:
From the above it is also clear that:
Hence, we have established that for any τ ≥ 1:
Finally, following the steps above, the proof of Lemma A-3 (for the feedback structure φ = φ (0) ) is immediate, using the notation introduced in the proof of Theorem 5 for cost feedback structure, along with Assumption 2. This concludes the proof.
Proof of Theorem 6. See Appendix B.
B Proofs of additional results
Proof of Proposition 1. The proof of the proposition is established in two steps. In the first step, we limit nature to a class of function sequences V where in every epoch nature is limited to one of two specific cost functions, and show that V ⊂ V. In the second step, we show that whenever φ ∈ φ (0) , φ (1) , any admissible policy must incur regret of at least order T , even when nature is limited to the set V .
Step 1. Let X = [0, 1] and fix T ≥ 1. Let V T ∈ {1, . . . , T } and assume that C 1 is a constant such
2 where ν appears in (2), and we assume ν < 1/2. Consider the following two quadratic functions:
, and x * 2 = 1 2 +C. Define V = f ; f t ∈ f 1 , f 2 ∀t ∈ T . Then, for any sequence in V the total functional variation is:
For any sequence in V the total functional variation (3) is bounded by V T , and therefore V ⊂ V.
Step 2. Fix φ ∈ φ (0) , φ (1) , and let π ∈ P φ . Letf to be a random sequence in which in each epoch f t is drawn according to a discrete uniform distribution over f 1 , f 2 (f t is independent of H t for any t ∈ T ). Any realization off is a sequence in V . In particular, taking expectation overf , one has:
where the minimum is obtained at x * = 1+C 2 . Since V ⊆ V, we have established that
which concludes the proof.
Proof of Theorem 6. Fix T ≥ 1, and 1 ≤ V T ≤ T . Let π be the OGD algorithm with η t = η = V T /T for any t = 2, . . . , T . Fix ∆ T ∈ {1, . . . , T } (to be specified below), and define a partition of T into batches T 1 , . . . , T m of size ∆ T each (except perhaps T m ) according to (9). We note that the partition and the selection of ∆ T are only for analysis purposes, and do not affect the policy.
Fix f ∈ V s . Following the proof of Proposition 2, we have for C = max
for any 1 ≤ ∆ T ≤ T , where (a) follows the proof of Lemma C-5 (Appendix C, see equation (C-10)), and (b) follows since η t = V T /T for any t = 2, . . . , T , and H > 0. Taking ∆ T = T /V T we have:
where the last inequality follows form 1 ≤ V T ≤ T . Since the above holds for any f ∈ V s , we established:
Proof of claims made in Example 3. Fix T ≥ 1. Let X = [−1, 3] (we assume that ν, appearing in (2), is smaller than 1) and consider the following two functions: g 1 (x) = (x − α) 2 , and g 2 (x) = x 2 .
We assume that in each epoch t, after selecting an action x t , there is a noiseless access to the gradient of the cost function, evaluated at point x t . The the deterministic actions are generated by an OGD algorithm:
with the initial selection x 1 = 1. In the first part we consider the case of η t = η = C/ √ T , and in a second part we consider the case of η t = C/t. that is generated by the Online Gradient Descent policy, we show that in a linear portion of the horizon there is a constant C 2 such that |x t − x * t | > C 2 , and therefore a linear regret is incurred.
, and set α = 1 + (1 − 2η)
. We assume that nature selects the cost function to be g 1 (·) in the even batches and g 2 (·) in the odd batches. We start by analyzing the variation along the horizon:
where (a) follows from 1 ≤ α ≤ 2 and −1 ≤ x ≤ 3. Next, we analyze the incurred regret. We start by analyzing decisions generated by the OGD algorithm throughout the first two batches. Recalling that x 1 = 1 and that g 2 (·) is the cost function throughout the first batch, one has for any 2 ≤ t ≤ ∆ T + 1:
where: (a) follows since for any −1 < x ≤ 1 one has ln(1+x) ≥ x− x 2 2 ; (b) follows from t ≤ ∆ T ≤ 1+ 1 2η ; and (c) follows from η ≤ 1 2 < 1. Since x * t = 0 for any 1 ≤ t ≤ ∆ T , one has:
At the end of the first batch the cost function changes from f (·) to g(·). Note that the first action of the second batch is x ∆ T +1 = (1 − 2η) ∆ T . Since g 1 (·) is the cost function throughout the second batch, for any ∆ T + 2 ≤ t ≤ 2∆ T + 1 one has:
Using the transformation y t = x t − α for all t, one has:
where: (a) holds since for any −1 < x ≤ 1 one has ln(1 + x) ≥ x − x 2 2 ; (b) follows from t ≤ 2∆ T ≤ 1 + 1 2η + ∆ T ; and (c) follows from η ≤ 1 2 < 1. Finally, recalling that x * t = α and using the transformation y t = x t − α, one has for any ∆ T + 1 ≤ t ≤ 2∆ T :
In the beginning of the third batch g 2 (·) becomes the cost function once again. We note that the first action of the third batch is the same as the first action of the first batch:
and therefore the actions taken in the first two batches are repeated throughout the horizon. We conclude that for any 1 ≤ t ≤ T , |x t − x * t | > 1 e 2 . Finally, we calculate the regret incurred throughout the horizon. Using Taylor expansion, one has
Part 2. For concreteness we assume in this part that T is even and larger than 2. We show that linear regret can be incurred when η t = C t . Set α = 1 and ∆ T = T /2 (therefore we have two batches). Assume that nature selects g 1 (·) to be the cost function in the first batch, g 2 (·) to be the cost function in the second batch. We start by analyzing the variation along the horizon. Recalling that there is only one change in the cost function, one has: Preliminaries. In this section we develop auxiliary results that provide bounds on the regret with respect to the single best action in the adversarial setting. As discussed in §1, the OCO literature most often considers few different feedback structures; typical examples include full access to the cost/gradient after the action X t is selected, as well as a noiseless access to the cost/gradient evaluated at X t . However, in this section we consider the feedback structures φ (0) and φ (1) , where noisy access to the cost/gradient is granted. We define admissible online algorithms exactly as admissible policies are defined in §2. 8 More precisely, letting U be a random variable defined over a probability space (U, U, P u ), we let A 1 : U → R d and A t : R (t−1)k × U → R d for t = 2, 3, . . . be measurable functions, such that X t , the action at time t, is given by
A t (φ t−1 (X t−1 , f t−1 ) , . . . , φ 1 (X 1 , f 1 ) , U ) t = 2, 3, . . . ,
where k = 1 if φ = φ (0) , and k = d if φ = φ (1) . The mappings {A t : t = 1, . . . , T } together with the distribution P u define the class of admissible online algorithms with respect to feedback φ, which is exactly the class P φ . The filtration {H t , t = 1, . . . , T } is defined exactly as in §2. Given a feedback structure φ ∈ φ (0) , φ (1) , the objective is to minimize the regret compared to the single best action:
We note that while most results in the OCO literature allow sequences that can adjust the cost function adversarially at each epoch, we consider the above setting where nature commits to a sequence of functions in advance. This, along with the setting of noisy cost/gradient observations, is done for the sake of consistency with the non-stationary stochastic framework we propose in this paper.
C.1 Upper bounds
The first two results of this section, Lemma C-4 and Lemma C-5, analyze the performance of the EGS algorithm (given in §5) under structure (F s , φ (0) ) and the OGD algorithm (given in §4) under structure (F s , φ (1) ), respectively. To the best of our knowledge, the upper bound in Lemma C-4 is not documented in the Online Convex Optimization literature 9 . Lemma C-5 adapts Theorem 1 in Hazan et al. (2007) (that considered noiseless access to the gradient) to the feedback structure φ (1) .
Lemma C-4 (Performance of EGS in the adversarial setting) Consider the feedback structure φ = φ (0) . Let A be the EGS algorithm given in §5.2, with a t = 2d/Ht and δ t = h t = a 1/4 t for all t ∈ {1, . . . , T − 1}. Then, there exists a constantC, independent of T such that for any T ≥ 1,
8 We use the different terminology and notation only to highlight the different objectives: a policy π is designed to minimize regret with respect to the dynamic oracle, while an online algorithm A is designed to minimize regret compared to the static single best action benchmark.
9 The feasibility of an upper bound of order √ T on the regret in an adversarial setting with noisy access to the cost and with strictly convex cost functions was suggested by Agarwal et al. (2010) without further details or proof.
where (a) holds using η t = 1/Ht. Since the above holds for any sequence of functions in F s we have
(1 + log T ) , which concludes the proof.
C.2 Lower bounds
The last two results of this section, Lemma C-6 and Lemma C-7, establish lower bounds on the best achievable performance in the adversarial setting, under the structures (F s , φ (0) ), and (F, φ (1) ), respectively. Lemma C-6 provides a lower bound that (together with the upper bound in Lemma C-4) establishes that the EGS algorithm is rate optimal in a setting with strongly convex cost functions and noisy cost observations. Lemma C-7 provides a lower bound that matches the upper bound in Lemma 3.1 in Flaxman et al. (2005) , establishing that the OGD algorithm (with a careful selection of step-sizes), is rate optimal in a setting with general convex cost functions and noisy gradient observations. Lemma C-6 Let Assumption 2 hold. Then, there exists a constant C, independent of T such that for any online algorithm A ∈ P φ (0) and for all T ≥ 1:
Proof This concludes the proof.
Lemma C-7 Let Assumption 1 hold. Then, there exists a constant C, independent of T , such that for any online algorithm A ∈ P φ (1) and for all T ≥ 1:
Proof. Fix T ≥ 1. Let X = [0, 1], and consider functions f 1 and f 2 that are given in (A-8), and used in the proof of Theorem 3 (note that δ will be selected differently). Letf be a random sequence of cost functions, where in the beginning of the time horizon nature draws (from a uniform discrete distribution) a function from f 1 , f 2 , and applies it throughout the horizon.
Fix A ∈ P φ (1) . In the following we use notation described in the proof of Theorem 3, as well as in Lemma C-6. Set δ = 1/ 16CT , whereC is the constant that appears in Assumption 1. Then: (C-15) where (a) follows from Lemma A-1, and (b) holds by δ = 1/ 16CT . Since K(P A,τ 1
2 ) is nondecreasing in τ throughout the horizon, we deduce that the Kullback-Leibler divergence is bounded by 1 throughout the horizon. Therefore, for any x 0 ∈ X , by Lemma A-2 with ϕ τ = 1{X τ ≤ x 0 } and β = 1, one has:
for all τ ∈ T .
(C-16)
