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Abstract
Solar power plants convert the energy of solar radiation into electrical energy. There are two
different technologies that are "fueled" by two distinct radiation quantities: photovoltaic
panels use global horizontal irradiance (GHI) to produce electricity whereas concentrat-
ing solar power plants are fueled by direct normal irradiance (DNI). Therefore, these two
radiation quantities are an important factor when selecting suitable sites for solar power
generation. Global climate model (GCM) simulations provide a projection of the future
amount of global horizontal irradiance, but climate models are not designed to compute
direct irradiances. In this work a method was developed to add direct irradiance to the
output of global climate model simulations: after the model simulations radiative transfer
calculations were performed with the modeled atmosphere data.
A composite of clouds modeled by a DLR version of the GCM ECHAM4 (Stenke et al., 2009)
and aerosols modeled by an ECHAM5 version (Kloster et al., 2006) that was interactively
coupled to the aerosol module HAM (Stier et al., 2005) was chosen as input for the radiative
transfer calculations. In order to produce cloud data that is suitable for offline calcula-
tions of direct irradiance, a new method was implemented in the ECHAM4 radiation code.
ECHAM4 now calculates online an effective cloud optical depth that describes all clouds of
the cloud-covered part of a model grid box.
The calculations produced a data set of global horizontal and direct normal irradiances for
the years 1995 - 1999 and 2035 - 2039. The temporal resolution is 6-hourly and the horizon-
tal resolution is approximately 3.75◦ latitude x 3.75◦ longitude. The data set has been named
ISMAD (Irradiances at the Surface derived from Modeled Atmosphere Data).
According to the ISMAD data set highest local noon irradiances are located in the Saharan
region. A comparison between future (2035 - 2039) and past (1995 - 1999) 5-yearly mean val-
ues reveals a significant reduction of direct normal irradiance in West and Southern Africa
(-23 % and -20 % respectively) due to an increased aerosol optical depth. In the Saharan
region the future DNI is 11 % smaller than the corresponding past value (not significant).
In Australia ISMAD provides higher future irradiances (GHI 5 % and DNI 7 %, not signifi-
cant). A reduction of clouds could be identified as the cause of this increase. Globally, the
ISMAD method projects a reduction of GHI (-2 %) and DNI (-5 %).

1 Introduction: Why an Estimation of
Future Irradiances?
Climate change concerns coupled with increasing oil prices and the resulting need to trans-
form industries leads governments to support renewable energies. By early 2010, more than
100 countries had implemented some type of policy target and/or promotion policy related
to renewable energy; this compares with 55 countries in early 2005. In both Europe and
the United States, renewables accounted for over half of the newly installed power capacity
in 2009. In the same year, renewables comprised one quarter of the global power capacity
from all sources and delivered 19 % of all global electricity supply. 1 The growth of renew-
able energy experiences a continuing upward trend (Renewable Energy Policy Network for
the 21st Century, 2010).
This development in the energy sector leads to new questions and challenges. In contrast to
conventional energy sources like fossil fuels, the electricity production by solar and wind
power plants cannot be controlled by burning more or less fuel and thereby adjust the
energy production to the consumption. Their electricity production varies in time due to
the high natural variability of their "fuels" solar radiation and wind. Power plant opera-
tors, who need to know the future energy yield of their power plants, and electrical grid
providers (who have to stabilize the grid) are required to address this issue.
The question of the "fuel" variability was handed from economy to science and gave rise
to the new scientific field of the so-called energy meteorology whose main challenge is to
provide radiation and wind maps with reasonable temporal and spatial resolutions. For
the purposes of a power plant operator, there are two different reasonable map resolutions:
On the one hand, short-term information about the solar and wind resources is important
to be able to negotiate at the energy stock market, where production surpluses can be sold
and bottlenecks can be bridged by additional purchases. Spatial resolutions down to the
size of the power plant and temporal resolutions down to hours and minutes for the next
hours ("intra-day") or the next day ("day-ahead") are required. Energy meteorologists apply
for instance weather forecast models or cloud cameras to provide such data. On the other
1counting as renewables: traditional biomass (13 %, growing slowly or even declining in some regions), hy-
dropower (3.4 %, growing modestly), other renewables like modern biomass, wind, solar, geothermal and
biofuels (2.6 %, growing very rapidly in developed countries and some developing countries).
6 1. Introduction: Why an Estimation of Future Irradiances?
hand, the site selection for solar or wind power plants demands knowledge about how
sunny or windy the designated spots are in the long term. This information is needed as
input for power plant simulations that project the future energy yield, depending on the
site-conditions and the technical specifications of the power plant. For solar energy appli-
cations long-term radiation data sets are provided by several data bases: The European Solar
Radiation Atlas (586 ground stations in Europe) (Scharmer et al., 2000) and meteonorm ( >2400
ground stations, global) (Meteonorm, 2012) derive their data from ground measurements.
Examples of data sets derived from satellite-based measurements are Satellight (Foyntonont
et al., 1997), SOLEMI (Mayer et al., 2004), and ISIS (Lohmann, 2006). Typically, these data
sets provide radiation quantities for time periods over several years with an hourly tempo-
ral resolution. Spatial resolutions highly differ by region and data base.
There are two types of solar power plants which are fueled by two different radiation quan-
tities: Photovoltaic panels are fueled by the so-called global irradiance, i.e. the radiation
incident from all directions on the panel. In contrast, concentrating solar power systems
use the direct irradiance that is the radiation coming from the direction of the Sun only.
Not every data base provides information about the direct irradiance.
Figure 1.1: Left side: photovoltaic panel. Right side: concentrating solar power system.
What all data bases do have in common is that the provided data is derived from measure-
ments. Applying measured radiation data as input to power plant simulations and thus for
the projection of the future energy yield implies the assumption that the future global or
direct irradiance will be the same as in the past. Taking climate change into account makes
this assumption questionable.
This work aims to provide an estimation of future solar energy relevant radiation quantities.
Information about the future development of global horizontal irradiance (GHI) is nothing
new, as GHI is standard output of global climate model simulations. But direct normal ir-
radiance (DNI) is not provided by global climate model runs because climate modelers are
7interested in energy budgets, and direct irradiance - as only a part of the total radiative en-
ergy - is not relevant to them. In this work a method was developed to derive global as well
as direct irradiance from global climate model (GCM) data: radiative transfer calculations
were performed on atmospheric data provided by global climate models. We distinguish
between online and offline calculations. The term "online calculation" refers to a calcula-
tion that is performed by a GCM during its run. In contrast, the term "offline calculation"
refers to a calculation that is done independently of the GCM run, but using data produced
by the GCM run as input. Global and direct irradiances at the Earth’s surface depend on
the amount of clouds, aerosols, gases etc. in the atmosphere. Such information about the
atmosphere is calculated online by a GCM. The atmospheric data that had been calculated
online were taken to perform offline calculations of global and direct irradiance.
A global data set of GHI and DNI for the years 1995-1999 and 2035-2039 was produced
and regional 5-yearly mean values of the future time period were compared to the corres-
ponding 5-yearly mean values of the past time period. It was not aimed at producing
a data set that is suitable for power plant simulations and that could be used instead of
measurement-derived irradiances. The spatio-temporal resolution of the climate model
atmospheric data is not high enough for this purpose and modeled data cannot replace
measurement-derived data sets. No model perfectly reproduces the system being modeled.
When modelling future time periods, additional uncertainties arise from the need to make
an assumption about the future emission scenarios. Thus, the objective of this work is to
provide an estimation of future changes of GHI and DNI that in addition to power plant-
simulations can be useful for the site selection of solar power plants.
This work is structured as follows: It starts with an introduction to radiative transfer the-
ory, photovoltaics and concentrating solar power (chapter 2). In chapter 3, the method of
this work is explained: We take a closer look at the global climate models and the sim-
ulation set-ups that produced the atmospheric data used for the offline radiative transfer
calculations, and these atmospheric data are presented. A method to calculate online 2D
cloud properties suitable for offline calculations of direct irradiance is introduced. Next,
the offline calculations are described. In order to check if the offline solution method of the
radiative transfer equation is consistent with the method applied for the online calculations,
the offline calculated GHI is compared to the online calculated GHI. The offline calculated
GHI and DNI for the years 1995-1999 are then compared to irradiance data derived from
satellite-measurements (Lohmann, 2006, ISIS). The data set produced by the offline calcu-
lations is presented and discussed in chapter 4. Chapter 5 finally contains a summary and
an outlook to possible further studies.

2 Physical Background: Radiative Transfer
Theory
To write a chapter about the physical background of radiative transfer is quite challenging:
Radiative transfer theory applies results from various areas of physics as electromagnetism,
optics, quantum mechanics, atomic and molecular physics, solid state physics and thermo-
dynamics and statistics. Any attempt to present this work’s physical background in detail
within the framework of a diploma thesis must fail. Consequently, the aim of this chapter
is to simply provide an overview of the basic concepts of radiative transfer that are needed
in this work. For details, it has to be referred to textbooks. For the sake of fluent reading
well-known equations and facts won’t be referenced. In order to present the basic concepts
of radiative transfer, in the following the Sun’s radiation is accompanied from its origin in
the Sun over its journey through the Earth’s atmosphere to its absorption in a solar power
plant. But first we take a look at what energy and in particular radiative energy are in
physical terms.
2.1 Radiative energy
Energy exists in many different forms, e.g. as heat, chemical or electrical energy. Even mass
is known as energy since Albert Einstein stated E = mc2 in 1905 and light as electromag-
netic radiation is a form of energy, too. An important property of radiation is its ability to
transfer energy. The axiomatic law of conservation of energy says that its total amount in
an isolated system remains constant over time. It can neather be created nor be destroyed,
it can only be transformed. In the public discussion the term energy is commonly used to
refer to electrical energy. This is an expression for potential energy caused by the electrical
force described by Coulomb’s law and energy newly derived from it (like the kinetic en-
ergy of electrons in a conductor). An advantage of energy in its electrical state is that it can
easily be transformed into other kinds; electricity is a very versatile form of energy. As an
example: when a lamp is plugged in, potential energy in the socket transforms into kinetic
energy of the electrons in the cable, which partly turns into radiation in the bulb. Electrical
energy is usable energy. This is the reason why power plants convert other than electrical
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forms of energy into electrical energy.
Nearly all energy on Earth is brought here by the Sun’s radiation.1 Fossil fuels for instance
stored the energy of the Sun’s radiation as chemical energy. Burning them is an exothermic
reaction and sets the energy free again (and produces CO2). Wind as kinetic energy of
air particles originates from pressure differences in the atmosphere that are a result of air
temperature differences caused by the Sun’s radiation etc.
Physics knows different ways to describe radiation. In radiative transfer as applied in this
work, the simplest and therefore best description of radiation is that of a beam of photons.
A photon’s energy content e(ν) is determined by the frequency ν of the corresponding
electromagnetic wave via the relationship
e(ν) = hν [J] , (1)
where h = 6.62606957 x 10−34 Js denotes Planck’s constant. h has units of physical action,
i.e., energy [J] times time [s]. The frequency of the wave is connected to its wavelength λ by
ν =
c
λ
[s−1 = Hz] , (2)
where c = 3 x 108 ms−1 denotes the photon’s velocity through vacuum.
To describe all photons unambiguously at time t the photons’ distribution in the six dimen-
sional (r, Ω, ν)-space is needed. Three coordinates of the position vector r give the photon
position in geometrical space, two angles characterize the flight direction Ω (the absolute
value of the photons’ velocity v is given by the speed of light c) and the frequency ν de-
termines the photon’s energy by equation (1). A differential expression for the directions
a photon at r could fly to is needed in order to define the photons’ distribution function.
Therefore, consider a sphere with radius r˜ in the photon’s local spherical (r˜, ϑ, ϕ)-coordinate
system, see figure 2.1. The solid angle Ω is defined by
Ω =
A
r˜2
[m2m−2 = sr] , (3)
where A denotes an area on the sphere. Ω is a measure for all the directions from r into
space that cross A. The division by r˜2 cancelles out the dependency of A on the radius of the
sphere. The full solid angle, i.e. A = 4pir˜2, is 4pi ≈ 12.57 sr. The differential expression for
1other "sources" are geothermal energy (= energy that originates from the original formation of the planet,
from radioactive decay of minerals and from volcanic activity) and tidal energy (= kinetic energy of the
oceans generated by periodic variations in gravitational attraction exerted by celestial bodies).
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Figure 2.1: Position vector r and solid angle Ω. Definition of the local spherical (r˜, ϑ, ϕ)-coordinate
system and the direction Ω.
Source: Zdunkowski et al. (2007).
the directions a photon at r could fly to is described by the differential solid angle element
dΩ =
dA
r˜2
=
1
r˜2
r˜2 sinϑ dϑ dϕ = sinϑ dϑ dϕ . (4)
Here, dA = r˜2 sinϑ dϑ dϕ is the differential area element on the sphere with radius r˜.
The distribution function of photons f (ν, r,Ω, t) = fν(r,Ω, t) can now be defined as
Nν(r,Ω, t) dν = fν(r,Ω, t) dV dΩ dν , (5)
where Nν dν represents the number of photons at time t contained within the volume
element dV centered at r, flying into a direction within the solid angle element dΩ about
the flight direction Ω, with frequencies within the interval (ν, ν+ dν). We are not interested
in the number of the photons but in the energy they transport. For this reason the radiance
Iν(r,Ω, t) is defined by
Iν(r,Ω, t) = chν fν(r,Ω, t) (6)
as the product of the energy density hν fν(r,Ω, t) and the velocity c. From this equation it
can be seen that the monochromatic radiance is expressed in units [Wm−2sr−1Hz−1]. The
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Figure 2.2: Radiative energy streaming through the infinitesimal surface element dσ with surface
normal n into the solid angle element dΩ around the flight direction Ω of the photons.
Source: Zdunkowski et al. (2007).
physical meaning of the radiance can be illustrated with the help of the energy relation
uν(r,Ω, t) dν = Iν(r,Ω, t) cosθ dΩ dσ dν . (7)
uν dν is the radiant energy contained within the frequency interval (ν, ν + dν) streaming
during dt at r through the surface element dσ with unit surface normal n into a direction
within solid angle element dΩ around Ω. It is important to take into account the angle θ
between the surface normal n and the flight direction Ω (see figure 2.2) because the beam
of photons coming from direction −Ω "sees" the surface smaller than it is, if n and Ω are
not parallel. For the photons only that part of a surface element counts that is normal to
their flight direction, i.e. cosθ dσ. Radiance is a function depending on the orientation of
the surface (independent only if the radiation field is isotropic).
All matter with temperatures above the theoretical temperature of absolute zero (= 0 K)
emits radiation. For the idealized case of black body radiation, the radiance is described by
the Planck function
Bν(T) dν =
2hν3
c2
(ehν/kT − 1)−1 dν . (8)
This function contains three fundamental constants of nature: h is Planck’s constant, c is
the speed of light and k = 1.380662 x 1023 JK−1 is the Boltzmann constant. Bν represents
the energy emitted by a black unit surface area per unit time interval within a cone of
solid angle Ω0 = 1 sr vertical to the emitting surface in the frequency range between ν and
ν + dν.2 The Planck function only depends on the temperature T of the black body and
2A black body is an idealized object that is realized by a cavity and the radiation field inside the cavity is
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on the frequency interval. The Planck function gives a distribution for the frequencies at
which the body emits radiation. According to the theorem for the change of variables in an
integral, the Planck function expressed in wavelength terms is
Bλ(T) dλ =
2hc2
λ5
(ehc/λkT − 1)−1 dλ (9)
and now has units [Wm−2µm−1sr−1] or [Wm−2nm−1sr−1]. Figure 2.3 shows Planckian
black body curves for various temperatures. With increasing temperature the maxima of
the curves are shifted towards smaller wavelengths. This phenomenon is known as Wien’s
displacement law. For the Planck curves as a function of frequency (that is proportional to
a photon’s energy) holds: the higher the body’s temperature, the higher the energy of the
photons that the body emits mostly.
Figure 2.3: Planckian black body curves for various temperatures.
Source: Zdunkowski et al. (2007).
Integration of the radiance over the upper hemisphere of a surface gives the (spectral)
irradiance (or spectral flux density) Eν that describes the radiant energy coming from all
considered for the calculations. This field is stationary, isotropic and homogeneous (in thermodynamic
equilibrium). Translation of these qualities of the radiation field inside the cavity to an emitting black body
surface leads to the description in the text.
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directions of that halfspace
Eν(r, t) =
∫
2pi
Iν(r,Ω, t) cosθ dΩ . (10)
Irradiance again depends on the orientation of the surface. If one is not interested in the
spectral resolution, integration over the frequencies gives the (integrated) irradiance (or
flux density)
E(r, t) =
∫ ∞
0
Eν(r, t) dν (11)
that describes the total radiant energy incident on a surface and is the quantity we are
interested in. It is common to abbreviate the spectral and the integrated irradiance just as
irradiance. Which quantity is really meant then by the term "irradiance" should be clear
from the context. Let us consider an important special case: parallel radiation falls in
perpendicular to a surface (cos θ = 1) and leads to the radiance I⊥,ν, spectral irradiance
E⊥,ν and integrated irradiance E⊥. As parallel radiation comes from one single direction,
I⊥,ν and E⊥,ν have the same value (but they differ by units). For a rotation of the surface
such that there is the angle ϑ0 between the surface’s first and second position (and in such a
way that the radiation is still incident on the same side of the surface), the radiance I⊥,ν, the
spectral irradiance E⊥,ν and the integrated irradiance E⊥ on the surface’s second position
are
Iϑ0,ν = I⊥,ν cos ϑ0
Eϑ0,ν = E⊥,ν cos ϑ0
Eϑ0 = E⊥ cos ϑ0 .
(12)
In the last section it was highlighted that radiation is a form of energy. It can be described
as a beam of photons, each photon carrying a certain amount of energy. The quantities
radiance and irradiance were derived from photons flying on or through a surface. Planck’s
law was presented. In order to present the transfer of solar radiation through the Earth’s
atmosphere, we now accompany a beam of photons from their emission by the Sun to their
absorption by a solar power plant (photovoltaic or concentrating) on the Earth’s surface.
2.2 Emission by the Sun
In the core of the Sun, energy is set free by nuclear fusion, mainly through a series of steps
called the p-p (proton-proton) chain. This process converts hydrogen 1H into helium 4He,
i.e. mass is converted into other forms of energy (for details, see textbooks on nuclear and
particle physics/astrophysics). The energy set free in the Sun’s core travels through many
successive layers to the Sun’s surface, the photosphere. Most of that energy leaves the about
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Figure 2.4: Photosphere of the Sun, about 6000K hot. Source: <URL:
http://apod.nasa.gov/apod/image/9812/eithe_981211_big.gif> (Accessed 7/10/2011).
6000 K hot photosphere as electromagnetic radiation, as described by Planck’s law. When
leaving the Sun, some photons may be absorbed by colder gases like O2, Na, He and others
in the outer region of the Sun. This produces absorption lines in the black body spectrum
(Fraunhofer lines). For those photons flying into the solid angle
ΩE(t) =
AE
r2SE(t)
(13)
now the journey to Earth begins (see figure 2.5). rSE(t) denotes the Sun-Earth distance.
AE = pi r2E is the Earth’s cross-section with rE ≈ 6370 km the mean radius of the Earth.
During the about eight minutes of their journey through empty space to Earth the photons
keep flying in the same direction with velocity c. Due to the big Sun-Earth distance they ar-
rive as an approximately parallel beam at the top of the Earth’s atmosphere (TOA) and lead
to the integrated irradiance S(t) on a surface normal to their flight direction. The temporal
mean value of S(t) is known as solar constant S0 ≈ 1360 Wm−2. For each point on Earth
defined by its latitude and longitude equation (12) can be applied to calculate the local hor-
izontal irradiance ITOA with ϑ0 the angle between the local zenith and the direction of the
Sun (solar zenith angle). The Earth orbits the Sun elliptically with a velocity ≈ 30 kms−1
while rotating around a tilted axis. The annual mean distance from Sun to Earth is one
astronomical unit (≈ 150 x 106 km). The solar zenith angle and thus ITOA depend besides
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Figure 2.5: Illustration of Sun-Earth geometry.
annual variations additionally on the time of the day as they are defined on the daily rotat-
ing coordinate system of the Earth. Figure 2.6 illustrates the annual and diurnal variations
Figure 2.6: ECHAM4 Irradiance at TOA for January and July 1st 1996 at 0:00 and 12:00 GMT.
of the horizontal integrated irradiances by showing maps of modeled ITOA-distributions for
January and July, 00:00 and 12:00 GMT. Due to the Earth’s elliptical orbit with smallest Sun-
Earth distance in January, the maximal ITOA is larger in January (1412 Wm−2) than in July
(1324 Wm−2). The tilt of the Earth’s rotational axis leads to an annual periodic movement
of the maximal value of ITOA from South to North and back, which leads for instance to the
European seasons with winter in the months around January and summer in the months
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around July. The rotation of the Earth causes the diurnal movement of the irradiance dis-
tribution from East to West.
There are also other (non-annual) periodic variations in S(t) that are not caused by Sun-
Earth geometry and are subject to research: space-based radiometric measurements in the
past three decades show an eleven-year solar cycle with peak-to-peak amplitude of order
0.1 % and variations of order 0.2 % associated with the Sun’s 27-day rotation period (Fröh-
lich & Lean, 1998).
Figure 2.7: The figure shows the horizontal spectral irradiances for a solar zenith angle ϑ0 = 30◦.
Green line: irradiance of a 6000 K hot black body at Sun-Earth distance.
Black line: the actual irradiance at TOA following Kurudz (1992).
Blue line: global horizontal irradiance at the surface for an atmosphere containing only
gases (no clouds or aerosols); RTE was solved with discrete ordinate method algorithm
provided by libRadtran (Mayer & Kylling, 2005), spectral resolution LOWTRAN (Pier-
luissi & Peng, 1985).
The black graph in figure 2.7 shows the horizontal (spectral) irradiance ITOA,ν for a solar
zenith angle ϑ0 = 30◦. The structural difference to the irradiance of a 6000 K hot black
body at Sun-Earth distance (green graph) is caused by the Fraunhofer lines. The systematic
difference is due to the effective temperature of the Sun being a bit smaller than 6000 K.
Considering the Fraunhofer lines and requiring that the total energy emitted by the Sun be
the same as that of a black body, one finds that the Sun’s effective temperature is 5778 K
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(Thomas & Stamnes, 1999). The solar spectrum reaches from about 200 nm in the UV spec-
tral region to about 4000 nm in the infrared. Its maximum is located in the visible part of
the electromagnetic spectrum (≈ 400− 700 nm). The blue graph in the figure is explained
in the next section.
In the last section the horizontal irradiance ITOA at the top of the atmosphere was presented.
Its spectral composition roughly follows that of a 6000 K hot black body, i.e. most energy
is delivered by photons of frequencies within the visible band of the spectrum. For each
point (lat,lon) on Earth the magnitude of ITOA mainly depends on the time of the day and
the time of the year.
2.3 Scattering and absorption in the Earth’s atmosphere
The solar radiation ITOA now enters the Earth’s atmosphere where it may interact with at-
mospheric particles. In this section the particles of the atmosphere, the interaction between
them and solar radiation, and the mathematical description of radiative transfer through
the atmosphere are presented.
2.3.1 The atmosphere
The Earth’s atmosphere (from Greek atmos "vapors" and sphaira "sphere") is a mixture of
gases, suspended solid and liquid particles surrounding the Earth in equilbrium between
diffusion into space and gravity holding them back (weather dynamics are neglected here).
Density and pressure of the atmosphere decrease with increasing altitude, with no definite
boundary between the atmosphere and outer space. The average atmospheric pressure at
sea level is about 1 atmosphere (atm) = 1013.25 hPa (1 hPa = 102 Pascal). Four atmospheric
layers can be distinguished by their temperature gradient. Beginning from ground level
these layers are the troposphere, the stratosphere, the mesosphere and the thermosphere.
The troposphere extends to about 10 km height (depending on the latitude as the Earth is
not a perfect sphere), temperature decreases with altitude. It contains about 80 % of the
atmosphere’s mass. The troposphere is the most turbulent part of the atmosphere (Greek:
tropos "turning", "mixing"); most weather takes place here. The stratosphere derives its
name from the layering effect produced by the lack of vertical mixing. It extends from
about 10 km to 50 km height (again depending on the latitude). Temperature increases with
height. The troposphere and stratosphere together contain about 99.9 % of our atmosphere’s
mass. The atmosphere beyond the stratosphere (mesosphere and thermosphere) is very thin
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and interactions with radiation can be neglected for our purpose.
The description of atmospheric particles is complicated because there are so many of them.
It is neither possible nor useful to consider any single particle separately. Therefore, the
particles constituting the atmosphere are classified as gases, aerosols (suspensions of liquid
or solid particles except for cloud particles and precipitation) and cloud particles. Each
of these classes is further divided into subclasses in such a way that the microphysical
properties of the elements of each subclass are similar. Then, for every subclass effective
microphysical properties per atmospheric volume element are translated into macroscopic
optical properties in order to quantify their influence on radiation.
2.3.2 Interaction between radiation and matter
Generally, the interaction between radiation and matter can be emission, absorption, elastic
and inelastic scattering, depending firstly on the wavelength of the radiation and secondly
on the matter’s microphysical properties. Between solar radiation and matter contained
within the atmosphere mainly absorption and elastic scattering take place.
Absorption takes place whenever a photon with energy content e(ν) meets matter that is
able to take this amount of energy (for explanation see textbooks on quantum mechanics,
atomic and molecular physics, solid state physics, quantum electrodynamics). If we con-
sider a whole bunch of molecules (N & 1023) the macroscopic quantity "temperature" can
be defined and absorption by the single molecules leads to an increase in temperature, i.e.
radiative energy transforms into heat (see textbooks on thermodynamics and statistics).
Elastic scattering refers to a change of the radiation direction (but no change of energy).
The change of direction is described by the scattering phase function P(Ω′ → Ω), see fig-
ure 2.8. The scattering phase function is a probability density distribution for a scattering
process from the incident direction Ω′ into the direction Ω. If the scattering angle Θ < 90◦
one speaks about forward scattering, if Θ > 90◦ one speaks about backward scattering. The
asymmetry parameter g (Zdunkowski et al., 2007, equation (6.40)) describes the asymmetry
between forward and backward scattering of the scattering distribution. g = 0 in the case of
isotropic scattering, i.e. forward and backward scattering occur with the same probability.
g = 1 or g = −1 for only forward or only backward scattering respectively.
Scattering mainly depends on the relation between the particle size and the wavelength.
This relation is called size parameter
x :=
2pir
λ
. (14)
For particles far smaller than the wavelength (x < 0.002) scattering processes are negligi-
ble; for x > 2000 scattering can be described relatively easy by geometric optics (Petty,
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Figure 2.8: Illustration of the scattering phase function P(Ω′ → Ω). Source: Zdunkowski et al.
(2007).
2006). Unfortunately, most atmospheric particles fall in between these two extremes and
more complex methods are needed. Very small randomly oriented particles can be de-
scribed within the framework of Raighley theory. Raighley scattering is symmetric and
highly wavelength dependent (the scattering cross section ∝ λ−4). Radiation of smaller
wavelengths is scattered more efficiently than radiation of bigger wavelengths; blue light
is scattered more than red light. Raighley scattering of visible radiation by atmospheric
molecules makes the sky blue and the Sun red. But clouds and aerosol particles like haze
do not look blue but white, so another form of scattering, independent of the wavelength,
does take place here. It can be described by Mie theory. Mie theory is valid for spherical
particles of arbitrary size, like droplets in a water cloud. Mie scattering is asymmetric in
forward direction. Scattering gets really complicated when particles are too big for Raigh-
ley theory and at the same time do not fulfill the condition of being spherical required by
Mie theory, such as ice crystals in ice clouds. The scattering behavior of ice clouds has
therefore either to be calculated seperately for each different crystal shape, measured in the
laboratory or it has to be somehow else approximated.
2.3.3 GHI and DNI
The incoming radiation may be multiply scattered within the atmosphere and could then
reach the surface from any direction. Therefore, it is distinguished between direct radiation
which is the radiation coming from the direction of the Sun and diffuse radiation that is
the radiation coming from any other direction. The sum of both is called global radiation,
compare to figure 2.9. Global radiation incident on a horizontal surface is named global
horizontal irradiance (GHI). Accordingly defined is the direct horizontal irradiance (DHI).
Direct normal irradiance (DNI) is direct radiation incident on a surface normal to the di-
rection of the Sun and can be calculated with DHI and the solar zenith angle ϑ0 according
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to equation (12).
Figure 2.9: Illustration of global horizontal irradiance (GHI) and direct normal irradiance (DNI).
2.3.4 Mathematical description of radiative transfer
To make things easier for the following description of the optical properties of the atmo-
sphere and the radiative transfer equation we make two approximations:
Plane-Parallel Approximation: The atmosphere over each point on Earth (lat,lon) is as-
sumed to be plane and horizontally homogeneous. The microphysical properties of the
particles in the atmosphere are only variable along the z-axis (in the direction of the zenith)
but not horizontally. The radiation - although possibly having a horizontal component in
the flight direction - experiences no horizontal variability of the atmosphere. In a plane-
parallel atmosphere the only spatial variable is z. The direction of the radiation is defined
by the zenith angle ϑ with respect to the z-axis and by the azimuth angle ϕ counted from an
arbitrary origin (compare to figure 2.1; the only difference to that figure is that the position
vector r is now the position coordinate z and the x- and y-axes are now meaningless). The
length of the radiation path through the layer depends on cos ϑ =: µ. The path element ds
is related to dz by ds = −dz/µ (the radiation path s is counted positive in the direction of
the radiation; s = 0 at TOA). The plane-parallel approximation can be made because the
vertical variations of all radiative quantities usually dominate over the horizontal variabil-
ity. This does not hold in the case of radiative transfer for solar positions near or below the
horizon ( 85◦ . ϑ0 . 95◦).
Quasi-Static Approximation: It is assumed that the atmosphere does not undergo any
variations in time while the radiation travels through it. This makes radiative transfer
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independent of time and is justified by the big value of the speed of light c compared to the
"reaction" times of the atmosphere.
The decrease or extinction of the radiance I(z + dz) pathing along ds with direction Ω
through an atmospheric layer between z+ dz and z in a plane-parallel, quasi-static atmo-
sphere is
dI = −kext(z) I(z+ dz) ds . (15)
The proportionality constant kext is the extinction coefficient that as the sum of the absorp-
tion coefficient kabs and the scattering coefficient ksca accounts for absorption and scattering
within the atmospheric layer. For details see e.g. Zdunkowski et al. (2007, section 1.6).
Solution of equation (15) yields the Lambert-Beer law
I(z) = I(z+ dz) exp
(
−τ(z)
µ
)
with τ(z) =
∫ z+dz
z
kext(z′) dz′ . (16)
τ(z) denotes the optical depth of the layer. Here, it is neglected that radiaton could be
scattered into the direction Ω. Though, the Lambert-Beer law is a good approximation to
calculate direct radiances coming from the Sun with direction Ω0. The direct radiance Idir
at the surface at a height zSur above sea level can be calculated by
Idir(zSur) = ITOA exp
(
−τ
µ
)
(17)
with
τ =
∫ zTOA
zSur
kext(z) dz . (18)
So direct radiation is relatively easy to calculate. As we are interested not only in direct
but also in global radiation, we need to calculate the diffuse radiation, too. To obtain the
radiance in any direction Ω the radiative transfer equation (RTE) has to be solved. The
RTE can be derived from a budget equation for the number of photons within a volume
(similar to the continuity equations for mass in hydrodynamics, for volume in phase space
in statistics, for probability in quantum mechanics etc.), for details see Zdunkowski et al.
(2007); or it can be derived on the basis of geometric reasoning in the manner described
by Chandrasekhar (1960). With dτ/µ = −kext ds the RTE for a plane-parallel, quasi-static
atmosphere reads
µ
d
dτ
I(τ, µ, ϕ) = I(τ, µ, ϕ)− Idi f − Idir (19)
with
Idi f =
ω0
4pi
∫ 2pi
0
∫ 1
−1
P(Ω′ → Ω) I(τ, µ′, ϕ′) dµ′dϕ′ (20)
being the diffuse radiance that was scattered at least once before and is scattered from an
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arbitrary direction other than the direction of the direct solar beam into the direction Ω and
Idir =
ω0
4pi
P(Ω0 → Ω) ITOA exp
(
− τ
µ0
)
(21)
being the direct radiance that is scattered from the direction Ω0 of the unscattered solar
beam into the direction Ω. µ0 is the cosine of the solar zenith angle ϑ0.
ω0 denotes the single scattering albedo that gives the scattering fraction with reference to
the whole extinction
ω0 =
ksca
kext
. (22)
The RTE is an integro-differential equation that cannot be solved analytically. But there
exist different approximative solution methods that are based on distinct simplifications
of the problem. A very exact solution can be calculated by the discrete ordinate method
that yields direction-resolved radiances. Computationally less expensive are the so-called
two-stream methods where the radiation between two layers is assumed to move either in
downward or upward direction (µ = 1 or µ = −1). Therefore, two-stream methods do not
calculate radiances but irradiances. Two-stream approximations often yield unsatisfactory
results because in these methods the strong forward peak of the phase function of clouds
and aerosols is not accounted for (for explanation see e.g. Zdunkowski et al. (2007)). A dis-
tinct improvement is achieved by utilizing a delta-scaled phase function (Zdunkowski et al.,
2007, equation (6.1)). When solving the RTE with a two-stream method, the optical depth,
the single scattering albedo and the asymmetry parameter yield sufficient information to
calculate irradiances.
As the interaction between radiation and matter is wavelength dependent, all quantities
defined above are. The index ν was left out for the sake of clear presentation. This means
that in order to obtain integrated irradiances, in principle the RTE has to be solved for ev-
ery wavelength ("line-by-line"). As this is very time consuming and not feasible for many
applications, band parameterizations are applied: the solar spectrum is devided into a cer-
tain number of subbands and an average transmissivity is considered for each wavelength
interval. A challenge in formulating band parameterization methods is that the absorption
coefficient of atmospheric gases is highly wavelength dependent. The most accurate band
parameterization method is the so-called correlated-k approximation (Lacis & Oinas, 1991;
Yang et al., 2000).
2.3.5 Optical properties of the atmosphere
It was already stated that for the description of the optical properties of the atmosphere,
atmospheric particles are divided into classes (gases, aerosols and clouds) and further sub-
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Gas Chemical Symbol Vi/V = pi/p Molar Mass (g mol−1)
Nitrogen N2 0.7808 28.013
Oxygen O2 0.2095 31.999
Argon Ar 0.0093 39.948
Carbon Dioxide* CO2 0.0004 = 400ppm 44.010
Dry Air 1.0000 28.965
ppm
Neon Ne 18 20.183
Helium He 5.2 4.003
Methane* CH4 1.8 16.043
Krypton Kr 1.1 83.80
Dihydrogen* H2 0.56 2.016
Nitrous Oxide* N2O 0.32 44.013
Carbon Monoxide* CO 0.090 28.011
Xenon X 0.087 131.30
Ozone* O3 0.040 47.995
Additionally in traces: SO2, NO2
Table 2.1: Composition of tropospheric, water vapor free air ("dry air") for the year 2000. Gases la-
beled by * increased significantly due to anthropogenic action compared to pre-industrial
times. The value of VCO2 /V was about 280 ppm at pre-industrial times, VCH4 /V was 0.7
ppm. Source: Kraus (2004).
classes. Then, for each subclass macroscopic optical properties (τ, g and ω0) can be calcu-
lated with effective microphysical properties.
Atmospheric gases are divided into subclasses by their molecular structure. Table 2.1
shows the composition of dry, i.e. water vapor free, air. Apart from water vapor (H2O) that
is highly variable in space and time from 0 to 4 Vol% the concentrations of the atmospheric
gases are nearly constant (Kraus, 2004). Gases have sizes of ≈ 10−4 µm (Petty, 2006). Their
scattering behavior can be described within Raighley theory, i.e. scattering by gases is
highly wavelength dependent and the phase function is symmetric (g ≈ 0). The blue
graph in figure 2.7 shows the global horizontal irradiance at the surface for an atmosphere
containing only gases (no aerosols or clouds). Some radiation is scattered back into space,
which explains that the irradiance at the surface is proportionally smaller than at TOA. The
structural difference between the irradiance at TOA and at the surface is due to absorption.
For the most important absorption bands the chemical symbols of the absorbing gases
are illustrated in the figure. For wavelengths smaller than 300 nm nearly all photons are
absorbed by ozone and oxygen. In the infrared region water vapor and carbon dioxide are
the most important absorbers.
Clouds are divided firstly into water and ice clouds. The distribution of both highly de-
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pends on time and location. Clouds nearly do not absorb in the solar region of the elec-
tromagnetic spectrum. But multiple scattering within clouds enlarges the photon path and
thereby the probabilty of absorption by gases. This way clouds may lead to higher absorp-
tion. The scattering properties of water clouds are mainly influenced by the effective size
of the cloud droplets and can be described by Mie theory. The size of the single droplets
may vary from about 5 to 50 µm (Petty, 2006). A typical value for the asymmetry parameter
g is 0.85. The scattering behavior of ice clouds mainly depends on size and shape of the
ice crystals. The ice crystals reach sizes of an order of magnitude larger than the water
droplets in water clouds; depending on temperature and supersaturation of the air they
may be shaped like plates, columns, needles, dendrites etc. Ice clouds are more efficient
scatterers than water clouds with a typical asymmetry parameter of 0.8. Figure 2.10 shows
Figure 2.10: Dependency of global, diffuse and direct horizontal irradiances on clouds. Left panel:
Dependency on the total cloud cover. Right panel: Dependency on the cloud optical
depth. Source: (Lohmann, 2006, modified).
the impact of a water cloud on direct, diffuse and global horizontal irradiances at the sur-
face for a solar zenith angle ϑ0 = 30◦ in a midlatitude summer atmosphere (for details see
Lohmann (2006)). The plot on the right hand side shows the dependency on the cloud
optical depth τ. The optical depth given here is its value at 550 nm and is scaled for other
wavelengths accordingly. The global and the direct irradiance decrease exponentially with
increasing optical depth τ. The direct irradiance becomes smaller faster than the global
irradiance and vanishes for τ & 5 because the radiation is scattered out of the direction Ω0
by the cloud particles. Therefore, the diffuse irradiance increases at first (τ . 2.5). The first
increase of the diffuse irradiance does not fully compensate the decrease of the direct irradi-
ance, as with the longer path of the scattered radiation through the atmosphere absorbtion
and scattering by atmospheric particles become more probable. Thus, the graph of the dif-
fuse irradiance converges to the graph of the global irradiance for 2.5 . τ . 5 to become
identical for τ & 5. On the left hand side of the figure global and direct irradiances are
plotted against the total cloud cover ctot for a cloud with optical depth = 1. ctot denotes the
fraction of the sky that is covered by the cloud. The global and direct irradiance decrease
linearly in ctot. As the optical depth influences the direct irradiance much more than the
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global irradiance, the direct irradiance decreases more rapidly than the global irradiance
with increasing ctot.
Aerosols are commonly divided into subclasses by their size which ranges between ≈
0.1 and 1 µm. Their concentrations are variable in space and time. The wavelength de-
pendence of their scattering behavior is weak, the phase function is strongly asymmetric
(Petty, 2006). Aerosol particles influence the radiation directly, by scattering and absorption
(Angstroem, 1962; McCormic & Ludwig, 1967), as well as indirectly, by the modification of
cloud properties (Twomey, 1974; Graßl, 1975; Twomey, 1977; Albrecht, 1989; Hansen et al.,
1997; Lohmann & Kärcher, 2002). Figure 2.11 shows the dependency of direct, diffuse and
Figure 2.11: Dependency of global, diffuse and direct horizontal irradiances on the aerosol optical
depth. Left panel: for an atmosphere without clouds. Right panel: for an atmosphere
with a water cloud of cloud optical depth = 1. Source: (Lohmann, 2006, modified).
global horizontal irradiance on aerosol optical depth for a cloud-free (left panel) and a
cloudy (right panel) midlatitude summer atmosphere (ϑ0 = 30◦). Qualitatively, the irradi-
ances in both plots show the same behavior as the irradiances in figure 2.10: Global and
direct irradiances decrease exponentially. Diffuse irradiance increases at first, without fully
compensating the loss of direct irradiance and then converges to the graph of the global
irradiance.
Large influence on solar irradiances at the surface have - besides the solar zenith angle -
clouds, aerosols, gases, surface albedo and altitude above sea level. The surface albedo is
the relation between reflection at the surface and absorption by the surface, i.e. it is the
single scattering albedo of the lowest atmosphere level (with g = −1). The reflected radi-
ation may then be backscattered from the atmosphere to the surface and thereby modify
irradiances at the surface. The altitude above sea level has to be taken into account because
the atmosphere is geometrically and thereby optically thinner for high elevations. Figure
2.12 shows modeled horizontal irradiances at TOA (ITOA) and at the surface (GHI). The
blue patterns of very high extinction on the bottom map are a result of clouds. Although
the dependency of surface irradiance on cloud and aerosol optical depth is similar, it is
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Figure 2.12: Gases, aerosols, clouds, surface albedo and altitude above sea level mainly influence
how much solar radiation reaches the surface.
clouds that modify irradiances most because actual cloud optical depths are larger than
actual aerosol optical depths.
2.4 Absorption by a solar power plant
The photons that reach the surface after passing through the atmosphere can be trans-
formed into electrical energy by photovoltaic or concentrating solar power plants. Pho-
tovoltaic panels can use global horizontal irradiance, concentrating solar power systems
transform direct normal irradiance into electrical energy.
2.4.1 Photovoltaics
Photovoltaic (PV) power generation employs solar panels composed of a number of solar
cells (photo diodes). A solar cell converts radiative energy directly into electricity. Most
solar cells are made of doped semiconductors arranged to give a p-n junction. The junction
creates an electric field. Photons incident on the junction with e(ν) equal or greater than
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the material’s energy band gap generate free charge carriers (electrons and holes) in the
semiconductor. These are separated by the field and thereby a current is induced when
the PV cell is connected in a circuit (for detailes see textbooks on solid-state physics or
physical electronics). The classical material for solar cells is crystalline silicon. The energy
band gap of crystalline silicon is such that the majority of the photons within the visible
part of the spectrum, i.e. the energetic maximum of the solar spectrum (see figure 2.7),
has suitable energies to be absorbed. Photovoltaic panels based on crystalline silicon cells
are encountering competition in the market by panels that employ so-called thin-film solar
cells (TFSC). These are solar cells that are made by depositing one or more thin layers of
photovoltaic material on a substrate. Many different photovoltaic materials are deposited
with various deposition methods on a variety of substrates. Generally speaking, TFSC are
less efficient but are also less expensive to produce. Solar panels are fueled by radiation
from (nearly) any direction, i.e. solar panels can use direct and diffuse radiation. But which
is usable radiation depends on
1. the photovoltaic material - which frequencies can be converted to electricity?
2. the inclination of the panel, some panels may be solar tracked - how is the surface orien-
tated on which the radiation is incident?
The answers to 1. and 2. are various due to the variety of materials and constructions of so-
lar panels. Therefore, the radiative quantity generally relevant for photovoltaic applications
is the global horizontal irradiance. The radiation quantity that is relevant for the specific
photovoltaic application may then be approximated with the given GHI.
2.4.2 Concentrating solar power
Figure 2.13: Illustration of the concentration of solar direct radiation by a parabolic through mirror
system.
Concentrating solar power (CSP) plants use mirror systems to concentrate radiation and
thereby produce heat. This heat can be used in a conventional power plant (i.e. a steam
turbine connected to an electrical power generator) to generate electricity. The most com-
mon CSP technology is parabolic through systems, see figure 2.13. A parabolic through
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consists of a linear parabolic reflector (1) that concentrates the parallel direct radiation onto
a receiver positioned along the reflector’s focal line. The receiver is a tube filled with a
working fluid that absorbs the photons and heats up (2). The fluid is pumped through the
solar field to the conventional power plant where the heat is transformed into electricity.
The reflectors of a CSP parabolic through plant are tracked from East to West every day
such that they are always oriented towards the Sun. This is necessary because the mirror
geometry only works with parallel radiation. It is thus the direct normal irradiance that
fuels CSP power plants.
Operating a CSP plant needs energy for the motors of the fluid pumps, the tracking system
etc. This energy decreases the efficiency of the power plant and is called parasitic load.
For a "common" parabolic through plant the minimum DNI that compensates the parasitic
load such that operating the power plant pays off is assumed to be 200 Wm−2 (Meyer et al.,
2009).

3 Method: Calculation of Irradiances with
Modeled Atmospheric Data
In this chapter the method developed in this work to calculate direct normal and global
horizontal irradiances with atmospheric data produced by global climate models is de-
scribed. It is distinguished between online calculations that are calculations performed by
a climate model during a climate simulation, and offline calculations that are calculations
using climate model data but independent of the simulation. The chapter starts with a
short introduction to global climate models and the models used here are described to-
gether with the simulation set-ups before presenting the atmospheric data produced by
these simulations. A new method is introduced to calculate 2D cloud properties online
that are suitable to be used for offline calculations of direct irradiance. The execution of
the offline calculations is explained. The calculations produced a data set of direct normal
and global horizontal irradiances for the years 1995 - 1999 and 2035 - 2039. The data set has
been named ISMAD (Irradiances at the Surface derived from Modeled Atmosphere Data).
A consistency check between the online and the offline calculations follows: the GHI calcu-
lated within this work is compared to the online GHI (DNI cannot be compared as GCMs
do not compute direct irradiance). The chapter closes with a comparison between ISMAD
and measurement-derived GHI and DNI for the years 1995 - 1999.
3.1 Model descriptions and simulation set-ups
The atmospheric data for the radiative transfer calculations were taken from runs of two
versions of the GCM ECHAM (ECMWF-model, HAMburg version). The fundament of
ECHAM is a global meteorological forecast model developed at the European Centre for
Medium-Range Weather Forecasts (ECMWF) in Reading, England. The ECMWF-model has
been modified for climate research at the Max Planck Institute for Meteorology (MPI) in
Hamburg and was named ECHAM. Two different model generations and various versions
of them are currently in use: ECHAM4 since 1996 (described in Roeckner et al. (1996)) and
ECHAM5 since 2003 (Roeckner et al., 2003).
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3.1.1 Global climate models
GCMs are systems of differential equations (equations of motion plus radiative transfer
equation ...). To "run" a model, the atmosphere is divided into a 3D grid and the equa-
tions are solved for each grid box with boundary conditions depending on the surrounding
boxes, incoming solar radiation, emissions etc. The dynamic part of a climate model rep-
resented by the hydrodynamic equations can be coupled to complementary modules that
consider physical or chemical processes and sub-grid scale dynamics within the climate
system. The interactive coupling to a chemistry module allows for instance to consider
chemical reactions of trace gases.
In global models the horizontal dimensions are often accounted for in a spectral way: the
variation of some variable with latitude and longitude is expressed as a truncated series of
spherical harmonics. The highest wave number is a measure for the model resolution. An
advantage of spectral models is that they provide a model domain representing the cyclic
character of the horizontal distribution with isotropic coverage of the Earth’s surface, i.e.
the sphere. Moreover, partial derivatives of wave fields can be calculated exactly, rather
than by means of the finite difference approach (used in grid models). The results are con-
verted back to grid space after the calculations and stored as variables of (lat,lon).
When running a GCM the computational time needed for the calculations has to be taken
into account. Therefore, it is not possible to choose arbitrarily small grid boxes or to cou-
ple a GCM to arbitrarily many complementary modules (they are "expensive"). Radiation
algorithms used by GCMs have to be really fast: two-stream methods with very low spec-
tral resolutions. Because it is not possible to choose arbitrarily small grid boxes, processes
like cloud formation occur on a too small scale to be resolved by climate models (to re-
solve single clouds a box size of about 5 km x 5 km would be required). Such sub-grid
scale processes have to be physically parameterized. Parameterizations are empirical ap-
proximations based on large-scale (resolved) variables. They are evaluated by comparing
observable quantities that result from these parameterizations to climatological data sets.
The parameterizations of clouds is particularly challenging because only few observations
about their vertical structure are available. Before a climate model simulation is started
a tuning process is performed with present-day climatological data sets. "Tuning" means
that, within the uncertainty of the simulated vertical cloud profile, low (water) and high
(ice) clouds are modified individually by adjusting the respective physical processes (e.g.
conversion of cloud droplets to rain, sedimentation of ice crystals). Such an adjustment
results in the desired global radiation balance and leads to reasonable distributions of to-
tal cloud cover and precipitation in accordance with climatological data sets. This means
that the vertical structure of clouds remains uncertain, but nevertheless modeled radiation
- that is calculated with the uncertain clouds - can be in good agreement with observations
as well as the horizontal distribution of clouds.
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Climate models only simulate global horizontal irradiance, but no direct irradiance. The
reason for this is that climate modelers are interested in energy budgets. Direct irradiance
- as only a part of the whole radiative energy - is not relevant.
Climate models are widely applied to simulate the climate over many years, mainly to
project climate change. GCMs can not predict the weather at a certain place and certain
time, but mean values over several years and regions do provide reasonable information.
As climate modelers are interested in time means, the standard output variables of GCMs
are integrated over the output interval. As an example: A model may have an internal time
step of 24 minutes. This means that the equations are solved every 24 (modeled) minutes.
The output interval may be 6 hours. Then the mean value of the data that was calculated
every 24 minutes within the last 6 hours is stored every 6 hours. As we want to use mod-
eled data to perform radiative transfer calculations, instantaneous data is needed because
irradiances calculated with a mean atmosphere are not the same as mean irradiances of an
instantaneous atmosphere. However, it is not totally trivial to store instantaneous climate
model data for the following reason: Different atmospheric quantities are calculated at dif-
ferent times within one time step; e.g. in the ECHAM4 GCM (and probably in other GCMs
as well) radiation is calculated first, clouds are calculated last. Radiation of the time step
t is calculated with atmospheric data of the time step t− 1. The radiation modifies the at-
mosphere (e.g. temperature decreases and a cloud forms) and the modified atmosphere is
that of the time step t. So radiation of the time step t is not calculated with the atmosphere
of the time step t, the radiation first has to "produce" the new atmosphere. This does not
matter when integrating over time, but it does when using instantaneous data.
3.1.2 ECHAM4
In this work the data about clouds, water vapor content, surface albedo and altitude above
sea level are taken from a transient simulation (Garny, 2011) of the coupled chemisty-
climate model ECHAM4.L39(DLR)/CHEM/ATTILA (E39CA). E39CA is based on the spec-
tral GCM ECHAM4. The model name affix "L39(DLR)" indicates an enhanced vertical res-
olution from 19 to 39 layers added at the German Aerospace Center (DLR, Deutsches Zen-
trum für Luft- und Raumfahrt) (Land et al., 1999). "CHEM" denotes that the chemistry module
CHEM (Steil et al., 1998) was coupled to the general circulation model (Hein et al., 2001). The
former semi-Lagrangian advection scheme was replaced by the fully Lagrangian advection
scheme ATTILA (Reithmeier & Sausen, 2002) which improved the simulated water vapor
(Stenke et al., 2009). The spectral horizontal resolution of the model is T30, corresponding
to approximately 3.75◦ x 3.75◦ on the transformed latitude-longitude grid. Longitudes are
equidistant, the distances in latitudes start with 3.75◦ at the equator and get a bit smaller
towards the poles (due to the transformation from spectral space to a Gaussian (lat,lon)-
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grid). The grid uses 96 longitudes and 48 latitudes what divides the Earth horizontally in
4608 grid boxes. In the vertical, the model consists of 39 layers, extending from the surface’s
altitude above sea-level - given as surface pressure - to the uppermost layer centered at 10
hPa. The internal time step, i.e. the times for which the physical processes are calculated,
is 24 minutes.
The radiation algorithm used by E39CA to solve the RTE is a very fast two-stream code
using only two spectral bands to simulate the complete solar spectral range (0.2 - 0.68 µm
and 0.68 - 4.0 µm). The radiation code is based on the scheme developed by Morcrette
(1991) for the numerical weather prediction model, cycle 44, of the ECMWF. Roeckner et al.
(1996) provides a good overview. Details of the code can be found in the ECMWF code
documentation (IFS, 2008, chapter 2.2). The solar zenith angle is calculated according to
(Paltridge & Platt, 1976) with a correction due to the curvature of the Earth (Roeckner et al.,
1996, equation (111)). In contrast to the delta-Eddington two-stream method described by
Zdunkowski et al. (2007) that was used for the calculations in this work, the E39CA radiation
code obtains irradiances not through the solution of a system of linear equations in matrix
form. Rather, the upward and downward irradiances are calculated for each layer with the
reflectances Rtop,i at the top of the layers and the transmissions Tbot,i through the bottoms
of the layers. E39CA diagnoses a fractional cloud cover ci for each layer to parameterize
sub-grid scale clouds. Rtop,i and Tbot,i are a weighted sum of the reflectance/transmittance
of the layer’s cloudy (cld) and clear sky ( = no clouds but aerosols and gases, clr) fraction:
Rtop,i = ci Rcld,i + (1− ci) Rclr,i (23)
Tbot,i = ci Tcld,i + (1− ci) Tclr,i . (24)
For the calculation of the reflectances and transmittances within the cloudy part of a layer
the delta-Eddington approximation is used.
Coefficients for the gaseous absorption are derived from the HITRAN database (Rothmann
& et al., 1992). Rayleigh scattering is included via a parametric expression of optical thick-
ness (simply depending on layer pressure and solar zenith angle) (IFS, 2008, equations
(2.29), (2.30)). The cloud radiative properties are a function of the cloud water/ice path.
The indirect aerosol effect, i.e. the aerosol-cloud interaction, is not considered in the model.
The transient simulation of E39CA (Garny, 2011) spans the years 1960 to 2049. The simu-
lation is designed to model past and future development of the atmospheric system in a
consistent manner.
Before 1999, boundary conditions are deduced from observations: The concentrations of
greenhouse gases (CO2, CH4, N2O) are based on the values given in IPCC (2001). The
11-year solar cycle and the quasi-biennal oscillation (QBO, quasi-periodic oscillation of the
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equitorial zonal wind between easterlies and westerlies in the tropical stratosphere with a
mean period of about two years) are prescribed to resemble observed natural variability.
The three major volcanic eruptions (Agung 1963, El Chichon 1982 and Pinatubo 1991) are
taken into account by enhanced stratospheric aerosol abundances and additional radiative
heating.
After 1999, the boundary conditions for the simulation follow future scenarios: The con-
centrations of greenhouse gases follow the SRES A1B scenario given by IPCC (2001). The
natural boundary conditions are extrapolated by repeating the solar cycle and the QBO
periodically. It is assumed that no volcanic events occur in the future.
Apart from the volcanic eruptions considered before 1999, the evolution of aerosols is not
considered. The simulation uses only a prescribed aerosol climatology (Tanré et al., 1984)
as input for computing the radiative transfer: monthly mean values that are the same for
every year with a very rough horizontal resolution (T10).
The atmosphere data from the described E39CA simulation were chosen as input for the of-
fline radiative transfer calculations of this work for the following reasons. Firstly, ECHAM4
is a widely applied general circulation model that has often proven to perform reasonably
well. A comparison of ECHAM4 zonal mean values of total cloud cover to observational
data was performed by Wild et al. (1998) and revealed a very good agreement for low and
midlatitudes. Global horizontal irradiances calculated online with the ECHAM4 clouds
show as well very good agreement for low and midlatitudes. The second reason for the
choice of the E39CA simulation is that for this simulation 12-hourly instantaneous atmo-
sphere data had already been stored (they had been produced to perform radiative transfer
calculations of global irradiance in the UV spectral band) and this work was originally in-
tended to use them.
During this study it turned out that these data could not be used because the instantaneous
vertical cloud properties were not consistent with the instantaneous horizontal cloud data
(see section 3.2.3) that are additionally required for the calculation of direct irradiances.
Thanks to the support of Michael Ponater (DLR) and Hella Garny (DLR) it was possible
to identify the cause for the inconsistency (see section 3.2.3) and to produce new consis-
tent data. The E39CA simulation was tested and run again for the years 1995 - 1999 and
2035 - 2039. It would have been preferable to obtain data of a wider time range, but the
time limit that is set to a diploma thesis did not allow to invest more time in the production
of the atmospheric data. Nevertheless, the need to run the simulation once again yielded
advantages as well: A new method to calculate online a column optical depth of the cloud
covered part of a grid box could be implemented in the GCM radiation code what simpli-
fied the offline calculations of direct irradiance substantially. The temporal resolution of the
atmospheric data could be improved from 12-hourly to 6-hourly instantaneous values.
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In the following the described simulation of the chemistry-climate model E39CA will be
referred to as ECHAM4.
3.1.3 ECHAM5
ECHAM4 only uses an aerosol climatology (Tanré et al., 1984). As GHI and particularly
DNI are highly influenced by aerosols (see figure 2.11), the temporal evolution of aerosols
should be considered for the offline radiative transfer calculations. Evolving aerosol data
are provided by interactively coupled aerosol-climate models. The time-integrated standard
output of such a simulation can be used because aerosols are less variable than clouds.
The coupled ECHAM5 - HAM - MPI-OM - HAMMOC5 model (Kloster et al., 2006) was cho-
sen, consisting of the following interactively coupled models: the GCM ECHAM5 (Roeck-
ner et al., 2003), the atmospheric aerosol module HAM (Stier et al., 2005) and an ocean
general circulation (MPI-OM) and ocean biochemistry (HAMOCC5) module. The micro-
physical aerosol module HAM includes the components sulfate, black carbon, particulate
organic matter, sea salt and mineral dust. Emissions of mineral dust for instance are cou-
pled to the GCM by being a function of wind speed, soil moisture and snow cover; sea salt
emissions depend on wind speed and sea ice cover etc. The spectral horizontal resolution
is T63 (corresponding to 1.8◦ x 1.8◦). In the vertical the model consists of 19 layers.
The aerosol model HAM was evaluated in an ECHAM5-HAM simulation by Stier et al.
(2005). The simulated global average of aerosol optical depth (0.14) was found to be in
very good agreement with estimates from remote sensing products: AERONET derived a
global average optical depth of 0.14 and the MODIS-MISR composite provides a value of
0.16. Another ECHAM5-HAM aerosol optical depth evaluation by Roelofs et al. (2010) for a
site in the Netherlands revealed that the monthly mean values of aerosol optical thickness
are consistent within 20 % with AERONET measurements.
The model simulation that provided the aerosol data for this work spans the years 1860 -
2100 (Stier et al., 2006). The same as in ECHAM4 greenhouse gases and optical depths of
stratospheric aerosols from volcanic eruptions are prescribed due to observations in the
20th century. After 2000 emissions are based on the SRES A1B scenario and it is assumed
that no high-reaching volcanic eruptions take place (like in ECHAM4). In the following the
described ECHAM5 - HAM - MPI-OM - HAMMOC5 simulation is abbreviated as ECHAM5.
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3.1.4 Combination of global climate model data
To combine data from different model runs as done in this work can be problematic. Com-
paring the two models, we notice that both apply the same emission scenario (A1B), i.e. the
emission boundary conditions for which the equations are solved in the two models are
the same. That means that a basic condition to combine the data is fulfilled. In ECHAM4
clouds and aerosols do not interact (no indirect aerosol effect). This could mean that it is
possible to add the ECHAM5 aerosols as a kind of climatology to ECHAM4 (the same way
the ECHAM4 aerosols are used). But is it totally true that clouds and aerosols do not inter-
act in some way in ECHAM4? In ECHAM4 the clouds are tuned in present-day climate to
achieve a balanced radiation budget at TOA. So the amount of present-day aerosols used
for the tuning in fact can influence the clouds by reflecting radiation. More reflection by
aerosols leads to less clouds due to the tuning. When adding different aerosols after the
model simulation, this tuning effect on clouds is missing. Sometimes it is difficult to to-
tally understand the possible influence one quantity could have on another within a climate
model, as climate models are programmed as complex many thousend lines long codes that
evolved from older codes and no researcher is involved in all parts of it. Erich Roeckner, the
author of ECHAM description reports, once said at a presentation at DLR: "Nobody knows
everything about ECHAM" (Michael Ponater (DLR), personal communication). A priori we
can not exactly know how good the combination of the ECHAM4 clouds and ECHAM5
aerosols works for the offline radiative transfer calculations. Therefore, a comparison of
the data produced with the combined atmospheric data to measurement-derived data was
performed that is presented in section 3.5.
3.2 Presentation of the atmospheric data
In this section the GCM atmospheric data used for the radiative transfer calculations is pre-
sented together with further data, methods and assumptions that have to be applied/made
in order to obtain complete input for the calculations. It is focused on differences be-
tween future (2035 - 2039) and past (1995 - 1999) five-yearly mean values in order to identify
changes of the atmospheric data that may lead to differences between future and past irra-
diances.
3.2.1 Local noon data
Amongst the atmospheric data it is clouds that influence GHI and DNI most. ECHAM4 pro-
vides cloud data with a 6-hourly temporal resolution (00:00, 06:00, 12:00 and 18:00 GMT).
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Bugliaro et al. (2006) showed that UV daily doses (irradiances of the UV band integrated
over daytime) can be better approximated when having knowledge of cloud optical prop-
erties during noontime than in the morning or in the evening. In other words, irradiances
at noontime do tell most about the whole day behavior (at least in the UV).
In the last part of this work the mean values of the irradiances of the future (2035 - 2039)
are compared to their past mean values (1995 - 1999). If the means of the 6-hourly resolved
data would be calculated in the usual way (unweighted sum of all time steps / number of
time steps), it would not be accounted for the fact that the irradiances at the local noon-
time contain more information about the daily doses than the irradiances in the morning
or in the evening (or at night of course). As it is meaningful to compare radiation data that
provide most information about the whole day behavior, the following procedure has been
selected: For any point on Earth (lat,lon) we consider that time ∈ {00:00, 06:00, 12:00 and
18:00 GMT} that is closest to the local noontime. Figure 3.1 illustrates the composition of
"local noon" data by showing the 1995 - 1999 mean solar zenith angle for each ECHAM4
box (lat,lon). For every day we now have one map with "local noon" data instead of four
maps for any time step.
Figure 3.1: Illustration of the composition of a "local noon" data map.
Another advantage of taking local noon data is that irradiances which are calculated with
large solar zenith angles are not considered (at least for low latitudes). As stated above, the
plane-parallel approximation that is used in the later radiative transfer calculations is not
correct in the case of large solar zenith angles. That we still have this case for high latitudes
is not problematic because sites at high latitudes are not suitable for solar power generation
anyway.
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3.2.2 Atmospheric gases
Five standard profiles for radiatively relevant atmospheric gases are used, depending on
the time of the year and on latitude: a winter and summer atmosphere for mid and high
latitudes and a tropical atmosphere (all provided by Anderson et al. (1986)). They contain
vertical profiles of pressure, temperature, and particle concentrations of air, water vapor,
ozone, carbon dioxide etc. Variability of the composition of dry i.e. water vapor-free air is
very low (Kraus, 2004). Variabilty in ozone concentrations for instance influences the global
and direct irradiance at the surface only  1% (Lohmann, 2006). Water vapor instead is
highly variable (0 - 4 Vol%, Kraus (2004)). Therefore, the water vapor of the standard profile
is replaced by ECHAM4 water vapor, i.e. the standard vertical profile is scaled such that
vertical integration yields the ECHAM4 vertically integrated water vapor.
The top map of figure 3.2 shows the ECHAM4 (1995 - 1999) mean local noon column-
integrated water vapor content in units [molecules cm−2]. The mean values of the local
noon water vapor column denoted by X were calculated for each grid box (lat,lon) by
Mean1995−99(X(lat,lon)) =
1
n
n
∑
k=1
X(tk, lat,lon) (25)
with n being the number of daily time steps tk between January, 1st 1995 and December,
30th 1999 (all model months have 30 days in ECHAM4). The 1995 - 1999 global mean value
is 7.49 x 1022 molecules cm−2. This value was calculated as an area-weighted mean of the
(1995 - 1999) means of all ECHAM4 boxes. Highest water vapor column values are located
around the equator where solar insolation is biggest. The absolute difference between the
(2035 - 2039) and the (1995 - 1999) mean values
AD (2035-39, 1995-99) = Mean(2035−39) −Mean(1995−99) (26)
and the relative difference
RD (2035-39, 1995-99) =

AD (2035−39,1995−99)
Mean(1995−99)
· 100 if Mean(1995−99) > 0
AD (2035-39, 1995-99)
10−6 · 100 else
(27)
are illustrated on the second and third map. The 2035 - 1939 global mean value is with
8.03 x 1022 molecules cm−2 7 % higher than the 1995 - 1999 global mean. Most significant
differences up to about 20 % are found on the poles. The significance of differences between
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Figure 3.2: ECHAM4 local noon water vapor column.
Top panel: (1995 - 1999) mean values. Second from the top: Absolute difference (AD)
between future (2035 - 2039) and past (1995 - 1999) mean values. Third from the top: Rel-
ative difference (RD) between future and past mean values. The bottom map illustrates
where differences are significant.
the future and past 5-yearly means was calculated by
Significance =

1 if | Mean2035−39 −Mean1995−99 |
> 2 (STD2035−39 + STD1995−99)
0 else
(28)
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with STD denoting the standard deviation of the 5-yearly means calculated against annual
means. The 1995 - 1999 standard deviation is for instance
STD1995−99 =
√√√√1
5
1999
∑
y=1995
(
Meany −Mean1995−99
)2 . (29)
All mean values, differences and significances within this work were calculated accordingly.
The water vapor column is generally larger in the future than in the past. The reason for
this behavior can most probably be found in global warming.
The optical properties of the presented atmosphere are obtained as follows: Rayleigh scat-
tering properties are calculated according to Bodhaine et al. (1999), and a correlated-k
method introduced by Fu & Liou (1992) is applied to consider the highly wavelength de-
pendent absorption coefficient of the atmospheric gases with only six spectral bands.
3.2.3 Clouds
In ECHAM4 clouds are parameterized for each of the 3D grid boxes (lat,lon,layer) in the
following way:
Firstly the cloud cover ci is determined for each layer i as a function of relative humidity
(Ponater et al., 2002, and (Sundqvist, 1978) therein). Within the cloud covered part the air is
assumed to be saturated with water vapor.
Secondly the optical properties (extinction coefficient, asymmetry parameter and single
scattering albedo) of the cloud within the cloud covered part of the layer are obtained by
Mie calculations with the diagnosed liquid/ice water content and droplet/ice sphere effec-
tive radius (the effective radius is a function of liquid/ice water content itself) (Roeckner
et al., 1996). As Mie calculations overestimate the asymmetry parameter g for scattering
by non-spherical ice particles, g for ice clouds is corrected to ≈ 0.8. Thus, for each layer
ECHAM4 provides an optical thickness for water and ice clouds respectively with differ-
ent scattering and absorption properties. These are used to calculate mixed phase optical
properties that account for water and ice clouds at the same time (IFS, 2008, equations (98)-
(100)). The mixed phase cloud optical depth of the layer i is denoted by τi.
As the storage of complete 3D profiles of the cloud cover ci and optical depth τi at each time
step is not feasible, Bernhard Mayer (LMU) introduced a method in the ECHAM4 1960-2049
simulation to calculate a 2D effective optical depth (unpublished). This 2D effective optical
depth provides sufficient cloud information for the offline calculation of global irradiances.
This effective optical depth that is suitable for offline calculations of global irradiance is
here referred to as global effective optical depth τglob in order to distiguish it from the of-
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fline effective optical depth τoln and the effective optical depth τe f f that will be presented
after τglob.
The global effective optical depth per layer τglob,i is defined by the transmission T of global
radiation through the layer:
T(τglob,i) = ci · T(τi) + (1− ci) · T(τi = 0) , (30)
where ci denotes the cloud cover of the layer i and τi is the mixed-phase optical depth
within the cloudy part. ECHAM4 calculates first the transmission T(τi) through the with
ci cloud covered part that contains a cloud with optical depth τi plus the transmission
T(τi = 0) through the clear-sky fraction and then finds a τglob,i for which the above condi-
tion is fulfilled. In other words, the effective optical depth τglob,i is the optical depth of a
layer containing a homogeneous cloud which would lead to the same transmission as the
inhomogeneous (only partly cloud covered) model layer.
According to equation (18) adding all effective optical thicknesses τglob,i yields the total
effective optical depth
τglob =
39
∑
i=1
τglob,i (31)
that describes the optical depth of a homogeneous atmosphere.
This effective optical depth τglob can be used for offline calculations of global irradiance as
it is defined by the condition that the transmitted GHI be the same as the GHI calculated
by the ECHAM4 radiation code. But for the calculation of direct irradiance it is not pos-
sible to make the assumption of a homogeneous atmosphere. As an example: Consider
a global effective optical depth of 5. This leads to a direct irradiance of 0 Wm−2 at the
surface, see figure 2.10. But if the atmosphere is not completely cloud covered, the direct
irradiance would of course be > 0, no matter how large the cloud optical depth within the
cloud covered part is. Therefore, for the calculation of DNI the total cloud cover has to be
considered.
Total cloud cover
In ECHAM4, the total cloud cover ctot is a function of the 39 cloud covers ci per layer ac-
cording to the maximum random overlap assumption (MRO) as described e.g. in Räisänen
(1997). The assumption is that the cloud fractions of adjacent layers overlap maximally
while cloud fractions of layers seperated by a cloudless layer overlap randomly. It is mean-
ingful to assume that clouds are contiguous in the vertical because cloud formation is often
a convective process.
The basic idea to calculate direct irradiances with the global effective optical depth τglob and
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the total cloud cover ctot was to compute another effective optical thickness offline (τoln)
which describes the optical thickness of the with ctot cloud covered part of the atmosphere
by requiring that the GHI calculated offline with τglob be the same as the GHI calculated
offline with τoln and ctot:
GHI(τoln, ctot) = GHI(τglob) . (32)
For the calculation of GHI(τoln, ctot) the independent column approximation (ICA) was as-
sumed:
GHI(τoln, ctot) = ctot ·GHI(τoln) + (1− ctot) ·GHI(τ = 0) . (33)
Figure 3.3: Relation between offline effective optical depth τoln and global effective optical depth
τglob for different values of total cloud cover ctot. The RTE was solved using a two-stream
method (Mayer & Kylling, 2005, "rodents") and the correlated-k band parameterization
by Fu & Liou (1992).
Figure 3.3 illustrates the relation between the offline effective optical depth τoln and the
global effective optical depth τglob for various values of the total cloud cover ctot. τoln
(that describes the optical depth of the cloud covered fraction of the atmosphere) increases
exponentially with increasing τglob (that describes the optical depth of a homogeneous at-
mosphere). The smaller the total cloud cover ctot the faster τoln increases. This behavior is
caused by the fact that the extinction of only the cloud covered part of the atmosphere (de-
scribed by τoln) has to account for the extinction of the complete homogeneous atmosphere
described by τglob.
The presented procedure to compute an offline effective optical depth with the global effec-
44 3. Method: Calculation of Irradiances with Modeled Atmospheric Data
tive optical depth and the total cloud cover would have allowed to calculate offline direct
irradiances, if the following inconsistency between τglob and ctot would not have been de-
tected: the ci used for the online calculation of τglob are not the same ci that were used for
the online calculation of the total cloud cover ctot. The two ci differ because they are from
different model time steps. As was stated in section 3.1.1, this problem can arise when
extracting instantaneous climate model output because within a time step the model works
with two values of each modeled quantity: the value of the time t and the value of the
time t− 1. Thus, the total cloud cover and the effective optical depth were not consistent
and direct irradiance could not be calculated with the data produced by this ECHAM4 run
(1960 - 2049).
A new ECHAM4 run was set up for the years 1995 - 1999 and 2035 - 2039. The need to set
up a new run yielded the advantage that a modified global effective optical depth that is
better suitable for the calculation of direct irradiances could be implemented. This new
effective optical depth was used for the offline radiative transfer calculations in this work
and is described next.
Effective optical depth
The effective optical depth per layer τe f f ,i is defined by the transmission through the total
cloud cover fraction of each layer:
T(τe f f ,i) =
ci
ctot
· T(τi) +
(
1− ci
ctot
)
· T(τi) , (34)
where ci denotes the cloud cover of the layer i and τi is the optical depth within the cloudy
part. ctot is the total cloud cover. The model now calculates first the transmission with ci
and τi and then finds a τe f f for which the above condition is fulfilled. The procedure is the
same as for the calculation of the global effective optical depth τglob described above with
the only difference that the effective optical depth τe f f does not assume a homogeneous
atmosphere, but describes like the offline effective optical depth only the extinction within
the cloud covered fraction ctot of the atmosphere. The 2D effective optical depth τe f f is
according to equation (18) obtained by a summation over all layers:
τe f f =
39
∑
i=1
τe f f ,i . (35)
GHI and DNI were calculated offline once with τglob and once with τe f f for all grid boxes
at a single time step (January, 1st 12:00 GMT). A comparison between the global mean val-
ues revealed that both methods lead to the same GHI (180 Wm−2), but provide strongly
different values of DNI: the DNI calculated with τglob (98 Wm−2) is due to assuming a ho-
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mogeneous atmosphere 24 % smaller than the DNI calculated with τe f f and ctot (122Wm−2).
This difference illustrates the necessity of using the effective optical depth τe f f instead of
τglob for offline calculations of direct irradiance. The RTE was solved for an atmosphere
like described above containing ECHAM4 clouds and ECHAM4 aerosols (Tanré et al., 1984)
applying a two-stream method provided by libRadtran (Mayer & Kylling, 2005, "rodents")
and a correlated-k band parameterization (Kato et al., 1999).
Figure 3.4: Same as in figure 3.2 for total cloud cover (left panel) and effective optical depth (right
panel).
The top maps of figure 3.4 illustrate the 1995 - 1999 mean value of the total cloud cover
(left side) and effective optical depth (right side). Mean values are calculated as defined
in equation (25). Be careful with the interpretation of the mean effective optical depth:
Due to the definition of the mean value a small effective optical depth does not necessarily
indicate that clouds are thin; the mean was calculated with the values of all time steps,
i.e. time steps with no clouds (ctot = 0, τe f f = 0) are considered as well and may lead to
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small mean values of τe f f although clouds - when there - may be thick. A small τe f f can be
interpreted as thin clouds in the case of large ctot and changes of τe f f can be interpreted as
changes of the cloud thickness in the case of no or opponent changes of ctot.
Generally speaking, the cloud cover at midlatitudes is lower than it is around the equator
and for high latitudes. In contrast, the effective optical depth (top right map) is lowest at
high latitudes. This indicates that there are many, but thin clouds at high latitudes. Very low
values of ctot (as well as of τe f f ) are located over the Saharan region. The second and third
maps from the top show the absolute and relative differences between the 2035 - 2039 and
the 1995 - 1999 mean values (defined in equations (26) and (27)). The 2035 - 2039 global mean
value of the total cloud cover (0.662) is slightly larger than the corresponding past value
(0.660) (the future global mean of τe f f is with 10.88 as well bigger as the corresponding past
value of 10.77). The most noticeable difference between future and past clouds is located
over Australia: the 2035 - 2039 mean cloud cover is up to 25 % smaller than in the past time
period, but changes are not significant.
ctot and τe f f only provide 2D (lat,lon) information about clouds, but no information about
the vertical distribution. Thus, to calculate irradiances at the surface an assumption about
the vertical distribution has to be made. For the radiative transfer calculations all clouds
are assumed to be located between 3 and 4 km.
A sensitivity study of GHI on cloud geometrical properties in Wapler (2007) shows that
height and geometrical thickness of clouds have relatively small influence on GHI: For a
solar zenith angle of 30◦ a variation in height between 200 and 7000 m leads to 1.5 % less
GHI for τ = 2 and up to 3.5 % less GHI for τ = 20. Variations in geometrical thickness
between 200 and 5000 m cause 1 % less GHI for τ = 2 and up to 5 % less GHI for τ = 20.
Changes in the vertical profile within a cloud (for a constant total optical depth and con-
stant height and geometrical thickness) have less influence with less than 0.1 % for τ = 2
and less than 1 % for τ = 20.
The optical properties of clouds in the offline calculations were adjusted to the ECHAM4
mixed-phase cloud optical properties and therefore not 6 spectral bands like for atmo-
spheric absorption (Fu & Liou, 1992), but only 2 spectral bands (the same as in ECHAM4)
are considered. In other words, the offline solution method solves the RTE for every of
the 6 spectral bands defined in Fu & Liou (1992) with ECHAM4 cloud properties that are
constant within the range of each of the two ECHAM4 spectral bands.
3.2.4 Aerosols
In the main offline calculations of GHI and DNI ECHAM5 aerosols are used. They in-
clude sulfate, black carbon, particulate organic matter, sea salt and mineral dust. They are
given as monthly means of total column optical depth (at 550 nm), i.e. as the sum of the
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optical depths of the five kinds and of the 19 model layers. The horizontal resolution is
1.8◦ x 1.8◦. To adjust the aerosol data to the ECHAM4 cloud data with horizontal resolution
3.75◦ x 3.75◦ a first order conservative remapping (Jones, 1999) was performed.
Figure 3.5 illustrates the 1995 - 1999 mean of the aerosol optical depth on the remapped
Figure 3.5: Same as in figure 3.2 for ECHAM5 aerosol optical depth.
grid (top map), and absolute and relative differences between the future and past 5-year
periods (second and third map). The predominant features of the mean map are the Saha-
ran dust plume extending into the Atlantic and Asian regions with strong anthropogenic
pollution (Stier et al., 2005). The 2035 - 2039 global mean optical depth is with 0.25 14 %
larger than the 1995 - 1999 global mean of 0.22. The future aerosol optical depth is signifi-
cantly bigger over Southern, East and West Africa, South America and India, whereas it is
significantly smaller over North America and Europe. The most noticeable change of the
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aerosol optical depth is found over Southern Africa with up to 150 % higher future values.
The global mean sulfate and black carbon emissions increase from the 1990’s to the 2030’s
mainly due to fossil fuel burning. In the same time period the global particulate organic
matter emissions increase, dominated by the contribution from vegetation fires. For details,
see Stier et al. (2006).
As the ECHAM5 aerosols are given as 2D total optical depth, the vertical resolution and
the component (dust, sea salt etc.) resolution are lost. Hence, an assumption about the
missing information has to be made. The desert aerosol profile provided by Hess et al.
(1998) is applied, which gives a vertical and component resolution. The desert profile is
chosen because it is desert areas that are most relevant for solar power generation and thus
it is aimed for the irradiance calculations to be most accurate in these regions.
3.2.5 Surface albedo and altitude
Figure 3.6 shows the ECHAM4 mean surface albedo (of both spectral bands) for the years
1995 - 1999 and absolute and relative differences between the 2035 - 2039 and 1995 - 1999
mean values. The reflection of solar radiation is strongest for ice covered surfaces and
deserts. The future 2035 - 2039 global mean albedo is smaller (0.155) than the past 1995 -
1999 global mean (0.160). Most changes between future and past values occur around the
poles, where ice is melting and thereby the surface albedo decreases. For the here used def-
inition of significance (equation (28)) some decreases on Greenland and the North pole are
significant. The ECHAM4 surface altitude above sea level is shown in figure 3.7. Highest
grid box averaged altitudes up to about 5 km are of course found in the Tibetean plateau
region. The wavelike patterns over the oceans are owed to the fact that ECHAM4 is a spec-
tral model. In the case of surface altitude zSur < 0, zSur was set to zero for the radiative
transfer calculations in this work.
Summing up the last sections, we have for every of the 4608 ECHAM4 grid boxes and every
6-hourly time step from 1995 to 1999 and 2035 to 2039 ( = 14400 time steps) an atmosphere
profile considering the ECHAM4 water vapor, ECHAM4 clouds between 3 and 4 km height
that are described by the effective optical depth τe f f and the total cloud cover ctot, ECHAM5
aerosols vertically distributed according to the OPAC desert aerosols, ECHAM4 surface
albedo and altitude. These data were presented as local noon data because that is how this
work’s results are presented later. The comparison between future and past mean values
revealed decreases of the cloud amount over Australia and a strong increase of aerosols
mainly over Southern Africa. Next, the offline radiative transfer calculations are described.
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Figure 3.6: Same as in figure 3.2 for ECHAM4 surface albedo.
Figure 3.7: ECHAM4 altitude.
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3.3 The radiative transfer calculations
The radiative transfer calculations were performed with the help of libRadtran (library for
radiative transfer), a software package providing a suite of tools and data sets concerning
radiative transfer (Mayer & Kylling, 2005). Amongst others, libRadtran contains the above
mentioned standard atmospheres (Anderson et al., 1986), the correlated-k method by Fu
& Liou (1992), tables for the Raighley scattering properties by Bodhaine et al. (1999) and
the OPAC desert aerosol profile (Hess et al., 1998). LibRadtran’s main tool is the uvspec
program that computes radiances and irradiances for user specified input: the user can
give atmospheric data to uvspec and then has various options to tell uvspec how to do
the radiative transfer calculations on these data. The above specified atmosphere data were
given to uvspec. As the correlated-k band parameterization by Fu & Liou (1992) was cho-
sen, the horizontal irradiance at TOA is then taken from a libRadtran internally defined file
specific for the band parameterization. The solar zenith angle is calculated for each grid
box (lat,lon) and each time step t using the algorithm by Blanco-Muriel et al. (2001).
The rodents-algorithm (ROberts Delta-EddingtoN Two-Stream) is applied to solve the ra-
diative transfer equation. This algorithm was implemented in libRadtran by Robert Buras
(LMU) following the delta-Eddington two-stream method described in Zdunkowski et al.
(2007). The choice of this RTE solution method together with the band parameterization by
Fu & Liou (1992, only 6 spectral bands) was motivated by:
1. It is aimed to simulate the ECHAM4 radiation code (two-stream, delta-Eddington
approximation for the cloud covered fraction of the layers, only 2 spectral bands) as
close as possible. It was already stated that the vertical properties of GCM clouds are
not necessarily realistic. Nevertheless the GHI that ECHAM4 calculates with these
uncertain clouds is good (Wild et al., 1998). Hence, it is not meaningful to perform of-
fline calculations that are most accurate for the given atmosphere (e.g. with a descrete
ordinate solution method together with a higher resolved band parameterization like
the correlated-k method by Kato et al. (1999, 31 bands)), but to perform offline calcula-
tions that yield the same GHI as the online calculations. A consistency check between
the online calculation of GHI and offline calculations of GHI shows good agreement
for the offline solution method described above (see section 3.4).
2. The solution method has to be fast as the calculations are performed for each 6-
hourly time step for the years 1995-1999 and 2035-2039 (= 14000 time steps) and for
every grid box (4608). This makes about 66 million calls to uvspec. Calculations
with a two-stream method and a band parametrization with only 6 bands are less
"expensive" than calculations using a discrete ordinate method solution method or a
higher number of spectral bands.
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Appendix A1 contains a uvspec input file template as used for the calculation of GHI and
DHI for a single ECHAM4 box at a time t. Output of uvspec is the sum of the irradiances of
the single spectral bands. If 0 < ctot < 1, the calculations were once performed for a cloudy
atmosphere with cloud optical depth τe f f and once for a clear sky atmosphere. The mean
irradiance (GHI or DHI) of the whole box is calculated applying the independent column
approximation (ICA):
E = ctot · E(τe f f ) + (1− ctot) · E(τe f f = 0) , (36)
where E(τe f f ) and E(τe f f = 0) denote the irradiances calculated with and without the cloud
in the atmosphere respectively. ctot is the total cloud cover. This way GHI and DHI at the
surface are calculated out of climate model atmosphere data. In order to obtain DNI, equa-
tion (12) is applied.
To handle the about 66 million calculations a loop over the time steps of a year and all
grid boxes was programmed in the script language python (see Appendix A2: Python
loop for one year). The calculations were performed on the eight core computer lx002 at
DLR. The calculations of one model year needed about 10 days. As up to seven years
could be started parallel (one CPU was left for other users), 20 days were sufficient to
calculate irradiances for 10 years. A global data set for GHI and DNI at the surface
was produced for the years 1995 - 1999 and 2035 - 2039. The horizontal resolution is about
3.75◦ latitude x 3.75◦ longitude. The temporal resolution is 6-hourly. The data set has been
named ISMAD (Irradiances at the Surface derived from Modeled Atmosphere Data).
3.4 Consistency check
This section contains a consistency check between the offline calculations ( = the radiative
transfer calculations performed after the GCM run) and the online calculations ( = the radia-
tive transfer calculations performed by the ECHAM4 radiation code during the model run,
described in section 3.1.2): the offline calculated GHI is compared to the online calculated
GHI (no DNI is produced by ECHAM4).
The offline calculations in this section differ from the calculations described above in two
points:
1. The ECHAM4 aerosol climatology (Tanré et al., 1984) is used instead of the ECHAM5
aerosols. The aerosols are given as total aerosol optical depth. The same way as
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for ECHAM5 aerosols, the vertical distribution and scattering and absorption prop-
erties are assumed to be those of the OPAC desert profile. The reason for taking the
ECHAM4 aerosols here is that the consistency of the two radiation codes shall be
checked. Therefore, deviations due to using different aerosols are not wanted.
2. A -20 minutes time shift relative to ECHAM4 time is done. In fact, a comparison
between single time step maps of the offline and online calculations (not shown)
revealed best match for this time shift. The reason for this behavior can probably be
found in the difficult synchronisation of data within a model time step, see section
3.1.1. A comparison of the offline and online solar zenith angles at TOA (not shown)
reveals a −24 minutes difference what corresponds exactly to the internal model time
step. So the GHI stored at time t is most probably the radiation of the time t− 24 min.
What leads to the four minutes shift between TOA and the surface could not be
identified.
Moreover, different RTE solution methods and distinct band parameterizations were tested.
GHI maps (not shown) for a single time step (January, 1st 1995) were calculated applying
three different methods: a discrete ordinate method (Mayer & Kylling, 2005, "disort") com-
bined with the band parameterization by Fu & Liou (1992) (DF), the rodents algorithm
combined with the method by Fu & Liou (1992) (RF) and rodents together with another
correlated-k method with higher band number provided by Kato et al. (1999, 31 bands)
(RK). For all three methods the cloud optical properties were the same as used by ECHAM4
(mixed-phase, constant within the two ECHAM4 spectral bands). The differences between
the offline calculated GHI global mean values and the ECHAM4 online calculated GHI
global means revealed that all three methods lead to a few percent larger values (all < 6 %)
than the ECHAM4 online calculated global mean value (175 Wm−2). The method RF was
chosen because it is computationally less expensive than DF or RK.
For the RF method offline radiative transfer calculations were performed for every time
step of the year 1995. Figure 3.8 shows the 1995 mean GHI as calculated online (top map)
and offline with the RF method (second map from the top). The two mean value maps
look quite similar apart from those grid boxes located in the Tibetean plateau. The reason
for deviations there is very simple: In the offline calculations set-up clouds are generally
located between 3 and 4 km above sea level. As the surface altitudes in the Tibetean plateau
reach up to about 5 km, the clouds are "beneath the ground" and not seen by the radia-
tion. Hence, the offline calculated irradiances are too large. Unfortunately, the consistency
check calculations were started at the same time as the main calculations of this work such
that we will meet this problem again when presenting the results of the main calculations.
The four maxima along the equator are a result of considering only four time steps a day.
Single white dots in the offline calculated GHI map are caused by missing values. For the
same reason single dark dots can be seen on the two bottom maps illustrating the absolute
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Figure 3.8: Comparison between online and offline calculated global horizontal irradiance (GHI):
maps.
and relative differences between the offline and online calculated GHI. The global mean
value of the offline GHI is 183 Wm−2 and thus 5 % higher than the online calculated GHI
(174 Wm−2). Global mean values were calculated as an area-weighted mean of all grid
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boxes. Relative differences are smaller for low latitudes than for high latitudes.
Figure 3.9: Comparison between online and offline calculated global horizontal irradiance (GHI):
scatter plots. Left side: The offline calculated 1995 mean values of each ECHAM4 box
are plotted versus their online calculated counterparts. Right side: Monthly mean values
of each box offline vs. online.
The left panel of figure 3.9 shows the annual means of each box as scatterplot offline versus
online. The small systematic deviation of the offline calculations towards larger values and
the problem with the Tibet region calculations is illustrated once again. The right panel of
the figure shows a scatterplot of monthly mean values. The value range of the offline and
online calculations is wider due to considering seasonal variations of GHI by monthly val-
ues. In the monthly mean scatterplot the Tibet region problem is contained in the general
deviations.
The systematic deviation of the offline GHI towards bigger values may be caused by the
different cloud overlap assumptions made by the online and offline calculations: The of-
fline calculations use the total cloud cover that is calculated according to the maximum
random overlap (MRO) assumption. For the online calculations kind of a random overlap
(RO) is assumed, when the total transmission to the ground is calculated by a combination
of layer-averaged transmissions Ti and reflectances Ri (see section 3.1.2). Different cloud
overlap assumptions may lead to different irradiances at the ground although the averaged
transmittances through each layer may be the same. As the MRO assumption yields a
smaller total cloud cover ctot than the RO assumption (for the same cloud covers per layer
ci), this could be an explanation for the offline GHI being bigger than the online GHI.
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The offline radiation algorithm is found to be consistent with the ECHAM4 radiation code
apart from a small systematic deviation towards larger values: The offline calculated GHI is
5 % bigger than the online calculated GHI. The relative difference between offline and online
calculated global irradiance is smaller than 5 % for low latitudes (not considering Tibet
region), but higher for high latitudes (up to 25 %). Maybe this deviation makes the offline
calculated GHI even more realistic than the ECHAM4 GHI, because the high absorption in
clouds in ECHAM4 is - at least at higher latitudes - not supported by observational data
(Wild et al., 1998).
3.5 Comparison to measurement-derived irradiances
The ISMAD data of the past (1995 - 1999) is compared to a measurement based data set
(Lohmann, 2006, ISIS). ISIS (Irradiances at the Surface derived from ISCCP cloud data) is a
data set containing GHI and DNI for the years 1984 - 2004 that was generated by performing
radiative transfer calculations on satellite-retrieved cloud data. Its temporal resolution is
3-hourly, spatial resolution is 2.5◦ x 2.5◦ at the equator. Latitudes are equidistant, longitude
intervals enlarge towards higher latitudes such that the grid box areas remain approxi-
mately constant (280 km x 280 km).
For the ISIS calculations the same atmospheric standard profiles had been used as in this
work (Anderson et al., 1986), but different to this study measurement derived water vapor
and ozone columns were included. Solar zenith angles were calculated following the Astro-
nomic Almanach (1950 - 2050). Tropospheric aerosols (sulfate, dust, black carbon, sea salt)
were considered via climatologic monthly mean column optical depth with a horizontal
resolution of 4◦ x 5◦ based on aerosol transport models (NASA-GISS data set, Tegen et al.
(1997)). The total aerosol optical depth of the NASA-GISS climatology is shown in figure
3.10. A comparison of the annual mean NASA-GISS aerosol optical depth to the 1995 - 1999
mean ECHAM5 aerosol optical depth (figure 3.5, top map) reveals differences in distribu-
tion and magnitude. ECHAM5 aerosols reach highest values up to around 1.0 over East
Asia and up to about 0.8 over North Western Africa. This compares to an optical depth of
approximately 0.4 and 0.2 for the same regions in the NASA-GISS data set. ECHAM5 mod-
els a Saharan dust plume that reaches far into and over the Altlantic with optical depth
from about 0.5 to 0.6, where the NASA-GISS data set provides values around only 0.1.
Over central Africa we find higher ECHAM5 values (around 0.5) than NASA-GISS values
(< 0.2), too. Hence, we expect ISMAD irradiances to be smaller than ISIS irradiances for
these regions (Central Africa, East Asia). Stratospheric aerosols (caused by high reach-
ing volcanic eruptions) were included through monthly mean optical depths derived from
satellite measurements with a zonal resolution of 7.5◦ (Sato et al., 1993). Between 1995 and
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Figure 3.10: Annual mean aerosol optical depth of NASA-GISS aerosol climatology (Tegen et al.,
1997) used for ISIS calculations of irradiances.
2000 - four years after the last bigger volcanic eruption (Pinatubo 1991) - they have values
of only < 0.02 and have negligibly small influence on irradiances.
The surface albedo is a satellite derived monthly mean. Cloud properties were taken from
data provided by the International Satellite Cloud Climatology Project (ISSCP). Within this
project data of up to five geostationary and two polar orbiting satellites are combined to
give a global 3-hourly cloud data set. 15 different cloud types are distinguished (by height,
water or ice cloud, optical depth range) and for each cloud type optical properties and
fractional cloud cover ci are given. Between 55◦N and 55◦S the data is provided by geosta-
tionary satellites, for higher latitudes data of polar orbiting satellites is taken. The maximal
satellite zenith angle for each grid box is 72.5◦. The radiative transfer equation was solved
for a plane-parallel atmosphere using the two-stream method by Kylling et al. (1995). For di-
rect radiation the Earth’s spherical geometry is considered by including a correction factor
for the solar zenith angle (Chapman factor) that leads to bigger direct irradiances at large
solar zenith angles compared to non-spherical calculations like in the ISMAD method. A
correlated-k band parameterization method was used (Kato et al., 1999, 31 bands). The ir-
radiance for a ISIS box is calculated with the irradiances Ecld,i of the box fractions ci that
are covered with a cloud of type i and the irradiance Eclr of the clear-sky part of the box
applying the independent column approximation:
E =
15
∑
i=1
ci Ecld,i + (1−
15
∑
i=1
ci) Eclr . (37)
ISIS itself has been validated against ground measurements: a comparison of multi-year
monthly mean values with ground measurements (89 stations, highest station density in
Europe and West USA) revealed that ISIS GHI fits very well (the slope of the regression
line is 1.0), ISIS DNI tends to be slightly too small (slope of the regression line = 0.83).
The reason for underestimated direct irradiances may be found in the cloud retrieval by
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geostationary satellites: The satellite zenith angle increases towards higher latitudes what
can lead to an overestimation of the cloud cover of 10 - 15 % (Lohmann, 2006, (Rossow &
Garder, 1993; Wielicki & Parker, 1992) therein). Overestimated cloud cover leads to un-
derestimated irradiances. As DNI is more sensitive to cloud cover than GHI, particularly
direct irradiances are underestimated and we expect ISMAD irradiances to be higher than
ISIS irradiances at midlatitudes, where ISCCP clouds are retrieved under high satellite
zenith angles. In desert regions another effect can additionally lead to underestimated ir-
radiances: Dust storms are recognised as clouds by the ISCCP cloud retrieval (Lohmann,
2006; Stubenrauch et al., 1999). Thus, when including extra aerosols into the radiation cal-
culations as done in the ISIS calculations, the extinction of the atmosphere is overestimated
and the resulting irradiances become too small.
To compare ISMAD and ISIS data, the temporal and spatial resolution of ISIS had to be
adjusted. ISIS is stored as ASCII-files, one file for each grid box containing a time column
and a column of the corresponding irradiances. In order to adjust the ISIS horizontal reso-
lution (2.5◦ x 2.5◦ at the equator, equidistant latitudes, longitude intervals enlarge towards
high latitudes) to the ISMAD resolution (3.75◦ x 3.75◦ at the equator, equidistant longitudes,
latitude intervals get smaller towards the poles), the ISIS data was in a first step written on
a NetCDF-file with equidistant latitudes and longitudes (2.5◦ x 2.5◦). The irradiance value
for a grid box on the equidistant grid is that of the ISIS box with the same latitude and
the longitude closest to that of the the new grid. Then, the ISIS irradiances on the cre-
ated NetCDF-file were conservatively remapped on the ISMAD grid (Jones, 1999). 6-hourly
values were extracted that correspond to the temporal resolution of the ISMAD data set
(00:00, 06:00, 12:00, 18:00 GMT). Both 6-hourly resolved data sets, ISIS as well as ISMAD,
were transformed to build local noon data (see section 3.2.1).
3.5.1 At the grid box-scale
At first, ISMAD and ISIS irradiances for single grid boxes are compared in order to reveal
systematic differences between them. Figure 3.11 shows maps of ISIS local noon 1995 - 1999
mean values of global horizontal irradiance (left side) and direct normal irradiance (right
side), as well as absolute differences (AD) and relative differences (RD) between ISMAD
and ISIS irradiances (relative to ISIS). The bottom maps show where differences are signif-
icant. On the ISIS GHI mean map (top left map) four maxima along the equator can be
identified which are caused by the composition of local noon data. This pattern cannot be
seen on the DNI map (top right map), because the term 1/cosϑ0 in the calculation of DNI
(compare to equation (12)) makes DNI vary less than GHI with the solar zenith angle. The
ISIS GHI global mean value is 526 Wm−2. The global mean of DNI is 335 Wm−2 (be aware
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of that these are local noon values).
On the maps illustrating the differences between ISMAD and ISIS various patterns can be
noticed, over land as well as over sea. As we are interested in irradiances for solar power
generation, it is focused on differences between ISMAD and ISIS over land.
Firstly, we meet again the Tibet region problem where ISMAD irradiances are too high due
Figure 3.11: Grid box-resolved comparison of ISIS and ISMAD local noon data. Left side: Global
horizontal irradiance; right side: Direct normal irradiance.
to the missing clouds. Secondly, for regions at midlatitudes, like Europe or USA, ISMAD
irradiances tend to be higher than ISIS irradiances. As stated above this is probably an ISIS
problem, as the ISCCP cloud retrieval overestimates the cloud amount for high satellite
zenith angles which is the case when geostationary satellites retrieve clouds at midlati-
tudes. Thus, ISIS underestimates irradiances at midlatitudes. Lohmann (2006) compared
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the ISCCP cloud cover to the cloud cover of the European Cloud Climatology (ECC, satel-
lite based, resolution 1 km x 1 km, Meerkötter et al. (2004)). ISCCP cloud cover was found
to lay 14 % over the ECC values, with even bigger differences over land. A comparison of
ISCCP cloud cover to SYNOP (Surface SYNOPtic Observations) showed that ISCCP cloud
cover over France is 6 % too high (Lohmann, 2006). As GHI and in particular DNI are very
sensitive to cloud cover, ISIS GHI and particularly DNI are most likely too low over Europe.
Moreover, Wild et al. (1998) showed that ECHAM4 cloud cover is in good agreement with
data based on surface observations (Warren et al., 1996) for mid- and low latitudes. The
global mean of ECHAM4 cloud cover is with 0.60 in better agreement with surface obser-
vations (Warren et al., 1996, 0.61) than the ISCCP global mean cloud cover with 0.63 (Wild
et al., 1998). This indicates that ISMAD irradiances are at midlatitudes probably better than
ISIS irradiances.
Next, we can identify smaller ISMAD irradiances where the ECHAM5 aerosol optical depth
used in the ISMAD calculations is larger than the NASA-GISS aerosol optical depth used
by the ISIS method. This is particularly the case for the Saharan dust plume over Africa
extending into the Atlantic and for anthropogenic pollution over East Asia. Stier et al.
(2005) compared ECHAM5-HAM aerosol optical depths to measurement based optical
depths (e.g. AERONET, MODIS(over water)-MISR(over land) composite) and showed that
ECHAM5 aerosols tend to be too small over central Africa, but likely too big over East Asia.
This means that ISMAD irradiances are probably better than ISIS irradiances in Africa but
maybe too small in East Asia.
Finally, the DNI relative difference map illustrates that at high latitudes the ISMAD method
computes smaller DNI than the ISIS method. The reason for this behavior lays probably
in the different RTE solution methods applied by ISIS and ISMAD. ISIS applies a pseudo-
spherical correction for the calculation of direct irradiances what leads to bigger values for
high solar zenith angles, i.e. for high latitudes.
Generally, differences in GHI are smaller than differences in DNI. The cause for this is sim-
ply that direct irradiance is more sensitive to clouds and aerosols than global irradiance
(see chapter 2), and thus differences between ISMAD and ISIS clouds and aerosols have
stronger impact on direct irradiance.
Although figure 3.11 revealed various systematic differences between ISMAD and ISIS irra-
diances, global mean values do agree well: the global mean of ISMAD global horizontal ir-
radiance is 517 Wm−2. This value is only 2 % smaller than the ISIS global mean (526 Wm−2).
ISMAD DNI is with 325 Wm−2 as well only slightly smaller than ISIS DNI with 335 Wm−2
(3 %).
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3.5.2 At the regional scale
Figure 3.12: Illustration of the regions used for the calculation of regional mean values.
ACG Alaska, Canada and Greenland
AMZ Amazonia
AUS Australia
CAM Central America
CAS Central Asia
EAF East Africa
EAS East Asia
NAM North America
NAS Northern Asia
NEU Northern Europe
SAF Southern Africa
SAH Sahara
SAS South Asia
SEA Southeast Asia
SEM Southern Europe and Mediterranean
SSA Southern South America
TIB Tibetan Plateau
WAF West Africa
Regional mean values of ISMAD and ISIS irradances are compared, as ISMAD is derived
from climate model data and climate models are designed to provide information about the
atmosphere not on the grid box- but on the regional scale. We divide the Earth’s continents
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into 18 regions roughly following the arrangement done in IPCC (2007), see figure 3.12.
Ocean regions are not considered because they are not relevant for solar power generation.
Figure 3.15 shows maps of ISIS regional mean values of global horizontal and direct nor-
mal irradiance (top maps), the relative difference of ISMAD to ISIS (relative to ISIS, middle
maps) and significances (bottom maps). A comparison in numbers is given in table 3.1 for
global horizontal irradiance and in table 3.3 for direct normal irradiance. The DNI table has
an extra column that gives information about the percentage of days with DNI> 200 Wm−2.
As explained in chapter 2, for a "common" parabolic through power plant 200 Wm−2 is
the threshold value to run the plant. d denotes the 1995-1999 percentage of days suit-
able for CSP operation derived from ISIS. ∆d denotes the absolute difference between the
ISMAD percentage of days with DNI> 200 Wm−2 and the ISIS percentage of days with
DNI> 200 Wm−2 (dISMAD − dISIS).
Figure 3.13 Figure 3.14
Figure 3.15: Comparison of ISIS and ISMAD local noon irradiances with regional resolution. Left
panel: global horizontal irradiance; right panel: Direct normal irradiance.
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The patterns revealed by the grid box-resolved comparison in the last section can of course
again be found here. A first view at the relative differences between ISMAD and ISIS again
shows that on the Tibetean Plateau ISMAD irradiances are irreasonably too high due to
the missing clouds there. For the following comparison between ISMAD and ISIS the Tibet
region is therefore not considered.
For ten of the 17 regions ISMAD global horizontal irradiance is bigger than ISIS global
irradiance. For Southern South America (7 %), Southern Europe and Mediterranean region
(6 %) and North America (6 %) differences are significant. For the same ten regions ISMAD
direct irradiances as well are higher than their corresponding ISIS values. The deviations
are about three times stronger, and again it is Southern South America (25 %), North Amer-
ica (21 %), and Southern Europe and Mediterranean region (18 %) where differences are
significant. All these regions have in common to be located at midlatitudes where the ISIS
method tends to underestimate irradiances.
Smaller values for ISMAD irradiances compared to ISIS irradiances are found on the one
hand side for regions at high latitudes (ACG and NAS), on the other hand side for Cen-
tral Africa and South-East Asia: ISMAD GHI in South-East Asia is 14 % smaller than ISIS
GHI, in West Africa ISMAD GHI is 8 % smaller and in East Africa 4 % (all significant). In
South-East Asia we find even 33 % less DNI for ISMAD than for ISIS (significant), in West
Africa 18 % (significant), in East Africa 14 % (not significant). The differences in Africa are
most probably caused by the higher ECHAM5 aerosol optical depth applied by the ISMAD
method compared to the NASA-GISS aerosol climatology used by ISIS. The reason for the
differences in South-East Asia could not clearly be identified, but at least partly this may be
a result of the different horizontal resolutions of ISIS and ISMAD: The ISIS horizontal res-
olution is originally higher than the ISMAD resolution and may thereby better account for
the small (compared to model resolution) South-East Asian islands. ECHAM4 calculates
with averaged properties of each grid box. It is always problematic if a grid box contains
land and sea like the ECHAM4 grid boxes of South-East Asia because atmospheric proper-
ties over land may strongly differ from the properties over sea and "averaging" leads to bad
results.
Notable differences in the number of days with DNI> 200 Wm−2 were found: For all re-
gions apart from the South Europe and Mediterranean region, ISMAD counts less days
suitable for CSP operation than ISIS does.
Globally, the ISMAD and ISIS irradiances agree well: ISMAD global horizontal irradiance is
only 2 % smaller than ISIS global irradiance; ISMAD direct normal irradiance is 3 % smaller
than the global ISIS value. But on the regional and grid box-scale significant differences
occur. Most differences could be identified to be most probably either a result of the dis-
tinct aerosols used by the ISMAD and ISIS method or to come from underestimated ISIS
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GHI (1995-1999)
ISMAD ISIS
Region Month
Mean
[W/m2]
STD
[W/m2]
Mean
[W/m2]
STD
[W/m2]
AD
[W/m2]
RD
[%]
ACG annual 242.73 2.65 249.04 3.61 -6.31 -3
AMZ annual 588.14 5.02 602.95 5.85 -14.87 -2
AUS
Jan 642.76 45.10 725.83 14.25 -83.07 -11
Feb 581.70 68.40 682.92 27.64 -101.22 -15
Mar 600.18 46.04 634.21 21.87 -34.03 -5
Apr 517.22 41.34 529.99 19.98 -12.77 -2
May 450.37 26.68 421.96 22.50 28.41 7
Jun 389.76 22.37 373.94 11.95 15.82 4
Jul 357.33 20.36 389.29 21.36 -31.96 -8
Aug 473.94 28.35 494.48 12.75 -20.54 -4
Sep 591.11 38.59 610.98 16.72 -19.87 -3
Oct 685.54 74.95 691.71 12.89 -6.17 -1
Nov 727.92 26.27 729.30 21.78 -1.38 0
Dec 684.01 35.83 723.60 10.70 -39.59 -5
annual 558.49 19.53 584.06 5.69 -25.57 -4
CAM
Jan 600.25 39.30 567.07 20.95 33.18 4
Feb 690.43 42.31 653.10 23.74 37.33 6
Mar 817.10 42.12 769.18 13.71 47.92 6
Apr 861.00 18.22 854.15 33.94 6.85 1
May 872.75 38.95 894.27 19.06 -21.52 -2
Jun 795.18 44.07 853.97 18.74 -58.79 -7
Jul 795.58 42.76 830.66 14.63 -35.08 -4
Aug 829.14 36.15 804.71 24.85 24.43 3
Sep 715.06 37.44 742.28 17.16 -27.22 -4
Oct 732.32 55.79 682.95 18.42 49.37 7
Nov 599.78 27.25 597.39 22.92 2.39 0
Dec 571.29 58.52 534.98 16.22 36.31 7
annual 739.99 6.71 732.06 8.59 7.93 1
CAS annual 507.33 6.16 503.20 4.19 4.13 1
EAF annual 639.62 10.56 669.00 3.76 -29.38 -4
EAS annual 484.47 9.37 476.26 5.75 8.21 2
NAM annual 536.46 7.59 503.90 5.35 32.56 6
NAS annual 263.72 5.07 277.71 4.83 -13.99 -5
NEU annual 274.22 6.05 268.17 7.35 6.05 2
SAF annual 683.90 17.25 678.67 6.30 5.23 1
Table 3.1: Comparison of ISMAD and ISIS global horizontal irradiance for the years 1995 - 1999.
Notes:
- Be aware of that these are daily local noon data (for explanation see section 3.2.1).
- The abbreviations of the regions are explained in figure 3.12 on page 60.
- The absolute difference (AD) is ISMAD - ISIS. The relative difference (RD) is (ISMAD -
ISIS) / ISIS.
- Mean, standard deviation (STD) and significance are defined in section 3.2.2.
- Significant differences are illustrated by red colored cells, if ISMAD GHI is bigger than
ISIS GHI; blue colored cells for ISMAD GHI smaller than ISIS GHI.
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GHI (1995-1999)
ISMAD ISIS
Region Month
Mean
[W/m2]
STD
[W/m2]
Mean
[W/m2]
STD
[W/m2]
AD
[W/m2]
RD
[%]
SAH
Jan 645.66 14.85 606.50 8.40 39.16 6
Feb 743.91 22.29 705.66 12.67 38.25 5
Mar 808.92 49.91 790.44 13.12 18.48 2
Apr 882.74 17.86 872.01 12.81 10.73 1
May 892.19 22.43 881.71 19.20 10.48 1
Jun 901.86 16.91 896.67 12.85 5.19 1
Jul 862.90 16.16 884.93 11.29 -22.03 -2
Aug 819.08 29.02 855.29 11.30 -36.21 -4
Sep 836.63 14.40 814.75 5.86 21.88 3
Oct 762.89 24.20 742.08 16.39 20.81 3
Nov 644.10 31.30 634.00 7.41 10.10 2
Dec 614.92 19.81 561.95 21.67 52.97 9
annual 784.65 6.59 770.31 5.06 14.34 2
SAS annual 735.24 19.48 706.60 11.98 28.64 4
SEA annual 542.78 10.80 634.59 25.56 -91.81 -14
SEM
Jan 291.13 11.06 288.67 10.12 2.46 1
Feb 404.38 9.69 414.17 16.80 -9.79 -2
Mar 538.65 20.03 537.73 20.03 0.92 0
Apr 664.90 20.71 615.05 14.76 49.85 8
May 749.50 9.21 687.15 20.17 62.35 9
Jun 806.99 12.52 742.50 17.60 64.49 9
Jul 819.57 22.42 759.62 21.69 59.95 8
Aug 759.42 14.65 698.66 20.71 60.76 9
Sep 610.06 22.01 563.32 27.17 46.74 8
Oct 444.41 19.22 439.06 17.49 5.35 1
Nov 300.60 14.03 295.76 7.30 4.84 2
Dec 251.63 13.03 235.37 10.78 16.26 7
annual 553.44 5.93 522.93 5.87 30.51 6
SSA annual 589.43 6.00 552.93 7.10 36.5 7
( TIB annual 722.01 4.23 597.19 13.09 124.82 21 )
WAF annual 741.06 9.07 803.87 3.24 -62.81 -8
Table 3.2: Continuation of table 3.1.
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DNI (1995-1999)
ISMAD ISIS
Region Month
Mean
[W/m2]
STD
[W/m2]
Mean
[W/m2]
STD
[W/m2]
AD
[W/m2]
RD
[%]
∆d/d
[%]/[%]
ACG annual 187.76 4.93 232.02 3.80 -44.26 -19 -17 / 44
AMZ annual 327.53 6.89 332.30 8.05 -4.77 -1 -15 / 70
AUS
Jan 433.22 63.39 483.43 30.01 -50.21 -10 -20 / 79
Feb 426.81 89.89 469.18 53.44 -42.37 -9 -20 / 76
Mar 537.93 56.04 531.98 57.66 5.95 1 -13 / 83
Apr 527.02 81.27 534.29 52.76 -7.27 -1 -11 / 81
May 540.64 78.03 484.11 59.21 56.53 12 -4 / 78
Jun 498.19 52.19 473.59 37.56 24.60 5 -9 / 82
Jul 402.10 52.02 466.08 54.58 -63.98 -14 -20 / 81
Aug 516.23 43.85 537.88 39.94 -21.65 -4 -16 / 88
Sep 564.03 67.16 562.40 40.92 1.63 0 -12 / 88
Oct 566.01 97.18 542.59 26.44 23.42 4 -8 / 84
Nov 552.02 31.57 496.28 34.32 55.74 12 -5 / 80
Dec 471.34 63.75 460.16 12.00 11.18 2 -11 / 75
annual 502.96 29.89 503.74 10.94 -0.78 0 -12 / 81
CAM
Jan 536.46 84.40 523.91 59.76 12.55 2 -9 / 80
Feb 556.75 54.44 502.22 45.73 54.53 11 -8 / 80
Mar 615.27 79.16 541.16 33.90 74.11 14 -6 / 84
Apr 579.42 62.50 561.59 58.16 17.83 3 -12 / 86
May 552.75 49.06 560.30 40.31 -7.55 -1 -18 / 90
Jun 494.00 50.05 501.30 35.54 -7.3 -1 -20 / 87
Jul 432.66 55.35 474.20 22.68 -41.54 -9 -21 / 87
Aug 511.80 44.81 458.12 46.72 53.68 12 -12 / 85
Sep 466.07 41.69 449.44 27.66 16.63 4 -14 / 80
Oct 622.04 73.22 517.88 40.98 104.16 20 -2 / 80
Nov 537.60 48.38 526.62 45.85 10.98 2 -12 / 82
Dec 552.21 118.54 499.81 39.12 52.4 10 -8 / 81
annual 538.09 11.96 509.85 19.17 28.24 6 -12 / 84
CAS annual 396.25 12.80 393.74 10.92 2.51 1 -13 / 74
EAF annual 359.15 12.56 417.48 14.99 -58.33 -14 -17 / 78
EAS annual 306.24 10.85 290.71 7.34 15.53 5 -4 / 55
NAM annual 420.48 17.36 347.88 15.83 72.60 21 -4 / 60
NAS annual 190.74 5.90 217.82 8.99 -27.08 -12 -11 / 41
NEU annual 177.78 9.60 189.93 12.12 12.15 6 -5 / 36
SAF annual 500.87 25.06 464.99 15.38 35.88 8 -8 / 79
Table 3.3: Comparison of ISMAD and ISIS direct normal irradiance for the years 1995 - 1999.
Notes:
- Be aware of that these are daily local noon data (for explanation see section 3.2.1).
- The abbreviations of the regions are explained in figure 3.12 on page 60.
- The abolute difference (AD) is ISMAD - ISIS, the relative difference (RD) is (ISMAD -
ISIS) / ISIS.
- Mean, standard deviation (STD) and significance are defined in chapter 3.2.2.
- Significant differences are illustrated by red colored cells, if ISMAD GHI is bigger than
ISIS GHI; blue colored cells for ISMAD GHI smaller than ISIS GHI.
- d refers to the ISIS percentage of days with DNI > 200 Wm2. ∆d = dISMAD − dISIS.
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DNI (1995-1999)
ISMAD ISIS
Region Month
Mean
[Wm−2]
STD
[Wm−2]
Mean
[Wm−2]
STD
[Wm2]
AD
[Wm2]
RD
[%]
∆d/d
[%] / [%]
SAH
Jan 634.04 75.36 571.31 27.28 62.73 11 -4 / 89
Feb 659.10 51.86 537.24 28.28 121.86 23 -1 / 85
Mar 582.99 128.04 484.54 58.92 98.45 20 -4 / 83
Apr 583.26 50.15 512.94 45.52 70.32 14 -4 / 84
May 593.32 36.70 512.12 45.05 81.20 16 -3 / 85
Jun 590.89 43.86 561.21 30.86 29.68 5 -3 / 93
Jul 516.29 26.21 554.86 24.11 -38.57 -7 -9 / 94
Aug 465.48 49.34 543.40 38.81 -77.92 -14 -11 / 91
Sep 626.84 41.40 579.51 18.08 47.33 8 -1 / 93
Oct 692.19 71.60 633.56 61.44 58.63 9 -4 / 92
Nov 620.27 67.80 625.29 20.84 -5.02 -1 -10 / 91
Dec 672.74 62.75 548.29 57.57 124.45 23 1 / 84
annual 603.12 15.50 555.33 17.66 47.79 9 -4 / 88
SAS annual 513.46 23.92 452.38 26.71 61.08 14 -2 / 74
SEA annual 193.18 8.88 289.39 25.56 -96.21 -33 -28 / 59
SEM
Jan 276.02 22.12 276.58 20.27 -0.56 0 -6 / 50
Feb 330.11 12.90 316.23 27.76 13.88 4 -6 / 55
Mar 396.06 28.59 321.35 34.26 47.71 15 3 / 54
Apr 431.17 38.68 308.60 24.08 122.57 40 11 / 53
May 452.34 8.60 332.57 29.72 119.77 36 11 / 61
Jun 502.85 25.76 398.68 27.24 104.17 26 9 / 70
Jul 558.94 29.66 457.20 37.48 101.74 22 8 / 77
Aug 528.70 32.47 427.53 46.10 101.17 24 9 / 75
Sep 457.59 30.08 346.59 41.23 111.00 32 11 / 62
Oct 348.40 37.66 338.21 32.70 10.19 3 0 / 60
Nov 264.33 26.37 286.99 23.40 -22.66 -8 -6 / 51
Dec 252.27 22.24 245.89 23.41 6.38 3 -6 / 46
annual 399.90 8.90 337.89 10.33 62.01 18 3 / 60
SSA annual 498.56 6.90 398.35 10.22 100.21 25 -4 / 70
( TIB annual 636.30 13.23 348.17 18.62 288.13 83 8 / 66 )
WAF annual 344.51 12.56 421.73 8.41 -77.22 -18 -11 / 74
Table 3.4: Continuation of table 3.3.
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irradiances (at midlatitudes). Probably ISMAD is even better than ISIS for some regions.
Where ISMAD might have problems is: large latitudes, South-East Asia and the percentage
of days with DNI> 200 Wm−2 (plus Tibet region of course).

4 Results: Estimated Changes of
Irradiances
In this chapter the ISMAD (Irradiances at the Surface derived from Modeled Atmosphere
Data) data set that was generated in this work is presented and discussed. The grid box-
resolved irradiance data is shortly presented to identify those atmospheric parameters pre-
sented in section 3.2 that lead to changes of the global horizontal and direct normal ir-
radiance. But as ISMAD is based on climate model data, focus lies on 5-yearly regional
mean values. The absolute values of the 1995 - 1999 regional means are presented to iden-
tify those regions that are most suitable for solar power generation. In order to provide
information about future changes of solar resources due to the evolution of the modeled
ECHAM4 clouds and ECHAM5 aerosols, the 2035 - 2039 mean global horizontal and direct
normal irradiances are compared to their corresponding 1995 - 1999 values. All irradiances
are illustrated as local noon data (for explanation see section 3.2.1).
4.1 At the grid box-scale
The grid box-resolved 1995 - 1999 mean maps of the ISMAD global horizontal and direct
normal irradiances are shown on the top panels of figure 4.1. Tibet region is again neglected
in the following discussion.
The global horizontal irradiance depends more than the direct normal irradiance on the
solar zenith angle. Therefore, the pattern of the composition of local noon data out of four
daily time steps can be seen clearlier on the left map. Direct normal irradiance instead
is more sensitive to clouds and aerosols and hence the spatial distribution of clouds and
aerosols (see figures 3.4 and 3.5) is more apparent on the right map. The patterns of very
low cloud amount over the Saharan region can for instance clearly be identified, as well as
high aerosol optical depths over Central Africa and East Asia.
The 2nd and 3rd rows illustrate absolute and relative differences between future and past
mean values, the bottom row shows where differences are significant. Irradiances increase
in Europe and Australia. In Europe the maximal difference is around 30 %. In Central and
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South Africa irradiances decrease. Here again we find future values up to 30 % smaller than
in the past time period. A view on the relative difference between future and past cloud
properties (figure 3.4, 3rd row from the top) can explain the increases of GHI and DNI in
Australia: total cloud cover (as well as effective optical depth) are smaller in the 2035 - 2039
data than in the 1995 - 1999 data what leads to higher irradiances. The radiation reduction
in Africa and the increase in Europe are a result of the evolution of aerosols. The smaller
future aerosol optical depth over Europe leads to higher irradiances, the increasing aerosol
amount over Africa (up to 150 %) strongly reduces irradiances there. As DNI is more than
GHI sensitive to clouds and aerosols, maximal changes in DNI (± 30 %) are more than
twice as big as maximal changes in GHI (± 12 %).
The global mean values of GHI and DNI are reduced in the future time period compared
to the past time period: the 2035 - 2039 GHI mean value is with 508 Wm−2 2 % smaller than
the 1995 - 1999 value of 517 Wm−2. Future DNI compares with 309 Wm−2 to past DNI with
325 Wm−2 what gives a decrease of 5 %. This behavior could be expected as the global mean
value of the aerosol optical depth strongly increases (14 %); the total cloud cover increases
slightly as well ( 0.3%).
4.2 At the regional scale
Figure 4.2 shows 5-yearly (1995 - 1999) regional mean values of local noon global horizontal
and direct normal irradiance (top maps), the relative difference between the future (2035 -
2039) and past (1995 - 1999) mean values (relative to past means, middle maps) and where
the differences are significant (bottom maps). The composition of local noon data is de-
scribed in section 3.2.1. The arrangement of regions is illustrated in figure 3.12.
A comparison in numbers is given by table 4.1 for global horizontal irradiance and by table
4.3 for direct normal irradiance. The tables additionally provide monthly resolutions for
four regions that are particularly relevant for solar power generation: Australia, Central
America, Saharan Region, Southern Europe and Mediterranean region. The DNI table has
an extra column that gives information about the percentage of days with DNI> 200 Wm−2.
As explained in the physical background chapter, for a "common" parabolic through power
plant 200 Wm−2 is the threshold value to run the plant. d denotes the (1995 - 1999) percent-
age of CSP suitable days. ∆d denotes the absolute difference between the future (2035 -
2039) percentage of days with DNI> 200 Wm−2 and the past percentage of days with
DNI> 200 Wm−2 (d2035−2039− d1995−1999). In the following the Tibet region is not considered
as clouds were not included in the calculations there.
4.2 At the regional scale 71
Figure 4.1: Comparison of ISMAD (2035-2039) local noon irradiances to ISMAD (1995 - 1999) lo-
cal noon iradiances. Left side: Global horizontal irradiance; right side: Direct normal
irradiance.
4.2.1 Absolute irradiances
The (1995 - 1999) absolute values of global horizontal irradiance are largest in the Saharan
region (785 Wm−2), West Africa (741 Wm−2), Central America (740 Wm−2) and South Asia
(735 Wm−2). Most direct normal irradiance can be clearly located again in the Saharan
region (603 Wm−2), followed by Central America (538 Wm−2), South Asia (513 Wm−2) and
Australia (503 Wm−2). Most days suitable for concentrating solar power plant operation
(i.e. DNI> 200 Wm−2) is again found in the Saharan region (84 %). In Central America and
South Asia we find 72 %, in Australia CSP works on 69 % of the days.
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Figure 4.2: Comparison of ISMAD (2035 - 2039) local noon regional means to ISMAD (1995 - 1999)
local noon regional means. Left side: Global horizontal irradiance; right side: Direct
normal irradiance.
4.2.2 Comparison between future and past irradiances
As can be seen on the mid-left map of figure 4.2 the global horizontal irradiance between
2035 and 2039 is in 10 of the 17 regions smaller than their corresponding value from 1995 to
1999 (Tibet region is not considered). The direct normal irradiance decreases in 12 of the 17
regions. 10 regions have less days with DNI> 200 Wm−2 in the future than in the past time
period, see table 4.3. The strongest decrease of the number of days that are suitable for CSP
operation is located in West Africa where the future percentage of days of 52 % compares
with a value of 63 % for the past time period.
Largest relative differences of global and direct irradiance are located in Africa. Global
horizontal irradiance decreases in West Africa from 741 Wm−2 to 686 Wm−2 (7 %), in South
and East Africa a decrease of 5 % is found. The most notable increase of global irradiance
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is located in Australia (5 %).
The direct normal irradiance in Africa decreases as well and stronger than the global irradi-
ance does: in West and South Africa changes are significant (-23 % and -20 % respectively).
In East Africa a reduction of 19 % is found, in the Saharan region the 2035 - 2039 value
(535 Wm−2) is 11 % smaller than the 1995 - 1999 value (603 Wm−2). In Europe the direct
normal irradiance increases the most: from 178 Wm−2 to 198 Wm−2 (12 %) in North Europe
and from 340 Wm−2 to 432 Wm−2 (8 %) in Southern Europe and Mediterranean Region. In
Australia the direct normal irradiance increases from 503 Wm−2 to 536 Wm−2 (7 %).
4.2.3 Saharan region
Most solar resources are located in the Saharan region, direct normal irradiance (1995 -
1999 mean: 603 Wm−2) as well as global horizontal irradiance (785 Wm−2). The DESERTEC
project actually considers to implement concentrating solar power plants in this region.
The monthly resolution of the (1995 - 1999) mean values yields that GHI is largest in the
months around June (the June value is 902 Wm−2) and lowest in the months around De-
cember (the December mean GHI is 615 Wm−2). Contrary, the direct normal irradiance is
in all the months from September to February > 620 Wm−2, whereas it is < 593 Wm−2 in
the months between March and August. No clear seasonal dependency can be found in the
percentage of days suitable for CSP operation (DNI> 200 Wm−2): The biggest (1995 - 1999)
mean value is found in September (92 %), the second largest value in June (90 %). The
percentage of days is smallest in April and August (both 80 %).
ISMAD provides the same seasonal dependencies (or non-dependencies) for the mean
values of the future time period (2035 - 2039), but irradiances are mostly reduced: High-
est global irradiance is again found in the months around June (the June value is now
886 Wm−2) and smallest GHI in the months around December (the December value is
585 Wm−2). The seasonal variability of DNI remains reversed with highest values in winter
and lowest values in summer.
The annual mean relative difference between (2035 - 2039) GHI and (1995 - 1999) GHI ac-
counts for -5 %. GHI decreases strongest in September (-6 %). March is the only month
with a slightly increased future GHI (1 %). The annual mean relative difference between
(2035 - 2039) DNI and (1995 - 1999) DNI amounts to -11 %; a look at the monthly resolu-
tion reveals the same patterns as described for GHI, but stronger. The reduction is again
strongest in September (-21 %) and March is the only month with a non-negative change of
DNI (1 %).
The high winter DNI values should not be interpreted equivalently to high daily doses: The
Saharan region is located in the Northern hemisphere, thus days are longer in the months
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around July than in the months around January. As the ISMAD data were presented as local
noon data they do not consider day length. High winter values should be only interpreted
as high irradiances at local noontime. In principle, the daily dosis could be approximated
with the ISMAD data set by weighting the ISMAD local noon data with day length.
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ISMAD GHI
(1995-1999) (2035-2039)
Region Month
Mean
[Wm−2]
STD
[Wm−2]
Mean
[Wm−2]
STD
[Wm−2]
AD
[Wm−2]
RD
[%]
ACG annual 242.73 2.65 237.78 2.06 -4.95 -2
AMZ annual 588.14 5.02 574.41 11.40 -13.73 -2
AUS
Jan 642.76 45.10 719.58 54.63 76.82 12
Feb 581.70 68.40 609.80 63.33 28.10 5
Mar 600.18 46.04 639.75 62.53 39.57 7
Apr 517.22 41.34 502.50 41.88 -14.72 -3
May 450.37 26.68 446.86 40.81 -3.51 -1
Jun 389.76 22.37 417.96 25.64 28.20 7
Jul 357.33 20.36 403.79 22.91 46.49 13
Aug 473.94 28.35 485.84 25.15 11.90 3
Sep 591.11 38.59 635.68 26.05 44.57 8
Oct 685.54 74.95 707.54 29.50 22.00 3
Nov 727.92 26.27 720.91 30.75 -7.01 -1
Dec 684.01 35.83 728.13 43.89 44.12 6
annual 558.49 19.53 584.86 20.77 26.37 5
CAM
Jan 600.25 39.30 530.30 25.00 -69.95 -12
Feb 690.43 42.31 688.72 37.35 -1.71 0
Mar 817.10 42.12 819.66 30.54 2.56 0
Apr 861.00 18.22 885.63 29.35 24.63 3
May 872.75 38.95 861.82 33.86 -10.93 -1
Jun 795.18 44.07 817.05 44.40 21.87 3
Jul 795.58 42.76 775.58 47.83 -20.00 -3
Aug 829.14 36.15 778.55 62.21 -50.59 -6
Sep 715.06 37.44 769.91 43.46 54.85 8
Oct 732.32 55.79 746.45 59.26 14.13 2
Nov 599.78 27.25 637.17 35.05 37.39 6
Dec 571.29 58.52 527.79 57.46 -43.50 -8
annual 739.99 6.71 736.55 20.30 -3.44 0
CAS annual 507.33 6.16 501.44 4.21 -5.89 -1
EAF annual 639.62 10.56 605.50 20.33 -34.12 -5
EAS annual 484.47 9.37 465.10 4.13 -19.37 -4
NAM annual 536.46 7.59 536.32 4.48 -0.14 0
NAS annual 263.72 5.07 260.61 4.38 -3.11 -1
NEU annual 274.22 6.05 282.20 6.56 7.98 3
SAF annual 683.90 17.25 649.76 12.81 -34.14 -5
Table 4.1: Comparison of ISMAD global horizontal irradiance for the years (1995 - 1999) and (2035 -
2039).
Notes:
- Be aware of that these are daily local noon data (for explanation see section 3.2.1).
- The Abbreviations of the regions are explained in figure 3.12 on page 60.
- Significance was calculated for annual values. No significant changes were found.
76 4. Results: Estimated Changes of Irradiances
ISMAD GHI
(1995-1999) (2035-2039)
Region Month
Mean
[W/m2]
STD
[W/m2]
Mean
[W/m2]
STD
[W/m2]
AD
[W/m2]
RD
[%]
SAH
Jan 645.66 14.85 629.74 11.16 -15.92 -2
Feb 743.91 22.29 734.17 35.31 -9.74 -1
Mar 808.92 49.91 819.61 33.93 10.69 1
Apr 882.74 17.86 849.84 36.26 -32.9 -4
May 892.19 22.43 878.09 21.77 -14.10 -2
Jun 901.86 16.91 886.39 28.86 -15.47 -2
Jul 862.90 16.16 857.80 22.98 -5.10 -1
Aug 819.08 29.02 798.64 23.20 -20.44 -2
Sep 836.63 14.40 784.40 25.12 -52.23 -6
Oct 762.89 24.20 722.15 29.22 -40.74 -5
Nov 644.10 31.30 622.90 22.85 -21.2 -3
Dec 614.92 19.81 585.10 15.08 -29.82 -5
annual 784.65 6.59 764.07 13.05 -20.58 -3
SAS annual 735.24 19.48 710.42 8.91 -24.82 -3
SEA annual 542.78 10.80 542.50 10.90 -0.28 0
SEM
Jan 291.13 11.06 293.18 16.41 2.05 1
Feb 404.38 9.69 415.35 19.41 10.97 3
Mar 538.65 20.03 553.54 17.26 14.89 3
Apr 664.90 20.71 660.09 3.76 -4.81 -1
May 749.50 9.21 759.66 28.61 10.16 1
Jun 806.99 12.52 807.01 40.16 0.02 0
Jul 819.57 22.42 825.58 22.30 6.01 1
Aug 759.42 14.65 770.86 25.55 11.44 1
Sep 610.06 22.01 630.15 12.35 20.09 3
Oct 444.41 19.22 465.94 17.31 21.53 5
Nov 300.60 14.03 300.10 6.59 -0.5 0
Dec 251.63 13.03 255.96 7.08 4.33 2
annual 553.44 5.93 561.45 8.20 8.01 1
SSA annual 589.43 6.00 592.05 4.81 2.62 0
( TIB annual 722.01 4.23 713.91 7.55 -8.10 -1 )
WAF annual 741.06 9.07 685.58 20.67 -55.48 -7
Table 4.2: Continuation of table 4.1.
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ISMAD DNI
(1995-1999) (2035-2039)
Region Month
Mean
[Wm−2]
STD
[Wm−2]
Mean
[Wm−2]
STD
[Wm−2]
AD
[Wm−2]
RD
[%]
∆d/d
[%]/[%]
ACG annual 187.76 4.93 183.68 4.25 -4.08 -2 -1 / 27
AMZ annual 327.53 6.89 300.34 10.98 -27.19 -8 -1 / 56
AUS
Jan 433.22 63.39 510.46 61.28 77.24 18 11 / 59
Feb 426.81 89.89 443.14 100.08 16.33 4 4 / 56
Mar 537.93 56.04 601.98 107.13 64.05 12 5 / 70
Apr 527.02 81.27 507.08 82.60 -19.94 -4 -2 / 70
May 540.64 78.03 548.37 78.79 7.73 1 3 / 74
Jun 498.19 52.19 557.22 52.84 59.03 12 9 / 73
Jul 402.10 52.02 494.21 63.32 92.11 2 12 / 61
Aug 516.23 43.85 532.32 47.07 16.09 3 3 / 72
Sep 564.03 67.16 623.23 45.79 59.20 10 6 / 76
Oct 566.01 97.18 576.81 59.93 10.80 2 3 / 76
Nov 552.02 31.57 531.00 51.32 -21.02 -4 0 / 75
Dec 471.34 63.75 507.91 75.81 36.57 8 6 / 64
annual 502.96 29.89 536.14 41.31 33.18 7 5 / 69
CAM
Jan 536.46 84.40 425.65 21.22 -110.81 -21 -12 / 71
Feb 556.75 54.44 576.98 86.91 20.23 4 1 / 72
Mar 615.27 79.16 600.14 56.29 -15.13 -2 0 / 78
Apr 579.42 62.50 575.90 26.74 -3.52 -1 2 / 74
May 552.75 49.06 542.56 44.68 -10.19 -2 0 / 72
Jun 494.00 50.05 509.61 48.50 15.61 3 4 / 67
Jul 432.66 55.35 423.16 48.88 -9.50 -2 -3 / 66
Aug 511.80 44.81 437.08 68.74 -74.72 -15 -7 / 73
Sep 466.07 41.69 536.66 56.44 70.59 15 7 / 66
Oct 622.04 73.22 627.14 112.69 5.1 1 3 / 78
Nov 537.60 48.38 576.35 86.58 38.75 7 5 / 70
Dec 552.21 118.54 472.49 95.28 -79.72 -14 -11 / 73
annual 538.09 11.96 529.06 29.48 -9.03 -2 -1 / 72
CAS annual 396.25 12.80 374.32 6.49 -21.93 -6 0 / 61
EAF annual 359.15 12.56 289.73 25.04 -69.42 -19 -6 / 61
EAS annual 306.24 10.85 281.10 3.65 -25.14 -8 -4 / 51
NAM annual 420.48 17.36 430.25 8.33 9.77 2 0 / 56
NAS annual 190.74 5.90 188.43 6.72 -2.31 -1 -1 / 30
NEU annual 177.78 9.60 198.31 8.97 20.53 12 2 / 31
SAF annual 500.87 25.06 402.56 17.08 -98.31 -20 -3 / 71
Table 4.3: Comparison of ISMAD direct normal irradiance for the years (1995 - 1999) and (2035 -
2039).
Notes:
- Be aware of that these are daily local noon data (for explanation see section 3.2.1).
- The abbreviations of the regions are explained in figure 3.12 on page 60.
- Significance was calculated for annual values. Blue colored cells illustrate a significant
decrease of future DNI.
- d refers to the 1995 - 1999 mean number of days with DNI > 200 Wm−2. ∆d is the
difference between the 2035 - 2039 mean number and the 1995 - 1999 mean number.
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ISMAD DNI
(1995-1999) (2035-2039)
Region Month
Mean
[Wm−2]
STD
[Wm−2]
Mean
[Wm−2]
STD
[Wm−2]
AD
[Wm−2]
RD
[%]
∆d/d
[%]/[%]
SAH
Jan 634.04 75.36 571.14 34.21 -62.90 -10 -2 / 85
Feb 659.10 51.86 606.46 102.89 -52.64 -8 -2 / 84
Mar 582.99 128.04 588.72 81.72 5.73 1 1 / 79
Apr 583.26 50.15 509.24 78.27 -74.02 -13 -1 / 80
May 593.32 36.70 535.33 40.23 -57.99 -10 0 / 82
Jun 590.89 43.86 551.54 57.25 -39.35 -7 1 / 90
Jul 516.29 26.21 467.20 48.68 -49.09 -10 4 / 85
Aug 465.48 49.34 399.26 40.53 -66.22 -14 2 / 80
Sep 626.84 41.40 497.18 64.62 -129.66 -21 -6 / 92
Oct 692.19 71.60 591.00 55.54 -101.19 -15 -6 / 88
Nov 620.27 67.80 543.85 55.02 -76.42 -12 -4 / 81
Dec 672.74 62.75 558.67 68.72 -114.07 -17 -7 / 85
annual 603.12 15.50 534.97 26.36 -68.15 -11 -2 / 84
SAS annual 513.46 23.92 437.73 14.28 -75.73 -15 -2 / 72
SEA annual 193.18 8.88 199.06 23.73 5.88 3 2 / 31
SEM
Jan 276.02 22.12 287.74 40.28 11.72 4 0 / 45
Feb 330.11 12.90 366.78 42.63 36.67 11 4 / 49
Mar 396.06 28.59 422.41 38.83 26.35 7 2 / 57
Apr 431.17 38.68 437.02 29.33 5.83 1 0 / 64
May 452.34 8.60 480.41 33.48 28.07 6 1 / 72
Jun 502.85 25.76 537.34 62.49 34.49 7 -1 / 79
Jul 558.94 29.66 601.61 29.65 42.67 8 0 / 85
Aug 528.70 32.47 590.45 55.26 61.75 12 1 / 84
Sep 457.59 30.08 511.46 23.56 53.87 12 3 / 73
Oct 348.40 37.66 409.90 39.17 61.50 18 3 / 60
Nov 264.33 26.37 275.16 27.88 10.83 4 1 / 45
Dec 252.27 22.24 264.65 19.00 12.38 5 3 / 40
annual 399.90 8.90 432.08 11.78 32.18 8 1 / 63
SSA annual 498.56 6.90 483.35 11.55 -15.21 -3 1 / 66
( TIB annual 636.30 13.23 614.38 14.18 -21.92 -3 -1 / 74 )
WAF annual 344.51 12.56 263.56 19.49 -80.95 -23 -11 / 63
Table 4.4: Continuation of table 4.3.
5 Summary and Outlook
A method to derive global horizontal and particularly direct normal irradiance from global
climate model (GCM) data was presented. Particular emphasis was on ECHAM4 clouds
for which an effective optical depth was introduced. Radiative transfer calculations were
performed with an atmosphere composite of ECHAM4 clouds and ECHAM5 aerosols. The
performed offline calculations were found to be consistent with the online calculations
apart from a small systematic deviation of ≈ 10 Wm−2 (5 %). The produced data set has
been named ISMAD (Irradiances at the Surface derived from Modeled Atmosphere Data).
ISMAD provides 6-hourly values of global horizontal and direct normal irradiances for the
years 1995 - 1999 and 2035 - 2039. Its spatial resolution is about 3.75◦ x 3.75◦. A comparison
between ISMAD local noon irradiances and local noon irradiances derived from satellite
measurements (Lohmann, 2006, ISIS) for the years 1995 - 1999 revealed a very good agree-
ment for global mean values: ISMAD GHI is only 2 % smaller than ISIS GHI and ISMAD
DNI is 3 % smaller. Nevertheless, the spatially resolved comparison between ISMAD and
ISIS irradiances showed significant differences for various regions. These differences could
partly be traced back to the distinct aerosols used by the two methods and to systematic
errors in the satellite-retrieved ISIS clouds.
According to the ISMAD data set the Saharan region is clearly the region with the most
solar resources, GHI as well as DNI. But for the years 2035 - 2039 ISMAD projects a strong
reduction of solar resources in Africa compared to the years 1995 - 1999 (significant for DNI
in West and Southern Africa). In the Saharan region, where the DESERTEC project actually
considers to implement concentrating solar power plants, the reduction of DNI amounts
to 11 % (not significant). The reason for this reduction lies in the increasing aerosol opti-
cal depth over Africa. In contrast, the smaller aerosol optical depth over Europe leads to
larger future irradiances there. In Northern Europe DNI is 12 % larger in the future time
period, in Southern Europe and Mediterranean region the increase of DNI amounts to 8 %
(not significant). In Australia ISMAD provides higher future irradiances (GHI 5 % and DNI
7 %, not significant). A reduction of clouds could be identified as the cause of this increase.
Globally, ISMAD projects 2 % less GHI and 5 % less DNI. This is a result of increased aerosol
optical depth (14 %) and slightly higher cloud amount in the future time period.
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The validity of the projected changes of solar resources stands and falls with the quality of
the clouds and aerosols projected by the climate models. The evaluation of data projected by
global climate model simulations covering a future time period is a challenging task and can
of course not be a "real" evaluation, i.e. a comparison to measurements. Model performance
as well as the likelihood of emission scenarios have to be taken into account (for details see
e.g. IPCC (2007, Chapter 8: Climate Models and Their Evaluation)). In IPCC (2007) error
intervals of projected atmospheric data are estimated by comparing the results of various
climate simulations of different climate models applying distinct emission scenarios. Such
an ensemble intercomparison would be required to evaluate ISMAD irradiances.
As was illustrated in this work particularly the preparation as well as the performance
of offline radiative transfer calculations with climate model data is very laborious and the
presented method to produce suitable cloud data online cannot simply be assigned to other
GCMs that may apply other radiation algorithms than ECHAM4. The evaluation of ISMAD
irradiances is beyond the scope of this work and must be left to possible further studies.
With growing demand for projected direct irradiance data from the side of the energy
meteorologists, maybe the radiation codes of global climate models will be replaced by
algorithms that can compute direct irradiances online. Then, additional offline calculations
will no longer be necessary.
Appendix
A1 Uvspec input file template
# uvspec template to calculate irradiances at the surface with climate model input data (ECHAM4 clouds,
ECHAM5 aerosols)
# RTE SOLVER:
rte_solver rodents # radiative transfer equation solver rodents (Roberts delta-Eddington two-stream)
# rte_solver disort2
# nstr 6
# SPACE AND TIME: (TO CALCULATE SZA)
time 2035 MONTH DAY HOUR 00 00
latitude LAT
longitude LON
# SPECTRAL REGION:
wavelength 250 4000 # solar spectrum as used in ECHAM4
# MOLECULAR ABSORPTION:
correlated_k fu # correlated-k method fu, 6 spectral bands
output sum
# H2O, ALBEDO, ALTITUDE INPUT:
# atmosphere_file # giving no atmosphere file means: uvspec chooses a standard atmosphere according to the
specified time and location
dens_column H2O H2O_COLUMN # default units: molecules/cm2
albedo ALB
altitude ALT
# AEROSOL INPUT:
aerosol_default
aerosol_species_library OPAC
aerosol_species_file desert # because it’s desert regions we are most interested in for CSP
aerosol_set_tau550 TAU_AER
# CLOUD INPUT:
wc_file wc.dat
wc_set_tau550 TAU
wc_properties echam4 # use the same optical cloud properties as ECHAM4
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wc_cloudcover C_TOT
# OUTPUT:
output_user lambda edir edn eup
zout 0 # output altitude above surface in km, here = 0 km
quiet
# verbose
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A2 Python loop for one year
# -*- coding: iso-8859-1 -*-
from pylab import *
from scipy.io.netcdf import *
import os, string
# import subprocess, shutil
import numpy
import time
import math
# Don’t forget to insert year in uvspec_template and zenith function below!!!
month_list=[ ’01’, ’02’, ’03’, ’04’, ’05’, ’06’, ’07’, ’08’, ’09’, ’10’, ’11’, ’12’]
for m in month_list:
# Write number of month into uvspec template
dummy=os.popen(’sed \’s/MONTH/’+str(m)+’/\’ uvspec_template.inp > uvspec_template_monthly.inp’)
dummy.close()
# Open ECHAM5 tau_aerosol_file
echam_aerosol_file=netcdf_file(’../data/ECHAM5/ECHAM5_aero_2035’+str(m)+’.nc’, ’r’) # insert
year!!!!
# Open echam_cloud_file
echam_cloud_file=netcdf_file(’../data/ECHAM4/original_data/Mayerext_inst_85’+str(m)+’_14107.nc’,
’r’) # insert year!!!
# Open echam_geopotential_file
echam_geopotential_file=netcdf_file(’../data/ECHAM4/first_run/uvdata_850101_orig_grid.nc’, ’r’)
# Number of latitudes, longitudes, time steps per month
Nlat=len(echam_cloud_file.variables[’lat’][:])
Nlon=len(echam_cloud_file.variables[’lon’][:])
Ntime=len(echam_cloud_file.variables[’time’][:])
# define gravitational constant [m/s2] (will be used later):
g=9.80665 # gravitational constant as used in ECHAM Code
# Write monthly results to netcdf file
results=netcdf_file(’ISMAD_2035’+str(m)+’.nc’, ’w’) # insert year!!!
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results.description=’GHI and DNI data set. Offline Calculations out of GCM atmosphere data
(clouds,H2O,altitude,albedo of ECHAM4-L39/CHEM/ATTILA; Aerosols of ECHAM5-HAM’
# results.history=’Created ’ + time.ctime(time.time())
results.createDimension(’latitude’, Nlat)
results.createDimension(’longitude’, Nlon)
results.createDimension(’time’, Ntime)
latitude=results.createVariable(’latitude’, ’d’, (’latitude’,))
longitude=results.createVariable(’longitude’, ’d’, (’longitude’,))
time=results.createVariable(’time’, ’d’, (’time’,))
altitude=results.createVariable(’altitude’, ’d’, (’time’, ’latitude’, ’longitude’,))
albedo=results.createVariable(’albedo’, ’d’, (’time’, ’latitude’, ’longitude’,))
tau_eff=results.createVariable(’tau_eff’, ’d’, (’time’, ’latitude’, ’longitude’,)) # (tau_eff as introduced
by B. Mayer (LMU))
tau_eff_max=results.createVariable(’tau_eff_max’, ’d’, (’time’, ’latitude’, ’longitude’,)) # (tau_eff as
defined in this work)
tau_aerosol=results.createVariable(’tau_aerosol’, ’d’, (’time’, ’latitude’, ’longitude’,))
c_tot=results.createVariable(’c_tot’, ’d’, (’time’, ’latitude’, ’longitude’,))
H2O_Column=results.createVariable(’H2O_Column’, ’d’, (’time’, ’latitude’, ’longitude’,))
sza=results.createVariable(’sza’, ’d’, (’time’, ’latitude’, ’longitude’,))
ghi_ECHAM=results.createVariable(’ghi_ECHAM’, ’d’, (’time’, ’latitude’, ’longitude’,))
ghi_tau_eff=results.createVariable(’ghi_tau_eff’, ’d’, (’time’, ’latitude’, ’longitude’,))
ghi_tau_eff_max=results.createVariable(’ghi_tau_eff_max’, ’d’, (’time’, ’latitude’, ’longitude’,))
dhi_tau_eff=results.createVariable(’dhi_tau_eff’, ’d’, (’time’, ’latitude’, ’longitude’,))
dhi_tau_eff_max=results.createVariable(’dhi_tau_eff_max’, ’d’, (’time’, ’latitude’, ’longitude’,))
dni_tau_eff=results.createVariable(’dni_tau_eff’, ’d’, (’time’, ’latitude’, ’longitude’,))
dni_tau_eff_max=results.createVariable(’dni_tau_eff_max’, ’d’, (’time’, ’latitude’, ’longitude’,))
net_tau_eff=results.createVariable(’net_tau_eff’, ’d’, (’time’, ’latitude’, ’longitude’,))
net_tau_eff_max=results.createVariable(’net_tau_eff_max’, ’d’, (’time’, ’latitude’, ’longitude’,))
eup_tau_eff=results.createVariable(’eup_tau_eff’, ’d’, (’time’, ’latitude’, ’longitude’,))
eup_tau_eff_max=results.createVariable(’eup_tau_eff_max’, ’d’, (’time’, ’latitude’, ’longitude’,))
latitude.units=’degrees_north’
longitude.units=’degrees_east’
time.units=’day as %Y%m%d.%f’
altitude.units=’km’
albedo.units=’fraction’
c_tot.units=’fraction’
H2O_Column.units=’molecules/cm2′
sza_units =′ degrees′
ghi_ECHAM.units =′ W/m2’
ghi_tau_eff.units=’W/m2’
ghi_tau_eff_max.units=’W/m2’
dhi_tau_eff.units=’W/m2’
dhi_tau_eff_max.units=’W/m2’
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dni_tau_eff.units=’W/m2’
dni_tau_eff_max.units=’W/m2’
net_tau_eff.units=’W/m2’
net_tau_eff_max.units=’W/m2’
eup_tau_eff.units=’W/m2’
eup_tau_eff_max.units=’W/m2’
# ghi_ECHAM.name=’global horizontal irradiance of ECHAM4 (E39C-A SCN-B2d)’
ghi_tau_eff.name=’global horizontal irradiance at surface calculated by LibRadtran with effective
opt. depth’
ghi_tau_eff_max.name=’global horizontal irradiance at surface calculated by LibRadtran with
max. effective opt. depth and total cloud cover’
dni_tau_eff.name=’direct normal irradiance at surface calculated by LibRadtran with effective opt.
depth’
dni_tau_eff_max.name=’direct normal irradiance at surface calculated by LibRadtran with max.
effective opt. depth and total cloud cover’
sza.name=’solar zenith angle’
results.variables[’latitude’][:]=echam_cloud_file.variables[’lat’][:]
results.variables[’longitude’][:]=echam_cloud_file.variables[’lon’][:]
results.variables[’time’][:]=echam_cloud_file.variables[’time’][:]
# Now loop over all the ECHAM boxes and the monthly time steps
for i in range(Nlat):
for j in range(Nlon):
# zenith function needs longitudes with degrees West positive:
if(echam_cloud_file.variables[’lon’][j]<180.):
lon_zenith=-echam_cloud_file.variables[’lon’][j]
else:
lon_zenith=(360.-echam_cloud_file.variables[’lon’][j])
lat=echam_cloud_file.variables[’lat’][i]
lon=echam_cloud_file.variables[’lon’][j]
# print ’lon_zenith’, lon_zenith
# print ’lon’, lon
alt=echam_geopotential_file.variables[’surface_geopotential’][0,i,j]/g/1000
if(alt<0.):
alt=0.
alt=round(alt, 1) # we have to round, otherwise problems with vertical resolution of OPAC aerosol
# print ’alt’, alt
tau_aer=echam_aerosol_file.variables[’TAU_2D’][0,i,j]
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# print ’tau_aer’, tau_aer
dummy=os.popen(’sed \’ s/LAT/’+str(lat)+’/\’ uvspec_template_monthly.inp
| sed \’s/LON/’+str(lon)+’/\’
| sed \’s/ALT/’+str(alt)+’/\’
| sed \’s/TAU_AER/’+str(tau_aer)+’/\’
> uvspec_template_monthly_boxly.inp ’)
dummy.close()
for k in range(Ntime):
# print ’lat’, lat
# print ’lon’, lon day=k/4+1
# print ’day’, day
if (k%4==0):
hour=’00’
elif (k%4==1):
hour=’06’
elif (k%4==2):
hour=’12’ elif (k%4==3):
hour=’18’
# print k%4
# print ’hour’, hour
# (only necessary for consistency check with -24 min time shift:)
#if (hour==’00’):
# hour_zenith=’23’
# else:
# hour_zenith=float(hour)-1.
# print ’hour_zenith’, hour_zenith
cmd=’zenith -q -s 0 -a ’+str(lat)+’ -o ’\+str(lon_zenith)+’ -y ’+str(2035)+’ ’+str(day)+’ ’+str(m)+’
’+str(hour)+’ ’+str(00)
dummy=os.popen(cmd, ’r’)
sza=dummy.read()[10:18]
sza=float(sza)
# print ’sza’, sza # unit: degrees
# print math.cos(sza*math.pi/180) # math.cos() calculates in radians, therefore: radians=degrees*pi/180
alb=echam_cloud_file.variables[’var175’][k,i,j]
tau_eff=echam_cloud_file.variables[’var76’][k,i,j]
tau_eff_max=echam_cloud_file.variables[’var93’][k,i,j]
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c_tot=echam_cloud_file.variables[’var77’][k,i,j]
H2O_column=(echam_cloud_file.variables[’var98’][k,i,j]/21600.)*(1000./10000.)*3.34*10**22 # Di-
vision by 21600: in ECHAM Code it was forgotten to divide by the 6 hours =21600seconds output interval
# *(1000./10000.)*3.34*10**22: change units from kg/m**2 to molecules/cm**2
results.variables[’altitude’][k,i,j]=alt
results.variables[’albedo’][k,i,j]=alb
results.variables[’tau_eff’][k,i,j]=tau_eff
results.variables[’tau_eff_max’][k,i,j]=tau_eff_max
results.variables[’c_tot’][k,i,j]=c_tot
results.variables[’tau_aerosol’][k,i,j]=tau_aer
results.variables[’H2O_Column’][k,i,j]=H2O_column
results.variables[’sza’][k,i,j]=sza
# results.variables[’ghi_ECHAM’][k,i,j]=echam_cloud_file.variables[’var96’][k,i,j]
if (sza>90.): # Don’t start radiation calculation when it is dark anyway!
results.variables[’ghi_tau_eff’][k,i,j]=0.
results.variables[’dhi_tau_eff’][k,i,j]=0.
results.variables[’net_tau_eff’][k,i,j]=0.
results.variables[’eup_tau_eff’][k,i,j]=0.
results.variables[’dni_tau_eff’][k,i,j]=0.
results.variables[’ghi_tau_eff_max’][k,i,j]=0.
results.variables[’dhi_tau_eff_max’][k,i,j]=0.
results.variables[’dni_tau_eff_max’][k,i,j]=0.
results.variables[’net_tau_eff_max’][k,i,j]=0.
results.variables[’eup_tau_eff_max’][k,i,j]=0.
else:
dummy=os.popen(’sed \’s/DAY/’+str(day)+’/\’ uvspec_template_monthly_boxly.inp
| sed \’s/HOUR/’+str(hour)+’/’
| sed \’s/H2O_COLUMN/’+str(H2O_column)+’/\’
| sed \’s/ALB/’+str(alb)+’/\’
> uvspec_template_timely_boxly.inp ’)
dummy.close()
# Do the uvspec run for tau_eff (effective opt. depth for the whole layer as introduced by B. Mayer
(LMU)):
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dummy=os.popen(’sed \’s/C_TOT/’+str(1)+’/úvspec_template_timely_boxly.inp
| sed \’s/TAU/’+str(tau_eff)+’/\’ | ../uvspec’, ’r’)
uvspec_out1=dummy.read()
edir1=string.atof(uvspec_out1[9:23])
# print ’edir1’, edir1
edn1=string.atof(uvspec_out1[24:37])
eup1=string.atof(uvspec_out1[38:51])
ghi1=edir1+edn1
dni1=edir1/math.cos(sza*math.pi/180) # math.cos() calculates in radians, therefore: radi-
ans=degrees*pi/180
net1=ghi1-eup1
results.variables[’ghi_tau_eff’][k,i,j]=ghi1
results.variables[’dhi_tau_eff’][k,i,j]=edir1
results.variables[’dni_tau_eff’][k,i,j]=dni1
results.variables[’net_tau_eff’][k,i,j]=net1
results.variables[’eup_tau_eff’][k,i,j]=eup1
# Do the uvspec run for tau_eff_max and c_tot: (these results are finally used in this work!)
dummy=os.popen(’sed \’s/C_TOT/’+str(c_tot)+’/\’ uvspec_template_timely_boxly.inp | sed
\’s/TAU/’+str(tau_eff_max)+’/\’ | ../uvspec’, ’r’)
uvspec_out2=dummy.read()
edir2=string.atof(uvspec_out2[9:23])
edn2=string.atof(uvspec_out2[24:37])
eup2=string.atof(uvspec_out2[38:51])
ghi2=edir2+edn2
dni2=edir2/(math.cos(sza*math.pi/180))
net2=ghi2-eup2
results.variables[’ghi_tau_eff_max’][k,i,j]=ghi2
results.variables[’dhi_tau_eff_max’][k,i,j]=edir2
results.variables[’dni_tau_eff_max’][k,i,j]=dni2
results.variables[’net_tau_eff_max’][k,i,j]=net2
results.variables[’eup_tau_eff_max’][k,i,j]=eup2
dummy=os.popen(’rm uvspec_template_monthly.inp’)
dummy=os.popen(’rm uvspec_template_monthly_boxly.inp’)
dummy=os.popen(’rm uvspec_template_timely_boxly.inp’)
results.close()
What the python loop for a specified year esentially does:
For each month the files containing monthly data of ECHAM4 clouds and ECHAM5 aerosols
are opened and a NetCDF file for the results is created. The month is written into the uvspec
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template file. Then, a loop over all ECHAM4 latitudes and longitudes is performed to ac-
count for every grid box. All values that are the same over the whole month (like latitude
and longitude, altitude, aerosol optical depth) are written into the uvspec template. Within
the loop over the grid boxes it is looped over all time steps of the month. The cloud cover,
effective optical depth, albedo and H2O-column are additionally given to uvspec for each
time step and uvspec is called to perform the calculation of irradiances. Results are succes-
sively written to the initially created NetCDF-file. When having finished the calculations
for all boxes, the results file is closed and the whole procedure repeats for the next month.
It was chosen to loop over time inside the space loop (instead of looping over space inside
the time loop) because this way, less input had to be given to uvspec at a single time step.
For a given grid box, information about latitude, longitude, aerosol and altitude are the
same for every time step within one month and could therefore be written in the uvspec
input file before starting the time loop. The other way around only the time would have
been the same for all grid boxes and it would have been necessary to read and write more
data for every single calculation. Due to the large number of calculations, this would have
enlarged computational time.
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