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1 Introduction
The Driver integration by parts formula due to [8] is a powerful tool for the underlying Markov
semigroups. This, together with the Bismut derivative formula [5], allows us to derive regular
estimates for commutator, which plays a key role in the study of flow properties [13]. Recently,
based upon the back coupling method, Wang [25] established the integration by parts formu-
lae for various models including degenerate diffusion processes, delayed SDEs and semi-linear
SPDEs, and showed that, in general the integration by parts formula is more complicated and
harder to obtain than the derivative formula. Afterwards, Zhang [28] studied semi-linear SPDE
with delay; Fan [12] discussed stochastic Volterra equation; Wang [26] considered SDE with
Le´vy noise.
In this paper, we are concerned with SDEs driven by fractional Brownian motion. It is well
known that this kind of noise is not Markovian and even more not semimartingale. Now, there
exist numerous attempts to define a stochastic integral with respect to the fractional Brownian
motion and then many works to discuss SDEs with the noise. For instance, based on the
approach of [27], Nualart and Ra˘s¸canu [22] proved the existence and uniqueness result with
Hurst parameter H > 1/2; Coutin and Qian [6] also derived the existence and uniqueness result
for H ∈ (1/4, 1/2) via the theory of rough path analysis introduced in [18]; in [14, 15] and [24],
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the authors studied the ergodicity and Talagrand’s transportation inequalities for the solutions,
respectively; Fan [10, 11] established Harnack inequalities for the solution with H < 1/2 and
H > 1/2, respectively. As for the regularities, the readers may refer to [3, 17, 20, 23] and
references therein. However, as far as we know, the study of the existence of density of the
solution mainly depends on the Malliavin calculus. Motivated by the work [25], we will be able
to state the absolute continuity of the law as a consequence of shift Harnack type inequalities,
which will be implied by the integration by parts formula.
The paper is organized as follows. In the next section we give some preliminaries on fractional
Brownian motion. The integration by parts formula is discussed in section 3. Then, in section
4 we investigate some applications.
2 Preliminaries
In this part, we will recall some basic results about fractional Brownian motion. The main
references for all these results are [1], [4], [7].
LetH ∈ (0, 1). The d-dimensional fractional Brownian motion with Hurst parameterH on the
probability space (Ω,F ,P) can be defined as the centered Gauss process BH = {BHt , t ∈ [0, T ]}
with covariance function E
(
BH,it B
H,j
s
)
= RH(t, s)δi,j , where
RH(t, s) =
1
2
(
t2H + s2H − |t− s|2H
)
.
In particular, if H = 1/2, BH is a d-dimensional Brownian motion. Furthermore, one can show
that E|BH,it −B
H,i
s |p = C(p)|t−s|pH , ∀p ≥ 1. Consequently, BH,i have (H−ǫ)-Ho¨lder continuous
paths for all ǫ > 0, i = 1, · · ·, d.
For each t ∈ [0, T ], let Ft be the σ-algebra generated by the random variables {B
H
s : s ∈ [0, t]}
and the P-null sets.
Denote E by the set of step functions defined on [0, T ]. Let H be the Hilbert space defined
as the closure of E with respect to the scalar product
〈(I[0,t1], · · ·, I[0,td]), (I[0,s1], · · ·, I[0,sd])〉H =
d∑
i=1
RH(ti, si).
By B.L.T. theorem, the mapping (I[0,t1], · · ·, I[0,td ]) 7→
∑d
i=1B
H,i
ti
can be extended to an isometry
between H and the Gauss space H1 associated with B
H . We denote the isometry between H
and H1 by φ 7→ B
H(φ). On the other hand, the covariance kernel RH(t, s) can be written as
RH(t, s) =
∫ t∧s
0
KH(t, r)KH(s, r)dr,
where KH is a square integrable kernel given by
KH(t, s) = Γ
(
H +
1
2
)−1
(t− s)H−
1
2F
(
H −
1
2
,
1
2
−H,H +
1
2
, 1−
t
s
)
,
in which F (·, ·, ·, ·) is the Gauss hypergeometric function (for details see [19]).
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Now, we define the linear operator K∗H : E → L
2([0, T ],Rd) by
(K∗Hφ)(s) = KH(T, s)φ(s) +
∫ T
s
(φ(r)− φ(s))
∂KH
∂r
(r, s)dr.
In [1], the authors showed that for all φ,ψ ∈ E ,
〈K∗Hφ,K
∗
Hψ〉L2([0,T ],Rd) = 〈φ,ψ〉H,
and therefore K∗H is an isometry between H and L
2([0, T ],Rd). Consequently, the fractional
Brownian motion BH has the following integral representation
BHt =
∫ t
0
KH(t, s)dWs,
where {Wt = B
H((K∗H)
−1I[0,t])}t∈[0,T ] is a Wiener process.
Consider the operator KH : L
2([0, T ],Rd) → I
H+1/2
0+ (L
2([0, T ],Rd)) associated with the inte-
grable kernel KH(·, ·)
(KHf
i)(t) =
∫ t
0
KH(t, s)f
i(s)ds, i = 1, · · ·, d.
By [7], we know that KH is an isomorphism and moreover, for each f ∈ L
2([0, T ],Rd),
(KHf)(s) = I
2H
0+ s
1/2−HI
1/2−H
0+ s
H−1/2f, H ≤ 1/2,
(KHf)(s) = I
1
0+s
H−1/2I
H−1/2
0+ s
1/2−Hf, H ≥ 1/2.
Therefore, for each h ∈ I
H+1/2
0+ (L
2([0, T ],Rd)), the inverse operator K−1H is of the form
(K−1H h)(s) = s
H−1/2D
H−1/2
0+ s
1/2−Hh′, H > 1/2, (2.1)
(K−1H h)(s) = s
1/2−HD
1/2−H
0+ s
H−1/2D2H0+ h, H < 1/2. (2.2)
(K−1H h)(s) = s
H−1/2I
1/2−H
0+ s
1/2−Hh′.
In the present paper, we consider the following SDE driven by fractional Brownian motion
with H > 1/2:
dXt = b(t,Xt)dt+ σ(t)dB
H
t , X0 = x ∈ R
d, t ∈ [0, T ], (2.3)
where b : [0, T ]× Rd → Rd, σ : [0, T ]→ Rd × Rd.
In [22], the authors proved the existence and uniqueness result of the solution to (2.3) and showed
the solution has finite moments. Define Ptf(x) = Ef(X
x
t ), t ∈ [0, T ], f ∈ Bb(R
d), where Xxt
is the solution to (2.3) with X0 = x and Bb(R
d) denotes the set of all bounded measurable
functions on Rd. The purpose of this paper is to establish the integration by parts formula and
present some applications. To conclude this section, for 0 < α ≤ 1, let Cλ([0, T ];Rd) be the
space of α-Ho¨lder continuous functions f : [0, T ]→ Rd and set
‖f‖∞ := sup
0≤t≤T
|f(t)|, ‖f‖α := sup
0≤s<t≤T
|f(t)− f(s)|
|t− s|α
.
3
3 Main result and its proof
To start with, let
∇yf(x) = lim
ǫ↓0
f(x+ ǫy)− f(x)
ǫ
and make the following assumptions on the coefficients: (A)
(i) there exist positive constants Li, i = 1, 2, 3 such that
a) Ho¨lder continuous in time of order H − 1/2 < γ ≤ 1:
|b(t, x) − b(s, x)| + |∇b(t, ·)(x) −∇b(s, ·)(x)| ≤ L1|t− s|
γ , ∀t, s ∈ [0, T ], x ∈ Rd;
b) Ho¨lder continuous of order 1− 1/(2H) < ρ < 1:
|∇b(t, ·)(x) −∇b(t, ·)(y)| ≤ L2|x− y|
ρ, ∀x, y ∈ Rd, t ∈ [0, T ];
c) boundedness:
|∇b(t, ·)(x)| ≤ L3, ∀x ∈ R
d, t ∈ [0, T ].
(ii) σ is Ho¨lder continuous of order (1−H) ∨ (H − 1/2) < δ ≤ 1 with positive constant K:
|σ(t)− σ(s)| ≤ K|t− s|δ, ∀t, s ∈ [0, T ],
and σ−1 is bounded.
According to [22, Theorem 2.1], the condition (A) ensures the equation (2.3) a unique solution,
whose sample paths are Ho¨lder continuous of order less than H.
Set
Mt =
1
Γ(3/2 −H)T
{∫ t
0
〈
s
1
2
−Hσ−1(s)[y − s∇yb(s, ·)(Xs)],dWs
〉
+
(
H −
1
2
)∫ t
0
〈
sH−
1
2σ−1(s)[y − s∇yb(s, ·)(Xs)]
∫ s
0
s
1
2
−H − r
1
2
−H
(s− r)
1
2
+H
dr,dWs
〉
−
(
H −
1
2
)∫ t
0
〈
sH−
1
2
∫ s
0
sσ−1(s)∇yb(s, ·)(Xs)− rσ
−1(r)∇yb(r, ·)(Xr)
(s − r)
1
2
+H
r
1
2
−Hdr,dWs
〉
+
(
H −
1
2
)∫ t
0
〈
sH−
1
2
∫ s
0
σ−1(s)− σ−1(r)
(s− r)
1
2
+H
r
1
2
−Hdry,dWs
〉}
, t ∈ [0, T ].
The main result in this section is the following.
Theorem 3.1 Assume (A) and let y ∈ Rd be fixed. For any f ∈ C1b (R
d), there holds
PT (∇yf)(x) = E [f(X
x
T )MT ] .
To prove the theorem, let Xt solve the equation (2.3) with the initial data x and for any
ǫ ∈ [0, 1], let Xǫt solve the following equation
dXǫt = b(t,Xt)dt+ σ(t)dB
H
t +
1
T
ǫydt, Xǫ0 = x ∈ R
d, t ∈ [0, T ]. (3.1)
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Then it is clear that Xǫt = Xt +
t
T ǫy, t ∈ [0, T ]. In particular, X
ǫ
T = XT + ǫy.
To see that (X,Xǫ) is a coupling by change of measure for the solution to (2.3), we need to
reformulate the equation (3.1) by using a new fractional Brownian motion. To this end, let
η(t) = b(t,Xt)− b(t,X
ǫ
t ) +
1
T
ǫy, t ∈ [0, T ]
and
B˜Ht = B
H
t +
∫ t
0
σ−1(s)η(s)ds
=
∫ t
0
KH(t, s)
(
dWs +K
−1
H
(∫ ·
0
σ−1(r)η(r)dr
)
(s)ds
)
=:
∫ t
0
KH(t, s)dW˜s.
Now, let
Rǫ = exp
[
−
∫ T
0
K−1H
(∫ ·
0
σ−1(r)η(r)dr
)
(t)dWt
−
1
2
∫ T
0
∣∣∣∣K−1H
(∫ ·
0
σ−1(r)η(r)dr
)
(t)
∣∣∣∣
2
dt
]
. (3.2)
The next two results provide the exponential integrability of the r.v.
∫ T
0 |K
−1
H (
∫ ·
0 σ
−1(r)η(r)dr)(t)|2dt
shown in (3.2) and the convergence of Rǫ in the L
1(P) sense, respectively.
Proposition 3.2 Suppose that (A) holds. Then, for any θ ∈ R+, we have
E exp
[
θ
∫ T
0
∣∣∣∣K−1H
(∫ ·
0
σ−1(r)η(r)dr
)
(s)
∣∣∣∣
2
ds
]
<∞.
Proposition 3.3 Suppose that (A) holds. Then, there holds in L1(P)
lim
ǫ→0
Rǫ − 1
ǫ
= −MT .
To prove Proposition 3.2 and Proposition 3.3, we state the following lemma concerning the
estimations of the solution X. The proof is modified from the one proposed in [16] (see also
[24]) and so we omit it.
Lemma 3.4 Assume (A). Then, there hold
‖X‖∞ ≤ Ce
L3T
[
1 + T + T γ+1 + ‖BH‖λ
(
T λ + T λ+δ
)]
≤ C(T )
(
1 + ‖BH‖λ
)
,
and for any t, s ∈ [0, T ],
|Xt −Xs| ≤ C
{[
1 + T γ + eL3T (1 + T + T γ+1)
]
|t− s|+ eL3T ‖BH‖λ
(
T λ + T λ+δ
)
|t− s|
+‖BH‖λ
(
|t− s|λ + |t− s|λ+δ
)}
≤ C(T )
(
|t− s|+ ‖BH‖λ|t− s|
λ
)
,
where and in what follows, C denotes a generic constant, λ is chosen satisfying 1 − δ < λ < H
and λρ > H − 1/2.
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Proof of Proposition 3.2. We first note that K−1H
(∫ ·
0 σ
−1(r)η(r)dr
)
is well-defined.
Indeed, due to (A) and the relation Xǫt = Xt +
t
T ǫy, t ∈ [0, T ], we get
|η(t)− η(s)| ≤ C(|t− s|γ + |t− s|+ |Xt −Xs|).
So, there holds η(·) ∈ Cmin{γ,H−ǫ}([0, T ],Rd). As a consequence, the fact that
|σ−1(t)η(t) − σ−1(s)η(s)| ≤ C
(
|η(t) − η(s)|+ |t− s|δ
)
,
and the condition γ, δ > H − 1/2 imply that σ−1η is Ho¨lder continuous of order larger than
H − 1/2. Then we have σ−1η ∈ I
H−1/2
0+ (L
2([0, T ],Rd)) and moreover,
∫ ·
0 σ
−1(r)η(r)dr ∈
I
H+1/2
0+ (L
2([0, T ],Rd)).
Next, we consider the exponential integrability of the r.v.
∫ T
0 |K
−1
H (
∫ ·
0 σ
−1(r)η(r)dr)(t)|2dt.
By (2.1), we obtain
K−1H
(∫ ·
0
σ−1(r)η(r)dr
)
(s) = sH−
1
2D
H− 1
2
0+
(
r
1
2
−Hσ−1(r)η(r)
)
(s)
=
1
Γ(32 −H)
[
s
1
2
−Hσ−1(s)η(s) +
(
H −
1
2
)
sH−
1
2σ−1(s)η(s)
∫ s
0
s
1
2
−H − r
1
2
−H
(s− r)
1
2
+H
dr
+
(
H −
1
2
)
sH−
1
2
∫ s
0
σ−1(s)η(s)− σ−1(r)η(r)
(s− r)
1
2
+H
r
1
2
−Hdr
]
=:
1
Γ(32 −H)
[I1 + I2 + I3]. (3.3)
Noting that ∫ s
0
s
1
2
−H − r
1
2
−H
(s− r)
1
2
+H
dr =
∫ 1
0
u
1
2
−H − 1
(1− u)
1
2
+H
du · s1−2H <∞,
we easily get
|I1|+ |I2| ≤ Cǫs
1
2
−H |y|. (3.4)
Now, we focus on the term I3.
Firstly, observe that∣∣∣∣∣
∫ s
0
σ−1(s)η(s) − σ−1(r)η(r)
(s− r)
1
2
+H
r
1
2
−Hdr
∣∣∣∣∣
≤ |η(s)|
∫ s
0
|σ−1(s)− σ−1(r)|
(s− r)
1
2
+H
r
1
2
−Hdr + C
∫ s
0
|η(s)− η(r)|
(s − r)
1
2
+H
r
1
2
−Hdr
≤ C
(
ǫsδ−2H+1|y|+
∫ s
0
|η(s)− η(r)|
(s− r)
1
2
+H
r
1
2
−Hdr
)
. (3.5)
For the integral of the last inequality in (3.5), in view of the fundamental theorem for Bochner
integral, (A) and Lemma 3.4, we arrive at
∫ s
0
|η(s)− η(r)|
(s− r)
1
2
+H
r
1
2
−Hdr =
∫ s
0
r
1
2
−H
(s− r)
1
2
+H
|b(s,Xs)− b(s,X
ǫ
s)− (b(r,Xr)− b(r,X
ǫ
r))| dr
6
≤∫ s
0
r
1
2
−H
(s− r)
1
2
+H
∣∣∣∣
∫ 1
0
∇b(s, ·)(Xs + u(X
ǫ
s −Xs))(X
ǫ
s −Xs)du
−
∫ 1
0
∇b(r, ·)(Xr + u(X
ǫ
r −Xr))(X
ǫ
r −Xr)du
∣∣∣∣dr
≤ Cǫ|y|
∫ s
0
r
1
2
−H
(s − r)
1
2
+H
[ ∫ 1
0
∣∣∣∣Xs −Xr + ur − sT ǫy
∣∣∣∣
ρ
du
+ |s− r|γ +
s− r
T
]
dr
≤ Cǫ|y|
[
s2−2H + sγ−2H+1 + sρ−2H+1 + sρ−2H+1|y|ρ
+ ‖BH‖ρλ
(
sρ−2H+1 + sλρ−2H+1 + s(λ+δ)ρ−2H+1
)]
. (3.6)
Therefore, combining (3.5) with (3.6) yields
|I3| ≤ Cǫ|y|
[
s
3
2
−H + sδ−H+
1
2 + sγ−H+
1
2 + sρ−H+
1
2 + sρ−H+
1
2 |y|ρ
+ ‖BH‖ρλ
(
sρ−H+
1
2 + sλρ−H+
1
2 + s(λ+δ)ρ−H+
1
2
)]
. (3.7)
Then substituting (3.4) and (3.7) into (3.3), we obtain∣∣∣∣K−1H
(∫ ·
0
σ−1(r)η(r)dr
)
(s)
∣∣∣∣ ≤ Cǫ|y|
[
s
1
2
−H + s
3
2
−H + sδ−H+
1
2 + sγ−H+
1
2
+ sρ−H+
1
2 + sρ−H+
1
2 |y|ρ + ‖BH‖ρλ
×
(
sρ−H+
1
2 + sλρ−H+
1
2 + s(λ+δ)ρ−H+
1
2
) ]
.
So, we have, for each θ ∈ R+,
θ
∫ T
0
∣∣∣∣K−1H
(∫ ·
0
σ−1(r)η(r)dr
)
(s)
∣∣∣∣
2
ds ≤ Cǫ2|y|2
(
1 + |y|2ρ + ‖BH‖2ρλ
)
. (3.8)
As a consequence, the Fernique theorem implies the desired result. 
Proof of Proposition 3.3. Let Rǫ = exp
[
M ǫT −
1
2〈M
ǫ〉T
]
. Without lost of generality, we
suppose ǫ ≤ 1. We first claim that
lim
ǫ→0
E
Rǫ − 1
ǫ
= lim
ǫ→0
E
M ǫT −
1
2〈M
ǫ〉T
ǫ
. (3.9)
Indeed, by the elementary inequalities: |ex − 1− x| ≤ x2e|x|, x2 ≤ e|x|,∀x ∈ R, we obtain∣∣∣∣∣Rǫ − 1− (M
ǫ
T −
1
2 〈M
ǫ〉T )
ǫ
∣∣∣∣∣ ≤ 1ǫ
(
M ǫT −
1
2
〈M ǫ〉T
)2
exp
[
|M ǫT |+
1
2
〈M ǫ〉T
]
= ǫ
1
2
(
1
ǫ3/4
M ǫT −
1
2ǫ3/4
〈M ǫ〉T
)2
exp
[
|M ǫT |+
1
2
〈M ǫ〉T
]
≤ ǫ
1
2 exp
[
1
ǫ3/4
|M ǫT |+
1
2ǫ3/4
〈M ǫ〉T + |M
ǫ
T |+
1
2
〈M ǫ〉T
]
≤ ǫ
1
2 exp
[
2
ǫ3/4
|M ǫT |+
1
ǫ3/4
〈M ǫ〉T
]
7
≤ ǫ
1
2
(
exp
[
2
ǫ3/4
M ǫT
]
+ exp
[
−2
ǫ3/4
M ǫT
])
exp
[
1
ǫ3/4
〈M ǫ〉T
]
= ǫ
1
2
(
exp
[
2
ǫ3/4
M ǫT −
4
ǫ3/2
〈M ǫ〉T
]
+ exp
[
−2
ǫ3/4
M ǫT −
4
ǫ3/2
〈M ǫ〉T
])
× exp
[
1
ǫ3/4
(
1 +
4
ǫ3/4
)
〈M ǫ〉T
]
.
This, together with the Ho¨lder inequality, (3.8) and the Fernique theorem, implies that for small
enough ǫ,
E
∣∣∣∣∣Rǫ − 1− (M
ǫ
T −
1
2〈M
ǫ〉T )
ǫ
∣∣∣∣∣
≤ ǫ
1
2
{
2E exp
[
4
ǫ3/4
M ǫT −
8
ǫ3/2
〈M ǫ〉T
]
+ 2E exp
[
−4
ǫ3/4
M ǫT −
8
ǫ3/2
〈M ǫ〉T
]} 1
2
×
{
E exp
[
2
ǫ3/4
(
1 +
4
ǫ3/4
)
〈M ǫ〉T
]} 1
2
= (4ǫ)
1
2
{
E exp
[
2
ǫ3/4
(
1 +
4
ǫ3/4
)
〈M ǫ〉T
]} 1
2
,
which shows that (3.9) is true.
Now, by (3.9) and (3.8), we have
lim
ǫ→0
E
Rǫ − 1
ǫ
= lim
ǫ→0
E
M ǫT
ǫ
.
Observe that by (3.3), M ǫT can be writen as
M ǫT = −
1
Γ(32 −H)
∫ T
0
〈I1 + I2 + I3,dWs〉 =:
1
Γ(32 −H)
(J1 + J2 + J3).
For J1, it follows from the B-D-G inequality that
E sup
0≤t≤T
∣∣∣∣
∫ t
0
〈
s
1
2
−Hσ−1(s)
[
−η(s)
ǫ
+
y − s∇yb(s, ·)(Xs)
T
]
,dWs
〉∣∣∣∣
≤ E
[∫ T
0
s1−2H |σ−1(s)|2
∣∣∣∣b(s,Xǫs)− b(s,Xs)−∇yb(s, ·)(Xs) sT ǫǫ
∣∣∣∣
2
ds
]1
2
→ 0, (3.10)
as ǫ goes to 0.
Similarly, for J2 we conclude that, as ǫ tends to 0,
E sup
0≤t≤T
∣∣∣∣∣
∫ t
0
〈
sH−
1
2σ−1(s)
[
−η(s)
ǫ
+
y − s∇yb(s, ·)(Xs)
T
] ∫ s
0
s
1
2
−H − r
1
2
−H
(s− r)
1
2
+H
dr,dWs
〉∣∣∣∣∣
→ 0. (3.11)
For J3, we first observe that
E sup
0≤t≤T
∣∣∣∣∣
∫ t
0
〈
−sH−
1
2
∫ s
0
σ−1(s)η(s)− σ−1(r)η(r)
ǫ(s− r)
1
2
+H
r
1
2
−Hdr,dWs
〉
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−∫ t
0
〈
sH−
1
2
∫ s
0
sσ−1(s)∇yb(s, ·)(Xs)− rσ
−1(r)∇yb(r, ·)(Xr)
T (s− r)
1
2
+H
r
1
2
−Hdr,dWs
〉
+
∫ t
0
〈
sH−
1
2
∫ s
0
σ−1(s)− σ−1(r)
T (s− r)
1
2
+H
r
1
2
−Hdry,dWs
〉∣∣∣∣∣
≤ E
[∫ T
0
s2H−1
∣∣∣∣∣
∫ s
0
σ−1(s)− σ−1(r)
(s− r)
1
2
+H
b(s,Xǫs)− b(s,Xs)−
sǫ
T ∇yb(s, ·)(Xs)
ǫ
r
1
2
−H
+ σ−1(r)
b(s,Xǫs)− b(s,Xs)− (b(r,X
ǫ
r)− b(r,Xr))
ǫ(s− r)
1
2
+H
r
1
2
−H
− σ−1(r)
s∇yb(s, ·)(Xs)− r∇yb(r, ·)(Xr)
T (s− r)
1
2
+H
r
1
2
−Hdr
∣∣∣∣∣
2
ds
]1
2
≤ C lim
ǫ→0
E
[∫ T
0
s2H−1
∣∣∣∣∣
∫ s
0
σ−1(r)
b(s,Xǫs)− b(s,Xs)− (b(r,X
ǫ
r)− b(r,Xr))
ǫ(s− r)
1
2
+H
r
1
2
−H
− σ−1(r)
s∇yb(s, ·)(Xs)− r∇yb(r, ·)(Xr)
T (s− r)
1
2
+H
r
1
2
−Hdr
∣∣∣∣∣
2
ds
]1
2
=: C lim
ǫ→0
E
(∫ T
0
s2H−1h(s)ds
) 1
2
. (3.12)
By Lemma 3.4 and the argument of Proposition 3.2, we have
lim
ǫ→0
h(s) = 0
and
s2H−1h(s) ≤ C
[
s3−2H + s2γ−2H+1 + s2ρ−2H+1 + s2ρ−2H+1|y|2ρ
+ ‖BH‖2ρλ
(
s2ρ−2H+1 + s2λρ−2H+1 + s2(λ+δ)ρ−2H+1
) ]
.
Then the dominated convergence theorem implies
lim
ǫ→0
E
(∫ T
0
s2H−1h(s)ds
)1
2
= 0. (3.13)
So, by (3.10)-(3.13), we complete the proof. 
We now turn to the proof of Theorem 3.1 itself.
Proof of Theorem 3.1. Proposition 3.2 ensures that {B˜t}t∈[0,T ] is a d-dimensional frac-
tional Brownian motion under the probability RǫdP by the Girsanov theorem for the fractional
Brownian motion (see e.g., [7, Theorem 4.9] or [21, Theorem 2]). Rewrite (3.1) as follows
dXǫt = b(t,X
ǫ
t )dt+ σ(t)dB˜
H
t , X
ǫ
0 = x.
Consequently, (X,Xǫ) is a coupling by change of measure with changed probability RǫP. More-
over, since R0 = 1, by [25, Theorem 2.1] and Proposition 3.3, we derive the desired result.

9
4 Some applications: shift Harnack type inequalities and abso-
lute continuity of the law
In this section, we give some applications of Driver type integration by parts formula for Pt.
Theorem 4.1 Assume (A) and let y ∈ Rd be fixed. Then there exist constants a(T ) and b(T )
such that
(1) for any nonnegative f ∈ Bb(R
d),
(PT f)
p ≤ (PT {f(y + ·)}
p) exp
{
C
p
p− 1
[
1 + a(T ) + b(T )
(
1 ∨
p|y|
p− 1
) 2ρ
1−ρ
]
|y|2
}
.
(2) for any positive f ∈ Bb(R
d),
PT log f ≤ logPT {f(y + ·)}+ C
[
1 + a(T ) + b(T )
(
1 ∨
p|y|
p− 1
) 2ρ
1−ρ
]
|y|2.
Proof. By Theorem 3.1 and the Young inequality (see, for instance, [2, Lemma 2.4]), we
deduce that, for all θ > 0,
|PT (∇yf)| − θ [PT (f log f)− (PT f)(logPT f)] ≤ θ logE exp
[
1
θ
MT
]
· PT f
≤
θ
2
logE exp
[
2
θ2
〈M〉T
]
· PT f. (4.1)
On the other hand, in view of the expression of Mt and Lemma 3.4, we conclude that
〈M〉T ≤ C
(
a(T ) + a˜(T )‖BH‖2ρλ
)
|y|2,
where
a(T ) =
{
1 + T + T 2 + T 2δ + T 2(δ+1) + T 2(γ+1) + [1 + T γ + eL3T
(
|x|+ T + T 1+γ
)
]2ρT 2(ρ+1)
}
T−2H
and
a˜(T ) =
[
1 + T 2δρ + e2L3ρT
(
1 + T δ
)2ρ
T 2ρ
]
T 2(λρ−H+1).
Then a similar argument to that in [9, Lemma 3.7] shows that
E exp
[
2
θ2
〈M〉T
]
≤ exp
{
|y|2
θ2
C
[
1 + a(T ) + b(T )
(
1 ∨
p|y|
p− 1
) 2ρ
1−ρ
]}
,
where b(T ) = a˜(T )
1
1−ρ .
This, together with (4.1), yields
|PT (∇yf)| − θ [PT (f log f)− (PT f)(log PT f)]
≤ C
[
1 + a(T ) + b(T )
(
1 ∨
p|y|
p− 1
) 2ρ
1−ρ
]
|y|2
θ
PT f.
Therefore, due to [25, Proposition 2.3], it is easy to follow the desired result. 
These inequalities above allow us to study the existence of distribution density of the solution.
That is,
10
Corollary 4.2 Assume (A). Then, for any t > 0, the law of the solutionXt of (2.3) is absolutely
continuous with respect to the Lebesgue measure.
Proof. Without lost of generality, we only consider the case t = T . Let
h(y) = C
p
p− 1
[
1 + a(T ) + b(T )
(
1 ∨
p|y|
p− 1
) 2ρ
1−ρ
]
|y|2.
By Theorem 4.1, we deduce that, for any nonnegative f ∈ Bb(R
d),
(PT f(x))
pe−h(y) ≤ (PT {f(y + ·)}
p) (x). (4.2)
For any Lebesgue-null set A ∈ Rd, choosing f = IA and integrating both sides with respect to
dy in (4.2) yield
(PT IA(x))
p
∫
Rd
e−h(y)dy ≤
∫
Rd
∫
Rd
IA(y + z)dyP ◦ (X
x
T )
−1(dz) = 0.
Consequently, we have PT IA(x) = 0, i.e., P ◦ (X
x
T )
−1(A) = 0. Then the proof is complete. 
References
[1] E. Alo`s, O. Mazet and D. Nualart, Stochastic calculus with respect to Gaussian processes,
Ann. Probab. 29(2001), 766–801.
[2] M. Arnaudon, A. Thalmaier and F. Y. Wang, Gradient estimates and Harnack inequalities
on non-compact Riemannian manifolds, Stochastic Process. Appl. 119(2009), 3653–3670.
[3] F. Baudoin and C. Ouyang, Small-time kernel expansion for solutions of stochastic differen-
tial equations driven by fractional Brownian motions, Stochastic Process Appl. 121(2011),
759–792.
[4] F. Biagini, Y. Hu, B. ∅ksendal and T. Zhang, Stochastic Calculus for Fractional Brownian
Motion and Applications, Springer-Verlag, London, 2008.
[5] J. M. Bismut, Large Deviation and The Malliavin Calculus, Birkha¨user, Boston, MA,1984.
[6] L. Coutin and Z. Qian, Stochastic analysis, rough path analysis and fractional Brownian
motions, Probab. Theory Related Fields 122(2002), 108–140.
[7] L. Decreusefond and A. S. U¨stu¨nel, Stochastic analysis of the fractional Brownian motion,
Potential Anal. 10(1998), 177–214.
[8] B. Driver, Integration by parts for heat kernel measures revisited, J. Math. Pures Appl.,
76(1997), 703–737.
[9] X. L. Fan, Bismut formulae and applications for stochastic (functional) differential equa-
tions driven by fractional Brownian motions, arXiv:1308.5309.
[10] X. L. Fan, Harnack inequality and derivative formula for SDE driven by fractional Brownian
motion, Science in China-Mathematics 561(2013), 515–524.
11
[11] X. L. Fan, Harnack-type inequalities and applications for SDE driven by fractional Brownian
motion, Stochastic Analysis and Applications 32(2014), 602–618.
[12] X. L. Fan, A study of a class of stochastic Volterra equations driven by fractional Brownian
motion, arXiv:1302.5868, to appear in Front. Math. China.
[13] S. Fang, H. Li and D. Luo, Heat semi-group and generalized flows on complete Riemannian
manifolds, Bull. Sci. Math., 135(2011), 565–600.
[14] M. Hairer and A. Ohashi, Ergodic theory for SDEs with extrinsic memory, Ann. Probab.
35(2007), 1950–1977.
[15] M. Hairer and N. S. Pillai, Ergodicity of hypoelliptic SDEs driven by fractional Brownian
motion, Ann. Inst. H. Poincare´ Probab. Statist. 47(2011), 601–628.
[16] Y. Hu and D. Nualart, Differential equations driven by Ho¨lder continuous functions of order
greater than 1/2, In Stochastic Analysis and Applications. Abel Symp. 2, 399–413, Springer,
Berlin, 2007.
[17] Y. Hu, D. Nualart and X. Song, A singular stochastic differential equation driven by frac-
tional Brownian motion, Statist. Probab. Lett. 78(2008), 2075–2085.
[18] T. Lyons, Differential equations driven by rough signals, Rev. Mat. Iberoamericana
14(1998), 215–310.
[19] A. F. Nikiforov and V. B. Uvarov, Special Functions of Mathematical Physics, Birkha¨user,
Boston, 1988.
[20] I. Nourdin and T. Simon, On the absolute continuity of one-dimensional SDEs driven by a
fractional Brownian motion, Statist. Probab. Lett. 76(2006), 907–912.
[21] D. Nualart and Y. Ouknine, Regularization of differential equations by fractional noise,
Stochastic Process. Appl. 102(2002), 103–116.
[22] D. Nualart and A. Ra˘s¸canu, Differential equations driven by fractional Brownian motion,
Collect. Math. 53(2002), 55–81.
[23] D. Nualart and B. Saussereau, Malliavin calculus for stochastic differential equations driven
by a fractional Brownian motion, Stochastic Process Appl. 119(2009), 391–409.
[24] B. Saussereau, Transportation inequalities for stochastic differential equations driven by a
fractional Brownian motion, Bernoulli 18(2012), 1–23.
[25] F.Y. Wang, Integration by parts formula and shift Harnack inequality for stochastic equa-
tions, Ann. Probab., 42(2014), 994-1019.
[26] F.Y. Wang, Integration by parts formula and applications for SDEs with Le´vy noise, acces-
sible on arXiv:1308.5799
[27] M. Za¨hle, Integration with respect to fractal functions and stochastic calculus I, Probab.
Theory Related Fields 111(1998), 333–374.
[28] S.Q. Zhang, Shift Harnack inequality and integration by part formula for semilinear SPDE,
accessible on arXiv:1208.2425.
12
