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VALIDATION OF A MODERN AVIATION PSYCHOLOGY TEST BATTERY USING AERTIFICIAL
NEURAL NETWORKS:  FIRST RESULTS OF TWO PILOT STUDIES
Markus Sommer
Dr. G. Schuhfried GmbH
Mödling, Austria
The present paper deals with the problem of data integration in the context of aviation psychological assessment. In
the first pilot study 99 pilot applicants completed a comprehensive test battery. The general judgment of the
candidates’ performance in a flight simulator served as an external criterion. To examine the predictive validity of
this test battery, both a discriminant analysis as well as an artificial neural network were calculated and compared
with each other with regard to classification rate, stability, and their respective differentiability of suited and not
suited applicants based on their success probabilities. The results of this first pilot study demonstrate that artificial
neural networks outperform classical methods of statistical judgment formation with regard to classification rate and
differentiability of suited and not suited applicants based on their success probabilities. In the second study 264
applicants for the position of a commissioned officer in the air force completed a smaller test battery, which also
included measures of personality traits. The general judgment of the candidates’ performance in a flight simulator
served as external criterion. To examine the predictive validity of this test battery, a discriminant analysis as well as
a logistic regression analysis and artificial neural network were calculated and compared with each other with regard
to classification rate, stability, and capacity to separate correct and incorrect classifications. The results of this
second study replicate the finding of the first pilot study by demonstrating, that artificial neural networks result into
higher classification rates and a better differentiability of suited and not suited applicants based on their success
probabilities. Based on these results it is concluded, that artificial neural networks provide a valuable tool for the
selection of pilots which increases the objectivity and precision of diagnostical judgments derived from standardized
test batteries.
Theoretical Introduction
The main selection criteria for individual tests as well
as test batteries used to select pilot applicants are the
criterion validity, the overall cost of testing and time
requirements. The selection of the respective tests
can be based on recommendations of the Joint
Aviation Requirements for Crew Licensing 3 (JAR-
FCL3) and validation studies. Naturally, the
derivation of decisions from a test battery requires a
sufficiently high correlation between the tests and the
criterion variable. However, recent metaanalysis (cf.
Hunter & Burke, 1994; Burke, Hobson & Linsky,
1997) indicates, that the correlation coefficients
between a single test and the criterion measure don’t
exceed an absolute value of .30. There are a variety
of causes for this, ranking from a lower reliability of
the criterion- or predictor variables (Lienert & Raatz,
1998), an attenutation of the variance in the predictor
variables due to selection (Lienert & Raatz, 1998) to
the lack of symmetry between the generality of the
predictor variables and the generality of the criterion
variable. With regard to the later cause Wittmann and
Süß (1997), Ajzen (1987) and Ree and Carretta
(1996) pointed out, that for more general and global
criteria such as successful performance in a flight-
simulator or an aviation educational program,
aggregate measures such as general ability (“g”) are
better suited for prediction than more specific
predictors. Thus, one way to handle this problem is to
combine the available information about an applicant
to generate a prediction about her or his success. In
general, one can resort to various methods of
statistical judgment formation in order to do so. But
classical methods of statistical judgment formation,
such as the discriminant analysis or the regression
analysis, are vulnerable to violations of their
statistical assumptions and often lack stability in
cross-validation in practical applications (cf. Bortz,
1999; Brown & Wickers, 2000). A promising
alternative is the use of artificial neural networks.
This statistical method has few requirements with
respect to data characteristics and has proven to be a
robust procedure for pattern recognition tasks
(Bishop, 1995; Kinnebrock, 1992; Mielke, 2001;
Rojas, 2000; Warner & Misra, 1996). In a previous
study Griffin (1998) evaluated artificial neural
networks with regard to their ability to predict naval
aviator flight grades in their primary phase of flight
training using a test battery which primarily consisted
of psychomotor tests. Griffin’s results indicated that
artificial neural networks resulted in a higher validity
coefficient compared to the multiple linear regression
analysis. However the difference did not reach
statistical significance. In line with the current
literature on neural networks (Bishop, 1995), the
author attributed this result to the lack of non-linear
relations between the chosen predictor variables and
the criterion variable. Based on this result the aim of
the present study is to compare linear discriminant
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analysis and a neural network with respect to
classification rate and generalizability using a more
comprehensive test battery to enhance the possibility
of non-linear interactions between predictor variables
and the criterion measure.
Study 1
Method
The pilot applicants of an airforce took a
comprehensive test battery measuring inductive
reasoning (AMT), spatial ability (A3DW), attention
(COG), reactive capacity (DT), verbal (VERGED)
and visual (VISGED) memory and sensomotor
coordination (SMK). A total of eight predictor
variables can be derived from this test battery
consisting of the main variables of each test. In
addition all applicants were subjected to a flight-
simulator and separated into more or less successful
applicants based on a global rating of their flight-
simulator performance.
Sample
The sample encompasses 104 pilot applicants in the
course  of  a  pilot  training.  The  complete  data  of  99
pilot applicants are provided. All the candidates are
men between 16 and 25 years of age, with an average
age of 20.4 years and a standard deviation of 1.85
years. One of them (1%) had completed just 9 years
of school but no vocational training, while 19
candidates (19.2%) had completed a vocational
school. 74 candidates altogether (74.7%) provided a
high school leaving certificate with university
entrance permission, and five candidates (5.1%)
graduated from university or college. 53.4% of the
sample received a positive global evaluation of their
flight simulator performance.
Results
The calculation of the discriminant analysis was
carried out with SPSS 10.0. The results indicate, that
the discriminant analysis is unable to separate
successful and less successful pilot applicants based
on their test scores (Wilks-Lambda=.851, df=8,
p=.059; Box-M: F=1.363,  p=.072). Altogether
69.7% of the total sample were classified correctly.
81.1% of the successful pilot applicants and 56.5% of
the not successful pilot applicants were classified in
accordance with their global rating obtained in the
flight  simulator.   When  the  candidates  are  to  be
assigned  correctly  to  the  two  groups,  the  a  priori
random rate according to Brown and Tinsley (1983)
is situated at 50.96%.
A ”jackknife“ validation was carried out to examine
the stability of the results. This is a commonly used
method to determine the generalizability and the
stability of the results of a discriminant analysis in
case a second independent sample is lacking (Brown
& Wicker, 2000; Hagemeister, Scholz, & Westhoff,
2002). In this “jackknife” validation 54.55% of the
candidates were classified correctly. 56.6% of the
candidates whose performance at the flight simulator
had been considered suited and 52.2% of those whose
performance had been considered unsuited were
classified correctly. When the candidates are to be
assigned  correctly  to  the  two  groups,  the  a  priori
random rate according to Brown and Tinsley (1983)
is situated at 50.17%. Figure 1 shows the distribution
of the probability to be judged as successful in the
flight-simulator according to the “jackknife”
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actaul positive evalutaion actual negative evaluation
Figure 1. Distribution of the sample’s classification
probability according to the “jackknife” validation for
the discriminant analysis
In case the test battery should be used as a screening
instrument we would merely take probabilities to
receive a positive global evaluation below .25 and
over .74 into account. In this case a total of 26.26 %
of the pilot applicants can be classified with a
reasonably high level of security. The classification
rate amounts to 73.08%. As can be seen in figure 1,
the majority of incorrect and correct classifications
take occur at a rather low level of security.
The calculation of the artificial neural networks was
carried out with the program Matlab 6 (Nabney,
2002). The artificial neural network at hand is a
multi-layer perceptrone with one hidden layer of five
units. The number of “hidden” layer units was
determined on the basis of a comparison of various
network architectures with respect to parsimony,
classification rate and stability. The input layer
encompassed eight units representing the individual
test scores, while the output layer represents the
criterion variable. A feed-forward connection is
realized within the  neural network. Softmax is used
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as transformation function. Based on Masters (1995)
recommendation, ”scaled conjugate gradient“ was
chosen as training algorithm. The artificial neural
network yields a classification rate of 79.80%.
83.02% of the candidates with a positive evaluation
of their flight simulator performance and 76.09% of
those with negative evaluation were classified
correctly. When the candidates are to be assigned
correctly to both groups, the a priori random rate
according to Brown and Tinsley (1983) is situated at
49.50%.
A ”jackknife“ validation was realized to examine the
stability of the results, which is a commonly used
method to determine the generalizability and the
stability of the results from an artificial neural
network  in  case  a  second  independent  sample  is
lacking (Bishop, 1995; Michie, Spiegelthaler &
Taylor, 1994; Dorffner, 1991). The classification rate
according to the ”jackknife“ validation amounts to
73.74%. 81.13% of the candidates with a positive
evaluation of their flight simulator performance and
65.22% of those with a negative evaluation were
classified correctly. When the candidates are to be
assigned  correctly  to  the  two  groups,  the  a  priori
random rate according to Brown and Tinsley (1983)
is situated at 50.67%. Figure 2 shows the distribution
of the probability to be judged as successful in the
flight-simulator according to the “jackknife”
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Figure 2. Distribution of the sample’s classification
probability according to the “jackknife” validation
for the artificial neural network
In case the test battery should be used as a screening
instrument one would merely take probabilities to
receive a positive global evaluation below .25 and
over .74 into account. In this case a total of 61.61%
of the pilot applicants can be classified with a
reasonable high level of security. The classification
rate amounts to 88.52%. The majority of correct
classifications are thus made with high level of
certainty, while incorrect classifications were made
with a rather low level of certainty. When the
candidates are to be assigned correctly to both
groups, the a priori random rate according to Brown
and Tinsley (1983) is situated at 50.67%.
In case only the most suitable pilot applicants should
be selected, cut-off values for the probability to
succeed in the flight simulator can be used. Figure 3
shows the percentage of pilot applicants with a
positive (doted line) and negative (black line) global
evaluation of their flight simulator performance,
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Figure 3. Percentage suited applicants (doted line)
and unsuited  applicants (black line) at a given cut-
off value
If a cut-off value of >.70 is chosen, 36.36% of the
pilot applicants will be chosen, which includes
58.49% of the pilot applicants, who received a
positive global evaluation in the flight simulator and
10.87% of the pilot applicants with a negative global
evaluation in the flight simulator. The classification
rate amounts to 86.11%. In case a cut-off value of
>.80 is applied, one would choose a total of 31.31%
of the pilot applicants. Among the chosen applicants
there are 52.83% of all pilot applicants, who received
a positive global evaluation in the flight simulator
and 6.52% of all pilot applicants with a negative
global evaluation in the flight simulator. The
classification rate amounts to 90.32 %. In practical
applications the decision on the cut-off value will be
due to the required selection rate as well as the
resulting classification rate.
Discussion
The results of this initial pilot study show that
artificial neural networks feature an improved
classification rate and a better differentiability of
correct and incorrect classifications based on the
classification probability of the subjects compared to
classic methods such as the discriminant analysis.
Furthermore, both statistical methods of judgment
formation show a comparable high stability of their
results. However, the result obtained with the
discriminant analysis does not lend itself to a
practical application in pilot selection due to the high
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number of false positive decisions which would result
into increased costs for the airforce.
Study 2
Method
All respondents took a test battery measuring figural-
inductive reasoning, verbal reasoning and arithmetic
computation as well as the personality traits precision
level, decisiveness, aspiration level and target
discrepancy. Thus a total of seven predictor variables
can be derived from this test battery.
In addition all applicants were subjected to a flight-
simulator and separated into more or less successful
applicants based on a global rating of their flight-
simulator performance.
Sample
The sample consisted of 264 male applicants for the
position of a commissioned officer in the airforce.
50% of the sample received a positive global
evaluation of their flight simulator performance.
Results
The calculations were carried out with SPSS 10.0. A
linear discriminant analysis is calculated to predict
the applicants’ global rating of their flight-simulator
performance.  The results of the discriminant analysis
reveals a violation of the homogeneity-assumption of
the variance-covariance matrices which is an
essential requirement of the linear discriminant
analysis (Box-M: F=7.214 p<.001). Therefore a
logistic regression analysis is used to evaluate the
predictive validity of the test battery. Using the
method  “Enter”  the  analysis  resulted  into  a  -2  Log
Likelihood value of 340.127 with Chi²=25.855; df=7;
p=.001. The classification rate amounts to 62.1%.
65.9% of the successful applicants and 58.3% of the
less successful applicants are correctly classified.
A ”jackknife“ validation was performed to examine
the stability of the results. In the jackknife validation
the classification rate amounts to 58.9%. 62.1% of
the successful applicants and 54.5% of the less
successful applicants were classified correctly.
Figure 4 shows the distribution of the probability to
be judged as successful in the flight-simulator
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Figure 4. Distribution of the sample’s classification
probability according to the “jackknife” validation
for the logistic regression analysis
In case the test battery should be used as a screening
instrument one would merely take probabilities to
receive a positive global evaluation below .25 and
over .74 into account. In this case a total of 3.8 % of
the applicants can be classified with a reasonably
high level of security. The classification rate amounts
to 90%. As can be seen in figure 4 the majority of the
classifications are made with a rather low level of
security of the classifications.
The calculation of the artificial neural networks was
carried out with the program Matlab 6 (Nabney,
2002) using a multi-layer perceptrone using complete
feed-forward connections  with one hidden layer
consisting of five hidden layer units,  one input layer
with seven units to represent the predictor variables
and one output layer with a single unit to represent
the criterion measure. The number of “hidden” layer
units was determined on the basis of a comparison of
various network architectures with respect to
parsimony,   classification rate and stability. Softmax
is chosen as the activation function while quickprop
served as training algorithm. The artificial neural
network yields a classification rate of 81.7%. 78.6%
of the candidates with a positive evaluation of their
flight simulator performance and 84.8% of those with
a negative evaluation were classified correctly.
A ”jackknife“ validation was performed to examine
the stability of the results. In the validation the
classification rate amounts to 75.2%. A total of
78.6% of the candidates with a positive evaluation of
their flight simulator performance and 71.8% of those
with a negative evaluation were classified correctly.
Figure 5 shows the distribution of the probability to
be judged as successful in the flight-simulator
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Figure 5. Distribution of the sample’s classification
probability according to the “jackknife” validation
for the artificial neural network
For screening purpose one would merely take
probabilities to receive a positive global evaluation
below  .20  and  over  .70  into  account.  In  this  case  a
total of 54.5% of the applicants can be classified with
a reasonable high level of security. The classification
rate  amounts  to  85.42%.  As  can  be  seen  in  figure  5
the majority of correct classifications are thus made
with high level of certainty, while incorrect
classifications were made with a rather low level
of certainty.
If one wants to reduce the amount of unsuited
applicants by selecting only the best candidates, cut-
off values for the probability to succeed in the flight
simulator can be used. Figure 6 shows the percentage
of applicants with a positive (doted line) and negative
(black line) global evaluation of their flight simulator
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Figure 6. Percentage suited applicants (doted line)
and unsuited  applicants (black line) at a given cut-
off value
In case a cut-off value of >.70 is chosen, 37.5% of
the applicants will be chosen, which includes 58.3%
of the applicants, who received a positive global
evaluation in the flight simulator and 16.7% of the
applicants with a negative global evaluation in the
flight simulator. The classification rate amounts to
77.8%. In case a cut-off value of >.80 is chosen, the
selection rate amounts to 30.3%. This includes 50%
of the applicants, who received a positive global
evaluation in the flight simulator and 10.6% of the
applicants with a negative global evaluation in the
flight simulator. The classification rate amounts to
82.5  %.  Hoewever,  in  practical  applications  the  cut-
off value will have to be chosen based on the desired
selection rate and classification rate.
Discussion
In the second study artificial neural networks once
more  proved  to  be  as  stable  as  classical  methods  of
statistical judgment formation such as the logistic
regression analysis. Furthermore, artificial neural
networks are even applicable in cases where more
traditional methods of statistical judgment formation
cannot be applied due to violations of their
assumptions. With regard to classification rate and
differentiability of correct and incorrect
classifications based on the classification probability
of the subjects artificial neural networks yielded
better results as indicated by the classification rate
and the possibility to select the best candidates based
on a reasonably high success probability in the
criterion measure.
General Discussion
The results obtained in both studies demonstrate, that
artificial neural networks outperform classical
methods of statistical judgment formation with
respect to the magnitude of the classification rate as
well as a clearer differentiability of correct and
incorrect classifications based on the classification
probability of the respondents. Furthermore, artificial
neural networks featured a satisfying stability in both
studies as indicated by the results obtained in the
jackknife validation. Taken together, the results from
the two studies reported in this paper demonstrate,
that artificial neural networks are a valuable and
applicable alternative to classic algorithms of
statistical judgment formation which can be used to
considerably increase the precision of diagnostical
decisions derived from test batteries. Unlike more
classical methods of statistical judgment formation
this new method also lends itself to a practically
applicable selection of the most appropriate
candidates based on their success probability in a
relevant criterion measure such as flight simulators.
Thus artificial neural networks constitute a decisive
progress in pilot selection.
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