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Abstract
In this paper, we introduce and analyze a new class of equilibrium problems known as general hemiequi-
librium problems. It is shown that this class includes hemiequilibrium problems, hemivariational inequal-
ities and complementarity problems as special cases. We use the auxiliary principle techniques to suggest
some iterative-type methods for solving multivalued hemiequilibrium problems. We also analyze the con-
vergence analysis of these new iterative methods under some mild conditions. As special cases, we obtain
several new and known methods for solving variational inequalities and equilibrium problems.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Variational inequality theory provides us a general, natural and innovative framework to study
a wide class of unrelated linear and nonlinear problems arising in finance, economics, ecol-
ogy, optimization, structural analysis, elasticity, transportation, network analysis and fluid flow
through porous media, see, for example, [1–15]. Variational inequalities have also been gener-
alized and extended in several directions. A useful and important generalization of variational
inequalities is a class of variational inequalities known as hemivariational inequalities involving
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with nonconvex and possibly nonsmooth energy functions. It has been shown that the hemivaria-
tional inequalities have important applications in structural analysis and nonconvex optimization.
In particular, it has been shown [4,5] that if a nonsmooth and nonconvex superpotential of a struc-
ture is quasidifferentiable, then these problems can be studied by the hemivariational inequalities.
In passing we remark that if the nonlinear locally Lipschitz function is a convex function, then
hemivariational inequalities coincide with the mildly nonlinear variational inequalities intro-
duced and studied by Noor [6] in 1975. However, numerical techniques considered for solving
mildly nonlinear variational inequalities cannot be extended for the hemivariational inequalities
due to the presence of nonlinear differentiable functionals.
Equally important is the field of equilibrium problems theory with a wide range of applications
in industry, physical, regional, social, pure and applied sciences. This field is dynamic and is ex-
periencing an explosive growth in both theory and applications; as a consequence, research tech-
niques and problems are drawn from various fields; see [7–14]. Equilibrium problems have also
been generalized and extended in different directions using the novel and innovative techniques.
It is well known that equilibrium problems include variational inequalities and a complementarity
problems as special cases. Related to the hemivariational inequalities, Noor [12] has introduced
and studied a class of equilibrium problems, which is known as the hemiequilibrium problem.
Inspired and motivated by the recent research going on in this area, we introduce and consider
a class of equilibrium problems, which is called general hemiequilibrium problems. We show
that the general hemiequilibrium problems include hemiequilibrium problems, hemivariational
inequalities, general variational inequalities, and complementarity problems as special cases.
There are several numerical methods including projection methods, Wiener–Hopf equations, de-
scent and decomposition for solving variational inequalities; see [13–24]. Unfortunately, these
methods cannot be extended for solving hemiequilibrium problems and hemivariational inequal-
ities. To overcome these drawbacks, one usually uses the auxiliary principle technique to suggest
some iterative methods for solving equilibrium problems. Glowinski, Lions and Tremolieres [20]
used this approach to study the existence of a solution of the mixed variational inequalities. In
recent years, Noor [9–12,15] and Noor and Rassias [14] have used this technique to study some
predictor–corrector methods for various classes of equilibrium and variational inequality prob-
lems. In this paper, we again use the auxiliary principle technique to suggest a class of three-step
predictor–corrector iterative methods for general hemiequilibrium problems. We also prove that
the convergence of the suggested methods requires only the partially relaxed strongly monotonic-
ity. Using the auxiliary principle technique, we also suggest and analyze some inertial proximal
method for solving general equilibrium problems. We show that the convergence of the inertial
proximal method converges for pseudomonotone functions, which is a weaker condition than
monotonicity. It is worth mentioning that inertial proximal method includes the classical proxi-
mal method as a special case. Consequently, our results represent an improvement and refinement
of the previously known results. Our results can be considered as an important and significant
extension of the previously known results for solving general equilibrium, variational inequality
and complementarity problems.
2. Preliminaries
Let H be a real Hilbert space whose inner product and norm are denoted by 〈·,·〉 and ‖.‖,
respectively. Let T ,g :H → H be nonlinear continuous operators and A(.;.) :H × H → H be a
continuous operator. Let K be a nonempty, closed and convex set in H .
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u ∈ H,g(u) ∈ K such that
F
(
u,g(v)
)+ A(u;g(v) − g(u)) 0, ∀v ∈ H : g(v) ∈ K, (1)
which is called the general hemiequilibrium problem. Note that, if J 0(u;g(v) − g(u)) =
A(u;g(v) − g(u)) is the generalized directional derivative of a locally nonlinear Lipschitz con-
tinuous function j (x, .) at u(x) in the direction g(v(x)) − g(u(x)), then problem of type (1) is
also called hemiequilibrium problem.
If g = I, where I is the identity operator, problem (1) reduces to the following hemiequilib-
rium problem:
F(u, v) + A(u;v − u) 0, ∀v ∈ K, (2)
which was introduced and studied by Noor [12].
If F(u,g(v)) = 〈T u,g(v)−g(u)〉, then problem (1) is equivalent to finding u ∈ H,g(u) ∈ K
such that
〈
T u,g(v) − g(u)〉+ A(u;g(v) − g(u)) 0, ∀v ∈ H : g(v) ∈ K. (3)
The inequality of type (3) is called the general hemivariational inequality. It can be shown that
odd-order and nonsymmetric obstacle, unilateral and free boundary value problems arising in
structural analysis, elasticity and economics can be studied via the general hemivariational in-
equalities.
For A(.;.) = 0, the general hemivariational inequality (3) is equivalent to finding u ∈ H ,
g(u) ∈ K such that
〈
T u,g(v) − g(u)〉 0, ∀v ∈ H : g(v) ∈ K, (4)
which is known as the general variational inequality introduced and studied by Noor [17] in
1988. It has been shown [9,11,15–18,21] that a class of quasi-variational inequalities, odd-order
and nonsymmetric free, moving, unilateral, obstacle and nonconvex programming problems can
be studied by the general variational inequality approach.
We remark that, if g ≡ I , the identity operator, then problem (3) is equivalent to finding u ∈ K
such that
〈T u,v − u〉 + A(u;v − u) 0, ∀v ∈ K, (5)
which is called the hemivariational inequality introduced and studied by Panagiotopoulos [2,3]
in order to formulate variational principles associated with energy functions which are neither
convex nor smooth. It is has been shown that the technique of hemivariational inequalities is
very efficient to describe the behaviour of complex structure arising in engineering and industrial
sciences, see [2–5]. If A(u;v−u) = 〈Au,v−u〉, then problem (5) is equivalent to finding u ∈ K
such that
〈T u,v − u〉 + 〈Au,v − u〉 0, ∀v ∈ K, (6)
which is known as the mildly (strongly) nonlinear variational inequality introduced and studied
by Noor [6] in 1975.
If A(.;.) = 0, then problem (1) is equivalent to finding u ∈ H , g(u) ∈ K such that
F
(
u,g(v)
)
 0, ∀v ∈ H : g(v) ∈ K, (7)
which is called the general equilibrium problem introduced and studied by Noor [11]. It can be
shown that a wide class of problems arising in various branches of pure and applied sciences can
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operator, we obtain the original equilibrium problems considered and studied by Noor and Oettli
[8] and Noor [11] using quite different techniques.
It is clear that problems (2)–(7) are special cases of the general hemiequilibrium problem (1).
In brief, for a suitable and appropriate choice of the operators F(.,.), T , g, and the space H , one
can obtain a wide class of equilibrium, variational inequalities and complementarity problems.
This clearly shows that problem (1) is quite general and unifying one. Furthermore, problem (1)
has many important applications in various branches of pure and applied sciences; see [1–24].
We also need the following well-known results and concepts.
Lemma 2.1. ∀u,v ∈ H , we have
2〈u,v〉 = ‖u + v‖2 − ‖u‖2 − ‖v‖2. (8)
Definition 2.1. The bifunction F(.,.) is said to be:
(i) partially relaxed strongly g-monotone, iff, there exists a constant α > 0 such that
F
(
u,g(v)
)+ F (v,g(z)) α∥∥g(z) − g(u)∥∥2, ∀u,v, z ∈ H ;
(ii) g-monotone, iff,
F
(
u,g(v)
)+ F (v,g(u)) 0, ∀u,v ∈ H ;
(iii) g-pseudomonotone with respect to A(u;g(v) − g(u)), iff,
F
(
u,g(v)
)+ A(u : g(v) − g(u)) 0

⇒ −F (v,g(u))+ A(u;g(v) − g(u)) 0, ∀u,v ∈ H.
We remark that, if z = u, then partially relaxed strongly g-monotonicity is exactly
g-monotonicity of F(.,.). For g ≡ I, the identity operator, Definition 2.2 reduces to the defi-
nition of partially relaxed strongly monotonicity, monotonicity and pseudomonotonicity of the
bifunction F(.,.).
Definition 2.2. The operator A(.;.) is said to be partially relaxed strongly g-monotone, iff there
exists a constant α > 0 such that
A
(
u;g(v) − g(u))+ A(v;g(u) − g(v)) α∥∥g(v) − g(z)∥∥2, ∀u,v, z ∈ H.
Note that for z = v, partially relaxed strongly g-monotonicity reduces to
A
(
u : g(v) − g(u))+ A(v;g(u) − g(v)) 0, ∀u,v ∈ H,
that is, the operator A(.;.) is g-monotone.
3. Main results
In this section, we suggest and analyze a class of iterative methods for solving the problem (1)
by using the auxiliary principle technique.
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satisfying the auxiliary equilibrium problem
ρF
(
u,g(v)
)+ 〈g(w) − g(u), g(v) − g(w)〉+ ρA(u;g(v) − g(w)) 0,
∀v ∈ H : g(v) ∈ K, (9)
where ρ > 0 is a constant.
We note that, if w = u, then clearly w is a solution of the general hemiequilibrium problem (1).
This observation enables us to suggest the following predictor–corrector method for solving the
multivalued hemiequilibrium problem (1).
Algorithm 3.1. For a given u0 ∈ H , compute the approximate solution un+1 by the iterative
schemes
ρF
(
wn,g(v)
)+ 〈g(un+1) − g(wn), g(v) − g(un+1)
〉
+ ρA(wn;g(v) − g(un+1)
)
 0, ∀v ∈ H : g(v) ∈ K, (10)
βF
(
yn, g(v)
)+ 〈g(wn) − g(yn), g(v) − g(wn)
〉
+ βA(yn;g(v) − g(wn)
)
 0, ∀v ∈ H : g(v) ∈ K, (11)
μF
(
un,g(v)
)+ 〈g(yn) − g(un), g(v) − g(yn)
〉
+ μA(un;g(v) − g(yn)
)
 0, ∀v ∈ H : g(v) ∈ K, n = 0,1,2, . . . , (12)
where ρ > 0, μ > 0 and β > 0 are constants.
Note that, if g ≡ I, the identity operator, then Algorithm 3.1 reduces to the following
predictor–corrector method for solving the hemiequilibrium problems.
Algorithm 3.2. For a given u0 ∈ H , compute un+1 by the iterative schemes
ρF(wn, v) + 〈un+1 − wn,v − un+1〉 + ρA(wn;v − un+1) 0, ∀v ∈ K,
βF(yn, v) + 〈wn − yn, v − wn〉 + βA(yn;v − wn) 0, ∀v ∈ K,
μF(un, v) + 〈yn − un, v − yn〉 + μA(un;v − yn) 0, ∀v ∈ K, n = 0,1,2 . . . .
If F(u,g(v)) = 〈T u,g(v) − g(u)〉, then Algorithm 3.1 reduces to the following algorithm for
solving general hemivariational inequalities (3).
Algorithm 3.3. For a given u0 ∈ H , compute the approximate solution un+1 by the iterative
schemes
〈
ρT wn + g(un+1) − g(wn), g(v) − g(un+1)
〉
+ ρA(wn;g(v) − g(un+1)
)
 0, ∀v ∈ H : g(v) ∈ K,
〈
βTyn + wn − yn, g(v) − g(wn)
〉+ βA(yn;g(v) − g(wn)
)
 0, ∀v ∈ H : g(v) ∈ K,
〈
μT un + yn − un,g(v) − g(yn)
〉+ μA(un;g(v) − g(yn)
)
 0, ∀v ∈ H : g(v) ∈ K.
For A(.;.) = 0, Algorithm 3.3 reduces to:
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g(un+1) = PK
[
g(wn) − ρT wn
]
,
g(wn) = PK
[
g(yn) − βTyn
]
,
g(yn) = PK
[
g(un) − μT un
]
,
where PK is the projection of H onto the closed convex set K . Algorithm 3.4 is known [6,21]
as the predictor–corrector method for solving the general variational inequalities [6,21]. If g is
invertible, then Algorithm 3.4 can be written as
Algorithm 3.5. For a given u0 ∈ H, compute the approximate solution un+1 by the iterative
schemes
g(un+1) = PK
[
I − ρT g−1]PK
[
I − βT g−1]PK
[
I − μTg−1]g(un), n = 0,1,2, . . . ,
which are known as three-step forward–backward splitting schemes. Algorithm 3.5 is similar
to the so-called θ -scheme of Glowinski and Le Tallec [24], which they suggested by using the
Lagrangian multiplier method. It has been shown [24] that three-step schemes are numerically
efficient and are reasonably easy to use for computations as compared with one-step and two-
step iterative methods for solving nonlinear problems arising in elasticity and mechanics. The
convergence analysis of Algorithm 3.5 has been considered by Noor [15].
We now rewrite Algorithm 3.4 in the following form:
Algorithm 3.6. For a given u0 ∈ H, compute the approximate solution un+1 by the iterative
schemes
un+1 = (1 − ρn)un + ρn
{
un − g(un) + PK
[
g(wn) − ρnT wn
]}
,
wn = (1 − βn)un + βn
{
wn − g(wn) + PK
[
g(yn) − βnTyn
]}
,
yn = (1 − μn)un + μn
{
yn − g(yn) + PK
[
g(yn) − μnT un
]}
,
where the sequences {ρn}, {βn}, {μn} satisfy some conditions. Algorithm 3.6 is also known as
three-step iteration process. Clearly, Ishikawa and Mann iterations are special cases of three-step
iterations.
For K = H , Algorithm 3.6 collapses to the following three-step iterative method for solving
nonlinear equation T u = 0, see Noor [22].
Algorithm 3.7. For a given u0 ∈ H , compute the approximate solution un+1 by the iterative
schemes
un+1 = (1 − αn)un + αnT wn
wn = (1 − βn)un + βnTyn
yn = (1 − μn)un + μnT un, n = 0,1,2, . . . .
Algorithm 3.7 is a well-known three-step iterative method which has been studied extensively in
recent years. It is obvious that the three-step iterative method includes Ishikawa–Mann iterations
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new and known methods for solving equilibrium, variational inequality and complementarity
problems.
For the convergence analysis of Algorithm 3.1, we need the following result.
Theorem 3.1. Let u ∈ H be a solution of (1) and un+1 be the approximate solution obtained
from Algorithm 3.1. If the bifunctions F(.,.) and A(.;.) are partially relaxed strongly g-monotone
operators with constant α > 0 and γ > 0, then
∥∥g(un+1) − g(u)
∥∥2 
∥∥g(wn) − g(u)
∥∥2 − (1 − 2ρ(α + γ ))∥∥g(un+1) − g(wn)
∥∥2, (13)
∥∥g(wn) − g(u)
∥∥2 
∥∥g(yn) − g(u)
∥∥2 − (1 − 2(α + γ )β)∥∥g(yn) − g(wn)
∥∥2, (14)
∥∥g(yn) − g(u)
∥∥2 
∥∥g(un) − g(u)
∥∥2 − (1 − 2(α + γ )μ)∥∥g(yn) − g(un)
∥∥2. (15)
Proof. Let u ∈ H , g(u) ∈ K be a solution of (1). Then
ρF
(
u,g(v)
)+ ρA(u;g(v) − g(u)) 0, ∀g(v) ∈ K, (16)
βF
(
u,g(v)
)+ βA(u;g(v) − g(u)) 0, ∀g(v) ∈ K, (17)
μF
(
u,g(v)
)+ μA(u;g(v) − g(u)) 0, ∀g(v) ∈ K, (18)
where ρ > 0, β > 0 and μ > 0 are constants.
Now taking v = un+1 in (16) and v = u in (10), we have
ρF
(
u,g(un+1)
)+ ρA(u;g(un+1) − g(u)
)
 0 (19)
and
ρF
(
wn,g(u)
)+ 〈g(un+1) − g(wn), g(u) − g(un+1)
〉
+ ρA(wn;g(u) − g(un+1)
)
 0. (20)
Adding (19) and (20), we have
〈
g(un+1) − g(wn), g(u) − g(un+1)
〉
−ρ{F (wn,g(u)
)+ F (u,g(un+1)
)}
− ρ{A(u;g(un+1) − g(u)
)+ A(wn;g(u) − g(un+1)
)}
−αρ∥∥g(un+1) − g(wn)
∥∥2 − ργ {∥∥g(un+1) − g(wn)
∥∥2}
= −ρ{α + γ }∥∥g(un+1) − g(wn)
∥∥2, (21)
where we have used the fact that F(.,.) and A(.;.) are partially relaxed strongly g-monotone
operators with constants α > 0 and γ > 0, respectively.
Setting u = g(u) − g(un+1) and v = g(un+1) − g(wn) in (8), we obtain
〈
g(un+1) − g(wn), g(u) − g(un+1)
〉= 1
2
{∥∥g(u) − g(wn)
∥∥2 − ∥∥g(u) − g(un+1)
∥∥2
− ∥∥g(un+1) − g(wn)
∥∥2}. (22)
Combining (21) and (22), we have
∥∥g(un+1) − g(u)
∥∥2 
∥∥g(wn) − g(u)
∥∥2 − (1 − 2ρ(α + γ ))∥∥g(un+1) − g(wn)
∥∥2,
the required (13).
1424 M.A. Noor, T.M. Rassias / J. Math. Anal. Appl. 324 (2006) 1417–1428Taking v = u in (11) and v = wn in (17), we have
βF
(
u,g(wn)
)+ βA(u;g(wn) − g(u)
)
 0 (23)
and
βF
(
yn, g(u)
)+ 〈g(wn) − g(yn), g(u) − g(wn)
〉+ βA(yn;g(u) − g(wn)
)
 0. (24)
Adding (23) and (24) and rearranging the terms, we have
〈
g(wn) − g(yn), g(u) − g(wn)
〉
−β{F (yn, g(u)
)+ F(u,g(wn))
}
− β{A(yn;g(u) − g(wn)
)+ A(u;g(wn) − g(u)
)}
−β(α + γ )∥∥g(yn) − g(wn)
∥∥2, (25)
since F(.,.) and A(.; .) are partially relaxed strongly g-monotone operators with constants α > 0
and γ > 0, respectively.
Now taking v = g(wn) − g(yn) and u = g(u) − g(wn) in (8), (25) can be written as
∥∥g(u) − g(wn)
∥∥2 
∥∥g(u) − g(yn)
∥∥2 − (1 − 2β(α + γ ))∥∥g(yn) − g(wn)
∥∥2,
the required (14).
Similarly, by taking v = u in (12) and v = un+1 in (18) and using the partially relaxed strongly
g-monotonicity of the operators F(.,.) and A(.;.), we have
〈
g(yn) − g(un), g(u) − g(yn)
〉
−μ(α + γ )∥∥g(yn) − g(un)
∥∥2. (26)
Letting v = g(yn) − g(un), and u = g(u) − g(yn) in (8), and combining the resultant with (26),
we have
∥∥g(yn) − g(u)
∥∥2 
∥∥g(u) − g(un)
∥∥2 − (1 − 2μ(α + γ ))∥∥g(yn) − g(un)
∥∥2,
the required (15). 
Theorem 3.2. Let H be a finite dimensional space. Let g :H → H be injective and 0 < ρ <
1
2(α+γ ) , 0 < β <
1
2(α+γ ) , 0 < μ <
1
2(α+γ ) . Then the sequence {un}
∞
1 given by Algorithm 3.1
converges to a solution u of (1).
Proof. Let u ∈ H be a solution of (1). Since 0 < ρ < 12(α+γ ) , 0 < β < 12(α+γ ) , 0 < μ <
1
2(α+γ ) , from (13)–(15), it follows that the sequences {‖g(u) − g(un)‖}, {‖g(u) − g(yn)‖},{‖g(u) − g(wn)‖} are nonincreasing and consequently {un}, {yn} and {wn} are bounded under
the assumptions on the operator g. Furthermore, we have
∞∑
n=0
(
1 − 2(α + γ )ρ)∥∥g(wn) − g(un)
∥∥2 
∥∥g(u) − g(w0)
∥∥2,
∞∑
n=0
(
1 − 2(α + γ )β)∥∥g(yn) − g(wn)
∥∥2 
∥∥g(u) − g(y0)
∥∥2,
∞∑
n=0
(
1 − 2(α + γ )μ)∥∥g(yn) − g(un)
∥∥2 
∥∥g(u) − g(u0)
∥∥2,
which implies that
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n→∞
∥∥g(wn) − g(un)
∥∥= 0,
lim
n→∞
∥∥g(yn) − g(wn)
∥∥= 0,
lim
n→∞
∥∥g(yn) − g(un)
∥∥= 0.
Thus
lim
n→∞
∥∥g(un+1) − g(un)
∥∥= lim
n→∞
∥∥g(un+1) − g(wn)
∥∥+ v lim
n→∞
∥∥g(yn) − g(wn)
∥∥
+ lim
n→∞
∥∥g(yn) − g(un)
∥∥= 0. (27)
Let uˆ be the limit point of {un}∞1 ; a subsequence {unj }
∞
1 of {un}
∞
1 converges to uˆ ∈ H . Replacing
wn and yn by unj in (10)–(12), taking the limit nj → ∞ and using (27), we have
F
(
νˆ, g(v)
)+ A(uˆ;g(v) − g(uˆ)) 0, ∀g(v) ∈ K,
which implies that uˆ solves the multivalued hemiequilibrium problem (1) and
∥∥g(un+1) − g(uˆ)
∥∥2 
∥∥g(un) − g(uˆ)
∥∥2.
Thus, it follows from the above inequality that {un}∞1 has exactly one limit point uˆ and
lim
n→∞g(un) = g(uˆ).
Since g is injective, thus
lim
n→∞(un) = uˆ. 
We now use the auxiliary principle technique to suggest some proximal methods for solving
general hemiequilibrium problems.
For a given u ∈ H : g(u) ∈ K , consider the auxiliary problem of finding w ∈ H : g(w) ∈ K
such that
ρF
(
w,g(v)
)+ 〈g(w) − g(u), g(v) − g(w)〉+ ρA(u;g(v) − g(w)) 0,
∀v ∈ H : g(v) ∈ K, (28)
where ρ > 0 is a constant. We note that if w = u, then clearly w is a solution of the general
hemiequilibrium problem (1). This observation enables us to suggest and analyze the following
iterative method for solving (1).
Algorithm 3.8. For a given u0 ∈ H , compute the approximate solution un+1 by the iterative
scheme
ρF
(
un+1, g(v)
)+ 〈g(un+1) − g(un), g(v) − g(un+1)
〉+ ρA(un;g(v) − g(un+1)
)
 0,
∀v ∈ H : g(v) ∈ K, (29)
where ρ > 0 is a constant. Algorithm 3.8 is called the proximal-point method. For the recent
developments and applications of the proximal point algorithms, see [4,5,23].
If F(u,g(v)) = 〈T u,g(v) − g(u)〉, then Algorithm 3.8 reduces to:
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schemes
〈
ρT un+1 + g(un+1) − g(un), g(v) − g(un+1)
〉+ ρA(un;g(v) − g(un+1)
)
 0,
∀g(v) ∈ K,
which is called the proximal point method for solving general hemivariational inequalities (2.2)
and appears to be a new one.
If A(.;.) = 0, then Algorithm 3.8 collapses to:
Algorithm 3.10. For a given u0 ∈ H , compute the approximate solution un+1 by the iterative
scheme
ρF
(
un,g(v)
)+ 〈g(un+1) − g(un), g(v) − g(un+1)
〉
 0, ∀v ∈ H : g(v) ∈ K,
which is due to Noor [21,23,24] for solving the general equilibrium problems (2.3).
In brief, for suitable and appropriate choice of the operators and the spaces, one can obtain a
number of known and new algorithms for solving variational-like inequalities and related prob-
lems.
Theorem 3.3. Let F(.,.) be pseudomonotone with respect to A(.;.). Let A(.;.) be partially re-
laxed strongly monotone with constant α > 0. If u ∈ H is a solution of (1) and un+1 is the
approximate solution obtained from Algorithm 3.8, then
∥∥g(u) − g(un+1)
∥∥2 
∥∥g(u) − g(un)
∥∥2 − (1 − αρ)∥∥g(un) − g(un+1)
∥∥2. (30)
Proof. Let u ∈ H be a solution of (1). Then
F
(
u,g(v)
)+ A(u;g(v) − g(u)) 0, ∀g(v) ∈ K,
implies that
−F (v,g(u))+ A(u;g(v) − g(u)) 0, ∀g(v) ∈ K, (31)
since F(.,.) is pseudomonotone with respect to A(.;.).
Taking v = u in (29) and v = un+1 in (30), we have
ρF
(
un+1, g(u)
)+ 〈g(un+1) − g(un), g(u) − g(un+1)
〉
−ρA(un;g(u) − g(un+1)
) (32)
and
−F (un+1, g(u)
)+ A(u;g(un+1) − g(u)
)
 0. (33)
From (31), we have
〈
g(un+1) − g(un), g(u) − g(un+1)
〉
−ρF (un+1, g(u)
)
−ρ{A(u;g(un+1) − g(u)
)+ A(un;g(u) − g(un+1)
)}
, (34)
where we have used the fact that A(.;.) is a partially relaxed monotone operator with constant
α > 0. Setting u = g(u) − g(un+1) and v = g(un+1) − g(un) in (8), we obtain
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g(un+1) − g(un), g(u) − g(un+1)
〉= 1
2
{∥∥g(u) − g(un)
∥∥2 − ∥∥g(u) − g(un+1)
∥∥2
− ∥∥g(un+1) − g(un)
∥∥2}. (35)
Combining (34) and (35), we obtain the required result (30). 
Essentially using the technique of Theorem 3.2, one can study the convergence analysis of
Algorithm 3.8.
We again use the auxiliary principle technique to suggest an inertial proximal method for
solving general equilibrium problems. We remark that the inertial proximal method includes the
proximal method as a special case.
For a given u ∈ H , g(u) ∈ K , consider the auxiliary problem of finding w ∈ H , g(w) ∈ K
such that
ρF
(
w,g(v)
)+ 〈g(w) − g(u) − α(g(u) − g(u)), g(v) − g(w)〉
+ ρA(u;g(v) − g(w)) 0, ∀v ∈ H : g(v) ∈ K, (36)
where ρ > 0 and α > 0 are constants. Note that if w = u, then w is a solution of (1). We use this
fact to suggest the following iterative method for solving (1).
Algorithm 3.11. For a given u0 ∈ H , compute the approximate solution by the iterative schemes:
ρF
(
wn+1, g(v)
)+ 〈g(un+1) − g(un) − αn
(
g(un) − g(un−1)
)
, g(v) − g(un+1)
〉
+ ρA(un;g(v) − g(un+1)
)
 0, ∀v ∈ H : g(v) ∈ K,
where ρ > 0 and αn > 0 are constants. Algorithm 3.11 is known as the inertial proximal method.
Note that for αn = 0, Algorithm 3.11 reduces to Algorithm 3.8.
If F(u,g(v)) = 〈T u,g(v) − g(u)〉, then Algorithm 3.11 reduces to:
Algorithm 3.12. For a given u0 ∈ H , compute the approximate solution un+1 by the iterative
schemes
〈
ρT wn+1 + g(un+1) − g(un) − αn
(
g(un) − g(un−1)
)
, g(v) − g(un+1)
〉
+ ρA(un;g(v) − g(un+1)
)
 0, ∀v ∈ H : g(v) ∈ K,
which can be written as for A(.;.) = 0,
g(un+1) = PK
[
g(un) − ρT wn+1 + αn
(
g(un) − g(un−1)
)]
,
which is known as an inertial proximal method for solving the general variational inequalities and
appears to be a new one. Note for αn = 0, Algorithm 3.13 reduces to the well-known proximal
method for solving multivalued variational inequalities. In a similar way, for suitable and appro-
priate choices of the bifunction F(.,.), T , g and the space H , one can obtain a number of new
and known iterative methods for solving equilibrium and variational inequality problems. Using
the techniques and ideas of Noor [11], one can study the convergence analysis of Algorithm 3.11.
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