We define a two-dimensional noncommutative space as a limit of finite-dimensional matrix spaces and show that it is a 'natural' geometry for the Grosse-Wulkenhaar scalar field model, i.e. that the Grosse-Wulkenhaar (renormalizable) action is the action for the scalar field coupled to the curvature of this space.
Motivation and introduction
Among noncommutative spaces the Heisenberg algebra that is the space with constant noncommutativity of coordinates,
has a special role, mainly due to our century-long experience with quantum mechanics. The field theories on this space have been defined in many versions and their classical and quantum properties analyzed. The usual representation of fields on (1.1) is by functions on R n with multiplication given by the Moyal product. This representation is mathematically well understood and intuitively appealing and moreover has an apparent commutative limitk → 0 (which sometimes becomes singular). Field theories on other algebras, for example on the fuzzy sphere or on the fuzzy CP n , have also been discussed but certainly not so extensively, [1] .
The main advantage of field theory defined on a noncommutative space having the structure of a Lie algebra with finite-dimensional representations is that it is finite upon quantization: The integral is a trace of a finite matrix and thus cannot be divergent. This is a feature which one intuitively expects from noncommutative field theories: that uncertainty relations which noncommutativity implies regularize divergences. The problem with the Lie-algebra spaces is usually how to define a relevant commutative limit, for example the limit of the flat Minkowski space.
Renormalizability of field theories on the Heisenberg algebra on the other hand, is a long discussed issue. If we focus on the scalar field theory defined by the action
the calculations done so far converge to the conclusion that the theory is not renormalizable, at least within the perturbative schemes usually analyzed [2] . For a different approach, see [3] . An important exception which was singled out in the last couple of years was found by H. Grosse and R. Wulkenhaar [4, 5] : If we add to the action (1.2) a harmonic oscillator potential term
the corresponding theory is renormalizable. We shall show here that this potential has geometric origin: it represents the coupling of the scalar field to the curvature of appropriately defined noncommutative space. Geometry of this space is described by the noncommutative frame formalism, [6] .
To introduce the notation, let us start with some general facts. Suppose that the noncommutative space is generated by hermitean elements x µ (µ = 1, . . . , n) which satisfy the commutation rule
In our specific case J µν = const, and space is two-dimensional. Along with the coordinate indices µ, ν we use the frame indices α, β ( = 1, . . . , n) to denote the components of vectors and 1-forms in the frame basis. The constant ǫ introduced in (1.4) is a parameter which, similar to thek in (1.1), measures noncommutativity. We shall assume that ǫ is dimensionless; ǫ → 0 is the commutative limit.
The space (1.4) for J µν = const can be endowed with a flat connection and a flat metric. The corresponding differential d is defined by imposing the commutation relations 6) and the Leibniz rule. Obviously, the differential calculus (1.5-1.6) is consistent with the algebra. In fact, relation (1.5) shows that the 1-forms dx µ can be identified with the elements θ α of a noncommutative moving frame
is sufficient to insure that the frame components of the metric are constant, as they should be * . The derivations ∂ µ f defined by
are in this case inner, 10) generated by the momenta p µ
If we calculate the Ricci rotation coefficients C α βγ from their definition
and assume that d 2 = 0, we see that C α βγ vanish for the frame (1.7), that is the space is flat. As one can easily see, the momenta p α can be used to generate the space (that is, the algebra) instead of the coordinates x µ ; relation (1.11) is a kind of Fourier transformation. The momenta in this case satisfy a commutation relation similar to (1.1),
It is in principle possible to define differential structures for arbitrary dependence of the commutator J µν on the coordinates. One has to find a set of 1-forms θ α which * The requirement g αβ = const, that is, [x µ , g αβ ] = 0 is a very stringent one. Here it is (by linearity of the metric) transferred to a less constraining condition (1.8).
commute with the complete algebra consistently with the commutation relations; this set is then a noncommutative frame. The choice of the frame might not be unique: the same 'noncommutative manifold' can support, in principle, different noncommutative geometries. In case of finite-dimensional matrix algebras all derivations are inner and thus the definition of a differential d reduces to the choice of a set {p α }. However, the latter cannot be completely arbitrary. It can be shown that, to have consistently d[x µ , x ν ] = iǫdJ µν and d 2 = 0 , momenta have to satisfy a quadratic algebra of the form, [6] [
where K αβ , F γ αβ and Q γδ αβ are constants or belong to the center of the algebra. This requirement is an elementary consistency condition on possible differential structures; as we shall see later one can impose additional geometrical restrictions.
The truncated Heisenberg algebra
The Heisenberg algebra (1.1) can be represented in the Fock basis (that is in the energy representation of the harmonic oscillator or in the 'matrix base') by infinitedimensional matrices as
As it is usual in quantum mechanics, x and y are here dimensionless and thus we havek = 1 in comparison to (1.1). Truncation from ∞ × ∞ to n × n matrices given by
3)
where we introduced the projector
The limit n → ∞ in which the Heisenberg algebra is obtained is a weak limit; it can be formally written as P n → 0 or nP n → 0. Matrices x n and y n have nice geometric interpretation: for fixed n, coordinates x n and y n describe a finite part of the twodimensional plane. This follows from the fact that the spectrum of x n , y n consists of all zeroes of the Hermite polynomial H n [7] , so the expectation values | x n | and | y n | are bounded by the largest zero of H n . For growing n, x n and y n approximate larger and larger part of the plane, with more and more points, of course not densely.
In the limit, we obtain the complete xy-plane.
We designate the algebra (2.6) 'truncated Heisenberg algebra' because it is obtained by truncation from infinite to finite matrices; in the following we will omit n in the index. One defines as usual
8)
N = a † a and so on. As matrices are finite we have additional relations, for example a n = 0, P a = 0, a n−1 (1 − P ) = 0. (2.9)
Another well known finite approximation of the Heisenberg algebra is given by Holstein and Primakoff in [8] ; it is defined in terms of matrices which represent the SU(2) group generators. Here we will not investigate the relation between the two algebras as we are primarily interested in the differential calculus.
The truncated Heisenberg algebra can be viewed as a three-dimensional noncommutative space generated by x, y and P . The relation
has to be completed with another two: from P a = 0 and its adjoint a † P = 0 we obtain in addition
In order to think more abstractly it is maybe better to denote nP = z and write the algebra
One should keep in mind that it has finite-dimensional representations. As we shall see, the weak limit n → ∞ can be consistently viewed as an embedding of the plane z = 0 in the three-dimensional space. The algebra (2.12-2.14) is quadratic in its generators: This will allow us to identify the momenta easily and to define a differential calculus.
Differential geometry in the frame formalism
Noncommutative geometry which we use is defined according to [6] , where a more systematic and detailed exposition can be found. We recall here just a part of its properties which we use. The set {p α } generates noncommutative space, so we can express all quantities in terms of the momenta instead as functions of coordinates. For calculation this is preferable because the momenta obey quadratic commutation relation of a fixed form. Eq. (1.14) can also be written as
The constants P γδ αβ define the exterior multiplication:
2)
P γδ αβ is a projection. In the commutative case P γδ αβ is obviously
while in the noncommutative case we can write
The parameter ǫ in (3.1) and (3.4) is usually taken to be small but need not be. If ǫ is small we have the 'almost-commutative' space and we can restrict ourselves to first order in ǫ-expansion; also the commutative limit is then well defined. In case of the truncated Heisenberg algebra we have ǫ = 1 and indeed this space is genuinely noncommutative. Additional requirements on hermiticity of the frame forms, hermiticity of the exterior product etc. give various additional properties of the coefficients Q γδ αβ . We will use here that Q γδ αβ are symmetric in the upper and antisymmetric in the lower pair of indices, evident from (2.12-2.14). Further: It follows from the general formalism, [6] , that the Ricci rotation coefficients (1.12) are linear in momenta and equal to
Geometric quantities are defined as follows: Firstly, the metric components in the frame basis have constant values,
The connection ω α β is a one-form, ω α β = ω α γβ θ γ , and the torsion Θ α is a two form, Θ α = Θ α γβ θ γ θ β . They are related by the structure equation
One can impose further constraints on the geometry, that is, additional relations among g, ω α β and Θ α . To formulate these constraints we need to introduce a mapping which reverses the order of indices in the tensor product of 1-forms, the flip σ:
Coefficients S γδ αβ are constant, and we write them as
It seems natural to require in the noncommutative case that the conection is metriccompatible and that the torsion vanishes as these conditions can always be fulfilled in commutative geometry. Here they are expressed as
respectively. In terms of components the last two equations form a set of nonlinear algebraic relations in coefficients g αβ , T αβ γδ , F α βγ and Q αβ γδ and it is far from obvious that in nontrivial cases a solution to this set of equations exists. But in fact conditions (3.10-3.11) are intuitively justified only for the commutative limit of a given noncommutative geometry. In ǫ → 0 limit (3.10-3.11) can be linearized and solved. The solution has the same form as in commutative geometry:
Equivalently,
with
From (3.12) we obtain coefficients T αβγδ :
Although the truncated Heisenberg space is not an almost-commutative space that is we have ǫ = 1, we will take the connection in the form (3.13-3.15). The metric will be diagonal of Euclidean signature (+ + +). This choice is in part determined by the requirement that in the limit z → 0 we wish to obtain the two-dimensional metric and the Laplacian of the Heisenberg algebra. For this choice, the conditions (3.10-3.11) will not be fulfilled exactly: they hold on the relevant xy-subspace, which is the minimal requirement.
The curvature tensor in the frame formalism is defined by the usual formula
Calculating the coefficients in terms of the momenta we obtain As momenta are defined in principle by a relation of the type (1.11), iǫp α are hermitean elements of the same order of magnitude as coordinates x µ , even for ǫ small. We write the curvature as the sum of two terms
Contracting the curvature, we obtain for the curvature scalar
Geometry of the truncated Heisenberg space
From the discussion of the previous section it follows that a condition to be imposed on the momentum algebra is F (αβγ) = 0. In order to fulfil it we introduce the momenta in the following manner
The momentum algebra is then
while the nonvanishing structure coefficients are
and those obtained from (4.3) by symmetries, for example K 21 = −K 12 etc. Now it is easy to calculate the connection and the curvature. Nonvanishing T αβγδ are T 1332 = 2, T 1233 = 2, T 2133 = −2,
Using (3.12), we obtain the connection
4)
For the scalar curvature we have from (3.24),
(4.5)
The limit
Let us analyze the limit z → 0. As one can easily check, the truncated Heisenberg algebra reduces consistently to the Heisenberg algebra. This is also true for the calculus: we have
for all functions f , while derivations e 1 and e 2 are constructed to be the same as for the Heisenberg algebra. However, the algebra of 1-forms does not reduce. From
we see that in the limit z → 0 we have dx = θ 1 , dy = θ 2 , dz = 0, but θ 3 = 0. The limiting connection is
7)
so the space is not flat. The limiting value of the scalar curvature is
Having this value, it is not difficult to relate the Grosse-Wulkenhaar action (1.3) with the action for the scalar field in the curved space. Asx µ = ip µ , [5] , using the cyclicity under the integral we havẽ 9) and thus the Grosse-Wulkenhaar action can be rewritten as
The action for the scalar field nonminimally coupled to the curvature is
We have seen already that for z → 0 the two-dimensional subspace is flat, √ g = 1, and e α = δ µ α ∂ µ for µ = 1, 2 while e 3 = 0. Therefore we find that the actions (5.10) and (5.11) are the same up to an overall rescaling
and with values a, b, from (5.8), a = 15 2 , b = 8 † . The constant part of the curvature renormalizes the mass of the scalar field, while the space-dependent part gives the harmonic oscillator potential. The coupling constant ξ is not a priori fixed but can be related to Ω, (5.13). If we identify the two actions at the self-duality point Ω = 1 we obtain
This is not the same with the value for the conformal coupling in three (commutative) dimensions, ξ = 1 8 . However as the notion of conformal symmetry is not yet really clarified for noncommutative spaces, the value ξ = 1 8 need not be relevant. This is a point to which we will return in our future work. † In [5] coordinates have different value compared to ours, namelyx µ = ip µ = 2J −1 µν x ν . This does not seem to change our conlusions, as both actions are essentially written in terms of the momentum operators; the most change could be in the overall factor of (5.10).
Conclusions
The construction described above opens, to our opinion, interesting new possibilities to understand relations between noncommutative gravity and noncommutative field theories. The main result obtained in this paper is the geometrical interpretation of the Grosse-Wulkenhaar scalar field model. It has been sometimes argued that the harmonic oscillator potential in this model is a renormalization artefact with no analogy in commutative theories, in particular because it breaks translation invariance.
Here we see that in fact this potential is related to the scalar curvature of the underlyng noncommutative space, the space itself being not translationally invariant. The coupling of the scalar field with gravity, on the other hand, is usual. Geometry of the Grosse-Wulkenhaar model is not flat: it is defined by a sequance of curved matrix spaces. The latter are not introduced arbitrarily as, for example, they were used to estimate the behavior of the propagator in the first proof of renormalizability, [4] . The truncated Heisenberg space describes the geometry of the quantum Hall droplet of finite extent [7] too, though in a more literal sense.
Another interesting point is that we have identified a model in which field theory renormalization is (or can be interpreted to be) done effectively through curvature. The old idea of Pauli, Deser and others [10] , that gravity can regularize field theories is here realized in a very specific way, in the setting of noncommutative geometry. It however does not directly correspond to common intuition that regularization goes through uncertainty relations, but rather confirms the conjecture of Madore [11] that noncommutativity and gravity can be regarded equivalent: thus the regularization is 'indirect', through the curvature. There is of course another ingredient of our construction which is hard to disentangle from its geometrical aspects: that we deal with finite matrices. This element might be very important or even primary, as indeed it is not too difficult to imagine a model in which the space-time at short distances is described by matrices.
We shall add a comment of more methodological nature. Noncommutative spaces have many specific features different from commutative manifolds, in particular it is the notion of dimension. We saw in our example that the space is of dimension two while the 'cotangent space' is of dimension three. In such a case, the lowerdimensional space can keep memory of the higher-dimensional space in which it is embedded (through the differential, curvature, etc.). This is a realistic feature in some physical situations and thus desirable, and it opens new possibilities for the model building. Of course, to give the real meaning to the ideas summarized above one should analyze more examples and construct more models. In the forthcoming paper we shall start with a gauge model on the truncated Heisenberg space, [12] .
