ABSTRACT In order to improve the accuracy of group emotion recognition, a group emotion recognition model based on global scene feature and local face feature is constructed in this paper. When extracting global scene features, with the consideration of that the different size of the background objects may have different influences on the emotion recognition, the paper proposes a feature extraction algorithm for the global scene based on the fusion of multi-scale feature maps. With the consideration of the emotion propagation between different figures in the image, the paper proposes a LSTM based algorithm for fusion the face features among different figures. Experiments show that the global scene feature extraction algorithm proposed in this paper has higher accuracy than the global scene feature extraction algorithm based on standard network architecture. Besides, the facial emotion feature fusion algorithm based on LSTM has higher classification accuracy than the fusion algorithm based on average calculation and the algorithm based on voting. Besides, the group emotion recognition model proposed in this paper has an accuracy 24.38% higher than the benchmark method, 13.32% higher than the deep learning method and 14.57% higher than the deep learning method.
I. INTRODUCTION
With millions of images being uploaded onto social media platforms, there is an increasing interest in inferring the emotion and mood display of a group of people in images [1] . Automated group emotion recognition has great economic value in areas such as smart city planning [2] , public safety [3] , hospital care [4] , early detection of emergencies [5] , and security monitoring [6] . In the past few years, the intelligent group emotion recognition has received full attention from the academic community and has been widely studied [7] - [9] .
Although the automated group emotion recognition has attracted great attention from academia, there are still some shortcomings in the current works: (1) Most of the existing research works [9] - [11] takes the features on the last layer of deep neural network as the global scene features. However, the last layer of the deep neural network has a large receptive field, which is suitable for extracting features oflarge-scale background objects. When extracting global scene features,
The associate editor coordinating the review of this manuscript and approving it for publication was Orazio Gambino. these methods do not take into account the fact that the size of background objects in group images varies widely. Then, as a result of focusing on the background objects with the large size, it will not work well when the background objects have a smaller size. (2) Besides, when dealing with the face features, the current works, e.g. in Reference [7] , [11] , [17] always use a algebraic method such as arithmetic average or median to fuse facial emotional features of different figures in the image. These methods do not consider the propagation of emotions in groups when fusing facial emotional features of multiple characters, which may affect the recognition accuracy.
Aiming at the problem that the current research workstend to ignore the information of small-scale background objects when extracting global scene features, this paper proposes a global scene feature extraction algorithm based on multi-scale feature map. The algorithm extracts features from multi-level feature maps, which considers the features of background objects with different size to improve the accuracy of group emotion recognition. In addition, aiming at the problem that the current research works do not consider the emotion propagation in groups when fusing facial emotional VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4. 
II. RELATED WORK
Dhall et al. created group emotion data set [1] . Based on this dataset, the works related to group emotion recognition have been more and more. The works can be roughly divided into two categories: bottom-up and top-down [21] . The bottomup method infers the group emotion based on the features of the facial emotion feature of the figures in the group. The topEown method does not only consider the facial emotional feature of the figures, but also considers the global feature of the scene. The works in the reference [21] and [7] , [10] , [11] also show that combining global scene features and local facial features can effectively improve the recognition accuracy of group emotions. For the group emotion recognition problem, the method combining local face features and global scene features is commonly used. Currently ImageNet dataset is widely used and most of this kind of methods which use this dataset, take the feature map generated by the last layer as the global scene features. For example, the references [9] - [11] extracts the global scene features by using the last layer of the network for the ImageNet dataset. But in the ImageNet set, most of images only have one figure whiose emotion is needed to be recognized and most of such figures are in the center of the imag. Then the images in the ImageNet set usually cannot be used for group emotion recognition since always only one figure but not a group of figures in the image. Then as for the problem of group emotion recognition, current works propose some methods to fuse the facial features of different figures by using an average computation or other computation method. For example, in the reference [17] , the features of different figures are fused by an average computation method. In the reference [7] , the average computation method is used to fuse the facial features of different figures. In the reference [11] , the features of different figures is extracted and the median of these features is used as the local face feature of the whole image. However, the works using a computation method to fuse the features of different figures may result in the following 2 problems. One of the problem is that the computation method, e.g., the median, may lose some important features which may affect the accuracy. Another problem is that the computation method neglect the emotion propagation among the different figures. Such emotion propagation have affect on interaction between the observers and the image [18] . Such interaction may affect the observers' decision on the emotion tagging. Reference [17] utilize a large-margin softmax function for discriminative learning. This work focuses on global scene's role in the global-level emotion recognition while neglect the emotion propagation between the figures in the image. Reference [9] focuses on extracting the local and global features when categorizing the emotion. However, this work also neglects the emotion propagation problem. Reference [24] focuses on the multi-modal fusion for categorizing the emotion and the fusion is for the facial and biology features which is beyond our work in this paper. Maybe this can be the future work of our work.
Above all, the current works always donot consider the emotion propagation among the different figures, which neglect the pshchological state of the observer and result in the accuracy related problem. Then, this paper proposes a LSTM based feature fustion method.
III. ALGORITHM DETAILS A. GLOUAL SCENE FEATURE EXTRACTION ALGORITHM BASED ON MULTISCALE FEATURE MAP
Group images describe group events in the real world, as shown in Figure 1 . We can see that the size of objects in group images varies greatly, e.g., the size of flowers in the left image and the size of banners in the right image. The size of the receptive field of the feature map generated by the last layer of the neural network is close to the input one.. The large size of the receptive field is used to describe the large region of the image which is suitable to extract the feature of the object with the large size. Then, the small size of the receptive field is suitable to extract the feature of the object with the small size. The reference [19] have stated that the shallow layered network is suitable to extract the shallow features while the deep layered one can be used to extract the deep features. Then, with the consideration of the feature distribution, receptive field and the size of the different objects in the background, this paper proposes a global scene feature extraction algorithm based on multi-scale feature map. The algorithm extracts features from different feature maps of multiple receptive fields at the same time, and comuines these features together as the global scene features of objects. Figure 2 shows the flow chart of the algorithm. In the flowchart, the input image is processed by convolution neural network to get different levels of feature maps. At the same time, the features are extracted by convolution operation on three different levels of feature maps. At the same time, the features are extracted by convolution operation on three different levels of feature maps. Then the extracted features are fused into one-dimensional feature vectors according to the serial feature fusion algorithm, and finally classified and predicted. With the consideration of that the distribution of the receptive fields of the different feature maps, in order to balance the computing load, this paper extracts features from the feature maps from the different three layers.
End-to-End training can be used to extract global scene features, but it is inefficient to use end-to-end training directly. This is because that the shared feature extraction layers which include the network layers between Layer 1 and Feature Vector 3 in the Figure 2 may accept the gradients from different feature extraction loops. Then, different loops may have different update direction for the hyper parameters which makes the layer in a non-steady state and may result in the bad accuracy. Then, this paper uses the training method in the reference [13] where the shared feature extraction layer will be trained first, then find the hyper parameters in these network, after that train the layers between the jth layer to Feature Vector 2, then train the ith layer to Feature Vector 1, finally train the fully connected network layer, and again the iteration is carried out on the whole network to achieve the overall optimization of the network. The propagation of emotions among figures in the image is interactively transmitted as the emotional cycle [14] . Emotional propagation in the group has the following characteristics [13] . (1) The emotions of each character in the group can affect others. (2)There are multiple emotional propagation paths in the group and the amount of information on each path is not the same. Currently, the graph based analysis method is one of the mainstream methods of social network analysis [15] , [16] . The group image describes the public events in which multiple figures participate, so it can be regarded as a small social network. Drawing on the analysis of social networks, this paper takes each figure in the group image as a node in the directed graph. The flow path between the figures in the image is regarded as the edge between the nodes, and the source direction of the visual signal is regarded as the direction of the edge in this directed graph. The amount of information passed between the figures is regarded as the weight on the edge. This paper draws a diagram to show an example of this which can be seen in figure e. The upper half of the figure 3 is a group image and the lower half is a diagram representing the emotion propagation among the figures.
The directed graph mentioned above has the following characteristics.
• It is difficult to determine whether there is a directed edge between the nodes.
• It is difficult to determine the weight.
• The directed graph may have a loop, and the analysis of it will be difficult. The, with the consideration of the characteristics of the directed graph mentioned above, this paper proposes a facial emotion feature fusion algorithm based on bi-directional LSTM. The algorithm uses the Deep Bi-directional LSTM as shown in Figure 4 . to simulate the propagation of emotions in the group, and fuses the facial emotion feature of multiple figures into a local facial feature of the image.
In the Figure 4 , FE i is the facial emotion features extracted from the l th face in the group image. W i−1 , W i−3 , W i−4 , i = 1 · · · N is the weights of the input gate, forgetting gate and output gate of the layer i of the feedforward LSTM unit, respectively. W i−2 , W i−5 , W i−6 , i = 1, · · ·N , is the weights of the input gate, forgetting gate and output gate of the layer i of the feedback LSTM unit, respectively. Out 1−t , t = 1, . . . n, is the output of layer i on time t.N represents the total number of layers of deep bidirectional long-term and short-term memory network.
In the algorithm, denotes the multiplication in the reference [21] which is the product of the corresponding elements in a matrix. + denotes the addition between the matrices. Both f and δ are non-linear activation functions. By adopting the commonly used setting of LSTM network, this paper sets f as hyperbolic tangent function (tanh) and δ as sigmod activation function.
Assuming that there are three figures A, B and C in the group, the facial features of which are FV A , FV B and FV C , respectively. Person A affects Person B, Person B affects Person C, Person C affects Person A. LSTM network can effectively solve the long-term dependence problem, so FV A and FV B are not required to be adjacent in the input sequence, but can be separated by other input features. In addition, because of the bi-directional LSTM network, the relative order between FV A and FV B is not required. For the communication mode of ''emotional cycle'', bi-directional LSTM network can learn the process of ''figure A influencing character B'' by feedforward LSTM, and ''character B influencing character C'', and ''character C influencing character A'' by feedback LSTM network. Finally, it learns the whole process of ''emotional cycle'', Then, local face features can be obtained by average pooling and full connection operations. Many experiments show that good experimental results are obtained when the number of layers is 2.
IV. EXPERIMENTAL A. GLOUAL SCENE FEATURE EXTRACTION 1) EXPERIMENTAL DATA
In the following experiments in order to verify the performance of the proposed algorithm, we will used the group emotion data set in the reference [1] . And in the comparison, the counterpart algorithms mentioned in the experiment also used the same data set in the reference [1] . Because the competion mentioned in the reference [1] is over, it is hard for us to get the whole dataset and we can just use the open part of the dataset for us to do the experiment. In the Reference [1] there are two dataset: the validation set and training set. Then, we randomly reconstruct the data set according to the data distribution in Table 2 . 
2) THE EXPERIMENTAL ENVIRONMENT IS AS FOLLOWS
• CPU: Intel 4th generation Core i7-4790k@4.00GHz quad core 
3) EXPERIMENT METHOD
In order to verify the effectiveness of the global scene feature extraction algorithm based on multi-scale feature maps, two sets of experiments were designed. The multi-scale feature extraction algorithm is to generate Feature Mapl, Feature Map2 and Feature Map 3 by using convolution operation on the different feature maps.Then, the global pooling operation is used to turn the feature maps to the feature vectors. Then we can have Feature Vectorl, Feature Vector2 and Feature Vector3.After these, the 2 full connection layer will be used to turn each of the feature vectors to the one with 1024 dimensions. Finally the three vectors will be fusion to form a feature vector with 3072 dimensions. Table 3 shows the parameter setting in the network. 
4) EXPERIMENTAL RESULTS AND ANALYSIS
This paper first conducts experiments by using the VGGNet_16. The index corresponding to the largest component in the classification result is the predicted category number. The training for the experiment is the ''top-down'' training method. The result can be seen in Figure 5 .
In the Figure 5 , ''FeaVecl acc'' indicates the classification accuracy of the training based on Feature Vectorl. ''FeaVec-multil acc'' means the classification accuracy of the top-down training based on the multi-scale global scene features. FeaVec3 acc is the classification accuracy based on the standard VGGNet_16 network architecture. ''FeaVec_multil_stand acc'' represents the classification accuracy of the standard training based on the multi-scale global scene features. It can be seen from the figure that the global scene feature extraction algorithm based on multiscale feature maps proposed in this paper comprehensively uses different scales of features and considers the characteristics of the background objects with different sizes, which can improve the group emotion recognization compared with ''FeaVec3 acc''. It can also be seen from the figure that the recognition accuracy of ''FeaVec_multil_stand acc'' is the lowest and the accuracy rate of it always fluctuates greatly, while the method proposed in this paper when using the top-down training metho can achieve better performance which indicate that the training method used in this paper is effective.
In order to prove that the global scene feature extraction algorithm based on multi-scale feature map proposed in this paper can play a role in different network structures. This paper conducts experiments based on the MobileNet_v1 network structure.The experimental results are shown in Figure 6 . The experimental results in Figure 6 shows that the proposed algorithm is effective, that is, the classification accuracy of ''FeaVec multil acc'' is higher than that of the standard neural network. The comparison between Figure 5 and Figure 6 also shows that the accuracy of multi-scale feature map classification based on MobileNet is higher. This is because the MobileNet network has fewer parameters and is not prone to over-fitting. Besides, the extracted features have strong generalization ability. 
B. FACIAL EMOTION FEATURE FUSION EXPERIMENT 1) EXPERIMENTL DATA AND EXPERIMENTAL ENVIRONMENT
This paper uses the face detection algorithm to crop the face image from the group emotion data set to form the face data set. A feature extracted from a face data set by using a facial emotion feature extraction algorithm. The distribution of the face image data set is shown in Table 4 . The experimental environment is the same as the experiments mentioned above.
2) EXPERIMENT METHOD
In this paper, the facial emotion features based on convolutional neural networks and the facial emotion features based on facial feature points are first combined using a serial feature fusion algorithm. In order to verify the effectiveness of the deep bidirectional LSTM based facial emotion feature fusion, this paper compares it with the common facial emotion feature fusion algorithm, such as the fusion based on the computation of average and the fusion based on the voting. In order to verify the effectiveness of the proposed algorithm, this paper uses VGGNet_16 and MobileNet_v1 convolutional neural networks to extract two sets of facial emotion features respectively, and then carries out the experiments based on the extracted emotion features.
3) EXPERIMENTAL RESULTS AND ANALYSIS
In this paper, facial emotion features extracted by VGGNet_16 and MobileNet _v1 networks are used as input data. This paper will illustrate the effectiveness of the proposed algorithm by comparing the proposed facial emotion feature fusion algorithm, the fusion algorithm based on the computation of average and the fusion algorithm based on the voting. The experimental results are shown in Figure 7 and Figure 8 . In the figures,'' 2 layers acc'' indicates that the classification accuracy by using the two-layer bidirectional LSTM network for the facial emotion feature fusion algorithm. ''avg fc acc'' indicates the classification accuracy by using the fusion algorithm based on the computation of average, and ''fc vote acc'' indicates the classification accuracy by using the fusion algorithm based on the voting. It can be seen from the figures that the classification accuracy of the fusion algorithm proposed in this paper is about 5% higher than that of the feature fusion algorithm based on the computation of average, and is about 10% higher than the classification accuracy basedon the fusion algorithm based on the voting.
In this paper, the extracted global scene features and local facial features are merged according to the fusion method proposed in [22] to obtain depth features, and finally the group emotions are predicted based on the deep features. The classification accuracy of fusion of the extracted global scene features and local facial features by using MobileNet is 78%. The experimental results are shown in the table 5 below.
The accuracy of the proposed method in the test set is 78%, which is 24.3%, 14.56%, 13.32% and 2.9% higher than that in the references [1] , [7] , [8] , and [23] , respectively. This fully illustrates the effectiveness of the proposed method.
V. CONCLUSION
This paper proposes a group emotion recognition algorithm based on global scene features and local face features. In terms of extracting global scene features, the algorithm is to make full use of the background information of objects with different sizes. At the same time, feature extraction is performed on multiple scales of feature maps, which improves the accuracy of recognition group emotion recognition. The proposed algorithm fusion the facial emotion features with the consideration of the emotion propagation among the group and the local facial features. However, how to extend the network structure to support multi-scale input and determine hyper-parameters is still a work in the future. 
