A moving interpolation technique which provides an accurate representation of potential energy surfaces for polyatomic molecules is presented. The method uses the ab initio energy, energy gradient, and second derivatives calculated at dynamically important configurations. The interpolant of the energy and its derivatives converges to the exact value with increasing number of data. A procedure is given for findiig the optimum configurations at which ab initio calculations are performed. The method is demonstrated by application to the six-dimensional surface of a diatomic plus diatomic reaction.
INTRODUCTION
Theoretical studies of chemical reaction dynamics require a knowledge of the potential energy surface (PES) of the molecular system. ' The least biased method for obta@ing such information uses ab initio molecular orbital calculations. Significant advances have been made over many years in the accurate ab initio evaluation of the molecular energy within the Born-Oppenheimer approximation. In particular, it is now possible, even for molecules containing several atoms, to evaluate the electronic molecular energy to chemical accuracy. Further information about the shape of the energy surface may be obtained from evaluating derivatives of the energy with respect to the nuclear coordinates; up to fourth order derivatives. of the energy with respect to the atomic Cartesian coordinates may be obtained.2 Derivatives up to second order may be obtained at reasonable computational cost at various levels of ab initio theory.3-6 A number of authors have used such derivatives in multivariate Taylor expansions of the PES in the vicinity of a reaction path or near equilibrium geometries7-lo The application presented herein similarly employs second derivatives of the PES at a high level of ab initio theory, appropriate to a chemically reacting system. However, a finite number of these energy and energy derivative values do not in themselves constitute a molecular potential energy surface. The PES of a chemically reacting system is a function or algorithm which accurately describes the molecular energy even as some interatomic distances change by a few Angstroms while others change by at least 10-t A.
This paper presents such an algorithm. The method employs classical trajectory calculations of the reaction dynamics in the PES construction process, and the resultant surface is consequently particularly appropriate for such trajectory studies of the dynamics. However, the PES obtained could be used in quantum dynamical studies or in statistical reaction rate theories.
The PES obtained is based initially on the concept of a reaction path. There are a number of alternative definitions of a reaction path; the so-called intrinsic reaction path, for ex- ') Feodor Lynen Research Fellow of the Alexander von Humboldt Foundation.
ample, is the path of steepest descents in mass-weighted Cartesian coordinates 'which begins at a saddle point on the surface and leads in one direction to a product configuration of the molecule and to a reaction configuration in the other direction."-I7 ' We have in fact used the intrinsic reaction path. However, this is not an essential aspect of the approach. Simply, we assume that at chemically significant energies, it is not necessary to have an accurate measure of the PES of a N-atom ,molecule throughout the whole 3N-6 dimensional configuration space of the internal molecular coordinates. Rather, we assume that the PES must be accurately evaluated only in a limited volume of this space, which may be in the vicinity of a reaction path or similar "minimum energy" path. " We assume then that as a basic knowledge of the PES, a reaction path is known, and the molecular electronic energy and energy derivatives up to some order are known at a number of discrete points on this path. This later knowledge may well have been obtained in the evaluation of the path. 'g-2' As we show below, the basic data, known only on a reaction path, is supplemented with ab initio data at configurations which are scattered about the vicinity of the path.
The algorithm presented here does not assume a functional form for the global PES," nor is it a numerical "surface fitting method."23 The PES is given by a moving interpolant24~25 which represents the PES exactly at all the configurations where data was evaluated. At all other configurations the PES is constructed from local Taylor series expansions which take advantage of the energy derivatives referred to above. As we shall see, the algorithm can be expected to converge more rapidly the higher the order of derivatives available.
The PES is constructed in terms of interatomic distances. We have restricted applications at present to molecules of up to four atoms or other cases where the complication of redundant coordinates can be avoided.26 The symmetry of the PES resulting from the presence of indistinguishable atoms has been incorporated in a simple direct way, not as yet utilizing symmetry-invariant coordinates. 22'26-2g The method presented here yields a PES which may be successively improved in accuracy until all dynamical observables of interest have converged. That is, the PES may be made as accurate as one wishes, albeit at proportionately increasing computational cost. We demonstrate the efficiency and simplicity of this successive improvement procedure by constructing a PES for the abstraction reactiona'
The paper is arranged as follows. Section II presents the interpolation algorithm and convergence procedure on which the PES is based. Section III demonstrates the method by application to reaction (1). Section IV contains some concluding remarks.
II. THE METHOD
A. The interpolation scheme Let R denote a column vector of 3N-6 internal molecular coordinates. Here the elements of R are taken to be interatomic distances. Let {R(i) , i = 1,. . . , Nd} denote a set of Nd configurations of the molecule at which the potential energy V is known. To be specific, we can assume that this set of configurations includes a sequence of points along the' reaction path. The potential energy in the neighbourhood of any R(i) can be approximated by a Taylor series U(R;i) In these coordinates the potential energy in the neighborhood of any R(i) can be approximated by
where Gp and F,, denote the potential energy derivatives with respect to the inverse length coordinates.
In a reaction-path based potential, one must'chodse some "optimum" configuration, R(i) on the reaction path, as the center for the Taylor expansion of the PES at R. Here the potential energy at any configuration is given by a modified Shepard interpolation,24*25 a weighted average of the Taylor series about all Nd data points
The weight function wJR) is given by W,(R)= ui(R) ,.
I ._ . . . ., -Z;.$Uk(R) * (2.5)
The un-normalized weight function Vi(R) has the following properties: Consistent with Eq. (2.6), the following form for u,(R) has been adopted: (2.10) Using Eqs. (2.8) and (2.9), a little 'algebra shows that the second derivatives of V(R) at R=R(i) are interpolated correctly if p>2. Generally, if the Taylor series V(R,i) extends to nth order then these derivatives are interpolated correctly if p>n.
A major advantage of the PES of Eq. (2.4) is its simplicity. If the data set is composed of configurations on a reaction path then the PES of Eq. (2.4) is truly a reaction-path potential; one which avoids the problems associated with natural collision 'coordinates32 and which avoids the need to define any "reaction coordinate."
Of course, since interatomic distance coordinates are used, the PES is correctly invariant to rotation or inversion of the molecule. Moreover, the symmetry of the PES due to the presence of indistinguishable particles is easily introduced (even if not with optimum efficiency). Each data point R(i), and the ab initio potential data evaluated there, can be transformed by the symmetry operations [either of the molecular symmetry (MS) or complete nuclear permutation (CNP) group] to symmetry equivalent data points. Simply adding all these symmetry equivalent points to the data set in Eq. (2.4) ensures that the PES has the required symmetry.
B. Convergence
The form of weighting function derived from Eq. (2.10) is clearly an arbitrary choice. However, it is important to note that as the number of data points, Nd , increases, we can insure that the potential of Eq. (2.4) converges to the correct value, independent of, the precise form adopted #or vi(R). The Appendix presents a simple analysis of the convergence of Eq. (2.4) at configurations R which are not in the data set. For the simple power law weight function of Eq. (2.10) with p > 3 N -6, if the Taylor series of Eq. (2.3) is truncated at the nth power, the error in V(R) is of the order of ~22, where rmin is the distance, JR-R(i)1 of R to the nearest data point. As shown in the Appendix, these convergence properties rely on our use of a Taylor expansion in inverse length coordinates. Assuming that the Nd data points are uniformly distributed, then the error in V(R) decreases with increasing Nd as @n+WN -'3 This weight is large if R(j) is close to a large number of trajectory points, R(i), which are themselvesnot close to points in the data set. The trajeetory point, R(L), with largest weight, h[R(L)], is the most,useful of the trajectory points which could be added to the data set. It is relatively close, as measured by the weight u(R), to many trajectory points and hence itself lies in a significant region of configuration space. Since its neighboring trajectory points are relatively far from points in the data set, the PES evaluated there would be relatively inaccurate. Evaluating the energy, energy gradient and second derivative matrix at R(L), and adding R(L) to the data set would improve the accuracy of the PES in an "optimum fashion;" reducing rmin for many trajectory points at which rmin was large.
(iii) Add R(L) (and its symmetry equivalent configurations, if any) to the data set, increasing Nd and reducing NT. Repeat step (ii). Continue to iterate over (ii) and (iii) until some number, NeXti of configurations have been added to the data set.
C. Successive improvement of the PES As noted above, the accuracy of me PES of Eq. (2.4) improves with an increase in the number of data points, Nd . The optimum or most efficient improvement in the accuracy of the PES would require careful choice of the locations of any data points added to the set. This choice of location must depend on what properties of the PES are to be measured. Here we assume that the PES is to be used to evaluate dynamical averages such as reaction cross sections or thermal rate constants. The task of improving the PES therefore involves finding the locations of a finite sequence of data points which are to be added to the set in Eq. (2.4) until the measured dynamical averages converge. This is a formidable task, since the relation between the shape of the PES and dynamical averages cannot be determined a priori. We adopt a geometrical approach which is biased by the use of classical trajectories to locate those regions of configuration space which are important for the dynamical process.
This successive addition of points is superior to adding N exua points of largest weight in the first iteration of step (ii). As each point is added to the data set, any neighboring points which also had large weight, h, have much reduced weight in the expanded data set. Hence, the next maximal weight would be smaller and would probably be associated with a point in another neighborhood. This is a favorable feature, since one does not want to add many points to the data set in one neighbourhood while neglecting other significant regions.
For convenience, we have assumed that V(R) is given by Fq. (2.4) with Nd data points which lie on a reaction path for the reaction of interest. If the molecule has some MS or CNP group symmetry, then all symmetrically equivalent data points should be included. The PES is successively improved as follows.
(iv) Repeat steps (i) to (iii). The addition of the N eXtra points to the data set changes the original potential, Hence the trajectories evaluated in the second iteration of step (i) may traverse regions of configuration space sparsely sampled or forbidden under the original potential. Thus the second iteration of step (ii) may produce a significantly different distribution of N,,, configurations; improving the PES in a different manner. Eventually, however, the region of configuration space sampled by trajectories in each iteration should not change significantly, and data points will simply fill the dynamically important region more and more densely.
D. Nonsystematic improvement of the PES
(i) Calculate a large number of classical trajectories for the process of interest, using the PES of Eq. (2.4). Record the internal coordinates {R(n) , n = 1,. . . , Nr} at a large number, NT, of configurations encountered on these trajectories (either at regular or random times during the trajectories). This set of configurations is dense only in those regions of the configuration space which are significant for the chemical reaction or other process (at least according to the PES for this set of data points).
(ii) Assign each of the Nr points a weight, h[R(j)], which depends on its configuration as ' (2.11) n#j A significant feature of the procedure outlined above is that additional data points are chosen automatically. However, we have already employed a degree of "chemical intuition" in choosing to begin the procedure with data points distributed along the reaction path. Incorporation of the symmetry equivalent points may be intuitively appealing in cases like the 3NHs system of reaction (l), as this incorporates many points which are physically connected to the reactionpath configurations by relatively low energy rotations of the molecular fragments. Without such data points, low energy rotational barriers would be represented by infinite quadratic potentials about the reaction path. In cases where no symmetry applies, low energy (asymmetric) rotational barriers may still be present; badly represented by a reaction-path based PES.
It may seem desirable then to include data points which allow a better description of such intuitively obvious motions. The procedure employed here does not preclude the use of intuition in expanding the data set. After one's intuition is exhausted, however, one can simply begin systematic improvement as above.
E. Numerical aspects
The simplicity of Eq. (2.4) is balanced by the possibility of significant numerical effort as the number of data points increases. In this respect, one may take advantage of procedures developed in molecular dynamics simulations of liquids.
The PES of Eq. (2.4) is analogous to the evaluation of the energy associated with the interaction of one atom (or molecule) with others in a fluid. The data points represent the locations of these other atoms. Since, for neutral atoms (molecules) the interatomic potential decays rapidly with distance, the sum over atomic interactions in a fluid can be restricted, without loss of accuracy, to those atoms lying within a "cutoff radius." Since uk(R) decreases as I=-RW I-5 where p > 3 N-6, restriction to a smaller sum is also applicable in Eq. (2.4).
The two CPU intensive procedures required by Eq. (2.4) are the calculation of the weights, uJR(j)], and the Taylor expansions. During a classical trajectory, for example, the instantaneous configuration R(t) changes gradually. At some time a list of those data points which must be included in the sum is evaluated; requiring calculation of all the uk(R). The Taylor expansion, however, is then required only for data points in this "neighbor list." As time proceeds, the identity of data points in this list changes. However, if the cutoff radius is sufficiently large, this list can be left unchanged for many time steps in the integration. During this interval, uJR) (as well as the Taylor expansion) need only be recalculated for the "small" neighbor list.
More detailed evaluation of the optimum numerical procedures, with particular reference to the vectorization of the computer code, is required. However, the computational task is not as onerous as a simple interpretation of Eq. (2.4) might suggest.
III. EXAMPLE: 3NH+H,-+NH2+H
The basic interpolation scheme, similar to Eq. (2.4), has been applied to simple, smoothly varying surfaces.24 Such a moving interpolation scheme has not been previously applied to a molecular PES. It is important to note that the PES of polyatomic molecules are characterized by substantial variation of their "stiffness" and anharmonicity between different directions and different regions of configuration space. The accuracy of a truncated Taylor expansion of the energy varies substantially between different configurations. This is clearly seen for reaction-path potentials, whose varying anharmonicity in the direction of the reaction path has been subject to many investigations. Typically, many tens of configurations on a reaction path must be calculated if each is to be consistent with the energy, energy gradients, and second derivatives of neighboring points on the path. Moreover, the nec- essary density of these points varies along the path."," Because of this characteristic variability in the topology of a molecular PES, it is important to test the ability of the algorithm to reproduce an actual molecular PES, rather than a model function.
A. Ab inifio and other technical details
The electronic energy for the hydrogen abstraction reaction of NH(3x-) with H2 has been calculated with the multiconfigurational self-consistent field (MCSCF) method as described elsewhere.30 The energy, Cartesian energy gradient, and second derivative matrix has been evaluated at a sequence of points on the intrinsic reaction path (IRP). The energy profile of the PES on this path is shown in Fig. 1 . The internal gradients, Gp, and second derivatives, F,, , have been calculated from the Cartesian gradients and second derivatives at any geometry by solving the usual coordinate transformation equations relating the Cartesian derivatives and internal derivatives of the potential energy. For configurations of no spatial symmetry the system of linear equations is exactly solvable. For the planar geometries of this IRP, an exact least squares solution is also obtained:33 While the transformation matrix is rank deficient, this is consistent with the fact that all out-of-plane gradients must vanish. However, for geometries describing nearly separated species NH---H,, say, the transformation matrix becomes numerically rank deficient. Generally, least-squares solutions lead to residuals for a minimal norm solution of 10F3 to 10m4 hartree/hohr for the gradients and of 10 -* to 10m4 hartree/boh? for the second derivatives.
For each configuration, R, at which this ab initio data is calculated, the corresponding values of internal gradients, Gp , and second derivatives, Fp , at all six equivalent configurations for the three indistinguishable nuclei have been calculated by simple permutation of the atomic labels. Thus the PES of Eq. (2.4) contains all six equivalent configurations and is correctly symmetrized.
The power p in Eq. (2.10) has been chosen to be 9 (that is 3N-3) .
For the trajectories reported herein, a cutoff radius has been implemented by discarding all points in Eq. (2.4) whose weight, We, falls below a given tolerance. The resulting neighbor list has been recalculated at each time step. The cutoff tolerance has been set, rather conservatively, to ensure conservation of the trajectory energy to hige accuracy.
The most relevant measures of the convergence of the PES calculated by this algorithm would be given by the convergence of observable trajectory averages; for example, a reaction cross section for reaction (1) at some energy. For simplicity and convenience, however, we have chosen trajectories with quasiclassical initial conditions near the saddle point: all trajectories have the same total energy, corresponding to one quantum in each of the three lowest frequency normal modes of the saddle point3' with random vibrational phases. The initial coordinates for 100 trajectories have been generated in this way in each of three iterations of the procedure of Sec. II C. For the sake of illustrating the method, these trajectories have been run for a sufficiently long time for the fragments to become further apart than in any configurations of the tabulated reaction path. Approximately 600 configurations sampled by these trajectories have been recorded in e&h iteration.
B. Successive improvement of the PES
The first approximation to the PES for reaction (1) is given by Eq. (2.4) for a sequence'.of data points on the IRP and their CNP symmetry equivalent configurations. Figure 2 (a) depicts a two dimensional projection of the six dimensional configuration space for the reaction (l), showing the reaction path of Fig. 1 on which these initial Nd data points are located, and the configurations generated by trajectories in the first iteration of step (i). The locations of the first N,, (26) optimum configurations among the trajectory points, chosen in steps (ii) and (iii), are also shown in Fig. 2(a) . Many of the N,,, points have naturally been chosen in the region "beyond the end" of the tabulated reaction path. However, having chosen some points in this region, the weight, h(R), of points in other regions becomes relatively large, and points are subsequently chosen elsewhere. (Note that points which appear close together in the projection of Fig. 2 , may not appear close in another projection.) Figure 3 compares the largest weights, h[R(j)] in descending order, in the first selection iteration of 'step (ii) with the maximal weights at each iteration of steps (ii)-(iii) [which updates the Nd data with the data from the previous iteration of step (ii)]. Note that the maximal weights at each iteration of steps (ii)-(iii) decrease much faster than the largest weights at the first iteration. As mentioned in Sec. II, this is a favorable feature because the regions of the surface in which points have been chosen are deweighted in the subsequent selection iterations. from a second iteration of steps (ii) and (iii). These data are seen to "fill up" regions where potential data is sparse. Figure 4 compares the weights, h(R), of the N,, points of the first and second trajectory iterations. The weight of the first point in the second iteration is 2 orders of magnitudes smaller than the maximum weight of the first iteration whereas the weight of the second point is already 4 orders of magnitude smaller than the lowest weight of the first iteration. The first point of the second iteration is a single point in the NH-Hz asymptote, where the data points from the first iteration are very sparse. The majority of points, however, are located on the NH2-H side of the IRP where most of the points of the first iteration are located. The NT configurations sampled from the trajectories of the second iteration cover a smaller region of the coordinate space than that sampled by the trajectories of the first iteration. Additionally, this coordinate space now contains a denser grid of data. Both factors lead to the observed large decrease of the weights in the from iteration 2 to 3 is considerably smaller than the change from iteration 1 to 2, suggesting that no more gross adjustments in the PES have taken place. second trajectory iteration. It should be noted that increased weights, h(R), in successive iterations of steps (i) to (iii) are possible if a completely new part of the coordinate space is sampled by trajectories. Figure 2 (c) shows the location of configurations sampled from the trajectories of a third iteration, together with the locations of Next, configurations of largest weights (16 points). These trajectories appear to sample a similar coordinate space to that spanned in the second iteration, and the points of largest weights appear to again fill up gaps in the distribution of data points. The weights of configurations selected in this iteration are also compared to those of the previous two iterations in Fig. 4 rors in the gradient in three iterations are 75%, 66%, and 56%. The average relative errors in the second derivatives are: 55%, 67%, and 45%.
We note that there is a clear, if not monotonic, improvement of the accuracy of the potential energy, V(R). The large absolute errors, SV, in the first iteration, Fig. 5(a) , show that the symmetry invariant reaction-path potential is qualitatively wrong in several regions of the PES. Inclusion of data points in these regions results in a qualitatively changed potential. Subsequent iterations may simply lead to gradual quantitative improvement in the accuracy of the PES.
The final average error, SV, of 3 kcal/mol in the third iteration implies that a substantial level of error remains in the PES. However, it is important to point out that the selection procedure of steps (ii) and (iii) exaggerates the apparent error. The selected points in each iteration are chosen on the basis that they lie in a region which is "far" [in the sense of u(R)] from configurations at which the PES is known. One would expect that the average error for all NT trajectory points is much smaller. Nevertheless, a systematic improvement of the PES towards chemical accuracy has been achieved, keeping in mind the qualitative changes in the topology of the surface between iterations 1 and 2.
The scatter of errors in the energy within each iteration [ Fig. 5(a) ] is related to the varying accuracy of the local quadratic polynomials, V[p(R);i], included in the Shepard interpolant. The individual weights, Wi(R), do not take into account this variation in the accuracy of the local quadratic polynomials. By the same token, the rate of convergence of the gradients and second derivatives [Figs. 5(b) and 5(c)] with increasing Nd is by 1 or 2 orders of magnitudes smaller than the rate of convergence of V(R).
D. Topology of the PES
The PES of 3NH3 possesses six symmetry equivalent reaction paths for reaction (l), which are separated by barrier ridges of varying heights. To give some qualitative picture of the complexity of the global PES, Fig. 6 depicts the final PES of Sec. III B along the IF@ for reaction (1) and along a path for internal rotation
This path leads over a symmetrical configuration where hydrogen atoms 1 and 2 are energetically equivalent. It has been chosen for illustrative purposes; being one of the lowest energy pathways leading to exchange of two hydrogen atoms. Note the varying height of the barrier ridge between the equivalent reaction paths. Clearly, a functional representation of the topology of such a global surface would present an arduous task. No doubt the Shepard interpolant of Sec. III B is quite inaccurate in this ridge region. However, given a sample of trajectory configurations traversing the space between the symmetry equivalent reaction paths, a Shepard interpolant could be constructed which describes the surface within chemical accuracy and the associated exchange dynamics.
IV. CONCLUDING REMARKS
We have presented an algorithm for the calculation of a molecular potential energy surface, and shown that the procedure for systematically improving the accuracy of the PES may reasonably be followed towards convergence of the PES at chemically significant configurations in a realistic case.
The method presented herein has a number of attractive features. First, and most importantly, the method does not require any arbitrary choice of functional form for the PES. The method is ab initio in spirit, in that it does not rely on any empirical or intuitive knowledge of the PES beyond the assumption that chemical reaction takes place in a restricted volume of the configuration space. The final location of this volume is determined by the algorithm without appeal to intuition. The method is an automated algorithm; one which can be iterated to convergence of the PES in terms of any desired measure, including observable dynamical averages. This automated aspect includes, of course, the feature that no changes to the computer code are required as more data is incorporated sequentially into the PES. The correct symmetry is easily incorporated in the PES.
The algorithm is robust. Whereas a complicated analytic functional form for the PES may easily contain unexpected, undesirable and possibly unphysical features, the modified Shepard interpolant cannot take a value for the energy which lies outside the range of values spanned by the inverse length Taylor expansions. Thus we can expect the classical trajectory computations to be reasonably well-behaved throughout the iteration process.
The method takes advantage of the relative facility with which nuclear derivatives of the PES may be evaluated by ab initio quantum methods.
At present, the major shortcoming of the method is that the PES can only be evaluated at configurations which lie on the energy shell of the classical trajectories employed. In principle, this region of configuration space can be enlarged indefinitely by simply raising the energy of the trajectories. However, this may not be the most efficient method of de-termining a PES for use in quantum dynamical calculations. Further investigation in this direction is required, along with refinement of the numerical procedures. 
where rdn is the distance to the nearest data points and the data density has units of r -(3N-6). Here we have first replaced the sum over uk(R) by a (3N-6)-dimensional integral over the coordinate space. In "spherical" coordinates, assuming that the data are uniformly distributed, this reduces to an integral over r(k) with the volume factor of r(/~)~~-~. if the nth (and higher) terms are neglected in the Taylor series. Now Ip-p(k)lnxr(k)" if r(k) is small (and all R, are of comparable magnitude). However, at large r(k) we will have jR(k)I+w for fixed /RI, so that, approximately, IP-fmIn4Jl" [ a constant with respect to r(k)]. Hence, using the "inverse length" Taylor expansion ensures that the integral in Eq. (A5) converges in the same way as that in Eq. (A3). Again if p > 3 N -6, the closest data points also dominate the numerator of Eq. (Al). So, if the integrand of Eq. (A5) is dominated by its value near rmin, we then have i=l 3N-6-p+n #N-6-p+n) e data density m '" ' 646) Thus, V(R)-V(R),a,t~r~~,ccN~n'(3N-6).
Thus so long as p > 3 N -6, the error in V(R) will vanish as the number of data points increases. The higher is the order of the Taylor series employed, the more rapid is the rate of convergence. It can be seen from the derivation above, that a result similar to Eq. (A7) will hold for any form of uk(R) which decays sufficiently rapidly as IR-Al increases.24 The error for the ,uth order derivative of V(R) will also vanish as the number of data points increases, as long as p>3N-6. Following the same analysis as for V(R) -V(R),,,t, the error is V(pL)( R) -V(')( R),,p r-k; '-', 
