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This article is the second of four that completely and rigorously characterize a solution space SN
for a homogeneous system of 2N + 3 linear partial differential equations (PDEs) in 2N variables
that arises in conformal field theory (CFT) and multiple Schramm-Lo¨wner evolution (SLEκ). The
system comprises 2N null-state equations and three conformal Ward identities which govern CFT
correlation functions of 2N one-leg boundary operators. In the first article [1], we use methods of
analysis and linear algebra to prove that dimSN ≤ CN , with CN the Nth Catalan number. The
analysis of that article is complete except for the proof of a lemma that it invokes. The purpose of
this article is to provide that proof.
The lemma states that if every interval among (x2, x3), (x3, x4), . . . , (x2N−1, x2N ) is a two-leg
interval of F ∈ SN (defined in [1]), then F vanishes. Proving this lemma by contradiction, we show
that the existence of such a nonzero function implies the existence of a non-vanishing CFT two-
point function involving primary operators with different conformal weights, an impossibility. This
proof (which is rigorous in spite of our occasional reference to CFT) involves two different types of
estimates, those that give the asymptotic behavior of F as the length of one interval vanishes, and
those that give this behavior as the lengths of two intervals vanish simultaneously. We derive these
estimates by using Green functions to rewrite certain null-state PDEs as integral equations, com-
bining other null-state PDEs to obtain Schauder interior estimates, and then repeatedly integrating
the integral equations with these estimates until we obtain optimal bounds. Estimates in which
two interval lengths vanish simultaneously divide into two cases: two adjacent intervals and two
non-adjacent intervals. The analysis of the latter case is similar to that for one vanishing interval
length. In contrast, the analysis of the former case is more complicated, involving a Green function
that contains the Jacobi heat kernel as its essential ingredient.
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I. INTRODUCTION
This article follows the analysis begun in [1] and continued in [2, 3]. In this introduction, we state the problem
under consideration and summarize the results from [1]. The introduction I and appendix A of [1] explain the origin
of this problem in conformal field theory (CFT) [4–6], its relation to multiple Schramm-Lo¨wner evolution (SLEκ)
[7–11], and its application [4, 8, 12–17] to critical lattice models [18–22] and random walks [23–27].
The goal of this article and [1–3] is to completely and rigorously determine a certain solution space SN of the system
of 2N null-state partial differential equations (PDEs) from CFT,[
κ
4
∂2j +
2N∑
k 6=j
Å
∂k
xk − xj −
(6− κ)/2κ
(xk − xj)2
ã]
F (x) = 0, j ∈ {1, 2, . . . , 2N}, (1)
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2and three conformal Ward identities from CFT,
2N∑
k=1
∂kF (x) = 0,
2N∑
k=1
ï
xk∂k +
(6− κ)
2κ
ò
F (x) = 0,
2N∑
k=1
ï
x2k∂k +
(6− κ)xk
κ
ò
F (x) = 0, (2)
with x := (x1, x2, . . . , x2N ) and κ ∈ (0, 8). The solution space SN of interest comprises all (classical) solutions
F : Ω0 → R, where
ΩM0 := {x ∈ RM |x1 < x2 < . . . < xM−1 < xM}, Ω0 := Ω2N0 , (3)
such that for each F ∈ SN , there exist some positive constants C and p (which we may choose to be as large as
needed) such that with M = 2N ,
|F (x)| ≤ C
M∏
i<j
|xj − xi|µij(p), with µij(p) :=
®
−p, |xj − xi| < 1
+p, |xj − xi| ≥ 1 for all x ∈ Ω0. (4)
(We use this bound to prove lemma 3 in [1], and we use it to prove lemmas 4 and 7–9 of this article below.) Restricting
our attention to κ ∈ (0, 8), our goals are as follows:
1. Rigorously prove that every element of SN is a real-valued Coulomb gas solution. (See definition 1 of [2] and
[28–30].)
2. Rigorously prove that dimSN = CN , with CN the Nth Catalan number.
3. Argue that SN has a basis consisting of CN connectivity weights (physical quantities defined in the introduction
I of [1]) and find formulas for all of the connectivity weights.
In [1], we used certain elements of the dual space S∗N to prove that dimSN ≤ CN , and in [2], we use these linear
functionals again to complete goals 1–3. Hence, the work of both articles relies on the veracity of lemma 14 of [1],
and the purpose of this article is to prove this lemma, renamed lemma 1 in this article below.
We briefly recall the methodology used to prove a weaker statement of item 1, namely that dimSN ≤ CN , in [1].
To construct the elements of S∗N , we prove in [1] that for all F ∈ SN and all i ∈ {2, 3, . . . , 2N}, the limit
¯`
1F (x1, x2, . . . , xi−1, xi+1, . . . , x2N ) := lim
xi→xi−1
(xi − xi−1)2θ1F (x), θ1 := 6− κ
2κ
(5)
exists, is independent of xi−1, and (after implicitly taking the trivial limit xi−1 → xi−2) is an element of SN−1.
(Another type of limit `1 fixes x2N = −x1 = R and sends R→∞ with the same consequences, and we denote either
as `1.) (In [1–3], we write xi+1 → xi, but only in this article, we reduce the index by one for convenience and write
xi−1 → xi instead.) Following `1, we apply N − 1 more such limits `2, `3, . . . , `N sequentially to (5), sending F to an
element of S0 := R.
There are many ways that we may order a sequence of these limits, and in [1], we list the conditions necessary
to avoid various inconsistencies such as having the limit ¯`j that sends xi2j → xi2j−1 precede the limit ¯`k that sends
xi2k → xi2k−1 if xi2j−1 < xi2k−1 < xi2k < xi2j . We call the linear functional L : SN → R with L := `jN `jN−1 · · · `j2`j1
and with the limits ordered to fulfill these conditions an allowable sequence of limits. Because it is linear, an allowable
sequence of limits is an element of the dual space S∗N .
In [1], we further prove that two allowable sequences L and L ′, which bring together the same pairs of coordinates
in different orders, have L ′F = LF for all F ∈ SN . This fact establishes an equivalence relation among the allowable
sequences of limits that partitioned them into CN equivalence classes [L1], [L2], . . . , [LCN ], again with CN the Nth
Catalan number.
We conclude our analysis in [1] by proving that the linear mapping v : SN → RCN with v(F )ς := [Lς ]F for each
ς ∈ {1, 2, . . . , CN} is injective and therefore dimSN ≤ CN , assuming lemma 1 below (denoted lemma 14 in [1]).
Lemma 1 states that if the limit (5) equals zero for (i.e., (xi−1, xi) is a two-leg interval of) some F ∈ SN and every
i ∈ {3, 4, . . . , 2N}, then F is zero. In [2], we use the mapping v once more to achieve goals 1 and 2 stated above.
Hence, what remains to achieve goals 1 and 2 is to prove lemma 1, so that is the purpose of this article.
3A. Methodology
In this section, we outline our method for proving lemma 1, stated below. The application of CFT to the study
of statistical lattice models and loop models at the critical point motivates our method of proof, and we give a very
brief survey of this application in appendix A of [1].
The intuition behind our proof of the conjecture goes as follows. We let ψs(x) with s ∈ Z+ (resp. ψ0(x) = 1) denote
the s-leg boundary operator at x ∈ R (resp. identity operator) (see appendix A of [1]), and we denote its conformal
weight by
θs =
s(2s+ 4− κ)
2κ
, s ∈ Z+ ∪ {0}. (6)
Now, supposing that F ∈ SN \ {0}, we wish to study its behavior as x2N → x2N−1, then x2N−1 → x2N−2, etc., down
to x3 → x2. To this end, we identify F , a solution of (1, 2), with the 2N -point CFT correlation function
F (x) = 〈ψ1(x1)ψ1(x2) · · ·ψ1(x2N )〉, (7)
and we consider the operator product expansion (OPE) of the adjacent one-leg boundary operators in (7). We recall
the OPE of ψ1 with ψs as (with C
s±1
1s and β
s±1
1s the OPE constants associated with the ψ1×ψs = ψs±1 fusion channel)
ψ1(x)ψs(y) ∼
y→x C
s−1
1s (y − x)−θ1−θs+θs−1ψs−1(x) + Cs−11s βs−11s (y − x)−θ1−θs+θs−1+1∂ψs−1(x) + · · ·
+ Cs+11s (y − x)−θ1−θs+θs+1ψs+1(x) + Cs+11s βs+11s (y − x)−θ1−θs+θs+1+1∂ψs+1(x) + · · · . (8)
Now, if all of (x2, x3), (x3, x4), . . . , (x2N−2, x2N−1), and (x2N−1, x2N ) are two-leg intervals of F , then we expect that
only the ψ2N−1 conformal family ultimately remains in the OPE (figure 2). Hence, only the two-point function
F2N−1(x1, x2) := C211C
3
12 · · ·C2N−11,2N−2〈ψ1(x1)ψ2N−1(x2)〉 (9)
remains at leading order, and it cannot be zero by construction. On the other hand, (9) must vanish because the
conformal weights of the primary operators within it are different. From this contradiction, we conclude that F = 0.
Now we describe our method in more formal terms. Starting with (7), the OPE of ψ1(x2N ) with ψ1(x2N−1) may
only contain either the conformal family for ψ0 (the identity) or ψ2 or both conformal families, and the limit (5)
lim
x2N→x2N−1
(x2N − x2N−1)θ1+θ1−θ0F (x), x ∈ Ω2N0 (10)
partially determines this OPE content. Indeed, if (10) does not (resp. does) vanish, then the mentioned OPE does
(resp. does not) contain the identity family. In the case that (10) vanishes and F is not zero, then CFT anticipates
F︷ ︸︸ ︷
〈ψ1(x1)ψ1(x2) · · ·ψ1(x2N−2)ψ1(x2N−1)ψ1(x2N )〉
∼
x2N→x2N−1
(x2N − x2N−1)−θ1−θ1+θ2 C211〈ψ1(x1)ψ1(x2) · · ·ψ1(x2N−2)ψ2(x2N−1)〉︸ ︷︷ ︸
F2
. (11)
We isolate F2, shown above, by taking the limit (here, pii is a projection map that removes the ith coordinate from
x, see definition 2 of [1])
(F2 ◦ pi2N )(x) := lim
x2N→x2N−1
(x2N − x2N−1)θ1+θ1−θ2F (x), x ∈ Ω2N0 , (12)
and because we have identified it with the CFT correlation function on the right side of (11), we anticipate that F2
satisfies the associated null-state PDEs with j ∈ {1, 2, . . . , 2N − 2},[
κ
4
∂2j +
2N−2∑
k 6=j
Å
∂k
xk − xj −
θ1
(xk − xj)2
ã
+
∂2N−1
x2N−1 − xj −
θ2
(x2N−1 − xj)2
]
(F2 ◦ pi2N )(x) = 0, (13)
and conformal Ward identities,
2N−1∑
k=1
∂k(F2 ◦ pi2N )(x) = 0,
[
2N−2∑
k=1
(xk∂k + θ1) + x2N−1∂2N−1 + θ2
]
(F2 ◦ pi2N )(x) = 0,[
2N−2∑
k=1
(x2k∂k + 2θ1xk) + x
2
2N−1∂2N−1 + 2θ2x2N−1
]
(F2 ◦ pi2N )(x) = 0.
(14)
4We derive these anticipated properties of F ∈ SN \ {0} in the proof of lemmas 5 and 6 below by showing that if the
limit (10) vanishes, then the limit F2 (12) exists, is not zero, and satisfies (13, 14).
Now we suppose that for some F ∈ SN \ {0}, we may repeat this analysis to sequentially generate a collection of
functions {F1 := F, F2, F3, . . .}. To construct Fs+1 : Ω2N−s0 → R from Fs : Ω2N−s+10 → R, we first show that the limit
lim
x2N−s+1→x2N−s
(x2N−s+1 − x2N−s)θ1+θs−θs−1Fs(x), x ∈ Ω2N−s+10 (15)
exists. Next, to anticipate the asymptotic behavior of Fs as x2N−s+1 → x2N−s, we identify Fs with the 2N -point
CFT correlation function
Fs(x) = C
2
11C
3
12 · · ·Cs1,s−1〈ψ1(x1)ψ1(x2) · · ·ψ1(x2N−s)ψs(x2N−s+1)〉, x ∈ Ω2N−s+10 (16)
and consider the OPE of ψs(x2N−s+1) with ψ1(x2N−s). This OPE may only contain either the conformal family for
ψs−1 or ψs+1 or both conformal families. If (15) does vanish, then CFT anticipates the behavior
Fs︷ ︸︸ ︷
C211C
3
12 · · ·Cs1,s−1〈ψ1(x1)ψ1(x2) · · ·ψ1(x2N−s−1)ψ1(x2N−s)ψs(x2N−s+1)〉
∼
x2N−s+1→x2N−s
(x2N−s+1 − x2N−s)−θ1−θs+θs+1 C211C312 · · ·Cs+11,s 〈ψ1(x1)ψ1(x2) · · ·ψ1(x2N−s−1)ψs+1(x2N−s)〉︸ ︷︷ ︸
Fs+1
. (17)
That is, the OPE for ψs(x2N−s+1) with ψ1(x2N−s) does not contain the ψs−1 family if (15) vanishes. Equation (17)
relates Fs to the function Fs+1, which we wish to obtain from it, and we isolate the latter by taking the limit
(Fs+1 ◦ pi2N−s+1)(x) := limx2N−s+1→x2N−s
(x2N−s+1 − x2N−s)θ1+θs−θs+1Fs(x), x ∈ Ω2N−s+10 . (18)
Because we have identified it with the CFT correlation function on the right side of (17), we anticipate that Fs+1
satisfies the null-state PDEs with j ∈ {1, 2, . . . , 2N − s},[
κ
4
∂2j +
2N−s−1∑
k 6=j
Å
∂k
xk − xj −
θ1
(xk − xj)2
ã
+
∂2N−s
x2N−s − xj −
θs+1
(x2N−s − xj)2
]
(Fs+1 ◦ pi2N−s+1)(x) = 0, (19)
and conformal Ward identities,
2N−s∑
k=1
∂k(Fs+1 ◦ pi2N−s+1)(x) = 0,
[
2N−s−1∑
k=1
(xk∂k + θ1) + x2N−s∂2N−s + θs+1
]
(Fs+1 ◦ pi2N−s+1)(x) = 0,[
2N−s−1∑
k=1
(x2k∂k + 2θ1xk) + x
2
2N−s∂2N−s + 2θs+1x2N−s
]
(Fs+1 ◦ pi2N−s+1)(x) = 0,
(20)
governing that correlation function. We derive these anticipated properties of F ∈ SN in the proof of lemma 5 by
showing that if the limit (15) vanishes, then the limit Fs+1 (18) exists, is not zero, and satisfies (19, 20).
Now we seek a sufficient condition for F ∈ SN\{0} that guarantees this construction of Fs for each s ∈ {2, 3, . . . , 2N−
1}. For every such s, the condition that (x2N−j+1, x2N−j) is a two-leg interval of F for each j ∈ {1, 2, . . . , s− 1}, i.e.,
lim
x2N−j+1→x2N−j
(x2N−j+1 − x2N−j)θ1+θ1−θ0F (x) = 0, x ∈ Ω2N0 , for all j ∈ {1, 2, . . . , s− 1} (21)
seems sufficient for this reason. If, for example, (x2N−2, x2N−1) and (x2N−1, x2N ) are two-leg intervals of F , then the
OPE for ψ1(x2N )× ψ1(x2N−1)× ψ1(x2N−2) should contain only the ψ3 conformal family. If true, then we expect
(x2N − x2N−1)θ1+θ1−θ0F (x) −−−−−−−−−→x2N→x2N−1
0
(x2N−1 − x2N−2)θ1+θ1−θ0F (x) −−−−−−−−−→x2N−1→x2N−2
0
=⇒ (x2N−1 − x2N−2)θ1+θ2−θ1F2(x) −−−−−−−−−→x2N−1→x2N−2
0, (22)
and we may construct F3. Similarly, if each (x2N−j+1, x2N−j) with j ∈ {1, 2, . . . , s−1} is a two-leg interval of F , then a
multiple-SLEκ argument suggests that the OPE for the fusion induced by the limits x2N → x2N−1 → . . .→ x2N−s+1,
ψ1(x2N )× ψ1(x2N−2)× · · · × ψ1(x2N−s+1), (23)
5. . . . . .
FIG. 1: If all of the above intervals are two-leg intervals and a multiple-SLEκ curve joins two of their collective endpoints, then
at least one other multiple-SLEκ curve joins two endpoints of a single two-leg interval, an impossibility. See figure 2 next.
should contain only the conformal family for ψs. Indeed, no two multiple-SLEκ curves anchored to endpoints of these
intervals interconnect (figure 1), so pulling these endpoints together anchors all s curves to x2N−s+1. If true, then
(x2N − x2N−1)θ1+θ1−θ0F (x) −−−−−−−−−→x2N→x2N−1
0
(x2N−1 − x2N−2)θ1+θ1−θ0F (x) −−−−−−−−−→x2N−1→x2N−2
0
...
(x2N−s+2 − x2N−s+1)θ1+θ1−θ0F (x) −−−−−−−−−−−→x2N−s+2→x2N−s+1
0
=⇒
(x2N−s+2−x2N−s+1)θ1+θs−1−θs−2
× Fs−1(x) −−−−−−−−−−−→x2N−s+2→x2N−s+1
0, (24)
and we may construct Fs. Indeed, the first k conditions from the top downward on the left side of (24) guarantee the
construction of Fk+1, and we let k go from one to s− 1. We explain this construction further in section II B below.
Finally, if all of (x2, x3), (x3, x4), . . . , (x2N−2, x2N−1), and (x2N−1, x2N ) are two-leg intervals of F ∈ SN \ {0} and
condition (24) is true for all s ∈ {1, 2, . . . , 2N−1}, then we may construct the two-point function F2N−1 of (9) from F
(figure 2). By construction, F2N−1 is not zero but also satisfies the system (20) with s = 2N − 2, whose only solution
is zero. This contradiction implies our main result:
Lemma 1. Suppose that κ ∈ (0, 8) and F ∈ SN with N > 1. If all of (x2, x3), (x3, x4), . . . , (x2N−2, x2N−1), and
(x2N−1, x2N ) are two-leg intervals of F , then F = 0.
Our proof of this lemma follows the strategy presented above, and much of it mirrors the proofs presented in [1] with
minor adjustments. However, its most important ingredient, justifying (24), is not analogous with anything presented
in [1] because it requires us to study the behavior of the functions F1, F2, . . . , F2N−1 as we collapse two adjacent
intervals simultaneously. To obtain this estimate, we construct a Green function analogous with that (39) used in the
case in which we collapse one interval, except that the new Green function depends on four variables rather than two.
Equation (159) gives this Green function, which happily leads to the precise estimates for F1, F2, . . . , F2N−1 needed
in order to prove (24) for all s ∈ {1, 2, . . . , 2N − 1}. Interestingly, the essential part of this Green function is the
Jacobi heat kernel [31, 32].
Because our analysis is rigorous, none of our proofs actually relies on the interpretation of various functions as
CFT correlation functions. Instead, they only assume that such various functions satisfy certain systems of PDEs,
the same PDEs that the correlation functions with which we identify them satisfy.
. . . . . .
. . .
FIG. 2: If all of the above intervals are two-leg intervals, then no multiple-SLEκ curves may join any of their collective endpoints.
Thus, we may pull all of the rightmost curves together at their base, falsely implying that 〈ψ1(x1)ψ2N−1(x2)〉 is not zero.
6B. Organization
This article is organized as follows. Section II establishes some preliminary estimates that we need for the proof of
lemma 1 as outlined in section I A. Section II A gives estimates for the behavior of solutions of the system (19, 20) as
we collapse just one interval among (x1, x2), (x2, x3), . . . , (x2N−s−1, x2N−s), and (x2N−s, x2N−s+1). The system (19,
20) with s = 0 is identical to the original system (1, 2) at the heart of this article and its relatives [1–3]. We show
that the power-law behavior as xi → xi−1 of solutions F of either system is
F (x) ∼
xi→xi−1
(xi − xi−1)−θ1−θ1+θ0(F0 ◦ pii)(x) + · · · + (xi − xi−1)−θ1−θ1+θ2(F2 ◦ pii)(x) + · · · (25)
for all i ∈ {2, 3, . . . , 2N} and some functions F0 and F2, in agreement with CFT predictions. (We derive the first
term on the right side of (25) for functions F satisfying (1, 2) in lemma 4 of [1].)
Now, if s > 1, then the system (19, 20) with s replaced by s − 1 differs from the original system (1, 2) because,
unlike the latter, the rightmost point x2N−s+1 of the former has conformal weight θs rather than θ1. We show that,
while (25) still gives the power-law behavior of this former system’s solutions Fs as xi → xi−1 for i < 2N − s+ 1, the
behavior of Fs as x2N−s+1 → x2N−s is
Fs(x) ∼x2N−s+1→x2N−s
(x2N−s+1 − x2N−s)−θ1−θs+θs−1(Fs−1 ◦ pi2N−s+1)(x) + · · ·
+ (x2N−s+1 − x2N−s)−θ1−θs+θs+1(Fs+1 ◦ pi2N−s+1)(x) + · · · (26)
for some functions Fs−1 and Fs+1, in agreement with CFT predictions. We derive the first and second terms on
the right side of (25, 26) in the proofs of lemmas 4 and 5 respectively. Furthermore, we prove in lemmas 5 and 6
respectively that if Fs−1, appearing in the right side of (26), is zero, then Fs+1 is nonzero and satisfies (19, 20).
To obtain these results, we use a Green function (39) with two variables to express the null-state PDE centered
on one of the interval’s endpoints as an integral equation. This equation contains derivatives of F with respect
to variables not involved with the Green function. Then, we use the other null-state PDEs and conformal Ward
identities to construct an elliptic PDE, that implies Schauder interior estimates that bound these derivatives by F
itself. Repeated integration of the integral equation successively improves bounds on the growth of F as the interval
length vanishes, until we reach an optimal bound. This summarizes the content of section II A.
Section II B concerns estimates for the behavior of solutions of (19, 20) as we collapse two intervals simultaneously.
Here, there are two cases to consider, depending on whether the intervals are not (resp. are) adjacent to one another.
Lemma 7 (resp. lemma 9) gives an estimate for the former (resp. latter) case. The difference in the analysis between
these two cases is considerable. In the former, we employ the analysis of lemmas 4 and 5 twice, once for each collapsing
interval. We use the Green function (39) in two variables both times, with these variables related to the length of the
corresponding interval. However, this strategy cannot be applied to adjacent collapsing intervals. Indeed, this case
leads to a PDE in two variables associated with the lengths of the two adjacent intervals. The corresponding Green
function (159) therefore depends on four variables. Interestingly, this Green function factors into power functions
multiplying the Jacobi heat kernel [31, 32], which we then use to obtain the desired estimates for F in this last case.
In section III, we use the mentioned estimates of section II to complete the proof of lemma 1 as described in section
I A above. Our strategy employs the two-interval estimates of section II B to justify the claims (22, 24) that allow us
to construct the collection of functions {F1, F2, . . . , F2N−1} if we assume that the lemma is false.
II. PRELIMINARY ESTIMATES
In this section, we establish some preliminary estimates that we need for the proof of lemma 1 in section III.
Below, we frequently use the KPZ formula [13, 33], which relates conformal weights d of CFT primary operators
(expressed in terms of the SLE parameter κ) in a flat metric with conformal weights ∆+(d) in the fluctuating metrics
of two-dimensional quantum gravity.
Definition 2. For each κ ∈ (0, 8), we call the function ∆± : R+ → R, with the formula
∆±(d) :=
κ− 4±√(κ− 4)2 + 16κd
2κ
, (27)
the ±KPZ formula. Furthermore, we define the function O : R+ → R+ with formula
O(d) := ∆+(d)−∆−(d). (28)
7The ±KPZ formula is also useful in CFT, thanks to the following lemma.
Lemma 3. Suppose that κ ∈ (0, 8), and let θs be given by (6) with s ∈ Z+. Then
∆±(θs) = −θ1 − θs + θs±1 =
®
2s/κ, +
1− (2s+ 4)/κ, − . (29)
Proof. One may prove the lemma with straightforward algebra.
Lemma 3 implies that ∆−(θs) and ∆+(θs) are respectively the indical powers for the ψs−1 and ψs+1 conformal families
that appear in the OPE of ψ1 with ψs. Also, they are respectively the powers of the first and second terms in (26).
With the ±KPZ formula, we may write the generalization of (26) predicted by CFT [4–6]. If F (x) is a CFT
correlation function with primary operators at xi−1 and xi with respective conformal weights θ1 and d, then these two
primary operators fuse in the limit xi → xi−1, and their OPE contains two conformal families whose leading primary
operators have respective conformal weights d− = θ1 + d+ ∆−(d) and d+ = θ1 + d+ ∆+(d). Thus, we have
F (x) ∼
xi→xi−1
(xi − xi−1)∆−(d)(Fd− ◦ pii)(x) + · · · + (xi − xi−1)∆
+(d)(Fd+ ◦ pii)(x) + · · · (30)
for some functions Fd± . We recover (26) from (30) after setting d = θs and i = 2N − s+ 1 and replacing F by Fs.
A. Estimates involving one interval
In this section, we investigate the behavior of solutions F of the system (19, 20), with θs+1 replaced by an (al-
most) arbitrary conformal weight h and 2N − s replaced by M , as we collapse just one interval among (x1, x2),
(x2, x3), . . . , (xM−2, xM−1), and (xM−1, xM ). Although the rightmost point xM bears the anomalous conformal weight
h in this system, we allow exactly one of x1, x2, . . . , xM to bear this weight, denoting its index by ι ∈ {1, 2, . . . ,M}.
In lemma 4, we isolate the first term that appears on the right side of (30) as we collapse the interval (xi−1, xi).
The coefficient of this term is the limit (34) appearing in the statement of this lemma, and we identify this limit with
the limit (15) after we set i = ι = M , M = 2N − s+ 1, and h = θs. This point is relevant because we need the latter
limit to exist in order to execute the methodology proposed in section I A. The statement and proof of lemma 4 is
almost identical to those of lemmas 3 and 4 of [1], but the differences, though slight, are great enough to warrant a
separate proof, which we provide below (with some steps replaced by references to identical steps in [1] for brevity).
Lemma 4. Suppose that κ ∈ (0, 8) and M > 2, and for some i ∈ {2, 3, . . . ,M}, let
xδ := (x1, x2, . . . , xi−1, xi−1 + δ, xi+1, . . . , xM ) ∈ ΩM0 . (31)
If F : ΩM0 → R satisfies these conditions,
1. F satisfies the growth bound (4) for some positive constants C and p, and
2. there is an ι ∈ {1, 2, . . . ,M} and an h > −(κ− 4)2/16κ such that F satisfies the null-state PDE centered on xj[
κ
4
∂2j +
M∑
k 6=j,ι
Å
∂k
xk − xj −
θ1
(xk − xj)2
ã
+
∂ι
xι − xj −
h
(xι − xj)2
]
F (x) = 0 (32)
for each j ∈ {1, 2, . . . , ι− 1, ι+ 1, . . . ,M} and the conformal Ward identities
M∑
k=1
∂kF (x) = 0,
[
M∑
k 6=ι
(xk∂k + θ1) + xι∂ι + h
]
F (x) = 0,
[
M∑
k 6=ι
(x2k∂k + 2θ1xk) + x
2
ι∂ι + 2hxι
]
F (x) = 0,
(33)
then the limits
(Fd− ◦ pii)(x) := lim
δ↓0
δ−∆
−(d)F (xδ), lim
δ↓0
δ−∆
−(d)∂ιF (xδ), d :=
®
θ1, i 6∈ {ι, ι+ 1}
h, i ∈ {ι, ι+ 1}
lim
δ↓0
δ−∆
−(d)∂jF (xδ), lim
δ↓0
δ−∆
−(d)∂2jF (xδ), j 6∈
®
{i, ι}, i 6∈ {ι, ι+ 1}
{i− 1, i}, i ∈ {ι, ι+ 1}
(34)
exist and are approached uniformly over every compact subset of pii(Ω
M
0 ).
8Proof. Throughout, we let K be an arbitrary compact subset of pii(ΩM0 ). Below, we divide the proof into proofs for
three cases: case 1 with i 6∈ {ι, ι + 1}, case 2 with i = ι + 1, and case 3 with i = ι. The proofs for cases 2 and 3 are
almost identical to that for case 1, so our exposition for these latter cases focuses on their differences with the former.
1. We suppose that i 6∈ {ι, ι + 1}. For later convenience, we let x := xi−1 and y := xι, we relabel the coordinates in
{xj}j 6=i−1,i,ι as {ξ1, ξ2, . . . , ξM−3} in increasing order, and we let ξ := (ξ1, ξ2, . . . , ξM−3). Also, we define
F(ξ;x, δ; y) := F
Ç
ξ1, ξ2, . . . , ξi−2, x, x+ δ, ξi−1, . . .
. . . , ξι−3, y, ξι−2, . . . , ξM−3
å
, H(ξ;x, δ; y) := δ−∆
−(θ1)F(ξ;x, δ; y) (35)
if x < y, and we define F and H similarly if y < x.
First, we bound the growth of the supremum of F(ξ;x, δ; y) over K as δ ↓ 0. Following the proof of lemma 3 in
[1], we write the null-state PDE (1) centered on xi as L[F] =M[F], where L is the Euler differential operator
L[F](ξ;x, δ; y) :=
ï
κ
4
∂2δ +
∂δ
δ
− θ1
δ2
ò
F(ξ;x, δ; y) (36)
with characteristic exponents ∆−(θ1) = 1 − 6/κ and ∆+(θ1) = 2/κ. L[F](ξ;x, δ; y) seems to comprise the largest
terms of this PDE as δ ↓ 0. Also,M is the following differential operator with derivatives in all variables except δ:
M[F](ξ;x, δ; y) :=
[
∂x
δ
+
h
(y − x− δ)2 −
∂y
y − x− δ +
M−3∑
j=1
Å
θ1
(ξj − x− δ)2 −
∂j
ξj − x− δ
ã]
F(ξ;x, δ; y). (37)
Next, we use an appropriate causal Green function [1] to invert L and write L[F] =M[F] as an integral equation.
The proof of lemma 3 in [1] presents the analysis for this process, and in terms of H, this integral equation is
H(ξ;x, δ; y) = H(ξ;x, b; y)− κ
4
J(δ, b)∂bH(ξ;x, b; y) +
∫ b
δ
J(δ, η)M[H](ξ;x, η; y) dη (38)
(compare with (58) in [1]), where b is small enough so the denominators of (37) are bounded away from zero on
0 < δ < b. Here, J is the Green function (recall that O := ∆+ −∆−, so O(θ1) = 8/κ− 1)
J(δ, η) :=
4/κO(θ1)ηΘ(η − δ)
[
1−
Å
δ
η
ãO(θ1) ]
, (39)
with Θ the Heaviside step function. We choose bounded open sets U0, U1, . . . , Um, with m := dqe and q :=
p+ ∆−(θ1) (we choose p large enough so m > 2) and such that they are sequentially compactly embedded thus:
K ⊂⊂ Um ⊂⊂ Um−1 ⊂⊂ . . . ⊂⊂ U0 ⊂⊂ pii(ΩM0 ). (40)
After taking the supremum of (38) over each of these subsets, we find
sup
Un
|H(ξ;x, δ; y)| ≤ sup
Un
|H(ξ;x, b; y)|+O(θ1)−1 sup
Un
|b∂bH(ξ;x, b; y)|+ 4/κO(θ1)
∫ b
δ
sup
Un
|ηM[H](ξ;x, η; y)|dη. (41)
Next, we construct a strictly elliptic PDE in order to bound the derivatives of H in the integrand of (41). The
construction is nearly identical to that in the proof of lemma 3 in [1], so for brevity we present only an outline.
(a) We sum the null-state PDEs (32) over j 6∈ {i− 1, i, ι} and cast the result in terms of ξ, x, y, δ, and H.
(b) Next, we use the conformal Ward identities (33) to replace the derivatives ∂xH, ∂yH, and δ∂δH in the PDE
created by step 1a exclusively with H and its derivatives with respect to the coordinates of ξ.
(c) Thus, H satisfies a strictly elliptic PDE with all derivatives in the coordinates of ξ, with x, y, and δ as
parameters, and with none of its coefficients vanishing or blowing up as δ ↓ 0.
Thus, the Schauder interior estimate (Cor. 6.3 of [34]) says that with dn := dist(∂Un, ∂Un−1) andRn := diam(Un)/2,
the inequality
dn+1 sup
Un+1
|∂$H(ξ;x, δ; y)| ≤ C(Rn) sup
Un
|H(ξ;x, δ; y)| (42)
9holds for all 0 < δ < b and n ∈ {0, 1, . . . ,m}, where C is some positive-valued function and $ is any multi-index
for the coordinates of ξ with length |$| ≤ 2. Actually, step 1b in the construction of the elliptic PDE implies that
$ may also involve the coordinates x and y and the derivative δ∂δ too. That is,
∂$ ∈
ß
∂j , ∂x, ∂y, δ∂δ, ∂
2
j , ∂
2
x, ∂
2
y , (δ∂δ)
2,
∂j∂k, ∂j∂x, ∂j∂y, ∂jδ∂δ, ∂x∂y, ∂xδ∂δ, ∂yδ∂δ
™
. (43)
Condition 1 of the lemma implies that both sides of (42) with n = 0 are O(δ−q) as δ ↓ 0. By combining (42)
with (41), we may improve these bounds on the growth of H and ∂$H. Specifically, after substituting the bound
(42) with n = 0 into (37, 41) with n = 1 and evaluating the definite integral in (41), we find
sup
U1
|H(ξ;x, δ; y)| = O(δ−q+1) =⇒ sup
U2
|∂$H(ξ;x, δ; y)| = O(δ−q+1), (44)
with the right estimate of (44) following from (42). After repeating this process another m− 2 times, we find that
the left side of (41) with n = m− 1 is O(δ−q+m−1) as δ ↓ 0. Repeating one last time finally gives
sup
Um
|H(ξ;x, δ; y)| = O(1) as δ ↓ 0 =⇒ sup
K
|∂$H(ξ;x, δ; y)| = O(1) as δ ↓ 0, (45)
thanks to the compact embedding K ⊂⊂ Um (40). Further iterations fail to improve the bound (45) because the
other O(1) terms in (41) may no longer be ignored. (We follow the main lines of this argument in the proofs of
lemmas 5, 7, 8, and 9 below.)
Now, to finish the proof, we must show that the limit of H(ξ;x, δ; y) and its derivatives in (34) as δ ↓ 0 exist and
are approached uniformly over K. But the proof of this claim is identical to the first part of the proof of lemma 4,
from (58) to (66), in [1]. Thus, we have proven the lemma for case 1.
2. We suppose that i = ι + 1, so with x = y in the notation of case 1, we relabel the coordinates in {xj}j 6=i−1,i in
increasing order as {ξ1, ξ2, . . . , ξM−2}, and we let ξ := (ξ1, ξ2, . . . , ξM−2). Also, we define
F(ξ;x, δ) := F (ξ1, ξ2, . . . , ξi−2, x, x+ δ, ξi−1, . . . , ξM ), H(ξ;x, δ) := δ−∆
−(h)F(ξ;x, δ). (46)
Second, we write the null-state PDE (1) centered on xi as L[F] = P[F], where L is given by (36) with θ1 replaced
by h (so the characteristic exponents of L are now ∆−(h) and ∆+(h)), and where P is
P[F](ξ;x, δ) :=
[
∂x
δ
+
M−2∑
j=1
Å
θ1
(ξj − x− δ)2 −
∂j
ξj − x− δ
ã]
F(ξ;x, δ). (47)
With these modifications, (38) becomes (again, compare with (58) in [1])
H(ξ;x, δ) = H(ξ;x, b)− κ
4
J(δ, b)∂bH(ξ;x, b) +
∫ b
δ
J(δ, η)P[H](ξ;x, η) dη (48)
for all 0 < δ < b, with θ1 replaced by h in the definition (39) for J(δ, η). Now, the construction 1a–1c in part 1 of
this proof (with x = y) shows that H satisfies a PDE with the properties of 1c. Thus, the Schauder estimate
dn+1 sup
Un+1
|∂$H(ξ;x, δ)| ≤ C(Rn) sup
Un
|H(ξ;x, δ)|, ∂$ ∈
ß
∂j , ∂x, δ∂δ, ∂
2
j , ∂
2
x,
(δ∂δ)
2, ∂j∂k, ∂j∂x, ∂jδ∂δ, ∂xδ∂δ
™
(49)
holds for all 0 < δ < b and n ∈ {0, 1, . . . ,m}. By taking the supremum of (48) over each of the open sets Un of
(40) and using (49) to perform the same iterative sequence of steps as in part 1 of this proof, we find that
sup
K
|∂$H(ξ;x, δ)| = O(1) as δ ↓ 0. (50)
The rest of the proof of case 2 proceeds identically to the proof of case 1.
3. Finally, the proof of case 3 with i = ι is identical to the proof of case 2 with i = ι+ 1, with some small differences.
For brevity, we only point out those differences.
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With i = ι, we let x := xi, δ := xi−xi−1, we relabel the coordinates in {xj}j 6=i−1,i in increasing order as {ξ1, ξ2,
. . . , ξM−2}, and we let ξ := (ξ1, ξ2, . . . , ξM−2). Also, we define
F(ξ;x, δ) := F (ξ1, ξ2, . . . , ξi−2, x− δ, x, ξi−1, . . . , ξM ), H(ξ;x, δ) := δ−∆−(h)F(ξ;x, δ). (51)
Then, we write the null-state PDE (1) centered on xi as L[F] = Q[F], where L is given by (36) with θ1 replaced
by h (so the characteristic exponents of L are now ∆−(h) and ∆+(h)), and where Q is (similar to P (47))
Q[F](ξ;x, δ) :=
[
− ∂x
δ
+
M−2∑
j=1
Å
θ1
(ξj − x+ δ)2 −
∂j
ξj − x+ δ
ã]
F(ξ;x, δ). (52)
By following the reasoning presented in the proof of case 2, we again find (48) with P replaced by Q, and the
estimate (50). The rest of the proof of case 3 proceeds identically to the proof of case 2.
With cases 1–3 justified, we have proven the lemma.
The proof of lemma 4 implies some interesting integral equations that H(ξ;x, δ; y) and F(ξ;x, δ; y) must satisfy in
the case i 6∈ {ι, ι+ 1}. After replacing δ with zero and then replacing b with δ in (38), we find
H(ξ;x, δ; y) = H(ξ;x, 0; y) +O(θ1)−1δ∂δH(ξ;x, δ; y)− 4/κO(θ1)
∫ δ
0
ηM[H](ξ;x, η; y) dη, (53)
where H(ξ;x, 0; y) is the limit of H(ξ;x, δ; y) as δ ↓ 0. This integral equation is interesting because it integrates over
0 < η < δ instead of over δ < η < b for some small, arbitrary cutoff b. Furthermore, we find that for all 0 < δ < b,
F(ξ;x, δ; y) =
Å
δ
b
ã∆+(θ1)
F(ξ;x, b; y) +
[Å
δ
b
ã∆−(θ1)
−
Å
δ
b
ã∆+(θ1) ]
b∆
−(θ1)H(ξ;x, 0; y)
− 4
κ
δ∆
+(θ1)
∫ b
δ
1
β
∫ β
0
β−O(θ1)η−∆−(θ1) ηM[F](ξ;x, η; y) dη dβ (54)
after we move the middle term on the right side of (53) to the left side, replace δ with β, and integrate both sides
over β ∈ [δ, b] with b small. If i ∈ {ι, ι+ 1}, then after starting with (48) and following the same steps, we find that
F(ξ;x, δ) =
Å
δ
b
ã∆+(h)
F(ξ;x, b) +
[Å
δ
b
ã∆−(h)
−
Å
δ
b
ã∆+(h) ]
b∆
−(h)H(ξ;x, 0)
− 4
κ
δ∆
+(h)
∫ b
δ
1
β
∫ β
0
β−O(h)η−∆−(h)
ß
ηP[F](ξ;x, η), i = ι+ 1
ηQ[F](ξ;x, η), i = ι
™
dη dβ (55)
for all 0 < δ < b, with H(ξ;x, 0) the limit of H(ξ;x, δ) as δ ↓ 0. We use these integral equations in the proof of lemma
5 below.
In lemma 5, we isolate the second term that appears on the right side of (30) as we collapse the interval (xi−1, xi).
The coefficient of this term is the limit (56) appearing in the statement of the lemma, and we identify this limit with
the limit (18) after we set i = ι = M , M = 2N − s + 1, and h = θs in the proof of lemma 1 below. This point is
relevant because we need the latter limit to exist in order to execute the methodology proposed in section I A. We
note that condition 3 of lemma 5, in CFT parlance, implies that only the + term is present in the OPE of (30). In
particular, if d = θ1, then this OPE comprises terms from only the θ2 conformal family.
Again, some steps in the proof of lemma 5 below are identical to steps in the proofs of lemmas 3 and 4 of [1]. Rather
than write them out again, we reference them in [1] for brevity.
Lemma 5. Suppose that κ ∈ (0, 8) and M > 2, and define xδ as in (31). If F : ΩM0 → R satisfies these conditions,
1. F satisfies the growth bound (4) for some positive constants C and p,
2. F solves the M − 1 null-state PDEs (32) and three conformal Ward identities (33) stated in condition 2 of
lemma 4 for some h > −(κ− 4)2/16κ, and
3. the limit Fd− (34) is zero for the index i ∈ {2, 3, . . . ,M} selected in the definition (31) for xδ,
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then the limits
(Fd+ ◦ pii)(x) := lim
δ↓0
δ−∆
+(d)F (xδ), lim
δ↓0
δ−∆
+(d)∂ιF (xδ), d :=
®
θ1, i 6∈ {ι, ι+ 1}
h, i ∈ {ι, ι+ 1}
lim
δ↓0
δ−∆
+(d)∂jF (xδ), lim
δ↓0
δ−∆
+(d)∂2jF (xδ), j 6∈
®
{i, ι}, i 6∈ {ι, ι+ 1}
{i− 1, i}, i ∈ {ι, ι+ 1}
(56)
exist and are approached uniformly over every compact subset of pii(Ω
M
0 ). Finally, if F is not zero, then the first limit
Fd+ of (56) is not zero.
Proof. Throughout, we let K be an arbitrary compact subset of pii(ΩM0 ). Below, we divide the proof into two cases:
case 1 with i 6∈ {ι, ι+ 1}, and case 2 with i ∈ {ι, ι+ 1}. The proof of case 2 is almost identical to that for case 1, so
our exposition for the former case is correspondingly abbreviated.
1. We suppose that i 6∈ {ι, ι + 1}. For this case, we define x, y, δ, F, H (35), ξ, and b as in case 1 of the proof of
lemma 4, and we define
E(ξ;x, δ; y) := δ−∆
+(θ1)F(ξ;x, δ; y) = δ−O(θ1)H(ξ;x, δ; y). (57)
Lemma 4 implies that E(ξ;x, δ; y) = O(δ−q) as δ ↓ 0, where we define q :=O(θ1) > 0 throughout this proof.
To begin, we bound the growth of E(ξ;x, δ; y) as δ ↓ 0. Condition 3 of the lemma implies that H(ξ;x, 0; y) = 0
in (54), so after expressing (54) in terms of E with this condition, we find the integral equation
E(ξ;x, δ; y) = E(ξ;x, b; y)− 4
κ
∫ b
δ
1
β
∫ β
0
Å
η
β
ãO(θ1)
ηM[E](ξ;x, η; y) dη dβ (58)
for all 0 < δ < b and with M given in (37). Next, we choose bounded open sets U0, U1, . . . , Um, with m := dqe,
compactly embedded within each other and K as in (40). Taking the supremum of (58) over Un gives
sup
Un
|E(ξ;x, δ; y)| ≤ sup
Un
|E(ξ;x, b; y)|+ 4
κ
∫ b
δ
1
β
∫ β
0
Å
η
β
ãO(θ1)
sup
Un
|η[E](ξ;x, η; y)|dη dβ (59)
for all 0 < δ < b. Lemma 4 with (57) implies that the supremum of the integrand in (59) is O(η−q) as η ↓ 0. (We
recall that q :=O(θ1) in this proof.) Hence, we may estimate the definite integral in (59) to find
sup
U1
|E(ξ;x, δ; y)| =
®
O(δ−q+1), m > 1
O(1), m = 1
as δ ↓ 0. (60)
Supposing that m > 1, we recall from the proof of lemma 4 that H, and therefore E, satisfies the Schauder interior
estimate (42)
dn+1 sup
Un+1
|∂$E(ξ;x, δ; y)| ≤ C(Rn) sup
Un
|E(ξ;x, δ; y)| (61)
where C is some positive-valued function, dn = dist(∂Un, ∂Un−1), Rn = diam(Un)/2, and ∂$ is given by (43). If
m > 1, then after using (60) with (61) to estimate the integrand of (59) with n = 2, we find that
sup
U2
|E(ξ;x, δ; y)| =
®
O(δ−q+2), m > 2
O(1), m = 2
as δ ↓ 0. (62)
After repeating this process another m − 3 times, we ultimately find that the left side of (59) with n = m − 1 is
O(δ−q+m−1) as δ ↓ 0. Repeating this process one last time and invoking (42), we find that because K ⊂⊂ Um,
sup
Um
|E(ξ;x, δ; y)| = O(1) as δ ↓ 0 =⇒ sup
K
|∂$E(ξ;x, δ; y)| = O(1) as δ ↓ 0. (63)
Now we use (63) to show that the limits in (56) exist and are approached uniformly over K. The reasoning follows
that used for the proof of lemma 4 in [1]. Because the integrand of (58) with β fixed is bounded over 0 < η < b,
sup
0<δ<b
|E(ξ;x, δ; y)− E(ξ;x, b; y)| −−→
b↓0
0. (64)
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Hence, the superior and inferior limits of E(ξ;x, δ; y) as δ ↓ 0 are equal, so the limit F2(ξ;x; y) of E(ξ;x, δ; y) as
δ ↓ 0 exists. After taking the supremum of (58) over K, sending δ ↓ 0, and then replacing b with δ, we also find
sup
K
|E(ξ;x, δ; y)− F2(ξ;x; y)| ≤ 4
κ
∫ δ
0
1
β
∫ β
0
sup
K
|ηM[E](ξ;x, η; y)|dη dβ (65)
−−→
δ↓0
0. (66)
The limit (66) follows because the supremum on the right side of (65) is bounded over 0 < η < b thanks to (37,
63). Hence, the limit F2(ξ;x; y) is approached uniformly over K, and we identify it with (Fd+ ◦ pii)(x) in (56).
We may show that the derivatives of E with respect to the coordinates of ξ, x, and y approach limits (56) as
δ ↓ 0 uniformly over K by differentiating (58) with respect to these variables and following the same procedure.
Finally, we may prove the same for second derivatives of E with respect to the coordinates of ξ by isolating these
derivatives from (32) in terms of quantities with the limits (56) as δ ↓ 0.
Next, we prove that if the limit F2 is zero, then F is zero. After sending δ ↓ 0 and replacing b with δ in (58),
inserting the assumption that F2 = 0, and taking the supremum over an open ball B1 ⊂⊂ K of radius R1, we find
sup
B1
|E(ξ;x, δ; y)| ≤ 4
κ
∫ δ
0
1
β
∫ β
0
sup
B1
|ηM[E](ξ;x, η; y)|dη dβ. (67)
Because the integrand is bounded over 0 < η < β by a constant independent of β, the left side of (67) is O(δ).
With B2 an open ball concentric with B1 and of radius R2 = R1 + d2 > R1, the Schauder estimate (61) then gives
sup
B1
|E(ξ;x, δ; y)| ≤ c1 δ
d1
=⇒ d2 sup
B2
|δM[E](ξ;x, δ; y)| ≤ c1c2 δ
d1
, (68)
for some constants c1, d1 (to be specified in (70) below), and c2 := C(R1), with C a continuous function over (0, R1]
(slightly different from C defined in (42)). Next, we iterate this estimation an infinite number of times. We let
B∞ ⊂⊂ . . . ⊂⊂ Bk+1 ⊂⊂ Bk ⊂⊂ . . . ⊂⊂ B1 (69)
be an infinite sequence of concentric balls, with Rk the radius of Bk, such that their intersection ⋂k Bk is a ball
B∞ of radius R∞ < Rk for all k ∈ Z+. We choose the radii of the balls such that for all k > 2,
dk := Rk−1 −Rk = d1
k3/2
, where d1 :=
R1 −R∞
ζ(3/2)− 1 (70)
and ζ is the Riemann zeta function. This choice satisfies the necessary condition
∑∞
k=2 dk = R1−R∞. After using
(68) to estimate the definite integral in (67) with B2 replacing B1 and applying (61) again, we find
sup
B2
|E(ξ;x, δ; y)| ≤ 4
κ
c1c2
δ2
22d1d2
=⇒ d3 sup
B3
|δM[E](ξ;x, δ; y)| ≤ 4
κ
c1c2c3
δ2
22d1d2
, (71)
with c3 := C(R2). Letting ck := C(Rk−1) for k > 1, we repeat this process an infinite number of times to ultimately
find that for all k ∈ Z+,
sup
Bk
|E(ξ;x, δ; y)| ≤ κ
4
c1c2 · · · ck (4δ/κ)
k
(k!)2d1d2 · · · dk . (72)
Because C is continuous on (R∞, R1), the sequence ck is bounded. Therefore, after substituting the formula for dk
(70) into (72) and recalling that B∞ ⊂⊂ Bk for all k ∈ Z+, we find
sup
B∞
|E(ξ;x, δ; y)| ≤ κ
4
√
k!
Ç
4δ
κd1
sup
k∈Z+
ck
åk
, k ∈ Z+ (73)
−−−−→
k→∞
0. (74)
Because B∞ is an arbitrary ball in K and K is an arbitrary compact subset of pii(ΩM0 ), it follows that E, and
therefore F (57), is zero. We conclude that if F is not zero, then F2 is not zero.
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2. We suppose that i ∈ {ι, ι+ 1}. The proof of the case i = ι+ 1 (resp. i = ι) is identical to that of the previous case,
except that we replace F(ξ;x, δ, y) with F(ξ;x, δ) (46) (resp. (51)), θ1 with h, and M (37) with P (47) (resp. Q
(52)). After defining
E(ξ;x, δ) := δ−∆
+(h)F(ξ;x, δ) = δ−O(h)H(ξ;x, δ; y), (75)
we repeat the steps of the previous case 1 to derive from (55) the integral equation
E(ξ;x, δ) = E(ξ;x, b)− 4
κ
∫ b
δ
1
β
∫ β
0
Å
η
β
ãO(h) ß
ηP[E](ξ;x, η), i = ι+ 1
ηQ[E](ξ;x, η), i = ι
™
dη dβ (76)
for all 0 < δ < b. From here, the rest of the proof proceeds exactly as did the proof of the case 1, except that we
now use the other Schauder estimate (49).
With both cases justified, the proof is complete.
Lemma 6. Suppose that κ ∈ (0, 8), M > 2, and h > −(κ− 4)2/16κ, and let h+ := θ1 + h+ ∆+(h). If F : ΩM0 → R
satisfies conditions 1–3 of lemma 5 with i = ι > 1, then the limit Fh+ (56) satisfies the (modified) null-state PDE
centered on xj[
κ
4
∂2j +
M∑
k 6=j,ι−1,ι
Å
∂k
xk − xj −
θ1
(xk − xj)2
ã
+
∂ι−1
xι−1 − xj −
h+
(xι−1 − xj)2
]
(Fh+ ◦ piι)(x) = 0 (77)
for each j ∈ {1, 2, . . . , ι− 2, ι+ 1, . . . ,M} and the (modified) conformal Ward identities
M∑
k 6=ι
∂k(Fh+ ◦ piι)(x) = 0,
[
M∑
k 6=ι−1,ι
(xk∂k + θ1) + xι−1∂ι−1 + h+
]
(Fh+ ◦ piι)(x) = 0,[
M∑
k 6=ι−1,ι
(x2k∂k + 2θ1xk) + x
2
ι−1∂ι−1 + 2h
+xι−1
]
(Fh+ ◦ piι)(x) = 0.
(78)
Proof. We define δ := xι − xι−1, x := xι, ξ, and F(ξ;x, δ) (51) as in case 3 from the proof of lemma 4 with i = ι, and
we define E as in (75). We note that the limit Fh+ (56) is given by
(Fh+ ◦ piι)(x) = lim
δ↓0
E(ξ;x, δ). (79)
From the proof of lemma 5, we know that E satisfies the integral equation (76) with i = ι. After differentiating this
integral equation with respect to δ, we find
δ∂δE(ξ;x, δ) =
4
κ
∫ δ
0
(η
δ
)O(h)
ηQ[E](ξ;x, η) dη. (80)
Now, lemma 5 implies that the integrand of (80) is bounded as δ ↓ 0. Therefore, the right side of (80) vanishes as
δ ↓ 0, so we have
lim
δ↓0
δ∂δE(ξ;x, δ) = 0. (81)
With the limit (81) established, we straightforwardly prove the lemma by examining the system (32, 33) in the
limit δ ↓ 0. In terms of the variables ξ, x, and δ, the null-state PDE (32) centered on xj with j 6∈ {ι− 1, ι} is[
κ
4
∂2j +
∑
k 6=j
Å
∂k
ξk − ξj −
θ1
(ξk − ξj)2
ã
+
∂x
x− ξj −
θ1
(x− ξj)2
− δ∂δ
(x− ξj)(x− δ − ξj) −
∆+(h)
(x− ξj)(x− δ − ξj) −
h
(x− δ − ξj)2
]
E(ξ;x, δ) = 0, (82)
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and the conformal Ward identities (33) areï∑
k
∂k + ∂x
ò
E(ξ;x, δ) = 0,
ï∑
k
(ξk∂k + θ1) + x∂x + θ1 + δ∂δ + h+ ∆
+(h)
ò
E(ξ;x, δ) = 0,ï∑
k
(ξ2k∂k + 2θ1ξk + x
2∂x + 2θ1x+ (2x− δ)δ∂δ + 2h(x− δ) + (2x− δ)∆+(h)
ò
E(ξ;x, δ) = 0.
(83)
Because all of the quantities in (82, 83) approach their limits uniformly over compact subsets of piι(Ω
M
0 ) as δ ↓ 0, we
may commute this limit with all differentiations in these equations that are not with respect to δ. After doing this
and applying (81), we find that (82) and (83) respectively go to (77) and (78).
If F satisfies conditions 1 and 2 but not 3 of lemma 5, then it is easy to show that the limit Fh− (34) satisfies the
system (77) and (78) with h+ replaced by h− := θ1 + h+ ∆−(h). (Indeed, to prove this claim, we follow the proof of
lemma 5 in [1].) In either case, we interpret the system (77, 78) as the collection of null-state PDEs and conformal
Ward identities for a certain (M−1)-point CFT correlation function. This correlation function has a one-leg boundary
operator at the coordinates in {xj}j 6=ι−1 and a primary operator at xι−1 with conformal weight h+ or h−.
B. Estimates involving two intervals
Lemmas 3–6 begin the task of constructing the functions F1, F2, . . . , F2N−1 described in section I A, but they are
not sufficient to complete it because of the subtleties involved in collapsing neighboring intervals. In this section, we
derive two estimates, stated in lemmas 7 and 9, that complete the construction.
To see how lemmas 3–6 work together, we study the first steps of the construction that take us from F1 := F ∈
SN \ {0} to F2 to F3 to F4. First supposing that (x2N−1, x2N ) is a two-leg interval of F , lemmas 3, 5, and 6 imply
(x2N − x2N−1)−∆−(θ1)F1(x) x∈Ω
2N
0−−−−−−−−−→
x2N→x2N−1
0 (the two-leg interval condition)
=⇒ (F2 ◦ pi2N )(x) := limx2N→x2N−1
x∈Ω2N0
(x2N − x2N−1)−∆+(θ1)F1(x)
 1. exists and is not zero,2. satisfies (32, 33) of lemma 4with h = θ2 and ι = M = 2N − 1. (84)
Next, we suppose that both (x2N−2, x2N−1) and (x2N−1, x2N ) are two-leg intervals of F ∈ SN \ {0}, and we wish
to construct F3 from F1 by proving the following similar statement (figure 3):
(x2N − x2N−1)−∆−(θ1)F1(x) x∈Ω
2N
0−−−−−−−−−→
x2N→x2N−1
0
(x2N−1 − x2N−2)−∆−(θ1)F1(x) x∈Ω
2N
0−−−−−−−−−→
x2N−1→x2N−2
0
(the two-leg interval conditions)
=⇒ (F3 ◦ pi2N−1)(x) := limx2N−1→x2N−2
x∈Ω2N−10
(x2N−1 − x2N−2)−∆+(θ2)F2(x)
 1. exists and is not zero,2. satisfies (32, 33) of lemma 4with h = θ3 and ι = M = 2N − 2. (85)
Taken together, lemmas 3–6 almost prove (85). Indeed, (84) gives F2 with the stated properties, and then lemma 4
with h = θ2 and ι = M = 2N − 1 says that the limit
lim
x2N−1→x2N−2
(x2N−1 − x2N−2)−∆−(θ2)F2(x), x ∈ Ω2N−10 (86)
exists. Finally, lemmas 3, 5, and 6 imply that if this limit vanishes, then the conclusion of (85) regarding F3 follows.
Hence, proving that (86) does vanish is what is left. Indeed, this follows from the estimate
(x2N − x2N−1)−∆−(θ1)F1(x) x∈Ω
2N
0−−−−−−−−−→
x2N→x2N−1
0
(x2N−1 − x2N−2)−∆−(θ1)F1(x) x∈Ω
2N
0−−−−−−−−−→
x2N−1→x2N−2
0
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FIG. 3: Interval collapses sending F1 (top) to F2 (middle) to F3 (bottom), etc. On each line, we collapse the rightmost interval
to take us to the next line beneath. The power law for each interval collapse is shown above the respective interval.
=⇒ F1(x) = O
Ç
(x2N−1−x2N−2)∆+(θ1)
×(x2N − x2N−1)∆+(θ1)(x2N − x2N−2)∆+(θ1)
å
as
ß
x2N → x2N−1
x2N−1 → x2N−2 , (87)
derived in lemma 9 below. Estimate (87) reveals the behavior of F (x) as we collapse two adjacent intervals simulta-
neously.
Continuing, we suppose that (x2N−3, x2N−2), (x2N−2, x2N−1), and (x2N−1, x2N ) are two-leg intervals of F ∈ SN \
{0}, and we wish to construct F4 from F1 by proving the following statement (figure 3):
(x2N − x2N−1)−∆−(θ1)F1(x) x∈Ω
2N
0−−−−−−−−−→
x2N→x2N−1
0
(x2N−1 − x2N−2)−∆−(θ1)F1(x) x∈Ω
2N
0−−−−−−−−−→
x2N−1→x2N−2
0
(x2N−2 − x2N−3)−∆−(θ1)F1(x) x∈Ω
2N
0−−−−−−−−−→
x2N−2→x2N−3
0
(the two-leg interval conditions)
=⇒ (F4 ◦ pi2N−2)(x) := limx2N−2→x2N−3
x∈Ω2N−20
(x2N−2 − x2N−3)−∆+(θ3)F3(x)
 1. exists and is not zero,2. satisfies (32, 33) of lemma 4with h = θ4 and ι = M = 2N − 3. (88)
Taken together, lemmas 3–6 again almost prove (88). Indeed, (85) gives F3 with the stated properties, and then
lemma 4 with h = θ3 and ι = M = 2N − 2 says that the limit
lim
x2N−2→x2N−3
(x2N−2 − x2N−3)−∆−(θ3)F3(x), x ∈ Ω2N−20 (89)
exists. Finally, lemmas 3, 5, and 6 imply that if this limit vanishes, then the conclusion of (88) regarding F4 follows.
Hence, proving that (89) does vanish is what is left. Indeed, this follows from the estimate
(x2N−1 − x2N−2)−∆−(θ2)F2(x)
x∈Ω2N−10−−−−−−−−−→
x2N−1→x2N−2
0
(x2N−2 − x2N−3)−∆−(θ1)F2(x)
x∈Ω2N−10−−−−−−−−−→
x2N−2→x2N−3
0
=⇒ F2(x) = O
Ç
(x2N−2−x2N−3)∆+(θ1)
×(x2N−1 − x2N−2)∆+(θ2)(x2N−1 − x2N−3)∆+(θ1)
å
as
ß
x2N−1 → x2N−2
x2N−2 → x2N−3 , (90)
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derived in lemma 9 below. We may use (90) because the first two vanishing limits of the “two-leg interval conditions”
in (88) imply that the limit (86) with x2N−1 → x2N−2 vanishes thanks to (85), and the estimate
(x2N−2 − x2N−3)−∆−(θ1)F1(x) x∈Ω
2N
0−−−−−−−−−→
x2N−2→x2N−3
0 =⇒ (x2N−2 − x2N−3)−∆−(θ1)F2(x)
x∈Ω2N−10−−−−−−−−−→
x2N−2→x2N−3
0, (91)
derived in lemma 7 below, implies that the other limit in (90) with x2N−2 → x2N−3 vanishes. Estimate (91) reveals
the behavior of F (x) as we collapse two non-adjacent intervals (x2N−3, x2N−2) and (x2N−1, x2N ) simultaneously.
Combined with lemmas 3–6 of section II A, lemmas 7 and 9 are the last ingredients that we need to construct the
two-point function F2N−1 (9) described in section I A in order to prove lemma 1. In the rest of this section, we present
lemmas 7 and 9 with their proofs, and in section III, we use them with lemmas 3–6 to prove lemma 1.
But first, we motivate our analysis of simultaneous interval collapse by reconsidering the case in which we collapse
just one interval. In section II A, we found that we may write a solution F of the system (32, 33) as
F (x) = O((xi − xi−1)∆−(di)) +O((xi − xi−1)∆+(di)) as xi → xi−1, di =
®
θ1, i 6∈ {ι, ι+ 1}
h, i ∈ {ι, ι+ 1} (92)
if we collapse just the interval (xi−1, xi). Supposing that i 6∈ {ι, ι + 1}, we anticipate (92) from the null-state PDE
(32) with j = i after writing this PDE as L[F ] =M[F ], with L and M respectively given by (36) and (37). Indeed,
F (xδ) ∼
δ↓0
Cδ−p for C, p ∈ R =⇒
®
L[F ](xδ) = O(δ−p−2)
M[F ](xδ) = O(δ−p−1) as δ ↓ 0, (xδ given by (31)), (93)
if we make the natural assumption that for all m ∈ Z+, we have ∂mδ F (xδ) = O(δ−p−m) and ∂mj F (xδ) = O(δ−p) if
j 6= i. If (93) is true, then we may approximate solutions of L[F ] =M[F ] in the limit δ ↓ 0 thus:
L[F ](xδ) ≈
δ↓0
0 =⇒ F (xδ) ∼
δ↓0
O(δ∆
−(di)) +O(δ∆
+(di)). (94)
This decomposition for small δ > 0 (94) matches that of (92) previously derived in the proofs of lemmas 4 and 5.
(Almost identical arguments anticipate the same result if i ∈ {ι, ι+ 1}.)
In the case of lemma 7 stated below, we simultaneously collapse two non-adjacent intervals (xi−1, xi) and (xj−1, xj)
with respective lengths  and δ. Reasoning similar to that of the previous paragraph suggests that a solution F of the
system (32, 33) behaves as
F (xδ,) ∼
δ,↓0
[O(δ∆
−(dj)) +O(δ∆
+(dj))][O(∆
−(di)) +O(∆
+(di))], (95)
where xδ, ∈ Ω0 (99) is such that xj = xj−1 + δ and xi = xi−1 + . To derive (95), we execute the analysis of lemmas
4 and 5 twice, once per collapsing interval, and in either iteration we use the Green function (39) of the case with one
interval collapse. (The particular conditions of lemma 7 imply that we should keep only the second term in either
bracket of (95). In so doing, we obtain estimate (100) below.)
In the case of lemmas 8 and 9, we simultaneously collapse the two adjacent intervals (xι−2, xι−1) and (xι−1, xι)
with respective lengths δ and ε− δ. Again, we wish to find the behavior of a solution F of the system (32, 33) in this
situation. After writing the null-state PDE (32) with j = ι− 1 > 1 as L [F ] =M [F ], where
L [F ](xδ,ε) :=
ï
κ
4
∂2δ +
∂δ
δ
+
Å
1
δ
+
1
ε− δ
ã
∂ε −
Å
θ1
δ2
+
h
(ε− δ)2
ãò
F (xδ,ε), (96)
M [F ](xδ,ε) :=
[
∂ι−1
δ
+
M∑
j 6=ι−1,ι
Å
θ1
(xj − xι − δ)2 −
∂j
xj − xι − δ
ã]
F (xδ,ε), (97)
where xδ,ε ∈ Ω0 (126) is such that xι−1 = xι−2 + δ and xι = xι−2 + ε, and following the (non-rigorous) arguments of
the previous paragraphs, we find that
F (xδ,ε) ∼
δ,ε↓0
Cδ−pε−p for C, p ∈ R =⇒
®
L [F ](xδ,ε) = O(δ−p−2ε−p−2)
M [F ](xδ,ε) = O(δ−p−1ε−p)
as δ, ε ↓ 0. (98)
Hence, because L [F ] contains all of the terms that are ostensibly largest as δ, ε ↓ 0, an appropriate solution of the
PDE L [u] = 0 may presumably predict the behavior of F (xδ,ε) in this limit.
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Unlike its relative L (36), L is a partial differential operator, so finding solutions of the PDE L [u] = 0 is more
difficult than finding solutions of L[u] = 0. Fortunately, L becomes separable after we change coordinates via (139)
below. Requiring that u(δ, ε) and F (xδ,ε) exhibit the same asymptotic behavior as either δ ↓ 0 or δ ↑ ε with ε > 0
fixed yields a unique, separable solution u of this PDE, and we anticipate that its asymptotic behavior as δ, ε ↓ 0
matches that of F (xδ,ε) in the same limit. This reasoning motivates the proof of lemma 9 below just as (94) motivates
the proofs of lemmas 4 and 5 above.
Lemma 7. Suppose that κ ∈ (0, 8) and M > 3, and for some ι ∈ {2, 3, . . . ,M} and j ∈ {2, 3, . . . ,M} \ {ι− 1, ι, ι+ 1}
(so the intervals (xj−1, xj) and (xι−1, xι) are neither adjacent nor identical), let
xδ, :=
®
(x1, x2, . . . , xj−1, xj−1 + δ, xj+1, . . . , xι−1, xι−1 + , xι+1, . . . , xM ), j < ι− 1
(x1, x2, . . . , xι−1, xι−1 + , xι+1, . . . , xj−1, xj−1 + δ, xj+1, . . . , xM ), j > ι+ 1
´
∈ ΩM0 . (99)
If F : ΩM0 → R satisfies conditions 1–3 of lemma 5 for i ∈ {ι, j}, then for any compact K ⊂ piι,j(ΩM0 ),
sup
K
|F (xδ,)| = O(δ∆+(θ1)∆+(h)) as δ,  ↓ 0. (100)
Proof. We let K be an arbitrary compact subset of pii(ΩM0 ), we define
δ := xj − xj−1, x := xj−1,  := xι − xι−1, y := xι, (101)
and we restrict δ and  to 0 < δ,  < b where b is small enough to ensure that xι and xj are respectively less than xι+1
and xj+1 (if these coordinates exist). Furthermore, we relabel the other M − 4 coordinates of x in increasing order
as ξ1, ξ2, . . . , ξM−4, we let ξ := (ξ1, ξ2, . . . , ξM−4), and we define
F(ξ;x, δ; y, ) :=
®
F (ξ1, ξ2, . . . , ξj−2, x, x+ δ, ξj−1, . . . , ξι−4, y − , y, ξι−3, . . . , ξM−4), j < ι− 1
F (ξ1, ξ2, . . . , ξj−2, y − , y, ξj−1, . . . , ξι−4, x, x+ δ, ξι−3, . . . , ξM−4), j > ι+ 1 . (102)
Although this proof resembles those of lemmas 4 and 5, it has a key difference. In the latter proofs, the Schauder
estimate (42) follows from the strictly elliptic PDE that we constructed in steps 1a–1c of the proof of lemma 4. If we
send  ↓ 0, then some of the PDE’s coefficients, and thus the function C in (42), blow up, destroying our estimates.
Therefore, before we proceed with the proof of lemma 7, we construct a new, strictly elliptic PDE that avoids this
problem. This PDE has the following features:
• Derivatives of F are only with respect to x and the coordinates of ξ,
• y, δ, and  appear as parameters,
• the coefficients do not vanish or blow up as δ,  ↓ 0, and
• the PDE is strictly elliptic in a given compactly embedded subset of piι,j(Ω0).
The construction of this PDE is nearly identical to that of a similar PDE used in the first half of the proof of lemma
12 in [1]. For this reason, we only sketch the steps, leaving the algebraic details to the reader.
1. To begin, we express the null-state PDE centered on xk (32) with k 6∈ {ι−1, ι} in terms of the variables in (101)
and the coordinates of ξ. The null-state PDE (32) centered on xj−1 becomes[
κ
4
(∂x − ∂δ)2 + ∂δ
δ
+
∑
l
Å
∂l
ξl − x −
θ1
(ξl − x)2
ã
+
∂y
y − x −
∂
(y − x)(y − − x) −
θ1
(y − x)2 −
h
(y − − x)2
]
F(ξ;x, δ; y, ) = 0, (103)
the null-state PDE (32) centered on xj becomes
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[
κ
4
∂2δ −
(∂x − ∂δ)
δ
+
∑
k
Å
∂l
ξl − x− δ −
θ1
(ξl − x− δ)2
ã
+
∂y
y − x −
∂
(y − x)(y − − x) −
θ1
(y − x)2 −
h
(y − − x)2
]
F(ξ;x, δ; y, ) = 0, (104)
and the null-state PDE (32) centered on the coordinate of x that we now call ξk becomes[
κ
4
∂2k +
∑
l 6=k
Å
∂l
ξl − ξk −
θ1
(ξl − ξk)2
ã
+
∂x
x− ξk −
δ∂δ
(x− ξk)(x+ δ − ξk) −
θ1
(x− ξk)2 −
θ1
(x+ δ − ξk)2
+
∂y
y − ξk −
∂
(y − ξk)(y − − ξk) −
θ1
(y − ξk)2 −
h
(y − − ξk)2
]
F(ξ;x, δ; y, ) = 0.
(105)
Also, the three conformal Ward identities (33) becomeï∑
k
∂k + ∂x + ∂y
ò
F(ξ;x, δ; y, ) = 0,ï∑
k
ξk∂k + x∂x + δ∂δ + y∂y + ∂ + (M − 1)θ1 + h
ò
F(ξ;x, δ; y, ) = 0,ï∑
k
(ξ2k∂k + 2θ1ξk) + x
2∂x + 2θ1x+ y
2∂y + 2θ1y + (2x+ δ)δ∂δ
+ 2θ1(x+ δ) + (2y − )∂ + 2h(y − )
ò
F(ξ;x, δ; y, ) = 0. (106)
2. Next, we subtract (104) from (103) and multiply the result by δ to find a PDE with principal partï
κ
4
δ∂2x −
κ
2
∂xδ∂δ
ò
F(ξ;x, δ; y, ) (107)
and with coefficients that neither vanish nor blow up as  ↓ 0 or δ ↓ 0.
3. Next, we use (106) to solve for δ∂δF strictly in terms of F and its derivatives with respect to x and the coordinates
of ξ. We insert the result into the principal part (107) of the PDE from step 2 to generate a PDE whose principal
part only contains ∂2xF and the mixed partial derivatives ∂x∂kF for k ∈ {1, 2, . . . ,M − 4}. Again, none of the
coefficients in this PDE vanish or grow without bound as δ,  ↓ 0. We let a(x, δ; y, ) be the coefficient of
∂2xF(ξ;x, δ; y, ) in this PDE.
4. Next, we take a linear combination of the PDE that we constructed in step 3, with coefficient a(x, δ; y, )−1, and
the M − 4 null-state PDEs in (105), each with the same coefficient 4c/κ with c > 0, to find a new PDE whose
principal part only contains ∂2xF, ∂
2
kF, and the mixed partial derivatives ∂x∂kF with k ∈ {1, 2, . . . ,M − 4}.
Again, none of the coefficients in this PDE grow without bound as  ↓ 0 or δ ↓ 0.
5. Finally, we use (106) to replace the first derivatives δ∂δF, ∂F, and ∂yF in the PDE that we constructed in
step 4 with linear combinations of first derivatives of F with respect to either x or the coordinates of ξ. This
produces a final, complicated PDE for which x and the coordinates of ξ are independent variables while y, δ,
and  are parameters. The coefficients of this final PDE do not vanish or grow without bound as δ,  ↓ 0.
So far, the PDE that we have constructed manifestly satisfies the first three bullet points presented above for any
positive c. Now we argue that in the bounded open set U0 ⊂⊂ piι,j(Ω0), there exists a choice for c such that this PDE
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is strictly elliptic in U0. The coefficient matrix for its principal part takes the form

ξ1 ξ2 ... ξM−5 ξM−4 x
ξ1 c 0 . . . 0 0 a1
ξ2 0 c 0 a2
...
...
. . .
...
...
ξM−5 0 c 0 aM−5
ξM−4 0 0 . . . 0 c aM−4
x a1 a2 . . . aM−5 aM−4 1
, (108)
where ak is half of the coefficient of ∂x∂kF. According to Sylvester’s criterion (Thm. 7.5.2 of [35]), this matrix is
positive definite if all of its leading principal minors are positive. Because c is positive, the determinants of the first
M − 4 leading principal minors are evidently positive. We find the remaining principal minor, really the determinant
of (108), by using the formula
M =
Å
A B
C D
ã
=⇒ detM = detA det(D − CA−1B), (109)
where A and D are square blocks of the matrix M , and where B and C are blocks that fill the part of M above D
and beneath A respectively. Using this formula, we find that the (M − 3)rd leading principal minor of (108) is
cM−4
Å
1− |ax|
2
c
ã
, (110)
where ax is the vector in RM−4 whose kth entry is ak. Because each entry of ax is bounded on U0, by choosing c large
enough, we ensure that (110) is greater than, say, one at all points in U0 and for all 0 < δ,  < b. Thus, the coefficient
matrix (108) is positive definite. Furthermore, because all components of ax are bounded on U0, the eigenvalues of the
matrix (108) (which is Hermitian and therefore diagonalizable) are bounded on U0 too. This fact together with the
fact that the product of these eigenvalues, equaling (110), is strictly positive on U0, imply that all of these eigenvalues
are bounded away from zero over this set for all 0 < δ,  < b. Thus, the constructed PDE is strictly elliptic in U0 for
all 0 < δ,  < b.
The existence of this PDE implies Schauder estimates. We choose open sets U0, U1, . . . , U4m, where m := dqe and
q := p+ ∆−(θ1) (p is given by condition 1 of lemma 5, and we choose p big enough so m > 2), such that
K ⊂⊂ U4m ⊂⊂ U4m−1 ⊂⊂ . . . ⊂⊂ U0 ⊂⊂ piι,j(ΩM0 ), (111)
and we let dn := dist(∂Un+1, ∂Un). With these choices, the Schauder interior estimate gives (Cor. 6.3 of [34])
dn+1 sup
Un+1
|∂$F(ξ;x, δ; y, )| ≤ Cn sup
Un
|F(ξ;x, δ; y, )| (112)
for all 0 < δ,  < b and n ∈ {0, 1, . . . , 4m − 1}, where Cn is some constant and $ is a multi-index of x and the
coordinates of ξ with length |$| ≤ 2. Furthermore, step 5 of the above construction implies that $ may include the
coordinate y and the derivatives δ∂δ and ∂ too. Overall, we have
∂$ ∈
ß
∂j , ∂x, ∂y, δ∂δ, ∂, ∂
2
j , ∂
2
x, ∂
2
y , (δ∂δ)
2, (∂)
2, ∂j∂k,
∂j∂x, ∂j∂y, ∂jδ∂δ, ∂j∂, ∂x∂y, ∂xδ∂δ, ∂x∂ ∂yδ∂δ, ∂y∂, δ∂δ∂
™
. (113)
Estimate (112) is the main ingredient for our principal goal, deriving the bound (100).
The proof of the bound (100) proceeds similarly to the proofs of lemmas 4 and 5 above and very similarly to the
proof of lemma 12 in [1]. First, we define
I(ξ;x, δ; y, ) := δ−∆
−(θ1)−∆
−(h)F(ξ;x, δ; y, ), (114)
and we show that I(ξ;x, δ; y, ) = O(1) as δ,  ↓ 0. Expressed in terms of I, ξ, x, δ, y, and , the integral equation
(38) becomes
I(ξ;x, δ; y, ) = I(ξ;x, b; y, )− κ
4
J(δ, b)∂bI(ξ;x, b; y, ) +
∫ b
δ
J(δ, η)N [I](ξ;x, η; y, ) dη, (115)
20
for all 0 < δ < b, where J is defined in (39) and N is the differential operator
N [I](ξ;x, η; y, ) :=
[
∂x
η
−
M−4∑
k=1
Å
∂k
ξk − x− η −
θ1
(ξk − x− η)2
ã
− ∂y
y − x− η +
θ1
(y − x− η)2
+
∂
(y − x− η)(y + − x− η) +
h
(y + − x− η)2 +
∆+(h)
(y − x− η)(y + − x− η)
]
I(ξ;x, η; y, ). (116)
Taking the supremum of (115) over Un gives
sup
Un
|I(ξ;x, δ; y, )| ≤ sup
Un
|I(ξ;x, b; y, )|
+O(θ1)−1 sup
Un
|b∂bI(ξ;x, b; y, )|+ 4/κO(θ1)
∫ b
δ
sup
Un
|ηN [I](ξ;x, η; y, )|dη (117)
for all 0 < δ,  < b. Thanks to condition 1 of lemma 5, we may use (112) with n = 0 to estimate the integrand of
(117) with n = 1 as O(η−q−q) when η ↓ 0 or  ↓ 0. After inserting this estimate into (117), we find that
sup
U1
|I(ξ;x, δ; y, )| = O(δ−q+1−q). (118)
Just as we did in the proofs of lemmas 4 and 5, we repeat this process m− 1 more times, using the subsets Um ⊂⊂
Um−1 ⊂⊂ . . . ⊂⊂ U0 until we finally arrive with
sup
Um
|I(ξ;x, δ; y, )| = O(−q) as δ,  ↓ 0. (119)
Now to decrease the power on , we switch (x, δ, θ1; y, , h) to (y, , h;x, δ, θ1) and replace N with Q (52) (but still
use the variables of (101) and ξ) in (117), and we continue the previous steps for the  variable, using the subsets
U2m ⊂⊂ U2m−1 ⊂⊂ . . . ⊂⊂ Um. We ultimately find
sup
U2m
|I(ξ;x, δ; y, )| = O(1) as δ,  ↓ 0. (120)
Now, to finish the derivation of the bound (100), we define
L(ξ;x, δ; y, ) := δ−∆
+(θ1)−∆
+(h)F(ξ;x, δ; y, ) = δ−O(θ1)−O(h)I(ξ;x, δ; y, ), (121)
and we show that L(ξ;x, δ; y, ) = O(1) as δ,  ↓ 0 as a consequence of condition 3 of lemma 5 for i ∈ {ι, j}. Now if
i = j, then this condition implies that L satisfies the integral equation (58) for all 0 < δ,  < b, which reads
L(ξ;x, δ; y, ) = L(ξ;x, b; y, )− 4
κ
∫ b
δ
1
β
∫ β
0
Å
η
β
ãO(θ1)
ηN [L](ξ;x, η; y, ) dη dβ, (122)
after we express it in terms of the function L and variables ξ, x, δ, y, and  used in this proof. Taking the supremum
of (122) over the open set Un immediately gives
sup
Un
|L(ξ;x, δ; y, )| ≤ sup
Un
|L(ξ;x, b; y, )|+ 4
κ
∫ b
δ
1
β
∫ β
0
Å
η
β
ãO(θ1)
sup
Un
|ηN [L](ξ;x, η; y, )|dη dβ. (123)
According to (120), the supremum in the integrand, with  > 0 fixed, is bounded on 0 < η < b. Using the same
methods as in the proof of lemma 5 with a continued sequence of nested open sets U3m ⊂⊂ U3m−1 ⊂⊂ . . . ⊂⊂ U2m,
we repeatedly integrate (123) to improve the bound for L(ξ;x, δ; y, ) as  ↓ 0, eventually finding that
sup
U3m
|L(ξ;x, δ; y, )| = O(−O(h)) as δ,  ↓ 0. (124)
Finally, after switching (x, δ, θ1; y, , h) to (y, , h;x, δ, θ1) and replacing N with Q (52) (using, again, the variables of
(101) and ξ) in (123) and repeating the previous steps for the  variable with the sets K ⊂⊂ U4m ⊂⊂ U4m−1 ⊂⊂
. . . ⊂⊂ U3m, we ultimately find that
sup
K
|L(ξ;x, δ; y, )| = O(1) as δ,  ↓ 0. (125)
After recalling the relation (121) between L and F (102), we see that (125) is the estimate (100).
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Before we prove the estimate of lemma 9 for collapsing adjacent intervals, we need the following lemma 8. This
lemma gives a power-law for this estimate up to an undetermined constant p0, which we then optimize in lemma 9.
Lemma 8. Suppose that κ ∈ (0, 8) and M > 2, and for some ι ∈ {3, 4, . . . ,M}, let
xδ,ε := (x1, x2, . . . , xι−2, xι−2 + δ, xι−2 + ε, xι+1, . . . , xM ) ∈ ΩM0 . (126)
If F : ΩM0 → R satisfies conditions 1–3 of lemma 5 for i ∈ {ι− 2, ι− 1}, then for any compact K ⊂ piι−1,ι(ΩM0 ) there
is a p0 ∈ R such that
sup
K
|F (xδ,ε)| = O(δ∆+(θ1)ε−p0(ε− δ)∆+(h)) as δ, ε ↓ 0. (127)
Proof. We let K be an arbitrary compact subset of pii(ΩM0 ). In order to prove (127), it suffices to prove that there
exist positive numbers c, p1, and p2 such that
0 < δ < ε < 1 =⇒ sup
K
|F (xδ,ε)| ≤ c
®
δ∆
+(θ1)ε−p1 , 0 < δ < ε/2
ε−p2(ε− δ)∆+(h), ε/2 < δ < ε . (128)
Indeed, because ∆+(h) > 0 and ∆+(θ1) > 0, (128) implies that
0 < δ < ε < 1 =⇒ sup
K
|F (xδ,ε)| ≤ c
®
2∆
+(h)δ∆
+(θ1)ε−p1−∆
+(h)(ε− δ)∆+(h), 0 < δ < ε/2,
2∆
+(θ1)δ∆
+(θ1)ε−p2−∆
+(θ1)(ε− δ)∆+(h), ε/2 < δ < ε , (129)
which in turn implies (127) with p0 = max{p1 + ∆+(h), p2 + ∆+(θ1)}. (We note that the upper bound ε < 1 is
somewhat arbitrary and perhaps even unnecessary if ι < 2N , as ε is already bounded above by xι+1 − xι−2.)
To prove the first estimate of (128), we repeat the steps in case 1 of lemmas 4 and 5 with i = ι − 1, retaining x
but using x+ ε in place of y, and making the following adjustments. First, we set b = ε/2 in (38) in order to bound
δ away from ε. Second, we compactly embed the open subsets Un (40) in piι−1,ι(ΩM0 ) instead of piι−1(Ω
M
0 ) so ε may
approach zero. Thus, (41) becomes
sup
Un
|H(ξ;x, δ;x+ ε)| ≤ sup
Un
|H(ξ;x, ε/2;x+ ε)|
+O(θ1)−1 sup
Un
|(ε/2)∂δH(ξ;x, ε/2;x+ ε)|+ 4/κO(θ1)
∫ ε/2
δ
sup
Un
|ηM[H](ξ;x, η;x+ ε)|dη. (130)
(We recall the definition of H from (35).) Third, we note that the strictly elliptic PDE, constructed in steps 1a–1c of
the proof of lemma 4, only has derivatives with respect to the coordinates of ξ, has x, δ, and ε = y−x as parameters,
and has no coefficients that vanish or blow up as δ ↓ 0 or as ε ↓ 0. Thus, the Schauder interior estimate (42),
dn+1 sup
Un+1
|∂$H(ξ;x, δ;x+ ε)| ≤ C(Rn) sup
Un
|H(ξ;x, δ;x+ ε)|, (131)
holds uniformly for all 0 < δ < ε/2 and all sufficiently small ε > 0. (We define dn, Rn, C, and the multi-index $ in
the discussion surrounding (42, 43).) Now, with U1 ⊂⊂ U0, 0 < δ < ε/2, and ε < 1, the power-law bound (4) gives
sup
U1
|H(ξ;x, δ;x+ ε)| ≤ sup
U0
|H(ξ;x, δ;x+ ε)| (132)
≤ C0δ−qε−p(ε− δ)−p ≤ 2pC0δ−qε−2p (133)
for some positive constants C0, p, and q := p+ ∆
−(θ1). After using (131) with n = 0 and (132, 133) to estimate each
term in (130) with n = 1 and integrating the result, we find that for some positive constants c0, C1, and p
′,
sup
U1
|H(ξ;x, δ;x+ ε)| ≤ 2p+qC0ε−2p−q
ï
1 +
C(R0)O(θ1)
ò
+
4/κO(θ1)
∫ ε/2
δ
c0η
−qε−2p dη
≤ C1δ−q+1ε−p′ . (134)
The result (134) is analogous to the previous result (44) in the proof of lemma 4, except that the former bound has
an explicit ε-dependence. This difference arises because the supremum of the former does not involve the ε = y − x
variable, while the supremum of the latter does (or, more exactly, does involve y). That the right side of (134) is a
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power-law in ε is important for our purpose, but the exact value of the power p′ is not. Now, proceeding as in the rest
of case 1 of the proof of lemma 4 and case 1 of the proof of lemma 5, we repeat these estimates to ultimately obtain
sup
K
|E(ξ;x, δ;x+ ε)| ≤ cε−p1 (135)
for some positive constants c and p1 and 0 < δ < ε/2. (We recall the definition of E from (57).) The result (135) is
analogous to (63) in the proof of lemma 5, except that, again, the former bound has an explicit ε-dependence while
the latter does not. Recalling the definition of E (57), we see that (135) is identical to the first inequality of (128).
The same argument that produces the upper estimate of (128) produces the lower estimate of (128) after we replace
δ by δ′ := ε − δ and set i = ι. Thus, we use parts 3 and 2 of the proofs of lemmas 4 and 5 respectively, also with δ
replaced by δ′. In this argument for the lower estimate, we reuse the elliptic PDE used for finding the upper estimate
to obtain Schauder interior estimates that hold for all 0 < δ′ < ε/2 and all sufficiently small ε > 0.
In the next lemma, we show that p0 ≥ −∆+(h) in (127). This lemma is the main result of this article that allows
us to prove lemma 1.
Lemma 9. Suppose that κ ∈ (0, 8) and M > 2, and for some ι ∈ {3, 4, . . . ,M}, let xδ,ε be defined as in (126). If
F : ΩM0 → R satisfies conditions 1–3 of lemma 5 for i ∈ {ι− 2, ι− 1}, then for any compact K ⊂ piι−1,ι(ΩM0 ),
sup
K
|F (xδ,ε)| = O(δ∆+(θ1)ε∆+(h)(ε− δ)∆+(h)) as δ, ε ↓ 0. (136)
Proof. We let ε := xι − xι−2, δ := xι−1 − xι−2 < ε, x := xι−2 (figure 4), we relabel the other M − 3 coordinates of x
in increasing order as ξ1, ξ2, . . . , ξM−3, and we let ξ = (ξ1, ξ2, . . . , ξM−3). With this new notation, we define
F(ξ;x, δ, ε) := F (ξ1, ξ2, . . . , ξι−3, x, x+ δ, x+ ε, ξι−2, . . . , ξM−3). (137)
Also, we choose an arbitrary compact subset K ⊂ piι−1,ι(ΩM0 ). Our goal is to prove that estimate (127) of lemma 8 is
true for any p0 ≥ −∆+(h).
Most of the proof involves analysis of the null-state PDE (32) centered on xι−1. In terms of the variables specified
above, we write this PDE in the form L [F] =M [F], where L [F] is given by (96) and
M [F](ξ;x, δ, ε) :=
[
∂x
δ
+
M−3∑
j=1
Å
θ1
(ξj − x− δ)2 −
∂j
ξj − x− δ
ã]
F(ξ;x, δ, ε). (138)
Here, we have collected all of the terms that are apparently largest when δ or ε are very small into the differential
operator L and collected the remaining terms into M . After introducing the change of coordinates (figure 4)
(δ, ε) −→ (ρ := δ/ε, ε), (139)
the former L becomes a separable differential operator. Indeed, in terms of these new coordinates, the null-state
PDE centered on xι−1 goes from L [F] =M [F] to P[F] = N [F], where
F(ξ;x, ρ, ε) := F(ξ;x, ερ, ε), P[F](ξ;x, ρ, ε) := L [F](ξ;x, ερ, ε), N [F](ξ;x, ρ, ε) :=M [F](ξ;x, ερ, ε) (140)
=⇒ P[F](ξ;x, ρ, ε) = 1
ε2
[
κ
4
∂2ρ +
(1− 2ρ)∂ρ
ρ(1− ρ) −
θ1
ρ2
− h
(1− ρ)2
]
F(ξ;x, ρ, ε) +
∂εF(ξ;x, ρ, ε)
ερ(1− ρ) . (141)
Using an appropriate Green function, we invert the differential operatorP to write the null-state PDEP[F] = N [F]
as an integral equation. The Green function G must solve the adjoint equation that follows from (141), namely
P∗[G](ρ, ε;σ, η) =
1
η2
[
Q∗ − η∂η
σ(1− σ)
]
G(ρ, ε;σ, η) = D(σ − ρ)D(η − ε), (142)
for all 0 < σ < 1 and 0 < η < b (where b is so small that xι−2 + η < xι+1 if ι < M), with ρ and ε as parameters fixed
in these respective ranges, where D is the Dirac delta function, and where Q∗ is the differential operator given by
Q∗[G](ρ, ε;σ, η) :=
[
κ
4
∂2σ −
(1− 2σ)∂σ
σ(1− σ) +
1− θ1
σ2
+
1− h
(1− σ)2 +
1
σ
+
1
1− σ
]
G(ρ, ε;σ, η). (143)
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FIG. 4: Geometry of the statement of lemma 9 (left) with the conformal weight of each point shown above that point, and
geometry of the coordinate system (139) for the Green function (159) and the derivation of integral equation (185) (right).
Now we specify boundary conditions for G(ρ, ε;σ, η) as σ ↓ 0 or σ ↑ 1. Identifying convenient conditions is not
completely straightforward because the coefficients in (142, 143) blow up there. However, the boundary behavior
G(ρ, ε;σ, η) ∼
σ↓0
A`σ
∆+(θ1)+4/κ, G(ρ, ε;σ, η) ∼
σ↑1
Ar(1− σ)∆+(h)+4/κ (144)
for unspecified constants A` and Ar will emerge as the most natural to use. Furthermore, we require G(ρ, ε;σ, η) to
be causal with respect to ε:
G(ρ, ε;σ, η) = 0, 0 < η < ε. (145)
Now, the related homogeneous differential equation P∗[G](σ, η) = 0 admits separable solutions of the form G(σ, η) =
Σλ(σ)Hλ(η), where λ is the separation variable and Σ and H respectively solve[
Q∗ +
λ− 1
σ(1− σ)
]
Σλ(σ) = 0, [η∂η + (λ− 1)]Hλ(η) = 0. (146)
The differential equation for Hλ admits power-law solutions, but that for Σλ is more complicated, being (to within
an integration factor) an irregular Sturm-Liouville problem on [0, 1] [36]. After substituting
4λn = κn
2 + [8− κ+ 2κ(∆+(h) + ∆+(θ1))]n+ 4(∆+(h) + ∆+(θ1)) + 2κ∆+(h)∆+(θ1), (147)
Σλn(σ) = f(σ)(Pn ◦ y)(σ), f(σ) := σ∆
+(θ1)+4/κ(1− σ)∆+(h)+4/κ, y(σ) := 2σ − 1, (148)
into the differential equation for Σλ (146) (with n any real number), we find that Pn satisfies the Jacobi differential
equation J (α,β)[Pn] = n(n+ α+ β + 1)Pn [36, 37], with J
(α,β), α > 0 and β > 0 given as follows (definition 2):
J (α,β) := (1− y2)∂2y + [β − α− (α+ β + 2)y]∂y (149)
α :=O(h) = 4
κ
+ 2∆+(h)− 1 > 0, β :=O(θ1) = 4
κ
+ 2∆+(θ1)− 1 > 0. (150)
The boundary condition (144) requires that Pn(y) not blow up as y ↓ −1 (σ ↓ 0) or as y ↑ 1 (σ ↑ 1). This condition
restricts n to a non-negative integer, so we find that Pn is therefore the nth Jacobi polynomial, given by [37]
P (α,β)n (y) :=
Γ(α+ n+ 1)
Γ(n+ 1)Γ(α+ β + n+ 1)
n∑
m=0
Ç
n
m
å
Γ(α+ β + n+m+ 1)
Γ(α+m+ 1)
Å
y − 1
2
ãm
, −1 ≤ y ≤ 1. (151)
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The set {P (α,β)n }∞n=0 is an orthogonal basis for L2%(−1, 1) with weight function %(y) = %(α,β)(y) := (1 − y)α(1 + y)β
[36, 37]. (We recall that
L2ω(a, b) :=
{
f : [a, b]→ R
∣∣∣∣∣
∫ 1
0
|f(y)|2ω(y) dy <∞
}
, ω a positive-valued, continuous function on [a, b], (152)
defines the Hilbert space of ω-square-integrable functions.) Thus, B := {P (α,β)n ◦ y}∞n=0 is an orthogonal basis for
L2w(0, 1) with its weight function
w(α,β)(σ) := σβ(1− σ)α (153)
[37]. The squares of the norms of these two basis elements are [37]
‖P (α,β)n ‖2L2%(−1,1) = h
(α,β)
n :=
2α+β+1Γ(n+ α+ 1)Γ(n+ β + 1)
(2n+ α+ β + 1)Γ(n+ 1)Γ(n+ α+ β + 1)
, (154)
‖P (α,β)n ◦ y‖2L2w(0,1) = 2
−α−β−1h(α,β)n . (155)
The boundary condition (144) with (148) implies that G(ρ, ε;σ, η)/f(σ), as a function of σ with ρ, ε, and η fixed, is
an element of L2w(0, 1). Therefore, it equals (in the L
2
w(0, 1) sense) its Jacobi-Fourier expansion over B, and we have
G(ρ, ε;σ, η) = f(σ)
∞∑
n=0
cn(ρ, ε; η)P
(α,β)
n (2σ − 1), 0 < σ < 1, (156)
for some functions cn. Similarly, we expand the Dirac delta function D(σ−ρ) overB. After inserting these expansions
into (142) and exchanging the infinite summation with differentiation (assuming for now that this is allowed), we find
[η∂η + (λn − 1)]cn(ρ, ε; η) = −2α+β+1ε2 ρ(1− ρ)w
(α,β)(ρ)
h
(α,β)
n f(ρ)
P (α,β)n (2ρ− 1)D(η − ε), n ∈ Z+ ∪ {0}. (157)
The boundary condition (145) implies that cn(ρ, ε; η) = 0 for 0 < η < ε and all n ∈ Z+ ∪ {0}. Hence, the unique
solution to (157) is
cn(ρ, ε; η) = −2α+β+1Θ(η − ε) ε ρ(1− ρ)w
(α,β)(ρ)
h
(α,β)
n f(ρ)
P (α,β)n (2ρ− 1)
Å
ε
η
ãλn−1
, n ∈ Z+ ∪ {0}, (158)
where Θ is the Heaviside step function. Putting everything together, we find the following formula for the Green
function solving (142) and subject to boundary conditions (144, 145):
G(ρ, ε;σ, η) = −Θ(η − ε)σβ+1(1− σ)α+1
( ρ
σ
)∆+(θ1) Å 1− ρ
1− σ
ã∆+(h)
× η
∞∑
n=0
Å
ε
η
ãλn P (α,β)n (2ρ− 1)P (α,β)n (2σ − 1)
2−α−β−1h(α,β)n
. (159)
Here, α and β are given by (150), h
(α,β)
n is given by (154), λn is given by (147), P
(α,β)
n is the nth Jacobi polynomial
given by (151), ∆+ is given by (27), and θ1 is given by (6). We find it convenient to write this Green function as
G(ρ, ε;σ, η) = −Θ(η − ε)σβ+1(1− σ)α+1
( ρ
σ
)∆+(θ1) Å 1− ρ
1− σ
ã∆+(h)
η
Å
ε
η
ãλ0
K(α,β)(ρ, σ,− log(ε/η)κ/4), (160)
where K(α,β)(ρ, σ, t) is given by the series (which is evidently absolutely and uniformly convergent over (ρ, σ, t) ∈
[0, 1]× [0, 1]× [a,∞) for any a > 0):
K(α,β)(ρ, σ, t) :=
∞∑
n=0
e−tn(n+α+β+1)
P
(α,β)
n (2ρ− 1)P (α,β)n (2σ − 1)
2−α−β−1h(α,β)n
. (161)
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We note that the function G
(α,β)
t (y, z) := 2
−α−β−1K(α,β)(y+12 ,
z+1
2 , t) is the Jacobi heat kernel [31, 32]. This particular
heat kernel arises in the following application. For any square-%-integrable function F : [−1, 1]→ R, the function
u : [−1, 1]× (0,∞)→ R, u(y, t) :=
∫ 1
−1
G
(α,β)
t (y, z)F (z)%
(α,β)(z) dz (162)
solves the Jacobi heat equation [J (α,β) − ∂t]u(y, t) = 0 (149) with the initial condition u(y, 0+) = F (y) [38]. In an
abuse of terminology, we also refer to (161) as the Jacobi heat kernel below.
We state a few facts concerning the Jacobi heat kernel that were recently discovered by A. Nowak and P. Sjo¨gren
[31, 32] and that we use in this proof. First [31], for all continuous f : [0, 1]→ R,
lim
t↓0
∫ 1
0
K(α,β)(ρ, σ, t)f(σ)w(α,β)(σ) dσ = f(ρ) uniformly over ρ ∈ [0, 1]. (163)
Second, the authors of [31, 32] have derived sharp estimates for the short time behavior of the Jacobi heat kernel,
and their result (stated slightly differently) reads as follows [32]. We let
Λ(α,β)(θ, φ, t) := [t+ sin(θ/2) sin(φ/2)]−α−1/2[t+ cos(θ/2) cos(φ/2)]−β−1/2, (164)
with θ, φ ∈ [0, pi], t ≥ 0, and α, β ≥ −1/2. (We recall from (150) that α, β > 0 in this proof.) Then for any T > 0,
there exist positive constants C, c1 and c2, depending only on α, β and T , such that for all θ, φ ∈ [0, pi],
√
c1
C
Λ(α,β)(θ, φ, t)
e−(θ−φ)
2/c1t
√
pic1t
≤ K(α,β)(cos2 θ/2, cos2 φ/2, t)
≤ C√c2 Λ(α,β)(θ, φ, t)e
−(θ−φ)2/c2t
√
pic2t
, 0 ≤ t ≤ T
1
C
≤ K(α,β)(cos2 θ/2, cos2 φ/2, t) ≤ C, t > T
. (165)
We recognize the exponential divided by the square root in (165) as the standard heat kernel for an infinite rod [36], a
fact that motivates (163). Equation (165) shows that K(α,β)(ρ, σ, t) is positive, a feature previously noted in [39–41].
Next, in analogy with the proof of lemma 4, we use the Green function (159) to derive an integral equation for
F(ρ, ε). The usual procedure is to equate two evaluations of the definite integral∫ b
0
∫ 1
0
[
P[F](ξ;x, σ, η)G(ρ, ε;σ, η)−P∗[G](ρ, ε;σ, η)F(ξ;x, σ, η)] dη dσ. (166)
First, we use definitions (141–143) and the product rule to write the integrand of (166) as a sum of derivatives with
respect to σ and η and integrate, finding only boundary terms [36]. With G(ρ, ε;σ, η) = 0 for η ≤ ε (145), we find
κ
4
∫ b
ε
1
η2
[∂σF(ξ;x, σ, η)G(ρ, ε;σ, η)− F(ξ;x, σ, η)∂σG(ρ, ε;σ, η)]
∣∣∣∣σ=1
σ=0
dη
+
∫ b
ε
1− 2σ
η2σ(1− σ)F(ξ;x, σ, η)G(ρ, ε;σ, η)
∣∣∣∣σ=1
σ=0
dη +
∫ 1
0
1
bσ(1− σ)F(ξ;x, σ, b)G(ρ, ε;σ, b) dσ. (167)
Second, we insert P[F] = N [F] and (142) into (166), and we integrate over the delta function in the first term. This
treatment of the formal equation (142) is non-rigorous, but if we momentarily allow it, then we find∫ b
ε
∫ 1
0
N [F](ξ;x, σ, η)G(ρ, ε;σ, η) dη dσ − F(ξ;x, ρ, ε). (168)
(Again, we have used G(ρ, ε;σ, η) = 0 for η ≤ ε.) Equating (168) with (167) gives an integral equation with a form
reminiscent of the form of the previous integral equations (38, 115):
F(ξ;x, ρ, ε) =
∫ b
ε
∫ 1
0
N [F](ξ;x, σ, η)G(ρ, ε;σ, η) dη dσ − boundary terms. (169)
To rigorously derive (169), we change the lower η-limit in (166) to η = ε+ ø with 0 < ø ε, recalculate (167) after
this change, and equate the result to (166) with P∗[G] = 0 (because η ≥ ε+ ø > ε) and P[F] = N [F], finding
26∫ b
ε+ø
∫ 1
0
N [F](ξ;x, σ, η)G(ρ, ε;σ, η) dη dσ
=
κ
4
∫ b
ε+ø
1
η2
[∂σF(ξ;x, σ, η)G(ρ, ε;σ, η)− F(ξ;x, σ, η)∂σG(ρ, ε;σ, η)]
∣∣∣∣σ=1
σ=0
dη
+
∫ b
ε+ø
1− 2σ
η2σ(1− σ)F(ξ;x, σ, η)G(ρ, ε;σ, η)
∣∣∣∣σ=1
σ=0
dη +
∫ 1
0
1
ησ(1− σ)F(ξ;x, σ, η)G(ρ, ε;σ, η)
∣∣∣∣η=b
η=ε+ø
dσ.
(170)
Following a strategy described in [42] (Sect. 9.7), we later send ø ↓ 0 (figure 4) in order to derive from (170) an integral
equation with the desired form (169).
But first, we show that the terms on the right side of (170) involving integration with respect to η in fact vanish.
Now, the boundary condition (144) with the asymptotic behavior (see condition 3 and the conclusion of lemma 5)
F(ξ;x, σ, η) ∼
σ↓0
B`(ξ;x, η)σ
∆+(θ1), F(ξ;x, σ, η) ∼
σ↑1
Br(ξ;x, η)(1− σ)∆+(h), (171)
imply that the integrand of the second definite integral on the right side of (170) is O(σβ) as σ ↓ 0 (resp. O((1− σ)α)
as σ ↑ 1) with α, β > 0 (150). Thus, this definite integral vanishes as claimed.
By a similar argument, the first definite integral on the right side of (170) vanishes too. Indeed, the second term
in its integrand vanishes as σ ↓ 0 or σ ↑ 1 thanks to (159) and (171). Now turning our attention to the first term, we
estimate ∂σF(ξ;x, σ, η) with arguments very similar to those in the proof of lemma 4. Expressed in terms of ξ, x, ε,
and ρ (see above (137) and (139)) (we replace ρ by σ later), the null-state PDE (32) with j 6∈ {ι− 2, ι− 1, ι} is[
κ
4
∂2j +
∑
k 6=j
Å
∂k
ξk − ξj −
θ1
(ξk − ξj)2
ã
+
∂x
x− ξj −
θ1
(x− ξj)2 −
ερ(1− ρ)∂ρ
(x− ξj)(x+ ερ− ξj)(x+ ε− ξj)
− θ1
(x+ ερ− ξj)2 −
ε∂ε
(x− ξj)(x+ ε− ξj) −
h
(x+ ε− ξj)2
]
F(ξ;x, ρ, ε) = 0. (172)
After summing (172) over j 6∈ {ι − 2, ι − 1, ι}, we use the conformal Ward identities (33) to replace the derivatives
∂xF, ∂ρF, and ∂εF in the resulting PDE with derivatives of F in the coordinates of ξ. These identities areï∑
j
∂j + ∂x
ò
F(ξ;x, ρ, ε) = 0,
ï∑
j
(ξj∂j + θ1) + x∂x + θ1 + ε∂ε + h+ θ1
ò
F(ξ;x, ρ, ε) = 0,ï∑
j
(ξ2j ∂j + 2θ1ξj) + x
2∂x + 2θ1x− ρ(1− ρ)ε∂ρ + (2x+ ερ)θ1 + (2x+ ε)ε∂ε + 2h(x+ ε)
ò
F(ξ;x, ρ, ε) = 0.
(173)
Hence, we find a strictly elliptic PDE in the coordinates of ξ, with x, ρ and ε as parameters, and whose coefficients
do not blow up or vanish as ε ↓ 0, ρ ↓ 0, or ρ ↑ 1. Therefore, the Schauder interior estimate (Cor. 6.3 of [34]) gives
d sup
U
∣∣{ F, ∂jF, ρ(1− ρ)∂ρF, ∂xF, ε∂εF } (ξ;x, ρ, ε)∣∣ ≤ C(R) sup
V
|F(ξ;x, ρ, ε)| (174)
for all ρ ∈ (0, 1) and 0 < ε < b, where U ⊂⊂ V ⊂⊂ piι−1,ι(ΩM0 ) are open sets, C is some positive-valued function,
d = dist(∂U, ∂V ), and R = diam(V )/2. It follows from (144, 171) and (174) with σ replacing ρ that the first term of
the first definite integral on the right side of (170) vanishes as σ ↓ 0 or σ ↑ 1 too. Hence, (170) becomes
−
∫ 1
0
1
(ε+ ø)σ(1− σ)F(ξ;x, σ, ε+ ø)G(ρ, ε;σ, ε+ ø) dσ
=
∫ b
ε+ø
∫ 1
0
N [F](ξ;x, σ, η)G(ρ, ε;σ, η) dη dσ −
∫ 1
0
1
bσ(1− σ)F(ξ;x, σ, b)G(ρ, ε;σ, b) dσ. (175)
It is easy to show that integrands appearing on either side of (175) are O(σβ) as σ ↓ 0 and O((1 − σ)α) as σ ↑ 1.
Because α and β are positive (150), the definite integrals with respect to σ on either side converge.
Next, we send ø ↓ 0 to derive an integral equation of the form (169). In this limit, the left side of (175) goes to
F(ξ;x, ρ, ε). To motivate why this is true, we use (153) and (159) to write the limit of this left side as
lim
ø↓0
∫ 1
0
( ρ
σ
)∆+(θ1) Å 1− ρ
1− σ
ã∆+(h) ∞∑
n=0
Å
ε
ε+ ø
ãλn P (α,β)n (2σ − 1)P (α,β)n (2ρ− 1)
2−α−β−1h(α,β)n
F(ξ;x, σ, ε+ ø)w(α,β)(σ) dσ, (176)
we commute the integration with respect to σ with the infinite sum, we set ø = 0, and we recognize (essentially) the
Jacobi-Fourier series for F(ξ;x, σ, ε). Now, to prove that (176) indeed equals F(ξ;x, σ, ε), we use (160) to write it as
27
lim
t↓0
e−4λ0t/κ
[∫ 1
0
K(α,β)(ρ, σ, t)
( ρ
σ
)∆+(θ1) Å 1− ρ
1− σ
ã∆+(h)
F(ξ;x, σ, ε)w(α,β)(σ) dσ
+
∫ 1
0
K(α,β)(ρ, σ, t)
( ρ
σ
)∆+(θ1) Å 1− ρ
1− σ
ã∆+(h)
[F(ξ;x, σ, εe4t/κ)− F(ξ;x, σ, ε)]w(α,β)(σ) dσ
]
, (177)
where ε + ø = εe4t/κ. As a consequence of (163), the first definite integral in (177) goes to F(ξ;x, ρ, ε) as t ↓ 0. To
show that the second definite integral vanishes as t ↓ 0, we let Eρ be a closed interval within (0, 1) and containing ρ,
we divide the region of integration into two parts thus,Ç∫
Eρ
+
∫
(0,1)\Eρ
å
K(α,β)(ρ, σ, t)
( ρ
σ
)∆+(θ1) Å 1− ρ
1− σ
ã∆+(h)
[F(ξ;x, σ, εe4t/κ)− F(ξ;x, σ, ε)]w(α,β)(σ) dσ, (178)
and we show that both definite integrals vanish as t ↓ 0.
1. First, we show that the definite integral over Eρ in (178) vanishes as t ↓ 0. The magnitude of this definite integral
is bounded above by
sup
Eρ
|F(ξ;x, σ, εe4t/κ)− F(ξ;x, σ, ε)|
∫ 1
0
K(α,β)(ρ, σ, t)
( ρ
σ
)∆+(θ1) Å 1− ρ
1− σ
ã∆+(h)
w(α,β)(σ) dσ, (179)
because (165) implies that K(α,β) is positive-valued. Furthermore, the definite integral in (179) approaches one
as t ↓ 0 thanks to (163). Now, to show that the supremum in (179) vanishes, we use the integral equation
F(ξ;x, σ, ε)− F(ξ;x, σ, b) =
ñ(ε
b
)∆−(h)
− 1
ô
F(ξ;x, σ, b)− κ
4
ε∆
−(h)J(ε, b)∂b[b
−∆−(h)F(ξ;x, σ, b)]
+
∫ b
ε
Å
ε
η
ã∆−(h)
J(ε, η)
[
σ∂σ
η2(1− σ)2 +
θ1
η2(1− σ)2 +
∂x
η
+
M−3∑
j=1
Å
θ1
(ξj − x− η)2 −
∂j
ξj − x− η
ã]
F(ξ;x, σ, η) dη,
(180)
with J defined in (39) (except h replaces θ1), ε bounded above zero, and σ ∈ Eρ bounded away from zero and
one. Equation (180) follows from the null-state PDE (32) with j = ι which, in terms of ε and σ = δ/ε, becomes[
κ
4
∂2ε +
∂ε
ε
− h
ε2
]
F(ξ;x, σ, η)
=
[
σ∂σ
ε2(1− σ)2 +
θ1
ε2(1− σ)2 +
∂x
ε
+
M−3∑
j=1
Å
θ1
(ξj − x− ε)2 −
∂j
ξj − x− ε
ã]
F(ξ;x, σ, ε). (181)
We find (180) after we invert the differential operator on the left side of (181), exactly as we did in the proof of
lemma 3 of [1]. (We note that ε in (180, 181) plays the role of δ in that proof.) Thus, after setting b = εe−4t/κ
in (180), taking the supremum of (180) over σ ∈ Eρ, and noting that J(ε, b) vanishes as b ↓ ε, we find
sup
Eρ
|F(ξ;x, σ, εe4t/κ)− F(ξ;x, σ, ε)| −−−→
t↓0
0. (182)
Hence, (179) vanishes as t ↓ 0. But because (179) is an upper bound of the magnitude of the definite integral
over Eρ in (178), we conclude that this latter definite integral vanishes as t ↓ 0 too.
2. Finally, we show that the definite integral over (0, 1) \ Eρ in (178) vanishes as t ↓ 0. Recalling that K(α,β) is
positive-valued, the magnitude of this definite integral is bounded above by
sup
(0,1)\Eρ
|F(ξ;x, σ, εe4t/κ)− F(ξ;x, σ, ε)|
∫
(0,1)\Eρ
K(α,β)(ρ, σ, t)
( ρ
σ
)∆+(θ1) Å 1− ρ
1− σ
ã∆+(h)
w(α,β)(σ) dσ. (183)
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After estimating the supremum, inserting the change of variables cos2 θ/2 = σ and cos2 φ/2 = ρ, applying the
estimate (165) for some fixed T > 0 (small enough so xι < xι+1 if the latter coordinate exists), and using the
inequality Λ(α,β)(θ, φ, t) ≤ Λ(α,β)(θ, φ, 0) for t > 0 (164), we find that (183) is bounded above by
2C
√
c2
(
sup
σ∈(0,1)
t∈(0,T )
|F(ξ;x, σ, εe4t/κ)|+ sup
σ∈(0,1)
|F(ξ;x, σ, ε)|
)
×
∫ pi
0
e−(θ−φ)
2/c2t
√
pic2t
Å
sin θ/2
sinφ/2
ã4/κ−1/2 Å
cos θ/2
cosφ/2
ã4/κ−1/2
χ{cos2 θ/26∈Eρ}(θ) dθ, (184)
where χS(x) is the indicator function on the set S ⊂ R. Because F(ξ;x, σ, εe4t/κ), with ξ, x, and ε fixed, extends
to a continuous function on (σ, t) ∈ [0, 1] × [0, T ] (thanks to the uniformness of the limits σ ↓ 0 and σ ↑ 1, as
stated in lemma 5), the supremums in (184) are finite. Furthermore, as t → 0, the definite integral in (184)
converges to χ{cos2 θ/26∈Eρ}(θ = φ) (see theorem 7.3 of [36]), and this equals zero because cos
2 φ/2 = ρ ∈ Eρ.
Hence, (183) vanishes as t ↓ 0. Finally, because (183) is an upper bound of the magnitude of the definite integral
over (0, 1) \ Eρ in (178), we conclude that this latter definite integral vanishes as t ↓ 0 too.
From items 1 and 2 above, it follows that the second definite integral in (177) vanishes as t ↓ 0. Therefore, (177) goes
to F(ξ;x, ρ, ε) as t ↓ 0, so we find the integral equation
F(ξ;x, ρ, ε) =
∫ 1
0
∫ b
ε
N [F](ξ;x, σ, η)G(ρ, ε;σ, η) dη dσ −
∫ 1
0
1
bσ(1− σ)F(ξ;x, σ, b)G(ρ, ε;σ, b) dσ (185)
after sending ø ↓ 0 in (175). This has the form (169) that we sought.
Now, we use the integral equation (185) to find the smallest value that p0 may attain in the estimate (127), the nub
of this lemma. To this end, we replace K by any bounded open set U0 ⊂⊂ piι−1,ι(ΩM0 ) and δ by ερ in (127), finding
sup
U0
|F(ξ;x, ρ, ε)| = O(ρ∆+(θ1)ε−q0(1− ρ)∆+(h)), −q0 := −p0 + ∆+(θ1) + ∆+(h). (186)
Next, we choose open sets U0, U1, . . . , Um, with m := dq0 + λ0e (147), such that K ⊂⊂ Um ⊂⊂ Um−1 ⊂⊂ . . . ⊂⊂
U0 ⊂⊂ piι−1,ι(ΩM0 ). From (185), we have
sup
Un
|F(ξ;x, ρ, ε)| ≤
∫ b
ε
∫ 1
0
sup
Un
|ησ(1− σ)N [F](ξ;x, σ, η)| |G(ρ, ε;σ, η)|
ησ(1− σ) dη dσ
+
∫ 1
0
sup
Un
|F(ξ;x, σ, b)| |G(ρ, ε;σ, b)|
bσ(1− σ) dσ (187)
for all n ∈ {0, 1, . . . ,m}. Next, we estimate the second definite integral on the right side of (187). It follows from
(186) with Un ⊂ U0 replacing U0 and (160) that for some constant C0 and all n ∈ {0, 1, . . . ,m},∫ 1
0
sup
Un
|F(ξ;x, σ, b)| |G(ρ, ε;σ, b)|
bσ(1− σ) dσ ≤ C0ρ
∆+(θ1)ελ0(1− ρ)∆+(h)
∫ 1
0
K(α,β)(ρ, σ,− log(ε/b)κ/4)w(α,β)(σ) dσ, (188)
where we define w(α,β)(σ) in (153). Because K(α,β)(ρ, σ, t) is bounded above by a positive constant for all ρ, σ ∈ [0, 1]
and t > 0 (165), the definite integral on the right side of (188) remains bounded as ε ↓ 0, and (187) becomes
sup
Un
|F(ξ;x, ρ, ε)| ≤
∫ b
ε
∫ 1
0
sup
Un
|ησ(1− σ)N [F](ξ;x, σ, η)| |G(ρ, ε;σ, η)|
ησ(1− σ) dη dσ +O(ρ
∆+(θ1)ελ0(1− ρ)∆+(h)). (189)
Next, we estimate the definite integral on the right side of (189) with n = 1. After inserting the explicit formula (138,
140) for N and using (160) and estimates (174) with U = U1 and V = U0 and (186), we find that for some C1 > 0,
sup
U1
|F(ξ;x, ρ, ε)| ≤ O(ρ∆+(θ1)ελ0(1− ρ)∆+(h))
+ C1ρ
∆+(θ1)(1− ρ)∆+(h)
∫ b
ε
∫ 1
0
η−q0
Å
ε
η
ãλ0
K(α,β)(ρ, σ,− log(ε/η)κ/4)w(α,β)(σ) dσ dη. (190)
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Next, we determine the behavior of the definite integral in (190) as ε ↓ 0 or ρ ↓ 0 or ρ ↑ 1. We introduce the
substitution η = εe4t/κ, chose a T ∈ (0, log(b/ε)κ/4), and insert the estimates (165) into this definite integral to find∫ b
ε
∫ 1
0
η−q0
Å
ε
η
ãλ0
K(α,β)(ρ, σ, (− log(ε/η)κ/4)w(α,β)(σ) dη dσ
≤ 4
κ
ε−q0+1
∫ T
0
e(−q0−λ0+1)4t/κ
∫ 1
0
K(α,β)(ρ, σ, t)w(α,β)(σ) dσ dt
+
4
κ
Cε−q0+1
∫ log(b/ε)κ/4
T
e(−q0−λ0+1)4t/κ
∫ 1
0
w(α,β)(σ) dσ dt.
(191)
To determine the behavior of the right side of (191) as ρ ↓ 0 or ρ ↑ 1, we note that the second definite integral on this
right side does not depend on ρ, but the first definite integral does. Now within the latter, the definite integral∫ 1
0
K(α,β)(ρ, σ, t)w(α,β)(σ) dσ (192)
is a continuous function of (ρ, t) ∈ [0, 1] × [a, T ] for any a > 0. Furthermore, (192) converges to one uniformly in
ρ ∈ [0, 1] as t ↓ 0 thanks to (163), so it extends to a continuous function of (ρ, t) ∈ [0, 1]× [0, T ]. Therefore, the right
side of (191) equals some function of ρ, bounded as ρ ↓ 0 or ρ ↑ 1, multiplied by ε−q0+1.
Next, we determine the behavior of the right side of (191) as ε ↓ 0. If we choose p0 big enough in (127) so m > 2,
then the power −q0 − λ0 + 1 is negative. It therefore follows that the first term on the right side of (191) dominates,
so that the entire right side is O(ε−q0+1) as ε ↓ 0 uniformly in ρ ∈ [0, 1]. Furthermore, after inserting this estimate
into (190), we find
sup
U1
|F(ξ;x, ρ, ε)| = O(ρ∆+(θ1)ε−q0+1(1− ρ)∆+(h)). (193)
We note that the power of ε in (193) has increased by one from its original value in (186). Now, we insert this estimate
back into (189) with n = 2 and −q0 replaced by −q0 + 1, and we repeat this analysis another m− 2 times to find the
estimate (186) with U0 replaced by Um−1 and −q0 replaced by −q0 +m− 1. Finally, we insert this estimate back into
(189) with n = m, and after using (191) with −q0 replaced by −q0 +m− 1, we find
sup
Um
|F(ξ;x, ρ, ε)| ≤ O(ρ∆+(θ1)ελ0(1− ρ)∆+(h)) +O(ρ∆+(θ1)ε−q0+m(1− ρ)∆+(h))
+
4
κ
CmCρ
∆+(θ1)ε−q0+m(1− ρ)∆+(h)
∫ − log(ε/b)κ/4
T
e(−q0+m−λ0)4t/κ dt
∫ 1
0
w(α,β)(σ) dσ, (194)
where Cm is some constant. Now with −q0 + m − λ0 > 0 for the first time in this sequence of m estimations, the
integrand, which is O(εq0−m+λ0), grows without bound as t → ∞. Hence, both of the first and third terms on the
right side of (194) dominate as ε ↓ 0 because −q0 +m > λ0, so with K ⊂⊂ Um, we have
sup
K
|F(ξ;x, ρ, ε)| = O(ρ∆+(θ1)ελ0(1− ρ)∆+(h)). (195)
Thus, we have q0 ≥ −λ0 in (186). Now, from p0 = q0 + ∆+(θ1) + ∆+(h) (186) and the expression for the zeroth
eigenvalue (147) with the identity ∆+(θ1) = 2/κ (29),
λ0 = ∆
+(h) + ∆+(θ1) +
κ
2
∆+(h)∆+(θ1) = 2∆
+(h) + ∆+(θ1), (196)
we find that p0 ≥ −∆+(h). Finally, after inserting p0 = −∆+(h) in (127), we find (136) as desired.
III. PROOF OF LEMMA 1
In this section, we present the proof of lemma 1, the purpose of this article. This proof incorporates the results of
lemmas 3–7 and 9, and it closely follows the reasoning outlined in section I A and at the beginning of section II B.
Lemma 1. Suppose that κ ∈ (0, 8) and F ∈ SN with N > 1. If all of (x2, x3), (x3, x4), . . . , (x2N−2, x2N−1), and
(x2N−1, x2N ) are two-leg intervals of F , then F = 0.
30
Proof. We assume that F1 := F is not zero and prove the lemma by contradiction. Now, F1 has two basic properties
that we use in this proof:
I. As an element of SN \ {0}, F1 satisfies conditions 1 and 2 stated in lemma 4 with M = ι = 2N and h = θ1.
II. The following limits are guaranteed to exist by lemma 4 and also vanish by hypothesis, i.e.,
lim
xj→xj−1
(xj − xj−1)−∆−(θ1)F1(x) = 0, j ∈ {3, 4, . . . , 2N}, x ∈ Ω2N0 . (197)
Next, we gather some facts concerning the alternative limit
(F2 ◦ pi2N )(x) := lim
x2N→x2N−1
(x2N − x2N−1)−∆+(θ1)F1(x), x ∈ Ω2N0 . (198)
1. According to lemma 5, the limit (198) exists and is not zero.
2. According to lemma 6, the limit (198) satisfies conditions 1 and 2 stated in lemma 4 with M = ι = 2N − 1 and
h = h+ = ∆+(θ1) + θ1 + θ1 = θ2 (lemma 3).
3. Therefore, according to lemma 4, the limits
lim
xj→xj−1
(xj − xj−1)−∆−(d)(F2 ◦ pi2N )(x), d =
®
θ1, j ∈ {3, 4, . . . , 2N − 2}
θ2, j = 2N − 1 , x ∈ Ω
2N
0 (199)
exist. Now we argue that these limits equal zero.
4. First, we argue that the limits (199) with j ∈ {3, 4, . . . , 2N −2} equal zero. Now, thanks to properties I. and II.,
F1 satisfies conditions 1–3 of lemma 5, with M = ι = 2N , h = θ1, and i ∈ {ι, j}, for all j ≤ 2N − 2. Therefore,
we may use the estimate (100) of lemma 7 to find that whenever xj −xj−1 and x2N −x2N−1 are less than some
sufficiently small b > 0,
(xj − xj−1)−∆−(θ1)(x2N − x2N−1)−∆+(θ1)|F1(x)| ≤ C(xj − xj−1)∆+(θ1)−∆−(θ1) (200)
for some constant C. Then, after sending x2N → x2N−1, we find
(xj − xj−1)−∆−(θ1)|(F2 ◦ pi2N )(x)| ≤ C(xj − xj−1)∆+(θ1)−∆−(θ1). (201)
Because ∆+(θ1)−∆−(θ1) > 0, after sending xj → xj−1, we find that the limits (199) with j ∈ {3, 4, . . . , 2N−2}
equal zero.
5. Last, we argue that the limit (199) is zero for j = 2N − 1. Again, thanks to properties I. and II., F1 satisfies
conditions 1–3 of lemma 5, with M = ι = 2N , h = θ1, and i ∈ {ι − 1, ι}. Therefore, we may use the estimate
(136) of lemma 9 to find that whenever x2N − x2N−2 is less than some sufficiently small b > 0,
(x2N−1 − x2N−2)−∆−(θ2)(x2N − x2N−1)−∆+(θ1)|F1(x)|
≤ C(x2N−1 − x2N−2)∆+(θ1)−∆−(θ2)(x2N − x2N−2)∆+(θ1) (202)
for some constant C. Then, after sending x2N → x2N−1, we find
(x2N−1 − x2N−2)−∆−(θ2)|(F2 ◦ pi2N )(x)| ≤ C(x2N−1 − x2N−2)2∆+(θ1)−∆−(θ2). (203)
Because 2∆+(θ1)−∆−(θ2) > 0, after sending x2N−1 → x2N−2, we find that limit (199) with j = 2N − 1 equals
zero.
We summarize what we have established about the limit F2 : Ω
2N−1
0 → R (198):
I. F2 is nonzero and satisfies conditions 1 and 2 stated in lemma 4 with M = ι = 2N − 1 and h = θ2. Stated in
terms of CFT, we interpret these properties to mean that F2 is a correlation function of 2N−2 one-leg boundary
operators at x1, x2, . . . , x2N−2 and a single two-leg boundary operator at x2N−1.
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II. The following limits vanish:
lim
xj→xj−1
(xj − xj−1)−∆−(d)F2(x) = 0, d =
®
θ1, j ∈ {3, 4, . . . , 2N − 2}
θ2, j = 2N − 1 , x ∈ Ω
2N−1
0 . (204)
Properties I. and II. of F2 are respectively analogous with properties I. and II. of F1. Therefore, we naturally
expect that we may pass from F2 to some function F3 with properties analogous to those of F2, then from F3 to some
function F4 with properties analogous to those of F3, and so on, until we pass from F2N−2 to F2N−1, as section I A
describes. Each passage from, say, Fs to Fs+1 simplifies the picture by removing another point among x1, x2, . . . , x2N
from the system. If we reach it, then the ultimate function F2N−1 depends on only the two coordinates x1 and x2,
and understanding this function may be considerably easier than understanding the original function F1.
Now we construct the collection of mentioned functions S = {F3, F4, . . . , F2N−1}. In particular, we show only the
(s + 1)th step of the construction in which we build Fs+2 from Fs+1, so by proceeding sequentially down the list of
indices s ∈ {1, 2, . . . , 2N − 1} starting with s = 1, we construct all of the functions in S. Now, Fs : Ω2N−s+10 → R has
the following two properties:
I. Fs is nonzero and satisfies conditions 1 and 2 stated in lemma 4 with M = ι = 2N − s+ 1 and h = θs. Stated in
terms of CFT, we interpret these properties to mean that Fs is a correlation function of 2N−s one-leg boundary
operators at x1, x2, . . . , x2N−s and a single s-leg boundary operator at x2N−s+1.
II. The following limits vanish:
lim
xj→xj−1
(xj − xj−1)−∆−(d)Fs(x) = 0, d =
®
θ1, j ∈ {3, 4, . . . , 2N − s}
θs, j = 2N − s+ 1 , x ∈ Ω
2N−s+1
0 . (205)
Next, we gather some facts concerning the alternative limit
(Fs+1 ◦ pi2N−s+1)(x) := limx2N−s+1→x2N−s
(x2N−s+1 − x2N−s)−∆+(θs)Fs(x), x ∈ Ω2N−s+10 . (206)
1. According to lemma 5, the limit (206) exists and is not zero.
2. According to lemma 6, the limit (206) satisfies conditions 1 and 2 stated in lemma 4 with M = ι = 2N − s and
h = h+ = ∆+(θs) + θ1 + θs = θs+1 (lemma 3).
3. Therefore, according to lemma 4, the limits
lim
xj→xj−1
(xj − xj−1)−∆−(d)(Fs+1 ◦ pi2N−s+1)(x), d =
®
θ1, j ∈ {3, 4, . . . , 2N − s− 1}
θs+1, j = 2N − s , x ∈ Ω
2N−s+1
0 .
(207)
exist. Now we argue that these limits equal zero.
4. First, we argue that the limits (207) with j ∈ {3, 4, . . . , 2N − s − 1} equal zero. Now, thanks to properties I.
and II. of Fs, Fs satisfies conditions 1–3 of lemma 5, with M = ι = 2N − s + 1, h = θs, and i ∈ {ι, j}, for all
j ≤ 2N − s − 1. Therefore, we may use the estimate (100) of lemma 7 to find that whenever xj − xj−1 and
x2N−s+1 − x2N−s are less than some sufficiently small b > 0,
(xj − xj−1)−∆−(θ1)(x2N−s+1 − x2N−s)−∆+(θs)|Fs(x)| ≤ C(xj − xj−1)∆+(θ1)−∆−(θ1) (208)
for some constant C. Then, after sending x2N−s+1 → x2N−s, we find
(xj − xj−1)−∆−(θ1)|(Fs+1 ◦ pi2N−s+1)(x)| ≤ C(xj − xj−1)∆+(θ1)−∆−(θ1). (209)
Because ∆+(θ1)−∆−(θ1) > 0, after sending xj → xj−1, we find that the limits (207) with j ∈ {3, 4, . . . , 2N −
s− 1} equal zero.
5. Finally, we argue that the limit (207) is zero for j = 2N − s. Again, thanks to properties I. and II., Fs satisfies
conditions 1–3 of lemma 5, with M = ι = 2N − s + 1, h = θs, and i ∈ {ι − 1, ι}. Therefore, we may use the
estimate (136) of lemma 9 to find that whenever x2N−s+1 − x2N−s−1 is less than some sufficiently small b > 0,
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(x2N−s − x2N−s−1)−∆−(θs+1)(x2N−s+1 − x2N−s)−∆+(θs)|Fs(x)|
≤ C(x2N−s − x2N−s−1)∆+(θ1)−∆−(θs+1)(x2N−s+1 − x2N−s−1)∆+(θs) (210)
for some constant C. Then, after sending x2N−s+1 → x2N−s, we find
(x2N−s − x2N−s−1)−∆−(θs+1)|(Fs+1 ◦ pi2N−s+1)(x)| ≤ C(x2N−s − x2N−s−1)∆+(θ1)+∆+(θs)−∆−(θs+1). (211)
Finally, because ∆+(θ1)+∆
+(θs)−∆−(θs+1) > 0, after sending x2N−s → x2N−s−1, we find that the limit (207)
with j = 2N − s equals zero.
We may summarize these properties of the limit Fs+1 : Ω
2N−s
0 → R (206) by replacing s with s+ 1 in the properties
I. and II. for Fs above. Thus, we may construct Fs+2 from Fs+1, and so on.
Now we consider s = 2N−1. Here, property I. implies that F2N−1, a function of (x1, x2) ∈ Ω20, is both not zero and
solves the system of conformal Ward identities (33) with M = ι = 2 and h = θ2N−1 6= θ1. However, it is easy to show
that zero is the only solution to this system. Thus, the premise that F1 := F is not zero leads to a contradiction.
IV. SUMMARY
In this article and [1–3], we study a solution space SN for a system of 2N null-state PDEs (1) and three conformal
Ward identities (2) governing conformal field theory (CFT) correlation functions of 2N one-leg boundary operators
(φ1,2 or φ2,1). In [1], we prove that dimSN ≤ CN , with CN the Nth Catalan number, assuming lemma 14 of [1]
(restated as lemma 1 here) is true. This lemma asserts that if all intervals (x2, x3), (x3, x4), . . . , (x2N−2, x2N−1), and
(x2N−1, x2N ) are “two-leg intervals” of a element F (x) of SN (xi is the ith coordinate of x, and xi < xj if i < j), then
F (x) is zero. (In terms of CFT, if (xi−1, xi) is a two-leg interval of F , then only the two-leg boundary operator (φ1,3
or φ3,1) appears in the operator product expansion (OPE) of the pair of one-leg boundary operators at xi−1 and xi.)
The purpose of this article is to prove lemma 1, and in non-rigorous CFT terms, the proof goes as follows. Supposing
that a solution F is not zero, if all of the above intervals are two-leg intervals of F , then successively shrinking
neighboring intervals produces successively higher multi-leg boundary operators, until we have one interval, a one-
leg boundary operator at its left endpoint, and a (2N − 1)-leg boundary operator at its right endpoint. Conformal
covariance implies that the two-point correlation function of these two primary operators necessarily vanishes. On
the other hand, we rigorously prove that if F is not zero, then this two-point function cannot vanish, a contradiction.
The proof of lemma 1 also justifies some facts about M -point CFT correlation functions F containing M−1 one-leg
boundary operators and one primary boundary operator of conformal weight h. Lemma 4 states that an appropriate
limit (34) of F (x) as xi → xi−1 is approached uniformly in the locations of the other coordinates of x (bounded away
from each other). In CFT, this limit corresponds to the leading term of the conformal family with smaller weight
in the OPE of the two boundary primary operators at xi−1 and xi respectively. One of these operators is a one-leg
boundary operator. Lemma 5 and 6 show that if this limit is zero, then a different limit (56) of F (x) is approached
with the same uniformness, and it corresponds to the leading term of the conformal family with larger conformal
weight in the mentioned OPE and satisfies null-state PDEs and conformal Ward identities. Finally, lemmas 7, 8, and
9 give uniform estimates on the behavior of F as the lengths of two of its intervals go to zero simultaneously.
In this article, we use a certain technique for obtaining estimates of F as the lengths of one or two of its intervals
vanish. In lemmas 4 and 5, only one interval’s length vanishes. Here, we use a Green function with two variables
to express the null-state PDE centered on one of the endpoints as an integral equation. This equation contains
derivatives of F with respect to variables not involved with the Green function. We use the other null-state PDEs and
conformal Ward identities to construct an elliptic PDE for F , from which Schauder interior estimates that bound these
derivatives by F itself follow. Then repeated integration of the integral equation with these estimates improves bounds
on the growth of F until we reach an optimal bound. In lemma 7, two non-adjacent intervals’ lengths simultaneously
vanish. Here, we execute the method of the case with one vanishing interval length twice. Finally, in lemmas 8 and
9, two adjacent intervals’ lengths simultaneously vanish. Here, we use a Green function with four variables to express
the null-state PDE centered on one of the endpoints as an integral equation and bound the growth of F as these two
interval lengths simultaneously vanish. The Green function of this last case factors into power functions multiplying
the Jacobi heat kernel [31]. We use recent estimates of this kernel [32] to complete our proof of lemma 9.
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