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Abstract
The Laser Interferometer Gravitational wave Observatory (LIGO) is network of three, power
recycled Fabry-Perot Michelson interferometers built to detect gravitational waves from as-
trophysical sources at frequencies between 40 and 6000 Hz. For their fifth science run, from
2005 to 2007, the detectors observed at designed sensitivity, achieving equivalent strain am-
plitude noise of 3× 10−23 strain/√Hz at 100 Hz. To date, the observatory has not detected
gravitational waves. However, even at such sensitivity, the expected detection rate for known
astrophysical sources of gravitational waves is likely 0.02 yr−1.
The fundamental noise source of these ground-based detectors limiting the sensitivity
below 40 Hz is seismic motion. They use multi-stage passive isolation platforms from which
their test masses are suspended from piano wire as single pendula providing isolation from
ground motion. The residual test mass motion is controlled by electromagnetic actuators
on the suspension system in response to the output of the interferometers, keeping them at
their operating point. In the first portion of this thesis, I discuss the absolute calibration
of the first generation of LIGO interferometer’s gravitational wave readout during their fifth
science run, the uncertainty of which is limited by the precision to which we can measure
the control system above residual seismic noise.
A second generation of detectors, called Advanced LIGO, is currently under construction
which will completely replace the first generation. Scheduled to become operational in 2014,
they are predicted to improve the sensitivity by ten-fold or more, and will likely improve the
detection rate to as much as 40 yr−1. To achieve this sensitivity at the lower limit of the
band, the test masses will be suspended from from multiple cascading pendula. In addition,
the multi-stage passive isolation platforms will be replaced with single- and double-stage
suspended platforms with built-in active feedback control systems. Prototypes of single-
stage active control systems have been in use for two years for a non-invasive upgrade of
the LIGO interferometers. In the second portion of this thesis, I present results from these
prototypes and demonstrate that their performance can meet the stringent requirement of
the second generation of interferometers.
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1. Introduction
We first describe gravitational radiation as a fundamental result of Einstein’s General
Relativity in the weak-field limit and how this radiation is observable by a generic Michel-
son interferometer in remainder of this chapter. The first generation of detectors is then
described in detail in Chapter 2, including production of the output signal and its relation
to gravitational wave induced strain on the interferometer. Chapter 3 discusses absolute
calibration of this output signal during the final science run of the initial LIGO detectors
revealing that the limiting factor is seismic in origin. The second generation of detectors
are discussed in Chapter 4, with focus on the active isolation to be employed. Chapter 5
we show that results from two prototypes of these isolation systems demonstrating they will
meet the stringent requirements set by second generation of detectors. A brief summary and
conclusions are presented in Chapter 6.
1.1 Linearized Theory of Gravity
Matter and space-time are the constituents of the universe. These two components are
governed by the equations of General Relativity, first developed by Albert Einstein, known
as the Einstein Field Equations. These ten, coupled, non-linear differential equations can be
represented by a single tensor equation1,
Gµν = Rµν − 1
2
gµν R =
8piG
c4
Tµν . (1.1)
On the right-hand side, the four dimensional stress energy tensor, Tµν , represents the mass
and energy in a given spacetime. This given arrangement of matter and energy then deter-
mines the four dimensional metric tensors, gµν and Rµν , and the scalar, R, which define the
curvature of spacetime. These equations tell us the structure of spacetime is caused by the
presence of matter and energy, while the paths followed by matter and energy are governed
by this structure.
The metric tensor, or simply the “metric,” gµν determines the fundamental characteristics
of a spacetime, describing distance, angle, volume, and even past and future. The simplest
metric is called the Minkowski metric which defines the space time interval, or “world line,”
ds2, between to events in flat Cartesian space which is void of matter,
ds2 ≡ gµνdxµdxν = − c2dt2 + dx2 + dy2 + dz2, (1.2)
the coefficients of which is often written in the form of a 4× 4 matrix,
gµν = ηµν =

−c2 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 . (1.3)
1In above definition and following discussion, standard Einstein summation notation is used. Indices that
include all four space-time coordinates run from 0 to 3 indicated with greek letter subscripts (superscripts).
Indices including only spacial coordinates run from 1 to 3 and are indicated with roman characters. Where
possible, all units (contained in factors of, c, the speed of light, G, the gravitational constant, etc) are left
in place.
1
2Here, the “special” flat Minkowski metric is denoted as ηµν , and the coordinate system is
defined with reference to the Cartesian basis,
x0 = t x1 = x
x2 = y x3 = z,
(1.4)
according to convention (17; 18; 19). The Minkowski metric is a good approximation for the
space time in which we live in, where there is relatively little mass.
The Ricci tensor Rµν and Ricci scalar R are calculated using derivatives of the metric.
They are contractions of the Riemann tensor,
Rσµλν ≡ ∂λΓσµν − ∂νΓσµλ − ΓρµνΓσρλ − ΓρµλΓσρν , (1.5)
where ∂α denotes the partial derivative,
∂αA ≡ ∂A
β
∂xα
eβ, (1.6)
and Γαβγ is the Christoffel symbol,
Γαβγ ≡
1
2
gαδ (∂γgβδ + ∂βgγδ − ∂δgβγ) . (1.7)
Thus,
Rµν = R
λ
µλν and R = g
µνRµν = R
µ
µ. (1.8)
In astrophysical regimes, where the amount of mass and curvature are significantly large,
the metric gµν can become arbitrarily complicated and the field equations describing such
systems are highly non-linear. However, if we are interested in the metric near an observer
far away from all large sources of curvature (as is the case here at Earth), we may assume
that the effect on his coordinate system to be weak. The metric in the spacetime of such
a distant observer can be approximated by a small, linear perturbation to the Minkowski
metric, or
gµν ≡ ηµν + εhµν , (1.9)
where |ε|  1. This linear formalism, in combination with Einstein’s field equations, predicts
the perturbation hµν may be interpreted as waves interacting with the observer’s coordinate
system that contain information about the original source of curvature. We develop this
interpretation below.
We begin with the linearized metric, described by Eq. 1.9, in order to formulate the left-
hand-side of the field equations. Partial derivatives of the Minkowski metric vanish, leaving
Christoffel symbols to only depend on the perturbation (dropping terms O(ε2)),
Γαβγ =
1
2
εηαδ (∂γhβδ + ∂βhγδ − ∂δhβγ) , (1.10)
and the Riemann tensor simplifies to
Rσµλν =
1
2
εησρ (∂λ∂µhνρ − ∂λ∂ρhµν − ∂ν∂µhλρ + ∂ν∂ρhµλ) . (1.11)
3We denote the familiar d’Alembertian operator as,
 ≡ ηαβ∂α∂β = − 1
c2
∂
∂t
+
∂
∂xi
, (1.12)
such that the Ricci tensor and scalar can be written as
Rµν = R
λ
µλν =
1
2
ε
(
∂λ∂µh
λ
ν + ∂ν∂λh
λ
µ − hµν − ∂ν∂µ h
)
(1.13)
R = gµνRµν = ε (∂µ∂νh
µν − h) . (1.14)
With these results, and again dropping terms O(2), Eq. 1.1 becomes
8piG
c4
Tµν =
1
2
ε
(
∂λ∂µh
λ
ν + ∂ν∂λh
λ
µ − hµν − ∂ν∂µ h− ηµν∂λ∂ρhλρ + ηµν h
)
.(1.15)
Without loss of generality, we may further compress Eq. 1.15 by substituting a different
perturbation in place of hµν ,
h¯αβ ≡ hαβ − 1
2
ηαβh, (1.16)
known as the “trace reverse” perturbation because h¯µµ = −hµµ = −h. With such a substitu-
tion,
8piG
c4
Tµν =
1
2
ε
(
∂λ∂µh¯
λ
ν + ∂ν∂λh¯
λ
µ − h¯µν − ηµν∂µ∂ν h¯µν
)
. (1.17)
We may further eliminate terms by acknowledging we are free to transform the coordinate
system defined in Eq. 1.4 by as long as the Riemann tensor, and therefore the Ricci tensor
and scalar remain unchanged. One such transformation is
xTTα = xα + ε φ
TT
α , (1.18)
where φTTα is a function of position, ∂
αφTTα = 0, φTTα = ∂βh¯ βα = 0. Under such a transform,
the first, second, and fourth term of Eq. 1.17 vanish, the trace-reverse perturbation is
equivalent to the original perturbation, and
8piG
c4
Tµν = −1
2
εhTTµν . (1.19)
Finally, making the approximation that in the nearly flat spacetime of the solar system,
the stress- energy tensor vanishes leaving only a three - dimensional wave equation of the
following form
0 = hTTµν =
(
∇2 − 1
c2
∂
∂t
)
hTTµν (1.20)
from which we definitively find the existence of time dependent waves hTTµν (x
TT
0 , x
TT
3 ), which
travel at the speed of light, c. Further, it can be shown in the transverse-traceless gauge,
4after employing symmetries demanded by the Riemannian geometry, only two independent
the components of the original perturbation remain,
hTTµν =

0 0 0 0
0 h11 h12 0
0 h12 −h11 0
0 0 0 0
 , (1.21)
where each component is transverse and time dependent, and may be expressed as plane
waves,
hTTµν = Aµνe
ikβx
β
(1.22)
as long as kλk
λ = 0 (i.e. the wave is transverse) and Aαβk
β = 0 (from the gauge condition
φTTα = ∂βh¯ βα = 0). With only two independent components it is often convenient to express
the plane wave solution as to independent polarizations, or “wave forms”
hTTαβ =

0 0 0 0
0 h11 0 0
0 0 −h11 0
0 0 0 0
+

0 0 0 0
0 0 h21 0
0 h21 0 0
0 0 0 0

hTTαβ (x0, x3) = h
TT
+ (t− z/c) + hTT× (t− z/c), (1.23)
where we have reverted back from tensor notation into the cartesian basis. We will find
that it is often more convenient to write these waveforms in the Fourier domain, as hTT+,×(f),
where
hTT+,×(t− z/c) =
∫ ∞
−∞
hTT+,×(f)e
2piif(t−z/c) df. (1.24)
1.2 Gravitational Wave Sources
One can derive how astrophysical sources produce these gravitational waves by using a
multipolar expansion of the stress energy tensor Tµν , instead of assuming vacuum (17; 18).
The resulting expansion yields an expression for the spatial components of the strain in the
transverse-traceless gauge,
hTTjk =
2
r
G
c4
∂2
∂t2
(
ITTjk (t− r/c)
)
, (1.25)
where ITTjk is the reduced quadrupole moment of the source, t is time in the observer’s frame,
and r is the distance from the source to the observer. Hence, a source (or sources) whose
mass has a time-varying quadrupolar moment will generate time and amplitude dependent
gravitational waves. There are many astrophysical sources for gravitational radiation. We
can obtain a rough, order-of-magnitude estimate for the strain produced by a given source
5by approximating the time derivative of the quadrupole moment in Eq. 1.25 as the kinetic
energy of the system associated with quadrupolar motion EQPK ,
hTTjk '
1
r
G
c2
(
EQPK /c
2
)
. (1.26)
If we set the quadrupolar kinetic energy to have the rest energy of a solar mass, EQPK /c
2 =
1MJ, and take such a source to be at roughly the distance of the VIRGO cluster, r ' 15
Mpc, then the strain amplitudes we expect are of order
hTTjk ' 10−21. (1.27)
However, this estimate is extremely crude. Listed below are some expected types of the
sources of gravitational waves, which are predicted to have amplitudes as large as 10−20
(20) or as small as 10−28 (21), depending on the source mechanism, efficiency, measurement
duration, and distance.
• Stochastic background radiation of cosmological or astrophysical origin -
General relativity predicts stochastic gravitational radiation which is omnipresent in
the universe, analogous to the Cosmic Microwave Background from electromagnetic
radiation. This background may be composed of radiation from cosmological or many,
unresolved astrophysical sources. For a cosmological background, the sources include
(but are not limited to) residual big-bang radiation, the amplification of quantum
vacuum fluctuations, and cosmic string cusps. Coalescing binary systems, rotating
neutron stars, and core-collapse supernovae that are too frequent in time to resolve
are the believed astrophysical sources for stochastic gravitational wave background
(22; 23). B. Allen (22) estimates the strain produced by this background to be
hTTjk ≈ 10−20 h100
√
Ω(f)
(
100 Hz
f
)
, (1.28)
where h100 is a dimensionless factor of order unity reflecting the uncertainty in the
Hubble constant, and Ω(f) is the power spectral density of the gravitational wave
energy density. For h100 ∼ 0.75, and if Ω(f) = 10−8 over a bandwidth 50 Hz < f <
150 Hz, then the strain is of order hTTjk ∼ 10−24 (22).
• Continuous Radiation from rotation of non-spherical compact objects -
The non-axisymmetric distortions of a rapidly rotating neutron star cause disturbances
in spacetime (24). In realistic neutron stars, such quadrupolar distortions could be
supported by either elastic stresses or strong magnetic fields misaligned to the axis
of rotation (21). For the later case, if the magnetic field poles are in the line of
sight, polarized electromagnetic emission causes the star to pulse, and is therefore
named a Pulsar. Pulsars in accreting binary systems, may have in-falling matter
guided by magnetic fields which can also lead to quadrupolar moments (21; 25). Radio
observations of the spin rate decrease of pulsars place upper limits on their gravitational
wave emission. However, this emission may be directly detectable, and if not, a search
would at least provide the opportunity to further refine these upper limits (24; 26).
Current estimates (25) of the strain produced by these stars range from
hTTjk ≈ 10−22
(
f
1 kHz
)1/2
(1.29)
to as low as hTTjk ≈ 10−27 (at similar frequencies) (21).
6• Radiation from Compact Binary Coalescences -
A large fraction of the stellar population are found in binary systems (27; 28). A binary
system composed of two neutron stars, two black holes, or one of each may have a
significant fraction of its orbital energy lost to gravitational radiation. As radiation is
emitted, the orbital angular momentum of the system decreases with time, reducing the
size of the orbit. The reduction in the size of the orbit decreases the orbital frequency,
the rate of which can be predicted by general relativity. First confirmed by the spin
rate decrease in the Hulse-Taylor pulsar (29; 30), gravitational radiation has now been
inferred from several other binary pulsar systems including the fantastic double-pulsar
binary system PSR J07373039 (31).
Eventually, the binary system will lose so much energy that it collapses, and the two
compact objects will coalesce into one releasing gravitational radiation while doing so.
The amplitude of the strain depends on the mass of the compact binary system,
hTTjk ≈ 10−24
(
15Mpc
R
)(
M31M
3
2
M1 +M2
)1/4(
1 day
τ
)1/4
, (1.30)
where R is the distance to the source, M1 and M2 are the mass of each component
of the binary, and τ is the time until collision (32). For a neutron star binary, where
M1 = M2 = 1.4 MJ, at a distance of 200 Mpc, this amplitude is roughly hTTjk ∼ 10−22.
The waveforms of such events are now fully predictable using numerical relativity
(33; 34; 35), and the astrophysically occurrence rates of systems may be constrained
by electromagnetic observations (28; 36). These, among other factors, make these
systems the most promising sources of gravitational radiation.
• Burst radiation from supernovae and other transient sources -
Supernovae, the collapse of massive stars as they end their lives, are believed to emit
gravitational radiation if the collapse is asymmetric in any fashion (i.e. the quadupo-
lar moment of the gravitational field is significant) (20; 37). However, astrophysical
evidence provides minimal guidance for models of the radiation. In addition, the ex-
plosions pose extreme technical difficulties when calculating the bulk properties of
degenerate matter during collapse that only recently have computational astrophysi-
cists have begun to surpass. Recent progress (20) place estimates on the maximum
strain to be between 10−23 ≤ hTTjk,max ≤ 10−20.
Along with supernovae, noteworthy astrophysics may also come from those sources for
which we have no model. In that case, we stand to gain the most knowledge from the
observation of these sources and their gravitational radiation. If observed, one might
be able to develop physical models of the source without any other information (38).
1.3 Observation of Gravitational Waves
A suitable detector for gravitational waves is a Michelson interferometer. The concepts for
which first appeared in the 1950s (39; 40), but it was not until the 1970s that they were
practically designed (41; 42; 43). The optical layout of such an interferometer is shown in
Figure 1.1. We examine the basic principles of such an interferometer by discussing the
behavior of space time between the two perpendicular arms on the interferometer.
A given “test mass” – a particle that is free from all forces – must have a time-like
world line xα(τ) whose tangent ∂τx
α ≡ Uµ remains constant. This can be expressed as the
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Figure 1.1: Optical layout of a Michelson interferometer. Coherent, laser light is incident on
a beam splitter, which projects the light down perpendicular paths. At the end of each path
Lx and Ly is a highly-reflective mirror, or “test mass,” which returns the light to the beam
splitter. Here, the light is combined to constructively interfere at the symmetric, input port
and destructively interfere at the anti-symmetric, output port.
“geodesic equation,”
0 =
∂2xα
dτ 2
+ Γαβγ
(
∂xβ
∂τ
)(
∂xγ
∂τ
)
, (1.31)
where τ is the affine parameter, “proper time,” and Γαβγ is as defined in Eq. 1.7. If we
consider the particle to be initially at rest in space-time which is flat other that the metric
perturbation, the tangent Uα can be thought of as the four-velocity of the particle, and
Uα = (τ, 0, 0, 0). This reduces the geodesic equation to
∂2xα
∂τ 2
= −Γα00τ 2. (1.32)
Further, in the transverse-traceless gauge, we have shown a perturbation to the metric
hTTµν (t− z) to have hTT00 = hTTµ0 = hTT0µ = 0, which means, from Eq. 1.10, that
Γα00 =
1
2
ηαλ
(
∂0h
TT
λ0 + ∂0h
TT
0λ − ∂λhTT00
)
= 0, (1.33)
and
∂2xα
∂τ 2
= 0. (1.34)
In other words, the particle experiences no acceleration from the passing gravitational wave
in the transverse-traceless gauge.
8However, consider a photon traveling between two particles separated by a distance Lx,
along x-axis of the TT-gauge Cartesian coordinate system whose z-axis is defined to be the
direction of wave propagation, as discussed in §1.1. The photon will follow a null world line,
0 = gµνdx
µdxν = −c2dt2 + (1 + hTT+ )dx2, (1.35)
from which we may say
cdt =
(√
1 + hTT+
)
|dx| '
(
1 +
1
2
hTT+
)
|dx|. (1.36)
This may be interpreted in two ways. We may say that the local coordinates of one of the
test masses are fixed, such that the round-trip time of the photon T between the two test
masses can be found from the integral of Eq. 1.36,
Tx =
1
c
(
1 +
1
2
hTT+
)
Lx, (1.37)
implying a roundtrip delay of
∆Tx =
hTT+ Lx
2c
. (1.38)
On the other hand, if we instead fix the proper time between the test masses, then the
distance between the test mass, as measured by one of the test masses is
∆Lx =
1
2
hTT+ Lx. (1.39)
Similarly, if we now place a third test mass along the Y-axis of the TT coordinate system,
at a distance Ly, then the world line is
0 = gµνdx
µdxν = −c2dt2 + (1− hTT+ )dy2, (1.40)
and
∆Ly = −1
2
hTT+ Ly. (1.41)
A michelson interferometer may be setup in this exact fashion. The beam splitter is
the reference test particle from which distance and time are measured, and the two end
mirrors are at distances Lx and Ly along the x- and y-axis (See Figure 1.1). Many coherent,
monochromatic, photons are then injected into the symmetric port of the beam splitter. As
the photons return from the round trip in each arm, they have now accumulated a round
trip travel time difference
∆T = ∆Tx −∆Ty = hTT+
Lx + Ly
2c
= hTT+
L
c
, (1.42)
implying a phase change between the arms of
∆Φ = ∆Φx −∆Φy = 4pi
λ
(
1
2
hTT+ Lx +
1
2
hTT+ Ly
)
=
4pi
λ
hTT+ L, (1.43)
9which may be interpreted as a differential arm length change in the arms,
∆L = ∆Lx −∆Ly = hTT+
Lx + Ly
2
= hTT+ L. (1.44)
In Eqs. 1.42, 1.43 and 1.44, we have defined the average length of the two arms, L =
(Lx + Ly)/2.
In general, the gravitational plane wave is incident at arbitrary polar and azimuthal angle
of incidence, θ and φ, and contains both wave forms hTT+,×(f) as in Figure 1.2. In this case,
we treat the amplitude of strain on the interferometer h(f), as a linear combination of both
wave forms in the frequency domain,
h(f) = F+(θ, φ, ψ) h
TT
+ (f) + F×(θ, φ, ψ) h
TT
× (f) (1.45)
where the amplitude depends on so-called “antennae patterns” F+,×(θ, φ, ψ),
F+(θ, φ, ψ) =
1
2
(
1 + cos2 θ
)
cos (2φ) cos (2ψ)− cos θ sin (2φ) sin (2ψ)
F×(θ, φ, ψ) = −1
2
(
1 + cos2 θ
)
cos (2φ) sin (2ψ)− cos θ sin (2φ) cos (2ψ)
. (1.46)
As expected, we see an incident gravitational wave will cause maximum strain amplitude if
θ = ψ = φ = 0. We refer to such a gravitational wave as “optimally oriented,” where
∆L(f) = hTT+ (f)L = h(f)L. (1.47)
θ ?
ϕ
z 
x 
y
yTT
xTTzTT
Line of Nodes
Detector Plane
Figure 1.2: Euler angles, θ, φ and ψ used to define the antenna patterns F+,×(θ, φ, ψ). The
axis xTT , yTT are aligned with the lines of maximal strain for the plus polarization wave
form.
As Equation 1.47 describes, if the interferometer measures relative changes in length ∆L,
then increasing the length of the interferometer arms L will produced a larger signal. The
next chapter describes a network of suspended mass Michelson interferometers that has been
built, whose arms are kilometers in length.
2. The Laser Interferometer Gravitational
Wave Observatory
The Laser Interferometer Gravitational Wave Observatory (LIGO) is a network of three
detectors built in the United States to detect local perturbations in the space-time metric
from astrophysical sources (1). These distant sources, as described in Chapter 1, are ex-
pected to produce time-dependent strain amplitudes h(t) ∼ 10−20 or less, observable by the
interferometer array given sufficiently long measurement time-scales (17; 38). Figure 2.1
shows the originally expected strain sensitivity for these interferometers, in addition to the
limiting noise sources which will be discussed further in Section 2.2.
10
1
10
2
10
3
10
!24
10
!23
10
!22
10
!21
10
!20
10
!19
10
!18
Frequency (Hz)
S
t r
a
i n
 (
1
/ H
z
1
/ 2
)
 
 
c
r e
a
t e
d
 b
y
 p
l o
t s
r d
 o
n
 2
5
!
A
u
g
!
2
0
1
0
 ,
 J
.  
K
i s
s
e
l
Shot Noise
Seismic Noise
Thermal Noise
Total Noise
Figure 2.1: Strain sensitivity of the LIGO interferometers, adapted from original design (1).
2.1 Power-Recycled, Fabry-Perot Michelson Interfer-
ometers
The detectors, two in Hanford, WA (H1 and H2) and one in Livingston, LA (L1), are power-
recycled Fabry-Perot Michelson interferometers. The optical layout of the interferometers is
shown in Figure 2.2. The perpendicular Michelson arms are Fabry-Perot cavities, each of
length L = 3995 m for H1 and L1 (L = 2009 m for H2). The cavities are produced by laser
light resonating between two 10 kg, 25 cm diameter optics or “test masses,” with a partially
transmissive input mirror and highly-reflective end mirror. Light reflected from the input
port of the Fabry-Perot Michelson is recycled back into the interferometer with an additional
optic forming a power recycling cavity. The interferometer receives light that is stripped of
non-fundamental transverse spatial modes present in the laser field from an additional 12
m triangular ring cavity prior to the main interferometer known as the input mode cleaner.
10
11
The bulk material for all optics is ultra-pure fused silica SiO2. Further, the optics have been
coated with alternating layers of low (SiO2) and high (Ta2O5, “tantala”) index of refraction
dialectric materials each of thickness λ/4 in order to tune the cavity reflectivities.
The LIGO detectors have been built inside one of the world’s largest ultra-high vacuum
enclosures. The detector must be under vacuum to remove air and dust particles which would
cause insurmountable scattering of input light and phase fluctuations in the arm cavities
mimicking gravitational wave strain. The test masses, beam splitter and corresponding
suspension systems are enclosed in one of two types of vacuum chambers: the large “basic
symmetric chamber” or BSC. The power recycling mirror, input mode cleaner, and other
associated input and output optics are housed in smaller “horizontal access modules” or
HAMs. Each of these chambers are connected by a series of large tubes (Figure 2.3), most
notably the arm cavity tubes which are 1.2 m in diameter, and 4 km long.
FI
FILaser ϕm
4 km
Input 
Mode 
Cleaner
Power 
Recycling
Cavity
T = 3%
PRM
ITMX
ITMY
PRM
BS
ETMY
5 W 250 W 15 kW
RF PD Differential
Arm Length
 Readout
T = 2.8%
ETMX
T = 5 ppm
T = 5 ppm
12 m
Figure 2.2: Optical layout for the LIGO interferometers. Pre-stablized, λ = 1064 nm, laser
light is phase modulated by a Pockels cell φm, then injected into the input mode cleaner.
Stable, diffraction limited, light exits the mode cleaner, and is input into the interferometer.
Light exiting both ports of the Michelson are optically isolated from the input and output
optics and photodiodes using faraday isolators (FI). The power recycling cavity is formed by
the power recycling mirror (PRM), the beam splitter (BS), and input test masses (ITMX,
ITMY). The Fabry-Perot arm cavities are formed by the ITMs and the end test masses
(ETMs).
All optics shown in Figure 2.2 are suspended with several layers of passive isolation in
order to reduce motion from ground in gravitational wave band. The driving principle behind
passive isolation is the ratio, P (f), of the displacement, x(f), of a pendulum’s center of mass,
m, to a force F (f) input on its suspension point,
P (f) =
x(f)
F (f)
=
1
m
1
(f 20 + i
f0
Q
f − f 2) , (2.1)
where f0 is the natural resonance frequency, Q is the quality factor associated with damping,
12
1.2.
G
R
A
V
IT
A
T
IO
N
A
L
W
A
V
E
D
E
T
E
C
T
IO
N
5
Beam
Tube
HAM
BSC
4 km
4 km
HAM
BSC
BSC
HAM
Figure 1.2: The Laser Interferometric Gravitational-wave Observatory (LIGO). The beam tubes are 4 kilometers
long and contain the two axes of the LIGO interferometer. The test masses are suspended within the Beam Splitter
Chambers (BSC) while the Horizontal Access Module (HAM) chambers contain a variety of support optics.
HAM
H
HAM
BS
B
BSC4 km
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Tube
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Figure 2.3: Rendering of the iLIGO vacuum system (2). The layout of the chambers follows
the optical layout, where the vertex houses the beam splitter and two input test masses in
the larger BSC-style chambers, and all input and output optics in the HAM-style chambers.
The end test masses are also in BSC-style chambers at each end station.
and A is an amplitude scale factor that depends on the specifics of the pendulum (length,
mass, etc.). When f  f0, the transfer function simplifies to f−2. Hence, if that driving
force is ground motion, then at frequencies well above the natural resonance frequency, the
pendulum’s center of mass sees a reduction in ground motion by a factor f−2. Further,
if several pendula with similar resonant frequencies are suspended in a cascading fashion,
each layer provides an additional f−2 above f0. This principle has guided the design of the
LIGO passive isolation system, shown in Figures 2.4 and 2.5. Figure 2.4 shows two of types
platforms (corresponding to the two types of vacuum chambers) from which the optics are
suspended. They consist of 3 (for the HAM chambers) and 4 (for the BSC chamber) layers
of mass elements connected to, or suspended from, damped coil springs forming cascading
stages of pendula as described above (3; 44). Figure 2.5 shows a schematic of the final stage of
suspension system for a given optic. The optics are hung from a rigid support structure using
300 µm thick steel wire looped around the cylindrical barrel, guided by small extensions to
the barrel. The support structure is fixed to the optical platform of the mass-spring system.
Each of these stages of isolation are designed to have resonant frequencies between 1 and 10
Hz, such that in the band where we expect gravitational waves, fGW ∼ 100 Hz, the optics
are displaced many orders of magnitude less then ground motion.
13
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Figure 4: Naming convention for conceptual BSC-SEI design
1.3.2. Definitions of Terms
• lock indicates the state of the interferometer when all optical cavities are resonating stably
with the light
• lock acquisition indicates the process of bringing the interferometer into resonance
• lock maintenance indicates the process of maintaining resonance in all optical cavities of the
interferometer
• amplitude spectral density (sometimes referred to as amplitude spectrum) indicates the square
root of the power spectral density
spring element-stage 4
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     stage 3
support pier
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external cross 
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cabling.
• Spring Elements are the compliant elements of the seismic isolation system.
• Mass Elements are inertial elements that separate the spring elements.
• A Stage refers to a mass-element/spring-element pair, that comprises a tuned filter to block
transmission of seismic noise and vibration.
• The Support Platform provides a flat surface onto which the cascaded stages are mounted.
• The Support Beam provides support for the support plate and transfers the weight of the isola-
tion components and payload from within the vacuum chamber to supporting structures out-
side the vacuum chamber.
• The Support-Beam Bellows provide a flexible vacuum connection between the support beam
and the vacuum chamber.
• Actuators allow the position and orientation of the seismic isolation and payload to be
adjusted. These provide for both coarse and fine adjustment. Coarse and fine actuation may be
accommodated in either a single modular unit or in separate modular units, to be decided as an
outcome of the preliminary SEI design.
• Coarse adjustments have a larger range and are not intended to be used while maintaining
interferometer lock.
• Fine adjustments have a more limited range than coarse adjustments and may be used without
disrupting a locked state of the interferometer.
• Active Isolators are modules that incorporate local sensing and feedback actuation to achieve
enhanced low-frequency vibration isolation.
Figures 1 through 4 below illustrate the relationships among these parts.
Figure 1: Naming convention for conceptual HAM-SEI design
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cabling.
Spring Elements are the compliant elements of he s i m c isolatio  ystem.
Mass Elem nts are inertial lements that separate the spring elements.
• A Stage refers to a mass-element/spring-element pair, that comprises a tuned filter to block
transmission of seis ic noise and vibration.
Pl tform provides a flat surface ont  which the cascad d stages are mounted.
• The Support Beam provides support for the support plate and transfers the weight of the isola-
tion components and payload from within the vacuum chamber to supporting structures out-
sid  the vacuum chamber.
• The Support-Beam Bellows provide a flexible vacuum connection between the support beam
and the vacuum c amber.
• Actuators allow the position and orientation of the seismic isolation and payload to be
adjusted. These provide for both coarse and fine adjustment. Coarse and fine actuation may be
accommodated in either a single modular unit or in separate modular units, to be decided as an
outcome of the preliminary SEI design.
• Coarse adjustments have a larger range and are not intended to be used while maintaining
interferometer lock.
• Fine adjustments have a more limited range than coarse adjustments and may be used without
disrupting  locked state of the interfe ome r.
• Active Isolators are modules that incorporate local sensing and feedback actuation to achieve
enhanced low-frequency vib ion isolation.
Figures 1 through 4 below illustrate the relationships among these parts.
Figure 1: Naming convention for conceptual HAM-SEI design
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Figure 2.4: Schematic of Initial LIGO seismic isolation for BSC chamber (left) and HAM
chamber (right), adapted from (3). For the BSC chambers, there is a single layer of active
external pre-isolation, and four layers of passive isolation. For the HAM chambers, there
is also a single layer of active external pre-isolation, but has only three layers of passive
isolation. The support structure of the final layer of suspensions (Figure 2.5), is hung from
or mounted on the optics platform for the BSC or HAM stacks, respectively.
Suspension Block
Support 
Structure
Suspension 
Wire
Magnet
Coil Actuator
Guide Rod & 
Wire Standoff
Figure 2.5: A schematic of the LIGO optic suspensions for S5. Actuation force is provided by
the coil actuators (mounted to the support structure) which act upon the magnets secured
directly on the rear face of the optic.
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While under the influence of residual displacement from ground, even through the seismic
isolation system, the power-recycled Fabry-Perot Michelson interferometer is an inherently
non-linear device. Active feedback control of the interferometer is an essential part of reduc-
ing this residual motion to where the readout is linearly proportional to the differential arm
length changes; the degree of freedom designed to be most sensitive to gravitational wave
strain. Each interferometer uses a Nd:YAG solid-state laser (λ = 1064 nm) for the primary
laser field. The control system must keep the round-trip lengths of the cavities near integer
multiples of the laser wavelength so that newly introduced input light constructively inter-
feres with previous round trips. Under these conditions, the light inside the cavity builds up
and they are said to be “on resonance” or “locked.” Figure 2.6 shows a comparison between
the displacement noise of the changes in differential arm length in absence of control and
while under control. Implementation of feedback control requires a detection scheme which
independently senses all longitudinal degrees of freedom in the interferometer. As such, the
input laser field’s phase is modulated at several frequencies (typically tens of MHz), gen-
erating fluctuations of the primary field known as “sidebands.” The carrier and sideband
fields reflected from each cavity are measured by a series of independent photodiodes such
that a Pound-Drever-Hall style control scheme (45; 46) can be used with actuation force
supplied by electro-magnetic coil-actuators (paired with magnets secured on the rear face of
the optics). Further discussion of this control system is reserved for Chapter 3.
10
!1
10
0
10
1
10
2
10
3
10
!20
10
!19
10
!18
10
!17
10
!16
10
!15
10
!14
10
!13
10
!12
10
!11
10
!10
10
!9
10
!8
10
!7
10
!6
L1 Differential Arm Displacment
D
i s
p
l a
c
e
m
e
n
t  
( m
/ r
t H
z
)
Frequency (Hz)
 
 
c
r e
a
t e
d
 b
y
 p
l o
t r
a
w
d
a
r m
e
r r
 o
n
 3
1
!
A
u
g
!
2
0
1
0
 ,
 J
.  
K
i s
s
e
l
No Control Loop
No Control Loop (RMS)
Under Control Loop
Under Control Loop (RMS)
Figure 2.6: Amplitude spectral density of the differential arm length for the Livingston
interferometer. We show the control loop reduces the residual RMS ground motion by more
than seven orders of magnitude when the interferometer operates at designed sensitivity.
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2.2 Fundamental Noise Sources
There are three fundamental sources of noise that limit each interferometer’s sensitivity.
With the suspension systems described in section 2.1, the seismic displacement noise defines
the limit of the spectrum from 40Hz and below, described roughly by the f−10 slope created
by the 5 passive isolation stages of the end test masses. This noise limit is often referred to
as the “seismic wall” because of its characteristically steep slope.
Above ∼ 200 Hz, the interferometers are designed to be limited by sensing noise. The
fundamental limit in sensing noise is the uncertainty in photon counting or “shot noise,”
originating from discrete quantum nature of light and the Heisenberg uncertainty principle.
A simple Michelson interferometer (Figure 1.1) has shot noise which takes the form
nMIshot(f) =
1
L
√
~cλ
2piηPBS
(2.2)
where ~ is Planck’s constant, η is the photodiode quantum efficiency, c is the speed of light,
PBS is the power incident on the beam splitter (32). Gravitational waves in the band of
interest have fGW ∼ 150 Hz, or wavelength λGW ∼ 2000 km. A Michelson interferometer
achieves maximum sensitivity when the light spends half a gravitational wave period in the
arms (32; 47), requiring a length of L = λGW/2 = 1000 km. Even for such long arm lengths,
a PBS ∼ 50 W would be required to achieve an shot noise equivalent to a strain of 10−21.
Such arm lengths are hopelessly impractical to build, and sufficiently stable, λ = 1064 nm
lasers with 50 W output power did not exist (as of the 1990s). To reduce the length of
the arms, LIGO has two distinct improvements to the basic Michelson in order to increase
the sensitivity. The first is the use of Fabry-Perot resonant cavities for arms whose finesse,
F ∼ 220. For a such an interferometer, referred to as a Fabry-Perot Michelson (FPM), the
shot noise improves to
nFPMshot =
√
pi~λ
cηPBS
(√
1 + (4pifτs)2
4piτs
)
(2.3)
where f is the gravitational wave frequency, and τs = 2FL/pic, is the light storage time
in the arm cavity (48). Figure 2.7 demonstrates the improvement in shot noise gained by
replacing the arms of a Michelson interferometer with Fabry-Perot arm cavities. The second
modification decreases the required input power with the addition of a partially transmissive
mirror at the symmetric port, forming an additional “power-recycling” cavity with the Fabry-
Perot Michelson. In this configuration, for the power-recycled Fabry-Perot Michelson, the
power at the beam splitter2 is increased by a factor
gpr =
rp
1 + rprc
(2.4)
where rp is the (amplitude) reflectivity of the the power recycling mirror, and
rc =
ri − re
1− rire (2.5)
with ri and re as the input and end test mass (amplitude) reflectivities (49). For the first
generation LIGO cavities where Tp = Ti = 0.027, and Te = 5 × 10−6 the arm cavities
are slightly over-coupled such that the arm cavity reflectivity is rc ∼ −0.9996, creating a
recycling cavity gain of gpr ∼ 70 (48).
2when the cavities are on resonance, and with loss is neglected, or T = 1− r2
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Figure 2.7: Comparison between the shot noise of Michelson and Fabry-Perot Michelson
interferometers, for the same input power of PBS = 5 W. The other parameters of the noise
are that of the first generation LIGO detectors: L = 4 km, λ = 1064 nm, F = 220, and
η = 0.9.
Thermal noise of the optics and suspension systems dominate the frequency band be-
tween that created by the seismic and shot noise limits. While in ultra-high vacuum, the
interferometer optics and suspensions are still at room temperature. At designed sensitivity,
the Brownian motion of the bulk material, surface coatings, and suspension wires incoher-
ently displace the face of the test masses, and appears as noise referred to collectively as
“thermal noise.” The frequency spectrum of this noise is associated with energy dissipation
in the materials, in accordance with the fluctation-dissipation theorem (50; 32). This the-
orem states the power spectrum of a system’s thermal displacement noise is given directly
as
x2(f) =
kBT
pi2f 2
<e (Y (f)) (2.6)
where kB is Boltzmann’s constant, T is the temperature of the system, and Y (f) is the
admittance of the system. The energy dissipation, or “loss,” is folded into often complicated
expressions for Y (f). The suspension wires, the test mass, and its coating can be described
by damped harmonic oscillators, which obey Hooke’s law,
F = −k(1 + iφ)δx (2.7)
where the stiffness k is complex, with any dissipation terms folded into the imaginary part
referred to as the “loss angle,” φ, which can be itself frequency-dependent. However, the
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admittance function is different for each mechanism, resulting in a different frequency de-
pendence for each. For the suspension thermal noise (32), the spectrum is defined by
x2sus(f) =
4kBTkφ
2pif [(k −m(2pif)2)2 + k2φ2] ∝ f
−5 (2.8)
and for the internal thermal noise of the test mass coating (51),
x2int(f) =
2kBTφeff (1− σ)
pi3/2wEf
∝ f−1 (2.9)
where w is the half-width of the incident Gaussian laser profile, and φeff is the effective loss
angle, a function of the Poisson ratios, σ, Young’s modulus, E, and loss angles of both the
substrate and coatings. The dominant source of dissipation for the subtrate-coating system
is the high-index material, tantala Ta2O5. The total thermal noise dominates the sensitivity
between 40 Hz and 200 Hz, with suspension thermal noise from 40 to 100 Hz, and coating
thermal noise from 100 to 200 Hz (48).
2.3 The Fifth Science Run
Construction of the LIGO interferometers as described in section 2.1 was completed in the
late 1990s, however it took several years of commissioning and brief data collection periods,
or “science runs,” before they operated at designed sensitivity (i.e. at the intended sensitivity
shown in Figure 2.1). During the fifth LIGO science run (S5), these detectors accumulated
approximately one year (368.84 days) of triple coincidence data near their designed sensitivity
between Nov 4 2005 and Oct 1 2007. The best sensitivity, determined by amplitude spectral
density (see Appendix A for details) of the displacement noise, for each detector and an
example sensitivity curve describing the fundamental noise sources for the 4 km detectors
(1) are shown in Figure 2.8.
While Figure 2.8 displays the best sensitivity achieved during S5, the interferometers
exhibit both short- and long-term variations in sensitivity from seasonal and daily variations
in the environment, improvements made to the instruments over the course of the run, et
cetera. As a figure of merit of the sensitivity over time, we integrate the power spectral
density using a matched-filter template describing a binary neutron star (1.4-1.4 solar mass)
coalescence over which angle and orientation have been averaged. This metric produces a
predicted range out to which we may see such a source with signal-to-noise ratio of 8 (see
(52) for details). Figure 2.9 illustrates the daily median of this range over the course of the
science run.
Calibrating the output of the power-recycled Fabry-Perot Michelson into physical units
displayed in Figures 2.8 and 2.9 is a critical part of the experiment. However, the fundamental
challenge of this task is that the interferometer cannot operate at unless its cavities are locked
on resonance. Therefore the control and actuation systems must be well understood in order
to remove their response from the sensing system. Several techniques and measurement
suites have been developed for the S5 run to characterize all components of the interferometer
control loop and determine the absolute measurement scale and frequency response of LIGO
detectors. We discuss this procedure and resulting uncertainty in great detail in Chapter 3.
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which the representative spectra in Figure 2.8 were taken. Large variations in detector
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3. Calibration of the LIGO Detectors 3
Differential changes of the interferometer’s Fabry-Perot arm cavity lengths are measured
by precisely monitoring the phase between light returned by each cavity using a Pound-
Drever-Hall error signal. When the interferometer is under servo control, this error signal,
eD(f), is the recorded data stream that is probed for the presence of gravitational wave
strain. The error signal is proportional to a differential arm length change, ∆Lext(f) caused
by the end test mass displacement such that,
∆Lext(f) = RL(f) eD(f) (3.1)
where the change in length ∆Lext is the sum of the interferometer’s response to the astro-
physical signal and other differential noise sources.
The quantity RL(f) is a complex function in the frequency-domain known as the “length
response function.” In this chapter, we provide a complete description of a frequency-domain
model of the length response function used for each detector in the S5 data set. In Section
3.1, we describe the model used for all LIGO interferometers which divides a given interfer-
ometer into three major subsystems – sensing, digital control, and actuation – and includes a
detailed description of the important components of each subsystem. Measurements of these
components along with corresponding uncertainties are presented in Section 3.2. Finally,
the response function, RL(f), is developed from the subsystems and the uncertainty in each
subsystem are combined in Section 3.3 to form the total uncertainty estimate.
Searches for gravitational wave strain are performed on the error signal in the time
domain, from eD(t) and a convolution kernel, RL(t− t′),
h(t) =
1
L
∫
RL(t− t′) eD(t′) dt′, (3.2)
where RL(t − t′) is developed from the parameters of the length response function, RL(f).
The production of the time-domain convolution kernel, RL(t−t′), from the frequency-domain
model, RL(f), and the associated additional uncertainty are discussed in detail in (54; 55).
3.1 Model
Astrophysical gravitational wave strain h(f) detected by the interferometers contains source
information including wave forms h+,×(f), azimuthal angle φ, polar angle θ, and orientation
(or polarization angle) ψ (see Figure 1.2). The amplitude of the wave’s projection into the
interferometer basis, h(f), is described by Eq. 1.45.
We model each interferometer’s response to an optimally-oriented (θ = φ = ψ = 0), plus-
polarized wave form using the long wavelength approximation, where the gravitational wave
wavelength is much larger than the 4 km arm cavities. The approximation is valid between
40 and 6000 Hz, and has associated uncertainty of at most 2% (56). From this reference
model, the detector response to an arbitrary waveform, orientation, and polarization angle
3Much of the material presented in this chapter has been published in (53) and is reproduced here with
expressed permission from Dr. William Barletta, Coordinating Senior Editor of Nuclear Instruments and
Methods A (see Appendix E).
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may be calculated analytically (as described by Eq. 1.46 and (17; 57; 58)). In the long
wavelength approximation, the strain amplitude, h(f), in Fabry-Perot arm lengths of the
interferometer is
h(f) =
Lxext(f)− Lyext(f)
L
=
∆Lext
L
, (3.3)
(cf Eq. 1.47).
Feedback control systems are used to hold the interferometer in a regime where the digital
error signal, eD(f), is linearly related to the DARM length, ∆Lext, (as in Eq. 3.1) and hence
to the gravitational wave strain, h(f). We model this control loop as a single-input, single-
output control loop depicted in Figure 3.1.
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Figure 3.1: The model of the control loop for differential changes in length of the Fabry-
Perot arm cavities. The interferometer senses a change in DARM length, ∆Lext according to
γ(t)CL(f), the result of which is the digital error signal eD, which is then fed back through
a set of digital filters D(f), and converted to analog control via the actuation function of
the end test masses A(f) .
The loop contains three major subsystems. First is the length sensing function, CL(f, t),
which describes how the interferometer responds to differential changes in arm lengths and
how that response is digitized. This function is separated into a frequency-dependent func-
tion CL(f) which may have some slow time dependence captured by a factor γ(t). D(f) is a
set of digital filters, used to shape the loop error signal into a control signal. The remaining
subsystem is the actuation function, A(f), which describes how the test masses physically
respond to the digital control signal. We assume linear relationships between all subsystems,
such that any subsystem (and internal components) may be defined by the ratio of output
over input signals.
The product of frequency-dependent subsystems inside the control loop is the “open loop
transfer function” GL(f),
GL(f) = CL(f)D(f)A(f). (3.4)
Using the above model, we derive the length response function, RL(f, t), in terms of these
functions to be
RL(f, t) ≡ 1 + γ(t)GL(f)
γ(t)CL(f)
. (3.5)
The remainder of this section describes the components of each subsystem in the control
loop.
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3.1.1 Sensing Function
The length sensing function, CL(f, t), describes the transfer function between the residual
change in DARM length, ∆L(f), and the digital error signal, eD(f),
CL(f, t) = γ(t)
eD(f)
∆L(f)
. (3.6)
It is important to note that this linear relationship between the differential arm length change
and the digital error signal only applies when the detector is under control of the feedback
loop: in Eq. 3.6, ∆L(f) is the residual external DARM length change, ∆Lext(f), after the
controlled length change, ∆LA(f), is applied. The sensing function has several components
(shown in Figure 3.2) which are treated independently,
CL(f, t) = γ(t)×KC ×
[
CFP (f) × ADC(f)
]
. (3.7)
The constant, KC , holds all frequency-independent scaling factors, and has dimensions of
digital counts of error signal per unit change in differential arm length. The remaining
terms in Eq. 3.7 are dimensionless, including time dependence, treated independently in the
coefficient γ(t).
D
I
G
I
T
A
LA
n
a
lo
g
e
DΔLext
CFP α(t) β(t)ADCKC
ΔLA
ΔL
-1
Figure 3.2: Schematic breakdown of the sensing function CL(f, t). Internal to the LIGO
Scientific Collaboration, the digital signal eD is often colloquially referred to by its digital
“channel” name DARM ERR. From left to right, CFP (f) ∝ HxFP + HyFP is the arm cavity
transfer function; α(t) is the time-dependent variation of the interferometer’s input laser
power and optical gain; KC is the scaling coefficient which absorbs all constants including
the input laser power, optical gain, the quantum efficiency of the photodiodes, the impedance
of the photodiode circuitry, and the analog-to-digital gain; ADC(f) is the frequency depen-
dence of the analog to digital conversion; and β(t) is the digital factor which compensates for
the analog change α(t). The compensation is not perfect, therefore the factor γ(t) ≡ α(t)β(t)
represents the residual variation.
The change in each arm cavity length, L, affects the phase of the laser’s electric field
returning from the cavity. On resonance, the transfer function, HFP (f), between the change
in electric field phase reflected by the cavity input mirror and a change in cavity length is
HFP (f) =
2pi
λ
re(1− r2i )
(ri − re)
sin(2pifL/c)
2pifL/c
e−2piifL/c
1− riree−4piifL/c (3.8)
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where λ is the laser wavelength, ri and re are the amplitude reflectivity of the input and
end test masses, and c is the speed of light. In the frequency band considered for analysis,
where 40 Hz < f < 6 kHz  2c/L, the frequency-dependence of HFP (f) is approximated
by a simple “cavity pole” transfer function,
HSP (f) ≡ HFP (f  c/2L)
HFP (0)
≈ 1
1 + i f
fc
, (3.9)
where fc = c (1− rire)/4piL√rire (49; 56; 59; 60; 61).
The LIGO detectors use a Pound-Drever-Hall detection scheme to extract this phase
information from the arm cavities, which is recombined at the beam splitter. The laser
electric field input into the interferometer is phase-modulated at ωm/2pi =25 MHz, which
effectively splits the field into a “carrier” field with the original laser frequency, Ω, and upper
and lower “sideband” fields with frequency Ω±ωm. The sideband fields resonate in the power
recycling cavity but are anti-resonant in the arm cavities, and therefore, unlike the carrier
field, experience no phase change from the arm cavity length variation. The Michelson is set
up with a fixed “Schnupp” asymmetry (62) such that, at the anti-symmetric port, the carrier
field is held on a dark fringe and the sideband fields are not. In this setup, when the arm
cavity lengths change differentially, the carrier field moves away from the dark fringe, mixes
with the sideband field at the antisymmetric port, and a beat signal at ωm is generated.
The power of the mixed field at the antisymmetric port (in Watts) is sensed by four pho-
todiodes. The photocurrent from these diodes is converted to voltage, and then demodulated
at 25 MHz. This demodulated voltage signal, VD(f) (and therefore the differential change
in arm lengths) is proportional to power of the input laser field, Pin, the “optical gain” (the
product of Bessel functions of modulation strength, J0(Γ) and J1(Γ), the recycling cavity
gain, grc, the transmission of the sidebands into the antisymmetric port from the Michel-
son asymmetry tsb, and the reflectivity of the arm cavities for the carrier, r
′
c), the quantum
efficiency of the photodiodes η, and the impedance of the photodiode circuitry Rpd,
VD(f)
∆Lext(f)
= −8PinJ0(Γ)J1(Γ)grctsbr′cηRpd
2pi
λ
1
1 + i f
fc
(3.10)
where
rc =
(re − ri)
(1− rire) , r
′
c =
re(1− r2i )
(1− rire)2 ,
grc =
tr
1− rrrc , tsb =
tr sin(2ωmδ/c)
1− rr cos(2ωmδ/c) ,
(3.11)
Γ is the modulation strength, ωm is the modulation frequency, δ is the Schnupp asymmetry,
c is the speed of light, and rr, re, and ri are the amplitude reflectivities of the recycling
mirror, end, and input test masses (61; 46; 49; 60). Note that, in practice, VD(f) contains
signal proportional to the differential changes in Michelson arm lengths (the distance from
the beam splitter to each input test mass), but is ignored in this discussion as we focus only
on the degree of freedom most sensitive to gravitational waves.
The demodulated voltage from the photodiodes is whitened, and anti-aliased with analog
circuitry and then digitized by an analog-to-digital converter which scales the voltage to
digital counts. The frequency dependence of the anti-aliasing filters and digitization process
is folded into the function ADC(f). We absorb all proportionality and dimensions of this
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process into the single constant, KC , having dimensions of digital counts per meter of DARM
test mass motion.
The optical gain is time-dependent because small, low-frequency (f  40 Hz) alignment
and thermal lensing fluctuations in the resonant cavities change the carrier and sideband
field amplitudes. The input laser power may also fluctuate from similar alignment and
thermal effects. We represent these variations with a coefficient, α(t). The input power,
along with the carrier and sideband power stored in the cavities, are monitored by several
independent photodiodes. Their signals are also digitized and combined to form a coefficient,
β(t), used to digitally compensate for the time-dependent variations. The compensated
anti-symmetric port signal forms the error signal for the DARM control loop, eD(f). The
sensing function therefore depends on both time and frequency, but can be separated into
independent components CL(f, t) = γ(t)CL(f), where
CL(f) ∝ CFP (f)× ADC(f) = [HxSP (f) +HySP (f)]× ADC(f) (3.12)
and
γ(t) ≡ α(t)β(t) (3.13)
is the scale factor of order unity accounting for the residual time dependence after compen-
sation.
3.1.2 Digital Filters
The digital filters, D(f), are known functions in the model. These filters are used to shape
the digital DARM control loop error signal, eD(f) (in digital counts proportional to displace-
ment) into a digital control signal, sD(f) (in digital counts proportional to force),
D(f) =
sD(f)
eD(f)
(3.14)
Over the course of the science run, discrete changes are made to the digital filters, D(f),
to improve the performance and stability of the detector (four times in the Hanford interfer-
ometers, three in Livingston). These changes significantly alter the frequency-dependence of
the DARM control loop, and hence affect the overall response function of the interferometer.
We divide the run into “epochs” defined by these changes.
Note that the digital filter component does not include all digital filters in the DARM
loop. Both the sensing function and the actuation function contain digital filters, but their
frequency dependence is either negligible in the measurement band, only important in a
very narrow frequency range, or are compensating for analog circuitry whose product with
the digital filters form a unity transfer function. We include these filters in their respective
sub-systems for completeness.
3.1.3 Actuation Function
The actuation function A(f) is defined by the transfer function between the digital control
signal, sD(f), and the physical motion imposed on the end test masses by the control loop,
∆LA,
A(f) =
∆LA
sD(f)
, (3.15)
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and has units of end test mass displacement in meters per count of digital control signal.
We describe the actuation function as a linear combination of functions for each test mass,
A(f) = ξxAx(f) + ξyAy(f). (3.16)
where ξx,y are known digital coefficients of order unity, roughly equivalent, but opposite in
sign. Once split, the control signal flows through each component to the end test masses as
shown in Figure 3.3.
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Figure 3.3: Schematic breakdown of the signal flow through the actuation function for the
X arm Ax(f). The digital signal sD(f) is colloquially referred to by its “channel” name
DARM CTRL. From right to left, ξx is the fraction of the digital control signal sent to the
X arm; DxA(f) are digital filters; DAC(f) is the frequency dependence of digital to analog
conversion; KxA is the scaling coefficient proportional to the digital-to-analog gain, the gain
of resistance circuitry which converts voltage to current, the gain of the coil actuators which
convert current to magnetic force, and the force-to-displacement transfer function gain; and
PX is the frequency dependence of the force-to-displacement transfer function.
For each arm, the digitally split control signal passes through digital suspension filters,
DA(f), and is converted from digital signal to an analog voltage via the digital to analog
conversion element, DAC(f), which includes analog anti-imaging circuitry. The resulting
voltage passes through a resistance circuit converting it into current, and is sent to the
coil actuators which convert the current into force on the magnets attached to the end test
mass. The suspended test mass is displaced according to the force-to-displacement transfer
function, P (f), changing each arm cavity length, ∆LA(f). The arm’s scaling coefficients,KA, absorb all dimensions and frequency-independent factors in the actuation path. This
includes the digital-to-analog gain, the gain of the resistance circuitry, the gain of the coil
actuators, and the force-to-displacement transfer function scale factor. In summary, we
express the individual end test mass actuation functions in Eq. 3.16 as
Ax,y(f) = Kx,yA ×
[
Dx,yA (f)×DAC(f)× P x,y(f)
]
. (3.17)
The actuation coefficients, KA, scale the arbitrary counts of digital excitation force into
meters of test mass motion. The remaining terms in Eq. 3.17 are dimensionless.
The suspended test mass can be treated as a pendulum driven by the coil actuators
(see Figure 2.5). The force-to-displacement transfer function for the center of mass of a
pendulum, Pcm(f), is
Pcm(f) ∝ 1
[f cm0 ]
2 + i
[fcm0 ]
Qcm
f − f 2
(3.18)
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where f cm0 and Q
cm are the frequency and quality factor of the pendulum. A rigid body
resonant mode akin to the fundamental mode of a cylindrical plate (4) (see Figure 3.4)
known as the “drumhead” mode is also included in the force-to-displacement model. Its
radially-symmetric shape, excited by the actuators, lies directly in the optical path and
amplifies the cavity’s response to the length control signal above a several kHz (5). We
approximate the effects of the resonance by multiplying Pcm(f) by an additional pendulum
transfer function,Pdh(f), defined by frequency, f
dh
0 , and quality factor, Q
dh. The total force-
to-displacement transfer function is
P (f) ∝ Pcm(f)Pdh(f) (3.19)
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Figure 3.4: Physical shape of the end test mass drumhead internal resonance. Left: Cartoon,
edge-on view of the fundamental mode of a cylindrical plate (4). Right: Three dimensional
modal shape of the drumhead resonance from finite element analysis of a cylinder with
dimensions similar to the LIGO test masses (5).
The digital suspension filters, DA(f), are between the split control signal and the digital-
to-analog converter. Their purpose is to remove control signal in narrow frequency ranges
around the frequencies of other in-band, non-axisymmetric, rigid-body resonant modes of the
test masses that are excited by the actuation forces (5), and to reduce the coupling between
DARM length motion and angular motion of the test mass.
3.2 Measurements
Each subsystem of the response function RL(f) is developed using measurements of key
parameters in their modeled frequency dependence and their scaling coefficients. The digital
filter subsystem is completely known; its frequency dependence and scaling coefficient are
simply folded into the model of the response function. The parameters of the frequency-
dependent portions of the sensing and actuation subsystems may be obtained precisely by
direct measurement or are known from digital quantities and/or design schematics. As such,
these parameters’ measurements will only be briefly discussed.
The detector’s sensing function behaves in a non-linear fashion when uncontrolled, there-
fore we may only infer the linear model’s scaling coefficient, KC , from measurements of the
detectors under closed control loops. We infer that the remaining magnitude ratio between
our model and measurements of the open loop transfer function GL(fUGF ) as the sensing
coefficient KC (where fUGF is the unity gain frequency of the DARM control loop). Other
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than the known frequency-independent magnitude of D(f), the open loop gain model’s mag-
nitude is set by the actuation scale factor, KA. This makes it a crucial measurement in our
model because it sets the frequency-independent magnitude of the entire response function.
Measurements of the open loop transfer function over the entire gravitational wave frequency
band are used to confirm that we have modeled the correct frequency dependence of all sub-
systems. Finally, measurements of γ(t) track the time dependence of the response function.
The details of these measurements and respective uncertainty estimates are described below.
3.2.1 Actuation Function
The components of each arm’s actuation function, Kx,yA , DAC(f) and P x,y(f) are measured
independently in a given detector. As with D(f), both ξx,y and Dx,yA (f) are digital functions
included in the model without uncertainty.
Actuation Scaling Coefficients, Kx,yA
The standard method for determining the actuation coefficients, Kx,yA , used for the fifth
science run is an interferometric method known as the “free-swinging Michelson” technique; a
culmination of several measurements with the interferometer in non-standard configurations.
The method uses the interferometer’s well-known Nd:YaG laser wavelength (λ = 1064.1±0.1
nm, (63; 64)) as the calibrated length reference while using the test mass’ coil actuators to
cause a length change. Details of the technique are described in Appendix B. The actuation
coefficient is measured using this method many times for each optic in each interferometer
over the course of the science run, and their mean used as the actuation scaling coefficient
for all model epochs. Table 3.1 summarizes the actuation coefficients, Kx,yA , for the three
interferometers in the fifth science run, using free-swinging techniques.
Table 3.1: Summary of the actuation scaling coefficients measured during S5. These single
numbers are formed by the mean of each measurement’s median 〈Kx,yA 〉j (6 for each end test
mass in H1, 5 in H2, and 14 and 15 for the X and Y test masses, respectively in L1). Only
statistical uncertainty is reported here; systematic uncertainty is folded the total uncertainty
of the actuation function.
KxA (nm/ct) KyA (nm/ct)
H1 0.847± 0.024 0.871± 0.019
H2 0.934± 0.022 0.958± 0.034
L1 0.433± 0.039 0.415± 0.034
Force-to-Displacement Transfer Function, P (f)
Each test mass coil actuator system is equipped with an optical position sensor system that
consists of an infrared LED emitter aimed at a small photodiode mounted in the coil actuator,
and a mechanical “flag” attached to the magnet on the optic that cuts through the beam.
From amplitude spectral densities of these sensor signals while the optic is free-swinging,
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the frequency of each center-of-mass transfer function, f cm0 is measured with negligible un-
certainty. The quality factors, Qcm, depend on the amount of local damping applied to
suspension, but are estimated from driven transfer functions. The uncertainty of this esti-
mation, though large, has little effect on the center-of-mass transfer function in the frequency
band of interest and is ignored. Table 3.2 shows the results for the center of mass force-
to-displacement transfer function. The drumhead frequency, fdh0 for each test mass in the
Hanford and Livingston detectors have been measured to be 9.20 kHz and 9.26 kHz respec-
tively with Qdh ∼ 105 (5; 65), where again though the uncertainty in these parameters may
be large, it has little effect in band and is ignored.
Table 3.2: Summary of pendulum frequencies, f cm0 , and quality factors, Q
cm, used to compose
models of each interferometer’s center-of-mass pendulum transfer functions in S5.
X End Test Mass Y End Test Mass
f cm0 (Hz) Q
cm f cm0 (Hz) Q
cm
H1 0.767 10 0.761 10
H2 0.749 10 0.764 10
L1 0.766 100 0.756 100
Digital to Analog Conversion, DAC(f)
The digital to analog conversion model DAC(f), includes the effects of the finite sample-
and-hold method used to convert digital signal to an analog voltage, the analog anti-imaging
filter, measured residual frequency dependence from imperfect digital compensation of analog
de-whitening, and the time delay arising from computation and signal travel time.
We use the standard model for the sample and hold of the digital to analog converter
(66; 67)
Hs(f) = sinc
[
(2pif)/(2fs)
]
e−i(2pif)/(2fs), (3.20)
where the sample frequency fs = 16384 Hz is used in all detectors.
The same analog anti-image filter is used for each of the four coils on the test mass. They
are analog, third-order, Chebyshev low-pass filters with 0.5 dB passband ripple whose corner
frequency is at 7.5 kHz and 8.1 kHz for the Hanford and Livingston detectors, respectively,
and modeled as such in the DAC(f) transfer function. We also include residuals measured
between the modeled anti-imaging filter and its analog counterpart.
For a given end test mass, there is a complementary pair of digital and analog whitening
filters for each of the four coil actuators. A comparison between the digital compensation
and the real analog electronics has shown non-negligible, frequency-dependent residuals. We
measure the residuals for all four coils in each test mass by taking the ratio of transfer
functions between a digital excitation and the analog output of the whitening filters with
the digital filters on and off. We include the average residual of the four coils in our model.
A detailed analysis of the digital time delay in the digital-to-analog conversion has been
performed elsewhere (68). For the actuation model we estimate the time delay from our
model of the open loop transfer function (attributing all residual delay in the loop to the
actuation function), and assign a fixed delay to each epoch.
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Actuation Uncertainty, σA
The digital suspension filters, DA(f), have well-known digital transfer functions, which are
included in the model without an uncertainty. The model of force-to-displacement transfer
function, P (f), and digital-to-analog conversion, DAC(f), are derived from quantities with
negligible uncertainty. Hence, the uncertainty estimate for the actuation function is derived
entirely from measurements of the actuation scaling coefficient, KA.
The actuation coefficient is measured using a series of complex transfer functions taken
to be frequency independent as described in 6. We take advantage of this fact by estimating
the frequency-independent uncertainty in the overall actuation function from the statisti-
cal uncertainty of all free-swinging Michelson measurements. For magnitude, we include a
systematic uncertainty originating from an incomplete model of the actuation frequency-
dependence, such that the total actuation uncertainty is(
σ|A|
|A|
)2
=
(
σ|KA|
|KA|
)2
+
(
σ(r/a)
(r/a)
)2
(3.21)
σ2φA = σ
2
φKA
. (3.22)
The statistical uncertainties, σ|KA|/|KA| and σφKA , are the quadrature sum of the scaling
coefficient uncertainty from each test mass, as measured by the free-swinging Michelson tech-
nique. For each optic’s coefficient, we estimate the uncertainty by taking the larger value of
either the standard deviation of all measurement medians, or the mean of all measurement
uncertainties divided by the square root of the number of frequency points in a given mea-
surement. These two numbers should be roughly the same if the measured quantity followed
a Gaussian distribution around some real mean value and stationary in time. For all optics,
in all interferometers, in both magnitude and phase, these two quantities are not similar,
implying that the measurements do not arise from a parent Gaussian distribution. We at-
tribute this to the quantity changing over time, or a systematic error in our measurement
technique that varies with time. Later studies of the free-swinging Michelson technique have
revealed that the probable source of this time variation is our assumption that the optical
gain of the simple Michelson remains constant over the measurement suite (see 6).
We have folded in an additional σ(r/a)/(r/a) = 4% systematic error in magnitude for
the Hanford detectors only. This correction results from the following systematic difference
between the Hanford and Livingston free-swinging Michelson measurement setup. Analog
suspension filters, common to all detectors, are used to increase the dynamic range of the
coil actuators during initial control of the test masses. When optic motions are sufficiently
small enough to keep the cavity arms on resonance, they are turned off and left off as the
detectors approach designed sensitivity (48; 69). These additional suspension filters were
left in place for the Hanford measurements in order to obtain better signal-to-noise ratios for
the driven transfer functions described in 6. The filters’ color had been compensated with
digital filters, but the average residual frequency dependence is roughly 4% for both end test
masses in H1 and H2.
The total uncertainty for each interferometer’s actuation function, as described in Eq.
3.22, is shown in Table 3.3. These estimates include statistical and known systematic uncer-
tainties. To investigate potential unknown systematic uncertainties in the actuation func-
tions we applied two fundamentally different calibration methods. The results of these
investigations are described in Appendix B.
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Table 3.3: Summary of actuation function uncertainty, in relative magnitude σ|A|/|A| and
phase σφA , used in each interferometer in S5.
σ|A|/|A| [%] σφA [deg]
H1 5.36 1.84
H2 5.84 0.48
L1 12.2 3.07
3.2.2 Sensing Function
The components of the sensing function, KC , CFP (f), and ADC(f) are described in §3.1.1.
The frequency-dependent components are developed from measured parameters with negli-
gible uncertainties, and KC is obtained as described above. The techniques used to obtain
the parameters are described below.
Sensing Scaling Coefficient, KC
In principle, the scaling coefficient KC is also composed of many independently measurable
parameters as described in §3.1.1. In practice, these components (specifically components
of the optical gain) are difficult to measure independently as the interferometer must be
controlled into the linear regime before precise measurements can be made. The scaling
coefficient for the other subsystems are either measured (in the actuation) or known (in the
digital filters). We take advantage of this by developing the remainder of sensing subsystem
(i.e. its frequency-dependence), forming the frequency-dependent loop model scaled by the
measured actuation and known digital filter gain, and assume the remaining gain difference
between a measurement of open loop transfer function and the model is entirely the sensing
scale factor. Results will be discussed in §3.2.3.
Fabry-Perot Cavity Response, CFP (f)
Our model of the Fabry-Perot Michelson frequency response is the sum of the response from
each arm as in Eq. 3.12. Using the single pole approximation (Eq. 3.9), the frequency
response of each arm cavity Hx,ySP (f) can be calculated explicitly using a single measured
quantity, the cavity pole frequency fc. We compute fc by measuring the light storage time
τ = 1/(4pifc) in each cavity.
A single measurement of the storage time is performed by aligning a single arm of the
interferometer (as in the right panel of Figure 6.1) and holding the cavity on resonance using
the coil actuators. Then, the power transmitted through that arm is recorded as we rapidly
take the cavity out of resonance. We fit the resulting time series to a simple exponential
decay, whose time constant is the light storage time in the cavity. This measurement is
performed several times per arm, and the average light storage time is used to calculate the
cavity pole frequency. Table 3.4 shows the values of fc used in each model.
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Table 3.4: Summary of cavity pole frequencies fc used in each interferometer’s sensing func-
tion in S5. H1 and H2 have used the average of each arm, hence their numbers reported
below are the same, with uncertainty estimated as the quadrature sum of each result.
fxc (Hz) f
y
c (Hz)
H1 85.6 ± 1.5 85.6 ± 1.5
H2 158.5 ± 2.0 158.5 ± 2.0
L1 85.1 ± 0.8 82.3 ± 0.5 Hz
Analog to Digital Conversion, ADC(f)
Each of the four photodiodes used to measure the power at the dark port are sampled at
16384 Hz. The dominant frequency dependence of this analog-to-digital conversion process
arises from the analog anti-aliasing filters. These filters are analog eighth order elliptic
filters, which differ only in corner frequency at the two sites: 7.5 kHz for the Hanford and
8.1 kHz for Livingston. The frequency dependence is unity below 1 kHz. Above a few
kHz, the magnitude changes less than 2%, but the phase loss from these filters becomes
non-negligible (> 180 deg). The residual frequency dependence between this model and
measured transfer function of the filter is also included. The discrepancy occurs only above
1 kHz and varies less than 2% in magnitude and 5 degrees in phase.
Time Dependence, γ(t)
We measure the time dependence of the sensing function by digitally injecting a signal,
scl(f), at the output of the digital filters, D(f), prior to the control signal, sD(f), at three
line frequencies fcl near 50, 400, and 1100 Hz. The time-dependent coefficient γ(t) is defined
as
γ(t) = α(t)β(t) = − 1
GL(fcl)
sD(fcl)− scl(fcl)
sD(fcl)
, (3.23)
where GL(fcl) is the modeled DARM open loop transfer function at the reference time in each
epoch at a given calibration line frequency, fcl; scl(fcl) and sD(fcl) are the excitation signal
and the control signal, respectively, each digitally demodulated at the same frequency and
averaged over 60 seconds. The coefficient generated from fcl ≈ 400 Hz is used to scale the
response function model; the other two frequencies are used to confirm that the variations
are independent of frequency. In the ideal case (no noise on top of the injected line and with
a perfect model for GL(fcl)), the coefficient is a real factor near unity. Figure 3.5 shows the
evolution of <e{γ(t)} over the course of the science run for each detector.
We also separate the relative uncertainty of the time dependent coefficient (σγ/γ)
2 into
those of systematic and statistical origin. As the coefficient is ideally real and unity, we
expect the imaginary part of the measurement defined in Eq. (3.23) to be a random time
series with zero mean. A non-zero mean would indicate a systematic error in our estimate
of <{γ(t)}, given by
√
1−
(
=m{γ(t)}
)2
(assuming the real part of γ(t) is unity). The
measured mean is less than 5% for all detectors across the entire run, implying a negligible
systematic error of 0.1% and is ignored.
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Figure 3.5: Time-dependent corrections to the sensing function <e{γ(t)} over the course
of the science run (6). (Left) Time series of <e{γ(t)} for each interferometer. (Right)
Histogram of <e{γ(t)} for each interferometer.
The statistical error is determined by the signal-to-noise ratio of the calibration line at
frequency fcl, and is estimated by the standard deviation of =m{γ(t)}, measured in every
epoch at a sampling rate of 1 Hz. Though the statistical error is roughly equivalent in all
epochs for a given detector, we chose the largest standard deviation as a representative error
for the entire run. Figure 3.6 shows an example histogram of =m{γ(t)} for H2.
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Figure 3.6: Histograms of =m{γ(t)} over the entire S5 run, for H1 (top left), H2 (top right),
and L1 (bottom). The standard deviation the data set represents a systematic uncertainty
estimation of σγ. The standard deviation =m{γ(t)} for all interferometers is less than 5%,
implying a negligible systematic uncertainty.
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3.2.3 Open Loop Transfer Function
The open loop transfer function, GL(f), is measured while the interferometer is controlled,
operating in the nominal configuration, at designed sensitivity. We use a digital DARM
excitation with amplitude much larger than ∆Lext, such that we may assume it to be a
contribution to measurement noise. During the measurement we assume no time-dependent
variations occur, and set γ(t) = 1. We compare this measurement against our model of
the open loop transfer function which is the product of each subsystem described above
(see Eq. 3.4), and scale the model by the measurement’s magnitude at the expected unity
gain frequency to form KC as described in §3.2.2. Values for the sensing scaling coefficient
averaged over epochs, are shown in Table 3.5.
Table 3.5: Average value for scaling coefficients KC for the sensing function, CL(f,t) for each
interferometer. They are stated without uncertainty, since these quantities are derived from
measurements of the open loop gain and actuation scaling coefficient. See further discussion
in §3.3.
KC (cts/10−15m)
H1 0.15
H2 0.61
L1 9.1
We measure the open loop transfer function many times during the course of the science
run. To compare these measurements against the model for each epoch, they are normalized
by the magnitude of the open loop transfer function at a fixed unity gain frequency. This
normalization removes the time dependent scale factors between measurement times such
that a fair comparison can be made. Figure 3.7 shows the results of this comparison.
The uncertainty estimation in the open loop transfer function magnitude and phase
((σ|GL|/|GL|)2 and σ2φGL ) are separated into systematic and statistical uncertainty. We ex-
pect the ratio of the model and our measurements to follow a Gaussian distribution with
unity mean in magnitude and zero mean in phase. This ratio is shown in Figure 3.7. We
observe a non-Gaussian systematic in all detectors from an unknown source, most apparent
in the Hanford detectors. We estimate this systematic uncertainty in magnitude and phase
by subtracting a smoothed version of the residuals, GresL (f) = 〈GmodelL /GmeasL 〉, from unity
and zero, respectively. The statistical uncertainty, σΣ|GL| and σΣφGL , is estimated from the
standard deviation of the remaining scatter in the ratio after the systematic error GresL (f) is
subtracted. Both the systematic and statistical errors are added in quadrature to form the
total uncertainty in the open loop transfer function model,(
σ|GL|
|GL|
)2
=
(
σΣ|GL|
)2
+ (1− |GresL (f)|)2 (3.24)
σ2φGL
=
(
σΣφGL
)2
+
(
φGresL (f)
)2
. (3.25)
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S5 H1 DARM Open Loop Gain
Model vs. Measurement Comparison
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S5 H2 DARM Open Loop Gain
Model vs. Measurement Comparison
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S5 L1 DARM Open Loop Gain
Model vs. Measurement Comparison
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Figure 3.7: Open loop transfer function model vs. measurement comparisons for H1 (top
left), H2 (top right), and L1 (bottom) in all of S5. The four panels shown are the magnitude
and phase of model and measurements (top and bottom left), and the ratio between model
and measurements (top and bottom right).
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3.3 Uncertainty Estimation
The measurement uncertainty of each component of the response function described in §3.2
are folded into a complex function of frequency known as the “error budget.” Formulation
of the error budget is of particular importance to data analysis, as the total uncertainty
of the response function determines that accuracy to which we may compare a given in-
terferometer’s output with another, and it also constrains the reconstruction of a possible
gravitational wave form. The latter constraint determines the accuracy to which the analysis
may determine the parameters of the astrophysical source.
We do not assign any uncertainty to the digital filters D(f) nor directly to the time-
independent component of the sensing function CL(f). The digital filters, which are well-
known digital functions, are placed into the model without uncertainty. As described in
§3.2.2, the frequency dependence of the sensing function is composed of parameters measured
to negligible uncertainty. Uncertainties in its scaling coefficient KC , are accounted for in the
open loop transfer function and actuation function uncertainty.
The uncertainties of the remaining quantities in the response function A(f), GL(f), and
γ(t) are treated as uncorrelated. If the uncertainties are completely correlated (i.e. there
are none in CL(f)), the covariant terms in the estimation reduce the overall estimate of
the response function uncertainty (see Appendix C). Since we do not have an independent
estimate of the uncertainty in the sensing function, we adopt this conservative estimate.
We re-write the response function in terms of the measured quantities to which we assign
uncertainty,
RL(f, t) = A(f)D(f)
1 + γ(t)GL(f)
γ(t)GL(f)
(3.26)
and separate into magnitude and phase (dropping terms which include the uncertainty in
D(f)),
|RL| =
√( |A|
γ|GL|
)2 [
1 + (γ|GL|)2 + 2γ|GL| cos (φGL)
]
, (3.27)
φRL = arctan
(
γ|GL| sin (φA) + sin (φA − φGL)
γ|GL| cos (φA) + cos (φA − φGL)
)
, (3.28)
such that the relative uncertainty in magnitude and absolute uncertainty in phase are(
σ|RL|
|RL|
)2
=
(
σ|A|
|A|
)2
+ <e{W}2
(
σ|GL|
|GL|
)2
+ =m{W}2σ2φGL + <e{W}
2
(
σγ
γ
)2
(3.29)
σ2φRL
= σ2φA + =m{W}2
(
σ|GL|
|GL|
)2
+ <e{W}2 σ2φGL + =m{W}
2
(
σγ
γ
)2
, (3.30)
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where we define W ≡ 1/(1 + GL) (see Appendix C for derivation). Each uncertainty com-
ponent in Eqs. 3.29 and 3.30 is assumed to be the same over the course of the science run
(independent of epochs). However, the complex coefficient W is different for each epoch.
Our calculation of the response function includes the open loop transfer function model
which is approximated by replacing the complete cavity response HFP (f) (Eq. 3.8) with the
single pole transfer function HSP (f) (Eq. 3.9) in the sensing function subsystem. We include
the ratio of the response function calculated with and without the correct cavity response in
our error budget,
RFPL (f)
RSPL (f)
=
1 + (HFP/HSP )GL(f)
1 +GL(f)
(3.31)
added linearly (as opposed to in quadrature) because the approximation results in a frequency-
dependent scaling of the response function with known sign. As with the weighting function
W , this term involves the direct multiplication of the open loop transfer function and there-
fore is epoch dependent. As an example, Figure 3.8 shows this error contribution from the
third epoch in each detector.
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Figure 3.8: Systematic uncertainty in response function arising from the single pole approx-
imation of the Fabry-Perot cavity response in open loop transfer function. This uncertainty
is epoch-dependent; only the third epoch for each detector is shown.
3.4 Results
In Figure 3.9 we plot the final response function for all interferometers for the entire fifth
science run. Figure 3.10 shows the frequency dependence of all terms in the error budget of
the response function for the third epoch of each detector. In Table 3.6, we summarize the
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frequency-dependent uncertainty of each interferometer’s response function by dividing the
error into three frequency bands: 40-2000 Hz, 2000-4000 Hz and 4000-6000 Hz and computing
the RMS errors across each band, averaged over all epochs. All epoch uncertainties are within
1% of the mean uncertainty stated. Each value is the estimated 68% (one sigma) confidence
interval across the band for the entire 2 calendar-year science run.
Table 3.6: Summary of band-limited response function errors for the S5 science run.
RL(f) Magnitude Error (%) RL(f) Phase Error (Deg)
40-2000 Hz 2-4 kHz 4-6 kHz 40-2000 Hz 2-4 kHz 4-6 kHz
H1 10.4 15.4 24.2 4.5 4.9 5.8
H2 10.1 11.2 16.3 3.0 1.8 2.0
L1 14.4 13.9 13.8 4.2 3.6 3.3
The largest source of systematic error in most data analysis techniques used to analyze
S5 LIGO data is the uncertainty in response function magnitude (24; 70; 23). Our inability
to measure the sensing function independently of the closed loop (specifically its scaling
coefficient) forces a conservative, uncorrelated treatment of the uncertainty in the measured
subsystems, A(f) and GL(f), inflating the total uncertainty in the response function. In all
detectors, we find the uncertainty in the actuation function, A(f), dominates the response
function error budget in magnitude.
The statistical uncertainty in the free-swinging Michelson measurements of the actua-
tion scaling coefficient are the primary source of the actuation uncertainty. In the Hanford
detectors, the uncertainty arises from our inability to displace the test mass above residual
external noise sources at high frequency. This decreases the signal-to-noise of the measure-
ment, inflating the uncertainty estimate across the measurement band. For L1, in which we
have obtained a large number of measurements using several methods of the free-swinging
Michelson technique (see 6), we have found the results to be inconsistent with a Gaussian
distribution. We attribute this to a poorly understood underlying variation in the technique,
for example the assumption that the optical gain is time-independent over the course of the
measurement suite.
The assumption that the actuation scaling coefficient is linear in amplitude over the
range of actuation, from the 10−8 m employed for the free-swinging Michelson technique
to the 10−18 m required to compensate for expected gravitational wave signals, has not
been confirmed. To investigate the linearity of the actuation scaling coefficients over this
range of actuation amplitudes, and to bound potential overall systematic errors, we have
employed two additional, fundamentally different, actuator calibration methods. The so-
called “frequency modulation” technique (71) uses an independently calibrated oscillator to
frequency-modulate the interferometer’s laser light, creating an effective length modulation
on the order of 10−13 m while operating in a single-arm interferometer configuration. The so-
called “photon calibrator” technique (72) uses auxiliary, power-modulated lasers to displace
the test masses by approximately 10−18 m via radiation pressure with the interferometer in
its nominal configuration (see Figure 1). Both methods are employed at select frequencies
across the LIGO measurement band. Statistical uncertainties for both methods are reduced
to the 1% level by averaging many measurements.
At the end of the S5 science run, a detailed comparison between these two methods and
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the free-swinging Michelson technique was performed. With all three calibration methods,
actuation coefficients were measured over the frequency band from 90 Hz to 1 kHz for each
end test mass. For the H1 and H2 interferometers, all calculated actuation coefficients–for
all frequencies, for all four masses, and for all three methods–were within a ±15% range.
The maximum difference between the mean value for any method and the mean value for
all three methods, for any of the four end test masses, was 3.7% (73). This indicates that
the overall systematic uncertainties in the actuation functions determined using the free-
swinging Michelson method, and therefore the magnitudes of the interferometer response
functions, are within these bounds.
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Figure 3.9: Frequency dependent response function, RL(f), for the three LIGO interferom-
eters for all epochs of the S5 science run.
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Figure 3.10: Frequency dependent error estimates for the response function for H1 (top
left), H2 (top right), and L1 (bottom left). In magnitude (top panel) and phase (bottom
panel), the total uncertainty (dashed-black) is composed of the uncertainty in actuation,
σ|A|/|A|, σφA (in blue), the open loop transfer function magnitude σ|G|/|G| (in green), the
open loop transfer function phase, σφG (in red), the time-dependent factor, σγ/γ (in cyan),
and from the single pole approximation of the Fabry-Perot cavity response (in magenta).
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3.5 Summary
The LIGO interferometers have provided some of the world’s most sensitive gravitational
wave strain measurements during their fifth science run. We have described a model used
for each interferometer’s differential arm length control loop known as the length response
function, RL(f, t), the proportionality between the digital Pound-Drever-Hall error signal,
eD(f) and differential displacement of the arm cavity lengths. Measurements presented here
have shown the frequency-dependent uncertainty in RL(f, t) is less than 15% in magnitude
and 5◦ in phase for the frequency band where the interferometer is most sensitive. The
results of two fundamentally different, high-precision methods for measuring the actuation
functions (71; 72) confirm that these results are free of systematic uncertainty within the
stated uncertainties (73).
In the two calendar year science run, as knowledge of the long-term characteristics of the
instrument increased, a great deal of improvements were made to the calibration measure-
ment techniques compared with prior results (74). By analyzing the uncertainties of each
measured component of the response function independently, we have identified the actua-
tion function as the dominant source of uncertainty in our model of the response function. In
turn, estimates of the actuation function uncertainty are limited by our inability to displace
the test masses above residual ground motion during measurements.
In the era of the next generation of detectors, data analysis will require an amplitude
uncertainty of 10% or less to reduce the calibration uncertainty below other systematic errors
of the continually improving astrophysical searches (75). The improved accuracy will increase
our confidence of a detection as possible candidates are compared across the network of
interferometers. Once regular detections are made, it will improve the ability to reconstruct
the original waveform of the incident gravitational wave, allowing for parameters of the
astrophysical source to be better resolved. Chapter 4 introduces the advanced detectors,
which are predicted to achieve regular detections by broadening the LIGO sensitivity to
lower frequencies and decreasing the noise floor by a factor of 10 or more.
4. The Advanced Laser Interferometer
Gravitational Wave Observatory
4.1 The Second Generation of Fabry-Perot Michelson
Interferometers
The first generation of LIGO detectors, henceforth referred to as “Initial LIGO,” were built
with design parameters near the limit of technology for the time (circa 1990’s). However,
they were built in an infrastructure designed to hold much more powerful instruments in
the future (1). With two decades of further research and development such a detector is
now possible that may improve strain sensitivity as much at a factor of 10 in the 100-200
Hz region, the most sensitive region of the instruments. Indeed, great efforts have been
made on all fundamental noise source fronts, over a broad range of frequencies, to design
and build instruments that will improve sensitivity at every frequency between 10 Hz and 10
kHz. All research, development, and design has been finished on these new detectors, and
are currently being built. Installed in the same vacuum system as the current detectors, they
will entirely replace the Initial LIGO internal components, the first installation of which will
begin in the Fall of 2010. All three interferometers are expected to be operational by 2014,
with their designed sensitivity achieved some time later. Figure 4.1 shows a model of the
target sensitivity for all interferometers in Advanced LIGO with the limiting fundamental
noise sources compared against the best sensitivity obtained by the Livingston interferometer
during the S5 science run. The expected detection rate for the well-modelled compact binary
coalescence sources of the Initial LIGO detectors is at most 0.6 yr−1 for neutron star binaries
(although more likely 0.02 yr−1). When the Advanced LIGO detectors achieve their designed
sensitivity, these rates are expected to increase to as many as 40 yr−1 (36).
This chapter discusses the Advanced LIGO interferometers, including general improve-
ments to the Initial LIGO design with specific attention devoted to the improved seimic
isolation and suspension systems. As a part of this system, the single-stage active isolation
platform is introduced by defining the goals for its performance such that it is not a limiting
noise source to advanced LIGO sensitivity.
4.2 Upgrades to the Initial LIGO Interferometers
Advanced LIGO was designed to be a quantum noise limited interferometer at frequencies
greater than 10 Hz, while improving the broad-band sensitivity by a factors of 10 or more
from the Initial LIGO sensitivity. This implies that the sensitivity be limited by shot noise
at high frequency and radiation pressure noise at low frequency. In order to achieve this,
three fundamental changes will be made to the Initial LIGO interferometer: several optical
layout changes and increased laser power will reduce the quantum noise at high frequencies;
dissipation of the test masses and suspension systems will be reduced to lower the thermal
noise at intermediate frequencies; and significant improvements in the seismic isolation and
suspension systems will be made in order to increase detection band at low frequency.
The quantum noise will be reduced using three different methods. First, the power of
the laser injected into the interferometer will be signficantly increased from roughly 5 W to
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Figure 4.1: Comparison between the best initial LIGO strain sensitivity (L1, Aug 2007) and
predicted baseline sensitivity for advanced LIGO.
125 W, as shot noise in any Michelson-based interferometer scales proportionally to
√
PBS.
The increase in input power will be done using a three stage laser system. The first stage is
a Nd3+:Yag non-planar ring oscillator (NPRO) that generates a λ = 1064 nm, 2 W beam as
in Initial LIGO. The second stage is an amplier which boosts the optical power to 35 W and
acts as the master laser to the third stage; an injection locked ring oscillator that increases
the optical power to 180 W (76). However, expected losses in the input optic chain reduce
this power to 125W incident on the power-recycling cavity. In order to combat the radiation
pressure back-reaction noise associated with higher input power, the mass of the test masses
has been increased from 10 kg to 40 kg.
Second, the readout of differential arm lengths will be more efficient. The geometry of the
recycling cavity and arm cavities will be converted from roughly flat-flat cavities to roughly
confocal cavities. In the case of the power-recycling cavity, this will provide an increase in
stability, and make the cavities much less susceptible to thermal and angular fluctuations, as
well as provide adaptable mode matching which may compensate for mirror imperfections.
The addition of a signal-recycling cavity, in conjunction with increasing the arm cavity
finesse increased from 220 to 450, will yield the ability to tailor the interferometer’s response
function to a particular frequency range, and reduce the need for greater input power (77).
This tailoring is performed by changing the microscopic length of the signal recycling cavity,
effectively detuning the cavity from resonance by a phase φSRM = 2pi`S/λ.
Third, the detection scheme for sensing the differential arm lengths will be switched
from a heterodyne, PDH radio-frequency modulation scheme to a homodyne, “DC” scheme.
This will further reduce shot noise and reduce sensitivity to technical noises such as laser
frequency and amplitude noise. This requires the addition of an output mode cleaner be-
fore the detection photodiodes, which strips the light exiting the signal-recycling cavity of
all injected sideband fields (f ' 1 − 100 MHz), and any non-fundamental modes produced
from imperfections in, thermal distortions of, or alignment fluctuations in the interferometer
optics. The mode cleaner therefore leaves only the carrier field and gravitational wave side-
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Figure 4.2: Optical layout for Advanced LIGO. Changes from the Initial LIGO layout (Figure
2.2) include, increasing the input mode cleaner length, splitting the power recycling into a
stable, three-mirror cavity, and the addition of a stable signal recycling cavity and output
mode cleaner at the antisymmetric port.
bands (f ' 1 Hz - 10 kHz). The reduction of unnecessary light on the readout photodiodes
improves the signal-to-noise ratio (61; 78), and therefore improves the sensitivity. Further,
because only light filtered by the 4 km arm cavities is used, the contribution of laser noise
is reduced above the cavity pole frequency, fc, of the arm cavities (79).
Many complementary methods will be employed to reduce the second fundamental noise
source between 50 and 500 Hz: thermal fluctuations in the test masses and suspension
systems. Modest improvements have been made to the optical coating materials: doping the
high index layers of tantala Ta2O5 with 25% titania TiO2 has shown to reduce the effective
loss φeff by roughly a factor of 2 (80). Also, as has been shown in Eq. 2.9, the noise scales
inversely proportional to the beam size. The larger test masses allow for increase in beam
size to be used in the arm cavities. The increase from a 25 cm to 35 cm in diameter, garners
an immediate order of magnitude improvement in the coating thermal noise. As will be
discussed later, the Advanced LIGO suspensions have been designed using materials with
significantly lower loss by replacing the final stage of the suspension system with monolithic
fused-silica fibers. These fibers, with the help of the monolithic construction will greatly
reduce the dissipation (loss angle φ) in the system, such that this noise source will be below
expected radiation pressure noise.
Finally, the seismic “wall” we moved to reduce the lower limit of the detection band
from 40 Hz to 10 Hz. This will be accomplished by completely replacing the Initial LIGO in-
vacuum passive isolation platforms and single suspensions with active isolation platforms and
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many, multi-layered suspension systems. These improvements will be discussed in Section
4.3.
For both practical and astrophysical motivations, the ability to change the input power
and tune signal-recycling cavity allows the Advanced LIGO interferometers to operate in
several “modes.” The expected sensitivity of the most probable modes of operation are
shown in Figure 4.3. The first mode, (1a) will have input power of 25 W incident on the
power-recycling cavity, and maintain full resonance in the signal recycling cavity (φSRM = 0).
The low input power reduces the radiation pressure back-reaction noise, therefore increasing
sensitivity at low frequencies. This low-frequency sensitivity favors expected upper limits of
known continuous wave sources (81), and the detection of large-SNR black-hole black-hole
binary systems (27). The additional practical benefit is to use only the first two stages of the
advanced LIGO laser system, which have been previously demonstrated with the upgraded
initial LIGO interferometers. The second mode, (1b) engages the final ring-oscillator stage of
the laser, increasing the power to the maximum designed output, with 125 W incident on the
power-recycling cavity. This modes serves as a “catch-all:” moderately sensitivite to a wide
variety of sources, and is therefore the baseline mode for Advanced LIGO to maximize the
probability of gravitational wave detection. The third possible mode, (2) serves to optimize
the sensitivity at high frequency by using the full power of the advanced LIGO laser (125 W),
and detuning the signal recycling cavity by φSRM = 20
◦. The latter is more difficult from
a control perspective, but low-mass compact binary coalescences (i.e. neutron-star neutron-
star pairs), and burst sources including the core-collapse of massive stars during supernova
are expected to dominate the sources in this frequency band, and these sources are likely to
have corresponding electromagnetic signatures that improve detection confidence.
4.3 Advanced LIGO Seismic Isolation
A great deal of improvements must be made to the seismic isolation systems in order to
reduce the influence of ground motion from 40 Hz to 10 Hz. Improvements in this band
greatly increase the detection event rate, as gravitational waves from massive astrophysical
systems are dominant in this frequency band (36).
All chambers in all three interferometers will be outfit with hydraulic external pre-
isolation (HEPI). The pre-isolation system is an active isolation system that quiet hydraulic
actuators to provide realtively large-throw (±1 mm in translation, ±1 mrad in rotation), six
degree of freedom static positioning for the isolation systems inside the vacuum chambers. In
addition, signals from position and inertial sensors colocated with the actuators are blended,
conditioned, and fed back to the actuators. The blended signal provides position control
down to DC, while providing isolation from ground in the 0.1 - 10 Hz band. This system
serves as the first line of defense against large seismic disturbances from human activity,
earth tides, ocean waves, and seasonal changes in the local environment. This system was
installed in 2004 for L1, where these seismic disturbances prevented daily operation of the
interferometer. This installation has demonstrated that a factor of ten in the 0.1-10 Hz band
can be achieved for all three translational degrees of freedom (82).
Inside the vacuum system, the test masses in the Fabry-Perot arm cavities require the
most amount of isolation to achieve Advanced LIGO’s sensitivity goals. As such, they receive
the most extensive isolation systems in the interferometer. The in-vacuum, initial LIGO 4
stage passive isolation stacks will be replaced by a two-stage active and passive isolation
system known as the BSC in-vacuum seismic isolation platform, or BSC ISI (83). Each
cascading stage is connected with steel blade-spring and wire flexure systems which provide
compliance in all six cartesian degrees of freedom, with rigid body resonances are in the band
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Figure 4.3: Proposed Advanced LIGO sensitivity. Three different “modes” are proposed,
indicative of possible configurations for the interferometer. Mode (1a) and (1b) are operated
at low and high input power (P
(1a)
IN ' 25W , P (1b)IN ' 125W ), with the signal recycling cavity
at optimal tuning (φSRM = 0
◦). Mode 2 is tuned for maximum range out to which we
may see binary neutron star coalescence (optimally oriented, SNR 8), with high input power
(PIN ' 125W ) and a detuned signal recycling cavity, φSRC = 20◦.
between 2 and 10 Hz. These short pendulum systems provide classic f−4 isolation from the
external stage above these resonances. However, each stage also contains electromagnetic
coil actuators used to control the motion of the stage, and an array of position and inertial
sensors to sense motion. The active feedback system improves the passive isolation in a
frequency band between 0.1 and 20 Hz. A prototype of this isolation system has been shown
to achieve a factor of 300 at 1 Hz and a factor of over 3000 (84).
The bottom of second stage of the BSC ISI is an optical table, from which Advanced
LIGO test mass suspensions are mounted. These suspensions systems are a cascading series
of four pendulums, of which the test masses are the final stage (83; 76; 77). With each
stage having similar resonant frequencies a the 0.5 − 5 Hz band, they provide a reduction
from residual motion of the BSC-ISI proportional to f−8. While the first three stages of the
pendula, suspending the “top mass,” “upper intermediate mass,” and “penultimate mass”
will be suspended via steel wire and blade-springs like the BSC-ISI, the penultimate mass
and test mass will both be 40 kg fused silica bulk mass, connected by fused silica fibers,
creating a monolithic, ultra-high Q (low loss) structure. In addition, each layer of the
quadruple suspension will be using by an adjacent quadruple pendulum from which forces
will be applied that originate from an equally isolated source. The first three stages will
contain electromagnetic coil drivers similar to initial LIGO design, but the test mass will be
controlled using electro-static drive, to further reduce the amount of control-induced noise.
Figure 4.4 shows a SolidWorks rendering of the entire in-vacuum isolation system inside a
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BSC chamber, and Figure 4.5 shows the quadruple suspension in detail, including the final
monolithic stage.
Figure 4.4: SolidWorks rendering of the in-vacuum components of the seismic isolation and
suspension system for the test masses (7).
The remaining optics will receive varying degrees of less seismic isolation, according to
their impact on the interferometer sensitivity. Figure 4.6 shows the Advanced LIGO optical
layout, indicating which the suspension types for each optic. The beam splitter, supported
by an BSC-ISI, will be suspended from a triple suspension. The power- and signal-recycling
cavity optics, inside HAM vacuum chambers, will be suspended from two types of triple
pendula depending on the size of the optic, referred to as the HAM Large Triple Suspension
(HLTS) or HAM Small Triple Suspension (HSTS). These suspensions are shown in Figure
4.7. Finally, the output mode cleaner and the output Faraday isolator will be suspended
from a double and single suspension system, respectively.
All auxiliary optics, in HAM chambers will be mounted on a simpler version of the BSC-
ISI, called the HAM in-vacuum seismic isolation platform or HAM-ISI. In the remainder
of this chapter, the isolation requirements for the HAM-ISI are derived with respect to the
coupling between displacement of the recycling cavity lengths and the gravitational readout
for Advanced LIGO.
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Figure 4.5: Advanced LIGO quadruple suspension (8; 9). (Left) SolidWorks rendering of
the final two stages of the suspension, composed entirely of monolithic fused silica. The
connecting fibers are welded to the sides of the penultimate and test masses at junctions
known as “ears.” These two stages are suspended from the upper stages with steel wire.
(Middle, Right) Front and side view, mechanical drawing of the entire suspension assembly.
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Figure 4.6: Advanced LIGO seismic isolation suspensions and active isolation. Each vacuum
chamber shown is equipped with a single layer of hydraulic external pre-isolation or (HEPI).
The test masses and beam splitter are in BSC-style chambers (orange) supported by a
double-stage in-vacuum isolation platform (BSC-ISI), while HAM-style chambers (purple)
which house the input and output optics are supported by a single-stage, in-vacuum seismic
isolation platform (HAM-ISI). The test masses are each supported by a quadruple pendulum
(cyan). The beam splitter (red), the third power and signal power recycling cavity optics
(green), and the remaining recycling cavity optics (dark purple) have a triple pendulum
suspensions. The output mode cleaner (yellow) is housed in a double suspension, and the
output Faraday isolator in a single suspension.
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Figure 4.7: SolidWorks rendering of Advanced LIGO HAM triple suspensions (10; 11). (Left)
HAM large triple suspension, which will support the large recycling cavity optics (PR3 and
SR3). (Right) HAM small triple suspension, which will support the small recycling cavity
mirrors (PR2, PRM, SR2, and SRM). The top and intermediate mass are supsended with
blade springs in addition to wires to improve vertical isolation. The optics in this rendering
have been replaced with dummy masses or blanks, as is typical for the design stages when
the exact properties of the optics are not known.
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4.4 Goals for Single Stage Seismic Isolation
Both power and signal cavities are composed of three optics, the largest suspended from a
single HAM Large Triple Suspension and two from HAM Small Triple Suspensions (Figure
4.6). In this section, we describe the target performance for the single-stage, active, in-
vacuum, seismic isolation platforms on which the suspensions are mounted, known as a
“HAM-ISI.”
Requirements for displacements in both the power- and signal- recycling cavity lengths
(PRCL and SRCL, respectively) are the same below 5 Hz, and are defined based on the long-
term knowledge of the ground spectra and previous experience with interferometric control
of auxiliary degrees of freedom (14; 85). They are the same for all degrees of freedom,
longitudinal (horizontally, along the beam line), transverse (horizontally, perpendicular to
the beam line), and vertical (10; 11). Therefore, the requirements for all degrees of freedom
(X, Y, Z, RX, RY, and RZ) for the HAM-ISIs are also the same below 5 Hz. From 5 Hz
down to 0.6 Hz, the lowest eigenmodes of the triple suspensions, the requirements are set to
minimize the RMS motion of the cavities, such that optically controlled length and alignment
control loops need not have > 5 Hz bandwidth. Any greater a bandwidth would cause the
sensing noise of these loops to limit the 10-20 Hz band of the interferometer sensitivity (86).
At frequencies between 0.1−0.2 Hz, the requirements are set to be roughly a factor of 5 - 10
below the RMS motion of the ground at these frequencies. Below 0.1 Hz they must not to
amplify the ground motion. These requirements (below 0.2 Hz) are the same requirements of
the test mass isolation platforms (BSC ISIs), as differential motion between the core optics
and the recycling cavities would result undesired low-to-high frequency mixing of optical
fields or “up-conversion” effects.
The coupling mechanism between changes in the recycling cavity lengths and the differ-
ential arm length readout is different for the two cavities, but the suspension systems are
the same. As such, the requirements for the HAM-ISI deviate above 5 Hz based on their
differences.
The coupling between fluctuations of the SRCL to the differential arm length readout is
a function of frequency,
xDARM
xSRCL
= 0.012
(
10 Hz
f
)2(
Parm
750 kW
)2(
0.014
TITM
)(
δL
10 pm
)
(4.1)
where Parm, is power in the arm cavities, TITM is transmission of input test masses, and
δL is the fixed offset between the arm cavity lengths used for homodyne readout (87). The
displacement noise for the triple suspensions is expected to be dominated by the suspension
thermal noise, proportional to f−5/2 at frequencies above the natural resonant frequencies
(32). The total contribution to the DARM displacement noise is therefore proportional to
f−9/2. Taking the power dependence of the coupling and the design of the triple suspension
into account, whose highest longitudinal resonant frequency is '3 Hz, the coupling is ex-
pected to contribute the most to DARM in the 10-30 Hz band (11; 10). The requirements
for displacement noise of the SRCL are therefore defined to be 10 times below the predicted
spectra of the high power, tuned interferometer configuration (mode 1b in Figure 4.3) at 20
Hz, and have frequency dependence proportional to f−5/2 between 30 Hz and below. Above
30 Hz, where the contribution is expected to continue to fall with frequency, the requirements
are relaxed to have the same magnitude as the requirements at 30 Hz and independent of
frequency (87). This requirement is shown in Figure 4.8.
The requirements for the seismic isolation systems under the SRCL cavity above 5 Hz
are therefore defined such that the SRCL motion, as a result of transmittance of the triple
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Figure 4.8: Power dependent requirements for the advanced LIGO signal recycling cavity.
In terms of signal recycling cavity length, mode 1b is the most stringent, and is therefore
chosen as the limiting target for the SRCL.
suspensions, does not exceed this thermal noise limit (10; 11; 88). The SRCL displacement
d`S is modelled to be a combination of the longitudinal and vertical input motion from the
isolation systems, dx` and dxZ , transmitted through the triple suspensions of the optics that
compose the cavity, (TL` , T
L
Z for SR3 and T
S
` , T
S
Z for SR2 and SRM), or
d`S = dx
HAM4
`
(
2T S`
)− dxHAM5` (2TL` + T S` )
+
dx`
dxZ
[
dxHAM4Z
(
2T SZ
)− dxHAM5Z (2TLZ + T SZ )] (4.2)
where vertical-to-horizontal coupling is considered using the factor dx`/dxZ , such that we
may explicitly consider the requirements for the residual vertical and horizontal motion of
the isolation platform. The power spectral density is therefore estimated to be
d`2SRCL =
(
dxHAM4`
)2 |2T S` |2 + (dxHAM5` )2 |2TL` + T S` |2
+
(
dx`
dxZ
)2 [(
dxHAM4Z
)2 |2T SZ |2 − (dxHAM4Z )2 |2TLZ + T SZ |2] . (4.3)
Note that the input motion of SRM and SR3 are treated coherently, as they will reside on
the same platform. To develop the requirements of the HAM-ISIs, we treat the displacement
of each chamber dxHAM4,5`,Z to be the same, the transmissions of the triple suspensions is as
defined in (11; 10) (shown in Figure 4.9), and the vertical to horizontal coupling factor set
to 10−3.
The coupling between the displacements of the PRCL and the gravitational wave readout
is not expected to dominate the DARM displacement noise. The original requirements
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were determined from the tolerable fluctuations in the mode cleaner length and assumed
to be sufficient for the PRCL displacement noise (85). These requirements also serve as a
requirement for the rotational degrees of freedom for all HAM-ISIs, assuming radians instead
of meters.
Figure 4.10 summarizes the displacement noise requirements for each degree of from
for the HAM-ISIs under the power and signal recycling cavities, in addition to showing an
example amplitude spectral density of ground motion from which the platforms must isolate
the suspensions.
Between 2007 and 2008, the H1 and L1 Initial LIGO interferometers received several
upgrades that included Advanced LIGO technology prototypes. This intermediary inter-
ferometer is referred to as “Enhanced LIGO.” Included in these upgrades were prototype
HAM-ISIs, whose preliminary Advanced LIGO design had been completed. At the time, only
the requirements for the power-recycling cavity HAM-ISIs were defined, and thus served as
the target for these prototypes. Chapter 5 describes the prototype seismic isolation system
in great detail, including the mechanical design, modelled performance, and results from two
prototypes recently built for L1 and H1 interferometers.
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Figure 4.9: Model transmission of the HAM Large Triple and HAM Small triple suspensions
for advanced LIGO (12; 13). For each suspension, the transmittance is defined by the input
motion, at the suspension point of the first suspended stage, to the final optic motion at
the bottom of the third suspension stage. In practice we treat the input motion at the
suspension point to be that of the entire support structure which is mounted to the single
stage isolation platform.
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Figure 4.10: Advanced LIGO Target HAM ISI platform displacement noise (13; 12). The
PRCL length requirements serve as rotation requirements in rad/
√
(Hz) for both recycling
cavity lengths. Estimates of the ground motion were measured/modeled from the Livingston
observatory, assumed to be average representative spectra the site (the Hanford observatory
has roughly equivalent ground motion, (14)). Translational degrees of freedom (X, Y, Z)
are measured by an STS-2 seismometer on the ground near the HAM6 chamber. Rotational
degrees of freedom (RX, RY, RZ) are estimates from a combination of ground STS-2 data
interpreted as tilt (> 0.3 Hz), and differential signal between L4-C seismometers mounted
on the four corners of the HAM support structure.
5. Prototype HAM-ISI Seismic Isolation
System
In preparation for Advanced LIGO, two prototype HAM ISIs were built and installed
in H1 and L1 for Enhanced LIGO in 2008. These prototypes were served to demonstrate
that the single-stage isolation system can the meet Advanced LIGO requirements for the
HAM chambers under the power recycling cavity in all six degrees of freedom. This chapter
describes the design, model, commissioning and results from these prototypes, in addition
to the modifications to their design such that they meet Advanced LIGO requirements for
all chambers.
5.1 Mechanical Architecture and Design
The HAM ISI was designed by High Precision Devices (HPD, (89)), in collaboration with
Brian Lantz and Corwin Hardham using decades of experience with previous active seismic
isolation platforms developed for Advanced LIGO (90; 91). The single-stage, HAM ISI
consists of two major components, the support stage and suspended stage. An exploded
SolidWorks rendering of the HAM ISI is shown in Figure 5.1. The support stage provides a
thick, rigid, platform which rests across the support tubes of the HAM chamber against which
actuation forces may be applied. The suspended stage is a hexagonal structure upon which
all suspensions and auxiliary optics will be mounted. The hexagonal structure is a natural
extension of the triangular symmetry of all components of the platform. Passive isolation
from the support stage to the suspended stage is achieved from three blade spring and
flexure systems between the support and suspended stages. Active isolation and alignment
is achieved with an array of inertial sensors and displacement sensors internal the suspended
stage, whose signal is fed back to electromagnetic actuators. Further isolation is achieved
by correcting the displacement sensor signal with an inertial sensor on the ground.
Given the triangular symmetry of the table, we use two coordinate systems when describ-
ing the HAM ISI, defined in Figure 5.2. The colocated basis groups sensors and actuators
in the same corners of the suspended stage together. For example, in location 1 in Figure
5.2, there exists a horizontal and vertical actuator, a horizontal and vertical inertial sen-
sor, and a horizontal and vertical displacement sensor. The clusters are labeled H1 and
V1 respectively, for a total of six degrees of freedom. The coordinate basis is aligned the
interferometer’s global coordinate system obeying the canonical Cartesian axes X, Y and Z.
Rotational degrees of freedom are denoted by the rotation about those axes, RX, RY and
RZ.
The mechanical architecture for the HAM ISI is designed to be stiff, relatively light, and
such that it is easy to actively control. The triangular arrangement of the blade spring flexure
system allows for motion in all six cartesian degrees of freedom with little cross-coupling. The
blade springs are soft in the Z direction, and the flexures are soft in X and Y. The physical
properties of the flexures and springs are designed so that the resonant frequencies in the
coordinate basis were all between 0.5 and 2 Hz. Almost all of the major components of the
system are made from piece-wise bolted light-weight Aluminum 6061, giving the suspended
stage a high stiffness-to-weight ratio. Further, the suspended stage has many stiffening ribs,
replicating the performance of a solid structure. The lowest non-translational resonances of
the suspended stage are above 200 Hz. The range of motion provided by the blade spring
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Assembly of Stage 1 to Stage 0
Assembly Sequence
1. Lower Stage 1, with Lockers attached 
and locked, onto Stage 0
2. Pin and bolt Lockers to Stage 0 with 
nominal shims
3. Secure GS-13s in place
4. Attach Actuators (with fixturing) and 
Sensor Targets to Stage 1
5. Attach Position Sensor Targets to Stage 
1 and place in retracted position
6. Attach Position Sensor Detectors to 
Stage 0
7. Mount Springs to top of Support Posts
8. Compress Springs and connect Flexures 
to Stage 1
9. Attach Optics Table
10. Remove Spring compressors
11. Mount Optics Table access covers
12. Alternatively, steps 3, 4, 5 & 6 can be 
performed after step 10, if perimeter 
plates are not included in Stage 1, per 
step 1
3x Vertical 
Intertial Sensor
Optical Table
3x Blade Spring
and Wire Flexure
3x Horizontal 
Actuator
3x Horizontal 
Displacement
Sensor
3x Horizontal 
Inertial Sensor
Stage 0
3x Support 
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3x Vertical 
Actuator
3x Vertical 
Displacement
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4x Locker /
Limiter
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Figure 5.1: SolidWorks rendering of the HAM ISI.
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RZ 
X 
Figure 5.2: HAM ISI Colocated and Cartesian coordinate systems. The colocated basis is
defined by the local clusters of instrumentation in the suspended stage. The cartesian basis,
whose origin is defined by the suspended stages center of gravity, is aligned with the global
interferometer’s coordinate system.
and flexure system is constrained by a set of four locker/limiters. When open, they allow
the table to move to ∼ 0.5 mm in each cartesian degree of freedom; when closed, they over-
constrain the suspended stage to virtual immobility. Figure 5.3 shows a picture of the L1
HAM ISI taken just after installation.
An array of six electromagnetic linear actuators have been built internal to and around the
suspended stage for active isolation and alignment. These voice coil actuators were designed
to meet LIGO specifications by QinetiQ / Planning Services, Inc. (92). In practice, the
actuators are only linear up to about 50 Hz, and are whitened between 0.4 Hz and 15.9 Hz
with a set of analog filters between the digital-to-analog conversion.
Sensing the motion of suspended stage are colocated sets of inertial sensors and dis-
placement sensors. These two sensor arrays both measure the same physical motion but are
useful over different frequency bands. The signal from each array is digitized, rotated into
the cartesian basis, normalized to have the same displacement frequency response, and then
blended together using complementary low-pass FLP and high-pass filters FHP . The sum of
the two signals is referred to as a “super sensor.”
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Figure 5.3: Picture of the L1 HAM ISI inside the HAM6 chamber, taken just after installa-
tion. The support tubes and support stage are visible on the bottom of the chamber, and
the suspended stage takes up most of the middle of the chamber. The optical table is littered
with ballast mass, required for the platform to be suspended when there is no payload.
The displacement sensor (DISP) array is a collection of six, MicroSense 8800 capacitive
displacement sensors (93), three for sensing vertical and three for horizontal. Each sensor
is composed of two parallel plates; one plate is bolted to the support stage, and the other
is fixed to the suspended stage. As capacitance is inversely proportional to the distance
between the plates, the sensor detects relative motion between the stages. This array is used
below 1 Hz down to zero-frequency (DC). This sensitivity range is defined by the instrument
noise floor, and the sensitivity to support stage motion above the rigid-body resonances of
the suspended stage. The inertial sensor (GEO) array, mounted in the suspended stage is
composed of six single degree of freedom inertial sensors. These are GeoTech GS-13 short-
period, single axis seismometers (94), or geophones. The geophones are used to determine
motion of the suspended stage above about 0.1 Hz. The sensitivity is limited by the noise
floor of the instrument at low-frequencies, and notably by tilt of the platform in the horizontal
sensors (discussed in Appendix D). Finally, we improve the performance of the displacement
sensors by correcting their signal in a 0.1-1 Hz band with a tri-axial inertial sensor on the
ground with much better displacement noise performance, a Streckheisen STS-2. Figure 5.4
shows the model displacement noise for each type of sensor used in the HAM ISI.
As the horizontal inertial sensors are limited by tilt-horizontal coupling (see Appendix
D), several characteristics of the mechanical design have been developed to reduce to amount
of platform tilt under translation. The horizontal actuation plane is designed to be within
10 cm of the vertical center of mass of the suspended stage. This offset (or lack-there-
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Table 5.1: Measured properties of prototype HAM ISI mechanical structure.
Property DOF H1 L1
Resonant Frequency, f0 [Hz] X/Y 1.25 1.28
Z 1.85 1.80
RX/RY 1.05 1.00
RZ 0.85 0.8
Blade Spring/Flexure Stiffness, k [N/m or Nm/rad] X/Y 1.39e5 –
Z 2.76e5 2.67e5
RX/RY 2.43e4 –
Offset, LZMP from Actuator Plane, d [mm] – 1.485 0.725
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Figure 5.4: Sensor noise models for individual sensors on the HAM ISI, derived from (15).
DISP corresponds to the measured noise of the MicroSense capacitive position sensors (used
as displacement sensors), and is a factor of 5 above the predicted displacement noise in
(15). GS13 corresponds to the best measured noise performance of the GeoTech GS-13,
as in (15). STS is a model of the Streckheisen STS-2 derived from a combination of the
best measured displacement noise of the Nanometrics Trillium 240 down to 0.5 Hz, and the
vendor specifications below 0.5 Hz.
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Figure 5.5: Displacement response for Enhanced LIGO sensors. All sensors are readout by
a 216/40 cts/V ADC. The GS-13 and STS-2 have generator constants of 2200 and 1500 V /
(m/s), respectively, however the GS-13 is amplified by an additional factor of 40.2 to improve
its signal-to-noise ratio. The corner frequencies for GS-13 and STS-2 are 1 Hz and 8.3 mHz.
The Microsense displacement sensors have a sensitivity of 10 V / mm.
of) ensures the translation and rotational degrees of freedom are independent enough for
linear SISO control. Further, the flexure length, shape and stiffness have been designed
such that actuation plane is less than h = 1 mm of the lower zero moment plane of the
flexure (the point in the pendulum-like flexure at which rotational torque and translational
force are balanced producing only translational motion of the suspended mass). This offset
(or lack-there-of), in combination with the designed translational and rotational stiffness,
kxpm and kθ of the flexures, yields a tilt-horizontal coupling frequency of less than fthc =
(1/2pi)
√
(g h kxpm/kθ) ∼ 0.03 Hz, allowing for the use of the inertial sensors as a strictly
horizontal sensor down to this frequency.
Though not a part of the design of the HAM ISI itself, it will become important later
to note the support structure upon which the prototype HAM ISIs lie. First, the support
structure does not have external pre-isolation from a HEPI system. In addition, the support
tubes are connected to angled struts external to the vacuum system where attached to piers
on the ground. These struts are referred to as “gullwings” because of their characteristic
shape. Figure 5.6 shows a picture of this support structure.
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Figure 5.6: External view of the L1 HAM 6 Chamber. The angled struts, or “gullwings”
which connect the support tubes to the ground piers, run across the bottom of the picture
painted in blue.
5.2 Active Control Model
As described in section 5.1, a great deal of care was taken to make a stiff, light mechanical
structure with very little cross coupling between the six cartesian degrees of freedom. We
benefit from this hard work by employing six, independent, single-input, single-output control
loops, whose input signal is composed of the super sensor. We model each control loop to
aid the design of the loop’s digital filters and predict the platform’s performance.
The model for the X (and Y) degree of freedom is shown in Figure 5.7. Ground motion,
xg, is suppressed by the transmission of the passive isolation system, called the “plant,” Px.
Residual motion is sensed by the displacement and inertial sensors. The displacement sensor
signal, sensitive to both platform motion and support stage motion, is corrected for motion
of the support stage with a ground inertial sensor signal, high-passed with a filter set F FFx ,
in a feed-forward path. The corrected displacement sensor signal is then low-passed with
FLPx . The inertial sensor signal is high-passed with a filter F
HP
x , complementary to F
LP
x .
From there, the signals are added to form the super sensor. A final control filter Kx shapes
the super sensor signal into a force which is fed back to the actuators, further reducing the
motion of the platform.
In addition to ground motion, xg, we include several noise sources which we measure
or model. For translational degrees of freedom (X and Y), these sources are sensor noise
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from each of the sensors: the on-board inertial sensors, nG, the displacement sensors nD,
and ground inertial sensor nS; and residual tilt of the platform, tp. We will find that these
noises are those limiting the platform performance. Other, non-limiting, noise sources not
considered include ground tilt coupling into the ground inertial sensor translation signal,
actuator noise, ADC/DAC noise, and non-linear coupling.
The frequency response from the sensors and output from actuators have been compen-
sated and given the appropriate gain to transfer any information in the colocated basis (e.g.
sensor noise) into the cartesian basis. The raw sensor’s displacement noise (Figure 5.4) for
the three on-board sensors (DISPs and GEOs) that make up a given signal in the cartesian
basis are assumed to be independent and therefore added in quadrature. The noise for the
STS is already in the cartesian basis, and is assumed to be similar for all three degrees of
freedom.
xg Px xp
Kx
  Fx  
HP
  Fx  
LP
  Fx  
FF
nG
nD
nS
g !2 tp
xg
-1
Figure 5.7: Model of active control loop and noise couplings to the platform motion xp. The
loop shown is for the X translation direction, but where appropriate, noise couplings are the
treated to be same for all degrees of freedom. These noise sources are input ground motion,
xg; sensor noise from the on-board geophones, nG, the capacitive displacement sensors nD,
and ground inertial sensor nS; and platform tilt noise (originating from residual ground
motion or sensor noise).
The horizontal platform motion xp is determined by working counter-clockwise through
the model
xp = Pxxg + PxKx
[
FHPx
(
xp + n
x
G +
g
ω2
tp
)
+ FLPx (xp − xg + nxD) + FLPx F FFx (xg + nS)
]
.
(5.1)
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Defining the open loop transfer function, Gx, as
Gx = PxKx(F
HP
x + F
LP
x ) = PxKx, (5.2)
where we have used (FHPx + F
HP
x ) = 1 because they are designed as a complementary pair
(see discussion in Section 5.3.2), then we may solve for the platform motion in terms of the
uncorrelated noise source terms,
xp =
Gx
(1−Gx)
(
Px
Gx
− FLPx + FLPx F FFx
)
xg
+
Gx
(1−Gx)F
HP
x
g
ω2
tp
+
Gx
(1−Gx)F
HP
x n
x
G
+
Gx
(1−Gx)F
LP
x n
x
D
+
Gx
(1−Gx)F
LP
x F
FF
x nS
(5.3)
We use this model for the two translational degrees of freedom, X and Y . Of particular
note: in absence of sensor noise nxG, n
x
D, n
x
S, and if the tilt of the platform tp is sufficiently
small, at frequencies below 10 Hz where the open loop transfer function has magnitude
|G|  1, the plant has magnitude |P | ≈ 1, the performance of the platform is determined
by the shape of the displacement sensor blend filter FLPx , and the complement of the feed
forward filter (1− F FFx ),
xp(f < 10 Hz) ≈ FLPx xg − FLPx F FFx xg = FLPx (1− F FFx )xg. (5.4)
This fact will play an important role in the design of each of these filters.
The remaining degrees of freedom are calculated in a similar fashion, but are simpler
because they are insensitive to tilt of the platform. The model for vertical motion, zp, tilt,
tp = rxp = ryp, and rotation about the Z axis, rzp are,
zp =
Gz
1−Gz
(
Pz
Gz
− FLPz + FLPz F FFz
)
zg
+
Gz
(1−Gz)F
HP
z n
z
G
+
Gz
(1−Gz)F
LP
z n
z
D
+
Gz
(1−Gz)F
LP
z F
FF
z nS
(5.5)
tp =
Gt
(1−Gt)
(
Pt
Gt
− FLPt
)
tg +
Gx
(1−Gx)F
HP
x n
t
G +
Gx
(1−Gx)F
LP
x n
t
D (5.6)
rzp =
Grz
(1−Grz)
(
Prz
Grz
− FLPrz
)
rzg +
Grz
(1−Grz)F
HP
rz n
rz
G +
Grz
(1−Grz)F
LP
rz n
rz
D (5.7)
We use Eqs. 5.3 through 5.7, with known models of the sensor noise and plant to guide
the design of the blend filters.
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5.3 Active Control Design
Developing optimized control loops for the HAM ISI is a multistage, iterative process of
measurements and tuning. In order to use the complement of sensors, system identification
measurements are required with the platform in the two bases, in various configurations, and
over different frequency ranges. In this section we describe the details of the measurement,
design, and optimization process. The active control system serves to isolate the table from
ground by driving the table into the local inertial frame. To achieve this the blend cross-over
frequency must be as low as possible. This is limited by the inertial sensor’s sensitivity to tilt
at low frequencies (as per Eq. 6.64). Thus, several steps are taken during the commissioning
process that are solely to remove excess tilt from the platform motion, and diagonalize the
control of the six degrees of freedom.
We commission the damping loops first, in order to reduce the Q of the known resonant
features in the plant. This allows for a stable plant upon which to design the isolation
loops. Next, we install simple blend filters with a high-cross over frequency such that the
control authority is dominated by the displacement sensors at low frequency. This allows
for measurement of the tilt-horizontal coupling induced by the displacement sensors. Such
measurements are used to compute small de-coupling coefficients in the displacement sensor
path, which reduce low-frequency cross-soupling been translation and tilt. Finally, we design
and install optimized blend filters with as low a cross-over frequency as possible, redesign
the isolation loops if necessary, and implement the feed-forward sensor correction path. The
details of these steps are described below.
5.3.1 Damping Loops
The damping loops are simple feedback loops using only the inertial sensor velocity signals
in the colocated basis. These loops are designed to be unconditionally stable, with authority
only around the known resonant frequencies of the blade spring wire flexure system, to reduce
the Q of the rigid body translational and rotation modes of the suspended stage. We take
advantage of the symmetry of the platform, and design a single filter for all three horizontal
colocated degrees of freedom (H1, H2, and H3) and a single filter for the vertical colocated
degrees of freedom.
The damping loop control filter modifies the inertial sensor velocity signal in a few simple
ways. First, the GS-13 frequency response (Figure 5.5), is modified with an inversion filter
to behave like a critically damped inertial sensor whose corner frequency is at 0.2 Hz instead
of the natural response of the GS-13 with a corner frequency at 1 Hz with the Q of '5. This
simplifies the loop design by moving the resonant feature inherent to the instrument out of
the 1 Hz region, containing the platform resonances the loop is trying to control. Second, the
actuator whitening is removed. Finally, a high pass filter with corner frequency at 0.04 Hz
ensures the signal is AC coupled, removing contributions from static offsets, and ultra-low
frequency noise. Figure 5.8 shows the colocated inertial sensor plant, the control filter, the
open loop transfer function (G = plant × control filter), and expected supression (1/1−G).
Figure 5.9 demonstrates the reduction in Q of the blade-spring wire-flexure resonances in
the cartesian basis, measured by the inertial sensors.
5.3.2 Blend Filters
The response of the super sensor is used as the error signal in the isolation feedback control
loop. There are several advantages to using the super sensor as the error signal (90):
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Figure 5.8: Damping loop control filter design for L1 HAM6 ISI, for the horizontal colocated
inertial sensors (left), and vertical colocated sensors (right).
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Figure 5.9: Comparison of transfer functions between drive and inertial sensor response in
the cartesian basis with damping loops open vs. closed. Translational degrees of freedom
are shown on the left, and rotational degrees of freedom on the right.
1. The super sensor will have lower noise than either of the individual sensors alone, over
a broad frequency range. The displacement sensors have better noise performance at
low frequency, and the inertial sensors at high frequency (See Figure 5.4).
2. The displacement sensors have sensitivity down to zero frequency, allowing for active
control of platform alignment. In addition, the control loop may have authority down
to zero frequency, instead of a lower unity gain crossing (as with the damping loops)
easing control filter design.
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3. Unlike the horizontal geophones, the displacement sensors are insensitive non-linear
tilt-horizontal coupling at low frequency.
4. Displacement sensors may be corrected using a single (rather expensive) ultra-low noise
inertial sensor on the ground (see Section 5.3.5).
Once rotated into the cartesian basis, the inertial sensors and displacement sensors are
still in units of arbitrary digital counts of velocity and displacement, respectively. We use the
blend filters to serve a two-fold purpose: to remove the sensor response (Figure 5.5), such that
both types of sensors are calibrated in physical displacement units of nm, and to combine
these signals with appropriate complementary authority to form the super sensors. These
two functions in principle may be separated into two separate filters, however in practice we
have found that this causes instabilities in the control loop arising from limitations of the
computational algorithm used to calculate the output of the digital filters (95).
Accurate sensor inversion is tested by comparing the calibrated response of both types
of sensors to actuator drive. We expect the sensors to match identically within the region
where we expect to blend their signals (they may deviate outside this frequency band, for
example in the translation degrees of freedom in which the inertial sensors are polluted by
tilt at below the band, and displacement sensors are polluted by resonant features in the
support stage). Figure 5.10, demonstrates this test for the X degree of freedom of the L1
HAM6 ISI.
Once calibrated, we chose to combine the signals using complimentary high-pass FHP
and low-pass FLP blend filters for the inertial and displacement sensors, respectively. In
this case, complementary implies that the sum of the two complex filters is unity over all
frequencies,
FHP + FLP = 1 (5.8)
The advantage of using a complementary pair is that the super sensor, which serves as the
input to the isolation filter control path is independent of the particular details or shape of the
blend filters. The allows for the design of the isolation path control filters to be independent
of the blend: the same isolation loop will remain stable under multiple configurations of the
blend authority. Note that we take advantage of the symmetry in the mechanical design of
the platform, and use the same set of filters for the horizontal degrees of freedom (X and Y),
and for the tilt degrees of freedom (RX and RY).
We have found in Eq. 5.4, that the performance of the platform is limited by the shape of
the displacement sensor blend filter, FLP , below 10 Hz. We therefore design the blend filters
in the following manner. For the translational degrees of freedom (X and Y), a goal is set for
the blend cross-over frequency fB, determined by the measured tilt horizontal coupling zero
fthc, below which we believe the translational inertial sensor signals are dominated by tilt.
Above fB, the displacement sensor low-pass, F
LP , is rolled off as quickly as possible. The
particular type/shape of low-pass (from as simple as a few poles at the cross-over frequency,
to some complicated combination of high-order butterworth or elliptic filters) may be guided
by known resonant features of the payload. However, since the filters must be complementary,
the shape is not totally arbitrary: there must be a trade-off between rolling off FLP , while
still retaining a sharp, opposing roll-off of the inertial sensor signal using FHP . Recall the
roll-off of the inertial sensor is to remove sensor noise and tilt-horizontal coupling, dominant
below fB. Further, because these complementary filters must be combined with the sensor
response, particular attention must be paid to the high-pass filter FHP : the inertial sensor
response has 3 poles at DC, so the blend filter must have at least 4 zeros to ensure that they
still remain AC coupled.
67
10
!1
10
0
10
1
10
!3
10
!2
10
!1
10
0
10
1
10
2
X Calibrated Transfer Function
Frequency (Hz)
M
a
g
n
i t
u
d
e
 (
n
m
/ c
t )
 
 
GS!13 Response
DISP Response
10
!1
10
0
10
1
!180
!135
!90
!45
0
45
90
135
180
Frequency (Hz)
P
h
a
s
e
 (
d
e
g
)
10
!1
10
0
10
1
0
0.25
0.5
0.75
1
1.25
1.5
1.75
2
X Calibrated Transfer Function Ratio
Frequency (Hz)
G
E
O
 X
 /
 D
I S
P
 X
 (
n
m
/ n
m
)
10
!1
10
0
10
1
!25
!20
!15
!10
!5
0
5
10
15
20
25
Frequency (Hz)
P
h
a
s
e
 (
d
e
g
)
c
r e
a
t e
d
 b
y
 d
e
s
i g
n
_
b
l e
n
d
_
L
1
H
A
M
6
_
X
_
0
9
0
4
2
3
 o
n
 2
9
!
J
u
l !
2
0
1
0
 ,
 J
e
f f
 K
i s
s
e
l ,
 C
o
r e
y
 G
r a
y
Figure 5.10: Demonstration of calibration accuracy for blend filter design. (Left) Response
of displacement sensors and inertial sensors in the X direction, in response to X input.
(Right) Ratio between responses. The feature at 1 Hz is from imprecise modeling of the
GS-13 instrument response (i.e. the corner frequency and Q are not exactly 1 Hz and
5, respectively). The response of the displacement sensor significantly deviates from the
geophone response above 10 Hz due to a resonance in the support structure.
Similar rules are applied in the design of the blend filters for the remaining degrees of
freedom. For the RX/RY blend filters, where the isolation requirements from ground are
less stringent, we make a sacrifice in loop performance in order to roll of the inertial sensors
at higher frequency. The motivation, again is tilt horizontal coupling. For these degrees of
freedom, the cartesian inertial sensor are a composed of differential signals proportional to
V2 and V3 for RX and (V2 + V3) - V1 for RY. Thus, by default, the signal-to-noise ratio for
these loops is considerably smaller than for the remaining loops. Uncorrelated noise between
these vertical sensors is mis-interpreted as real tilt motion, for which the closed tilt loops
will try to correct. In turn, this excess tilt motion couples into the horizontal inertial sensors
by our favorite factor g/ω2. Thus, the blend cross-over frequency fB is set relatively high,
and a more aggressive high-pass filter is applied to the geophones.
Figure 5.11 shows the complementary filters used for the L1 HAM6 ISI. Figure 5.12 shows
the super sensor response for the this platform for all six degrees of freedom. This response
is the base upon which the isolation loop control filters are designed.
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Figure 5.11: Complimentary blend filters used for L1 HAM6 ISI. The low pass filters, FLP
(shown in shades of blue) are used for the displacement sensors, and high pass filters FHP
(shown in shades of green) are used for the inertial sensors. The blend frequencies, fB,
(shown in red, with markers similar to those indicating the filters themselves) for X/Y, Z,
RX/RY, and RZ are 0.27, 0.23, 0.3, and 0.19 Hz, respectively.
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Figure 5.12: Super sensor response to actuator drive for the six cartesian degrees of freedom
with damping loops engaged. Here we can fully appreciate the benefit of the simple, stiff,
mechanical design. The transfer functions are flat up to the first rigid-body resonances
between 0.5 and 2 Hz, and then fall smoothly as 1/f 2, for 2 decades in frequency before
other resonant modes begin to appear above 100 Hz.
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5.3.3 Isolation Loops
Given the simplicity of the super sensor plant, the design of the isolation path control filters
becomes relatively easy. As has been shown in Section 5.2, given sufficient loop gain G,
the performance of active isolation is determined by the particular frequency response of
the low-pass complementary blend filter FLP . Therefore, we only need to ensure there is
sufficient loop gain in regions where we wish to have active isolation, all other considerations
can focused on the practical implementation of the control loops.
For clarity, we split the functionality of the isolation control filter into the product of
several individual pieces. The base control filter is a simple set of poles and and zeros
designed to set the open transfer function unity gain frequency crossing (UGF), and provide a
reasonable amount of loop gain at low frequency. This filter is designed to be unconditionally
stable up to the designed UGF, such that loop control may be turned on gradually. In
addition to this base line filter, interval other filters are applied in the path: a “high-frequency
control filter,” and a “boost” filter. The high-frequency control filter is designed solely to
reduce the contributions of the non-rigid-body resonances of the platform above 100 Hz, and
to further roll off the active control signal so as to not re-introduce and sensor noise present
after the sensor blending. The boost filter is applied after the baseline and high-frequency
control filters have been turned on, and the loop has the desired UGF. As the name implies,
it increases the low frequency gain enhancing the performance, but renders the loop only
conditionally stable.
With this separation of tasks in mind, we define the following criteria for the isolation
control filter design that are merely based on practicality and ease of use, rather than from
a performance stand point. In no particular order,
• The designed unity gain frequency for the open loop transfer function G should be
between 25 - 30 Hz. We rely on the passive isolation system to provide the bulk of the
isolation above these frequencies.
• With no low-frequency boost, there should be no poles at DC (integrators) in the
isolation loops. In other words the gain at DC should not be infinity. This is a
conservative stability rule: we must move 1500 kg of metal when we turn on our
loops.
• Again, for the non-boosted loops, we would like a phase margin of at least 40 deg at
all frequencies below the designed unity gain frequency. Because we must move large
amounts of mass, we ramp up the isolation loops from DC in a rather slow fashion.
Hence, we want isolation loops to be unconditionally stable as the unity gain frequency
sweeps from DC to the designed UGF.
• Above 100Hz, the open loop transfer function (OLG) and boosted OLG should not be
above 0.1. This prevents any high frequency resonances from rearing their ugly heads
unexpectedly.
• The suppression should never be greater than 3 at any frequency. This is simply
because we want to keep gain peaking to a minimum. A related goal is to have the
gain margin be around 4 or 5 dB. In practice, this implies that the slope of the open
loop transfer function fall smoothly through the unity gain crossing, with a slope that
falls inversely proportional to frequency.
• The suppression around 10 Hz (where Advance LIGO requirements are most stringent
on the active control system) should be around 0.3. The criteria is restricted by the
limit on suppression and the stability of the control loop.
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• The low frequency boost should increase the gain at (and below) 0.1 Hz by at least 40dB
(a factor of 100). The low frequency boosted isolation loop may be unconditionally
stable, as long as there remains roughly 40 deg phase margin around the UGF and
good suppression is maintained around 10 Hz.
• Design the loops as simply as possible. The product of the base, high-frequency, and
boost control filters should not need to be more than 4 or 5 groups of 10 second order
sections.
• Design and close the RX and RY isolation loops first. This singnificantly reduces
amount of non-linear cross coupling from tilt into the translational degrees of freedom
before designing the X, Y, Z, and RZ isolation loops.
Figure 5.13 show the set of isolation control loop filters used for all degrees of freedom,
and Figure 5.14 shows the predicted open loop transfer function and suppression obtain from
the X control filter design for the L1 HAM6 ISI.
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Figure 5.13: Digital control filters used to shape the super sensor signal for the L1 HAM
ISI. Because the super sensor response is similar below 100 Hz for all degrees of freedom,
the design of the isolation control filters is also almost identical. Above 100 Hz, resonances
of the payload and internal structure of the platform require additional filtering.
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Figure 5.14: Predicted open loop transfer function and suppression for the X isolation control
loop for the L1 HAM6 ISI. (Left) Filter design over the entire frequency range, (right) zoom
of the design in the region around the open loop transfer function unity gain crossing.
Limiting the suppression and stability for all degrees of freedom is the resonance in the
support support structure around 15 Hz.
5.3.4 Displacement Sensor Alignment
An additional source of low-frequency tilt horizontal coupling may be the misalignment of
the capacitive position sensor plates. The sensor heads (on support stage) are designed with
the ability to swivel about their mounts, where the sensor target (on the suspended stage)
is fixed. This way, if for some reason the target mounting is poorly constructed, the sensor
head may be adjusted to compensate. However, even the best construction and mechanical
adjustment may leave residual misalignment between the plates. Figure 5.15 demonstrates
interval examples of how this alignment may effect the sensed motion of the table.
In order to compensate for this excess tilt-horizontal coupling, we add an additional
alignment matrix in the displacement sensor path, before sensor correction. Measurement
of this cross-coupling is performed by driving the table at low frequencies with the table
controlled by the isolation path using a set of blend filters with high (' 1 Hz) cross-over
frequency. The metric for the coupling is the response of an inertial sensor (the cartesian
transform of the on-board geophones for L1 HAM6 ISI, or a “witness” STS-2 on the optical
table for H1 HAM6 ISI), normalized by the displacement sensors. The normalization removes
the actuator response from the measurement, and also removes any confusion between tilt
caused by the actuators. The resulting transfer function, Tx→x is fit to a linear combination
of a model of a purely translational geophone response, xpm/xsp and of the response under
the influence of tilt, xpm/θ,
Tx→x = Cx→x
(
xpm
xsp
)
+ Cx→ry
(xpm
θ
)
(5.9)
The inertial sensor response to X drive gives a metric of the tilt in RY, and Y for RX. Figure
5.16 demonstrates this model for the X direction of the H1 HAM6 ISI. The ratio of the
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Figure 5.15: Examples of tilt-horizontal cross coupling generated by misaligned capacitive
position sensor plates. (Top) Sensor V1 is misaligned from the x/y plane, such that a
real platform translation in the +x direction is misinterpreted as platform tilt in the +rx
direction, shown in grey. (Bottom) Sensor V2 and V3 are misaligned in opposing directions
from the x/y plane, such that a real platform translation in +x is misinterpreted as platform
tilt in the +ry direction.
coefficients for translation, is used as the matrix element. The measurement is performed
for a drive in X, Y, and Z, yielding an alignment matrix,
MDA =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
Cx→rx/Cx→y Cy→rx/Cy→y Cz→rx/Cz→y 1 0 0
Cx→ry/Cx→x Cy→ry/Cy→x Cz→ry/Cz→x 0 1 0
0 0 0 0 0 1
 (5.10)
For both H1 and L1 HAM ISI, these coefficients shown in MDA are of order 10
−3. Though
other elements in the matrix are in principle present, they are difficult to model and quantify
in as clear a manner as with those represented. We also found from empirical experiments
that these coefficients are of order 10−4 or less.
Figure 5.17 shows an example improvement gained by installing the X → RY Matrix
element. Similar improvement is achieved for other degrees of freedom.
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Figure 5.16: Model and measurement of the X response to X drive (in displacement units),
before displacement sensor alignment. The measurement is the ratio of a witness STS-2 and
cartesian transform of the displacement sensors. The data is shown in solid blue, translational
and tilt portions of the model are shown in dashed blue and red (respectively), and the total
model is shown in solid red. We see the tilt horizontal coupling frequency is fthc = 30 mHz,
and the curvature is negative as there is response minimum.
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Figure 5.17: Example improvement gained using the displacement sensor alignment coeffi-
cient Cx→ry, for the H1 HAM6 ISI. The data shows that the tilt due to horizontal drive has
reduced by a factor of 4, and fthc has moved from 30 mHz to 15 mHz.
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5.3.5 Sensor Correction
The displacement sensor signal is composed of the difference between the motion of the
support stage and the suspended stage. The support stage, however, is moving with ground
motion. To reduce the support stage’s undesired contribution to the displacement sensor
signal, we set up an independent inertial sensor on the ground and “correct” the displacement
sensor using its signal. This is done using a feed-forward topology. The design of the filter is
a trade off between noise of the ground inertial sensor (instrument noise or false translational
signal from tilt) and gain match between the inertial sensor and displacement sensors (96; 97).
As described in Appendix D, at frequencies below 50 mHz, an inertial sensor’s translational
signal is dominated by false interpretation of tilt as translation. In frequency band to be
corrected, the gain of the feed-forward signal must match that of the displacement sensor
signal for maximum cancellation. In this sense, one can imagine such sensor correction as
merely a subset of complementary blend filters as described in Section 5.3.2, where desired
feed-forward filter has frequency response similar to the high-pass component of the blends.
Digital filters with finite or infinite impulse response (FIR and IIR filters, respectively)
may be used a feed-forward system. In the case of an FIR filter, because the frequency
response of the filter is merely the Fourier transform of its coefficients, convex optimization
tools can be employed to satisfy the criteria given (96). An additional advantage is the filter
may have very sharp frequency discrimination. The main disadvantage of an FIR filter is the
high computational cost. In our case, a hybrid, “polyphase” FIR filter system F FF has been
designed (97), that both meets the stringent requirements with relatively low computational
cost. The topology of this filter system is shown in Figure 5.18.
The core of the hybrid system is a N=128 coefficient polyphase FIR high-pass filter
sampled at fs =2 Hz. Between fs and fs/N , the polyphase FIR filter exactly replicates the
desired frequency response. Below fs/N , the filter has non-ideal response because this filter
is finite. Above fs, there exist periodic, aliased, Fourier reflections of the filter response
between integer multiples of fs. To combat these out-of-band, undesired properties, we split
ground signal into interval parallel paths: one in which the FIR filter is applied and the
other in which it is not, and then sum the interval paths before being sent to correct the
displacement sensors. In the FIR path, we apply a low-pass filter which goes to unity below
fs rolling off the Fourier reflections above fs, and a very-low-frequency high-pass filter whose
corner frequency is slightly lower than fs/N to reduce the non-ideal finite response. In
parallel path, we include a high-pass filter, complementary to the FIR path’s low-pass filter
that ensures the total path is unity at high frequency. The frequency response of the total
path and each component are shown in Figure 5.19.
The optimal filter for the sensor correction path can be directly measured. The ratio of
the closed-loop platform response, xp, to ground motion, xg, and to an excitation injected
just after sensor correction path, xD, yields the optimal transfer function between ground
motion and sensor correction path,
xp/xg
xp/xD
=
xD
xg
= F FFopt. (5.11)
Figure 5.20 shows a comparison between the measured optimal filter and the polyphase
FIR filter system used for all three degrees of freedom. Though it is clear there is some
frequency-dependent gain mismatch between 0.1 and 1 Hz, the mismatch is less that 20%
and 5 degrees across the frequency band in which sensor correction improves the performance
of the displacement sensors.
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Figure 5.18: Details of the feed forward path for the displacement sensors (zoom from Figure
5.7). The displacement sensors measure the difference between ground motion and platform
motion. The components of total feed forward filter F FFx (dash-dotted box), include a
polyphase FIR filter (solid box), and several other IIR filters (dash boxes) which serve to
remove undesired features of the practical implementation of the FIR filter. xD is the drive
signal temporarily injected to measure the optimal filter for F FF , the excitation.
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Figure 5.19: Frequency response (in velocity units) of filters used to implement hybrid
polyphase FIR feed forward loop.
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Figure 5.20: Comparison between measured optimal feed forward filter and implemented
polyphase FIR filter system (in displacement units) for L1 HAM6 ISI. (Left) Ratio of geo-
phone response to excitation via ground motion and through sensor correction path, com-
pared against the polyphase FIR filter used for all three degrees of freedom. (Right) Ratio
of polyphase FIR filter over optimal.
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5.4 Results
Figures 5.21, 5.22, and 5.23 demonstrate the best performance of the L1 HAM ISI prototype
in the X, Y, and Z direction, as measured by a witness inertial sensor on the optical table
of the platform. Figures 5.24, 5.25, and 5.26 demonstrate best performance in the RX, RY,
and RZ directions. Note, the H1 HAM ISI was also commissioned, and its performance is
roughly the same at most frequencies (98).
In general, we see that the performance meets or surpasses Advanced LIGO requirements
for the power recycling cavity at almost all frequencies for all degrees of freedom. In addition,
the performance is predicted remarkably well using the simple linear model discuss in section
5.2. We also find, as a testament to the symmetric mechanical design of the platform, that
similar degrees of freedom (X/Y, and RX/RY) perform almost equivalently. Below 40 mHz,
the measured performance of the platform is likely larger than platform actual motion, as
the inertial sensors used to measure the respective degrees of freedom are dominated by tilt
(for X and Y), or incoherent sensor noise (All rotational degrees of freedom).
However, there are several narrow frequency bands in which the performance does not
meet advanced LIGO requirements. Between 10 and 20 Hz, the high Q, broad features
are attributed to resonances of the support structure and gullwings (99). These resonances
couple into the super sensor via the displacement sensors where the roll-off of the low-pass
blend is not fast enough. The roll-off is limited by the required response of its high-pass
complement used to remove tilt and sensor noise in the inertial sensors (see Figure 5.11).
For the translational degrees of freedom, between 40 and 90 mHz, ground motion is
amplified by the control system. This compromise is accepted in order to increase the
performance of the sensor correction above 0.1 Hz. In RX and RY, the (modelled) input
motion of the ground is already near or below Advanced LIGO requirements, so the little
attention is paid to the performance of the active portion of the isolation system. Above 1
Hz, performance is sacrificed via a shallow roll-off of the displacement sensors such that the
differential inertial sensor signal may be aggressively truncated below the blend frequency.
If this sacrifice were not made, performance in X and Y would suffer below 0.5 Hz from
tilt-horizontal coupling. Indeed, even with such aggressive attenuation, Figure 5.21 shows
that this cross-coupling is limiting the performance.
Between 0.1 and 10 Hz, residual ground motion limits the performance for the transla-
tional degrees of freedom. As described by Eqs. 5.3 and 5.5, these limitations arise from the
displacement sensor low-pass, FLP and the complement to the sensor correction (1− F FF ),
driven by the closed loop gain G/(1 − G). The design of each of these components trade
off between pushing the blend frequency as low as possible, setting the upper unity gain
frequency high, and shaping the loop to have as much gain as possible below it, while re-
taining stability and keeping closed-loop gain peaking above it to a minimum. Above the
gullwing resonances (> 20 Hz), the passive isolation of the blade spring wire flexure system
takes over. In fact, the gullwings themselves act as an additional layer of passive isolation.
As such, we see a drop off in table motion into the noise floor of the measurement above 50
Hz.
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Figure 5.21: Amplitude spectral density of measured and modeled displacement noise for X
degree of freedom.
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Figure 5.22: Amplitude spectral density of measured and modeled displacement noise for Y
degree of freedom.
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Figure 5.23: Amplitude spectral density of measured and modeled displacement noise for Z
degree of freedom.
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Figure 5.24: Amplitude spectral density of measured and modeled displacement noise for
RX degree of freedom.
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Figure 5.25: Amplitude spectral density of measured and modeled displacement noise for
RY degree of freedom.
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Figure 5.26: Amplitude spectral density of measured and modeled displacement noise for
RZ degree of freedom.
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5.5 The Future
Using the X and Z performance of the prototype L1 HAM ISI as dx` and dxZ in Eq. 4.3, and
plugging the result into Eq. 4.1, Figure 5.27 shows the predicted coupling to the DARM dis-
placement noise if no improvements were made to the prototypes. Unfortunately, the narrow
frequency band around the gullwing resonances is exactly the region in which displacement
of the HAM ISI platforms will move the the triple suspensions of the signal recycling cavity
enough to surpass their thermal noise, and therefore directly limit the sensitivity to differ-
ential arm displacement. In turn, this reduces the interferometer’s sensitivity to continuous
wave sources with known spin down rates, and to large mass binary systems (27; 81). As
such, several improvements will be made to the prototype design to improve the performance.
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Figure 5.27: Estimated DARM displacement noise (for Mode 1a), if the prototype HAM ISI
performance (black), and the SRCL target performance (gold) are used as the input motion
to the Advanced LIGO SRCL cavity. The coupling is calculated by combining Eqs. 4.1
and 4.3, assuming the input parameters for Mode 1a (Parm = 150 W, TITM = 0.014, and
δL = 10 pm) and the vertical to horizontal coupling factor for the triple suspensions set to
dx`/dxZ = 10
−3.
First and foremost, all HAM chambers, for every interferometer in Advanced LIGO, will
be outfit with hydraulic external pre-isolation, as opposed to just HAMs 1 through 4 of
the Livingston interferometer (see Section 4.3, and (2; 82)). This improvement had been
established before the performance of the prototype HAM ISIs were known. As has been
demonstrated in with the Initial LIGO L1, HEPI’s active isolation system is expected to
improve the isolation between 0.5 and 5 Hz by a factor of 10. The external isolation system
will also make the support structure more compliant, reducing the frequency of the resonant
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features, and the internal damping neintervalrk of the actuator HEPI will significantly reduce
their Qs. Further, the angled gullwings will be replaced with stiff, straight crossbeams which
recover the stiffness lost to HEPI, such that the final HEPI+support structure resonances will
be higher in frequency with at least an order of magnitude reduction in Q. Figure 5.28 shows
a rendering the Advanced LIGO HAM support structure, including the new crossbeams and
HEPI, and Figure 5.29 compares models the support structure response to external drive in
each configuration.
Figure 5.28: SolidWorks rendering of a fully-equipped HAM Chamber. Here, the improve-
ments over Enhanced LIGO are mostly in the support structure, including a HAM-style
HEPI system (enclosed in a purple frame) and straight stiff crossbeams (grey). Also visible
is one of 6 new L4-C seismometers to be used for further active feed-forward control of the
suspended stage.
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Figure 5.29: Simple model of the improvement in the support structure resonance with the
planned improvements to the Advanced LIGO system, i.e. stiffer crossbeams and the addi-
tion of HEPI (16). Though feature will remain, the increase in stiffness from the crossbeam
moves the fundamental frequency from roughly 13 to 20 Hz, while the addition of HEPI
reduces the Q by an order of magnitude.
Second, the HAM ISIs under the signal recycling cavity will be outfitted with an addi-
tional array of six inertial sensors (Sercel L4-Cs (100)) on their support stage (see Figure
5.30). With this addition, the plan is to use hierarchical feed-forward control loops: the
low-noise, low-corner frequency, ground inertial sensor will be used to correct HEPI’s dis-
placement sensors between 0.1 and 0.5 Hz, and the L4-C array will be used to correct the
HAM ISI displacement sensor array between 5 and 20 Hz. This additional feed forward, pair
with careful tuning of the displacement sensor blend filter should allow the SRCL HAM ISIs
to meet their target performance.
Finally, several parallel paths are being followed to improve the performance in the fre-
quency region below 100 mHz. Though the amplification of ground motion in this region
was an acceptable compromise for prototype isolation systems, this may not be true for
Advanced LIGO. Recall that the target displacement noise was defined such that the RMS
motion of the recycling cavities was small enough for > 5Hz interferometric alignment con-
trol loops. These loops are limited by photodetector noise, which is also expected to limit the
10 - 20 Hz region of the advanced LIGO sensitivity with these bandwidths (86). If the RMS
motion of the cavities is large from low frequency HAM ISI motion, then the band-width of
the alignment loops must be increased, further reducing the interferometers low-frequency
sensitivity to continuous wave and high-mass binary astrophysical sources.
For one, recent work with the Initial LIGO HEPI system has shown that the polyphase
FIR feed-forward filter system may be improved by applying a “tweak” filter. This filter
reduces the residual mismatch between the optimal filter and implemented filter (as described
in section 5.3.5). Where the mismatch is typically measured between the ground inertial
sensor and the sensors on the particular chamber’s isolation system, this work uses the
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Figure 5.30: SolidWorks rendering of Advanced LIGO HAM ISI support stage, equipped
with additional feed-forward L4-Cs circled in red.
multi-chamber longitudinal cavity control signals to measure the mismatch. Since it is these
signals which are most relevant to interferometer performance, they serve as ideal metrics for
creating the tweak filter, which after installation have been shown to improve the performance
of feed-forward system by additional factors of several.
Another interferometric path being explored is referred to as a “suspension point interfer-
ometer” (SPI). This system employs high-bandwidth, auxiliary interferometers installed at
the suspension point of the optics (i.e. the penultimate masses) as a ultra-sensitive inertial
sensor. This sensor’s signal can then be fed-back hierarchically to prior stages to reduce
residual motion. Such a system is under development which show 20 dB of isolation below
2 Hz (101). Design of a similar interferometric system, called a “lock-aquisition interferom-
eter” (LAI), that uses the 4 km arm cavities and additional laser (albeit at a different laser
wavelength) is virtually complete and is a part of the baseline for Advanced LIGO (102).
As described in Section 5.4, a limiting noise source in this band is tilt of the platform,
which in turn is limited by the signal-to-noise ratio of the platforms rotational sensors: dif-
ferential inertial sensor signals. Several other methods of (relatively) compact tilt-sensors are
under investigation such that the feedback systems may be improved. Those under investi-
gation include interferometric gyroscopes (103), mechanical cantilevers (104), and suspended
seismometers, (105).
The prototype HAM ISIs have demonstrated they can meet Advanced LIGO requirements
over a broad range of frequencies. Where they fail, plans are already in place to improve
upon the performance, and with these improvements they are predicted to match, if not beat
requirements for all frequencies.
6. Conclusions
Gravitational waves from massive, distant, astrophysical sources are predicted to cause strain
in the local spacetime of order 10−21 or less. In chapter 1, we have reviewed the mathematical
framework for describing these waves, and briefly described some expected sources. From this
foundation, we have shown how a Michelson interferometer is ideally suited for measuring
such strains.
The Laser Interferometer Gravitational Wave Observatory, the first generation of kilometer-
scale, power-recylced Fabry-Perot Michelson interferometers was described in chapter 2. A
physical description of the interferometers was presented, including the optical layout, read-
out scheme, and seismic isolation systems. Given this design, the interferometer sensitivity
was predicted to be limited by residual seismic motion of the test masses, shot noise in
the sensing system, and Brownian motion of the test mass coatings and suspension system.
After 5 years of development, this sensitivity was achieved during the two-year science run,
known as S5.
The model and measurements techniques responsible for converting the digital differential
arm loop error signal into sensitivity to physical differential displacement of the interferome-
ter’s arm cavities for S5 were described in chapter 3. Accurate reconstruction or calibration
of the interferometer’s degree of freedom that is most sensitive to gravitational waves is
essential to data analysis. We have demonstrated that our techniques provide calibration
that is accurate to within 15% and 5 degrees in magnitude and phase for all three detectors,
over the course of the entire two-year S5 science run, confirmed to be absent of systematic
uncertainty using several fundamentally different techniques (73). This accuracy, which is
the limiting source of uncertainty for all gravitational searches on this data set, has been
shown to be limited by the ability to measure the actuation control system above residual
seismic motion.
In chapter 4, the next generation of the LIGO detectors has been described. The up-
graded detectors, for which design is complete and construction is already well under way,
are expected to have an order of magnitude better sensitivity than the first generation de-
tectors and increase the frequency band over which gravitational wave sources are detected.
The factor of 10 improvement in sensitivity, in concert with the increase of bandwidth is
expected to improve the chances of gravitational wave detection beyond certainty into the
realm of regular observation. Particular attention was paid to the dramatically improved
seismic isolation system, from which we expect to increase the lower end of the interferom-
eter’s bandwidth from 40 Hz to 10 Hz. This improvement will open up the interferometer’s
sensitivity to higher mass binary astrophysical systems. Finally, we derived the requirements
for the single stage active isolation system, which support the input and output optics of
the new interferometer, such that their residual displacement does not limit the sensitivity
in this frequency band.
In chapter 5, the design, modeling, commissioning, and results from two prototypes of
this isolation system, the HAM ISI were discussed. The prototypes have demonstrated that
the combination of passive and active isolation techniques were successful in achieving the
Advanced LIGO displacement noise requirements at most frequencies. However, perhaps
equally important, they have provided invaluable awareness of where the initial design has
failed to meet target performance, such that modifications and improvements can be made
and the systems final design may meet requirements at all frequencies. Indeed, improving
the performance of these isolation systems has been shown to have a direct impact on the
interferometer’s sensitivity to gravitational waves at the lower limit of the detection frequency
band.
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Calibrating and improving the performance of the LIGO detectors has been shown to
be a truly multi-faceted, challenging endeavor. However, the rewards of our labor will be
the detection, and then routine observation of gravitational waves. With this prize comes
a whole new branch of astrophysics, from which we expect truly exciting insight into the
known and unknown universe.
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Appendix A: LIGO Amplitude Spectral
Density
A common figure of merit used to measure the frequency content of a given signal in LIGO
is the “one-sided amplitude spectral density” (ASD). The ASD is derived from standard
frequency domain analysis (106), but we review its derivation here. We begin by defining
the cross-correlation function between two signals,
Sxy(f, T ) =
1
T
X˜∗(f, T )Y˜ (f, T ), (6.1)
where X˜(f, T ) is the Fourier transform of a given signal x(t, T ) measured over a time period
T . We assume a real time series, or
x∗(t) = x(t) or X˜∗(f) = X˜(−f), (6.2)
such that the Fourier transform takes the form
X˜(f, T ) =
√
2√
2pi
∫ T
0
x(t) e−2piift dt, (6.3)
i.e. the Fourier transform is “one-sided.”
We reduce the cross-corellation function Sxy(f, T ) to a function of frequency only, by
assuming our measurement time period T is large compared to the periods of signal oscillation
1/f ,
Sxy(f) = lim
T→∞
(E [Sxy(f, T )]) , (6.4)
where the operator “E[x]” is the ensemble average,
E[x] =
1
N
N∑
i=1
xi. (6.5)
We define the power spectral density Sxx(f), as the signal cross-correlated with itself
(called “auto-correlation”), as
Sxx(f) = lim
T→∞
(
1
N
N∑
i=1
1
Ti
X˜∗(f, Ti)X˜(f, Ti)
)
. (6.6)
In practice, we do not have an infinite time series so we divide the total time series into
sufficiently long intervals of equal length (Ti = T ), take the ensemble average of all intervals,
and ignore the limit:
Sxx(f) =
1
NT
N∑
i=1
X˜∗i (f, T )X˜i(f, T ). (6.7)
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Finally, we form the ASD from the square root of the power in each average,
Axx(f) =
1
NT
N∑
i=1
√
X˜∗i (f, T )X˜i(f, T ). (6.8)
All information stored in the time-series can be recovered from the power spectrum, by
integrating over frequency in a band-limited fashion (“Mean Square,” MS), and taking the
square root (“Root Mean Square,” RMS),
xMS(t) =
1
NT
N∑
i=1
∫ f2
f1
X˜∗i (f, T )X˜i(f, T ) df (6.9)
xRMS(t) =
√√√√ 1
NT
N∑
i=1
∫ f2
f1
X˜∗i (f, T )X˜i(f, T ) df, (6.10)
which can be compared with the original time series, in a similar fashion,
xRMS(t) =
√√√√ 1
NT
N∑
i=1
∫ T
0
x∗i (t)xi(t) dt. (6.11)
Note, for a proper comparison, if the integral in Eq. 6.9 and 6.10 are limited to frequencies
f1 < f < f2, then a band-pass filter over the same frequency range should be applied to
xi(t) before comparison.
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Appendix B: The Free-Swinging Michelson
Techniques 4
The technique used for determining the actuation coefficients, Kx,yA , for the fifth science
run is known as the “free-swinging Michelson” technique. This technique uses the inter-
ferometer’s well-known Nd:YaG laser wavelength (λ = 1064.1 ± 0.1 nm, (63; 64)) as the
calibrated length reference while using the test mass coil actuators to cause a change in
length of simple interferometer configurations. The technique may be used in two similar
methods: the “Simple Michelson” and “Asymmetric Michelson” methods.
The Simple Michelson method is composed of two steps. The first step determines the
actuation scaling coefficient for the input test masses Ki with the interferometer in a non-
standard configuration called a frequency-modulated simple Michelson (see left panel of
Figure 6.1). The second step determines the end test mass actuation coefficient, KA, from
the input test coefficient, Ki, and transfer function measurements of the input and end test
masses of a single Fabry Perot arm cavity (see right panel of Figure 6.1). The Asymmetric
Michelson determines KA directly using the configuration shown in Figure 6.4. Both free-
swinging Michelson methods are described below.
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Figure 6.1: Interferometer configurations used during the simple Michelson method of mea-
suring the actuation scaling coefficient. Left: The simple Michelson configuration, where the
power recycling mirror and end test masses are misaligned. Right: The single arm configu-
ration, with the power recycling mirror and the opposing arm’s input and end test mass are
misaligned.
4Much of the material presented in this Appendix has been published in (53) and is reproduced here
with expressed permission from Dr. William Barletta, Coordinating Senior Editor of Nuclear Instruments
and Methods A (see Appendix E).
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Simple Michelson Method
The Pound-Drever Hall error signal at the anti-symmetric port, qAS, for a frequency-modulated
simple Michelson interferometer is
qAS =
1
2
App sin
(
4pi
λ
∆`
)
, (6.12)
where App is the peak-to-peak amplitude of the signal (proportional to the input power, the
product of Bessel functions of modulation strength, and the transmission of the sidebands
into the antisymmetric port from the Michelson asymmetry), λ = 1064 nm is the wavelength
of the input laser light, and ∆` = `x− `y is the differential arm length of the Michelson. App
is measured by aligning the simple Michelson and recording the qAS time series as it is left
uncontrolled. In this configuration, external noise sources (e.g. residual ground motion) are
large enough to cause the Michelson to sweep through many interference fringes.
For the simple Michelson, when ∆`/λ 1,
qAS ≈ k∆` (6.13)
with the simple Michelson’s “optical gain,”
k = (2pi/λ)App, (6.14)
which has units of digital signal counts per meters of input test mass motion. After a
measurement of App is obtained, we control the optics using their coil actuators, forcing the
Michelson into the linear regime where Eq. 6.14 is valid.
The actuation function of the suspended input test masses can be approximated by the
center-of-mass force-to-displacement transfer function, P icm with a scaling coefficient, Ki. We
obtain a measurement of Ki for a given input test mass by introducing a digital excitation
exci into the control loop that is much larger than residual external noise sources. The
excitation is performed over many frequencies in the gravitational wave band; assuming the
model is complete, the coefficient should be frequency-independent across the band. We
obtain a solution for the digital excitation counts on the input test mass in terms of meters
of resulting motion as measured by qAS (normalized by the pendulum response P
i
cm),
Ki =
(
qAS
exci
)(
1 +GSM
k
)(
1
P icm
)
. (6.15)
The first term is the measured response of the Michelson during the single input test mass
excitation. The second term contains the open loop transfer function GSM of the simple
Michelson control loop (measured just prior to measuring the response to excitation) and
the quantity k is as defined in Eq. 6.14. We take the median of Ki (denoted with “bra”“kets,”
〈 〉), over the measured frequency points to remove measurement outliers and residual fre-
quency dependence (or time dependence of k, as discussed in §3.3). Figure 6.2 shows an
example measurement of Ki for each input test mass in H2.
We then configure the interferometer to form a single Fabry-Perot cavity composed of
one arm of the interferometer, and control it such that the cavity is under resonance (see
Figure 6.1). In this configuration, the response of the single arm cavity (now recorded by
the in-phase demodulated output iAS, see (61) for details) to sequential length excitations
of the input test mass, exci, and end test mass, exce, are measured. The ratio, Rie of these
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Figure 6.2: Example actuation scaling coefficients for the H2 input test masses Kx,yi , mea-
sured using the simple Michelson method. Top: Ki as a function of frequency for the X
and Y input test mass. Solid lines indicate the median of the data points 〈Ki〉, dashed lines
indicate 1σ error bars (the standard deviation of all frequency points).
two transfer functions can then be used to write the actuation coefficient for the end test
masses as
KA = Rie
(
P icm
Pcm
)
〈Ki〉 =
(
iAS
exce
)(
exci
iAS
)(
P icm
Pcm
)
〈Ki〉, (6.16)
where KA has units of test mass motion in meters (as measured by qAS) per count of digital
excitation. Figure 6.3 shows a measurement of KA for each test mass in H1. As in the first
step, the median of the frequency points measured in KA is used to form a single value for
the coefficient over the measurement bands.
Asymmetric Michelson Method
During the latter part of the science run, a more direct approach of determining the actuation
coefficient KA was taken, using the “asymmetric Michelson technique.” This method is
similar in principle to the simple Michelson version of the free-swinging Michelson technique,
however, we configure the interferometer as shown in Figure 6.4. In this method the response
of the end test mass is measured directly and
KA =
(
qAS
exce
)(
1 +GAM
k
)(
1
Pcm
)
. (6.17)
Figure 6.5 shows an example result for L1.
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Figure 6.3: Example actuation scaling coefficients for the H1 end test masses Kx,yA (f), mea-
sured using the simple Michelson method. Top: KA as a function of frequency for the X
and Y end test mass. Solid lines indicate the median of the data points 〈Kx,yA 〉, dashed lines
indicate 1σ error bars (see §3.3 for description).
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Figure 6.4: “Asymmetric Michelson” configuration of the interferometer. With the power
recycling mirror misaligned, an input test mass and opposing end test mass are aligned.
The quantity k may vary slowly over the measurement period due to input laser power
fluctuations, interferometer alignment, etc. The asymmetric Michelson is particularly sensi-
tive to these variations as round trip power loss is large. For this method, we employ a more
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Figure 6.5: Example actuation scaling coefficient for the L1 X arm end test mass KxA,
measured using the asymmetric Michelson method. Top: KxA as a function of frequency.
Solid lines indicate the median of the data points 〈KxA〉, dashed lines indicate 1σ error bars.
Bottom: Histograms for KxA, with the median shown in solid pink, and error bars in dashed
pink.
sophisticated technique for determining the amplitude App, developed originally by Rolland
et al (107). A plot of qAS versus the total power incident on the photodiodes should be an
ellipse whose semi-minor axis is App/2. We obtain a fit to this ellipse and extract App with
a quantifiable statistical error.
Results
Using the above methods, the actuation coefficient is measured many times for each optic
in each interferometer over the course of the science run, and the mean of all measurements’
medians in magnitude is used as the actuation scaling coefficient for all model epochs. Only
the magnitude is used, as the phase of each measurement is consistent with zero. Figure 6.7
shows the representative median and estimated uncertainty for each of these measurements.
Table 6.1 summarizes the actuation coefficients used in the actuation model, 〈KA〉 for the
three interferometers in the fifth science run, using either simple Michelson or asymmetric
Michelson techniques, with statistical uncertainty as described in §3.2.1.
Each simple Michelson measurement of a given optic’s coefficient is assigned magnitude
and phase uncertainty,(
σ|KA|
|KA|
)2
=
[
std(|Ki|)
〈|Ki|〉
]2
+
[
1
〈|Rie|〉
std(|Rie|)√
N
]2
(6.18)
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Figure 6.6: An example ellipse produced by photodiode demodulated signal qAS versus total
power, and corresponding fit to the ellipse used to determine App in asymmetric Michelson
method.
Table 6.1: Summary of the actuation scaling coefficients measured during S5. These single
numbers are formed by the mean of each measurement’s median 〈KA〉j (6 for each end test
mass in H1, 5 in H2, and 14 and 15 for the X and Y test masses, respectively in L1).
Only statistical uncertainty is reported here; systematic uncertainty is folded the the total
uncertainty of the actuation function.
KxA (nm/ct) KyA (nm/ct)
H1 0.847± 0.024 0.871± 0.019
H2 0.934± 0.022 0.958± 0.034
L1 0.434± 0.039 0.415± 0.034
σ2φKA
= std(φKi)
2 +
[
std(φRie)√
N
]
(6.19)
and asymmetric Michelson measurement is assigned magnitude and phase uncertainty(
σ|KA|
|KA|
)2
=
[
std(|KA|)
〈|KA|〉
]2
(6.20)
σ2φKA
= std(φKA)
2 (6.21)
In simple Michelson technique, measurements of Ki were found to be inconsistent with a
Gaussian distribution across the frequency band. We therefore estimate the uncertainty in
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Figure 6.7: Individual measurement medians and uncertainties of the actuation scaling co-
efficients, 〈KxA〉j (left) and 〈KyA〉j (right), measured over the course of the fifth science run.
Measurement numbers 6 in H1 and 7 through 15 in L1 used the asymmetric Michelson
technique, the remainder were measured with the simple Michelson technique. Only the
magnitude for each measurement (top panels) is used to determine the total scaling coef-
ficient for each test mass (indicated by horizontal lines), as the phase (bottom panels) is
consistent with zero. The statistical uncertainty of actuation function is the quadrature sum
of each arm’s actuation coefficient uncertainty, which takes the larger of the standard devi-
ation of each measurements median, 〈KA〉j or the mean uncertainty divided by the number
of measurements σKA,j.
the median, 〈Ki〉 to be the standard deviation alone. However, in the second step (Eq. 6.16),
we have found the single arm transfer function ratio, Rie, to be consistent with a Gaussian
distribution across the frequency band, so we estimate the median uncertainty as though
it were a gaussian distribution and divide the standard deviation by
√
N where N is the
number of frequency points. In the asymmetric Michelson method, where the measurement
of KA is similar to that of Ki in the simple Michelson method, we again do not assume a
Gaussian distribution over the measurement band, and take the standard deviation alone.
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Appendix C: Uncertainty Estimation of the
LIGO Response Function
Response Function Model
The LIGO interferometers’ digital response to length change ∆L is
RL(f, t) ≡ 1 + γ(t)GL(f)
γ(t) CL(f)
(6.22)
where
∆Lext(f, t) = RL(f, t) eD(f) (6.23)
with eD(f) as the digital readout of light captured at the anti-symmetric port and ∆Lext(f, t)
is the external length disturbance composed of both signal and noise. The terms in the
response function are the following: the interferometer’s response to DARM length changes
known as the length sensing function CL(f) (its slow time dependence is tracked by the
real, positive coefficient γ(t)), and the open loop gain of the differential arm (DARM) length
control loop GL(f) = A(f) D(f) CL(f), whose components (besides CL(f)) are the actuation
function of the test masses which define the DARM length degree of freedom A(f), the digital
control filters D(f). The loop is drawn schematically in Figure 3.1.
This appendix serves to define the assumptions made about, and derive equations for,
the dominant uncertainty terms in the magnitude and phase of the response function the
error budget. For convenience and legibility, we drop all function dependence and subscripts
in our notation in the remainder of this document, such that RL(f, t) = R, GL(f) = G,
A(f) = A, D(f) = D, CL(f), and γ(t) = γ.
Assumptions about the Response Function Uncertainty
Standard analysis techniques (106) tell us that if we approximate a non-linear function f(xi)
using a taylor expansion then to first order,
f ' f0 +
N∑
i=1
(
∂f
∂xi
)
xi (6.24)
then the variance or “uncertainty” on f(xi) for N variables xi is
σ2f =
N∑
i,j
(
∂f
∂xi
)(
∂f
∂xj
)
σ2xixj =
N∑
i
(
∂f
∂xi
)2
σ2xi +
N∑
i 6=j
(
∂f
∂xi
)(
∂f
∂xj
)
σ2xixj (6.25)
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where we have divided the uncertainty into uncorrelated terms and correlated terms con-
taining
σ2xi = limn→∞
[
1
n
n∑
k
[
(xi)k − xi
]2]
, (6.26)
and
σ2xixj = limn→∞
[
1
n
n∑
k
[
(xi)k − xi
][
(xj)k − xj
]]
(6.27)
where n is the number the measurements of a given set of N variables.
In principle, we must therefore find the uncertainty in all components of the response
function (Eq. 6.22). However, in practice we model the sensing function C as it is intrinsically
difficult at best to measure independently i.e. without the interferometer under control of
the closed loop. Hence, in order to estimate the uncertainties in the response function, we
re-cast it in terms of quantities that can be easily measured, (remembering that C = G/AD
)
R = A D
(1 + γ G)
γ G
(6.28)
Ignoring that the functions A, D and G are complex for the time being, we find the
uncertainty on Eq. 6.28 to be
σ2R = σ
2
A
(
∂R
∂A
)2
+ σ2D
(
∂R
∂D
)2
+ σ2G
(
∂R
∂G
)2
+ σ2γ
(
∂R
∂γ
)2
+ 2 σ2AD
(
∂R
∂A
)(
∂R
∂D
)
+ 2 σ2AG
(
∂R
∂A
)(
∂R
∂G
)
+ 2 σ2Aγ
(
∂R
∂A
)(
∂R
∂γ
)
+ 2 σ2DG
(
∂R
∂D
)(
∂R
∂G
)
+ 2 σ2Dγ
(
∂R
∂D
)(
∂R
∂γ
)
+ 2 σ2Gγ
(
∂R
∂G
)(
∂R
∂γ
)
.(6.29)
We do not assign any uncertainty to the digital filters D. This function is a well known
digital quantity and any uncertainties are negligible compared with those of all other terms
in the response function. Hence, for the purposes of propagation we assume Dk −D = 0 for
all n measurements, drop it from the error budget, and
σ2R = σ
2
A
(
∂R
∂A
)2
+ σ2G
(
∂R
∂G
)2
+ σ2γ
(
∂R
∂γ
)2
+ 2 σ2AG
(
∂R
∂A
)(
∂R
∂G
)
+ 2 σ2Aγ
(
∂R
∂A
)(
∂R
∂γ
)
+ 2 σ2Gγ
(
∂R
∂G
)(
∂R
∂γ
)
. (6.30)
As γ is a function of time alone, and A and G are functions of frequency alone, we assume
γ is by definition are uncorrelated with A and G: on average, we expect to find equal
104
distributions of positive and negative values for their respective covariant terms such that
they vanish in the limit of a large random selection of observations. This leaves only the
actuation function A and open loop gain G to have some possible correlation, and the relative
uncertainty becomes
σ2R
R2
=
[
σ2A
R2
(
∂R
∂A
)2
+
σ2G
R2
(
∂R
∂G
)2
+ 2
σ2AG
R2
(
∂R
∂A
)(
∂R
∂G
)]
+
σ2γ
R2
(
∂R
∂γ
)2
. (6.31)
We can write out each weighting coefficient explicitly using Eq. 6.28(
∂R
∂A
)
= D
1 + γG
γG
(
∂R
∂G
)
= −AD 1
γG2
(
∂R
∂γ
)
= − AD 1
γ2G
1
R2
(
∂R
∂A
)2
=
1
A2
1
R2
(
∂R
∂G
)2
=
1
G2
(
1
1 + γG
)2
= W 2
1
G2
1
R2
(
∂R
∂γ
)2
=
1
γ2
(
1
1 + γG
)2
= W 2
1
γ2
1
R2
(
∂R
∂A
)(
∂R
∂G
)
= − 1
A
1
G
(
1
1 + γG
)
= −W 1
A
1
G
(6.32)
where we’ve defined the weighting function
W ≡ 1
1 + γG
. (6.33)
In doing so, we find that assuming A and G are correlated reduces the estimate of the
total response function uncertainty,
σ2R
R2
=
[
σ2A
A2
+W 2
σ2G
G2
− 2W σ
2
AG
AG
]
+W 2
σ2γ
γ2
(6.34)
as opposed to if we assume they are uncorrelated,
σ2R
R2
=
[
σ2A
A2
+W 2
σ2G
G2
]
+W 2
σ2γ
γ2
(6.35)
In principle, there is a third, “worst case” scenario, in which σ2AG is negative implying that
A and G are anti -correlated. In this case, the uncertainty is inflated to
σ2R
R2
=
[
σ2A
A2
+W 2
σ2G
G2
+ 2W
|σ2AG|
AG
]
+W 2
σ2γ
γ2
. (6.36)
However, we can imagine no physical grounds for this case to occur.
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We adopt the conservative assumption that A(f) and G(f), and therefore all terms in
response function are uncorrelated,
σ2R
R2
=
σ2A
R2
(
∂R
∂A
)2
+
σ2G
R2
(
∂R
∂G
)2
+
σ2γ
R2
(
∂R
∂γ
)2
. (6.37)
Though we suspect that the uncertainty in G comes from our uncertainty in A, we have
no direct evidence that this is the case. It is conceivable (in fact, probable) that there is
uncertainty in our model of C. Hence, we adopt this conservative assumption, which implies
that we treat the uncertainty in G as though it were composed entirely of the uncertainty
in C.
Though we take A and G to be uncorrelated in the overall response function uncer-
tainty estimate, we assign the systematic uncertainty in A to be the larger of the frequency
dependent uncertainty in the measurements of A and the residuals between model and mea-
surement of G. In practice
The Complex Uncertainty Estimation
We choose to report the variance separated into the magnitude and phase of the complex
response function. If the magnitude and phase of a given complex function X are defined as
usual,
|X| =
√
(X X∗)
φX = arctan
(=m{X}
<e{X}
)
= arctan
(
1
i
X −X∗
X +X∗
)
then the magnitude and phase of Eq. (6.28) is
|R| =
√( |A||D|
γ|G|
)2
(1 + (γ|G|)2 + 2γ|G| cos (φG)) (6.38)
φR = arctan
(
γ|G| sin (φA + φD) + sin (φA + φD − φG)
γ|G| cos (φA + φD) + cos (φA + φD − φG)
)
(6.39)
The remainder of this document will focus on the details of calculating the (relative) un-
certainty in magnitude (σ|R|/|R|)2 and (absolute) uncertainty in phase σ2φR of our response
function model R.
Relative Magnitude Uncertainty
We know |R| = f(|A|, |D|, |G|, φG, γ). As described in §6, we ignore terms involving uncer-
tainty in σ|D|, and we treat all remaining variables as uncorrelated, such that
σ2|R| =
(
∂|R|
∂|A|
)2
σ2|A| +
(
∂|R|
∂|G|
)2
σ2|G| +
(
∂|R|
∂φG
)2
σ2φG +
(
∂|R|
∂γ
)2
σ2γ (6.40)
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and therefore the relative variance is
σ2|R|
|R|2 =
(
∂|R|
∂|A|
)2 σ2|A|
|R|2 +
(
∂|R|
∂|G|
)2 σ2|G|
|R|2 +
(
∂|R|
∂φG
)2 σ2φG
|R|2 +
(
∂|R|
∂γ
)2 σ2γ
|R|2
=
(
(∂|A||R|)2
|R|2
)
σ2|A| +
(
(∂|G||R|)2
|R|2
)
σ2|G| +
(
(∂φG|R|)2
|R|2
)
σ2φG +
(
(∂γ|R|)2
|R|2
)
σ2γ(
σ|R|
|R|
)2
=
(
∂|A||R|
|R|
)2
σ2|A| +
(
∂|G||R|
|R|
)2
σ2|G| +
(
∂φG |R|
|R|
)2
σ2φG +
(
∂γ|R|
|R|
)2
σ2γ (6.41)
The weighting coefficients for each variance term in Eq. (6.41) are(
∂|A||R|
|R|
)2
=
1
|A|2 (6.42)(
∂|G||R|
|R|
)2
=
1
|G|2
(1 + γ|G| cosφG)2
(1 + (γ|G|)2 + 2γ|G| cosφG)2
(6.43)(
∂φG|R|
|R|
)2
=
(γ|G|)2 sin2(φG)
(1 + (γ|G|)2 + 2γ|G| cosφG)2
(6.44)(
∂γ|R|
|R|
)2
=
1
γ2
(1 + γ|G| cosφG)2
(1 + (γ|G|)2 + 2γ|G| cosφG)2
(6.45)
Eqs. (6.43), (6.44), and (6.45), can be cleaned up a bit if we note that the real and imaginary
parts of the weighting function W are
W ≡ 1
1 + γG
<e {W} = <e
{
1
1 + γG
}
=
1
2
(
1
1 + γG
+
1
1 + γG∗
)
=
1
2
(
1
1 + γ|G|eiφG +
1
1 + γ|G|e−iφG
)
=
1
2
(
(1 + γ|G|e−iφG) + (1 + γ|G|eiφG)
(1 + γ|G|eiφG)(1 + γ|G|e−iφG)
)
=
1
2
(
2 + γ|G|(eiφG + e−iφG)
(1 + (γ|G|)2) + γ|G|(eiφ + e−iφ)
)
(
eiθ + e−iθ
2
= cos θ
)
<e {W} = 1 + γ|G| cos (φG)
(1 + (γ|G|)2 + 2γ|G| cos (φG))
⇒ <e {W}2 = (1 + γ|G| cos (φG))
2
(1 + (γ|G|)2 + 2γ|G| cos (φG))2
(6.46)
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=m {W} = =m
{
1
1 + γG
}
=
1
2i
(
1
1 + γG
− 1
1 + γG∗
)
=
1
2i
(
1
1 + γ|G|eiφG −
1
1 + γ|G|e−iφG
)
=
1
2i
(
(1 + γ|G|e−iφG)− (1 + γ|G|eiφG)
(1 + γ|G|eiφG)(1 + γ|G|e−iφG)
)
=
1
2i
( −γ|G|(eiφG − e−iφG)
(1 + (γ|G|)2) + γ|G|(eiφ + e−iφ)
)
(
eiθ − e−iθ
2i
= sin θ
)
=m {W} = γ|G| sin (φG)
(1 + (γ|G|)2 + 2γ|G| cos (φG))
⇒ =m {W}2 = (γ|G|)
2 sin2 (φG)
(1 + (γ|G|)2 + 2γ|G| cos (φG))2 (6.47)
Thus, we combine Eqs. (6.41) through (6.47) to arrive at our final expression for the relative
magnitude uncertainty on the response function,(
σ|R|
|R|
)2
=
(
σ|A|
|A|
)2
+ <e{W}2
(
σ|G|
|G|
)2
+ =m{W}2 σ2φG + <e{W}2
(
σγ
γ
)2
(6.48)
Phase Uncertainty
The calculation of the phase uncertainty is quite similar. We know φR = f(φA, φD, |G|, φG, γ),
but we ignore uncertainty in φD and take the conservative estimate that all other uncertain-
ties are uncorrelated such that the absolute variance in phase is
σ2φR =
(
∂φR
∂φA
)2
σ2φA +
(
∂φR
∂|G|
)2
σ2|G| +
(
∂φR
∂φG
)2
σ2φG +
(
∂φR
∂γ
)2
σ2γ. (6.49)
Thus, as before we calculate the weighting factors,(
∂φR
∂φA
)2
= 1 (6.50)(
∂φR
∂|G|
)2
=
γ2 sin2(φG)
(1 + (γ|G|)2 + 2γ|G| cosφG)2 = =m{W}
2 1
|G|2 (6.51)(
∂φR
∂φG
)2
=
(1 + γ|G| cosφG)2
(1 + (γ|G|)2 + 2γ|G| cosφG)2
= <e{W}2 (6.52)(
∂φR
∂γ
)2
=
|G|2 sin2(φG)
(1 + (γ|G|)2 + 2γ|G| cosφG)2 = =m{W}
2 1
γ2
(6.53)
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and substitute back into Eq. (6.49),
σ2φR = σ
2
φA
+ =m{W}2
(
σ|G|
|G|
)2
+ <e{W}2 σ2φG + =m{W}2
(
σγ
γ
)2
(6.54)
Summary
The model of the LIGO interferometer’s response to gravitational wave strain from an
optimally-oriented source is
R ≡ 1 + γG
γC
(6.55)
which, for the purposes of uncertainty estimation can be re-written in terms of easily mea-
surable quantities,
R = A D
(1 + γ G)
γ G
(6.56)
Where G = ADC, and we assume that the digital filter function D has negligible uncertainty.
We report the uncertainty of our model in terms or relative magnitude and absolute phase
uncertainty, which are comprised of the measured uncertainty in each model component,(
σ|R|
|R|
)2
=
(
σ|A|
|A|
)2
+ <e{W}2
(
σ|G|
|G|
)2
+ =m{W}σ2φG + <e{W}2
(
σγ
γ
)2
(6.57)
σ2φR = σ
2
φA
+ =m{W}2
(
σ|G|
|G|
)2
+ <e{W}2 σ2φG + =m{W}2
(
σγ
γ
)2
(6.58)
whereW = 1/(1+G) is the weighting function of the DARM control loop. In these definitions
is the implicit assumption that the uncertainties in the actuation function A and open loop
gain G are treated conservatively as uncorrelated.
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Appendix D: Tilt-Horizontal Coupling
Inertial sensors measure the position of a suspended proof mass in the sensor’s sensitive
direction, xpm. They are well modeled by an damped harmonic oscillator, as shown in Figure
6.8. When a single axis inertial sensor operates under the presence of gravity, its equation
of motion is
x¨sp = x¨pm +
ω0
Q
x˙pm + ω
2
0xpm + g cos Θ (6.59)
where xpm and xsp are the position of the proof mass and suspension point along the sensitive
direction, ω0 and Q are the natural frequency and quality factor of the suspension, and
0 < Θ < pi is the angle of the sensitive direction with respect to local vertical, defined
by gravity. Hence, the sensor output, xpm, is both a function of its orientation and input
acceleration. Θ can be decomposed into a constant, optimal orientation Θ0, and any small
change in orientation as the is sensor tilted, θ(f)  1. If so, then the infinitesimal change
in apparent force of the proof mass is
x¨pm +
ω0
Q
x˙pm + ω
2
0xpm = x¨sp − g [cos Θ0 cos θ − sin Θ0 sin θ] . (6.60)
θ
xpm
..
xsp
..
Θ0
ω0 
Q
xpm
.
ω02 xpm
g cos (            )Θ θ0 +
Figure 6.8: Diagram of a horizontal seismometer (Θ
(h)
0 = pi/2) under the influence of a small
tilt θ of the platform which is translating in the horizontal direction xsp.
We define “vertical” inertial sensor as one whose optimal orientation is Θ
(v)
0 = 0. For
sufficiently small deviations, θ from this orientation, cos θ = 1 + O(θ2). This leaves the
vertical sensor insensitive to the deviation (to first order),
x¨(v)pm +
ω0
Q
x˙(v)pm + ω
2
0x
(v)
pm = x¨
(v)
sp − g. (6.61)
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However, for a “horizontal” sensor, where Θ
(h)
0 = pi/2, the output is maximally sensitive to
tilt, as sin θ = θ +O(θ2), and
x¨(h)pm +
ω0
Q
x˙(h)pm + ω
2
0x
(h)
pm = x¨
(h)
sp + gθ. (6.62)
This sensitivity to small changes in orientation is known as tilt-horizontal coupling. The
frequency response of the sensor is derived from the Fourier transform of Eq. 6.62,
−ω2x(h)pm + i
ω0
Q
ω x(h)pm + ω
2
0x
(h)
pm = −ω2x(h)sp + gθ.
−
(
ω2 − ω0
Q
iω − ω20
)
x(h)pm = −ω2
(
x(h)sp −
g
ω2
θ
)
x(h)pm =
ω2(
ω2 − ω0
Q
iω − ω20
) (x(h)sp − gω2 θ) (6.63)
indicating the ratio between the tilt and horizontal sensitivity is
θ
x
(h)
sp
= − g
ω2
(6.64)
When −(g/ω2)θ > xsp, the horizontal inertial sensor becomes dominated by tilt signal θ,
with its sensitivity increasing proportional to ω2. If such a signal is used in feed back
control, cross-coupling between translation and tilt degrees of freedom destroys the linearity
of the control loop at low frequencies, and necessitates multi-input-multi-output control,
complicating the design. The frequency at which the tilt signal begins to dominate the is
referred to as the “tilt-horizontal coupling zero,”
fthc ≈ 1
2pi
√∣∣∣∣−g( θxsp
)∣∣∣∣. (6.65)
This nomenclature arises from the change in slope of inertial sensor response at fthc, the
details of which are determined by the curvature of tilt, α = θ/|θ|. In general, this curvature
may be time-varying, and non-linear (96), but we consider only constant curvature here. For
positive curvature α = +1 (in the case where the platform tilts up along a circular arc of
radius r when pushed horizontally, as a pendulum), the phase between tilt and translation
cancel near fthc, resulting in decrease in response magnitude. For constant negative curvature
α = −1, as is the case where the platform tilts down along a circular arc of radius r when
pushed horizontally, the phase does not neatly cancel and no reduction in response is seen.
These two cases are demonstrated in Figure 6.9.
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Figure 6.9: Model, normalized response of an inertial sensor (f0 = 0.1 Hz, Q = 1) under
both tilt and translation (in arbitrary velocity units). The idealized response to translation
is shown in dashed blue. The response under the influence of linear tilt-horizontal coupling
alone is shown in dashed green. If the sign of the tilt curvature is positive (as shown in the
right-top drawing), and the magnitude of tilt is equal to the amount of input translation,
the resulting response of the inertial sensor is shown in red. However, if the tilt curvature is
negative (as shown in the right-bottom drawing), the resulting response is shown in purple.
The tilt-horizontal coupling zero is shown in dash-dotted black with fthc = 0.5 Hz.
112
Appendix E: Copyright Permissions
(53) is published and permission is granted to reproduce it.
From: william barletta <wabarletta@lbl.gov>
Subject: Re: Your Submission
Date: July 28, 2010 2:22:09 PM CDT
To: Jeff Kissel <jkisse1@tigers.lsu.edu>
Jeff,
The submission looked good to me.  Every thing was clearly spelled out.  I know that the collaboration reviews are quite thorough.  In that
case my priority is to get the material into print as fast as possible.
You are welcome to use the material as you suggest in your thesis.  This is explicitly part of the journal's use policy.  We ask only  That your
citation of the publication (you can use the DOI as this is a unique identifier among all publishers) is explicit and clear.
Good luck with the thesis.
Bill  Barletta
Jeff Kissel wrote:
Hey Dr. Barletta,
   This is excellent news, thank you! I'm surprised to see there were no comments from the reviewer, I hope everything was sufficient.
One question: I intend to use the material covered in this paper as a portion of my doctoral thesis. What are the policies of NIM-A in this
regard? From what I have seen of fellow graduate student theses, they have placed a footnote at the beginning of the chapter(s) where
previously published material is used saying something to the effect of "Reprinted with the permission from [NIM-A]," with an immediate
citation of the paper. Is this acceptable?
Thanks again!
Cheers,
Jeff Kissel
Graduate, Physics
Experimental Gravity Group
Louisiana State University
On Jul 28, 2010, at 9:23 AM, William Barletta wrote:
Ms. Ref. No.:  NIMA-D-10-00544
Title: Calibration of the LIGO Gravitational Wave Detectors in the Fifth Science Run
Nuclear Inst. and Methods in Physics Research, A
Dear Dr. Kissel,
I am pleased to confirm that your paper "Calibration of the LIGO Gravitational Wave Detectors in the Fifth Science Run" has been
accepted for publication in Nuclear Inst. and Methods in Physics Research, A. It will appear on ScienceDirect in its accepted form within
the next five days, and can then be cited by DOI.
Comments from the Editor and Reviewers, if any,  can be found below.
Thank you for submitting your manuscript to our journal.
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