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LEAFY SPANNING ARBORESCENCES IN DAGS
CRISTINA G. FERNANDES AND CARLA N. LINTZMAYER
Abstract. Broadcasting in a computer network is a method of transferring a message to all
recipients simultaneously. It is common in this situation to use a tree with many leaves to
perform the broadcast, as internal nodes have to forward the messages received, while leaves
are only receptors. We consider the subjacent problem of, given a directed graph D, finding a
spanning arborescence of D, if one exists, with the maximum number of leaves. In this paper,
we concentrate on the class of rooted directed acyclic graphs, for which the problem is known
to be MaxSNP-hard. A 2-approximation was previously known for this problem on this class
of directed graphs. We improve on this result, presenting a 3
2
-approximation. We also adapt
a result for the undirected case and derive an inapproximability result for the vertex-weighted
version of Maximum Leaf Spanning Arborescence on rooted directed acyclic graphs.
1. Introduction
The problem of, given a connected undirected graph, finding a spanning tree with the maximum
number of leaves is well known in the literature, appearing as one of the NP-hard problems in the
classic book by Garey and Johnson [13]. With many applications in network design problems, the
best known result for it is a long standing 2-approximation proposed by Solis-Oba [21, 22]. In the
literature, a directed version of this problem has also been considered.
For network broadcast, one looks for a directed spanning tree rooted at a source node, in which
all arcs are directed away from the source. Broadcast trees with many leaves are preferable in
this situation [17, 19]. Internal nodes have to forward the messages received, while leaves are only
receptors. Also, in some applications, it is interesting to build a more robust backbone tree, and
possibly less expensive links to reach the endpoint clients. The cost of such a backbone tree is
usually related to its number of arcs. By maximizing the number of leaves in a rooted directed
spanning tree, we are minimizing the number of arcs in the tree obtained from removing the
arcs incident to the leaves, which can be seen as a backbone tree for the network. To define the
directed version of the problem precisely, we introduce some notation.
Let D be a directed graph. A vertex r in D is a root if there is a directed path in D from r to
every vertex in D. If r is a root in D, then we say D is r-rooted, or simply rooted. We say D is
acyclic if there is no directed cycle in D. A directed acyclic graph is called a dag, for short. Note
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that any rooted dag has only one root. An arborescence is an r-rooted dag T for which there is a
unique directed path from r to every vertex in T . The out-degree of a vertex in a directed graph
is the number of arcs that start in that vertex, while the in-degree of a vertex is the number of
arcs that end in that vertex. A vertex of out-degree 0 in an arborescence is called a leaf.
The Maximum Leaf Spanning Arborescence is the problem of, given a rooted directed
graph D, finding a spanning arborescence of D with the maximum number of leaves. Let opt(D)
denote the number of leaves in such an arborescence.
Given an undirected graph G, one can consider the digraph D obtained by substituting each
edge by two arcs, one in each direction. With this construction, it is easy to deduce that the
Maximum Leaf Spanning Arborescence is NP-hard, as its undirected version. Alon et
al. [1] showed that the Maximum Leaf Spanning Arborescence remains NP-hard on dags.
They were in fact investigating whether the Maximum Leaf Spanning Arborescence is fixed
parameter tractable [8], and they gave a positive answer for strongly connected digraphs, as well as
for dags. Binkele-Raible et al. [4] provided a cubic size kernel for the Maximum Leaf Spanning
Arborescence, and Daligault and Thomassé [9] improved on this result, providing a quadratic
size kernel. It is worth mentioning that a linear size kernel is known for the undirected version of
the problem.
As a byproduct, Daligault and Thomassé [9] derived a 92-approximation for theMaximum Leaf
Spanning Arborescence in general rooted directed graphs. This turns into a 24-approximation
when the digraph has no digon (directed cycle of length two). More recently, Schwartges, Spoerhase,
and Wolff [20] described a 2-approximation for the case in which the digraph is acyclic, and proved
that this restricted version of the Maximum Leaf Spanning Arborescence is MaxSNP-hard.
Their algorithm is inspired on a greedy 3-approximation by Lu and Ravi [18] for the undirected
version of the problem.
Sections 2 and 3 present a 32 -approximation algorithm for the Maximum Leaf Spanning
Arborescence on rooted dags. Our algorithm is somehow inspired on Solis-Oba’s algorithm, in
the sense that it prioritizes certain expansion rules. However, there is a key difference: in one
of the rules, the number of expansions can be optimized. Section 4 explores the relation of our
algorithm with matchings. Section 5 shows an inapproximability result for the vertex-weighted
version of Maximum Leaf Spanning Arborescence on rooted dags. Some open problems are
presented in Section 6.
2. The algorithm
A branching is a forest of arborescences. A vertex that is not a leaf in a branching is called
internal. For a positive integer t, a t-branching is a branching all of whose internal vertices have
out-degree at least t. See Figure 1.
For a directed graph D, we denote by V (D) and A(D) the set of vertices and arcs of D
respectively. For a vertex v in V (D), we denote by d+D(v) its out-degree in D and by d
−
D(v) its
in-degree in D. The out-neighbors of v are the extreme vertices of arcs that start at v. We say a
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(a) A 2-branching. (b) A 3-branching.
Figure 1. The bold arcs show two different branchings in a rooted dag.
spanning t-branching is maximal if, for any vertex of out-degree 0, its set of out-neighbors with
in-degree 0 contains less than t vertices. The spanning branchings in Figure 1 are maximal.
Algorithm 1 presents GreedyExpand(D, t, F ), the heart of our approximation. Given a
rooted dag D, a positive integer t, and a spanning (t+ 1)-branching F of D, it returns a maximal
spanning t-branching of D containing F .
Algorithm 1 GreedyExpand(D, t, F )
Input: rooted dag D, a positive integer t, and a spanning (t+1)-branching F of D
Output: a maximal spanning t-branching of D containing F
F ′ ← F
for each v ∈ V (D) such that d+F ′(v) = 0 do
Uv ← {vu ∈ A(D) : d−F ′(u) = 0}
if |Uv| ≥ t then
F ′ ← F ′ + Uv
return F ′
Let us argue that the call GreedyExpand(D, t, F ) produces a maximal t-branching. Indeed,
the returned F ′ is spanning because F ′ contains the spanning branching F . Also, all internal
vertices of F ′ have in-degree at most one and out-degree at least t. So F ′ is a t-branching and is
clearly maximal.
The branchings in Figure 1 are possible outputs of the calls GreedyExpand(D, 2, F ) and
GreedyExpand(D, 3, F ), respectively, when D is the depicted dag and F is the spanning
branching of D with no arcs.
We observe that theGreedyExpand is an extension of the Expansion algorithm by Schwartges,
Spoerhase, and Wolff [20]. Particularly, if F is the spanning branching of D with no arcs, then
GreedyExpand(D, 2, F ) behaves as Expansion(D) on any rooted dag D.
Algorithm 2 shows our approximation for the Maximum Leaf Spanning Arborescence
on rooted dags, named MaxLeaves. It uses twice the previously presented GreedyExpand.
Algorithm MaxLeaves also uses an algorithm MaxExpand(D, F ) that receives a rooted dag D
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and a maximal spanning 3-branching F of D, and returns a maximum spanning 2-branching of D
containing F . Algorithm MaxExpand(D, F ) will be described after MaxLeaves.
Algorithm 2 MaxLeaves(D)
Input: rooted acyclic directed graph D
Output: spanning arborescence with at least 32 opt(D) leaves
let F0 be the spanning branching with no arcs
F1 ← GreedyExpand(D, 3, F0)
F2 ← MaxExpand(D, F1)
T ← GreedyExpand(D, 1, F2)
return T
The call GreedyExpand(D, 1, F ) returns a maximal 1-branching of the rooted dag D
containing F , that is, a spanning arborescence of D containing F . So MaxLeaves(D) indeed
produces a spanning arborescence of D. See Figure 2. In the next section, we will prove that
algorithm MaxLeaves is a 32 -approximation for the Maximum Leaf Spanning Arborescence
on rooted dags.
(a) Branching F2. (b) Spanning arborescence T .
Figure 2. In the left, the bold arcs represent a possible maximal 3-branching F1
and the dashed arcs were added to obtain F2. In the right, the bold arcs represent
F2 and the dotted arcs were added to obtain T .
The MaxExpand(D, F ) procedure, presented in Algorithm 3, is an optimized version of
GreedyExpand(D, 2, F ). It uses an algorithmMaximumMatching that receives an undirected
multigraph G and returns a maximum matching in G. Polynomial-time algorithms for this are
known in the literature [10].
The call MaxExpand(D, F ) produces a maximum spanning 2-branching of D containing F .
It does this by constructing an undirected multigraph G whose vertices are vertices of in-degree 0
in F and an edge uw exists in G if u and w are the only out-neighbors of in-degree 0 in F of some
vertex v of out-degree 0 in F . Thus, edge uw of G represents an expansion that can be performed
on vertex v of D. The fact that more than one vertex of out-degree 0 in F may have vertices u
and w of in-degree 0 in F as their out-neighbors shows the need for a multigraph. Independent
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Algorithm 3 MaxExpand(D, F )
Input: rooted dag D and a maximal spanning 3-branching F of D
Output: a maximum spanning 2-branching of D containing F
for each v ∈ V (D) such that d+F (v) = 0 do
Uv ← {vu ∈ A(D) : d−F (u) = 0}
Candidates ← {v ∈ V (D) : d+F (v) = 0 and |Uv| = 2}
V ′ ← {u ∈ V (D) : d−F (u) = 0}
E′ ← {ev = uw : v ∈ Candidates and Uv = {vu, vw}}
let G be the undirected multigraph (V ′, E′)
M ← MaximumMatching(G)
F ′ ← F
for each ev ∈M do
F ′ ← F ′ + Uv
return F ′
edges in this undirected multigraph correspond to compatible expansions, so a maximum matching
gives the maximum number of expansions that can be performed in D. See Figure 3a.
Indeed, note that, for the returned F ′ to be a branching, the edges ev corresponding to expanded
vertices v must form a matching in the multigraph G. Otherwise, there would be vertices with
in-degree greater than one. As F is a maximal 3-branching and D is acyclic, the returned F ′ is
also a branching, and therefore a maximum 2-branching containing F . See Figure 3b.
We observe that, in the dag shown in Figure 3a, our algorithm produces the best arborescence
possible, with roughly half of the vertices of the dag as leaves. Meanwhile, the algorithm due to
Schwartges, Spoerhase, and Wolff [20] could have produced an arborescence with only one forth
of the vertices as leaves.
3. Approximation ratio
Let F1, F2, and T be the branchings produced in the callMaxLeaves(D). For i = 1, 2, let ki be
the number of non-trivial components of Fi and Ni be the number of vertices in such components.
We denote by `(F ) the number of leaves in any branching F .
For example, if D is the dag depicted in Figure 1, then F1 could be the spanning 3-branching
depicted in Figure 1b, F2 could be the spanning 2-branching depicted in Figure 2a, and T could
be the arborescence in Figure 2b. In this example, we have k1 = 3, N1 = 25, k2 = 4, and N2 = 30.
Lemma 3.1. Let T be the arborescence produced by MaxLeaves(D). Then
`(T ) ≥ N1 − k1
6
+
N2 − k2
2
+ 1 .
Proof. Let n be the number of vertices of D. Let T1, . . . , Tk1 be the non-trivial arborescences
in F1. Note that `(Tj) ≥ 1+2|V (Tj)|3 because all internal vertices of Tj have out-degree at least 3.
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(a) The bold arcs incident to the root of the dag are a maximal 3-branching. The round vertices form the
set V , and the corresponding multigraph G is in the right.
(b) In the left, a maximum matching in red and bold. In the right, the corresponding expansions in red
and bold.
Figure 3. Example of an execution of MaxExpand.
Therefore,
`(F1) = n−N1 +
k1∑
j=1
`(Tj) ≥ n−N1 +
k1∑
j=1
1 + 2|V (Tj)|
3
= n−N1 + 2N1
3
+
k1
3
= n− N1 − k1
3
.
The number of components in Fi is n−Ni + ki for i = 1, 2. Hence, the number of leaves lost
from F1 to F2 is exactly
(n−N1 + k1)− (n−N2 + k2)
2
=
N2 − k2
2
− N1 − k1
2
. (1)
Also, the number of leaves lost from F2 to T is exactly n−N2 + k2− 1 = n− (N2− k2)− 1. Thus
`(T ) ≥ n− N1 − k1
3
−
(
N2 − k2
2
− N1 − k1
2
)
− (n− (N2 − k2)− 1)
=
N1 − k1
6
+
N2 − k2
2
+ 1 .

For D, F1, F2, and T as in Figures 1 and 2, we have that `(T ) = 18 and Lemma 3.1 gives as
lower bound on `(T )
N1 − k1
6
+
N2 − k2
2
+ 1 =
25− 3
6
+
30− 4
2
+ 1 =
11
3
+ 14 = 17.666 . . .
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Now we are going to present two upper bounds on opt(D). The following upper bound
holds because the branching F2 could be produced as output of the Expansion algorithm from
Schwartges, Spoerhase, and Wolff [20].
Lemma 3.2 (Lemma 5 [20]). It holds that opt(D) ≤ N2 − k2 + 1.
The next lemma is the key for the approximation ratio analysis.
Lemma 3.3. It holds that opt(D) ≤ N1 − k1
2
+
N2 − k2
2
+ 1.
Proof. We apply on F1 the same definition of witness that Schwartges, Spoerhase, and Wolff [20]
used in their proof of Lemma 3.2. Let T ∗ be a spanning arborescence of D with the maximum
number of leaves. Call R the set of all roots of non-trivial components of F1. Call L the set of
leaves of T ∗ that are isolated vertices of F1. Let Z := L ∪R \ {r}, where r is the root of D. See
Figure 4a. The witness of a vertex z ∈ Z is the closest proper predecessor q(z) of z in T ∗ which
is in a non-trivial component of F1. Note that each witness is an internal vertex of T ∗. These
witnesses will not necessarily be pairwise distinct, as in [20]. See Figure 4b.
(a) The red and bold arcs show T ∗, and blue and
square vertices show the set Z.
(b) Path between each vertex in Z and its witness
in dashed arcs.
Figure 4. The green triangular vertices are the witnesses for a vertex in Z and
the green big circles mark two vertices that are the witnesses for two vertices in Z.
We will prove that the number w of distinct witnesses is
w ≥ |Z| − N2 − k2
2
+
N1 − k1
2
= k1 − 1 + |L| − N2 − k2
2
+
N1 − k1
2
. (2)
From this, because each witness lies in a non-trivial component of F1 and is internal in T ∗, we
deduce that
opt(D) ≤ N1 −
(
k1 − 1 + |L| − N2 − k2
2
+
N1 − k1
2
)
+ |L|
= N1 − k1 + N2 − k2
2
− N1 − k1
2
+ 1 =
N1 − k1
2
+
N2 − k2
2
+ 1 .
It remains to prove (2).
For a witness s, let Zs := {z ∈ Z : q(z) = s}. Let T ∗s be the subarborescence of T ∗ induced by
the union of all paths in T ∗ from s to each vertex in Zs. The number of such arborescences T ∗s is
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exactly w. Note that the only internal vertex of T ∗s that is in a non-trivial component of F1 is its
root s, which is necessarily a leaf of F1 (because there is no arc from an internal vertex of F1 to
vertices out of F1). Thus the maximum out-degree in T ∗s is at most two.
First let us argue that no z in Zs is a predecessor in T ∗s of another z′ in Zs. Suppose by
contradiction that z is in the path from s to z′. Then z is not a leaf of T ∗ and therefore z is in R,
and thus is in a non-trivial component of F1. This leads to a contradiction because z, and not s,
would be the witness for z′. Therefore T ∗s has exactly |Zs| leaves.
Let B be the set of vertices v such that ev ∈ M , where M is the maximum matching in the
multigraph G computed during the execution ofMaxExpand(D, F1). Observe that |M | is exactly
the number of leaves lost from branching F1 to F2, given by (1), so
|M | = |B| = N2 − k2
2
− N1 − k1
2
. (3)
Now let us argue that the vertices with out-degree two in T ∗s are all in the set Candidates , defined
in Algorithm 3. Let v be one such vertex. Either v is an isolated vertex or v is a leaf of a non-trivial
component of F1. Therefore d+F1(v) = 0. As the two children of v in T
∗
s have in-degree 0 in F1,
both are in Uv. Hence v ∈ Candidates.
Let Cs be the set of vertices of Candidates with out-degree two in T ∗s and C = ∪sCs. Then the
number of leaves in T ∗s is |Zs| = |Cs|+ 1. The set of internal vertices of T ∗s and of T ∗s′ are disjoint
for distinct witnesses s and s′. Thus the sets Cs and Cs′ are disjoint. Let MC be the set of edges
of G corresponding to the vertices in C. Note that MC is a matching, so |C| = |MC | ≤ |M | = |B|.
Hence
|Z| =
∑
s
|Zs| =
∑
s
(|Cs|+ 1) = |C|+ w ≤ |B|+ w .
Therefore w ≥ |Z| − |B| = k1 − 1 + |L| − (N2−k22 − N1−k12 ), as in (2). 
Continuing with our example, if D is the dag depicted in Figure 1, then Lemma 3.2 implies
that opt(D) ≤ 27, while Lemma 3.3 implies that opt(D) ≤ 25.
Theorem 3.4. Algorithm MaxLeaves is a 32 -approximation for the Maximum Leaf Spanning
Arborescence on rooted directed acyclic graphs.
Proof. For a rooted dag D, let T be the output of MaxLeaves(D). Then
`(T ) ≥ N1−k1
6
+
N2−k2
2
+ 1 (4)
=
N1−k1
6
+
N2−k2
6
+
N2−k2
3
+ 1
≥ opt(D)−1
3
+
opt(D)−1
3
+ 1 (5)
> 2
opt(D)
3
,
where (4) holds by Lemma 3.1 and (5) holds by Lemmas 3.2 and 3.3. 
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The bound given in Theorem 3.4 is tight. Indeed, an example similar to the one by Schwartges,
Spoerhase, and Wolff [20] for their algorithm proves that algorithm MaxLeaves can achieve
ratios arbitrarily close to 3/2. See Figure 5.
Figure 5. In the left, a rooted dag with n = 3k + 2 vertices, for k = 4, where
MaxLeaves can produce an arborescence with 2k + 2 leaves and opt = 3k leaves.
In the right, an example where the 3-expansions in red and bold damage all possible
2-expansions that exist in the optimal arborecence.
4. Using approximations for 3-dimensional matching
The problem known as 3D-Matching, from 3-dimensional matching, consists in the following.
Given a finite set U and a collection S of subsets of U with three elements each, find a collection
S ′ ⊆ S of pairwise disjoint sets with as many sets as possible. The name of the problem comes
from the fact that one can define a 3-regular hypergraph on the vertex set U whose edges are the
sets in S, and the collection S ′ is a maximum matching in such hypergraph.
This problem is NP-hard [13], and there exists a 43 -approximation for it [7, 12] as well as
a (2 + )-approximation for any  > 0, for its weighted version [2, 3].
The strategy in MaxLeaves can be generalized by using an approximation algorithm for
3D-Matching. One possibility is, for a rooted dag D, to call GreedyExpand(D, 4, F0) with the
empty spanning branching F0, obtaining F1, then to use the 43 -approximation for 3D-Matching
to expand F1 with a good set of 3-expansions, resulting in a branching F2. Then we can proceed
as in MaxLeaves, calling MaxExpand(D, F2) to obtain F3, and GreedyExpand(D, 1, F3) to
obtain the final arborescence T . This idea however will not give an approximation better than 32 .
See the example to the right in Figure 5. It shows that, to achieve a ratio better than 32 , the
choice of a good 3-dimensional matching has to somehow take into consideration the 2-expansions.
The following weighted variant of the previous idea takes into account 2-expansions and 3-
expansions simultaneously. This variant does not give an improvement, but it can have implications
for Maximum Leaf Spanning Arborescence on rooted dags if a better approximation for the
weighted variant of 3D-Matching is designed. So we describe it ahead.
The second possibility we investigated makes use of weights in the following way. We start
by calling GreedyExpand(D, 4, Fw0 ) with the empty spanning branching Fw0 , obtaining Fw1 .
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After that, we create an instance of the weighted 3D-Matching where feasible 3-expansions
turn into sets of weight two and feasible 2-expansions turn into sets of weight one. We then
use an approximation for the weighted 3D-Matching to obtain a branching Fw3 from Fw1 .
We finish by calling GreedyExpand(D, 1, Fw3 ) to obtain an arborescence. This algorithm,
named Maxleaves-W3DM, is formalized in Algorithm 4. It makes use of a procedure named
ApproxMaxWeighted3DMatching(S, w), that receives a collection S of sets of size two or
three, and a weight function w defined on S. The procedure returns a subcollection of S that
consists of pairwise disjoint sets. The weight of this subcollection depends on the approximation
guarantee of the procedure.
To convert S into a collection of sets of size three, as in an instance of 3D-Matching, one
can add a new element to each set of size two, keeping the same weights. For simplicity, we
refrain from doing this, and in the proof of Lemma 4.2 ahead, we abuse notation and refer to
subcollections of S of pairwise disjoint sets as 3D-matchings of S.
Next lemma corresponds to Lemma 3.1, and their proofs are quite similar. Let Fw1 , Fw2 , Fw3 ,
and T be the branchings produced during the call MaxLeaves-W3DM(D). For i = 1, 2, 3,
let kwi be the number of non-trivial components of F
w
i and N
w
i be the number of vertices in such
components.
Algorithm 4 MaxLeaves-W3DM(D)
Input: rooted acyclic directed graph D
Output: spanning arborescence of D
let Fw0 be the spanning branching with no arcs
Fw1 ← GreedyExpand(D, 4, Fw0 )
for each v ∈ V (D) such that d+Fw1 (v) = 0 do
Uv ← {vu ∈ A(D) : d−Fw1 (u) = 0}
Candidates ← {v ∈ V (D) : d+Fw1 (v) = 0 and 2 ≤ |Uv| ≤ 3}
S ← {Uv : v ∈ Candidates}
S ← S ∪ {{a, b}, {a, c}, {b, c} : v ∈ Candidates and |Uv| = {a, b, c}}
w(U)← |U | − 1 for each U ∈ S
M ← ApproxMaxWeighted3DMatching(S, w)
Fw2 ← Fw1
for each U ∈M such that |U | = 3 do
Fw2 ← Fw2 + U
Fw3 ← Fw2
for each U ∈M such that |U | = 2 do
Fw3 ← Fw3 + U
T ← GreedyExpand(D, 1, Fw3 )
return T
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Lemma 4.1. Let T be the arborescence produced by MaxLeaves-W3DM(D). Then
`(T ) ≥ N
w
1 − kw1
12
+
Nw2 − kw2
6
+
Nw3 − kw3
2
+ 1 .
Proof. Let n be the number of vertices of D. Let T1, . . . , Tkw1 be the non-trivial arborescences
in Fw1 . Note that `(Tj) ≥ 1+3|V (Tj)|4 because all internal vertices of Tj have out-degree at least 4.
Therefore,
`(Fw1 ) = n−Nw1 +
kw1∑
j=1
`(Tj) ≥ n−Nw1 +
kw1∑
j=1
1 + 3|V (Tj)|
4
= n−Nw1 +
3Nw1
4
+
kw1
4
= n− N
w
1 − kw1
4
.
The number of components in Fwi is n−Nwi + kwi for i = 1, 2, 3. Hence, the number of leaves
lost from Fw1 to Fw2 is exactly
(n−Nw1 + kw1 )− (n−Nw2 + kw2 )
3
=
Nw2 − kw2
3
− N
w
1 − kw1
3
.
Similarly, the number of leaves lost from Fw2 to Fw3 is exactly
(n−Nw2 + kw2 )− (n−Nw3 + kw3 )
2
=
Nw3 − kw3
2
− N
w
2 − kw2
2
.
Also, the number of leaves lost from Fw3 to T is exactly n−Nw3 + kw3 − 1 = n− (Nw3 − kw3 )− 1.
Thus
`(T ) ≥ n− N
w
1 − kw1
4
−
(
Nw2 − kw2
3
− N
w
1 − kw1
3
)
−
(
Nw3 − kw3
2
− N
w
2 − kw2
2
)
− (n− (Nw3 − kw3 )− 1)
=
1
12
(Nw1 − kw1 ) +
1
6
(Nw2 − kw2 ) +
1
2
(Nw3 − kw3 ) + 1 .

Now we present an upper bound on opt(D) that relates to the lower bound presented in
Lemma 4.1. Its proof follows the lines of the proof of Lemma 3.3.
Lemma 4.2. If algorithm ApproxMaxWeighted3DMatching is an α-approximation for the
weighted 3D-Matching, then
opt(D) ≤ 3− 2α
3
(Nw1 − kw1 ) +
α
6
(Nw2 − kw2 ) +
α
2
(Nw3 − kw3 ) + 1.
Proof. Let T ∗ be a spanning arborescence of D with the maximum number of leaves. Call R the
set of all roots of non-trivial components of Fw1 . Call L the set of leaves of T ∗ that are isolated
vertices of Fw1 . Let Z := L ∪R \ {r}, where r is the root of D. The witness of a vertex z ∈ Z is
the closest proper predecessor q(z) of z in T ∗ which is in a non-trivial component of Fw1 . Note
that each witness is an internal vertex of T ∗.
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We will prove that the number ψ of distinct witnesses is
ψ ≥ |Z| − 2α
(
Nw2 − kw2
3
− N
w
1 − kw1
3
)
− α
(
Nw3 − kw3
2
− N
w
2 − kw2
2
)
(6)
= |Z|+ 2α N
w
1 − kw1
3
− α N
w
2 − kw2
6
− α N
w
3 − kw3
2
.
Because |Z| = kw1 − 1 + |L| and each witness lies in a non-trivial component of Fw1 and is internal
in T ∗, we deduce that
opt(D) ≤ Nw1 − ψ + |L|
≤ Nw1 − |Z| − 2α
Nw1 − kw1
3
+ α
Nw2 − kw2
6
+ α
Nw3 − kw3
2
+ |L|
= Nw1 − kw1 − 2α
Nw1 − kw1
3
+ α
Nw2 − kw2
6
+ α
Nw3 − kw3
2
+ 1
=
3− 2α
3
(Nw1 − kw1 ) +
α
6
(Nw2 − kw2 ) +
α
2
(Nw3 − kw3 ) + 1 .
It remains to prove (6). The proof follows closely to that of (2).
For a witness s, let Zs := {z ∈ Z : q(z) = s} and let T ∗s be the subarborescence of T ∗ induced
by the union of all paths in T ∗ from s to each vertex in Zs. The number of such arborescences T ∗s
is exactly ψ. The only internal vertex of T ∗s that is in a non-trivial component of Fw1 is its root s,
which is necessarily a leaf of Fw1 . So the maximum out-degree in T ∗s is at most three.
Again, no z ∈ Zs is a predecessor in T ∗s of another z′ ∈ Zs. Indeed, suppose by contradiction
that z is in the path from s to z′. Then z is not a leaf of T ∗, and is in R, thus being in a non-trivial
component of Fw1 , which is a contradiction, because z, and not s, would be the witness for z′.
Hence T ∗s has exactly |Zs| leaves.
When |Uv| = 3, the algorithm includes in S also the subsets of Uv with two elements. At
most one among Uv and these subsets is included in M , where M is the output of Approx-
MaxWeighted3DMatching(S, w), computed during the execution of MaxLeaves-W3DM(D).
Thus, in what follows, we abuse notation and refer to each such subset of Uv also as Uv. Let Bi
be the set of vertices v such that Uv ∈M and |Uv| = i, for i = 2, 3. Note that |B3| is exactly the
number of leaves lost from branching Fw1 to Fw2 , so
|B3| = N
w
2 − kw2
3
− N
w
1 − kw1
3
. (7)
Also, |B2| is exactly the number of leaves lost from branching Fw2 to Fw3 , so
|B2| = N
w
3 − kw3
2
− N
w
2 − kw2
2
. (8)
Finally, |M | = |B3|+ |B2| and w(M) = 2|B3|+ |B2|.
Vertices with out-degree two and three in T ∗s are all in the set Candidates. Indeed, let v
be one such vertex. Either v is an isolated vertex or v is a leaf of a non-trivial component
of Fw1 . So d
+
Fw1
(v) = 0. As the children of v in T ∗s have in-degree 0 in Fw1 , they are all in Uv.
Hence v ∈ Candidates.
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For i = 2, 3, let Cis be the set of vertices of Candidates with out-degree i in T ∗s , and let C = ∪sCis.
The number of leaves in T ∗s is |Zs| = 2|C3s |+ |C2s |+ 1. The set of internal vertices of T ∗s and
of T ∗s′ are disjoint for distinct witnesses s and s
′. Thus the sets Cis and Cis′ are disjoint. Let MC
be the subset of S corresponding to the vertices in C. Note that MC is a 3D-matching of S,
so w(MC) = 2|C3s |+ |C2s | ≤ w(M∗) ≤ αw(M), where M∗ is a maximum weighted 3D-matching
of S. Hence
|Z| =
∑
s
|Zs| =
∑
s
(2|C3s |+ |C2s |+ 1) = w(MC) + ψ
≤ αw(M) + ψ = 2α|B3|+ α|B2|+ ψ .
Therefore,
ψ ≥ |Z| − 2α|B3| − α|B2|
= |Z| − 2α
(
Nw2 − kw2
3
− N
w
1 − kw1
3
)
− α
(
Nw3 − kw3
2
− N
w
2 − kw2
2
)
,
which completes the proof of (6). 
Theorem 4.3. If algorithm ApproxMaxWeighted3DMatching is an α-approximation for
the weighted 3D-Matching, then algorithm MaxLeaves-W3DM is a max{43 , α}-approximation
for the Maximum Leaf Spanning Arborescence on rooted directed acyclic graphs.
Proof. For a rooted dag D, let T be the output of MaxLeaves-W3DM(D). First, suppose α ≥ 43 .
In this case, 3−2α3 ≤ α12 and, by Lemmas 4.1 and 4.2,
opt(D) ≤ 3− 2α
3
(Nw1 − kw1 ) +
α
6
(Nw2 − kw2 ) +
α
2
(Nw3 − kw3 ) + 1
≤ α
12
(Nw1 − kw1 ) +
α
6
(Nw2 − kw2 ) +
α
2
(Nw3 − kw3 ) + α
≤ α `(T ) .
Now, suppose α < 43 , and let β =
4
3 − α. By Lemma 4.2,
opt(D) ≤ 3− 2α
3
(Nw1 − kw1 ) +
α
6
(Nw2 − kw2 ) +
α
2
(Nw3 − kw3 ) + 1
≤
(
1
9
+
2
3
β
)
(Nw1 − kw1 ) +
(
2
9
− 1
6
β
)
(Nw2 − kw2 )
+
(
2
3
− 1
2
β
)
(Nw3 − kw3 ) + 1
=
1
9
(Nw1 − kw1 ) +
2
9
(Nw2 − kw2 ) +
2
3
(Nw3 − kw3 ) +
4
3
+
2
3
β(Nw1 − kw1 )−
1
6
β(Nw2 − kw2 )−
1
2
β(Nw3 − kw3 )−
1
3
≤ 4
3
`(T ) +
2
3
β
(
(Nw1 −kw1 )−
1
4
(Nw2 −kw2 )−
3
4
(Nw3 −kw3 )
)
− 1
3
(9)
≤ 4
3
`(T ) , (10)
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where (9) holds by Lemma 4.1 and (10) holds because the number of components in Fw1 , Fw2 ,
and Fw3 is so that n − Nw1 + kw1 ≥ n − Nw2 + kw2 ≥ n − Nw3 + kw3 , and this implies that
Nw1 − kw1 ≤ Nw2 − kw2 ≤ Nw3 − kw3 , and therefore Nw1 − kw1 ≤ 14(Nw2 − kw2 ) + 34(Nw3 − kw3 ). 
Note that the weighted instance of 3D-Matching we used has only weights 1 and 2. So a
good approximation even for this more restricted weighted version of 3D-Matching would be of
interest.
At the moment, because the best approximation for the weighted 3D-Matching has ratio
greater than 2, this does not provide an improvement on the previously best known ratio for
Maximum Leaf Spanning Arborescence. Now, only a ratio better than 3/2 for the weighted
3D-Matching would provide an improvement.
5. Inapproximability of the vertex-weighted version
A vertex-weighted generalization of the maximum leaf spanning tree (the undirected version of
our problem) was considered in the literature. In such generalization, one is given a connected
vertex-weighted graph and the goal is to find a spanning tree whose sum of leaf weights is
maximum.
Jansen [15] proved that, unless P = NP, this version of the problem does not admit a polynomial-
time ratio O(n
1
2
−) or a O(opt
1
3
−)-approximation for any  > 0, where n is the number of vertices
of the given graph. His reduction is from the Independent Set problem. A straightforward
modification of his reduction shows the same inapproximability results for the vertex-weighted
version of Maximum Leaf Spanning Arborescence on rooted dags. Next we describe his
reduction adapted to produce rooted dags with binary weights.
The Independent Set problem consists of the following: given a graph G, find an independent
set in G with as many vertices as possible.
Let G be an instance of the Independent Set problem. Let D be the rooted dag that has as
vertices the vertices of G, a new vertex r as its root, and a vertex e for each edge e of G. There is
an arc from r to each vertex of G in D. For each edge e = uv of G, there is an arc from u to e and
an arc from v to e in D. So, if G has n vertices and m edges, D has n+m+1 vertices and n+2m
arcs. See Figure 6. Note that D is r-rooted and acyclic and that, in any spanning arborescence
in D, the vertices corresponding to edges of G are leaves, because they have out-degree 0 in D.
Because the complement of an independent set is an edge cover, the following holds.
Lemma 5.1. Set S is an independent set in G if and only if there is a spanning arborescence
in D that has S ∪ E(G) as leaves.
Proof. Let S be an independent set in G. Initialize an arborescence T by taking the root of D
and adding arcs to every vertex of V (G). Since V (G) \S is an edge cover in G, we can augment T
to a spanning arborescence by connecting vertices of D in V (G) \ S to vertices of D in E(G).
Thus all vertices in S ∪ E(G) are leaves of T .
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Figure 6. An instance of the Independent Set problem and the corresponding
rooted dag. The white vertex is the root of the dag.
Now let T be a spanning arborescence of D that has S ∪ E(G) as leaves, with S ⊆ V (G).
(Recall that any spanning arborescence of D has all vertices in E(G) as leaves.) Thus, for
u, v ∈ S, if uv ∈ E(G), then e = uv ∈ V (D) would be an isolated vertex in T because both of its
in-neighbors u and v are leaves in T , a contradiction. Therefore S is an independent set of G. 
For any  > 0, there is no polinomial-time O(n1−)-approximation for Independent Set
unless P = NP [14], where n is the number of vertices of the given graph G. Using this and
Lemma 5.1, we derive the following.
Theorem 5.2. The vertex-weighted Maximum Leaf Spanning Arborescence on directed
acyclic graphs with binary weights and maximum in-degree 2 does not have a polinomial-time
O(n1−)-approximation for any  > 0, unless P = NP, where n is the number of weight-one
vertices of the given directed graph.
Proof. We will describe an approximation-preserving reduction from Independent Set to the
vertex-weighted Maximum Leaf Spanning Arborescence.
Let G be an instance of the Independent Set problem. Let D be the rooted dag defined
from G as before Lemma 5.1. Assign weights to the vertices of D as follows: vertices of G have
weight 1 while vertices corresponding to edges of G have weight 0. The root r may have an
arbitrary weight, because it will never be a leaf in a spanning arborescence of D. Note that the
weights are binary and that the maximum in-degree in D is 2.
Let T ∗ be a maximum leaf weighted arborescence of D and S∗ be a maximum independent set
in G. Note that w(T ∗) = |S∗| by Lemma 5.1.
Suppose that A is an O(n1−)-approximation, for some  > 0, for the vertex-weightedMaximum
Leaf Spanning Arborescence on dags with binary weights and maximum in-degree 2, where n
is the number of weight-one vertices of the given directed graph. Let T be the spanning arborescence
of D obtained from applying A to D with weights w. Then, for some constant c > 0, we have
that w(T ∗) ≤ c n1−w(T ), where n = |V (G)|. Let S be the set of w(T ) leaves of T in V (G) which,
by Lemma 5.1, form an independent set in G. Hence,
|S| = w(T ) ≥ w(T
∗)
c n1−
=
|S∗|
c n1−
. (11)
This would then be an O(n1−)-approximation for the Independent Set, which exists only
if P = NP by [14]. 
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To avoid using weight zero, a similar result can be obtained by assigning weights m and 1
instead of 1 and 0, respectively, where m is the number of edges in G. For this case, Lemma 5.1
implies that an independent set of size t in G corresponds to a spanning arborescence of leaf
weight (t + 1)m, and a similar inapproximability result holds, as Jansen [15] proved for the
undirected version.
6. Future directions
Improving on the 92-approximation for the general directed case would be very interesting.
A major difficulty is that greedy strategies do not apply so easily, because not every branching
can be extended to a spanning branching in an arbitrary rooted digraph. The strategy used by
Daligault and Thomassé [9] consists of a series of reductions, and some of them end up with a
dag. It is tempting to try to use an approximation for dags within their algorithm to achieve an
improved ratio, however we did not succeed in doing that so far.
Directed acyclic graphs have directed tree width zero [16]. Is it possible to extend our approx-
imation or any greedy algorithm for Maximum Leaf Spanning Arborescence to address
directed graphs with bounded directed tree width?
It is natural to wonder if there is a way to optimize one of the expansions used in Solis-Oba’s
algorithm to achieve a better approximation ratio for the undirected case. Also, for the undirected
case, there are better approximations for cubic graphs [5, 6]. Maybe one can obtain better bounds
on the approximation ratio for dags with out-degree bounded by three or two.
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