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Abst rac t - - In  [1], the authors described an inverse interpolation scheme for estimating inverse 
Jacobian elliptic functions in an environment like MATLAB where direct but not inverse valuation 
is available. Here, an easily programmed alternative based on the standard arithmetic-geometric- 
mean tabloid is developed. A novel recursion eliminates need for evaluating tangents and inverse 
tangents at intermediate steps in the algorithm. A similar algorithm is developed for evaluation of 
elliptic functions when given argument and modulus. The latter seems less beneficial, especially when 
standard software valuation is available. Numerical results indicate robustness and high accuracy. 
© 2000 Elsevier Science Ltd. All rights reserved. 
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1. MOTIVATION AND NOTATION 
In [1], it was noted that MATLAB evaluates Jacobian elliptic functions but not inverse elliptic 
functions, and an inverse interpolation scheme was described for computing the latter. It  is a rela- 
tively simple task to program the AGM algorithm to find inverse functions (cf. Section 17.6 in [2]). 
In the analysis of alternating-direction-implicit iteration parameters for complex spectra [3], this 
procedure was followed. In [2], there is some ambiguity in choice of inverse trigonometric func- 
tions. In my MATLAB manual description of 'ellipj' the comment "being careful to unwrap the 
phases correctly" appears. In this note, a new algorithm which eliminates need for evaluating 
' intermediate' trigonometric functions and inverse functions is developed. Intermediate refers 
here to evaluations at other than the first and last rows of the AGM tabloid. 
Notation consistent with that in [2] will be used. The incomplete lliptic integral of the first 
kind, F(¢cz), has amplitude ¢ and modular angle a. Its modulus is k = sin~ and its parameter 
is m = k 2. The complementary modulus is k' = cos~. The complementary parameter is 
ml  = 1 - m = k ~2. The complete elliptic integral is K = F ( r /2  c~). The Jacobian elliptic 
functions are defined in terms of F. Let v = F (¢  c~). Then sn(v) = sin ¢, cn(v) = cos ¢, dn(v) = 
(1 -ms in  2 ¢). Since these three functions are readily computed from any one of them, only 
the sn function and inverse function are considered here. We restrict our analysis to amplitudes 
and modular angles between 0 and 7r]2. The Jacobian elliptic functions are defined over the 
0898-1221/00/$ - see front matter (~) 2000 Elsevier Science Ltd. All rights reserved. Typeset by .A.A4S-TEX 
PII: S0898-1221(99)00339-9 
132 E.L .  WACHSPRESS 
complex plane with complex amplitudes and modular angles. Each has certain doubly-periodic 
properties. For amplitudes and modular angles in [0, 7r/2], the sn-function varies over the interval 
[0, K(a)]. When a = 7r/2, K is infinite. It is convenient to express F in units of K as v = uK,  
where u is in the interval [0, 1]. The AGM tabloid in [2] includes uccessive arithmetic means an 
and geometric means b~ which converge to the common "arithmetic-geomtric-mean". Successive 
amplitudes Cn related to Landen transformations also appear in the tabloid. When computing 
inverse functions, we tabulate dn = bn/an, tn = tan Cn instead of Cn, and sn which relates the 
actual amplitude to its principal value Cn in the interval [-7r/2, 7r/2]. (The amplitude of the 
function for which we seek an inverse is in [0, 7r/2], but values in the tabloid extend beyond 
this range.) When computing elliptic functions rather than inverses, we tabulate the parameter 
en = (an-1 - bn-1)/2an instead of dn. In [2], the parameter Cn = (an-1 -- bn-1)/2 is tabulated 
and the algorithm 16.4.3 contains Cn/an which is defined here as en. Moreover, when computing 
sn, we tabulate r~ = sin(¢n) instead of tn. 
2. INVERSE ELL IPT IC  FUNCTIONS 
We consider first numerical evaluation of the inverse sn function when given its modulus k 
and value x = sn(uK,  k). We note that x = sin ¢ and that tan ¢ = x /x /T  - x 2. We use formulas 
17.5.2, 17.6.8, and 17.6.9 in [2] as recommended in Example 11, Chapter 16. This is the approach 
followed on page 78 in [3]. We note that x = sin ¢0 determines to in the following AGM table. 
n an bn 
0 1 k' 
n .5(an-1 + bn-1) 
bn 
d~ = - -  tn = tan(¢n) s 
an 
x 
k' 0 ,/1 - '  x 2 
bn (1 + dn-1)tn-1 
~/an- 1 bn- 1 an 1 2 Sn - dn_ltn_ 1 
Here sn = 2Sn-1 when tn and t,~-i have the same sign, sn = 2Sn-1 + 1 when tn < 0 and tn-1 > O, 
Sn -= 2Sn-1 -- 1 when tn > 0 and in -1  < 0. The significance of s will be clarified subsequently. 
The table is constructed until dy  differs from unity by order of magnitude qual to the allowed 
error in u. 
Convergence is quite rapid and for eight digit accuracy N is more than six only when the 
modulus is very close to unity. Then sn is approximated well by tanh so that uK ~- arctan h(x) 
(cf. [2, 16.15.1]). This approximation may be used to verify accuracy of the AGM value. Also, 
when k' << 1, K ~ ln(4/k') (aft [2, 17.3.26]). 
We next compute the principal value of Cg in [--Tr/2, Tr/2], and denote this as CN : CN = 
arctan(tg) E [--~r/2, 7r/2]. The number of multiples of 7r that must be added to ~bg to yield the 
true angle is given by SN. Thus, by 17.6.9: 
~)N + 8NTr 
uK = 2NaN (1) 
Thus, even though the tangent of ¢ equals that of ¢, we must track ¢ in order to evaluate uK.  
Note that as n increases o that dn -~ 1, ¢ ,  must approach 2¢n-1. Moreover, K = 7r/2aN so 
that 
~)N/Tr + Sg 
U = 2N_l (2) 
This algorithm is not clearly defined in [2]. Two aspects warrant further discussion. Straightfor- 
ward application of the algorithm in [2] would yield ¢0 = arcsin(x) and the recursion 
tan(¢n - ¢n-1) = dn-1 tan(¢n_l), (3.1) 
Cn = Cn-1 + arctan[dn_l tan(¢n-1)]. (3.2) 
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Although not explicitly stated in [2], this does not define ~bn uniquely since we may add any 
multiple of 7r to Cn and still have equality. Let ¢n-1 = ~n-1 + sn-17r and let Cn = Cn + snTr. 
We must compute an appropriate value for s~. The appropriate value is the unique sn for which 
12¢n-1 -- Cn[ --< 7r/2. 
Equation (3.2) requires computation of a tangent and an arctangent at each step as was done 
in [2]. This is avoided by taking the tangent of both sides and denoting tn - tan(¢n): 
tn -1  ÷ dn- l tn -1  
tn :  1 2 (4) 
-- dn_ l tn_  ] 
Note that tn is invariant o values of sn. We track the difference between the principal arctan 
and the true arctan with s. When the sign of t does not change, we double s to sn = 2Sn-1. The 
principal value is in the same quadrant so that ~bn-1 + Sn-l l r  nearly doubles to ~b~ + 2s~_l~r = 
~b,~ + snTr. The need for adding or subtracting one arises from the fact that the principal value 
is in (-1r/2, Ir/2). Thus, when going from positive to negative t we lose r ,  and when going from 
negative to positive t we pick up an extra 7r. 
An example will now be given. We choose a modulus close to unity so that a few rows are 
required in the AGM table. Let k' = .1 so that ml = .01, m -- .99, k -- .99499. Let x = .5000 
and note that since k is close to unity, an approximate solution is uK "~ arctan h(.5) = .5493. 
The MATLAB m-file JELLY was written with this algorithm. Computed values rounded to four 
digits beyond the decimal are as follows: 
0 1 .1 .1 .5774 0 
1 .5500 .3162 .5749 .6570 0 
2 .4331 .4170 .9629 1.3763 0 
3 .4251 .4250 .9998 -3.2792 1 
4 .4250 .4250 1 .6725 1 
Note that for row 3, s3 = 2s2 + 1 and for row 4, s4 = 2s3 - 1. If we stop at row 3, we compute 
Ca = arctan(-3.2792) --- -1.2748, ¢3 + 7r = 1.8668, and u = .1486 and if we stop at row 4, 
we compute ¢4 = arctan(.6725) = .5920, ¢4 + lr = 3.7336, and again u = .1486. We compute 
K = 7r/(2a4) = 3.6956 (with a(4) = .42504, the computed value with one more significant digit). 
The computed value for uK was uK = .5490 (.54901317 when the table was carried to n --- 5). 
We compute sn(.5490, .99) with the approximation 16.15.1 in [2]: 
ml 
sn(v,  m) ~_ tanh(v) + -~- (sinh(v)cosh(v) - v)sec h2(v) (5) 
as sn(.5490, .99) ~- .5000 as prescribed. 
We note that the first four columns of the table depend only on m so that only columns 5 and 6 
need be computed for each value of x when the modulus is fixed. Only a few flops are needed for 
each row. This is a very efficient and rapidly converging algorithm, capable of high accuracy. 
3. ELL IPT IC  FUNCTION EVALUATION 
Having found a forward recursion which eliminated the need for computing tangents and arc- 
tangents at intermediate steps, we consider a corresponding algorithm for the backward re- 
cursion for computing the elliptic function x = sn(uK ,  k) when given the argument u and 
modulus k. We restrict u to the interval [0, 1] by invoking periodicity and symmetry proper- 
ties of sn : sn ( -uK)  = -sn(ug) ,  sn((2 - u)K)  = sn(uK) ,  sn((4 - u)K)  = -sn(uK) ,  and 
sn( (u  + 4)K) = sn(uK) .  Let 
an-1  -- bn-1 e~ = (6) 
2an 
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From equation (2): 
rg  -~-  2N- l ru .  (7) 
The standard backward recursion algorithm [2] is 
rn -  z = .5[¢n + arcsin(en sin rn)], (8) 
where the arcsin in equation (8) is chosen in f - r /2 ,  7r/2]. We seek a recursion for sin rn and 
designate the principal value of rn in [-~r/2,1r/2] as rn. Thus, 
¢.  = ¢ .  + sn . (9) 
We define rn - sin rn and first determine whether or not rn has the same sign as rn-1. For this 
purpose, we multiply equation (8) by 2 and take the sine of both sides: 
2r,~-z V/~ - r2_,  = e.rn VII - r~ + ( -1 )S" r .  V ~ _ enrn ,2  2 (10) 
where the positive square roots are taken. Since en < 1, the sign of the right-hand side is that of 
the last term and 
sign(rn_l) = sign [(-1)8"rn]. (11) 
There is a sign change when sn is odd. To evaluate rn-1 we take the sine of equation (8): 
rn-1 = sign [(-1)8"r~] ~/1 
cos ~ n 
2 ' v 
where 
On = rn + arcsin(en sin rn) = rn + sn lr + (-1) 8" arcsin(en sin rn). 
We determine that 
- enrn) (12) r , -1 = sign[(-1)S"rn] 1 + enr 2 + (-1)s-+Iv/(1 - rn 2) (1 2 2 
2 
We track sn by reversing the forward algorithm. If sn is even, then sn-1  = sn/2 .  If sn is odd 
and rn > O, sn-1 = (sn + 1)/2. If sn is odd and rn < O, sn-1 = (sn - 1)/2. For this algorithm, en 
and rn replace dn and tn as columns 4 and 5 in the AGM tabloid. 
Inverse so: u from sn(uK, m) 
'! . . . . . . . . .  A 
! computed K= 1.9953 / I 
0.06i.7 ~ / 
~ 0.5]- 
: i  . . . . .  0 0.1 02 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
sn(uK,m) 
Figure 1. 
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We now apply  this algor ithm to the example given for evaluation of the inverse function. 
We have ¢4 = 3.7336. Thus, ~b4 -- .5921, s4 = 1, and r4 = .5581. Since e4 - 0, r3 = 
-¢ (1  + ~/1 - .55812)/2 = - .9565.  Moreover, 83 = (84 + 1)/2 = 1. We compute e3 = .01891 and 
g 
determine that  r2 > 0. We compute 
~ 1 + .01891(.9148) + v/(1 - .9148)(1 - (.018912 × .9148)) r2 = 2 = .8090.  
In similar fashion, we compute r l  = .5491 and r0 = .5000. Actually, the program JELLY 
computed to many more significant digits and we have rounded the computed results to the 
indicated digits here. For example, r l  -- .5490856 and r0 = .5000000 were computed when the 
table was carr ied to N = 5. 
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JELLY uncovered a source of error. When eN was close to a multiple of ~, there was loss 
of significant digits. This was remedied by perturbing eY by adding 10 -6 when Iegl  < 10-8. 
Denote the perturbed value of r0 as y. Then the perturbation was removed from y by use of the 
sn addition formula 16.17.1 in [1]: 
r0 ~- y - 10 -6 X/(1 - y2) (1 - k2y2). (13) 
The error in this correction is O(10-12). 
Since sin and arcsin are easily obtained, one would use equation (8) rather than the algorithm 
described here for most applications. Only when many evaluations are required and not having to 
evaluate the trigonometric functions at the intermediate steps reduces computer time significantly 
would one resort to these algorithms for either direct or inverse elliptic function evaluation. 
4. NUMERICAL  ACCURACY 
Accuracy depends on the criterion for terminating the AGM sequence. This algorithm con- 
verges quadratically and N is rarely greater than six for machine accuracy. To verify JELLY, 
arguments and values ranging from 0 to 1 in increments of .01 were entered for k ~ ranging from 
10 -6 to 1 - 10 -6. Results are shown in Figures 1-3 for k ~ = .6. The criterion for choosing N 
was eN < 10 -8.  A comparison with MATLAB indicated error of order of magnitude qual to 
MATLAB accuray of O(10-15). When eN was sufficiently close to a multiple of ~ that the 10 -6 
perturbation was introduced, the accuracy diminished to O(10 -12 ) as anticipated. This error 
could be removed by a higher order correction based on 16.17.1 in [2] instead of dropping terms 
of 0(10-12). 
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