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Abstract
We present an algorithm to obtain the maximum likelihood estimates of
the correlation parameters of elliptical copulas. Previously existing meth-
ods for this task were either fast but only approximate or exact but very
time-consuming, especially for high-dimensional problems. Our proposal
combines the advantages of both, since it obtains the exact estimates and
its performance makes it suitable for most practical applications. The al-
gorithm is given with explicit expressions for the Gaussian and Student’s
t copulas.
Keywords: Elliptical copula, Student’s t copula, Gaussian copula,
maximum likelihood estimation.
1 Introduction
Copulas are a popular statistical tool to describe the dependence between two
or more random variables. They allow to model a multivariate distribution in
a flexible way, by describing the marginals and the dependence structure sepa-
rately. There are many available families of parametric copulas that represent
different types of dependence structures and are described by parameters that
control their strength and form. Their use has grown extensively in the past
two decades, especially in the field of financial mathematics. The reader may
refer to [1], [2], [6], [7], [8] or [11] for some references in the area.
Specifically, if FX(x) is the multivariate distribution function of a d-dimensional
random vector X with continuous marginal distributions FXi(x), then the (unique)
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copula defined by this distribution is given by Sklar’s theorem
C(u) = FX
(
F−1X1 (u1), ..., F
−1
Xd
(ud)
)
, u ∈ [0, 1]d. (1)
where F−1Xi is the inverse distribution of the i-th marginal. C(u) is the dis-
tribution function of the copula, that encodes the dependence structure of the
random vector X. It has uniform margins and does not depend on the particu-
lar form of the marginal distributions of X. When it exists, the corresponding
copula density is defined by c(u) = ∂∂u1 ...
∂
∂ud
C(u). For more details on copulas
the reader can refer, for example, to [9].
Elliptical copulas are the underlying copulas of multivariate elliptical distribu-
tions. The probability density function of these distributions, when it is defined,
can be expressed as
fX(x;µ,Σ, ψ) = Kψ
(
(x− µ)>Σ−1(x− µ)
)
, x ∈ Rd, (2)
where ψ is a non-negative function on R+ with an appropriate integrability
condition1, K is the normalization constant, µ is a location vector and Σ a
dispersion matrix with the properties of a covariance matrix (i.e. symmetric
and positive-definite). The reader may refer to [4] for a discussion on elliptical
distributions.
The densities of elliptical copulas, that arise from these distributions, do not
depend on the location parameters and depend on the dispersion parameters
only through the scaled matrix, ρ, given by
ρij =
Σij√
ΣiiΣjj
, (3)
that is, they just depend on the correlation matrix associated to Σ. Note, in
particular, that the copula density, c(u;ρ, ψ), does not depend on the location
and dispersion parameters that describe the marginals.
The copulas of the elliptical family are tractable and have straightforward sim-
ulation procedures. Due to this, they are extensively used, especially the Gaus-
sian and the Student’s t copulas, corresponding to the multivariate normal and
Student’s t distributions respectively. The density of the Gaussian copula is
cGaussian(u; ρ) =
1√|ρ| e−
1
2g
>ρ−1g∏d
i=1 e
− 12 g2i
, (4)
where g = {gi = Φ−1(ui)}di=1, Φ being the standard univariate normal distri-
1In order to define a valid density, the function ψ must satisfy the condition∫∞
0 ψ(r
2)rd−1dr <∞.
2
bution function. For the Student’s t copula, the density is
ct(u; ρ, ν) =
Γ(ν+d2 )Γ(
ν
2 )
d−1√|ρ|Γ(ν+12 )d
(
1 + s
>ρ−1s
ν
)− ν+d2
∏d
i=1
(
1 +
s2i
ν
)− ν+12 , (5)
where ν is the degrees-of-freedom parameter, s = {si = t−1ν (ui)}di=1 and tν is
the univariate Student’s t distribution function. Note that the Gaussian copula
is the limiting case of the Student’s t copula as ν → ∞. We stress again the
fact that the previous expressions define valid copulas only if ρ is a correlation
matrix; as using a more general covariance matrix would result in non-uniform
margins.
There are two widely used approaches to estimate the correlation parameters of
elliptical copulas from data: the method of moments, which is based on matching
empirical and theoretical rank correlation measures, and the maximum likelihood
method (MLM), with which this work is concerned, based on the maximization
of the joint probability density of the sample. For a detailed description of the
method of moments the reader may refer to [10].
The implementation of the MLM requires, in general, numerical optimization
techniques, since closed-form expressions for the estimates do not always exist.
This is especially relevant when dealing with high-dimensional elliptical copulas,
since the number of parameters in the correlation matrix grows as the square of
the number of dimensions and standard optimization methods cannot be prac-
tically applied for such problems.
In the present article we introduce an efficient procedure to obtain the maxi-
mum likelihood estimates of the correlation parameters ρ of elliptical copulas.
Other parameters, for instance the degrees-of-freedom parameter in the case of
the Student’s t copula, will be assumed given. Note that, in that particular
case, using a one-dimensional optimization routine in conjunction with the pre-
sented algorithm would allow the efficient estimation of all the parameters of
the Student’s t copula.
When focusing on elliptical copulas with density, given a sample U = {ut}nt=1,
with ut = {ut,i ∈ [0, 1]}di=1, the MLM method amounts to solving the following
constrained maximization problem
ρ̂ = argmax
ρ
{
L(ρ),
∣∣ ρ ∈ P} (6)
for the log-likelihood
L(ρ) =
n∑
t=1
log c(ut;ρ) (7)
3
where P is the space of correlation matrices, that is, the space of all symmetric,
positive-definite matrices with diagonal elements equal to one.
In section 2 we describe a new algorithm to obtain the MLM estimator of the
correlation parameters of elliptical copulas. In section 3 we provide test results
for the Student’s t copula, comparing our algorithm with other existing estima-
tion methods. The conclusions will be presented in section 4 and, finally, the
explicit algorithms for the Student’s t and the Gaussian copulas are detailed in
the appendix.
2 Derivation of the algorithm
To our best knowledge, there are no previous methods to obtain the exact
maximum likelihood estimates of the correlation parameters of elliptical copulas
efficiently. There are, however, widely used approximate methods for both the
Gaussian and the Student’s t copulas. In essence, these methods are based on
finding a solution Σ̂ to the problem in a less constrained space, C, the space
of symmetric positive-definite matrices, and then projecting this solution to P
using the projector
Π : C −→ P
Π(Σ̂) −→ AΣ̂A, (8)
where Aij =
δij√
Σii
and δij is the Kronecker delta. In particular, for the Gaussian
copula the maximization problem in C has an exact solution (see, for example
[10], section 5.5.3)
Σˆ =
1
n
n∑
t=1
gtg
>
t , gt,i = Φ
−1(ut,i). (9)
For the Student’s t copula, from the critical point condition ∂L∂ρ−1 = 0, the
following fixed-point iteration is proposed in [3]
Σ̂[m+1] =
(
1 +
d
ν
)
1
T
T∑
t=1
sts
>
t(
1 + 1ν s
>
t ρ̂
−1
[m]st
) , st,i = t−1ν (ut,i), (10)
where the projection is performed at each iteration
ρ̂[m+1] = Π(Σ̂[m+1]). (11)
Note, in particular, that the previous method is a particular case of this one
when ν →∞.
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Although these methods are computationally efficient, the solutions obtained
from them are not true maximizers of the likelihood function because, in gen-
eral, the application of the projector Π does not map a maximizer in C to a
maximizer in P. In fact, the error in the solutions can be significant, both in
the likelihood and in the values of the parameters.
In order to address the constrained maximization, the basic idea of the algorithm
presented in this work is to define a projected version of the log-likelihood
function
L∗ = L ◦Π, (12)
and solve the maximization problem
Σ̂ = argmax
Σ
{
L∗(Σ),
∣∣ Σ ∈ C}, (13)
so that the likelihood function is evaluated in a valid (correlation) parameter
matrix. The copula correlation parameter estimate is obtained by the projection
ρ̂ = Π(Σ̂). (14)
Then, the necessary critical point condition for the projected log-likelihood that
has to be satisfied by the solution of the maximization problem is2
∂L∗(Σ)
∂Σ−1
=
∂L(Π(Σ))
∂Σ−1
= 0. (15)
Using the chain rule and defining
Dij(ρ) = ∂L(ρ)
∂ρ−1ij
, (16)
the condition can be written as
0 =
∂L∗(Σ)
∂Σ−1ij
=
∑
kl
∂ρ−1kl
∂Σ−1ij
Dkl(ρ)
=
∑
kl
(
δikδjl
√
ΣkkΣll −Σ−1ij ΣkiΣkj
√
Σll
Σkk
)
Dkl(ρ) (17)
or, in matrix notation,
0 =
∂L∗(Σ)
∂Σ−1
= A−1
(
D(ρ)− ρ diag (D(ρ)ρ−1)ρ)A−1, (18)
2We write the critical point condition as the derivative with respect to Σ−1 instead of the
derivative with respect to Σ because the log-likelihood depends on a quadratic form whose
matrix is the inverse of the correlation matrix, and therefore the expression of the former
derivative is simpler.
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where diag(X)ij = Xijδij . In order to solve the this equation, we use the fact
that the critical point also satisfies
Σ = Σ− λ∂L
∗(Σ)
∂Σ−1
, (19)
which suggests the following fixed-point iteration scheme
Σ[m+1] = Σ[m] − λ∂L
∗(Σ)
∂Σ−1
∣∣∣
Σ=Σ[m]
(20)
where λ is a step size parameter small enough to ensure that Σ[m+1] is positive-
definite after the iteration.
The algorithm is implemented by using the corresponding log-likelihood deriva-
tive D(ρ) for the particular copula to be estimated. The expressions for the
Gaussian and Student’s t copulas are given in the appendix, but in principle
the algorithm is applicable to any elliptical copula for which D(ρ) can be com-
puted in closed form.
The iterative scheme (20) has some resemblance to a gradient ascent method
but, instead of moving along the gradient direction (that in principle would
seem optimal), it moves along the direction V = −∂L∗(Σ)∂Σ−1 . For that reason,
we will denote it inverse gradient algorithm3 hereafter. In fact, the directional
derivative of L∗ in the direction V is positive. To prove this, note that, since
∂L∗(Σ)
∂Σ−1
= −Σ∂L
∗(Σ)
∂Σ
Σ, (21)
the directional derivative of L∗ along this direction can be expressed as
∆VL
∗ ≡
∑
ij
∂L∗(Σ)
∂Σij
Vij
‖V‖ =
1
‖V‖ tr
(
∂L∗(Σ)
∂Σ
Σ
∂L∗(Σ)
∂Σ
Σ
)
, (22)
where tr is the trace operator and ||V|| is the norm of V. Since Σ is a real,
symmetric, positive-definite matrix, it admits the decomposition Σ = OQO>,
where O is an orthogonal matrix and Q is a diagonal matrix with positive
diagonal entries Qii > 0. Therefore, by defining M = O
> ∂L∗(Σ)
∂Σ O and using
the cyclical property of the trace and the fact that M is symmetric, we have
∆VL
∗ =
1
‖V‖ tr (MQMQ) =
1
‖V‖
∑
ij
QiiQjj(Mij)
2 ≥ 0. (23)
3Note that this inverse algorithm is not a standard gradient ascent on the coordinates of
the inverse matrix, as this would correspond to the iterative scheme
Σ−1
[m+1]
= Σ−1
[m]
+ λ
∂L∗(Σ)
∂Σ−1
∣∣∣
Σ=Σ[m]
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In particular, this guarantees that, in each iteration of (20), L∗ increases for a
sufficiently small value of λ > 0.
Note that, if in the iterative scheme (20) we replace the projected log-likelihood
L∗ by L and set λ = 2T , we recover the approximate method given in reference
[3], and therefore this value of λ would seem a natural choice. However, for
particular data samples this choice can produce matrices that are not positive-
definite, and hence a smaller λ is required in those cases.
Although we have not been able to provide a formal proof of the convergence
of the algorithm, in all the performed numerical experiments, with a choice of
λ . 1T , the algorithm not only converged but also outperformed the standard
gradient method. For practical applications, we have found that using a simple
adaptive scheme for the step size provides the best results in terms of perfor-
mance. This adaptive scheme is described in the appendix.
3 Numerical experiments
In this section, we present the results obtained when comparing the proposed
inverse gradient method with other existing estimation algorithms. On the one
hand, we have compared the performance of the inverse gradient and other ex-
act estimation algorithms that are included in widely used statistical software
packages. On the other hand, we have also calculated the differences in likeli-
hood between the solutions obtained by the inverse gradient and the method
proposed in [3], which we will denote approximate method hereafter.
For the performance tests, we have used the exact maximum likelihood estima-
tions available in R and Matlab4 and an implementation of the inverse gradient
method written in Matlab. Though all the methods obtain practically the same
solutions, the differences in execution times are very significant. Specifically, in
several test cases with 100 observations of dimension 25, the inverse gradient
converged always in less than 1 second while, for the Gaussian copula, R took
always more than 1000 seconds and, for the Student’s t copula, both R and
Matlab took more than an hour in every test case.
For the Student’s t copula, we have also compared the solutions given by the
inverse gradient method with the ones obtained using approximate method.
For this purpose, we have generated test cases with dimensions 2, 10 and 25,
and ν ∈ {1/2, 1, 2, 5, 10, 20, 50}. For each combination of these two parameters,
50000 test cases have been generated. For each test case:
4In R we have used the function fitCopula of package copula, with method = "ml" and,
in Matlab, only for the Student’s t copula, the method copulafit slightly modified to print
the execution times of the estimations of the correlation matrices for fixed ν values.
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1. A random correlation matrix with the required dimension is generated.
The eigenvalues of this matrix are independently sampled from a uniform
distribution (and then renormalized so that their sum coincides with the
dimension). A description of the algorithm used to generate these matrices
can be found in [5], Algorithm 3.1.
2. 100 random vectors are sampled from a Student’s t copula with ν degrees-
of-freedom and correlation given by the generated matrix.
3. The correlation parameters of the copula are estimated from the obtained
sample both with the inverse gradient and with the approximate method.
In both cases, the parameter ν is fixed to the original value used for the
generation of the test case.
In figure 1, we plot the differences in the log-likelihood obtained with the inverse
gradient and the approximate method for each value of the degrees-of-freedom
parameter, which are all positive, as expected. In each case, we present the
mean and 5-th and 95-th percentiles of the log-likelihood difference.
It is also worth mentioning that, although no convergence problems were ob-
served in the case of 2 dimensions, the approximate method failed to converge
in around 0.3% of the cases for both 10 and 25 dimensions, while the inverse
gradient converged in all of them.
In figure 2 we provide plots of the log-likelihood deviation of the approximate
method as a function of the minimum eigenvalue of the correlation matrix used
to generate the samples, for all the test cases generated of each dimension. Note
that the deviations grow as the minimum eigenvalue becomes smaller, implying
that the approximate method is especially unsuitable in cases where strong de-
pendence is present.
4 Conclusion
We have presented an efficient procedure to obtain maximum likelihood esti-
mates of the correlation parameter matrices of the Gaussian and Student’s t
copulas, which in principle can be extended to the family of elliptical copulas.
Other existing estimation procedures, extensively used in standard software
packages, are either fast approximations or exact methods based on standard
optimization techniques. The former do not return the true likelihood maximiz-
ers, and the computational time required by the latter grows with the number
of parameters of the problem in such a way that these methods become inoper-
ative for moderate numbers of dimensions.
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Figure 1: Mean (in blue) and 5-th and 95-th percentiles (in green) of the log-
likelihood difference, normalized by the number of points (100), between the
inverse gradient and the approximate method for different values of the dimen-
sion parameter, d.
The numerical tests performed for the Student’s t distribution have shown that
the log-likelihood gain obtained by using the proposed method instead of the ap-
proximation given in [3] increases with the dimension of the problem. This gain
also increases when the minimum eigenvalue of the correlation matrix becomes
smaller, showing a better behaviour of the presented algorithm for problems
with strong dependence.
Numerical tests have been also used to compare the performance, in terms of
computational time, of the proposed method versus exact methods provided
by widely used software packages. The results have shown that the speed-up
provided by the former is very significant, reaching several orders of magnitude
for high-dimensional problems.
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(a) d = 2 (b) d = 10
(c) d = 25
Figure 2: Scatter plot (in blue) of the log-likelihood deviation of the approxi-
mate method, normalized by the number of points (100), versus the minimum
eigenvalue of the correlation matrix used to generate the samples, for different
values of the dimension parameter, d. The lines represent the empirical mean
(in black) and the 5-th and 95-th percentiles (in green) of the deviation for
nearby values of the minimum eigenvalue.
Acknowledgements: The authors thank Santiago Carrillo-Mene´ndez, An-
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A Algorithm for the Gaussian and Student’s t
copulas
In this section, the estimation algorithm is described in detail for the Gaussian
and Student’s t copulas. The starting point will be a data set of n observations
in the d-dimensional unit cube, {ut = (ut,1, ..., ut,d)}nt=1, ut,i ∈ (0, 1). In the
case of the Student’s t copula, the value of the degrees-of-freedom parameter,
ν, is also given.
• Step 0: Transform the observations using the inverse univariate distribu-
tion function
gt,i = t
−1
ν (ut,i), for the Student’s t copula,
st,i = Φ
−1(ut,i), for the Gaussian copula, (24)
and compute an initial estimate for the covariance matrix Σ[0]. In both
cases, a good candidate for this initial seed is based on the approximation
for the Gaussian copula
Σ[0] =
1
n
n∑
t=1
gtg
>
t . (25)
• Step 1: Given the current estimate of the covariance matrix, Σ[m], com-
pute the projection to the correlation matrix space and find the inverse
gradient direction
ρ[m] = A[m]Σ[m]A[m],
∆[m] = −
∂L∗(Σ[m])
∂Σ−1[m]
= −A−1[m]
(
D(ρ[m])− ρ[m] diag
(
D(ρ[m])ρ−1[m]
)
ρ[m]
)
A−1[m],(26)
with (A[m])ij =
δij√
(Σ[m])ii
. Below are the expressions for the log-likelihood
derivative matrix D(ρ) = ∂L(ρ)∂ρ−1 for the considered copulas.
– Gaussian copula:
D(ρ) = n
2
ρ− 1
2
n∑
t=1
gtg
>
t . (27)
– Student’s t copula:
D(ρ) = n
2
ρ− ν + d
2ν
n∑
t=1
sts
>
t
1 + 1ν s
>
t ρ
−1st
. (28)
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• Step 2: The next estimate, Σ[m+1], is obtained by moving in the inverse
gradient direction
Σ[m+1] = Σ[m] + λ[m+1]∆m, (29)
where λ[m] is an adaptive step size. An initial step size λ[0] is chosen and,
at each iteration, three step sizes are evaluated
λ[m+1] ∈ {k1λ[m], λ[m], k2λ[m]}, (30)
where 0 < k1 < 1 < k2, and the one with the highest log-likelihood is
chosen if it fulfils two conditions:
– Σ[m+1] is positive-definite.
– The log-likelihood increases: L∗(Σ[m+1]) > L∗(Σ[m]).
If neither fulfils both conditions, the step size is reduced, λ[m] −→ k1λ[m]
and three new alternatives are evaluated.
• Step 3: If convergence in Σ[m] has been achieved at step m = M , the
projection to the correlation matrix space is returned
ρ̂ = Π(Σ[M ]) = A[M ]Σ[M ]A[M ] (31)
and the algorithm terminates. Otherwise, repeat from step 1.
While better alternatives for this gradient algorithm can be probably con-
structed, we have found that the one presented yields a reasonably good per-
formance with the choices
λ[0] =
1
T
, k1 =
1
2
, k2 =
4
3
. (32)
References
[1] K. Aas and D. Berg.
Modelling dependence between financial returns using pair-copula construc-
tions.
In Dependence Modeling: Handbook on Vine Copulae , D. Kurowicka and
Harry Joe (eds.), World Scientific Publishing Co. February. 2011.
[2] K. Bo¨cker and C. Klu¨ppelberg.
Modelling and measuring multivariate operational risk with Le´vy copulas.
J. Operational Risk 3(2), 3-27. 2008.
[3] E. Bouye´, V. Durrleman, A. Nikeghbali, G. Riboulet and T. Roncalli.
Copulas for Finance: A Reading Guide and Some Applications.
Working paper. 2000.
[4] S. Cambanis, S. Huang and G. Simons.
On the Theory of Elliptically Contoured Distributions.
Journal of Multivariate Analysis 11, 368-385. 1981.
12
[5] P. I. Davies and N. J. Higham.
Numerically Stable Generation of Correlation Matrices and Their Factors.
BIT Numerical Mathematics, Vol. 40, pp. 640-651. 2000.
[6] P. Embrechts, A. Hoeing and A. Juri.
Using Copulae to bound the Value-at-Risk for functions of dependent risks.
Finance and Stochastics 7(2), 145-167. 2003.
[7] M. Hofert, M. Ma¨chler and A. J. McNeil.
Archimedean Copulas in High Dimensions: Estimators and Numerical
Challenges Motivated by Financial Applications.
Journal de la Socie´te´ Franc¸aise de Statistique, 154(1):25-63. 2013.
[8] J. F. Jouanin, G. Riboulet and T. Roncalli.
Financial Applications of Copula Functions.
Risk Measures for the 21st Century, Par Giorgio Szego, John Wiley and
Sons. 2004.
[9] R. B. Nelsen.
An Introduction to Copulas.
Springer Series in Statistics. 1999.
[10] A. J. McNeil, R. Frey and P. Embrechts.
Quantitative Risk Management: Concepts, Techniques, Tools.
Princeton Series in Finance. 2005.
[11] G. N. F. Weiss.
Copula parameter estimation: numerical considerations and implications
for risk management.
The Journal of Risk, 13(1):17-53. 2010.
13
