Abstract. The size-Ramsey number of a graph F is the smallest number of edges in a graph G with the Ramsey property for F , that is, with the property that any 2-colouring of the edges of G contains a monochromatic copy of F . We prove that the size-Ramsey number of the grid graph on nˆn vertices is bounded from above by n 3`op1q .
Moreover, they conjectured that for every ∆ ě 3 there exists an ε ą 0 such that for every sufficiently large n we have
where the maximum is taken over all n-vertex graphs F with maximum degree ∆pF q ď ∆.
The upper bound of this conjecture was confirmed by Kohayakawa, Rödl, Schacht, and
Szemerédi [22] for any ε ă 1{∆. The proof was also based on a probabilistic construction.
More precisely, it was shown in [22] that for appropriate constants a ą 0 and C ą 1
and p " Cplog n{nq 1{∆ the random graph Gpn, pq asymptotically almost surely has the property Gpn, pq ÝÑ F for every an-vertex graph F with maximum degree at most ∆.
We remark that the edge probability p is chosen in such a way that any set of ∆ vertices in Gpn, pq has some joint neighbours, which allows for a "greedy type" embedding strategy for a graph F with maximum degree ∆. Recently, Conlon and Nenadov [7] managed to overcome this natural barrier for triangle-free, graphs F on n vertices with ∆pF q ď ∆ and We focus on 2-dimensional grids. The sˆt grid graph G s,t is defined on the vertex set rssˆrts with edges uv present, whenever u and v differ in exactly one coordinate by exactly one. For the square grid G n,n on n 2 vertices the upper bounds arising from [22] and (1.1) are of the order n 7{2`op1q and n 24{7`op1q , respectively, if we choose to ignore the restriction ∆ ě 5 in (1.1) for the moment. Our main result improves these upper bounds to n 3`op1q (see Corollary 1.2). A simple first moment calculation shows that already for p " cn´1 2 with c ă 1 the random graph Gpn, pq asymptotically almost surely does not contain a square grid of size logarithmic in n, which shows that the condition on p is almost optimal. Theorem 1.1 has the following immediate consequence for the size-Ramsey number of square grids.
Corollary 1.2.
The size-Ramsey number of the nˆn square grid satisfiesrpG n,n q ď n 3`op1q .
There is not much evidence that n 3 is the right order of magnitude forrpG n,n q. For the sake of a simpler presentation, we therefore have made no attempt to strengthen Theorem 1.1 in such a way that would allow us to remove the op1q term in the upper bound in Corollary 1.2. However, it seems very likely that a more careful analysis in the proof of Theorem 1.1 would allow such an improvement. §2. Preliminaries
For a graph G, we write V pGq and EpGq and epGq for the vertex set, edge set and the number of edges of G, respectively. Given v P V pGq, by N G pvq we mean the set of all neighbours of v and set d G pvq " |N G pvq|. We use the standard notation ∆pGq and δpGq for the maximum and minimum degree of vertices in G, respectively. For a vertex v P V pGq and a subset X Ď V pGq, let N G pv, Xq denote the set of neighbours of v in X. Given a subset X Ď V pGq, we let GrXs be the subgraph of G that is induced by X. We write G´X
for GrV pGq Xs. For subsets X, Y Ď V pGq, we define GrX, Y s to be the subgraph of G on vertex set X Y Y with edges xy where x P X and y P Y . We denote by E G pX, Y q its edge set and set e G pX,
For real numbers x, y, δ ą 0, we write x " p1˘δqy if p1´δqy ă x ă p1`δqy, and for every integer k we denote by rks the set of the first k positive integers t1, . . . , ku.
The binomial random graph Gpn, pq is defined on the vertex set rns that is obtained by pairwise independently including each of the possible`n 2˘e dges with probability p " ppnq.
We say that an event holds asymptotically almost surely (abbreviated a.a.s.) in Gpn, pq, if its probability tends to 1 as n tends to infinity.
The proof of Theorem 1.1 is based on the regularity lemma for subgraphs of sparse random graphs (see Theorem 2.2 below), which was introduced by Kohayakawa and Rödl [19, 20] and below we introduce the required notation. Let H " pV, Eq be a graph and let p P p0, 1s be given. Suppose that K ą 1 and η ą 0. For nonempty subsets X, Y Ď V , we consider the p-density of the pair pX, Y q defined by
We say that H is a pη, Kq-bounded with respect to the density p if for all pairwise disjoint sets X, Y Ď V with |X|, |Y | ě η|V |, we have
Given ε ą 0 and disjoint nonempty subsets X, Y Ď V , we say that the pair pX, Y q is
we haveˇˇd
Note that for p " 1 we recover the well-known definition of ε-regular pairs in the context of Szemerédi's regularity lemma [26] .
Definition 2.1. Given a real number ε ą 0, a positive integer t and a graph H " pV, Eq, we say that a partition tV i u
(iii ) all but at most ε`t 2˘p airs pV i , V j q with 1 ď i ă j ď t are pε, pq-regular.
The vertex class V 0 is referred to as the exceptional set.
The following is a variant of the Szemerédi Regularity Lemma [26] for sparse graphs. Considering the random graph G P Gpn, pq it easily follows from Chernoff's inequality that a.a.s. G is pη, Kq-bounded with respect to p for any η ą 0 and K ą 1 as long as p " n´1. In such an event, every subgraph H Ď G is by definition again pη, Kqbounded with respect to p and consequently it admits a regular partition. We shall employ the following standard version of Chernoff's inequality (see, e.g., [17 and every δ P p0, 3{2s we have P`X ‰ p1˘δqErXs˘ă 2 exp`´δ 2 ErXs{3˘.
We shall also use the fact that pε, pq-regularity is typically inherited in small subsets, which in our setting are given by the neighbourhoods of vertices. For the classical notion of (dense) ε-regular pairs this was essentially observed by Duke and Rödl [24] and for sparse regular pairs it can be found in [14, 20] . More precisely, we shall employ a result from [14] governing the hereditary nature of pε, α, pq-denseness (or one sided-regularity).
Definition 2.4. Let α, ε ą 0 and p P p0, 1s be given and let H " pV, Eq be a graph. 
Moreover, we will use the fact that enlarging the sets of some dense pair by a few vertices may result in a pair that again is dense, but maybe with slightly weaker parameters (see, e.g., [2, Lemma 2.10]).
Lemma 2.6. Let α ą 0, p P p0, 1q and ε P p0, 1 10 q. Let H " pV, Eq be a graph and let U 1 ,
Properties of random graphs
For the proof of Theorem 1.1 we observe a few properties that asymptotically almost surely are satisfied by the random graph.
a.a.s. G " pV, Eq P Gpn, pq satisfies the following properties:
(ii ) For every vertex v P V and every subset X Ď N G pvq with |X| ě δpn, there are at Proof. Without loss of generality we may assume that p1`δq 4`δ ă 2. We set C " 7{δ 3 and let p " ppnq ą Cplogpnq{nq 1{2 .
By a standard application of Chernoff's inequality (Theorem 2.3) combined with the union bound it follows that G P Gpn, pq satisfies (i ) with probability 1´op1q.
For the proof of part (ii ), consider subsets X, Y Ď V with |X| " m ě δpn and
Considering all choices of v, Y , and X and imposing that X Ď N G pvq we arrive at
where we used the fact that x Þ Ñ pa{xq x attains its maximum at x " a{e. Consequently, in view of the choice of C and p we obtain
This concludes the proof of part (ii ).
Part (iii ) follows by a similar argument and we omit the details here.
For the proof of part (iv ) we consider subsets U, W Ď V satisfying |U| ě δpn and |W | ě 3δ´3pn{ log n and vertices u, w P V . Applying Chernoff's inequality (Theorem 2.3)
we conclude
Considering all choices of u, w, U, and W , the union bound yields
Appealing again to the fact that x Þ Ñ pa{xq x attains its maximum at x " a{e and the choice of C and p then gives
which concludes the proof of part (iv ).
Part (v ) again is proven by a standard application of Chernoff's inequality and we omit the proof.
Part (vi ) is, in fact, a deterministic consequence of properties (i )-(iv ), i.e., we will show that every n-vertex graph G " pV, Eq satisfying (i )-(iv ) enjoys property (vi ), provided n is sufficiently large.
Given u, v, X, Y , A and B, we consider the set X 1 Ď X of exceptional vertices x 1 P X for whichˇˇN
It follows from (iv ) that the number of 4-cycles xyabx with
and b P B is bounded from above by
Indeed, fixing an edge xy Note that for n chosen sufficiently large we have
Moreover, owing to the assumption we have , where in the second inequality we used the fact that the function f ptq "`|A||B|ep{t˘t is maximized at t " p|A||B|, in the third inequality we used that
|B|, and in the fourth inequality we used that β 1 8 αδγ`2e α˘3 8 αδγ " 1{3 and p|A||B| ě n 3{2 for large n.
We conclude that the above-mentioned probability is op1q. §4. Technical lemma
In this section we state and prove the main technical lemma for the proof of Theorem 1.1.
For that we will need the following definition. 
p|X||Y |, (iii ) A X B " ∅ and ηn ď |A| ď |B| ď 2|A|, and
Proof. Let ε 1 , α, and µ ą 0 be given. We fix the auxiliary constant
For this choice of γ, α, and ε 1 ą 0, Lemma 3.2 yields a constant ε ą 0, which in turn we use for the intended ε for Lemma 4.2. Having fixed ε ą 0, we receive η ą 0 and applying Lemma 3.2 with the same η yields some C 1 ą 1. Moreover, we apply Lemma 3.1 with
to obtain some C 2 ą 1 and we let C be the maximum of C 1 and C 2 .
For p ą Cplogpnq{nq 1{2 and sufficiently large n let H Ď G " pV, Eq, where G P Gpn, pq, and suppose V pHq " X YY YAYB with properties (i )-(iv ) holding. To simplify notation we set
Furthermore, towards a contradiction we assume that
In particular, we havěˇ`E 
Seeing all the edges xy P`E H pX, Y q X R H˘ Q H , we conclude that there are at least 
Proof of the main Result
In this section, we prove our main result, Theorem 1.1.
Proof. The proof consists of three parts. In the first part we fix all constants needed for the proof. In the second part we assume that G P Gpn, pq and H Ď G satisfy |V pHq| " n and epHq ě α 1 epGq, so as to find a suitable dense pair pA, Bq in H among which we aim to embed the grid G s,s . Here the Sparse Regularity Lemma will play a key role. In the last part we find the embedding.
Constants. Let α 1 ą 0 be given. First we define the constants µ, α and ε 1 of Lemmas 4.2 and 4.3. We set
as well as
and let ε 1 ą 0 and ε 2 ą 0 be as guaranteed by Lemma 4.2 and Lemma 4.3, respectively.
Further, we fix
Applying Lemma 3.2 with γ, α, ε 1 as defined yields a constant ε 3 ą 0. Next we set , K, and t 0 given above. We set
Having ε 1 , ε 2 , ε 3 ą 0 and applying Lemmas 4.2, 4.3 and 3.2 respectively with this η yields some constants C 1 , C 2 and C 3 . Moreover, let 6) and apply Lemma 3.1 with
obtaining some constant C 4 ą 1. We set C :" maxtC 1 , C 2 , C 3 , C 4 u. Finally, we set c " δαη{8
and consider n to be large enough whenever necessary.
Finding a good dense pair. Let G " pV, Eq P Gpn, pq, where p ą Cplog n{nq 1{2 and n is large enough. We condition on G satisfying the properties from Lemma 3.1. Assume that H is an n vertex subgraph of G with epHq ě α 1 epGq.
We apply the Sparse Regularity Lemma (Theorem 2.2) with ε{2, K " 2, t 0 , and p to H.
Note that, owing to Lemma 3.1 (v ), the graph G and hence H Ď G are pλ, Kq-bounded. Averaging now guarantees the existence of an pε{2, pq-regular pair pV i , V j q such that
Next, we will discard vertices of too small or too large degree inside the pair pA 1 , B 1 q.
First, set
Then |A 2 | ď In order to find the desired path we now prove a slightly stronger statement: in every set X i at least half of its vertices can be reached from X 1 via a path in R H X Q H . For this purpose, we iteratively define
Institut für Mathematik, TU Hamburg, Hamburg, Germany
