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РЕАЛІЗАЦІЯ ТРІЙКОВИХ ЛОГІЧНИХ ОПЕРАЦІЙ ЗА ДОПОМОГОЮ 
ДВОПОРОГОВИХ НЕЙРОНІВ 
У статті запропоновано математичні моделі двопорогових нейронів для трійкової логіки. Наве-
дено п’ять нейронних мереж з лінійними та двопороговими нейронами. Перша мережа функціонує як 
елемент трійкової диз’юнкції, друга – як елемент трійкової кон’юнкції, третя – трійкового “виклю-
чного АБО”, четверта – трійкової інверсії, а п’ята – трійкового циклу. Для розроблених нейронних 
мереж визначено математичні моделі.  
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Вступ 
Методи обчислювального інтелекту об’єднують у гібридні системи різноманітні складники  
інтелектуальних технологій – нечітку логіку, нейронні мережі, генетичні алгоритми. Гібрид-
ні системи, такі як, нечіткі нейронні мережі з генетичною настройкою параметрів, демон-
струють взаємне підсилення переваг та зменшення кількості недоліків окремих методів. Сьо-
годні існують переважно нейро-нечіткі гібридні системи. Однак збільшується кількість  
нечітко-генетичних, нейро-генетичних та нейро-нечітко-генетичних систем.  
Основне завдання об’єднання систем сприйняття та логічної обробки полягає в побудові 
схем, які працюють з числами (сприйняття) та дискретними сигналами істинності (логіка). 
Однією з властивостей подібних логічноорієнтованих гібридних нейронних мереж є їх здат-
ність до виконання складних операцій при досить простій структурі. Це, у свою чергу, до-
зволяє зменшити кількість взаємозв’язків між елементами, що дозволить підвищити швидко-
дію виконання логічних операцій [1]. Схеми деяких з них містять не лише класичні нейрони, 
але й І-, АБО-нейрони [2]. 
Інтерес до трійкової логіки виник задовго до появи комп'ютерів у зв'язку з властивостями симет-
ричного коду чисел. Останнім часом цей інтерес відроджується завдяки новим можливостям 
напівпровідникової технології. Наслідком цього стане поява дешевих інтегральних елементів із 
трьома станами. Крім цього проводяться теоретичні дослідження в галузі трирівневої техніки. Очіку-
ється, що їхні результати знайдуть своє оригінальне практичне застосування.  
 У [3] зазначається, що використання трійкового кодування інформації в поєднанні зі схе-
мами, сигнали в яких квантуються за трьома рівнями, у цифрових пристроях керування, кон-
тролю та прогнозування несправностей може вплинути на структурну організацію цифрових 
систем. Можливість отримання переваг тут виникає у зв’язку із застосуванням більш зруч-
них пристроїв спряження цифрових систем передачі інформації та виконуючих пристроїв, 
сигнали в яких, як правило, мають трійковий характер. 
Тобто, доцільно розробити трійкові елементи диз’юнкції, кон’юнкції, „виключного АБО”, 
інверсії та циклу у вигляді нейронної мережі з лінійними і двопороговими нейронами. 
Отже, метою цієї роботи є підвищення ефективності проектування нейронних мереж. Для 
досягнення мети поставлено такі завдання: 
 – визначити математичні моделі нейронів для трійкової логіки; 
 – скласти схему нейронної мережі; 
 – визначити математичні моделі для розроблених нейронних мереж. 
Двопорогові нейрони для трійкових елементів  
Принципи, операції та функції трійкової логіки описані в [4]. Нехай ми маємо трійкову 
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логіку типу [0, 1, 2].  
Операція трійкової диз’юнкції виконується таким чином: 
).,max( baba xxxxy =∨=  
Операція трійкової кон’юнкції виконується таким чином:  
).,min( baba xxxxy =∧=  
Операція трійкового „виключного АБО” виконується таким чином:  [ ].),), min(max(min baba xxxxy −=  
Операція трійкової інверсії виконується таким чином:  
x.-y 2=  
Операція трійкового циклу виконується таким чином:  
).3(mod1⊕= xy  
У працях [6 – 8] наведено схеми трійкових логічних елементів мінімуму, максимуму та 
інверсії. Замінимо складові блоки зазначених елементів на двопорогові та лінійні нейрони.  
Для лінійного нейрону маємо [2]: 
,∑=
i
ii xnet ω  
,netf(net)=  
де ix – вхідний сигнал; iω – вага синапсу; net – зважений сигнал нейрону;  ( )f net – фун-
кція активації. 











Реалізація двійкових операції І, АБО, НІ за допомогою порогових нейронів розглядається 
в [4]. Переваги використання двопорогових нейронів у нечіткій та трійковій логіці описано в 
[1].  

















де θ – поріг. 















Пропонуємо таку математичну модель функціонування двопорогового нейрону для трій-
кової логіки: 
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Нейронні мережі для трійкових логічних елементів 
Нейронна мережа, яка виконує операцію трійкової диз’юнкції, представлена на рис. 1 і 
працює таким чином: 
1. Перший шар 
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, 
2. Другий шар 
 3 1 2( 0,5) ( 0,5) ( 0,5) ( 0,5)a bnet x x y y= ⋅ + + ⋅ + + + + − , 
 3 3( ) disf net z net= = . 
Тут ,a bx x  – вхідні сигнали мережі; 1 2,y y  – вихідні сигнали першого та другого нейронів; 
disz  – вихідний сигнал мережі. 
Нейронна мережа, яка виконує операцію трійкової кон’юнкції, представлена на рис. 2 і 
працює таким чином: 
1. Перший шар 
 1 2 ( 1) ( 1)a bnet net x x= = ⋅ + + ⋅ − , 
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, 
2. Другий шар 
 3 1 2( 0,5) ( 0,5) ( 0,5) ( 0,5)a bnet x x y y= ⋅ + + ⋅ + + − + + , 
 3 3( ) conf net z net= = . 
Тут ,a bx x  – вхідні сигнали мережі; 1 2,y y  – вихідні сигнали першого та другого нейронів; 
conz  – вихідний сигнал мережі. 
Нейронна мережа, яка виконує операцію «виключне АБО», представлена на рис. 3 і пра-
цює таким чином: 
1. Перший шар 
 1 ( 4) ( 3)a bnet x x= ⋅ + + ⋅ − , 
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. 
Тут ,a bx x  – вхідні сигнали мережі; 1 2,y y  – вихідні сигнали першого та другого нейронів; 
XORz  – вихідний сигнал мережі. 
Нейронна мережа, яка виконує операцію трійкової інверсії, представлена на рис. 4 і пра-
цює таким чином:  
 ( 1) ( 1)a bnet x x= ⋅ + + ⋅ − ,  
 ( ) invf net z net= = . 
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Нейронна мережа, яка виконує операцію трійкового циклу, представлена на рис. 5 і пра-
цює таким чином: 
1. Перший шар 
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. 
2. Другий шар 
 2 1( 1) ( 1) ( 3)a bnet x x y= ⋅ + + ⋅ + + − , 
 2 2( ) shf net z net= = . 
Тут ax  – вхідний сигнал мережі; bx  – допоміжний сигнал мережі; 1y  – вихідний сигнал 
першого нейрону; shz  – вихідний сигнал мережі. 
Висновки 
Отже, запропоновано п’ять нейронних мереж з лінійними та двопороговими нейронами. 
Перша функціонує як елемент трійкової диз’юнкції, друга – як елемент трійкової кон’юнкції, 
третя – трійкового „виключного АБО”, четверта – трійкової інверсії, а п’ята – трійкового 
циклу. 
Використовуючи двопорогові нейрони можна будувати нейронні мережі, які реалізують 
операції трійкової логіки. Це дозволить розширити область застосування нейронних мереж 
та поєднати обчислювальну техніку з інтелектуальними технологіями. 
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