Abstract. We prove that the only accumulation points of the set T 3 of all three-dimensional log canonical thresholds in the interval [1/2, 1] are 1/2 + 1/n, where n ∈ Z, n ≥ 3.
Introduction
In this paper we continue our study of the structure of the set T 3 of all three-dimensional log canonical thresholds started in [10] . Notation and results of the Log Minimal Model Program [7] will be used freely.
Let X be a normal algebraic variety and let F be an effective integral non-zero Q-Cartier divisor on X. Assume that X has at worst log canonical singularities. The log canonical threshold of (X, F ) is defined by c(X, F ) = sup {c | (X, cF ) is log canonical} . The above does not define T 1 but it is naturally to put
The sets T d have rather inductive nature: it is easy to show that T d−1 ⊂ T d and ∂T d ⊃ T d−1 (see [6, 8.21] ), where ∂T is the set of all accumulation points of T .
Conjecture 1.1 ([6]). The accumulation set ∂T d of T d is precisely
This conjecture is the only one instance where the such a phenomena occurs. The similar behavior is expected for the fractional indices of log Fano varieties [11] , [1] , minimal log discrepancies [11] , [13] , [3] , Kodaira energy [4] etc.
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In dimension two Conjecture 1.1 easily follows from explicit description of T 2 [8] . In this paper we generalize the result of [10] and prove Conjecture 1.1 in dimension three for the interval 1 2 , 1 :
Let Φ be any subset of Q and let D = D i be a Q-divisor. We write
Proof. Clearly, r = 3 and ⌊Λ⌋ = 0. Assume that
, we have λ 2 , λ 3 < 1 2
and λ 1 = 1, a contradiction.
be a klt log surface germ with Θ ∈ Φ 
for all i, there is nothing to prove. Assume that Ξ = Θ and (S, Ξ) is not lc. Replacing Θ with Θ + α(Ξ − Θ), α > 0, we may assume that (S, Θ) is lc but not klt (and ⌊Θ⌋ = 0). Let µ : S → S be an inductive blowup † of the pair (S, Θ) (see [9, Prop. 5] ) and let E be the exceptional divisor. By definition, E is irreducible, a(E, Θ) = −1 and (S, E) is plt. Write
where Θ is the proper transform of Θ. Clearly,
sm . Pick a point P ∈ E ∩ Θ j . Then Θ j is the only component of Θ, passing through P (see [10, Corollary 2.4] ). Moreover, (S, E + Θ j ) is lc at P [10, Lemma 3.2]. Hence (S, E + Θ) is plt at P and the coefficient λ ′ of Diff E (Θ) at P satisfies the inequality 1 − 
. In particular, Λ has at most two components.
Proof. For some Λ ′ := Λ + t(⌈Λ⌉ − Λ), 0 < t ≤ 1 the pair (S, Λ ′ ) is lc but not plt at o. By Lemma 2.2, we have Λ ′ = ⌈Λ⌉, i.e., (S, ⌈Λ⌉) is lc. If Λ has only one component, there is nothing to prove. So, we may assume that Λ has exactly two components [7, Ch. 3] . Then near o we have
where m ∈ N and gcd(m, q) = 1. Take q so that 1 ≤ q ≤ m. As in the proof of Lemma 3.3 in [10] , considering the weighted blow up with weights
Proof of Proposition 1.Corollaries
Notation and assumption as in Proposition 1.3. Let f : Y → X be an inductive blowup of the pair (X, cF ) (see [9, Prop. 5] ). Write
where F Y is the proper transform of F and S is the (irreducible) exceptional divisor. By definition, (Y, S) is plt.
Assume that c / ∈ T d−1 . If f (S) = o, then the pair (X, cF ) is lc but not klt along f (S). Taking the general hyperplane section we get c ∈ T d−1 .
Hence f (S) = o. It is sufficient to show that (Y, S + cF Y ) is plt (see [6, 3.10] ). Assume the converse. Then there is an divisor E = S of the field
Pick a point P ∈ Center Y (E) and consider Y as a germ near P . Take the minimal m ∈ N such that mS ∼ 0 near P and let
is lc but not plt near P ′ (see [12, §2] 
The Adjunction [7, 17.6] and [12, Cor. 3.10] gives us the following:
, where
Proof. Apply Corollary 3.1. We obtain S ≃ P 1 and deg Θ = 2. The inverse implication follows by [8] .
, 1] has the following form Proof. Assume that there is a horizontal component Θ i with k i > 0. Let S w be the general fiber. Then S w ≃ P 1 and by Adjunction we have equality (3.3):
By our assumption, Θ i ∩Sw =∅ k i > 0. Thus c ∈ T 2 , a contradiction.
Then there is a log surface (S, Θ) ∈ LP(c) with ρ(S) = 1.
Proof. Denote
Proof of the main theorem
In this section we prove Theorem 1.2. Proof. Since Θ = 0, one can apply [2, Th. 6.9] to (S, Θ). This gives us that the family S of all such S is bounded. That is there is a family S → H such that every S is a fiber of S → H. Therefore there is a polarization L on S giving us an embedding S ֒→ P over H. This induces a very ample divisor L on each S ∈ S. For all coefficients of Θ we have ϑ i > ξ. Then
Hence the family of all Θ i is represented by a closed subscheme of P over H. This shows that the pair (S, Supp(Θ)) is bounded. From the equality
we obtain the following linear equation in c:
This gives us a finite number of possibilities for the m i , k i and c. 
Then ( S, Θ) satisfies conditions of Lemma 4.2. Moreover,
Clearly, totaldiscr(S, Θ) = totaldiscr( S, Θ)
(see [6, 3.10] ). Replace (S, Θ) with ( S, Θ). Up to permutations of the Θ i we may assume that
Now it is sufficient to show that ϑ i < 1−ǫ for all i. Consider the boundary Ξ with Supp(Ξ) = Supp(Θ) as in (2.2). Then ⌊Ξ⌋ = ⌈Ξ − Θ⌉. For a sufficiently small positive rational α, the Q-divisor Θ − α(Ξ − Θ) is a boundary. It is clear that
cannot be nef. By Lemma 2.2 the pair (S, Ξ) is lc. Run K S +Θ−α(Ξ−Θ)-MMP. On each step we contract an extremal ray R such that
4.3. We claim that none of the components of ⌊Ξ⌋ is contracted. Indeed, assume that ϕ : S → S o contracts C ⊂ ⌊Ξ⌋. Take Θ ′ := Θ + βC so that ⌊Θ ′ ⌋ = C and Θ ′ ≤ Ξ. Since (K S + Ξ) · C > 0 and (K S + Θ) · C < 0, there is a component, say Θ 0 , of ⌊Ξ⌋ meeting C. 
Similarly, if i = 1 and the image of Θ i on S is not a point, then
But if Θ i is contracted to a point on S, then Θ ⊂ ⌊Ξ⌋. In this case,
This proves our lemma.
4.5. Now we are ready to prove Theorem 1.2. Assume that there is a sequence c n ∈ T 3 ∩ [ , 1] such that c n 1 = c n 2 for n 1 = n 2 and lim c n = c ∞ / ∈ T 2 . Take constants N ∈ N and ǫ ∈ Q so that N ≥ 6,
By passing to a subsequence, we may assume that c n > 1 2
For every c n we have the corresponding log surface (S n , Θ n ) ∈ LP(c n ) with ρ(S n ) = 1 (see Corollaries 3.1 and 3.6). In particular,
we can take ν > 0 so that totaldiscr(S n , Θ n ) ≥ −1 + ν for n ≫ 0, then c n belongs to a finite set M In particular,
Assume that for n ≫ 0 there are at least two divisors of the field K(S n ) with discrepancies a( ,
This contradicts (4.5).
4.6. Main case. Finally we consider the case when for n ≫ 0 there is exactly one divisor Γ n with
We construct a new birational model (S n , γ n Γ n + Θ n ) of (S n , Θ n ) with ρ(S n ) = 1 and such that the center of Γ n on S n is a curve.
4.6.1. If Center Sn (Γ n ) is a curve, then Γ n = Θ n,i and γ n = ϑ n,i for some i. In this case we just put S n := S n and Θ n := Θ n − γ n Γ n . Thus
where Θ n,i := Θ n,i whenever Θ n,i = Γ n and ϑ n,i = 0 if Θ n,i = Γ n , ϑ n,i otherwise.
If Center
Sn (Γ n ) is a point, we consider the blowup of this Γ n : µ : S n → S n [7, Th. 17.10]. Clearly, ρ( S n ) = 2. Write
By construction, ϑ n,i ≤ 1 − 1 N + ǫ. The divisor K Sn + Θ n ≡ −γ n Γ n cannot be nef. Therefore, there is a Γ n -positive extremal contraction ϕ : S n → S n , where ρ(S n ) = 1. By Lemma 2.2, ( S n , Γ n + Θ n ) is lc. If S n is a curve, we derive a contradiction as in 4.4.1.
Therefore ϕ is birational. Put Θ n := ϕ * Θ n , Θ n,i := ϕ * Θ n,i , and Γ n := ϕ * Γ n . Then (S n , γ n Γ n + Θ n ) is klt and K Sn + γ n Γ n + Θ n is numerically trivial. Again by Lemma 2.2, (S n , Γ n + Θ n ) is lc. 
As in the proof of Lemma 4.1, apply [2, Th. 6.9] to (S n , Θ n ). We get that the family of all (S n , Supp(Θ n + Γ n )) is bounded. By passing to a subsequence we may assume that all the discrete invariants (
, respectively. From (4.6) by passing to a subsequence we may assume that all constants m n,i and k n,i in (4.4) also do not depend on n:
By the Adjunction [7, Ch. 16],
where Diff Γn Θ n ≥ 0. Since (S n , Γ n + Θ n ) is lc, Diff Γn Θ n is a boundary (see [7, Prop. 16.6] ). The coefficients of Diff Γ n (Θ n ) have the same form as the coefficients of Θ n :
where n j ∈ N, r j ∈ Z ≥0 , and r j c n ≤ 1 (see [12, Lemma 4.2] ). Thus
Here Γ 2 > 0, 1 − 1 N + ǫ < γ n < 1 and p a (Γ) ∈ Z ≥0 . If r j = 0 for all j, then γ n can be found from the equation
In this case, γ := γ n does not depend on n and γ < 1. Therefore,
This contradicts our assumption (4.5). Assume that there is at least one component with r i = 1. Passing to the limit as n → ∞ in (4.7) we obtain
Again we have a contradiction with (4.5). Hence γ ∞ = 1 and
This gives us that p a (Γ). By Lemma 3.1, c ∞ ∈ T 2 . Theorem 1.2 is proved.
