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Resumen— Este documento describe el desarrollo ex-
perimental de la configuración de hardware y software 
para implementar dos algoritmos adaptativos: el de Mín-
imos Cuadrados Promediados LMS (Least Mean Square) 
y Mínimos Cuadrados Recursivos RLS (Recursive Least 
Square), usando la plataforma DSP TMS320C713 de 
Texas Instruments para identificación de sistemas 
desconocidos. La metodología para la implementación 
y análisis de operación de los algoritmos adaptativos se 
presentan en detalle para aplicaciones de identificación 
de sistemas en tiempo real, y los resultados experimen-
tales fueron evaluados en términos de criterios de des-
empeño en el dominio temporal, frecuencial, compleji-
dad computacional y precisión.
Palabras clave— Algoritmo LMS, Algoritmo RLS, Filtra-
do Adaptativo, Identificación de Sistemas, Procesador 
Digital de Señales, Procesamiento en Tiempo Real.
Abstract— This paper presents the experimental de-
velopment of software and hardware configuration to 
implement two adaptive algorithms: LMS (Least Mean 
Square) and RLS (Recursive Least Square), using TM-
S320C6713 DSP platform of Texas Instruments, for 
unknown systems identification. Methodology for imple-
mentation and validation analysis for the adaptive algo-
rithms is described in detail for real-time systems identi-
fication applications, and the experimental results were 
evaluated in terms of performance criterions in time 
domain, frequency domain, computational complexity, 
and accuracy.
Keywords— Adaptive Filtering, Digital Signal Processor, 
LMS Algorithm, RLS Algorithm, Real Time Processing, 
System Identification.
1. INTRODUCTION
System Identification is the field of modeling 
dynamic systems from experimental data (i.e. in-
put/output patterns). The goal is to approximate 
the unknown system with a linear regression mod-
el that uses the available input/output data.
Adaptive filtering techniques have been suc-
cessfully applied to communications systems 
such as smart antennas, channel equalization 
problems, interference cancellations, echo can-
cellation and spectral estimation for speech analy-
sis and synthesis, among others. The purpose of 
this work is to show how the adaptive filtering al-
gorithms can be used to identify the model of un-
known systems that may vary over time, through 
using signal processing in real time [1]. 
There are many structures for adaptive filter-
ing, in this work presents the experimental results 
of implementation for three different adaptive al-
gorithms (LMS, NLMS and RLS) where compared 
their performance to identify an unknown system 
corresponding to a Fixed BandPass FIR filter. Real 
time implementation of adaptive algorithms over 
DSP Starter Kit DSK C6713 is also presented in 
this paper. Performance of each adaptive algo-
rithm over hardware is also presented taking into 
account the next performance criterions: in time 
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domain through the learning curve, the Minimum 
Mean Square Error (MSE) and algorithm error 
measurement; in the frequency domain using the 
Fast Fourier Transform and its Spectogram; the 
computational complexity through the measure-
ment of algorithm execution time and number of 
clock cycles; and finally the accuracy in the esti-
mation of the adaptive filter weights.
A methodology for adaptive filtering algorithms 
implementation was realized using Matlab®/
Simulink® and Code Composer Studio™ software 
platforms, with the use of the DSK for Digital Signal 
Processor TMS320C6713 of Texas Instruments® 
technology [2]. The purpose of this methodology 
was to provide an efficient and rapid method to 
develop and test the adaptive filters over the DSP, 
being a very important engineering tool in charge 
of design-simulation-implementation of adaptive 
filters algorithms. In addition, the software and 
hardware for digital signal processing presents 
important benefits such as: low level hardware 
work (ADC and DAC incorporated), compromise 
between performance and computational cost, 
simulation capability, lesser development time, 
flexibility, complexity and accuracy adequate [3]-
[6].
This article is organized as follows. Section 2 
reviews the literature on adaptive filtering for sys-
tems identification and, adaptive algorithms used. 
In section 3, the proposed design architecture, 
describing the implementation considerations for 
the digital identification system, and discussed 
the methodology and fundamental building blocks 
used in real-time processing for adaptive filtering 
algorithms over the DSK C6713 hardware plat-
form. In order to prove the validity and perfor-
mance of the design methodology proposed, the 
Section 4 describes the algorithms evaluation 
with numerical and graphical results. Finally, the 
main conclusions of this work are presented in 
section 5.
2. ADAPTIVE FILTERING FOR SYSTEM 
IDENTIFICATION
2.1. Adaptive structure for system identification 
The aim to use an adaptive filter for system 
identification is to provide a linear model that rep-
resents the best fit to an unknown system, i.e. es-
timate the impulse response, h[k], of the unknown 
system. Fig. 1 shows an adaptive filter structure 
that can be used for system identification or mod-
eling. The input signal x[k] excites both the un-
known system and the adaptive filter [1], [2], [7], 
[9], [10]. 
The error signal e[k] is the difference between 
the unknown system response d[k] and the adap-
tive filter response y[k]. This error signal is fed 
back to the adaptive filter and is used to update 
the adaptive filter’s coefficients until the overall 
output y[k] = d[k].
Fig. 1. ADAPTIVE FILTER STRUCTURE FOR SYSTEM IDENTIFICATION
Fuente: autores.
The purpose of the adaptive filter is adjusts its 
weights, w[k], using the LMS and RLS adaptation 
algorithms, to produce an output y[k] that is as 
close as possible to the unknown system output 
d[k]. When this happens, the adaptation process 
is finished, and e[k] approaches zero.
When MSE is minimized, the adaptive filter co-
efficients, w[k], are approximately equal to the un-
known system coefficients, h[k]. The internal plant 
noise is represented as an additive noise n[k] [1], 
[2], [11]-[13].
2.2. Adaptive filtering algorithms 
2.2.1. Adaptive LMS algorithm 
This adaptive algorithm is well suited for a 
number of applications, including echo cancella-
tion, equalization, and prediction. The adaptive 
LMS algorithm takes the following form:
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Where indicates that the filter coefficient 
weight in the next state w[k+1] depends on the 
filter coefficient weight in its current state w[k] 
= [w0[k]  w1[k] …wN [k]]T (N+1 being the filter 
length), the convergence factor 0 < µ < 1 (referred 
to as step size), the error signal e[k], the desired 
output d[k], the filter output y[k] and input vector 
x[k] = [x[k]  x[k–1] … x[k–N+1]]T. 
The filter coefficients adjustment with this al-
gorithm is performed until the MSE is minimized. 
The convergence factor selection µ is essential, 
due it determines the local optimal minimum er-
ror in the Widrow-Hopf solution, the convergence 
speed and the filter stability [1], [14] – [16]. This 
adaptive algorithm is the most used due its sim-
plicity in gradient vector calculation, which can 
suitably modify the cost function [11], [17].
2.2.2. Adaptive LMS algorithm 
Adaptive NLMS Algorithm: (Normalized LMS) 
this algorithm improve the convergence speed, 
comparatively with the classical LMS algorithm, 
therefore, is more robust than the LMS algo-
rithm [18] – [20]. The NLMS algorithm employs 
the method of maximum slope, where the con-
vergence factor presents a compromise between 
convergence speed and accuracy, i.e. µ varies 
over time. The adaptive NLMS algorithm takes the 
following form:
The parameters of this algorithm are the same 
of the LMS, in addition the term ε is a constant 
that prevents division by a very small number of 
data norm. This algorithm eliminates the strong 
dependence of data input, and the convergence 
algorithm depends directly of the input signal pow-
er to absorb large variations in the signal x[k].
2.2.3. Adaptive RLS algorithm 
This algorithm is used when the environment is 
very dynamic and requires speed response. RLS 
algorithm computes and update recursively  coef-
ficients when new samples of the input signal are 
received, and is intended to exploit the autocorre-
lation matrix data structure to reduce the number 
of operations to a computational complexity [21], 
[22]. A simple least square estimate of the weight 
filter vector w[k] is:
Where the vector of optimal coefficients w[k] is 
obtained from the autocorrelation matrix calcula-
tion RN[k] between the input signal x[k]. The expo-
nential memory factor λ in (5), specifies how quickly 
the filter forgets the information [23]. If λ = 1 speci-
fies an infinite memory and must be less than one 
to give more weight to the most recent to the oldest 
samples. The infinite memory of RLS algorithm av-
erages the value of each coefficient to ensure the 
best approximation of steady-state ratios and sig-
nificantly improves the final performance of echo 
cancellation.
e[k] is the error signal, obtained from the previ-
ous adaptive coefficients w[k–1]. In practice this 
amount is necessary because the weight cannot 
be updated until the arrival of the next sample.
The vector KN[k] is called Kalman gain and can 
be generated recursively without inverting the ma-
trix R –1N[k]. In this algorithm, the coefficients is 
updated for each sample at time k, this is done 
by taking into account the N previous entries [1], 
[21].
3. HARDWARE AND SOFTWARE 
IMPLEMENTATION
3.1. System Identification Architecture
Fig. 2 shows a block diagram structure for the 
Identification System, which uses an adaptive FIR 
filter to identify an unknown system. The unknown 
system to be identified is a BandPass FIR filter 
with 50 coefficients centered at 2 kHz. The coef-
ficients of this fixed FIR filter are obtained from 
the filter design realized with the FDATool platform 
from Signal Processing Toolbox of Matlab®. These 
coefficients are generated and read from the filter 
block from Simulink® in Matlab®.
160 ITECKNE Vol. 11   Número 2  •  ISSN 1692 - 1798  •  ISSN Digital 2339 - 3483 • Diciembre  2014  •  157 - 171
Fig. 2. BLOCK DIAGRAM AND CONNECTION SCHEME FOR IDENTIFICATION 
SYSTEM IMPLEMENTED
Fuente: autores.
A White Gaussian Noise (WGN) sequence with 
zero mean and unit variance is generated from 
Matlab® to obtain the input signal x[k] and then 
is enter to the input to both the fixed FIR filter (un-
known) implemented in Simulink®/Matlab® and 
the right channel of the LINE IN analog input con-
nector of the DSK C6713, where the LMS and RLS 
adaptive filters are implemented in real time. The 
fixed FIR filter response d[k] obtained from Simu-
link®/Matlab® enters in the left channel of the 
LINE IN analog input connector of the DSK C6713, 
where the error signal e[k] is calculated from the 
respective adaptive algorithm [24], [25]. 
The adaptation process seeks to minimize 
the variance of that error signal. It’s important to 
use wideband noise as an input signal in order to 
identify the characteristics of the unknown system 
over the entire frequency range from zero to half 
the sampling frequency. The output from the fixed 
FIR (unknown) d[k], the output from adaptive fil-
ter y[k] and the output from the error signal e[k] 
can be selected by a selector slider setup (Gen-
eral Extension Language GEL slider) in the Code 
Composer Studio®. The selected output signal is 
written to the LINE OUT analog output connector 
of the DSK C6713.
3.2. Implementation Considerations
The adaptive algorithms runs on the DSK 
C6713 board equipped with a TMS320C6713 
DSP from Texas Instruments®. C6713 DSP has 
behavior specifications such as:  floating point cal-
culation, 225 MHz clock frequency (4.45 ns cycle 
time) and performance equivalent to 1800 MIPS. 
Other important features of this digital processor 
are: 32 Bit high performance CPU, 32/64 Bit Data 
Word Bus, four ALUs (Floating- and Fixed-Point), 
two Multipliers (Floating- and Fixed-Point), 16 Bits 
MAC Unit with 36 Bits Load-Store Architecture, two 
Multichannel Audio Serial Ports (McASPs), and 
256kB intern memory [26].
The DSK C6713 is a development platform 
designed to speed up to low-cost development 
and high-performance applications based in TM-
S320C6000 DSP family [27].
Fig. 3. TMS320C6713 DSK DEVELOPMENT BOARD FROM TEXAS 
INSTRUMENTS®
Fuente: autores.
Fig. 4. FLOW DIAGRAM CONNECTING SIMULINK REAL TIME WORKSHOP 
WITH DSK C6713 [29].
Fuente: autores.
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The development board can be adapted to a 
wide range of applications due to its features such 
as: 16 Bits ADC with multiplexed input for stereo 
line input and 16 bits DAC with stereo mixed out-
put based in the TLV320AIC23 Audio Codec of Tex-
as Instruments® [28].In addition the development 
board uses an USB communications port for true 
plug-and-play, emulator port JTAG, 16MB SDRAM 
and 256kB flash memory.
DSK C6713 has four audio stereo jacks for: mi-
crophone input, line input, speaker output and line 
output. The input peak voltage that can support 
the codec is ±1 Vrms, however, the analog input 
gain of Codec has a resistive divider of 0.5. The 
sampling rate of AIC23 Codec can be configured 
for input and output independently and support a 
wide range of frequencies from 8 to 96 kSps. 
Codec communication for either input or output 
signals is performed through two multichannel se-
rial buffers (McBSPs) for the DSP. The McBSP0 is 
used as a one-way channel to send the 16 Bits of 
the control word, while the McBSP1 and McBSP2 
are bidirectional channels to send and receive au-
dio data, thus requiring configuration interruption 
for use.
Both Simulink Toolboxes Embedded Target for 
TI C6000 DSP platform and Real-Time Workshop 
along with the Embedded Target DSK C6713, and 
Code Composer Studio™ (CCS) provide an inte-
grated platform for design, simulation, implemen-
tation, and verification of standard embedded sys-
tems and custom for C6000 DSP targets (Fig. 4).
Simulink uses a block based approach to al-
gorithm design and implementation. Once the de-
sired functionality has been captured and simulat-
ed, can be generated code for the DSP. Real-Time 
Workshop (RTW) converts these Simulink models 
into ANSI C/C++ code that can be compiled us-
ing CCS. Here creates and edits the CCS project 
with the code. When CCS is opened, the project is 
compiled and linked, and the image file is down-
loaded to the target DSP. The Embedded Target for 
TI C6000 DSP (ETTI) provides the Application Pro-
graming Interface (API) required by RTW to gener-
ate code specifically for the DSK C6713 platform 
[30]. 
The link for CCS is used to invoke the code 
building process to build an executable. This code 
can then be downloaded on the DSP target from 
where it runs. The data on the target is accessible 
in CCS (JTAG Port) or in Matlab® via Link for CCS 
or via Real-Time Data Transfer (RTDX). The codec 
setting is necessary for the signals acquisition in 
the DSK C6713, for this reason it was configured 
to work at 8 kHz sampling rate to guarantee the 
Nyquist theorem for cutoff frequency of input sig-
nals, both the Gaussian Noise Signal an the FIR 
filter response (unknown system) which were de-
signed at sample frequency of 8 kHz [31] – [33]. 
3.3. Adaptive System Identification 
Implementation
The input signal x[k], the unknown discrete 
system (BandPass FIR filter), and the adaptive 
filter algorithm are constructed using Simulink® 
models blocks, combining with standard blocks 
from Simulink Floating Point and Signal Process-
ing Blocksets. Here the link with the DSK C6713 is 
constructed from blocks of the C6000 Embedded 
Target Library which are used to represent algo-
rithms and peripherals specific: ADC and DAC. 
The adaptive algorithms for the identification 
system are used over a BandPass FIR filter (un-
known system), this FIR filter was designed and 
created using the FDATool toolbox form Matlab®. 
Design specifications for the fixed filter were: or-
der filter 50, windowing method used Kaiser, in-
ferior cut off frequency 1.8 kHz, superior cut off 
frequency 2.2 kHz, central frequency 2 kHz, sam-
pling frequency 8 kHz, BandPass ripple 2 dB and 
BandStop ripple 40 dB.  Once the digital filter co-
efficients were obtained, its mathematical model 
was calculated and exported to Simulink file.
The adaptive filter weights were computed 
using the LMS, NLMS and RLS algorithms. Simu-
link® contains multiple bocks for adaptive filter-
ing such as LMS and RLS Filter blocks from Sig-
nal Processing Toolbox. The LMS Filter block can 
implement an adaptive FIR filter using five differ-
ent algorithms. The LMS Filter Block computes the 
adaptation of the weights filter once for each new 
sample. The block estimates the weights or coef-
ficients needed to minimize the error between the 
output signal y[k] and the desired output signal 
d[k] [34].
The signal to filter should be connected to the 
Input Terminal. This input can be a scalar random 
signal or a data channel. In this case the input sig-
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nal is a White Gaussian Noise. The Desired Signal 
must have the same type and size of the input sig-
nal; the unknown system response (Fixed FIR Fil-
ter) corresponds to the desired signal. The Output 
Terminal is where the filtered signal is removed. 
The Error Terminal provides the result of subtract-
ing the output signal of the desired signal. Simi-
larly, the RLS Filter block from Simulink® imple-
ments a RLS filter (Recursive Least Squared), with 
the difference that in the latter, the parameter that 
defines the convergence speed is the Lambda en-
try (Forgetting Factor) [35]. The design parameters 
considered the commitment performance versus 
complexity. Table I compares the efficiency of 
LMS, NLMS and RLS algorithms. 
TABLE I
ADAPTIVE FILTERING PERFORMANCE PARAMETERS
Parameter
Adaptive Filtering Algorithm
Least Mean 
Square (LMS)
Normalized LMS 
(NLMS)
Recursive 
Least Squa-
res (RLS)
Convergence Very Slow Convergence Very Slow
Stability Very Stable Stability Very Stable
Complexity Very Low Complexity Very Low
Consumption Very Low Consumption Very Low
Implementation Very Simple Implementation Very Simple
If is necessary to keep the power consump-
tion in the smallest possible levels and the appli-
cation does not requires real-time execution, the 
best option is to implement an adaptive LMS filter 
and Normalized LMS (NLMS). Moreover, a bet-
ter choice for applications that require real-time 
execution and fast convergence falls on the RLS 
adaptive filter.
The principal steps in system identification are: 
experimental design, data collection, model selec-
tion, choosing a selection criterion (convergence 
factor µ for LMS and forgetting factor λ for RLS), 
computing parameters and model validation. The 
identification system architecture of Fig. 2 was im-
plemented in the hardware setup shown in Fig. 6.
Fig. 6. HARDWARE SETUP OF ADAPTIVE IDENTIFICATION SYSTEM
Fuente: autores.
Simulink® includes the interface library for 
platform development DSK C6713 DSP, and al-
lows to link the signals from Simulink® block dia-
grams to the identification system model (White 
Gaussian Noise and FIR Filter response). In sum-
mary, the implementation method of adaptive al-
gorithm in the DSK platform involves the following 
steps [30], [36]: 
1) Construction of the adaptive algorithm in Si-
mulink® model to be converted in C code to 
be transfer to the DSK C6713 development 
board. 
Fig. 5. DESIGN SPECIFICATIONS FOR THE FIXED BANDPASS FIR FILTER AND MAGNITUDE/PHASE RESPONSE IN FDATOOL FROM MATLAB®
Fuente: autores.
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2) Inclusion of specific blocks of DSK C6713 for 
the model, such as ADC and DAC blocks. 
3) Configuration of each block with the desired 
parameters. 
4) Setting options of the development board, 
such as memory map segments, allocating 
area for code and data and other required re-
gisters. 
5) Send and Run the model in Code Composer 
Studio®. 
The Simulink® block diagram used for the 
adaptive system identification is shown in Fig. 7. 
Configuration parameters used for the Adaptive 
Filters blocks and Codec blocks (ADC and DAC) 
considering values suitable for real-time appli-
cations, to obtain a satisfactory compromise be-
tween performance and complexity were: sam-
pling frequency 8 kHz or sampling time 125 µseg, 
filter order length of 60 weights and output data 
type of single precision floating point. 
Fig. 7. SIMULINK® BLOCK DIAGRAM FOR ADAPTIVE IDENTIFICATION SYSTEM
Fuente: autores.
To obtain results for comparative algorithms 
analysis, the Convergence Factor µ for the LMS 
Filter Block was varied between 0.001, 0.01, and 
0.1, for the NLMS Filter Block was varied between 
0.01, 0.05, and 0.15, whereas for RLS Filter Block, 
the Forgetting Factor λ=1–µ was varied between 
0.99, 0.9 and 0.8 respectively. 
4. EXPERIMENTAL PERFORMANCE ANALYSIS 
AND RESULTS
The experimental results using the setup iden-
tification system given in Section 3 are illustrated 
by the graphs in Figs. 8–14, where the LMS, NLMS 
and RLS estimator performances were studied 
and compared in a typical identification applica-
tion over DSK C6713 DSP. The adaptive identifi-
cation system implemented was validated by four 
performance criterions: The identification system 
implemented was validated by four performance cri-
terions: Temporal Analysis using the learning curve 
calculation, Mean Square Error estimation  and the 
algorithm errors computation; Frecuencial Analysis 
using the Fast Fourier Transform and its spectro-
gram analysis; Computational Complexity through 
measurement the clock cycles and time execution 
of the tested algorithms; and finally the precision of 
filter adaptive weights estimation [37]-[46].
4.1. Validation by temporal analysis 
4.1.1. Learning Curve
The effect of modifying the convergence factor 
µ (step-size) for LMS algorithms and the forget-
ting factor λ in RLS algorithm, and the shift of the 
filter length, allows test the obtained performance. 
A shorter filter length was required for obtaining the 
desired identification.
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The comparison of the adaptive algorithms al-
lowed to show that the LMS algorithm was ran with 
five different step-sizes: μ = [0.001; 0.005; 0.01; 
0.05; 0.1]; the same way, the NLMS algorithm ran 
with μ = [0.025; 0.05; 0.1; 0.125; 0.15].  The worst 
behaviors were obtained with the step-size μ = 0.001 
for LMS and μ = 0.025 for NLMS (slower, and with a 
higher steady state square error). 
On the other hand, the best performance was 
presented when the step-size was μ = 0.1 and 0.15 
respectively, achieved a similar average steady state 
response, however NLMS was faster. The identifica-
tion using LMS and NLMS diverges when the conver-
gence factor was executed with values greater than 
0.15, where the behavior was unstable.
Fig. 8. LEARNING CURVE FOR ADAPTIVE ALGORITHMS USED IN SYSTEM 
IDENTIFICATION
a) LMS Algorithm
b) NLMS Algorithm
c) RLS Algorithm
Fuente: autores.
Each of the five step-sizes was interesting: on 
one hand, the larger the step-size, the faster the 
convergence. But on the other hand, the smaller 
the step-size, the better the steady state square 
error. The RLS algorithm was executed with five 
different forgetting factors:  λ = [0.999; 099; 0.9; 
0.85; 0.8]; comparatively, the worst behavior was 
obtained when λ = 0.999; and the best perfor-
mance were presented when λ = 0.8 (faster and, 
lesser steady state square error). 
4.1.2. Mean Square Error (MSE)
This parameter is the most commonly used for 
model testing purposes:
Where y[k] is the predicted output for the 
adaptive filter and N is the number of samples 
used in the identification process. The MSE graph 
of the filtered output signal by the adaptive filter 
with respect to the filter input indicates how fast 
reaches the Least Square Error (LSE), and there-
fore defines the filter convergence rate. The MSE 
quantifies the difference between the estimated 
model (identified) and the real model. For obtain-
ing MSE, both power error signal and power input 
signal in a number of samples is calculated. 
TABLE II
MSE FOR ADAPTIVE ALGORITHMS FOR SYSTEM IDENTIFICATION
Best Adaptive Algorithm MSE
LMS (µ = 0.1) 0.0127
NLMS (µ = 0.15) 0.0116
RLS (λ = 0.8) 0.01
Table II show that the less average MSE was 
0.01 for RLS algorithm, followed by 0.0116 for 
NLMS and 0.0127 by LMS. In order to get bet-
ter insight, Fig. 9a displays the MSE between 
the identified system and the unknown system. 
The convergence speed evaluation was done 
by defining the point at which the graph has 
not significant changes in the MSE along the 
samples. 
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Fig. 9. LEARNING CURVE FOR MSE FOR ADAPTIVE ALGORITHMS USED IN 
SYSTEM IDENTIFICATION 
a) MSE.
b) MSE in dB.
Fuente: autores.
From Fig. 9a it’s clear that the RLS achieve 
faster convergence speed than LMS and NLMS. 
RLS algorithm has lowest MSE with compare to 
other algorithms. Although RLS algorithm con-
verges faster is important to note that its com-
putational complexity was superior due that the 
correlation matrix inversion was involved. In or-
der to compare these algorithms easily, the best 
parameters in above implementation results are 
selected. In Fig. 9a, μ=0.1 for LMS adaptive filter, 
μ=0.15 for NLMS algorithm and λ=0.8 for RLS 
adaptive filter were established for their best 
MSE performance.
Under the same filter length for the adaptive 
algorithms, at first glance the results of Fig. 9b 
showed the same MSE in dB calculation of Fig.9a 
but in logarithmical scale of magnitude. A per-
ceptible difference was presented by the NLMS 
algorithm due that has a higher convergence rate 
than the LMS. Similarly the RLS algorithm has 
faster convergence than the NLMS filter. 
In addition the least error value not was 
reached by the LMS algorithm. The RLS and 
NLMS algorithms reached the lesser error in ap-
proximately –320 dB while the RLS reaches it in 
approximately –220 dB. This implies that the RLS 
and NLMS algorithms had a lower minimum error 
compared to the LMS algorithm.  It’s important 
to state that the minimum error is conditioned by 
the characteristics of the data transfer channel, 
in this experience was used a Jack Stereo 3.5 
mm connector.
According results in Fig. 9 can see that the 
RLS algorithm has a faster convergence than the 
NLMS, and also the NLMS has a higher speed of 
convergence than the LMS algorithm. So it lower 
MSE was obtained for RLS adaptive algorithm. 
It was observed that with increase in number 
of training sessions, the MSE value steadily de-
creases. It means that the adaptive filters trained 
with the adaptive algorithms were tracking the 
system properties.
4.1.3. Measurement of error signal e[k] 
The performance of the adaptive filters was 
appreciated by comparing the error signal, i.e. by 
measurement of difference between the desired 
signal d[k] and the adaptive filter output y[k]. The 
adaptive algorithm convergence is reached when 
there is no significant change in the Error along 
several samples. The best behavior is obtained 
for the adaptive algorithm who reaches before 
to this point. The adaptive algorithms were com-
pared using the same length N=60 weights. The 
best factor convergence was chosen in all experi-
ments: µ=0.1 and µ=0.15 for LMS and NLMS al-
gorithms; and the better factor forgetting equal 
to λ=0.8 for RLS algorithm. The output data were 
captured and displayed in Matlab®. The algo-
rithms errors results are indicated in Fig. 10.
For the case of LMS algorithm the Error shown 
is higher and the convergence speed is lesser 
than in NLMS algorithm, similarly, the RLS algo-
rithm has faster convergence and lesser error 
than the NLMS. As is shown, LMS algorithm con-
verge after about 8438 steps, while NLMS con-
verge after 2812 steps and RLS only needs 704 
steps. That means the adaptive performance of 
RLS is much better than NLMS and LMS algo-
rithms. The reason is that the LMS algorithm only 
uses the transient data to minimize the square 
error, while for RLS algorithm a group of data is 
used. As RLS uses more available information 
under certain restraints, its convergence speed 
is much faster than LMS algorithm.
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Fig. 10. COMPARISON BETWEEN BEST ERRORS SIGNAL FOR IDENTIFICA-
TION SYSTEM 
Fuente: autores.
The mean and standard deviation of the error 
signals were calculated too, in order to character-
ize the adaptive algorithms performances. The 
corresponding values are indicated in Table III. 
As it can be seen the behaviors are very good for 
different adaptive algorithms; however the better 
dispersion measures were obtained for RLS algo-
rithm. In contrast, the performances are unsatis-
factory when the convergence factor decreases or 
when the forgetting factor increases.
TABLE III
MEAN AND DISPERSION VALUES FOR ADAPTIVE ALGORITHMS
Best Adaptive Algorithm Mean Standard Deviation 
LMS (µ = 0.1) 4.76×10–4 4.76×10–4
NLMS (µ = 0.15) 1.86×10–4 1.86×10–4
RLS (λ = 0.8) 3.58·10–5 3.58×10–5
4.2. Frequency analysis validation
4.2.1. Magnitude Spectrum using FFT
In order to observe the identification system 
performance in the frequency domain was ap-
plied the Fast Fourier Transform (FFT) to the out-
put signal of the adaptive filters tested.  To ob-
tain the FFT, CCS has a draw tool to directly plot 
the FFT of data vector. The FFT was obtained 
with a rectangular window, 16 order, 256 frame 
size and 8 kHz of sampling frequency. Compar-
ing the frequency response between the desired 
signal d[k] (FFT applied to the unknown system 
i.e. the BandPass FIR Filter with 2 kHz center 
frequency)  with respect to the FFT of the fil-
tered output y[k] (frequency response of identi-
fied system) define how much variation exists 
between them in frequency domain. 
Fig. 11a depicts the FFT of the output re-
sponse of the unknown system implemented 
(Band Pass FIR Filter with 50 weights), captured 
in the DSK C6713 from a GWN input signal gen-
erated from Matlab® and using CCS™ V3.1. 
The main lobe in the frequency response of un-
known system was showed around the central 
frequency of 2 kHz.
In order to approach the context of system 
identification, the set adaptive algorithms was 
implemented using the same filter length N=60. 
Figs. 11b, 11c and 11d display the FFT applied 
to the output of the adaptive filtering algorithms 
implemented, that were visualized in CCS™. 
The obtained results had much similarity and 
were basically the same. In general the recov-
ered spectrum for RLS algorithm output was 
less attenuated than for the LMS and NLMS 
filters. Just as it was observed that the spec-
trum was strongly attenuated when the value 
of λ decreases for the RLS adaptive algorithm 
and when µ increases for the LMS adaptive al-
gorithms.  Similar effects appear when the filter 
length N increases.
For frequency evaluation is clearly visible that 
the three algorithms have the main lobe in the cen-
ter frequency of 2 kHz. However there is a frequency 
deformation for the LMS algorithm with respect the 
frequency response of the unknown system due 
de main lobe was wider. Likewise the frequency re-
sponse of NLMS algorithm showed some harmonic 
components where they should not appear (close 
of 1 kHz and 3 kHz). The RLS algorithm showed 
very good frequency response and attenuation. 
Similar results were obtained when the algorithm 
outputs from the DSK C6713 were applied to the 
oscilloscope using the FFT tool incorporated. These 
responses are showed in Fig.12.
4.2.2. Spectrogram
The Specgram function of Matlab® shows a 
time dependent frequency analysis which gives the 
power density of the signal (warmer colors corre-
spond to higher density while colder colors to lower 
density). In Fig. 13 the spectrogram response for 
N=60 weight order graph during 0.5 seconds are 
shown for analyzed algorithms.
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Fig. 11. MAGNITUDE FREQUENCY SPECTRUM USING FFT APPLIED TO 
THE FILTERED OUTPUT GENERATED BY THE ADAPTIVE ALGORITHMS FOR 
SYSTEM IDENTIFICATION
a) FFT Applied to Desired Signal (BandPass FIR Filter Response)
b) LMS with N=60 and µ = 0.1
c) NLMS with N=60 and µ = 0.15.
d) RLS with N=60 and λ = 0.8.
Fuente: autores.
From the figures it can be noticed that the NLMS 
and RLS obtained the best performance. The LMS 
spectrogram result shows some excess of energy 
while the NLMS result shows some energy in the 1 
kHz and 3 kHz frequency components.
Fig. 12. MAGNITUDE SPECTRUM USING FFT APPLIED IN SCOPE TO THE 
ADAPTIVE FILTERS IMPLEMENTED IN DSK C6713
a) FFT applied to desired signal
b) LMS with N=60 and µ = 0.1.
c) NLMS with N=60 and µ = 0.15.
d) RLS with N=60 and λ = 0.8.
Fuente: autores.
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Fig. 13. SPECTOGRAM APPLIED TO THE FILTERED OUTPUT GENERATED 
BY THE ADAPTIVE ALGORITHMS FOR SYSTEM IDENTIFICATION
a) Unknown System Spectogram
b) LMS Spectrogram
c) NLMS Spectogram
d) RLS Spectrogram
4.3. Computational complexity
4.3.1. Processing Time
Was analyzed using the clock cycles reference, 
i.e., the number of clock cycles it takes the DSP 
to perform an iteration for each algorithm is mea-
sured. Each iteration include: the weights shifting 
of the adaptive filter, the adaptation algorithm and 
the filtering process.  
The CCS™ automatically provides the clock cy-
cles using breakpoints, located where the iteration 
begins and ends.  Table IV shows the clock cycles 
and the corresponding duration time in µseconds 
for each algorithm tested. The filters length was 
defined to work with 60 stages respectively. It’s 
important to note that the DSP TMS320C6713 
contains 8 different processing units that can 
work simultaneously. The first execution cycle usu-
ally takes longer time than the next cycles due to 
the initialization of vectors and variables.
TABLE IV
EXECUTION TIME OF ADAPTIVE ALGORITHMS
Adaptive 
Algorithm
N =40 N=60
Clock 
Cycles
Time µseg
Clock 
Cycles
Time µseg
LMS 5540 24,6 7716 34,2
NLMS 6238 27,72 8464 37,6
RLS 15064 66,9 21596 95,9
Can be seen that the LMS algorithm obtained 
the highest processing speed, however its perfor-
mance was not the best in comparison with the 
NLMS and RLS algorithms. The higher execution 
time was obtained by the RLS algorithm indepen-
dently of the filter length, due its higher computa-
tional complexity.
4.4. Accuracy in Weights Estimation
For accuracy analysis, a superimposition of the 
desired input coefficients (Fixed FIR Filter for un-
known system) and output weights of the adaptive 
filters were analyzed in Matlab®. In Fig. 14 the blue 
signal corresponded to the input coefficients and 
the red signal were the reached output weights. 
The adaptive filters were tested with N = 60 weights.
Proper choice of the convergence factor and 
the forgetting factor ensured the properly accu-
racy of the adaptive algorithms tested converged, 
due was almost impossible to see the difference 
between the output and input weights.  The ad-
aptation process illustrated in Fig. 14 showed the 
precisely adjust of the output weights of the adap-
tive filters with the unknown system coefficients 
in time.   
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Fig. 14. COEFFICIENTS WEIGHT ESTIMATION FOR ADAPTIVE ALGO-
RITHMS TESTED
a) LMS with N=60 and µ = 0.1.
b) NLMS with N=60 and µ = 0.15.
c) RLS with N=60 and λ = 0.8.
d) Output Coefficients RLS in CCS.
Fuente: autores.
5. CONCLUSIONS
In this work three variants of adaptive algo-
rithms (LMS, NLMS and RLS) were implemented 
and analyzed for system identification over a DSP 
TMS320C6713 platform. The results show that 
both NLMS and RLS adaption algorithms had 
obtained the higher convergence speed, time re-
sponse and frequency response. The worst behav-
ior was presented for LMS algorithm, however its 
processing times demonstrated to have both the 
most number of clock cycles and execution time 
duration. This aspect is important to consider for 
the specific application of these adaptation algo-
rithms.
In the case of the identification system imple-
mented was considered to use as unknown sys-
tem a BandPass FIR Filter of 50 stages, designed 
to a center frequency of 2 kHz, for this reason, 
assessing the commitment between performance 
filter and computational cost, the implemented 
adaptive filters were probed with a weights length 
of 60, without any problem, however in applica-
tions where the data bandwidth is greater, and 
where required high sampling frequency, the RLS 
algorithm should be carefully considered due of 
its high computational cost.
The RLS adaptive algorithm had better per-
formance in frequency analysis using the FFT re-
sponse, while LMS algorithm had distortion in its 
frequency response, in spite of the three respons-
es had center frequency in 2 kHz.
The identification system was successfully im-
plemented in a Digital Signal Processor, since not 
only was easy to mount, but also exploited at maxi-
mum the development board DSK C6713 specifi-
cations, besides, in spite of the few resources for 
research and hardware fabrication, this techno-
logical tool was appropriate and convenient due 
its low cost and its compatibility with Matlab® 
platform.
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