Introduction
It is a well known fact [4] that a continuous path in the space of n × n complex matrices A(x) : R → M n induces continuous eigenvalue paths in the parameter x. In particular, we can choose n of these paths so that each of them corresponds to an eigenvalue of A(x). These paths will be our primary tool to study the eigen-surface associated with a set of matrices S, denoted ES(S) ⊆ C k+1 . If S is contained in the span of the matrices A 1 , A 2 , . . . , A k , then we can define 1 ES(S) := {(α 1 , α 2 , . . . , α k , λ) | A ∈ S, λ ∈ σ(A), A = α 1 A + α 2 A 2 + · · · + α k A k }.
We define σ * (A) := (α 1 , . . . , α k ) × σ(A) to distinguish elements in this higher dimensional space, and we will refer to its elements as λ(A) ∈ σ * (A). For eigenpaths we write λ(A(x)) indicating that for all x, λ(A(x)) ∈ σ * (A(x)). We suppress our choice of spanning matrices in this notation as any choice will generate an eigensurface that is equivalent up to homeomorphism. We will think of this set as the collection of all eigenpaths realized by S. This object has particular significance in physics as it can be thought of as the potential energy surface realized by a particular atomic configuration space [2] . However, this application is typically restricted to the convex hull of Hermitian matrices, whereas here we will loosen this restriction and consider arbitrary matrices. Working in this more general setting will allow us to gain additional insight on this problem, as well as apply this research to other important questions such as the eigenvalues realized by DS n , the doublystochastic matrices. These matrices play an important role in probability and modeling, and they relate to this work as they can be represented as the convex hull of the permutation matrices [3] .
Transitivity
We say S is transitive if λ i (A) λ j (A) =⇒ λ i (A) = λ j (A). Further, if S has the property for any A, B ∈ S and λ ∈ σ(A) with algebraic multiplicity k, there exists µ ∈ σ(B) where µ has algebraic multiplicity k, we say that S has unifrom multiplicity. Lemma 3.1. For a matrix A ∈ M n , there exist a neighborhood N ⊆ M n of A and neighborhoods D i ⊆ C of the eigenvalues λ i (A) such that for all matrix paths P (x) contained fully within N , any eigenpath of P (x) is contained entirely within one D i .
Proof. If A has only one distinct eigenvalue, then take any ε > 0 and choose δ > 0 such that A − B < δ gives |σ(A) − σ(B)| < ε 2 . If A has more than one distinct eigenvalue, define 3 . Choose any matrix path P (x) contained within B δ (A) and corresponding eigenpath λ(P (x)), and note that λ(P (0)) is in D k for some k. In fact, λ(P (x)) is contained in D k for all x ∈ [0, 1] since all D i corresponding to distinct eigenvalues are disjoint by choice of R, so that if λ(P (x)) leaves D k , by continuity it must at some point be at least distance R from all eigenvalues of A, contradicting the choice of δ.
Proof. We first note that by the continuity of the spectrum and our assumption of uniform multiplicity, we can choose δ > 0 so that each D i corresponding to B δ (A) has eigenvalues of strictly 1 algebraic multiplicity, and thus each matrix has a unique eigenvalue in this neighborhood. We further construct these neighborhoods to be disjoint by lemma 3.1, and so we see that λ(B) λ (B) and this is the only such pairing, thus it is transitive. there exists a pairing λ i (A(0, 1)) λ j (A(0, 1)) in the image of B(x), where λ i (A(0, 0)) λ j (A(0, 0)) in the image of A(x) then the image of A(x, y) does not have uniform multiplicity. Further, any continuous deformation of a path over a space of uniform multiplicity will preserve pairings.
Proof. We define the set T := {y ∈ [0, 1] | λ i (A(x, y)) λ j (A(x, y))} and L := sup T where L ≥ 0 by hypothesis. This pairing either occurs in A(x, L) or there must be a sequence (γ n ) → L, with γ n > L for all n, where this paring occurs in A(x, γ n ) (by definition of L). We can then apply theorem 2.3 again to see that this paring must occur in C(x) := A(x, L), and so this is the only case to consider. Now, we restrict ourselves to x ∈ [α, 1] for some α > 0. By the above, we see that λ i (C(α)) λ j (C(0)). By definition of L, we see that there is a sequence (φ n ) → L, φ n < L for all n where a different pairing occurs, that is, there exists k = j where λ i (A(α, φ n )) λ k (A(0, φ n )). Applying theorem 2.3 again, we get that λ i (C(α)) λ j (C(0)), λ k (C(0)), which can only happen if two distinct eigenpaths (where the initial and terminal ends are not both equal) must intersect in C(x), and so this path cannot have uniform multiplicity. 1)). If the image of A(x) is not transitive, then not all matrices in S can have the same multiplicity lists.
Proof. This follows by taking the contraction from
A(x) to the initial point A(0). As A(0) is trivially transitive, a different pairing must occur in A(x), and so by theorem 3.3 A(x, y) cannot have uniform multiplicity, and thus S cannot have uniform multiplicity. Proof. Clearly, transitivity implies uniform multiplicity. Further, by corollary 3.4, uniform multiplicity implies that all paths in S must have the same pairings, and because the trivial constant paths are transitive, S must be transitive. Corollary 3.6. If S is simply connected, and K is one of its k-components, k > 1, then there must be an eigenvalue with algebraic multiplicity > 1 in K. 
Classifying Eigenvalues
We now restrict ourselves to the convex-hull of matrices, that is, for matrices A 1 , . . . , A ∈ M n ,
which is simply-connected and compact. If A, B ∈ M n , then we say that A B if the multiplicity list of A is greater than or equal to the multiplicity list of B in the lexicographic topology, and we omit the bar for strict inequality. Here, we take the multiplicity list of a matrix A ∈ M n to be an ordered n-tuple (a n , . . . , a 1 ) where a i is the number of i algebraic multiplicity eigenvalues of A, and our imposed ordering is such that these a i are compared in descending order with respect to i, for example, (3, 4, 2) (2, 5, 3).
that is dense with uniform multiplicity. Additionally, it is open in the subspace topology. Further, if B ∈ U := Co(A 1 , . . . , A k ) \ C then B C for any C ∈ C. We call this the core of the set.
Proof. As there are finitely many multiplicity lists for matrices in M n , we can take the minimum that occurs over S. We first argue that it is dense. It is sufficient to show that for arbitrary A ∈ S, for all ε > 0, there exists C ∈ C ∩ B ε (A). We argue by contradiction. Suppose not, then there exists
. This is a contradiction. The fact that this is open in the subspace topology follows from the continuity of the spectrum, as for any C ∈ C there must be some ε > 0 where for any B ∈ B ε (C), C B. Proof. By corollary 3.2 C is locally transitive, and thus the eigenvalues can locally be parameterized as continuous (smooth) functions, thus this result is clear by the construction of ES(C).
We say that, for a matrix A ∈ U, A is locally non-transitive if, for any ε > 0, B ε (A) ∩ C is not transitive, and further, for all eigenvalues λ(A) ∈ σ * (A) and any matrix B
What this definition signifies is that there is locally a path in C which connects all of the eigenvalues which are path-connected through A. We say these eigenvalues collide at A. Figure 5 : An example of a Co(A 1 , A 2 , A 3 ) where U is a single matrix that is locally non-transitive. Lemma 4.3. Let us describe the matrices in S by their coefficients (α 1 , . . . , α k ). There is an analytic functions of k variables such that for any A ∈ U, the coefficients corresponding to A are such that f (A) = 0. Further, for any C ∈ C, f (C) = 0.
Proof. When we consider the characteristic polynomials of the matrices in C as a function of these coefficients, we see that if all of the eigenvalues are simple then this forms an irreducible function, and if not, it can be reduced to the product of irreducible functions, all of which have distinct roots [5] . The discriminant of these irreducible analytic functions is zero precisely when the algebraic multiplicity of the eigenvalues increases, thus the claim is proven, as either we only need to consider the discriminant, or we can consider the product of the discriminants of each reduced function. for each matrix C ∈ C, we take ε > 0 such that B ε (C) ∩ U = ∅. Then, for arbitrary δ > 0, we can take the δ-neighborhood U δ of U. These open sets form a cover of Co (A 1 , . . . , A k ) , and because it is compact, we can take a finite subcover. All of the sets except for U δ are transitive by corollary 3.5, and it is clear that we can form a partition of the convex hull by taking unions and intersections of these sets as necessary. 
is topologically a manifold.
Proof. It suffices to show that we can parameterize these eigenvalues as a single continuous function. By hypothesis, we can take a closed λ(B(x) ) that achieves all eigenvalues which collide at λ(A). By lemma 4.3, we see that for sufficiently small ε > 0, C ∩B ε (A) forms the same homotopy equivalence class, thus by theorem 3.3 we can continuously parameterize all eigenvalues realized by this set in this way.
We can extend this function continuously to λ(A) and the other matrices in U ∩ B ε (A).
We observe here that this methodology leads to a natural symmetry with analytic perturbations of a single variable. If we take the line segment from a matrix C ∈ C to A ∈ U where A is locally non-transitive, C(1−x)+xA, we can interpret this as the analytic perturbation C + x(A − C). If we consider this function locally about x = 1, we see that the eigenvalues must also form a cycle about this algebraic singularity as this path is in the same homotopy class as the one described above, and so we can describe these eigenvalues as Puiseux series [4] . Thus this non-transitive behaviour generally can be thought of as continuous deformations of the branches of an algebraic function. Theorem 4.6. If A ∈ U is not locally non-transitive, then there is no ε > 0 such that
Proof. It suffices to show that there is no local chart to Euclidean space at A. By lemma 4.3, U can be represented as a manifold of at most k − 2 real dimensions, while Co(A 1 , . . . , A k ) is a k − 1 dimensional manifold. We suppose there is such a local chart f . If A ∈ ∂C, then it follows that we can take a sufficiently small open neighborhoods V about A that V ∩ Co(A 1 , . . . , A k ) = V ∩ U. Thus V ∩ U is locally homeomorphic to R k−1 by f , but it is also locally homeomorphic to R k−2 , which is a contradiction. If A ∈ ∂C, then we see that removing U from V ∩Co(A 1 , . . . , A k ) forms a separation of this set into at least 4 connected sets, which is not possible when removing a R k−2 manifold from a R k−1 manifold, contradicting Co(A 1 , . . . , A k ) is locally homeomorphic to R k−1 at A. Corollary 4.7. If A ∈ U has higher dimensional commutator space than all matrices in C, then there is no ε > 0 such that Co(A 1 , . . . , A k )) is topologically a manifold. (Co(A 1 , A 2 , A 3 ) ) which is not a manifold with boundary, as there is a matrix A ∈ U which is diagonalizable.
Proof. This is a sufficient condition for A to not be locally non-transitive, that is, some of the eigenvalues can be locally considered as independent, well-defined functions [4] . (Co(A 1 , . . . , A k ) ) is topologically a manifold with boundary then it has uniform commutator space dimension, except perhaps in C where uniform multiplicity is sufficient.
Computational Methods
Computationally, it is impossible to consider all paths in Co(A 1 , . . . , A k ), thus we provide justification to study a simpler, more amenable collection of paths. We define ES (S) to be the eigen-surface of a set S where we only consider eigenvalue pairings by polygonal paths in S, that is, paths that are the union of line segments. Proof. It is sufficient to show that for arbitrary A ∈ Co(A 1 , . . . , A k Co(A 1 , . . . , A k ) , so it follows that path connected ⇐⇒ polygonal path connected, so we are done.
This argument tells us that it is sufficient to consider only representative paths of each homotopy class, reducing the problem to a finite com- (Co(A 1 , . . . , A k )) Proof. We argue by contradiction. We define d(λ(A), λ(B)) : V (G(K )) × V (G(K )) → Z to be the maximum path length between two vertices in G(K ) and we call S := Co(A 1 , . . . , A k ). By lemma 5.1, d(λ(A), λ(B)) = c < ∞ for any eigenvalues in K . If G(K ) were to have infinite diameter, then there must be a sequence of ma-
Now, we can take a convergent subsequence of these tuples, where λ(B) ).
By lemma 3.1, for n i sufficiently large, the line segment from A n i to A and from B n i to B will induce pairing between λ(A n i ) and λ(A), and λ(B n i ) and B. We have then that λ(B) ) + 2 for all n i large enough. However, we also have that d(λ(A n i ), λ(B n i )) is arbitrarily large for n i large enough, giving us a contradiction.
We define the principle graph of Co(A 1 , . . . , A k ) to be the graph generated only by considering representative matrices in U and the matrices A 1 , . . . , A k . This object provides information on the overall structure of its eigen-surface, highlighting regions of high transitivity, and how these regions are joined together as a partition of Co(A 1 , . . . , A k ). 
Examples

Hermitian Matrices
Hermitian matrices have real eigenvalues, and we can use this fact to show that all Hermitian
Nonnegative Irreducible Matrices
Alex Kokot matrix closed paths are weakly transitive, that is, for all i ∈ [n], we can take paths λ i (A(x)) where λ i (A(0)) = λ i (A(1) ). This proof also holds for any other path connected set where the matrices have real eigenvalues. Lemma 6.1. Let S ⊆ M n be a path connected set. If S is such that all A ∈ S, A is Hermitian =⇒ S is weakly transitive.
Proof. Suppose that λ i (A) λ j (A) and λ k (A) λ i (A), i ≥ j, k, with respect to a Hermitian matrix path. We see then that we can take continuous real functions 4 
. We see then by the intermediate value theorem that these paths must intersect, and so we can construct the desired path. We can argue similarly when considering the reverse inequalities.
We further note that as the convex hull of Hermitian matrices is everywhere diagonalizable, its eigen-surface fails to be a topological manifold if it does not have uniform multiplicity, that is, all eigenvalues must be simple. These results also hold when considering the singular values of a convex hull, as these are the eigenvalues of Hermitian matrices.
Suppose A 1 , . . . , A k ∈ M n are primitive and irreducible matrices. Then any convex combination thereof is also primitive irreducible. Thus, by the Perron-Frobenius theory, every element of Co(A 1 , . . . , A k ) has a Perron root, a real positive eigenvalue of highest magnitude amongst all eigenvalues, that is of multiplicity 1 [1] . As the spectrum is continuous, we see then that the Perron roots of matrices in Co(A 1 , . . . , A k ) must all be contained in a single 1−component. 4 here we consider the eigenpaths as real functions Figure 8 : The eigen-surface of the convex hull of three nonnegative irreducible matrices.
Brauer Perturbations and PageRank
A well-known result on eigenvalue perturbation by Brauer states that for a matrix A with eigenvalues λ 1 , . . . , λ n , corresponding eigenvector x of λ i , and any choice of vector v ∈ C n , A + xv * has eigenvalues λ 1 + v * x, λ 2 , . . . , λ n [10] .
] is a continuously varying eigenvalue present in Co(A, xv * ).
Thus we see that there is a separable component containing λ 1 and v * x. Further, there is an (n − 1)−component containing 0 (as an eigenvalue of xv * of multiplicity n−1) and αλ 2 , . . . , αλ n for α ∈ [0, 1], which may or may not be separable.
As in standard PageRank, let S ∈ M n be a row stochastic matrix, let e ∈ R n be the all ones vector, and let v ∈ R n be any probability vector. S has 1 as an eigenvalue with eigenvector e-label the eigenvalues of S as 1, λ 2 , . . . , λ n . The google matrix G is some choice of convex combination αS + (1 − α)ev T . Since e is an eigenvalue of S, each of these choices of α is a Brauer perturbation of αS, and v T e = 1, so the eigenvalues of αS + (1 − α)ev T are 1, αλ 2 , . . . , αλ n .
In particular, the spectra of Co(S, ev T ), which contains all possible choices of G, has 1 is contained in a 1−component, and the rest of the eigenvalues αλ i for i = 2, . . . , n and α ∈ [0, 1] 
Tri-Diagonal Toeplitz
Suppose A 1 , . . . , A k are tri-diagonal toeplitz matrices. Then all convex combinations i α i A i are tri-diagonal toeplitz as well, with diagonal entries given by i α i a i , where a i is the diagonal element of A i , and so on. Likewise, if b i are the super-diagonal elements of A i and c i are the sub-diagonal elements of A i , then
and, using the known formula [7] for eigenvalues of tri-diagonal toeplitz matrices, has eigenvalues λ k = i α i a i +2 ( i α i b i )( i α i c i ) cos( πk n + 1 )
. Figure 9 : The pairings between two Tri-Diagonal Toeplitz matrices
It follows then that these sets are weakly transitive, and if the off-diagonal matrices are never 0 in the convex hull, we further see that the eigensurface is comprised of n 1-components.
Shared Eigenvectors
Suppose A 1 , . . . , A k are a family of matrices in which all eigenvectors are shared. We can take them to be circulant matrices [9] , commuting matrices [3] , diagonal matrices, etc. As we can simultaneously triangularize all matrices in Co (A 1 , . . . , A k ) , it is clear that these eigenvalues are weakly transitive as they are well-defined continuous functions of the convex coefficients. The criteria then for these sets to be transitive is Figure 10 : The eigen-surface of the convex hull of three circulant matrices.
to verify that these continuous eigenvalue functions never intersect.
Dimensional Relationships
Here we only consider pairings that occur in the line-segments between matrices. (Co(T, A, B) ), such that p A (0) = p B (0) = λ(T ), p A (1) = λ(A), p B (1) = λ(B).
Proof. By hypothesis, λ(T ) λ (A + B) , and a simple algebraic computation reveals that pairings are unchanged by positive scaling, so we have that λ(T ) λ(1/2(A + B)) ∈ ES(Co (T, A, B) ).
