This paper illustrates the use of moving mesh methods for solving partial differential equation (PDE) problems in Q-tensor theory of liquid crystals. We present the results of an initial study using a simple one-dimensional test problem which illustrates the feasibility of applying adaptive grid techniques in such situations. We describe how the grids are computed using an equidistribution principle, and investigate the comparative accuracy of adaptive and uniform grid strategies, both theoretically and via numerical examples.
Introduction
The mathematical theory of liquid crystals has been extensively studied for over 75 years (for an introduction to many of the important ideas, see [1] ). However, to date there has been much less work done on the numerous interesting and important numerical analysis issues which the study of such materials raises. Often, the underlying physical problems involve characteristic length and time scales which vary by many orders of magnitude, or complex combinations of fluid flow and changes in orientational order within a liquid crystal cell. Such features provide difficult numerical challenges to those trying to simulate the real-life dynamic situations which are of interest in an industrial setting. In this paper, we investigate the use of moving mesh solution techniques for a simple one-dimensional (1D) Q-tensor model of a nematic liquid crystal cell, with the aim of establishing the feasibility of these methods in the accurate representation of regions of high elastic distortion (defects) in novel liquid crystal display devices. Construction of grids that dynamically adapt to features of the computed solution is currently an area of intense research activity in numerical analysis, but such methods have not yet been used for applications in liquid crystals.
Most moving mesh methods can be classified into two groups: velocity based methods which calculate the mesh velocity directly (e.g. moving finite element methods [2] , geometric conservation law methods [3] ), and location based methods which directly control the mesh points themselves (e.g. equidistribution based methods [4, 5] , harmonic mapping [6] ). A comparison of these two classes is given in [7] . One key feature of velocity based schemes highlighted therein is the tendency for the calculated meshes to become increasingly skew, a problem which can be addressed by remeshing (although this may be expensive). We have therefore chosen to focus on the more established location based methods using equidistribution principles.
The structure of the paper is as follows. We begin with a brief description of the basic ideas involved in Q-tensor modelling, and introduce the 1D model problem to be studied in this paper. Section 3 contains an explanation of the concept of equidistribution and sets out the moving mesh algorithm used. In Section 4, the convergence rate and accuracy of uniform and adaptive grids is compared via a theoretical example, while Section 5 presents the results of numerical experiments which confirm that these results hold in practice for the 1D nematic liquid crystal cell studied.
A simple Q-tensor model in one dimension

Q-tensor theory
The most general configuration of molecules in a nematic material is a biaxial state. The standard director-based description of this state involves the specification of two directors (n and m) and two scalar order parameters (S 1 and S 2 ). This results in a theory based on five degrees of freedom, namely, the Euler angles φ, θ, ψ and the order parameters S 1 and S 2 (see for example [8] ). In Q-tensor theory, the same information is represented by the second rank tensor
where I is the identity [9] . This tensor, which is symmetric and has zero trace (as |n| = |m| = 1), can be written in general as
involving the 5 quantities q i , i = 1, . . . , 5. A detailed description of this model is given in [8] .
For static problems, the equilibrium configuration of the dependent variables can be found by solving the set of differential equations which result from minimising the total free energy F of the liquid crystal sample. If it is assumed that distortions of Q are small, F can be taken to depend only on Q and its first derivatives, that is, we may write
In this paper, we apply fixed boundary conditions (strong anchoring), so the surface energy term can be ignored in the minimisation. Taking the elastic energy up to second order in the gradient of Q, the bulk energy can be written as F bulk = F thermotropic + F elastic ≡ F t + F e , with
where A, B, C, L 1 and L 2 are positive constants, T represents temperature and T * is the pseudocritical temperature at which the isotropic phase becomes unstable (see [10] ). The values for these material constants used here are
A uniaxial 1D model
For a uniaxial model, only one director and one order parameter are required, with associated Q-tensor
If in a 1D model of this type we take the z-axis in the direction of n, (4) simplifies further to give
that is, Q depends only on the scalar order parameter S. The free energy density can be therefore be minimised (and hence the equilibrium configuration of S identified) by solving a single EulerLagrange equation for S, subject to suitable boundary conditions. Here we study the variation of S in a sample with homogeneous uniaxial alignment in the one-
Note that this domain has been scaled in accordance with the above non-dimensionalisation, that is, the true length of the physical domain is d microns where d = d s ζ. For this model problem, the expressions for the energies in (3) simplify to
The governing differential equation for S is therefore the Euler-Lagrange equation
We solve this subject to the boundary conditions S = 0 at z = 0 and S = S eq at z = d s . That is, at the left edge of the domain the sample is isotropic, and at the right edge, S has reached its equilibrium value of S eq , which is the equilibrium nematic scalar order parameter. The value of S eq , which minimises F t in (5)) over S, is S eq = (B s + B 2 s − 4A s C s )/(2C s ) = 4.3896 × 10 −1 . We can obtain a numerical approximation to the solution of (6) as follows. Multiplying both sides of (6) by S ′ and integrating gives
where c 1 is the constant of integration. To evaluate this constant, we apply the given boundary condition S = S eq at z = d s and make the additional assumption that S ′ = 0 at z = d s . This will be the case if d s is large enough, as S varies rapidly near z = 0 then quickly approaches the equilibrium value. With this assumption, we have
so, writing
we obtain
and integration gives
An approximation to the solution can therefore be obtained using a numerical evaluation of (7) 3 Moving mesh methods
Mappings and equidistribution
It is well known in the numerical analysis community that adaptive moving mesh methods are capable of resolving solutions with sharp transitions such as boundary layers to acceptable degrees of accuracy without using an excessive number of grid points. The idea is that instead of selectively refining and derefining the mesh, existing points are moved to regions of high error while maintaining the same grid connectivity. For this type of adaptivity, the new mesh is usually constructed as the image under a suitably defined mapping of a fixed mesh over an auxiliary domain. The idea underlying many such mappings is an equidistribution principle, originally introduced by de Boor [12] for solving boundary value problems for ordinary differential equations. The aim is to select grid points in order to limit some measure of the solution error (defined using a monitor function) by distributing it equally across each subinterval. As an example, suppose we are solving on a physical domain Ω p ≡ [0, 1] for an unknown function u(z, t). To generate a grid, we look for a mapping from computational space Ω c × (0, T ] say (where Ω c is usually taken to be the same as Ω p ) to physical space Ω p × (0, T ] such that, in the transformed variables, the variation of the selected monitor function is reduced. For example, if z and ξ denote the physical and computational coordinates, respectively, a one-to-one coordinate transformation between the domains is denoted by
We impose a uniform mesh on the computational domain, given by
where N is a positive integer, and denote the corresponding mesh in Ω p by
For a chosen monitor function M (u(z, t)), the one-dimensional equidistribution principle (EP) can be expressed as
This EP can be expressed equivalently in discrete form as
One major issue associated with the generation of adaptive grids based on an equidistribution principle is the choice of a suitable monitor function. This is particularly true for complicated PDEs and in higher dimensions. For this paper, we restrict our attention to one of the standard methods and choose M to be a measure of the arc-length of a specified quantity, here the solution u(z). That is, we take
where µ is a user-prescribed scaling parameter. Examples of the use of other monitor functions for 1D problems can be found in [13, 14, 15] .
Adaptive solution procedure
The moving mesh algorithm has two key components, namely, the generation of a grid and the solution of the physical differential equation (equation (6)) on that grid. As (6) models a steady problem, an artificial time scale is introduced and these steps are carried out alternately until the mesh positions are no longer significantly changing. In practice, the adaptive solution process was implemented using MATLAB [16] and the COM-SOL Multiphysics finite element package [17] . The grid generation follows the method presented by Sanz-Serna and Christie in [18] which is equivalent to equidistributing the arc-length monitor function given by (10) over the interval [0, d] . The solution of (6) on the new grid and the advancement of the solution in time is carried out within COMSOL. Specifically, at each time step (6) is solved using finite element approximation with quadratic elements. The solution S is then updated in time via one step of the COMSOL time-dependent solver, femtime. Note that the initial grid points are uniformly distributed on [0, d].
Analysis of mesh convergence 4.1 Analytic test problem
The aim of this section is to assess the level of accuracy obtained using the moving mesh method described above and a traditional uniform grid. To this end, we study a problem closely related to the model problem in §2.2 but whose Euler-Lagrange equation has an exact solution.
Specifically, we replace the quartic energy polynomial F t in (5) by a simpler quadratic one, which we will call F q . We choose F q to be the quadratic which passes through the origin and has a minimum at the same point as F t (that is, at (S eq , F eq ) where F eq = F t (S eq )). This is the quadratic polynomial
Plots of F q (dashed line) and F t (solid line) in shown in Figure 1(a) . The Euler-Lagrange equation associated with the new total energyF = F q + F e is
,β = 1 S eq , this becomes
With
where ρ = |αβ|. Figures 1(b) , (c) and (d) show a comparison of the solutions to (6) and (11) given by numerical integration of (7) (solid line) and evaluation of (12) for values of d = 0.1, 1, 10 microns. It can be seen that the shape of the two curves is very similar in each case, with a boundary layer of width ρ at z = 0. Note that for the physically realistic values of d considered here, tanh (ρd s ) ≃ 1 so in practice we use
to represent the 'exact' solution of (11).
Mesh convergence
We now analyse the convergence of the adaptive grid obtained by equidistributing the solution arc-length in the above problem. Specifically, we use the adaptive algorithm described in §3.2 with monitor function
The resulting mesh trajectories (plotted against time) with N = 64 and d = 1 micron are shown in Figure 2 (a). Figure 2 (b) shows a magnification of the trajectories over the first ten time steps (the time step size is δt = 1e − 7). It can be seen that the node points move very quickly in response to the presence of the boundary layer. The behaviour of the error as a grid is refined will clearly depend on the choice of norm used to measure that error. When considering problems with boundary layers, the appropriate norm is the maximum norm: other norms involve averaging techniques which smooth out the error and prevent the capture of local behaviour within the layer. To measure the error e in the linear interpolant, S I say, of the solution (13) to (11), we use the L ∞ norm defined by e L∞(0,ds) = max
and consider the L ∞ error incurred on a uniform grid and on an adaptive grid obtained as described above.
Suppose that S ex (z) is approximated by its piecewise linear interpolant, S I (z). From standard interpolation theory, there exists a positive constant c 1 independent of S(z) such that
where η i ∈ (z i−1 , z i ). As
on a uniform grid with z i − z i−1 = 1/N we have from (15) that
where C is independent of N . For the adaptive grid, (15) can be used together with the equidistribution principle (9) to get
where c 2 = c 1 ρ 2 S eq . Hence, there is also a bound of the form (16) in this case (with a different constant C). Tables 1 and 2 show the values of a numerical approximation to the L ∞ error L ∞ (N ) for regions of d = 0.1, 1, 10 microns. The approximation was obtained by computing (14) on a refined grid with 10 evenly spaced points in each interval (z i−1 , z i ), i = 1, . . . , N . Also shown is the convergence rate κ calculated by assuming a relationship of the form L ∞ (N ) = C/N κ and comparing neighbouring lines in the table to obtain
(as in [19] ). It is clear from these results that, on both grids, the bound on the interpolation error (16) is sharp, that is, the error decays in practice like N −2 as predicted. Furthermore, for a given N , the adaptive grid error is always smaller than the uniform one. This implies that the constant C in (16) is smaller in the adaptive grid case so, in practice, the same specified order of accuracy can be reached using an adaptive grid with a smaller number of points.
Accuracy and efficiency in practice
For general situations (including the model problem described in §2.2), the exact solution will not be available to use in error computations. Accepted practice in the field suggests instead comparing computed solutions with a numerical solution calculated using a very fine uniform grid, using linear interpolation to obtain the values of this fine grid solution at the current grid points. Here we use a fine grid with N = 131072 and denote its interpolant by S f . We also need to replace the L ∞ norm with a practical way of measuring the error based only on computed solution values at node points: we will use the l ∞ norm defined by
where S f is as above and S N is the computed solution for a particular value of N . Note that we only consider the left half of the domain z ∈ [0, d/2] as that is where the solution is varying rapidly in this example. Evaluating (17) leads to the values in Tables 3 and 4 , which are also plotted in Figure 3 (a). Also shown is the convergence rate κ calculated by assuming a relationship of the form l ∞ (N ) = C/N κ and comparing neighbouring lines in the table to obtain
The convergence rate here appears to be O(N −4 ) rather than O(N −2 ): this is not surprising, as it is well known that the finite element method can exhibit nodal superconvergence, when the numerical solution at node points is much more accurate than at intermediate points [20] . It can be seen in Figure 3 (a) that for two out of three cases, the error with the adaptive grid is mostly smaller than the error with a uniform grid with the same number of points. That is, a smaller number of points are required to achieve a fixed order of accuracy with an adaptive grid compared with a uniform one. The example where the reverse is true is the one where the width of the boundary layer is relatively large, that is, where the need for adaptivity is not clear.
The plateau effect in the error curves for the adaptive grids can be explained by considering an important caveat associated with this error estimator. When performing such a comparison with adaptive grids, care must be taken to monitor the minimum grid size. The smallest element size decreases very rapidly in the region of the boundary layer, so that even for grids with fairly small N , some elements may be smaller than those in the fine uniform grid (with N = 131072). This means that the l ∞ error (17) will be 'polluted' by interpolation issues in the boundary layer region. For this problem, the length of the smallest element (in microns) for each of the grids used is given in Table 5 . For a region of size d = 0.1 microns, there is no problem. However, for d = 1 micron, the grids with N = 2048, 4096, 8192 have elements smaller than the smallest fine grid element. Similarly, for d = 10 microns, the grids with N = 256, . . . , 8192 have the same problem.
Having established that an adaptive grid can improve accuracy (for a fixed number of grid points), we now consider the overhead associated with the computation of the adaptive grid points which should be taken into account when assessing the overall efficiency of the approach. To illustrate this, we focus on a region of length d = 1 micron. The number of points and CPU time in seconds required for the solution of (6) on various grids are listed in Table 6 . The specific grids listed are those with smallest N which give accuracy within a specified tolerance, measured using l ∞ with S f and S N as before. The cost of calculating the adaptive grid is listed separately. The % speedup is calculated by taking the difference of the total uniform and adaptive grid times as a percentage of the uniform grid time. A graphical comparison of the total times for computation is given in Figure 3(b) where the horizontal axis represents the required tolerance (on a logarithmic scale) and the vertical axis shows the total CPU time in seconds for each grid. We observe that the relative efficiency of the adaptive method improves as higher accuracy (smaller tolerance) is required.
It is important that we do not place too much emphasis on these results as it is difficult to quantify efficiency in a meaningful way for these model 1D problems. They involve only the solution of a single ODE, which is relatively cheap to solve numerically. We anticipate, however, that for higher-dimensional problems with full Q-tensor theory, this will no longer be the case and the efficiency saving from adaptive grids will become more pronounced.
Observations and conclusions
In this paper we have presented the results of a feasibility study of the use of moving mesh methods for solving one-dimensional problems in Q-tensor theory. The specific method used, that is, that of equidistributing the arc-length of some property of the solution, proved to be very effective. For a model problem with an exact solution, it was shown that the adaptive grids provided the same level of accuracy as uniform grids, but using far fewer points, resulting in a computational saving. The results of further experiments on a more realistic 1D order reconstruction problem are presented in [21] . In that case the material is no longer uniaxial so a system of 6 coupled PDEs must be solved in conjunction with the moving mesh. The results stated there support the observations made here, that significant computational savings can be made with the moving mesh method. Finally, we anticipate that adaptive grid methods have the potential for similar gains in two-and three-dimensional problems, and have begun work to verify this. 2.3433e-03 1.8469e+00 9.9757e-02 9.3226e-01 3.4557e-01 1.7252e-01 128 6.1820e-04 1.9224e+00 3.8780e-02 1.3631e+00 3.0161e-01 1.9629e-01 256 1.5879e-04 1.9609e+00 1.2500e-02 1.6334e+00 2.2234e-01 4.3991e-01 512 4.0241e-05 1.9804e+00 3.5649e-03 1.8100e+00 1.2738e-01 8.0369e-01 1024 1.0129e-05 1.9902e+00 9.5298e-04 1.9033e+00 5.3847e-02 1.2421e+00 2048 2.5409e-06 1.9951e+00 2.4643e-04 1.9512e+00 1.8308e-02 1.5564e+00 4096 6.3630e-07 1.9975e+00 6.2663e-05 1.9755e+00 5.3882e-03 1.7646e+00 8192 1.5921e-07 1.9988e+00 1.5800e-05 1.9877e+00 1.4642e-03 1.8797e+00 Table 1 : L ∞ errors and convergence rates on uniform grid.
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