G
enomewide selection (or genomic selection) uses a large set of molecular markers to predict the genotypic value of an individual for a trait of interest (Meuwissen et al., 2001) . Effects of single nucleotide polymorphism (SNP) markers are estimated from a training population that has been genotyped and phenotyped, and the marker effects are used to predict the performance of individuals in a test population that has been genotyped but not phenotyped. Simulation results (Bernardo and Yu, 2007) , cross-validation results (Lorenzana and Bernardo, 2009; Heffner et al., 2009; Asoro et al., 2011; Lorenz et al., 2011; Guo et al., 2012; Schulz-Streeck et al., 2012; Storlie and Charmet, 2013; Bernardo, 2013a, Jacobson et al., 2014) , and selectionexperiment results (Massman et al., 2013b; Combs and Bernardo, 2013b; Asoro et al., 2013) have strongly indicated that genomewide selection is useful in plant breeding.
To date, applications of genomewide selection in plants have assumed that the initial parents have already been chosen and that genomewide markers are used to select the best progeny. In this study, I focused on the use of genomewide markers to choose the best pairs of parents for inbred development. I investigated the use of genomewide markers to build on two classical, complementary approaches that have been proposed for
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Rex Bernardo* aBSTRaCT Having information on the distribution of progeny in a biparental cross-before the cross is made-would be helpful. My objectives were (i) to determine if genomewide markers can be used to accurately predict genotypic values at different classes of loci between two parents (p1 and p2) and (ii) to propose and analyze the use of virtual populations for choosing parents in inbred development. prior estimates of genomewide marker effects (28,626 single nucleotide polymorphism loci) for silking date and kernel protein among 284 maize (Zea mays L.) inbreds were used. Four classes of loci were determined by which parents had the favorable allele: both p1 and p2; p1 only; p2 only; and neither parent. Simulations indicated that when genomewide predictions for the trait as a whole were accurate, predictions of genotypic value at each class of loci were also accurate. The maize data, however, indicated limited practical value of the classes of loci in choosing p1 and p2. Virtual populations of 1000 doubled haploids were simulated for each of 45 p1 × p2 crosses to predict the population mean, variance (V DH ), and mean of the best 10% of doubled haploids (U 0.10 ). The predicted mean, predicted V DH , and predicted U 0.10 for silking date and protein concentration behaved as expected from quantitative genetics theory and were consistent with the genetic backgrounds of the maize inbreds. The usefulness of virtual populations for choosing parents needs to be validated either by empirical experiments or by their routine use in a breeding program.
choosing parents: classes of loci (Dudley, 1984) and the usefulness criterion (Schnell and Utz, 1975) . Quantitative trait loci (QTL) can be subdivided into four classes that differentiate two inbreds (Dudley, 1984) . Consider a given pair of parental inbreds, P1 and P2. Class i loci are those that are homozygous for the favorable allele in both P1 and P2, class j loci are those with the favorable allele in P1 and the less favorable allele in P2, class k loci are those with the less favorable allele in P1 and the favorable allele in P2, and class l loci are those with the less favorable allele in both parents (Table 1) . If P1 is an elite inbred that is to be improved, genetic gain would occur at class k loci. An inbred that leads to a high genotypic value at class k loci can then be chosen as P2.
To illustrate, assume that a trait is controlled by 100 QTL with equal effects. In the cross between inbreds B73 (as P1) and B84 (as P2), suppose QTL 1 to 25 are class i, QTL 26 to 50 are class j, QTL 51 to 75 are class k, and QTL 76 to 100 are class l. But in the cross between inbreds B73 (as P1) and LH235 (as P2), QTL 1 to 25 are class i, QTL 26 to 50 are class j, QTL 51 to 90 are class k, and QTL 91 to 100 are class l. For improving B73, LH235 would then be superior to B84 because it would lead to 15 more QTL (40 class k loci in B73 × LH235 minus 25 class k loci in B73 × B84) where the favorable allele can be gained. This superiority of LH235 over B84 would be reflected by the higher genotypic value at class k for B73 × LH235 (total genotypic value at QTL 51 to 90) than for B73 × B84 (total genotypic value at QTL 51 to 75).
Furthermore, when epistasis is absent, the per se mean (or testcross mean with the same tester) of random inbreds derived from P1 × P2 is equal to the genotypic value at class i loci minus the genotypic value at class l loci. The sum of the genotypic values at classes j and k represents the total gain if all of the favorable alleles at these segregating loci can be combined into one inbred (i.e., selection limit). The classes of loci are therefore useful for assessing the current level of performance and the long-term improvement that can be attained in the P1 × P2 cross.
The usefulness criterion (U p ) was proposed nearly 40 yr ago (Schnell and Utz, 1975) as a measure of the shortterm improvement that can be achieved in P1 × P2. Suppose a breeder wishes to select the best 10% (p = 0.10) of recombinant inbreds or doubled haploids developed from P1 × P2. The U p is equal to the genotypic mean of the selected inbreds and is a function of the population mean, the additive variance (V A ), heritability (h 2 ), and the selection intensity (p) in the P1 × P2 cross. Whereas the sum of genotypic values at classes j and k indicates the selection limit in P1 × P2, U p indicates the gain immediately possible in one generation of selection.
The concepts of classes of loci (Dudley, 1984) and U p (Schnell and Utz, 1975) were developed before the widespread availability of molecular markers in plants. Methods for estimating classes of loci were based on phenotypic data on inbreds and hybrids (Dudley, 1987) , whereas calculation of U p has required prior information on the mean and V A in a cross. Suppose that phenotypic data and SNP data are available on 100 inbreds that lead to 100(99)/2 = 4950 possible P1 × P2 crosses. If the sign of genomewide marker effects (+ or -) is taken as an indication that an underlying QTL allele is favorable or less favorable, the genotypic values at the four classes of loci can be predicted.
On the other hand, U p in a P1 × P2 cross can be estimated from a simulated (or virtual) population. By simulating meiosis, crossing-over, gamete formation, and fertilization, a population of N inbreds developed from P1 × P2 can be simulated and their genotypic values predicted. With p = 0.10, the value of U 0.10 is then estimated as the mean genotypic value of the N/10 best simulated inbreds. A virtual population is therefore created from parental inbreds (e.g., B73, B84, and LH235), SNP markers, and traits that are real and from marker effects obtained from empirical data. However, the inbreds developed from the B73 × B84 cross, the B73 × LH235 cross, and the B84 × LH235 cross are simulated.
My objectives in this study were (i) to determine if genomewide markers can be used to accurately predict genotypic values at the four classes of loci that differentiate two inbreds and (ii) to propose and analyze the use of virtual populations for choosing parents in inbred development.
MaTERIaLS aNd METHodS overview
This study included three sets of experiments. First, simulations were conducted to determine if genomewide predictions of genotypic values at the four classes of loci are accurate. Second, genotypic values at the four classes of loci were predicted for silking date and kernel protein concentration in a set of 10 maize (Zea mays L.) inbreds. These inbreds were from a larger set of 284 diverse inbreds that were phenotyped for different traits and genotyped at 28,626 SNP loci in a previous study (Schaefer and Bernardo, 2013a) . Third, genomewide marker effects for silking date and protein concentration were used to estimate the usefulness criterion in virtual biparental populations among 10 maize inbreds.
Experiment 1: Simulation of Classes of Loci

Population Structure and Genetic Model
Simulation experiments for predicting genotypic values at the four classes of loci (Table 1) were identical to those used in a previous study of the G model for association mapping (Bernardo, 2013 ). The salient features of the simulations are repeated t j values were normally distributed with a mean of zero and a variance that was eight times the variance among genotypic effects (V G ); this assumption was based on empirical results indicating that the variance among t j values is substantially larger than V G (DeLacy et al., 1990) . The e ij values were normally distributed with a mean of zero and a variance that was scaled to achieve the target entry-mean h 2 . Because of the single replication in each environment, the variance among residual (e ij ) values (V R ) represented the sum of within-environment error variance and genotype-environment interaction variance. These two variances were not modeled separately.
Marker effects were obtained by ridge regression-best linear unbiased prediction (RR-BLUP) as described by Meuwissen et al. (2001) and by Bernardo and Yu (2007) . The linear model was y = 1µ + Xm + e, where y was an N × 1 vector of means of the N inbreds across the eight environments; 1 was an N × 1 vector with elements equal to 1; µ was the grand mean; X was an N × 768 incidence matrix that related y to the genotypes at the 768 marker loci; m was a 768 × 1 vector of effects for the marker alleles that originated from the first founder inbred; and e was an N × 1 vector of residual effects. An element of X for a given marker locus was 1 if the inbred was homozygous for the allele from the first founder inbred and -1 if the inbred was homozygous for the allele from the second founder inbred. Values of V G and V R were estimated from ANOVA of the simulated phenotypic data according to the model y ij = µ + l i + t j + e ij , where the genotypic effect of the ith inbred was l i = L i -µ. The variance of marker effects in RR-BLUP analysis was equal to the estimate of V G divided by the total number of markers. The accuracy of genomewide prediction (denoted by r MG ) was calculated as the correlation between the marker-predicted values and the true genotypic values of the inbreds.
Genotypic Values at Different Classes of Loci
The following procedure was used to obtain the true genotypic values at the four classes of loci. Each of the N inbreds was paired with a random inbred from a different subpopulation. In particular, each inbred from the first subpopulation was paired with a random inbred from the second subpopulation, each inbred from the second subpopulation was paired with a random inbred from the third subpopulation, and each inbred from the third subpopulation was paired with a random inbred from the first subpopulation. As such, there were N different P1 × P2 crosses. Pairing of inbreds that belonged to different subpopulations was done to help ensure representation of the different classes of loci. For each P1 × P2 cross, the class (i, j, k, or l) of each QTL was determined on the basis of the known QTL alleles in P1 and P2. The total genotypic value for each of the four classes of loci was determined by summing the QTL effects (i.e., associated with the favorable homozygote) across all the QTL within each class.
The following procedure was used to obtain marker-predicted genotypic values at the four classes of loci. Given that positive values of the trait were desirable, each marker allele with a positive effect was deemed favorable and the other allele at the same marker locus was deemed unfavorable. The 768 marker loci were then assigned into classes i, j, k, and l in the same manner as for the QTL. The marker-predicted genotypic value for each of the four classes of loci was determined by summing the effects of the favorable homozygote across all the marker loci within each here for convenience. Each simulation experiment comprised a combination of the total number of inbreds (N = 150, 300, or 600), entry-mean h 2 for the trait (h 2 = 0.20, 0.50, or 0.80), and number of QTL (30 or 100). The values of N, h 2 , and number of QTL were chosen to represent a broad range of situations that may be encountered in a breeding program. Each simulation experiment was repeated 1000 times, with each repeat differing in the locations of the QTL and in the genotypes, genotypic values, and phenotypic values of the inbreds.
Of the N inbreds, one-third belonged to each of three subpopulations that were formed from two founder inbreds (Bernardo, 2013 ). The first subpopulation was from the first backcross generation (BC 1 ) to the first founder inbred, the second subpopulation was from the F 1 between the two founder inbreds, and the third subpopulation was from the BC 1 to the second founder inbred. The inbreds within each subpopulation mimicked the inbred recycling that occurs in a breeding program. Of the N/3 individuals within each subpopulation, 10% were first-cycle inbreds, 20% were second-cycle inbreds, 30% were third-cycle inbreds, and 40% were fourth-cycle inbreds. The first-cycle inbreds were developed from the BC 1 to the first founder inbred (first subpopulation), the F 1 between the founder inbreds (second subpopulation), or the BC 1 to the second founder inbred (third subpopulation). The second-cycle inbreds in a given subpopulation were developed from random pairs of crosses among the first-cycle inbreds in the same subpopulation. The third-and fourth-cycle inbreds were likewise developed from random pairs of crosses among inbreds (in the same subpopulation) in the preceding cycle. All the inbreds were developed by six selfing generations, with single-seed descent in each generation. To ensure complete homozygosity of the inbreds, haploids were produced after the last generation of single-seed descent, and the haploids were doubled to produce homozygous lines. Selection was mimicked in each cycle, in that the genotypic value of an inbred exceeded the genotypic value of at least one of its parents.
The two founder inbreds differed at 768 codominant marker loci and at the 30 or 100 QTL. The sizes of the 10 chromosomes and of the entire genome (1749 cM) corresponded to those in a published maize linkage map (Senior et al., 1996) . The genome was divided into N M bins that were 1749/N M cM in size, and a marker was located at the midpoint of each bin. The QTL were located at random among the 10 chromosomes. The sizes of QTL effects followed a geometric series (Lande and Thompson, 1990; Bernardo and Yu, 2007) , and the first founder inbred had the favorable allele at odd-numbered QTL whereas the second founder inbred had the favorable allele at even-numbered QTL. Dominance and epistasis were absent. The effect of a QTL was expressed as half the difference between the values of the two homozygotes.
Simulated Genotypic and Phenotypic Values
Simulated data were generated according to the model y ij = L i + t j + e ij , where y ij was the phenotypic value of the ith inbred in the jth environment; L i was the genotypic value of the ith inbred; t j was the effect of the jth environment; and e ij was the residual effect. Genotypic values of each inbred were obtained as the sum of its genotypic values across individual QTL. Positive values of the trait were assumed desirable. The N inbreds were assumed evaluated in eight environments with one replication in each environment (Bernardo, 2010, p. 184-185) . The class. For each class of loci, the r MG between the marker-predicted value and the true genotypic value was calculated across the N pairs of inbreds. Estimates of r MG were therefore available for the trait as a whole and for each of the four classes of loci. Least significant differences (P = 0.05) for the mean r MG values were calculated from the variance of r MG across the 1000 repeats.
Experiment 2: Classes of Loci for Silking date and Protein Concentration in Maize
In the Schaefer and Bernardo (2013a) study, 284 maize inbreds were genotyped with the Illumina MaizeSNP50 Beadchip and evaluated in multienvironment trials for flowering date, kernel composition, plant and ear height, and disease resistance. The current study used the Schaefer and Bernardo (2013a) predictions (from RR-BLUP analysis) of effects of 28,626 SNP markers for silking date (growing degree days after planting) and kernel protein concentration (g kg -1
). Furthermore, a subset of 10 inbreds (Table 2) were chosen in the current study to represent the A321, B73, Oh43, Mo17, and PH207 genetic backgrounds (Schaefer and Bernardo, 2013b) .
The 10 inbreds led to 10(9)/2 = 45 P1 × P2 crosses. For each cross, the genotypic values at each of the four classes of loci were predicted for the two traits. The procedure for genomewide prediction of genotypic values at the different classes of loci was the same as for the simulated data. Marker similarities among the 10 inbreds were calculated as the simple matching coefficient across the 28,626 SNP loci.
Experiment 3: Virtual Maize Populations to Calculate the usefulness Criterion for Silking date and Protein Concentration in Maize
A virtual population consisted of 1000 doubled haploids simulated from a given P1 × P2 cross. As previously mentioned, the 28,626 SNPs among the 10 selected inbreds (Table 2 ) and the effects of these SNPs for silking date and protein concentration were from Schaefer and Bernardo (2013a) . Virtual populations were created through a Fortran executable file.
The chromosome locations and physical map positions of the 28,626 SNP loci were known, but the linkage distances between SNP markers on a chromosome were unknown. Random gametes were produced by simulating meiosis in a P1 × P2 plant. The number of crossover events (chiasmata) within each chromosome was simulated according to a truncated Poisson process, with a maximum of three chiasmata per pair of homologous chromosomes. The mean number of chiasmata per chromosome pair was 1.0 per Morgan, with the number of Morgans per chromosome corresponding to chromosome sizes in the Senior et al. (1996) linkage map. Given the 1749-cM linkage map, an average of about 16.4 SNP markers were present within each cM. Locations of a given number of chiasmata on a chromosome were random. But when two or more chiasmata were present within a chromosome, the chiasmata were restricted to being at least 327 SNP markers (20 cM on average) apart.
A doubled haploid was formed by doubling the chromosomes of a random simulated gamete. The genotypic value of a doubled haploid was then predicted as xg, where x was a 1 × 28,626 vector of SNP-marker indicators (elements of 1 or -1) and g was a 28,626 × 1 vector of SNP marker effects for the trait. The genotypic values of P1 and P2 were predicted in the same manner.
Within each virtual population, the mean of the 100 doubled haploids with the best predicted performance was calculated as an estimate of the usefulness criterion with p = 0.10 (U 0.10 ). The original U p as described by Schnell and Utz (1975) accounted for h 2 . In contrast, the U 0.10 in this study ignored h 2 so that, as recommended by Zhong and Jannink (2007) , it represented the genetic gain possible in the cross. Selection was for an earlier silking date (lower values of the trait) and for higher protein concentration. The mean and variance (V DH ) of the predicted genotypic values of the 1000 doubled haploids were calculated. The value of V DH is expected to approach 2V A as the QTL approach linkage equilibrium.
Overall, each of the 45 P1 × P2 crosses among the 10 inbreds listed in Table 2 had the following pieces of information: predicted genotypic values at classes i, j, k, and l loci; observed mean of the two parental inbreds; predicted mean of the two parental inbreds; mean of the virtual population; V DH in the virtual population; and U 0.10 in the virtual population. 
Classes of Loci to Estimate Mean Performance and Selection Limits
For convenience, the total genotypic values at each class of loci are denoted by G i , G j , G k , and G l , where the subscript indicates the class of loci. As previously mentioned, the difference in genotypic values at classes i and l
is an estimate of the mean performance of P1 × P2 and of random inbreds derived from P1 × P2. The 45 crosses among the 10 inbreds (Table 2 ) had large differences in their G i -G l values for both silking date and kernel protein concentration. Predicted mean silking date was earliest in F2 × ND203 and latest in LH127 × PHG80 (Fig. 2) . Predicted mean protein was lowest in LH127 × PHG80 and highest in A321 × ND203. On the basis of phenotypic evaluations (Schaefer and Bernardo, 2013a) , F2 and ND203 were the two inbreds (among the 10 inbreds in Table 2 ) with the earliest silking date, whereas LH127 and PHG80 were the two inbreds with latest silking date. LH127 and PHG80 were the two
RESuLTS aNd dISCuSSIoN
Marker-Predicted versus True Genotypic Values at different Classes of Loci
As expected, the accuracy of genomewide prediction (r MG ) increased as Nh 2 increased (Daetwyler et al., 2008) . With Nh 2 = (150)(0.20) = 30, the r MG for the trait as a whole was 0.55 with 30 QTL and 0.54 with 100 QTL. With Nh 2 = (600)(0.80) = 480, the r MG for the trait as a whole was 0.94 with either number of QTL.
The r MG for each class of loci increased as the r MG for the trait as a whole increased (Fig. 1) . Consider a trait controlled by 100 QTL. With Nh 2 = 30, the r MG was 0.70 for class i loci, 0.63 for class j loci, 0.67 for class k loci, and 0.65 with class l loci. With Nh 2 = 480, the r MG was 0.92 for class i loci, 0.91 for class j loci, 0.91 for class k loci, and 0.89 with class l loci.
The largest difference between r MG values for different classes of loci was 0.08 (r MG = 0.64 for class i versus r MG = 0.56 for class k, for Nh 2 = 30 and with 30 QTL). The least significant difference (P = 0.05) for the r MG values in Fig.  1 was less than 0.01, and most of the differences were significant among the r MG values for different classes within a simulation experiment. The reasons were unclear for the differences in r MG values for the four classes of loci. Nevertheless, the results in Fig. 1 indicated that the r MG for the trait as a whole and the r MG for each class of loci were highly correlated. Across simulation experiments, such correlation ranged from 0.85 between r MG for the trait as a whole and r MG for class l loci, to 0.91 between r MG for the trait as a whole and r MG for class i loci. Overall, the results indicated that if genomewide predictions of the trait as a whole are accurate, predictions of genotypic value for each of the four classes of loci would also be accurate. Figure 1 . Accuracy of genomewide prediction (r MG ) for the trait as a whole and for each of the four classes of loci between two inbred parents. class i loci had the favorable allele in both parents; class j had the favorable allele in the first parent only; class k had the favorable allele in the second parent only; and class l had the favorable allele in neither parent. The r MG values were means of 1000 repeats. The least significant difference (P = 0.05) between r MG values was less than 0.01. Figure 2 . Relationship between the predicted mean (class i -l) and predicted gain at the selection limit (class j + k) in crosses among 10 maize (Zea mays L.) inbreds. class i loci had the favorable allele in both parents; class j had the favorable allele in the first parent only; class k had the favorable allele in the second parent only; and class l had the favorable allele in neither parent. Lower values of the predicted mean are desirable for silking date, and higher values of the predicted mean are desirable for protein. Higher values of the predicted gain at the selection limit are desirable for both traits.
inbreds with the lowest protein, whereas A321 and ND203 were the two inbreds with the highest protein. The correlation between the observed means and marker-predicted values of the 10 parental inbreds (Table 2 ) was very high (0.99 for silking date and 0.96 for protein). When epistasis is absent, the mean of random recombinant inbreds can be predicted as the midparent value (i.e., mean of the observed performance of P1 and P2). The high correlations between the observed means and marker-predicted values of the 10 parental inbreds led to high correlations (0.95 for silking date and 0.91 for protein) between the G i -G l values plotted in Fig. 2 and the midparent values. In other words, while genotypic values at classes of loci can be used to predict the mean of P1 × P2, such prediction of the mean could just as well be made from the observed performance of P1 and P2.
As previously mentioned, the sum of genotypic values at classes j and k (G j + G k ) estimates the gain at the selection limit within a P1 × P2 cross. For both traits, the G j + G k values were lowest in PH207 × PHH93, second-lowest in A641 × ND203, and third-lowest in A632 × A641 (Fig. 2 ). PH207 and PHH93 were both Iodent inbreds that belonged to the PH207 group, A641 and ND203 had four out of the five genetic backgrounds in common, and A632 and A641 both belonged to the B73 group (Table 2) .
The correlation between G j + G k for silking date and G j + G k for protein was nearly perfect (0.99). The correlation between marker dissimilarity (from the simple matching coefficient) and G j + G k was 0.95 for silking date and 0.94 for protein. These results indicated that G j + G k was largely a measure of the overall genetic dissimilarity between P1 and P2. This result can be further appreciated by considering that each SNP marker has only two alleles, the marker effects are small when the number of marker loci is large, and the selection limit is a function of the sum of the effects of the favorable homozygote at the markers segregating in P1 × P2. Because the sum of effects of favorable homozygotes (at classes j and k) increases as the number of polymorphic loci increases, the gain at the selection limit then becomes a function of marker dissimilarity. So while genotypic values at classes of loci can be used to predict the selection limit in P1 × P2, the crosses with the largest possible gains could just as well be identified from marker dissimilarity between the parents.
Suppose a breeder wishes to select for earlier silking in a cross between F2 (which had the earliest silking date) and a second inbred. With F2 as P1 and with improvement being expected at class k loci (Table 1) , the estimates of G k ranged from 180 for PHG80 to 220 for ND203 (Table 2) . Or suppose a breeder wishes to improve the protein concentration of A321, which had the highest protein. The estimates of G k ranged from 15 for LH227 to 23 for ND203. On the other hand, G k was strongly correlated with the observed mean of the P2 inbred, with correlations of -0.88 for silking date (the negative sign was due to lower values being favorable) and 0.93 for protein. The P2 inbreds could therefore be simply chosen based on their observed performance instead of G k .
Overall, the results indicated that while the classes of loci allow the partitioning of genotypic effects that contribute to the mean and to the selection limit, simpler approaches to predict the mean (midparent value), relative gain at the selection limit (marker dissimilarity), and presence of favorable alleles (observed performance) should suffice in practice. The original context of classes of loci was different: the intent (Dudley, 1984 (Dudley, , 1987 was to identify a donor inbred or population with favorable dominant alleles not present in elite single cross (P1 × P2), rather than to select for inbred per se or testcross performance (to the same tester, T) in P1 × P2. On the other hand, testcross means behave in an additive manner (Hallauer and Miranda, 1981, p. 28; Bernardo, 2010, p. 84) . The results in this study with an additive genetic model for inbred per se performance should therefore also apply to testcross performance for hybrid crops.
Selection Limit versus Predicted Variance in Virtual Populations
The three crosses with the lowest gains at the selection limit and the highest marker similarities (PH207 × PHH93, A641 × ND203, and A632 × A641) also had the lowest V DH for silking date and protein in the virtual populations ( Fig.  3 ; the square root of V DH is plotted for clarity). However, crosses with comparable selection limits differed substantially in their predicted V DH . For silking date, F2 × PHG80 had the largest predicted V DH whereas A632 × LH127 had the smallest predicted V DH despite their similar values of G j + G k (Fig. 3) . For protein, A321 × LH127 had the largest predicted V DH whereas A321 × ND203 had a small predicted V DH despite their comparable G j + G k values. These results indicated that while different crosses may have similar gains at the selection limit, the amount of genetic variation that is immediately expressed and that can be exploited during selection varies much more widely among crosses.
Having the same selection limit but different V DH in two populations can be explained by differences in linkage phases among pairs of parents. Suppose two loci, A and B, are polymorphic between two inbreds. The AA genotype and the BB genotype contribute 2 units to the quantitative trait whereas aa and bb have a 0 contribution. If the two loci are unlinked, four doubled haploid genotypes (with their values in parentheses) are obtained from the F 1 (which has the AaBb genotype): AABB (4), AAbb (2), aaBB (2), and aabb (0). The variance among the doubled haploids at the two loci is V DH = 2V A . Now suppose the A and B loci are completely linked in coupling phase and AABB and aabb parents are crossed. Only two doubled haploid genotypes (with their values in parentheses) are recovered from the F 1 double heterozygotes: AABB (4) and aabb (0). The variance among the doubled haploids at the two loci is V DH > 2V A . Finally, suppose that the A and B loci are completely linked in repulsion phase and AAbb and aaBB parents are crossed. Only two doubled haploid genotypes (with their values in parentheses) are recovered from the F 1 double heterozygotes: AAbb (2) and aaBB (2). The variance among the doubled haploids at the two loci is V DH = 0.
Repulsion linkage therefore results in the hiding of genetic variation (Lynch and Walsh, 1998, p. 103) that is expressed at the selection limit but is not immediately expressed in the progeny of P1 × P2. In contrast, coupling linkage causes an inflation of the genetic variance. Repulsion linkage could be strong between two inbreds from genetic backgrounds that complement each other. As previously mentioned, the predicted V DH for silking date was lowest in A632 × LH127 (Fig.  3) . A632 was classified as a B73-type inbred, whereas LH127 was classified as a Mo17-type inbred (Table 2 ; Schaefer and Bernardo, 2013b) . Given that B73 × Mo17 was formerly a widely grown single-cross cultivar, repulsion linkages that reflect complementarity may be strong in A632 × LH127.
Relationship between the Predicted Mean and the Predicted Variance in Virtual Populations
The correlation between the midparent value (from phenotypic data) and the mean of the virtual population was high (0.95 for silking date and 0.91 for protein). The predicted mean and the predicted V DH had a triangular relationship (Fig. 4) . Crosses between inbreds with extreme values for the trait led to an extreme mean and a low V DH . In contrast, the predicted V DH was highest in the cross between the inbred with the lowest value for the trait (F2 for silking date and LH127 for protein) and the inbred with the highest value for the trait (PHG80 for silking date and A321 for protein). Furthermore, crosses with a common parent formed prominent diagonal axes within the triangular relationship (Fig. 4) .
This triangular relationship between the mean and V DH is illustrated as follows. Consider four unlinked loci with the contributions of AA, BB, CC, and DD to the quantitative trait being 2 units. The contributions of the recessive genotypes are 0. Suppose that P1 has the AABBCCDD genotype. The mean and V DH with different P2 inbreds Relationship between the square root of the variance among doubled haploids (V DH ) in a virtual population and the predicted gain at the selection limit (class j + k) in crosses among 10 maize (Zea mays L.) inbreds. class j had the favorable allele in the first parent only, and class k had the favorable allele in the second parent only. are as follows: (i) P2 of aabbccdd, mean = 4, V DH = 4; (ii) P2 of aabbccDD, mean = 5, V DH = 3; (iii) P2 of aabbCCDD, mean = 6, V DH = 2; (iv) P2 of aaBBCCDD, mean = 7, V DH = 1, and (v) P2 of AABBCCDD, mean = 8, V DH = 0. When one of the two parents is kept the same, the relationship between the mean and V DH among P1 × P2 crosses is therefore linear in an additive genetic model. The other side of the triangular scatterplot between the mean and V DH is formed with aabbccdd as P1 and a series of P2 inbreds that have an increasing number of dominant alleles. The virtual populations modeled linkage but not epistasis, and deviations from the linear relationship between the mean and V DH must have been due to linkage.
The triangular relationship between the mean and V DH raises questions on whether differences in V DH are due only to the parents differing in their mean performance. After all, V A may be present even when the parents have equal performance. In the previous example with the A and B loci being unlinked, the parental means would be equal between AAbb and aaBB but the V A in the AAbb × aaBB cross would be greater than zero. Virtual populations for a different set of inbreds showed that the parental means may be the same but the V DH would differ. In this set, the 10 inbreds all had an observed mean of 127 g kg -1 of protein, but the V DH ranged from 0.2 in A91 × DKMBP to 46.5 in A201 × NC268 (results not shown).
Relationship between the Predicted Means of the Population and of the Best Individuals
With selection for earlier flowering date, the best U 0.10 was obtained for crosses with F2 as one of the parents of the biparental cross (Fig. 5) . With F2 as P1 and ND203 (which had the second-earliest silking date; Table 2 ) as P2, the mean was most desirable (Fig. 2) but V DH was low (Fig. 4) . With F2 as P1 and PHG80 (which had the latest silking date; Table 2 ) as P2, the mean was least desirable but the V DH was highest among all of the crosses (Fig. 4) . The trade-off between the mean and V DH led to similar U 0.10 values for F2 × ND203 and for F2 × PHG80, as well as for other crosses that had F2 as a parent (Fig. 5) .
On the other hand, LH127 × PHG80 had the poorest values of U 0.10 for both traits (Fig. 5) . Both LH127 (developed by Monsanto) and PHG80 (developed by DuPont Pioneer) were elite, later-maturing inbreds whose U.S. Plant Variety Protection Act certificates have expired. A maize plant requires more energy to produce one gram of protein than to produce one gram of starch. Selection for high yield may have indirectly led to a lower protein concentration in these two inbreds.
The U 0.10 can also be estimated, on the basis of a normal distribution, as the mean minus 1.76 (V DH ) 1/2 for silking date and the mean plus 1.76 (V DH ) 1/2 for protein, where 1.76 is the standardized selection differential with 10% selected. The U 0.10 values estimated in this manner were very highly correlated (0.99 for silking date and 0.97 for protein) with the U 0.10 values shown in Fig. 5 , which were obtained by ranking the 1000 doubled haploids and calculating the mean of the 100 best doubled haploids.
application in Breeding Programs
Previous attempts to predict the genetic variance in a biparental cross have relied on marker dissimilarity (Moser and Lee, 1994; Manjarrez-Sandoval et al., 1997; Kisha et al., 1997) or on quantitative genetics methods (Naciri and Gallais, 1994; Bernardo and Nyquist, 1998; Utz et al., 2001) . Virtual populations that are simulated on the basis of known SNP markers and empirical estimates of marker effects for different traits are arguably the best method we have to date to model the segregation within a P1 × P2 cross. The distribution of progeny within a P1 × P2 cross can be modeled for each of several traits, thereby allowing a breeder to handle multiple-trait data according to how they are routinely handled in the breeding program (e.g., index selection or independent culling levels).
In this study, the predicted mean, predicted V DH , and predicted U 0.10 for silking date and protein concentration behaved as expected from quantitative genetics theory and were consistent with knowledge of the genetic backgrounds of the maize inbreds. While the virtual populations were created to predict the distribution of inbred per se performance, the approach should likewise apply to testcross performance with a common tester, because testcross means behave in an additive manner (Hallauer and Miranda, 1981, p. 28; Bernardo, 2010, p. 84) . Nevertheless, two caveats need to be considered in the use of virtual populations as a tool for choosing parents in inbred development.
First, the genomewide marker effects in the Schaefer and Bernardo (2013a) study were obtained from data on a diverse set of maize inbreds. The marker effects were then used in the current study to predict the distribution of individuals within a P1 × P2 cross. There is a danger that predictions that work well across a diverse set of germplasm would not work as well within a much narrower biparental cross. Empirical results in maize have shown that genomewide marker effects obtained from data on single-cross hybrids were not always predictive of the performance within different P1 × P2 crosses (Massman et al., 2013a) . If genomewide marker effects from diverse germplasm do not translate well to biparental crosses, virtual populations will be ineffective for predicting the mean, V DH , and U 0.10 . In this situation, genomewide marker effects would need to be obtained from training populations that are more predictive of performance within each biparental cross. For example, training populations that consist of biparental crosses with P1 as one of the parents and with P2 as one of the parents have been found useful for predicting the performance of testcrosses within each P1 × P2 cross ( Jacobson et al., 2014) .
Second, SNP alleles are biallelic, whereas QTL need not be biallelic. The concept of classes of loci requires the assumption of only two alleles per locus. While a virtual population for a biparental cross would also have only two alleles per locus, the QTL may have multiple alleles across different parental inbreds. The influence of multiple alleles at QTL on the predicted mean, V DH , U 0.10 , and the relationship among these three parameters in different virtual populations needs to be studied. Haplotypes among several SNP loci would need to be utilized to account for the effects of multiple alleles at QTL.
Validation of the usefulness of virtual populations will require large experiments because empirical estimates of V A or V DH are subject to large sampling errors. For example, an experiment to predict V A based on quantitative genetics theory (Bernardo and Nyquist, 1998) included 12 biparental populations, each with 100 lines, but the multilocation experiment lacked power to detect significant differences (R. Bernardo, unpublished, 2000) . One may also argue that if the population sizes used by breeders are smaller than the population sizes needed to detect significant differences in V A , then there is little point in attempting to model V A or V DH (Arbelbide and Bernardo, 2004) . It is unclear whether or not it would be easier to validate the prediction of U 0.10 instead of V A or V DH . In the end, validation of the usefulness of virtual populations might need to rely on their routine use in a breeding program, especially if genomewide marker effects for different traits are already being routinely calculated. The only additional cost would be computing time, which in this study was less than 1 s per virtual population on a laptop computer. From the repeated use of virtual populations, breeders may then be able to determine whether or not virtual populations are a helpful tool in their own breeding programs. acknowledgments I thank Christopher M. Schaefer and Lian Lian for their help in providing data and information used in this study.
