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Introduzione   
 
Nella nostra società l’utilizzo di sistemi automatici per reperire ed elaborare 
informazione è diventato sempre di più un aspetto strategico fondamentale; si tende 
a “monitorare” le nostre attività mediante sistemi che registrano informazioni sui 
nostri comportamenti.  
Con l’avvento dei Data Base Management System (DBMS), che permettono di 
organizzare, memorizzare e reperire informazioni da database, con la crescita dei 
supporti di memorizzazione e con l’abbassamento del relativo costo ci siamo 
ritrovati ad avere elevate quantità di dati ma allo stesso tempo poca informazione.  
Un DBMS permette di recuperare informazione che sappiamo già a priori presente 
nei dati, poiché memorizzata esplicitamente, ad esempio interrogare un database per 
conoscere tutte le persone nate nel 1956, etc…. 
Affinché l’utilità dei dati memorizzati sia incrementata, occorre trasformarli in 
informazione utile, attraverso la quale poter prendere decisioni per migliorare la 
qualità dei servizi offerti ai propri clienti. 
A tal proposito la ricerca di tecniche per l’estrazione di  informazione dai dati ha 
portato allo studio di un processo esplorativo chiamato Knowledge Discovery in 
Database(KDD) .  
Lo stadio di tale processo su cui è rivolta maggiormente l’attenzione è comunemente 
noto come Data Mining. 
Il data mining può essere visto come il risultato della naturale evoluzione 
tecnologica volta alla ricerca di informazioni potenzialmente utili. 
Una delle tecniche più usate ed efficaci  per l’estrazione di tali informazioni è la 
classificazione, il cui obiettivo è quello di esaminare il comportamento di un nuovo 
oggetto di interesse e di assegnarlo ad una classe predefinita. Si riconduce 
all’identificazione di schemi o insiemi di caratteristiche che definiscono il gruppo 
cui appartiene un dato elemento non ancora classificato. 
I classificatori come ad esempio gli alberi decisionali, sono estratti da una tabella di 
record, dove ciascuno dei quali rappresenta un determinato caso.  
Spesso in molte applicazioni esistono anche informazioni non derivanti dai dati ma 
bensì dall’esperienza di esperti del settore in esame, e proprio tali informazioni 
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integrate con quelle presenti nei dati possono essere molto utili durante la 
costruzione di un modello di classificazione (albero di decisione).  
Da qui nasce l’idea di costruire nuovi modelli che integrano la conoscenza derivata 
dai dati con quella dell’esperto. Tale conoscenza (conoscenza di dominio) viene 
rappresentata mediante mappe causali di Bayes. 
Una mappa causale di Bayes è un grafo diretto che collega fra loro concetti 
(attributo,valore) legati da una relazione di tipo causa-effetto. In questo tipo di grafo, 
ad ogni arco è associata una probabilità che misura la forza della relazione che lega 
gli attributi collegati fra loro.  
Le informazioni riportate nella mappa saranno usate quindi per guidare la 
costruzione dell’albero di classificazione. 
Fra gli algoritmi di classificazione è stato scelto il C4.5 di Quinlan e precisamente 
una sua implementazione progettata e sviluppata presso il dipartimento di 
Informatica dell’Università di Pisa, YaDT. 
 
 
Obiettivo della tesi 
 
 L’obiettivo della tesi è stato quello di progettare ed implementare un algoritmo per 
la classificazione che integrasse conoscenza deduttiva, prestando particolare 
attenzione alla performance con l’uso delle tecniche di base implementate 
nell’algoritmo YaDT del Prof. Salvatore Ruggieri. 
 La realizzazione del progetto ha previsto diverse fasi, tra cui: lo studio 
dell’architettura e dei sorgenti di YaDT, lo studio della conoscenza di dominio e 
delle modalità di estrazione delle regole da essa, l’analisi e la scelta delle strutture 
dati da utilizzare per l’implementazione delle nuove componenti ed infine un’ultima 
fase puramente implementativa. 
 
 
Struttura della tesi 
 
Introduzione. Descrizione generale del contesto di ricerca ed introduzione al lavoro 
svolto.  
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Capitolo 1. Viene presentata una panoramica sullo stato dell’arte. In particolare, 
viene trattato il processo KDD, i suoi obiettivi, le aree applicative, puntando 
maggiormente l’attenzione sulla fase di Data Mining.  
Capitolo 2. Viene presentata una panoramica sugli algoritmi di classificazione. 
Principalmente viene trattato l’algoritmo di classificazione C4.5  e le sue varie 
implementazioni . 
Capitolo 3. Viene presentata una panoramica sullo stato dell’arte della 
classificazione facente uso di conoscenza deduttiva. 
Capitolo 4.  Viene presentata la progettazione e l’implementazione di YaDT-DRb e 
la sua sperimentazione. 




































1.1 Introduzione  
 
In tantissimi settori della nostra società, ormai da anni l’utilizzo di sistemi 
automatici per reperire ed elaborare informazione è diventato un aspetto strategico 
fondamentale, ne sono un esempio moltissime attività che svolgiamo 
quotidianamente come effettuare delle operazioni in banca, fare la spesa in un 
ipermercato ecc….Tutte le nostre attività vengono “monitorate” da sistemi che 
registrano informazioni sui nostri comportamenti.  
Con l’avvento dei moderni Data Base Management System(DBMS), che permettono 
di organizzare, memorizzare e reperire informazioni da database, con la crescita dei 
supporti di memorizzazione e con l’abbassamento del relativo costo ci siamo 
ritrovati ad avere elevate quantità di dati ma allo stesso tempo poca informazione. 
Infatti un DBMS permette di recuperare informazione che sappiamo già a priori 
presente nei dati, poiché memorizzata esplicitamente, ad esempio interrogare un 
database per conoscere tutte le persone nate nel 1956, etc…. 
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Affinché l’utilità dei dati memorizzati sia incrementata, occorre trasformarli in 
informazione utile, attraverso la quale poter prendere decisioni per migliorare la 
qualità dei servizi offerti ai propri clienti. 
A tal proposito la ricerca di tecniche per l’estrazione di  informazione dai dati ha 
portato allo studio di un processo esplorativo chiamato Knowledge Discovery in 
Database(KDD) . Col termine processo si intende una serie di stadi sequenziali ed 
interattivi. Lo stadio su cui è rivolta maggiormente l’attenzione è comunemente noto 
come Data Mining, e si occupa principalmente della scoperta automatica di patterns 
e dello sviluppo di modelli predittivi. 
Il data mining può quindi essere visto come il risultato della naturale evoluzione 
tecnologica volta alla ricerca di informazioni potenzialmente utili, in modo che 
possano essere comprese dall’uomo ed utilizzate come supporto alle decisioni.  
Nei prossimi paragrafi tratteremo il concetto di conoscenza, e proporremo un breve 
sintesi sul processo KDD e sulle principali tecniche di DM. 
 
 
1.2 La Conoscenza 
 
Prima di introdurre il processo KDD e le sue fasi è utile per la comprensione degli 
obiettivi di tale meccanismo, chiarire il concetto di conoscenza che adotteremo 
durante la trattazione. La conoscenza [WB98] è un insieme di informazioni che 
vengono estratte dai dati e può essere vista sotto due diversi aspetti : 
 
• Actual Knowledge (Conoscenza reale) : rappresenta l’informazione 
contenuta nei dati, che può essere realmente conosciuta o meno. 
 
• Metaknowledge (Metaconoscenza) : rappresenta l’informazione che 
potrebbe essere presenti nei dati e che, a priori, si pensa di conoscere o 
non conoscere. 
 
Rispetto al mondo dei database, la conoscenza viene suddivisa in base al suo livello 
di profondità nel reperimento delle informazioni. Si considerano principalmente tre 
livelli : 
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• Conoscenza superficiale : si è consapevoli a priori di ciò che si vuole 
trovare, dove e come trovarlo. L’informazione è memorizzata 
esplicitamente nel database ed è recuperabile con diversi strumenti di 
interrogazione. 
 
• Conoscenza nascosta : si presume che vi siano degli elementi nei dati 
presenti nel database che permettono di estrarre delle caratteristiche che 
contraddistinguono alcune ennuple da altre. Rappresenta il campo principale 
di applicazione del KDD. 
 
• Conoscenza profonda : si tratta dell’informazione presente nel database, 
che può essere trovata solo se si ha un minimo indizio riguardo a dove 
cercarla. In questa situazione non vi sono alcune ipotesi di base. 
 
Grazie a queste caratterizzazioni siamo in grado di capire molto sui dati; ciò che 
conosciamo e ci aspettiamo da essi sono proprietà fondamentali per mettere in luce 
cosa realmente significa ottenere delle conoscenza. 
 
 
1.3 Knowledge Discovery in Databases 
 
Obiettivo fondamentale del KDD è favorire l’estrazione di informazioni utili come 
supporto alle decisioni; come sappiamo ciò non è possibile con l’uso di semplici 
DBMS (DataBase Management System). Negli ultimi anni, grazie al contributo di 
diverse discipline, si è compresa l’importanza di estrarre informazione non 
esplicitamente memorizzata nella base di dati. Oggi un numero sempre crescente di 
RDBMS (Relational DataBase Managemente System) integra al proprio interno 
funzionalità tipiche del KDD. 
Come per il DM anche per il KDD esistono svariate definizioni, pertanto ci 
limitiamo a riportarne una tratta da Fayyad,Piatetsky-Shapiro, Smyh e Uthurusamy 
in [FPSSU96] : 
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“Per KDD si intende il processo non banale di identificazione dei modelli validi, 
nuovi, potenzialmente utili e comprensibili sui dati” 
 
Dalla definizione una caratteristica messa subito in risalto è che il KDD è un 
processo. Vedremo poi che può essere scomposto in 4 fasi interattive, che verranno 
descritte in seguito più in dettaglio. Il processo è interattivo in quanto necessita di un 
intervento umano su alcune decisioni, soprattutto sulla fase di DM durante la scelta 
del modello di dati da utilizzare e dall’algoritmo specifico. 
Adesso spostiamo la nostra attenzione sul significato degli altri termini presenti 
nella definizione : 
 
• Dati : rappresentano un insieme di fatti (tuple di un database). 
 
• Modelli : un modello è rappresentato da un’espressione che determina un 
insieme di fatti ricavati dall’insieme di partenza.  
Caratteristiche riguardanti i modelli comprendono : 
 
1. Validità : un modello deve essere attendibile e quindi garantire 
anche su nuovi dati risultati simili a quelli raggiunti sull’insieme 
di partenza, con un certo grado di certezza. 
 
2. Novità : un modello deve essere nuovo, o dal punto di vista del 
cambiamento dei dati oppure dal punto di vista della conoscenza 
espressa. 
 
3. Utilità potenziale : i modelli individuati dovrebbero 
potenzialmente condurre l’utente a compiere azioni utili. 
 
4. Facilità di comprensione : i modelli ottenuti devono essere 
semplici da comprendere e devono permettere all’utente di 




1.3.1 Il processo KDD e le sue fasi 
 
Il processo di acquisizione della conoscenza dai dati è composto da quattro fasi 
sequenziali, mostrate in figura 1.1. 
Nell’elencare e descrivere queste fasi gli studiosi pongono particolare attenzione allo 
stadio del DM, questa fase si riferisce all’estrazione di modelli dai dati e costituisce 
quindi lo stadio centrale dell’intero processo di KDD. 
Tale processo parte dai dati grezzi in input provenienti da sorgenti diverse. Produce 
come output informazioni utili che sono acquisite come il risultato dei seguenti passi  
 
 
Figura 1.1 - Fasi del processo KDD 
 
• Consolidamento dei dati : questa particolare fase ha il compito di rendere 
uniformi i dati prelevati da sorgenti eterogenee come DB relazionali, file di 
testo, etc., al fine di pervenire ad un sottoinsieme di dati  che rappresenterà il 
nostro insieme operativo. Al termine di questa fase avremo una nuova base 
di dati, detta data warehouse, utilizzata per il supporto alle decisioni e 
mantenuta separata dal database operazionale dell’organizzazione, che è 




















• Selezione e Preprocessing : questa fase ha un duplice obiettivo; quello di 
eliminare eventuali informazioni presenti nei dati ma inutili alla nostra 
analisi, e quello di trasformare i dati in un formato uniforme affinché siano 
adatti agli algoritmi di DM. Infatti tali algoritmi e tool richiedono che i dati 
siano privi di errori e provenendo da fonti eterogenee il rischio di trovare 
errori o eccezioni risulta elevato.  
Proprio per questo motivo è necessaria una fase, facente sempre parte della 
fase di Preprocessing, che si occupa di ripulire i dati e di prepararli per la 
fase di DM. Questa fase prende il nome di Data Cleaning (“pulizia dei 
dati”). 
Il data cleaning cerca di risolvere problemi relativi alla gestione di valori 
mancanti e alla gestione di errori ed eccezioni.  
Per quanto riguarda la gestione di valori mancanti pone l’attenzione su come 
sostituire i valori mancanti, proponendo svariate soluzioni dalle più 
semplici(sostituire ogni mancanza con un valore di default) alle più 
complesse(calcoli probabilistici). Invece per la gestione degli errori e delle 
eccezioni (valori che si discostano troppo dalla media) sono disponibili 
tecniche basate su metodi statistici, clustering o regressione. 
Sempre alla fase di Preprocessing è affidato il compito di rimuovere tutte le 
inconsistenze e ridondanze presenti nei dati (Data Integration). Tipicamente 
i problemi di sinonimia derivanti dal fatto che i dati provengono da sorgenti 
differenti vengono risolti durante la Data Integration. Rendendo la 
nomenclatura a cui fare riferimento omogenea si risolve il problema delle 
ridondanze. I dati ridondanti solitamente sono individuati con tecniche di 
correlazione. 
Altro compito della fase di Preprocessing è quello della “riduzione dei dati ” 
(Data Reduction). Viene stabilito quali dati sono da utilizzare e quali 
risultano inutili. Tutti gli attributi non significativi vengono eliminati al fine 
di ridurre ulteriormente la quantità dei dati da utilizzare come input nella fase 
successiva. Ovviamente tale riduzione non deve assolutamente 
compromettere i risultati del processo anzi deve favorirne l’efficienza. 
Prima di passare alla terza fase del processo KDD deve essere eseguita una 
ulteriore operazione chiamata Data Transformation (“trasformazione dei 
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dati”), il cui obiettivo è quello di combinare tra loro gli attributi, e di ridurne 
il range dei valori. I criteri per tale trasformazione variano a seconda degli 
scopi del processo. 
Durante la fase di Preprocessing può essere utile ricorrere a tecniche di 
visualizzazione dei dati che mettono a disposizione un modello concettuale 
del data warehouse. I tools OLAP (On Line Analytic Processing) [CD97], ad 
esempio, si basano su strutture multidimensionali dette Data Cube, che 
offrono la possibilità di aggregare i dati in base ad ogni dimensione, 
visualizzare grafici o eseguire calcoli statistici. 
 
• Data Mining : come detto in precedenza la fase di DM è la fase centrale di 
tutto il processo. Nel  paragrafo 1.4 verrà fatta una trattazione più dettagliata 
di alcune tecniche di DM.  
I dati trasformati vengono elaborati usando una o più tecniche di DM, al fine 
di ottenere il tipo d’informazione desiderata. Fanno parte di questa fase la 
scelta del tipo di metodo o algoritmo da utilizzare per la ricerca di modelli e 
delle regolarità tra i dati. Inoltre durante questa fase può essere necessario 
attuare ulteriori trasformazioni sui dati originali, ovvero ripercorrere alcuni 
passi visti nelle fasi precedenti. 
Dato un insieme di dati, si tratta di capirne la struttura ed il contenuto e 
quindi di scegliere la tecnica più adatta al caso. 
 
• Interpretazione e valutazione : rappresenta l’ultima fase del processo 
KDD. In questa fase i modelli estratti ed identificati dal sistema sono 
interpretati in conoscenza potenzialmente utile, che può essere utilizzata 
come supporto alle decisioni dall’analista o manager. Obiettivo di questa 
fase è quello di filtrare la conoscenza che verrà presentata, oltre che mostrare 
l’output del DM. La tecnologia attuale permette di avvalersi di criteri di 
visualizzazione come grafici, istogrammi, animazioni utili all’analista, per 
comprendere l’utilità della conoscenza estratta e stabilire le decisioni finali. 
In caso di risultati non soddisfacenti è possibile ripetere una o più fasi 
dell’intero processo per adattare la conoscenza estratta alle proprie esigenze. 
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1.3.2 Ciclo virtuoso 
 
Il compito del KDD va oltre a quello di estrarre la conoscenza, ma ne richiede anche 
la comprensione, in modo da poter agire su di essa e trasformare i dati in 
informazione, l’informazione in azione e quest’ultima in valore. 
In letteratura questo concetto va sotto il noma di  “ciclo virtuoso” [BL97].  La figura 
1.2 schematizza tale ciclo distinguendo gli stadi che lo compongono. Ogni stadio 







Figura 1.2 - Fasi ciclo virtuoso 
 
 
1.3.2.1 Fasi del ciclo virtuoso 
 
Il ciclo virtuoso è costituito da quattro fasi : 
 
1. Identificazione del problema 
2. Knowledge Discovery in Databases 
3. Azione sull’informazione 


















Identificazione del problema 
 
Lo scopo di questo primo stadio è quello di identificare i settori in cui la scoperta di 
conoscenza può portare ad una certa utilità. Ad esempio partendo da semplici 
domande tipo “Perché i negozi in Toscana vendono meno di quelli di Milano?”, 
oppure “Qual è il prodotto che potremmo promuovere nei negozi di Firenze?”, si 
può approdare alla caratterizzazione delle abitudini dei clienti, a pianificazioni di 
vendita, etc.. 
Senza l’ausilio dei dati tali domande potrebbero non trovare risposte e molte 
osservazioni sarebbero impensabili. 
 
Knowledge Discovery in Databases 
 
Una volta identificato il problema, si procede alla raccolta dei dati e si utilizza il 
processo KDD. In questa fase è fondamentale identificare le sorgenti dati opportune, 




Una volta ottenuta la conoscenza dal processo KDD, questa viene analizzata e 
valutata da esperti del settore e conseguentemente utilizzata all’interno del supporto 
decisionale. Le azioni diventano parte integrante del ciclo virtuoso e adesso siamo in 
grado di decidere la strada da percorrere (promuovere un nuovo prodotto, proporre 
sconti e incentivi ai clienti, etc..,) 
 
Misura dell’effetto delle azioni 
 
Questa fase consiste nel confrontare i risultati ottenuti con le nostre previsioni e 
verificare se le azioni compiute hanno effettivamente portato alla risoluzione del 
problema iniziale. Il processo può, a questo punto, ricominciare per ottenere risultati 






Dall’analisi dell’intero processo KDD  e del ciclo virtuoso appena definito si evince 
un dato fondamentale: il ruolo dell’uomo è cruciale nel meccanismo di costruzione 
della conoscenza. 
L’interazione umana va applicata alle diverse fasi del KDD, è essenziale per 
l’effettivo utilizzo di algoritmi di DM e per il successo dell’intero processo KDD, 
che si riflette poi sull’intero ciclo virtuoso. 
Le figure professionali che si notano nelle varie fasi di tutto il processo sono ben 
definite e troviamo fra loro : 
 
• l’analista; essenziale nelle fasi iniziali per stabilire i punti cardine del 
problema esaminando la situazione attuale e le soluzioni esistenti 
 
• l’ingegnere della conoscenza; si occupa degli obiettivi del DM e della 
preparazione dei dati per l’applicazione degli algoritmi. Applica inoltre le 
tecniche appropriate per generare i risultati per la fase di mining 
 
• lo sviluppatore di applicazioni; ha il compito di realizzare i sistemi 
appropriati per il KDD e provvede ad integrarli nell’ambiente commerciale. 
Infine, si occupa di effettuare l’analisi delle condizioni tecniche e 
organizzative del mercato 
 
• l’utente finale; ignora le tecnologie di DM, ma conoscendo  il problema 




1.3.3 Architettura di un sistema KDD 
 
Questo paragrafo ha come compito quello di mostrare gli elementi fondamentali che 
caratterizzano l’architettura di un sistema KDD [HK00].  
La figura 1.3   mostra in maniera molto semplificata le principali componenti.  
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Figura 1.3 - Architettura di un sistema per KDD 
 
Esaminando tutti i livelli dell’architettura troviamo : 
 
• Database (DB), data warehouse (DW) 
sorgenti dei dati su cui attuare il processo 
 
• Database o data warehouse server 
componente  che si occupa di garantire ai livelli superiori il flusso dei 






Database or data 
warehouse server 
Data mining engine 
Pattern evaluation 
GUI 




• Knowledge base 
dominio di conoscenza che è usato per guidare la ricerca e la 
valutazione dei pattern risultanti 
 
• Data mining engine 
racchiude tutte le funzionalità di DM che il sistema offre, rappresenta 
il cuore di ogni sistema KDD 
 
• Pattern evaluation module 
interagisce con il modulo sottostante al fine di focalizzare la ricerca 
solo su pattern realmente interessanti. Può essere integrato nel 
modulo di DM 
 
• GUI (Graphical User Interface)  
si occupa della comunicazione tra l’utente ed il sistema e permette di 
mettere a fuoco la ricerca e di esplorare i risultati ottenuti 
 
 
1.3.4 Settori applicativi del KDD 
 
L’importanza del KDD è in rapido aumento in vari settori come quello assicurativo, 
in cui lo studio del cliente è centrale per qualsiasi decisione da intraprendere,   
quello bancario, per scoprire l’uso di carte di credito false, i clienti affidabili, quello 
della sanità, al fine di migliorare le diagnosi ed effettuare un monitoraggio mirato 
dei pazienti riducendo così i costi del servizio.  
L’uso del KDD è sempre più richiesto in tutti quei settori in cui si hanno a 
disposizione grosse quantità di dati ma soprattutto dove si ha il bisogno imminente 
di trasformare questi dati in conoscenza utile. 
Lo sviluppo di internet ha generato nuovi domini applicativi per il DM, ne sono un 
esempio il commercio elettronico e tutte le attività ad esso associate che creano 
enormi quantità di dati per fini commerciali e sociali. 
Sempre legate ad internet abbiamo applicazioni di text mining e di web mining. Le 
prime, ad esempio, permettono, analizzando semplici pagine di testo da siti web a 
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carattere finanziario, di prevedere gli andamenti dei titoli in borsa. Quelle 
riguardanti il web mining, invece, mirano alla ricerca di strumenti per rendere i 
motori di ricerca sempre più veloci ed efficienti, ed allo sviluppo di nuovi algoritmi 
di proxy caching intelligente. 
Un altro settore interessato all’applicazioni di tecniche di DM è quello sportivo. In 
[HED96] viene presentato un esempio di sistema KDD sviluppato per l’NBA 
(National BasketBall Association), che è stato utilizzato da 14 delle 19 squadre della 
lega americana. Il sistema memorizza informazioni statistiche sui dati degli eventi di 
ogni singolo incontro, come passaggi, tiri liberi, falli commessi, etc.., che vi sono 
stati inseriti durante il gioco. In questo modo gli allenatori possono, in tempo reale 
porre quesiti al sistema al fine di trovare schemi di gioco che portino la squadra ad 
assumere una strategia vincente. 
Anche l’area dei dati rilevati in maniera remota, che è la più vasta sorgente di dati 
disponibili, rappresenta un’altra possibile applicazione del KDD. Gran parte di 
questi dati deriva dalle immagini satellitari, mentre altri dati provengono da 
rilevamenti effettuati sulla terra e sul mare, o dai radar. Il loro impiego è nato per 
monitorare e capire le principali cause di inquinamento del nostro pianeta.   
  
  
1.4 Data Mining 
 
Non possiamo certo affermare che il concetto di DM sia ben delimitato.  Gli sviluppi 
di tale tecnica,  per lo  più   abbastanza   recenti,   e   gli ampi campi di applicazione, 
soprattutto nelle diverse tipologie di business, fanno si che il DM risulti spesso un 
concetto piuttosto vago e caratterizzato da varie definizioni. Ecco allora le 
definizioni più comuni di DM: 
 
• Il DM è un procedimento atto all’estrazione di conoscenza da vaste 
quantità di dati, rappresentata attraverso un piccolo insieme di preziose 
informazioni” [HK00].  
• Il DM è una combinazione di potenti tecniche che aiutano a ridurre i costi 
ed i rischi come anche ad aumentare le entrate estraendo informazione dai 
dati disponibili (T.Fahmy). 
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• Il DM è l’esplorazione e l’analisi, attraverso mezzi automatici e 
semiautomatici, di grosse quantità di dati allo scopo di scoprire modelli e 
regole significative (Berry, Linoff, 1997). 
• Il DM  è  la ricerca di relazioni e modelli globali che sono presenti in 
grandi database, ma che sono nascosti nell’immenso ammontare di dati, 
come le relazioni tra i dati dei pazienti e le loro diagnosi mediche. Queste 
relazioni rappresentano una preziosa conoscenza se il database è uno 
specchio fedele del mondo reale in esso contenuto (Holshemier e Siebes, 
1994). 
 
Una definizione poco formale ma molto intuitiva che dà certamente il senso di cosa 
sia il DM è la seguente: 
 
“Il DM è una vera e propria tortura dei dati al fine di farli confessare....” 
 
Il principale obiettivo del DM è quello di estrarre modelli descriventi i dati che siano 
facilmente interpretabili dall’uomo in modo da fornire un valido supporto alle 
decisioni. Tale estrazione deve però avvenire in modo completamente automatico, in 
quanto le tecniche manuali di analisi non sono in grado di sopportare e di gestire le 
grandi quantità di dati necessari per l’estrazione. 
Le principali tecniche utilizzate nell’ambito del DM sono classificate in base al tipo 
di risultato che riescono a produrre. Si distinguono fondamentalmente due tipi di 
tecniche : 
 
1. Descrittive : descrivono i pattern esistenti nei dati, al fine di aiutare chi deve 
prendere una decisione. Alle tecniche descrittive appartengono le regole di 
associazione e il clustering. Le prime individuano relazioni interessanti e le 
eventuali regolarità tra i termini di un determinato insieme di dati. 
Il clustering invece raggruppa un insieme di oggetti, fisici o astratti, in classi 
di oggetti simili. Un cluster non è altro che una collezione di dati che sono 




2. Previsionali : utilizzano dati in loro possesso per poter prevedere il valore 
che la variabile dipendente da tali dati assumerà in futuro. Fanno parte di 
queste tecniche gli alberi di decisione e le reti neurali. 
Gli  alberi di decisione vengono utilizzati per classificare le istanze di grandi 
quantità di dati (per questo vengono anche chiamati alberi di classificazione). 
I nodi foglia rappresentano le classificazioni e le ramificazioni l'insieme delle 
proprietà che portano a quelle classificazioni. 
Le reti neurali nascono dall’idea di poter riprodurre alcune delle funzioni e 
capacità del cervello umano. L’area di applicazione dominante delle reti 
neurali è il riconoscimento di pattern, e l’obiettivo fondamentale di tale 
caratteristica è la classificazione: dato un input, la rete è in grado di 
analizzarlo e di formulare un output che corrisponda ad una determinata e 
significativa categorizzazione. 
 
Nei prossimi paragrafi vedremo più approfonditamente le regole di associazione, il 
clustering e gli alberi di decisione. 
 
 
1.4.1 Regole di associazione 
 
Le regole di associazione sono un modello proposto da [AIS93], il cui compito è 
quello di scoprire alcune regolarità sui dati. L’esempio di applicazione più noto, 
detta Marketing Basket Analysis (MBA) [BL97], riguarda l’analisi sui prodotti 
venduti all’interno di un supermercato. Con la MBA si scoprono le regolarità negli 
acquisti, attraverso l’analisi dei dati contenuti negli scontrini di cassa. Ovviamente 
l’analisi MBA non è relegata al solo contesto di un supermercato, ma trova 
applicazioni anche in altri settori come quello delle telecomunicazioni, della sanità 
etc.. 
Informalmente una regola di associazione può essere definita come un legame di 
causalità valido fra gli attributi dei record di un DB. Se invece vogliamo dare una 
definizione formale di regola di associazione la più appropriata è quella proposta da 
Agrawal, Imielinsky e Swami in [AIS93] : 
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“ Una regola di associazione(RdA) è un implicazione del tipo X→Y, con 
X ⊆ I, Y ⊆ I, X ∩Y = 0, dove I è l’insieme degli item, X è detto body e Y head della 
regola “ 
 
Sia D l’insieme delle transazioni prese in esame, dove ogni transazione T è un 
sottoinsieme degli items in I, T ⊆ I, si definiscono le misure di supporto e 
confidenza di una regola come : 
 
• Supporto : indica la frequenza con cui gli item delle regole si presentano 
nelle transazioni  rispetto al totale delle transazioni esaminate. Se un regola 
ha supporto s su D allora l’s% delle transazioni in D contengono sia X che 
Y.  
 




= supporto(X ∪ Y) 
 
• Confidenza : misura la forza dell’implicaizone; e rappresenta il rapporto 
tra le transazioni in cui sono presenti X e Y, rispetto a quelle in cui è 
presente solo X. Una regola ha confidenza c se il c% delle transazioni in D 
che contengono X contengono anche Y. 
 
confidenza (X  Y) = supporto (X ∪ Y) / supporto (X) 
 
 
Una volta chiariti i concetti di supporto e confidenza possiamo definire il concetto di 
regola forte. Una regola è detta forte se e solo se soddisfa un supporto minimo ed 
una confidenza minima. 
Mentre un insieme di item X (item set) viene considerato frequente se e solo se 







Per chiarire i concetti appena espressi presentiamo un esempio di applicazione di 
RdA. 
 
Dati iniziali : 
• itemset I = {A,B,C,D,E,F}  
• insieme delle transazioni riportato nella tabella 1.1 
• supporto minimo 0.50 (50%) 






Tabella 1.1 - Gruppo di transazioni di acquisto 
 
Risultato : 
• Supporto ({A}) = 0.75 quindi {A} è un itemset frequente 
• Supporto ({A,B}) = 0.25 quindi {A,B} non è un itemset frequente 
• Supporto (A  C) = Supporto ({A,C}) = 0.50 
• Confidenza (A  C) = Supporto ({A,C}) / Supporto ({A}) = 0.66 
• La regola A  C è una regola forte perché soddisfa supporto e confidenza 
minimi 
 
L’insieme degli itemset frequenti è riportato in tabella 1.2. 
 
Tabella 1.2 - Itemset frequenti relativi alle transazioni di Tabella 1.1 
 











La regola A  C  è una regola forte, perché soddisfa i requisiti minimi di 
confidenza e supporto. 
 
Di seguito faremo una breve trattazione dei principali algoritmi di estrazione di 
regole di associazione. 
 
 
1.4.1.1 Algoritmi per l’estrazione di RdA  
 
I passi che portano all’estrazione di RdA sono sostanzialmente due : 
 
• il primo si occupa di ricercare tutti gli itemset frequenti in base ad un 
supporto minimo prefissato. Generalmente è il passo più oneroso dal punto 
computazionale e di conseguenza influenza moltissimo le prestazioni 
dell’algoritmo 
• il secondo partendo proprio dall’itmeset frequente ha come obiettivo quello 
di generare solo le regole di associazioni forti 
 
L’algoritmo più noto in letteratura è Apriori [AIS93], il cui nome deriva dal fatto 
che sfrutta la conoscenza a priori di alcune proprietà degli insiemi frequenti. 
L’algoritmo si basa su un processo iterativo che, partendo dal calcolo degli itemset 
frequenti di cardinalità 1 (1-itemset), procede con il calcolo di quelli di cardinalità 2 
(2-itemset) e cosi via. Condizione di arresto di tale processo si ha quando l’n-itemset 
risulta vuoto per un certo n. 
L’idea di base a sostegno dell’algoritmo Apriori è la seguente: 
 
“Dato un insieme di items B, se B è frequente e A ⊆ B allora anche A è frequente” 
 
Infatti, ogni transazione che contiene B contiene anche A. Conseguenza diretta di 
questa proprietà è che se A non è frequente, è inutile generare gli itemset che 
contengono A. Ad esempio, riprendendo l’esempio della tabella 1.1, con un 
supporto minimo di 0.3, l’itemset {D} non è frequente è quindi inutile controllare i 
2-itemset oppure i 3-itemset che contengono l’item D durante il processo. 
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L’algoritmo utilizza la proprietà precedente per effettuare delle potature (pruning) 
che, ad ogni passo, riducono le dimensioni dell’itemset candidati. 
La ricerca attuale ha prodotto molte varianti per migliorare l’efficienza dell’Apriori 
attraverso tecniche basate su tabelle hash [PCY95], tecniche per ridurre la scansione 
del database oppure il numero delle transazioni scandite nelle iterazioni future 
[AMSS94][HF95][PCY95] e tecniche basate sul partizionamento per trovare gli 
itemset candidati [SON95]. 
Altri algoritmi per l’estrazione di RdA sono il Direct Hashing Pruning [DHP] e il 
Dynamic Itemset Counting [DIC]. 
 
 
1.4.1.2 Classificazione delle RdA 
 
Le regole di classificazione possono essere classificate in vari modi in base a diversi 
fattori [HK00]: 
• In funzione del tipo di valori trattati nella regola. 
 
a) RdA booleane : il loro valore rappresenta la presenza oppure l’assenza 
di un item 
 
b) RdA quantitative : sono utilizzate per attributi con valore discreto. 
Anziché verificare solo la presenza di un item, ci interessa verificare se 
l’item appartiene ad un intervallo discreto di valori. Ad esempio: 
 
età (X,”30..34”) and reddito (X,”42M..48M”)  compra (X,”TV ad alta 
risoluzione”) 
 
• In funzione della dimensione dei dati trattati. 
 
a) Single-dimensional : se ogni item o attributo contenuto all’interno della 
regola si riferisce ad una singola dimensione. Ad esempio: 
 
compra (X,”Computer”)  compra (X,”Software”) 
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b) Multi-dimensional : se una regola riferisce due o più dimensioni come 
ad esempio età, compra, reddito nell’esempio 1) b). Regole di 
associazione multidimensionali sono state studiate in [KHC97] e 
[ZDN97]. 
 
• In funzione del livello di astrazione. 
 
a) Single-level : se l’analisi avviene ad un solo livello di astrazione. 
 
b) Multi-level [SA95]: se l’analisi avviene a differenti livelli di astrazione. 
In questo modo un attributo può essere specializzato o generalizzato in 
accordo ad una gerarchia di concetti. Ad esempio, se stampante 
rappresenta un’astrazione di livello più alto rispetto a stampante a colori, 
le possibili regole di associazione estratte a due livelli differenti sono: 
età(X,”30-34”)  compra(X,”stampante”) 





Il clustering è una tecnica di analisi dei dati, che raggruppa gli oggetti in base a 
misure di similitudine, o in base ad un criterio prestabilito. Ad esempio è 
indispensabile in tutti quei casi in cui, dato un insieme da analizzare, non si conosce 
il nome della classe di ciascun oggetto. 
Fondamentalmente cerca di massimizzare le similitudini tra oggetti appartenenti ad 
uno stesso cluster, minimizzando quelle tra elementi appartenenti a cluster differenti. 
Anche il clustering come la classificazione, è un’attività insita nella natura umana, 
basti pensare alla prima infanzia, in cui impariamo ad esempio la distinzione tra 
animali e piante. Inoltre è utilizzato nel marketing, in biologia, nel mondo delle 
assicurazioni, nelle prevenzione dei terremoti, nell’urbanistica, etc… 




a) non si basa sul calcolo di un singolo attributo, ma lavora su elementi definiti 
da un certo numero di attributi e li assegna ad un gruppo, detto cluster, in 
base alle loro somiglianze 
b) nel clustering non sono presenti classi predefinite  
c) l’analisi non avviene su un training set di esempio 
d) la qualità del clustering si misura sempre in base ai seguenti parametri : 
 
• Alta similarità tra oggetti appartenenti allo stesso cluster 
• Bassa similarità tra oggetti appartenenti a cluster diversi 
 
Tra le applicazioni che usano il clustering troviamo ad esempio quelle per la 
valutazione dei risultati di esperimenti clinici, per il monitoraggio dell’attività di 
aziende concorrenti. In generale la tecnica viene utilizzata in tutti quei casi in cui si 
vuole trovare una suddivisione di oggetti in gruppi, in modo che gli oggetti in un 




1.4.2.1 Algoritmi di clustering 
 
La maggior parte dei metodi di clustering possono essere classificati in cinque 
categorie [HK00] : 
 
1. Metodi di partizionamento 
2. Metodi gerarchici 
3. Metodi basati sulla densità 
4. Metodi basati su griglia 







Metodi di partizionamento 
 
Dato un database di n oggetti, questo metodo costruisce k partizioni di dati, con k ≤ 
n, dove ciascuna partizione rappresenta un cluster ed esegue iterazioni successive 
per rilocare ad ogni passo gli oggetti nel gruppo opportuno. 




Questo metodo crea una decomposizione gerarchica dell’insieme di oggetti 
rappresentante i dati. Si può classificare in agglomerativo o divisivo, a seconda di 
come si viene a formare la decomposizione. 
Tra gli algoritmi più noti di questa classe troviamo AGNES, DIANA [KR90] e 
CURE [GRS98]. 
 
Metodi basati sulla densità 
 
Il concetto su cui si basano è quello di densità (ossia il numero di oggetti all’interno 
di un dato raggio); in questo caso vengono aggiunti oggetti ai clusters finché la 
densità non supera una soglia minima prefissata. 
Gli algoritmi di rilievo in questa categoria sono DBSCAN [EKSX96], DENCLUE 
[HK98]. 
 
Metodi basati su griglia 
 
Codificano lo spazio degli oggetti da analizzare utilizzando un numero finito di celle 
che formano una struttura a griglia. Il maggiore vantaggio che offrono è il tempo di 
esecuzione, indipendente dalla cardinalità del dataset, ma collegato al numero di 
dimensioni degli elementi. 





Metodi basati su modello 
 
Cercano di rappresentare i dati secondo un modello di tipo matematico, basandosi 
sulla assunzione che i dati sono generati secondo distribuzioni probabilistiche ben 
precise. 





L’ obiettivo della classificazione è quello di esaminare il comportamento di un 
nuovo oggetto di interesse e di assegnarlo ad un classe predefinita. Il problema della 
classificazione si riconduce all’identificazione di schemi o insiemi di caratteristiche 
che definiscono il gruppo cui appartiene in un dato elemento non ancora classificato. 
Legato al concetto di classificazione vi è anche quello di predizione, mentre nel 
primo caso dobbiamo assegnare classi di appartenenza ai vari oggetti, nel secondo ci 
occupiamo di predire valori continui. I processi di classificazione e predizione usano 
tecniche ben differenti: per la predizione si usano tecniche di regressione, mentre 
nella classificazione uno dei metodi più diffusi è l’albero di decisione, che verrà 
trattato di seguito. 
La classificazione ha come base di partenza degli insiemi esistenti e già classificati a 
priori e produce degli schemi su tali insiemi. 
Durante il processo di classificazione si distinguono due fasi principali : 
 
1. Costruzione del modello 





Figura 1.4 - Il processo di classificazione 
 
Costruzione del modello 
 
E’ necessario innanzitutto scegliere l’attributo il cui valore deve essere stimato. Tale 
attributo  viene chiamato solitamente attributo di classificazione. Una volta 
stabilito l’attributo di classificazione occorre disporre di un database campione, 
solitamente chiamato training set, costituito da esempi già classificati, al fine di 
ottenere un valore preciso per l’attributo di classificazione. 
Il modello costruito può assumere varie forme, ad esempio regole di classificazione, 
alberi decisionali, reti neurali oppure formule matematiche. 
 
Utilizzo del modello 
 
Una volta costruito, il modello può essere utilizzato per classificare nuove tuple di 
cui ignoriamo l’attributo di classificazione. 
(sunny, false, ?) 
(sunny, false, yes) 












Questa tecnica è molto utile in applicazioni per la classificazione delle tendenze di 
mercato, per l’identificazione automatica di immagini, per l’identificazione del 
rischio in mutui/assicurazioni, per l’efficacia trattamenti medici, etc. 
 
 
1.4.3.1 Alberi di classificazione 
 
Gli alberi di classificazione sono il modello fondamentale a cui si riferisce la 
classificazione. Un albero di classificazione è costituito da nodi etichettati con il 
nome degli attributi, da archi rappresentanti il valore di tali attributi e da foglie 
rappresentanti i differenti valori, assunti dall’attributo da classificare.  
Per vedere la classificazione di un oggetto basta percorrere l’albero dalla radice alla 
foglia, la quale contiene il valore di classificazione cercato. 
Nel caso di dati di tipo continuo, la rappresentazione di tale attributo deve essere 
espressa in due sottoinsiemi discreti.  
Un caso particolare di albero di classificazione si ha quando l’attributo di 
classificazione assume soltanto due valori, “yes” e “no”. In questo specifico caso, il 





Per chiarire i concetti appena espressi presentiamo un esempio di un albero di 
decisione. 
 
Dati iniziali : 
• training set (vedi tabella 1.3) 
• Compra_computer (attributo di classificazione) 
 
Obiettivo : 
• estrarre un albero di decisione che permetta di classificare nuove tuple 














Tabella 1.3 - Training set per l’estrazione di un albero di decisione 
 
L’albero di decisione costruito consentirà di stabilire se un nuovo cliente sarà un 
potenziale acquirente di un computer o meno.   
Le foglie contengono solo uno dei possibili valori dell’attributo di classificazione 
(yes, no). 
Ogni nuovo cliente sarà classificato in primo luogo in base all’età, e 
successivamente in base al fatto che sia studente o alla stima del credito. Il valore di 
classificazione da assegnare sarà quello della foglia raggiunta. Tra i principali 
vantaggi derivanti dall’uso di un albero di decisione troviamo quello di essere più 
veloce rispetto ad altri metodi, facile da interpretare tramite regole di classificazione 
ed inoltre  può essere convertito facilmente in queries SQL per interrogare la base di 
dati. 
 
Figura 1.5 - Albero di decisione estratto dal training set di Tabella 1.3 
Età Reddito Studente Stima del credito Compra_computer 
<=30 Alto No Discreto No 
<=30 Alto No Eccellente No 
31..40 Alto No Discreto Yes 
>40 Medio No Discreto Yes 
>40 Basso Yes Discreto Yes 
>40 Basso Yes Eccellente No 
31.40 Basso Yes Eccellente Yes 
<=30 Medio No Discreto No 
<=30 Basso Yes Discreto Yes 
>40 Medio Yes Discreto Yes 
<=30 Medio Yes Eccellente Yes 
31..40 Medio No Eccellente Yes 
31..40 Alto Yes Discreto Yes 
>40 Medio No Eccellente No 
Discreto Eccellente No Yes 
31..40 
> 40 ≤ 30 
  Età ? 
Studente ? 
Yes 




1.4.3.2 Algoritmi di classificazione 
 
La maggior parte degli algoritmi offerti dalla ricerca iniziano la costruzione 
dell’albero a partire dalla radice, implementando una strategia di tipo top down per 
la costruzione degli alberi di classificazioni. Degli algoritmi di classificazioni più 
noti, fanno sicuramente parte quelli proposti da Quinlan : 
 
• ID3 [Q86], lavora solo su attributi nominali 
• C4.5 [Q93], riesce a trattare anche attributi numerici 
 
Un altro algoritmo di classificazione è il Naive Bayes [NB], che utilizza il teorema 
di Bayes per la costruzione dell’albero. 




1.4.4 Aspetti temporali nel Data Mining 
 
Il tempo è un concetto importante nell’ambito delle basi di dati; ad esempio, SQL 
dispone di metodi opportuni per operare sul concetto di tempo (per il calcolo di 
intervalli o per il confronto di date) in modo da poter rispondere a domande quali: 
 
“Selezionare gli articoli ricevuti da almeno una settimana” 
“Selezionare i ricavi per giorno della settimana relativamente al mese corrente” 
 
Anche all’interno del DM è importante utilizzare modelli che prevedono il fattore 
tempo. Sono stati proposti in letteratura delle varianti dei modelli attuali che 
permettano di esprimere la dimensione temporale. 
Senza dilungarci troppo su tali metodi, e rimandando alla letteratura specializzata, 
possiamo affermare che i principali modelli temporali comprendono : 
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• Le RdA cicliche e le RdA calendriche : [ORS98] sono due esempi di 
estensione del modello RdA, in grado di trattare il fattore tempo. Rispetto a 
quelle introdotte precedentemente queste contengono una “marca temporale” 
definita timestamp, che indica quando la transazione è stata effettuata. 
 
• I Pattern sequenziali : sono un modello di Dm che permette di estrarre tutte 
le sottosequenze da una sequenza di transazioni, il cui supporto è maggiore 
di una soglia minima specificata dall’utente. 
 Trovano applicazioni in vasti campi, soprattutto per quanto riguarda il 
marketing; ad esempio, nelle vendite al dettaglio sono utilizzate per studiare 
il comportamento di acquisto nel tempo dei clienti. In questo caso, interessa 
analizzare l’ordine con cui sono avvenuti tali acquisti. Ad esempio, 
l’informazione estratta può assumere la forma seguente: “il 95% dei clienti 
ha acquistato prima il prodotto X e poi il prodotto Y”. Nell’ambito dei 
patterns sequenziali, le transazioni sono correlate da una data oppure un 
valore progressivo che specifica l’ordine della transazione (ad esempio il 
numero transazione) e si definiscono sequenze l’insieme delle transazioni 
associate ad ogni cliente ordinate nel tempo [AS94]. 
 
• Serie Temporali : rappresentano una sequenza di osservazioni nel tempo 
[CHA03]. Ad esempio, fissata come data iniziale il primo gennaio, e stabilito 
come unità di tempo il giorno, la seguente è una serie temporale che indica le 
temperature registrate in una data località tutti i giorni della prima settimana 
dell’anno : 
 





















2.1 Introduzione   
 
Nel capitolo precedente abbiamo parlato del Data Mining e delle principali tecniche 
utilizzate nel suo ambito, ovvero delle tecniche revisionali e descrittive. In questo 
capitolo ci soffermeremo su una delle tecniche previsionali, gli alberi di 
classificazione. In particolare, tratteremo gli alberi di decisione. 
Vedremo come avviene la costruzione di un albero di classificazione (o di decisione) 
e citeremo le principali tecniche per la valutazione di un classificatore. Infine  
analizzeremo uno degli algoritmi di classificazione di maggior successo, proposto da 
Quinlan, il C4.5 [Q93]. Una volta compreso tale algoritmo passeremo allo studio 
delle sue implementazioni, esaminando quelle più note, come WEKA [WEKA], 
sistema sviluppato dall’Università di Waikato in Nuova Zelanda, eC4.5 [eC4.5] e 
YaDT [YaDT] sviluppati presso il dipartimento di Informatica dell’Università di 
Pisa. 
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Effettueremo una analisi in termini di prestazioni ed efficienza dei tre sistemi al fine 
di evidenziare i pro e i contro di ognuno di essi.  
 
 
2.2 Costruzione di un albero di classificazione 
 
La costruzione di un albero di classificazione avviene attraverso un procedimento 
ricorsivo, che si basa su euristiche o misure statistiche, per determinare l’attributo da 
inserire in un nodo. 
 
Algorithm Create_decision _tree    
/* Genera un albero di decisione da un dato training set */  
 
Input : samples, attribute_list; 
/* Rappresentano rispettivamente il training set e la lista di attributi 
significativi su cui costruire l’albero. Per semplicità di esposizione 
dell’algoritmo, si suppone che tutti i sample siano rappresentati da attributi a 
valori discreti */ 
 
Output : decision tree; 
1. crea un nodo N; 
2. if sanples sono tutti nella stessa classe C then  
3.        return N come foglia etichettata con la classe C; 
4. if attribute_list è vuoto then 
5.        return N come foglia etichettata con la classe più comune in samples; 
6. seleziona test_attribute da attribute_list; // si sceglie quello con  
information gain maggiore 
 
7. etichetta il nodo N con test_attribute; 
8. foreach valore conosciuto ia  di test_attribute 
9.        costruisci un arco dal nodo N per la condizione test_attribute = ia ; 
10.        is  = insieme delle tuple in samples che soddisfano la condizione  
test_attribute = ia ; 
11.        if is  è vuoto then 
12.            attacca un foglia etichettata con la classe più comune in samples; 
13.        else 
14.            attacca il nodo ritornato da  Create_decision _tree( is ,   
   attribute_list – test _attribute); 
Figura 2.1 - Algoritmo greedy per la costrizione di un albero di decisione 
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Riassumendo, per la costruzione di un albero di classificazione (o di decisione), 
sono quindi necessarie due fasi : 
 
1. Tree induction (Fase di costruzione) 
2. Tree pruning (Fase di potatura) 




L’algoritmo base per la costruzione di un albero di classificazione è un algoritmo di 
tipo greedy che attraverso un approccio top-down ed utilizzando la tecnica divide et 
impera, costruisce ricorsivamente il classificatore. 
L’algoritmo è mostrato in figura 2.1, i suoi concetti base sono i seguenti : 
 
• L’albero inizia con un singolo nodo rappresentante il training sample (1). 
 
• Se i samples appartengono tutti alla stessa classe, allora il nodo diviene una 
foglia etichettata con classe alla quale appartengono i samples (2), (3). 
 
• In caso contrario l’algoritmo utilizza una misura basata sull’entropia, 
information gain1,come euristica, al fine di selezionare l’attributo che meglio 
separerà i samples in classi individuali (6). Tale attributo diviene il 
decision_attribute o test_attribute (7). Per semplicità di esposizione  si 
suppone che tutti i sample siano rappresentati da attributi a valori discreti. 
 
• Viene creato un arco per ogni valore conosciuto del test_attribute, e 
l’insieme dei samples viene partizionato di conseguenza (8),(9),(10). 
                                               
1
 La misura dell’information gain è utilizzata per selezionare un test attribute ad ogni nodo 
dell’albero. Tale misura viene generalmente indicata con il nome di misura di selezione attributo o 
misura della bontà dello split. L’attributo con infomation più alto (o maggiore riduzione di entropia) 
viene scelto come test attribute per il nodo attuale. Questo attributo minimizza l’informazione 
necessaria per classificare i sample nelle partizioni risultanti, e riflette la minore casualità o 
“impurità” in queste partizioni . 
Questo tipo di approccio teorico all’informazione minimizza il numero di test attesi necessari per 
classificare un oggetto, e garantisce che venga trovato un albero più semplice (ma non 
necessariamente il più semplice). 
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• L’algoritmo usa lo stesso processo ricorsivamente per formare un albero di 
decisione per i samples di ogni partizione. Una volta che un attributo occorre 
ad un nodo, non è necessario riconsiderarlo nei nodi discendenti (13). 
 
• La ricorsione si ferma quando si verifica una delle seguenti condizioni : 
 
 Tutti i samples per un dato nodo appartengono alla stessa classe 
(2),(3). 
 
 Non ci sono ulteriori attributi con cui suddividere ulteriormente i 
samples (4). In questo caso per assegnare una classe alla foglia 
risultante si utilizza la tecnica del major voting (5), ovvero la classe 
che ricorre più frequentemente nei samples. 
 
 Non ci sono samples per l’arco etichettato test_attribute =  ia  (11). 
Anche in questo caso viene creata una foglia etichettata con la classe 




Si pota l’albero costruito al passo 1, eliminando rami dovuti a rumore o fluttuazioni 
statistiche. I metodi di potatura, cercano di risolvere problemi di overfitting sui dati. 
In generale possiamo riscontrare più politiche, basate su considerazione statistiche, 
per attuare questa seconda fase. Le più adottate sono : 
 
a) prepruning. Secondo questo approccio, un albero viene potato 
interrompendo la sua costruzione nella fase iniziale, ovvero decidendo di non 
dividere o partizionare ulteriormente il subset di training sample ad un dato 
nodo. Al momento dell’interruzione il nodo diventa foglia. Tale foglia può 
contenere la classe più frequente tra i subset sample o la distribuzione di 
probabilità di tali sample. 
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b) postpruning.    In base a questo metodo i rami vengono tagliati da un albero 
adulto, ed il nodo di un albero viene potato rimuovendo i suoi rami. Un 
esempio di approccio postpruning è l’algoritmo “cost complexity”. In questo 
caso, il nodo più basso non potato diventa foglia ed è etichettato in base alla 
classe più frequente dei rami precedenti. Per ogni nodo “non-foglia” 
nell’albero, l’algoritmo calcola il tasso di errore atteso che potrebbe 
verificarsi se il sottoalbero del nodo venisse potato. Il tasso di errore è 
calcolato utilizzando i tassi di errore per ogni ramo combinato con il peso 
secondo la proporzione delle osservazioni su ogni ramo. Se la potatura di un 
nodo conduce ad un maggior tasso di errore, il sottoalbero viene mantenuto, 
altrimenti viene potato. Dopo aver generato un set di alberi potati 
progressivamente, un test set indipendente è utilizzato per stimare 
l’accuratezza di ogni albero. Viene preferito l’albero di classificazione che 
minimizza il tasso di errore atteso. 
 
In letteratura sono presenti un gran numero di algoritmi per l’estrazione di alberi di 
classificazione, la maggior parte dei quali implementano una strategia di tipo top-
down, ovvero partendo dalla radice. Una volta costruito il classificatore, ne 
valuteremo la sua qualità. 
 
 
2.3 Valutazione di un classificatore 
 
Il passo successivo all’estrazione del classificatore è quello di testarne la qualità 
[HK00]. Mentre nel caso delle regole di associazione avevamo il supporto e la 
confidenza che ci fornivano indicazioni precise su tale caratteristica, nel caso dei 
classificatori dobbiamo utilizzare diverse tecniche per testare e migliorare la sua 
qualità. Nel seguito introdurremo brevemente le tecniche più diffuse per valutare la 






Matrice di confusione e accuratezza 
 
Una valutazione complessiva delle prestazioni di un classificatore si può ottenere 
utilizzando una matrice che ha un numero di righe e colonne pari al numero di classi 
che il classificatore deve predire. Le righe della matrice rappresentano la reale classe 
di appartenenza degli oggetti testati, mentre le colonne riguardano la classe 
assegnata dal classificatore. Questa matrice prende il nome di matrice di confusione. 
Il generico elemento (i,j) contiene un valore che rappresenta la stima della 
probabilità, calcolata sul test set, che il classificatore assegni un oggetto della classe  
iC  alla classe jC , commettendo così un errore. Sulla diagonale troviamo le 











Figura 2.2 - Esempio di matrice di confusione 
 
La figura 2.2 rappresenta una generica matrice di confusione. Per avere una stima 
della precisione del classificatore, basta sommare tutti gli elementi presenti nella 
diagonale e dividere tale somma per il numero di oggetti che compongono il test set. 
In questo esempio, in ogni generica cella (i,j), non è presente una stima di 
probabilità, ma il numero di oggetti del test set della classe iC  classificati come 
appartenenti alla classe jC . 
Quanto appena detto ci consente di definire un altro parametro legato alla bontà di 
un classificatore, ovvero l’accuratezza. Quest’ultima ci permette di valutare come un 
dato classificatore classificherà dati mai visti, ovvero dati sui quali il modello non è 
 Classe 1 Classe 2 … Classe i … Classe N 
Classe 1 23 1  4  0 














ClasseN 0 1  2  2 
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stato costruito. Ad esempio, se i dati relativi alle vendite vengono utilizzati per 
estrarre un classificatore che predica il comportamento dei clienti relativamente ai 
nuovi acquisti, vorremmo poter stimare l’accuratezza con la quale il classificatore 
riesce a prevedere il comportamento dei futuri acquirenti. Grazie a questa misura, è 
inoltre possibile comparare diversi classificatori. 
Nel caso specifico dei classificatori l’accuratezza è definita come : 
 
“il numero dei campioni correttamente classificati, rispetto al numero totale dei 
campioni classificati” 
 
Nei prossimi paragrafi discuteremo in dettaglio tecniche per valutare e per 
incrementare l’accuratezza dei classificatori. 
 
 
2.3.1 Metodi per valutare l’accuratezza 
 
L’utilizzo di training set per derivare un classificatore  e successivamente stimarne 
l’accuratezza, può dar luogo a valutazioni oltremodo ottimistiche che possono 
risultare fuorvianti, a causa dell’alta specializzazione dell’algoritmo di learning (o 
modello) per i dati. Holdout  e cross-validation sono due tecniche comunemente 
impiegate per valutare l’accuratezza di un classificatore, basate su partizioni casuali 




In questo metodo, i dati forniti al passo di costruzione del classificatore vengono 
partizionati casualmente in due insiemi indipendenti. Tipicamente, due terzi dei dati 
vengono allocati nel training set, mentre i rimanenti vanno a comporre un nuovo 
insieme chiamato test set. 
Come è facile attendersi, i dati che rappresentano al primo insieme vengono 
utilizzati, per ricavare il classificatore, mentre quelli che appartengono al secondo 
sono impiegati per valutarne l’accuratezza. 
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La stima è pessimistica, dato che solo una porzione di dati iniziali è utilizzata per 
derivare il classificatore. Una possibile variante, chiamata Random Subsampling, 
prevede che il metodo holdout venga ripetuto k  volte. L’accuratezza complessiva 





In base a questo metodo, i dati iniziali sono casualmente partizionati in k 
sottoinsiemi (“fold”), mutuamente esclusivi, iS ,….., jS , ognuno dei quali ha 
all’incirca la stessa dimensione. Il training ed il testing vengono eseguiti  k volte, 
con la caratteristica che alla generica iterazione i, con 1 ≤ i ≤ k, il sottoinsieme iS  
viene utilizzato come test set, mentre i restanti sottoinsiemi sono collettivamente 
utilizzati come training set. L’accuratezza complessiva è ottenuta come il numero di 
oggetti correttamente classificati dalle k iterazioni, rispetto al numero totale di 
oggetti presenti nei dati iniziali. 
Nella stratified cross-validation, i sottoinsiemi sono partizionati in modo tale che 
la  distribuzione degli oggetti rispetto alla classe da predire in ogni fold, sia 
approssimativamente la stessa riscontrabile nei dati iniziali. 
Altri metodi simili alla k-fold includono il bootstrapping ed il leave-one-out, in cui 
vengono applicati diversi criteri di scelta ed utilizzo dei vari sottoinsiemi. 
L’uso di queste tecniche per stimare l’accuratezza di un classificatore aumenta il 




2.3.2 Metodi per incrementare l’accuratezza 
 
Oltre alle tecniche presentate nel paragrafo precedente, esistono anche tecniche 
generali per incrementare l’accuratezza di un classificatore. Queste tecniche sono 
note come bagging (o bootstrap aggregation) e boosting. 
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Entrambe combinano una serie T  di classificatori, 1C ……. TC , allo scopo di creare 
un meta-classificatore o “improved classifier” composito. 
Per comprendere meglio l’idea alla base di questi metodi, facciamo riferimento ad 
un a situazione reale che ben si adatta ad esemplificarne il meccanismo. 
Supponiamo di essere un paziente e di volere una diagnosi in base ai nostri sintomi. 
Invece di chiedere un parere ad un solo medico, possiamo scegliere di interrogarne 
più di uno, al fine di avere un maggior numero di diagnosi. Se una certa diagnosi 
occorre più di altre, possiamo sceglierla come diagnosi finale per il nostro problema. 
Questa è l’idea dietro al bagging. 
Supponiamo invece che noi assegniamo un peso, o importanza ad ogni dottore, ad 
esempio basandoci sull’accuratezza ottenuta da quel medico nelle diagnosi passate. 
La diagnosi finale in questo caso sarà ottenuta alla combinazione di queste diagnosi 
pesate. Questa è la concezione alla base del boosting. In seguito daremo uno sguardo 




Dato un insieme S  di oggetti (o sample), il bagging opera nel modo seguente: alla t-
esima iterazione, con 1 ≤ t ≤ T, un training set tS è campionato con rimpiazzamento 
dall’insieme originale S. Dato che viene impiegata la tecnica di campionamento con 
rimpiazzamento, alcuni oggetti dell’insieme originale S possono non essere inclusi 
in tS , mentre altri possono occorrere più di una volta. 
Un classificatore tC  è allenato per ogni tS . Per classificare un oggetto sconosciuto 
X, ogni classificatore tC  fornisce la sua classe di predizione che conta come un voto. 
Il classificatore “bagged” 
*
C conta semplicemente i voti, ed assegna ad X la classe 
con il maggior numero di voti. 
Il bagging può essere applicato anche per la predizione di valori continui, prendendo 








In questo caso vengono assegnati dei pesi ad ogni training sample. Una serie di 
classificatori viene estratta da tali sample. Dopo che un classificatore tC  è stato 
estratto, i pesi vengono aggiornati per permettere al successivo classificatore, 1+tC , 
di “fare maggior attenzione” agli errori di misclassficazione commessi da tC . Il 
classificatore “boosted” finale 
*
C  combina i voti di ogni classificatore individuale, 
dove il peso di ogni voto dato dal classificatore è in funzione della sua accuratezza. 





Purtroppo la sola accuratezza non è sufficiente per giudicare la bontà di un 
classificatore. Vi possono essere infatti altre caratteristiche, in base alle quali 
scegliere un classificatore invece di un altro, indipendentemente dal suo grado di 
accuratezza. 
Queste caratteristiche includono la velocità di esecuzione del modello, la robustezza, 
la scalabilità e l’interpretabilità del modello. Alcune peculiarità che 
contraddistinguono una misura da un’altra riguardano, inoltre, la possibilità di 
ottenere misure accurate, come la sciabilità, o soggettive, come l’interpretabilità. Per 
la prima, infatti, riusciamo ad ottenere una misura precisa, ad esempio andando ad 
osservare il numero di operazioni di I/O invocate da un dato algoritmo su un data 
macchina, al crescere dei dati di input. 
Per la seconda, invece, ci limitiamo a considerazioni che cercano di valutare la 
complessità del modello ottenuto, ad esempio nel caso degli alberi di classificazione, 
considerando il numero dei nodi che lo compongono. 
Oltre a queste misure dobbiamo considerare anche condizioni inerenti a specifiche 





2.4 Algoritmo C4.5 
 
C4.5 è uno tra i più noti e utilizzati algoritmi di classificazione basati su alberi, sia 
per la sua relativa intuitività, sia per il buon rapporto qualità – prestazioni – costo 
computazionale. Come molte tecniche di Data Mining a carattere predittivo, sfrutta 
informazioni note e attraverso calcoli matematici e statistici fornisce una stima per i 
casi non ancora osservati. 
Come descritto in [Q93], il processo di creazione dell’albero seguito dal C4.5 si 
compone di due passi principali: l’accrescimento dell’albero (growing process) e la 
sua potatura (pruning process).  
Partendo da un training set (insieme di esempi preclassificati), sotto forma di vettori 
caratteristici e loro valori, C4.5 costruisce l’albero dividendo lo spazio delle 
alternative in sottoinsiemi sempre più piccoli in modo da soddisfare dei criteri di 
scelta. Il processo di costruzione, nella sua globalità, prevede la divisione dei nodi, 
la determinazione dei nodi terminali e l’assegnamento del valore della classe a 
questi nodi.  
L’idea principale è quella di partizionare il training set in modo tale che possano 
essere ridotte di molto le informazioni necessarie per classificare un dato esempio. 
In breve si vuole minimizzare l’informazione necessaria (misurata in numero di 
attributi in un cammino) a classificare in modo corretto nuove istanze.  
Formalmente, sia S il training set, |S| il numero di casi nell’insieme S e freq(Ci,S) il 
numero di casi in S che fanno parte dell’i-esima classe (i=1, ...,N), l’informazione 
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Equazione 2.1- Informazione media per identificare la classe di un dato esempio 
                              
Quindi, l’informazione necessaria ed attesa, prima di dividere un insieme S in n 










info (S)= * info(S )| S |∑  
Equazione 2.2 - Informazione prima di dividere l’insieme 
                                   
Un’altra quantità importante è il gain, che misura il guadagno in termini di 
informazione, che si ottiene partizionando S in accordo a TestA e si calcola come 
 
AA Test
gain(Test )= info(S) - info (S)
 
Equazione 2.2 -  Information Gain 
                                  
Il gain rappresenta la differenza tra l’informazione necessaria per identificare un 
elemento di S e l’informazione necessaria per identificare un elemento di S dopo che 
è stato ottenuto il valore dell’attributo A, cioè è il guadagno di informazione ottenuto 
grazie all’attributo A. 
Gain  ratio criterio, calcolato come )A A Again ratio(Test )= gain (Test ) split info( Test ,  
esprime la proporzione di informazione generata dalla divisione che appare 
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Equazione 2.3 -  SplitInfo, informazione generata dalla divisione di un sottoinsieme 
 
rappresenta la potenziale informazione generata dividendo S in n sottoinsiemi. Pur 
utilizzando gain ratio criterion, un caso critico si ha quando si generano divisioni 
near-trivial a causa della scarsità di informazioni sulla divisione. Per risolvere 
questo problema, C4.5 introduce la restrizione che il valore del guadagno per un test 
candidato non deve essere più piccolo del valore medio del guadagno di tutti i test 
esaminati.  
Questa nozione di guadagno viene utilizzata per allineare gli attributi e per costruire 
gli alberi di decisione in cui, ad ogni nodo, sia associato l'attributo con maggior 
guadagno fra gli attributi non ancora considerati nel percorso dalla radice fino al 
punto considerato. 
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Lo scopo di questo ordinamento è di creare degli alberi di decisione piccoli, in modo 
da essere in grado di classificare nuove istanze in pochi passi (classificare usando 
minor informazione possibile ottenendo quindi un modello più generale che possa 
essere utilizzato con profitto per classificare istanze che non appartengono 
all’insieme dei dati di training). 
La figura 2.3 mostra lo pseudo-codice dell’algoritmo per la costruzione dell’albero 




2. if OneClass or FewCases 
return a leaf; 
 create a decision node N; 
3. ForEach Atribute A 
ComputeGain(A); 
4. N.test = AttributeWithBestGain; 
5. if N.test is continuos  
find Threshold; 
6. ForEach T’ in the splitting of T 
7. if T’ is Empty 
Child of N is a leaf 
 else 
8.       Child of N = FormTree(T’); 
9. ComputeErrors of N; 
return N 
 Figura 2.3 - Pseudo-codice dell’algoritmo per la costruzione dell’albero usato dal  C4.5 
 
Sia T il training set,  il numero di casi in T che fanno parte dell’i-esima classe (i=1, 
...,N) ovvero freq(Ci,T) è calcolato al passo (1). 
Se tutti i casi (2) in T appartengono alla stessa classe jC (oppure il numero dei casi 
in T è più piccolo di un certo valore ), allora il nodo è una foglia etichettata con la 
classe jC . L’errore di classificazione della foglia è dato dalla somma dei pesi dei 
casi in S la cui classe non è jC . Se  T contiene casi appartenenti a due o più classi 
(3) allora si calcola l’information gain di ciascun attributo. Nel caso di attributi 
discreti, l’information gain è relativo allo splitting dei casi presenti in T in 
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sottoinsiemi con valori dell’attributo distinti. Invece nel caso di attributi di tipo 
continuo, l’information gain è relativo allo splitting di  T in due soli sottoinsiemi,  
uno contenente tutti i casi il cui valore dell’attributo è minore uguale di una certa 
soglia (soglia locale), e l’altro contenente i casi in cui il valore dell’attributo è 
maggiore della soglia. Tale soglia viene calcolata durante il calcolo dell’information 
gain. 
L’attributo il cui valore dell’information gain è più alto (4) viene selezionato come 
prossimo nodo. Inoltre nel caso venga selezionato come prossimo nodo un attributo 
di tipo continuo, viene scelto come soglia (5) il valore più grande appartenente 
all’attuale training set inferiore alla soglia locale. 
Un nodo ha s figli se 1T ….. sT sono i sottoinsiemi ottenuti dallo splitting tramite il 
test sull’attributo selezionato (6). Ovviamente,  s = 2 quando l’attributo selezionato è 
di tipo continuo, e s = h per attributi di tipo discreto, dove h è il numero dei valori 
distinti dell’attributo selezionato. 
Per i = [1..s], se iT  è vuoto, (7) il figlio del nodo corrente diviene una foglia, 
etichettata con la classe più frequente nel training set del nodo padre. 
Se iT  non è vuoto, si riapplica l’intero algoritmo ma questa volta con training set iT  
(8) ( invece che T ), più tutti quei casi in T con valori dell’attributo selezionato 
sconosciuti. 
I casi con valori dell’attributo selezionato sconosciuti vengono replicati in ciascun 
nodo figlio con i loro pesi uguale alla somma dei  pesi dei casi in iT  con valori 
conosciuti fratto il numero dei casi in T con valori dell’attributo selezionato 
conosciuti.    
Infine si calcolano i possibili errori derivanti dalla  classificazione (9) in ciascun 
nodo,  come la somma degli errori dei nodi figlio.  
La fase più costosa a livello computazionale è quella di costruzione dell’albero; 
infatti, la semplificazione e la valutazione consistono semplicemente 
nell’attraversare l’albero e, rispettivamente, controllare le condizioni di pruning o 
predire la classe per una data istanza. 
Eccetto che per piccoli training set, il tempo necessario per la semplificazione e 
valutazione è una piccola frazione del tempo totale di classificazione, per cui verrà 
considerato il tempo di costruzione. 
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La costruzione di un singolo nodo richiede in media i seguenti passi: 
 
 |T| per calcolare la frequenza della classe; 
 nd*|T| per calcolare l’information gain ratio per attributi discreti; 
 nc*(log|T|+1) per ordinare i casi in T e per calcolare il guadagno gainv e 
l’information gain ratio; 
 p*|TS|/2 per cercare la soglia nell’intero training set partendo dalla soglia 
locale. 
 (s+1)*T per caricare i casi in memoria per il calcolo dei sottoinsiemi 
associati ai nodi figli. 
 
dove: 
• |T| è la cardinalità di T; 
• nc è il numero di attributi continui;  
• nd è il numero di attributi discreti non ancora selezionati come nodi 
antecedenti;  
• s il numero di insiemi di splitting;  
• p la probabilità che un nodo selezionato sia continuo. 
Questo porta al seguente numero di passi: ( ) ( )| |* log | | 1 * 2
2* | |c d
TS
n T p s n
T
+ + + + + . 
Facendo una stima anche della memoria necessaria a contenere le informazioni, si 
ha che l’algoritmo richiede |TS|*(na+5) parole di memoria, dove na è il numero di 
attributi. A questo va aggiunta anche la memoria necessaria per memorizzare 
l’albero di decisione e le strutture dati ausiliarie [Rug00]. 





Il primo sistema che andremo ad analizzare si chiama WEKA [WEKA]. WEKA, 
acronimo di Waikato Envirnoment for Knowledge Analysis, è un sistema open 
source che raccoglie una collezione di algoritmi di machine learning per eseguire 
operazioni di Data Mining, ed è sviluppato all’università di Waikato in Nuova 
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Zelanda. Il sistema è scritto in Java, e fornisce un’interfaccia uniforme a molti 
algoritmi di apprendimento, insieme a metodi di pre-post processing e di valutazione 
del risultato di schemi di apprendimento su un dato insieme di dati. 
WEKA fornisce l’implementazione di algoritmi di machine learning (tra cui il C4.5) 
[WF00], che possono essere applicati ad un dato insieme di dati da riga di comando. 
Il sistema si avvale di una grande quantità di strumenti utili a trasformare i dati da un 
insieme di valori ad un altro, come nel caso degli algoritmi per la discretizzazione,  i 
quali prendono un set di valori continui di un dato attributo e lo riducono ad un 
insieme di intervalli. Inoltre è possibile preprocessare una serie di dati per adattarli 
alle esigenze dei vari schemi di apprendimento, ed analizzare le performance del 
classificatore utilizzato senza la necessità di scrivere codice. 
Risulta chiaro che il sistema permette di essere utilizzato a diversi livelli. In primo 
luogo, è possibile utilizzare WEKA  per applicare un metodo di apprendimento ad 
un insieme di dati, ed analizzare il suo output per estrarre informazioni riguardanti i 
dati. Un altro metodo possibile è quello di applicare alcuni algoritmi di learning e 
confrontare le loro performance, in modo da sceglierne uno per fare delle previsioni. 
Ad esempio, i classificatori hanno tutti la stessa interfaccia command-line, ma si 
distinguono per le varie opzioni specifiche che ogni classificatore offre. Analogo 
discorso può essere fatto per gli altri componenti del sistema come ad esempio i filtri 
(filters), attraverso i quali è possibile ridurre, filtrare i dati in input, come ad esempio 
rimuovere dal data set tutte le tuple con valori mancanti. 
WEKA permette anche, in qualche misura, di essere visto come un middleware, 
attraverso il quale è possibile risolvere sottoproblemi di machine learning e DM 
della propria applicazione con un minimo di programmazione aggiuntiva, 
semplicemente accedendo ai vari metodi forniti dall’interno del proprio codice. 
Questo è possibile, poiché WEKA sfrutta la possibilità offerta da JAVA di 
strutturare i propri applicativi in package, ossia directory contenenti collezioni classi 
correlate tra loro. Semplicemente importando i package nel proprio programma 
JAVA, è possibile richiamare dal proprio codice le parti del sistema che occorrono. 
Una dettagliata e aggiornata informazione su tutti i package, le loro interfacce e 
classi è disponibile all’interno della documentazione fornita insieme al sistema e 
scaricabile gratuitamente dalla sua home page [WEKA]. 
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Fino ad ora abbiamo parlato di WEKA come sistema invocabile attraverso linea di 
comando, ma sappiamo bene che, con l’avvento di sistemi sempre più complessi, 
tale approccio risulta sempre più abbandonato, preferendo quelle che generalmente 
vengono indicate come Graphical User Interface (GUI). WEKA non è  da meno in 
tale trend, infatti, mette a disposizione dell’utente un’interfaccia grafica che 
permette di sfruttare le potenzialità del sistema semplicemente utilizzando il mouse. 
Per quanto riguarda l’implementazione di C4.5 in WEKA (eventuali strutture dati 
ausiliari usate, ottimizzazioni introdotte), non sono state trovate informazioni 
necessarie a fare dei confronti con le scelte implementative fatte in EC4.5 e in 
YaDT. Per tanto confronteremo  WEKA con EC4.5 e YaDT relativamente al tempo 
impiegato per eseguire una stessa computazione.  
 
 
2.6 Efficient C4.5 (EC4,5) 
 
Questo algoritmo segue principalmente la stessa linea del C4.5, ma differisce da 
esso in quanto, nel caso di attributi di tipo continuo, per il calcolo dell’information 
gain sceglie la migliore fra tre possibili strategie.  
Tutte e tre le strategie usano la ricerca binaria della soglia nel training set partendo 
dalla soglia locale calcolata in un determinato nodo. La prima strategia calcola la 
soglia locale esattamente come il C4.5, in particolare usando il Quicksort come 
algoritmo di ordinamento. La seconda strategia invece usa come algoritmo di 
ordinamento il Counting Sort. Mentre la terza calcola la soglia locale usando una 
versione dell’algoritmo RainForest, che non necessita di alcun tipo di ordinamento. 
EC4.5 è in grado di costruire uno stesso albero decisionale costruito da C4.5 ma con 
una performance nel migliore dei casi superiore di ben cinque volte. 
Vediamolo più nel dettaglio. 
Abbiamo visto che col C4.5 la costruzione di un singolo nodo richiede 
( ) ( )| |* log | | 1 * 2
2* | |c d
TS
n T p s n
T
+ + + + +  passi, analizzando il secondo termine 




TSp può essere molto elevato soprattutto per nodi 
con pochi casi. Il  collo di bottiglia è dovuto all’uso dell’algoritmo di ricerca lineare 
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per il calcolo della soglia nell’intero training set. Questa scelta è forzata dal fatto che 
i casi nel training set possono non essere ordinati rispetto all’attributo selezionato 
per il test. EC4.5 elimina tale collo di bottiglia proprio usando l’algoritmo di ricerca 
binaria invece di quella lineare. Anche  il primo termine della formula precedente 
può essere ridotto usando un diverso algoritmo di ordinamento o un algoritmo per il 
calcolo del gain differente. La maggiore efficienza di EC4.5 è dovuta, come detto in 
precedenza, proprio al fatto che tale sistema usa  la migliore tra tre strategie per il 
calcolo del gain e della soglia nel caso di attributi di tipo continuo. 
Tutte le tre strategie condividono una fase preliminare, ovvero che al nodo radice, 
per ciascun attributo di tipo continuo a, l’intero training set deve essere ordinato per 
il calcolo del gain. Dopo l’ordinamento, i valori distinti e ordinati dell’attributo a 
vengono memorizzati in un array DV[a] (DV sta per Distinct Value). Inoltre ogni 
valore v dell’attributo a di ogni caso viene memorizzato nel seguente modo  
DV[a][i] = v. 
Tutte le strategie usano DV per effettuare la ricerca binaria della soglia, eliminando 
in tal modo il collo di bottiglia del C4.5 . In  ciascun nodo vengono mantenuti, per 
ciascun attributo continuo,  due indici low  e high ( range [low,high] ), utili per 
effettuare la ricerca binaria esclusivamente all’interno del range e non su l’intero 
training set. 
La differenza tra le tre strategie consiste nel modo in cui esse calcolano 
l’information gain per gli attributi di tipo continuo. In particolare la prima e la 
seconda strategia differiscono perché usano algoritmi di ordinamento differenti ma 
usano lo stesso metodo del C4.5 per calcolare il gain. La terza strategia invece 
calcola il gain senza aver bisogno di alcun tipo di ordinamento. 
 
 
2.6.1 EC4.5 Strategia Uno 
 
La prima strategia di EC4.5 differisce dal C4.5 solo perché usa la ricerca binaria 





2.6.2 EC4.5 Strategia Due 
 
La seconda strategia di EC4.5 calcola il gain come il C4.5 ma usa un diverso 
algoritmo di ordinamento, precisamente il Counting Sort. Quando un attributo 
continuo viene selezionato, il suo range[low,high] viene partizionato in [low,h] e 
[h+1,high] per un qualche h. Se il range high – low è piccolo, potrebbe essere 
valutato usando un algoritmo che impiega O( high – low + |T| ) piuttosto che con il 
Quicksort, che impiega in media O( |T|log|T| ). Ad esempio attributi continui come 
l’età, la temperatura, l’umidità, gli anni, i mesi, le ore etc.., hanno la caratteristica 
richiesta. 
Il Counting Sort è un algoritmo di ordinamento per valori numerici interi con 
complessità lineare O(n + m), dove n è la lunghezza dell'array e m è pari a high - 
low + 1, high e low identificano il range dei valori contenuti nell'array. Non è basato  
su confronti e scambi e conviene utilizzarlo quando il valore di m è piccolo rispetto 
a n, altrimenti risulterebbero più veloci altri algoritmi. 
Di seguito è mostrato lo pseudo-codice del Counting Sort. 
 
countingSort(A[]) 
1. for i = low to high do 
    C[i] = 0 
2. for i = 1 to length(A) do 
    C[A[i]] = C[A[i]] + 1 
3. for i = low + 1 to high do 
    C[i] = C[i] + C[i-1] 
4. for i = 1 to length(A) do 
    B[C[A[i]]] = A[i] 
    C[A[i]] = C[A[i]] – 1 
Figura 2.4 - Pseudo-codice del Counting Sort 
 
Il Counting Sort agisce nel seguente modo : 
1. per ogni elemento x si determinano quanti siano gli  elementi minori di x   
2. si usa questa informazione per assegnare ad x la sua posizione finale nel 
vettore ordinato 
3. se, ad esempio, vi sono 8 elementi minori di x, allora x andrà messo nella 
posizione 9 
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4. bisogna fare attenzione al caso in cui vi siano elementi coincidenti. In questo 
caso infatti non vogliamo assegnare a tutti la stessa posizione 
 
 
2.6.3 EC4.5 Strategia Tre 
 
La terza strategia di EC4.5, come accennato in precedenza, non necessita di alcun 
ordinamento per il calcolo dell’information gain. Consideriamo un attributo 
continuo a, sia [low,high]  il range degli indici dei possibili valori dell’attributo a in 
un determinato nodo.  Per prima cosa si memorizza in un array AVC[c][i] la somma 
dei pesi dei casi appartenenti alla classe c e aventi valore dell’attributo i, C con i ∈  
[low,high]. Dopo di che l’information gain, gain v , è calcolato considerando lo 
splitting dei valori v = (DV[a][i] + DV[a][i+1]) / 2 con i ∈ [low,high]. L’array 
AVC contiene tutte le informazioni necessarie per il calcolo dell’information gain. 
Infine, il valore v’ al quale corrisponde il valore di information gain più alto, viene 
scelto come soglia locale. 
L’algoritmo richiede (high – low +1) * NClass passi per inizializzare l’array AVC, 
|T| passi per riempire AVC, e (high – low +1) * NClass per calcolare l’information 
gain. Inoltre, sono richieste NClass * max {d
a




2.6.4 Strategie a confronto 
 
In seguito per rendere più scorrevole l’esposizione sostituiremo il termine high – low 
+ 1  con la lettera d. 
 
Strategia Uno  vs.  Strategia Due 
 
La differenza fra la strategia uno e la due consiste nell’algoritmo usato per 
l’ordinamento. Teoricamente il Counting Sort è più efficiente del Quicksort quando : 
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2 * d +2 * |T|  ≤ c * |T| * log(c’ * |T|)  (1) 
 
dove c e c’  sono costanti moltiplicative dovute all’implementazione dell’algoritmo. 
Indichiamo con α  la seguente quantità d / |T|, quindi la (1) può essere riscritta nel 
seguente modo : 
 
c/)1(4 +α / c’ ≤ |T|  (2) 
 
Sfortunatamente però non conosciamo c e c’. Risultati sperimentali dimostrano che 
il Counting Sort  risulta essere più efficiente del Quicksort nei casi in cui α  ≤  16, 
indipendentemente dal numero dei casi |T|. Questo implica che per α  = 16,  
c/)1(4 +α / c’   è approssimativamente uguale a 1. Nel caso α  > 16 possiamo utilizzare 
ugualmente il Counting Sort  ma solo se ci sono abbastanza casi.  
 
Strategia Due  vs.  Strategia Tre 
 
La strategia tre richiede |T| + 2 * d  * NClass passi per calcolare l’information gain 
di un attributo. La strategia due richiede invece l’ordinamento per il quale 
necessitano  2 * d +2 * |T|  passi, mentre calcola l’information gain come il C4.5 
ovvero in |T| passi. In teoria la strategia tre è migliore della due quando : 
 
|T| + 2 * d NClass ≤ c’’ * (2 * d  + 3 * |T|)  (3) 
 
dove c’’ rappresenta una costante moltiplicativa dovuta all’implementazione 
dell’algoritmo. Ponendo nuovamente α  = d / |T| la disuguaglianza (3) può essere 
riscritta nel seguente modo : 
 
α  ≤ (3 * c’’ – 1) / (2 * NClass -2 * c’’)  (4) 
 
la costante c’’ nell’attuale implementazione è stata valutata 1. Quindi la 
disuguaglianza (4) viene riscritta come : 
 
α  ≤ 1 /( NClass – 1)   (5) 
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Scelta della strategia  
 
In conclusione EC4.5 effettua la scelta di una delle tre strategie per il calcolo 
dell’information gain di un attributo di tipo continuo nel seguente modo : 
 
1. se α  ≤ 1 /( NClass – 1), adotta la strategia tre 
2. se α  ≤ 16  o 3
4)*16(4 −α ≤ |T| viene scelta la strategia due 
3. nei casi rimanenti adotta la strategia uno 
 
 
2.6.5 Occupazione di memoria 
 
Sia a un attributo di tipo continuo, indichiamo con d
a
il numero dei valori distinti 
appartenenti al training set TS. Rispetto all’implementazione standard del C4.5 
(quella in WEKA ad esempio), EC4.5 può richiedere di più memoria. Vediamolo in 
dettaglio.  
• ∑ a  d a  parole per memorizzare tutti i valori distinti dell’attributo, ad 
esempio per l’array DV, 
• 2 * max{ d a } parole per gli array usati nell’implementazione del Counting 
Sort 
• NClass * |TS| / (NClass – 1) parole per l’array AVC usato nella strategia tre 
 
In conclusione EC4.5 richiede al più  
 
2 * max{ d a } + ∑ a  d a  + 2 * |TS| + NClass * |TS| / max{NClass – 1, 10} 
 
parole di memoria. Nel migliore dei casi, EC4.5 richiede fino al 30% di memoria in 
meno rispetto al C4.5. Nel caso peggiore invece (tutti gli attributi sono continui e 





Disc                                 Continuous                                 Tot 




       ≤
52    52 .. 102   102 .. 152    > 152  
1 Contraceptive 1473 3 7 1 1   9 
2 Statlog Dna 2000 3 60     60 
3 St. Irnage Seg. 2310 7  3 11 5  19 
4 Thyroid 3772 3 15 4 2   21 
5 Statlog Satel. 4435 6   36   36 
6 Musk Clean2 6598 2 2 5 161   168 
7 Letter 20000 26  16    16 
8 Adult 48842 2 8 1 4 1  14 
9 SI. ShuUl 58000 7   9   9 
10 KDD Cup 99 80000 22 8 13 18 2  41 
11 Forest Cover 100000 7 44  7 3  54 
12 SyD200 200000 10 3 1 1 1 3 9 
13 SyD400 400000 10 3 1 1 1 3 9 
Tabella 2.1 - Training set usati per la sperimentazione 
 
La tabella 2.1 contiene in  ciascuna riga, il nome del training set, il numero dei casi 
in esso contenuti, il numero degli attributi discreti,  il numero degli attributi continui 
i cui valori distinti appartengono ai vari intervalli ≤ 52 , 52 .. 102 ,  102 .. 152 ,  > 152 e 
infine il numero totale degli attributi. 
La tabella 2.2 mostra i risultati ottenuti su vari training set, da C4.5 e da EC4.5, in 
termini di occupazione di memoria e di velocità di computazione. 
 
Tabella 2.2 - Tempo necessario per la costruzione dell’albero( in secondi) 
 
EC4.5 




    Time             Memory 
EC4.5 / 
C4.5 
1 Contraceptive 665  0.149 0.066 -8.9%  0.45 
2 Statlog Dna  309 0.150 0.150 -2.7%  1.00 
3 St. Irnage Seg.  101 1.50 1.21 +28%  0.81 
4 Thyroid  23 0.151 0.130 -4.7%  0.86 
5 Statlog Satel.  505 4.66 2.29 -2.6%  0.49 
6 Musk Clean2  235 15.3 7.92 +3.7%  0.52 
7 Letter  2675 24.7 4.7 -8.3%  0.20 
8 Adult  10285 54.2 12.1 -0.2%  0.23 
9 SI. ShuUl  61 17.8 6.1 -13.8%  0.35 
10 KDD Cup 99  312 134.3 56.5 -1.3%  0.42 
11 Forest Cover  5905 374.0 115.4 -2.2%  0.31 
12 SyD200  6084 176.9 73.2 +16.3%  0.42 
13 SyD400  8438 430.5 151.4 +13.3%  0.35 
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Inoltre si nota che EC4.5 non introduce miglioramenti rispetto a C4.5 in caso di 
training set formato da soli attributi discreti (vedi TS numero 2), mentre tali 
miglioramenti sono modesti nel caso di training set contenenti pochi casi (vedi TS 
numero 3 e 4). Man mano che il numero dei casi cresce, anche il vantaggio di EC4.5 
cresce (vedi TS da 5 a 13). Nel caso in cui gli attributi continui abbiano pochi valori 
distinti (vedi TS numero 7-8), EC4.5 si rivela di gran lunga più veloce di C4.5, in tali 
casi EC4.5 usa meno memoria rispetto al C4.5. 
 
 
2.6.6 Conclusioni su EC4.5 
 
Nel migliore dei casi EC4.5 riesce ad avere prestazioni anche di cinque volte 
superiori a quelle di C4.5, pur impiegando maggior memoria, ovviamente come 
detto in precedenza il vantaggio principale di EC4.5 rispetto al C4.5 è quello di poter 




2.7 YaDT (Yet another Decision Tree builder) 
 
Sistema sviluppato presso il dipartimento di Informatica dell’Università di Pisa, 
consente di avere prestazioni estremamente efficienti nella costruzione di un albero 
decisionale. 
Il C4.5 proposto da Quinlan è da sempre un punto di riferimento per lo sviluppo e 
l’analisi di nuove proposte riguardanti algoritmi di classificazione, come visto   nel 
precedente paragrafo C4.5 è stato migliorato con la versione chiamata EC4.5, YaDT 
fornisce un’implementazione in C++, che differisce dalle precedenti 
implementazioni (WEKA, EC4.5, Xelopes) in termini di rappresentazione di Dati, 





2.7.1 Rappresentazione dei meta dati  
 
Un algoritmo per la costruzione di un albero decisionale prende in input un training 
set TS, costituito da un insiemi di casi, o tuple, ciascun caso specifica i valori per un 
insieme di attributi. A sua volta ciascun attributo può essere  di tipo: 
• discreto (discrete) 
• continuo (continuous) 
• classe (class) 
• peso (weight) 
 




• string  
• ? o NULL nel caso di valori sconosciuti 
 
In YaDT il training set è strutturato come una tabella avente colonne identificanti il 
nome dell’attributo, il tipo dei valori dell’attributo e il tipo dell’attributo. Tale 









In questo caso siamo interessati a sapere sotto quali condizioni (outlook, 
temperatura, etc…) giocheremo a tennis o no. L’attributo goodPlaying misura il 






2.7.2 Rappresentazione dei Dati  
 
I dati possono essere forniti sia come tabella di un database sia come file di testo. Ad 
esempio dati corrispondenti ai meta dati dell’esempio precedente possono essere 









C4.5 modella i valori di un attributo tramite una struttura union distinguendo 
attributi discreti da quelli continui. 
 




typedef AttValue **Table; 
 
 
Tutti i valori distinti di un attributo discreto sono memorizzati in un array. Il valore 
dell’attributo si riferisce realmente alla posizione in tale array (id-value). I valori di 
attributi continui sono memorizzati direttamente nella union. 
I dati vengono memorizzati in una tabella, dove le righe rappresentano il numero dei 
casi e le colonne il numero degli attributi. In altre parole, la tabella è memorizzata 
per righe. Occorrono quindi |TS| * |A| * sizeof(float) bytes per memorizzare il 
training set. Per accedere al valore di un attributo (Table[3][2].cont) sono necessari 
due accessi in memoria(uno per Table[3]   e uno per Table[3][2]). 
WEKA memorizza la tabella per righe, usando id-codes per attributi di tipo discreto. 
Sia gli id-codes che i valori continui sono rappresentati da double. Poiché 
tipicamente sizeof(double) = 2 * sizeof(float), Weka richiede il doppio della 
memoria rispetto al C4.5. 
EC4.5 memorizza i valori continui come quelli discreti, ciò è utile per le 
ottimizzazione algoritmiche ma non ai fini di ridurre la memoria richiesta da C4.5. 
YaDT  memorizza la tabella per colonne e come EC4.5 memorizza id-value per 
attributi discreti e continui, ma a differenza di EC4.5 per n valori distinti sono 
necessari  )1log( +n  bits per codificare gli id-values.  
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Per capire meglio i vantaggi in termini di rappresentazione dei dati di YaDT rispetto 
alle altre implementazioni vediamo un breve esempio. Consideriamo l’attributo età 
di un dato training set, possiamo usare un array di unsigned char per memorizzare 
gli indici di tale attributo. Quindi sizeof(unsigned char) = 1 mentre sizeof(float) = 
4, ovvero la memorizzazione di tale attributo richiede ¼  della memoria richiesta da 
EC4.5. lo stesso ragionamento può essere fatto con un attributo che ha solo due 
valori, infatti sarebbe sufficiente un array di bool. Implementare questo approccio 
parametrico in C++ è semplice grazie all’uso dei template. 
In questo modo YaDT consente di usare meno memoria rispetto a tutte le altre 
implementazioni viste finora. 
 
 
2.7.3 Ottimizzazioni introdotte da YaDT 
 
YaDT eredita le ottimizzazioni introdotte da EC4.5 ma ne introduce anche delle 
altre, oltre a quelle dovute alla rappresentazione dei dati e dei meta dati, 
implementando ad esempio l’approccio di Fayyad and Irani [FI] per la ricerca della 
soglia locale in attributi di tipo continuo. Questo approccio partendo dalle istanze 
ordinate dell’attributo in esame, va alla ricerca dei cosiddetti valori “limite”, i quali 
non sono altro che i valori dell’attributo presente nella lista ordinata per i quali il  
valore dell’attributo classe associato cambia. Ad esempio se abbiamo le seguenti 
istanze ordinate (1.0, A), (1.4, A), (1.7, A), (2.0, B), (3.0, B), (7.0, A) , verranno 
identificati due valori limite dati da ( 1.7 + 2.0 /2  = 1.85) e da  (3.0 + 7.0 / 2 = 5). 
Infatti in corrispondenza dell’istanza (1.7, A) (oppure dell’istanza (3.0, B)) e della 
successiva (2.0, B) (oppure dell’istanza (7.0, A)) il valore dell’attributo classe passa 
da A a B o da B ad A. Una volta trovati tutti i possibili valori limite verrà calcolata 
l’entropia per ognuno di essi ed infine verrà scelto il valore limite con entropia 
maggiore. 
 Inoltre a differenza di EC4.5, YaDT costruisce un array di pesi per ciascun nodo, 
consentendo di costruire l’albero sia in ampiezza che in profondità(in caso un nodo 
abbia un numero elevatissimo di figli). 
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Costruendo l’albero in ampiezza si ha un ulteriore risparmio sull’occupazione di 
memoria, proprio per questo motivo di default YaDT costruisce l’albero in 
ampiezza. 
In conclusione, YaDT riduce al minimo indispensabile le strutture dati per 
memorizzare il training set in memoria, questo permette la costruzione di alberi 
decisionali anche per training molto ampi, risultando anche più veloce di EC4.5 
come si può vedere nella tabella 2.3. 
 
 












Disc.        Cont.         Tot Weka         EC4.5        YaDT 
1 Thyroid  3.772 3 15   6 21 0.39s  0.08s 0.08s 
2 Statlog Satel. 4.435 6   36 36 3.4s 0.7s 0.5s 
3 Musk Clean2 6.598 2  2 166 168 16.8s 4.8s 1.5s 
4 Letter 20.000 26   16 16 21s 1.4s 1.1s 
5 Adult 48.842 2  8 6 14 36s 4.3s 2.6s 
6 St. Shuttle 58.000 7   9 9 17s 2.4s 0.6s 
7 Forest Cover 581.012 7  44 10 54 ∞ 4m53s 1m20s 
8 SyD106 1.000.000 2  3 6 9 16s 2m10s 1m24s 
9 KDD Cup 4.898.431 22 7 34 41 ∞ 19m05s 4m19s 
10 SyD107  10.000.000 2 3 6 9 ∞ 24m42s 10m32s 






Dalla tabella del precedente paragrafo si vede che YaDT risulta essere il migliore 
algoritmo per la costruzione di alberi decisionali, proprio per questo verrà usato 
















3.1 Introduzione   
 
In questo capitolo verrà introdotto il concetto di conoscenza di dominio e di regole 
di dominio. Vedremo  come tale conoscenza possa migliorare la costruzione di un 
classificatore. La conoscenza verrà rappresentata mediante mappe causali di Bayes, 
dalle quali sarà possibile estrarre delle regole di dominio. Una volta chiari tali 
concetti analizzeremo un algoritmo sviluppato presso il dipartimento di Informatica 
dell’Università di Pisa, il DrC4.5 (Domain rule C4.5), il quale   costruisce un albero 
decisionale sempre seguendo la linea del C4.5 ma aggiungendo a quest ultimo 
proprio la conoscenza di dominio. Il DrC4.5 è stato implementato modificando 
l’implementazione presente in WEKA del C4.5, ma come abbiamo visto nel capitolo 
precedente, attualmente ci sono degli algoritmi per la costruzione di alberi 
decisionali più efficienti di WEKA, come YaDT e nei prossimi capitoli vedremo 
l’alternativa al DrC4.5, implementato in C++ invece che in JAVA usando proprio 
YaDT come algoritmo per la costruzione dell’albero decisionale. 
 
 
3.2 Mappa causale di Bayes 
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Una mappa causale di Bayes è un grafo diretto che collega fra loro concetti 
(attributo,valore) legati da una relazione di tipo causa-effetto. In questo tipo di grafo, 
ad ogni arco è associata una probabilità che misura la forza della relazione che lega 
gli attributi collegati fra loro. Le mappe causali di Bayes sono state ottenute dalla 
fusione delle mappe causali con le reti bayesiane. Di seguito faremo un breve 
introduzione sulle mappe causali e sulle reti bayesiane. 
 
 
3.2.1 Mappa causale 
 
Alcune tra le più comuni definizioni di mappa causale sono : 
 
• Un mappa causale rappresenta la conoscenza dell’esperto di dominio, sotto 
forma di relazioni causa ed effetto fra variabili facenti parte del dominio in 
questione, [AXELROD] 
• Una mappa causale è la rappresentazione (grafica o matematica) della 
conoscenza di una persona riguardo una specifica situazione,[CODARA] 
  
Questi grafi hanno una struttura gerarchica, dove i nodi rappresentano le variabili (o 
attributi) e gli archi rappresentano la relazione tra i vari nodi. Ad ogni arco è 
associato un indicatore (positivo o negativo), ed il nodo avente un arco entrante 
risulta essere quello influenzato dalla relazione  
Le mappe causali sono anche chiamate Dependence Maps (D-MAP) perché 
garantiscono che gli attributi collegati sono dipendenti fra loro.  
E’ possibile ricavare una mappa causale attraverso l’analisi di documentazioni, 





3.2.2 Reti Bayesiane 
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Le reti Bayesiane sono modelli grafici della conoscenza in un dominio incerto, che 
basandosi sul teorema di Bayes esprimono relazioni di dipendenza condizionale 
(archi) tra le variabili in gioco (nodi).  
Ricordiamo brevemente il teorema di   
  
Teorema di Bayes: Sia X una tupla per la quale non si conosce il valore della 
classe. Sia H un’ipotesi su X tale che: X appartiene ad una certa classe C. Per il 
problema della classificazione vogliamo determinare la probabilità a posteriori che 





HPHXPXHP =  
 
dove P(H | X) è la probabilità di H conoscendo X, mentre P(X | H) è la probabilità a 
posteriori di X conoscendo H.  
 
Il vantaggio principale del ragionamento probabilistico rispetto a quello logico sta 
nella possibilità di giungere a descrizioni razionali anche quando non vi è 
abbastanza informazione di tipo deterministico sul funzionamento del sistema.  
Possono essere utilizzate in ogni settore in cui sia necessario modellare la realtà in 
situazioni di incertezza, cioè in cui siano coinvolte delle probabilità. 
Si usa una struttura di dati chiamata rete bayesiana (o rete di credenze)  per 
rappresentare la dipendenza fra le variabili e per dare una specifica concisa della 
distribuzione di probabilità congiunta. 
Una rete bayesiana è quindi un grafo in cui valgono le seguenti proprietà:  
 
• un insieme di variabili casuali costituiscono i nodi della rete;    
• un insieme di archi con verso connette le coppie di nodi (il significato 
intuitivo di una freccia dal nodo X al nodo Y è che X ha un’influenza diretta 
su Y);  
• ogni nodo ha una tabella delle probabilità condizionate che quantifica gli 
effetti che i “genitori” hanno sul nodo, dove per “genitori” si intendono tutti 
quei nodi che hanno frecce che puntano al nodo;  
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• il grafo non ha cicli diretti;   
• un nodo che non ha genitori diretti (cioè non ha frecce che puntano verso di 
lui) contiene una tabella di probabilità marginali; 
• se il nodo è discreto contiene una distribuzione di probabilità sugli stati della 
variabile che rappresenta; 
• se il nodo è continuo contiene una funzione gaussiana di densità (definita da 
media e varianza) della variabile random che rappresenta; 
• se un nodo ha parenti (cioè uno o più frecce che puntano verso di lui) allora 
il nodo contiene una tabella di probabilità condizionali; 
• se il nodo è discreto la funzione di probabilità condizionale contiene la 
probabilità condizionale del nodo data una configurazione dei suoi parenti; 
• se il nodo è continuo, la funzione di probabilità condizionale contiene media 
e varianza di ogni configurazione degli stati dei suoi nodi parenti; 
 
Al contrario delle mappe causali la presenza di un arco che connette due nodi può o 
non può implicare una dipendenza fra i nodi stessi. Per questa ragione le reti 
Bayesiane sono spesso chiamate Independence Maps (I-MAP) 
 
 
3.3 Conoscenza di dominio 
 
La conoscenza di dominio è rappresentata mediante mappe causali di Bayes. Queste 
mappe vengono trasformate in un insieme di regole dette regole di dominio che 






3.4 Regole di dominio 
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Le regole di dominio rappresentano la conoscenza di dominio che non dipende dalla 
collezione di dati usati per la costruzione dell’albero. Di solito rappresentano 
conoscenza aggiuntiva fornita ad esempio da esperti del dominio per descrivere una 
nuova situazione o per integrare nuove  informazioni a quelle già esistenti. Le regole 
rappresentano ad esempio conoscenza derivante da specifici eventi tipo campagne 
promozionali, nuove leggi e regolamenti per un dato campo di applicazione preso in 
considerazione, etc…. 
Le regole che troviamo in una mappa causale di Bayes  sono costituite da 
variabili(attributi), che occorrono anche nel training set, e influenzano la relazione 
fra una o più variabili, in pratica esprimono il tipo di relazione che c’è fra le varie 
variabili e anche il peso di tale relazione. 
Una regola di dominio estratta ad una mappa causale di Bayes ha il seguente 
formato :  
ip  
A = a → B = b 
 
Dove A,B sono gli attributi (o variabili) e a,b i loro valori. Questa regola esprime la 
seguente implicazione : 
 
Se il valore dell’attributo A è a, allora il valore dell’attributo B è b con probabilità 
ip  
 
Da una mappa è possibile estrarre sia regole semplici,  (simple implications) un 
attributo ne implica un altro, che complesse, (complex implications) un attributo è 
implicato da più attributi.  
 
(Indirect) Simple Implications 
 
Come mostrato in figura 3.1, e rispettando la definizione di Indipendence-Map, se 
siamo interessati all’attributo C e sappiamo che B = b è vera, non serve considerare 
lo stato di A (il fatto che A sia uguale o diversa da a non è interessante perché esiste 
una dipendenza diretta di C da B. Il valore di A è altrimenti essenziale.) Partendo dal 
frammento di rete considerato, possiamo estrarre le regole seguenti: 
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R1 : A = a           B = b   Simple 
R2 : B = b           C = c   Simple 
R3 : B =  b||(A=a)             C = c     Indirect 
 
La regola R3 vale quando non si conosce niente circa B, ma sappiamo che il valore 





Figura 3.1 -  Esempio di (indirect) simple implications 
 
(Simplest) Complex Implications 
 
Nell’esempio riportato in figura 3.2 ci riferiamo ad un attributo (C) implicato da altri 
due (A, B). 
Dalla definizione di I-Map visto che non ci sono archi fra i nodi A e B (entranti nel 
nodo C) i due nodi sono condizionalmente indipendenti. Lo stesso si può affermare 
per un numero qualsiasi di nodi che si mostra nello stesso modo (nessun 
collegamento fra loro). 
Dal frammento di mappa considerata si possono estrarre le seguenti regole: 
 
R4 : A = a           C = c   Simple 
R5 : B = b           C = c   Simple 
R6 : A = a ∧ B =  b            C = c    Complex 
 
 
Figura 3.2 -  Esempio di (simplest) complex implications 
Dalla mappa di figura 3.3 una volta estratte le simple R1,R2, la (indirect)simple R3 
è possibile estrarre anche una (indirect) complex  R7. 















R7 : F = f ∧ B =  b|| (A=a)    →  C = c   Indirect 
 
 
Figura 3.3 -  Esempio di (indirect) complex implications 
 
Gli esempi mostrati non sono esaustivi, ma si ripropongono di fornire una base per 
comprendere come le diverse relazioni vengono gestite.  
Possiamo comunque affermare che ogni mappa causale bayesiana arbitrariamente 
complessa può essere decomposta in simple e complex implications. Questo fatto è 
intuitivamente chiaro se consideriamo l’insieme dei predecessori diretti di un nodo, 
dove con predecessori diretti si intendono quei nodi che hanno archi uscenti, entranti 
nel nodo considerato. L’insieme dei predecessori diretti di un nodo può essere: 
 
 vuoto: il nodo non è direttamente dipendente da nessun altro nodo, quindi non 
ci sarà nessuna implicazione avente tale nodo come conseguente; 
 singleton: il nodo è direttamente dipendente da quello contenuto nell’insieme 
quindi questo frammento può essere riscritto tramite una Simple implication; 
 composto da almeno due nodi: il nodo è direttamente dipendente da quelli 
nell’insieme e questo frammento può essere riscritto come una complex 
implication in cui il nodo è implicato da tutti quelli nell’insieme 
 
Questo ci assicura che non avremo nessuna perdita di generalità passando dalla 
mappa alle regole. 
Vediamo ora velocemente un’idea di applicazione di queste regole nella costruzione 
dell’albero. 
 
Simple rule come R4: durante la costruzione dell’albero supponiamo di considerare 
il nodo associato all’attributo A ed il suo arco uscente etichettato con a 






(figura3.4(a)). Se nessuno dei predecessori di A nell’albero è associato all’attributo 
B o all’attributo C, allora è possibile applicare la regola R4 per pilotare la scelta del 
prossimo nodo radice del sottoalbero corrente 
 
Figura 3.4 - Utilizzo delle regole di dominio nella costruzione dell’albero di 
classificazione 
. 
Simple rule come R5: durante la costruzione dell’albero supponiamo di considerare 
il nodo associato all’attributo B ed il suo arco uscente etichettato con b 
(figura3.4(b)). Se nessuno dei predecessori di B nell’albero è associato all’attributo 
A o all’attributo C, allora è possibile applicare la regola R5 per pilotare la scelta del 
prossimo nodo radice del sottoalbero corrente. 
 
Complex rule come R6: durante la costruzione dell’albero supponiamo di 
considerare il nodo associato all’attributo B ed il suo arco uscente etichettato con b 
(figura3.4 (c)). Se A = a fa parte dell’insieme dei predecessori di B, ma non ne fa 
parte C, allora è possibile applicare la regola R6 per pilotare la scelta del prossimo 
nodo radice del sottoalbero corrente. I nodi A e B possono essere scambiati 
(a) Usando la regola R1 




















nell’ordinamento, ma è importante che questi attributi abbiano il giusto valore nel 
cammino considerato nel momento dell’applicazione/estrazione delle regole. 
Simple rule: queste regole possono essere applicate nelle stesse situazioni in cui 
vengono applicate le complesse a meno della situazione di applicazione della regola 
R3. 
Tutti gli attributi utilizzati negli esempi di questo paragrafo sono attributi a valori 
discreti. Le stesse affermazioni valgono per l’applicazione per attributi di tipo 
continuo, la differenza, come vedremo meglio nel seguito, consta nella metodologia 
di estrazione delle regole. 
 
 
3.4.1 Calcolo della probabilità associata alle regole 
 
Consideriamo adesso il calcolo della probabilità associato ad ogni regola in maggior 
dettaglio. La probabilità associata alle simple implications è, banalmente, il valore 
della relazione di influenza tra i nodi coinvolti nella regola. 
Quando abbiamo a che fare con le indirect implications, invece, dobbiamo 
considerare che questo tipo di regole può essere estratto solo se non sappiamo niente 
rispetto al nodo che produce l’implicazione indiretta (l’implicato della simple). 
Rispetto alla figura 3.1, se ci interessa conoscere il valore di C e sappiamo che B = 
b, non siamo interessati allo stato di A (A e C non sono legati da nessun arco e 
quindi condizionalmente indipendenti in accordo con la definizione di I-MAP). Se 
invece non sappiamo niente di B, conoscere lo stato di A potrebbe rivelarsi 
interessante per scoprire qualcosa rispetto a C. Se sappiamo che A=a, infatti, 
possiamo affermare che B=b con una probabilità pari allo 80% (definizione di D-
MAP). Una volta che abbiamo informazioni rispetto all’uguaglianza di B con b 
possiamo dedurre qualcosa sullo stato di C. Se sappiamo che B=b possiamo anche 
affermare che C=c con una probabilità del 40%. In questo modo abbiamo una 
connessione da A a C che passa attraverso B e la probabilità associata a questo tipo 
di regola sarà, ovviamente, il prodotto delle relazioni di influenza. 
Il calcolo della probabilità associata alle complex implications è un problema più 
complicato. Consideriamo, per esempio, la regola R6. Vogliamo determinare la 
probabilità che C sia uguale a c, sapendo che A è uguale ad a e che B è uguale a b. 
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Abbiamo due eventi da considerare, E1 = (C=c|A=a) ed E2 = (C=c|B=b), nel 
calcolo della probabilità in quanto la mappa ci dice che la probabilità che C=c 
dipende da entrambi gli eventi. Dobbiamo quindi calcolare la probabilità dell’unione 
degli eventi: 
 ( ) ( ) ( ) ( )1 2 1 2 1 2P E E P E P E P E E∪ = + − ∩  
Equazione 3.1 -  Formula per il calcolo della probabilità dell’unione di due eventi 
 
Nel caso preso in esame gli eventi considerati sono ovviamente condizionalmente 
indipendenti (non c’è nessun arco nella mappa che lega i due nodi implicanti) e la 
probabilità dell’intersezione degli eventi si traduce nella moltiplicazione delle 
probabilità.  
Consideriamo ora una generalizzazione del caso esaminato. Gli eventi considerati 
sono del tipo (Y|X) ovvero quello che andiamo a monitorare è il verificarsi 
dell’evento Y sapendo che l’evento X si è verificato. Nei casi considerati tutti gli 
eventi Y sono lo stesso evento (perché ogni regola a cui facciamo riferimento ha lo 
stesso elemento Node come rappresentazione dell’implicato della regola). Vogliamo 
quindi calcolare la probabilità dell’intersezione di n eventi del tipo: (Y|X1),…(Y|Xn). 
Gli eventi Xi possono anche non essere fra loro indipendenti nella visione generale 
della mappa, ma possiamo affermare che potranno essere considerati tali nel 
momento in cui apparterranno all’insieme dei co-implicanti del nodo. Consideriamo 
il frammento di Mappa Causale rappresentato in figura 3.5 e supponiamo che Y sia il 







Figura 3.5 -  Frammento di Mappa Causale 
 
Possiamo affermare che la radice del sotto albero corrente è associata al nodo X1 o al 
nodo X2. Supponiamo che tale nodo sia X1. Se X2 non appartiene all’insieme dei 







figura 3.5 verrà considerata come quella riportata in figura3.6: la indirect simple con 
implicante X2 non verrà mai istanziata per definizione di estrazione delle indirect 
implications. In questa situazione non c’è il problema della indipendenza  






Figura 3.6  - Istanziazione dinamica della Mappa riportata in tra Training set 
“Originale” e “Fittizio” a livello concettuale con X1 radice ed X2 ∉ all’insieme dei 
predecessori di X1 
 
Supponiamo ora, sempre considerando X1 nodo radice del sotto albero corrente, che 
X2 appartenga all’insieme dei predecessori di X1. In questo caso, al momento 
dell’estrazione delle regole, la mappa verrà considerata come quella riportata in 
figura3.7: la simple implication con implicato X2 non verrà mai istanziata perché il 
verificarsi di X2 non dipende dal verificarsi di X1 (X2 di fatto si è già verificato) e 
quindi non abbiamo nessuna probabilità indiretta del verificarsi di Y da X1 passando 
attraverso X2; questo implica che gli eventi (Y|X1) ed (Y|X2) sono indipendenti 
(definizione di Mappa Causale). 
Consideriamo ora, invece, il caso in cui X2 sia radice del sotto albero corrente ed X1 





Figura 3.7  -  Istanziazione dinamica della Mappa riportata in con X1/2 radice ed X2/1 ∈ 
all’insieme dei predecessori del nodo radice 
 
                                               
2
 Ci riferiamo al frammento di Mappa considerata. Se ci fossero altri nodi nel cammino che porta 








In questo caso la mappa verrà considerato come quella riportata in figura 3.8: X1 non 
appartiene all’insieme dei predecessori e quindi non verrà considerata al momento 
della determinazione della probabilità del verificarsi di Y. 
 
Figura 3.8 -  Istanziazione dinamica della Mappa riportata in  con X2 radice ed X1 ∉ 
all’insieme dei predecessori del nodo radice 
 
Consideriamo ancora X2 nodo radice ed X1 fra i predecessori di X2, la mappa che 
consideriamo è quella riportata in figura 3.8: X1 non influenza il verificarsi di X2 
perché questo è associato al nodo radice del sotto albero corrente (e quindi di fatto 
già verificato) e ci ritroviamo nella stessa condizione di prima al momento della 
determinazione della probabilità del verificarsi di Y. 
Questo ragionamento può essere esteso per complex (indirect complex) implications 
che coinvolgano più di due implicanti. Possiamo quindi affermare che gli eventi che 
concorrono al calcolo della probabilità associata alle complex implications sono 
eventi indipendenti e la formula da calcolare per determinare la probabilità della 
regola è quella riportata di seguito. 
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3.4.2 Estrazione delle regole di dominio 
 
La mappa causale fornitaci verrà “riscritta” in forma matriciale in modo da rendere 
più comprensibile la definizione di una metodologia di estrazione delle regole che si 
basi su una forma di rappresentazione abbastanza semplice. Nel prossimo capitolo 
vedremo in dettaglio come abbiamo deciso di implementare la mappa causale di 
Bayes. 
Consideriamo la mappa riportata in Figura 3.9 




Figura 3.9 -  Frammento di Mappa Causale Bayesiana per la rappresentazione della 
conoscenza di domino 
 
La sua rappresentazione in forma matriciale è descritta nella tabella 3.1. Nella 
matrice gli unici elementi non vuoti sono quelli coinvolti in una implicazione diretta 
nella mappa fornita in input.  
Le righe sono associate agli implicanti/antecedenti/testa e le colonne agli 
implicati/conseguenti/corpo: la matrice rappresentata in tabella 3.1 ha la posizione 
(1,2) non vuota perché nella mappa causale in input esistono le implicazioni A=a => 
B=b e A = a1 => B=b1. 
    
Tabella 3.1 -  Rappresentazione della Mappa Causale Bayesiana riportata in Figura 3.8 
 
Gli elementi sono records formati dalle triple (implicante,implicato,probabilità).  
 
Calcolo delle regole a partire dalla matrice  
 
Le regole verranno estratte nodo per nodo durante la costruzione dell’albero, questo 
perché esse dipendono anche dal cammino percorso, come mostrato nell’esempio di 
applicazione precedente. Questo fatto ci porta ad avere una visione dinamica della 
mappa e delle regole estraibili ad ogni passo. 
 A B C D E 
A  [(A=a,B=b,p1),(A=a1,B=b1,p11)] [(A=a,C=c,p3)]   
B    [(B=b,D=d,p2)]  
    [(C=c,D=d,p4)]  
D      
E   [(E=e,C=c,p5)]   
B = b1 A = a1 
D = d B = b 
E = e C = c 






Vediamo ora lo schema di ragionamento logico, ad alto livello, che ci porterà alla 
risoluzione del problema di estrazione delle regole di dominio sia per attributi a 
valori discreti che per attributi a valori continui. 
Supponiamo di trovarci sul nodo S (nodo radice del sottoalbero corrente) e di 
considerare il suo arco uscente con valore s. Le regole che verranno estratte saranno 
quelle che si riferiranno alle simple implication dirette del nodo (tipo R1), le complex 
implication dirette del nodo (tipo R6) in riferimento al contesto di applicazione della 
regola3, le indirect simple implications dirette del nodo implicato – indirette a 
distanza 1 dal nodo radice del sotto albero corrente- e le complex implications 
derivabili dall’insieme delle indirect simple che verranno riferite come indirect 
complex implications.  
 
Calcolo delle Simple Implications per attributi discreti 
 
Si accede alla riga relativa ad S nella matrice, e si controllano le eventuali posizioni 
non vuote su questa riga.  
Se esistono posizioni non vuote relative alla riga precedentemente acceduta, per ogni 
posizione si controllano i valori associati ad S in questa posizione. Se questi valori 
sono diversi da s si analizzano le successive posizioni non vuote. Se esistono 
elementi per cui il valore associato ad S è uguale ad s si procede nel seguente modo: 
1. Per ogni elemento per cui S = s:  
a) Se l’attributo implicato dalla regola è nei predecessori di S nessuna 
regola associata all’elemento considerato viene estratta. 
b)  Se l’attributo implicato dalla regola non è nei predecessori di S viene   
estratta una simple implication associata a questo elemento 
 
Se non esistono posizioni non vuote relative alla riga della matrice acceduta, 
l’insieme di regole applicabili per il nodo considerato è l’insieme vuoto.  
 
Esempio di estrazione. Consideriamo la mappa raffigurata in figura 3.9 e 
rappresentata in tabella 3.1. Supponiamo di considerare l’attributo A come radice del 
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 La Complex Implication verrà restituita anche se uno degli implicanti appartiene all’insieme degli 







sotto albero corrente ed il suo arco etichettato con valore a come valore per il 
cammino corrente. 
Andiamo a considerare la riga della matrice associata all’attributo A e 
vediamo che esistono due posizioni non vuote. Procedendo nello 
schema concettuale, controlliamo se esistono valori per l’attributo 
uguali ad a. In entrambi i casi abbiamo almeno un valore associato ad 
A che corrisponde ad a.  
Analizziamo questo caso considerando entrambe le opzioni prospettate.  
Supponiamo quindi di essere in una situazione in cui l’attributo B faccia parte dei 
predecessori dell’attributo A mentre l’attributo C non ne faccia parte. Dalla prima 
posizione non vuota della riga associata ad A otteniamo due elementi. Il secondo 
elemento viene scartato perché il valore per l’attributo è diverso da a 
ed il primo viene   scartato perché l’attributo implicato è già presente 
tra i predecessori di quello radice del sottoalbero corrente4 (punto a). 
Andiamo ora a considerare la seconda posizione non vuota per cui 
vale che il valore dell’attributo considerato è a. In questo caso 
l’attributo implicato non appare tra i predecessori del nodo. 
Andiamo quindi ad applicare il punto b producendo la simple implication {(A=a, 
C=c, p3)}. Lo stesso ragionamento si applica nel caso in cui sia B a 
non appartenere ai predecessori di A, piuttosto che C.  
Consideriamo ora il caso in cui nessuno dei due implicati sia 
presente nell’insieme dei predecessori del nodo radice del sotto 
albero corrente. Anche in questo caso le posizioni considerate sono 
quelle non vuote nella riga relativa all’attributo A, ma stavolta entrambe le 
implicazioni vengono considerate producendo le simple implications {(A=a, 
B=b,p1),(A=a,C=c,p3)}.  
 
Calcolo delle Simple Implication per attributi continui 
 
Il ragionamento di massima applicato, coincide con quello utilizzato per l’estrazione 
delle simple implications nel caso di attributi discreti. In questo caso però non si 
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 In questo contesto si considerano solo attributi discreti. Un attributo non può quindi apparire più di 








possono fare le assunzioni considerate nel caso precedente in quanto gli attributi 
associati a valori continui possono presentarsi più di una volta nello stesso cammino.  
Questa peculiarità degli attributi continui rispetto a quelli discreti rende necessario 
un tipo di controllo più “fine” sul valore dell’attributo. Per l’estrazione ed 
applicazione della regola è infatti necessario che l’elemento implicante della stessa 
abbia un valore che contenga totalmente i valori che il nodo radice del sottoalbero 
corrente può assumere nel sotto insieme considerato. Consideriamo la regola 
(A<a,B<b,p) questa regola sarà candidata ad essere estratta se e solo se ci troviamo 
in un sotto insieme i cui valori associati all’attributo A sono minori o uguali ad a1 
con a1 < a. Questo mi assicura che la regola, se estratta, sarà applicabile su tutto il 
sotto insieme di dati considerato. 
L’importanza di questa scelta verrà chiarita nel seguito, quando parleremo della 
tecnica di applicazione delle regole nel caso continuo. 
Una cosa importante da tener presente è che gli attributi continui non 
necessariamente saranno limitati da una sola parte: ci potrebbero essere elementi che 
rappresentano regole in cui l’implicante, l’implicato o entrambi possono avere una 
doppia limitazione, così come può essere presente la doppia limitazione in un 
elemento appartenente agli antecedenti del nodo considerato5. 
Vediamo adesso lo schema di ragionamento per l’estrazione di simple implications 
su attributi continui. Anche in questo caso, come per il precedente, si accede alla 
riga della matrice associata al nodo radice del sotto albero corrente, S. Ovviamente 
se questa riga ha tutte le posizioni vuote, si ritorna l’insieme vuoto di regole. Se 
invece esistono posizioni non vuote, si controllano i valori associati ad S in queste 
posizioni. Da notare che ora S può già essere presente nel cammino che dalla radice 
dell’albero mi porta ad esso, dobbiamo quindi “compattare” i valori associati a 
questo attributo. Con compattare si intende: 
 
1. non modificare la rappresentazione di S se è la 
prima volta che appare nel cammino dalla  
radice ad S o se appare precedentemente,  
ma il suo verso è concorde con quello  
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 Nodi nell’insieme degli antecedenti con la doppia limitazione si possono avere se il raffinamento 




S <= s1 
s1 > s 
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specificato nella precedente utilizzazione di S  
come nodo radice di un sotto albero. 
2. modificare S se il suo verso non è  
concorde con quello specificato nella precedente  
utilizzazione di S come nodo radice di un sotto albero.  
Rispetto alla figura esemplificativa riportata di fianco 
avremo una doppia limitazione per S che assumerà valori  
compresi fra s (escluso) ed s1 (compreso). 
 
In entrambi i casi sopra riportati, siamo assicurati che non ci saranno valori discordi 
per l’attributo, grazie alla definizione dell’algoritmo utilizzato. Il criterio di scelta 
del miglior attributo è, infatti, legato al sotto insieme delle istanze correntemente 
sotto esame.  
Torniamo alla descrizione ad alto livello dell’estrazione di regole per attributi 
continui, nel caso ci siano posizioni non vuote nella riga della matrice associata 
all’attributo considerato. Per ogni posizione non vuota, per ogni elemento in questa 
posizione si verifica il contenimento dei valori per questo elemento. Se non esistono 
elementi che contengono totalmente i valori di S nel sotto insieme considerato, si 
ritorna un insieme di regole vuoto, altrimenti si procede nel seguente modo: 
 
1. Per ogni elemento per cui l’insieme dei valori di S è contenuto:  
a) Se l’attributo implicato dalla regola è nei predecessori di S ed i suoi 
valori hanno una intersezione vuota (o non vuota, ma ovvia6) con 
l’insieme dei valori che l’attributo può assumere rispetto al cammino 
considerato, non viene estratta nessuna regola associata all’elemento 
considerato. 
b) Se l’attributo implicato dalla regola è nei predecessori di S ed i suoi 
valori hanno una intersezione non vuota e non ovvia con l’insieme dei 
valori che l’attributo può assumere rispetto al cammino considerato, 
viene estratta una simple implications associata all’elemento considerato. 
                                               
6
 Con ovvia si intende che non fornisce informazione aggiuntiva sull’insieme dei valori assunti 
dall’attributo: nell’insieme degli antecedenti abbiamo B <= b ed una possibile regole ci dice che A 




S <= s1 
s1 > s 
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c) Se l’attributo implicato dalla regola non è nei predecessori di S viene 
estratta una simple implication associata a questo elemento 
 
Esempio di estrazione. Consideriamo lo stesso utilizzato nel paragrafo precedente 
pensando gli attributi di tipo continuo. Consideriamo l’attributo A come radice del 
sotto albero corrente ed il suo arco etichettato con valore <=a come valore per il 
cammino corrente. Supponiamo che nella matrice la riga associata all’attributo A 
contenga: ([(A<=a, B<=b,p),(A<=a1,B<b1,p1),(a2<=A<a3,B>b3,p3)],[(A<=a, C>c, 
p4)] con a1 > a e a3 > a. 
Procedendo nello schema concettuale, controlliamo se esistono 
valori per l’attributo associati al segno <= che abbiano un valore 
maggiore od uguale ad a.  
Abbiamo tre elementi candidati per l’estrazione di regole: i primi due associati alla 
prima posizione rappresentata7 ed il terzo associato alla seconda posizione 
rappresentata. Ovviamente se a1 fosse minore di a non avremmo come regola 
candidata quella associata al secondo elemento. Supponiamo di essere in una 
situazione in cui l’attributo B faccia parte dei predecessori dell’attributo A mentre 
l’attributo C non ne faccia parte. Avremo sicuramente, come regola applicabile, 
quella estratta dal terzo elemento candidato (i valori nel sotto insieme sono 
completamente contenuti nella regola e l’implicante non appare nel cammino 
considerato). Supponiamo che i valori associati a B siano minori o uguali a bn con bn 
> b e bn > b1. In questo caso entrambe le regole associate agli elementi rimanenti 
verranno estratte. L’intersezione dei valori associati all’implicato è infatti non ovvia: 
sia b che b1 raffinano l’insieme dei valori associati a B. 
 Ovviamente se  fosse minore di uno dei due o di entrambi una 
delle due regole o entrambe non verrebbero estratte. Se invece i 
valori di B fossero maggiori di bn con bn > b e bn > b1 nessuna 
delle due regole verrebbe estratta perché avremmo 




 Il terzo elemento non viene considerato come regola candidata perché l’attributo ha associata una 
doppia limitazione. Questo implica che l’insieme dei valori nel sotto insieme considerato non verrà 









un’intersezione vuota rispetto all’insieme dei valori. Segue, di 
conseguenza che, se bn fosse minore di uno dei due valori o di  
entrambi, una delle due regole o entrambe verrebbero estratte ed applicate rispetto ai 
valori di B appartenenti all’intersezione. Supponiamo ora che A venga utilizzato 
nuovamente nel cammino come nodo radice di un sotto albero. 
Poniamoci nella situazione in cui il cammino seguito abbia 
un’associazione per A con valori minori od uguali ad a e che il 
nodo radice abbia, come soglia, un valori di A pari ad a4. Come 
di consueto questo produrrà una suddivisione dei valori di A nei 
due sotto insieme A<= a4 ed A > a4.  
Nel primo caso non avremo nessuna modifica nei valori assunti da A perché, rispetto 
al sotto insieme considerato, abbiamo lo stesso segno e quindi si cercano elementi 
candidati per l’estrazione di regole sul sotto insieme dei valori di A<= a4. L’altra 
disuguaglianza invece produce una modifica dei valori di A da considerare che 
devono , infatti, essere compresi fra a4 ed a. In questo caso, l’unico elemento che 
potrebbe essere considerato candidato è il terzo associato alla prima posizione 
rappresentata. La possibilità che questo elemento venga considerato dipende 
esclusivamente da a2 (sappiamo già che a3 > a). Se a2 <= a4 allora l’elemento è 
candidato per essere estratto come regola, altrimenti viene scartato e nessuna regola 
verrà estratta per questo sotto insieme. L’elemento verrebbe scartato anche se a3 
fosse minore di a. Anche in questo caso, come nel caso in cui a2 > a4, non avremmo 
l’insieme dei valori associato all’attributo radice del sotto albero corrente 
completamente contenuti nei valori associati allo stesso attributo visto come 
implicante della regola. 
 
Calcolo delle Complex Implications per attributi discreti 
 
Quando arriviamo a ricercare complex implications associate ad un attributo, vuol 
dire che almeno una simple implication è stata estratta. Lo schema concettuale 
associato all’estrazione di complex implications su attributi discreti è il seguente. 








1. Si accede alla colonna relativa all’implicato e si considerano di questa le 
posizioni non vuote. Per ogni posizione non vuota associata ad attributi 
diversi da quello associato alla radice del sotto albero corrente: 
a) se i valori dell’attributo implicato associati alla posizione corrente è 
diverso da quello associato all’interno della regola → analizziamo le 
successive posizioni non vuote 
b) se c’è almeno un valore per l’implicato, uguale a quello presente nella 
regola. Per ogni elemento per cui la condizione precedente vale: 
i. L’attributo implicante non è nei predecessori di S → non si 
considera questo elemento 
ii. L’attributo implicante è nei predecessori di S ed è associato al 
giusto valore → si memorizza l’attributo implicante 
 Si considera l’insieme degli attributi implicanti memorizzati 
c) L’insieme non è vuoto → gli implicanti memorizzati, insieme alla testa 
della Simple Implication ottenuta nel primo step di ricerca delle regole 
applicabili, diventano la testa di una nuova regola8 che coinvolge lo 
stesso implicato e per la quale verrà modificata la probabilità in maniera 
opportuna 
d) L’insieme è vuoto → non si istanziano complex implication e la regola 
per il nodo rimane la simple ottenuta nel primo step di ricerca delle 
regole applicabili 
 
2. Non ci sono posizioni non vuote diverse da quella relativa all’attributo radice 
del sotto albero corrente → non si istanziano complex implication e la regola 
per il nodo rimane la simple ottenuta nel primo step di ricerca delle regole 
applicabili. 
 
Esempio di applicazione. Facciamo sempre riferimento alla mappa di figura 3.9 e 
supponiamo di essere nella condizione in cui nessuno degli implicati dal nodo 
considerato si trovi tra i predecessori del nodo stesso e di avere le due regole {(A=a, 
B=b,p1),(A=a,C=c,p3)}. Iniziamo considerando {(A=a, B=b,p1)}; l’implicato di 
                                               
8
 La nuova regola andrà a sostituire la Simple Implication precedentemente ottenuta 
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questa regola è B quindi accediamo alla colonna relativa a questo attributo, ma 
l’unica posizione non vuota è quella che ha, come implicante, l’attributo radice del 
sotto albero corrente, eseguiamo il punto 2. e non istanziamo nessuna complex 
implication per l’attributo B. Andiamo ora a considerare la regola che coinvolge 
come implicato  l’attributo C e, come per il caso precedente, accediamo alla colonna 
relativa all’attributo. In questo caso ci sono due posizioni non vuote: la prima fa 
riferimento all’attributo radice del sotto albero corrente e non verrà considerata, 
mentre la seconda riferisce l’attributo E. 
In questo caso vale il punto b. e supponiamo di essere nella 
condizione mostrato nella figura a sinistra, in cui l’attributo E non 
appartiene ai predecessori di A. Questo implica che l’elemento non 
deve essere considerato (non ho conoscenza sul valore di E) e quindi 
non istanzio complex implications neanche per l’attributo implicato 
C.  
L’altro caso che dobbiamo considerare è quello in cui l’attributo E sia presente nei 
predecessori di A. Se il suo valore associato al cammino che ci porta 
fino ad A non è quello per cui si può istanziare la regola, non 
possiamo istanziare complex implications e rimaniamo con le simple 
implications ottenute al passo precedente. Se invece, come mostrato 
nella figura, il valore per E relativo al cammino che ci interessa è 
proprio quello per cui la complex può essere istanziata, si memorizza 
l’attributo e, non avendo altre posizione non vuote, si passa a considerare il punto c. 
Tale punto ci dice che la seconda regola va riscritta come una complex implication 
che ha come implicanti l’attributo A e l’attributo E, come implicato l’attributo C e 
come probabilità quella ottenuta dall’unione dei due eventi considerati9. Avremo 
quindi l’insieme di regole composto da: {(A=a,B=b,p1),(A=a∧E=e,C=c,p3+p5-
p3*p5)}.  
 
Calcolo delle Complex Implications per attributi continui 
 
L’estrazione delle complex implications su attributi continui, segue lo stesso schema 
concettuale associato all’estrazione delle complex su attributi discreti. L’unica 
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differenza consta nel controllo di applicabilità della regola rispetto all’insieme dei 
valori ad essa associati e quelli associati al sotto insieme di applicazione. Essendo, 
infatti, una complex composta da un insieme di simple sulla stesso attributo, la 
complex verrà estratta se tutte le simple che la compongono rispettano i vincoli 
espressi per l’estrazione di simple implications su attributi continui. Gli elementi 
candidati come possibili simple sullo stesso attributo, verranno estratte seguendo lo 
stesso schema concettuale utilizzato per le complex. La probabilità associata alla 
regola verrà calcolata nella maniera relativa alle complex implications. 
 
Calcolo delle Indirect Simple Implications per attributi discreti 
 
Anche per il calcolo delle indirect simple implication esiste il vincolo di esistenza di 
almeno una simple/complex implication. Lo schema concettuale associato 
all’estrazione di indirect simple è il seguente. 
Per ogni implicato di una regola estratta:  
 
1. Si accede alla riga relativa all’attributo implicato e si cercano posizioni non 
vuote.  
a) Non esistono posizioni non vuote → passo a controllare l’implicato 
successivo 
b) Esistono posizioni non vuote. Per ogni posizione non vuota, per ogni 
elemento 
i. Il valore istanziato per l’implicante in questo elemento è 
diverso da quello istanziato per l’implicato della regola 
considerata → passo a considerare l’elemento successivo 
ii. Il valore istanziato per l’implicante in questo elemento è 
uguale al valore istanziato per l’implicato della regola 
considerata 
 L’implicato di questo elemento appartiene agli 
antecedenti del nodo radice del sottoalbero considerato 
→ si passa all’elemento successivo 
 L’implicato di questo elemento non appartiene agli 
antecedenti del nodo radice del sottoalbero considerato  
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• L’implicato di questo elemento è tra gli 
implicati ottenuti nelle regole al passo 
precedente → si passa all’elemento 
successivo10 
• L’implicato di questo elemento non è tra gli 
implicati delle regole ottenute al passo 
precedente → si istanzia una indirect 
implications considerando una probabilità 
opportuna e si passa all’elemento successivo. 
Si passa alla posizione non vuota successiva. 
Si passa all’implicato successivo.  
 
Esempio di applicazione. Facciamo sempre riferimento alla mappa di figura 3.9 e 
supponiamo di essere nella condizione in cui non è stata istanziata nessuna 
complex11 e procediamo alla determinazione di eventuali indirect simple. Gli 
implicati estratti dalle regole precedenti sono B e C. Iniziamo considerando la riga 
associata all’attributo B. Come si può notare dalla matrice riportata in tabella 4.1, 
l’unica posizione non vuota fa riferimento all’attributo D e contiene un solo 
elemento. Per questa posizione, l’elemento presente verifica i vincoli di 
istanziazione della regola: il valore dell’implicante dell’elemento è uguale al valore 
dell’implicato della regola considerata, l’implicato della posizione considerata non 
appare tra i predecessori del nodo radice del sottoalbero corrente e non è già 
presente come implicato, in nessuna regola estratta al passo precedente12. Si istanzia 
quindi una indirect simple implication per il nodo ottenendo {(B=b,D=d,p1*p213)}. 
Lo stesso ragionamento viene fatto per C ottenendo l’insieme di indirect composto 
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 Questo è necessario perchè altrimenti avremmo un’informazione falsata sull’implicato; si 
preferisce sempre l’implicazione diretta, se presente. 
11
 Non c’è perdita di generalità utilizzando questa assunzione: la metodologia di estrazione delle 
indirect è la stessa sia che siano presenti complex implications o meno. Da notare che se sono 
presenti complex implication per un implicato che è implicante di una indirect simple, la probabilità 
che considereremo nella indirect dipende dalla probabilità della complex e non da quella presente 
nella matrice di  rappresentazione della Mappa. 
12
 Possiamo escludere la possibilità che il nodo implicante nella simple sia anche implicato nella 
indirect per il vincolo di non ciclicità della Mappe Causale Bayesiane. Per questo motivo non è 
necessario predisporre un controllo a tal proposito. 
13
 La probabilità dipende da quella della regola precedente, perchè è da A che la indirect viene 
applicata e quindi non abbiamo nessuna informazione sul valore effettivo di B se non quella derivante 
dalla relazione che intercorre fra A e quest’ultimo. 
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da due regole {( B=b,D=d,p1*p2),( C=c,D=d,p3*p4)}. A questo punto siamo in una 
situazione in cui abbiamo l’insieme composto dalle regole date dalle simple 
implications e l’insieme delle indirect che ancora non è stato aggiunto a quello delle 
regole.  
 
Calcolo delle Indirect Simple Implications per attributi continui 
 
Anche in questo caso lo schema concettuale associato all’estrazione delle indirect 
simple su attributi continui è lo stesso di quello definito per gli attributi discreti. 
Anche in questo caso c’è il vincolo di uguaglianza del nodo implicante con 
l’implicato al passo precedente14. La prima specifica del punto (ii) è leggermente 
diversa, in quanto gli attributi sono continui; in questo caso valgono le 
considerazione fatte per l’estrazione delle simple quando l’implicato appartiene 
all’insieme degli antecedenti del nodo radice del sotto albero corrente. Avremo 
quindi la seguente specifica “L’implicato di questo elemento appartiene agli 
antecedenti del nodo radice del sottoalbero considerato ed abbiamo un’intersezione 
dei loro valori non vuota ma ovvia→ si passa all’elemento successivo”. Di 
conseguenza avremo una specifica in più che comporta l’estrazione di regole ed il 
secondo punto di (ii) può essere riscritto come segue: “L’implicato di questo 
elemento non è tra gli implicati delle regole ottenute al passo precedente o 
l’intersezione dei valori è non ovvia→ si istanzia una indirect implications 
considerando una probabilità opportuna e si passa all’elemento successivo”. 
 
Calcolo delle Indirect Complex Implications per attributi discreti 
 
In questo caso si suppone che sia presente almeno una regola estratta nel passo 
precedente (una indirect simple). Lo schema concettuale associato all’estrazione di 
questo tipo di regole è il seguente. 
Per ogni implicato delle indirect simple estratte: 
                                               
14
 Per le indirect simple non vale l’applicazione della regola se l’insieme dei valori è completamente 
contenuto: non sappiamo infatti i valori assunti dall’attributo nel sotto insieme considerato, sappiamo 
solo di quelli che vengono esplicitati dalla regola estratta al passo precedente. 
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1. Si considera l’insieme degli implicanti accedendo alla colonna relativa 
all’implicato. Per ogni posizione non vuota diversa da quella relativa 
all’implicante considerato 
a) Il valore dell’attributo implicato associato alla posizione corrente è 
diverso da quello associato all’interno della regola → si analizzano le 
successive posizioni non vuote 
b) C’è almeno un valore per l’implicato, uguale a quello presente nella 
regola. Per ogni elemento per cui la condizione precedente vale: 
i. L’attributo implicante non è nei predecessori di S e non esiste 
una indirect simple15 che abbia questo attributo come 
implicato ed un valore associato all’attributo uguale a quello 
presente nella posizione considerata in relazione 
all’implicante → questo elemento non viene considerato 
ii. L’attributo implicante è nei predecessori di S ed è associato al 
giusto valore → si memorizza l’attributo implicante 
iii. L’attributo implicante è un implicato (con il giusto valore) di 
una indirect simple estratta nel precedente step di estrazione 
delle regole16 → si toglie la regola che fa riferimento alla 
indirect dall’insieme che le contiene e si memorizza in un 
insieme relativo alle complex implication per l’attributo 
considerato; si memorizza anche l’attributo implicante 
Si considera l’insieme degli attributi implicanti memorizzati 
c) L’insieme non è vuoto → gli implicanti memorizzati, insieme alla testa 
della indirect simple considerata, diventano la testa di una nuova regola 
che coinvolge lo stesso implicato e per la quale verrà modificata la 
probabilità in maniera opportuna, si toglie la indirect considerata 
dall’insieme che contiene questo tipo di regole 
d) L’insieme è vuoto → non si istanziano indirect complex implication e la 
regola per il nodo rimane la indirect simple ottenuta nel primo step di 
ricerca delle regole applicabili 
 
                                               
15
 Si considerano le indirect simple estratte meno quella scelta in b. 
16
 Vedi nota precedente 
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2. Non ci sono posizioni non vuote diverse da quella relativa all’attributo 
considerato → non si istanziano indirect complex implication e la regola per 
il nodo rimane la indirect simple ottenuta nel precedente step. 
 
Esempio di applicazione. Riferiamoci ancora alla figura 3.9 e supponiamo di 
trovarci nella condizione in cui abbiamo l’insieme delle regole, composto dalle 
simple implications estratte nei precedente step ({(A=a,B=b,p1),(A=a,C=c,p3)}), e 
l’insieme delle indirect implication ({(B=b,D=d,p1*p2),( C=c,D=d,p3*p4)}). 
Abbiamo due elementi appartenenti all’insieme delle indirect simple che implicano 
entrambi la stessa coppia (Attributo,valore). Consideriamo la colonna relativa 
all’attributo D notiamo che ci sono due posizioni non vuote ed ogni posizione 
contiene un solo elemento. Consideriamo l’elemento nella prima posizione non 
vuota (fa riferimento all’attributo B) e vediamo che verifica i vincoli di applicabilità: 
l’implicante della posizione non vuota è lo stesso attributo ed ha lo stesso valore 
dell’implicato della indirect. Si toglie quindi questo elemento dall’insieme delle 
indirect e si memorizza l’implicante (B=b) e la indirect (per il successivo calcolo 
della probabilità). Abbiamo ancora un implicante che fa riferimento all’attributo C. 
Anche in questo caso i vincoli di applicabilità sono superati e ricadiamo nel caso iii. 
Togliamo anche questa indirect dall’insieme in cui sono state memorizzate, e 
memorizziamo le due informazioni come precedentemente fatto. Non abbiamo 
ulteriori implicanti17 da considerare e l’insieme degli implicanti memorizzati è non 
vuoto, ricadiamo quindi nel punto c. ottenendo una indirect complex da aggiungere 
all’insieme delle regole. Otteniamo quindi il seguente insieme di regole applicabili 
per il nodo A: 
 
{(A=a, B=b,p1),(A=a,C=c,p3),(B=b ∧ C=c,D=d,p1*p2+p3*p4- p1*p2*p3*p4)} 
 
Nel caso preso in esame l’insieme contenente le indirect simple risulta vuoto alla 
fine della computazione; se così non fosse le indirect simple rimaste nell’insieme 
                                               
17
 Non vengono considerati esempi relativi ad un attributo predecessori che implica l’attributo 
considerato perchè il comportamento è equivalente a quello specificato nel caso delle Complex 
Implications 
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(impossibile istanziare delle indirect complex per loro) vengono aggiunte all’insieme 
delle regole applicabili per il nodo radice del sotto albero corrente. 
 
Calcolo delle Indirect Complex Implications per attributi continui 
 
Lo schema concettuale è lo stesso che per il calcolo delle regole nel caso discreto 
con le differenze solite considerate per gli attributi di tipo continuo. 
 
Estrazione di regole composte da attributi di entrambi i tipi 
 
Lo schema concettuale è lo stesso. Si applica l’una o l’altra metodologia in 
dipendenza del tipo dell’attributo. Quindi se la regola considerata ha come 
implicante un attributo di tipo continuo e come implicato un attributo di tipo discreto 
(o viceversa), tratteremo l’implicante con la metodologia descritta per attributi di 
tipo continuo e tratteremo l’implicato con la metodologia discussa per attributi di 
tipo discreto, in relazione alla posizione che l’attributo assume nella regola. 
 
Regole di dominio con vincoli 
 
Nella precedente trattazione abbiamo visto in dettaglio i due tipi di regole di 
dominio considerate e come procedere per la loro estrazione. Non sempre, però, è 
sufficiente avere la giusta coppia (Attributo,valore) perché sia possibile istanziare 
una regola che ha questa coppia come implicante. Si possono presentare casi in cui 
c’è la necessità di avere due o più coppie (Attributo,valore) specificate, per far si che 
la regola sia istanziabile. Questo è un caso speciale di regole che chiameremo regole 
con vincoli in cui è necessario che tutti gli attributi coinvolti nella regola come 
implicanti siano stati attraversati (e quindi siano presenti nel cammino di 
riferimento) ed abbiano, ovviamente, il giusto valore.  Una regola con vincoli si può 
applicare, in linea di principio, su tutti gli attributi che costituiscono il vincolo se 
tutti gli altri vincoli sono verificati. Esplicitiamo la problematica di estrazione di 
regole con vincoli con un esempio.  
In figura 3.10 è mostrata la rappresentazione grafica di una regola con vincoli. I 
vincoli di implicazione vengono espressi mediante la freccia verde tratteggiata. 
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Questa freccia sta a significare che, prima di poter applicare la regola, deve essere 
verificato il valore di tutti gli attributi che sono da questa connessi. L’attributo 
implicato è connesso ad entrambi gli implicanti che fanno parte del vincolo. I valori 
di probabilità vengono espressi sulle frecce (di colore rosso) che collegano ogni 
implicante all’attributo implicato (in accordo alle convenzioni già adottate per i casi 
semplici). In particolare la figura 3.10 rappresenta il seguente concetto: Se C è 







Figura 3.10 -  Rappresentazione grafica di una regola con vincoli 
 
Questo indica anche che non è possibile prescindere dal valore di uno o dell’altro 
nell’applicazione della regola ed anche che questa può essere applicata sia su un 
sotto albero radicato in B che su un sotto albero radicato in C se nel cammino dalla 
radice dell’albero a quella considerata è presente l’altro nodo con il giusto valore. 
La presenza della regole con vincoli modificherà di poco lo schema di estrazione di 
ogni tipo di regola vista fino ad ora ad eccezione dell’estrazione delle indirect 
simple implications. In quest’ultimo caso non verranno considerate regole con 
vincoli perché, per queste, deve essere certo il valore di ogni implicante coinvolto 
nella regola. 
Vediamo adesso come si modifica l’estrazione di ogni tipo di regola 
(esemplificazione fatta per attributi di tipo discreto. Lo stesso concetto è applicabile 
per attributi di tipo continuo) per tener conto anche della possibilità di trattare i 
vincoli.  
 
1. Simple Implications: siamo nella condizione in cui abbiamo l’insieme degli 
implicati dal nodo radice del sotto albero corrente che non appaiono tra i 
predecessori del nodo stesso. A differenza di prima, dove avremmo potuto 







nel precedente insieme, ora dobbiamo verificare che l’insieme di coppie 
(Attributo,valore) che costituiscono i vincoli, siano stati attraversati con il 
giusto valore. In caso affermativo, viene istanziata una simple implication 
che ha come implicante la coppia (Attributo,valore) associata alla radice del 
sotto albero corrente. Implicato e probabilità si ottengono nel modo usuale. 
Se i vincoli non sono verificati, si eliminano dall’insieme degli implicanti 
tutti gli elementi associati allo stesso insieme di vincoli. 
 
2. Complex Implications:  
a) siamo nella condizione in cui abbiamo posizioni non vuote per la colonna 
relativa all’implicato. Se l’implicato ha come implicanti attributi legati ad 
un vincolo, si cancellano questi ultimi dall’insieme degli implicanti 
associati a questa regola, lasciandone solo uno per mantenere 
l’informazione sulla probabilità18. 
b) Siamo nella condizione in cui abbiamo verificato le condizione per 
l’applicabilità della complex derivanti da regole senza vincoli. 
L’implicato può derivare da una o più regole con vincoli, scorrelate l’una 
dall’altra, e da una o più regole senza vincoli. Una volta ottenuto 
l’insieme degli implicanti dobbiamo verificare che, se sono presenti 
implicanti di regole con vincoli, l’applicabilità di queste sia verificata 
(siano verificati i vincoli) e che, come per il punto precedente, sia 
presente solo una volta la probabilità associata a tali regole. 
 
3. Indirect Simple Implications: si cancellano dall’insieme degli Implicati 
dall’implicato di una regola estratta al passo precedente, tutti gli elementi che 
potrebbero portare ad istanziare una regola con vincoli. 
 
4. Indirect Complex Implications: siamo nella situazione in cui abbiamo 
selezionato l’insieme degli elementi per l’istanziazione di una indirect 
                                               
18
 Questo vuol dire che tutti i vincoli relativi alla particolare regola considerata sono stati verificati. 
Questo significa anche che fra l’insieme degli implicanti del nodo ci sarà una posizione non vuota 
associata ad ogni attributo che fa parte dell’insieme dei vincoli. Queste posizioni non devono essere 
considerate perché è il verificarsi di tutti i vincoli che mi induce la regola e non devo calcolare la 
probabilità su queste come se fossero semplici co-implicanti di una complex implication. 
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complex. Su questo insieme verifichiamo l’applicabilità, esattamente come è 
stato fatto per le complex implications, di eventuali elementi associati a 
regole con vincoli. Se l’eventuale regola con vincoli è applicabile tra 
l’insieme dei co-implicanti del nodo rimarrà un solo elemento associato a 
tale regola, per ogni regola applicabile presente. 
 
 
3.4.3 Applicazione delle regole di dominio 
 
Una volta estratte le regole per la radice del sottoalbero corrente, bisogna vedere 
quali sono quelle applicabili e quali no. 
Vediamo adesso in che modo si realizza la modifica sul calcolo dell’entropia in 
modo da utilizzare le regole di dominio. 
Consideriamo   la seguente regola di dominio   
i
p
CQR →:  
la quale fornisce informazioni circa gli attributi coinvolti nel calcolo (Q, C), i loro 
valori e la forza dell’implicazione (p), nonché ovviamente, il legame “causale” tra 
loro. Nel caso specifico R
 
rende noto che, in presenza di Q, è presente anche Ci il p% 
delle volte secondo le conoscenze dell’esperto, le sue “credenze” o comunque 
secondo una fonte esterna ai dati del training set. 









|Q |info (Q)= * info(C )∑                                           (1) 
  
Come è subito evidente ritroviamo nella formula la stessa quantità espressa dalla 
probabilità della regola (evidenziata in rosso) che ha esattamente lo stesso 
significato. 
In presenza di regole applicabili, quello che viene fatto, è sostituire il coefficiente 
“rapporto” con la probabilità espressa nella regola.  
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La formula viene così ripartita in 2 parti, in modo che la probabilità venga utilizzata 




(C) R i j
j=1, j i i
C
info (Q) = p* info(C )+(1- p)* info(C )Q C≠ −∑
            (2) 
 
Il coefficiente associato al valore Ci viene rimpiazzato con p, mentre quelli associati 
agli altri valori per l’attributo C (identificati con Cj per j=0, …, n, j≠i) vengono 
calcolati in accordo a (1-p) e proporzionalmente secondo j
i
C
Q C− . Quest’ultima 
quantità specifica come ripartire il valore (1-p) tra le istanze del sottoinsieme dove 
vale Q, in cui vale Cj ∀ j=1, …,n, j≠i.   
 E’ interessante notare che non viene effettuata nessuna modifica nel calcolo di 
jinfo(C )  ∀j=1,…,n. Il motivo fondamentale è che questa espressione descrive le 
distribuzioni dell’attributo implicato (C) nei confronti dell’attributo classe, e la 
regola non da informazioni a riguardo19 per cui è corretto lasciare invariate le 
distribuzioni.  
Il procedimento espresso sopra si riferisce al caso in cui l’implicato della regola sia 
di tipo discreto, infatti per un attributo di tipo continuo non sarebbe possibile 
istanziare la formula (2), in quanto non sarebbe possibile determinare a priori quanti 
rami può originare un attributo continuo candidato a successore, perché i possibili 
valori validi sono infiniti e quindi il secondo termine della formula (2) sarebbe 
incalcolabile. 
Quindi dal momento che una regola di dominio applicabile20 su un sottoinsieme ha 
l’effetto di rettificare il dataset originale inducendo una modifica sulle distribuzioni 
dei valori delle variabili nei confronti di altre variabili o della classe, viene creato un 
dataset “fittizio” (figura 3.11) che rispetta i nuovi vincoli imposti da una regola. 
Questo nuovo dataset risulta a tutti gli effetti un insieme di istanze assimilabili a 
                                               
19
 La regola non da informazioni sulle distribuzioni nei confronti della classe a meno che l’attributo 
implicato non sia proprio la classe. In questo caso però la regola viene trattata in modo diverso. 
20
 Per applicabile si intende che, considerato il cammino e il nodo radice del sottoalbero corrente, è 
stata estratta perché conforme ai vincoli “coerenza” descritti nel paragrafo relativo all’estrazione delle 
regole.  
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quelle realmente raccolte, ma descrive un dominio “astratto” anziché derivante da 
rilevamenti. 
 
Figura 3.11 - Differenza tra Training set “Originale” e “Fittizio” a livello concettuale 
 
Grazie a questa tecnica, nel calcolo dell’information gain e del gain ratio, non è più 
necessario modificare in modo sostanziale l’algoritmo (come per il caso di attributi 
di tipo discreto) perché le regole di dominio applicabili sono già riflesse nei dati. 
 
 
3.5 Domain Rule C4.5  (DrC4.5) 
 
In questa sezione sarà presentato Domain Rule C4.5 (DrC4.5) l’algoritmo ideato, 
progettato e realizzato come estensione del C4.5. 
C4.5 costruisce l’albero partendo dalla radice e procedendo fino ad arrivare ai nodi 
foglia aggiungendo nodi e archi etichettati, che identificano i sottoinsiemi locali 
selezionati dall’insieme di partenza (training set) usando tutta e sola l’informazione 
contenuta nel training set. 
DrC4.5 opera essenzialmente con la stessa strategia di base ma utilizzando, a 
supporto delle scelte, anche conoscenza esterna ai dati di training, rappresentata da 
una mappa causale.  
Sfruttando l’idea di base del C4.5, DrC4.5 rende possibile la fusione di conoscenza 
esterna con quella interna ai dati.  
L’obiettivo della ricerca è stato quello di trovare una metodologia efficace per poter 
integrare e fondere le due conoscenze (di dominio e derivata dai dati) pur lasciando 
inalterati i principi di base della costruzione di un albero di classificazione. 
Training Set Originale 
 
A1 A2 … An Class 
2.8     
2.9     
3.1     
3.2 0.8 … an c1 
3.2 1.6 … an c1 
3.9 3 … an c1 
 
Training Set “fittizio” 
 
A1 A2 … An Class 
2.8     
2.9     
3.1     
3.2 0.8 … an c1 
3.2 1.6  x≤0.9 … an c1 
3.9 3 … an c1 
 
Regola di Dominio 
+  2 /31 23.1 0.9A A> → ≤  = 
 98 
Qui di seguito viene presentata, con l’aiuto dello pseudo-codice, una descrizione 
sintetica del funzionamento generale dell’algoritmo. 
Lo pseudo-codice è organizzato in 2 funzioni principali: FormTree (figura 3.12(a)) 
e FormSubTreesUsingRules (figura 3.12(b)) che rispettivamente individuano il 
punto di partenza per la costruzione dell’albero e le fasi ricorsive di creazione dei 
sottoalberi con l’uso di regole. 
 
Figura 3.12 - Pseudo-codice DrC4.5  (a) 
  
Al passo (1) comincia la costruzione dell’albero scegliendo l’attributo che costituirà 
la radice dell’albero. Per il momento, la scelta del primo nodo non viene in alcun 
modo influenzata da regole e lasciamo che venga individuato attraverso il calcolo 
tradizionale.  
Praticamente al primo passo di ricerca, per ogni nodo candidato a radice principale 
(ovvero per tutti gli attributi del training set meno l’attributo categorico), si controlla 
se esistono regole che lo coinvolgono come implicante dell’attributo classe. Con il 
valore della probabilità modifichiamo le distribuzioni dell’attributo nei confronti 
della classe, influenzando di conseguenza il calcolo dell’entropia nella parte relativa 
a Info(T). In questo modo siamo in grado di modificare le distribuzioni degli 
attributi.   
Una volta individuato il nodo radice comincia la costruzione (in modo ricorsivo) dei 
sotto alberi. 
AntSet, presente al punto (2), individua l’insieme dei predecessori per il nodo radice 
del sottoalbero corrente. Viene utilizzato per tenere traccia del cammino percorso e 
dei valori di validità degli attributi. In presenza di regole di dominio e di attributi 
non enumerati, si potrebbero verificare casi di inconsistenza sugli insiemi di valori 
di validità per attributi presenti più di una volta nello stesso cammino (figura 3.13). 
In questo modo al momento dell’estrazione delle regole di dominio possiamo fare i 
controlli di coerenza sui valori degli attributi.  
FormTree(T, M) 
(1) Root=FindTheTreeRoot(T); 
(2) AntSet = { }; 
(3) RootVal Root.getVal(); 
(4) ForEach v∈RootVal 
(5)  FormSubTreesUsingRules((Root, v), T’, M, AntSet); 
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Figura 3.13 - AntSet: utilizzo 
 
La costruzione dell’albero comincia con la prima chiamata al metodo ricorsivo 
mostrato in figura 3.12(b)  che tiene in considerazione nodo radice del sottoalbero 
corrente (N), riferimento al sottoalbero corrente (T’), la mappa causale (M) e la lista 
dei predecessori (AntSet). 
 
Figura 3.12 - Pseudo-codice DrC4.5  (b)   
 
Come avviene in C4.5, se il sottoinsieme di istanze attualmente considerate è vuoto 
(i), termina il processo di accrescimento con la creazione di un nodo foglia (ii), 
altrimenti si estraggono dalla mappa tutte le regole applicabili a partire dal nodo 









(*) AntSet(A)={(A≤1.5), (B=9)} 
FormSubTreesUsingRules(N,T’,M,AntSet) 
(i)  If T’ is empty 
(ii) Then N.child is a leaf 
(iii) Else Rule = FindRules(N, M, AntSet) 
(iv) ComputeFrequency(T’) 
(v)  If OneClass OR FewClass 
(vi) Then N.child is a leaf 
(vii) Else ForEach Attribute Ai 
(viii)  If applicableRule≠ { } 
(ix)  Then ForEach applicableRule r∈R 
(x)    
 ComputeGain(r,T’,Ai) 
(xi)  Else ComputeGain(T’,Ai) 
(xii) CreateDecisionNode N1 
(xiii) N.Child = N1 
(xiv) N1.test=AttributeWithBestGain 
(xv)  NodeValues N1.getValues() 
(xvi) ForEach v∈NodeValues 
(xvii) FormSubTreeUsingRules((N1,v),T’,M, AntSet ∪ N) 
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distribuzione della classe rispetto all’attributo (in questo caso la radice). Infatti, se 
nel sotto insieme considerato è presente una sola classe associata all’attributo o una 
distribuzione troppo bassa da non soddisfare la soglia di accettabilità, il processo di 
accrescimento termina con una foglia (v – vi). 
Al passo (vii) per ogni attributo candidato e considerando tutte le regole applicabili, 
viene calcolato il guadagno (x) . Se non ci sono regole applicabili il guadagno è 
calcolato usando il procedimento di C4.5 standard (xi).  
Una volta calcolate tutte le misure di guadagno per gli attributi candidati viene 
scelto l’attributo con miglior guadagno (xii, xiii, xiv). Per ogni ramo uscente dal 
nodo selezionato (ovvero per ogni valore o insieme di valori, assunti dal nodo 
selezionato, si ripete nuovamente la ricerca del successore istanziando 
opportunamente una chiamata ricorsiva a FormSubTreesUsingRules (xv, xvi, xvii). 
 
 
3.5.1 Esempio pratico di costruzione dell’albero 
 
Concludiamo questa trattazione con un esempio pratico in cui si mostra 






water  {yes, no} 
salad  {yes, no} 
cream  {yes, no} 
milk  {yes, no} 
corn  {yes, no} 
salad  {yes, no} 
bleach {yes, no} 
kiwi  {yes, no} 
wine  {yes, no} 
beer  {yes, no} 
detergent {yes, no} 
biscuits {yes, no} 
chicken {yes, no} 
goose  {yes, no} 
ciocolate {yes, no} 
bred  {yes, no} 
zucchini {yes, no} 
yogurt {yes, no} 
chees  {yes, no} 
eggs  {yes, no} 
 
Tabella 3.2 -  Attributi 









Consideriamo l’insieme di transazioni del supermercato, i cui attributi (enumerati) 
con i valori sono riportati in tabella 3.2 (l’ultimo attributo (eggs) rappresenta quello 
di classificazione) e la mappa causale di figura 3.14. 
La costruzione dell’albero prosegue secondo il processo tradizionale di C4.5 (Figura 
3.15a) fino a che non viene selezionato “chicken” come miglior attributo.  
Il processo di estrazione di regole dalla mappa causale restituisce la regola 




Istanziando il calcolo dell’information Gain integrata con la regola si ottiene 
 
2 2 2 2
1 1 3 3 6 6 10 10( ) 0.95* log log 0.05* log log 0.82
4 4 4 4 16 16 16 16
R
zucchiniInfo chicken no    = = − − + − − =   
   
invece di 
Albero di classificazione 
-------------------------------- 
 
yogurt = yes: yes (6.0) 
yogurt = no 
|   detergent = yes: no (3.0) 
|   detergent = no 
|   |   chicken = yes: no (7.0/1.0) 
|   |   chicken = no 
Figura 3.15a - Costruzione 
dell’albero comune a C4.5 e 
DrC4.5 
|   |   chicken = no 
|   |   |   beer = yes: no (2.0) 
|   |   |   beer = no 
|   |   |   |   salad = yes: yes (3.0/1.0) 
|   |   |   |   salad = no 
|   |   |   |   |   water = yes 
|   |   |   |   |   |   corn = yes: yes (3.0/1.0) 
|   |   |   |   |   |   corn = no: no (8.0/3.0) 
|   |   |   |   |   water = no: no (4.0) 
|   |   chicken = no 
|   |   |   zucchini = yes: no (4.0/1.0) 
|   |   |   zucchini = no 
|   |   |   |   salad = yes 
|   |   |   |   |   water = yes 
|   |   |   |   |   |   milk = yes: no (2.0) 
|   |   |   |   |   |   milk = no 
|   |   |   |   |   |   |   corn = yes: yes (3.0/1.0) 
|   |   |   |   |   |   |   corn = no 
|   |   |   |   |   |   |   |   biscuits = yes: yes (3.0/1.0)      
|   |   |   |   |   |   |   |   biscuits = no: no (4.0)       
|   |   |   |   |   water = no: no (2.0) 
|   |   |   |   salad = no: yes (2.0) 
 
Figura 3.15b - Costruzione 
dell’albero secondo C4.5 
Figura 3.15c - Costruzione dell’albero 
secondo DrC4.5 
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che si sarebbe ottenuto senza l’uso della regola. 
Come è possibile notare il valore di Infozucchini è diminuito usando la regola.  
Se non avessimo avuto regole di dominio la scelta del nodo successore di 
“chicken=no” sarebbe ricaduta su “beer” come mostrato in figura 3.15(b) perché 
 
2 2
18 7 7 11 11( ) 0 * log log 0.88
20 18 18 18 18beer
Info chicken no  = = + − − = 
 
 < ( )zucchiniInfo chicken no=  
Invece grazie all’uso della regola, si ha che   
 
( )R zucchiniInfo chicken no=  < ( )beerInfo chicken no=  
 
che induce a scegliere “zucchini” anziché “beer” e forza a produrre l’albero di figura 
3.15(c). 
Nel processo non vengono estratte altre regole dalla mappa poiché nell’albero non 
compaiono mai gli attributi “kiwi” e “bread” (con i giusti valori) che 
giustificherebbero  l’estrazione di regole. 
 
 
3.6 Conclusioni  
 
La conoscenza di dominio permette di mantenere i dati usati per la classificazione 
sempre aggiornati, soprattutto quando tali dati sono di natura dinamica e quindi 
soggetti a cambiamenti. Ciò consente che al presentarsi di una nuova situazione 
(appartenente allo stesso dominio), non si debba necessariamente cambiare l’intero 
training set, ma è sufficiente aggiornarlo. Ad esempio, consideriamo due 
supermercati A e B. Se siamo in possesso di informazioni riguardanti il 
supermercato A ed invece non ne abbiamo abbastanza che riguardano B, essendo A 
e B entrambi dei supermercati e quindi aventi lo stesso target di clienti, possiamo 
costruire un classificatore per il supermercato B usando i dati in nostro possesso di B 
ed in aggiunta la conoscenza aggiuntiva (conoscenza di dominio) usata per il 
supermercato A. Tutto ciò è estremamente importante nei casi in cui è molto 
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difficile oltre che costoso reperire nuove informazioni. La conoscenza di dominio 
risulta molto utile in tutti quei casi in cui la dimensione della collezione dei dati non 
è sufficientemente grande da garantire buone performance al processo di mining. 
In campo economico ad esempio l’uso della conoscenza di dominio, è molto 
interessante, ad esempio per classificare un piano di avviamento per una nuova 
compagnia. In tal caso l’uso della conoscenza di dominio è importantissimo sia 
perché la collezione di dati non è mai abbastanza grande da poter garantire dei buoni 
risultati e sia perché molte nuove teorie economiche possono essere codificate in 

































YaDT-DRb : Yet another Decision Tree 




4.1 Introduzione   
 
In questo capitolo verrà presentata l’architettura  e l’implementazione di una nuova 
versione di YaDT: YaDT-DRb, derivato dalla fusione di YaDT (vedi Capitolo 2) 
con la teoria delle regole di dominio vista nel Capitolo 3.  
L’idea di base è stata quella di apportare le migliorie introdotte dalla conoscenza di 
dominio e quindi dalle regole di dominio al sistema per la costruzione di alberi 
decisionali che si è rivelato essere il più efficiente fra quelli presi in esame.  
Discuteremo e vedremo le scelte implementative fatte, e analizzeremo le 
componenti del sistema spiegandone l’architettura e il funzionamento. 
La realizzazione del progetto ha previsto diverse fasi, tra cui: lo studio 
dell’architettura e dei sorgenti di YaDT, lo studio della conoscenza di dominio e 
delle modalità di estrazione delle regole da essa, l’analisi e la scelta delle strutture 
dati da utilizzare per l’implementazione delle nuove componenti ed infine un’ultima 
fase puramente implementativa. 
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4.2 Architettura del sistema 
 
Dovendo integrare delle nuove funzionalità ad un sistema già esistente abbiamo 
sviluppato le nuove componenti utilizzando gli stessi strumenti usati per lo sviluppo 
di YaDT. Le componenti aggiuntive sono quindi state sviluppate in C++, usando 
Microsoft Visual Studio 2005 come ambiente di sviluppo. YaDT-DRb è composto 
dalle seguenti componenti:  
 
• YaDT v.1.2.3; sistema per la costruzione di alberi decisionali 
• XMLParserLib; libreria per il parsing e la validazione di documenti XML 
• ExtractionRuleLib; libreria per la ricerca e per l’estrazione delle regole di 
dominio. 
 
Le librerie sono state realizzate in maniera del tutto indipendente dal codice di 
YaDT, per essere di facile integrazione con eventuali versioni successive di YaDT e 
per fare si che possano essere utilizzate anche da altri sistemi per la costruzione di 
alberi decisionali sviluppati in C++.  
 
Figura 4.1 - Componenti principali di YaDT-DRb 
 








4.3 Scelte implementative  
 
Il funzionamento generale di YaDT-DRb è molto simile a quello visto per il DrC4.5, 



























(2) AntSet = { }; 
(3) RootVal Root.getVal(); 
(4) ForEach v∈RootVal 
(5)  FormSubTreesUsingRules((Root, v), T’, M, AntSet); 
 
FormSubTreesUsingRules(N,T’,M,AntSet) 
(i)  If T’ is empty 
(ii) Then N.child is a leaf 
(iii) Else Rule = FindRules(N, M, AntSet) 
(iv) ComputeFrequency(T’) 
(v)  If OneClass OR FewClass 
(vi) Then N.child is a leaf 
(vii) Else ForEach Attribute Ai 
(viii)  If applicableRule≠ { }  
(ix)  Then ForEach applicableRule r∈R 
(x)    
 ComputeGain(r,T’,Ai) 
(xi)  Else ComputeGain(T’,Ai) 
(xii) CreateDecisionNode N1 
(xiii) N.Child = N1 
(xiv) N1.test=AttributeWithBestGain 
(xv)  NodeValues N1.getValues() 
(xvi) ForEach v∈NodeValues 
(xvii) FormSubTreeUsingRules((N1,v),T’,M, AntSet ∪ N) 
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La spiegazione dello pseudo-codice in questione è stata data nel Cap.3 paragrafo 
3.5. 
In seguito la nostra attenzione verrà posta principalmente sui punti (iii)  e (ix), 
rispettivamente sulla ricerca ed estrazione delle regole e sull’applicazione delle 
regole stesse. 
Discuteremo le scelte implementative fatte in YaDT-DRb per cercare di ridurre al 
minimo l’overhead introdotto dal procedimento di ricerca/estrazione/applicazione 
delle regole in termini di occupazione di memoria e di prestazioni. 
 
 
4.3.1 Rappresentazione della mappa causale di Bayes in input 
 
Come si può notare dalla figura 4.2(a) FormTree prende in input due argomenti T e 
M, rappresentanti rispettivamente il training set e la mappa causale di Bayes (BCM). 
Una prima differenza implementativa fra il DrC4.5 e YaDT-DRb consiste proprio 
nella rappresentazione della mappa causale di Bayes. Nel DrC4.5 la mappa è 
rappresentata da un file di testo del tipo “nomemappa.spc”, avente la seguente 
struttura : 
 
$Tipo attributo_implicante $Tipo attributo_implicato $Tipo regola 
 nome attributo_implicante – nome attributo_implicato  
nome attributo_implicante=valore  → nome attributo_implicato=valore, 
(nome 1_ vincoloattributo = 1valore ,……nome nvincoloattributo _ = nvalore ), 
 prob = valore 
 
Figura 4.3 - Frammento di mappa casuale rappresentante una regola con vincoli  
 






$continuous $discrete $constrained 
C – A 
C >=3  → A=2, (B=1), prob = 0.9 
 
Al fine di rendere più rigida la rappresentazione della mappa e quindi delle regole 
stesse, e per eliminare inconsistenze sia semantiche che sintattiche (il tipo di un 
attributo, ad esempio,  può essere solamente discreto o continuo e qualsiasi altro 
valore darebbe vita a dati non significativi per i nostri scopi, ecc..,) e in generale per 
eliminare qualsiasi tipo di inconsistenza dei dati in input rappresentanti la mappa, 
abbiamo deciso di rappresentarla mediante il formato XML [XML].  
Un documento XML è dotato di una struttura gerarchica, che lega i vari oggetti che 
lo costituiscono  in modo ben preciso. Il modo in cui gli oggetti possono essere 
disposti nella gerarchia e quali relazioni intercorrano fra di essi è rappresentato da 
uno XML Schema [XML-SCHEMA], in cui sono contenute le regole per un 
determinato tipo di documento.   
L’unico vincolo che dobbiamo rispettare nella creazione di uno schema è l'uso dei 
tag definiti dall'XML Schema Language definito dal W3C nei documenti:  
 
• www.w3.org/TR/xmlschema-1;  
• www.w3.org/TR/xmlschema-2;  
• www.w3.org/TR/xmlschema-3. 
 
La mappa causale di figura 4.3 verrà riscritta nel formato riportato di seguito, 
secondo la struttura da noi definita nello schema bcm.xsd, riportato in Appendice:  
 






  <Rule typeR="constrained"> 
    <Node name="C" typeValue="float" type="continuous"  
       sign1=">=" val1="3"/> 
    
    <Node name="A" typeValue="float" type="discrete"  
      sign1="=" val1 ="2"/> 
    <Probability val="0.9"/> 
    <Vincolo>  
   <Node name="B" typeValue="float" type="discrete"  
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       sign1="=" val1 ="1"/> 
    <Vincolo/>  
    <EndRule/> 
  </Rule> 
 </Bayesian_causal_map> 
Figura 4.4 - File XML rappresentante la BCM di Figura 4.3 
 
Per ogni tag presente nel file rappresentato in figura 4.4 mostreremo una tabella 
riassuntiva, avente per righe gli attributi del tag in esame, e per colonne le proprietà 
di tali attributi. Considereremo solo le proprietà usate nella definizione del nostro 
schema :  
 
• tipo attributo; integer, string, float; 
• uso; se tale attributo è obbligatorio(required) o meno;  










































type Tipo attributo string Si  {discrete,continuos} 
name Nome attributo string Si   
typeValue Tipo valore 
attributo 
string Si  {string,float} 
 sign1 Segno attributo string Si  {<,<=,=,>,.>=} 
val1 Valore attributo float Si   
 sign2 Segno attributo 
(solo nel  caso di 
doppia 
string No {<,<=,=,>,.>=} 
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limitazione) 
val2 Valore attributo 
(solo nel  caso di 
doppia 
limitazione) 
float No  
val_string Valore attributo  
(stringa) 















float  Si     
 
Il tag <Vincolo> non ha nessun attributo in quanto serve a segnalare che tutti i suoi 
figli, ovvero gli oggetti <Node> costituiscono eventuali vincoli della regola. 
Il tag <EndRule> segnala la fine della regola corrente. 
Una volta definita la struttura della nostra mappa, possiamo effettuare il parsing del   
documento XML che la rappresenta. Quest ultimo per essere validato  dovrà 
rispettare le gerarchie e i vincoli espressi nello XML Schema. Per il parsing e  per la 
validazione utilizzeremo la libreria XMLParserLib. 
Prima di vedere tale libreria, è necessario avere un idea dell’implementazione degli 
oggetti che adopereremo, come gli attributi, le regole, la struttura dati per la 
rappresentazione della BCM in memoria principale, ecc..., quindi per ragioni legate 





In ExtractionRuleLib sono definite tutte le classi che riguardano la ricerca e 
l’estrazione delle regole di dominio data una mappa casuale di Bayes.  
Come detto nel capitolo precedente una regola di dominio ha la seguente struttura : 
 
attributo_implicante=valore1 → attributo_implicato=valore2, prob=valore3 
1vincoli ……… nvincoli  
dove per ivincoli si intende la coppia attributo=valore. 
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Vediamo adesso nel dettaglio la definizione della libreria. 
 
namespace ExtractionRule { 
 class Node { ……… }; 
 class Rule { ……… }; 
class Hash { ……… }; 
class FindRule { ……… }; 
} 
Figura 4.5 - Definizione namespace ExtractionRule (vedi Appendice) 
 
Prima di definire l’oggetto Rule che rappresenterà la regola, bisogna definire 
l’oggetto attributo, che d’ora in avanti chiameremo Node. 
 
class Node { 
  
private : 
 string name; 
 string type; 
 string type_value; 
 string sign1; 
 string sign2; 
 Value value1; 




Figura 4.6 - Definizione classe Node (vedi Appendice) 
 
La classe Node ha i seguenti membri : 
• name: nome dell’ attributo; 
• type: tipo dell’attributo(discrete o continuous); 
• type_value; tipo del valore che può assumere l’attributo (string, float); 
• sign1: segno dell’attributo (<, <=, =, >, >=); 
• value1: valore dell’attributo; 





Nel caso l’attributo abbia una doppia limitazione, ad esempio 4 < X < 18,  
• sign1: segno dell’attributo ( >, >=); 
• val1: valore dell’attributo, in questo caso 4; 
• sign2: segno dell’attributo ( <, <=); 
• value2: valore dell’attributo, in questo caso 8; 
 
Inoltre sono previsti una serie di metodi pubblici, utili per il confronto fra due Node, 
per la ricerca di un Node  in un insieme di Node, per verificare la correttezza sia 
semantica che sintattica di un Node, ecc.. Per maggiori dettagli vedere in 
Appendice. 
Una volta definita la classe Node, possiamo vedere la definizione della classe 
Rule, che come possiamo facilmente intuire avrà fra i suoi membri privati degli 
oggetti di tipo Node, in quanto una regola sostanzialmente è formata da due o più 
attributi (Node) e da una probabilità. 
 
class Rule { 
 
private : 
  vector<Node> node1; 
  vector<Node> node_constrained; 
  Node node2; 
  float prob; 




Figura 4.7 - Definizione classe Rule (vedi Appendice) 
 
Esaminiamo i membri della classe Rule: 
• node1: l’attributo implicante della regola. Usiamo un  vector<Node>, in 
quanto una regola può avere anche più di un implicante (ad esempio, una 
complex implications, Cap3. paragarfo 3.4) 
• node2: l’attributo implicato della regola. In questo caso non è necessario 
usare il vector<Node> in quanto tutte le regole avranno un solo attributo 
implicato 
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• node_constrained: vector<Node> contenente i vincoli della regola 
• typeR: tipo della regola. Una regola può essere senza vincoli (normal) o 
con vincoli (constrained) 
• prob: probabilità della regola di dominio 
 
Per istanziare un oggetto di tipo Rule abbiamo a disposizione tre costruttori : 
1. Rule(Node node1,Node node2,float prob,string 
typeR,Node node_constrained) 
costruttore per istanziare una regola con vincoli 
 
2. Rule(Node node1,Node node2,float prob,string typeR)   
costruttore per istanziare una regola senza vincoli 
 
3. Rule()   
  costruttore per istanziare una regola vuota da inizializzare 
 
Una mappa causale di Bayes come detto in precedenza è un isieme di regole, una 
volta chiara la rappresentazione da noi scelta per le regole di dominio, andremo ad 
analizzare la struttura dati scelta per rappresentare la BCM in memoria. 
Considerando che l’operazione di ricerca ed estrazione delle regole è molto 
frequente durante la costruzione dell’albero e che tale operazione esegue numerosi 
accessi alla struttura rappresentante la mappa, al fine di rdurre il tempo di accesso ai 
dati la soluzione migliore è utilizzare una struttura dati con tempo di accesso 
costante. La tabella Hash soddisfa in pieno le nostre richieste. 
 
Figura 4.8 - Rappresentazione della BCM in memoria principale 
struct HashTableItem { 
   
  string name; 
  vector<Rule*>* implicato; 




La struttura HashTableItem come si nota dalla figura 4.6 è costituita da tre 
campi, il primo dei quali indica il nome dell’attributo, il secondo e il terzo campo 
sono rispettivamente dei puntatori ad un vector di puntatori ad oggetti Rule. 
Durante l’inserimento di una nuova regola  nella tabella Hash, il suo riferimento 
verrà inserito sia nella struct identificata dal nome dell’implicante che dal nome 
dell’implicato, ovviamente nella prima verrà inserito nel campo  
vector<Rule*>* implicante e nella seconda nel campo 
vector<Rule*>* implicato. 
La classe Hash (vedi Appendice) fornisce l’implementazione della BCM in 
memoria principale, mettendo a disposizione i sguenti metodi pubblici di 
inserimento ed estrazione delle regole. 
 
1. void insert_implicante(string key,Rule *rule); 
inserisce la regola nel vector degli implicanti dell’attributo key 
   
2. void insert_implicato(string key,Rule *rule); 
inserisce la regola nel vector degli implicati dell’attributo key 
 
3. vector<Rule*>* get_implicato(string key); 
 restituisce tutte le regole aventi l’attributo key come implicato 
 
4. vector<Rule*>* get_implicante(string key); 
restituisce tutte le regole aventi l’attributo key come implicante 
 
La funzione Hash che ci assicura l’accesso ai dati in tempo costante è applicata al 
nome dell’attributo, e nel caso ci siano due o più elementi aventi lo stesso risultato 
della funzione di hash useremo la tecnica delle liste concatenate per risolvere il 
problema di tali collisioni.      
Una volta definiti tutti gli oggetti “base”, possiamo vedere la struttura della classe 
FindRule.  
Questa classe implementa la ricerca e l’estrazione delle regole in relazione agli 
argomenti passati al costruttore, che sono: 
• current_root; radice del sottoalbero corrente 
• antecedents; insieme dei Node predecessori 
• tableHash; tabella Hash rappresentante la BCM 
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Una volta istanziato l’oggetto è sufficiente invocare il metodo pubblico 
Find_Rules() per avere l’insieme delle regole estratte. 
 
class FindRule { 
 
  private: 
  Node *current_root; 
  Node node_null; 
  vector<Node>* antecedents; 
  Hash *tableHash; 
  … … … … 
 public: 
FindRule(Node *current_root, 
   vector<Node>* antecedents, 
         Hash* tableHash); 
   
vector<Rule>* Find_Rules(); 
 … … 
}; 
Figura 4.9 - Definizione classe FindRule (vedi Appendice) 
 
 
4.3.2.1 Pseudo Codice per l’estrazione delle regole 
 
Nei paragrafi precedenti abbiamo visto la rappresentazione degli oggetti che 
tratteremo durante l’estrazione delle regole, adesso esamineremo lo pseudo-codice 
relativo all’estrazione delle regole di dominio, ovvero lo pseudo-codice del metodo 
Find_Rules() citato sopra. 
 
 Find_Rules()   
 
1. simple=Find_Simple_Implications(); 
2. if(simple.empty()) return simple; 
3. else { 
4.   complex=Find_Complex_Implications(simple); 
5.   extended=Find_Indirect_Simple_Implications(complex); 
6.   if(extended.empty())return complex; 
7.   else { 
8.     indirect=Find_Indirect_Complex_Implications(extended); 
9.     for(k=0; k < indirect.size();k++)  
10.  complex.push_back(indirect.at(k)); 
11. } 
12. return complex; 
13. } 
Figura 4.10 - Pseudo-codice per l’estrazione delle regole 
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Le regole sono restituite dal metodo FindRules() che lavora sui membri privati 
current_root, antecedents, tableHash dell’oggetto FindRule 
precedentemente istanziato, rappresentanti rispettivamente la radice del sotto-albero 
corrente, l’insieme dei Node  attraversati nel cammino dalla radice alla radice del 
sotto-albero corrente e la tabella Hash rappresentante la mappa causale di Bayes.  
Lo schema che abbiamo seguito per l’estrazione delle regole di dominio è quello 
riportato nel Capitolo 3 paragrafo 3.4.2. 
Come prima operazione si va alla ricerca di tutte le possibili simple implications21 
[1]. Se non è stata estratta almeno una simple implications il procedimento di 
estrazione delle regole termina restituendo come insieme delle regole estratte 
l’insieme vuoto [2]. Nel caso sia stata estratta almeno un simple implications, si 
procede con la ricerca di tutte le  possibili complex implications22 [4]. A questo 
punto sia che siano state estratte delle complex o meno si procede con la ricerca 
delle indirect simple implications23 [5], tali regole verranno inserite in un insieme 
che denoteremo con extended . Affinché vengano estratte delle indirect complex 
implications deve essere stata estratta almeno una indirect simple implications, in 
caso contrario il procedimento termina restituendo le regole estratte fino al passo 
[4]. Se è stata estratta almeno una indirect simple implications e quindi l’insieme 
extended non è vuoto, si va alla ricerca di eventuali indirect complex 
implications24 [8]. L’insieme indirect è costituito dalle indirect simple 
implications estratte al passo [5] e dalle eventuali indirect complex implications 
estratte al passo [8]. Con i passi [9-10] si inseriscono nell’insieme complex 
(contenente sia le simple che le complex implications) le indirect simple 
implications e le eventuali indirect complex implications estratte. Al passo [12] si 
ritorna l’insieme complex contenente tutte le regole estratte per la radice del sotto- 
albero corrente.  
                                               
21
 L’implementazione del processo di ricerca ed estrazione delle simple implications è riportato in 
Appendice. 
22
 L’implementazione del processo di ricerca ed estrazione delle complex implications è riportato in 
Appendice 
23
 L’implementazione del processo di ricerca ed estrazione delle indirect simple implications è 
riportato in Appendice 
24
 L’implementazione del processo di ricerca ed estrazione delle indirect complex implications è 
riportato in Appendice 
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Nei prossimi paragrafi verrà illustrato lo pseudo-codice per il calcolo della 
probabilità di complex implications e per l’applicazione delle regole. 
 
 
4.3.2.2 Pseudo Codice per il calcolo della probabilità di complex  
             implications 
 
Lo pseudo-codice che tratteremo in questo paragrafo è relativo alla computazione 
della probabilità da associare alla regole di tipo complex. Ricordiamo che gli eventi 
che andranno a concorrere per il calcolo di tale probabilità saranno eventi 
indipendenti e che la formula utilizzata è quella riportata nel Capitolo 3 paragrafo 
3.4.1 che ricordo brevemente : 
 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )11 1 2
1 1
... ... 1 ...
n n n
n
n i i j n
i i j i
P E E P E P E P E P E P E P E+
= = >
∪ ∪ = − + + −∑ ∑∑  
. 
Istanziando tale formula con un valore per n pari a 4. Gli addendi che devono essere 
considerati sono i seguenti: 
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La probabilità per quattro eventi, viene quindi calcolata come: 1 2 3 4p p p p− + − . 
Come è facile notare, ogni addendo ha, a sua volta, un numero di addendi pari alle 
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combinazioni dei 4 eventi presi ad uno ad uno, a coppie, a triple e come un unico evento, 
rispettivamente. Questo fatto vale in generale per n eventi. Dobbiamo quindi generare un 
numero di addendi – associati al calcolo della probabilità dell’intersezione di eventi presi ad 
i ad i su n – pari a: 
 
 
                                        
Dall’istanziazione si può anche derivare una metodologia di implementazione 
generale per il calcolo della probabilità dell’intersezione di n eventi presi ad i ad i. 
Escludiamo il primo caso che è banalmente la somma delle probabilità degli eventi. 
Consideriamo il secondo addendo. Possiamo notare che il primo elemento rimane 
sempre lo stesso, fino ad esaurimento degli eventi, mentre il secondo varia. Una 
volta esauriti gli eventi, il primo elemento è stato considerato accoppiato con tutti gli 
altri eventi e quindi non lo consideriamo ulteriormente. Si passa a fissare come 
primo evento quello associato alla probabilità ( )2P E ed il secondo evento si fa 
variare nell’insieme di quelli associati alle probabilità restanti e così via fino a che 
tutti gli eventi sono stati considerati con tutti gli altri senza considerare questioni di 
ordine25. 
La stessa cosa si può notare anche nel terzo addendo: i primi due termini fissano gli 
eventi associati alle probabilità ( )1P E  e ( )2P E  e si varia sul terzo scegliendo fra 
quelli rimanenti fino a che questi non finiscono. Quando non ci sono ulteriori eventi 
da considerare insieme con la coppia ( )1 2,E E  vuol dire  la parte “fissa” della terna 
deve essere modificata: 2E  è stato considerato con tutti gli altri eventi insieme ad 
1E , lasceremo 1E  come primo evento e considereremo 3E  al posto di 2E . Il terzo 
evento sarà forzatamente 4E  perché la terna ( )1 2 3, ,E E E  è già stata considerata. 
Calcolata la probabilità della terna ( )1 3 4, ,E E E anche le associazioni rispetto alla 
coppia ( )1 3,E E sono terminate (non abbiamo ulteriori eventi con cui associarla). 
Non possiamo fissare la coppia ( )1 4,E E  perché non ci sono ulteriori eventi da 
considerare. Questo vuol dire che l’evento 1E  è stato considerato con tutti e va 
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quindi modificato il primo evento. Si considera a questo punto l’evento 2E  e si fissa 
insieme a questo evento il successivo, 3E . l’unico altro evento che si può 
considerare è il quarto che completa la tripla. Da notare che non c’e’ perdita di 
generalità fissando a priori i primi eventi, infatti i raggruppamenti ad i ad i si 
consideriamo indipendentemente dall’ordine quindi raggruppamenti che contengono 
gli stessi elementi sono considerati come lo stesso raggruppamento. 
Vediamo adesso lo pseudo - codice (codice) prodotto per il calcolo della probabilità 
rispetto all’analisi precedentemente esplicitata. 
computeProb(ElementSet ruleSet) 
 
1.  n = ruleSet.getNumberOfRules();  
2.  for(i = 0; i <n; i++)  
3.    prob = prob + (ruleSet.getElement(i)).getProb(); 
4.  for(i = 2; i < n; i++) 
5.  { 
6.   j = 1; 
7.   eventString = “”; 
8.   while(j<i) 
9.   { 
10.   eventString.setValue(j-1,j-1); 
11.    j = j + 1; 
12.  } 
13.  incrementPosition = eventString.length()– 1; 
14.  eventNumber = getCombinationNumber(n,i); 
15.  parzC = 0; 
16.  cont = 1; 
17.  while(eventNumber > 0) 
18.  { 
19.   fix = computeFixedValue(eventString, ruleSet); 
20.   for(j = eventString.getValue(incrementPosition); j < n-  1; j++) 
21.   { 
22.    parzC = fix * (ruleSet.getElement(j+1)).getProb() + parzC; 
23.    eventNumber = eventNumber – 1; 
24.   } 
25.   if(eventString.getValue(incrementPosition) + 1 < n-1) 
26.    eventString.setValue(incrementPosition, 
                            eventString.getValue(incrementPosition) + 1) 
27.   else 
28.    if((incrementPosition – cont) >= 0 ) 
29.    { 
30.      while(((val=eventString.getValue(incrementPosition–  
                                                   cont))+ cont +1 > = n-1)  
                                  && ((incrementPosition – cont – 1) >= 0) 
31.       cont = cont +1; 
32.       if(val + cont +1 < n) 
33.       for(s=incrementPosition–cont; s<=incrementPosition; s++) 
34.       { 
35.        eventString.setValue(s,val+1); 
36.        val = val+1; 
37.       } 
38.       cont = 1; 
39.        }            
40.     } 
41.  prob  = prob + ParzC *(-1)i+1 
Figura 4.11 - Pseudo-codice per il calcolo della probabilità di una complex 
implications 
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Il metodo computeProb precedentemente descritto, calcola la probabilità 
dell’intersezione di n eventi indipendenti quando questa è calcolata per regole di tipo 
complex. Il metodo prende come input l’insieme degli eventi che concorrono al 
calcolo della probabilità e comincia determinando il loro numero [1]. 
Successivamente calcola la somma delle probabilità degli eventi considerati ad uno 
ad uno [2,3], che corrisponde a p1. Una volta calcolata questa somma, vanno 
considerati gli eventi presi a due a due (generalizzando, ad i ad i) e si procede 
dunque a fissare un evento (i-1 eventi). La struttura preposta alla memorizzazione 
degli eventi fissati è chiamata eventString; a questa struttura verranno settate le 
prime i-1 posizioni con la posizione, in ruleSet, degli eventi che stiamo fissando 
([8-12]). In [13] memorizziamo l’ultima posizione occupata di eventString in 
incrementPosition (variabile che indica la posizione dell’ultimo evento fissato) ed 
in [14] determiniamo il numero di intersezioni di eventi di cui dobbiamo calcolare la 
probabilità. Questo numero è dato dalle combinazioni semplici di n eventi presi ad i 
ad i. In [15,16] si settano della variabili di appoggio (rispettivamente: la probabilità 
parziale calcolata per l’intersezione di eventi considerata e il numero di eventi, e la 
posizione della parte fissa che dobbiamo andare a modificare rispetto al valore di 
incrementPosition, quindi dall’ultimo evento fissato al primo) e in [17] abbiamo il 
controllo del numero di probabilità, associate alle intersezioni degli eventi, 
considerate. In [19] si calcola la moltiplicazione della probabilità degli eventi fissati 
e in [20-24] si moltiplica questa probabilità per quella dell’i-esimo evento e si 
somma alla probabilità parziale fino ad ora calcolata per l’intersezione di questi 
eventi. 
 
Vediamo un flow di esecuzione per n=4 in modo da chiarificare la metodologia di 
calcolo adottata. 
Consideriamo P(i) come la probabilità associata all’evento in posizione i all’interno 
di ruleSet. La probabilità calcolata appena entrati nel metodo è quella relativa al 
primo addendo quindi prob = P(0)+P(1)+P(2)+P(3). i = 2, si assegna j = 1 e 
si inizializza la struttura associata ad eventString come: 
 
 
eventString  = 0 
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Avremo quindi incrementPosition = 0, eventNumber = 6 , ParzC = 0 e 
cont = 1. L’istruzione successiva [17] è la guardia del while, che superiamo in 
quanto 6>0. Andiamo adesso a calcolare il valore della probabilità associata agli 
eventi fissati in eventString. C’è un solo evento in eventString ed è quello che fa 
riferimento all’elemento in posizione 0 di ruleSet quindi fix = P(0). Entriamo 
quindi nel for relativo alla riga [20] il cui corpo è “unrolled” ed instanziato di 
seguito: 
0 < 3 
 ParzC = P(0) * P(1) + 0 
 eventNumber = 5 
1 < 3 
 ParzC = P(0) * P(2) + P(0) *P(1) 
 eventNumber = 4 
2 < 3 
 ParzC = P(0) * P(3) + P(0) * P(2) + P(0) *P(1) 
 eventNumber = 3 
 
Usciamo dal for ed abbiamo in ParzC la somma dei primi tre addendi di p2. Con lo 
if nella riga [25] verifichiamo se è possibile modificare la parte fissa in relazione agli 
eventi precedentemente fissati ed a quelli che rimangono da considerare, se esistono. 
In questo caso 1 < 3 ed andremo a modificare eventString nel seguente modo: 
 
 
Consideriamo di nuovo la guardia del while alla riga [17] e di nuovo è verificata ( 3 
> 0) ed avremo fix = P(1). Il corpo del for verrà effettuato due volte e produrrà i 
seguenti effetti: 
ParzC = P(1)*P(2)+P(1)*P(3)+ParzC (quello ottenuto precedentemente) 
eventNumber = 1 
 
All’uscita dal for abbiamo aggiunto al calcolo parziale della probabilità per 
l’addendo considerato altri due valori. Abbiamo un’altra parte fissa da considerare 
(2 < 3) ed eventString diventa: 
 
eventString  = 1 
eventString  = 2 
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Con la successiva iterazione terminiamo i valori per questo addendo aggiungendo a 
ParzC la probabilità data da P(2)*P(3) ed ottenendo p2. Adesso non ci sono ulteriori 
parti fisse da considerare (infatti 3<3 è falso) consideriamo il ramo else ([27]). 
Verifichiamo se esistono eventi in posizioni precedenti, rispetto a quella modificata, 
in eventString (istruzione [28]). In questo caso non ce ne sono, infatti (0-1 >= 0 è 
falso). Non esistono, infatti, ulteriori addendi da considerare per p2. Sommiamo a 
prob la probabilità parziale calcolata ottenendo: prob = p1 - p2. Torniamo a 
verificare la guardia del for ([7]) ed abbiamo i = 3 e 3 < 4 . Reinizializiamo le 
variabili ed eventString è: 
 
 
incrementPosition = 1, eventNumber = 4, ParzC = 0, cont = 1. 
L’istruzione successiva [17] è la guardia del while, che superiamo in quanto 4>0. 
Andiamo adesso a calcolare il valore della probabilità associata agli eventi fissati in 
eventString e fix = P(0)*P(1). L’esecuzione del corpo del for produrrà:  
ParzC = P(0)*P(1)*P(3) + P(0)*P(1)*P(2) 
eventNumber = 2 
 
(2 < 3) è vero quindi superiamo la guardia dello if alla riga [25] e modifichiamo 
eventString come segue: 
     
 
Ed eseguiamo di nuovo il corpo del while (riga [17]) quindi: fix = P(0)*P(2) ed 
all’uscita dal for abbiamo: 
 
ParzC = P(0)*P(2)*P(3) + ParzC (ottenuto nell’iterazione precedente) 
eventNumber = 1 
 
Questa volta la guardia dello if ([25]) non viene verificata (3 < 3 è falso) e 
passiamo ad eseguire il corpo del ramo else. (0 >= 0) e superiamo la guardia dello 
if ([28]). Questo indica che potrebbe essere possibile determinare una nuova parte 
fissa, modificando l’evento in posizione incrementPosition – cont. Il solo fatto 
di verificare la guardia dello if non basta ad affermare che possiamo considerare 
nuovi insiemi di i-elementi: per poterlo affermare dobbiamo prima verificare la 
 
eventString  = 0 1 
eventString  = 0 2 
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presenza di un numero di eventi non ancora considerati sufficienti per formare la 
parte fissa + 1. Questo controllo è effettuato con il while alla riga [30]: 
 




      cont = cont +1; 
 
Supponiamo di considerare sei eventi e di essere nella situazione in cui la parte fissa 
sia composta da tre eventi. Consideriamo anche di essere nella condizione in cui i tre 
eventi che stiamo considerando siano (0,2,4). Vediamo che non possiamo più agire 
sul terzo evento perchè è concluso l’insieme di valore che può assumere o meglio se 
modificassimo la parte fissa come (0,2,5), non avremmo altri eventi per terminare la 
quadrupla. Dobbiamo quindi verificare la possibilità di modificare la parte fissa 
partendo dal secondo evento (quello che si trova in posizione 1) da questo controllo 
risulta che val + cont +1 assume il valore 2+1+1 = 4 che è minore strettamente di 
cinque, quindi la guardia non è verificata e non si esegue il corpo del while. Questo 
vuol dire che è possibile considerare una nuova parte fissa ottenuta attraverso la 
seguente terna di eventi: (0,3,4) ottenuta lasciando invariato il primo evento fissato e 
modificando il secondo ed il terzo sequenzialmente. Consideriamo ancora questa 
terna, questa volta val + cont + 1 = 3 + 1 + 1 = 5 quindi andiamo a verificare 
l’altra parte della guardia ottenendo 2 -1-1 = 0. Questa volta la guardia del while 
è verificata e questo ci dice che anche per la seconda posizione abbiamo terminato le 
possibilità di variazione degli eventi. Incrementiamo cont (indice del numero di 
posizione “esaurite” al momento in cui facciamo il controllo e, di conseguenza, 
indice del numero di eventi -1 necessari per determinare una nuova parte fissa) di 1 
e verifichiamo la possibilità di modificare la parte fissa cambiando il primo evento 
fissato. Otteniamo val + cont + 1 = 0 + 2 +1 = 3. Questo ci permette di 
fissare la tripla (1,2,3) come parte fissa e ripetere il procedimento da capo. 
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Tornando alla nostra esecuzione esemplificativa, abbiamo la possibilità di fissare 
una nuova coppia modificando l’evento in posizione 0, infatti lo if alla riga [32] ha 




Abbiamo quindi l’ultima addendo P(1)*P(2)*P(3) dopo l’esecuzione del corpo del 
while più esterno. Abbiamo quindi: 
 
ParzC = P(1)*P(2)*P(3) + ParzC (ottenuto nell’iterazione precedente) 
eventNumber = 0 
 
Questa nuova quantità viene sommata a prob ed otteniamo: prob = p1 + p2 + p3 
L’ultimo addendo viene ottenuto nello stesso modo. Il ragionamento può essere 
esteso ad un numero arbitrario di eventi. 
 
 
4.3.2.3 Pseudo Codice per l’applicazione delle regole 
 
Come detto nel Capitolo 3 nel paragrafo riguardante l’applicazione delle regole di 
dominio, la soluzione più semplice per far si che il calcolo dell’entropia venga 
influenzato dalle regole è quella di fare in modo che le regole stesse vengano riflesse 
sul training set attualmente considerato. 
Consideriamo il training set di tabella 4.1, corrispondente alla radice del sotto-albero 
corrente A = 1a  e le regole 1R  e 2R  riportate di seguito. 
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 Questo if è necessario in quanto la guardia del while potrebbe essere falsa a causa della 
condizione (incrementPosition – cont – 1) >= 0 




Come si nota dalla tabella 4.1 ad ogni istanza del training set è associato un peso iw , 
riportato nella colonna Weight che rappresenta “l’incidenza” di ogni istanza sul 
numero totale, ovvero l’indicatore della sua rilevanza (o importanza). Generalmente 
wi=1 per ogni istanza i, perché ogni istanza rappresenta una unità di informazione. 
In generale se i dati del training set sono frutto di una reale indagine statistica o di 
mercato, ci si aspetta che il loro peso sia unitario. 
Con le regole di dominio però si hanno nuove informazioni ed il modo efficace per 
creare un training set che le rappresenti è di agire sui pesi delle istanze in modo da 
rispettare i vincoli da queste dettati. In questo modo è possibile contrarre/espandere 
il training set lasciando invariato il numero “fisico” delle istanze e i valori delle 
variabili. Sarebbe infatti impossibile modificare i reali valori degli attributi 
basandoci soltanto su un valore di probabilità e un intervallo di validità. 
Si deve quindi creare un nuovo training set in cui il numero di istanze in cui 
B≤ 1b (oppure  C=c) rappresenti rispettivamente il 1p % (oppure il 2p %) del totale 
delle istanze in cui A = 1a . 
Se la regola da applicare è la regola 1R  (attributo implicato di tipo continuo) per 































A B C Weight Class 
a1 b c 1 y 
a1 b c 1 y 
a1 b c 1 n 
a1 b c 1 y 
a1 b1 c1 1 n 
a1 b1 c1 1 n 
a1 b1 c1 1 y 
a1 b2 c1 1 n 
a1 b3 c2 1 y 
a1 b c2 1 n 











12 :  
 
Figura 4.12 - Albero associato 
alla Tabella 4.1 
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w  numero di istanze teoriche con valore B≤ 1b . 
 Nel caso in cui la regola da applicare è una regola con attributo implicato di tipo 
discreto ( 2R ) il calcolo del peso differisce da quello visto per attributi di tipo 
continuo, e per ogni istanza il peso verrà calcolato come di seguito: 
 












 , dove 
• p è la probabilità dell’implicazione della regola 
• hT  l’attributo implicato nella regola con il giusto valore 
• iT  l’attributo implicato nella regola ma non con il giusto valore 
 
Una volta visto come viene effettuata la modifica dei pesi nel training set in esame 







4.    for (i=0; i < applicableRule.size; i++){ 
5.       SubSet_MOD = Modify_SubSet(SubSet,applicableRule[i]); 
6.       gain = ComputeGain(SubSet_MOD); 
7.       if(gain > max_gain) 
8.          max_gain= gain; 
9.     } 
10.     gain =max_gain; 
11. } 
12. else 
13. gain = ComputeGain(SubSet); 
Figura 4.13 - Pseudo codice per l’applicazione delle regole di dominio 
 
Il metodo ApplyRule prende in input l’insieme delle regole estratte per la radice del 
sotto-albero corrente (RuleSet) ed il sottoinsieme del training set attualmente 
considerato (SubSet). Dell’insieme delle regole estratte bisogna selezionare solo 
quelle che hanno come attributo implicato l’attributo attualmente considerato per il 
calcolo del gain. Una volta individuate, bisogna selezionare solamente quelle che 
soddisfano la condizione di applicabilità per una regola. 
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 Una regola è applicabile se nel sub set attualmente considerato è presente almeno 
un’istanza che la soddisfa  e almeno una che non la soddisfa [2]. 
 L’insieme applicableRule contiene quindi solo le regole applicabili per un dato 
attributo, e poiché applicare una regola non significa altro che modificare in maniera 
opportuna il sub set, nel caso ci siano più regole applicabili per lo stesso attributo 
verrà selezionata quella che produce il massimo guadagno.  
Se l’insieme applicableRule è vuoto allora il gain viene calcolato secondo il metodo 
tradizionale [13].  
Nela caso l’insieme applicableRule non è vuoto si procede con i  passi [4-9], che 
servono a ricavare il massimo guadagno prodotto. L’insieme delle regole applicabili 
viene scandito e di volta in volta viene modifictao il sub set secondo i valori riportati 
nella regola in questione[5]. La funzione Modify_SubSet(SubSet,applicableRule[i]) 
calcola i nuovi pesi secondo le modalità viste all’inizio del paragrafo e modifica il 
sub set restituendo il sub set modificato in cui è riflessa la regola in esame. Dopo di 
che viene calcolato il gain e qualora sia maggiore del valore memorizzato nella 
variabile max_gain inizializzata al passo [1] viene memorizzato proprio in max_gain 
che alla fine del ciclo for conterrà il massimo guadagno prodotto dall’applicazione 
di una delle regole. 
Al passo [10] il valore contenuto da max_gain viene assegnato come valore del gain 
dell’attributo attualmente selezionato. 
Per maggiori dettagli e per l’implementazione della funzione ApplyRule vedere la 





Questa libreria verrà utilizzata per il parsing e per la validazione di un documento 
XML rappresentante una mappa causale di Bayes. 
Un parser XML è un modulo software che si colloca tra l'applicazione e il 
documento XML, e permette all'applicazione di accedere al contenuto e alla struttura 
del documento. Esistono due tipi di parser: validanti e non validanti. I primi, oltre a 
controllare se un documento è ben-formato, cioè che ogni elemento sia racchiuso tra 
due tag (uno di apertura e uno di chiusura), controlla pure se esso è un documento 
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XML valido, cioè se è fedele alle regole definite nel suo XML Schema. I parser non 
validanti, invece, si preoccupano solo di vedere se un documento è ben formato. Per 
la realizzazione della nostra libreria abbiamo usato Xerces [XERCES], un parser 
validante free tra i più robusti e affidabili. 
Ci sono due modi per interfacciare un parser con una applicazione: usando 
un'interfaccia object-based (DOM) oppure usando un interfaccia event-based (SAX). 
Con l'approccio object-based, il parser costruisce esplicitamente in memoria un 
albero che contiene tutti gli elementi del documento XML. Con l'approccio event-
based, invece, il parser genera un evento ogni qual volta incontra, durante la lettura 
del documento XML, un elemento, un attributo, o del testo; ci sono eventi per i tag 
di apertura e di chiusura, per gli attributi, per il testo, per le entità e così via.  
Xerces implementa entrambi i tipi di parser mediante le classi DOMBuilder e 
SAXParser. 
Nel nostro caso la scelta fra DOM e SAX  non è risultata rilevante, e abbiamo optato 
per usare l’approccio object-based (DOM). 
Per effettuare il parsing e la validazione del file rappresentante la mappa è 
sufficiente istanziare un oggetto di tipo MyParserXML passando al costruttore il 
nome del file da parsare ed in seguito invocare il metodo pubblico 
Initialize_And_Parsing() che restituisce un puntatatore alla tabella Hash 
rappresentante la BCM. 
La figura 4.14 mostra l’implementazione del namespace XMLParser. 
namespace XMLParser { 
 
 class MyParserXML { 
  private : 
   const char * filename; 
   string namenode1; 
   string namenode2; 
   Hash *myTH; 
   Rule *rule; 
   Node *node;   
   bool first_time; 
   bool vincolo; 
   int count; 
   void ExtractItemFromDomTree(DOMNode *n); 
   public : 
   MyParserXML(const char * filename); 
   Hash * Initialize_And_Parsing(); 
   
 }; 
} 
Figura 4.14 - Definizione namespace XMLParser (vedi Appendice) 
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La figura 4.15 mostra l’utilizzo della libreria XMLParserLib. 
 
 
Figura 4.15 - Uso di XMLParserLib 
 
Di seguito vedremo lo pseudo-codice del metodo privato 
ExtractItemFromDomTree27 che come si nota dalla figura 4.15 fa si che le 
informazioni racchiuse nell’albero costruito dal parser, vengano estratte e inserite 
nella tabella Hash che rappresenterà la mappa causale di Bayes in memoria. 
   
ExtractItemFromDomTree(DOMNode n) 
 
1.   Rule rule; 
2.   Hash hash; 
3.   Node node; 
4.   constrained=false; 
5.   name_node =n.getName(); 
6.   if(name_node==“Baysian_causal_map”)  
7.      hash=Create_Hash_Object(name_node.getAttribute); 
8.   if(name_node == “Rule”){ 
9.       rule=Create_Rule_Object(); 
10.    rule.setType(name_node.getAttribute); 
11.   } 
12.  if(name_node == “Node”){ 
13.    node=Create_Node_Object; 
14.    if(constrained) 
                                               
27













15.       rule.SetConstrained(node); 
16.    else 
17.       rule.SetNode(node); 
18.  } 
19.  if(name_node == “Vincolo”)   
20.      constrained = true; 
21.  if(name_node == “Probability”){ 
22.     rule.SetProbOfRule(); 
23.  if(name_node == “EndRule”){ 
24.     if(rule.isCorrect){ 
25.        hash.InsertImplying(rule); 
26.        hash.InsertImplicate(rule); 
27.        constrained=false; 
28.     } 
29.  } 
30.   for(child=n.getFirstChild;child!=NULL;child.NextChild) 
31.  ExtractItemFromDomTree(child); 
Figura 4.16 - Pseudo codice per l’estrazione dgli elementi dall’albero rappresentante       
la  mappa causale 
 
ExtractItemFromDomTree prende come argomento l’albero costruito dal 
parser n e partendo dalla radice percorre l’intero albero facendo di volta in volta dei 
controlli sul tipo di nodo in esame. 
I passi [1-3] sono necessari per la dichiarazione degli oggetti che useremo durante il 
porcesso di estrazione. Al passo [4] si inizializza la variabile boolena contsrained a 
false, questa variabile ha lo scopo di segnalare se un Node deve essere inserito come 
implicante come implicato (se il suo valore è false), o come vincolo in un regola (se 
il suo valore è true). Una volta ricavato il nome del nodo in esame [5], se esso è 
uguale a  “Baysian_causal_map” verrà istanziato un oggetto di tipo Hash, il cui 
costruttore prende come argomento il numero degli attributi della mappa riportato 
come attributo dell’elemento (tag) <Baysian_causal_map>28. 
Se si tratta di un nodo “Rule” [8] verrà instanziato un oggetto di tipo Rule, dopo di 
che verrà settato il tipo della regola[10] il cui valore è presente come attributo 
dell’elemento (tag) <Rule>29.  
Nel caso il nodo sia un “Node”  verrà istanziato un oggetto di tipo Node i cui 
arogmenti sono ricavati dagli attributi presenti nell’elemento (tag) <Node>30. Se la 
variabile constrained ha valore true il Node appena istanziato verrà insertito nella 
regola come vincolo [15] altrimenti come implicante se è la prima volta che per la 
                                               
28
 Per vedere la lista degli attributi di ogni elemento (tag ) consultare lo Schema XML in Appendice. 
29
 Come sopra. 
30
 Come sopra. 
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regola in esame viene instanziato un Node oppure come implicato se è la seconda 
volta che si istanzia un oggetto Node per la stessa regola [17].  
Se il nodo in esame è un “Vincolo” la variabile constrained verrà posta a true [20]. 
Ciò segnala che tutti gli oggetti Node che verranno istanziati in seguito devono 
esssere inseriti nella regola come vincoli.  
Se il nome del nodo è uguale a “Probability” verrà settata la probabilita’ della 
regola [22].  
L’ultimo caso possibile è quello in cui il nome del nodo in esame è uguale ad 
“EndRule”. In questo caso la regola istanziata è completa, ed una volta verificata la 
sua correttezza sia sintattica che semantica verrà inserita nella tabella Hash 
rappresentante la mappa [25-26]. Infine il valore della variabile constrained viene 
rimesso a false [27]. 
Il procedimento visto finora verrà ripetutto in maniera ricorsiva per ogni figlio 
dell’elemento ( tag ) attualmente considerato [30-31]. 
 
 
4.3.3 Modifiche alla GUI di YaDT 
 
YaDT offre ai suoi utenti un’interfaccia semplice ed intuitiva, che permette di 
caricare alberi decisionali precedentemente creati, di crearne e di salvarne dei nuovi.  
 
Figura 4.17 - Interfaccia di YaDT-DRb 
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Al fine di poter utilizzare YaDT-DRb con la stessa semplicità di YaDT abbiamo 
aggiunto all’interfaccia originale l’opzione per poter caricare o meno una mappa 
causale di Bayes.  
In questo modo l’utente può scegliere di volta in volta se costruire l’albero con o 
senza l’ausilio delle regole di dominio.  
Nella zona evidenziata in rosso è possibile selezionare la mappa causale da utilizzare 
durante la costruzione dell’albero, e nel caso non venga selezionato nessun file, 
YaDT-DRb costruirà l’albero in maniera tradizionale. 
La zona evidenziata in blu fornisce informazioni sulle regole estratte e sulle regole 
applicate in ogni nodo radice del sotto-albero corrente. 
  
 
4.4 Esempio pratico di costruzione dell’albero con YaDT-DRb 
 
Concludiamo questa trattazione con un esempio pratico in cui si mostra 
l’applicazione della modifica ad un caso reale ed  il relativo albero di classificazione 
ottenuto. 
Consideriamo l’insieme di transazioni di un supermercato tratto dalla figura 4.18 e 
























Figura 4.18 -  Attributi 
Figura 4.19 - Mappa Causale 







La costruzione dell’albero prosegue secondo il processo tradizionale di YaDT 
(figura 4.20 a) fino a quando non viene selezionato “detersivo” come miglior 
attributo. 
Il processo di estrazione di regole dalla mappa causale restituisce la seguente regola  
R: detersivo=no 
59.0
→  pane=yes 
 
Istanziando il calcolo dell’Information Gain integrato con la regola si ottiene  
 
0.7600)(*41.0)(*59.0)(det ==+=== nopaneInfoyespaneInfonoersivoInfo Rpane
 
invece di 
0.8586)(det == noersivoInfo pane  
 
che si sarebbe ottenuto senza l’uso della regola. 
Come si nota facilmente il valore paneInfo  è diminuito usando la regola. 
Se non avessimo avuto la regola di dominio la scelta del nodo successore di 
“deterviso=no” sarebbe ricaduta su “galletto” come mostrato in figura 4.20b  
perché 
 
8442.0)(det == noersivoInfogalletto  < 8586.0)(det == noersivoInfo pane  
 
Invece grazie all’uso della regola, si ha che  
 
  0.7600 )(det == noersivoInfo Rpane  < 8442.0)(det == noersivoInfogalletto  
 
che induce a scegliere “pane” al posto di “galletto” e forza a produrre l’albero di 
figura 4.20c. 
Una cosa del tutto analoga accade quando viene selezionato come miglior attributo 
“mais”, ed in questo caso l’estrazione della regola  
R: mais=no 
1.0
→  kiwi=yes 
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4.5 Test  
 
Una volta implementate le tecniche discusse nel Capitolo abbiamo confrontato 
YaDT-DRb con YaDT al fine di evidenziare i pro e i possibili contro dell’uso delle 
regole di dominio durante il processo di classificazione. 
 
Albero di classificazione 
-------------------------------- 
yogurt = no 
|   detersivo = no: 
Figura 4.20a - Costruzione 
dell’albero comune a YaDT e 
YaDT-DRb 
|   detersivo = no: 
|   |   galletto = no: 
|   |   |   birra = no: 
|   |   |   |   insalata = no: 
|   |   |   |   |   acqua = no: no (4.0) 
|   |   |   |   |   acqua = yes: 
|   |   |   |   |   |   mais = no: 
|   |   |   |   |   |   |   banana = no: 
|   |   |   |   |   |   |   |   fragole = no: no (2.0/1.0) 
|   |   |   |   |   |   |   |   fragole = yes: 
|   |   |   |   |   |   |   |   |   crema = no: no (2.0/1.0) 
|   |   |   |   |   |   |   |   |   crema = yes: no (2.0/1.0) 
|   |   |   |   |   |   |   banana = yes: no (2.0) 
|   |   |   |   |   |   mais = yes: yes (3.0/1.0) 
|   |   |   |   insalata = yes: yes (3.0/1.0) 
|   |   |   birra = yes: no (2.0) 
|   |   galletto = yes: 
|   |   |   fragole = no: no (4.0) 
|   |   |   fragole = yes: no (3.0/1.0) 
|   detersivo = yes: no (3.0) 
yogurt = yes: yes (6.0)  
|   detersivo = no: 
|   |   pane = no: 
|   |   |   mais = no: 
|   |   |   |   kiwi = no: no (7.0/1.0) 
|   |   |   |   kiwi = yes: 
|   |   |   |   |   biscotti = no: no (2.0) 
|   |   |   |   |   biscotti = yes: 
|   |   |   |   |   |   andeggina = no: no (2.0/1.0) 
|   |   |   |   |   |   andeggina = yes: no (4.0/2.0) 
|   |   |   mais = yes: 
|   |   |   |   latte = no: yes (3.0/1.0) 
|   |   |   |   latte = yes: no (3.0/1.0) 
|   |   pane = yes: 
|   |   |   insalata = no: no (4.0) 
|   |   |   insalata = yes: no (2.0/1.0) 
|   detersivo = yes: no (3.0) 
yogurt = yes: yes (6.0) 
Figura 4.20b - Costruzione 
dell’albero secondo YaDT 
Figura 4.20c - Costruzione 
dell’albero secondo YaDT-DRb 
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La tabella seguente mostra l’insieme dei training set utilizzati per la fase di testing. 
 
 Descrizione Training set Numero istanze 
TS1 Organizational -1 6410 
TS2 Financial -1 6410 
TS3 Vote 300 
TS4 Technological -1 14718 
TS5 Technological -2 14718 
TS6 Organizational -1 19675 
TS7 Financial -2 6410 
TS8 Organizational -2 19675 
TS9 Supermarket 300 
Tabella 4.1 - Tabella dei training set usati per la sperimentazione 
 
Abbiamo deciso di utilizzare domini differenti per sottolineare l’indipendenza della 
teoria sulle regole di dominio da qualsiasi tipo di dominio. 
I training set usati per la sperimentazione riguardano vari settori tra cui quello 
tecnologico, finanziario, economico e statistico. 
Ad esempio il TS9 riguarda le transazioni di un supermercato in cui ogni riga del 
training set corrisponde ad uno scontrino fiscale emesso per un determinato cliente 
ed in questo caso le informazioni fornite dalla mappa casuale riguardano i legami fra 
i vari prodotti. Si pensi ad esempio ad un campagna promozionale durante il periodo 
di Capodanno, dove la vendita dello spumante è solitamente abbinata a quella dei 
panettoni. Per far sì che i dati rispecchino tale promozione possiamo agire sui dati 
stessi mediante una regola di dominio del tipo  
 
spumante=yes → panettone=yes, p=0.8 
 
In questo modo sulla base delle vecchie transazioni riusciremo ad avere un modello 
per la classificazione sempre aggiornato senza dover modificare il training set in 
esame. 
Per ogni dominio è stata fornita una specifica mappa causale di Bayes il cui scopo è 
























Grafico 4.1 - Errori di classificazione : YaDT vs. YaDT-DRb 
 
Con l’uso delle regole di dominio sia durante la costruzione di alberi non potati (da 
TS1 a TS4) che di alberi potati (da TS5 a TS8) la percentuale di errori commessi 
durante la classificazione  da YaDT-DRb risulta inferiore a quella di YaDT, come si 
può notare dal grafico 4.1.  
E’ interessante notare come nel caso di alberi potati, principalmente per i training set 
TS6 e TS7 la percentuale di errori commessi da YaDT-DRb sia nettamente inferiore 
a  quella di YaDT, mentre per alberi non potati la differenza tra le percentuali è 
risulta essere meno abbondante.  
Nella maggioranza dei casi, oltre alla diminuzione della percentuale di errori 
commessi in fase di classificazione si è ottenuta anche una diminuzione della 















Tree size with YaDT-DRb Tree size with YaDT
 
Grafico 4.2 – Dimensione albero di classificazione : YaDT vs. YaDT-DRb 
 
 
Nei Training Set TS1, TS5, TS6 la dimensione dell’albero non ha subito variazioni 
ciò dimostra come l’esperto di dominio giochi un ruolo fondamentale in quanto gli 
eventuali miglioramenti introdotti dall’uso della regole di dominio possono anche 















Tree size with YaDT-DRb Tree size with YaDT
 
 














Tree size with YaDT-DRb Tree size with YaDT
 
Grafico 4.4 - Dimensione albero di classificazione : YaDT vs. YaDT-DRb 
 
Le variazioni sia della percentuale di errori commessi che della dimensione 
dell’albero di classificazione sono quindi strettamente dipendenti dalle informazioni 
aggiuntive espresse nella mappa causale, derivanti dall’esperienza e dalla 














Tree size with YaDT-DRb Tree size with YaDT
 
Grafico 4.5 - Dimensione albero di classificazione : YaDT vs. YaDT-DRb 
 
Per tanto è possibile ottenere risultati molto variabili a seconda del training set usato 















Tree size with YaDT-DRb Tree size with YaDT
 




























L’obiettivo principale della conoscenza di dominio è quello di mantenere sempre 
aggiornati i dati per la classificazione specialmente in tutti quei settori in cui tali dati 
sono di natura dinamica.  
Tutto ciò è estremamente importante nei casi in cui è molto difficile oltre che 
costoso reperire nuove informazioni. 
In tutti quei casi in cui la dimensione della collezione dei dati non è sufficientemente 
grande da garantire buone performance al processo di mining, la conoscenza di 
dominio gioca un ruolo fondamentale ed in grado quindi di migliorare i risultati 
precedentemente ottenuti. 
Nel caso opposto, ovvero per training set di grosse dimensioni, l’utilizzo delle regole 
di dominio ci fornisce un metodo rapido ed efficace per tenere sempre aggiornati i 
dati tutte le volte che si verifica un determinato evento (nuova campagna 
promozionale, ecc..), cosa che senza la conoscenza di dominio creerebbe non pochi 
problemi. 
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In campo economico l’uso della conoscenza di dominio sta trovando sempre più 
conferme, si pensi alla classificazione di un piano di avviamento per una nuova 
compagnia. In tal caso l’uso della conoscenza di dominio è importantissimo sia 
perché la collezione di dati non è mai abbastanza grande da poter garantire dei buoni 
risultati e sia perché molte nuove teorie economiche possono essere codificate in 
maniera semplice in reti causali come ad esempio le mappe causali di Bayes.  
YaDT-DRb fornisce quindi un nuovo modello di classificazione in cui l’esperto di 
dominio una volta selezionata la mappa può avere dei riscontri immediati 
sull’efficienza di tale mappa. Durante la costruzione dell’albero vengono 
visualizzate di volta in volta le varie regole estratte ad ogni nodo radice del sotto-
albero corrente, e per ogni attributo coinvolto viene selezionata la regola applicata. 
Una dei maggiori effetti dell’uso della conoscenza di dominio è senza dubbio la 
facile portabilità. Ad esempio, consideriamo due supermercati A e B. Se siamo in 
possesso di informazioni riguardanti il supermercato A ed invece non ne abbiamo 
abbastanza che riguardano B, essendo A e B entrambi dei supermercati e quindi 
aventi lo stesso target di clienti, possiamo costruire un classificatore per il 
supermercato B usando i dati in nostro possesso di B ed in aggiunta la conoscenza 
aggiuntiva (conoscenza di dominio) usata per il supermercato A. 
Un eventuale proseguimento di questa tesi potrebbe essere quello di studiare nuove 
tecniche per utilizzare la conoscenza di dominio anche durante la scelta del nodo 
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