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Resumen
Una de las clases ma´s importantes e implementadas de co´digos, es la clase de los co´digos
c´ıclicos, debido a su eficiente codificacio´n, y por la existencia de buenos algoritmos para
decodificarlos. Por otro lado, entender la distribucio´n de pesos de co´digos permite en algunos
casos, calcular el error de probabilidad a la hora de decodificar. Por ello, es importante
conocer la distribucio´n de pesos de co´digos c´ıclicos. En general, el problema de calcular
distribuciones de pesos es computacionalmente complejo, inclusive en el caso de co´digos
c´ıclicos. Sin embargo, es posible atacar este problema si pedimos ciertas condiciones al co´digo
c´ıclico.
Esta tesis se centra en el estudio del espectro o distribucio´n de pesos de co´digos c´ıclicos,
y de las distintas relaciones que tienen estos espectros con otros objetos que aparecen en el
estudio de cuerpos finitos tales como sumas exponenciales, caracteres, curvas algebraicas y
grafos de Cayley.
Espec´ıficamente, en primer lugar estudiaremos formas cuadra´ticas sobre cuerpos finitos.
Veremos sus propiedades principales e invariantes. El estudio de las formas cuadra´ticas en
cuerpos finitos se simplifica ya que esta´n caracterizadas, salvo equivalencia. Inclusive, en
algunos casos hay invariantes absolutos. Luego, introduciremos algunas sumas exponenciales
definidas a partir de formas cuadra´ticas que sera´n de gran importancia a la hora del ca´lculo
del espectros de ciertos co´digos c´ıclicos. Veremos que tanto la evaluacio´n de estas sumas
como su distribucio´n so´lo dependen de ciertos invariantes de la forma cuadra´tica.
En segundo lugar, veremos que los pesos de una palabra de co´digos definidos a partir de
formas cuadra´ticas esta´n relacionados directamente por una ecuacio´n con las sumas expo-
nenciales anteriormente definidas, reduciendo el ca´lculo de distribucio´n de pesos al ca´lculo
de distribucio´n de invariantes de formas cuadra´ticas variando en una cierta familia para-
metrizada. Veremos que no so´lo se obtiene el espectro de un co´digo c´ıclico dado, sino que
tambie´n los de algunos otros asociados a e´ste.
En tercer lugar, interpretaremos los resultados obtenidos sobre estos co´digos en distintos
a´mbitos. Por un lado, veremos que en el caso binario el co´digo dual de uno de los co´digos
resulta ser optimal en el sentido que su distancia es la mayor posible, esto permite relacionar
el cero elegido del co´digo c´ıclico con cierta clase especial de funcio´n Booleana. Tambie´n
veremos que los pesos de las palabras de una de las familias esta´n relacionadas directamente
con la cantidad de puntos racionales de una curva algebraica de tipo Artin-Schreier. En
algunos casos, encontraremos curvas maximales en el sentido de Hasse-Weil.
Finalmente, construiremos distintas clases de grafos de Ramanujan no bipartitos. En un
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principio usaremos una forma cuadra´tica para calcular el espectro de cierto grafo de Cayley,
y veremos que dicho grafo resulta ser Ramanujan si nos restringimos a los casos binario y
ternario. En el caso binario, usando el hecho de la optimalidad del dual de cierto co´digo,
veremos que es posible extender la construccio´n de grafos de Ramanujan para diferentes tipos
de funciones Booleanas especiales (APN, AB y PN). En el caso de caracter´ısticas superiores
tambie´n construiremos otros grafos de Ramanujan con ideas similares a las anteriores usando
en este caso funciones planares.
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Introduccio´n
Motivacio´n
Esta tesis se centra en el estudio del espectro o distribucio´n de pesos de co´digos c´ıclicos
y de las distintas relaciones que tienen estos espectros con otros objetos que aparecen en el
estudio de cuerpos finitos tales como sumas exponenciales, caracteres, curvas algebraicas y
grafos de Cayley.
Sea q = ps, donde p es un primo. Un [n, k, d]-co´digo lineal sobre Fq es un subespacio C de
dimensio´n k de Fnq , donde d denota la menor distancia de Hamming entre palabras distintas
del co´digo C. A los elementos del co´digo le llamaremos las palabras del co´digo (o palabras-
co´digo) y su peso, denotado w(c), se define como la cantidad de coordenadas no nulas de e´l.
Notar que como C es un espacio vectorial se tiene que d = mı´n{w(c) : c ∈ C r {0}}. Sea
Ai = #{c ∈ C : w(c) = i}
para i = 0, 1, . . . , n. El enumerador de pesos del co´digo C se define como el polinomio
WC(t) = A0 + A1t+ · · ·+ Antn.
La sucesio´n (A0, A1, . . . , An) es llamada la distribucio´n de pesos o el espectro del co´digo C.
Notar que A0 = 1 y A1 = A2 = · · · = Ad−1 = 0.
El estudio de la distribucio´n de pesos de un co´digo lineal es uno de los problemas ma´s
importantes en la teor´ıa de co´digos ya que permite en algunos casos, calcular el error de
probabilidad en el proceso de decodificacio´n v´ıa algunos algoritmos ([29]). El ca´lculo expl´ıcito
de distribuciones de pesos es computacionalmente complejo adema´s de ser un problema
abierto en general. Incluso, es un problema abierto si nos restringimos a la familia de co´digos
c´ıclicos. Aqu´ı, nos concentraremos en calcular expl´ıcitamente la distribucio´n de pesos en
ciertas familias de co´digos c´ıclicos asociadas a formas cuadra´ticas.
Un [n, k]-co´digo sobre Fq se dice c´ıclico si cumple que:
(c0, . . . , cn−1) ∈ C ⇐⇒ (cn−1, c0, . . . , cn−2) ∈ C.
En general, podemos identificar al vector (c0, . . . , cn−1) ∈ Fnq con el polinomio
c0 + c1t+ · · ·+ cn−1tn−1 ∈ Fq[t]/(tn − 1).
Cualquier co´digo de longitud n se corresponde a un subconjunto de Fq[t]/(tn − 1). Con
esta identificacio´n, los co´digos c´ıclicos se corresponden biun´ıvocamente con los ideales de
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Fq[t]/(tn− 1). A su vez, los ideales de Fq[t]/(tn− 1) se corresponden biun´ıvocamente con los
polinomios mo´nicos que dividen a tn − 1. Por lo tanto, existe un u´nico polinomio mo´nico
g(t) ∈ Fq[t] que divide a tn − 1 y genera a C como un ideal en Fq[t]/(tn − 1); este g se
llama el polinomio generador de C. Como g(t) divide a tn − 1, existe h(t) ∈ Fq[t] tal que
tn−1 = g(t)h(t). El polinomio h(t) se suele llamar el polinomio de chequeo de C. Se dice que
C es irreducible si h(t) es irreducible sobre Fq y si h es reducible tambie´n llamamos reducible
a C. Los ceros de h se llaman los ceros del co´digo.
Hay muchas clases de co´digos c´ıclicos conocidas, como por ejemplo los co´digos de Ham-
ming, Golay, BCH, Reed-Solomon, Melas y residuos cuadra´ticos .
En el survey del 2015 de Dinh, Li y Yue ([11]) se muestran los progresos de estos u´ltimos
an˜os en el ca´lculo expl´ıcito de distribuciones de pesos de co´digos c´ıclicos, v´ıa diferentes
te´cnicas que relacionan los pesos del co´digo con sumas de tipo exponencial, como por ejemplo
el uso de funciones especiales sobre cuerpos finitos, formas cuadra´ticas, formas hermitianas,
grafos de Cayley, sumas de Gauss y de Kloostermann. Los autores K. Feng y J. Luo ([13])
calcularon expl´ıcitamente la distribucio´n de pesos del co´digo c´ıclico reducible de longitud
n = pm − 1 con ceros
α−1 y α−(p
`+1),
donde α es un generador de F∗pm , ` ≥ 0 y m/(m, `) impar, usando funciones perfectas no
lineales tambie´n llamadas funciones planares. En 2008, haciendo uso de formas cuadra´ticas,
los mismos autores calcularon las distribuciones de los co´digos c´ıclicos reducibles con ceros
α−2, α−(p
`+1) y α−1, α−2, α−(p
`+1),
respectivamente, cuando p es un primo impar y (m, `) = 1 ([14], [15]). Estos me´todos in-
troducidos por Feng y Luo permitieron a muchos otros autores calcular expl´ıcitamente la
distribucio´n de co´digos c´ıclicos sobre Fp, con p un primo impar (ver [49], [50], [51], [52], [53],
[54]). Otra forma de estudiar enumeradores de pesos es v´ıa familias de curvas algebraicas de
tipo Artin-Schreier como lo hicieron Van der Geer, Van der Vlugt y Schoof ([42], [43], [44]).
La segunda parte de la tesis se trata de la construccio´n de unos objetos muy importantes
para la teoria de nu´meros y la combinatoria, llamados grafos de Ramanujan. Los grafos
de Ramanujan son una clase de grafos que aparecieron durante la de´cada del 80’ para la
construccio´n de unos objetos optimales muy interesantes llamados expanders.
Los primeros en encontrar familias infinitas de grafos de Ramanujan de grado regular fijo
fueron Lubotszky, Sarnak y Philips ([32]). Ma´s precisamente, encontraron familias infinitas de
grafos de Ramanujan (p+1)-regulares, donde p es un primo satisfaciendo p ≡ 1 mod 4. Luego,
Morgenstern pudo encontrar familias infinitas (p`+1)-regulares ([37]). Ellos conjeturaron que
de haber familias infinitas de grafos de Ramanujan de grado de regularidad fijo k, entonces
k − 1 tendr´ıa que ser una potencia de un primo.
En el 2008, Adam Marcus, Daniel Spielman y Nikhil Srivastava ([33]) mostraron que
no estaban en lo correcto ya que pudieron probar que existen familias infinitas de grafos
de Ramanujan bipartitos de grado fijo k, para todo k. Ellos hicieron uso de herramientas
topolo´gicas (2-recubrimientos) y algebraicas (familias entrelazadas) para construir dichos
grafos.
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Lo interesante, por lo tanto, es ver si de alguna manera uno puede encontrar familias
infinitas de grafos de Ramanujan no bipartitos de un grado de regularidad fijo. En esta
direccio´n, aqu´ı vamos a construir muchas familias de grafos de Ramanujan no bipartitos.
A futuro, ser´ıa muy bueno ver si v´ıa herramientas topolo´gicas (2-levantamientos) u otras
herramientas, es posible usar los grafos que vamos a construir aqu´ı para encontrar otras
familias infinitas distintas a las ya conocidas.
Resumen y resultados
En el Cap´ıtulo 1 se introducira´n los conceptos ba´sicos sobre co´digos. Veremos las propie-
dades y parametros ma´s importantes de co´digos lineales. Luego, introduciremos los co´digos
c´ıclicos y enunciaremos los dos teoremas centrales, estos son la identidad de MacWilliams y
el Teorema de Delsarte. Por u´ltimo veremos algunos ejemplos muy importantes de co´digos
c´ıclicos (Melas, Hamming y BCH).
En el Cap´ıtulo 2 veremos en detalle las principales propiedades sobre sumas exponenciales
y sobre formas cuadra´ticas. Una forma cuadra´tica sobre el cuerpo finito Fq es un polinomio
homoge´neo de grado 2 con coeficientes en Fq. Veremos que el estudio de formas cuadra´ti-
cas sobre cuerpos finitos var´ıa sustancialmente si la caracter´ıstica del cuerpo es 2 o no, ya
que cuando la caracter´ıstica es impar, podemos definir las formas cuadra´ticas de manera
matricial; esto permite interpretar los invariantes de la forma cuadra´tica en invariantes de
la matriz asociada, facilitando as´ı su estudio. Espec´ıficamente, nos interesan calcular sumas
exponenciales relacionadas con formas cuadra´ticas, estas sumas aparecen naturalmente en
la distribucio´n de pesos de los co´digos c´ıclicos que veremos. Por u´ltimo, veremos en concreto
la distribucio´n de rangos y tipos de la forma cuadra´tica Qλ(x) = Trqm/q(λx
q`+1) cuando
m/(m, `) es par.
En el Cap´ıtulo 3 calcularemos la distribucio´n de pesos de varias familias de co´digos
relacionados con la familia de formas cuadra´ticas Qλ(x) tanto en caracter´ıstica par como en
caracter´ıstica impar.
Espec´ıficamente, consideraremos los co´digos traza C`, C`,0, C`,1 y C`,2 definidos de la manera
siguiente:
C` = {c(λ) : λ ∈ Fqm}, C`,0 = {c(λ) + b : λ ∈ Fqm , b ∈ Fq},
C`,1 = {c(β, λ) : β, λ ∈ Fqm}, C`,2 = {c(β, λ) + b : β, λ ∈ Fqm , b ∈ Fq},
donde
c(λ) =
(
Trqm/q(λα
(q`+1)i)
)n−2
i=0
, c(λ) + b =
(
Trqm/q(λα
(q`+1)i) + b
)n−2
i=0
,
c(β, λ) =
(
Trqm/q(βx+ λx
q`+1)
)
x∈F∗qm
, c(β, λ) + b =
(
Trqm/q(βx+ λx
q`+1) + b
)
x∈F∗qm
,
con α es un elemento primitivo de Fqm y
n =
qm − 1
(qm − 1, q` + 1) .
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Para calcular la distribuciones nos organizamos de la siguiente manera:
(i) En un principio vamos a ver que calcular el peso de una palabra es equivalente a
calcular ciertas sumas exponenciales.
(ii) Luego, vamos a ver que cuando consideramos co´digos c´ıclicos provenientes de formas
cuadra´ticas el ca´lculo de dichas sumas exponenciales es equivalente a calcular el rango
y el tipo de la forma cuadra´tica asociada.
Por lo tanto para calcular la distribucio´n de pesos del co´digo, basta calcular la distribucio´n
de rangos y tipos de la familia de formas cuadra´ticas asociadas al co´digo. Veremos que esto
se puede plantear de manera general si la familia de formas cuadra´ticas tienen solamente
rangos pares. Finalmente usando distribucio´n de rangos y tipos de la forma cuadra´tica Qλ
calcularemos el espectro de los co´digos c´ıclicos anteriormente definidos.
En el Cap´ıtulo 4 analizaremos los resultados obtenidos en el Cap´ıtulo 3 desde el punto de
vista de curvas algebraicas. Veremos que, restringiendo los parametros del co´digo, obtenemos
curvas optimales en el sentido de Hasse-Weil dentro de la familia de curvas algebraicas
parametrizadas
Cλ,β : y
p − y = λxp`+1 + βx λ, β ∈ Fpm
con ` fijo.
Por otra parte, cuando m es par y (m, `) = 1, veremos que en el caso binario (q = 2) el
dual del co´digo C`,1, es decir el co´digo con polinomio generador mα(t)mα2`+1(t), donde α es
un elemento primitivo de F2m y mαi es el polinomio minimal de αi, satisface una condicio´n
de optimalidad en te´rminos de su distancia (es la mayor posible), esto es interesante ya que
se conocen pocos co´digos con polinomio generador del tipo mα(t)mαi(t) satisfaciendo esta
condicio´n. De hecho, Van Lint y Wilson probaron que en general casi todos los co´digos de
este tipo no satisfacen dicha condicio´n de optimalidad ([46]).
Esta propiedad de optimalidad nos permite relacionar el co´digo con una clase especial
de funcio´n Booleana, llamada funcio´n APN, como se ve en [4]. En este caso la funcio´n que
resulta ser una funcio´n APN es la funcio´n sobre F2m definida por
F (x) = x2
`+1 con (m, `) = 1.
Cuando m es impar, se sabe que adema´s la funcio´n F pertenece a otra clase especial de
funciones Booleanas llamadas funciones AB. Aunque en el cap´ıtulo no nos adentraremos en
estos temas, en el Cap´ıtulo 5 si le daremos mayor importancia.
Finalmente, en el Cap´ıtulo 5, veremos distintas construcciones de ciertos objetos muy
interesantes, tanto para la teor´ıa de nu´meros como para la combinatoria, llamados grafos de
Ramanujan. En un principio, veremos la principal propiedad espectral que tienen los grafos
de Cayley, que nos permite relacionar los autovalores del grafo con ciertas sumas de caracteres
del grupo usado para construir el grafo de Cayley. En nuestro caso, aparecen ciertas sumas
de caracteres aditivos de cuerpos finitos, estas resultan ser sumas exponenciales del tipo que
ven´ıamos estudiando en los cap´ıtulos anteriores, por lo tanto en un principio usaremos las
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sumas exponenciales junto con la forma cuadra´tica Qλ(x) para analizar el espectro del grafo
de Cayley
Γm,` = X(Fpm , S`) con S` = {xp`+1 : x ∈ F∗pm}.
En el caso binario y ternario (p = 2, 3) probaremos que Γ` es Ramanujan si (m, `) = 1.
Luego, para el caso binario, veremos que´ condiciones tiene que satisfacer una forma
cuadra´tica del tipo QR(x) = Tr2m/2(xR(x)), donde R(x) es un polinomio 2-linealizado, para
que el grafo asociado sea Ramanujan. Veremos que hay limitaciones si se quiere generalizar
por este camino la construcciones de grafos de Ramanujan. Por lo tanto, se busca generalizar
esta construccio´n de grafos de Ramanujan desde otro punto de vista. Usando el hecho de
que la funcio´n Booleana F (x) = x2
`+1 es una funcio´n APN, consideramos el grafo
Γ∗F = X(F, SF ) con SF = {F (x) : x ∈ F2m}.
Este resulta ser un grafo de Ramanujan cuando F es una funcio´n APN monomial y m es
par. Sin embargo, el grafo considerado resulta ser isomorfo a los grafos Γm,`. Por lo tanto
se considerara´ otra subfamilia de funciones APN, las llamadas funciones AB. Esta familia
satisface muy buenas propiedades con respecto a su transformada de Walsh, lo que permite
calcular los autovalores del grafo que vamos a definir, de manera sencilla. Especif´ıcamente,
el grafo que consideraremos es
Γ̂F = X(F2m × F2m , RF ) con RF = {(x, F (x)) : x ∈ F∗2m},
donde F es una funcio´n AB y m es un entero impar. Probaremos que este grafo es de Rama-
nujan. Luego, modificaremos un poco el grafo Γ′F para obtener otros grafos de Ramanujan. La
primer modificacio´n es simplemente considerar el mismo grupo pero tomando como conjunto
de conexio´n a
R′F = {(x, F (x)) : x ∈ F2m} con F (0) 6= 0.
La otra modificacio´n es considerar el grupo H = F2m × F2s con s | m y la funcio´n
Fs(x) = Tr2m/2s(F (x)).
Luego,
Γs = X(H,RFs) con RFs = {(x, Fs(x)) : x ∈ F∗2m}.
Por u´ltimo, veremos una costruccio´n en caracter´ıstica impar, usando una clase de funcio-
nes que tambie´n son usadas para el ca´lculo expl´ıcito de distribuciones de pesos de co´digos
c´ıclicos. Estas son funciones de Fpm llamadas funciones planares o funciones PN. Dada F
una funcio´n planar, sea
SF = {(x, F (x)) : x ∈ F∗pm}.
Mostraremos que el grafo
ΓF,p = X(Fpm × Fpm , TF ), donde TF = SF ∪ (−SF )
es de Ramanujan.
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Cap´ıtulo 1
Preliminares
En esta seccio´n se introducira´n los conceptos ba´sicos sobre co´digos. Comenzaremos con
una introduccio´n ra´pida a la teor´ıa de co´digos, veremos sus propiedades y parametros ma´s
importantes. Luego introduciremos los co´digos c´ıclicos y enunciaremos los dos teoremas
centrales que van a ayudarnos ma´s adelante, estos son la identidad de MacWilliams y el
Teorema de Delsarte. Por u´ltimo veremos algunos ejemplos muy importantes de co´digos
c´ıclicos cuyo estudio de sus espectros v´ıa sumas exponenciales y curvas algebraicas fueron
principal fuente de inspiracio´n para esta Tesis.
Con respecto a la teor´ıa de co´digos en general, existe mucho material bibliogra´fico cla´sico
muy bueno para introducirse en esta teor´ıa, como por ejemplo [35], [41] y [18].
1.1. Generalidades sobre co´digos
Un alfabeto es un conjunto finito A = {a1, . . . , aq}. A los elementos de A se los llama
s´ımbolos y el nu´mero q es la ra´ız de A. Una n-cadena o palabra de longitud n sobre A es una
sucesio´n de n elementos de A. En general, escribiremos a las palabras por yuxtaposicio´n de
s´ımbolos, es decir a = ai1ai2 · · · ain con aik ∈ A, y decimos que a tiene longitud n. A veces,
sin embargo, sera´ conveniente usar la notacio´n vectorial, y escribir a = (ai1 , ai2 , . . . , ain).
Denotamos por An el conjunto de todas las n-cadenas y por A∗ el conjunto de todas las
palabras sobre A, es decir A∗ = ⋃n∈NAn.
Definicio´n 1.1.1. Si A = {a1, . . . , aq} es un alfabeto, un co´digo q-ario sobre A es un
subconjunto C de A∗. Los elementos de C se llaman palabras-co´digo. El nu´mero M = |C| es
el taman˜o del co´digo. Si todas las palabras-co´digo tienen longitud fija n decimos que C es
un co´digo de bloque de longitud n con para´metros (n,M).
Sea C un co´digo q-ario. Se dice que C es un co´digo binario, ternario o cuaternario segu´n
sea q = 2, q = 3 o´ q = 4, respectivamente.
Para codificar y decodificar de manera ma´s pra´ctica y eficiente es u´til dotar al alfabeto
A de cierta estructura algebraica. Es comu´n considerar a A como un cuerpo finito aunque
tambie´n se lo puede considerar como un anillo. De ahora en adelante, fijamos A = Fq, el
cuerpo finito de q elementos. Recordemos que Fq es u´nico salvo isomorfismo y que q = pr
1
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para algu´n primo p y r ∈ N. Si q = p, tenemos A = Zp, el cuerpo de enteros mo´dulo p. El
conjunto de n-cadenas An es un espacio vectorial sobre Fq de dimensio´n n, que identificamos
naturalmente con
Fnq = {(c1, . . . , cn) : ci ∈ Fq, 1 ≤ i ≤ n}
mediante la asignacio´n
c1c2 · · · cn ←→ (c1, c2, . . . , cn).
A nosotros nos va a interesar la familia de co´digos lineales, que se definen como sigue.
Definicio´n 1.1.2. Un co´digo lineal q-ario de longitud n y dimensin k es un subespacio
C ⊂ Fnq de dimensio´n k. En este caso decimos que C es un [n, k]q-co´digo. Cuando C es un
co´digo binario, es usual quitar a q = 2 de la notacio´n.
En todo co´digo se puede definir una me´trica usando la distancia de Hamming del espacio
ambiente. Dada dos palabras c, c′ de la misma longitud en el alfabeto A. La distancia de
Hamming de c a c′ denotada por d(c, c′) se define como la cantidad de palabras en que
difieren c con c′, es decir d : An ×An → N0, donde
d(c, c′) = #{1 ≤ i ≤ n : ci 6= c′i}.
Se muestra de manera sencilla que d es una me´trica en An, lo importante de esta distancia
es que permite definir un para´metro central en el estudio de co´digos autocorrectores, la
distancia mı´nima del co´digo.
Definicio´n 1.1.3. Dado un co´digo C se define la distancia mı´nima de C, y se la denota por
d(C) o´ dC, como la menor distancia no nula entre sus palabras co´digo, es decir
d = dC = mı´n{d(c, c′) : c, c′ ∈ C, c 6= c′}.
Un (n,M, d)-co´digo es un co´digo de longitud n, taman˜o M y distancia mı´nima d. Cuando
C sea un co´digo lineal sobre Fq vamos a decir que es un [n, k, d]q-co´digo si tiene longitud n,
dimensio´n k y distancia mı´nima d.
Dado c ∈ Fnq se define el peso de c, denotado por w(c), como el nu´mero de coordenadas
no-nulas de c, es decir
w(c) = #{1 ≤ i ≤ n : ci 6= 0}.
O sea, el peso de c es la distancia de c al 0 = 00 · · · 0, esto es w(c) = d(c, 0). Por ejemplo,
w(0120211) = 5. Si C es un co´digo, el peso de C se define por
wC = mı´n{w(c) : c ∈ C r {0}}.
De las definiciones es claro que d(c, c′) = w(c− c′). Notar adema´s que cuando C es un co´digo
lineal se tiene que wC = dC. La distancia de un co´digo es clave para detectar y corregir
errores. Se sabe que todo co´digo C con distancia d detecta d − 1 errores y corrige bd−1
2
c
errores.
De ahora en ma´s todos los co´digos que vamos a considerar van a ser co´digos lineales sobre
el alfabeto Fq. Cuando consideramos co´digos lineales, una ventaja grande de estos co´digos
es que podemos representarlos por un sistema de generadores.
3 1.2. Espectro y enumeradores de pesos
Definicio´n 1.1.4. Sea C un [n, k]-co´digo lineal. Una matriz generadora de C es una matriz
G ∈ Fk×nq cuyas filas forman una base de C. Luego
C = {uG : u ∈ Fkq}.
Obviamente esta matriz no es u´nica, pero podemos siempre considerar la matriz gene-
radora en forma esta´ndar, es decir G = (Ik|A) donde Ik es la matriz identidad de taman˜o
k × k y A de k × n− k. La matriz generadora esta´ndar es ma´s util a la hora de codificar.
El espacio vectorial Fnq tiene un producto interior natural dado por
c · c′ = c1c′1 + c2c′2 + · · ·+ cnc′n.
Si C es un [n, k]q-co´digo, el co´digo dual de C denotado por C⊥, es el [n, n− k]-co´digo
C⊥ = {c′ ∈ Fnq : c · c′ = 0,∀c ∈ C}.
Una matriz generadora H de C⊥, se llama matriz de paridad de C. En tal caso
C = {c ∈ Fnq : Hc> = 0}.
Por lo visto hasta aqu´ı, podemos ver a un co´digo lineal C a trave´s de transformaciones
lineales: como una imagen, C = ImRG, donde G es una matriz generadora de C, o como un
nu´cleo, C = kerRH> , donde H es una matriz de paridad de C. Esto da una forma alternativa
de definir co´digos lineales. Tener un co´digo lineal q-ario de longitud n y rango k es equivalente
a tener una sucesio´n exacta de la forma
0 −→ Fkq −→ Fnq −→ Fn−kq −→ 0.
La distancia mı´nima de un co´digo se puede caracterizar v´ıa la matriz de paridad, de la
siguiente manera. Si H es la matriz de paridad de un [n, k, d]q-co´digo C, entonces
dC = mı´n{r > 0 : H tiene r columnas linealmente dependientes},
es decir, si H tiene d columnas linealmente dependientes y todo conjunto de d− 1 columnas
de H es linealmente independiente. Una consecuencia inmediata de este hecho es la famosa
cota de Singleton que enuncia que si C es un [n, k, d]q-co´digo, entonces d ≤ n− k + 1.
1.2. Espectro y enumeradores de pesos
Identidad de MacWilliams
Si C es un (n,M)-co´digo, para i = 0, . . . , n denotamos por Ai el nu´mero de palabras de
peso i en C, es decir
Ai = #{c ∈ C : w(c) = i}.
La sucesio´n finita A0, . . . , An se conoce como la distribucio´n de pesos o el espectro de C y
WC(t) =
n∑
i=0
Ai t
i,
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es llamado el polinomio enumerador de pesos de C.
Si C es un co´digo lineal, denotamos por A⊥0 , A⊥1 , . . . , A⊥n al espectro de su co´digo dual C⊥
y tenemos su enumerador de pesos WC⊥(t) =
∑
I A
⊥
i t
i. En este caso, existe una relacio´n muy
importante entre los enumeradores de pesos de C y C⊥, llamada identidad de MacWilliams.
Teorema 1.2.1 (Identidad de MacWilliams). Sea C ⊂ Fnq un co´digo lineal, entonces
WC⊥(t) =
1
|C| (1 + (q − 1)t)nWC
(
1−t
1+(q−1)t
)
.
En te´rmino de coeficientes de los polinomios, la identidad de MacWilliams toma la forma
A⊥j =
1
|C|
n∑
i=0
Kn,qj (i)Ai
donde Kn,qk (x) es el polinomio q-ario de Krawtchouk de orden n y grado k dado por
Kn,qk (x) =
k∑
j=0
(−1)j(q − 1)k−j(x
j
)(
n−x
k−j
)
.
Momentos de potencias
Dado un [n, k]-co´digo C, el `-e´simo momento de potencias de C, que denotamos por P`,
esta´ definido para ` = 0, . . . , n por
P` =
n∑
i=0
i`Ai. (1.1)
Estos fueron definidos y estudiados por Vera Pless en 1963. Una consecuencia importante
de la identidad de MacWilliams, es una formula cerrada para los momentos de potencias
i-e´simos de C en te´rminos de la distribucio´n de pesos de su co´digo dual. En el caso binario,
q = 2, se tienen las siguientes expresiones (ver [40] o §7.3 en [18])
P0 =
n∑
j=0
Aj = 2
k−1
P1 =
n∑
j=0
jAj = 2
k−1(n− A⊥1 ),
P2 =
n∑
j=0
j2Aj = 2
k−2{n(n+ 1)− 2nA⊥1 + 2A⊥2 },
P3 =
n∑
j=0
j3Aj = 2
k−3{(n2(n+ 3)− (3n2 + 3n− 2)A⊥1 + 6(nA⊥2 − A⊥3 )},
P4 =
n∑
j=0
j4Aj = 2
k−4{(n(n+ 1)(n2 + 5n− 2)− 4n(n2 + 3n− 2)A⊥1
+ 4(3n2 + 3n− 4)A⊥2 − 24nA⊥3 + 24A⊥4 }.
(1.2)
Las fo´rmulas para el caso general (q 6= 2) son mucho ma´s complicadas y no las necesitaremos.
5 1.3. Co´digos c´ıclicos
Otros enumeradores
Existen otras variantes del enumerador de pesos. El caso ma´s sencillo es el enumerador
de pesos homoge´neo, que se define como
W hC (t, s) =
n∑
k=0
Ai t
isn−i.
Notar que W hC (t, 1) = WC(t).
Otra generalizacio´n es el enumerador de pesos completo del co´digo. Supongamos que los
elementos de Fq son ω0 = 0, ω1, . . . , ωq−1 listados en algu´n orden fijo. La composicio´n del
vector v = (v0, v1, . . . , vn−1) ∈ Fnq esta´ definida como
comp(v) = (t0, t1, . . . , tq−1),
donde cada ti = ti(v) es el nu´mero de componentes vj de v que son iguales a ωi, para
0 ≤ j ≤ n− 1. Claramente, tenemos que
q−1∑
i=0
ti = n.
Sea C un [n, k]-co´digo lineal sobre Fq y sea A(t0, t1, . . . , tq−1) el nu´mero de palabras c ∈ C
con comp(c) = (t0, t1, ..., tq−1). El enumerador de pesos completo de C es el polinomio
WC(z0, z1, . . . , zq−1) =
∑
c∈C
z
t0(c)
0 z
t1(c)
1 · · · ztq−1(c)q−1
=
∑
(t0,...,tq−1)∈Bn
A(t0, t1, . . . , tq−1) z
t0
0 z
t1
1 · · · ztq−1q−1 ,
donde
Bn = {(t0, . . . , tq−1) : 0 ≤ ti ≤ n, t0 + t1 + · · ·+ tq−1 = n}.
Estos enumeradores de pesos tambie´n satisfacen identidades de MacWilliams, en el sen-
tido que satisfacen una ecuacio´n funcional junto al enumerador de pesos de su dual. Notar
que en el caso binario el enumerador de pesos completo coincide con el enumerador de pesos
comu´n homogeneizado. Estos enumeradores de pesos han sido usados en distintos contextos.
Por ejemplo, en [17] fueron usados para estudiar las transformadas de Walsh de funciones
monomiales sobre cuerpos finitos y en [9] y [10] se usaron para estudiar co´digos de auten-
tificacio´n. En particular, en teor´ıa de co´digos son relevantes ya que permiten calcular la
capacidad de corregir errores del co´digo as´ı como tambie´n el error de probabilidad a la hora
de decodificar con algunos algoritmos ([29]).
1.3. Co´digos c´ıclicos
1.3.1. Co´digos c´ıclicos y polinomio generador
Sea q una potencia de un primo p y sea n un natural coprimo con q.
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Definicio´n 1.3.1. Un co´digo lineal C sobre Fq de longitud n se dice c´ıclico si es cerrado por
desplazamientos c´ıclicos de las coordenadas de sus palabras. Esto es
(c0, c1, . . . , cn−1) ∈ C =⇒ (cn−1, c0, . . . , cn−2) ∈ C.
Notar que esto implica que es cerrado por todos los desplazamientos c´ıclicos.
Si C ⊆ Fnq es un co´digo lineal q-ario, a cada palabra co´digo podemos asignarle un polino-
mio de la siguiente manera:
c0c1 . . . cn−1 7−→ c0 + c1t+ · · ·+ cn−1tn−1.
Si llamamos φ : C → Fq[t] a este mapa, claramente es un isomorfismo de Fq-espacios
vectoriales. Vı´a este isomorfismo podemos identificar al co´digo C con su imagen φ(C). De
ahora en adelante, ignoraremos el mapa φ y pensaremos a las palabras como polinomios, y
rec´ıprocamente.
El cociente
Rn =
Fq[t]
(tn − 1)
es el a´lgebra de polinomios de grado menor que n, con la suma usual de polinomios y el
producto de polinomios seguido de reduccio´n mo´dulo tn− 1. Notar que el co´digo C es c´ıclico
si y solo si φ(C) es un ideal de Rn. El siguiente teorema reune algunos hechos ba´sicos sobre
este tipo de co´digos.
Teorema 1.3.2. Sea C un ideal de Rn, es decir un co´digo c´ıclico de longitud n. Entonces:
• Existe un u´nico polinomio mo´nico g(t) de grado mı´nimo en C. Adema´s, este polinomio
genera C, es decir C = 〈g(t)〉 y por esta razo´n es llamado el polinomio generador de C.
• g(t) | tn − 1.
• Si deg(g(t)) = r, entonces C tiene dimensio´n n− r. Ma´s au´n
C = 〈g(t)〉 = {r(t)g(t) : gr(g(t)) < n− r}.
• Si g(t) = g0 + g1t+ · · ·+ grtr, entonces g 6= 0 y C tiene matriz generadora
G =

g0 g1 g2 · · · · · · gr 0 0 · · · 0
0 g0 g1 g2 · · · · · · gr 0 · · · 0
0 0 g0 g1 g2 · · · · · · gr . . . ...
...
...
. . . . . . . . . . . . . . . 0
0 0 · · · 0 g0 g1 g2 · · · · · · gr
 (1.3)
donde cada fila de G es un desplazamiento c´ıclico de la fila anterior.
Es importante notar que el co´digo c´ıclico C puede estar generado por otros polinomios
adema´s del polinomio generador, como lo muestra el siguiente ejemplo.
7 1.3. Co´digos c´ıclicos
Ejemplo 1.3.3. Como 1 + t divide a t3 − 1, C = 〈1 + t〉 es un co´digo c´ıclico en R3 =
F2[t]/〈t3− 1〉. Por el teorema anterior, dim C = 3− 1 = 2 y C esta´ formado por los mu´ltiplos
de 1 + t, luego
C = {0, 1 + t, 1 + t2, t+ t2} = {000, 110, 101, 011}.
Se puede verificar que en este caso 1 + t2 tambie´n genera C, aunque 1 + t2 no es un divisor
de t3 − 1. ♦
Una condicio´n necesaria para que g(t) sea el polinomio generador de un co´digo c´ıclico de
longitud n es que divida a tn−1. Veamos que esta es tambie´n una condicio´n suficiente. Sea p(t)
un polinomio mo´nico que divide a tn−1 y consideremos g(t) el polinomio generador del co´digo
C = 〈p(t)〉 con p(t) 6= g(t). Como p(t) y g(t) son mo´nicos, entonces deg(g(t)) < deg(p(t)).
Por la eleccio´n de p(t) existe un f(t) 6= 0 tal que
tn − 1 = p(t)f(t).
Adema´s, existe a(t) ∈ Rn tal que
g(t) ≡ a(t)p(t).
Luego, tenemos que
g(t)f(t) ≡ a(t)(tn − 1) ≡ 0.
Pero deg(g(t)f(t)) < deg(p(t)f(t)) = n, por lo tanto g(t)f(t) = 0 lo cual no puede suceder.
Por lo tanto, p(t) = g(t).
Para cada q fijo, sea Dn el conjunto de todos los divisores mo´nicos de tn − 1, y sea In
el conjunto de todos los ideales de Rn, es decir, todos los co´digos c´ıclicos de longitud n.
Por el Teorema 1.3.2, tenemos que el mapa Ψ : Dn → In que mapea g(t) 7→ 〈g(t)〉, que
a cada divisor mo´nico g(t) de tn − 1 le asocia el co´digo 〈g(t)〉 generado por g(t), es una
correspondencia biun´ıvoca entre Dn e In.
Observacio´n 1.3.4. Esto muestra la importancia de poder factorizar tn − 1 sobre cuerpos
finitos. En efecto, si podemos factorizar a tn− 1 completamente sobre Fq, entonces podemos
saber cua´les son todos los co´digos c´ıclicos q-arios de longitud n. Podr´ıa sin embargo suceder
que algunos de estos sean equivalentes entre s´ı.
Usaremos la siguiente identidad, bien conocida
tn − 1 =
∏
d|n
Φd(t)
donde Φd(t) es el d-e´simo polinomio cicloto´mico de orden n. Por definicio´n Φd(t) es el poli-
nomio cuyas ra´ıces son las ra´ıces n-e´simas de la unidad de grado d. Es decir,
Φd(t) =
∏
(k,n)=1
(t− ωk)
donde ω es una ra´ız primitiva n-e´sima de la unidad de orden d. Se sabe que Φd(t) ∈ Z[t]
es irreducible sobre Q, y tiene grado φ(d). Sin embargo, en general, Φd(t) no es irreducible
sobre Fq. Por otra parte, notemos que si n = p es primo, entonces
tp − 1 = Φ1(t)Φp(t).
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Como Φ1(t) = t− 1 entonces Φp(t) = 1 + t+ · · ·+ tp−1.
Cuando haya peligro de confusio´n, adoptaremos la notacio´n C = ((p(t))) para denotar el
hecho que C es el ideal generado por p(t) y que p(t) es el polinomio generador de C.
Los co´digos c´ıclicos son cerrados por sumas e intersecciones. En efecto, si C1 = (g(t)) y
C2 = (h(t)) son co´digos c´ıclicos en Rn, entonces
• C1 ∩ C2 = (m.c.m{g(t), h(t)}),
• C1 + C2 = (m.c.d{g(t), h(t)}).
Adema´s, C1 ⊆ C2 si y so´lo si h(t) divide a g(t). Esto u´ltimo implica que el mapa
Ψ : g(t) 7→ ((g(t)))
es un isomorfismo que invierte el orden en los ret´ıculos (Dn, |) y (In,⊆).
1.3.2. Ceros y el polinomio de chequeo de co´digos c´ıclicos
Como el polinomio generador g(t) de un [n, n − r]-co´digo c´ıclico en Rn divide a tn − 1,
tenemos
tn − 1 = g(t)h(t)
donde h(t) es un polinomio de grado n−r llamado polinomio de chequeo o de control (check
polynomial) de C. Tenemos el siguiente resultado que resume las propiedades de h(t).
Teorema 1.3.5. Sea h(t) el polinomio de chequeo de un co´digo c´ıclico C en Rn.
• El co´digo C puede describirse como
C = {p(t) ∈ Rn : p(t)h(t) ≡ 0}.
• Si h(t) = h0 + h1t+ · · ·+ hn−rtn−r, entonces la matriz de control de paridad de C esta´
dada por
H =

hn−r · · · · · · h0 0 0 · · · 0
0 hn−r · · · · · · h0 0 · · · 0
0 0 hn−r · · · · · · h0 . . . ...
...
...
. . . . . . · · · · · · . . . 0
0 0 · · · 0 hn−r · · · · · · h0
 . (1.4)
• El co´digo dual C⊥ es el co´digo c´ıclico de dimensio´n r con polinomio generador
h⊥(t) = h−10 t
n−rh(t−1) = h−10 (h0t
n−r + h1tn−r+1 + · · ·+ hn−r).
9 1.3. Co´digos c´ıclicos
Existe una forma alternativa de ver a los co´digos c´ıclicos en Rn. Estos pueden ser carac-
terizados por los ceros del polinomio tn−1, es decir, por ciertas ra´ıces n-e´simas de la unidad.
Sea
tn − 1 =
∏
i
mi(t)
la factorizacio´n de tn− 1 en factores irreducibles mo´nicos sobre Fq. Si α es una ra´ız de mi(t)
en alguna extensio´n de Fq, entonces mi(t) es el polinomio minimal de α sobre Fq. Luego, si
f(t) ∈ Fq[t], entonces f(α) = 0 si y so´lo si f(t) = a(t)mi(t) para algu´n a(t). En particular,
si f(t) ∈ Rn, entonces
f(α) = 0 ⇐⇒ f(t) ∈ ((mi(t))).
Generalizando este hecho, obtenemos lo siguiente.
Teorema 1.3.6. Sea g(t) = q1(t)q2(t) · · · qu(t) un producto de factores irreducibles de
tn − 1, y sean {α1, . . . , αs} las ra´ıces de g(t) en el cuerpo de descomposicio´n de tn − 1
sobre Fq. Entonces
((g(t))) = {f(t) ∈ Rn : f(α1), . . . , f(αs) = 0}.
Ma´s au´n, es suficiente tomar una ra´ız de cada factor irreducible de g(t). Esto es, si βi es
una ra´ız de qi(t) para i = 1, . . . , u. Entonces
((g(t))) = {f(t) ∈ Rn : f(β1) = 0, . . . , f(βu) = 0}.
Las ra´ıces del polinomio generador de un co´digo c´ıclico se denominan ceros del co´digo. La
descripcio´n de co´digos c´ıclicos a trave´s de sus ceros permite definir muchas familias famosas
de co´digos c´ıclicos, por ejemplo: Hamming binarios, Golay, BCH, Reed-Solomon, QR y Melas,
entre otros.
1.3.3. Co´digos traza y co´digos restringidos
Supongamos que tenemos un co´digo C sobre Fqm , hay dos formas cla´sicas de obtener un
co´digo sobre Fq a partir de C: haciendo restriccio´n de coordenadas y tomando trazas.
Co´digos restriccio´n
Definicio´n 1.3.7. Sea C un [n, k]-co´digo lineal sobre Fqm . El co´digo restringido de C con
respecto a Fq es
C|Fq = C ∩ (Fq)n = {c ∈ C : ci ∈ Fq, i = 1, . . . , n},
es decir, el conjunto de palabras en C donde cada una de sus componentes esta´n en Fq.
Primero describiremos co´mo encontrar una matriz de chequeo para C|Fq empezando con
una matriz de chequeo H de C. Como Fqm es un espacio vectorial de dimensio´n m sobre Fq,
podemos elegir una Fq-base {b1, b2, . . . , bm} de Fqm de Fqm . Cada elemento z ∈ Fqm puede
ser escrito de manera u´nica como z = z1b1 + · · · + zmbm, donde zi ∈ Fq para 1 ≤ i ≤ m.
Asociamos a z el vector columna z′ = [z1 · · · zm]T . Podemos construir la matriz de chequeo
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H ′ de C|Fq a partir de la matriz de chequeo H de C reemplazando cada entrada h de H por
el vector columna h′. Ya que H es una matriz de (n − k) × n con entradas en Fqm , H ′ es
una matriz de m(n− k)× n sobre Fq. Las filas de H ′ podr´ıan ser dependientes. Por lo tanto
una matriz de chequeo para C|Fq es obtenida a partir de H ′ borrando sus filas dependientes.
Denotamos esta matriz de chequeo por H|Fq .
Esto u´ltimo implica que si C es un [n, k]-co´digo sobre Fqm y C|Fq es un [n, kq]-co´digo,
entonces
k ≥ kq ≥ n−m(n− k).
Notar que si C es un co´digo c´ıclico con polinomio generador
g(t) = mαi1 (t)mαi2 (t) · · ·mαil (t) ∈ Fq[t],
donde α es un elemento primitivo de Fqm y mαik (t) ∈ Fq[t] es el polinomio mı´nimal de αik
para 1 ≤ k ≤ l, tal que mαik (t) 6= mαij (t) para k 6= j, entonces C es el co´digo restringido
C˜|Fq , donde C˜ es el co´digo c´ıclico con polinomio generador
g˜(t) =
l∏
k=1
(t− αik) ∈ Fqm [t].
Por lo tanto, todo co´digo c´ıclico sobre Fq cuyo polinomio generador no este factorizado
en te´rminos lineales es un co´digo restringido de otro co´digo en alguna extensio´n de Fq.
Co´digos traza
Otra forma natural de definir un co´digo sobre Fq a partir de un co´digo sobre Fqm es por
medio de la funcio´n traza Trqm/q : Fqm → Fq definida por
Trqm/q(x) =
m−1∑
i=0
xq
i
= x+ xq + xq
2
+ · · ·+ xqm−1 , (1.5)
donde x ∈ Fqm . Abreviaremos Trqm/q por Trm cuando el q esta´ sobreentendido. Dado un
vector c = (c1, . . . , cn) ∈ Fnqm podemos definir su traza por
Trm(c) = (Trqm/q(c1), . . . ,Trqm/q(cn)).
Definicio´n 1.3.8. Sea C un co´digo lineal de longitud n sobre Fqm , el co´digo traza de C es el
co´digo sobre Fq definido por
Trm(C) = {Trm(c) : c ∈ C}.
Notar que si C es un co´digo c´ıclico sobre Fqm , entonces Trm(C) es c´ıclico. El siguiente
ejemplo es una clase general de co´digos c´ıclicos que veremos en el pro´ximo cap´ıtulo.
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Ejemplo 1.3.9. Sea S un Fqm-subespacio lineal de dimensio´n finita de Fqm [x], entonces
CS =
{(
Trf(x)
)
x∈F∗qm
: f ∈ S
}
(1.6)
es un co´digo c´ıclico. En efecto, si α es un elemento primitivo de Fqm sobre Fq, entonces
podemos interpretar a la palabra
(
Trf(x)
)
x∈F∗qm
como
(
Trf(αi)
)qm−2
i=0
(salvo permutaciones
de coordenadas). En tal caso, si ponemos g(x) = f(α−1x), entonces g ∈ S y se tiene que(
g(1), g(α), . . . , g(αq
m−2)
)
=
(
f(αq
m−2), f(1), . . . , f(αq
m−3)
)
.
De este modo, el co´digo
C ′S =
{
(f(x))x∈F∗qm : f ∈ S
}
es cerrado por corrimientos c´ıclicos y su linealidad es consecuencia de la linealidad del espacio
S y por lo tanto C ′S es c´ıclico. Luego, Trm(C ′S) = CS resulta un co´digo c´ıclico sobre Fq. ♦
El siguiente teorema es debido a Delsarte ([8]) y exhibe una relacio´n de dualidad entre
los co´digos restringidos y los co´digos traza.
Teorema 1.3.10 (Delsarte). Sea C un co´digo lineal de longitud n sobre Fqm. Entonces
(C|Fq)⊥ = Trm(C⊥). (1.7)
El teorema de Delsarte nos permite dar un co´digo c´ıclico a partir de conocer co´mo se
descompone su polinomio de chequeo, de la manera siguiente.
Sea r = qm y α un generador de F∗r. Sea h(t) = h1(t) · · ·hu(t) ∈ Fq[t] donde hj(t) son
polinomios irreducibles distintos sobre Fq.
Para cada 1 ≤ j ≤ u, sea
gj = α
−sj
una ra´ız de hj(t), sea nj el orden de gj y sea mj el menor entero positivo tal que
qmj ≡ 1 (mo´d nj).
Por lo tanto, deg(hj(t)) = mj para todo j = 1, . . . , u. Pongamos
n = r−1
δ
con δ = (r − 1, s1, . . . , su)
y definamos el co´digo
C = {c(a1, . . . , au) : aj ∈ Fqmj }
con
c(a1, . . . , au) =
( u∑
j=1
Trqmj /q(aj),
u∑
j=1
Trqmj /q(ajgj), . . . ,
u∑
j=1
Trqmj /q(ajg
n−1
j )
)
.
Por el teorema de Delsarte, C es un [n, k]-co´digo c´ıclico con polinomio de chequeo h(t)
y k = m1 + · · · + mu, por lo tanto todo co´digo c´ıclico puede ser definido dando solamente
los ceros del polinomio de chequeo v´ıa esta construccio´n. Una consecuencia de esto u´timo es
que todo co´digo c´ıclico irreducible es traza.
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1.3.4. Ejemplos importantes
En esta seccio´n vamos a analizar algunos ejemplos muy importantes de co´digos c´ıclicos.
Co´digos de Hamming
Para cada r ≥ 1, el co´digo de Hamming q-ario Hn,q(r) es un [n, n− r, 3]-co´digo sobre Fq
con n = (qr − 1)/(q − 1). Su matriz de paridad H tiene la propiedad de que cada columna
esta formada por un vector no nulo de cada subespacio 1-dimensional de Frq.
Cuando (n, q − 1) = 1, Hn,q(m) puede ser visto como un co´digo c´ıclico. Por ejemplo, los
co´digos de Hamming binarios y los ternarios de longitud impar son c´ıclicos. En efecto, sea
α un elemento primitivo en Fqm . Entonces β = αq−1 es una ra´ız n-e´sima de la unidad. La
matriz de chequeo de Hq,n(m) es
[1 β β2 . . . βn−1].
Notar que su polinomio generador es
g(t) = mβ(t).
Por construccio´n de la matriz de paridad, la distancia mı´nima de Hn,q(r) es 3, para todo
n, q. Como el dual de este co´digo es el co´digo ‘simplex’, que tiene todas las palabras de peso
qm−1, el enumerador de pesos de Hn,q(m) puede ser fa´cilmente obtenido v´ıa la identidad de
MacWilliams.
Definicio´n 1.3.11. Sea n un entero positivo coprimo con q. Para i ∈ N0, la coclase q-
cicloto´mica mo´dulo n que contiene a i se define como el conjunto
Ci = {i, iq, . . . , iqr−1} (mo´d n)
donde r es el menor entero positivo tal que iqr ≡ i (mo´d n).
Nota. La menor extensio´n de Fq que contiene a una ra´ız n-e´sima de la unidad es Fqm , donde
m = |C1| es el cardinal de |C1| de la coclase q-cicloto´mica mo´dulo n que contiene a 1. Si β
es una ra´ız primitiva de la unidad en Fqm , entonces el polinomio minimal de βi sobre Fq es
mβi(t) =
∏
j∈Ci
(t− βj).
Hay una correspondencia entre los polinomios mo´nicos irreducibles de tn − 1 y las coclases
q-cicloto´micas mo´dulo n. La factorizacio´n de tn − 1 en irreducibles esta´ dada por
tn − 1 =
∏
s
mβs(t).
Definicio´n 1.3.12. Sea β una ra´ız n-e´sima de la unidad en una extensio´n de Fq. Sea C un
co´digo c´ıclico sobre Fq de longitud n con polinomio generador g(t) ∈ Fq[t]. Entonces existe
un conjunto T ⊆ {0, 1, . . . , n− 1} tal que las ra´ıces de g(t) son {βi : i ∈ T}. A dicho T se lo
llama el conjunto de definicio´n de C (con respecto a β).
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Nota. Cambiando β cambiara´ T . Para un β dado, conocer g(t) es equivalente a conocer T ,
ya que g(t) =
∏
i∈T (t−βi). Si g(βi) = 0, entonces g(βiq) = 0, implicando que T es una unio´n
de coclases cicloto´micas mo´dulo n. Rec´ıprocamente, cualquier conjunto T ⊆ {0, 1, . . . , n−1}
que es una unio´n de coclases q-cicloto´micas mo´dulo n tiene la propiedad que∏
i∈T
(t− βi) ∈ Fq[t]
y por lo tanto es el conjunto de definicio´n de un co´digo c´ıclico de longitud n sobre Fq.
Co´digos BCH
Ahora definiremos los co´digos BCH (Bose-Chaudhuri,Hocquenghem).
Definicio´n 1.3.13. El co´digo c´ıclico BCHn,q(δ) de longitud n y distancia disen˜ada δ es el
co´digo c´ıclico cuyo polinomio generador es de la forma
g(t) = m.c.m{mβa(t),mβa+1(t), . . . ,mβa+δ−2(t)}
para alguna secuencia de elementos βa, βa+1, . . . , βa+δ−2, donde β es una ra´ız n-e´sima pri-
mitiva de la unidad en alguna extensio´n de Fq. Alternativamente, BCHn,q(δ) tiene conjunto
de definicio´n T = Ca ∪ Ca+1 ∪ · · · ∪ Ca+δ−2 relativo a β.
Hay una relacio´n entre la distancia disen˜ada δ y la verdadera distancia mı´nima del co´digo.
Notar que la matriz de chequeo de BCHn,q(δ) es
H =

1 βa β2a · · · β(n−1)a
1 βa+1 β2(a+1) · · · β(n−1)(a+1)
...
...
...
. . .
...
1 βa+δ−2 β2(a+δ−2) · · · β(n−1)(a+δ−2)
 . (1.8)
Esta es una matriz de Vandermonde, por lo tanto cualquier conjunto de (δ− 1) columnas de
H son linealmente independientes. Luego el co´digo tiene distancia mı´nima d satisfaciendo
d ≥ δ.
Ma´s au´n, como las entradas de H esta´n en Fqm , estas pueden ser expresadas como una
columna de m × 1 sobre Fq. Entonces, el rango de H es a lo ma´s m(δ − 1) y, por lo tanto,
el co´digo BCHn,q(δ) es un [n, k, d]q-co´digo c´ıclico con
k ≤ m(δ − 1) y d ≥ δ.
En el caso particular que q = 2, a = 1 y δ = 4 nos referiremos a BCHn,q(δ) como el
co´digo BCH binario 2-corrector de longitud n = 2m−1. Sea α un elemento primitivo de F2m ,
en este caso el polinomio generador de este co´digo es
g(t) = mα(t)mα3(t)
donde mαi(t) es el polinomio minimal de α
i sobre F2 con i = 1, 3. Su conjunto de definicio´n
es T = C1 ∪ C3 donde Ci es la coclase 2-cicloto´mica mo´dulo n = 2m − 1 con i = 1, 3.
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Co´digos de Melas
Por u´ltimo definiremos el co´digo de Melas.
Definicio´n 1.3.14. Sea α un elemento primitivo de Fqm , el co´digo de Melas q-ario Mn(q)
de longitud n = qm − 1 es el co´digo c´ıclico cuyo polinomio generador es de la forma
g(t) = mα(t)mα−1(t)
donde mαi(t) es el polinomio minimal de α
i para i = ±1 sobre Fq.
Nota. Por el teorema de Delsarte, el dual del co´digo de Melas es el co´digo traza
Mn(q)
⊥ = {(Tr(ax+ bx−1))x∈F∗qm : a, b ∈ Fqm}
llamado co´digo de Kloosterman, ya que para calcular los pesos de sus palabras aparecen
sumas de Kloosterman. Esto fue probado por Lachaud y Woolfmann independientemente
en 1987 y 1989 ([30], [47], [48]). En los an˜os subsiguientes, Schoof y Van der Vlugt se
dieron cuenta que existe una relacio´n entre las ecuaciones que aparecen en la identidad de
MacWilliams y la traza de operadores de Hecke de ciertas formas modulares. As´ı pudieron
obtener las distribuciones de pesos del co´digo de Melas binario ([42]).
Cap´ıtulo 2
Sumas exponenciales y formas
cuadra´ticas
En este cap´ıtulo veremos los preliminares algebraicos que nos hara´n falta para el resto
de la tesis. Empezaremos viendo una breve introduccio´n a sumas exponenciales, haciendo
hincapie´ en sumas de caracteres de un cuerpo finito. Luego, veremos formas cuadra´ticas
sobre cuerpos finitos, sus principales propiedades y caracterizacio´n. Pero sobre todo, haremos
e´nfasis en la evaluacio´n de sumas exponenciales relacionadas con estas formas cuadra´ticas,
pues estas son necesarias para el ca´lculo de las distribuciones de pesos de los co´digos que
aparecera´n en el pro´ximo cap´ıtulo.
2.1. Sumas exponenciales
En esta seccio´n asumiremos que q es una potencia de un nu´mero primo p, digamos q = ps.
Todos los resultados de esta seccio´n pueden ser encontrados en [3] (ver tambie´n [21] y [36])
Traza y caracteres
Para γ ∈ Fqm , recordemos que la funcio´n traza Trqm/q se define como
Trqm/q(γ) =
m−1∑
j=0
γq
j
.
Proposicio´n 2.1.1. La funcio´n Trqm/q es una funcio´n Fq-lineal de Fqm a Fq sobreyectiva,
invariante por el automorfismo de Frobenius, es decir
Trqm/q(γ
q) = Trqm/q(γ)
con γ ∈ Fqm.
A la funcio´n traza de q a p la denotaremos simplemente por Tr, es decir Tr(γ) = Trq/p(γ)
para γ ∈ Fq. Adema´s, usaremos las notaciones ζp = e
2pii
p y e(γ) = ζ
Tr(γ)
p , es decir
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e(γ) = e
2pii
p
Tr(γ).
Las propiedades de esta funcio´n se resumen en la siguiente proposicio´n.
Proposicio´n 2.1.2. Sean γ1, γ2 ∈ Fq. Entonces
• e(γ1 + γ2) = e(γ1)e(γ2).
• Existe γ ∈ Fq tal que e(γ) 6= 1.
• Se tiene ∑
γ∈Fq
e(γ) = 0.
Un cara´cter multiplicativo χ de Fq es un morfismo de grupos de F∗q a C∗, es decir un
mapeo χ : F∗q → C∗ tal que
χ(γ1γ2) = χ(γ1)χ(γ2),
para todo γ1, γ2 ∈ F∗q. Se puede ver que la imagen de un cara´cter siempre esta´ contenida en
S1; ma´s au´n, en este caso, la imagen de F∗q v´ıa χ esta´ contenida en las ra´ıces (q − 1)-e´simas
de la unidad.
El cara´cter trivial, usualmente denotado χ0, es el cara´cter que satisface χ0(γ) = 1 para
todo γ ∈ F∗q. Es conveniente extender el dominio de definicio´n de un cara´cter χ de F∗q a
Fq, haciendo valer χ(0) = 1 si χ = χ0, y χ(0) = 0 si χ no es el cara´cter trivial. Con esta
convencio´n tenemos
∑
a∈Fq
χ(a) =
{
q si χ es trivial,
0 si χ no es trivial.
(2.1)
Si denotamos por χλ(γ) = e(λγ) = ζ
Tr(λγ)
p , donde λ ∈ Fq. Esta propiedad se puede
usar combinatoricamente para contar la cantidad de ceros de funciones F : F∗qm → Fq, ma´s
precisamente tenemos
q · |{x ∈ F∗qm : F (x) = 0}| =
∑
x∈F∗qm
∑
a∈Fq
χF (x)(a) =
∑
x∈F∗qm
∑
a∈Fq
ζTr(aF (x))p . (2.2)
Nota. Otros autores, por ejemplo Mullen-Panario en [36], suelen suponer que χ(0) = 0
inclusive cuando χ = χ0, lo que modifica varias sumas o fo´rmulas donde influyan caracteres
triviales, como la suma anterior por ejemplo.
Sumas de Gauss
Existen varias familias conocidas de sumas exponenciales. Aqu´ı introduciremos las sumas
de Gauss, porque e´stas aparecen naturalmente en el estudio de co´digos c´ıclicos.
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Definicio´n 2.1.3. Dado χ un cara´cter de Fq con q = ps y β ∈ Fq, se define la suma de
Gauss por
Gs(β, χ) =
∑
x∈Fq
χ(x)e(βx).
En particular, denotamos Gs(χ) = Gs(1, χ), es decir Gs(χ) =
∑
x∈Fq
χ(x)e(x).
No es muy dif´ıcil ver que
Gs(β, χ) = χ(β
−1)Gs(χ).
Estas sumas de Gauss fueron introducidas por Dirichlet en el estudio de nu´meros primos en
progresiones aritme´ticas. En realidad, Gauss estudio´ otra clases de sumas exponenciales, hoy
llamadas k-e´simas sumas de Gauss o´ sumas de Gauss de segundo tipo, definidas como sigue.
Definicio´n 2.1.4. Sea β ∈ Fq con q = ps y k ∈ Z.
gs(β, k) =
∑
x∈Fq
e(βxk) =
∑
x∈Fq
e
2pii
p
Trq/p(βx
k) =
∑
x∈Fq
ζ
Trq/p(βx
k)
p .
Los dos tipos de sumas de Gauss esta´n relacionadas por la siguiente identidad
gs(β, k) =
k−1∑
j=1
Gs(β, χ
j)
donde χ es un cara´cter de orden k sobre Fq con q = ps y β ∈ F∗q. Esta igualdad permite usar
las sumas de Gauss de primer tipo para estudiar el espectro de co´digos c´ıclicos irreducibles.
Las sumas de Gauss de segundo tipo aparecen naturalmente cuando queremos calcular
la distribucio´n de pesos de co´digos irreducibles, pero no se conocen fo´rmulas generales para
este tipo de sumas, salvo en el caso cuadra´tico (como veremos a continuacio´n).
Teorema 2.1.5 ([21]). Sea q una potencia de un primo impar p y β ∈ Fq. Entonces
g2(β, χ) =
∑
x∈Fq
ζTr(βx
2)
p =
{
η(β)
√
q si q ≡ 1 (mo´d 4),
iη(β)
√
q si q ≡ 3 (mo´d 4), (2.3)
donde η es el cara´cter cuadra´tico de Fq.
Recordemos que el cara´cter cuadra´tico de Fq se define como el u´nico cara´cter multiplica-
tivo η de Fq de orden 2, es decir
η(x)2 = 1 para todo x ∈ F∗q.
Se puede ver de manera sencilla, que η(x) = 1 si x es el cuadrado de algu´n elemento de F∗q
y η(x) = −1 en caso contrario. En particular, si q = p es un primo impar, entonces
η(x) =
(
x
p
)
es el s´ımbolo de Legendre mo´dulo p.
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Sumas de Jacobi
Otra clase de sumas que suelen aparecer en el contexto de calcular distribuciones de
pesos, son las llamadas sumas de Jacobi, ya que estas son u´tiles para calcular la cantidad
de soluciones de ecuaciones diagonales. Dichas ecuaciones son clave para calcular los ceros
de ecuaciones donde intervienen formas cuadra´ticas ya que por ejemplo, en caracter´ıstica
impar, toda forma cuadra´tica se puede “diagonalizar” como veremos en la pro´xima seccio´n.
Las sumas de Jacobi tambie´n permiten calcular una clase especial de nu´meros, llamados
nu´meros cicloto´micos, que aparecen en el estudio de distribuciones de cierta clase de co´digos
c´ıclicos que no veremos en esta tesis.
Definicio´n 2.1.6. Sean χ, ψ caracteres multiplicativos de Fq, donde q = ps. La suma de
Jacobi Jr(χ, ψ) esta´ definida por
Js(χ, ψ) =
∑
x∈Fq
χ(x)ψ(1− x). (2.4)
Cuando el s este´ sobreentendido o no importe en la discusio´n, quitaremos el sub´ındice s de
la notacio´n.
El orden m de la suma Js(χ, ψ) se define como el mı´nimo comu´n mu´ltiplo de los o´rdenes
de los caracteres χ y ψ. Luego, la suma de Jacobi Js(ψ, χ) es un entero dentro del cuerpo
cicloto´mico Q(ζm), donde ζm = e
2pii
m .
Las sumas de Jacobi son sime´tricas. En efecto, como la asignacio´n x 7→ 1 − x es una
biyeccio´n sobre Fq, se tiene
J(χ, ψ) = J(ψ, χ).
Adema´s, las sumas de Jacobi cumplen las siguientes propiedades, en su mayor´ıa consecuencia
de las propiedades de los caracteres multiplicativos del cuerpo Fq.
Proposicio´n 2.1.7. Sean χ, ψ caracteres multiplicativos de Fq. Luego,
• si χ y ψ son ambos triviales, entonces J(χ, ψ) = q,
• si exactamente uno de los caracteres ψ o´ χ es trivial, entonces J(χ, ψ) = 0,
• si χ no es trivial, entonces J(χ, χ¯) = −χ(−1), donde χ¯(a) = χ(a) para todo a.
Una relacio´n importante entre las sumas de Jacobi y las de Gauss esta´ dada por el
siguiente teorema.
Teorema 2.1.8. Sean χ, ψ caracteres multiplicativos de Fq, q = ps. Si χψ es no trivial,
entonces
Js(χ, ψ) =
Gs(χ)Gs(ψ)
Gs(χψ)
.
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Una ecuacio´n diagonal es una ecuacio´n polinomial del tipo
α1x
k1
1 + α2x
k2
2 + · · ·+ αrxkrr = ξ (2.5)
donde r, k1, . . . , kr son enteros positivos, α1, α2, . . . , αr ∈ F∗q y ξ ∈ Fq.
Llamaremos Nr(ξ) al nu´mero de soluciones de la ecuacio´n de arriba, es decir
Nr(ξ) = #{(α1, . . . , αr) ∈ (F∗q)r : α1xk11 + α2xk22 + · · ·+ αrxkrr = ξ}. (2.6)
Las sumas de Jacobi permiten encontrar la cantidad de soluciones a la ecuacio´n (2.5).
Para ello, necesitamos definir primero las sumas de Jacobi generalizadas.
Definicio´n 2.1.9. Sean χ1, χ2, . . . , χr caracteres multiplicativos de Fq, con q = ps y r ≥ 2.
La suma de Jacobi generalizada esta´ definida por
Js(χ1, . . . , χr) =
∑
x1+x2+···+xr=1
χ1(x1)χ2(x2) · · ·χr(xr) (2.7)
donde la suma es tomada sobre todas las r-uplas (γ1, . . . , γr) ∈ Frq con x1 + · · ·+ xr = 1.
Notar que cuando r = 2, la suma generalizada de Jacobi coincide con la suma de Jacobi.
Estas sumas de Jacobi generalizadas se pueden expresar como sumas de Jacobi simples,
por aplicacio´n reiterada del siguiente teorema de reduccio´n.
Teorema 2.1.10. Sean χ1, . . . , χr caracteres multiplicativos no triviales de Fq con r ≥ 2.
Entonces,
J(χ1, . . . , χr) =
{ −qJ(χ1, . . . , χr−1) si χ1χ2 · · ·χr−1 es trivial,
J(χ1 · · ·χr−1, χr)J(χ1, . . . , χr−1) si χ1χ2 · · ·χr−1 no es trivial.
De particular importancia para nosotros sera´, en ca´lculos posteriores, la evaluacio´n de la
suma generalizada J(η, . . . , η), donde η es el cara´cter cuadra´tico de Fq, ya que esta aparece
en sumas diagonales cuadra´ticas.
Proposicio´n 2.1.11. Para r ≥ 2, tenemos que
J (η, . . . , η)︸ ︷︷ ︸
r-veces
=
 −η
(
(−1) r2 ) q r−22 si r es par,
η
(
(−1) r−12 ) q r−12 si r es impar,
donde η el cara´cter cuadra´tico de Fq.
Dado r un entero positivo, denotamos por
Dd1,...,dr = {(j1, . . . , jr) ∈ Zr : 1 ≤ ji ≤ di − 1 para i = 1, . . . , r} (2.8)
donde di > 1 son enteros para i = 1, . . . , r.
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Teorema 2.1.12. Sean k1, . . . , kr enteros positivos, α1, . . . , αr ∈ F∗q y α ∈ Fq. Para cada
1 ≤ i ≤ r, sea di = (ki, q− 1) y χi cara´cter multiplicativo de Fq de orden di. Si D = Dd1,...,dr
es como en (2.8), entonces el nu´mero Nr(ξ) de soluciones de la ecuacio´n (2.5) esta´ dado por
Nr(ξ) =

qr−1 +
∑
(j1,...,jr)∈D
( r∏
i=1
χjii (ξα
−1
i )
)
J(χj11 , . . . , χ
jr
r ) si ξ 6= 0,
qr−1 + (q − 1) ∑
(j1,...jr)∈D0
( r∏
i=1
χjii (α
−1
i )
)
J(χj11 , . . . , χ
jr
r ) si ξ = 0,
donde D0 = {(j1, . . . , jr) ∈ D : χj11 · · ·χjrr = χ0}.
Nos interesara´n particularmente las ecuaciones diagonales como en (2.5) en las que todos
los ki = 2, ya que ma´s adelante estudiaremos la cantidad de soluciones a ecuaciones que
involucran formas cuadra´ticas y que resultara´n ser ecuaciones diagonales en caracter´ıstica
impar.
Como consecuencia del teorema y la proposicio´n anteriores, en el caso q impar se tiene
lo siguiente.
Corolario 2.1.13. Sea q impar. El nu´mero N de soluciones de la ecuacio´n
α1x
2
1 + α2x
2
2 + · · ·+ αrx2r = ξ,
donde α1, . . . , αr ∈ F∗q y ξ ∈ Fq, esta´ dado por las siguientes expresiones:
• Si ξ 6= 0, entonces
N =
{
qr−1 − η((−1) r2α1 · · ·αr) q r−22 si r es par,
qr−1 + η
(
(−1) r−12 ξα1 · · ·αr
)
q
r−1
2 si r es impar.
• Si ξ = 0, entonces
N =
{
qr−1 + η
(
(−1) r2α1 · · ·αr
)(
q
r
2 − q r−22 ) si r es par,
qr−1 si r es impar.
2.2. Formas cuadra´ticas sobre cuerpos finitos
Comenzamos recordando la definicio´n cla´sica de forma cuadra´tica sobre cuerpos finitos.
Definicio´n 2.2.1. Una forma cuadra´tica en m variables sobre Fq es un polinomio homoge´neo
de grado 2 en m variables con coeficientes en Fq.
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Fijada una Fq-base B de Fqm , como el grado de la extensio´n de Fqm/Fq es m, entonces
el vector de coordenadas con respecto a la base B nos da un isomorfismo de Fq-espacios
vectoriales entre Fqm y Fmq . Vı´a este isomorfismo, algunas funciones Q : Fqm → Fq pueden
ser identificadas con polinomios de m variables con coeficientes en Fq.
Ejemplo 2.2.2. Sea q = pm con p primo y consideremos Q(x) = Trq/p(γx
2) con γ, x ∈ Fq.
Fijemos B = {v1, . . . , vm} una Fp-base de Fq.
Escribamos x = a1v1 + · · ·+ amvm con ai ∈ Fp, luego
Q(a1v1 + · · ·+ amvm) =
m∑
i=1
Trq/p
(
γ(aivi)
2
)
+
∑
i 6=j
Trq/p
(
γ(2aiajvivj)
)
=
m∑
i=1
Trq/p
(
γ(vi)
2
)
a2i +
∑
i 6=j
2Trq/p(γvivj)aiaj.
Sean ci = Trq/p(γ(vi)
2) y ci,j = 2Trq/p(γvivj). El polinomio que representa a Q(x) es el
polinomio homoge´neo en m variables
q(x1, . . . , xm) =
m∑
i=1
cix
2
i +
∑
i 6=j
ci,jxixj
ya que q(a1, . . . , am) = Q(a1v1 + · · · + amvm). Notar que en este caso el polinomio que
representa a la funcio´n es una forma cuadra´tica. Notar que en caracter´ıstica par, los ci,j = 0
para todo i 6= j y por lo tanto q(x1, . . . , xm) es suma de cuadrados. ♦
Ahora generalizamos un poco la nocio´n de forma cuadra´tica sobre cuerpos finitos.
Definicio´n 2.2.3. Una funcio´nQ : Fqm → Fq se dice forma cuadra´tica, si v´ıa la identificacio´n
anterior el polinomio que le corresponde es una forma cuadra´tica, es decir un polinomio
homoge´neo de grado 2.
Una manera de probar que una funcio´n Q : Fqm → Fq es una forma cuadra´tica, es
considerando la funcio´n asociada
B(x, y) = Q(x+ y)−Q(x)−Q(y) (2.9)
ya que en general resulta que
Q es una forma cuadra´tica ⇔ B es una forma bilineal sime´trica
(o sea B(y, x) = B(x, y)).
Ejemplo 2.2.4. Sea q cualquier potencia de un primo y consideremos
Q(x) = Trqm/q(xR(x)) (2.10)
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donde R(x) ∈ Fq[x] es un polinomio q-linealizado, es decir un polinomio de la forma
R(x) =
h∑
i=1
aix
q`i . (2.11)
Notar que R satisface R(x + y) = R(x) + R(y), ya que elevar a la q es un automorfismo de
cuerpos en Fqm .
Se puede probar que Q(x) es una forma cuadra´tica considerando la funcio´n asociada
B(x, y) como en (2.9). Como Q(x+ y) = Q(x) +Q(y) + Tr(xR(y)) + Tr(yR(x)), tenemos
B(x, y) = Trqm/q(xR(y) + yR(x)).
Luego,
B(x+ x′, y) = Trqm/q((x+ x′)R(y) + yR(x+ x′))
= Trqm/q(xR(y) + x
′R(y) + yR(x) + yR(x′))
= Trqm/q((xR(y) + yR(x)) + (x
′R(y) + yR(x′)))
= B(x, y) +B(x′, y).
De la misma manera se ve que B(x, y + y′) = B(x, y) + B(x, y′) y por lo tanto B es
bilineal. Adema´s, es claro que B(y, x) = B(x, y). Luego, B es una forma sime´trica y por lo
tanto Q(x) = Trqm/q(xR(x)) es una forma cuadra´tica. ♦
Notar que si consideramos dos formas cuadra´ticas distintas y tomamos dos bases distintas
de Fqm , puede suceder que el polinomio que las representa en las bases correspondientes sea el
mismo. Por lo tanto, en esencia, son la misma forma cuadra´tica. En tal caso, la transformacio´n
de cambio de base en Fqm nos permite dar una nocio´n de equivalencia de formas cuadra´ticas.
Definicio´n 2.2.5. Dos formas cuadra´ticas Q1 y Q2 en m variables sobre Fq se dicen equi-
valentes si existe un isomorfismo Fq-lineal S : Fqm → Fqm , tal que
Q1(x) = Q2(S(x)).
Teniendo en cuenta la u´ltima definicio´n, nos interesa saber si hay maneras de decidir
cua´ndo dos formas cuadra´ticas son equivalentes. Veremos que existen dos invariantes muy
importantes, que en algunos casos resultan ser invariantes absolutos, ellos son el rango y el
tipo. Empecemos definiendo el rango de una forma cuadra´tica.
Definicio´n 2.2.6. Sea Q una forma cuadra´tica en m variables sobre Fq. El rango de Q se
define como la mı´nima cantidad de variables r por la cual Q se puede representar como un
polinomio en r variables.
Obviamente r ≤ m. La siguiente proposicio´n nos da una manera de calcular el rango de
una forma cuadra´tica.
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Proposicio´n 2.2.7. Sea Q una forma cuadra´tica en m variables sobre Fq. Entonces, el
rango de Q es la codimensio´n del Fq-espacio vectorial
V = {y ∈ Fqm : Q(y) = 0, Q(x+ y) = Q(x), ∀x ∈ Fqm}. (2.12)
Esto es |V | = qm−r, donde r es el rango de Q.
Dada una forma cuadra´tica Q en m variables sobre Fq, consideremos otra vez la funcio´n
B(x, y) = Q(x+ y)−Q(x)−Q(y). El radical de B es el espacio
W = WB = {y ∈ Fqm : B(x, y) = 0,∀x ∈ Fqm}. (2.13)
Claramente V ⊆ W . Recordemos que V nos permite calcular el rango de una forma
cuadra´tica v´ıa su codimensio´n. En algunos casos, la contencio´n anterior es una igualdad y,
por lo tanto, podemos usar a W para calcular el rango de una forma cuadra´tica.
Lema 2.2.8. Sea Q una forma cuadra´tica en m variables de rango r sobre Fq con q impar,
y sean V,W como en (2.12), (2.13) respectivamente. Entonces, V = W y r = m− dim(V ).
Luego, en caracter´ıstica impar es posible usar V y W indistintamente. Esto es u´til, ya
que a V lo definen dos ecuaciones mientras que a W so´lo una. En caracter´ıstica par V 6= W
en general; pero, sin embargo, en algunos casos se sigue dando la igualdad.
Lema 2.2.9. Si q es una potencia de dos y Q es una forma cuadra´tica en m variables sobre
Fq de rango r, entonces r ≥ m − dimW . Ma´s precisamente, si Q tiene rango par entonces
r = m− dimW y si Q tiene rango impar entonces r = m− dimW + 1.
Notar que m− dimW es siempre par.
Definicio´n 2.2.10. Sea Q una forma cuadra´tica de Fqm sobre Fq. Para β ∈ Fqmy ξ ∈ Fq
definimos por NQ,β(ξ) a la cantidad de soluciones x ∈ Fqm de la ecuacio´n
Q(x) + Trqm/q(βx) = ξ. (2.14)
Es decir,
NQ,β(ξ) = #{x ∈ Fqm : Q(x) + Trqm/q(βx) = ξ}. (2.15)
En particular, usaremos la notacio´n
NQ(ξ) := NQ,0(ξ) = #{x ∈ Fqm : Q(x) = ξ}. (2.16)
Notar que si Q es de rango r, entonces NQ(ξ) coincide con Nr(ξ) definido en (2.6).
Las formas cuadra´ticas sobre cuerpos finitos han sido muy estudiadas. En particular, se
las ha clasificado en tres clases no equivalentes. Para ver e´sto definamos la forma cuadra´tica
B2j(x) = B2j(x1, . . . , xm) = x1x2 + x3x4 + · · ·+ x2j−1x2j
donde j es un entero no negativo y asumimos que B0=0. Sea ν(z) la funcio´n definida sobre
Fq por
ν(z) =
{
q − 1 si z = 0,
−1 si z 6= 0.
(2.17)
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Teorema 2.2.11. Sea q = 2s con s ∈ N. Toda forma cuadra´tica Q(x) en m variables sobre
Fq de rango r es equivalente a una de los siguientes tres tipos:
• Tipo I: Br(x), con r par.
• Tipo II: Br−1(x) + x2r, con r impar.
• Tipo III: Br−2(x) + θx2r−1 + xr−1xr + θx2r, con r par y θ ∈ Fq tal que Trs(θ) = 1.
Adema´s, para cualquier ξ ∈ Fq, se tiene:
• Tipo I: NQ(ξ) = qm−1 + ν(ξ)qm− r2−1.
• Tipo II: NQ(ξ) = qm−1.
• Tipo III: NQ(ξ) = qm−1 − ν(ξ)qm− r2−1.
Teorema 2.2.12. Sea q = ps con p primo impar y s ∈ N. Toda forma cuadra´tica Q(x) en
m variables sobre Fq de rango r es equivalente a una de los siguientes tres tipos:
• Tipo I: Br(x), con r par.
• Tipo II: Br−1(x) + µx2r, con r impar.
• Tipo III: Br−2(x) + x2r−1 − ρx2r, con r par y µ ∈ {1, ρ} con ρ un no cuadrado en Fq.
Adema´s, para cualquier ξ ∈ Fq, se tiene:
• Tipo I: NQ(ξ) = qm−1 + ν(ξ)qm− r2−1.
• Tipo II: NQ(ξ) = qm−1 + η(µξ)qm− r+12 .
• Tipo III: NQ(ξ) = qm−1 − ν(ξ)qm− r2−1.
Aqu´ı, η es el cara´cter cuadra´tico multiplicativo de Fq asumiendo que η(0) = 0.
Notar que en cualquier caracter´ıstica el tipo de la forma cuadra´tica de rango par, se hace
evidente al analizar la cantidad de soluciones x ∈ Fqm a la ecuacio´n Q(x) = ξ, pues si Q es
de rango par hay una variacio´n de signo en la cantidad de soluciones, por esto definimos
 = Q =
{
1 si Q es de tipo I,
−1 si Q es de tipo III.
(2.18)
Cuando q es una potencia de un primo impar, el estudio de las formas cuadra´ticas se
simplifica bastante ya que e´stas se pueden interpretar de manera matricial, inclusive es
posible definir el tipo de una forma cuadra´tica por cierto invariante matricial como veremos
a continuacio´n.
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Lema 2.2.13. Sea Q una forma cuadra´tica en m variables sobre Fq con q impar y sea B
una Fq-base de Fqm fija. Existe una matriz sime´trica HQ ∈Mm(Fq) tal que
XHQX
t = Q(x)
donde X es el vector de coordenadas de x ∈ Fmq en la base B.
En este contexto, el rango de la forma cuadra´tica Q coincide con el rango de su matriz
asociada HQ. Adema´s, para HQ existe una matriz S ∈ GLm(Fq) tal que
SHQS
t =

a1
. . .
ar
0
. . .
0

. (2.19)
Por lo tanto, en caracter´ıstica impar toda forma cuadra´tica puede ser dada en forma
“diagonal”. Es decir, existe una Fq-base de Fqm tal que la forma cuadra´tica es representada
por un polinomio de la forma
q(x1, x2, . . . , xm) = a1x
2
1 + · · ·+ arx2r
donde r es el rango de la forma cuadra´tica. Puede suceder que distintas bases diagonalicen
una misma forma cuadra´tica. En tal caso, su expresio´n diagonal no es u´nica; sin embargo,
el valor
∆ = a1a2 · · · ar (2.20)
es invariante por equivalencia diagonal y es llamado el determinante de la forma cuadra´tica.
Cuando q es impar, dos formas cuadra´ticas Q1, Q2 son equivalentes si sus matrices co-
rrespondientes HQ1 , HQ2 son conjugadas por una matriz inversible.
Definicio´n 2.2.14. Sea q una potencia de un primo impar, y Q una forma cuadra´tica en m
variables sobre Fq. El tipo de la forma cuadra´tica Q se define como Q = η((−1) r2∆) donde
∆ es el determinante de Q y η es el cara´cter cuadra´tico multiplicativo de Fq.
En algunos casos, el tipo permite identificar cu´ando dos formas cuadra´ticas son equiva-
lentes.
Lema 2.2.15. Sean Q1, Q2 dos formas cuadra´ticas en m variables sobre Fq de igual rango
par. Entonces Q1 y Q2 son equivalentes si y so´lo si Q1 = Q2.
Por lo tanto, el rango y el tipo son invariantes absolutos en las formas cuadra´ticas de
rango par en caracter´ıstica impar. Ma´s precisamente, nos permite determinar cua´ndo una
forma de rango par es de tipo I o de tipo III.
Se ha probado hace unos an˜os, que en algunos casos el tipo de una forma cuadra´tica so´lo
depende de su rango ([12]).
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2.3. Formas cuadra´ticas y sumas exponenciales
Sea q = ps, con p primo. Recordemos que una forma cuadra´tica en m variables sobre Fq,
es una funcio´n de Fqm a Fq que, v´ıa el isomorfismo de Fq-espacios vectoriales Fqm ' Fmq , es
un polinomio homoge´neo de grado 2 en m variables sobre Fq.
Para a ∈ F∗q y Q una forma cuadra´tica en m variables sobre Fq definimos la suma
TQ,a =
∑
x∈Fqm
ζ
Trq/p(aQ(x))
p (2.21)
donde ζp = e
2pii
p , como antes. Si a = 1, usaremos la notacio´n
TQ = TQ,1 =
∑
x∈Fqm
ζ
Trq/p(Q(x))
p . (2.22)
Estas sumas pueden ser calculadas expl´ıcitamente en te´rminos del rango y el tipo de Q.
Lema 2.3.1. Sean Q una forma cuadra´tica en m variables sobre Fq de rango r y TQ como
en (2.22). Entonces |TQ| = qm− r2 o´ 0. Mas au´n, tenemos:
(i) Si r es par (con q arbitrario) y TQ 6= 0, entonces para todo a ∈ F∗q se tiene
TQ,a =
∑
x∈Fqm
ζ
Trq/p(aQ(x))
p = q
m− r
2 .
(ii) Si q es impar (con r arbitrario), entonces
TQ =
{
η(∆) qm−
r
2 si q ≡ 1 (mo´d 4),
irη(∆) qm−
r
2 si q ≡ 3 (mo´d 4).
Observacio´n 2.3.2. Sea Q una forma cuadra´tica de rango r par sobre Fq con q impar. Luego,
el tipo de Q queda en te´rminos del rango y el determinante de Q. En efecto, tomando a = 1
en el lema anterior, como las expresiones en (i) y (ii) deben coincidir, se tiene que
Q =
{
η(∆) si q ≡ 1 mod 4,
(−1) r2η(∆) si q ≡ 3 mod 4.
(2.23)
Cuando consideramos familias de formas cuadra´ticas de rango par, se puede obtener
mayor informacio´n a partir de las ecuaciones (2.14). Esto va a ser clave para calcular ciertas
sumas exponenciales dobles que aparecen naturalmente en el ca´lculo de pesos de palabras de
ciertos co´digo c´ıclicos definidos a partir de formas cuadra´ticas, como veremos en el pro´ximo
cap´ıtulo.
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Lema 2.3.3 ([27], [28]). Sea Q una forma cuadra´tica en m variables de rango r par sobre
Fq. Entonces, para cada ξ ∈ Fq, hay una cantidad qm − qr de elementos β ∈ Fqm tales que
NQ,β(ξ) = q
m−1
y una cantidad qr−1 + ν(c)q
r
2
−1 de elementos β ∈ Fqm tales que
NQ,β(ξ) = q
m−1 + ν(ξ + c)qm−
r
2
−1
donde ν es como en (2.17) y NQ,β(ξ) como en (2.15).
Definicio´n 2.3.4. Para Q una forma cuadra´tica en m variables sobre Fq, β ∈ Fqm y b ∈ Fq,
definimos las sumas exponenciales
SQ,b(β) =
∑
a∈F∗q
∑
x∈Fqm
ζ
Trq/p(a(Q(x)+Trqm/q(βx)+b))
p . (2.24)
Cuando b = 0, denotamos por SQ(β) a SQ,0(β), es decir
SQ(β) =
∑
a∈F∗q
∑
x∈Fqm
ζ
Trq/p(a(Q(x)+Trqm/q(βx)))
p . (2.25)
Notar que si β = 0 tenemos
SQ,b(0) =
∑
a∈F∗q
ζ
Trq/p(b)
p
( ∑
x∈Fqm
ζ
Trq/p(a(Q(x))
p
)
= ζkbp
∑
a∈F∗q
TQ,a
donde kb = ζ
Trq/p(b)
p . Luego, estas sumas pueden ser calculadas por medio del Lema 2.3.1.
A continuacio´n calculamos las sumas SQ,b(β) y sus distribuciones, las cuales tambie´n
quedan en te´rminos del rango y el tipo de Q.
Proposicio´n 2.3.5. Sea Q una forma cuadra´tica sobre Fq de rango r par y β ∈ Fqm. Los
valores de SQ(β) tienen la siguiente distribucio´n
SQ(β) =

0 qm − qr veces,
(q − 1)qm− r2 qr−1 + (q − 1)q r2−1 veces,
−qm− r2 (qr−1 − q r2−1)(q − 1) veces,
(2.26)
mientras que si b ∈ F∗q, los valores de SQ,b(β) tienen la siguiente distribucio´n
SQ,b(β) =

0 qm − qr veces,
(q − 1)qm− r2 qr−1 − q r2−1 veces,
−qm− r2 qr − qr−1 + q r2−1 veces.
(2.27)
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Demostracio´n. De (2.25), restando la contribucio´n del 0, tenemos
SQ(β) =
∑
x∈Fqm
∑
a∈Fq
ζ
Trq/p{a(Q(x)+Trqm/q(βx))}
p − qm.
Teniendo en cuenta los valores que puede tomar Q(x) + Trqm/q(βx), y distinguiendo los
casos en que vale 0 o no, tenemos
SQ(β) = qNQ,β(0) +
∑
ξ∈Fq
NQ,β(ξ)
∑
a∈Fq
ζ
Trq/p(aξ)
p − qm.
Usando que los caracteres de Fq son todos de la forma χγ(x) = ζ
Trq/p(aγ)
p con γ ∈ Fq, y que
por la Proposicio´n 2.1.2 la suma de caracteres se anula, llegamos a que
SQ(β) = qNQ,β(0)− qm. (2.28)
Por el lema anterior NQ,β(0) = q
m−1 para un nu´mero qm − qr de β’s posibles y adema´s
NQ,β(0) = q
m−1 + ν(c)qm−
r
2
−1 (2.29)
para un nu´mero qr−1 + ν(c)q
r
2
−1 de β’s posibles.
Como ν(c) = q − 1 si c = 0 y ν(c) = −1 si c ∈ F∗q, hay q − 1 elecciones de c tal que
ν(c) = −1. Por lo tanto, (2.29) queda
• NQ,β(0) = qm−1 + (q − 1)qm− r2−1 para un nu´mero qr−1 + (q − 1)q r2−1 de β’s,
• NQ,β(0) = qm−1 − qm− r2−1 para un nu´mero (qr−1 − q r2−1)(q − 1) de β’s,
donde  es como en (2.18). Por todo lo visto, de (2.28) llegamos a que
SQ(β) =

0 qm − qr veces,
(q − 1)qm− r2 qr−1 + (q − 1)q r2−1 veces,
−qm− r2 (qr−1 − q r2−1)(q − 1)veces.
De manera ana´loga al caso anterior, si b 6= 0 entonces tenemos
SQ,b(β) = qNQ,β(−b)− qm,
y analizando casos de igual manera que antes, se obtiene
SQ,b(β) =

0 qm − qr veces,
(q − 1)qm− r2 qr−1 − q r2−1 veces,
−qm− r2 qr − qr−1 + q r2−1 veces,
como quer´ıamos mostrar.
O sea que SQ,b(β) y SQ(β) toman exactamente los mismos valores, pero con distintas
distribuciones.
Observacio´n 2.3.6. Notar que, por definicio´n, las sumas TQ,a y SQ,b(β) esta´n en Q(ζp). El
Lema 2.3.1 y la Proposicio´n 2.3.5 aseguran que, si el rango r de Q es par, en realidad TQ,a
y SQ,b(β) esta´n en q
m− r
2Z.
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2.4. La forma cuadra´tica Qλ,`
Sean ` ∈ N y λ ∈ Fqm y consideremos la funcio´n Qλ,` : Fqm → Fq definida por
Qλ,`(x) = Trqm/q(λx
q`+1) = Trqm/q(xRλ(x)) (2.30)
donde Rλ(x) = λx
q` . Por lo visto en secciones anteriores, la funcio´n Qλ,`(x) es una forma
cuadra´tica, ya que Rλ(x) es un polinomio q-linealizado sobre Fqm .
Los siguientes teoremas, probados por Klapper en [27] y [28], nos dicen exactamente co´mo
se distribuyen los rangos y los tipos de la familia de formas cuadra´ticas {Qλ,`(x)}λ,` en m
variables sobre Fq, parametrizadas por λ ∈ Fqm y ` ∈ N, cuando m` = m(m,`) es par.
En particular, estos resultados aseguran que todas las formas cuadra´ticas Qλ,` son de
rango par, en caracter´ıstica arbitraria.
Teorema 2.4.1 (Caracter´ıstica par). Sea q par, λ ∈ F∗qm y ` tal que m` = m(m,`) es par. Si
Qλ,` es como en (2.30), entonces:
(a). Si 1
2
m` es par y λ es una (q
` + 1)-e´sima potencia en Fqm, entonces Qλ,` tiene rango
m− 2(m, `) y es de tipo III.
(b). Si 1
2
m` es par y λ no es una (q
` + 1)-e´sima potencia en Fqm, entonces Qλ,` tiene rango
m y es de tipo I.
(c). Si 1
2
m` es impar y λ es una (q
` + 1)-e´sima potencia en Fqm, entonces Qλ,` tiene rango
m− 2(m, `) y es de tipo I.
(d). Si 1
2
m` es impar y λ no es una (q
` + 1)-e´sima potencia en Fqm, entonces Qλ,` tiene
rango m y es de tipo III.
Teorema 2.4.2 (Caracter´ıstica impar). Sea q impar y ` tal que m` =
m
(m,`)
es par y escribi-
mos λ = αt donde α un elemento primitivo de Fqm. Entonces:
(a). Si 1
2
m` es par y t ≡ 0 mod (q(m,`) + 1) entonces Qλ,` tiene rango m − 2(m, `) y es de
tipo III.
(b). Si 1
2
m` es par y t 6≡ 0 mod (q(m,`) + 1) entonces Qλ,` tiene rango m y es de tipo I.
(c). Si 1
2
m` es impar y t ≡ q(m,`)+12 mod (q(m,`) + 1) entonces Qλ,` tiene rango m− 2(m, `)
y es de tipo I.
(d). Si 1
2
m` es impar y t 6≡ q(m,`)+12 mod (q(m,`) + 1) entonces Qλ,` tiene rango m y es de
tipo III.
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Por lo tanto, si consideramos las sumas exponenciales SQλ,`(β) y SQλ,`,b(β), definidas en
la seccio´n anterior, obtenemos su distribucio´n cuando λ var´ıa en Fqm y ` en N. Como veremos
en el cap´ıtulo siguiente esta es la clave para poder calcular la distribucio´n de pesos de co´digos
c´ıclicos que se definen a partir de formas cuadra´ticas del estilo QR(x) = Trqm/q(xR(x)) donde
R(x) es un polinomio q-linealizado sobre Fqm .
Ahora fijamos notaciones que necesitaremos en los siguientes cap´ıtulos. Definamos el
subconjunto de elementos no nulos de Fqm que son potencias (q` + 1)-e´simas, es decir
T = Tm,` = {β(q`+1) : β ∈ F∗qm} (2.31)
y los subconjuntos de enteros positivos
T1 = T1(m, `) =
{
i ∈ {1, . . . , qm − 1} : i ≡ 0 (mo´d q(m,`) + 1)},
T2 = T2(m, `) =
{
i ∈ {1, . . . , qm − 1} : i ≡ q(m,`)+1
2
(mo´d q(m,`) + 1)
}
.
(2.32)
Adema´s, denotaremos a sus cardinales por
M = #T, M1 = #T1, M2 = #T2. (2.33)
Por u´ltimo, denotaremos de la siguiente manera a los cardinales de sus complementos con
respecto a F∗qm
M ′ = qm − 1−M, M ′1 = qm − 1−M1, M ′2 = qm − 1−M2. (2.34)
A continuacio´n calculamos estos nu´meros.
Lema 2.4.3. Sean M , M1 y M2 como en (2.33). Entonces
M =
qm − 1
(qm − 1, q` + 1) . (2.35)
Si adema´s q(m,`) + 1 | qm − 1 se tiene
M1 = M2 =
qm − 1
q(m,`) + 1
. (2.36)
Demostracio´n. Notar que si α es un elemento primitivo de Fqm , entonces T = 〈αq`+1〉, y por
lo tanto M = q
m−1
(qm−1,q`+1) .
Por otro lado, si k,N, s1, s2 son enteros no negativos tales que k | N y 0 ≤ s1, s2 ≤ k− 1,
entonces
#{i ∈ {1, . . . , N} : i ≡ s1 mod k} = #{i ∈ {1, . . . , N} : i ≡ s2 mod k} = Nk .
Por lo tanto, si q(m,`) + 1 | qm − 1, usando (2.32) con N = qm − 1 tenemos
M1 = M2 =
qm − 1
q(m,`) + 1
,
como quer´ıamos ver.
Cap´ıtulo 3
Distribuciones de pesos
Sea α un elemento primitivo de Fqm y ` un entero no negativo. En el an˜o 2009 K. Feng
y J. Luo ([13]) calcularon expl´ıcitamente la distribucio´n de pesos del co´digo c´ıclico reducible
de longitud n = pm − 1 con ceros
α−1 y α−(p
`+1)
con m/(m, `) un entero impar, usando sumas exponenciales asociadas a funciones planares
(tambie´n llamadas funciones perfectas no lineales o PN). En 2008, los mismos autores, usando
sumas exponenciales asociadas a formas cuadra´ticas, pudieron calcular la distribuciones de
los co´digos c´ıclicos reducibles con ceros
α−2, α−(p
`+1) y α−1, α−2, α−(p
`+1)
cuando (m, `) = 1 y p es un primo impar ([14], [15]).
Estos me´todos introducidos por Feng y Luo permitieron luego, a muchos otros autores,
calcular expl´ıcitamente la distribucio´n de pesos de co´digos c´ıclicos sobre Fp, cuando p es un
primo impar (ver [49], [50], [51], [52], [53], [54]). En este cap´ıtulo, usaremos los resultados
de formas cuadra´ticas y sumas exponenciales del Cap´ıtulo 2 para encontrar la distribucio´n
de pesos de varios co´digos c´ıclicos que tienen en comu´n el cero α−(p
`+1), en el caso m/(m, `)
par.
3.1. Pesos de co´digos definidos por formas cuadra´ticas
Los co´digos c´ıclicos CL, CL,0, CL,1 y CL,2
Consideremos L ⊂ Fqm [x] un Fqm-subespacio de dimensio´n finita formado por polinomios
q-linealizados, es decir
L = 〈xq`1 , xq`2 , . . . , xq`s 〉 ⊂ Fqm [x]
para ciertos enteros no negativos `1, . . . , `s. Definimos el co´digo
CL =
{
cR =
(
Trqm/q(xR(x))
)
x∈F∗qm
: R ∈ L
}
⊂ Fnq (3.1)
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con n = qm − 1 y los siguientes co´digos sobre Fq relacionados
CL,0 =
{
cR,b =
(
Trqm/q
(
xR(x)) + b
)
x∈F∗qm
: R ∈ L, b ∈ Fq
}
,
CL,1 =
{
cR(β) =
(
Trqm/q(xR(x) + βx)
)
x∈F∗qm
: R ∈ L, β ∈ Fqm
}
,
CL,2 =
{
cR,b(β) =
(
Trqm/q(xR(x) + βx) + b
)
x∈F∗qm
: R ∈ L, β ∈ Fqm , b ∈ Fq
}
.
(3.2)
Notar que cR,b = cR + b y cR,b(β) = cR(β) + b y que adema´s se tiene cR,0 = cR(0) = cR,
cR,b(0) = cR,b y cR,0(β) = cR(β). De aqu´ı, claramente tenemos
CL ⊂ CL,0 , CL,1 ⊂ CL,2.
Ya vimos en el cap´ıtulo anterior (Ejemplo 2.2.4) que si R es un polinomio q-linealizado,
entonces QR(x) = Trqm/q(xR(x)) es una forma cuadra´tica. Adema´s, todos estos co´digos
resultan c´ıclicos ya que son un caso particular de los co´digos c´ıclicos (1.6) presentados en el
Ejemplo 1.3.9.
En esta seccio´n encontraremos los pesos de co´digos c´ıclicos CL para ciertos conjuntos
L. Adema´s, encontraremos los pesos de otros co´digos relacionados con CL. Un problema
desafiante y ma´s complicado es encontrar la distribucio´n de pesos de estos co´digos.
A continuacio´n damos una lista de co´digos de tipo CL donde la distribucio´n de pesos esta´
resuelta completamente. Sea p un primo, q una potencia de un primo y m, ` ∈ N.
Lista de co´digos CL con Spec(CL) conocido.
(a) L = 〈x2`〉 ⊂ F2m [x] donde m(m,`) es impar ([26], 1971).
(b) L = 〈xp`〉 ⊂ Fpm [x] donde p es impar y m(m,`) es impar ([13], 2007).
(c) L = 〈xpi〉b
m−1
2
c
i=1 ⊂ Fpm [x] con p = 2 ([43], 1992).
(d) L = 〈x, xp`〉 ⊂ Fpm [x] donde p es impar y (m, `) = 1, m ≥ 3 ([14], [15], 2007 y 2008).
(e) L = 〈xp` , xp3`〉 ⊂ Fpm [x] donde p es impar ([50], [51], 2013 y 2014).
(f) L = 〈xq(2i−1)〉
m
4
i=1 ⊂ Fqm [x] con m ≥ 4, tal que v2(m) ≥ 2 ([53], 2013).
(g) L = 〈xq(2i−1) , xqm2 〉b
m
4
c
i=1 ⊂ Fqm [x] con m tal que v2(m) = 1 ([53], 2013).
(h) L = 〈x, x3, x32〉 ⊂ F3m [x] ([31], 2014).
En general, el ca´lculo de la distribucio´n de pesos no es un proceso “hereditario”, en el
sentido que conocer la distribucio´n de un co´digo no nos dice nada sobre la distribucio´n de
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pesos de sus subco´digos. Por lo tanto, es factible considerar otros subconjuntos L contenidos
en algunos de los ya conocidos.
En las pro´ximas secciones vamos a trabajar con un subespacio particular de polinomios
linealizados, a saber L = 〈xq`〉, con q potencia de un primo, y resolveremos el problema de la
distribucio´n de pesos de CL, CL,0, CL,1 y CL,2 cuando m(m,`) es par, en todas las caracter´ısticas.
Esto completa el caso de los items (a) y (b) de la lista anterior.
A continuacio´n, vamos a calcular la expresio´n de los pesos de los co´digos CL, CL,0, CL,1
y CL,2 con L arbitrario y veremos que, en algunos casos favorables, es posible encontrar
expresiones de las distribuciones de pesos de otros co´digos c´ıclicos relacionados con CL, en
te´rminos de invariantes de las formas cuadra´ticas usadas para definir dichos co´digos.
3.1.1. Caracter´ıstica impar, co´digos CL y CL,0
Como vimos en el Cap´ıtulo 2, si Fq tiene caracter´ıstica impar el estudio de formas
cuadra´ticas de m variables sobre Fq se facilita, ya que en este caso toda forma cuadra´tica Q
se puede “diagonalizar”, en el siguiente sentido: existe una Fq-base B de Fqm y constantes
α1, . . . , αr ∈ Fq, donde r es el rango de Q, tal que si x ∈ Fqm tiene vector de coordenadas
[x]B = (x1, . . . , xm), entonces
Q(x) = α1x
2
1 + α2x
2
2 + · · ·+ αrx2r.
Recordemos que denotamos por ∆ = α1 · · ·αr al determinante de la forma cuadra´tica Q.
El siguiente teorema nos dice co´mo son los pesos de CL.
Teorema 3.1.1. Sea q una potencia de un primo impar. Consideremos CL como en (3.1),
donde L ⊂ Fqm [x] es un subespacio de dimensio´n finita de polinomios q-linealizados. El peso
de cR ∈ CL esta´ dado por
w(cR) =
{
qm − qm−1 − η(−1) r2η(∆)(qm− r2 − qm− r2−1) si r es par,
qm − qm−1 si r es impar, (3.3)
donde r = rR es el rango de la forma cuadra´tica QR(x) = Trqm/q(xR(x)) y η es el cara´cter
cuadra´tico de Fq. En particular, q − 1 | w(cR) para todo cR ∈ CL.
Nota. Un co´digo tal que todas sus palabras son divisibles por un entero positivo d, es llamado
d-divisible. En este caso, el co´digo CL es (q − 1)-divisible.
Demostracio´n. Sea cR = (Trqm/q(xR(x)))x∈F∗qm una palabra de CL. Como q es impar y R
es un polinomio q-linealizado, entonces QR(x) = Trqm/q(xR(x)) es una forma cuadra´tica
diagonalizable. Supongamos que QR tiene rango r ≤ m, entonces existe una Fq-base B de
Fqm y constantes α1, . . . αr ∈ Fq tales que si x ∈ Fqm tiene vector de coordenadas [x]B =
(x1, . . . , xm) entonces
QR(x) = α1x
2
1 + α2x
2
2 + · · ·+ αrx2r.
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Luego
w(cR) = #{x ∈ F∗qm : QR(x) 6= 0} = qm − 1−#{x ∈ F∗qm : QR(x) = 0}.
Notar que QR(0) = 0, por lo tanto si denotamos ZR = #{x ∈ Fqm : QR(x) = 0}, entonces
w(cR) = q
m − ZR.
Denotemos por N a la cantidad de soluciones (x1, . . . , xr) ∈ Frq de la ecuacio´n diagonal
α1x
2
1 + α2x
2
2 + · · ·+ αrx2r = 0.
Por el Corolario 2.1.13, tenemos que
N =
{
qr−1 + η((−1) r2α1 · · ·αr)(q r2 − q r−22 ) si r es par,
qr−1 si r es impar,
donde η es el cara´cter cuadra´tico de Fq. Notar que
ZR = #{(x1, . . . , xm) ∈ Fmq : α1x21 + α2x22 + · · ·+ αrx2r = 0},
entonces
ZR = q
m−rN =
{
qm−1 + η(−1) r2η(∆)(qm− r2 − qm− r2−1) si r es par,
qm−1 si r es impar.
Por lo tanto, como w(cR) = q
m−ZR, se obtiene (3.3) como quer´ıamos demostrar. La u´ltima
afirmacio´n del enunciado es evidente de (3.3).
De manera ana´loga es posible encontrar los pesos de las palabras del co´digo CL,0.
Teorema 3.1.2. Sea q una potencia de un primo impar. Consideremos CL,0 como en (3.2),
donde L ⊂ Fqm [x] es un subespacio de dimensio´n finita de polinomios q-linealizados. El peso
de cR,b ∈ CL,0 con b 6= 0 esta´ dado por
w(cR,b) =

qm − 1 si R = 0,
qm − qm−1 − η(−1) r+12 η(b∆) qm− r+12 − 1 si r es impar y R 6= 0,
qm − qm−1 + η(−1) r2 η(∆) qm− r2−1 − 1 si r es par y R 6= 0,
donde r = rR es el rango de la forma cuadra´tica QR(x) = Trqm/q(xR(x)) y η es el cara´cter
cuadra´tico de Fq.
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3.1.2. Rangos pares
En esta subseccio´n, analizaremos la distribucio´n de pesos de todos co´digos relacionados
con CL para familias de polinomios linealizados que cumplen un cierta propiedad de paridad.
Definicio´n 3.1.3. Una familia L ⊂ Fqm [x] de polinomios q-linealizados se dice que satisface
la propiedad de paridad (o simplemente que es de paridad) si la forma cuadra´tica QR(x) =
Trqm/q(xR(x)) es de rango par para todo R ∈ L.
Notar que si L es de paridad, entonces toda subfamilia L′ ⊂ L tambie´n lo es. Veremos
que algunas familias L de la lista anterior satisfacen esta propiedad de paridad.
En los siguientes ejemplos, q es una potencia de un primo y m, ` son enteros positivos.
Ejemplo 3.1.4. Consideremos la familia L` = 〈xq`〉 ⊂ Fqm [x].
(i) Si m/(m, `) es par (luego m es par), los Teoremas 2.4.1 y 2.4.2 aseguran que Qγ(x) =
Trqm/q(γx
q`) tiene rango m o´ m− 2(m, `), lo que implica que L` es de paridad.
(ii) Si m/(m, `) es impar, la familia L` no es necesariamente de paridad, ya que las formas
cuadra´ticas inducidas tiene siempre rango m. Sin embargo, L` resulta de paridad cuando
1 ≤ v2(m) ≤ v2(`) ([27], [28]). ♦
Ejemplo 3.1.5. Consideremos L`,3` = 〈xp` , xp3`〉 ⊂ Fpm [x] tal que m/(m, `) es par y p es un
primo impar. En [51] los autores probaron que QR tiene rango par para todo R ∈ L`,3` y por
lo tanto este conjunto satisface la propiedad de paridad. ♦
Ejemplo 3.1.6. Consideremos L`,(2k−1)` = 〈xp` , xp(2k−1)`〉 ⊂ Fpm [x] con k ∈ N tal que
m/(m, `) es par y p es un primo impar. Usando me´todos ana´logos a los usados en [51],
se puede probar que este conjunto satisface la propiedad de paridad. ♦
El siguiente ejemplo generaliza a los anteriores con q potencia del primo p, cuando el
entero ` que aparece en dichos ejemplos es impar.
Ejemplo 3.1.7. Consideremos L`1,...,`u = 〈xq`1 , . . . , xq`u 〉 ⊂ Fqm [x] con m par tal que los
enteros
1 ≤ `1 < `2 < · · · < `u ≤ 2bm4 c − 1
son todos impares. En [53] se prueba que QR tiene rango par para todo R ∈ L`1,...,`u y por
lo tanto L`1,...,`u satisface la propiedad de paridad. En particular,
L1,3,5,...,2t−1 = 〈xq, xq3 , xq5 , . . . , xq2t−1〉 ⊂ Fq4t [x]
resulta una familia de paridad para todo t ∈ N. ♦
Sea L una familia de polinomios q-linealizados que satisface la propiedad de paridad.
Los Teoremas 2.2.11 y 2.2.12, que dan la clasificacio´n de formas cuadra´ticas, nos dicen que
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QR(x) = Trq/p(xR(x)) es de tipo I o´ de tipo III para todo R ∈ L. Por lo tanto, para r ∈ N,
definimos los conjuntos
Kr = {R ∈ L : QR tiene rango r},
Kr,1 = {R ∈ Lr {0} : QR tiene rango r y es de tipo I},
Kr,2 = {R ∈ Lr {0} : QR tiene rango r y es de tipo III}.
(3.4)
Obviamente se tiene que K0 = {0} y por otro lado Kr = Kr,1 unionsqKr,2 cuando r > 0. Denota-
remos a sus cardinales respectivamente con
Mr,1 = #Kr,1, Mr,2 = #Kr,2, (3.5)
donde adema´s ponemos
Mr = #Kr.
Notar que M0 = 1 y adema´s cuando r > 0 tenemos que
Mr = Mr,1 +Mr,2. (3.6)
Tambie´n necesitaremos el conjunto
RL = {r ∈ Z≥0 : existe R ∈ L con QR de rango r} (3.7)
y R∗L = RL r {0}. Estos conjuntos son claves para encontrar las distribuciones de pesos de
los co´digos c´ıclicos CL, CL,0, CL,1 y CL,2.
Distribucio´n de pesos de CL
Para cR ∈ CL y c ∈ F∗q, consideremos los nu´meros
NR(c) = #
{
x ∈ F∗qm : QR(x) = c
}
(3.8)
donde ` ∈ N, λ ∈ Fqm y c ∈ F∗q. Notar que NR(c) es igual a NQR(c), definido en (2.16) para
la forma cuadra´tica QR. Luego, el peso de cR esta´ dado por
w(cR) =
∑
c∈F∗q
NR(c). (3.9)
A continuacio´n calculamos los nu´meros NR(c) y tambie´n los pesos de CL.
Lema 3.1.8. Sea L una familia de polinomios q-linealizados con la propiedad de paridad.
Si R ∈ L y QR es la forma cuadra´tica asociada a R, entonces para c ∈ F∗q se tiene
NR(c) = q
m−1 − qm− r2−1, (3.10)
donde r y  son el rango y el tipo de QR. Los pesos del co´digo CL definido en (3.1) son
w(cR) = q
m − qm−1 − (q − 1)qm− r2−1. (3.11)
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Demostracio´n. Como L satisface la propiedad de paridad, QR debe tener rango r par y por
los Teoremas 2.2.11 y 2.2.12 de clasificacio´n de formas cuadra´ticas, tenemos que
NR(c) = q
m−1 + ν(c)qm−
r
2
−1
donde ν(c) es la funcio´n que vale −1 si c ∈ F∗q y q−1 si c = 0, por lo tanto obtenemos (3.10)
como quer´ıamos demostrar.
Notar que los valoresNR(c) no dependen de c cuando c 6= 0 y, como wH(cR) =
∑
c∈F∗q NR(c),
entonces
w(cR) = (q − 1)NR(c) = qm − qm−1 − (q − 1)qm− r2−1
como quer´ıamos demostrar.
Este u´ltimo lema nos permite calcular el enumerador de pesos completo de CL y por lo
tanto su espectro.
Teorema 3.1.9. Sean q una potencia de un primo, L ⊂ Fqm [x] un Fqm-subespacio de di-
mensio´n finita conteniendo solamente polinomios q-linealizados que satisfacen la propiedad
de paridad y CL el co´digo c´ıclico definido en (3.1). El enumerador de pesos completo de CL
esta´ dado por
WL(z0, . . . , zq−1) = zn0 +
∑
i=1,2
∑
r∈RL
Mr,i z
a0(r,i)
0 z
a1(r,i)
1 · · · za1(r,i)q−1
donde Mr,i y RL esta´n definidos en (3.5) y (3.7) y adema´s
a0(r, i) = q
m−1 + (−1)i+1(q − 1)qm− r2−1 − 1 y a1(r, i) = qm−1 + (−1)iqm− r2−1.
En particular, evaluando el polinomio WL en (1, t, . . . , t) obtenemos la distribucio´n de
pesos del co´digo CL (ver Tabla 3.1) y por lo tanto CL.
Demostracio´n. Sea R ∈ L. Notar que los monomios del enumerador de pesos completos no
nulos son o bien de la forma
z
NR(0)
0
q−1∏
j=1
z
NR(c)
j
cuando R 6= 0 con c algu´n elemento no nulo de Fq, ya que los valores NR(c) no dependen de
c; o bien son el monomio zn0 correspondiente a la palabra cero. Usando la definicio´n de los
nu´meros Mr,i y el lema anterior obtenemos el enumerador de pesos completo de CL.
Tabla 3.1: Distribucio´n de pesos de CL.
Pesos posibles Frecuencias
0 1
qm − qm−1 + (−1)i(q − 1)qm− r2−1 Mr,i
En la tabla, r var´ıa en RL e i = 1, 2.
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Distribucio´n de pesos de CL,0
Ahora consideremos el co´digo c´ıclico CL,0 definido en (3.2) con L una familia de polinomios
linealizados satisfaciendo la propiedad de paridad.
Para calcular la distribucio´n de pesos de CL,0 consideremos cR,b ∈ CL,0 con R ∈ L y
b ∈ Fq. Si R = 0, entonces tenemos que
w(cR,b) =
{
0 si b = 0,
qm − 1 si b 6= 0.
Supongamos entonces que R 6= 0. Notar que si b = 0, entonces
cR,b = cR ∈ CL
y por lo tanto su peso esta´ dado por (3.11) del Lema 3.1.8, en este caso. Para encontrar los
pesos restantes, notar que
w(cR,b) = q
m − 1−NR(−b)
donde NR(−b) es como en (3.8). Por el Lema 3.1.8, obtenemos que
w(cR,b) = q
m − qm−1 + qm− r2−1 − 1 si b 6= 0,
donde  y r son el tipo y el rango de la forma cuadra´tica QR.
Por lo tanto obtenemos que los pesos posibles para cR,b estan dados por
w(cR,b) =

0 si R = 0, b = 0,
qm − 1 si R = 0, b 6= 0,
qm − qm−1 − (q − 1)qm− r2−1 si R 6= 0, b = 0,
qm − qm−1 + qm− r2−1 − 1 si R 6= 0, b 6= 0,
(3.12)
donde  y r son el tipo y el rango de la forma cuadra´tica QR. Luego, tenemos el siguiente
resultado.
Teorema 3.1.10. Sea q una potencia de un primo. Sea L ⊂ Fqm [x] un Fqm-subespacio de
dimensio´n finita conteniendo solamente polinomios q-linealizados que satisfacen la propiedad
de paridad y CL,0 es el co´digo c´ıclico definido en (3.2). Entonces, la distribucio´n de pesos del
co´digo CL,0 esta´ dado por la Tabla 3.2, donde Mr,i y RL son como en (3.5) y (3.7).
Demostracio´n. Sea cR,b una palabra de CL,0. Supongamos que la forma cuadra´tica asociada
QR tiene rango r y tipo R respectivamente, y sean Kr,1 y Kr,2 como en (3.4). Por definicio´n
Mr,i = #Kr,i y como L satisface la propiedad de paridad, obtenemos que
R =
{
1 si R ∈ Kr,1,
−1 si R ∈ Kr,2.
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Entonces R = (−1)i+1 si R ∈ Kr,i, i = 1, 2. Luego, por la igualdad (3.12), obtenemos
w(cR,b) =

0 si b = 0, R = 0,
qm − 1 si b 6= 0, R = 0,
qm − qm−1 + (−1)i(q − 1)qm− r2−1 si b = 0, R ∈ Kr,i,
qm − qm−1 + (−1)i+1qm− r2−1 − 1 si b 6= 0, R ∈ Kr,i,
con i = 1, 2. Contando la cantidad de posibilidades en cada caso, obtenemos la Tabla 3.2.
Tabla 3.2: Distribucio´n de pesos de CL,0.
Pesos posibles Frecuencias
0 1
qm − qm−1 + (−1)i(q − 1)qm− r2−1 Mr,i
qm − 1 q − 1
qm − qm−1 + (−1)i+1qm− r2−1 − 1 Mr,i(q − 1)
En la tabla, r var´ıa en RL e i = 1, 2.
Distribucio´n de pesos de CL,1 y CL,2
Veamos la expresio´n de los pesos de las palabras de CL,1 definido en (3.2). Por la ortogo-
nalidad de los caracteres (ver (2.1), (2.2)), se tiene que
w(cR(β)) = q
m − 1−#{x ∈ F∗qm : QR(x) + Trqm/q(βx) = 0}
= qm − 1− 1
q
∑
a∈Fq
∑
x∈F∗qm
ζ
Trq/p(a(QR(x)+Trqm/q(βx)))
p
= qm − 1− 1
q
{∑
a∈Fq
∑
x∈Fqm
ζ
Trq/p(a(QR(x)+Trqm/q(βx)))
p − q
}
= qm − 1− 1
q
{∑
a∈F∗q
∑
x∈Fqm
ζ
Trq/p(a(QR(x)+Trqm/q(βx)))
p + q
m − q}.
Por lo tanto,
w(cR(β)) = q
m − qm−1 − 1
q
SQR(β), (3.13)
donde SQR es como en (2.25). De la misma forma, cuando b 6= 0, tenemos
w(cR,b(β)) = q
m − qm−1 − 1− 1
q
SQR,b(β). (3.14)
Notar que si R = 0, entonces QR = 0 y por lo tanto
w(c0(β)) = q
m − qm−1
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para todo β 6= 0.
Por u´ltimo, cuando R y β son nulos entonces w(c0,b(0)) = q
m− 1 si b 6= 0, ya que en este
caso la palabra no tiene ninguna coordenada nula.
La discusio´n anterior y la Proposicio´n 2.3.5, nos permiten calcular expl´ıcitamente las
distribuciones de pesos de los co´digos CL,1 y CL,2.
Teorema 3.1.11. Sea L ⊂ Fqm [x] un Fqm-subespacio de dimensio´n finita conteniendo sola-
mente polinomios q-linealizados que satisfacen la propiedad de paridad. Sean Mr,1, Mr,2, Mr
y RL como en (3.5) y (3.7). Entonces, la distribucio´n de pesos de los co´digos c´ıclicos CL,1 y
CL,2, definidos en (3.2), esta´n dados por las Tablas 3.3 y 3.4, respectivamente.
Demostracio´n. Sea cR,b(β) ∈ CL2 , cuando b = 0 denotemos cR(β) = cR,0(β). Supongamos
que la forma cuadra´tica asociada QR tiene rango r y tipo R respectivamente, y sean Kr,1
y Kr,2 como en (3.4). Luego R = (−1)i+1 si R ∈ Kr,i, i = 1, 2. Por la discucio´n previa al
teorema y la Proposicio´n 2.3.5 obtenemos que
w(cR,b(β)) =

0 si b = 0, R = 0,
qm − qm−1 si b = 0, R ∈ Kr,i, para qm − qr β′s
qm − qm−1 + (−1)i(q − 1)qm− r2−1 si b = 0, R ∈ Kr,i, para qr−1 + (−1)i+1(q − 1)q r2−1 β′s
qm − qm−1 + (−1)i+1qm− r2−1 si b = 0, R ∈ Kr,i, para (qr−1 + (−1)iq r2−1)(q − 1)β′s
qm − 1 si b 6= 0, R = 0, β = 0
qm − qm−1 − 1 si b 6= 0, R ∈ Kr,i, para qm − qr β′s
qm − qm−1 + (−1)i(q − 1)qm− r2−1 − 1 si b 6= 0, R ∈ Kr,i, para qr−1 + (−1)iq r2−1 β′s
qm − qm−1 + (−1)i+1qm− r2−1 − 1 si b 6= 0, R ∈ Kr,i, para qr − qr−1 + (−1)i+1q r2−1 β′s
con i = 1, 2. Contando la cantidad de posibilidades obtenemos las distribuciones de pesos
buscadas.
Tabla 3.3: Distribucio´n de pesos de CL,1.
Pesos posibles Frecuencias
0 1
qm − qm−1 ∑r∈RLMr(qm − qr)
qm − qm−1 + (−1)i(q − 1)qm− r2−1 Mr,i(qr−1 + (−1)i+1(q − 1)q r2−1)
qm − qm−1 + (−1)i+1qm− r2−1 Mr,i(qr−1 + (−1)iq r2−1)(q − 1)
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Tabla 3.4: Distribucio´n de pesos de CL,2.
Pesos posibles Frecuencias
0 1
qm − qm−1 ∑r∈RLMr(qm − qr)
qm − qm−1 + (−1)i(q − 1)qm− r2−1 Mr,i(qr−1 + (−1)i+1(q − 1)q r2−1)
qm − qm−1 + (−1)i+1qm− r2−1 Mr,i(qr−1 + (−1)iq r2−1)(q − 1)
qm − 1 q − 1
qm − qm−1 − 1 (q − 1)∑r∈RLMr(qm − qr)
qm − qm−1 − 1 + (−1)i(q − 1)qm− r2−1 Mr,i(qr−1 + (−1)iq r2−1)(q − 1)
qm − qm−1 − 1 + (−1)i+1qm− r2−1 Mr,i(qr − qr−1 + (−1)i+1q r2−1)(q − 1)
En ambas tablas, r var´ıa en RL e i = 1, 2.
Nota. Las primeras filas de las Tablas 3.2 y 3.4 coinciden con las Tablas 3.1 y 3.3, respec-
tivamente. Adema´s si kL denota la dimensio´n de CL y kL,i para i = 0, 1, 2 y tenemos las
siguientes relaciones
kL,0 = kL + 1, kL,1 = kL +m, kL,2 = kL,1 + 1
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El co´digo irreducible C`
Consideremos C` el co´digo c´ıclico irreducible sobre Fq, cuyo polinomio de chequeo h`(x)
es el polinomio minimal de α−(q
`+1).
Por el Teorema de Delsarte, e´ste es el co´digo
C` =
{
c(λ) =
(
Trqm/q(λα
(q`+1)i)
)n−1
i=0
: λ ∈ Fqm
}
(3.15)
de longitud n con
n =
qm − 1
(qm − 1, q` + 1) .
Para conocer expl´ıcitamente la longitud del co´digo C` necesitamos saber el valor de
(qm − 1, q` + 1). Los siguientes lemas calculan exactamente este valor dependiendo de la
paridad de q. Sus pruebas son elementales. Denotaremos por v2 a la valuacio´n 2-a´dica.
Lema 3.2.1. Sea q = ps con p primo impar, entonces
(qm − 1, q` + 1) =
{
q(m,`) + 1 si v2(m) > v2(`),
2 si v2(m) ≤ v2(`).
Lema 3.2.2. Sea b un entero par, entonces
(bm − 1, b` + 1) =
{
b(m,`) + 1 si v2(m) > v2(`),
1 si v2(m) ≤ v2(`).
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Por lo tanto, si suponemos que m` = m/(m, `) es par, entonces n =
qm−1
q(m,`)+1
, ya que la
condicio´n v2(m) > v2(`) es equivalente a pedir que m` sea par.
Notar adema´s que en este caso q(m,`) + 1 | qm − 1, por el Lema 2.4.3 tenemos que
M = n en caracter´ıstica par,
M1 = M2 = n en caracter´ıstica impar,
(3.16)
donde M , M1 y M2 son los cardinales de los conjuntos T , T1 y T2 definidos en (2.31) y (2.32).
El siguiente Lema nos sera´ ut´ıl para ver que ciertas expresiones que aparecera´n son
enteros.
Lema 3.2.3. Sea q una potencia de un primo y sean m, ` enteros positivos tales que m` =
m/(m, `) sea par. Entonces
q(m,`) + 1 | qm2 + (−1) 12m`+1, q(m,`) + 1 | qm2 +(m,`) + (−1) 12m`
Demostracio´n. Notar que como m` =
m
(m,`)
es par, entonces (m, `) = (m
2
, `). Por lo tanto
(m, `) | m
2
. Sean k, t enteros positivos tales que k | t. Luego, como qk ≡ −1 (mo´d qk + 1)
entonces (qk)
t
k ≡ (−1) tk (mo´d qk + 1) y por lo tanto
qt ≡ (−1) tk (mo´d qk + 1).
Tomando t = m
2
y k = (m, `) obtenemos que
q
m
2 + (−1) 12m`+1 ≡ 0 (mo´d q(m,`) + 1)
como quer´ıamos demostrar. Teniendo en cuenta que q(m,`) ≡ −1 (mo´d q(m,`) + 1), entonces
q
m
2
+(m,`) + (−1) 12m` ≡ 0 (mo´d q(m,`) + 1).
Concluyendo as´ı la demostracio´n.
Hay una estrecha relacio´n entre el co´digo irreducible C` y el co´digo CL` definido a partir
de la familia de polinomios linealizados L` = 〈xq`〉 como en (3.1). Resulta que CL` se obtiene
tomando (qm−1, q`+1) = q(m,`) +1 copias de C`, por lo tanto si Rλ,`(x) = λxq` con λ ∈ Fqm ,
entonces
w(c(λ)) =
w(cRλ,`)
q(m,`) + 1
.
Del mismo modo, podemos considerar los nu´meros
Nλ,`(c) = #
{
0 ≤ i ≤ n− 1 : Trqm/q(λα(q`+1)i) = c
}
donde c ∈ F∗q, y obtenemos que
Nλ,`(c) =
NRλ,`(c)
q(m,`) + 1
.
Los Teoremas 2.4.1 y 2.4.2 implican que la familia L` satisface la propiedad de paridad
y como consecuencia del Teorema 3.1.8 obtenemos el siguiente resultado.
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Teorema 3.2.4. Sea q una potencia de un primo. Sean m y ` enteros positivos tales que
m` =
m
(m,`)
es par. Entonces, C` es un [n,m, d]-co´digo con n = qm−1q(m,`)+1 y d = n(q − 1)d′ con
d′ =
{
1− q−m2 si 1
2
m` es par,
1− q(m,`)−m2 si 1
2
m` es impar.
El enumerador de pesos completo de C` esta´ dado por:
WC`(z0, . . . , zq−1) = z
n
0 + nz
a0
0 z
a1
1 · · · za1q−1 + (qm − 1− n)za
′
0
0 z
a′1
1 · · · za
′
1
q−1
donde
a0 = n− (q−1)qm−1q(m,`)+1 (1 + (−1)
1
2
m` q(m,`)−
m
2 ), a1 =
qm−1
q(m,`)+1
(1 + (−1) 12m` q(m,`)−m2 ),
a′0 = n− (q−1)q
m−1
q(m,`)+1
(1 + (−1) 12m`+1 q−m2 ), a′1 = q
m−1
q(m,`)+1
(1 + (−1) 12m`+1 q−m2 ),
.
En particular, C` tiene enumerador de pesos
WC`(x) = 1 + nx
(q−1)a1 + (qm − 1− n)x(q−1)a′1 .
Por lo tanto el co´digo C` es (q − 1)-divisible.
Sabemos que por definicio´n ai, a
′
i deben ser enteros, sin embargo esto no es claro de
sus expresiones. Veamos, pues, que este es el caso. Notemos que a0 = n − (q − 1)a1 y
a′0 = n− (q − 1)a′1. Por lo tanto, basta probar que a1 y a′1 son enteros.
Primero consideremos
a′1 =
qm−1
q(m,`)+1
(1 + (−1) 12m`+1 q−m2 ) = qm−1+(−1)
1
2m`+1q
m
2 −1
q(m,`)+1
= q
m
2
−1 qm2 +(−1) 12m`+1
q(m,`)+1
Por Lema 3.2.3, tenemos que a′1 ∈ N .
Ahora consideremos
a1 =
qm−1
q(m,`)+1
(1 + (−1) 12m` q(m,`)−m2 ) = qm2 −1 q
m
2 +(−1) 12m` q(m,`)
q(m,`)+1
Notemos que
q
m
2 + (−1) 12m` q(m,`) = (qm2 + (−1) 12m`+1) + (−1) 12m`(q(m,`) + 1).
Por lo tanto, q(m,`) + 1 | qm2 + (−1) 12m` q(m,`), mostrando as´ı que a1 es entero tambie´n.
El co´digo C`,0
Ahora consideremos el co´digo C`,0, cuyo polinomio de chequeo es
h0(x) = (x− 1)mα−(2`+1)(x)
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Tabla 3.5: Distribucio´n de pesos de C`.
Pesos posibles Frecuencias
0 1
qm − qm−1 + (−1) 12m`(q − 1)qm2 +(m,`)−1
q(m,`) + 1
n
qm − qm−1 + (−1) 12m`+1(q − 1)qm2 −1
q(m,`) + 1
qm − 1− n
donde m
α−(2`+1)(x) es el polinomio minimal de α
−(2`+1). En este caso, por el Teorema de
Delsarte, C`,0 es el co´digo traza siguiente
C`,0 =
{
c(λ, b) =
(
Trqm/q(λα
i(q`+1)) + b
)n−2
i=0
: λ ∈ Fqm , b ∈ Fq
}
(3.17)
con
n =
qm − 1
δ
y δ = (qm − 1, q` + 1).
Notar que el co´digo C` es un subco´digo de C`,0, ya que c(λ, b) = c(λ)+b. Si nos restringimos
al caso m` = m/(m, `) par, obtenemos que n =
qm−1
q(m,`)+1
, por los Lemas 3.2.1 y 3.2.2.
Al igual que sucede con C` y CL` , existe la misma relacio´n entre C`,0 y CL`,0 en el sentido
que CL`,0 se obtiene con (qm − 1, q` + 1) = q(m,`) + 1 copias de C`,0.
Por razonamientos ana´logos al caso de C`, podemos encontrar la distribucio´n de pesos de
C`,0 como consecuencia del Teorema 3.1.10.
Teorema 3.2.5. Sea q una potencia de algu´n primo. Sean m y ` enteros positivos tales que
m` =
m
(m,`)
es par. Entonces C`,0 es un [n,m+ 1, d]-co´digo, donde
n =
qm − 1
q(m,`) + 1
y d =
qm − qm−1 − d′
q(m,`) + 1
con d′ = q
m
2
+(m,`)−1 + 1 o´ d′ = (q − 1)qm2 +(m,`)−1 dependiendo si 1
2
m` es par o´ impar,
respectivamente. La distribucio´n de pesos de C`,0 esta´ dada por la Tabla 3.6.
Demostracio´n. Sean c(λ, b) = c(λ) + b y cRλ,b palabras de C`,0 y CL`,0, respectivamente,
donde λ ∈ Fqm , b ∈ Fq, Rλ(x) = λxq` y L` = 〈xq`〉 ⊂ Fqm [x]. Como CL`,0 se obtiene con
(qm − 1, q` + 1) copias de C`,0, tenemos que
w(c(λ) + b) =
w(cRλ,b)
(qm − 1, q` + 1) ,
como m` es par por hipo´tesis, por los Lemas 3.2.1 y 3.2.2 tenemos que
w(c(λ) + b) =
w(cRλ,b)
q(m,`) + 1
.
45 3.3. La distribucio´n de pesos de C`,1 y C`,2
Notar que la forma cuadra´tica asociada a Rλ es exactamente
QRλ(x) = Trqm/q(λx
q`+1) = Qλ(x)
donde Qλ,` es la forma cuadra´tica (2.30), por lo tanto los Teoremas 2.4.1 y 2.4.2 implican
que L` satisface la propiedad de paridad, por lo tanto el Teorema 3.1.10 implica que para
encontrar la distribucio´n de pesos de C`,0, so´lo basta encontrar el conjunto RL` as´ı como
tambie´n los nu´meros Mr,i.
Los Teoremas 2.4.1 y 2.4.2, implican que
RL` = {m, m− 2(m, `)}.
Si M , M ′, M1, M ′1 M2 y M
′
2 son los nu´meros definidos en (2.33) y (2.34), tenemos que
Mm,2 = Mm−2(m,`),1 = 0, Mm,1 = M ′, Mm−2(m,`),2 = M si q par, 12m` par,
Mm,1 = Mm−2(m,`),2 = 0, Mm−2(m,`),1 = M , Mm,2 = M ′ si q par, 12m` impar,
Mm,2 = Mm−2(m,`),1 = 0, Mm,1 = M ′1, Mm−2(m,`),2 = M1 si q impar,
1
2
m` par,
Mm,1 = Mm−2(m,`),2 = 0, Mm−2(m,`),1 = M2, Mm,2 = M ′2 si q impar,
1
2
m` impar.
Como m` es par, entonces (q
m−1, q`+1) = q(m,`) +1. Como adema´s q(m,`) +1 | qm−1, el
Lema 2.4.3 implica que M = n en caracter´ıstica par y adema´s M1 = M2 = n en caracter´ıstica
impar.
Teniendo en cuenta que la variacio´n de los tipos de las formas cuadra´ticas Qλ,` depende
de la paridad de 1
2
m`, esto en te´rminos de la variable i que aparece en las Tablas 3.3 y 3.4 es
(−1)i =
{
(−1) 12m` si r = m− 2(m, `)
(−1) 12m`+1 si r = m.
(3.18)
Notar que estas u´ltimas igualdades se dan en cualquier caracter´ıstica. Luego, usando el
Teorema 3.1.10 obtenemos la tabla buscada.
Con respecto a los para´metros del co´digo C`,0, la longitud del co´digo ya la sab´ıamos por
el Teorema de Delsarte y la dimensio´n se encuentra calculando el grado del polinomio de
chequeo, el cual tiene grado m+1. Por u´ltimo, la distancia del co´digo se encuentra observando
la Tabla 3.5. Esto concluye la demostracio´n.
3.3. La distribucio´n de pesos de C`,1 y C`,2
Sea α un elemento primitivo de Fqm . Consideremos los polinomios
h1(x)h2(x) y (x− 1)h1(x)h2(x),
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Tabla 3.6: Distribucio´n de pesos de C`,0.
Pesos posibles Frecuencias
0 1
qm − 1
q(m,`) + 1
q − 1
qm − qm−1 + (−1) 12m`(q − 1)qm2 +(m,`)−1
q(m,`) + 1
n
qm − qm−1 + (−1) 12m`+1(q − 1)qm2 −1
q(m,`) + 1
qm − 1− n
qm − qm−1 + (−1) 12m`+1qm2 +(m,`)−1 − 1
q(m,`) + 1
n(q − 1)
qm − qm−1 + (−1) 12m`qm2 −1 − 1
q(m,`) + 1
(qm − 1− n)(q − 1)
donde h1(x) y h2(x) son los polinomios minimales de α
−1 y α−(q
`+1) sobre Fq, respectiva-
mente. Por el Teorema de Delsarte, el co´digo con polinomio de chequeo h1(x)h2(x) es
C`,1 =
{
c(β, λ) =
(
Trqm/q(βx+ λx
q`+1)
)
x∈F∗qm
}
β,λ∈Fqm
(3.19)
y el co´digo con polinomio de chequeo (x− 1)h1(x)h2(x) es
C`,2 =
{
c(β, λ) + b =
(
Trqm/q(βx+ λx
q`+1) + b
)
x∈F∗qm
}
β,λ∈Fqm ,b∈Fq
. (3.20)
Notar que C`,1 = CL`,1 y C`,2 = CL`,2 donde
L` = 〈xq`〉 ⊂ Fqm [x].
Por los Teoremas 2.4.1 y 2.4.2 tenemos que L` satisface la propiedad de paridad cuando
m/(m, `) es par. Por lo tanto, es posible usar el Teorema 3.1.11 para calcular la distribucio´n
de pesos de los co´digos C`,1 y C`,2.
Teorema 3.3.1. Sea q una potencia de un primo y sean m, ` enteros positivos tales que
m` = m/(m, `) es par. Entonces, las distribuciones de pesos de los co´digos C`,1 y C`,2 esta´n
dadas por las Tablas 3.7 y 3.8, donde n = q
m−1
q(m,`)+1
.
Demostracio´n. Por el Teorema 3.1.11, so´lo basta calcular los valores Mr,1, Mr,2 y el conjunto
RL` definidos en (3.5) y (3.7). Por el Teorema 2.4.1 y 2.4.2 si m` es par, entonces
RL` = {m, m− 2(m, `)}.
Sean T , T1 y T2 como en (2.31) y (2.32), sean M , M1 ,M2, M
′, M ′1 y M
′
2 los cardinales de
T , T1 y T2 y de sus respectivos complementos con respecto a F∗qm (ver (2.33) – (2.34)).
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En caracter´ıstica par, el Teorema 2.4.1, implica que si 1
2
m` es par, entonces
Mm,2 = Mm−2(m,`),1 = 0, Mm,1 = M ′, Mm−2(m,`),2 = M si 12m` es par,
Mm,1 = Mm−2(m,`),2 = 0, Mm−2(m,`),1 = M , Mm,2 = M ′ si 12m` es impar.
Por otro lado, en caracter´ıstica impar, el Teorema 2.4.2 implica que
Mm,2 = Mm−2(m,`),1 = 0, Mm,1 = M ′1, Mm−2(m,`),2 = M1 si
1
2
m` es par,
Mm,1 = Mm−2(m,`),2 = 0, Mm−2(m,`),1 = M2, Mm,2 = M ′2 si
1
2
m` es impar.
Por Lema 2.4.3, tenemos que M = q
m−1
(qm−1,q`+1) y por el Lema 3.2.2, tenemos que
M =
qm − 1
q(m,`) + 1
= n
y adema´s
M ′ = qm − 1− qm−1
q(m,`)+1
= nq(m,`).
Por otro lado el Lema 3.2.1, implica que M1 = M2 = n, ya que en este caso q
(m,`) +1 | qm−1
en caracter´ıstica impar. Adema´s
M ′1 = M
′
2 = q
m − 1− qm−1
q(m,`)+1
= nq(m,`).
Teniendo en cuenta que la variacio´n de los tipos de las formas cuadra´ticas Qλ,` depende de
la paridad de 1
2
m`, esto en te´rminos de la variable i que aparece en la Tabla 3.2 significa
que (−1)i es como en (3.18). Notar que estas igualdades se dan en cualquier caracter´ıstica.
Usando las Tablas 3.3 y 3.4, obtenemos la distribucio´n de pesos de los co´digos C`,1 y C`,2.
Notar que los pesos del co´digo C`,1 so´lo dependen de (m, `). Por lo tanto, si (m, `) = 1, los
pesos del co´digo C`,1 son exactamente los pesos tomando ` = 1. En el caso binario (q = 2),
este co´digo es el dual del co´digo BCH 2-corrector.
Corolario 3.3.2. Sea q = 2 y sean m, ` enteros positivos tales que m es par y (m, `) = 1.
Entonces la distribucio´n de pesos del co´digo binario C`,1 es igual a la distribucio´n de pesos
del dual del co´digo BCH 2-corrector.
Tabla 3.7: La distribucio´n de pesos de C`,1.
Pesos posibles Frecuencias
0 1
qm − qm−1 n(qm − qm−2(m,`)) + qm − 1
qm − qm−1 + (−1) 12m`+1(q − 1)qm2 −1 nq(m,`)(qm−1 + (−1) 12m`(q − 1)qm2 −1)
qm − qm−1 + (−1) 12m`(q − 1)qm2 +(m,`)−1 n(qm−1−2(m,`) + (−1) 12m`+1(q − 1)qm2 −(m,`)−1)
qm − qm−1 + (−1) 12m`qm2 −1 nq(m,`)(qm−1 + (−1) 12m`+1qm2 −1)(q − 1)
qm − qm−1 + (−1) 12m`+1qm2 +(m,`)−1 n(qm−1−2(m,`) + (−1) 12m`qm2 −(m,`)−1)(q − 1)
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Tabla 3.8: La distribucio´n de pesos de C`,2.
Pesos posibles Frecuencias
0 1
qm − qm−1 − 1 n(qm − qm−2(m,`))(q − 1) + (qm − 1)(q − 1)
qm − qm−1 + (−1) 12m`+1(q − 1)qm2 −1 − 1 nq(m,`)(qm−1 + (−1) 12m`+1qm2 −1)(q − 1)
qm − qm−1 + (−1) 12m`(q − 1)qm2 +(m,`)−1 − 1 n(qm−1−2(m,`) + (−1) 12m`qm2 −(m,`)−1)(q − 1)
qm − qm−1 + (−1) 12m`qm2 −1 − 1 nq(m,`)(qm − qm−1 + (−1) 12m`qm2 −1)(q − 1)
qm − qm−1 + (−1) 12m`+1qm2 +(m,`)−1 − 1 n(qm−2(m,`) − qm−1−2(m,`) + (−1) 12m`+1qm2 −(m,`)−1)(q − 1)
qm − 1 q − 1
qm − qm−1 n(qm − qm−2(m,`)) + qm − 1
qm − qm−1 + (−1) 12m`+1(q − 1)qm2 −1 nq(m,`)(qm−1 + (−1) 12m`(q − 1)qm2 −1)
qm − qm−1 + (−1) 12m`(q − 1)qm2 +(m,`)−1 n(qm−1−2(m,`) + (−1) 12m`+1(q − 1)qm2 −(m,`)−1)
qm − qm−1 + (−1) 12m`qm2 −1 nq(m,`)(qm−1 + (−1) 12m`+1qm2 −1)(q − 1)
qm − qm−1 + (−1) 12m`+1qm2 +(m,`)−1 n(qm−1−2(m,`) + (−1) 12m`qm2 −(m,`)−1)(q − 1)
3.4. Otras distribuciones de pesos
En esta seccio´n veremos como aplicar los resultados sobre co´digos definidos a partir de
familias de polinomios linealizados satisfaciendo la propiedad de paridad, analizando las
papers [50] y [51].
3.4.1. Co´digos a partir de L`,3`
Consideremos la familia
L`,3` = 〈xp` , xp3`〉 ⊂ Fpm [x]
con p primo impar y m` = m/(m, `) par.
En el siguiente teorema resumimos en nuestra notacio´n resultados probados en [50]. E´ste
nos dice exactamente co´mo se distribuyen los rangos y los tipos de las formas cuadra´ticas
definidas a partir de los polinomios linealizados de L`,3`.
Teorema 3.4.1 ([50]). Sea p un primo impar y sean m, ` enteros, tales que m` = m/(m, `)
es par con m > 6`. Consideremos RL`,3` como en (3.7) y denotemos δ = (m, `), entonces
RL`,3` = {m,m− 2δ,m− 4δ,m− 6δ} (3.21)
Por lo tanto L`,3` es una familia de paridad. Adema´s los Mr,i tienen las siguientes expresiones
dependiendo de la paridad de 1
2
m`:
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• Si 1
2
m` es impar. Entonces Mm,1 = Mm−2δ,2 = Mm−4δ,1 = Mm−6δ,2 = 0 y
Mm,2 =
p2m+6δ−p2m+4δ−p2m+δ+pm+4δ+pm+δ−p6δ−p 3m2 +5δ+p 3m2 +4δ+pm2 +5δ−pm2 +4δ
p6δ+p5δ−p4δ+p2δ−pδ−1
Mm−2δ,1 =
p2m−2δ(p7δ−p2δ−1)+pm−2δ(p5δ−p6δ+p2δ+1)−p3δ(p2δ−pδ+1)+(p 3m2 −pm2 )(∑5i=0(−1)i+1piδ)
p6δ+p5δ−p4δ+p2δ−pδ−1
Mm−4δ,2 =
p2m−3δ(p5δ+pδ−1)−pm−3δ(p6δ+p4δ+pδ−1)+pδ(p2δ−pδ+1)−(p 3m2 −2δ−pm2 −2δ)(∑5i=0(−1)i+1piδ)
p6δ+p5δ−p4δ+p2δ−pδ−1
Mm−6δ,1 =
p2m−3δ−pm−pm−3δ+1+p 3m2 −δ−p 3m2 −2δ−pm2 −δ+pm2 −2δ
p6δ+p5δ−p4δ+p2δ−pδ−1
• Si 1
2
m` es par. Entonces Mm,2 = Mm−2δ,1 = Mm−4δ,2 = Mm−6δ,1 = 0 y
Mm,2 =
p2m+6δ−p2m+4δ−p2m+δ+pm+4δ+pm+δ−p6δ+p 3m2 +5δ−p 3m2 +4δ−pm2 +5δ+pm2 +4δ
p6δ+p5δ−p4δ+p2δ−pδ−1
Mm−2δ,2 =
p2m−2δ(p7δ−p2δ−1)+pm−2δ(p5δ−p6δ+p2δ+1)−p3δ(p2δ−pδ+1)−(p 3m2 −pm2 )(∑5i=0(−1)i+1piδ)
p6δ+p5δ−p4δ+p2δ−pδ−1
Mm−4δ,1 =
p2m−3δ(p5δ+pδ−1)−pm−3δ(p6δ+p4δ+pδ−1)+pδ(p2δ−pδ+1)+(p 3m2 −2δ−pm2 −2δ)(∑5i=0(−1)i+1piδ)
p6δ+p5δ−p4δ+p2δ−pδ−1
Mm−6d,2 =
p2m−3δ−pm−pm−3δ+1−p 3m2 −δ+p 3m2 −2δ+pm2 −δ−pm2 −2δ
p6δ+p5δ−p4δ+p2δ−pδ−1
En el mencionado trabajo [50], las distribuciones de rangos del teorema anterior fueron
usadas para calcular los espectros de los co´digos CL`,3` y CL`,3`,1. Sin embargo, como ya vimos
en la primera seccio´n del cap´ıtulo, esta informacio´n es suficiente tambie´n para calcular el
espectro de CL`,3`,0 y CL`,3`,2.
Para calcular dichos espectros, sera´ conveniente usar las siguientes notaciones
R0 =
p2m+6δ−p2m+4δ−p2m+δ+pm+4δ+pm+δ−p6δ+(−1)
m`
2 (p
3m
2 +5δ−p 3m2 +4δ−pm2 +5δ+pm2 +4δ)
p6δ+p5δ−p4δ+p2δ−pδ−1
R1 =
p2m−2δ(p7δ−p2δ−1)+pm−2δ(p5δ−p6δ+p2δ+1)−p3δ(p2δ−pδ+1)+(−1)
m`
2 +1(p
3m
2 −pm2 )(∑5i=0(−1)i+1piδ)
p6δ+p5δ−p4δ+p2δ−pδ−1
R2 =
p2m−3δ(p5δ+pδ−1)−pm−3δ(p6δ+p4δ+pδ−1)+pδ(p2δ−pδ+1)+(−1)
m`
2 (p
3m
2 −2δ−pm2 −2δ)(∑5i=0(−1)i+1piδ)
p6δ+p5δ−p4δ+p2δ−pδ−1
R3 =
p2m−3δ−pm−pm−3δ+1+(−1)
m`
2 +1(p
3m
2 −δ−p 3m2 −2δ−pm2 −δ+pm2 −2δ)
p6δ+p5δ−p4δ+p2δ−pδ−1
Teorema 3.4.2. Sea p un primo impar y sean m, ` enteros positivos tales que m` = m/(m, `)
es par con m > 6`. Entonces, las distribuciones de pesos de los co´digos CL`,3`,0 y CL`,3`,2 esta´n
dadas por las Tablas 3.9 y 3.10, donde los Ri, i = 0, . . . , 3, son como arriba.
Nota. La distribucio´n de los co´digos CL`,3` y CL`,3`,1 pueden ser encontradas en las tablas 3.9
y 3.10. Ma´s precisamente la distribucio´n de pesos de CL`,3` son las primeras 5 filas de la tabla
3.9, mientras que el espectro de CL`,3`,1 esta´ dado por las primeras 10 filas de la tabla 3.10.
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Tabla 3.9: Distribucio´n de pesos de CL`,3`,0.
Pesos posibles Frecuencias
0 1
pm − pm−1 + (−1)m`2 +1(p− 1)pm2 −1 R0
pm − pm−1 + (−1)m`2 (p− 1)pm2 +(m,`)−1 R1
pm − pm−1 + (−1)m`2 +1(p− 1)pm2 +2(m,`)−1 R2
pm − pm−1 + (−1)m`2 (p− 1)pm2 +3(m,`)−1 R3
pm − 1 p− 1
pm − pm−1 + (−1)m`2 pm2 −1 − 1 (p− 1)R0
pm − pm−1 + (−1)m`2 +1pm2 +(m,`)−1 − 1 (p− 1)R1
pm − pm−1 + (−1)m`2 pm2 +2(m,`)−1 − 1 (p− 1)R2
pm − pm−1 + (−1)m`2 +1pm2 +3(m,`)−1 − 1 (p− 1)R3
Tabla 3.10: Distribucio´n de pesos de CL`,3`,2.
Pesos posibles Frecuencias
0 1
pm − pm−1 pm − 1 +∑3i=0 Ri(pm − pm−i(m,`))
pm − pm−1 + (−1)m`2 +1(p− 1)pm2 −1 (pm−1 + (−1)m`2 (p− 1)pm2 −1)R0
pm − pm−1 + (−1)m`2 (p− 1)pm2 +(m,`)−1 (pm−2(m,`)−1 + (−1)m`2 +1(p− 1)pm2 −(m,`)−1)R1
pm − pm−1 + (−1)m`2 +1(p− 1)pm2 +2(m,`)−1 (pm−4(m,`)−1 + (−1)m`2 (p− 1)pm2 −2(m,`)−1)R2
pm − pm−1 + (−1)m`2 (p− 1)pm2 +3(m,`)−1 (pm−6(m,`)−1 + (−1)m`2 +1(p− 1)pm2 −3(m,`)−1)R3
pm − pm−1 + (−1)m`2 pm2 −1 (pm−1 + (−1)m`2 +1pm2 −1)(p− 1)R0
pm − pm−1 + (−1)m`2 +1pm2 +(m,`)−1 (pm−2(m,`)−1 + (−1)m`2 pm2 −(m,`)−1)(p− 1)R1
pm − pm−1 + (−1)m`2 pm2 +2(m,`)−1 (pm−4(m,`)−1 + (−1)m`2 +1pm2 −2(m,`)−1)(p− 1)R2
pm − pm−1 + (−1)m`2 +1pm2 +3(m,`)−1 (pm−6(m,`)−1 + (−1)m`2 pm2 −3(m,`)−1)(p− 1)R3
pm − 1 p− 1
pm − pm−1 − 1 (p− 1)(pm − 1 +∑3i=0Ri(pm − pm−i(m,`)))
pm − pm−1 − 1 + (−1)m`2 +1(p− 1)pm2 −1 (pm−1 + (−1)m`2 +1pm2 −1)(p− 1)R0
pm − pm−1 − 1 + (−1)m`2 (p− 1)pm2 +(m,`)−1 (pm−2(m,`)−1 + (−1)m`2 pm2 −(m,`)−1)(p− 1)R1
pm − pm−1 − 1 + (−1)m`2 +1(p− 1)pm2 +2(m,`)−1 (pm−4(m,`)−1 + (−1)m`2 +1pm2 −2(m,`)−1)(p− 1)R2
pm − pm−1 − 1 + (−1)m`2 (p− 1)pm2 +3(m,`)−1 (pm−6(m,`)−1 + (−1)m`2 pm2 −3(m,`)−1)(p− 1)R3
pm − pm−1 − 1 + (−1)m`2 pm2 −1 (pm − pm−1 + (−1)m`2 pm2 −1)(p− 1)R0
pm − pm−1 − 1 + (−1)m`2 +1pm2 +(m,`)−1 (pm−2(m,`) − pm−2(m,`)−1 + (−1)m`2 +1pm2 −(m,`)−1)(p− 1)R1
pm − pm−1 − 1 + (−1)m`2 pm2 +2(m,`)−1 (pm−4(m,`) − pm−4(m,`)−1 + (−1)m`2 pm2 −2(m,`)−1)(p− 1)R2
pm − pm−1 − 1 + (−1)m`2 +1pm2 +3(m,`)−1 (pm−6(m,`) − pm−6(m,`)−1 + (−1)m`2 +1pm2 −3(m,`)−1)(p− 1)R3
Cap´ıtulo 4
Optimalidad
En este cap´ıtulo vamos a ver que el co´digo C`,1 introducido anteriormente, permite cons-
truir objetos optimales en diferentes sentidos. Por una parte, veremos que en el caso binario
el co´digo dual de C`,1 es o´ptimo, en el sentido que su distancia mı´nima es la mayor distancia
posible dentro de la clase de co´digos con ceros α−1, α−i ([6]). Por otra parte, usando los pesos
del co´digo C`,1 veremos que cuando ` | m, la curva algebraica definida sobre Fpm con ecuacio´n
af´ın
yp − y = λxp`+1 + βx
es optimal en el sentido de Hasse-Weil, es decir que la curva satisface la igualdad en la cota
de Hasse-Weil.
4.1. Optimalidad de C⊥`,1 en te´rminos de distancia
En esta seccio´n vamos a suponer que p = q = 2 y n = 2m−1. Sea α un elemento primitivo
de F2m . Definimos como C(r, s) al co´digo c´ıclico binario con polinomio generador
m(x) = mαr(x)mαs(x),
donde r y s son enteros positivos con mαr 6= mαs . Notar que el dual de este co´digo, por el
teorema de Delsarte, es
C ′ = C(r, s)⊥ =
{
c(λ, β) =
(
Tr2m/2(λx
r + βxs)
)
x∈F∗2m
: λ, β ∈ F2m
}
,
si suponemos que (r, s, 2m − 1) = 1. El siguiente Lema nos dice cua´les son los valores de la
distancia mı´nima de estos co´digos.
Lema 4.1.1. Sea C(r, s) el co´digo c´ıclico binario con polinomio generador mαr(x)mαs(x)
con r, s ∈ N y sea d su distancia mı´nima. Entonces,
2 ≤ d ≤ 5.
Adema´s, d = 2 si y so´lo si (r, s, 2m − 1) > 1.
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Por lo tanto, si consideramos el co´digo C(1, i) con polinomio generador
m(x) = mα(x)mαi(x)
con i ∈ N, su distancia mı´nima d satisface que 3 ≤ d ≤ 5.
Van Lint y Wilson probaron que si (i,m) > 1 y m es impar entonces la distancia de
C(1, i) es a lo ma´s 4. Ellos, adema´s, probaron que en general la mayor´ıa de los co´digos de
este tipo tienen distancia menor o igual a 4 ([45], [46]).
Se conocen pocas familias de co´digos C(1, i) con distancia 5. Entre las ma´s conocidas se
encuentran los co´digos de Melas, que se obtienen al tomar i = −1. Otras clases conocidas se
deben a Kasami ([25], [26]). Kasami probo´ que si m es impar y (m, `) = 1 entonces C(1, i)
tiene distancia mı´nima 5 para
i = 2` + 1 e i = 22` − 2` + 1.
Luego, Janwa ([24], [23]) extendio´ el resultado de Kasami para m par, en el caso en que
i = 22` − 2` + 1.
Veamos que si m par e i = 2` + 1, el co´digo C(1, i) tiene distancia mı´nima 5. Para ello,
consideramos el Teorema 3.3.1. En dicho teorema calculamos la distribucio´n de pesos del
co´digo dual de C(1, i) con i = 2` + 1 cuando m` = m/(m, `) es par. Notar que en este caso
la Tabla 3.6 es independiente de la paridad de 1
2
m`.
Cuando (m, `) = 1, la tabla de pesos y frecuencias de C`,1 es:
Pesos posibles Frecuencias
0 1
2m−1 (2m − 1)(2m−2 + 1)
2m−1 − 2m2 −1 2
3
(2m − 1)(2m−1 + 2m2 −1)
2m−1 + 2
m
2
1
3
(2m − 1)(2m−3 − 2m2 −2)
2m−1 + 2
m
2
−1 2
3
(2m − 1)(2m−1 + 2m2 −1)
2m−1 − 2m2 1
3
(2m − 1)(2m−3 + 2m2 −2)
Se puede probar que el co´digo C`,1 tiene dimensio´n k = 2m cuando ` 6= m2 , viendo que el
taman˜o de la 2-coclase cicloto´mica de 2` + 1 tiene taman˜o m, en este caso.
Por lo tanto, si suponemos que (m, `) = 1, tenemos que k = 2m.
Sea Pi el i-e´simo momento de potencia de C`,1 definido en (1.1). Como A⊥1 = A⊥2 = 0, de
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(1.2) tenemos
P1 =
n∑
j=0
jAj = 2
k−1n,
P2 =
n∑
j=0
j2Aj = 2
k−2n(n+ 1),
P3 =
n∑
j=0
j3Aj = 2
k−3{(n2(n+ 3)− 6A⊥3 },
P4 =
n∑
j=0
j4Aj = 2
k−4{(n(n+ 1)(n2 + 5n− 2)− 24(nA⊥3 + A⊥4 )}.
(4.1)
Se puede verificar que los pesos w, y la cantidad Aw de palabras de peso w en C`,1
satisfacen la igualdad en los primeros dos momentos. Veamos que´ sucede con los momentos
tercero y cuarto. Luego
P3 = (2
m − 1)(24m−5 + 23m−3)
+ (2
m−1)
3
(22m−1 − 2m−1){(2m−1 − 2m2 −1)2 + (2m−1 + 2m2 −1)2}
+ (2
m−1)
3
(24m−5 − 22m−1)
= (2m − 1)(24m−5 + 23m−3) + (2m−1)
3
(22m−1 − 2m−1)(22m−1 + 2m−1)
+ (2
m−1)
3
(24m−5 − 22m−1)
= (2m − 1)(24m−5 + 23m−3 + 24m−2
3
− 22m−2
3
+ 2
4m−5
3
− 22m−1
3
)
= (2m − 1)(24m−3 + 23m−3 − 22m−2)
= 2k−3n2(n+ 3).
Por lo tanto, A⊥3 = 0.
Ahora so´lo resta ver que´ sucede con el cuarto momento. Tenemos
P4 = (2
m − 1)(25m−6 + 24m−4)
+ (2
m−1)
3
(22m−1 − 2m−1){(2m−1 − 2m2 −1)3 + (2m−1 + 2m2 −1)3}
+ (2
m−1)
3
(25m−6 + 24m−3 − 3 · 23m−2)
= (2m − 1)(25m−6 + 24m−4) + (2m−1)
3
(22m−1 − 2m−1)(23m−2 + 3 · 22m−2)
+ (2
m−1)
3
(25m−6 + 24m−3 − 3 · 23m−2)
= (2m − 1)(25m−6 + 24m−4 + 25m−3
3
+ 2
5m−6
3
+ 24m−3 − 23m−3 − 23m−2)
= (2m − 1)(25m−4 + 3 · 24m−4 − 3 · 23m−3)
= 2m22m−4(2m − 1)(22m + 3 · 2m − 6).
Por otro lado, se puede verificar que
2k−4n(n+ 1)(n2 + 5n− 2) = 2m22m−4(2m − 1)(22m + 3 · 2m − 6),
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de donde sale que A⊥4 = 0.
De este modo, llegamos al siguiente resultado.
Teorema 4.1.2. Sean m y ` enteros positivos tales que (m, `) = 1. Entonces el co´digo dual
del co´digo c´ıclico binario C`,1 es optimal.
Este u´ltimo teorema implica que la funcio´n F (x) = x2
`+1, usada para construir el cero
α−(2
`+1) del co´digo, es una funcio´n Booleana especial llamada APN ([4]). En el Cap´ıtulo 5
veremos en ma´s profundidad este tipo de funciones y las usaremos para construir grafos de
Ramanujan, que son objetos optimales en otro sentido.
4.2. Curvas optimales a partir de C`,1
En esta seccio´n, veremos co´mo encontrar curvas optimales por medio de C`,1. En [34] se
pueden encontrar los principales resultados de curvas algebraicas sobre cuerpos finitos que
usaremos, tales como la cla´sica cota de Hasse Weil, el operador de Frobenius y la fo´rmula
de ge´nero de Riemann-Hurwitz-Zeuthen.
Puntos racionales de curvas asociadas a C`,1
Consideremos el co´digo c´ıclico
C`,1 =
{
c(λ, β) =
(
Trpm/p(λx
p`+1 + βx)
)
x∈F∗pm
: λ, β ∈ Fpm
}
El Teorema 90 de Hilbert nos dice que en general
Trpm/p(z) = 0 ⇐⇒ ∃y ∈ Fpm : yp − y = z.
Sea
f(x) = λxp
`+1 + βx,
con λ 6= 0, como el grado de f(x) es coprimo con p, entonces el polinomio en dos variables
yp − y − f(x) ∈ Fpm [x, y]
es absolutamente irreducible y por lo tanto el conjunto algebraico con ecuacio´n af´ın
C`λ,β : y
p − y = λxp`+1 + βx, (4.2)
es irreducible y, en consecuencia, define una curva algebraica. A este tipo de curvas se
las conoce como curvas de Artin-Schreier. El Teorema 90 de Hilbert nos da una relacio´n
directa entre los pesos del co´digos C`,1 y la cantidad de puntos Fpm-racionales de C`λ,β. Ma´s
precisamente, se tiene el siguiente resultado.
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Lema 4.2.1. Sea c(λ, β) una palabra de C`,1 tal que λ 6= 0 y sea #C`λ,β(Fpm) la cantidad de
puntos Fpm-racionales de la curva C`λ,β definida en (4.2). Entonces,
w(c(λ, β)) = pm − #C
`
λ,β(Fpm)− 1
p
.
Demostracio´n. Supongamos que λ 6= 0. Luego, por definicio´n
w(c(λ, β)) = pm − 1−#{x ∈ F∗pm : Trpm/p(λxp
`+1 + βx) = 0}.
Por Teorema 90 de Hilbert se tiene
Trpm/p(λx
p`+1 + βx) = 0 ⇐⇒ ∃y ∈ Fpm : yp − y = λxp`+1 + βx.
Ahora, analicemos la ecuacio´n yp− y = λxp`+1 + βx. Como deg(λxp`+1 + βx) = p` + 1 es
coprimo con p, el polinomio yp − y − (λxp`+1 + βx) define una curva de Artin-Schreier (ver
(4.2)). Se sabe que estas curvas son un cubrimiento de p-hojas de P1. Esto quiere decir que
dado x, existen o bien p-valores de y o bien ningu´n valor de y satisfaciendo
yp − y = λxp`+1 + βx.
Si consideramos x = 0 en la ecuacio´n, entonces obtenemos que yp − y = 0. Como elevar
a la p es exactamente el automorfismo de Frobenius, obtenemos que yp = y en Fpm si y so´lo
si y ∈ Fp.
Teniendo en cuenta que esta curva tiene a∞ como punto racional y este no se corresponde
a ningu´n x satisfaciendo
Trpm/p(λx
p`+1 + βx) = 0,
luego, el Teorema 90 de Hilbert implica que
#C`λ,β(Fpm) = p(#{x ∈ F∗pm : Trpm/p(λxp
`+1 + βx) = 0}) + p+ 1.
Por lo tanto
w(c(λ, β)) = pm − #C
`
λ,β(Fpm)− 1
p
,
como quer´ıamos demostrar.
Como consecuencia del Teorema 3.3.1 obtenemos
Teorema 4.2.2. Sea p primo y m, ` enteros positivos tales que m` = m/(m, `) sea par.
Consideremos la curva C`λ,β como en (4.2), donde λ ∈ F∗pm , β ∈ Fpm. Escribimos λ = αt,
donde α es un elemento primitivo de Fpm. Luego
• Si p > 2, 1
2
m` es par y t ≡ 0 (mo´d p(m,`) + 1), entonces
#C`λ,β(Fpm) =

pm + 1 para pm − pm−2(m,`) β′s,
pm + 1− p(m,`)(p− 1)√pm para pm−2(m,`)−1 − (p− 1)pm2 −(m,`)−1 β′s,
pm + 1 + p(m,`)
√
pm para (pm−2(m,`)−1 + p
m
2
−(m,`)−1)(p− 1)β′s.
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• Si p > 2, 1
2
m` es par y t 6≡ 0 (mo´d p(m,`) + 1), entonces
#C`λ,β(Fpm) =
{
pm + 1 + (p− 1)√pm para pm−1 + (p− 1)pm2 β′s,
pm + 1−√pm para (p− 1)(pm−1 − pm2 −1) β′s.
• Si p > 2, 1
2
m` es impar y t ≡ p(m,`)+12 (mo´d p(m,`) + 1), entonces
#C`λ,β(Fpm) =

pm + 1 para pm − pm−2(m,`) β′s,
pm + 1 + p(m,`)(p− 1)√pm para pm−2(m,`)−1 + (p− 1)pm2 −(m,`)−1 β′s,
pm + 1− p(m,`)√pm para (pm−2(m,`)−1 − pm2 −(m,`)−1)(p− 1)β′s.
• Si p > 2, 1
2
m` es impar y t 6≡ p(m,`)+12 (mo´d p(m,`) + 1) entonces
#C`λ,β(Fpm) =
{
pm + 1− (p− 1)√pm para pm−1 − (p− 1)pm2 −1 β′s,
pm + 1 +
√
pm para (pm−1 + p
m
2
−1)(p− 1) β′s.
• Si p = 2 y λ es una potencia (2` + 1)-e´sima en F2m, entonces
#C`λ,β(F2m) =

2m + 1 para 2m − 2m−2(m,`) β′s,
2m + 1− 2(m,`)√2m para 2m−2(m,`)−1 − 2m2 −(m,`)−1 β′s,
2m + 1 + 2(m,`)
√
2m para 2m−2(m,`)−1 + 2
m
2
−(m,`)−1β′s.
• Si p = 2 y λ no es una potencia (2` + 1)-e´sima en F2m entonces
#C`λ,β(F2m) =
{
2m + 1 +
√
2m para 2m−1 + 2
m
2
−1 β′s,
2m + 1−√2m para 2m−1 − 2m2 −1 β′s.
Demostracio´n. Es inmediata del Lema 4.2.1 anterior, de la tabla dada por el Teorema 3.3.1
tomando en estos q = p, y por u´ltimo de los Lemas 2.4.1 y 2.4.2 para conocer la forma que
debe tener λ en cada caso.
Traza del operador de Frobenius
De la teor´ıa de curvas de Artin-Schreier las cantidades #C`λ,β(Fpm) se pueden poner en
te´rmino de la traza del operador de Frobenius trF actuando en los grupos de cohomolog´ıa
e´tale H1et(C
`
λ,β,Qj) con j 6= p primo, esto es
#C`λ,β(Fpm) = pm + 1 + trF .
Por lo tanto, se obtienen los valores y las frecuencias de la traza de Frobenius.
57 4.2. Curvas optimales a partir de C`,1
Corolario 4.2.3. Sea trF la traza del operador de Frobenius actuando en los grupos de
cohomolog´ıa H1et(C
`
λ,β,Qj) con j 6= p primo, donde C`λ,β es como en (4.2), λ 6= 0 y escribimos
λ = αt con α un elemento primitivo de Fpm. Si m` = m/(m, `) es par, entonces trF tiene
los siguientes valores:
• Si p > 2 y 1
2
m` es par, entonces
trF =
 −(p− 1)p
m
2
+(m,`) si t ≡ 0 (mo´d p(m,`) + 1),
(p− 1)pm2 si t 6≡ 0 (mo´d p(m,`) + 1).
• Si p > 2 y 1
2
m` es impar, entonces
trF =
 (p− 1)p
m
2
+(m,`) si t ≡ p(m,`)+1
2
(mo´d p(m,`) + 1),
−(p− 1)pm2 si t 6≡ p(m,`)
2
(mo´d p(m,`) + 1).
• Si p = 2 y 1
2
m` es par, entonces
trF =
 −2
m
2
+(m,`) si λ ∈ T,
2
m
2 si λ 6∈ T.
• Si p = 2 y 1
2
m` es impar, entonces
trF =
 2
m
2
+(m,`) si λ ∈ T,
−2m2 si λ 6∈ T.
Aqu´ı, T es el conjunto de potencias (2` + 1)-e´simas de F2m definido en (2.31).
Una familia de curvas optimales
La fo´rmula del ge´nero de Riemann-Hurwitz, nos dice que el ge´nero de la curva de Artin-
Schreier con ecuacio´n af´ın
Cf : y
p − y = f(x)
donde f(x) ∈ Fpm [x] y (deg f, p) = 1 es
g = 1
2
(deg f − 1)(p− 1).
Por lo tanto, el ge´nero de la curva C`λ,β es
g = 1
2
p`(p− 1)
para todo λ 6= 0 y β ∈ Fpm . Analizando la cantidad de puntos Fpm-racionales dados por
el teorema anterior es posible encontrar curvas maximales y minimales, es decir curvas que
cumplen la igualdad en la cota de la desigualdad de Hasse-Weil. Recordemos que esta nos
dice que
pm + 1− 2g√pm ≤ #C`λ,β(Fpm) ≤ pm + 1 + 2g
√
pm. (4.3)
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Teorema 4.2.4. Sea p primo y ` un divisor de m tal que m/` es par. Para λ ∈ F∗pm,
escribamos λ = αt, donde α es un elemento primitivo de Fpm. Luego, se tiene lo siguiente
• Si p > 2 entonces:
(a) La curva C`λ,β es minimal si m/2` es par y t ≡ 0 (mo´d p(m,`) +1) para un nu´mero
pm−2`−1 − (p− 1)pm2 −`−1 de β’s posibles.
(b) La curva C`λ,β es maximal si m/2` es impar t ≡ p
(m,`)+1
2
(mo´d p(m,`) + 1) para un
nu´mero pm−2`−1 + (p− 1)pm2 −`−1 de β’s posibles.
• Si p = 2 y λ es una potencia (2` + 1)-e´sima de F2m, entonces:
(a) Hay una cantidad 2m−2`−1 − 2m2 −`−1 de elementos β tales que C`λ,β es minimal.
(b) Hay una cantidad 2m−2`−1 + 2
m
2
−`−1 de elementos β tales que C`λ,β es maximal.
Ejemplo 4.2.5. Veamos que´ sucede cuando β = 0 y p = 2. Para ello, consideremos el co´digo
irreducible C` y T el conjunto de potencias (2`+1)-e´simas de F2m . Si α es un elemento primi-
tivo de F2m y λ ∈ F∗2m , al igual que antes, el peso de la palabra c(λ) = (Tr2m/2(λα(2`+1)i))ni=1
esta´ relacionado con la cantidad de puntos F2m-racionales de la curva algebraica
C`λ : y
2 + y = λx2
`+1,
razonando de manera similar al Lema 4.2.1, pero teniendo en cuenta la multiplicidad obtenida
de pasar de la palabra c(λ) a la palabra c′(λ) = (Tr2m/2(λx2
`+1))x∈F∗2m , resulta que
w(c(λ)) = 1
2(m,`)+1
(2m − #C`λ(F2m )−1
2
).
Por Teorema 3.2.4, si p = 2, β = 0, λ ∈ T y ` | m, entonces C`λ es una curva maximal o´
minimal cuando m/2` es impar o´ par, respectivamente.
Cap´ıtulo 5
Grafos de Ramanujan
En este cap´ıtulo veremos distintas maneras de construir grafos relevantes para la teor´ıa
de nu´meros y la combinatoria llamados grafos de Ramanujan. Estos grafos empezaron a
tener ma´s relevancia durante las de´cadas del 80 y del 90, ya que permiten construir otros
objetos combinato´ricos importantes llamados expanders o expansores.
Empezaremos el cap´ıtulo introduciendo la teor´ıa espectral de grafos. Luego, veremos
que la forma cuadra´tica Qγ(x) nos permite calcular el espectro del grafo de Cayley Γ` =
X(Fqm , S`), donde S` = {xq`+1 : x ∈ F∗qm} cuando q es una potencia de un primo impar. Ma´s
au´n, probaremos que el grafo Γ es un grafo de Ramanujan no bipartito cuando q = 2, 3 y
(`,m) = 1 con m par.
Veremos que intentar generalizar la construccio´n v´ıa formas cuadra´ticas se limita bastan-
te. Por ende, se buscara´ hacer construcciones prestando ma´s atencio´n a las propiedades que
tiene la funcio´n F (x) = xp
`+1. Sucede que, para p = 2 con las hipo´tesis anteriormente asumi-
das, e´sta resulta ser una clase especial de funcio´n Booleana, por lo tanto contruiremos otros
grafos de Ramanujan considerando otras funciones booleanas especiales de la misma clase.
Al final, consideraremos el caso no Booleano y veremos que es posible tambie´n construir
otros grafos de Ramanujan.
5.1. Teor´ıa espectral de grafos
Un grafo Γ es un triple que consta de un conjunto de ve´rtices V = V (Γ), un conjunto de
lados o aristas E = E(Γ) y un mapa que asocia a cada lado dos ve´rtices (no necesariamente
distintos), llamandos puntos finales o ve´rtices del lado. Un lazo o´ loop es un lado cuyos
puntos finales son iguales. Lados mu´ltiples son lados que tienen el mismo par de puntos
finales. Un grafo simple es un grafo que no tiene lados mu´ltiples ni lazos. Si un grafo tiene
lados mu´ltiples o lazos, es llamado un multigrafo. Cuando dos ve´rtices u, v son puntos finales
de un mismo lado, decimos que son adyacentes o´ vecinos y escribimos u ∼ v para indicar
esto.
A cualquier grafo, le podemos asociar la matriz de adyacencia A, que es una matriz entera
n × n (donde n = |V |) con filas y columnas indexadas por los elementos del conjunto de
59
5. Grafos de Ramanujan 60
ve´rtices y la (x, y)-e´sima coordenada de la matriz es el nu´mero de lados que conectan x con
y. Cuando consideramos grafos no dirigidos, la matriz A es sime´trica. Consecuentemente,
todos sus autovalores son reales. Los autovalores de A se suelen llamar los autovalores de Γ.
Diremos que Γ es un grafo entero si todos sus autovalores son nu´meros enteros. El conjunto
de todos los autovalores de A contados con multiplicidad se llama espectro de Γ y se denota
por
Spec(Γ) = {λn ≤ · · · ≤ λ2 ≤ λ1}. (5.1)
El grado de un ve´rtice v, denotado deg(v), es el nu´mero de lados incidentes en v, donde
contamos un lazo con multiplicidad 2. Con esta convencio´n, obtenemos∑
v∈V (Γ)
deg(v) = 2|E(Γ)|.
Diremos que un lado e tiene longitud 1 (salvo que sea un lazo, en este caso adoptaremos la
convencio´n de que tiene longitud 2), denotamos la longitud de e por `(e). Para un multigrafo,
una caminata de longitud r de x a y es una sucesio´n x = v0, v1, . . . , vr = y con vi ∈ V y
ei = (vi, vi+1) ∈ E para i = 0, 1, . . . , r− 1 y
∑r
i=0 `(ei) = r. Un camino es una caminata que
no tiene ve´rtices repetidos. Un grafo se dice conexo si para cualquier par x, y ∈ V , existe un
camino de x a y. Se sabe que el nu´mero de caminatas de x a y de longitud r esta´ dado por la
(x, y)-e´sima entrada de Ar, donde de nuevo adoptamos la convencio´n de contar a un lazo con
multiplicidad 2. Un grafo es llamado k-regular si todo ve´rtice tiene grado k. Denotaremos
por
∆(Γ) = ma´x
x∈V
deg(x)
al ma´ximo de todos los grados de Γ.
Sea v un autovector de A correspondiente a un autovalor λ. Entonces, Av = λv. Escribi-
mos v = (x1, ..., xn)
t y asumimos, sin pe´rdida de generalidad, que |x1| = ma´x
1≤i≤n
|xi|. Entonces,
|λ||x1| = |
n∑
j=1
a1jxj| ≤ |x1|
n∑
j=1
a1j ≤ |x1|∆(Γ).
Por lo tanto tenemos lo siguiente.
Proposicio´n 5.1.1. Sea A la matriz de adyacencia de un grafo no dirigido Γ. Si λ es un
autovalor de A, entonces |λ| ≤ ∆(Γ).
Corolario 5.1.2. Si Γ es un grafo k-regular, entonces todos los autovalores λ de su matriz
de adyacencia satisfacen |λ| ≤ k.
Ya que la matriz de adyacencia de un grafo k-regular satisface que la suma de todas sus
filas son iguales a k, claramente tenemos que λ0 = k es un autovalor de A con autovector
igual a u = (1, 1, . . . , 1)t. Ma´s precisamente tenemos el siguiente resultado.
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Teorema 5.1.3 ([38]). Si Γ es un grafo k-regular, entonces k es un autovalor de Γ con
multiplicidad igual al nu´mero de componentes conexas de Γ.
Dado Γ un grafo k-regular, al autovalor k de Γ se le suele decir el autovalor trivial de Γ.
El teorema anterior nos permite decir cua´ndo un grafo regular es conexo, solamente viendo
la multiplicidad de su autovalor trivial.
Corolario 5.1.4. Si Γ es un grafo k-regular y k es un autovalor de Γ con multiplicidad 1,
entonces Γ es un grafo conexo.
Podemos definir una me´trica sobre un grafo conexo definiendo la distancia d(x, y) para
x, y ∈ V como la mı´nima longitud de un camino desde x a y. El dia´metro de un grafo conexo
es el ma´ximo valor de la funcio´n distancia. Para grafos k-regulares se tiene la siguiente cota
del dia´metro.
Teorema 5.1.5 ([7]). Sea Γ un grafo k-regular con n ve´rtices y dia´metro diam(Γ). Si Γ es
no-bipartito, entonces
diam(Γ) ≤ log(n− 1)
log(k/λ(Γ))
+ 1.
En general, si Γ es un grafo simple k-regular, ya vimos que
k = ma´x{|λ| : λ ∈ Spec(Γ)}.
Ma´s au´n, k es un autovalor de Γ con multiplicidad igual a la cantidad de componentes
conexas de Γ. Si escribimos Spec(Γ) = {λn ≤ · · · ≤ λ1} entonces
−k ≤ λn ≤ · · · ≤ λ2 ≤ λ1 = k.
Adema´s, sucede que −k = λn si y so´lo si Γ es bipartito (ver [38]).
Lema 5.1.6 (Alon-Boppana). Sea Γ un grafo simple k-regular y Spec(Γ) = {λn ≤ · · · ≤ λ1},
entonces |λi| ≤ 2
√
k − 1−O(1) para i = 2, . . . , n.
La funcio´n zeta de Ihara
As´ı como en teor´ıa de nu´meros existe la funcio´n zeta de Riemann
ζ(s) =
∞∑
n=1
1
ns
=
∏
p∈P
1
1− p−s ,
donde el u´ltimo producto se toma en todos los nu´meros primos; en teor´ıa de grafos se define
una funcio´n zeta, llamada la funcio´n zeta de Ihara, donde el papel de los nu´meros primos
pasa a ser el de los caminos primos en Γ.
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Empecemos introduciendo el equivalente a nu´meros primos en este contexto. Sea E el
conjunto de lados de un grafo simple Γ tal que |E| = m. Consideremos una orientacio´n
arbitraria de los lados de Γ y definamos un nuevo conjunto de lados orientados
Ee = {e1, e2, . . . , e2m},
donde ei con i = 1, . . . ,m es la i-e´sima arista de E con la orientacio´n antes dada, y ei+m = e
−1
i
es el mismo lado con la orientacio´n opuesta. Sea c = a1 · · · as un camino en Γ tal que ai ∈ Ee,
adoptaremos las siguientes terminolog´ıas:
• c tiene un retroceso, si aj+1 = a−1j para algu´n j.
• c tiene una cola si as = a−11 .
• Denotaremos por ν(c) a la longitud de c.
• El producto de dos caminos cerrados c1 y c2 con el mismo ve´rtice inicial es el camino
cerrado denotado por c1 · c2, que consiste en recorrer primero los lados de c1 y a
continuacio´n los de c2.
• Un camino cerrado c es primitivo, si c 6= df para todo f ≥ 2 y todo camino d de Γ,
donde df denota recorrer el camino cerrado d, f veces en el mismo sentido.
• Un camino cerrado c es primo si no tiene retrocesos ni colas y es primitivo.
De la definicio´n de camino primo en Γ, es inmediato que los caminos cerrados sin retro-
cesos ni cola de Γ son primos o´ potencias de un primo.
Notar que varios caminos cerrados pueden definir el mismo camino si lo vemos dibujado en
el grafo. Basta con tomar un camino cerrado y hacerle permutaciones c´ıclicas para obtener el
resto de caminos. Adema´s, si c = a1a2 · · · as es un primo en Γ, entonces cualquier permutacio´n
c´ıclica de e´l tambie´n va a ser un primo, por lo que vamos a definir una relacio´n de equivalencia
en la que la clase de c es
C = {a1a2 . . . as, asa1 . . . as−1, . . . , a2a3 . . . a1}.
A la clase de equivalencia del camino cerrado as · · · a2a1 la denotamos por C−1. Si C es
la clase de equivalencia de un primo, tambie´n lo sera´ C−1 y viceversa, y a dichas clases
denotaremos habitualmente por P y Q.
Dadas dos clases de equivalencia C y D de respectivos caminos cerrados c y d, denotare-
mos por C ·D a la clase de equivalencia del camino obtenido a partir de cd eliminando los
retrocesos y las colas. Los grafos c´ıclicos solo tienen dos primos P y P−1, siendo P el primo
dado por el ciclo del grafo recorrido en uno de los dos sentidos posibles.
Sea Γ un grafo conexo, finito y sin ve´rtices de grado 1, la funcio´n zeta de Ihara se define
por
ζ(u,Γ) =
∏
P
1
1− uν(P ) ,
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donde P recorre todas las clases de caminos primos del grafo Γ. Denotamos ρΓ al radio
de convergencia de la funcio´n zeta de Γ. Esta funcio´n zeta se puede dar en te´rminos del
determinante de cierta matriz relacionada con la matriz de adyacencia del grafo y el nu´mero
de generadores del grupo fundamental del grafo.
Se puede probar que el grupo fundamental del grafo Γ es un grupo libre de rango r, donde
r es la cantidad de lados que no pertenecen al a´rbol generador de Γ. Recordemos que un
a´rbol generador de Γ es un subgrafo de Γ que no tiene ciclos y contiene a todos los ve´rtices
de Γ.
Se tiene la siguiente fo´rmula llamada la fo´rmula determinantal de Ihara.
Teorema 5.1.7. Sea Γ un grafo conexo, finito y sin ve´rtices de grado 1. Entonces ζ(u,Γ)
es una funcio´n racional y
ζ(u,Γ) =
1
(1− u2)r−1 det(I − Au+Qu2) ,
donde r es el rango del grupo fundamental de Γ, A es la matriz de adyacencia de Γ y Q la
matriz diagonal cuya entrada i-e´sima es el grado del ve´rtice i-e´simo menos 1.
Lema 5.1.8. Sea Γ un grafo conexo, finito y sin ve´rtices de grado 1. Entonces
log ζ(u,Γ) =
∑
j≥1
Nj
j
uj,
donde Nj es el nu´mero de caminos cerrados sin retrocesos ni colas de longitud j en Γ.
Teorema 5.1.9. Sea Γ un grafo conexo, finito y sin ve´rtices de grado 1. Entonces
ζ(u,Γ)−1 = det(I −W1u),
donde W1 es la matriz de adyacencia de lados de Γ.
En teor´ıa de nu´meros es muy importante conocer do´nde se encuentran los ceros de la
funcio´n zeta de Riemann y la hipo´tesis de Riemann conjetura que estos ceros se encuentran
en <(s) = 1
2
. Ana´logamente, existe una nocio´n de hipo´tesis de Riemann para la funcio´n
zeta de Ihara. Dado un grafo k-regular Γ diremos que la funcio´n ζ((k − 1)−s,Γ) satisface la
hipo´tesis de Riemann si y so´lo si
ζ((k − 1)−s,Γ)−1 = 0 ⇐⇒ <(s) = 1
2
,
para 0 < <(s) < 1. Si u = (k − 1)−s, el hecho de que <(s) = 1
2
implica que |u| = 1/√k − 1.
En la seccio´n §5.3 veremos que existe una relacio´n fundamental entre la funcio´n zeta de
Ihara y los grafos de Ramanujan.
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5.2. Grafos de Cayley y su espectro
Aqu´ı veremos que´ relacio´n existe entre el ca´lculo de sumas exponenciales y el ca´lculo del
espectro de un grafo de Cayley particular.
5.2.1. Grafos de Cayley.
Dado un grupo finito G con un subconjunto S no conteniendo al elemento neutro de G,
el grafo de Cayley
Γ = X(G,S) = (V (Γ), E(Γ))
es el grafo dirigido cuyo conjunto de ve´rtices es el grupo, i.e. V (Γ) = G, y su conjunto de
lados es
E(Γ) = {(g, h) : g−1h ∈ S}
es decir que hay una flecha de g a h si h = gs con s ∈ S.
Notar que como el elemento neutro no esta´ contenido en S, el grafo de Cayley X(G,S)
no tiene loops. Al conjunto S se le llama conjunto de conexio´n de Γ. El conjunto S se dice
sime´trico si
S = S−1 := {s−1 : s ∈ S}
(o´ S = −S = {−s : s ∈ S} si G es abeliano).
Notar que todo grafo de Cayley Γ = X(G,S) es regular, por definicio´n, con grado de
regularidad k = #S. Adema´s, si S es un conjunto de generadores de G sime´trico entonces Γ
resulta un grafo simple no dirigido conexo.
Ejemplo 5.2.1 (Grafos en Zn). (i) El ciclo de longitud n, Cn, puede ser interpretado como
un grafo de Cayley, ya que si consideramos G = Zn los enteros mo´dulo n y S = {−1, 1}.
Luego
Cn = X(G,S).
(ii) El grafo completo Kn es un grafo de Cayley, ya que si G = Zn y S = Zn r {0},
entonces
Kn = X(G,S).
(iii) El grafo unitario es el grafo Un = X(Zn,Z∗n), donde Z∗n son las unidades de Zn. ♦
Ejemplo 5.2.2 (Grafos de Paley). Al grafo de Cayley X(G,S) donde G = Fq es el cuerpo
finito de q elementos y S es el conjunto de conexio´n
S = {x2 : x ∈ F∗q}
se lo conoce como grafo de Payley Pn. ♦
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Espectro de Cay(G,S) con G abeliano
Cuando G es un grupo abeliano finito, es posible calcular el espectro de Γ usando los
caracteres de G. Si Ĝ es el grupo de caracteres de G y χ ∈ Ĝ, definimos
χ(S) =
∑
g∈S
χ(g).
Lema 5.2.3. Sea Γ = X(G,S) un grafo de Cayley sobre un grupo abeliano finito G con
conjunto de conexio´n S. Sea A la matriz de adyancencia de Γ. Entonces cada cara´cter χ de
G se corresponde a un autovector de A con autovalor χ(S). En particular el espectro de Γ
es el multiconjunto {λS = χ(S) : χ ∈ Ĝ}.
Notar que si consideramos el grupo abeliano finito G = (Fqm ,+), entonces su grupo de
caracteres F̂qm es c´ıclico generado por el cara´cter cano´nico
χ(x) = ζ
Trqm/p(x)
p
donde ζp = e
2pii
p . Es decir, todo cara´cter χ de Fqm es de la forma
χγ(x) = ζ
Trqm/p(γx)
p = χ(γx), γ ∈ Fqm . (5.2)
Nota. Si γ = 0 ∈ Fqm entonces χ0(x) = χ(0) = 1 para todo x, es decir que χ0 es el cara´cter
trivial.
5.2.2. Los grafos de Cayley Γm,`
Fijemos q una potencia de un primo y enteros m ≥ 1, ` ≥ 0 y consideremos el conjunto
S` = Sm,` = {xq`+1 : x ∈ F∗qm}. (5.3)
Claramente, S` es un subgrupo de F∗qm , ya que xq
`+1yq
`+1 = (xy)q
`+1. Veamos que bajo ciertas
condiciones resulta sime´trico.
Lema 5.2.4. Sean m ≥ 1, ` ≥ 0 enteros. Entonces S` es sime´trico para todo m, ` si q es
par y Sm,` es sime´trico con
m
(m,`)
par si q es impar.
Demostracio´n. Claramente S` = −S` en caracter´ıstica par, ya que −x = x para todo
x ∈ Fqm , independientemente de las hipo´tesis pedidas.
Ahora, supongamos que q es una potencia de un primo impar y sean m, ` enteros positivos
satisfaciendo las hipo´tesis del lema. Notar que si existe y ∈ F∗qm satisfaciendo yq` = −1,
entonces dado cualquier x ∈ F∗qm tenemos que
−xq`+1 = xq`+1yq`+1 = (xy)q`+1 ∈ Sm,`.
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Luego, S` es sime´trico en este caso. De esta manera, so´lo basta probar que existe y ∈ F∗qm
tal que yq
`+1 + 1 = 0
Si α es un elemento primitivo de Fqm , entonces
S` = 〈αq(m,`)+1〉 (5.4)
dado que se tiene que (qm−1, q`+1) = q(m,`) +1 por el Lema 3.2.1, puesto que v2(m) > v2(`)
es equivalente a que m
(m,`)
sea par.
Luego, basta probar que existe y ∈ F∗qm tal que
yq
(m,`)+1 + 1 = 0.
Afirmamos que 2(q(m,`) + 1) | qm− 1. Se tiene que qm− 1 = (q− 1)(1 + q+ q2 + · · ·+ qm−1) y
como q(m,`) + 1 no divide a q− 1 entonces q(m,`) + 1 divide a 1 + q+ q2 + · · ·+ qm−1. Adema´s,
como q es impar entonces 2 | q − 1. Por lo tanto 2(q(m,`) + 1) | qm − 1, como quer´ıamos ver.
Por lo tanto, existe un entero positivo t tal que
qm − 1 = 2t(q(m,`) + 1).
Sea y = αt. Notar que y2(q
(m,`)+1) = 1, entonces
yq
(m,`)+1 = ±1.
Como α es un elemento primitivo, el orden de y es 2(q(m,`) + 1). Luego, tenemos
yq
(m,`)+1 = −1.
Por lo tanto, S` = −S` como quer´ıamos demostrar.
De este modo, el grafo de Cayley
Γm,` = X(Fqm , S`), (5.5)
donde S` es como en (5.3), resulta ser un grafo simple no dirigido. Cuando ` = 0 obtenemos
el grafo de Payley, ma´s au´n tenemos la siguiente caracterizacio´n de estos grafos.
Lema 5.2.5. Sean m, ` enteros no negativos y denotemos m` = m/(m, `). Consideremos
Γm,` como en (5.5). Entonces obtenemos los siguientes dos casos:
• Si m` es impar, entonces Γm,` = Γm,0, es decir que es el grafo de Payley.
• Si m` es par, entonces Γm,` = Γm,(m,`).
Demostracio´n. Dado que S` = 〈αq`+1〉 donde α es un elemento primitivo de Fqm . Luego S`
es un subgrupo multiplicativo de F∗qm de orden
qm−1
(qm−1,q`+1) . Como el subgrupo generado por
α(q
m−1,q`+1) tiene el mismo orden que S` y todo grupo c´ıclico tiene un u´nico subgrupo por
cada divisor de su orden, tenemos que
S` = 〈α(qm−1,q`+1)〉
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Por el Lema 3.2.1 tenemos que (qm−1, q`+1) = 2 si m` es impar y (qm−1, q`+1) = q(m,`) +1
si m` es par. Por lo tanto
S` = {x2 : x ∈ F∗qm}
si m` es impar y
S` = {xq(m,`)+1 : x ∈ F∗qm}
si m` es par. Concluyendo as´ı la demostracio´n.
Analicemos ahora el espectro de Γm,`. Por el Lema 5.2.3, los autovalores son de la forma
χγ(S`) =
∑
y∈S`
χγ(y).
Para γ ∈ Fqm , por (5.2) y (5.3), tenemos
χγ(S`) =
1
q(m,`)+1
∑
x∈F∗qm
ζ
Trqm/p(γx
q`+1)
p = 1q(m,`)+1
∑
x∈F∗qm
ζ
Trq/pTrqm/q(γx
q`+1)
p .
Es decir,
χγ(S`) =
1
q(m,`)+1
∑
x∈F∗qm
ζ
Trq/p(Qγ,`(x))
p (5.6)
donde Qγ,`(x) es la forma cuadra´tica
Qγ,`(x) = Trqm/q(xRγ,`(x)) con Rγ,`(x) = γx
q`
con x ∈ Fqm . Luego, por (2.21) y teniendo en cuenta la contribucio´n de x = 0, tenemos
χγ(S`) =
TQγ,` − 1
q(m,`) + 1
(5.7)
donde TQγ,` es la suma exponencial dada en (2.21).
A partir de esto, podemos deducir el espectro del grafo Γ = X(G,S) en caracter´ıstica
impar, en ciertos casos.
Teorema 5.2.6. Sea m ≥ 1, ` ≥ 0 enteros y Γm,` = X(Fqm , S`) con S` como en (5.3). Si q
es impar y m` =
m
(m,`)
es par entonces los autovalores de Γm,` son
k =
qm − 1
q(m,`) + 1
,
q
m
2 − 1
q(m,`) + 1
,
−qm2 − 1
q(m,`) + 1
,
q
m
2
+(m,`) − 1
q(m,`) + 1
,
−qm2 +(m,`) − 1
q(m,`) + 1
(5.8)
donde las multiplicidades correspondientes son
(m1, . . . ,m5) =
{
1, q(m,`)k, 0, 0, k si 1
2
m` es par,
1, 0, q(m,`)k, k, 0 si 1
2
m` es impar.
Ma´s au´n, Γm,` es un grafo simple, conexo y k-regular no bipartito con espectro entero.
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Demostracio´n. Sabemos que Γm,` es k-regular con k = #S`, por ser grafo de Cayley. Por
(5.4), y el comentario posterior, tenemos
k =
qm − 1
q(m,`) + 1
.
Adema´s, Γm,` es simple, ya que S` es sime´trico por el Lema 5.2.4.
Ahora calculemos el espectro del grafo. Por (5.7), los autovalores de Γm,` esta´n dados por
los distintos valores que toma TQγ,` en la expresio´n
TQγ,`−1
q(m,`)+1
. Si γ = 0, entonces Q0,` = 0 y
por (2.21) tenemos que TQ = q
m, obteniendo el autovalor χ0(S`) =
qm−1
q(m,`)+1
= k.
Para el resto de los autovalores, notemos primero que por el Teorema 2.4.2 de Klapper,
como m` es par, la forma cuadra´tica Qγ,` tiene rango r par para todo γ y adema´s
r ∈ {m,m− 2(m, `)}.
Recordemos que en el caso de caracter´ıstica impar y rango par, el tipo  y η(∆) coinciden
(ver comentario despue´s de Corolario 2.2.16). Luego, por (ii) del Lema 2.3.1, se tiene que
TQγ,` = q
m− r
2 o´ TQγ,` = (−1)
r
2 qm−
r
2 segu´n q es congruente a 1 o´ a 3 mo´dulo 4. Es decir,
TQγ,` = ±qm−
r
2 .
Teniendo en cuenta los 2 posibles valores de r y los dos signos, tenemos que los autovalores
del grafo son exactamente los dados en (5.8).
Queda analizar las multiplicidades. En primer lugar, como el autovalor k se obtiene a
partir de Q0,`(x) = 0 y TQγ,` = ±qm−
r
2 6= qm para γ 6= 0, se ve que la multiplicidad de k
es 1. Los autovalores ±q
m
2 −1
q(m,`)+1
se obtienen cuando r = m y los autovalores ±q
m
2 −(m,`)−1
q(m,`)+1
cuando
r = m− 2(m, `).
Por el Teorema 2.4.2, las multiplicidades correspondientes esta´n dadas por
qm − 1−#{t ≡ 0 (mo´d q(m,`)+1)}, 0, 0, #{t ≡ q(m,`)+1
2
(mo´d q(m,`)+1)},
cuando 1
2
m` es par y por
qm − 1−#{t ≡ 0 (mo´d q(m,`)+1)}, 0, 0, #{t ≡ q(m,`)+1
2
(mo´d q(m,`)+1)}
cuando 1
2
m` es impar. Notar que, por (2.33), las multiplicidades de los autovalores toman
los valores qm− 1−M1, 0, 0,M1 y 0, qm− 1−M2,M2, 0, respectivamente. Por el Lema 2.4.3
tenemos que M1 = M2 = k, de donde sale que las multiplicidades de los autovalores son
exactamente como en el enunciado. Luego, como la multiplicidad de k es 1, el grafo es conexo
por el Corolario 5.1.4.
Finalmente, el espectro de Γm,` es entero en consecuencia del Lema 3.2.3, que afirma que
q(m,`) + 1 | qm2 + (−1) 12m`+1 y q(m,`) + 1 | qm2 +(m,`) + (−1) 12m`+1.
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5.3. Grafos de Ramanujan
En esta seccio´n vamos a introducir los grafos de Ramanujan y algunas de sus propiedades
ma´s importantes. E´stos son una clase de grafos que aparecieron durante la de´cada del 80’
para la construccio´n de ciertos objetos optimales muy interesantes llamados ‘expanders’.
Mostraremos que los grafos de Cayley introducidos en la seccio´n anterior pertenecen a
esta clase de grafos para q = 2 y q = 3. Veremos que en el caso de q = 2, se pueden considerar
diferentes tipos de generalizaciones, una v´ıa formas cuadra´ticas y otra v´ıa funciones especiales
(APN , AB y PN), siendo la segunda la ma´s fructifera ya que se encontrara´n muchas familias
diferentes de grafos de Ramanujan. Por u´ltimo, veremos que en caracter´ıstica impar podemos
encontrar otra familia de grafos de Ramanujan.
Los primeros en encontrar familias infinitas de grafos de Ramanujan de grado regular fijo
fueron Lubotszky, Phillips y Sarnak ([32]). Ma´s precisamente, encontraron familias infinitas
de grafos de Ramanujan (p + 1)-regulares, donde p es un primo satisfaciendo p ≡ 1 mod
4. Luego, Morgenstern pudo encontrar familias infinitas (p` + 1)-regulares ([37]) con p ≡ 1
(mo´d 4). Lubotszky, Phillips y Sarnak conjeturaron que de haber familias infinitas de grafos
de Ramanujan de grado de regularidad fijo k, entonces k − 1 tendr´ıa que ser una potencia
de un primo.
En el 2008, Marcus, Spielman y Srivastava ([33]) mostraron que no estaban en lo correcto
ya que pudieron probar que existen familias infinitas de grafos de Ramanujan bipartitos de
grado fijo k, para todo k. Ellos hicieron uso de herramientas topolo´gicas (2-recubrimientos)
y algebraicas (familias entrelazadas) para construir dichos grafos.
Lo interesante, por lo tanto, es ver si de alguna manera uno puede encontrar familias
infinitas de grafos de Ramanujan no bipartitos de un grado de regularidad fijo. En esta
direccio´n, aqu´ı vamos a construir muchas familias de grafos de Ramanujan no bipartitos.
A futuro, ser´ıa muy bueno ver si v´ıa herramientas topolo´gicas (2-levantamientos) u otras
herramientas, es posible usar los grafos que vamos a construir aqu´ı para encontrar otras
familias infinitas distintas a las ya conocidas.
Recordemos que el autovalor trivial de un grafo k-regular es su grado de regularidad k, y
que adema´s un grafo es bipartito si y so´lo si −k es un autovalor del grafo. Si Γ es k-regular
bipartito, los autovalores no triviales de Γ sera´n todos los autovalores de Γ distintos de ±k.
Dado un grafo Γ, denotaremos λ(Γ) al autovalor de Γ de mayor valor absoluto no trivial,
es decir
λ(Γ) = ma´x
{|λ| : λ ∈ Spec(Γ)r {±k}}. (5.9)
Definicio´n 5.3.1. Un grafo simple k-regular conexo Γ es de Ramanujan si
λ(Γ) ≤ 2√k − 1. (5.10)
Veamos algunos ejemplos de grafos de Ramanujans.
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Ejemplo 5.3.2. Dado n un entero positivo, consideremos Kn el grafo completo de n ve´rti-
ces. Se puede probar, usando la fo´rmula del determinante de Dedekind, que el polinomio
caracter´ıstico de su matriz de adyacencia es
p(x) = (x− (n− 1))(x+ 1)n−1,
como el grafo completo Kn es (n − 1)-regular, por lo tanto Kn es un grafo de Ramanujan
(n− 1)-regular no bipartito.
Nota. La fo´rmula del determinante de Dedekind es una fo´rmula para calcular el determinante
de ciertas matrices construidas a partir de un grupo abeliano de la manera siguiente. Sea G
un grupo abeliano y sea f : G→ C cualquier funcio´n, consideremos A la matriz indexada por
los elementos de G cuya (i, j)-e´sima entrada esta´ dada por f(ij−1), entonces el determinante
de esta matriz esta´ dado por ∏
χ∈Ĝ
(∑
g∈G
χ(g)f(g)
)
.
En el ejemplo anterior, basta tomar G = Zn, y f la funcio´n definida por f(0) = −x y
f(a) = 1 si a ∈ Gr {0}.
Notar adema´s que el Lema 5.2.3, es una consecuencia de esta fo´rmula tomando como f
la funcio´n indicadora del conjunto de conexio´n S.
Ejemplo 5.3.3. Sea r un entero positivo, consideremos el grafo bipartito completo Kr,r. De
la misma manera que en el Ejemplo 5.3.2, se puede chequear que su polinomio caracter´ıstico
es
p(x) = (x− r)(x+ r)x2r−2,
como Kr,r es r-regular, entonces Kr,r es un grafo de Ramanujan r-regular bipartito.
Estos son considerados los grafos de Ramanujan triviales no-bipartito y bipartito respec-
tivamente.
Existe una relacio´n directa entre los grafos de Ramanujan y la funcio´n zeta de Ihara
definida en la seccio´n anterior.
Teorema 5.3.4 ([19]). Sea Γ un grafo simple k-regular conexo. La funcio´n zeta de Ihara
ζ(u,Γ) satisface la hipo´tesis de Riemann si y so´lo si el grafo Γ es Ramanujan.
5.3.1. Grafos de Ramanujan de tipo Γm,`
Veamos que los grafos de Cayley introducidos en la seccio´n anterior son grafos de Rama-
nujan en caracter´ısticas 2 y 3.
Dado que por el Teorema 5.2.6 conocemos los autovalores de Γ = Γm,`, analizaremos pri-
mero que´ condiciones necesarias tienen que cumplir m, q y ` si los autovalores satisfacieran la
desigualdad (5.10). Recordemos (de la demostraco´n del Teorema 5.2.3) que cuando m/(m, `)
es par entonces
#S` =
qm − 1
q(m,`) + 1
= k.
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Por el Teorema 5.2.3, si q es impar, el autovalor no trivial de mayor valor absoluto es
λ(Γ) =
−qm2 +(m,`) − 1
q(m,`) + 1
.
Supongamos que se satisface la desigualdad (5.10) en este caso, es decir
q
m
2
+(m,`) + 1
q(m,`) + 1
≤ 2
√
qm−1
q(m,`)+1
− 1. (5.11)
Luego
qm+2(m,`) + 2q
m
2
+(m,`) + 1
4(q(m,`) + 1)
≤ qm − q(m,`) − 2.
Entonces necesariamente tenemos que
qm+2(m,`) ≤ 4(q(m,`) + 1)qm.
Esto es equivalente a x2−4x−4 ≤ 0 con x = q(m,`), de donde claramente se tiene que x ≤ 4.
Como q es impar, solo se puede tener (m, `) = 1 y q = 3.
Luego, hemos probado lo siguiente.
Lema 5.3.5. Sean m, ` ∈ N. Si q 6= 3 o´ (m, `) 6= 1, entonces el grafo de Cayley Γm,` sobre
Fqm no es de Ramanujan.
Caracter´ıstica 3
Notar que el grafo Γm,` es conexo no bipartito y
3m−1
4
-regular, ya que por un lado el
autovalor trivial tiene multiplicidad 1 y por otro lado −(3m−1
4
) no es un autovalor de Γm,`.
Entonces, tenemos el siguiente resultado.
Teorema 5.3.6. Sea Γm,` = X(G,S`) donde G = Fqm y S` como en (5.3). Si m, ` son enteros
tales que m
(m,`)
es par y m ≥ 4, entonces Γm,` es un grafo de Ramanujan si y so´lo si q = 3 y
(m, `) = 1. En tal caso Γm,` es un grafo de Ramanujan entero no bipartito
3m−1
4
-regular.
Demostracio´n. Por el Lema 5.3.5, so´lo resta ver que las condiciones q = 3 y (m, `) = 1 son
suficientes. Analicemos la desigualdad (5.11) en este caso:
3
m
2
+1 + 1
4
≤ 2
√
3m−1
4
− 1.
Esta desigualdad es equivalente a
3m+2 + 2 · 3m2 +1 + 1 ≤ 16(3m − 5) = 3m+2 + 7 · 3m − 80,
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que a su vez equivale a
81 ≤ 7 · 3m − 2 · 3m2 +1 = 7(3m2 − 3
7
)2 − 9
7
.
Por lo tanto,
3
m
2 ≥
√
576 + 3
7
=
27
7
= 3 + 6
7
.
Esta u´ltima desigualdad es va´lida para m ≥ 3, pero como m debe ser par se tiene m ≥ 4.
Por lo tanto, el grafo Γm,` es un grafo de Ramanujan, como quer´ıamos demostrar. Adema´s,
por las discusiones previas al teorema, Γm,` resulta ser no bipartito y
3m−1
4
-regular.
Corolario 5.3.7. Sea m ≥ 1, ` ≥ 0 enteros y Γm,` = X(F3m , S`) con S` como en (5.3). Si q
es impar y m` =
m
(m,`)
es par entonces
diam(Γm,`) ≤ log(3
m − 1)
log((3m − 1)/(3m2 +(m,`) + (−1) 12m`)) + 1
Caracter´ıstica par
Si consideramos el caso binario q = 2, no tenemos un lema sobre sumas exponenciales
de formas cuadra´ticas en esta caracter´ıstica que nos permita calcular el espectro del grafo
Γm,` expl´ıcitamente. Sin embargo, es posible encontrar los posibles autovalores sin sus mul-
tiplicidades. En este caso, el grafo Γm,` es un grafo simple, ya que −S` = S` por estar en
caracter´ıstica 2, y |S|-regular, donde |S| = 2m−1
2(m,`)+1
.
Teorema 5.3.8. Consideremos el grafo de Cayley Γm,` = X(F2m , S`) con conjunto de co-
nexio´n S` = {x2`+1 : x ∈ F∗2m}. Si m ≥ 4 es par y (m, `) = 1, entonces Γm,` es un grafo
de Ramanujan no bipartito de orden 2m y 2
m−1
3
-regular. Adema´s, si m es multiplo de 4 y
(m, `) = 2, entonces Γm,` es un grafo de Ramanujan no bipartito de orden 2
m y 2
m−1
5
-regular.
Demostracio´n. Supongamos que m es par y (m, `) = 1. Consideremos el cara´cter de F2m
dado por χβ(x) = (−1)Tr2m/2(βx) donde β ∈ F2m . Por el Lema 5.2.3, los autovalores de Γm,`
son exactamente {
χβ(S) =
∑
y∈S
(−1)Tr2m/2(βy) : β ∈ F2m
}
.
Cuando β 6= 0, procediendo de manera ana´loga al caso de caracter´ıstica impar, obtenemos
que
χβ(S) =
TQβ−1
3
.
Por el Lema 2.3.1 se tiene que |TQβ | = 0 o´ |TQβ | = 2m−
r
2 , donde r es el rango de la forma
cuadra´tica Qβ,`(x) = Tr2m/2(βx
2`+1). Por hipo´tesis, m es par y (m, `) = 1, entonces por
Teorema 2.4.1 los rangos posibles de Qβ,` son m o´ m− 2. Adema´s, cuando TQβ 6= 0 se tiene
que TQβ = 2
m− r
2 , y en tal caso los posibles autovalores no triviales de Γ son
−1
3
,
2
m
2 − 1
3
,
−2m2 − 1
3
,
2
m
2
+1 − 1
3
,
−2m2 +1 − 1
3
. (5.12)
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Claramente, de estos autovalores posibles el de mayor valor absoluto es
µ =
−2m2 +1 − 1
3
.
Este autovalor podr´ıa no darse, sin embargo, si la cota vale para e´ste, entonces vale para
todos. Por lo tanto, basta probar que |µ| ≤ 2√|S| − 1. Esta desigualdad es equivalente a
esta otra
|µ|2
4
+ 1 ≤ |S|.
Como |S| = 2m−1
3
, basta probar que
2m+2 + 2
m
2
+2 + 1
12
+ 4 ≤ 2m.
Claramente,
2m+2 + 2
m
2
+2 + 1
12
+ 4 ≤ 2
m+2 + 2
m
2
+2
8
+ 5 = 2m−1 + 2
m
2
−1 + 5.
So´lo nos resta ver que
2m−1 + 2
m
2
−1 + 5 ≤ 2m,
pero esta u´ltima desigualdad es equivalente a
5 + 2
m
2
−1 ≤ 2m−1,
la cual es cierta cuando m ≥ 4.
Ahora veamos que Γm,` es un grafo de orden 2
m y 2
m−1
3
-regular. Como todo grafo de
Cayley X(G,S) tiene orden |G| y es |S|-regular basta ver que |S| = 2m−1
3
. Sea α es un
elemento primitivo de F2m . Notar que |S`| = 〈α2`+1〉, y por lo tanto |S`| es exactamente el
orden de α2
`+1. Luego
|S`| = 2m−1(2m−1,2`+1) .
Como m es par y (m, `) = 1, el Lema 3.2.2 implica que (2m − 1, 2` + 1) = 2(m,`) + 1 = 3,
como quer´ıamos ver.
So´lo resta ver que Γm,` es conexo. Dado que el autovalor trivial
2m−1
3
tiene multiplicidad
1, el Corolario 5.1.4 implica que Γm,` es conexo. Por lo tanto Γm,` es un grafo de Ramanujan.
Notar que en este caso Γm,` no es bipartito ya que si β 6= 0 entonces χβ(S) 6= −|S|, pues los
u´nicos valores posibles para χβ(S) son los dados en (5.12).
Por lo tanto, hemos probado que Γm,` es un grafo de Ramanujan no bipartito
2m−1
3
-
regular. De manera ana´loga si m es mu´ltiplo de 4 y (m, `) resulta que Γm,` es un grafo de
Ramanujan no bipartito 2
m−1
5
-regular.
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Corolario 5.3.9. Sea Γm,` = X(F2m , S`) donde S` = {x2`+1 : x ∈ F∗2m} con m ≥ 4 par y
(m, `) = 1. Entonces
diam(Γm,`) ≤ log(2
m − 1)
log(|S`|/λ(Γm,`)) + 1
donde diam(Γm,`) denota el dia´metro de Γm,` y λ(Γm,`) es como en (5.9).
5.3.2. Grafos de Ramanujan y formas cuadra´ticas generales
La construccio´n del grafo de Cayley Γm,` corresponde a las formas cuadra´ticas
Qγ,`(x) = Tr2m/2(γx
2`+1) = Tr2m/2(xRγ,`(x))
donde Rγ,`(x) = γx
2` var´ıa en L` = 〈x2`〉. Esta construccio´n se generaliza fa´cilmente a
formas cuadra´ticas mas generales del tipo Tr2m/2(xR(x)) donde R(x) var´ıa en alguna familia
de polinomios 2-linealizados. Ma´s precisamente, si tomamos
R`1,...,`hβ1,...,βh(x) = β1x
2`1 + β2x
2`2 + · · ·+ βhx2`h (5.13)
con `1, . . . , `h ∈ Z≥0, β1, . . . , βh ∈ F2m , podemos definir
Q(x) = Q`1,...,`hβ1,...,βh(x) = Tr2m/2(xR
`1,...,`h
β1,...,βh
(x)). (5.14)
Considerando el grupo H = F2m × · · · × F2m(h veces) = Fh2m con la suma, y definiendo
SQ = {(x2`1+1, . . . , x2`h+1) : x ∈ F∗2m}, (5.15)
tenemos que el grafo
ΓQ = X(H,SQ) (5.16)
generaliza al grafo Γm,` definido anteriormente. Una pregunta natural en este contexto es
¿cua´ndo ΓQ es Ramanujan?
Supongamos que existe un `i tal que (m, `i) = 1 y adema´s v2(m) ≥ v2(`i) para 1 ≤ i ≤ h.
En tal caso |S| = 2m−1
3
. Notar que los caracteres de Fh2m son de la forma
χ(β1,...,βh)(x1, . . . , xh) = (−1)
∑h
i=1 Tr2m/2(βixi)
donde (β1, . . . , βh) ∈ Fh2m . Por el Lema 5.2.3, tenemos que los autovalores de ΓQ = X(H,SQ)
son
χ(β1,...,βh)(SQ) =
∑
(x1,...,xh)∈SQ
(−1)
∑h
i=1 Tr2m/2(βixi).
Para (β1, . . . , βh) = (0, . . . , 0), tenemos que
χ(β1,...,βh)(SQ) = |SQ|
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y si (β1, . . . , βh) 6= (0, . . . , 0) entonces
χ(β1,...,βh)(SQ) =
∑
(x1,...,xh)∈SQ
(−1)
∑h
i=1 Tr2m/2(βixi) = 1
3
∑
x∈F∗2m
(−1)Tr2m/2(
∑h
i=1 βix
2`i+1) =
TQβ−1
3
.
Por Lema 2.3.1 sabemos que |TQ| = 0 o´ 2m−
r
2 , donde r es el rango de la forma cuadra´tica Q.
Por lo tanto, asinto´ticamente, los autovalores en este caso esta´n mayorados en valor absoluto
por µ = 2
m− r2 +1
3
. Para que
µ ≤ 2√
3
√
2m − 4
tiene que suceder que 22m−r + 2m−
r
2
+1 + 49 ≤ 2m+3 + 2m+2, y en tal caso r ≥ m− 3 y para
m ≥ 5 se satisface.
Por lo tanto, las formas cuadra´ticas Q = Q`1,...,`hβ1,...,βh deben tener rango r ≥ m− 3 para que
ΓQ sea Ramanujan.
Del mismo modo, supongamos ahora que v2(m) < v2(`i) para algu´n i, entonces en este
caso |S| = 2m − 1, y para (β1, . . . , βh) 6= 0 obtenemos que
χ(β1,...,βh)(S) = TQ − 1.
Por lo tanto, los autovalores de Γ esta´n mayorados en valor absoluto por µ = 2m−
r
2 + 1,
donde r es el menor rango posible de Q cuando (β1, . . . , βh) var´ıa en Fh2m r {0}. Para que
asinto´ticamente µ ≤ 2√2m − 2 tiene que suceder que 22m−r + 2m− r2+1 + 9 ≤ 2m+2, en tal
caso r > m− 2 y por lo tanto r ≥ m− 1. Entonces obtenemos lo siguiente.
Teorema 5.3.10. Sea ΓQ = Cay(H,SQ) el grafo de Cayley definido en (5.15) – (5.16) por
la familia parametrizada de formas cuadra´ticas Q = Q`1,...,`hβ1,...,βh sobre F2m dadas en (5.13) –
(5.14). Sea m suficientemente grande tal que (m, `i) = 1 para todo i = 1, . . . , h.
• Si v2(m) ≥ v2(`i) para todo i = 1, . . . , h entonces ΓQ es un grafo de Ramanujan no
bipartito si y so´lo si el rango r de Q satisface r ≥ m− 3.
• Si v2(m) < v2(`i) para algu´n 1 ≤ i ≤ h entonces Γ es un grafo de Ramanujan no
bipartito si y so´lo si el rango r de Q satisface r ≥ m− 1.
Ejemplo 5.3.11. Consideremos la forma cuadra´tica QR en m variables sobre Fq donde
R(x) = β1x
2` + β2x
23` .
Cuando m` es impar, entonces el rango de la forma cuadra´tica es m si R 6= 0 (ver [26]). Por
la segunda parte del Teorema anterior ΓQ es un grafo de Ramanujan (2
m − 1)-regular no
bipartito. ♦
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5.4. Grafos de Ramanujan v´ıa funciones especiales
En esta seccio´n construiremos grafos de Ramanujan v´ıa funciones especiales de cuerpos
finitos. Ma´s precisamente, en la seccio´n 5.4.1 las construcciones dara´n grafos de Ramanu-
jans en caracter´ıstica par y en la seccio´n 5.4.2 en caracter´ıstica impar. Usaremos funciones
Booleanas, es decir F : F2m → F2m , especiales como APN, AB, PN, en este caso. Mientras
que en la seccio´n 5.4.2 haremos una construccio´n en caracter´ıstica impar usando la clase de
funciones planares PN.
5.4.1. Construcciones en caracter´ıstica par
Recordemos que en Cap´ıtulo 4 probamos que si (m, `) = 1, el dual del co´digo C`,1 es
optimal en el sentido que su distancia es lo ma´s grande posible entre una cierta familia de
co´digos c´ıclicos binarios.
La optimalidad de este co´digo implica que la funcio´n F (x) = x2
`+1 usada para construir
el cero α−(2
`+1) es especial, como lo noto´ Charpin en [6].
Esta funcio´n cae en una clase especial de funciones Booleanas, las llamadas APN (almost
perfect nonlinear), que definimos abajo. Ma´s au´n, cuando m es impar esta funcio´n resulta ser
una funcio´n AB, por almost bent (ver Definicio´n 5.4.6). Tambie´n haremos uso de funciones
PN (perfect nonlinear).
Comenzamos definiendo distintos tipos de funciones Booleanas.
Definicio´n 5.4.1. Una funcio´n F : F2m → F2r con 1 ≤ r ≤ m se dice (m, r)-Booleana. F es
m-Booleana si r = m y Booleana si r = 1.
Ahora seguimos con las funciones casi perfectas no-lineales.
Definicio´n 5.4.2. Una funcio´n m-Booleana F : F2m → F2m se dice APN (almost perfect
nonlinear) sobre F2m si para todo a, b ∈ F2m , a 6= 0, la ecuacio´n
F (x+ a) + F (x) = b (5.17)
tiene a lo sumo 2 soluciones.
En el caso binario, podemos generalizar la construccio´n del grafo Γm,` = X(F2m , S`)
donde S` como en (5.3) para cualquier funcio´n APN. Dada F una funcio´n APN, definimos
el grafo de Cayley
ΓF = X(F2m , SF ) con SF = {F (x) : x ∈ F∗2m}. (5.18)
Notar que si F (x) = x2
l+1 entonces ΓF = Γ`
Una inquietud natural que surge en este contexto es la siguiente
Pregunta. ¿Cua´ndo el grafo de Cayley ΓF = X(F2m , SF ) es Ramanujan?
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Funciones APN monomiales
Para empezar, es importante notar que la funcio´n F en (5.18) debe cumplir F (x) 6= 0
para todo x ∈ F∗2m , ya que de otro modo el grafo ΓF tendr´ıa lazos y no ser´ıa simple. Un
ejemplo de funciones APN satisfaciendo esta condicio´n, son las funciones APN monomiales
de la forma
F (x) = xh.
En este caso, escribimos Sxh en lugar de SF . Notar que S` = Sxq`+1 , con q = 2. Por ejemplo,
tenemos S1 = Sx3 .
Estas funciones satisfacen la siguiente propiedad (ver [36]).
Proposicio´n 5.4.3. Sea F : F2m → F2m una funcio´n APN de la forma F (x) = xh. Luego,
• Si m es par, entonces (h, 2m − 1) = 3.
• Si m es impar, entonces (h, 2m − 1) = 1.
Esta proposicio´n implica que si m es impar, entonces ΓF es el grafo completo para toda
funcio´n APN monomial F , ya que en este caso SF = F∗qm y por lo tanto todos los ve´rtices
son vecinos en ΓF , y es bien sabido que el grafo completo es un grafo de Ramanujan (trivial).
Sin embargo, si m es par, el grafo ΓF es un grafo
2m−1
3
-regular.
En este punto parecer´ıa que tenemos muchas elecciones de funciones APN tal que ΓF es
un grafo de Ramanujan, sin embargo resulta que todas dan lugar a un u´nico grafo, como
veremos a continuacio´n.
Proposicio´n 5.4.4. Sea m ≥ 4 par y F : F2m → F2m una funcio´n APN monomial. Entonces,
los grafos de Cayley ΓF = X(F2m , SF ), Γx3 = X(F2m , Sx3) y Γm,1 = X(F2m , S1) coinciden.
Por lo tanto, ΓF es un grafo de Ramanujan.
Demostracio´n. Sea m ≥ 4 par y F : F2m → F2m una funcio´n APN monomial, digamos
F (x) = xh con h ∈ N.
Notar que SF = {xh : x ∈ F∗2m} = 〈αh〉, donde α es un generador de F∗2m . Por lo tanto
SF es un subgrupo del grupo c´ıclico F∗2m de orden 2
m−1
3
. Como todo grupo c´ıclico tiene un
u´nico subgrupo por cada divisor de su orden, resulta que SF = 〈α3〉.
Por lo dicho previamente, el grafo de Cayley ΓF = X(F2m , SF ) es igual a Γx3 = X(F2m , Sx3),
donde Sx3 = {x3 : x ∈ F∗2m}, el cual a la vez coincide con Γm,1 = Cay(F2m , S1). Por el Teo-
rema 5.3.8, este u´ltimo resulta de Ramanujan. Luego, ΓF es un grafo de Ramanujan no
bipartito 2
m−1
3
-regular.
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Funciones AB
Comencemos definiendo la clase de funciones AB con las que construiremos nuevos grafos
de Ramanujan.
Definicio´n 5.4.5. Las funciones componentes de una funcio´n (m, r)-Booleana F son las
funciones fβ : F2m → F2 dadas por
fβ(x) = Tr2r/2(βF (x))
para cada β ∈ F2r . La transformada de Walsh de F es
LF (β, γ) =
∑
x∈F2m
(−1)fβ(x)+Tr2m/2(γx) ∈ Z (5.19)
para β ∈ F2r , γ ∈ F2m .
Notar que LF (β, γ) es un entero por ser suma de ±1’s.
Definicio´n 5.4.6. Una funcio´n m-Booleana F se dice AB (almost bent) si su transformada
de Walsh so´lo puede tomar los valores 0 y ±2m+12 , es decir
LF (β, γ) ∈ {0,±2m+12 }
para todo β, γ ∈ F2m .
Notar que este tipo de funciones so´lo esta´n definidas cuando m es impar. Adema´s, toda
funcio´n AB es una funcio´n APN (ver [36]). Sin embargo, hay funciones APN que no son AB,
por ejemplo, F (x) = x−1 en F2m con m impar.
Primera construccio´n. Al igual que antes, uno puede considerar el grafo ΓF con F funcio´n
AB monomial, pero no ganar´ıamos mucho ya que toda funcio´n AB es una funcio´n APN, y ya
vimos que si m es impar toda funcio´n APN monomial induce el grafo completo. Sin embargo,
para funciones AB es posible considerar otro grafo muy similar a ΓF .
Tomemos el grupo abeliano G = F2m × F2m . Sus caracteres son de la forma
χβ,γ(x, y) = (−1)Tr2m/2(βx+γy) (5.20)
donde β, γ ∈ F2m .
Dada F (x) una funcio´n AB sobre F2m , podemos considerar el grafo de Cayley
Γ∗F = X(F2m × F2m , RF ) donde RF = {(x, F (x)) : x ∈ F∗2m}. (5.21)
Notar que, en este caso, RF es el gra´fico de la funcio´n sin considerar el punto (0, F (0)).
Adema´s |RF | = 2m − 1, ya que la cantidad de pares ordenados en RF esta´ determinado por
la primer variable. Por lo tanto, Γ∗F es un grafo (2
m − 1)-regular. Como todos los caracteres
de G son como en en (5.20), por Lema 5.2.3 sus autovalores de Γ∗F esta´n dados por las sumas
χγ,β(RF ) =
∑
(x,y)∈RF
χγ,β(x, y) =
∑
x∈F∗2m
(−1)fβ(x)+Tr2m/2(γx)
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con β, γ ∈ F2m , y donde fβ(x) son las funciones componentes de F si β 6= 0, y 0 si β = 0.
Luego,
χγ,β(RF ) =
∑
x∈F2m
(−1)fβ(x)+Tr2m/2(γx) − (−1)fβ(0) (5.22)
Como F es una funcio´n AB tenemos que
χγ,β(RF ) ∈ {±1, 2m+12 ± 1, −2m+12 ± 1},
cuando (γ, β) 6= (0, 0). Por otro lado, si (γ, β) = (0, 0) entonces χγ,β(RF ) = 2m − 1. Luego,
los posibles autovalores de Γ∗F son
±1, 2m+12 ± 1, −2m+12 ± 1, 2m − 1.
Notar que la multiplicidad del autovalor trivial del grafo Γ∗F (el grado de regularidad 2
m−1)
en este caso es 1. Por Corolario 5.1.4 el grafo Γ∗F tiene una u´nica componente conexa y por
lo tanto es conexo.
Por otra parte, se puede probar al igual que antes que para m ≥ 5 se satisface la de-
sigualdad
λ(Γ∗F ) ≤ 2
√
|RF | − 1.
Por lo tanto obtenemos el siguiente resultado.
Teorema 5.4.7. Sea m ≥ 5 impar y F : F2m → F2m una funcio´n AB. Entonces Γ∗F como
en (5.21) es un grafo de Ramanujan entero (2m − 1)-regular no bipartito.
Este u´ltimo teorema se aplica no solamente para funciones AB monomiales sino que para
cualquier funcio´n AB. Notar adema´s que si F (0) 6= 0 es posible considerar el grafo de Cayley
Γ̂F = X(G,R
′
F ). (5.23)
donde G = F2m × F2m y
R′F = {(x, F (x)) : x ∈ F2m}.
En este caso |R′F | = 2m y, razonando de la misma manera que antes, obtenemos que los
autovalores de Γ̂F son
0, 2
m+1
2 , −2m+12 , 2m.
Claramente, los autovalores no triviales de Γ̂F satisfacen la desigualdad
λ(G) ≤ 2√2m − 1.
Notar que al igual que ΓF (con F (0) 6= 0), este grafo tiene su espectro sime´trico si no
tenemos en cuenta su autovalor trivial.
Teorema 5.4.8. Sea m ≥ 5 impar y F : F2m → F2m una funcio´n AB tal que F (0) 6= 0.
Entonces Γ̂F como en (5.23) es un grafo de Ramanujan entero 2
m-regular no bipartito.
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Demostracio´n. So´lo queda probar que Γ̂F es un grafo conexo. Notar que si F (0) = ω 6= 0,
entonces G(x) = F (x) + ω es una funcio´n AB tal que G(0) = 0. En efecto, si gβ(x) son las
funciones componentes de G(x), entonces
gβ(x) = Tr2m/2(βG(x)) = Tr2m/2(βF (x)) + Tr2m/2(βω) = fβ(x) + Cβ,ω,
donde fβ(x) son las funciones componentes de F (x) y Cβ,ω = Tr2m/2(βω). Entonces, la
transformada de Walsh de G(x) satisface
LG(β, γ) =
∑
x∈F2m
(−1)gβ(x)+Tr2m/2(γx) = (−1)Cβ,ωLF (β, γ).
De este modo LG(β, γ) ∈ {0,±2m+12 }, por lo tanto G es una funcio´n AB y por construccio´n
G(0) = 0.
Por Teorema 5.4.7, Γ∗G es un grafo de Ramanujan y en particular es un grafo conexo. Sea
(z1, z2) ∈ F2m × F2m r {(0, 0)}, para probar que Γ̂F es conexo, basta probar que existe un
camino de (0, 0) a (z1, z2). Como Γ
∗
G es conexo, existen x1, . . . , xm ∈ F2m tales que
x1 + · · ·+ xm = z1 y G(x1) + · · ·+G(xm) = z2.
Por definicio´n de G tenemos que
F (x1) + · · ·+ F (xm) +mω = z2.
Dado que estamos en caracter´ıstica 2, resulta que mω es 0 si m es par y ω si m es impar.
Por lo tanto, si m es par obtenemos el camino que busca´bamos. Ahora, supongamos que m
es impar, entonces
F (x1) + · · ·+ F (xm) + ω = z2.
Como F (0) = ω, obtenemos que
x1 + · · ·+ xm + 0 = z1 y F (x1) + · · ·+ F (xm) + F (0) = z2.
Luego Γ̂F es un grafo conexo y, por lo visto en la discusio´n previa al teorema, Γ̂F es un
grafo de Ramanujan no bipartito 2m-regular.
Segunda construccio´n. Veamos que es posible definir otros grafos de Ramanujan con una
funcio´n AB. Supongamos que m es un entero positivo impar, y sea F : F2m → F2m una
funcio´n AB. Para cada s | m, consideremos el mapeo traza Tr2m/2s(x) y definamos
Fs(x) = Tr2m/2s(F (x)).
Llamaremos Γs al grafo de Cayley
Γs = X(F2m × F2s , SFs), (5.24)
donde
SFs = {(x, Fs(x)) : x ∈ F∗2m}.
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En este caso los caracteres del grupo F2m × F2s son de la forma
χa,b(x) = (−1)Tr2m/2(ax)+Tr2s/2(bx)
donde a ∈ F2m y b ∈ F2s . Por lo tanto los autovalores del grafo Γs son sumas exponenciales
del tipo ∑
x∈F∗2m
(−1)Tr2m/2(ax)+Tr2s/2(bFs(x)) .
Usando la F2s-linealidad de la funcio´n traza Tr2m/2s y que adema´s
Tr2m/2(x) = (Tr2s/2 ◦ Tr2m/2s)(x)
se tiene que
Tr2s/2(bFs(x)) = Tr2m/2(bF (x)).
Por lo tanto, los autovalores de Γs esta´n dados por las sumas∑
x∈F∗2m
(−1)Tr2m/2(ax)+Tr2m/2(bF (x)) =
∑
x∈F2m
(−1)Tr2m/2(ax)+Tr2m/2(bF (x)) − (−1)Tr2m/2(bF (0)).
Como la funcio´n es AB, al igual que antes los posibles autovalores del grafo son
±1, 2m+12 ± 1, −2m+12 ± 1, 2m − 1.
Para mostrar que Γs es conexo, basta ver que dado cualquier ve´rtice (z1, z2) distinto del
(0, 0) en Γs existe un camino de (0, 0) a (z1, z2). Por definicio´n de Γs, dicho camino existe si
y so´lo si existen x1, . . . , xm ∈ F2m tales que
x1 + · · ·+ xm = z1 y Fs(x1) + · · ·+ Fs(xm) = z2.
Como la funcio´n traza es sobre existe z′2 ∈ F2m tal que Tr2m/2s(z′2) = z2. Como Γ∗F es
conexo, existen x1, . . . , xm ∈ F2m tal que
x1 + · · ·+ xm = z1 y F (x1) + · · ·+ F (xm) = z′2.
Podemos tomar traza en la segunda ecuacio´n, por linealidad de la funcio´n traza obtenemos
que
Fs(x1) + · · ·+ Fs(xm) = z2.
Por lo tanto Γs es un grafo conexo. En consecuencia, al igual que antes, Γs resulta un
grafo de Ramanujan no bipartito para cada s | m.
Teorema 5.4.9. Sea m ≥ 5 impar y F : F2m → F2m una funcio´n AB. Entonces Γs es un
grafo de Ramanujan entero (2m − 1)-regular no bipartito para cada s | m.
De igual manera que antes, si Fs(0) 6= 0 es posible considerar el grafo de Cayley Γ′s =
X(F2m × F2s , RFs) donde
RFs = {(x, Fs(x)) : x ∈ F2m}
y as´ı obtener un grafo de Ramanujan 2m-regular.
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Teorema 5.4.10. Sean m ≥ 5 impar, s un entero positivo tal que s | m y F : F2m → F2m
una funcio´n AB tal que Fs(0) 6= 0. Entonces Γ′s es un grafo de Ramanujan entero 2m-regular
no bipartito.
Es natural preguntarse si es posible definir grafos a partir del gra´fico de funciones APN
para m par. Notar que si consideramos, por ejemplo, la funcio´n F (x) = x3, en este caso
la transformada de Walsh de F (x) toma los valores {0,±2m2 ,±2m+22 }. En tal caso se puede
verificar que el grafo Γ∗F no satisface la desigualdad λ(Γ
∗
F ) ≤ 2
√|SF | − 1 y por lo tanto no
es Ramanujan. Por lo tanto, cuando m es par Γ∗F no necesariamente es Ramanujan si F es
una funcio´n APN.
Cuando m es impar es posible encontrar funciones APN que no son AB, pero los valores
de su transformada de Walsh implican que Γ∗F es un grafo de Ramanujan.
Existen otra clases de funciones Booleanas especiales cuyos valores de la transformada
de Walsh permiten encontrar grafos de Ramanujan como veremos a continuacio´n.
Definicio´n 5.4.11. Una (m, r)-funcio´n Booleana F es una funcio´n PN (perfect nonlinear)
si satisface que
LF (β, γ) ∈ {±2m2 }
para todo β ∈ F2r , γ ∈ F2m .
Tenemos el siguiente resultado debido a K. Nyberg ([39]).
Lema 5.4.12. Si F es una (m, r)-funcio´n Booleana PN, entonces m es par y r ≤ m/2.
Dada F una (m, r)-funcio´n PN, para cada s | r podemos considerar el grafo Γs. De la
misma manera que suced´ıa con las funciones AB, estos resultan ser Ramanujan, ya que en
este caso los autovalores del grafo son
2
m
2 ± 1, −2m2 ± 1, 2m − 1.
Al igual que antes 2m − 1 es un autovalor con multiplicidad 1.
Teorema 5.4.13. Sea m ≥ 4 par y F : F2m → F2r una (m, r)-funcio´n PN. Entonces Γs es
un grafo de Ramanujan entero (2m − 1)-regular no bipartito para cada s | r.
5.4.2. Construcciones en caracter´ıstica impar
En esta seccio´n, varemos que podemos hacer construcciones de grafos de Ramanujan
similares a las de la seccio´n anterior pero en caracter´ıstica impar. Veamos las definiciones
ba´sicas que nos hara´n falta.
Sea f una funcio´n de Fpm a Fp. Recordemos que ζp = e
2pii
p y denotemos por χf a la
funcio´n signo de f definida por
χf (x) = ζ
f(x)
p
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para todo x ∈ Fpm . La transforma de Fourier χ̂f de la funcio´n χf esta´ definida por
χ̂f (b) =
∑
x∈Fpm
χf (x) ζ
−b·x
p .
A χ̂f (b) se la llama la transformada de Walsh de f en b, donde · es cualquier producto escalar
en Fpm . Como la nocio´n de una transformada de Walsh refiere a un producto escalar, es
conveniente elegir el isomorfismo tal que el producto escalar en Fpm coincida con el producto
escalar cano´nico en Fpm , que es la traza del producto
b · x := Trpm/p(bx).
Por lo tanto la transformada de f en b esta´ definida por
Sf (b) =
∑
x∈Fpm
ζ
f(x)−Trpm/p(bx)
p .
Podemos recuperar a la funcio´n f v´ıa la fo´rmula de inversio´n
ζf(x)p =
1
pm
∑
b∈Fpm
Sf (b) ζ
Trpm/p(bx)
p .
Evaluando en x = 0, se tiene que para todo funcio´n f de Fpm a Fp∑
b∈Fpm
Sf (b) = p
mχf (f(0)).
Adema´s, se tiene la Identidad de Parseval∑
b∈Fpm
|Sf (b)|2 = p2m.
Definicio´n 5.4.14. Una funcio´n f se dice bent p-aria si todos sus coeficientes de Walsh
satisfacen |Sf (b)|2 = pm. Una funcio´n bent se dice regular si para todo b ∈ Fpm ,
p−
m
2 Sf (b) = ζ
f?(b)
p
para alguna funcio´n f ? : Fpm → Fp. Esta funcio´n f ? es llamada la funcio´n dual de f .
Para construir los grafos nos van a interesar funciones F de Fpm en s´ı mismo, tal que sus
funciones componentes fa(x) = Trpm/p(aF (x)) sean funciones bent p-arias.
Definicio´n 5.4.15. Sea F : Fpm → Fpm , se dice que F es una funcio´n planar o PN (perfect
nonlinear) si para cualquier a ∈ F∗pm el mapeo x 7→ F (x+ a)− F (x) es biyectivo.
Veamos algunos ejemplos de este tipo de funciones.
Ejemplo 5.4.16. Sea F (x) = x
3`+1
2 la funcio´n definida sobre F3m tal que (m, `) = 1 y
` impar. Esta funcio´n fue estudiada por Coulter-Mathews y probo´ que es una funcio´n es
planar.
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Ejemplo 5.4.17. Sea F (x) = xp
`+1 la funcio´n definida sobre Fpm tal que p es impar y
m/(m, `) tambie´n es impar. Esta funcio´n es planar y es llamada funcio´n de Dembowsky-
O¨strom.
Notar que ambas funciones de los ejemplos son funciones pares.
La siguiente proposicio´n es la clave para unir la nociones de funcio´n planar y funciones
bent ([5]).
Proposicio´n 5.4.18. Sea F : Fpm → Fpm. Entonces F es una funcio´n planar si y so´lo si
para todo a ∈ F∗pm las funciones componentes Trpm/p(aF (x)) de F son funciones bent p-arias.
Lema 5.4.19. Sea F funcio´n planar sobre Fpm con p un primo impar y F (0) = 0. Si
SF = {(x, F (x)) : x ∈ F∗pm}, entonces −SF ∩ SF = ∅.
Demostracio´n. Supongamos que −SF ∩ SF 6= ∅, entonces existen x e y en F∗pm tal que
(x, F (x)) = −(y, F (y)),
entonces x = −y con F (x) = −F (y), es decir que F satisface F (−y) = −F (y).
Como y 6= 0, consideremos la funcio´n ∆y(t) = F (t − y) − F (t). Luego, como F (0) = 0
obtenemos que
∆y(0) = F (0− y)− F (0) = F (−y) = −F (y).
Adema´s, evaluando en y tenemos que
∆y(y) = −F (y).
Como F es una funcio´n planar, ∆y es una funcio´n biyectiva y, por lo tanto y = 0, llegando
as´ı a un absurdo de la suposicio´n que x, y eran distintos de 0. Por lo tanto
−SF ∩ SF = ∅
como quer´ıamos demostrar.
Dada F una funcio´n planar par con F (0) = 0, consideremos
TF = −SF ∪ SF .
Luego, TF es sime´trico en el sentido que −TF = TF y adema´s el lema anterior implica que
|TF | = |SF |+ | − SF | = 2|SF | = 2(pm − 1).
Entonces el grafo de Cayley ΓF,p = X(G, TF ), donde G = Fpm × Fpm , es un grafo simple
(2pm − 2)-regular. Vamos a probar que este grafo es Ramanujan.
85 5.4. Grafos de Ramanujan v´ıa funciones especiales
Teorema 5.4.20. Sea p un primo impar y m ≥ 4. Sea F una funcio´n planar sobre Fpm con
F (0) = 0. Consideremos G = Fpm × Fpm y TF = −SF ∪ SF , donde SF es el conjunto
SF = {(x, F (x)) : x ∈ F∗pm}.
Entonces, el grafo de Cayley ΓF,p = X(G, TF ) es un grafo de Ramanujan (2p
m − 2)-regular
no bipartito.
Demostracio´n. Los autovalores de ΓF,p estan dados por
χa,b(TF ) =
∑
(x,y)∈TF
χa,b(x, y) =
∑
(x,y)∈SF
χa,b(x, y) +
∑
(x,y)∈−SF
χa,b(x, y)
donde χa,b(x, y) = ζ
Trpm/p(ax+by)
p . Por definicio´n de SF tenemos que
χa,b(TF ) =
∑
x∈F∗pm
ζ
Trpm/p(ax+bF (x))
p +
∑
x∈F∗pm
ζ
Trpm/p(−ax+bF (−x))
p
=
∑
x∈F∗pm
ζ
fb(x)+Trpm/p(ax)
p +
∑
x∈F∗pm
ζ
fb(x)−Trpm/p(ax)
p
donde fb(x) = Trpm/p(bF (x)) es la funcio´n componente de F .
Como F es una funcio´n planar con F (0) = 0, sus funciones componentes fb(x) son
funciones bent p-arias para b 6= 0. Luego,
|χa,b(TF )| ≤ 2pm2 + 2.
Por lo tanto, basta probar que
2p
m
2 + 2 ≤ 2
√
2pm − 3.
Esta u´ltima desigualdad es equivalente a esta otra
(p
m
2 + 1)2 ≤ 2pm − 3,
que a su vez es equivalente a
2p
m
2 + 4 ≤ pm.
Luego, se tiene que
5 ≤ (pm2 − 1)2.
Evidentemente esta u´ltima desigualdad es va´lida para m ≥ 4.
Si b = 0 y a 6= 0, entonces por las propiedades de ortogonalidad de los caracteres del
cuerpo finito Fpm tenemos que χa,b(TF ) = −2, que trivialmente satisface la desigualdad
|χa,b(TF )| ≤ 2
√|TF | − 1.
Por u´ltimo, notemos que el autovalor trivial |TF | se alcanza so´lo cuando a = b = 0 y
entonces tiene multiplicidad 1 implicando que ΓF,p es un grafo conexo no bipartito. Por lo
tanto ΓF,p resulta ser un grafo de Ramanujan.
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