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El objetivo principal de este trabajo de fin de grado es la detección en zonas amplias del 
cuerpo de manera automática de posibles cambios en lesiones dermatológicas, ya sea 
aparición, aumento de tamaño o cambio de color de estas. En la actualidad, no se dispone 
de dicha tecnología, lo cual genera un problema ya que, en el momento del análisis visual 
por parte del facultativo, cabe la posibilidad de que se pasen por alto ciertas lesiones, 
además de que el tiempo empleado en la revisión de los cambios es mayor. Este trabajo 
intenta dar solución a estos problemas mediante el apoyo al proceso de detección del 
cambio en las zonas amplias del cuerpo. El proceso de detección se ha llevado a cabo 
mediante el tratamiento de las dos imágenes que se quieren comparar, las cuales, pasan 
por un proceso de selección de la zona de interés; una adaptación de estas con el fin de 
poder compararlas de la manera más precisa posible; y, por último, la comparación 
propiamente dicha de las imágenes y la visualización de los resultados obtenidos. Para el 
desarrollo de este proceso se ha realizado un estudio de las técnicas existentes y, 
finalmente, de las empleadas en el desarrollo del algoritmo, explicando en qué se basan 
dichas técnicas y cómo se han aplicado para obtener el resultado deseado. 
Para la realización de las pruebas y visualización de resultados, ante la imposibilidad de 
contar con el Dataset inicialmente previsto, se generó el mismo formado por diez 
imágenes, simulando las condiciones reales que se puedan dar en una consulta 
dermatológica, donde pudiéramos comprobar el funcionamiento de cada etapa del 
algoritmo para comprobar de esta manera su efectividad. 
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The main objective of this Bachelor's Thesis is the automatic detection in wide areas of 
the body of possible changes in dermatological injuries, whether their appearance, or if 
they increase in size or changed in color. At the moment, such technology is not available, 
which is a problem as certain injuries may be overlooked at the time of visual analysis and 
the time taken to review changes might be greater. This thesis tries to solve these 
problems by supporting the process of detecting changes in large areas of the body. The 
detection process has been carried out by processing two images to be compared, which 
have gone through a selection process of the area of interest; an adaptation of these in 
order to be able to compare them as accurately as possible; and, finally, the actual 
comparison of the images and the display of the results obtained. For the development of 
this process, a study of the existing techniques and a final description of those used in the 
development of the algorithm has been done, as well as explaining what they are based 
on and how they have been applied to obtain the desired result. 
To carry out the tests and visualize the results and due to the impossibility of not having 
the initial planned one, a Dataset was generated consisting of ten images, which simulate 
the real conditions that can occur in a dermatological practice, where we could check the 
operation of each step of the algorithm to verify its effectiveness. 
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Un problema a día de hoy en cuanto a la detección de lesiones dermatológicas se refiere 
(ya sean lunares, manchas u otros defectos que podemos encontrar en la piel) es la 
detección de las mismas de una manera manual, siendo el propio usuario el que se 
encargue de comparar dos imágenes, extrayendo así las nuevas lesiones que hayan 
podido surgir con el paso del tiempo, es decir, lo que el usuario busca son las diferencias 
entre ambas imágenes para así ver cómo han variado las mismas con el paso del tiempo. 
Por tanto, en este trabajo se propone la detección automática de dichos cambios en la 
piel donde, haciendo uso de dos imágenes del mismo paciente tomadas en distintos 
intervalos temporales, seamos capaces de detectar los cambios citados anteriormente de 
una manera automática sin que el usuario tenga que analizar por sí mismo las fotografías. 
Esta implementación permitirá a sus usuarios un considerable ahorro de tiempo, así 
como, en una implementación ideal, evitar el fallo humano que se puede producir al ser 
las imágenes comparadas de una manera manual. A continuación, se muestra de una 
manera más gráfica la motivación del trabajo, donde veremos las dos imágenes que un 
usuario compararía y el resultado de donde se encuentran las diferencias entre ambas: 
      
     
             
 
 






El objetivo de este trabajo es identificar las nuevas lesiones de la piel, o bien, las 
variaciones de estas, que hayan podido surgir en el trascurso de tiempo de la captura 
entre las dos imágenes. Para ello habrá que realizar un pre procesado de la imagen, esto 
es, tratar la imagen de tal manera que se pueda conseguir separar la región de interés (en 
este trabajo la piel) del resto de la imagen, intentar paliar las diferencias en el color de la 
piel que hayan podido surgir a lo largo del tiempo, así como la distinta colocación que 
pueda haber con las imágenes que tenemos que comparar debido a que, por ejemplo, el 
usuario las haya tomado en un ángulo diferente. Una vez hecho esto ya se podrán 
comparar ambas imágenes para extraer las potenciales diferencias que tenemos entre 
ambas. 
Los puntos que se van a tratar son los siguientes: 
1. El estudio del estado del arte, donde se mostrará la tecnología ya existente con 
respecto a este trabajo. 
2. Toda la información referente a los algoritmos y métodos existentes que se han 
utilizado para la realización de este trabajo. 
3. La implementación utilizada para el trabajo y la algoritmia de este. 
4. Resultados obtenidos en la detección de los nuevos cambios de la piel.  
1.3 Organización de la memoria 
La memoria de este trabajo se va a componer de los siguientes capítulos. 
• Capítulo 1 Introducción: motivación y objetivos. 
• Capítulo 2 Antecedentes y tecnología de base. 
• Capítulo 3 Diseño: Algoritmia existente y tipos. 
• Capítulo 4 Desarrollo: Algoritmia. 
• Capítulo 5 Pruebas y resultados. 





2 Antecedentes y tecnologías de base 
2.1 Introducción 
En este apartado se hará referencia en primer lugar los antecedentes relacionados a este 
trabajo, es decir, una serie de aplicaciones ya existentes en la actualidad las cuales, 
ayudan a conseguir el fin último de este trabajo que es ser capaces de detectar los 
cambios que hayan podido surgir en alguna zona de la piel. Posteriormente se realizará 
una revisión de las técnicas aplicadas para el desarrollo del algoritmo que se ha aplicado 
para la detección de nuevas lesiones. 
2.2 Antecedentes 
En la actualidad ya existe software (el programa) que permiten realizar la detección de 
nuevas lesiones dermatológicas de una manera cómoda. Una empresa destacada es 
Canfield Scientific la cual se encarga en desarrollar software con aplicaciones médicas 
basada en fotografías, así como la venta de hardware (cámaras, trípodes…) para 
complementarlo. Relacionado con este trabajo podemos destacar también Mirror 
DermaGraphix body mapping software, el cual, no detecta automáticamente las lesiones, 
sino que permite introducir manualmente las mismas en base a una fotografía de una 
zona amplia del cuerpo, y, enlazar la lesión con el histórico de la misma que se tomó en 
un periodo temporal anterior. Por otro lado, también tenemos la aplicación SkinIO 
desarrollada por SkinIO HQ donde puedes registrar distintos pacientes y dentro de cada 
uno se pueden detectar nuevas lesiones de una manera tanto manual como automática, 
así como en el caso anterior, enlazar cada lesión a un histórico que permita ver de una 
manera más rápida y clara la evolución de las lesiones. Ambas aplicaciones mencionadas 
en esta sección son de pago, costando unos 4.700€ y 150€ anuales respectivamente. 
Otras aplicaciones existentes hoy en día son aquellas que miden la evolución de las 
lesiones obtenidas mediante un dermatoscopio o cualquier otra herramienta para 
detectar cambios, así como la evolución de lesiones concretas, ya existentes y conocidas 
ya que este producto permite estudiar las lesiones que se han detectado visualmente 
pudiendo haber fallo humano en dicha detección visual. 
2.3 Técnicas aplicadas 
En este apartado se desarrollará de una manera lo mas clara y concisa posible las técnicas 
necesarias para el desarrollo del algoritmo. En cada uno de los subapartados se 
mostrarán tanto las técnicas existentes que no fueron útiles para el desarrollo del 
algoritmo, así como la técnica seleccionada finalmente para el desarrollo de este. 
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2.3.1 Segmentación de regiones de piel 
Esta técnica lo que permitirá será extraer la zona de interés de la imagen 
eliminando el resto. Para la extracción de la zona de interés se ha barajado el uso de 
distintos tipos de segmentadores los cuales se van a intentar explicar de una 
manera clara en este apartado, qué tipo hemos seleccionado y el porqué de dicha 
elección. A continuación, se van a exponer los dos métodos estudiados para la 
extracción de la zona de interés: 
1- Segmentador basado en bordes: Este tipo de segmentador lo que detecta son 
los bordes que hay en una imagen, dando como resultado una imagen en la cual 
podemos distinguir únicamente los bordes. El problema que se ha encontrado 
con este tipo de segmentador en cuanto al desarrollo de nuestro trabajo se 
refiere, es que no nos permite seleccionar únicamente la zona que queremos 
comparar, sino que detectaría todos los bordes que hay en la imagen, esto es, 
por ejemplo, el borde entre el fondo y la espalda, los distintos bordes que 
originan los lunares y demás lesiones, entre otros bordes que se puedan 
encontrar en la imagen, por lo que no nos es de especial utilidad (ver figura 2.1). 
  
 
Figura 2.1: Ejemplo de resultado del segmentador basado en bordes. Imagen (a) a 
segmentar, imagen (b) resultado de la segmentación. Extraído de [29] 
2- Segmentador basado en regiones: La función que realiza este tipo de 
segmentador es seleccionar las regiones completas que cumplan las 
características especificadas en el programa, es decir, este tipo de segmentador 
divide la imagen en zonas que son similares entre sí. Dentro de este tipo de 





2.1. Método de crecimiento de regiones: La función de este método es localizar 
zonas que cumplan una serie de características partiendo de unos puntos de 
la imagen llamados semillas, definidas por el usuario, las cuales van 
aumentando su tamaño hasta que se deje de cumplir la condición 
establecida lo que daría como resultado una región. Por ejemplo, una 
condición podría ser que cada píxel se asigne a una región si la diferencia 
con el valor de la semilla es menor a diez. Los problemas que encontramos 
con este tipo de segmentador son los siguientes: El primero es que requiere 
un alto coste computacional, esto es, requiere que el ordenador donde se 
ejecute utilice muchos recursos para llevarlo a cabo y, el segundo, y más 
importante, es que todos los parámetros necesarios para seleccionar la 
región que nos interesa hay que definirlos en función de cada imagen 
concreta, estudiando su composición y por ende, no tendríamos una 
funcionalidad global que funcionara en un amplio abanico de casos, lo cual 
no es de utilidad para el trabajo. Por ejemplo, los parámetros utilizados para 





Figura 2.2: Ejemplo de resultado del segmentador basado en regiones. Imagen (a) a 
segmentar, imagen (b) resultado de la segmentación. Extraído de [26] 
2.2. Método del valor umbral (umbralización): Este tipo de segmentador es el 
más conveniente para abordar el problema al que se intenta dar solución en 
este trabajo. Este segmentador selecciona aquellas regiones que cumplan 
una serie de características que nosotros hemos establecido previamente 
como, por ejemplo, el color. A diferencia del método de crecimiento de 
regiones, que proporciona una solución concreta para un problema 
concreto, este segmentador nos permitirá abordar el problema de una 
manera más general, pudiendo definir una serie de características comunes 




de una manera más clara, en vez de buscar regiones concretas, buscamos 
zonas con características concretas como lo es el color de la piel 
implementando así un segmentador de color, el cual será el utilizado en el 
desarrollo del algoritmo (ver figura 2.3). 
 
   
 
Figura 2.3: Ejemplo de resultado del segmentador basado en umbral (de 
color). Imagen (a) a segmentar, imagen (b) resultado de la segmentación. 
Imagen (a) extraída de [14] 
2.3.2 Extracción de contornos 
Esta técnica nos permitirá extraer el contorno de la imagen segmentada, el cual se 
utilizará para distintos fines como se explicará en el capítulo 4.2.3. Para la 
extracción de contornos se barajaron tres métodos:  
1. Detector de bordes: Este detector permite extraer todos los bordes existentes 
en la imagen, no obstante, detectaría bordes que no nos interesarían para el 
desarrollo de la aplicación como, por ejemplo, aquellos bordes existentes 
entre la lesión y la piel, entre el cuerpo y el fondo de la imagen entre otros, por 
lo que, no sería posible saber cuál es el borde que coincidiera con el contorno 
del cuerpo. Este detector tiene el mismo principio de funcionamiento que el 
segmentador basado en bordes donde básicamente, la diferencia radicaría en 
la utilidad que se le da (ver figura 2.1). 
2. Detección de contorno en base al cambio de color: El segundo método que se 
barajo fue detectar cuando la imagen varía de negro a otro tono, lo que nos 
permitiría extraer el contorno, pero al tener que comprar cada punto de la 
imagen, generaría un alto coste computacional, hecho que ralentizará en 
exceso la aplicación por lo que no se llegó a implementar. 
3. Detector por contornos activos: Con este método se obtuvieron resultados 
muy satisfactorios y el cual se ha implementado para el desarrollo del 
algoritmo. Este detector lo podríamos definir como un elemento elástico que 
se ajusta al contorno que deseamos detectar. Este elemento elástico comienza 




del contorno que queremos detectar obteniendo así el contorno deseado (ver 
figura 2.4). 
 
   
 
Figura 2.4: Ejemplo de extracción de contornos mediante el método de 
contornos activos. Imagen (a) a la que se le detecta el contorno. Imagen (b) 
resultado de la detección. 
2.3.3  Cálculo de homografías entre dos imágenes  
Se define como homografía a la transformación proyectiva de una imagen con 
respecto a otra. Este proceso consiste en detectar puntos característicos (puntos 
que tienen unas propiedades concretas) entre ambas imágenes y en función de 
estos, realizar las operaciones necesarias para obtener ambas imágenes como si se 
hubieran capturado con el mismo ángulo de visión y profundidad. El paso más 
importante del cálculo de homografías entre dos imágenes es la detección de los 
citados puntos característicos ya que, en función de la fiabilidad y precisión de 
estos, se consigue una transformación lo más fiel posible. 
Para la realización de este trabajo hemos analizado tres métodos para detectarlos: 
SIFT (Scale-invariant feature transform), SURF (Speeded-Up Robust Features) y por 
último ORB (Oriented fast and Rotative Brief). Estos métodos en esencia realizan lo 
mismo, detectan y describen los puntos característicos de la imagen, es decir, en 
qué lugar de la imagen se encuentran y que característica tienen estos. Si los 
descriptores de dos imágenes coinciden, los puntos correspondientes a los dichos 
descriptores serán el mismo punto en sendas imágenes (ver figura 2.5), los cuales, 
se utilizarán para transformar una imagen con respecto a la otra. La diferencia entre 
los métodos reside en la capacidad de detección y en la rapidez, siendo SIFT el 
método que mejor detecta los puntos, pero por el contrario es notablemente más 
lento que los otros dos métodos. En cuanto a SURF y ORB se obtienen resultados 
similares, pero finalmente nos decantamos por el método ORB ya que es 
ligeramente más rápido que SURF y se obtienen unos resultados similares entre 
ambos, y dado que las imágenes generalmente son de buena calidad no se hace 






Figura 2.5: Ejemplo de representación de puntos característicos de 
dos imágenes y la relación entre los mismos. 
2.3.4 Igualación de color 
En este apartado se presenta una revisión de algunas técnicas de tratamiento de 
imagen existentes, las cuales, permiten cambiar ciertos parámetros de las imágenes 
con el principal fin de mejorar ciertos aspectos de la imagen. Algunos de estos 
métodos son: 
1.  Ecualización de histograma: El histograma es una representación gráfica de la 
distribución de los distintos tonos de la imagen, es decir, si por ejemplo 
tenemos una imagen en blanco y negro, qué cantidad tenemos de negro, de 
blanco, de gris, etc. Con este método podemos modificar el rango de valores en 
el que se mueven los canales de una imagen, para obtener un rango más 
amplio en los mismos, permitiendo así obtener un mayor contraste. 
2. Promedio de imágenes: Método que permite suavizar cambios abruptos en las 
imágenes, como, por ejemplo, el ruido que se genera al realizar una foto 
nocturna que no la permite ver con claridad. 
3. Métodos basados en pixeles:  Método que varía el valor que tienen los pixeles 
de la imagen con un fin determinado. Este fue el método seleccionado para el 
desarrollo del algoritmo ya que el problema que se planteaba era la diferencia 
de color de manera uniforme a lo largo de la imagen, es decir, si una persona 
ha estado expuesta a la luz solar, el color de su piel habrá variado de manera 
uniforme, entonces, tomando como referencia la primera imagen capturada, 
comprobamos la diferencia de color que hay entre las dos imágenes, y  
variamos los valores de la segunda, para así, igualar el color lo máximo posible. 
La implementación de esta técnica se especificará en el Capítulo 4. 
2.3.5 Comparación entre dos imágenes 
Para realizar la comparación entre imágenes, el método estudiado fue la diferencia 
entre imágenes (restar dos imágenes). Esto es debido a que es una manera clara de 
extraer las diferencias entre imágenes con la que se obtiene un buen resultado, 
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siempre y cuando, se hayan aplicado de la manera correcta los métodos descritos 
anteriormente como bien se verá en el punto 4. Este método lo que nos 
proporciona es una visión clara de donde se sitúan las diferencias, partiendo de la 
base que aquellas zonas que se hayan mantenido invariantes con el paso del tiempo 
tendrán una diferencia prácticamente nula, y las zonas que hayan variado tendrán 
una diferencia notable. Una vez localizadas, lo único que hay que hacer es 
representarlas en la imagen original (ver figura 2.6) 
 
   
 
Figura 2.6: Imagen de diferencias (a) y representación de estas (b) 
 


















3 Especificación de requisitos y diseño funcional de 
la aplicación 
3.1 Introducción 
En este capítulo se expondrán los objetivos de la aplicación desde un punto de vista 
funcional. En primer lugar, se explicará la especificación de requisitos, es decir, que 
aspectos requiere y espera el usuario del detector. Posteriormente, se especificará en qué 
condiciones y cómo se deben tomar las fotografías a comparar para que el algoritmo 
funcione correctamente y con el menor error posible. Por último, se explicará 
brevemente como un usuario podría ejecutar el algoritmo en el estado del desarrollo en 
el que se encuentra. 
3.2 Especificación de requisitos 
En este apartado se especificarán una serie de requisitos planteados por un usuario para 
que el algoritmo le sea de utilidad, los cuales, denominaremos requisitos indispensables. 
Por otro lado, se especificarán aquellos requisitos que extenderán a los requisitos 
indispensables y que aportarían una mejor interactividad, usabilidad y utilidad. A estos 
últimos los denominaremos requisitos adicionales. 
En cuanto a requisitos indispensables destacaremos los siguientes: 
- El usuario debe ser capaz de detectar los nuevos cambios que han podido surgir 
entre dos imágenes de una manera rápida, clara e intuitiva, mostrando las dos 
imágenes que se han comparado y una tercera donde se resaltan las diferencias. 
- Se debe poder detectar no solo la aparición de nuevas alteraciones en la piel sino 
también cambios de color o tamaño de las ya existentes. 
- Es de especial utilidad no solo saber dónde se encuentran los cambios en la piel, 
sino que también, ser capaces de observar el área donde se han producido dichos 
cambios. 
- En cuanto a la captura de imágenes, aunque lleven asociadas ciertos requisitos 
que se especificarán en el apartado 3.3, deben de poder realizarse sin atender en 
exceso a factores como la iluminación (se requerirá buena iluminación, pero no 
una iluminación de un estudio de fotografía). Por otro lado, el usuario podrá 
utilizar el dispositivo de captura de imágenes que más se adapte a sus 
necesidades, sin necesidad de utilizar un dispositivo de captura de imágenes 
específico. Este punto tiene como objetivo emplear el mínimo tiempo posible en 




En cuanto a requisitos adicionales se refiere destacaremos los siguientes: 
- El usuario debe ser capaz de seleccionar él mismo la región de la piel que desea 
comparar para así, poder ser más selectivos en cuanto a la zona donde desee 
observar las diferencias, ya que, no necesariamente le podría interesar analizar 
toda la región de piel capturada por la cámara. 
- Se debe de disponer de una interfaz clara e intuitiva que permita al usuario 
realizar la comparación entre imágenes de una manera rápida, seleccionando 
directamente las dos imágenes y ejecutando la aplicación. 
- La aplicación debe mantener un registro de cambios donde el usuario pueda 
consultar dichos cambios que se produjeron en sesiones anteriores, así como 
acceder a todas las imágenes que han sido tomadas al paciente en las distintas 
sesiones de una manera fácil y rápida. 
3.3 Diseño funcional de la aplicación 
En este apartado se detallarán una serie de indicaciones para la captura de las imágenes 
con el fin de obtener los mejores resultados al ejecutar el algoritmo y, por otro lado, se 
propondrá un procedimiento para ser capaces de utilizar el algoritmo implementado. 
Cabe destacar en este apartado que, para el desarrollo del algoritmo únicamente se han 
tenido en cuenta los requisitos indispensables citados en el apartado 3.2. 
3.3.1 Indicaciones sobre la captura de imágenes 
Para el correcto funcionamiento de esta aplicación hay que tener en cuenta unos 
detalles para que el funcionamiento de esta sea lo mejor posible. Para la detección 
de cambios en la zona de la espalda, que es la zona para la que se ha optimizado el 
algoritmo, las imágenes deben ser capturadas preferiblemente con un fondo 
blanco, negro o con un color totalmente distinto al color que puede tener la piel, y 
evitando, en la medida de lo posible, que se vean los brazos en la imagen, por 




Figura 3.1: Ejemplo (a) (b) (c) de cómo se deben tomar las imágenes. (a) extraída de [10], (b) 
extraída de [28] y (c) extraída de [2] 
(a) (b) (c) 
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Por otro lado, sería buena idea tener dos marcas en el suelo, la primera donde se 
deberá colocar el paciente, y la segunda, donde se colocará el usuario que va a 
realizar la fotografía, con el fin de que la captura de ambas imágenes se asemeje lo 
máximo posible en cuanto a distancia y perspectiva se refiere. La aplicación 
corregirá las pequeñas variaciones que puede haber entre ambas fotografías 
capturadas. También, en cuanto a la toma de las imágenes, habrá que tener en 
cuenta que estas se deben tomar con una buena iluminación y evitando que los 
límites de la zona donde queramos comprobar los posibles cambios no coincidan 
con los límites de la fotografía. 
En siguiente lugar, las imágenes se deberán tomar desde un inicio en la misma 
posición, es decir, si la primera imagen se toma con la cámara en posición 
horizontal, las sucesivas se deberán tomar en posición horizontal, y si se toman en 
vertical, las sucesivas imágenes se deberán capturar en vertical. Este punto es 
independiente para cada paciente, es decir, si tenemos dos pacientes, y al primero 
le capturamos la primera imagen en posición vertical las sucesivas imágenes se 
deberán capturar en posición vertical, pero, si al segundo paciente, por la razón que 
sea, las imágenes conviene más tomarlas en posición horizontal todas han de ser 
tomadas en horizontal. Esto se debe a que las imágenes, por lo general, no tienen el 
mismo tamaño en cuanto ancho y alto se refiere por lo que, al ejecutar el algoritmo, 
habrá un error en las dimensiones de la imagen a comparar. 
3.3.2 Modo de ejecución del algoritmo 
Para ejecutar el algoritmo con el que se obtendrán la comparación de imágenes se 
deberá realizar los siguientes pasos. 
1- Se deberán tener en el ordenador las imágenes que se deseen comparar que 
habrán sido capturadas como se explica en el punto anterior. 
2- Instalar Python 3.8 en el ordenador. Se podrá obtener desde el siguiente 
enlace: https://www.python.org/downloads/ 
3- Modificar el código para incluir la ruta de las dos imágenes a comparar. Para 
ello: pulsar encima de la imagen y pulsar botón derecho sobre la misma y 
buscar propiedades. Con esto aparecerá la siguiente pantalla y se deberán 






Figura 3.2: Imagen de ejemplo para extraer la información 
4- Con los campos anteriormente resaltados deberemos crear la ruta, esto es algo 
del tipo: C:\Users\********\Desktop\original.jpg 
Repetir los pasos 2 y 3 con la imagen con la que queremos comparar. 
5- Abrir el archivo skin_detection y añadir las rutas donde se indica. Habrá que 
tener en cuenta que la ruta de “imagen_actual” e “imagen representación 
actual” es la misma. Esto lo podrá hacer un usuario poco experimentado 
instalando un editor de texto como puede ser el notepad o el sublime text (ver 










Figura 3.3: Archivo a editar (a). Imagen de ejemplo sobre colocación de la ruta(b). 
6- Por último, el usuario deberá dar doble clic encima del archivo skin_detection 











En esta sección se presentará, en primer lugar, una descripción general del algoritmo. 
Posteriormente en detalle todos los pasos seguidos para obtener las diferencias entre las 
dos imágenes a comparar. Por último, se mostrará la influencia de una serie de 
parámetros del algoritmo de los cuales depende la precisión del comparador a la hora de 
comparar dos imágenes. 




























En este apartado se explicará de manera general las técnicas que se han aplicado, así 
como terminología propia de las mismas que pueden aparecer a lo largo del trabajo.  
El punto de partida son las dos imágenes que queremos comprobar si han tenido cambios 
































Figura 4.1: Diagrama de bloques del algoritmo 
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 Figura 4.2: Imágenes a comparar (a) y (b). Imagen (a) extraída de [28] 
En primer lugar, se realizan una serie de operaciones previas (1) las cuales comprueban la 
posición de la imagen y la sitúan siempre en horizontal para que sea visualizada 
correctamente. Posteriormente, una vez tenemos las imágenes en la posición correcta, 
deberemos seleccionar únicamente la zona de interés, en nuestro caso, la piel. Esta 
selección se realizará con un proceso llamado segmentación (2).   
 
             
 
Figura 4.3: Imágenes segmentadas 
Dado que puede suceder que ciertas zonas de piel el algoritmo no considere piel, se hace 
necesario detectar el contorno (3) de las imágenes anteriores para ser capaces de extraer 
la zona de piel, pero proveniente de la imagen original para eliminar esos “errores en la 
segmentación” como podemos ver en la figura 4.4. 
 









            
 
Figura 4.4: Contornos imágenes a comparar (a) y (b). Resultado de 
la extracción zona de interés (c) y (d) procedentes de los contornos 
(a) y (b) respectivamente. 
Una vez se ha extraido la zona de interes en ambas imágenes el siguiente paso es hacer la 
homografía (4). Este paso consiste en hallar los puntos característicos de ambas imágenes 
los cuales servirán de referencia para colocar (mover, rotar, agrandar …) ambas imágenes 
en la misma posición si estas hubiera sido tomadas en distinto lugar, distancia y con un 
ángunlo de colocación de la cámara ligeramente distinto. De una manera más clara, si 
sabes que puntos son los mismos en ambas imágenes solo tienes que hacerlos coincidir 
en la misma posición variando solo una imagen de las dos, así, como resultado, 
obtendremos la imagen con todas las transformaciones necesarias como podemos ver en 






Figura 4.5: Puntos característicos (a) e Imagen resultado de la 
homografía (b) 
Por último, antes de realizar la comparación, debemos igualar el color (5) entre las 
imágenes. Pongamos el supuesto que el sujeto de las imágenes se hace una foto en abril, 






ha variado, la comparación, debido al metodo que se aplíca en el algoritmo, el cual se 
explicará en profundidad en el apartado 4.3.6, hará dicha comparación mas complicada. 




Figura 4.6: Imagen resultado de la ecualización de color 
En este último paso del algoritmo, en el que, una vez se ha eliminado en la medida de lo 
posible todas aquellas zonas que no son necesarias para realizar la comparación 
(segmentación), en las que se ha variado la perspectiva (homografía) y el tono 
(igualación de color) para intentar simular que han sido tomadas en las mismas 
condiciones se procede a compararlas (6). Este último paso dará como resultado (7) las 
dos imágenes a comparar y las diferencias halladas entre las mismas. 
 
 
















4.3 Funciones desarrolladas 
En este apartado se va a explicar detalladamente cada paso llevado a cabo para el 
desarrollo del algoritmo. Todos los ejemplos de este apartado se harán en base a las 
fotografías mostradas en la figura 4.8. 
 
   
 
Figura 4.8: Imágenes que se utilizaran para explicar las funciones 
desarrolladas. Imagen (a) extraída de [18] 
4.3.1  Operaciones previas 
El punto de partida del algoritmo son las dos imágenes que se quieren comparar. 
Esta primera etapa rota, si es necesario, las imágenes para que ambas estén en 
posición horizontal. 
Para ello lee la posición en la que se 
encontraba la cámara en el momento de 
tomar la fotografía aprovechando que al 
capturarla se generan unas etiquetas 
dentro del archivo de imagen, las cuales 
siguen el estándar EXIF (Exchangeable 
image file format) donde, una de estas 
etiquetas especifica la orientación. Si esta 
etiqueta tiene valor 1, no será necesario 
rotar la imagen, Si tiene valor 8 la imagen 
se rotará 90º, si tiene valor 3 se rotará 180º 
y si por último tiene valor 6 se rotará 270º 
todas ellas en sentido contrario a las agujas 
del reloj (ver Figura 4.9). 
4.3.2  Segmentador 
Como se ha explicado en el apartado 4.2, esta etapa es necesaria para eliminar 
todas aquellas zonas que no resultan de interés para realizar la comparación. Por 
(a) (b) 
Figura 4.9: Ejemplo sobre la orientación de la 
imagen. Figura extraída de [7] 
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otro lado, y conforme se ha explicado en el Capítulo 2, en esta etapa se va a 
implementar con un segmentador por color. 
La funcionalidad que realiza esta parte del algoritmo se lleva a cabo de la siguiente 
manera: En primer lugar, hay que tener en cuenta que el color de las imágenes con 
las que estamos tratando se consigue por la combinación, en la proporción 
adecuada, de los tres colores primarios, siendo estos colores el rojo, el verde y el 
azul (RGB por sus siglas en inglés). En las imágenes digitales dichos colores se 
presentan en tres capas (canales) donde cada una representa uno de los mismos en 
las proporciones adecuadas y, combinando los tres, formamos la imagen a color. 
Una vez sabemos esto, lo que definimos en esta etapa del algoritmo es qué rango 
de valores de cada componente, combinándolos entre sí, forman el color que 
podamos considerar piel, obteniendo así únicamente dicha zona (ver figura 4.10). 
 
    
 
Figura 4.10: Ejemplo de resultado del segmentador basado en 
umbral (de color). Imagen (a) a segmentar, imagen (b) 
resultado de la segmentación. Imagen (a) extraída de [18] 
El principal problema de este segmentador es que, si hay alguna lesión, mancha, 
tatuaje o zona que no tenga un color que según la aplicación considere piel, 
también lo va a eliminar de la imagen, por eso, se hace necesario el siguiente punto 
para eliminar dicho problema (ver figura 4.11). 
 
 




4.3.3 Detector de contornos 
Una vez llegados a este paso nos encontramos con dos problemas fundamentales 
derivados de la segmentación: 
- El primero reside en que el segmentador aplicado, explicado en profundidad en 
el punto 4.3.2, devuelve las zonas que coinciden con el color de piel por lo que, 
si una persona tiene un tatuaje, mancha, lesión … que no coincida con el color 
de la piel, este será eliminado de la misma manera que el resto de los objetos, 
lo cual impedirá hacer un análisis posterior de estas zonas, que son 
precisamente el objetivo final del algoritmo. 
- El segundo problema que nos encontramos tiene relación con la detección de 
puntos característicos necesaria para hacer la homografía. Estos puntos son los 
que utilizará el programa para variar la perspectiva de las fotografías para que 
ambas coincidan, y de este modo poder compararlas. No obstante, el 
segmentador elimina todo aquello que no se considere piel, pero, este no es 
perfecto, y cabe la posibilidad que también elimine pequeñas zonas 
correspondientes al contorno del cuerpo obteniendo como resultado, un 
contorno que no es el mismo que hay en la imagen original. Dado que este 
contorno que obtenemos ya no es el correspondiente al de la imagen original 
ya que puede tener cambios, debemos forzar al algoritmo que descarte todos 
aquellos puntos que se encuentren en dicha zona.  
Este punto del trabajo da solución a los dos problemas mencionados anteriormente. 
En primer lugar, este paso recoge la imagen resultante de la segmentación, y con 
ella, detectamos el contorno de la zona de interés.  
Una vez hemos detectado el contorno ya sabemos que zona tenemos que extraer 
de la imagen original para evitar el primer problema citado anteriormente, 
obteniendo la imagen sin las falsas segmentaciones (ver Figura 4.12 - d).  
Como solución al segundo problema, guardamos una copia del contorno con el cual 
generaremos una máscara que nos permita localizar los puntos válidos y descartar 
aquellos que no lo son. Esta solución se explicará con mayor detenimiento en el 
















Figura 4.12: (a) Imagen segmentada. (b) contorno de la imagen (a). (c) máscara donde se detectarán 
los puntos característicos. (d) Imagen resultado de esta fase. 
4.3.4 Homografía 
En este paso, tratamos con las dos imágenes que queremos comparar una vez han 
sido procesadas como se ha explicado en los puntos anteriores. En primer lugar, 
serán necesarias las dos imágenes junto con sus respectivas zonas donde queremos 
hallar los puntos característicos (ver Figura 4.13). Una vez tenemos estos cuatro 
parámetros buscamos todos los puntos característicos en cada imagen por 
separado y seleccionamos aquellos que se encuentran dentro de la zona de 
búsqueda. Podemos definir como puntos característicos de una imagen a aquellos 
puntos que contienen una propiedad que los definen como pueden ser esquinas, 
bordes, cambios de color, en definitiva, elementos que presenten alguna 
particularidad en la imagen. Al obtener estos puntos de ambas imágenes buscamos 
aquellos puntos que coincidan, los cuales nos servirán de referencia para buscar la 
transformación que nos permita cambiar la perspectiva de la segunda imagen, es 
decir, conseguiremos que las imágenes se vean como si se hubieran tomado desde 
el mismo punto sin haber variado tampoco el ángulo de la cámara en la que fue 
tomada (ver Figura 4.14). Por último, el algoritmo nos devolverá la segunda imagen 
con todos los cambios que hayan sido necesarios para que esta se asemeje 
espacialmente a la primera. 




   
   
 
Figura 4.13: Imágenes a comparar (a) y (b) junto con sus 




Figura 4.14: Imagen (a) donde se representan los puntos característicos de 
ambas imágenes y relación entre los mismos. Imagen (b) resultado de la 
homografía 
4.3.5 Igualación de color 
Realizados los pasos anteriores entramos en el último paso del tratamiento de la 
imagen. Este paso es necesario ya que, como veremos en el proceso de 
comparación, ambas imágenes deben tener el color lo más parecido posible. Esto se 







variaciones en el tono de la piel capturado por la cámara debido a variaciones de 
luminosidad en la consulta, o cambios en el tono de la piel del propio paciente. 
Para entender mejor este paso debemos recordar que una imagen a color se 
compone de tres canales (RGB) los cuales, unidos entre sí, forman los colores de la 
imagen. Debido al cambio de color que se ha podido producir entre ambas 
imágenes, el valor de estos canales habrá variado para representar el citado cambio 
de color. Para compensar esta variación lo que se realiza es seleccionar cada uno de 
los tres canales de forma individual de la imagen original, mirando cual es el valor 
medio de cada uno. Posteriormente se realiza lo mismo con la otra imagen, y la 
diferencia entre las medias de cada canal por separado será lo que haya variado 
cada uno de una imagen con respecto a la otra. Por último, compensamos esta 
diferencia existente entre los canales de la imagen, obteniendo así la imagen que 
podremos comparar de una manera más exacta ya que no habrá tanta variación de 
color entre ambas como se puede ver en la figura 4.15. 
 
 
    
 
Figura 4.15: Imágenes de entrada para la ecualización de color (a) y (b). Imagen resultada (c) 
correspondiente de variar los canales RGB de (b) con respecto a (a) 
4.3.6  Comparación 
En este paso se lleva a cabo la comparación propiamente dicha donde comparamos 
las imágenes que han sido tratadas como se ha explicado en los apartados 
anteriores.  
Con ambas imágenes ya tratadas de una manera que las podamos comparar de la 
mejor manera posible, buscamos las diferencias entre ambas. Este proceso consiste 
en restar las imágenes. No olvidemos que las imágenes se componen de canales, y 
estos canales no dejan de ser más que valores numéricos los cuales se pueden 
realizar operaciones con ellos. Al restar ambas imágenes conseguimos extraer 
aquellas zonas donde hay cambios entre una imagen y otra, siendo el resultado 
igual a cero en aquellas zonas donde la imagen no ha variado entre una sesión y 
otra, y distinta de cero si, por el contrario, ha habido cambios (ver Figura 4.16). La 
(a) (b) (c) 
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comparación cabe decir, que no solo es sensible a la aparición de nuevas lesiones 
de la piel, sino que también es sensible al crecimiento y a la variación de color de 
estas. 
  
   
 
Figura 4.16: Resultado de la diferencia entre las dos imágenes a comparar (a). 
Representación de dichas diferencias en la imagen (b). 
Una vez dicho esto, tenemos que destacar qué consideramos cambio en las 
imágenes y qué no. Este comparador de imágenes detecta todas las diferencias que 
hay entre dos imágenes, ya hayan aparecido o desaparecido manchas, crecido o 
menguado o cambiado de color. Como bien se ha explicado anteriormente, al restar 
dos imágenes se nos mostraran todas las diferencias sean de la índole que sean 
debido al cambio de color de esas zonas, mientras que, aquellas zonas que no 
hayan sufrido variación entre las dos imágenes su color apenas habrá variado, por 
tanto, realmente lo que consideramos diferencia son aquellas zonas que hayan 
sufrido una variación de color de una sesión a la siguiente.  
Por último, en esta etapa hay que tener en cuenta dos ajustes para que la 
visualización de resultados sea lo más fiel posible. El primero de ellos es la 
sensibilidad en los bordes de la zona de interés y el segundo será la sensibilidad del 
detector de cambio. Su influencia y los errores en los que se puede incurrir si no se 
ajustan adecuadamente se explicará en el apartado 4.4. 
4.3.7 Visualización de resultados 
En este último paso del algoritmo generamos la imagen que se le mostrará al 
usuario para que pueda visualizar de una manera clara e intuitiva dónde se han 
producido los cambios en la piel.  
Una vez tenemos las diferencias de las dos imágenes que hemos comparado las 
representamos en la imagen, resaltando de color rojo el área de la piel que ha 




muy pequeña, por lo que el usuario podría no darse cuenta de ciertos cambios en la 
imagen, por tanto, se instauro un mecanismo en el que todas aquellas zonas donde 
se hayan detectado cambios se encuadren para que el usuario, aunque no vea un 
cambio a simple vista porque el área de cambio sea muy pequeña, sí que localice a 
simple vista las zonas donde la imagen ha variado (ver figura 4.17). 
 
 
Figura 4.17: Ejemplo de imagen donde se muestran los cambios encuadrados. 
Por último, el usuario obtendrá una imagen compuesta por las dos imágenes que 
han sido comparadas y una tercera donde se mostraran todos aquellos cambios 
detectados por el algoritmo (ver figura 4.18). 
 
 
 Figura 4.18: Ejemplo de resultado que obtendría el usuario del algoritmo. 
4.4 Parámetros de diseño del algoritmo  
En este apartado se van a mostrar los errores que puede tener la aplicación en función 
de los dos parámetros fundamentales que se pueden variar en el mismo. Hay que tener 
en cuenta que el usuario, como se ha visto en el apartado anterior, no obtendrá los 
resultados sobre la imagen segmentada, sin embargo, para la redacción de este 
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apartado, sí que se mostraran en esta imagen para que se vea de manera más clara la 
influencia de los dos parámetros que se van a explicar a continuación: 
1- El primer parámetro que podemos variar es la sensibilidad en los bordes de la 
zona de interés. Si recordamos en el punto 4.2.3, obtenemos el contorno de la 
imagen para así seleccionar de la imagen original nuestra zona de interés sin 
posibles falsas segmentaciones. Este contorno en las imágenes que se quieren 
comparar no tiene por qué ser necesariamente el mismo por lo que, al restar 
ambas imágenes saldrán amplias diferencias en los bordes de la imagen (ver 
figura 4.19). 
 




Figura 4.19: Imágenes a las que se les haya la diferencia (a) y (b). Imagen 
diferencia (c) donde podemos ver las diferencias notables que surgen en el 
contorno del cuerpo. 
Este problema se soluciona variando un parámetro que elimina un porcentaje 
del contorno de interés de la imagen, que, cuanto más agresivo sea, se corre el 
riesgo de eliminar también zonas de interés cercanas a dichos bordes donde 






• Reducción del 0,01% en la zona de interés 
 
   
 
Figura 4.20: Imagen (a) resultado de la diferencia entre imágenes con una 
reducción de la zona de interés del 0,01%. Imagen (b) resultado de la 
comparación entre las imágenes (a) y (b) de la figura 4.19 con dicha reducción 
de borde. 
Como podemos ver, con una reducción mínima se detectan gran cantidad de 
falsos positivos en el límite de la zona de interés (ver figura 4.20). 
• Reducción 0,1% de la zona de interés  
 
   
 
Figura 4.21: Imagen (a) resultado de la diferencia entre imágenes con una 
reducción de la zona de interés del 0,1%. Imagen (b) resultado de la comparación 
entre las imágenes (a) y (b) de la figura 4.19 con dicha reducción de borde. 
Con una reducción del 0,1% de la zona de interés vemos como cada vez se 







• Reducción del 0,3% de la zona de interés 
 
   
 
Figura 4.22: Imagen (a) resultado de la diferencia entre imágenes con una 
reducción de la zona de interés del 0,3%. Imagen (b) resultado de la comparación 
entre las imágenes (a) y (b) de la figura 4.19 con dicha reducción de borde. 
Con una reducción del 0,3% vemos como surgen únicamente falsos positivos en 
la zona inferior izquierda de la imagen (b) de la figura 4.22. 
 
• Reducción del 0,5% en la zona de interés 
 
    
 
Figura 4.23: Imagen (a) resultado de la diferencia entre imágenes con una 
reducción de la zona de interés del 0,5%. Imagen (b) resultado de la comparación 
entre las imágenes (a) y (b) de la figura 4.19 con dicha reducción de borde. 
Como podemos ver en la figura 4.23 no se detectan falsos positivos en los 





2- El segundo parámetro que se puede variar una vez ajustado el primero es la 
sensibilidad del detector. Este parámetro lo que regula es la sensibilidad que 
tendrá el detector a la hora de localizar diferencias entre las imágenes. Como 
bien hemos dicho en el apartado 4.3.5, entre las imágenes que vamos a 
comparar pueden existir diferencias en cuanto al color de la imagen se refiere 
que, aunque se intentan compensar en dicho apartado, no se puede llegar a 
conseguir la igualdad absoluta en el color de la piel por lo que, al restar ambas 
imágenes, existirán a lo largo de la misma mínimas diferencias que el detector 
mostrará como cambios en la piel. Dado que el color en las zonas que no han 
variado será prácticamente el mismo, las diferencias serán muy bajas con 
respecto a las lesiones que realmente han variado en una imagen con respecto 
a la otra. Esta sensibilidad se mide de la siguiente manera: Con una sensibilidad 
total, la aplicación detectará todos aquellos puntos donde la diferencia de 
imágenes sea mayor a 0 entre una y otra, a medida que vaya aumentando esta 
diferencia se detectarán aquellos puntos que cumplan con dicha diferencia 
como mínimo, siendo la máxima diferencia posible entre imágenes de 255. A 
continuación, vamos a ver algunos ejemplos sobre cómo influye este parámetro 
en el detector: 
• Sensibilidad 1 
 
   
 
Figura 4.24: Imagen (a) resultado de la diferencia entre imágenes con una 
sensibilidad de 1 y la diferencia en el contorno eliminada. Imagen (b) resultado de 
la comparación entre las imágenes (a) y (b) de la figura 4.19 con dicha 
sensibilidad. 
Como podemos ver con una sensibilidad de 1, la aplicación detecta diferencias 
prácticamente en toda la zona de interés siendo esta sensibilidad muy poco útil 





• Sensibilidad 10 
 
   
 
Figura 4.25: Imagen (a) resultado de la diferencia entre imágenes con una 
sensibilidad de 10 y la diferencia en el contorno eliminada. Imagen (b) resultado 
de la comparación entre las imágenes (a) y (b) de la figura 4.19 con dicha 
sensibilidad. 
Con una sensibilidad igual a 10, observamos que las diferencias de aquellas 
zonas que no han variado eran bastante pequeñas, y solo ha habido que 
aumentar ligeramente la sensibilidad para que sea posible ver de una forma 
clara donde se encuentran las lesiones (ver figura 4.25). 
 
• Sensibilidad 20 
 
   
 
Figura 4.26:  Imagen (a) resultado de la diferencia entre imágenes con una 
sensibilidad de 20 y la diferencia en el contorno eliminada. Imagen (b) resultado 






Con una sensibilidad de 20, la aplicación ha eliminado prácticamente por 
completo la detección de lesiones falsas (ver figura 4.26). 
 
• Sensibilidad 30 
   
Figura 4.27: Imagen (a) resultado de la diferencia entre imágenes con una 
sensibilidad de 1 y la diferencia en el contorno eliminada. Imagen (b) resultado 
de la comparación entre las imágenes (a) y (b) de la figura 4.19 con dicha 
sensibilidad. 
Con una sensibilidad de 30, se ha eliminado por completo aquellas detecciones 
que no son útiles manteniendo solo aquellas que son relevantes. 
Hay que clarificar que en función de las fotografías y de la diferencia resultante 
entre ambas, así como lo preciso que haya sido el detector de contornos explicado 
en 4.3.3, los parámetros óptimos podrían variar entre imágenes. En el siguiente 
ejemplo se ve como los parámetros óptimos para la imagen anterior (reducción 
del 0,5% y sensibilidad de 30) no son lo suficientemente óptimos para la que se 
presenta a continuación: 
 
Figura 4.28: Imágenes a comparar y resultado con sensibilidad 30 y reducción de la zona de interés 
del 0,5% 
Como conclusión a este apartado, el usuario debería poder ajustar la sensibilidad 
del algoritmo para adaptar a cada imagen concreta el detector de diferencias. Sin 




se podrá ver en el Capítulo 5 para que, el usuario, tenga la menor implicación a 















5 Pruebas y resultados 
5.1 Dataset 
El objetivo inicial de este trabajo era aplicar el algoritmo diseñado sobre un Dataset 
(conjunto de elementos que se utilizan para evaluar un algoritmo) de imágenes 
obtenido de una colaboración con el Hospital Universitario Puerta de Hierro de Madrid 
(HUPHM). Sin embargo, al coincidir la etapa de anonimización y adaptación de dichas 
imágenes (marzo de 2020) con el comienzo de las medidas de confinamiento derivadas 
de la COVID-19, no ha sido posible llevarla a cado y ha sido necesario buscar una 
alternativa. 
El Dataset utilizado finalmente en este TFG ha sido extraído de internet. Para la 
confección del Dataset se han seleccionado diez imágenes de personas con lesiones 
dermatológicas en la zona de la espalda donde, añadiendo, ampliando o variando 
lesiones se ha podido proseguir con el trabajo y comprobar la eficacia del algoritmo 
diseñado. Estas lesiones se han añadido utilizando o modificando fragmentos de las 
lesiones ya existentes en las imágenes, para hacerlas lo más realistas posible. Por otro 
lado, se han seleccionado imágenes que nos permitieran ver cómo se comporta el 
algoritmo en situaciones no ideales y ver en qué circunstancias se podría mejorar el 
mismo, así como ver en qué lugares falla. 
5.2 Resultados visuales 
A continuación, se muestran los resultados visuales extraídos del Dataset que obtendría 
un usuario al ejecutar la aplicación. Estos resultados se han obtenido con una 
sensibilidad de 25 y una reducción de la zona de interés del 0,4%. De todas las pruebas 
realizadas, con estos valores son con los que obtenemos mejores resultados y serán la 
configuración por defecto que tendría la aplicación. Si bien se obtienen unos resultados 
muy buenos, hay ciertas detecciones que no se realizan de la manera óptima (ver Figura 
5.1 imágenes (a) e (i)) detectando zonas que no son de interés para el usuario, lo cual no 





































Figura 5.1: Imágenes resultantes de la prueba del algoritmo con una sensibilidad de 25 y una reducción de 




6 Conclusiones y trabajo futuro 
6.1 Conclusiones 
La finalidad de este trabajo es el desarrollo de un algoritmo el cual permita el análisis 
comparativo de dos imágenes, distanciadas en el tiempo, de zonas amplias del cuerpo 
con el objeto de hallar y resaltar las diferencias encontradas de una forma clara y 
sencilla al usuario. 
Para ello se realizó un procesamiento de imágenes, donde, en primer lugar, se 
implementó un segmentador de color el cual extrae todas aquellas zonas que coinciden 
con el color de la piel y eliminando todas aquellas zonas que no son de interés para el 
análisis. 
Una vez que el segmentador aísla la región de interés, se procede a extraer la misma, 
pero de la imagen original con el fin, como se detalló en el punto 4.3.2, de evitar falsas 
segmentaciones que podrían dar lugar a una comparación errónea. 
El siguiente paso, aplicado sobre las imágenes aisladas, consiste en realizar la 
homografía e igualación de color para conseguir la máxima homogenización entre 
imágenes tanto en su posición de captura como en el color de piel. 
Por último, se eliminaron las partes comunes de las imágenes con el fin de extraer las 
diferencias existentes entre ambas imágenes y, una vez tenemos dicha información, se 
muestra al usuario de una manera clara sobre la imagen original. 
El algoritmo desarrollado puede tener aplicación tanto en la detección de nuevas 
lesiones como en el seguimiento de otras ya existentes, automatizando así el proceso y 
ayudando a reducir los errores de apreciación en cuanto a tamaño y/o tono de la lesión 
realizada por el ojo humano. 
Hemos podido comprobar también que, a la vista de los resultados, este algoritmo tiene 
un funcionamiento bastante preciso donde, en caso de haber error en la detección, 
este, es aditivo, es decir, se detectan nuevas lesiones en zonas donde realmente no está 
presente una nueva lesión. No obstante, como se pudo ver en el apartado 4.4, este 
problema se puede solventar ajustando correctamente los parámetros de sensibilidad. 
Como conclusión, cabría destacar que este trabajo puede dar pie a una mejora 
sustancial en cuanto al tiempo que emplea el ser humano en comparar las imágenes, así 
como una reducción considerable en la posibilidad de fallo en detección del cambio, ya 
sea porque haya cambios prácticamente inapreciables o bien porque la persona que 
compare las imágenes haya podido pasar por alto algún detalle. 
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6.2 Trabajo futuro 
Con los resultados obtenidos y evaluando la implementación del algoritmo se proponen 
los siguientes aspectos para que el algoritmo sea totalmente útil para un usuario medio 
y, por otro lado, que este sea mejor en cuanto a gestión de recursos se refiere: 
- Generar una interfaz gráfica donde el usuario podría cargar las imágenes sin tener 
que buscar el mismo las rutas de los ficheros e introducirlas en el código. 
- Generar un sistema online para que el usuario pueda tener las fotografías de cada 
paciente almacenadas en una cuenta personal en un servidor, sin necesidad de 
tenerlas en su dispositivo personal. 
- Que el usuario sea capaz de seleccionar aquella región que quiere comparar entre 
ambas imágenes. Esto permitiría eliminar las etapas del segmentador y la 
detección de contornos ya que quedarían definidas por el usuario las regiones de 
comparación. 
- Permitir al usuario variar los parámetros de sensibilidad del algoritmo. En esta 
primera implementación del algoritmo esta variación no está permitida para el 
usuario ya que, el objetivo de este algoritmo es que sea utilizado por alguien que 
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realizadas en el Centro de Investigación de Métodos Computacionales y Numéricos en 
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