Abstract-This paper considers the development of redundant representations for evolutionary computation.
Introduction
The choice of chromosome representation is known to be a fundamental design issue in genetic search. In particular, the role of redundancy, where there is more than one representation in genotypic space for the same solution in phenotypic space, has been the subject of debate in the last years. Radcliffe [1] , for example, noted how redundancy could be detrimental in neural network topology optimisation by genetic algorithms, due to the use of crossover, and developed non-redundant representations for that task. On the other hand, the use of redundant representations has attracted increasing attention in recent years [2] [3] [4] [5] for its potential to create alternative paths for evolution and, in this way, improve the quality of the search. Unfortunately, the influence of redundant representations on the performance of evolutionary algorithms is not yet well understood, and practical evidence [4] of improved search performance afforded by redundant representations has not passed unquestioned [6] .
Although the main motivation for the development of redundant representations in evolutionary computation has been the desire to obtain increased performance, the redundant representations proposed so far tend to favour large amounts of redundancy [4, [7] [8] [9] [10] , and to be based on encoding mechanisms which do not facilitate their analysis. As a result, experimental comparisons of the resulting algorithms with an algorithm based on a non-redundant representation may be affected by large differences in the size of the search spaces and the corresponding interaction with evolutionary algorithm settings such as mutation and recombination rates.
Rothlauf and Goldberg [5] identify a number of proper- However, it is fair to say that the importance and the interrelationships between these properties of redundant representations is not yet well understood. For example, Rothlauf and Goldberg [5] assert that, when using synonymously redundant representations, the connectivity between the phenotypes is not increased, whereas in this paper we provide practical evidence to the contrary. In this study, the development of families of redundant representations with varying degrees of synonymity, locality, and connectivity is approached incrementally, from the non-redundant representation upwards. Using simple, but powerful, mathematical tools, the non-redundant representation is progressively modified so as to meet specific requirements, stated in advance. All developments are carried out in the context of a simple mutation-selection evolutionary model (the quasi-species model [11] ). This allows the effect of longer chromosomes in the performance of the algorithm to be taken into account, since the interaction between chromosome length, mutation and selection is rather well understood in this model.
In the next section, the evolutionary model adopted is described. Then, a family of linear redundant encodings is introduced, which allows redundancy to be explicitly harnessed to bias the effects of independent mutation towards certain phenotypic traits, and/or to define the set of phenotypes reachable from each individual phenotype. Finally, a novel family of redundant, neutral representations is developed using mathematical tools from error-control coding theory. These representations are shown to be capable of achieving large levels of connectivity even with relatively small redundancy, as well as displaying considerably high synonymity and varying degrees of locality. The paper concludes with a discussion of the results and some directions for further work.
Evolutionary Model
Consider a simple evolutionary model involving a population of N individuals, a constant selective pressure a (as imposed by tournament and rank-based selection, for example), independent bit mutation, and generational replacement. Individuals in the population are represented as binary vectors v of length e (the genotypes), and may exhibit any number of k phenotypic characteristics, or traits. Representing each trait as a binary variable, phenotypes may also be seen as binary vectors, u, but of length k.
Under such a model, the probability of individuals not undergoing mutation should be such that at least one exact copy of the best individual in the population can expect to survive beyond its parent's death. This setting, suggested by Eigen and Schuster's work (see [12] ), maximises exploration of the search space by the population while guaranteeing the exploitation of the best individual. In fact, higher mutation rates would quickly make the search degenerate into a random walk, because selection would no longer be able to recover from the genetic errors introduced by mutation. This abrupt change in the qualitative behaviour of the evolutionary process as the mutation rate increases is known as error catastrophe. Mutation rates lower than the corresponding error threshold are more likely to preserve the best individual in each generation, but also make the search less explorative.
For a sufficiently large population, this balance between selection and mutation is achieved by setting the probability of the best individual surviving mutation to the inverse of the selective pressure, i. [14] .
In evolutionary computation, the use of more complex representations is only justified when the fitness landscape is sufficiently complex for evolution based on a direct genotype-phenotype mapping to be unsuccessful. Taking the identity map as a reference, increasingly elaborate redundant representations will now be proposed, with a view to highlighting the impact of each type of redundancy in the overall evolutionary process.
Non-coding Genes
The simplest form of genotypic redundancy consists of adding non-coding, or inactive, genes to the chromosome. In matrix form, one may write:
Non-coding genes will be subjected to mutation just like coding, or active, genes. Such mutations do not change the phenotype in any way, and are often called "neutral mutations" for that reason. However, unless the number of redundant bits f-k is explicitly taken into account when setting the mutation rate, redundancy actually leads to the active part of the chromosome being mutated less often, and to slower rates of evolution.
Non-coding genes would seem to have no practical relevance in the context of the evolutionary model adopted. The question of whether a redundant representation may be constructed which preserves evolutionary behaviour under this model will be answered next.
Implementing Polygeny
In a redundant genotype-phenotype mapping without noncoding genes, at least one phenotypic trait must be determined by the interaction of two or more genes, an effect which is known as polygeny [15] . For simplicity, consider the mapping where each phenotypic trait is determined by modulo-2 addition of two bits. One may write:
with e = 2k. Then, for a large population, the prescribed bit mutation rate will be:
log a 2k i.e., half of that for the non-redundant case.
What effect can such a representation have on the evolutionary process? Note that each phenotypic trait will only change as a consequence of the mutation of one of the genes which determine it. The probability of a given trait changing as a consequence of mutation is thus:
k where the approximations are valid for sufficiently large k. When compared to the non-redundant case, such a representation will decrease the probability of mutation of each trait, but only asymptotically as k increases. This is because two bit mutations will leave the corresponding trait unchanged, and because such events are very unlikely for large k. For a = 2 and k = 40, for example, the effect of the extra bits on the probability of each trait changing due to mutation will be less than 1%.
This representation is more of theoretical than of practical value. In fact, by demonstrating how redundancy may be added to a basic representation without significantly affecting evolutionary behaviour, light is shed onto how redundancy may be used to change that behaviour in advantageous ways.
Implementing Pleiotropy
Pleiotropy is the effect that a single gene may simultaneously affect several phenotypic traits [15] . The representation developed in the previous section can be extended very easily to implement pleiotropic effects without significantly affecting the probability of individuals surviving mutation. In fact, any k x f binary matrix G with nonzero columns and e> k defines a redundant, non-neutral genotype-phenotype map, such that u=G-v
Such a linear transformation is not unlike the affine transformations used by Liepins and Vose [16] to transform deceptive functions into easy ones. However, the issue of redundancy was not addressed in that work. Despite its simplicity, the transformation in (3) has the virtue of offering considerable control over a representation to be designed. In fact, the columns of G consist of, and thus explicitly determine, the phenotypes which are reachable from the all-zero phenotype through single gene mutations. To understand this, consider G = [gt-l,... ,go], where each gi denotes a column of G and 0 < i < e. The result of a single-bit mutation at position i of v may be written as v + ei, where ei is a vector of length £ with a single non-zero bit at position i. It follows that:
When u is zero, gi is the phenotype obtained through mutation of gene i. Furthermore, the effect of mutation on an arbitrary phenotype u does not depend on the original genotype v, but only on the bit mutated (and the corresponding column of G).
In addition, the rows of G determine how likely each trait is to be changed through a single gene mutation in comparison to the other traits. The more ones a given row of G contains, the more likely is the corresponding bit of the phenotype u to change due to a single-bit mutation.
By selecting f and G appropriately, it is possible to define both the connectivity and the locality of the search space. In particular, connectivity may be made to grow linearly with the chromosome length, e, simply by making all columns of G distinct.
Neutrality
Although the linear encodings proposed in the previous section make it possible to specify the set of phenotypes reachable from a given phenotype through single-bit mutations, all genotypic representations of the same phenotype are equivalent as far as the search is concerned, because they all reach exactly the same set of phenotypes. On the other hand, Kimura's neutral theory of evolution [17] considers that a large fraction of mutations is neutral, i.e., leads to the same phenotype, and that the accumulation of neutral mutations eventually provides new paths for evolution.
Consider the problem of formulating redundant representations with the following characteristics: Linear block codes define a mapping between a certain class of binary code vectors of length f and binary message vectors of length k. Although linear codes can also be described based on the matrix notation used in the previous section, an alternative, polynomial representation is especially useful in describing, for example, the important subclass of cyclic linear codes. Unlike the matrix notation, this polynomial representation is unrelated to that used by Liepins and Vose [16] .
Polynomial Notation
Code vectors v can also be represented by polynomials where each component of a given vector is treated as a coefficient, as follows: V(X) =Ve_ X'' +ve 2Xt-2 +±... + VlX +vo.
Cyclic codes, as well as some other, more general code subclasses, can be constructed by selecting a suitable generator polynomial g(X) of degree £ -k, and computing its multiples for every possible value of the message polynomial u(X), i.e.:
v(X) = g(X)u(X)
Figure 2: Genotypes mapping to the same phenotypes.
on the grid always leads to a subspace other than the original one, and that the grid is assumed to wrap around the edges. In Figure 2, Going back to the binary case, by defining classes in such a way that the minimum Hamming distance between genotypes in the same class is at least 2, it can be guaranteed that single gene mutations produce genotypes in classes other than that of the original genotype. This is a common problem in error-control coding design, and results from this area [14] are readily applicable here.
Linear Block Error-control Codes
Linear block codes may be defined as follows [14] :
Definition 1 A binary block code of length i and with 2k code words is called a linear (f, k) code ifits 2k code vectors form a k-dimensional subspace ofthe vector space ofall the £-tuples over thefield GF(2).
Provided that g(X) is a primitive (or even merely irreducible) polynomial,l it is easy to show that v(X) cannot be of type Xi (otherwise g(X) itself would have to be of the same type and would not be primitive or even irreducible). Due to the linearity of the code, neither can the difference between two code polynomials have that form, which implies that the minimum distance between different code polynomials must be at least two.
In an evolutionary algorithm context, expression (4) provides a method of mapping arbitrary phenotypes onto a linear class C of code polynomials of degree up to t -1. Furthermore, it suggests that another 2"k-1 classes of code polynomials may be defined as: v(X) = g(X)u(X) + rj(X) for every non-zero polynomial rj(X) of degree up tok -1. Clearly, these classes are no longer linear (the sum of two polynomials in a class Cj is not in Cj), but since they can be obtained from the linear class C through the addition of a constant polynomial, they are called the cosets of C. Furthermore, changing a single coefficient in a polynomial v(X) E C will have the effect of producing a member of one of the cosets CJ. This is exactly the property which is explored in error-control applications, but here it will provide a suitable mechanism for making the sets of reachable phenotypes vary for different genotypic representations of the same phenotype.
Equation (4) shows how code polynomials can be obtained by multiplying the corresponding message polynomials by g(X). A more popular approach consists of generating code polynomials by multiplying message polynomials by Xt-k and dividing the results by g(X), which allows the code to be generated in systematic form. A code 1A polynomial is irreducible if it cannot be factored. A polynomial of order n is primitive if it is irreducible and the smallest degree e of a polynomial Xe + 1 which it divides is e = 2n 1. is in systematic form if message vectors can be obtained by discarding given e -k components from the corresponding code vectors.
Formally, Xe-kU(X) = a(X)g(X) + b(X) (5) xi-ku(x) + b(X) = a(X)g(X) = v(X), where b(X) is a polynomial of degree £ -k -1 or less. Thus, v(X) is in systematic form, since the message can be recovered by discarding the terms of degree lower than e-k. As before, cosets Cj may be defined by adding to each polynomial in C a constant polynomial not in C.
Neutral Representations
A neutral genotype-phenotype encoding with the desired properties may now be defined as follows:
where zj(X) E Cj. Vectors zj are no more than the genotypic representations of the all-zero phenotype in each coset C1, whereas the corresponding representation in C is the allzero genotype (denote it zo). Determining the class C1 to which each v(X) belongs may be accomplished by determining the remainder r(X) of its polynomial division by g(X) and, for example, taking j as the integer whose binary representation is r. Since polynomial division can be implemented efficiently, so can genotype decoding. Since, under this encoding, single gene mutations cause genotypes to move to a different class, and since the mapping between each class Cj and phenotypic space may be changed through the corresponding zj, different representations v of the same phenotype u may now reach different sets of phenotypes through single gene mutations. Finally, by selecting the various zj, 0 < j < 2ik, so that they are reachable from each other, a neutral network may be defined for the all-zero phenotype. Similar neutral networks will arise for every other phenotype.
Enumerating All Neutral Encodings
The encoding proposed in the previous subsection is actually a family of encodings. In fact, for each pair (f,k) and primitive generator polynomial g(X) of degree f -k, many different neutral representations may be constructed by choosing appropriate zj. In particular, a redundant representation involving f -k non-coding genes, similar to those described in section 3.1, may be defined as a special case, by setting each zj to the binary representation of j.
A variant of the closure algorithm [18] was used to systematically generate all possible representations under these Exhaustive enumeration was only feasible for reasonably small e (up to 8) and low redundancy (E-k < 3), but this exercise did allow the properties of the resulting representations to be inspected, and insight to be gained into the potential of such representations for genetic search.
Results and Discussion
Families of neutral representations were exhaustively enumerated for 0 < k < 8 and primitive polynomials g(X) of degrees 0 < f-k < 4, where practicable. Their sizes are presented in Table 1 as a function of k and of the generator polynomial used. It can be seen that the number of possible representations increases rapidly with k and very rapidly with the degree e -k.
Subsequently, for every representation produced, the set of reachable phenotypes was determined. Table 2 shows the maximum connectivity which can be achieved by representations in each family, complemented with some lower bounds for larger codes, which were obtained through a combination of the closure algorithm and hill-climbing (in brackets).
It is interesting to note that the maximum connectivity in each representation family appears to increase exponentially with the number of redundant bits. This surprising result indicates that very large connectivities may be achieved even with comparatively little redundancy, and suggests that the current emphasis on highly-redundant representations should probably be reconsidered.
In Figures 3 and 4 , scatter plots of connectivity versus average and maximum distance to reachable phenotypes are presented for the (11, 8) family of neutral representations. These plots show that relatively strong locality can be maintained by certain representations, despite large connectivity.
Similarly, scatter plots of connectivity versus average and maximum distance between genotypes representing the same phenotype are given in Figures 5 and 6 . Strikingly, degrees of connectivity as high as 23 (in comparison to 8 for the non-redundant representation) are exhibited even by highly synonymous representations (at least as highly synonymous as the base representation including 3 non-coding bits), in clear contrast with Rothlauf and Goldberg's assertion [5] that synonymity does not increase connectivity.
Finally, the shape of the actual neutral networks induced by these representations may be visualised through a technique known as multi-dimensional scaling (MDS) [19] , by approximating in Euclidean space the Hamming distances between all pairs of genotypes which represent the same phenotype. In Figure 7 , MDS graphical representations of the neutral networks induced by two different (11, 8) representations are given: the first one corresponds to a highly neutral and highly synonymous representation which exhibits, nevertheless, a degree of connectivity of 23; the second one corresponds to a representation with degree of connectivity 30. conditions. Starting from the representation described in the last paragraph, the various zj were successively varied until no more representations with the desired properties could be generated. In this paper, an incremental approach to the development of new redundant binary representations was adopted. After specifying a suitable evolutionary model based on selection and independent mutation only, redundancy was shown not to be necessarily detrimental in that context. This was achieved by constructing a purely polygenic, redundant representation leading to a performance which is asymptotically equivalent to that of the corresponding nonredundant genotype-to-phenotype mapping. This result was then extended to implement dependencies between genes, or pleiotropy. In this setting, the connectivity of the search space can be explicitly designed and made to increase proportionally to the chromosome length, but the representation remains non-neutral. A radically different approach based on results from error-control code theory was adopted to implement neutrality. The result was the definition of a rich family of redundant binary representations implementing various levels of neutrality, connectivity, and locality. In particular, the maximum connectivity achievable with these codes appears to increase exponentially in the number of redundant bits! Thus, even small levels of redundancy may have a large impact in search behaviour. On the other hand, this apparent gain in genotype length comes at the immediate expense of having to store (or compute) all the representations of the all-zero phenotype, the number of which also grows exponentially with the number of redundant bits. Whether at least some of these encodings may be represented more efficiently is the subject of future work.
Comparatively speaking, the linear encodings proposed in the first part of this study have the clearly advantage of allowing search neighbourhoods to be designed directly, whereas the link between a neutral network and its neighbours is much less clear at this stage. In contrast, the neutral representations developed in the second part clearly open a new avenue for research into the relative merits of neutrality, synonymity, locality and connectivity in genetic search, especially with respect to a non-neutral, but comparable, linear encoding. The study of both encoding families in the presence of recombination is likely to raise new and interesting issues, as well.
Unfortunately, it is still not clear how to select a specific representation from the classes proposed here to obtain good results on a given optimisation problem. However, the large number and variety of neutral redundant encodings which can now be generated should be useful in improving that understanding. 
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