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ON A PREORDER RELATION FOR CONTRACTIONS
DAN TIMOTIN
ABSTRACT. An order relation for contractions on a Hilbert space can be introduced by
stating that A 4 B if and only if A is unitarily equivalent to the restriction of B to an
invariant subspace. We discuss the equivalence classes associated to this relation, and
identify cases in which they coincide with classes of unitary equivalence. The results
extend those for completely nonunitary partial isometries obtained by Garcia, Martin,
and Ross.
1. INTRODUCTION
The starting point for this note is the paper [3], whichmakes a detailed analysis of the
class of completely nonunitary partial isometries on a complex separable Hilbert space
with equal defect indices (finite or infinite). This analysis, having its original source in
a classical paper of Livsic [7], also draws on subsequent work in [1, 5, 8]. Among other
things, three preorder relations are introduced in [3]; each of these induces an equiv-
alence relation, and one of the questions addressed is when the classes of equivalence
are precisely the classes of unitary equivalence. It is shown that the question can be
rephrased as the existence of certain multipliers between model spaces (in the sense
of [2] or [10]), and partial results are obtained.
We will concentrate on one of these preorder relations, that may be easily described:
A 4 B if there exists a subspace Y ⊂ HB , invariant with respect to B , such that A is
unitarily equivalent to B |Y . The relation has an obvious extension to all contractions
(even to general bounded operators, but we will stick to contractions). One of the tools
in [3] is the characteristic function of a partial isometry, and a comprehensive theory
of Sz.-Nagy–Foias [10] extends the notion of characteristic function to all completely
non unitary contractions. On the other hand, the structure of unitary operators is well
known bymultiplicity theory [4].
Considering thus the relation4 in the context of general contractions, we give in this
paper a rather comprehensive answer to the question of deciding which corresponding
classes of equivalence coincide with classes of unitary equivalence. Theorems 9.1 and
9.2 from [3] are thus significantly generalized. In short, the statement is true if some
finite multiplicity condition is satisfied, while it fails in general.
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The plan of the paper is the following. We start with the necessary preliminaries
about contractions. In Section 3 we introduce the preorder relation, obtain some sim-
ple results, and state the main problem. Section 4 investigates it for completely nonuni-
tary contractions, using the Sz.-Nagy–Foias theory, which links invariant subspaces of a
contraction to factorizations of its characteristic function. The main result here is The-
orem 4.4, where finiteness of the defect spaces plays an essential role; it is shown by a
counterexample that this assumption cannot be dropped. Finally, in Section 5 one dis-
cusses the general situation of contractions that may have a unitary part, obtaining a
partial solution in Theorem 5.5.
2. PRELIMINARIES
We deal with contractions which may act on different Hilbert spaces; usually A ∈
L (HA), B ∈L (HB ). The kernel and the range of a contraction A are denoted by ker A
and R(A) respectively.
For a contraction A ∈L (HA) there is a unique decomposition HA =H
c
A
⊕H u
A
with
respect to which A = Ac ⊕ Au , where Au is unitary, while Ac is completely nonunitary
(c.n.u.), meaning that there is no non-zero subspace that reduces it to a unitary opera-
tor. Further on, the unitary part may be further decomposed as H u
A
=H a
A
⊕H s
A
, with
respect to which Au = Aa ⊕ As , with Aa absolutely continuous and As singular with re-
spect to Lebesgue measure.
If Y is a subspace of a Hilbert space X , then PY denotes the orthogonal projection
onto Y . Occasionally we will write PX
Y
when the domain is relevant.
For any contraction A ∈L (HA) aminimal unitary dilation is a unitary operatorU ∈
L (KA) withHA ⊂KA such that A
n =PHAU
n |HA for alln ∈N andKA =
∨∞
k=−∞
UkHA .
Theminimal unitary dilation is uniquely defined up to unitary equivalence. In fact, only
the c.n.u. part of a contraction has to be actually dilated: with the above notations, ifUc
is a minimal unitary dilation of Ac , thenU =Uc ⊕ Au is a minimal unitary dilation of A.
Moreover, the minimal unitary dilation of a c.n.u. contraction is absolutely continuous
with respect to Lebesgue measure.
If A is a contraction, then the defect operator DA is defined by (I − A
∗A)1/2, and the
defect space is DA =R(DA).
Lemma 2.1. Suppose B is a completely nonunitary contraction and A4 B. ThendimDA ≤
dimDB and dimDA∗ ≤ dimDB +dimDB∗ .
Proof. Thefirst statement is immediate; the second follows, for instance, from [10, Propo-
sition VII.3.6]. 
The theory of contractions often splits in two. Unitary operators are precisely de-
scribed by spectral multiplicity theory (see, for instance, [4]). This can be considered
standard material, which does not need further discussion. On the other hand, c.n.u.
contractions form the object of the Sz.-Nagy–Foias theory, which may be found in [10].
We will now briefly present the part of the latter that is relevant for our purposes.
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A central role is played by contractively valued analytic functions Ξ(λ) : E → E∗,
where λ∈D; that is,Ξ(λ) ∈L (E ,E∗) and ‖Ξ(λ)‖ ≤ 1 for all λ∈D, and the dependence in
λ is analytic. Such a function is called pure if ‖Ξ(λ)x‖ < ‖x‖ for all λ ∈ D and 0 6= x ∈ E .
For a general contractively valued analytic function Ξ(λ) there exist orthogonal decom-
positions E = E ′ ⊕E ′′, E∗ = E
′
∗⊕E
′′
∗ such that Ξ(λ) = Ξ
p (λ)⊕Ξ0, where Ξ
p (λ) is pure,
while Ξ0 is a unitary constant that is independent of λ; then Ξ
p (λ) is called the pure
part of Ξ(λ). Two operator valued analytic functions Ξ(λ),Ξ′(λ) are said to coincide if
there are unitaries τ,τ′ such that Ξ′(λ)= τΞ(λ)τ′ for all λ ∈D.
The characteristic function of a completely nonunitary contraction T ∈L (H ) is the
contractively valued analytic function ΘT (λ) :DT →DT ∗ , defined by
ΘT (λ)=−T +λDT ∗ (I −λT
∗)−1DT |DT , λ∈D.
This function can be shown to be pure. It is a complete unitary invariant for c.n.u. con-
tractions: two c.n.u. contractions are unitarily equivalent if and only if their character-
istic functions coincide. This fact and its developments constitute the model theory for
c.n.u. contractions, for which we refer to [10]; a different, but equivalent, approach can
be found in [2].
It is shown in [10, Chapter VII] that invariant subspaces of contractions correspond
to certain special factorizations of the characteristic function. We briefly present in the
sequel the facts that we need; references are [9, 10]. If T1 : E1 → E2, T2 : E2 → E3 are
contractions, the factorization T2T1 is called regular if
DT2E2∩DT ∗1 E2 = {0}.
The next lemma gathers some immediate properties of regular factorizations, that we
will use below in Section 4.
Lemma 2.2. (i) With the above notations, if dimE2 > 0 and T1 = 0, then T2T1 is regular
iff T2 is an isometry.
(ii) The factorization T ′2T
′
1⊕T
′′
2 T
′′
1 = (T
′
2⊕T
′′
2 )(T
′
1⊕T
′′
1 ) is regular if and only if T
′
2T
′
1
and T ′′2 T
′′
1 are both regular.
If Θ1(λ) : E1 → E2, Θ2(λ) : E2 → E3 are contractively valued analytic functions, then
the factorization
Θ(λ)=Θ2(λ)Θ1(λ)
is called regular ifΘ2(e
i t )Θ1(e
i t ) is regular for almost all t .
We will use then the next theorem, proved in Sections 1 and 2 of [10, Chapter VII].
Theorem 2.3. Suppose T is a c.n.u. contraction with characteristic function Θ. If H ′ ⊂
H is an invariant subspace with respect to T and the decomposition of T with respect to
H
′⊕H ′⊥ is
T =
(
T1 X
0 T2
)
,
then there is an associated regular factorization
(2.1) Θ(λ)=Θ2(λ)Θ1(λ)
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of the characteristic function Θ, such that the characteristic function of Ti coincides with
the pure part ofΘi for i = 1,2.
In general the factors in (2.1) may have a constant unitary part, and so do not nec-
essarily coincide with the characteristic functions of T1 and T2, respectively, which are
always pure. However, we have the following lemma.
Lemma 2.4. With the above notations, suppose dimDT = dimDT1 < ∞. Then in the
factorization (2.1)Θ1 coincides with the characteristic function of T1.
Proof. From the factorization (2.1) obtained in Theorem 2.3 it follows that the domains
of definition ofΘ(λ) andΘ1(λ) coincide, and so have both dimension dimDT <∞. IfΘ1
had a constant unitary part, then the domain of definition of its pure part would have
strictly smaller dimension. But this pure part coincides with the characteristic function
of T1, whose domainDT1 has dimension dimDT1 = dimDT . The contradiction obtained
shows that Θ1 is pure, and so it coincides with the characteristic function of T1. 
3. PREORDER RELATIONS AND THE MAIN PROBLEM
Wedefine two preorder relations on contractions A ∈L (HA), B ∈L (HB ) on Hilbert
spaces:
(i) A4 B if there exists a subspace Y ⊂HB , invariant with respect to B , such that
A is unitarily equivalent to B |Y .
(ii) A ≺ B if there exists a subspace Y ⊂ HB , reducing B , such that A is unitarily
equivalent to B |Y .
One denotes the associated equivalence relations by ≈, respectively ∼ (so, for instance,
A ≈B if and only if A4 B and B 4 A).
An equivalent definition of A 4 B is to state that there exists an isometric map Ω :
HA→HB such that
(3.1) ΩA =BΩ.
We will also say that Ω implements the relation4. Note that this relation coincides, for
partial isometries with equal deficiency indices, with 4 defined in [3, Definition 7.2]
(although the formulation is slightly different).
From (3.1) it follows that ΩHA is invariant to B . Definition (ii) admits a similar re-
formulation: A ≺ B if and only if there exists an isometric map Ω :HA →HB such that
ΩHA reduces B and (3.1) is satisfied.
It is obvious that
A and B unitarily equivalent =⇒ A ∼B =⇒ A ≈B .
We are interested to determine whether these implications can be reversed. It turns out
that the answer may be easily obtained for the first implication.
Theorem 3.1. If A ∼B, then A and B are unitarily equivalent.
ON A PREORDER RELATION FOR CONTRACTIONS 5
Proof. The proof is done by an analogue of the classical Cantor–Bernstein argument,
so we will be sketchy with the details. Suppose Ω : HA →HB is an isometry such that
ΩHA reduces B and ΩA = BΩ; obviously HB ⊖ΩHA is also reducing for B . Moreover,
if the subspace Y ⊂ HA is reducing for A, then ΩY is reducing for B . Similarly, let
Ω
′ : HB → HA be an isometry such that Ω
′
HB as well as HA ⊖Ω
′
HB reduce A and
Ω
′B = AΩ′.
Define then the mapΨ by
Ψ(Y )=HA ⊖Ω
′(HB ⊖Ω(Y )).
ThenΨmaps the complete lattice of subspaces of HA which are reducing with respect
to A to itself, and it is monotone. By the Knaster–Tarski Theorem [11] it has therefore a
fixed point Y0. If we define the operatorW :HA →HB byW |Y0 =Ω andW |HA ⊖Y0 =
Ω
′∗, thenW is a unitary operator andWA =BW . 
A simple example shows that the analogue of Theorem 3.1 for≈ is not true in general.
Example 3.2. Denote by S,Z the unilateral and bilateral shifts on the spaces ℓ2
N
and ℓ2
Z
respectively. Take A = ⊕∞
k=1
Z , B = A⊕S. Obviously A ≺ B , so A 4 B . But it is also easy
to show that B 4 A, since B is unitarily equivalent to the restriction of A to the invariant
subspace ℓ2
N
⊕
⊕∞
k=2
ℓ
2
Z
.
Therefore A ≈ B ; on the other hand, they are not unitarily equivalent, since A is uni-
tary while B is not.
Therefore, in the case of ≈ we will be interested in classes of contractions for which
the following is true:
(∗) If A ≈B , then A and B are unitarily equivalent.
We will see that in general wemust suppose a certain type of finite multiplicity.
4. COMPLETELY NONUNITARY CONTRACTIONS
We need some preliminaries concerning singular values of compact operators. For
a compact operator X , we will denote by σk (X ) the singular values of X , arranged in
decreasing order. First we state a classical inequality due to Horn [6].
Lemma 4.1. If X : E →F , Y :F →G are compact operators, then for any k ≥ 1we have
k∏
t=1
σt (Y X )≤
k∏
t=1
σt (Y )
k∏
t=1
σt (X ).
In particular, the lemma is valid for finite rank operators which is the case of interest
to us.
Corollary 4.2. If X : E →F has finite rank and Y :F →G is a contraction, then for any
k ≥ 1we have
k∏
t=1
σt (Y X )≤
k∏
t=1
σt (X ).
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Proof. The result is obtained by applying Lemma 4.1 to the finite rank operators X and
Y |R(X ). 
Lemma 4.3. Suppose that X : E →F has finite rank, Y :F →G is a contraction, and X
and Y X have the same singular values. Then R(X )⊂D⊥
Y
.
Proof. Let r = rankX = rankY X . If X˜ = X |(kerX )⊥→R(X ) and Y˜ = Y |R(X )→R(Y X ),
then X˜ and Y˜ X˜ are invertible operators between spaces of dimension r , with nonzero
singular values coinciding with those of X , respectively Y X . Lemma 4.1 gives
r∏
t=1
σt (Y˜ X˜ )≤
r∏
t=1
σt (Y˜ )
r∏
t=1
σt (X˜ ).
The hypothesis implies
∏r
t=1σt (Y˜ )= 1; since Y˜ is a contraction, it must be unitary. But
Y˜ = Y |R(X ); so Y |R(X ) is isometric, which is equivalent to R(X )⊂D⊥
Y
. 
Our main result for c.n.u. contractions is the following theorem.
Theorem 4.4. Suppose A,B are two c.n.u. contractions withmin{dimDA ,dimDB }<∞.
If A ≈B, then A and B are unitarily equivalent.
Proof. By Lemma 2.1, n := dimDA = dimDB <∞. We will denote
D
′
A∗ =
∨
λ∈D
ΘA(λ)DA , D
′′
A∗ =DA∗ ⊖D
′
A∗ ,
D
′
B∗ =
∨
λ∈D
ΘB (λ)DB , D
′′
B∗ =DB∗ ⊖D
′
B∗ .
The statement of the theorem is symmetric in A and B , so we will assume in the sequel
that dimD′′A∗ ≥ dimD
′′
B∗ .
Since A 4 B means that A is unitarily equivalent to the restriction of B to an in-
variant subspace, Lemma 2.4 implies that there are contractively valued analytic func-
tions Θ1(λ),Θ2(λ), such that Θ1(λ) coincides with ΘA(λ), and ΘB (λ) = Θ2(λ)Θ1(λ) is
a regular factorization. Therefore there are unitary operators ω,ω∗ such that ΘB (λ) =
Θ2(λ)ω∗ΘA(λ)ω; note, in particular, that ω :DB →DA .
SoΘB (λ)ω
∗ =Θ2(λ)ω∗ΘA(λ), and, ifwedenoteΘ
′
B (λ)=ΘB (λ)ω
∗ andΘ3(λ)=Θ2(λ)ω∗,
then
(4.1) Θ′B (λ)=Θ3(λ)ΘA(λ).
Remember that hereΘA(λ) :DA →DA∗ ,Θ3(λ) :DA∗ →DB∗ ,Θ
′
B (λ) :DA →DB∗ coincides
withΘB (λ), and the factorization (4.1) is easily checked to be also regular.
As noticed in Section 2, it may happen that Θ3 is not pure, so we write DA∗ =D
p
A∗
⊕
D
u
A∗ , DB∗ =D
p
B∗
⊕DuB∗ , such that with respect to these decompositions we have Θ3(λ)=
Θ
p
3 (λ)⊕W , withΘ
p
3 (λ) pure andW unitary and constant.
Fix λ ∈D. Applying Lemma 4.1, we obtain that for any k = 1, . . . ,n we have
k∏
t=1
σt (Θ
′
B (λ))≤
k∏
t=1
σt (Θ3(λ))
k∏
t=1
σt (ΘA(λ)).
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SinceΘ3(λ) is a contraction, the first product is at most 1, and thus
k∏
t=1
σt (ΘB (λ))=
k∏
t=1
σt (Θ
′
B (λ))≤
k∏
t=1
σt (ΘA(λ)).
A similar argument, using the opposite relation B 4 A, leads to the reverse inequality,
so in the end we obtain that
(4.2)
k∏
t=1
σt (ΘB (λ))=
k∏
t=1
σt (ΘA(λ))
for all k = 1, . . . ,n.
The first conclusion that follows from these relations is that the rank of ΘA(λ) coin-
cides with the rank of ΘB (λ) (since it is the largest k for which the product of the first k
singular values is nonzero). Then, by dividing the equalities (4.2) for successive values
of k, we obtain that ΘA(λ) and ΘB (λ) have the same singular values. The same is then
true aboutΘA(λ) and Θ
′
B (λ).
Apply then Lemma 4.3 to the factorization (4.1). It follows that the range of ΘA(λ) is
contained in the orthogonal of the defect of Θ3(λ). But this last space is precisely D
u
A∗
.
Since it does not depend on λ ∈ D, we also have D′
A∗
⊂Du
A∗
, whence D
p
A∗
⊂D′′
A∗
. Also,
from (4.1) it follows then that
W (D′A∗ )=W
( ∨
λ∈D
ΘA(λ)DA
)
=
∨
λ∈D
WΘA(λ)DA =
∨
λ∈D
Θ3(λ)ΘA(λ)DA
=
∨
λ∈D
Θ
′
B (λ)DA =
∨
λ∈D
ΘB (λ)DB =D
′
B∗ .
Suppose dimD′′A∗ = dimD
′′
B∗ . Wemay then choose an arbitrary unitary operatorW
′ :
D
′′
A∗ →D
′′
B∗ and defineΩ :=W
′⊕W :DA∗ →DB∗ . It follows from (4.1) that
Θ
′
B (λ)=ΩΘA(λ), orΘB (λ)=ΩΘA(λ)ω.
Therefore the characteristic functions ΘA(λ) and ΘB (λ) coincide, whence A and B are
unitarily equivalent.
Since we have assumed that dimD′′
A∗
≥ dimD′′
B∗
, in order to finish the proof of the
theorem it is enough to show that we cannot have dimD′′A∗ > dimD
′′
B∗ . Suppose then
this is the case; in particular, dimD
p
B∗
≤ dimD′′B∗ <∞. Moreover, since
W (DuA∗ ⊖D
′
A∗ )=D
u
B∗ ⊖D
′
B∗ ,
we have dimD
p
A∗
> dimD
p
B∗
. Now relation (4.1) translates as
(4.3) Θ′B (λ)=
(
Θ
p
3 (λ)⊕W
)(
0⊕ΘrA(λ)
)
,
where Θr
A
(λ) : DA →D
u
A∗
acts as ΘA(λ). By Lemma 2.2 (ii), the regularity of the factor-
ization (4.3) implies the regularity of the factorization Θ
p
3 (λ) ·0, where 0 acts from {0} to
D
p
A∗
. It follows then from Lemma 2.2 (i) that almost everywhere Θ
p
3 (e
i t ) :D
p
A∗
→D
p
B∗
is
an isometry. But this contradicts the inequality dimD
p
A∗
> dimD
p
B∗
. The proof is there-
fore finished. 
Without the finite defect assumption, it is not true, even for c.n.u contractions, that
A ≈B implies A and B unitarily equivalent, as shown by the counterexample below.
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Example 4.5. Form ∈N, denote by Sm the operator having as matrix the Jordan cell of
eigenvalue 0 and dimension preciselym (in particular, S1 is the zero operator acting on
C). So, if Hm is a Hilbert space of dimensionm having as basis e
m
1 , . . . ,e
m
m , then Sme
m
k
=
em
k+1
for k ≤m−1 and Sme
m
m = 0.
Define then A =
⊕∞
m=1 Sm , and B =
⊕∞
m=2 Sm , acting on HA =
⊕∞
m=1Hm and HB =⊕∞
m=2Hm respectively. It is obvious that B 4 A, by the standard embedding of HB into
HA .
On the other hand, ifwedefineΩ :HA→HB byΩ(e
m
k
)= em+1
k+1
, thenΩ is an isometry,
Ω(HA) is invariant with respect to B , andΩB = AΩ; so A4 B .
But A and B are not unitarily equivalent, since H1 is a one-dimensional reducing
subspace of A contained in kerA, while kerB =
∨
∞
m=2Ce
m
m does not contain reducing
subspaces.
It is worth noting that A and B are partial isometries, with both defect spaces of infi-
nite dimension, so they belong to the class V∞ considered in [3]. Moreover, A,B ∈C00,
so their characteristic functions are inner as well as *-inner. This is relevant in connec-
tion to [3, Section 9]. Theorem 9.1 therein says that statement (∗) is true if ΘA ,ΘB are
inner, with one-dimensional defects, while Theorem 9.2 claims, without including the
proof, that the result is true in general. As a corollary of our Theorem 4.4, we see that it
is indeed true for finite dimensional defect spaces, while the above example shows that
it cannot be extended to the infinite dimensional situation.
5. GENERAL CONTRACTIONS
Wewill investigate in this section statement (∗) for other classes of contractions. The
next lemma is elementary.
Lemma 5.1. IfY ⊂HB is a closed subspace, BY ⊂Y , and B |Y is unitary onY , thenY
is reducing for B.
Proof. IfP is the ortogonal projection onto the invariant subspaceY and A =B |Y , then
A∗ =PB∗|Y . But if A is unitary, then ‖A∗x‖ = ‖x‖ for all x ∈Y , so
‖x‖ = ‖A∗x‖ = ‖PB∗x‖ ≤ ‖B∗x‖ ≤ ‖x‖.
So the inequality is actually an equality, PB∗x =B∗x, and Y is also invariant to B∗. 
A few consequences for the preorder relations are gathered in the next corollary.
Corollary 5.2. (i) If A4 B and A is a unitary operator, then A ≺ B.
(ii) If A4 B, then Au ≺ Bu .
(iii)If A ≈B, then Au ∼Bu .
Proof. (i) follows immediately from Lemma 5.1. For (ii), if A 4 B , then Au 4 B , and
therefore Au ≺ B by (i). Obviously a subspace that reduces B to a unitary operator is
contained in H uB , so then Au ≺Bu . Finally, (iii) is an immediate consequence. 
In particular, Corollary 5.2 combined with Theorem 3.1 show that statement (∗) in
Section 3 is true if A,B are unitary operators. Unitary equivalence of unitary operators
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is completely described bymultiplicity theory; see, for instance, [4]. We will not discuss
it further here, but we want to point out a consequence that will be used below.
Lemma 5.3. Suppose U ∈L (HU ) is a unitary operator of finite multiplicity (that is, U
is a finite direct sum of cyclic unitary operators). If Y ⊂HU is a reducing subspace for U
andU |Y is unitarily equivalent toU, thenY =HU .
Statement (∗) is also true for certain classes of more general contractions. As in the
case of c.n.u. contractions, some finitemultiplicity condition is necessary. We start with
a lemma.
Lemma 5.4. Suppose A 4 B, implemented by Ω. If U ,V are the minimal unitary dila-
tions of A,B respectively, then U ≺ V . Moreover, if V ∈L (KB ), we may choose KA and
an implementing isometry Ω˜ :KA →KB such that Ω˜x =Ωx for all x ∈HA .
Proof. We may suppose that HA ⊂ HB is a subspace invariant with respect to B and
A = B |HA ; thus Ω is the embedding of HA into HB . If V ∈ L (KB ) is the minimal
unitary dilation of B , then Bn =P
KB
HB
V n |HB for all n ∈N.
Define then KA =
∨∞
k=−∞
V kHA . Then KA reduces V ; if x ∈HA , then, for all n ∈N
P
KA
HA
V nx =P
KB
HA
V nx =P
HB
HA
P
KB
HB
V nx =P
HB
HA
Bnx = Anx.
Therefore U := V |KA is a minimal unitary dilation of A. Obviously U 4 V , which by
Corollary 5.2 impliesU ≺V . Moreover, the implementing map Ω˜ is the inclusion of KA
into KB . Restricted to HA , this becomes the inclusion of HA into KB (whose image is
actually contained in HB ⊂KB ); so Ω˜x =Ωx for all x ∈HA . 
The next result describes a rather general situation in which statement (∗) in Sec-
tion 3 is true.
Theorem 5.5. Suppose A ≈B, and A has the following two properties:
(i) The absolutely continuous unitary part of A has finite multiplicity.
(ii) dimDA <∞.
Then A and B are unitarily equivalent.
Proof. Consider the decomposition HA =H
c
A
⊕H a
A
⊕H s
A
, which reduces A to its com-
pletely nonunitary, absolutely continuous (with respect to Lebesgue measure) unitary,
and singular unitary parts, respectively. According to Corollary 5.2, Au is unitarily equiv-
alent to Bu , and therefore Aa ,Ba are also unitarily equivalent.
Suppose Ω : HA → HB is an isometry that implements A 4 B ; that is ΩA = BΩ.
Then ΩH aA is a subspace of HB invariant with respect to B and such that B |ΩH
a
A is
unitarily equivalent to Aa ; it also reduces B by Lemma 5.1 to an absolutely continuous
unitary operator, whence ΩH a
A
⊂H a
B
. Then assumption (i) and Lemma 5.3 imply that
ΩH
a
A
=H a
B
. So
Ω(H cA ⊕H
s
A)=Ω(HA ⊖H
a
A )⊂HB ⊖H
a
B =H
c
B ⊕H
s
B
is invariant to B and implements the relation Ac ⊕ As 4 Bc ⊕Bs .
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Consider now the minimal unitary dilations U ⊕ As ∈ L (K
′
A ⊕H
s
A
) and V ⊕Bs ∈
L (K ′B ⊕H
s
B ) of Ac ⊕ As and Bc ⊕Bs respectively. By Lemma 5.4,U ⊕ As 4 V ⊕Bs and
there is an isometry Ω˜ : K ′A ⊕H
s
A
→ K ′B ⊕H
s
B
which extends Ω|H c
A
⊕H s
A
, such that
Ω˜(U ⊕ As)= (V ⊕Bs )Ω˜.
ButU , being the minimal unitary dilation of a c.n.u. contraction, is absolutely con-
tinuous. Therefore Ω˜(K ′A) ⊂ K
′
B . By Lemma 5.4, Ω = Ω˜|H
c
A
⊕H s
A
, whence Ω(H c
A
) ⊂
K
′
B∩HB =H
c
B . Moreover, from the equalityΩ(Ac⊕As )= (Bc⊕Bs )Ω it follows then that
ΩAc = BcΩ, soΩ|H
c
A
implements the relation Ac 4 Bc .
The hypothesis of the theorem being symmetric in A,B , the roles of A and B can be
interchanged, whence Ac ≈ Bc . As dimDAc = dimDA <∞, we may apply Theorem 4.4
to conclude that Ac and Bc are unitarily equivalent. Since at the beginning of the proof
we had noted that Au and Bu are also unitarily equivalent, the same is then true about
A = Ac ⊕ Au and B =Bc ⊕Bu . 
Examples 3.2 and 4.5 show that both conditions (i) and (ii) in the statement of Theo-
rem 5.5 are necessary to ensure the truth of statement (∗).
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