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ABSTRACT
Autonomous service robots are required to perform tasks in common human indoor environ-
ments. To achieve goals associated with these tasks, the robot should continually perceive, reason
its environment, and plan to manipulate objects, which we term as goal-directed manipulation.
Perception remains the most challenging aspect of all stages, as common indoor environments typ-
ically pose problems in recognizing objects under inherent occlusions with physical interactions
among themselves. Despite recent progress in the field of robot perception, accommodating per-
ceptual uncertainty due to partial observations remains challenging and needs to be addressed to
achieve the desired autonomy.
In this dissertation, we address the problem of perception under uncertainty for robot manipula-
tion in cluttered environments using generative inference methods. Specifically, we aim to enable
robots to perceive partially observable environments by maintaining an approximate probability
distribution as a belief over possible scene hypotheses. This belief representation captures uncer-
tainty resulting from inter-object occlusions and physical interactions, which are inherently present
in clutterred indoor environments. The research efforts presented in this thesis are towards devel-
oping appropriate state representations and inference techniques to generate and maintain such
belief over contextually plausible scene states. We focus on providing the following features to
generative inference while addressing the challenges due to occlusions: 1) generating and main-
taining plausible scene hypotheses, 2) reducing the inference search space that typically grows
exponentially with respect to the number of objects in a scene, 3) preserving scene hypotheses
over continual observations.
In order to generate and maintain plausible scene hypotheses, we propose physics informed
ix
scene estimation methods that combine a Newtonian physics engine within a particle based gener-
ative inference framework. The proposed variants of our method with and without a Monte Carlo
step showed promising results on generating and maintaining plausible hypotheses under com-
plete occlusions. We show that estimating such scenarios would not be possible by the commonly
adopted 3D registration methods without the notion of a physical context that our method provides.
To scale up the context informed inference to accommodate a larger number of objects, we
describe a factorization of scene state into object and object-parts to perform collaborative particle
based inference. This resulted in the Pull Message Passing for Nonparametric Belief Propagation
(PMPNBP) algorithm that caters to the demands of the high-dimensional multimodal nature of
cluttered scenes while being computationally tractable. We demonstrate that PMPNBP is orders of
magnitude faster than the state-of-the-art Nonparametric Belief Propagation method. Additionally,
we show that PMPNBP successfully estimates poses of articulated objects under various simulated
occlusion scenarios.
To extend our PMPNBP algorithm for tracking object states over continuous observations,
we explore ways to propose and preserve hypotheses effectively over time. This resulted in an
augmentation-selection method, where hypotheses are drawn from various proposals followed by
the selection of a subset using PMPNBP that explained the current state of the objects. We dis-
cuss and analyze our augmentation-selection method with its counterparts in belief propagation
literature. Furthermore, we develop an inference pipeline for pose estimation and tracking of artic-
ulated objects in clutter. In this pipeline, the message passing module with augmentation-selection
method is informed by segmentation heatmaps from a trained neural network. In our experiments,
we show that our proposed pipeline is able to effectively maintain belief and track articulated ob-
jects over a sequence of observations under occlusion. We show that the efficient nonparametric
belief propagation (PMPNBP) proposed in this dissertation can be effectively applied to solve per-
ceptual problems in robotics where a notion of uncertainty due to partial observations is inevitable.
x
CHAPTER 1
Introduction
Autonomous service robots have the potential to assist humans with day-to-day tasks in indoor
environments. These robots should be capable of doing all the activities one would like a butler
to do in a typical household environment. However, in reality, our robots cannot see the world
as humans do. We have had tremendous success in making robots function efficiently where the
environment is structured, such as warehouse autonomous navigation or industrial manufacturing.
The imposed structure complements the inability of the robots to perceive their environments.
However, our household environments are highly unstructured, inherently complex with a variety
of objects, interactions and relations, and associations to indoor locations. Consider the tasks
highlighted in Figure 1.1, such as carrying objects in the house, fetching objects from a fridge,
organizing your kitchen by placing objects into drawers, and working with tools. To perform
any of such tasks, the robot butler should know what objects are involved, where they are, and
how to grasp and move them around to accomplish the task. With a wide range of objects in the
indoor environments and limited onboard sensing systems, the desired robotic perception under
unstructured indoor environments is challenging and largely unsolved. To achieve this long term
goal of having a general-purpose robot with the capabilities of a butler, the problem of perception
under complex unstructured indoor environments should be addressed.
In addition to perceiving complex environments, for a robot to interact fluidly with human
partners, it must be able to interpret scenes in the context of a human’s model of the world. Humans
ground their perception with high-level reasoning and express their model of the world in the form
of language symbols. This ability to ground the symbols that conceptually tie low-level perception
with high-level reasoning is a critical missing component for a robot to possess autonomy. We
specifically face the problem of anchoring, i.e. to ground the symbols and associate physical
objects in the real world and their relationships, with computationally assertable facts via robot
perception. Once the robot is capable of grounding the symbols to represent a state of the world, it
needs to perform high-level reasoning over a sequence of actions to achieve a task-oriented goal.
With this capability in robots, human users will be able to more intuitively specify goals for robots,
as desired states of the world semantically [1].
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(a) Carrying objects (b) Fetching objects from fridge
(c) Placing objects into drawers (d) Working with tools
Figure 1.1: General purpose robots and their indoor tasks: A general purpose autonomous robots should possess
capabilities of robustly interacting with daily objects in indoor environments and perform various tasks
Classical sequential planning algorithms that provide high-level reasoning over a sequence of
actions to achieve a task-oriented goal have over a five-decade history [2, 3]. With axiomatic rep-
resentations of the world as a requirement, a classical planner makes an unrealistic assumption that
the physical robot has a full perception of the environment. The robot’s sensing and action in the
real world are dominated by uncertainty. This uncertainty is a result of both sensor measurements
and motor actuation of the robot. For example, sensor measurements are frequently not adequate
to identify and localize occluded or partially visible objects. The resulting noisy and incomplete
descriptions of a state subsequently affecting the axiomatic representation of the world and are
unsuitable inputs for existing planning algorithms.
Generative models provide a means to address uncertainty probabilistically. These models gen-
erate and maintain a distribution of possible hypotheses to explain the sensory observations instead
of discriminating the state of the world. These generated hypotheses form an approximate proba-
bility distribution (or belief) over possible states of the world. A state estimate from the resulting
2
belief distribution represents the current state of the world for classical planning, thus avoiding
the intractability of planning in the space of this belief. This decoupled approach to maintain the
distribution on the perceptual side while using an estimate toward planning is ubiquitously used in
the autonomous navigation for planning from localization state estimates.
In this thesis, we propose generative methods to enable a robot to perform goal-directed manip-
ulation. Specifically, we propose particle-based inference methods to perceive complex indoor en-
vironments under partial observations, modeled as probabilistic graphical models. The remainder
of this chapter introduces to the concept of goal-directed manipulation with a motivating example,
description of scene estimation using generative inference, and a high-level overview of the thesis’
contributions.
1.1 Goal-directed Manipulation
Imagine the near future, where the Fetch robot (mobile manipulation platform at the University
of Michigan) helps a carpenter in his workspace. Consider the scenario shown in Figure. 1.2(a),
where the robot is encountering a scene with a pile of tools and objects on a white table, beside
a tool chest and a bin. Assume that the robot’s task is to first put away the tools on the white
table (Figure. 1.2(b)) into the bin, and then to clamp a wooden block using a bar clamp to the
white table. Figure. 1.2(c) shows the desired goal scene that has a wooden block clamped to the
white table while all the other tools and objects either in the tool chest or in the bin. With this
goal configuration associated to the task at hand, the robot needs to perceive: 1) the object pile
on the white table 2) the bin and 3) the tool chest, and plan a sequence of actions towards the
goal and execute the next best action at every time step. Each action leads to a new world state,
which is either the predicted outcome of the action or different due to uncertainty in the previously
perceived world state or the action performed. The robot has to perceive the resulting new world
state and inform the planner to plan the next action towards the goal. This continual process of
perception, planning, and action execution is performed until the robot achieves the desired goal
configuration.
Let us assume that we have complete observability of the world, and the robot can perceive it
and represent it symbolically. The arbitrary initial scene (Figure. 1.2(b)) and the goal scene (Fig-
ure. 1.2(c)) of our example scenario can be symbolically represented using relational scene graphs.
A relational scene graph represents the world state as a directed graph with nodes denoting objects
and edges representing the contact relations such as “on”, “in”, “holds” and “contact”. For exam-
ple, the white table is “on” the brown table in captured in Figure. 1.2(c & d). By representing the
current state and the goal state symbolically, classical planners such as STRIPS [2] and SHRDLU
[3] can be used to plan a sequence of high-level actions that will lead to intermediate states directed
3
(a) A robot observing a workspace - a possible scenario in
the real world
(b) An object pile on a white table (from the view of the
robot) - an example of how real world objects could be clut-
tered
(c) An arbitrary initial scene (d) Desired goal scene
Figure 1.2: Goal-directed Manipulation task: Robot observing an arbitrary scene with a desire to achieve the goal
configuration in order to accomplish a task
towards the desired goal state. In addition to the symbolic representation of the scene for the task
planner, the perception system should also provide the metric 6D pose (position and orientation)
of the objects involved in the high-level action. Following the decision of a high-level action from
a planner, the inverse kinematics and motion planning algorithms [4, 5] use the 6D poses of the
target objects (for example an object from the object pile and the bin) to let the robot manipulator
reach the joint arm configurations that execute an action such as pick and place.
However, the assumption of complete observability using raw sensor observations is unrealis-
tic, given the complexity of a typical human environment that can only be partially observed by a
robot. The key factors contributing to the challenge in perceiving indoor environments are partial
sensor observations due to:
• occlusions resulting due to physical interactions between objects,
4
(a) Original scene observed by the robot (b) 3D point cloud from the sensor
(c) Highlighted cases of physical interaction (1), physical properties of an object (2) and self-occlusion of articulated
object (3), and partial observations obtained
Figure 1.3: Partial observations in indoor scenes
• self and environmental occlusions due to jointed objects that have parts that move,
• differences in size, shape, appearance, and material properties of the objects.
In addition to these factors, the search space for estimating the world as a collection of objects,
their 6D poses, with their inter-object relations, is a multi-modal high-dimensional continuous
state space. Perceiving the world is a challenging problem that needs to be addressed in order to
enable robots to perform goal-directed manipulation tasks. This thesis addresses the challenges
in perceiving objects under uncertainty due to partial sensor observations, in the context of goal-
directed manipulation in clutter environments.
1.2 Scene Estimation using Generative Inference
A perception system for goal-directed manipulation should account for the key factors contributing
to the partial sensor observations mentioned in the previous subsection. Figure. 1.3, shows three
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cases where the Fetch robot is observing the world using its 3D sensor that produces 3D point
cloud data. In each of these cases, the observed 3D point cloud data has only partial or incomplete
information resulted due to physical interactions between objects, their geometrical properties, and
articulations of their jointed parts. Case (1) shows a scenario where, a wooden block is supported
by a tape measure, creating only a partial observation of the tape measure in the 3D point cloud
data. Case (2) shows a scenario where the small metallic part of the screwdriver is only captured
partially by the sensor because of its size and material properties. Case (3) shows a tool chest in
a configuration, where the topmost drawer is open, occluding the rest of the drawers resulting in
a partial observation of the entire object. Scene inference methods should handle all these partial
observation scenarios and inform a planner to drive the goal-directed manipulation.
In addition to the above scenarios, partial observations arise from a limited view of the sensor,
manipulation actions, or both. For instance, while picking objects from the white table, the robot
will have a limited view of the tool chest, resulting in the partial or incomplete observation of the
tool chest and its state in the world. Similarly, during the action execution, the robot may obstruct
its view of the scene. These scenarios are ubiquitous during the entire task execution, necessitating
the ability to perceive the world through sensor observations that vary over time. Hence, scene
inference methods should not only estimate the poses of the objects but also track them over time
by maintaining a distribution of possible state hypotheses of the world.
Scene inference involves detection and pose estimation of objects in the scene. Object detection
identifies what objects are in the scene while pose estimation provides their 6D poses in the world.
The 6D pose that encapsulates position and orientation is defined with respect to object geometries
(3D mesh models). The scene observed by the robot can be explained by performing detection and
pose estimation collectively for all objects. The current literature in the field of object detection
and pose estimation can be broadly classified as either being discriminative [6, 7, 8, 9, 10, 11]
or generative [12, 13, 14]. Discriminative methods are powerful in extracting features that could
drive inference problems. However, hard thresholding on object classes and poses may provide
incorrect information for goal-oriented robotic tasks and not limited to single manipulation action.
Comparatively, generative methods are slow (given current computational limitations), but can
explain the plausible composition of a scene and produce a belief space. The latter approach is
suitable for goal-directed manipulation because of three main reasons:
• Partial sensor observations (as shown in Figure. 1.3) can be explained by a generative ap-
proach to provide the robot with a distribution over possible hypotheses (belief), where each
hypothesis is a scene state with a collection of objects poses.
• Generated belief can be propagated over changing observations overtime under action exe-
cution.
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• Goal-directed manipulation involves a sequence of actions perturbing or changing the world
in the process. Hence, a belief generated before the first action can be updated by the pre-
dicted state outcome after the action and corrected by the resulting new observation. This
process enables the robot to recover from uncertainty in perception and actuation.
The generative approaches to solving traditional robotic state estimation problems such as localiza-
tion, mapping and Simultaneous Localization and Mapping (SLAM), has resulted in great success
leading to working physical systems in the autonomous navigation domain. We take a similar
approach and perform belief space scene inference and demonstrate its benefits for goal-directed
manipulation.
Object pose in the real world gives the position and orientation of the object, which gives a set
of relative poses for the robot’s gripper to reach in order to accomplish a high-level action such
as pick and place. Going back to the motivating scenario as shown in Figure. 1.2, the high-level
actions could be categorized and sequenced as 1) picking objects other than wooden block and
clamp, from the table and dropping them into the bin, 2) picking tools other than the wooden block
and the clamp, from the table and placing them inside the tool chest after opening the appropriate
drawer, 3) manipulating the clamp such that the clamping action could be performed. Apart from
the pick and drop scenario, the robot should have the notion of the pose of the objects to achieve
the placement and clamping action. Task-specific grasping and manipulation necessitate the notion
of a pose to object geometries which, combined with relative poses of the robot’s gripper, provides
a variety of actions that an object affords.
1.3 Thesis contributions
In pursuit of enabling robust goal-directed manipulation capabilities, this thesis aims to address
the problems of perception under uncertainty in cluttered environments using generative inference
methods. More formally, the problem statement for this dissertation is as below.
Problem statement: How to estimate a scene as a collection of rigid body poses, while effi-
ciently maintaining and propagating a distribution over possible hypotheses, under robot’s
partial sensor observations.
The specific contributions of each of the chapters are described below.
• Chapter 2 provides the relevant background to the thesis, with the current standing of the
robotics research community on enabling a robot to perform sequential manipulation tasks.
Additionally, this chapter also provides the theoretical concepts that are fundamental to the
particle-based inference methods proposed in chapters 3-5.
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• Chapter 3 aims at estimating a cluttered scene with objects under physical interactions. We
propose a particle-based inference method that generatively estimates a scene ensuring phys-
ical plausibility. Specifically, we propose two variants of the particle-based inference frame-
work [15] that uses Monte Carlo sampling approaches. The developed algorithms explain
partial observations with objects under heavy occlusions by producing estimates that are
plausible in the real world.
• Chapter 4 aims at making the generative scene inference tractable using factorization of a
scene into objects and object-parts. This factorization is formulated as a Markov Random
Field (MRF) and solved using Nonparametric Belief Propagation. We propose fast inference
using a Pull Message Passing algorithm (PMPNBP) [16, 17] and demonstrate its efficiency
by estimating scenes with articulated objects. We show that our proposed method has a
significant gain in computation compared to a state-of-the-art message passing algorithm.
• Chapter 5 aims to tackle the problem of pose estimation and tracking of scene hypotheses,
where a scene is composed of articulated objects under partial time-variant observations.
Specifically, this chapter explores the sum-product and max-product variants of belief prop-
agation algorithms while catering to the needs of the tracking problem. We developed a
framework that utilizes a segmentation neural network to inform the message passing mod-
ule about an object part’s appearance. We demonstrate that the proposed framework can
maintain belief over the pose of an object articulated during a human demonstration, and
thus track the object over continuous observations even under occlusions.
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CHAPTER 2
Background and Related Work
In this chapter, we survey the related work in the field of goal-driven autonomy in robotics, specif-
ically goal-directed manipulation that motivates the objectives of this dissertation. We provide
relevant works in the literature that focus on perceptual problems in the context of grasping and
manipulation. Additionally, we briefly describe theoretical concepts that are fundamental to un-
derstanding the inference methods proposed in chapters 3-5.
2.1 Goal-driven Autonomy
Goal-driven autonomy is the desired capability of an autonomous robot to robustly perform a se-
quence of actions and accomplish a task-oriented goal. Additionally, to interact fluidly with human
partners, a robot must interpret scenes in the context of a human user’s model of the world. The
challenge is that many aspects of the human world model are difficult or impossible for the robot
to sense directly. We posit that the critical missing component is the grounding of symbols that
conceptually tie low-level perception and high-level reasoning for extended goal-driven auton-
omy. We specifically face the problem of anchoring [18], a case of symbol grounding [19], to
associate physical objects in the real world and relationships between these objects with compu-
tationally assertable facts (or axioms), from the robot’s perception of the world. Anchoring and
symbol grounding are at the heart of the emerging area of semantic mapping [20] and its accel-
erated growth due to advancements in 3D RGBD mapping [21, 22]. With a working memory of
grounded axioms about the world, robot manipulators will be able to flexibly and autonomously
perform goal-directed tasks that require reasoning over sequential actions. Just as important, hu-
man users will be able to more intuitively specify goals for robots, as desired states of the world,
through spatial configurations. Human users should be able to program the robots in an intuitive
way to communicate the tasks, which is termed as Robot Programming.
Existing research in the direction of programming robots approached learning low-level skills
from users in the form of demonstrations. Different approaches have been proposed in Program-
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ming by Demonstration (PbD) for low-level learning of skills, such as trajectories [23, 24] and
control policy [25, 26] in robot configuration space. These methods are inherently limited to world
states in a workspace that is similar to the ones in the demonstrations. By representing the goal of
a task in the workspace instead of in the configuration space, goal-directed autonomy can reason
and plan its actions to reach the goal from arbitrary initial world states. Other work has focused on
the high-level aspects of a task. Veeraraghavan et al. [27] propose learning a high-level action plan
for a repetitive ball collection task from demonstrations. Ekvall et al. [10] focus on learning task
goals and use a task planner to reach the goal. Chao et al. [28] provide an interface for the user to
teach task goals in a tabletop workspace. However, these methods simplify the scene perception
problem using planar objects, box-like objects, or objects with distinguishing colors, that are far
from real-world scenarios. Yang et al. [29] have proposed learning action plans in real-world sce-
narios. This dissertation enables robot programming from a human user perspective, especially on
real-world tasks with real-world objects, by specifying or just showing desired states of the world.
2.1.1 Perception for Goal-directed Manipulation
We term goal-driven autonomy with actions limited to grasping and manipulation actions as Goal-
directed Manipulation. In the context of manipulation, we aim to estimate axiomatic represen-
tations of the world that will allow robotics to build on the body of work in sequential planning
algorithms, such as STRIPS [2] and SHRDLU [3]. A classical planner can compute actions for
a robot to perform arbitrary sequential tasks assuming full perception of the environment, which
is often an unrealistic assumption. Nevertheless, in structured perceivable environments, systems
based on classical planning have demonstrated the ability to perform goal-directed manipulation
reliably. Mohan et al. [30, 31] uses the Soar cognitive architecture with axiomatic scene graph
representation [32] for teaching a robot arm to play games such as tic-tac-toe, Connect-4, and
Towers of Hanoi through language-based expressions. Chao et al. [28] perform taskable symbolic
goal-directed manipulation with a focus on associating observed robot percepts with knowledge
categories. This method uses background subtraction to adaptively build appearance models of
objects and obtain percepts but with sensitivity to lighting and object color. Narayanaswamy et
al. [33] perform scene estimation and goal-directed robot manipulation for cluttered scenes of toy
parts for the flexible assembly of structures.
Tenorth and Beetz [34] developed the KnowRob system to performs taskable goal-directed
sequential manipulation at the scale of buildings by automatically synthesizing information from
the semantic web and Internet. The KnowRob system focuses uncertainty at the symbolic level and
relies on hard and complete state estimates from hardcoded software components [35]. Similarly,
Srivastava et al. [36] perform the joint task and motion planning, taking advantage of modifications
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in controlled environments, which include green screens and augmented reality tags.
While domains with uncertainty are traditionally problematic for classical planning, we posit
that advances in robot perception and manipulation with new approaches to anchoring can over-
come this uncertainty for goal-directed robot control. There have been several discriminative meth-
ods proposed to perceive exact single estimates of scene state for manipulation, which both com-
plement and inspire our probabilistic methods in this dissertation. Based on the semantic mapping
work of Rusu et al. [37], the canonical manipulation baseline is the PR2 Interactive Manipulation
pipeline [38]. This pipeline can perform relatively reliable pick-and-place manipulation for non-
touching objects in flat tabletop settings. This pipeline relies upon the estimation of the largest
flat surface, by clustering of computed surface normals. Any contiguous mass of points extruding
from this support surface is considered a single object, leading to many false positives in object
recognition and pose estimation.
Rosman and Ramamoorthy [39] address such point cloud segmentation issues in relational
scene graph estimation by detecting contact points between objects from depth observations. Collet
et al. [40] propose a system for recognition and pose registration of common household objects
from a single image by using local feature descriptors. Papazov et al. [41] perform sequential pick-
and-place manipulation using a bottom-up approach of matching known 3D object geometries to
point clouds using RANSAC and retrieval by hashing methods. Cosgun et al. [42] present a
novel algorithm for placing objects by performing a sequence of manipulation actions in cluttered
surfaces like the tabletop. ten Pas and Platt [43], and Mahler et al. [44] proposed object agnostic
grasp localization methods in highly unstructured scenes of diverse objects. Joho et al. [45] use
a generative model to cluster objects on a flat surface into semantically meaningful categories.
Similarly, Dogar et al. [46, 47] consider active manipulation of highly occluded non-touching
objects on flat surfaces. In contrast to these methods, the methods proposed in this dissertation
focus on maintaining a distribution over all possible scenes, and not reliant upon selecting and
maintaining a hard (potentially incorrect) state estimate for perception.
2.2 Scene Understanding
Scene inference constitutes to the estimation of a scene as a collection of all the objects. Specific to
the tasks involving grasping and manipulation, object localization in the 3D workspace is a com-
mon component in scene inference. An object’s location and orientation in the scene is represented
with the notion of pose associated with the object geometry. Estimating such a pose has received
considerable attention in robotics. In this thesis, we focus on determining a scene as a collection
of objects, their rigid body parts under articulation. Additionally, this dissertation also explores
the ability to extend the inference methods to track objects continually over time. In relevance
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to the thesis, we discuss the related work that focuses on rigid body pose estimation, parts-based
recognition, articulated object estimation, and object tracking.
2.2.1 Rigid Body Pose Estimation
We can categorize the conventional approaches to estimate a rigid body pose into three: 1) gener-
ative, 2) discriminative, 3) generative-discriminative inference methods.
Generative inference provides a means to address uncertainty probabilistically and robust to
noisy observations. Generatively possible world states can be hypothesized to explain the true
world state that could have generated the robot’s observations. These generated hypotheses form
an approximate probability distribution (or belief) over possible states of the world. Zhang and
Trinkle [48] formulated a physics-informed particle filter, Grasping-Simultaneous Localization,
and Modeling, and Manipulation (G-SLAM) for grasp acquisition in occluded scenes. Sui et
al [49, 13] proposed a generative inference method to estimate axiomatic scene graphs. Similarly,
we propose a physically plausible scene estimation method [15] (described in Chapter 3) that uses a
physics engine within a particle-based generative inference framework. Zhou et al. [50] proposed
a generative method to localize objects under layered translucency using plenoptic (light-field)
observations. While these generative methods are robust to noisy observations, they are computa-
tionally expensive.
Discriminative methods, on the other hand, are computationally efficient and have a faster re-
call power. Recently discriminative methods using end-to-end learning frameworks are proposed
to estimate the 6D pose of the objects. Xiang et al. propose an end-to-end network for estimating
6D pose from RGB images [6]. This work was further extended to make use of synthetic data gen-
eration and augmentation techniques to improve performance [51]. Wang et al. [52] propose an
end-to-end network that uses depth information along with RGB to estimate the pose. These meth-
ods rely significantly on good texture and are constrained to a dataset of objects. Also, estimates
from the discriminative methods are noisy and less reliable, especially in challenging cluttered
scenarios.
Combining the discriminative power of feature-based methods with generative inference has
been successful under challenging conditions such as background and foreground clutter [53, 54,
55], adversarial environment conditions [56] as well as uncertainty due to robot actions [57, 1].
The success of the above approaches inspires us to utilize the speed of discriminative methods to
inform our generative inference methods (described in Chapter 5).
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2.2.2 Parts-Based Recognition
Parts-based representations have been proposed to aid scene understanding, and action execu-
tion [58, 59, 60], and have recently garnered attention within the robotics and perception com-
munities [61, 62]. Parts-based localization has led to research in recognizing objects and their
articulated parts [63]. Parts-based perception for objects in human environments is often limited
to recognition and classification tasks. Parts-based pose estimation is often considered for human
body pose [14], and hand pose [64] estimation problems with fixed graphical models. In this thesis,
we factor a scene or object, into its rigid body parts to accommodate challenging cluttered scenar-
ios. To address the computational limitations of existing belief propagation algorithms, we propose
an efficient message passing algorithm [17]. We demonstrate its utility on articulated object pose
estimation (see Chapter 4), and extend it further to a tracking framework (see Chapter 5).
2.2.3 Articulated Pose Estimation and Tracking
Probabilistic modeling has been widely applied to object tracking. Wuthrich et al. [65] propose a
probabilistic technique for tracking of objects being manipulated by a human or robot with known
geometries using a particle filter. The particle filter models occlusions alongside the observation
and process models. The framework was extended to track a manipulator end-effector [66]. In [67],
Schmidt et al. introduce a general framework for tracking articulated objects with the known
articulation using an extended Kalman filter, where the observation model employs the signed
distance function. It was extended to include physics-based constraints on the objects [68]. Makris
et al. [69] propose a hierarchical model fusion framework for visual tracking in which a defined
object model hierarchy guides the inference of the main model by fusing the inferences made
on simpler auxiliary models. Issac et al. [70] modify the Gaussian filter to track object models
robustly and efficiently. These tracking frameworks are either initialized to objects’ ground truth
poses or informed by joint encoder readings in the case of articulated objects. Full scene estimation
and tracking of known objects were studied in the context of SLAM by Salas-Moreno et al. [71].
However, this work assumes objects have no articulations and are static while the camera is in
motion. In this thesis, we aim to develop a unified framework that performs pose estimation and
tracking of articulated objects without any initialization (see Chapter 4 and 5).
In the existing literature, a particular focus has been placed on addressing the task of esti-
mating the kinematic models of articulated objects by a robot through interactive perception [72].
Hausman et al. [73] propose a particle filtering approach to estimate articulation models and plan
actions that reduce model uncertainty. In [74], Martin et al. suggest an online interactive per-
ception technique for estimating kinematic models by incorporating low-level point tracking and
mid-level rigid body tracking with a high-level kinematic model estimation over time. Sturm et
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al. [75, 76] addressed the task of estimating articulation models in a probabilistic fashion by a
human demonstration of manipulation examples. Using the articulation models produced by these
earlier works, in this dissertation, we address the problem of estimating and tracking their poses
under challenging partial observations.
Li et al. [77] explore category level localization of articulated bodies in a point cloud. However,
their method does not consider clutter and occlusions from the environment. Michel et al. [78] per-
form one-shot pose estimation of articulated bodies using 3D correspondences with optimization
over hypotheses. All of these above approaches consider large, primarily planar objects that cover
a significant portion of the observation as opposed to tools and small objects in this work.
2.3 Foundational Concepts for Generative Inference
In this section, we describe the foundations of Importance Sampling (IS), and how nonparametric
methods such as Particle Filter (PF), and Nonparametric Belief Propagation (NBP) are derived
from IS. This dissertation aims to develop inference methods for continuous, high-dimensional,
and multi-modal random variables that represent complex indoor environments in robot percep-
tion problems. Nonparametric generative methods such as PF and NBP can perform inference of
random variables under considerable uncertainty and are well suited to tackle the aforementioned
problems. However, the direct application of existing algorithmic instances of these methods is
computationally expensive. This dissertation explores ways to overcome this computational cost,
and proposes algorithms with the goal of attaining tractable inference on robot perception prob-
lems. Here, we provide sufficient background on the existing nonparametric methods and their
respective algorithmic instances in order to understand the efficient instances proposed in chapters
3-5.
Derived from the principles of Importance Sampling, PF and NBP are designed for solving
problems with different graphical models. PF is effective in solving problems that are modeled
as a Markov chain, where the hidden variables have a chain-like decomposition which capture
temporal concepts. However, for a given instance in time, perception problems are often modeled
by complex graphical models containing high–dimensional variables. Because particle filtering
cannot be applied directly to arbitrary graphs, a nonparametric version of belief propagation was
developed (Sudderth et al. [79] and Isard et al. [80]). NBP is catered to general graph structures
with non-Gaussian edge potentials.
As stated by Isard et al. [80], NBP is Belief Propagation on particle networks where the in-
ference is performed by iteratively passing messages between the hidden nodes. Various message
passing algorithms have been proposed over the years to cater to address the particular needs of
each application. Based on the objective of the inference task, they are broadly classified into
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sum-product (SP) and max-product (MP) algorithms. SP variants are used for marginal inference,
whereas the MP variants are used for Maximum a posteriori (MAP) inference. In this section, we
describe the fundamental differences between these two categories of algorithms specific to NBP,
and their approximations specific to cyclic graphs, while discussing some of the existing methods
in the literature.
2.3.1 Importance Sampling
Sampling algorithms are aimed at generating set of samples, or particles, that represent the un-
derlying distribution of a random variable. This particle set (sample-based representation) has the
ability to model any arbitrary distribution given that the number of particles is large enough. It is
often not feasible to sample from an arbitrary distribution. There are various sampling techniques
in the literature that make use of a known density in order to sample efficiently, but then weight
these samples according to the arbitrary target distribution, to recover a more representative set
of samples. Importance Sampling (IS) is one such technique that is commonly used. Here, we
describe IS and its variant with a resampling step described in Probabilistic Robotics [81].
IS is a technique that is used to sample from a target density function f(X) using another
density function generally referred to as a proposal function pi(X). This technique is used when
there is no direct means of sampling from the target density function. Each drawn sample from
the proposal density is given a weight wi =
f(Xi)
g(Xi)
, which represents the mismatch in the density
values of the two distributions f(X), and pi(X) (see Figure. 2.1).
Figure 2.1: Importance sampling illustration: The samples are drawn from pi and reweighted by
f(X)
pi(X)
to produce weighted samples that represent f(X). This figure is from Stachniss 2006 [82]
The problem addressed by Important Sampling is in computing an expectation Ef [X] over a
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probability density function f , given the samples from the proposal distribution pi. The transfor-
mation utilized by IS (restated from Todkar et al [83]) is shown below.
Ef [X] =
∫
f(x)dx
Ef [X] =
∫
f(x)
pi(x)
pi(x)dx
Ef [X] = Epi[
f(X)
pi(X)
X]
2.3.2 Particle Filter
In many Monte Carlo problems, X is a high-dimensional random variable and the target density
f(X) induces a chain-like decomposition of X . This decomposition paves the way to generate
X sequentially as X1:t, where t is the time. IS specific to such problems is known as Sequential
Importance Sampling (SIS) (Todkar et al [83] for other variants of Importance sampling). SIS is
designed for state-space models that have a chain-like structure. If f is written as
f(X) = f(X1)
d∏
t=2
f(Xt|Xt−1), (2.1)
an importance sampling scheme can be built using pi as
pi(X) = pi1(X1)
d∏
t=2
pit(Xt|Xt−1), (2.2)
where density of pit(Xt|Xt−1), mimics the intermediate target density f(Xt|Xt−1). The importance
weight in this case can be computed sequentially to obtain w(X) = wt, where
wt = wt−1
f(Xt|X1:t−1)
pit(Xt|X1:t−1) (2.3)
and w0 = 1. Equation 2.3, can be further decomposed as
wt = wt−1
ft(X1:t)
ft−1(X1:t−1)pit(Xt|X1:t−1) . (2.4)
Here, the densities ft(X1:t) could be chosen to approximate the marginal densities f(X1:t). ft(Xt|X1:t−1)
guides the proposal density pit(Xt|X1:t−1). We refer to Section 3 of Liu 2001 [84] for more details.
Applying SIS to interesting problems with high-dimensional state variables proved to be ineffi-
cient due to a collapse of distinct samples of the target density f(X). Gordon et al. [85], proposed
16
a resampling step to SIS, to account for this collapse. This ad-hoc step improved the algorithm’s
effectiveness on state-estimation problems, by retaining important and distinct samples. This vari-
ant of SIS with resampling proposed by Gordon et al. [85] is commonly known as a particle filter
or bootstrap-filter, and is described in Probabilistic Robotics by Thrun et al. [81].
In the context of robot state estimation, the target density f(X) is the posterior over all states
p(X0:t|U1:t, Z1:t). Xt, Ut and Zt denote the state, action taken, and observation at time t by the
robot respectively. As derived in Probabilistic Robotics by Thrun et al. [81] (see section 4.3.3),
p(X0:t|U1:t, Z1:t) = η p(Zt|Xt)p(Xt|Xt−1, Ut)p(X0:t−1|Z1:t−1, U1:t−1). (2.5)
With p(X0:t|U1:t, Z1:t) being equivalent to ft(X1:t) , and p(Xt|Xt−1, Ut) being equivalent to ft(Xt|X1:t−1),
Equation 2.4 specific to the robot state estimation can be rewritten as
wt = wt−1
p(X0:t|U1:t, Z1:t)
p(X0:t−1|U1:t−1, Z1:t−1)p(Xt|Xt−1, Ut) . (2.6)
Using Equation 2.5, this further simplifies to
wt = η p(Zt|Xt). (2.7)
As described in the particle filter algorithm (see Table 4.3 in Probabilistic Robotics [81]), M sam-
ples are drawn from the proposal p(Xt|Xt−1, Ut). More specifically, X [m]t ∼ p(Xt|X [m]t−1, Ut) and
weighted as w[m]t = p(Zt|X [m]t ). TheseM samples are resampled using their weights. This “trick”,
often referred to as a resampling step, carries forward duplicate samples from the previous set to
the new set, therefore retaining important and distinct samples. This “trick” of resampling is some
times loosely referred to as importance sampling (or even importance resampling) itself (see Prob-
abilistic Robotics [81] section 4.3.3).
In Chapter 3, we propose scene estimation methods (Axiomatic Scene Estimation [49] and
Physics informed Scene Estimation [15]) that are adapted from the particle filter. In our meth-
ods, we perform static scene estimation and assume that there is no physical action performed
by the robot, and hence Ut is an identity function. In order to avoid the particle sets collapsing
to a few identical and distinct samples as a result of the resampling step, we add Gaussian noise
to the samples. It can be argued that this proposal function in the form of Gaussian noise is of
a non-probabilistic nature and breaks the underlying assumptions made in the particle filter or
Bayesian filter as described in Probabilistic Robotics [81]. However, as stated earlier, the proposal
pit(Xt|Xt−1) should mimic the intermediate target density ft(Xt|Xt−1), which is the intention of
the Gaussian proposal. Hence, the scene inference methods proposed in [15, 49] broadly fall un-
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der SIS. Additionally, there exist similarities in how the methods [15, 49] compare to the particle
swarm optimization [86] that optimizes by iteratively improving the population of candidate solu-
tions.
2.3.3 Message Passing for Nonparametric Belief Propagation
Perception problems are often modeled by complex graphical models resulting in inference of con-
tinuous, high-dimensional, and multi-modal random variables. Because the particle filter cannot
be applied directly to arbitrary graphs, Sudderth et al. [79] and Isard et al. [80], developed Non-
parametric Belief Propagation (NBP). In this formulation, the problem is treated as a network of
particle filters performing local inference while maintaining global consistency.
The problem is formulated as a Markov Random Field (MRF) with graph G = (V,E), vertices
s ∈ V , edges (s, t) ∈ E, and density:
P (X) ∝
∏
s∈V
φs(Xs)
∏
(s,t)∈E
ψst(Xs, Xt), (2.8)
where φs and ψst are unary and pairwise clique potentials respectively. As described in [87],
consider a simple acyclic graph that produces a joint probability as a product of cliques
p(X1, X2, X3, X4) ∝
φ1(X1)φ2(X2)φ4(X3)φ4(X4)ψ12(X1, X2)ψ23(X2, X3)ψ24(X2, X4) (2.9)
To compute p(X1), we can marginalize the joint probability from Equation. 2.9 as
p(X1) ∝ φ1(X1)
∫
φ2(X2)
m3→2(X2)︷ ︸︸ ︷(∫
φ3(X3)ψ23(X2, X3)dX3
) m4→2(X2)︷ ︸︸ ︷(∫
φ4(X4)ψ24(X2, X4)dX4
)
dX2︸ ︷︷ ︸
m2→1(X1)
. (2.10)
Belief Propagation (BP) provides a methodical way of computing the marginals in Equa-
tion 2.10 for every hidden node. For a Markov Random Field (MRF) the local belief bels(Xs)
(marginals p(Xs)) and messages mt→s(Xs) (from t to s) are given by:
bels(Xs) ∝ φs(Xs)
∏
t∈ρ(s)
mt→s(Xs) (2.11)
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mt→s(Xs) =
∫
Xt
φt(Xt)ψst(Xs, Xt)
∏
u∈ρ(t)\s
mu→t(Xt)dXt (2.12)
The marginal p(Xs) over Xs is given by the product of messages mt→s(Xs) from neighbors
t ∈ ρ(s), and the local evidence φs(Xs). The message from node t to s is computed recursively
by multiplying incoming messages to node Xt with the local evidence φt(Xt) and compatibility
potentials ψst(Xs, Xt), and then integrating over Xt.
2.3.3.1 Sum-Product variant of BP
The process of computing marginals via local message recursions is popularly categorized as sum-
product (SP) variant of BP, as the updates involve products over messages, and for discrete models
the integrals become summations.
For discrete models, Equation 2.12 changes to
mt→s(Xs) =
∑
Xt∈Xt
φt(Xt)ψst(Xs, Xt)
∏
u∈ρ(t)\s
mu→t(Xt). (2.13)
When the domain Xs is too large, a sample based representation can be sought after, resulting
in Particle Belief propagation (PBP) [88]. The message mt→s(Xs) is an expectation of samples
drawn using a proposal Wt(Xt)
mt→s(Xs) = EXt∼Wt
ψst(Xs, Xt) φt(Xt)
Wt(Xt)
∏
u∈ρ(t)\s
mu→t(Xt)
 . (2.14)
In other words, for a particle X(i)s with index i, the message mt→s(X
(i)
s ) gives us the corre-
sponding weight over the particle set Xt drawn using the proposal Wt(Xt). Given a sample set
Xt = {X(1)t , ..., X(n)t } drawn from Wt(Xt), we can estimate mt→s(X(i)s ) using Importance Sam-
pling (IS) to give
mˆt→s(X(i)s ) =
1
n
n∑
j=1
ψst(X
(i)
s , X
(j)
t )
φt(X
(j)
t )
Wt(X
(j)
t )
∏
u∈ρ(t)\s
mˆu→t(X
(j)
t ). (2.15)
Ihler et al. [88] proved that Equation 2.15 agrees with Equation 2.13 as n→∞. Further, they
provide theoretical guarantees for the convergence properties of particle based representations for
BP and show that the convergence rate is O( 1√
n
). In Chapter 4, we group the methods from
Ihler et al. [88] (PBP), Sudderth et al. [79] (NBP), and Isard et al. [80] (PAMPAS) under the
name of Nonparametric Belief Propagation (NBP) as all of them are sample-based instances of
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Belief Propagation (BP) with the objective of estimating marginal expectations and, additionally
all belong to the category of sum-product variants.
We are motivated by the earlier works [14, 64] that apply NBP to articulated body pose esti-
mation and tracking problems. NBP methods [79, 80] provided sampling approaches to perform
belief propagation with continuous variables. Both approaches approximated a continuous func-
tion as a Gaussian mixture and used local Gibbs sampling to approximate the product of mix-
tures. However, these methods can hardly be generalized to three-dimensional (3D) articulated
pose estimation problems because of their high computational expense. In the dissertation, we
propose a more efficient “pull” message passing algorithm for nonparametric belief propagation
(PMPNBP) [16, 17] (described in Chapter 4). The key idea of pull message updating is to evaluate
samples taken from the belief of the receiving node with respect to the densities informing the send-
ing node. The approximation of mixture products can be performed individually per sample and
then normalized into a distribution. PMPNBP avoids the computational pitfalls of “push” updating
used in NBP [79, 80], and show applicability for 3D articulated pose estimation with compelling
examples. PMPNBP falls into the category of sum-product variants and has similarities to PBP
(Ihler et al. [88]) when it comes to particle representation. PBP emphasizes the advantages of us-
ing a large number of particles to represent incoming messages, along with theoretical analysis.
This work uses an expensive iterative Markov Chain Monte Carlo sampling step, mimicking the
Gibbs sampling step in other NBP approaches [79, 80]. PMPNBP is able to avoid this cost through
a resampling step. Specifically, our complexity is O(DM) in computing a message mixture of M
components using D incoming mixtures as compared with O(DKM2) of NBP [79, 80, 88] with
K product sampling iterations.
2.3.3.2 Max-Product variant of BP
Another objective in statistical inference is to quantify uncertainty about the maximizing config-
uration of random variables, known as Maximum a posteriori (MAP) inference. MAP is suitable
for applications where a jointly consistent estimator is preferred. The max-product (MP) variant of
BP is similar to the sum-product form, where messages maximize, instead of marginalizing over,
joint state. The standard max-product algorithm is similar to sum-product BP, but the integration
in Equation 2.13 is replaced by a maximization over all Xt ∈ Xt to give
mˆt→s(Xs) = max
Xt∈Xt
φt(Xt)ψst(Xs, Xt)
∏
u∈ρ(t)\s
mˆu→t(Xt) (2.16)
where Xt is the particle set in Xt such that Xt ⊂ Xt. The marginals obtained using these max-
product messages are known as max-marginals [89, 90]. The notion of max-marginals is intro-
duced in Wainwright et al. [89], for their utility in computing Maximum a posteriori probability
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(MAP) estimates on tree structures and cyclic graphs. Let µs(Xs) be the max-marginal of Xs
defined as
µs(Xs) = max
X′|X′s=Xs
p(X ′). (2.17)
This max-marginal is computed using the messages from Equation 2.16, using the equation:
µs(Xs) ∝ φs(Xs)
∏
t∈ρ(s)
mˆt→s(Xs) (2.18)
For tree-structured graphs, the above max-marginals are exact [89]. For cyclic graphs, the max-
marginals computed are approximate and are termed as pseudo-max-marginals [89]. To compute
the MAP-configuration or the joint state estimate X ′ such that X ′ ∈ argmaxX′ p(X ′), a backtrack-
ing procedure using these max-marginals can be used [90].
In the context of applying the belief propagation to continuous, high-dimensional inference
problems, especially for articulated object pose tracking, sum-product variants have been proposed
and effectively used [64, 14]. Pacheco et al. [91] proposed a max-product variant called Diverse
Particle Message Product (D-PMP) and applied it to the articulated human pose estimation prob-
lem. The motivation for D-PMP is that when there are multiple possible modes (more than one
person in the observation), sum-product variants face particle degeneracy and collapse to a sin-
gle mode. However, by adopting the max-product message updates with an optimization routine,
D-PMP can maintain diversity in the particle set representing the max-marginals. Their method
D-PMP outperforms other variants of max-product such as Metropolis Particle Max-Product (M-
PMP) [92], Greedy Particle Max-Product (G-PMP) [93] and PatchMatch & Top-N Particle Max-
Product (T-PMP) [94] in estimating multiple articulated structures in the observation.
In Chapter 5, in order to extend PMPNBP toward a tracking framework, we are inspired by an
augmentation step used in D-PMP. Additionally, we conduct an experiment to compare the sum-
product (PMPNBP) with the max-product (D-PMP) in estimating a single articulated pattern in the
observation. Our analysis shows that both PMPNBP (with augmentation), and our implementation
of D-PMP have similar covergence properties, i.e. the error in the estimation respect to the num-
ber of iterations. To compute the error in the estimation, a single estimate is derived from these
marginals and max-marginals, using a post processing step. In other words, the marginals from
the PMPNBP, and max-marginals from the D-PMP are used to construct a joint estimate via this
post processing step. In our experiments, this post processing step at the end of every iteration,
mimics the max-product message update to produces a single MAP estimate. The sum-product
variant (PMPNBP) is computationally efficient with complexity of O(DαM) as compared to the
max-product variant (D-PMP) with complexity ofO(DαM2), where αM is the size of augmented
particle set.
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2.4 Summary
In this chapter, we surveyed the related work in the field of goal-driven autonomy in robotics,
specifically in the field of perception for goal-directed manipulation, which motivates the objec-
tives of this dissertation. We briefly described theoretical concepts such as Importance Sampling,
Particle Filter and Message passing for Nonparametric Belief propagation, that are fundamental to
understanding the inference methods proposed in chapters 3-5.
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CHAPTER 3
Physics informed Scene Estimation
3.1 Introduction
Inferring a cluttered scene with objects under a pile as shown in the motivating scenario (Fig-
ure. 1.2(b)), is fraught with challenges, such as occlusions and physical contacts. These challenges
prevent acceptable levels of scene perception and, consequently, manipulation and task comple-
tion. Even when object geometries are known, the estimation of even a single object is a challenge
addressed by recent research [95]. The challenge for scene perception becomes much greater as
the scene becomes more cluttered, with an increasing number of objects. A common approach
for tabletop scenes is to assume objects are physically separated [96], essentially removing the
challenge of clutter.
Addressing this challenge for cluttered environments, we posit that physical plausibility is
a necessary component in the estimation of scenes for robot manipulation. The challenges of
perception in cluttered scenes are caused directly by the physical configuration and interactions
between objects, as well as partial observability from the robot’s viewpoint. As with similar analo-
gous approaches to human tracking [97, 98], respecting physical viability often provides improved
accuracy in the presence of uncertainty and efficiency in disregarding implausible scene configu-
rations. For example, consider a case of a robot looking down at a large object stacked on top of
a (completely occluded) small object. Current methods often misinterpret this scene as a single
large box floating above the support surface. In addition to floating objects, physically implausible
scene estimates can also occur due to inter-penetrating objects, unsupported objects, and unstable
structures.
In this chapter, we propose a means for incorporating physical plausibility into generative prob-
abilistic scene estimation using Newtonian physical simulation. Assuming geometry (dimensions),
friction, and mass properties of N unique objects in 3D as known parameters, we explore three ap-
proaches to inference as a form of physics-informed scene estimation for static environments. In
each of these methods, we use a physical simulation engine to constrain inference to the set of
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physically plausible scene states, which we treat as a physical plausibility projection. In terms of
Bayesian filtering, we describe a physics-informed particle filter (PI-PF) that uses physical plausi-
bility projection to correct implausibility that can occur due to additive diffusion. Based on the idea
of [99], we bring PI-PF and MCMC sampling techniques together as a physics-informed Markov
Chain Particle Filter (PI-MCPF), where MCMC is performed within the resampling stage of the
particle filter.
We provide ICP based approaches as the baseline, to discuss the limitations of data-driven
approaches and the advantage of the proposed methods. We present results for inference with
the three physics-informed state estimators in primitive cases of cluttered scenes with two objects
and more complex scenes with three and four object cases. While our results suggest that the PI-
PF and PI-MCPF produce comparable estimation results, we observed the PI-MCPF converges in
fewer iterations, albeit with more computational cost per iteration. Using our physics-informed
estimators, we demonstrate manipulation of cluttered scenes with a PR2 robot.
3.2 Related Work
Physical context plays a key role in human visual perception, where physical laws inform us that
objects are always supported and cannot float and interpenerate. Embodied systems such as robot
should have this understanding when interacting and changing the environment during sequential
task execution. The problem addressed by our physics informed Bayesian inference in this is
to infer object-level manipulation semantics from 3D point clouds, or 3D maps more generally.
In terms of utilizing physics, Dogar et al. [100] have incorporated quasi-physical prediction for
grasping heavily-occluded non-touching objects cluttered on flat surfaces.
In terms of generative inference, there has been considerable work in using physics within
Bayesian filtering models for tracking of people [101, 98] often for locomotion-related activities.
Such physics-informed tracking applied to manipulation scenes presents new challenges as the
complexity of several interacting objects introduces more complex contact and occlusion dynam-
ics. Outside of robotics and manipulation, recent work by Wu et al. [102] estimated the physical
properties of an object using physics engine with deep learning techniques over an input video.
This shows recent interest in using Newtonian physics for perceptual tasks. Work by Jia et al.
[103] used physics stability to improve the RGBD-segmentation of objects in clutter that could
eventually be used to estimate 3D geometry for manipulation. However their physics stability is
not done over 3D geometries and precision of their method to suit robotic applications such as
manipulation is unknown. Liu et al. [104] used knowledge-supervised MCMC to generate ab-
stract scene graphs of the scene from 6D pose estimates from uncertain low level measurements.
Joho et al. [105] used Dirichlet process to reason about object constellations in a scene, helping
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unsupervised scene segmentation and completion of a partial scene. Tejas et al. [106] showed that
discriminative approaches aid generative models in analysis by synthesis framework to solve scene
perception problems, where synthesis takes physical properties into account. Zhang et al. [107]
formulated a physics-informed particle filter, G-SLAM, for grasp acquisition in occluded planar
scenes. Sui et al. [49] proposed a similar model for estimating the entire relational scene graph and
object pose demonstrated relatively small scenes with simple geometries. Narayanan et al. [108]
have similar assumptions as ours and formulated the object localization task under occlusions as a
multi-hueristic search problem to search over the space of hypothesized scenes. Collet et al. [109]
proposed MOPED framework that uses iterative feature clustering for object recognition and pose
estimation, and heavily relies on visual features. The methods above are often restricted to quite
simplistic scenes and do not consider physical interaction between objects like we do.
In this chapter, we address these challenges by focusing on specific cases of inter-object in-
teraction for estimating the object pose across all six degrees-of-freedom for each object. Distin-
guishing our work from above methods, we substantiate the accuracy of the object pose estimation
by performing robotic manipulation task on the estimated scenes.
3.3 Motivation
A cluttered scene can be defined as a scene where objects are not segregated from each other and,
as a result, not optimally visible to a sensor. Because robotic applications demand reasonable
precision in perception to perform even a simple pickup task, the complexity multiplies as the
number of objects grow, leading to an increasingly cluttered scene. There are a vast number of
object interactions that can cause a scene to be cluttered with this growth in objects. For now, we
consider the form of the uncertainty caused by object interactions, and not issues of clutter that
might arise with number of objects. As such, we review here the primitive cases of cluttered from
physical object interaction: a) objects touching each other, b) objects stacked on top of each other,
c) slant objects supported by either their edge or face and, d) objects completely occluded from
view by other objects. General clutter scenes are some combination of these four cases.
3.3.1 Object Physical Interactions and Partial Observations
3.3.1.1 Object touching
Consider a case where two objects touch, as shown in Fig. 5.1 (a), with similar texture and ap-
pearance. From the depth sensing, these objects could be segmented as a single cluster of objects
from the tabletop. However, there is no discriminable depth discontinuity between the objects.
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(a) Touching case
(b) Stacking case
(c) Slant case
(d) Occlusion case
Figure 3.1: Motivational cases for the primitive object interactions, commonly seen in cluttered scenes: Left to
right, Real world scene, depth observation, point cloud view and estimated scene (using our approach) in blender view
Under-constrained and discriminative methods that depend on features, such as corners or pre-
segmentation, often fail to estimate the touching cases reliably. Our proposal to use a generative
approach can be advantageous in these scenarios as shown in Fig. 5.1 (a).
3.3.1.2 Object stacking
Another frequent interaction between objects is stacking. Consider a two object stacking case as
shown in Fig. 5.1(b), where the top object is close to the edge of the bottom object. The depth
data as seen in the point cloud view of Fig. 5.1(b) is very sparse. RGBD feature extraction and/or
discrimination might be able to detect the objects in the scene but precise pose estimation would
still be a problem as it will depend on the sparse depth data observed. Further, an ambiguous pose
estimation might lead to states that are not physically plausible. For example, an estimate could
have poses with the center of the mass of the top object away from the edge of the bottom object,
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towards unsupported space. This results in a state estimate that is not plausible with the physics of
the environment. Therefore, we claim that integrating physics as a part of the estimation process
is essential to reject such implausible hypotheses and converge to the ground truth scene as shown
in the Fig. 5.1(b).
3.3.1.3 Object slant
Cluttered scenes may also include piles of objects, which produces cases where objects are not just
supported by one of their faces, but by their edges and corners. Consider two objects slant case as
shown in Fig. 5.1(c), where one object is oriented such that its mass is supported both by the table
and the other object. With the sparse depth data as shown in the Fig. 5.1(c), pose estimation of the
slant objects is challenging. In addition, a wrong estimation of the pose of the slant object might
lead to objects inter-penetrating. Our proposed method is able to handle the slant object cases
which requires consideration of an object‘s possible inter-penetration and its physically plausible
constraints.
3.3.1.4 Object occlusion
Object occlusion is another common problem in cluttered scenes; it ranges from partial occlusion
to complete occlusion of objects. Consider two objects as shown in Fig. 5.1(d), where one object
is on top of a second object that is not visible to the sensor. This configuration results in the
data driven approaches being unaware of the bottom object, unless a prior informs of the bottom
object being at a known location. A generative approach, such as ours, hypothesizes object poses
that produce scenes matching to the observation shown in Fig. 5.1(d). Occluded objects will have
multiple pose hypotheses that generate scenes to best match the observation. Our Bayesian filter
approach maintains a distribution over these possible poses and estimates the likely pose of the
occluded object in the next time frame when the scene is acted upon by a robot.
3.4 Methods
3.4.1 Physics-informed Particle Filter
We denote our physics-informed particle filter as PI-PF. We model this problem of pose estimation
as a recursive Bayesian filter, a common model used for state estimation in robotics [110]. The
Bayesian filter is described by the following equation, with Xt being the state of the scene X at
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Depth image
observation
Most likely particle estimate
(Pose estimates of objects)
PR2 - Robot Platform with
Microsoft Kinect sensor
Physics
Simulation
Depth Image
Renderer
MeasurementImportance
samplingDiffusion
Physics based particle generation (Blender)
Particle Filter
Figure 3.2: System architecture for physics-informed particle filter (PI-PF)), for viable pose estimation of objects:
Robot observes the scene as a depth image and infers the state by a particle filter approach, where each particle is a
hypothesized scene rendered by a graphics engine followed by a physics projection to ensure its plausibility in the real
world. After iterating for a set of particles with measurement update and diffusion, the most likely particle is estimated
to be the state of the scene.
time t, sensory observations Zt, control actions Ut taken by the robot:
p(Xt|Z1:t) ∝ p(Zt|Xt)
∫
p(Xt|Xt−1, Ut)p(Xt−1|Z1:t−1)dXt−1. (3.1)
Scene state Xt is a set of object poses in the scene, represented as Xt = {p1, p2, p3, ...pm}. Pose
of an ith object in a scene state is pi = {xi, yi, zi, ϕi, θi, ψi} where xi, yi, zi are the 3D position
of the center of mass and ϕi, θi, ψi are three Euler angles parameterizing the rotation in space.
St =
{
X1t , X
2
t , X
3
t , ...X
N
t
}
represents a set of scenes or particles before physics plausibility pro-
jection. S˜t =
{
X˜1t , X˜
2
t , X˜
3
t , ...X˜
N
t
}
represents a set of scenes or particles after physics plausibility
projection. Ut is the sum of the user forces applied to the set of objects, which will be zero for this
current work.
Our proposed framework consists of two major components: a particle filter and the physics
based particle generator (Fig. 3.2). Initially, a set of n particles is generated randomly (uninformed
by the observation) to form St states. Each particle X
j
t is physically projected to a state X˜
j
t and
thus forms S˜t set of states. The particle filter consists of measurement, importance sampling and
diffusion submodules. The measurement module takes in the observation Zt in the form of depth
image given by the robot’s depth sensor and physically viable particles S˜t generated by the physics
based particle generator (a set of depth images rendered by a 3D z-buffer renderer). The measure-
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ment module compares each of the particle X˜jt represented as depth image with the observation Zt
using sum squared distance function over every pixel. This comparison gives the likelihood of each
particle being close to the observation. The importance sampling module takes the likelihood of
all the particles to perform resampling of states, based on their likelihood. This process generates
more particles created with the states that were plausible. These states are diffused by the diffusion
submodule to provide the states for the next iteration St.
It should be noted here that the states St generated by the diffusion module are not guaranteed
to be physically viable. Therefore, physics based particle generator takes the states produced after
the diffusion from the filter and projects it to S˜t. These projected states are then rendered out as
depth images and the process continues till the convergence is reached.
As alluded to above, the sequential Bayesian filter in Eq. 4.1 is commonly approximated by a
collection of N weighted particles, {X(j)t , w(j)t }Nj=1, with weight w(j)t for particle X(j)t , expressed
as:
p(Xt|Z1:t) ∝ p(Zt|Xt)
∑
j
w
(j)
t−1p(Xt|X(j)t−1, Ut−1) (3.2)
From this approximation, we will still resample as in standard particle filtering by drawing N
updated samples:
X
(j)
t ∼ pi(Xt|X(j)t−1, Ut−1). (3.3)
Because X(j)t are potentially physically implausible, we will apply a function f to each of these
drawn samples to produce a new set of physically-plausible particle hypotheses:
X˜
(j)
t = f(X
(j)
t , V
(j)
t , h). (3.4)
where f(X(j)t , V
(j)
t , h) is the function integrating a model of Newtonian physics forward in time
by h seconds from the positions X(j)t and velocities V
(j)
t of objects in a scene. Because we are
considering static scenes, it should be noted that both the object velocities V (j)t and control forces
Ut are assumed to be zero in magnitude. The resulting set of physically-viable particles are used
to form an approximation of the posterior at time t by computing the new weights w˜(j)t through
evaluating their likelihood:
w˜
(j)
t = p(Zt|X˜(j)t ), (3.5)
and normalizing to sum to one:
w
(j)
t =
w˜
(j)
t∑
k w˜
(j)
t
. (3.6)
Although we are considering static scenes, it should also be noted that the particle filter is able to
perform tracking over time for moving objects as well with non-null object velocities and control
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forces.
With regard to function f , given the geometry of a rigid object and its physical properties
(mass, inertia and friction), a stable position and orientation of this object can be computed with
gravitational and contact forces using a physics simulator. We cast physical plausibility projection,
as the process of submitting a state Xjt of the scene, which might not be physically plausible or
stable, as an initial condition of the physics simulator in order to generate a guaranteed physically
plausible and stable state X˜jt at the end of the simulation.
An example of physics projection is shown in the Fig. 3.2. The scene state from the diffusion
module is not guaranteed to be physically stable. As shown in Fig. 3.2, the green object is stable
on the surface, whereas the other two objects are floating in the air. When a scene goes through the
physical simulation, it is projected to a state that is physically stable as shown in the Fig. 3.2. This
projection could lead to stacking and slant cases as in this example where the blue object is stacked
on top of green and the red object rests in a slant position supported by the green object. There
are many other physically implausible cases such as object inter-penetrations and center of mass
not fully supported by other objects in the scene, that can be projected to a stable scene with this
physics projection. These examples show how physics brings realism to the estimation process,
making it a plausible perception.
3.4.2 Physics-informed Markov Chain Particle Filter
We explored Markov Chain Monte Carlo (MCMC) [111], a popular method employed for in-
ference in scene estimation problems. To integrate physically stable sampling strategy into the
single-site Metropolis Hastings algorithm [111], every new sample X∗ generated from proposal
distribution q(X∗t |X˜t−1) has to be physically projected, where X˜t−1 is the previous sample. The
proposal distribution q(X∗t |X˜t−1) is defined as a N (X˜t−1,Σ), where Σ is the same as used in
the diffusion of PI-PF. It should be noted that the generated sample X∗t is not guaranteed to be a
physically plausible state. Hence, we project the X∗t to X˜
∗ using function f as shown in Eq 4.4.
The physics projection of the new sample makes the random walk in the neighborhood no
more a useful sampling technique. Hence, we discarded the direct application of MCMC method
with physics plausibility check and instead integrate MCMC in our PI-PF method to improve the
posterior distribution represented by the collection of the particles. This method of inference is
inspired by Khan et al. [99] for MCMC in particle filter for tracking. Once we have S˜t, a set
of physically viable particles in PI-PF at iteration t, we sample a different particle as proposed
by q(X∗(j)|X˜(j)t ) to get S∗t =
{
X∗1t , X
∗2
t , X
∗3
t , ...X
∗N
t
}
. S∗t is then physically projected to get
S˜∗t =
{
X˜∗1t , X˜
∗2
t , X˜
∗3
t , ...X˜
∗N
t
}
. Now, an acceptance probability check is performed on each
particle X˜∗(j)t , to either accept or reject each of these new samples to get a new set S˜t for the
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iteration t. The acceptance probability check is defined as below.
A(X˜
(j)
t−1, X˜
∗(j)
t ) = min
{
1,
L(X˜
∗(j)
t )
L(X˜
(j)
t−1)
}
. (3.7)
where L(Xt) is the likelihood of a state Xt given by the below equation.
L(Xt) = p(Zt|Xt) (3.8)
When A(X˜(j)t−1, X˜
∗(j)
t ) is 1, then the new sample X˜
∗(j)
t is accepted to be X˜
j
t , else a random number
α from U(0, 1) is used to reject the new sample if α > A(X˜(j)t−1, X˜∗(j)t ) and retain the previous
sample (X˜(j)t = X˜
(j)
t−1). Now, the particles S˜t goes through the importance sampling module and
then diffusion module to follow the particle filter approach. We denote this method as PI-MCPF
for the rest of the chapter.
3.5 Experimental Details and Results
In this section, we give details about our implementation. We compare the proposed methods (PI-
PF and PI-MCPF) with a baseline ICP based method on the primitive object interaction cases. We
report our observations and demonstrate the methods on complex scenes. We use Blender v2.74
[112] binaries, along with its Python support and built-in implementation of Bullet [113] physics
simulator. Prior to the experiment, a template scene is created in Blender with a camera, 3D object
meshes and a supporting surface that acts as the table. We used real world objects with cuboid
geometry for our experiments, whose object meshes are trivial to create in Blender using their real
dimensions. For every experiment, the system is provided with the number of objects in the scene
and their geometries in the form of meshes. We assume that an ideal recognition system provides
this information without localizing the geometries in the scene. We used the default density value
(1.0) in Blender for our experiments, which makes the object mass equal to its volume. All the
object meshes in the scene are set as active rigid bodies, which means they react to collision and
are subjected to gravitational forces. The supporting surface created is set to behave as a passive
rigid body, which means it reacts to collisions but is not subjected to gravity (i.e. it interacts with
objects but stays fixed in the scene). A Microsoft Kinect depth sensor mounted on top of the PR2 is
externally calibrated with respect to the table using AR Marker package ar track alvar from ROS
providing extrinsic parameters. This calibration helps in creating a virtual supporting surface in
Blender. After the template scene’s blend file is created, at every iteration of the particle filter, the
St set of scenes are loaded in parallel on multiple instances of Blender. In each instance, a particle
Xjt is loaded to set the pose of the object meshes and then physics rigid body simulation is triggered
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to project each of the states from Xjt to X˜
j
t . Blender rigid body simulation requires few critical
parameters: we set up the friction coefficient to 0.75, rigid body sim frame end at 500 (threshold to
end the simulation), solver iterations at 60 and steps per second at 750. We found these parameters
to be optimal for realistic physics simulation of the cuboid geometries considering its computation
time. Depth images are rendered in HDR format to extract the exact metric information from the
OpenGL renderer of Blender. We used 1444 particles for all our experiments. For primitive cases,
PI-PF method was run for 150 iterations and PI-MCPF method was run for 70 iterations. For
complex scenes, PI-PF method was run for 250 iterations and PI-MCPF method was run for 150
iterations.
In the below subsections, we discuss the implementation of baseline ICP method and compare
its results with our proposed methods on the primitive cases considered in Section III. For the base
clutter scenes, we created scenes which are difficult with insufficient depth data for traditional
discriminative methods of object segmentation, object detection or pose estimation to perform ro-
bustly. The base clutter experiments involves two objects in touching, stacking and slant positions
and also in complete occlusion. We experiment on 7 touching scenes, 7 stacking scenes, 7 slant
cases and 7 complete occlusion scenes.
3.5.1 Iterative Closest Point method
Iterative Closest Point (ICP) [114] or its variants [115, 116, 117] are commonly sort after as the fi-
nal step of pose estimation in the works that resulted from Amazon Pickup Challenge (APC) [118].
Hence we created a baseline with Iterative Closest Point (ICP) to estimate object poses in a scene.
ICP takes in two point clouds namely the source cloud and the target cloud, and finds the transfor-
mation between them by iteratively by minimizing their point-to-point distance. This procedure
requires the source and target to contain the same object to perform optimally. To provide this
advantage to ICP based method, the 3D point cloud of each scene in the base clutter cases is pro-
cessed in two stages: 1) the table background is subtracted by removing the largest plane in the
scene using plane segmentation from PCL (Point Cloud Library) [119] resulting in a foreground
point cloud of interest 2) each of the two objects are manually segmented from the foreground
cloud resulting in two object point clouds (as the base clutter scene experiments contain only two
objects). Point cloud of each object geometry is synthetically generated based on their dimensions
and considered as source clouds for ICP matching. Each of these source clouds are matched with
their respective target clouds segmented from the the scene. ICP matching is prone to be sensi-
tive to the initialization of the source point cloud. Initial position (x, y, z) of the source clouds
are generated randomly above the table level. The orientation (ϕ, θ, ψ) of these source clouds are
set to the 3 principle components of their respective target clouds. For each scene, 50 randomly
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Category Error
ICP on Object Segments PI-PF PI-MCPF
Large Obj Small Obj Large Obj Small Obj Large Obj Small Obj
(mean ± var) (mean ± var) (mean ± var) (mean ± var) (mean ± var) (mean ± var)
Touching
Pos (cm) 9.58 ± 4.99 10.7 ± 3.68 1.83 ± 0.18 1.75 ± 0.11 2.10 ± 0.15 2.10 ± 0.50
Roll (deg) 25.9 ± 4.51 62.0 ± 0.14 0.19 ± 0.05 0.30 ± 0.20 0.17 ± 0.05 0.23 ± 0.19
Pitch (deg) 34.0 ± 2.71 38.8 ± 2.61 0.05 ± 0.00 0.05 ± 0.01 0.03 ± 0.00 0.05 ± 0.00
Yaw (deg) 28.8 ± 2.03 33.1 ± 8.45 1.86 ± 3.06 1.10 ± 0.58 2.30 ± 3.23 8.70 ± 3.06
Stacked
Pos (cm) 11.3 ± 1.83 13.0 ± 0.94 2.19 ± 0.60 2.23 ± 0.20 1.84 ± 0.99 2.67 ± 0.85
Roll (deg) 32.2 ± 0.13 37.6 ± 0.54 0.53 ± 0.37 0.77 ± 1.13 0.48 ± 0.57 0.79 ± 1.77
Pitch (deg) 37.1 ± 0.63 26.2 ± 2.20 1.09 ± 3.81 1.54 ± 2.59 1.35 ± 5.45 1.18 ± 3.19
Yaw (deg) 57.5 ± 3.04 38.4 ± 2.59 4.71 ± 6.74 6.05 ± 5.86 5.50 ± 8.43 6.63 ± 8.32
Slant
Pos (cm) 10.4 ± 5.23 14.3 ± 0.72 3.09 ± 5.51 4.38 ± 11.4 4.42 ± 5.90 4.33 ± 6.82
Roll (deg) 36.9 ± 8.97 39.3 ± 2.50 14.5 ± 86.5 0.38 ± 0.10 0.54 ± 1.02 0.33 ± 0.10
Pitch (deg) 38.8 ± 0.29 33.4 ± 2.94 1.58 ± 2.97 31.5 ± 23.3 5.96 ± 69.3 19.4 ± 74.3
Yaw (deg) 19.9 ± 2.78 27.6 ± 1.93 10.5 ± 84.3 30.7 ± 42.4 10.3 ± 19.9 36.5 ± 31.6
Occluded
Pos (cm) 26.7 ± 2.33 NA 2.83 ± 1.47 4.23 ± 5.65 3.23 ± 2.38 4.28 ± 5.63
Roll (deg) 13.8 ± 3.37 NA 20.0 ± 71.1 29.9 ± 43.6 20.0 ± 72.8 44.9 ± 44.8
Pitch (deg) 8.47 ± 1.10 NA 0.05 ± 0.00 30.0 ± 85.3 0.05 ± 0.00 30.0 ± 87.5
Yaw (deg) 27.5 ± 3.40 NA 15.0 ± 53.6 40.0 ± 40.0 16.1 ± 18.1 33.9 ± 49.8
Table 3.1: Object pose estimation errors are reported here with respect to the ground truth poses. Ground truth is
generated by manually matching the object geometries to the observed point cloud using the Blender user interface. In
all the experimental categories (touching, stacked, slant and occluded), physical informed estimators PI-PF, PI-MCPF
perform better than the ICP method. The variance of the physics informed methods are higher in the slant cases as
the simulations result in different plausible slant pose every time. In the occluded category of experiments, the ICP
method has NA entries as the method is not applicable when no sensor data is available.
initialized source clouds of the objects are used to perform the ICP matching.
3.5.2 Base Clutter Scene Results
In the touching cases, two objects are placed in different orientations on the table, touching each
other as shown in Fig. 3.3. We show the cases where objects are in contact on their edges or their
faces. It is observed that the estimates of these cases using PI-PF and PI-MCPF methods are close
to the ground truth with average errors in position and angles as shown in Table 3.1. ICP on the
object segments fail with large pose errors as they are not physically informed about their object
boundaries leading to inter-penetrations.
In the stacking cases, two objects are placed in different orientations on table, with one object
placed on top of the other object. This other object is supported by the table as shown in Fig. 3.4.
Note, that we used only small objects to be on top of the larger object, because the converse
structure creates complete occlusion, which is discussed in the following set of experiments. It is
observed that, in order to generate stacking scenes using physics projection, the diffusion of the
resampled S˜t states should accommodate elevation of objects randomly. This diffusion creates St.
We observed that the estimated scenes using PI-PF and PI-MCPF methods are close to the ground
truth with average errors in position and angles as shown in Table 3.1. ICP based approach fails
to perform as the objects are not enforced to stack based on their poses and hence could result in
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Figure 3.3: Results for objects touching experiment: From left Original Scene, Observed depth image, Estimated
most likely scene as a depth image, Blender camera view of the estimated scene
Figure 3.4: Results for objects stacking experiment: From left Original Scene, Observed depth image, Estimated
most likely scene, Blender camera view of the estimated scene
Figure 3.5: Results for objects slanted experiment: From left Original Scene, Observed depth image, Estimated
most likely scene, Blender camera view of the estimated scene
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Figure 3.6: Results for objects occluded experiment: From left Original Scene, Observed depth image, Estimated
most likely scene, Blender camera view of the estimated scene with an additional view to show how the occluded
object‘s pose is estimated by our method
floating objects.
In the slant cases, two objects are placed in different orientations on table such that one object is
on the table, supporting the other object, which is in a slant pose as shown in Fig. 3.5. To generate
slant scenarios, the rigid body simulation in Blender requires care in setting up the parameters
as mentioned above. If physics projection cannot produce these slant cases, the experiments will
not converge to the observed scene. As it can be seen in Fig. 3.5, even in the cases where the
bottom object is occluded by the top slant object, its pose in the estimated depth image matches the
observation. More importantly, we find that estimated state is physically plausible. We observed
that slant cases are difficult, and estimates from both PI-PF and PI-MCPF methods are not as close
to the ground truth as in touching and stacked cases. The average angular error is high for the small
object, which is occluded in most of the cases and very hard to be estimated. On the other hand,
the larger object which, even on having an advantage of being highly visible requires a trade off in
matching the observation and also maintaining physical plausibility. ICP fails in slant cases too as
it is not informed about both the object boundaries as well as gravitational force to support itself
in a slant position.
In the occlusion cases, as shown in Fig. 3.6, the small object is completely occluded by the
larger object in the observation. Our proposed methods PI-PF and PI-MCPF robustly handles these
cases and estimates the pose of the larger object with average position errors shown in Table 3.1.
However these methods have higher position errors for the smaller object that is not visible to the
sensor. It should be noted that the ground truth for all these scenes were generated using visual
inspection and matching of the object geometries to the observed point cloud. Because the small
object was not seen in the point cloud, the ground truth was generated to just make sure physical
plausibility of the scene. The last column in Fig. 3.6 shows the view of the estimated scene from a
different viewpoint, to see the estimated pose of the occluded small object. In complete occlusion,
we also had cases where the larger object was slanted on the small object, occluding the small
object. Hence there is a high error in the Roll of the larger object similar to that of the slant cases in
both PI-PF and PI-MCPF methods. ICP based method does not have the target cloud for the small
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object, and, thus there is no way to estimate the pose of that object.
The ICP based method purely relies on 3D data association. It is observed to fail consistently
on all categories. It should also be noted that ICP will perform much worse if the 3D scene is
not preprocessed. Overall the PI-PF and PI-MCPF methods perform comprehensively on these
difficult primitive setups and help us develop an understanding of using physical plausibility in the
estimation process of more complex scenes discussed in next section.
3.5.3 Cluttered Scene Results
We have performed experiments on three and four objects cases, that combined the base cases dis-
cussed earlier. With inclusion of additional objects, the state space for search explodes and it takes
lot of iterations to converge to the ground truth. For experimental purpose the time complexity is
avoided with constrains on the object poses. Poses of the objects are limited to {xi, yi, zi, ϕi} (i.e.
ϕi is the yaw angle of an object to determine its rotation on the surface plane which is aligned
to XY plane) dimensions in the initialization and updates. However physics projections at each
iteration results in real valued numbers on all the 6xN dimensions of the scene.
In Fig. 3.7 we show experiments with four objects in the scene with results from PI-PF. It
can be seen that the experimental set up has the combinations of the primitive cases discussed
earlier. These scenes have a lot of occlusions with respect to the sensor viewpoint. The scenes
are estimated using PI-PF and PI-MCPF, and are close to the ground truth poses, except for the
objects that are occluded. However if a continuous perception is performed, our estimation along
with the distribution over the state space will act as a prior knowledge over time. We performed
sequence of object manipulations on the estimated scenes using PR2 robot, whose gripper has a
small tolerance to the error in estimation. Precision to which the pose estimation is performed in
PI-PF and PI-MCPF methods are good enough to let the robot perform successful manipulation.
A couple of scenes are shown in the video submission with robotic manipulation on the estimated
poses. We observed that the accuracy of the PI-PF and PI-MCPF are close to each other in all
the experiments performed, but the number of iterations taken by PI-PF is higher compared to
PI-MCPF as shown in Table 3.2.
3.6 Summary
In this chapter, we proposed a generative, probabilistic scene estimation using Newtonian physical
simulation for physically plausible scene estimation to enable robotic manipulation in clutter. Our
method estimates cluttered scenes as a collection of object poses to generate and match observa-
tion. We discuss primitive cases causing observation uncertainty due to object interactions like
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Conditions
Maximum Average Maximum Average
iterations iterations iterations iterations
allowed for PI-PF allowed for PI-MCPF
Touching 150 85.26 70 30.42
Stacking 150 90.84 70 53.55
Slant 150 143.7 70 70.00
Occlusion 150 70.50 70 46.98
4 Objects 250 224.6 150 142.1
Table 3.2: Shows the average number of iterations each of methods, took to converge. Maximum iterations are the
number of iterations each method is allowed to run. We consider the experiment to have converged if the change in
the pose estimate of the most likely particle is less than 1 cm in position and less than 3 degrees in the angles.
Figure 3.7: Results for complex experiment with 4 objects: From left to right, Original Scene, Observed depth
image, Estimated most likely scene, Blender camera view of the estimated scene
touching, stacking and slant support poses. We present cases where physical plausibility is at most
essential in robotic perception and show results using our framework on some difficult cases of
clutter settings. We explored variants of our approach and report the results with observations on
each case.
Subsequently and independently to our published work [15], Mitash et al. [120] developed
object pose estimation system that improves over the use of physical context. In contrast to our
work that considers scene as a whole while generatively producing physically plausble states, the
work [120] searches over physically consistent scene configuration using Monte Carlo tree search
driven by discriminative object detection and heuristics. Together these works substantiate the need
for considering physical context in scene estimation towards manipulation applications. However,
the limitations of our approach are: a) exponential growth in the state space with the number of
objects and b) physical simulators are limited when it come to simulating arbitrarily shaped objects
that has functional parts. We address these two limitations in Chapter 4.
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CHAPTER 4
Efficient Belief Propagation for Pose Estimation of
Articulated Objects
4.1 Introduction
Going back to the motivating scenario shown in the Figure. 1.2 of Chapter 1, robots working in
human environments often encounter a wide range of articulated objects, such as tools, cabinets,
and other kinematically jointed objects. For example, the tool chest with four drawers in Figure. 1.2
functions as a storage container for tools. A robot would need to perform open and close actions
on the drawers and store the tools from the pile towards accomplishing the task of setting up the
workbench.
In addition to the rigid bodied objects, the ability to perceive articulated pose under partial
observations due to self and environmental occlusions makes the inference problem multimodal.
Further, the inference becomes a high-dimensional problem when the number of object parts grows
in number, which is one of the limitations of Chapter 3.
Pose estimation methods have been proposed that take a generative approach to the prob-
lem [13, 1], including the work from the Chapter 3 [15]. These methods aim to explain a scene as a
collection of object/parts poses, using a particle filter formulation to iteratively maintain belief over
possible states in the form of particles. Though these approaches hold the power of modeling the
world generatively, they have an inherent drawback of being slow with the increase in the number
of rigid bodies. In this chapter, we focus on overcoming this drawback by factoring the state as
individual object and object parts constrained by their physical support relations to create an effi-
cient inference framework for pose estimation. In this chapter, we specifically focus on articulated
objects to draw comparisons with other factored methods in the literature. However, the approach
is still applicable to both objects with and without articulations.
Generative methods exploiting articulation constraints are widely used in human pose estima-
tion problems [14, 64, 98] where human body parts have constrained articulation. We take a similar
approach and factor the problem using a Markov Random Field (MRF) formulation where each
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hidden node in the probabilistic graphical model represents an observed object-part’s pose (contin-
uous variable), each observed node has the information about the object-part from observation and
edges of the graph denote the articulation constraints between the parts. Inference on the graph is
performed using a message passing algorithm that shares the information between the parts’ pose
variables, to produce their pose beliefs which collectively gives the state of the articulated object.
Existing message passing approaches [80, 79] represent message as a mixture of Gaussian
components and provide Gibbs sampling-based techniques to approximate message product and
update operations. Their message representation and product techniques limit the number of sam-
ples used in the inference and is not applicable to our application domain. In this chapter, we
provide a more efficient “pull” Message Passing algorithm for Nonparametric Belief Propagation
(PMPNBP) [16, 17]. The key idea of pull message updating is to evaluate samples taken from the
belief of the receiving node with respect to the densities informing the sending node. The mixture
product approximation can then be performed individually per sample, and then later normalized
into a distribution. This pull updating avoids the computational pitfalls of push updating of mes-
sage distributions used in [80, 79]. We demonstrate the accuracy and efficiency of inference by
PMPNBP with respect to PAMPAS [80], a pioneering method for NBP. These results focus on an
experiment for finding an articulated 2D pattern, reconstructed from the description of PAMPAS.
These results indicate that PMPNBP enables both faster convergence to an appropriate inference
and greater scaling of message mixture components for improved accuracy.
For our robot experiments, our system takes in a 3D point cloud as the sensor data and object
geometry models in the form of a URDF (Unified Robot Description Format) as input and outputs
belief samples in continuous pose domain. We use these belief samples to compute a maximum
likely estimate to let the robot act on the object. We evaluate the performance of the system by
quantifying over an articulated object on compelling scenes. Contributions of this chapter include:
a) proposal of an efficient belief propagation algorithm to estimate articulated object poses, b)
discussion and comparisons with PAMPAS [80] on the 2D baseline, c) discussion and compar-
isons with traditional particle filter as the baseline, d) a belief representation from perception to
inform a task planner. A simple task is demonstrated to show how the belief propagation informs
a task planner to choose an information gain action and overcome uncertainty in the perceptual
estimation.
4.2 Related Work
Indoor environments have a variety of objects that has functional properties associate with their
parts. Physical constraints on these kinds of objects are in the form of articulation constraints
imposed during their design. For example, the drawers of a cabinet are designed to have a transla-
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tional motion to open and close the storage space. Similarly, a dishwasher’s door opens with joint
rotational constraints. There are many objects in the indoor environments robot has to deal with in
order to perform household tasks.
Existing methods in the literature have set out to address the challenge of manipulating artic-
ulated objects by robots in complex human environments. Particular focus has been placed on
addressing the task of estimating novel articulated objects’ kinematic models by a robot through
interactive perception. Hausman et al. [73] propose a particle filtering approach to estimate articu-
lation models and plan actions to reduce model uncertainty. In [74], Martin et al. suggest an online
interactive perception technique for estimating kinematic models by incorporating low-level point
tracking and mid-level rigid body tracking with a high-level kinematic model estimation over time.
Sturm et al. [75, 76] addressed the task of estimating articulation models in a probabilistic fashion
by a human demonstration of manipulation examples. Katz et al. [121] also pair a RANSAC-
based plane fitting algorithm and iterative rectangle search algorithm to perform marker-less pose
estimation; however, they do not leverage their previously learned kinematic models.
All of these approaches discover the articulated object’s kinematic model by alternating be-
tween action and sensing and are important methods to enable a robot is to interact with novel
articulated objects reliably. In this chapter, we assume that such kinematic models, once learned
for an object, can be reused to localize their articulated pose under real-world ambiguous obser-
vations. The method proposed here could complement the existing body of work towards task
completion in the unstructured human environment with articulated objects.
Probabilistic graphical model representations such as Markov random field (MRF) are widely
used in computer vision problems where the variables take discrete labels such as foreground or
background. Many algorithms have been proposed to compute the joint probability of the graph-
ical model. Belief propagation algorithms are guaranteed to converge on tree-structured graphs.
For graph structures with loops, Loopy Belief Propagation (LBP) [122] is empirically proven to
perform well for discrete variables. The problem becomes non-trivial when the variables take con-
tinuous values. Sudderth et al. (NBP) [79] and Particle Message Passing (PAMPAS) by Isard
et al. [80] provide sampling approaches to perform belief propagation with continuous variables.
Both of these approaches approximate a continuous function as a mixture of weighted Gaussians
and use local Gibbs sampling to approximate the product of mixtures. NBP has been effectively
used in applications such as human pose estimation [14] and hand tracking [64] by modeling the
graph as a tree-structured particle network. Scene understanding problems where a scene is com-
posed of household objects with articulations demands a large number of samples in the represen-
tation to handle the high-dimensional multimodal state space. A Pull Message Passing algorithm
for Nonparametric Belief Propagation (PMPNBP) proposed in this chapter produces promising
results to handle such demands.
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Some recent works address the computational efficiency of Nonparametric Belief Propagation.
Similar in spirit to our PMPNBP, Ihler et al. [88] describe a conceptual theory of particle belief
propagation, where a target node’s samples are used to generate a message going from source to
target. This work emphasizes the advantages of using a large number of particles to represent
incoming messages and theoretical analysis. This work uses an expensive iterative Markov Chain
Monte Carlo sampling step, mimicking the Gibbs sampling step in NBP [80, 79]. PMPNBP can
avoid this cost through a resampling step.
Kernel based methods have been proposed to improve the efficiency of NBP. Song et al. [123]
propose a kernel belief propagation method. In this work, messages are represented as functions
in a Reproducing Kernel Hilbert space (RKHS), and message updates are linear operations in
RKHS. Results presented in this work claim to be more accurate and faster than NBP with Gibbs
sampling [80, 79] and particle belief propagation [88] over applications such as image denoising,
depth prediction, and angle prediction in protein folding problem. We consider comparisons with
kernel-based approximators as a direction for future work.
Model-based generative methods [12, 57, 6] are increasingly being used to solve scene es-
timation problems where heuristics from discriminative approaches [124, 125] are used to infer
object poses. These approaches do not account for object-object interactions or articulations and
rely significantly on the effectiveness of recognition. Our framework does not rely on any prior
detections but can benefit from them while inherently handling noisy priors [79, 80, 126]. Chua
et al. [127] proposed a scene grammar representation and belief propagation over factor graphs,
whose objective similar to ours for generating scenes with multiple-objects satisfying the scene
grammars. This approach is similar to ours; however, we specifically deal with 3D observations
and continuous variables.
4.3 Method
4.3.1 Nonparametric Belief Propagation
Let G = (V,E) be an undirected graph with nodes V and edges E. The nodes in V are each
random variables that have dependencies with each other in the graph G through edges E. If G is a
Markov Random Field (MRF), then it has two types of variables X and Y , denoting the collection
of hidden and observed variables, respectively. Each variable is considered to take assignments of
continuous-valued vectors. The joint probability of the graph G, considering only second order
cliques, is given as
p(X, Y ) =
1
Z
∏
(s,t)∈E
ψs,t(Xs, Xt)
∏
s∈V
φs(Xs, Ys) (4.1)
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where ψs,t(Xs, Xt) is the pairwise potential between nodes Xs ∈ Rd and Xt ∈ Rb 1, φs(Xs, Ys) is
the unary potential between the hidden nodeXs and observed node Ys ∈ Rq, andZ is a normalizing
factor. The problem is to infer belief over possible states assigned to the hidden variables X such
that the joint probability is maximized. This inference is generally performed by passing messages
between hidden variables X until convergence of their belief distributions over several iterations.
A message is denoted as mt→s directed from node t to node s if there is an edge between
the nodes in the graph G. The message represents the distribution of what node t thinks node s
should take in terms of the hidden variable Xs. Typically, if Xs is in the continuous domain, then
mt→s(Xs) is represented as a Gaussian mixture to approximate the real distribution:
mt→s(Xs) =
M∑
i=1
w
(i)
ts N (Xs;µ(i)ts ,Λ(i)ts ) (4.2)
where
∑M
i=1w
(i)
ts = 1, M is the number of Gaussian components, w
(i)
ts is the weight associated with
the ith component, µ(i)ts and Λ
(i)
ts are the mean and covariance of the ith component, respectively.
We use the terms components, particles and samples interchangeably in this chapter. Hence, a
message can be expressed as M triplets:
mt→s = {(w(i)ts , µ(i)ts ,Λ(i)ts ) : 1 ≤ i ≤M} (4.3)
Assuming the graph has tree or loopy structure, computing these message updates is nontrivial
computationally. A message update in a continuous domain at an iteration n from a node t→ s is
given by
mnt→s(Xs)←
∫
Xt∈Rb
(
ψst(Xs, Xt)φt(Xt, Yt)
∏
u∈ρ(t)\s
mn−1u→t(Xt)
)
dXt (4.4)
where ρ(t) is a set of neighbor nodes of t. The marginal belief over each hidden node at iteration
n is given by
belns (Xs) ∝ φs(Xs, Ys)
∏
t∈ρ(s)
mnt→s(Xs)
belns = {(w(i)s , µ(i)s ,Λ(i)s ) : 1 ≤ i ≤ T}
(4.5)
where T is the number of components used to represent the belief. NBP [79] provides a Gibbs
sampling approach to compute an approximation of the product
∏
u∈ρ(t)\sm
n−1
u→t(Xt). Assuming
that φt(Xt, Yt) is pointwise computable, a “pre-message” [88] is defined as
Mn−1t→s (Xt) = φt(Xt, Yt)
∏
u∈ρ(t)\s
mn−1u→t(Xt) (4.6)
1Note, dimensionality remains the same, d = b, in the case of estimating 6 degree-of-freedom object pose
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Algorithm - Message update
Given input messages mn−1u→t(Xt) = {(µ(i)ut , w(i)ut )}Mi=1 for each u ∈ ρ(t) \ s, and methods to
compute functions ψts(Xt, Xs) and φt(Xt, Yt) point-wise, the algorithm computes mnt→s(Xs) =
{(µ(i)ts , w(i)ts )}Mi=1
1. Draw M independent samples {µ(i)ts }Mi=1 from beln−1s (Xs).
(a) If n = 1 the bel0s(Xs) is a uniform distribution or informed by a prior distribution.
(b) If n > 1 the beln−1s (Xs) is a belief computed at (n − 1)th iteration using importance
sampling.
2 For each {µ(i)ts }Mi=1, compute w(i)ts
a Sample Xˆ(i)t ∼ ψts(Xt, Xs = µ(i)ts )
b Unary weight w(i)unary is computed using φt(Xt = Xˆ
(i)
t , Yt).
c Neighboring weight w(i)neigh is computed using m
n−1
u→t.
(i) For each u ∈ ρ(t) \ s compute W (i)u =
∑M
j=1w
(j)
ut w
(ij)
u where
w
(ij)
u = ψts(Xs = µ
(i)
ts , Xt = µ
(j)
ut ).
(ii) Each neighboring weight is computed by w(i)neigh =
∏
u∈ρ(t)\sW
(i)
u
d The final weights are computed as w(i)ts = w
(i)
neigh × w(i)unary.
3 The weights {w(i)ts }Mi=1 are associated with the samples {µ(i)ts }Mi=1 to represent mnt→s(Xs).
which can be computed in the Gibbs sampling procedure. This reduces Equation 4.4 to
mnt→s(Xs)←
∫
Xt∈Rb
(
ψst(Xs, Xt)M
n−1
t→s (Xt)
)
dXt (4.7)
The pairwise term ψst(Xs, Xt) can be approximated as the marginal influence function ζ(Xt)
to make the right side of Equation 4.7 independent ofXs. The marginal influence function provides
the influence ofXs for samplingXt. However, this function can be ignored if the pairwise potential
function is based on the distance between the variables. This assumption makes Equation 4.7 avoid
the step of integration and sample Xˆ(i)t from the “pre-message” followed by a pairwise sampling
where ψst(Xs, Xt) is acting as ψst(Xs|Xt = Xˆ(i)t ) to get a sample Xˆ(i)s . To represent message
mnt→s(Xs), the M samples {Xˆs}Mi=1 are considered as {µts}Mi=1. {Λts}Mi=1 are computed using
Kernel Density Estimation methods. PAMPAS [80] has a slightly different notation and methods
to compute the samples.
The Gibbs sampling procedure in itself is an iterative procedure and hence makes the compu-
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Algorithm - Belief update
Given incoming messages mnt→s(Xt) = {(w(i)ts , µ(i)ts )}Mi=1 for each t ∈ ρ(s), and meth-
ods to compute functions φs(xs, ys) point-wise, the algorithm computes belns (Xs) ∝
φs(Xs, Ys)
∏
t∈ρ(s)m
n
t→s(Xs) = {(w(i)s , µ(i)s )}Ti=1
1 For each t ∈ ρ(s)
a Update weights w(i)ts = w
(i)
ts × φ(Xs = µ(i)ts , Ys).
b Normalize the weights such that
∑M
i=1w
(i)
ts = 1.
2 Combine all the incoming messages to form a single set of samples and their weights
{(w(i)s , µ(i)s )}Ti=1, where T is the sum of all the incoming number of samples.
3 Normalize the weights such that
∑T
i=1w
(i)
s = 1.
4 Perform a resampling step to sample new set {µ(i)s }Ti=1 that represent the marginal belief
of Xs.
tation of the ”pre-message” (as the Foundation function described for PAMPAS) expensive as M
increases. In the next section, we provide our proposed message representation followed by the
algorithm to compute mnt→s(Xs) at iteration n.
4.3.2 Pull Message Passing for Nonparametric Belief Propagation
Given the overview of Nonparametric Belief Propagation above in Section 4.3.1, we now describe
our “pull” message passing algorithm. We represent message as a set of pairs instead of triplets in
Equation 4.3 which is
mt→s = {(w(i)ts , µ(i)ts ) : 1 ≤ i ≤M} (4.8)
Similarly, the marginal belief is summarized as a sample set
belns (Xs) = {µ(i)s : 1 ≤ i ≤ T} (4.9)
where T is the number of samples representing the marginal belief. We assume that there is a
marginal belief over Xs as beln−1s (Xs) from the previous iteration. To compute the m
n
t→s(Xs), at
iteration n, we initially sample {µ(i)ts }Mi=1 from the belief beln−1s (Xs). Pass these samples over to the
neighboring nodes ρ(t)\ s and compute the weights {w(i)ts }Mi=1. This step is described in Algorithm
- Message update. The computation of belns (Xs) is described in Algorithm - Belief update. The
key difference between the “push” approach of the earlier methods (NBP and PAMPAS) [79, 80]
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and our “pull” approach is the message mt→s generation. In the “push” approach, the incoming
messages to t determines the outgoing message t → s. Whereas, in the “pull” approach, samples
representing s are drawn from its belief bels from previous iteration and weighted by the incoming
messages to t. This weighting strategy is computationally efficient. Additionally, the product of in-
coming messages to compute bels is approximated by a resampling step as described in Algorithm
- Belief update.
4.4 Experimental Details and Results
4.4.1 Comparison of Message Passing Algorithms on Articulated Pattern
We compare our proposed PMPNBP method with PAMPAS [80] on their 2D illustratory example
(Figure 4.1). The pattern has circle node with state variable X1 = (x1, y1, r1) denoting its position
in the 2D image and the radius of the circle. This circle node has four arms with two links each.
These links are nodes in the graph with state variables Xi(xi, yi, αi, wi, hi). The links connected to
the circle are indexed as 2 ≤ i ≤ 5 with their connected outer links as j = i+ 4. In the recreation
of this illustratory example, we define the unary potential as
φ(Xs, Ys) =
1−
|Isub({(xs,ys)}Pp=1)−T ({(xs,ys)}Pp=1)|
max(P,Q)
Xs ∈ circle
1− |Isub({(xs,ys)}Pp=1)−T ({(xs,ys,αs,ws,hs)}Pp=1)|
max(P,Q)
Xs ∈ links
(4.10)
where Isub is the patch of image centered at (xs, ys) with the same size as the template image
T rendered with state of the nodes (circle/links). P and Q are the number of white/observed pixel
locations {(x, y)} in Isub and T respectively. Figure 4.2 illustrates the computation of the unary
potential for nodes X1, X2, X3 visually.
The pairwise sampling is done similar to the original description in PAMPAS [80]. The pro-
cedure to generate samples is described in Appendix A. Figure 4.3 visually illustrates the pairwise
sampling for nodes X1, X5, X9. With the unary potential and pairwise sampling, we perform
inference and report their convergence over iterations in the next section.
Our implementation of PAMPAS and PMPNBP is in Matlab on a Ubuntu 14.04 Linux machine.
A CPU with Core i7 6700HQ - 16 GB RAM is used for all the experiments. Implementation does
not involve any type of parallelization to avoid bias in comparisons.
We show the convergence of the PMPNBP qualitatively in Figure 4.4 and Figure 4.5. The
pattern referred in Figure 4.1 is placed in a clutter made of 12 circles and 100 rectangles. There
are 16 messages, i.e., 4 from circle to inner links, 4 from inner links to circle, 4 from inner links
to outer links and 4 from outer to inner links. The initialization of the messages is done with
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(a) Graphical model (b) Geometrical structure
Figure 4.1: 2D articulation pattern and its graphical model: The pattern used for the experiments has 9 nodes with
one circle at the center and four arms with two links each. This forms the graphical model shown in (a), where hidden
nodes Xs are connected to their neighbors and informed by observed nodes Ys. Geometrically, the circle and links are
defined by their location (xs, ys), orientation and dimensions as shown in (b). Color coding here is used to distinguish
the links for the qualitative results in the chapter.
(a) Image observation (b) φ(X1, Y1) (c) φ(X2, Y2) (d) φ(X3, Y3)
Figure 4.2: Illustration of unary potential for 2D articulation pattern: a) Shows the actual pattern used in the
experiments of the chapter. b-c) shows the unary potential φ(Xs, Ys) for s = {1, 2, 3} (circle, vertical rectangular
link and horizontal rectangular link respectively) with (xs, ys) taking all the pixels in the image (a). For ease of
understanding, the orientation of the nodes in this illustration are set to α1 = 0, α2 = pi/2 and α3 = pi.
M = 75 particles at (x, y) locations of the image where φs > 0.4. This is assumed to be the coarse
feature detection of the circle and rectangles in the image replicating the initialization in [80]. In
the future iterations, the message mt→s has 50% of the samples uniformly sampled in the image to
keep exploring, while the other 50% of the samples are sampled from the marginal belief bels. As
it can be seen in Figure 4.4, the initialization (Belief at Iteration 0) is distributed across the image.
At iteration 1, the message passing starts to influence the belief of the nodes and at iteration 10,
they form the spatial arrangement satisfying their geometrical structure. At iteration 24, the most
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(a) ψ(X9|X5 = µ5) (b) ψ(X5|X9 = µ9) (c) ψ(X5|X1 = µ1) (d) ψ(X1|X5 = µ5)
Figure 4.3: Illustration of pairwise sampling for 2D articulation pattern: This figure shows sampling the neighbors
based on a given current node sample. For illustration we show the relation between nodes X1, X5 and X9. Each
sub-figure shows 20 samples (green color) drawn given its neighboring node (red color) at its ground truth location,
constrained by their geometrical relationship.
Belief at iteration 0 Belief at iteration 1 Belief at iteration 10 Belief at iteration 24
MLE at iteration 0 MLE at iteration 1 MLE at iteration 10 MLE at Iteration 24
Figure 4.4: Convergence in 2D articulation pose under clutter: PMPNBP results with circle node observed. Each
message contains 200 particles initialized randomly at locations where their φs > 0.4. The top row shows the belief
samples bels for each of the nodes and the bottom row shows their Maximum Likely Estimate (MLE). MLE at iteration
24 has all the links and circle converged to their ground truth states (Best viewed in color).
likely estimate of all the links and circle are close to the pose of the ground truth pattern.
The second example in Figure 4.5 has no circle in the center of the pattern, demonstrating an
occlusion scenario. This scenario demonstrates that the proposed algorithm retains the power of
the probabilistic modeling of the belief propagation approach. The initialization is done similar
to the first example, where there were no samples near the ”occluded” circle. The convergence is
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similar to the first example but takes 34 iterations to converge.
In Figure 4.6(a), we show the convergence of the PMPNBP with respect to the previous algo-
rithm PAMPAS [80] which uses Gaussian mixture to represent the messages and use Gibbs sampler
to perform message products (for circle). Convergence here is shown as the average error of the
Maximum Likely Estimate from its ground truth with respect to the number of belief iterations over
10 trials. We plot this convergence for PMPNBP with M = {50, 75, 100, 200} components versus
PAMPAS. The convergence of PMPNBP is better than our implementation of PAMPAS. It can
also be noted that the PMPNBP has decreasing average error with increasing numbers of particles.
This essentially indicates that as larger M the better the inference will be. To evaluate whether
PMPNBP accommodates the use of larger M in practice, we plot the CPU run time per message
update iteration in Figure 4.6(b). An entire message generation in PAMPAS takes O(KDM2)
operations, where D is the number of messages to compute product in the “pre-message”, K is
the number of iterations for the Gibbs sampler and M is the number of components representing a
message. In contrast, PMPNBP takes only O(DM) operations. For the plots in Figure 4.6(b) with
PAMPAS we use K = 50 as the Gibbs sampler iterations with D = 4.
These results indicate that the proposed PMPNBP has similar convergence properties as the
earlier approaches with greater computational efficiency.
4.4.2 Real World Experiments with RGB-D Observations
We use Fetch robot, a mobile manipulation platform for our data collection and manipulation
experiments. RGBD data is collected using an ASUS Xtion RGBD sensor mounted on the robot
along with the intrinsic and camera to robot base transform. We use CUDA-OpenGL interoperation
to render synthetic scenes on large set of poses in a single render buffer on a GPU. We render scenes
as depth images, then project them back to 3D point clouds via camera intrinsic parameters.
4.4.2.1 Potential Functions for Real World Experiments
Unary potential φt(Xt, Yt) is used to model the likelihood by measuring how a pose Xt explains
the point cloud observation Pt. The hypothesized object pose Xt is used to position the given
geometric object model and generate a synthetic point cloud P ∗t that can be matched with the
observation Pt. The synthetic point cloud is constructed using the object-part’s geometric model
available a priori. The likelihood is calculated as
φt(Xt, Yt) = e
λrd(Pt,P ∗t ) (4.11)
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Belief at iteration 0 Belief at iteration 1 Belief at iteration 10 Belief at iteration 34
MLE at iteration 0 MLE at iteration 1 MLE at iteration 10 MLE at iteration 34
Figure 4.5: Convergence in 2D articulation pose under clutter and occlusion: PMPNBP results with circle node
“occluded”. Each message contains 200 particles initialized randomly at locations where their φs > 0.4. The top row
shows the belief samples bels for each of the nodes and the bottom row shows their Maximum Likely Estimate (MLE).
MLE at iteration 34 has all the links and circle converged to their ground truth states (Best viewed in color).
(a) Average error vs Iterations (b) CPU time vs Particles
Figure 4.6: Convergence plot and execution time plot: (a) shows the average position error of Maximum Likely
Estimate (MLE) achieved by PMPNBP (M = {50, 75, 100, 200}) in comparison to PAMPAS (our implementation)
for the experiment in Figure 4.4. (b) shows CPU time per iteration required for PMPNBP and PAMPAS, as the number
of particles grow. This shows the PMPNBP achieves comparable convergence with efficient computation.
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Figure 4.7: Error vs execution time plot: Shows the average position error of Maximum Likely Estimate (MLE)
achieved by PMPNBP (M = {50, 75, 100, 200}) in comparison to PAMPAS (our implementation) for the experiment
in Figure 4.4, versus the CPU time per iteration in the log scale.
where λr is the scaling factor, d(Pt, P ∗t ) is the sum of 3D Euclidean distance between the observed
point p ∈ Pt and rendered point p∗ ∈ P ∗t at each pixel location in the region of interest.
Pairwise potential ψt,s(Xt|Xs) gives information about how compatible two object poses are
given their joint articulation constraints captured by the edge between them. These constraints are
captured using dual quaternions. Most often, the joint articulation constraints have minimum and
maximum range in either prismatic or revolute types. We capture this information from URDF
to get Rt|s = [dqat|s, dq
b
t|s] giving the limits of articulations. For a given Xs and Rt|s, we find the
distance betweenXt and the limits asA = d(Xt, dqat|s) andB = d(Xt, dq
b
t|s), as well as the distance
between the limits C = d(dqat|s, dq
b
t|s). Using a joint limit kernel parameterized by (σpos, σori), we
evaluate the pairwise potential as:
ψt,s(Xt|Xs) = e−
(Apos+Bpos−Cpos)2
2(σpos)2
− (Aori+Bori−Cori)
2
2(σori)
2 (4.12)
The pairwise sampling uses the same limitsRt|s to sample forXt given aXs. We uniformly sample
a dual quaternion X¯t that is between [dqat|s, dq
b
t|s] and transform it back to the Xs’s current frame of
reference by Xt = Xs ∗ X¯t.
4.4.3 Articulated Objects Models
We used a cabinet with three drawers as our articulated object in the experiment. CAD model
of the object is obtained from the Internet and annotation of their articulations are performed on
Blender to generate URDF models. Obtaining geometrical models and articulation models can
either be crowd-sourced [128] or learned using human or robot interactions [74].
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Figure 4.8: Convergence in cabinet pose and comparison with particle filter baseline. Convergence of pose estima-
tion on two different scenes: the first column shows the RGB image of each scene, second to fourth columns show
the convergence results of PMPNBP. The second column shows randomly initialized belief particles, the third column
shows the belief particles after 100 iterations, and the fourth column shows the maximum likely estimates of each part.
The fifth column shows the estimation error (0.95 confidence interval) using PMPNBP with respect to the baseline
particle filter method across 10 runs (400 particles and 100 iterations each). It can be seen that the baseline suffers
from local minimas while PMPNBP is able to recover from them effectively.
4.4.4 Baseline
We implemented Monte Carlo localization (particle filter) method that has object specific state rep-
resentation. For example, the Cabinet with 3 drawers have state representation of (x, y, z, φ, ψ, χ, ta, tb, tc)
where the first 6 elements describe the 6D pose of the object in the world and ta, tb, tc represent
the prismatic articulation. The measurement model in the implementation uses the unary potential
described in the Section 4.4.2.1. Instead of rendering a point cloud of each object-part, the entire
object in the hypothesized pose is rendered for measuring the likelihood. As the observations are
static, the action model in the standard particle filter is replaced with a Gaussian diffusion over the
object poses.
4.4.4.1 Convergence Results
In the Figure. 4.8, we show the convergence of the proposed method visually for two scenes con-
taining different point cloud observations. We collected point cloud observations of the objects
in arbitrary poses and performed inference using both the proposed PMPNBP and the baseline
Monte Carlo localization. Entire point cloud observed by the sensor is used as the observation for
all the object-parts. The first column shows the scene (RGB not used in the inference). Second
column shows the uniformly initialized poses of the object-parts on the entire point cloud. Third
column shows the propagated belief particles for each object-part after 100 iterations. Fourth col-
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Original Scene Incomplete Observation MLE using PMPNBP MLE from a different view
Figure 4.9: Convergence in cabinet pose under different occlusions. Partial and incomplete observations due to self
and environmental occlusions are handled by PMPNBP to estimate a plausible and accurate pose
umn shows the Maximum Likely Estimate (MLE) of each object-part using the belief particles
from the third column.
For the results shown in Figure. 4.8, we ran our inference for 100 iterations with 400 particles
representing the messages. 10 different runs are used to generate the convergence plot that shows
the mean and variance in error across the runs. We adopt the average distance metric (ADD)
proposed in [129, 6] for the evaluation. The point cloud model of the object-part is transformed
to its ground truth dual quaternion (dq) and to the estimated pose’s dual quaternion (d¯q). Error
is calculated as the pointwise distance of these transformation pairs normalized by the number of
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(a) Fetch robot in original scene (b) Point cloud observation (c) MRF model
(d) Belief at iteration 1 (view 1) (e) Belief at iteration 1000 (view
1)
(f) MLE (view 1)
(g) Belief at iteration 1 (view 2) (h) Belief at iteration 1000 (view
2)
(i) MLE (view 2)
Figure 4.10: Factored pose estimation using PMPNBP extends to articulated objects such as Fetch robot: (a) which
has 12 nodes and 11 edges in the probabilistic graphical model (c). For a scene (a), which has partial 3D point cloud
observation (b), the PMPNBP message passing algorithm, propagates the belief samples from iteration 1 (d and g) to
iteration 1000 (e and h), that leads to MLE (f and i).
points in the model point cloud. The average distance metric (ADD) is given as
ADD =
1
m
∑
p∈M
‖d¯q ∗ p ∗ d¯qc − dq ∗ p ∗ dqc‖ (4.13)
where (d¯qc) and (dqc) are the conjugates of the dual quaternions [130, 131], m is the number of 3D
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(a) Scene observed (b) Estimate from PMPNBP (c) Confidence ellipsoids on be-
lief samples
(d) Grasping drawer 3 (e) Opening drawer 3
Figure 4.11: Cabinet manipulation scenario 1: The task for the robot is to open the drawer 3 (bottom) while
having the drawer 1 open. The robot estimates the state of the object with certainty as shown in (b) with drawer
1 open and drawer 3 closed. In addition to the estimate, covariance can be calculated (shown as ellipsoids in (c)
with 75% confidence interval). This could be used to decide that the estimation is certain with a threshold on the
standard deviation on each of the dimensions of the pose. In this case the standard deviation of (x, y, z) falls below
the threshold 0.25cm, and allows the robot to perform the opening action. (d-e) shows the robot performing opening
action on drawer 3 using the estimate.
points in the model setM.
4.4.4.2 Partial and Incomplete Observations
Articulated models suffer from self-occlusions and often environmental occlusions. By exploiting
the articulation constraints of an object in the pose estimation, our inference method is able to
estimate a physically plausible estimate that can explain the partial or incomplete observations. In
Figure. 4.9 we show three compelling cases that indicates the strength of our inference method. In
the first case, the drawer 1 heavily occludes the bottom drawers resulting in limited observations on
drawer 2 and 3. PMPNBP is able to estimate a plausible pose given the constraints. In the second
case, the cabinet is occluded by the robot’s arm, while in the third case, a blanket from the drawer
1 occludes half of the object. PMPNBP is able to recover from these occlusions and produce a
plausible estimate along with belief of possible poses.
The factored approach proposed in this paper scales to objects with higher number of links and
joints with combinations of articulations. This is evaluated by estimating the pose of a Fetch robot
that has 12 nodes and 11 edges in its graphical model. The graphical model is constructed using
the URDF model of the robot. This is shown in Figure. 4.10(c) where the robot is observed using
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(a) Scene observed (b) Estimate from PMPNBP (c) Confidence ellipsoids on be-
lief samples
(d) Scene observed after moving
the camera
(e) Estimate from PMPNBP (f) Confidence ellipsoids on be-
lief samples
(g) Grasping drawer 3 (h) Opening drawer 3
Figure 4.12: Cabinet manipulation scenario 2: The task remains the same as Figure. 4.11. However the robot is
not directly observing the drawer 3 (a). The inference using PMPNBP gives an estimate (b). However, the standard
deviation in the position (as seen in (c) with ellipsoids of larger radii), is higher than the threshold 0.25cm. To
reduce the uncertainty in the estimation, the robot takes an intermediate action (changing the viewpoint) to gain more
information about the scene. This results in new scene (d). Running inference using PMPNBP on this scene gives an
estimate (e) with covariance ellipsoids as shown in (f). This satisfies the threshold on the standard deviations, enabling
the robot to perfom the (g-h) grasping and opening of drawer 3.
the a depth camera. Figure. 4.10(a & b) show the original scene and its point cloud observation
with partial sensor data on the base, torso and the head of the robot. PMPNBP is able to estimate
the pose of the robot by iteratively passing messages for 1000 iterations. Figures. 4.10(d-f) and
Figures. 4.10(g-i) show the belief samples of the robot links at iteration 1 and 1000 followed by
the most likely estimation (MLE) from two different view points for better visualization.
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4.4.4.3 Benefits of Maintaining Belief towards Planning Actions
We show how the belief propagation approach aids in planning with a simple task illustration. As-
sume that the robot is performing a larger task of storing elements into the drawer 3. In a subtask,
the goal is to open the drawer 3. With this setting (see Figure. 4.11) the robot is perceiving the cur-
rent scene by estimating the pose of the cabinet, along with covariance on the belief for each part.
We set a maximum threshold of 0.25cm on the standard deviation of (x, y, z) dimensions to decide
if the estimation is certain or not. In this case, the standard deviation from the belief falls within
this threshold and the robot is certain that the drawer 1 is open and drawer 3 is closed. Hence, the
robot performs opening drawer 3 action. For the same task but with a different observation (see
Figure. 4.12), the robot estimates the pose of the cabinet, along with its covariance. However, in
this case, the robot is not certain about the estimation as the standard deviation is bigger than the
threshold. This enables the robot to take an intermediate action (of lowering its torso) that provides
a new observation of the cabinet. With this new observation, the robot perceives that the drawer
3 is closed with more certainty and performs an open action. This is an illustration of how the
belief can be used in planning actions. More rigorous experiments with the choice of thresholds
for different objects and tasks will be detailed in the future work.
4.5 Limitations
The key problem toward solving a belief propagation problem with continuous variables is a mes-
sage product that takes O(MD). M is the number of Gaussian mixture components used to repre-
sent the continuous value, andD is the number of incoming mixtures used to construct an outgoing
mixture in the context of message passing. The methods discussed in Introduction proposed ap-
proximations to compute this product to make the nonparametric belief propagation tractable in
their respective applications domains. Here, we propose another such approximation (PMPNBP)
that is much more efficient and does not grow asymptotically as the other approximations proposed
earlier. PMPNBP assumes that the belief of a node generates its incoming message reweighted by
the constraints of its neighbors. On the other hand, state-of-the-art methods [80, 79] generated a
new message from the source node to the target node by using all the other incoming messages
to the source node. When the belief cannot capture samples at the true locations, PMPNBP will
fail to generate an incoming message with samples at the true locations. Because PMPNBP can
work with large number of samples, it always assumes that samples are available around the true
locations that will be exploited in the inference. To avoid this scenario, a percentage of samples
from uniform distribution can be used in addition to the samples from the belief. These samples
can be considered as exploration samples. We consider this limitation to be reasonable because,
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computationally, PMPNBP affords to use large number of samples as compared with other meth-
ods. In our experiments, for the 2D articulated pattern estimation, we used 50% of the samples to
explore, whereas in the 3D cabinet and robot pose estimations, we used only 10% of the samples.
4.6 Summary
In this chapter, we addressed the limitations of Chapter 3, by factoring a scene state into objects
and their parts for generating belief over the scene states efficiently. We proposed a new message
passing scheme that uses a “pull” approach to update messages in Nonparametric Belief Propa-
gation. Specifically, the proposed message passing scheme avoids Gibbs sampling based message
products of the earlier methods and provides faster product approximations (Figure. 4.6). We show
the efficiency of the proposed algorithm both in terms of its convergence properties and the com-
puting time with respect to an earlier method PAMPAS on their 2D illustration. Furthermore, we
apply PMPNBP to a real world articulated object pose estimation problem and show results suc-
cessful estimation on scenes with partial observations. We compare our factored representation
and message passing approach, with the standard representation and particle filtering approach.
Our factored approach converges faster and consistently over several runs when compared to the
standard approach.
We further illustrate the benefit of generating and maintaining belief for robot manipulation
task, where an estimate and its pose covariance can inform a task planner on how confident a
perceptual run was in estimating the state. PMPNBP described in this chapter, inherently can
perform belief propagation over object poses on a stream of observations. This leads to object
pose tracking across frames, that will be used in the goal-directed manipulation experiments of
Chapter 5.
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CHAPTER 5
Belief Propagation for Tracking Pose of Articulated
Objects in Clutter
5.1 Introduction
In this chapter, we go back to the motivating scenario described in Chapter 1, where our goal was to
enable the robot to perform goal-directed manipulation task to achieve the desired goal configura-
tion. Specifically, we focus on the pose estimation and tracking problem induced by continuously
changing scene observations. Consider the world state to be a collection of objects and their parts.
By propagating the probabilistic notion of the world state, we propose to predict and correct the
belief over the world state at every timestep. This approach is applicable to clutter scenarios in
indoor settings, where partial observations most likely do not yield accurate estimation, and belief
across timesteps should be utilized.
The message update algorithm introduced in Chapter 4 assumes that belief samples are in close
proximity to the solution. In other words, the message update will only weight the hypotheses
represented by belief samples from the previous iteration. To accommodate this assumption, a
percentage of the belief samples are drawn from a uniform distribution over possible solution
space. This augmentation helps us achieve better convergence properties. Figure 5.1, shows the
accuracy in estimating the 2D pattern described in Chapter 4 with 50 particles and 100 iterations,
with respect to the percentage of samples from the uniform distribution. It can be seen that at
40% percentage, the average error and the standard deviation over 100 runs are observed to be
optimal. In Chapter 4, it is demonstrated that pose estimation of large objects such as cabinet and
robot can be performed with the help of this augmentation to the belief samples. For applications
such as tracking of objects over a sequence of observations requires the inference engine with a
fixed budget in the number of particles and iterations. Additionally, if the objects to be tracked are
smaller in the observation space, the inference demands discriminatively informed samples. In this
chapter, we explore various methods with the objectives: 1) limiting the number of particles and
iterations and 2) handling smaller objects such as handtools.
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Figure 5.1: Accuracy of PMPNBP with respect to the percentage of uniformly sampled belief particles at every
iteration
First, we explore max-product variants of Belief Propagation (BP) to limit the number of par-
ticles and iterations in the inference. In Section 5.2, we provide the background and existing
methods on max-product algorithms. In the subsequent section, we discuss how the augmentation
techniques of the max-product algorithms can be adopted to overcome the uninformative aug-
mentation discussed above. Particle selection step that follows the augmentation step maintains
the number of samples to yield the same number of samples throughout the inference. We de-
scribe three simple and possible ways to perform particle selection that are inspired by particle
filter [110], a sum-product (PMPNBP [16, 17]), and a max-product (Diverse Particle Max-Product
(D-PMP) [91]) algorithms. We compare these three selection steps that follow the augmentation
step and compare their convergence and computational properties on the 2D pattern estimation
described in Chapter 4.
Secondly, we describe our proposed framework to track articulated handtools under manipula-
tion. In addition to the message passing module with augmentation and selection steps, a part-wise
segmentation network is used to provide a heat-map that provides a pixel-wise probability of the
appearance of an object’s part. The framework takes in a sequence of RGBD images along with
the 3D geometry and articulation model of the target object and produces marginal belief over the
poses of the object’s parts along with a MAP estimate. Qualitative results are shown on scenar-
ios with handtools articulated by a human to describe how the proposed framework is capable of
propagating belief samples under heavy occlusions during the demonstration.
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5.2 Related Work and Background
Tracking objects in 3D scenes for robotic manipulation applications has garnered much interest
in the robotics community in recent years. The availability of high resolution 3D depth camera
data in robotics has sparked work in object pose estimation and tracking in 3D scenes [132]. A
broad theme of these approaches has been to use probabilistic methods for tracking. Wuthrich et
al. [65] propose a probabilistic technique for tracking of objects being manipulated by a human
or robot with known geometries using a particle filter which models occlusions in addition to the
observation and process models. Issac et al. [70] modify the Gaussian filter to track object models
robustly and efficiently.
Various work has been done on tracking articulated objects. In [67], Schmidt et al. introduce a
general framework for tracking articulated objects with known structure using an extended Kalman
filter where the observation model uses the signed distance function. It was extended to include
physics based constraints on the objects [68]. Makris et al. [69] propose a hierarchical model fusion
framework for visual tracking in which a defined object model hierarchy guides the inference of a
main model by fusing the inferences made on simpler auxiliary models.
Articulated 3D model tracking work has extensively focused on tracking hands [133] and
manipulator end-effectors [134]. The methods mentioned require an estimate of the initial pose
[65, 67, 68], have only been shown to work on a specific problem domain [133], or require addi-
tional sensor information beyond depth data [134]. Our proposed tracking framework differentiates
itself from these in that we estimate and track object pose over time with the same framework, with
no initialization required.
In Chapter 4, we discuss the existing sum-product BP algorithms and propose our efficient
pull message passing algorithm for estimating pose of articulated objects. These algorithms em-
ploy particle-based approximations to the continuous BP messages. A complimentary family of
algorithms to the sum-product are the max-product algorithms that focus on maximum a posteri-
ori (MAP) inference problems. While the sum-product algorithms compute marginal distributions
using important sampling and resampling techniques, max-product algorithms take a optimization
perspective to find the posterior modes (see Chapter 2 for more background). Restating the prob-
lem described in Chapter 4 in Equation 4.1 with temporal component T here, we are interested in
finding the XT that maximizes the joint probability given as
p(XT , ZT ) =
1
Z
∏
(s,t)∈E
ψs,t(X
T
s , X
T
t )
∏
s∈V
φs(X
T
s , Z
T
s ). (5.1)
Instead of Equation 5.6 in Chapter 4, the approximated message from a node t → s for the max-
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Figure 5.2: Message passing via augmentation and selection steps
product variants of the belief propagation algorithms is given by
mˆnt→s(X
T
s ) = max
XTt ∈XTt
ψts(X
T
t , X
T
s )φt(X
T
t , Z
T
t )
∏
u∈ρ(t)\s
mˆn−1u→t(X
T
t ), (5.2)
where XTt is the particle set of the node t denoting its belief bel(XTt ).
Pacheco et al [91] propose the Diverse Particle Max-product algorithm (D-PMP) that is de-
vised to preserve modes of hypotheses in problems where there is more than one solution. For
example, D-PMP is applied to estimating human body pose in an RGB observation with more than
one person in it. D-PMP maintains significantly better modes compared to its max-product coun-
terparts, such as Metropolis Particle Max-Product (M-PMP) [92], Greedy Particle Max-Product
(G-PMP) [93] and PatchMatch & Top-N Particle Max-Product (T-PMP) [94].
5.3 Methodology
Belief propagation via iterative message passing is a common approach to infer hidden variables
while maximizing the joint probability of a graphical model. The distribution of a rigid part’s pose
XTs is represented in a nonparametric form as a set of belief particles denoted by bels(X
T
s ) where
XTs ∈ XTs . We adopt the max-product iterative message passing approach to perform this inference,
where messages are passed between hidden variables until their beliefs converge. A message -
denoted by mnt→s(X
T
s ) - can be considered as a belief of the receiving node s as informed by the
sender t at iteration n for timestep T . An approximation of the message - denoted as mˆnt→s(X
T
s ) -
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Figure 5.3: Augmentation Illustration for clamp’s top part
is computed typically using the sum-product of the incoming messages as (described in Chapter 4).
mˆnt→s(X
T
s ) =
∑
XTt ∈XTt
ψs,t(X
T
s , X
T
t )φt(X
T
t , Z
T
t )
∏
u∈ρ(t)\s
mˆn−1u→t(X
T
t ), (5.3)
where ρ(t) and XTt denote the set of neighboring hidden nodes and the particle set of node t,
respectively.
The marginal belief of a hidden node is a product of all the incoming messages weighted by
the node’s unary potential:
belns (X
T
s ) ∝ φs(XTs )
∏
t∈ρ(s)
mˆnt→s(X
T
s ). (5.4)
.
Our particle optimization algorithm aims to approximate the joint probability of the MRF,
as in Equation 5.1, by maintaining the marginal belief, as in Equation 5.4 for each object part.
Section 5.3.1 describes this message passing algorithm. Section 5.4.1 describes how the functions
φ(XTs , Z
T
s ) and ψ(X
T
s , X
T
t ) are modelled for the tracking experiment.
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5.3.1 Belief Propagation via Message Passing
Estimating an articulated object’s pose or state in terms of the 6D pose of its parts increases the
size of the solution space. Additionally cluttered settings with similar parts and partial observations
makes the inference prone to convergence to local minima. To mitigate this problem while com-
puting messages, we can optionally add an augmentation step to accommodate different proposals
as opposed to the traditional update and resample steps of traditional iterative particle refinement
methods. We refer to [91] for this augmentation. More precisely, our method has the following
steps: augmentation, and selection. Then, the augmented particles are reweighted and evaluated
to produce N samples for the next iteration. The overall system is summarized in Figure 5.2. The
following subsections describe these steps in more detail.
5.3.1.1 Augmentation Step
At each node s, the particle set representing the distribution XTs can be augmented by drawing
particles from various proposal distributions. Given N particles in the distribution, Gaussian noise
over the 6 DoF pose is first added to the current particles, then the distribution is augmented to
XT,props = XTs ∪ XT,augs which contains (α + β + γ + 1)N particles, where α, β and γ denotes the
fraction of particles from various proposals qpairs , q
unary
s , and q
rand
s respectively. This is illustrated
in the Figure. 5.3.
Pairwise: Pairwise proposal distribution qpairs (XTs ) ∝ ψs,t(XTs , X˜Tt ), is conditioned on a neigh-
boring sample X˜Tt , that was sampled using the weights from the unary potential of t. i.e. X˜t ∼ φt.
The weight associated with this sample is φt(X˜Tt , Z
T
t ).
Unary: Unary proposal distribution qunarys (XTs ) ∝ φs(XTs , ZTs ), informs the importance sampling
based on the unary potential φs.
Random: Random proposal distribution qrands (XTs ) ∝ N (XTs ,Σ), is adding noise to the sam-
ples. This is to avoid the belief falling into a local minima due to the high dimensionality of the
orientation space, and to account for mirror symmetry in some objects.
5.3.1.2 Selection Step
Reweighting and resampling: We follow the Belief Update algorithm from Chapter 4 to perform
the selection step. Each of the auxilary set from the proposals are normalized to weight between
[0, 1] to augment them under the same scale of weights and resample to produce N samples for the
next iteration.
Max-product: We follow the selection step via Approximated Integer Programming as proposed
by Pacheco et al.[91]. This involves creating a Message Foundation Matrix with the weights from
the pairwise potential and followed by sequentially picking N samples.
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Figure 5.4: Convergence characteristics of different selection methods
Sum-product: Each particle XTs ∈ XT,props is reweighted as follows:
ws = φs(X
T
s , Z
T
s )
∏
t∈ρ(s)
mˆnt→s(X
T
s ), (5.5)
where mˆnt→s(X
T
s ) is the sum-product message as given by the Equation. 5.3. Depending on the
graph structure this only takes into account the immediate neighbours of the node, and uses the
neighbour particle’s unary potential φt(XTt , Z
T
t ). For numerical stability, the log-likelihoods are
used in practice. The weights are normalized and then the particles are resampled using importance
sampling. Figure 5.4 shows the comparison between the selection methods over the 2D pattern
estimation experiment described in Chapter 4. We use the sum-product variant (PMPNBP with
augmentation) for the tracking experiments.
5.4 Object Tracking Experiment
Using the proposed augmentation and sum-product based selection step, we perform object track-
ing experiments where a sequence of RGBD observations are used to estimate the pose of an
articulated object in the scene manipulated by an agent in the world. These experiments are per-
formed on a bar clamp, with four parts to it: top and bottom clamp jaws to hold any objects that
articulate prismatically along the axis provided by a bar, and a handle attached to the bottom to
release and fix of the clamp.
We take a two-stage approach based on the success from the recent works on rigid body pose
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Figure 5.5: Inference pipeline for tracking the pose of articulated objects: Robot observes a scene as an RGB-D
image. The RGB image is given as an input to a trained Dilated ResNets network, that generates pixel-wise heatmap
for the parts of an object class of interest. The message passing is initialized with part poses using these heatmaps and
the depth image, to iteratively converge to the 6D pose of each of the rigid parts.
estimation [53, 54, 55, 56, 57, 1] where the first-stage is a discriminative module that uses the
sensory information to provide a prior to the inference. In our experiments, we use a segmentation
module trained on handtools to provide pixel-wise probabilities on the appearance of an object
part. This first stage provides a probabilistic heatmap over the pixel space, which is then used to
initialize the 6D pose hypotheses of the object parts with corresponding depth observation. The
trained DilatedResNet[135] used as the first stage is from work by Pavlasek et al. [136], which also
provides a dataset consisting of 8 handtools with different articulations and their 3D geometries.
The network is trained on 6k images from video sequences containing the handtools on a tabletop
setting. We refer to [136] for more details on the training a part based segmentation network with
articulated objects.
The potentials φt(XTt , Z
T
t ) and ψt,s(X
T
t , X
T
s ) depend on the application. We describe the
choice of these potentials in the below sections.
5.4.1 Potential Functions for Tracking Experiments
We describe the unary and pairwise potentials used in the tracking experiments. For clarity, we
avoid the temporal notation T in the following subsections.
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5.4.1.1 Unary Potential:
Unary potential φt(Xt, Zt) is used to model the likelihood by measuring how a pose Xt explains
the point cloud observation Pt. The hypothesized object pose Xt is used to position the given
geometric object model and generate a synthetic point cloud P ∗t that can be matched with the
observation Pt. The synthetic point cloud is constructed using the object-part’s geometric model
available a priori. In addition to the 3D point cloud information, we make use of the probabilistic
heatmap coming from the segmentation module to weigh our unary potential. For a segmentation
mask Zsegt , each pixel index I = (u, v) has a probability for the appearance of an node t denoted
as p(Zt, I).
The likelihood is calculated as
φt(Xt, Zt) =
Inlier(Pt, P
∗
t , Z
seg
t )
|Pt| ×
Inlier(Pt, P
∗
t , Z
seg
t )
|P ∗t |
(5.6)
where λr is the scaling factor, Inlier(Pt, P ∗t , Z
seg
t ) is the Inlier function that between the observed
point p ∈ Pt and rendered point p∗ ∈ P ∗t at each pixel location in the region of interest determined
by the segmentation mask. The inlier function is defined as summation over the observation space.
Inlier(Pt, P
∗
t , Z
seg
t ) =
∑
i∈I
cdepth(1−
D(p,p∗)
σ
) + csegp(Zt, i) if D(p, p∗) < σ
p(Zt, i)(
σ
D(p,p∗)) otherwise
In our experiemnts we use σ = 0.004 meters, cdepth = 0.6, and cseg = 0.4.
5.4.1.2 Pairwise Potential
The pairwise likelihood between neighbouring particles ψt,s(Xt, Xs) measures how compatible
Xs is with respect to Xt. If Xs falls within the joint limits of s with respect to t at pose Xt, then
ψt,s(Xt, Xs) = 1. Otherwise, the likelihood is the exponential of the negative error between Xs
and the nearest joint limit. This potential is detailed in Chapter 4.
5.4.2 Tracking Results
The tracking experiments are divided by the types of interaction and occlusion in the observations:
1) occlusion without interaction, 2) occlusion during an interaction, 3) background clutter and
occlusion during an interaction, and 4) occlusion during interaction with demonstrating a task.
We qualitatively demonstrate the performance of estimating articulated objects under occlusion.
We further discuss the limitations of the proposed work in practical settings and discuss potential
solutions.
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Figure 5.6: Tracking experiment with occlusion under no interaction: The first row shows the RGB observations at
different frames. The second row shows the Part segmentation masks from the DilatedResNet. The third row shows
the Maximum Likelihood Estimate after Message passing for 10 iterations on each of the frames.
Occlusion without interaction: In this scenario, the agent occludes the direct view of the articu-
lated object from the sensor. This interaction produces parts of the object occluded from the sensor
producing partial observations of the object in the scene. Figure 5.6 shows this scenario and the
results obtained using our tracking framework. The leftmost image of Figure 5.6 shows the frame
with no occlusion, resulting in a good prior from the segmentation module. The following image
from left to right shows that the human agent is using his hand to occlude the parts of the artic-
ulated object. It can be seen that the object’s estimation is not affected by the occlusion induced
by the agent. Our inference pipeline estimates the pose of the articulated object after 10 iterations,
and the Maximum likelihood estimate is shown in the bottom row. In this experiment, we use 200
particles/samples per object part.
Occlusion with interaction: In this scenario, the agent holds the articulated object and performs
the articulation action. This interaction produces parts of the object occluded from the sensor
producing partial observations of the object in the scene. Figure 5.7 shows this scenario and the
results obtained using our tracking framework. The left-most frame in Figure 5.7 shows the frame
with no occlusion, resulting in a good prior from the segmentation module. The following images
show the articulation action performed by the human agent. It can be noticed that the tracking
framework can track the pose of the articulated object in this sequence of frames. Our inference
pipeline estimates the pose of the articulated object after 10 iterations, and the Maximum likelihood
estimate is shown in the bottom row. In this experiment, we use 200 particles/samples per object
part.
Background clutter with interaction: In this scenario, the articulated object is placed on a pile
of tools that are from the dataset [136], and the interaction is to disturbs the pile. This interaction
produces significant changes to the segments from the segmentation module. Figure 5.8 shows
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Figure 5.7: Tracking experiment with occlusion during interaction: The first row shows the RGB observations at
different frames. The second row shows the Part segmentation masks from the DilatedResNet. The third row shows
the Maximum Likelihood Estimate after Message passing for 10 iterations on each of the frames.
Figure 5.8: Tracking experiment with background clutter: Three experiments are shown here. The first column of
each experiment is the frame preceding the second column. It can be seen that the estimates continue to persist in the
right locations under the occlusion.
three scenarios (2 columns belonging to the same scene) and with before and after frames under
clutter action. The first column of each experiment is the frame preceding the second column. It
can be seen that the estimates continue to persist in the right locations under the occlusion. Our
inference pipeline estimates the pose of the articulated object after 10 iterations, and the Maximum
likelihood estimate is shown in the bottom row. In this experiment, we use 200 particles/samples
per object part.
Occlusion during interaction with task demonstration: In this scenario, the human agent uses
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Figure 5.9: Tracking experiment with task demonstration: 14 frames from a sequence is shown here. In this
sequence, the human demonstrates the clamp’s articulation, followed by clamping a wooden block to it. It can be seen
that during the interaction, the segmentation masks loses the information of the handle part of the object. The belief
samples show the probable location of this handle in the scene, and the Maximum likelihood estimate shows the best
estimate during the inference of that frame. The first frame in this figure shows the initialized belief particles with no
MLE at this moment.
the clamp to perform clamping action with wooden blocks on the table. Figure 5.9 shows this
scenario with the sequence of frames and their segmentations. This figure shows how the belief
particles maintain a distribution over a possible pose of the part under occlusion. Our inference
pipeline estimates the pose of the articulated object after 10 iterations, and the Maximum likelihood
estimate is shown in the bottom row. In this experiment, we use 200 particles/samples per object
part.
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Figure 5.10: Tracking experiment showing the limitation of the tracking pipeline: In this experiment, the sequence
shows a human picking up the clamp and clamping it to the wooden platform on the table. It can be seen that the
clamp is estimated in the first three frames. However, from frame 4 (from the left) onwards, the segmentation mask
does not include any segments on the bar, the bottom part of the clamp as well as the handle. It also misclassifies the
pixels of the bottom part of the clamp as the top part. It can be seen that the belief samples tend to be close to the right
locations. However, they are not converged well enough to produce a reasonable estimate.
5.5 Limitations and Failure Scenarios
The proposed message passing through augmentation and selection steps cater to the needs of the
tracking framework with a limited number of particles and fewer iterations. However, it heavily
relies on the segmentation module to provide good proposals in the augmentation step. Figure 5.10
shows a failed experiment, where the segmentation for more than two parts out of four parts are
occluded, failing in the estimation after three frames.
Estimating the correct pose of the articulated object under severe occlusions is an under-
constrained problem. There are cases where the belief over possible pose a part of the object
take is spread out in the 3D space. In such scenarios, the Maximum likelihood estimate is difficult
to maintain the overall structure of the object.
5.6 Summary
In this chapter, we tackled the problem of pose estimation and tracking of scene hypotheses, where
a scene is composed of articulated objects under partial time-variant observations. Specifically,
this chapter explores the sum-product and max-product variants of belief propagation algorithms
while catering to the needs of the tracking problem. Especially to limit the number of particles
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and iterations while being able to localize smaller objects with respect to the observation space.
The proposed framework utilizes a segmentation network that provides pixel-wise prior about the
appearance of an object part. The discriminative module’s addition enhances the localization of
the articulated object and tracking over continuous observations under occlusions.
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CHAPTER 6
Conclusion and Future directions
Goal-directed manipulation tasks in unstructured human environments necessitate scene estima-
tion that accommodates uncertainty due to sensing and action execution, and complies with task
and motion planners. The uncertainty in sensing is predominantly due to partial observations un-
der occlusion. Generative inference provides a way to generate and maintain a distribution over
possible scene hypothesis and accommodate this uncertainty. In this thesis, we present ideas and
methods that efficiently generate and maintain these hypotheses while estimating the scene as a
collection of objects or their parts.
6.1 Contributions
This dissertation includes the following key contributions.
In Chapter 3, we presented a particle-based inference method that generatively estimates a
scene ensuring physical plausibility. Specifically, we proposed two variants of the particle-based
inference framework [15] that uses Monte Carlo sampling approaches. The developed algorithms
explain partial observations with objects under heavy occlusions by producing plausible estimates
in the real world.
In Chapter 4, intending to make generative inference tractable, we presented a factorization ap-
proach where a scene or an object can be factored into objects or their rigid-parts. This factorization
is formulated as a Markov Random Field (MRF) and solved using Nonparametric Belief Propa-
gation. We proposed fast inference using a Pull Message Passing algorithm (PMPNBP) [16, 17]
and demonstrate its efficiency by estimating scenes with articulated objects. We demonstrated that
our proposed method has a significant gain in computation compared to a state-of-the-art message
passing algorithm.
In Chapter 5, to extend the message passing methods to continuous observations, we explored
the sum-product and max-product variants of belief propagation algorithms while catering to the
needs of the tracking problem. Specifically, we showed ways to limit the number of particles and
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iterations while being able to localize smaller hand tool objects over time-varying observations.
The proposed framework utilized a segmentation network that provides pixel-wise prior about the
appearance of an object part. The discriminative module’s addition enhanced the localization of
the articulated object and tracking over continuous observations even under occlusions.
6.2 Future Directions
In this section, we present some future directions based on the ideas from this dissertation.
6.2.1 Learning the Potential Functions
In Chapters 4 and 5, we discussed unary and pairwise potential functions that drive the Belief
Propagation algorithms. In our experiments, these potential functions and their modeling plays
a crucial role to scale these algorithms to a wide range of objects and scenes while keeping the
inference tractable. It is desired to learn these potential functions from large amounts of data. A
recent work by Pavlasek et al. [136] explores this direction to study the effects of a learned unary
potential. Sigal et al. [14] learned the potential functions describing the structure of a human to
estimate and track the pose of a human over a sequence of observations. Recent work by Cao
et al. [137], proposes affinity fields, that could potentially act as a pairwise potential for message
passing algorithms to generalize across objects. However, the challenge here is to scale these
learning-based methods to a wide range of objects in the human environment.
6.2.2 Part and Affordance Discovery during Interaction
The methods proposed in this dissertation assumes that the 3D geometry of objects and their artic-
ulations to be known apriori. This assumption hurdles the general applicability of these methods
in practice. Extracting precise 3D geometry using a sequence of frames has been studied since the
advent of RGBD cameras. Maghoumi et al. [138] explored intuitive ways to extract the 3D ge-
ometry from sketch-based interfaces, paving ways to think about part-based geometries and their
affordances from the perspective of human users. Recent works such as DynamicFusion [139]
have shown promising results in continually estimating and tracking dynamic deformable geome-
tries such as humans. As an extension of the ideas in Chapter 5, it is necessary to look into ways to
relax the assumption of the 3D geometry and estimate the 3D structure of the object while learning
to use the object toward a specific task.
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