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In a conventional atomic interferometer employing N atoms, the phase sensitivity is at the stan-
dard quantum limit: 1/
√
N . Using spin-squeezing, the sensitivity can be increased, either by low-
ering the quantum noise or via phase amplification, or a combination thereof. Here, we show how
to increase the sensitivity, to the Heisenberg limit of 1/N , while increasing the quantum noise by√
N , thereby suppressing by the same factor the effect of excess noise. The proposed protocol makes
use of a Schrödinger Cat state representing a mesoscopic superposition of two collective states of
N atoms, behaving as a single entity with an N -fold increase in Compton frequency. The resulting
N -fold phase magnification is revealed by using atomic state detection instead of collective state
detection. We also show how to realize an atomic clock based on such a Schrödinger Cat state, with
an N -fold increase in the effective transition frequency. We also discuss potential experimental con-
straints for implementing this scheme, using one axis twist squeezing employing the cavity feedback
scheme, and show that the effects of cavity decay and spontaneous emission are highly suppressed
due to the N -fold phase magnification. We find that even for a modest value of the cavity cooper-
ativity parameter that should be readily accessible experimentally, the maximum improvement in
sensitivity is very close to the ideal limit, for as many as ten million atoms.
PACS numbers: 06.30.Gv, 03.75.Dg, 37.25.+k
I. INTRODUCTION
In an atomic interferometer (AI), the signal S can be
expressed as a function of the phase difference φ between
the two arms. The measurement sensitivity, Λ, can be
expressed as the inverse of the phase fluctuation (PF):
Λ = PF−1 = |∂φS/∆S|, where ∂φ ≡ ∂/∂φ. Here, ∂φS
is the phase gradient of the signal (PGS), and ∆S is
the standard deviation of the signal (SDS). When excess
noise (EN) is suppressed sufficiently, Λ is limited by the
quantum projection noise (QPN) [1], and is given by the
inverse of the quantum phase fluctuation (QPF−1). For a
conventional AI, the sensitivity is at the Standard Quan-
tum Limit (SQL): Λ = QPF−1 =
√
N , with N being the
number of atoms interrogated within the measurement
time. Using spin-squeezing, it is possible to surpass the
SQL, and a key goal in this context is to achieve the
Heisenberg Limit (HL), under which Λ = N , represent-
ing an improvement by a factor of
√
N .
To enhance Λ, one can either increase the PGS or
decrease the SDS. In a conventional approach for spin
squeezing, one minimizes the SDS. For example, using
optimal one-axis-twist squeezing (OATS) and two-axis-
counter-twist (TACT) squeezing [2], the SDS can be
reduced respectively by a factor of N1/3 and
√
N/2,
while the PGS remains essentially unchanged, compared
to those of a conventional AI. As such, Λ = N5/6 for
the former and Λ = N/
√
2 for the latter. Though the
TACT squeezing can yield a better sensitivity, it is ex-
perimentally more complicated than the OATS [3–10].
Recently [11–13], it was shown that it is also possible
to reach sensitivity at or near the HL using variants of
the OATS. Ref. [11] proposed and Ref. [12] demon-
strated the echo squeezing protocol (ESP), which can in-
crease the PGS by a factor of ∼√N/2, while leaving the
SDS unchanged, thus producing Λ ≈ N/√2. In ref. [13]
we proposed a Schrödinger Cat atomic interferometer
(SCAIN) that makes use of critically tuned OATS, ro-
tation, inverse rotation and unsqueezing, which, in com-
bination with collective state detection (CSD) [14–18],
reduces the SDS by a factor of
√
N , while leaving the
PGS unchanged, yielding Λ = N . In what follows, we
will refer to this as the CSD-SCAIN.
In this lpaper, we describe a new protocol that is a
variant of the CSD-SCAIN protocol, with radically dif-
ferent behavior. It employs the conventional detection
(CD) technique by measuring directly the populations
of the spin-up or spin-down states of individual atoms.
We show that, under this protocol (called CD-SCAIN),
the PGS is increased by a factor of N , while the SDS is
also increased by a factor of
√
N . The net enhancement
in Λ is by a factor of
√
N , reaching the HL. However,
because of the increase in noise (i.e., SDS), this is now
significantly more robust to EN than all the protocols
described above. Specifically, for this protocol, it should
be possible to achieve Λ = N/
√
2 even when the EN is
greater than the QPN for a conventional AI by a factor
of
√
N .
The degree of suppression of EN for different proto-
cols is illustrated in Fig. 1. Here, we consider a sit-
uation where EN contributes an additional variance,
∆S2EN, to the signal. The sensitivity is then given by
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2Λ =
∣∣∣PGS/√∆S2QPN + ∆S2EN∣∣∣ = ΛQPN/√1 + ρ2, where
ρ ≡ ∆SEN/∆SQPN. One way to characterize the degree
of robustness against EN is by determining the value of
∆SEN for which ρ = 1. As can be seen, for TACT, this
value is 1, making it particularly vulnerable to EN. In
contrast, for ESP (as well as for the conventional AI),
this value is
√
N , making it a factor of
√
N more robust
than TACT. For CD-SCAIN, this value is N , making
it a factor of
√
N (N) more robust than ESP (TACT).
We also see that CSD-SCAIN is as sensitive to EN as
TACT. Thus, in switching from collective state detection
to conventional detection, the robustness of the SCAIN
protocol to EN is improved by a factor ofN . One can also
define the range of usefulness of a protocol as the value
of ∆SEN for which the sensitivity drops to Λ =
√
N/2.
By this measure, the usefulness of CD-SCAIN extends
to N3/2, while that for ESP extends only to N . Ref.
[19] presents a protocol that also makes use of OATS
critically tuned to the same degree as that employed by
SCAIN. However, the usefulness of this also extends only
to N . A systematic study of the robustness of various
spin-squeezin protocol has been carried out in Ref. [21].
This study cites an earlier version of this paper posted on
the arxiv by us ( [20]) as having the greatest robustness
against excess noise.
FIG. 1. The sensitivity, Λ, as a function of excess noise,
∆SEN, for various protocols. For both CSD-SCAIN and CD-
SCAIN, we have used two labels: I and II; I indicates the
case when the parity of N is known, while II indicates the
case where the signal is averaged over both parities.
The rest of the paper is organized as follows. In Sec-
tion II we describe the protocol for the CD-SCAIN: the
Schrödinger Cat Atomic Interferometer using Conven-
tional Detection. In Section III, we present the analytical
model for the CD-SCAIN, and discuss additional details
underlying the CD-SCAIN protocol. In Section ?? we
describe the protocol for the CD-SCAC: the Schrödinger
Cat Atomic Clock using Conventional Detection. In Sec-
tion V we discuss experimental considerations, including
a detailed analysis of the one axis twist scheme based on
the cavity feedback approach, and estimate the effect of
cavity decay and spontaneous emission on the fidelity of
the CD-SCAIN and the CD-SCAC. Finally, we present
the conclusion in Section VI.
II. SCHRÖDINGER CAT ATOMIC
INTERFEROMETER USING CONVENTIONAL
DETECTION
The AI considered here is a SCAIN, which is based on
the conventional Raman atomic interferometer (CRAIN).
Briefly, both make use of N three-level atoms with
metastable states |1, pz = 0〉 and |2, pz = ~k〉 and an
excited state |3〉 in the Λ-configuration, coupled by a
pair of counter-propagating laser beams [22–25]. Here,
k ≡ k1 + k2, with k1 (k2) being the wave number for the
beam propagating in the +zˆ (−zˆ) direction, and pz is the
z-component of the linear momentum of the atom. Each
atom can be reduced to an equivalent two-level model via
adiabatic elimination of the excited state [26, 27], and
thus can be represented by a pseudospin-1/2 operator jˆ,
where we define |↓〉 ≡ |1, pz = 0〉 and |↑〉 ≡ |2, pz = ~k〉.
The ensemble, now represented by a collective spin oper-
ator Jˆ ≡∑Ni jˆi, is initially prepared in a Coherent Spin
State (CSS) [15], |−zˆ〉 = ∏Ni=1 |↓〉, where all atoms are in
the spin-down state. Here we employ the notation that
a state |eˆ〉 is a CSS in the direction of the unit vector eˆ,
with the pseudospin vector of each atom being in that di-
rection. For the CRAIN, the ensemble is then subjected
to the usual pulse sequence of pi/2−dark−pi−dark−pi/2,
labeled as 1, 4, 7 in Fig. 2 (a). For the SCAIN, how-
ever, the ensemble will undergo four additional pulses
labeled as 2, 3, 5, 6 in Fig. 2 (a), corresponding to the
squeezing, rotation, inverse rotation and unsqueezing op-
erations, as described in the CSD-SCAIN protocol pro-
posed in Ref. [13].
The complete evolution of the quantum states on
a Bloch sphere under this protocol is shown in
Fig. 2 (b), using the Husimi Quasi Probability Distri-
bution (QPD) [2, 15]. It should be noted that the ex-
act effects of the protocol depend on the choices of a
set of parameters such as the value (and parity) of N ,
the squeezing parameter µ for the OATS, the auxiliary
rotation axis (ARA, can be xˆ or yˆ axes) around which
to implement the rotation, the corrective rotation sign ξ
which can take values of ±1 corresponding to redoing or
undoing the first auxiliary rotation, and lastly the dark
zone phase shift φ. The case shown here is for an even
value of N = 40, with µ = pi/2, ARA = xˆ, ξ = −1 and
φ = pi/80. The QPD is expressed as a function QH(θ, φ)
of the angles in spherical coordinates which span the sur-
face of the Bloch sphere. For a given quantum state |Ψ〉,
3it is defined as QH(θ, φ) ≡ |〈Ψ|Φ(θ, φ)〉|2, where
|Φ(θ, φ)〉 ≡
(
cos θ2
)N N∑
k=0
√(
N
k
)(
eiφ tan θ2
)k
|EN−k〉
(1)
represents the CSS corresponding to all the spins pointing
in the direction {θ, φ}, and |En〉 are the Dicke collective
states (DCSs) [14–16] defined as
|En〉 =
(Nn)∑
k=1
Pk
∣∣∣↓N−n⊗ ↑n〉/√(N
n
)
(2)
with Pk being the permutation operator [28]. Here, the
extremal state |EN 〉 corresponds to all pseudospins in
the zˆ direction. As such, we will refer to these as the
Z-directed Dicke Collective States (ZDCSs). As needed,
we will also refer to XDCSs (YDCSs) for which |EN 〉
corresponds to all pseudospins in the xˆ (yˆ) direction.
FIG. 2. (a) Schematic illustration of the protocol employed for
the Schrödinger Cat Atomic Interferometer (SCAIN). (b) The
Husimi Quasi Probability Distributions (QPDs) at different
stages of the protocol, for N = 40, µ = pi/2, ARA = xˆ,
ξ = −1 and φ = 0.5pi/N .
In illustrating the nature of the QPD at various stages,
we have used different orientations of the Bloch sphere
as suited, and added ± symbols in front of two axes
to indicate that the picture looks the same when it is
rotated by 180 degrees around the third axis. At the
start (point A), the system is in state |−zˆ〉. After the
first pi/2 pulse (point B), the state rotates around the
xˆ axis to reach state |yˆ〉. We then apply a squeez-
ing Hamiltonian of the form HOATS = χJˆ2z for a du-
ration of τ such that µ = χτ . After the squeezing
pulse (point C), the state is split equally between two
CSSs, and can be expressed as (|yˆ〉 − η |−yˆ〉)/√2 [29–
31, 46, 47], where η = i(−1)N/2, representing a phase
factor with unity amplitude [32]. This is a Schrödinger
Cat (SC) state [33], but as a superposition of the two
extremal states of the YDCS manifold, which cannot
be used to achieve phase magnification, since the phase
difference between the two arms corresponds to rota-
tion around the zˆ axis. This problem is solved by ap-
plying the auxiliary rotation of pi/2 around the xˆ axis,
which transforms this state to (|−zˆ〉 + η |zˆ〉)/√2. This
(point D) represents the desired SC state, as a super-
position of the two extremal states of the ZDCS mani-
fold: (|E0〉+η |EN 〉)/
√
2. After the first dark zone (point
E), the state is e−iφJˆz/2(|E0〉L + η |EN 〉U )/
√
2, where the
subscript L (U) is for the lower (upper) arm of the inter-
ferometer (the total phase shift φ is split equally in the
two dark zones, as discussed in Section II). Since both
|E0〉 and |EN 〉 are eigenstates of Jˆz, with eigenvalues of
−N/2 and N/2 respectively (~ = 1), this state can be
simplified to
(
eiφN/4 |E0〉L + e−iφN/4η |EN 〉U
)
/
√
2. The
resulting QPD remains unchanged but the quantum state
incorporates these phase accumulations. After the pi-
pulse (point F), |E0〉L becomes −i |EN 〉L while |EN 〉U
becomes −i |E0〉U . After the second dark zone (point G),
the state is
(
eiφN/2η |EN 〉L + e−iφN/2 |E0〉U
)
/
√
2, so that
the net phase difference between the two paths is Nφ,
thus magnifying the rotation induced phase by a factor
of N . To reveal the phase magnification, we apply an-
other auxiliary rotation by an angle of −pi/2 around the xˆ
axis (point H), followed by the unsqueezing Hamiltonian
−HOATS (point I). After the second pi/2 pulse (point J)
the state is |Ψ〉f = cos(Nφ/2) |E0〉 − η sin(Nφ/2) |EN 〉.
The whole protocol can be expressed as:
|Ψ〉f = e−i
pi
2 JˆxeiµJˆ
2
z e−iξ
pi
2 Jˆxei
φ
2 Jˆze−ipiJˆx
e−i
φ
2 Jˆze−i
pi
2 Jˆxe−iµJˆ
2
z e−i
pi
2 Jˆx |−zˆ〉 (3)
If the population of the collective state |E0〉 were de-
tected, the signal would be cos2(Nφ/2), with fringes a
factor of N narrower than that for the CRAIN; this is
the CSD-SCAIN [13]. Compared to the CRAIN, the
PGS remains unchanged, since the phase enhancement
is countered by reduction in the signal amplitude by a
factor of N . However, the SDS is now reduced by a fac-
tor of
√
N , since the number of particles is unity. As
such, the sensitivity increases by
√
N , reaching the HL.
In what follows, we describe a significantly different ver-
sion of the SCAIN, namely the CD-SCAIN, which em-
ploys the conventional detection technique corresponding
to measuring the z-component of the combined spin of
all atoms, the Jˆz operator, which represents the differ-
ence between the number of atoms in the spin-up and
spin-down states.
The signal for the CD-SCAIN is obtained by expand-
ing Jˆz in the basis of the ZDCSs, then taking the expec-
tation value with respect to |Ψ〉f . This is found to be
〈Ψf |Jˆz|Ψf 〉 = −N/2 cos(Nφ), as derived in Section II,
again showing N -fold fringe narrowing. However, com-
pared to the case of the CSD-SCAIN, the amplitude of
the fringes is now a factor of N larger. As such, the PGS
is now larger than that for a CRAIN by a factor of N .
4FIG. 3. Signals corresponding to detection of 〈Jˆz/~〉, as a
function of φ, for µ = pi/2, ARA = xˆ and ξ = −1. N = 40 is
red while N = 41 is dashed-blue. (a) Fringes for CRAIN for
comparison; (b) Fringes for CD-SCAIN; (c) Zoomed-in fringes
for CD-SCAIN. The horizontal span in (c) is 10 times smaller
than those in (a) and (b).
At the same time, the SDS is also increased by a factor
of
√
N , compared to that for a CRAIN, as derived and
discussed further in Section II. This is surprising, since
the signal amplitude for the CD-SCAIN is the same as
that for a CRAIN. The net enhancement in sensitivity is
by a factor of
√
N , reaching the HL, just as in the case
of the CSD-SCAIN. However, the increase in SDS makes
the CD-SCAIN significantly more robust against EN, as
summarized earlier in Fig. 1.
For the particular choice of ARA used in the proto-
col for Fig. 2 (b), the expression for the signal for the
CD-SCAIN shown above applies only to the case when
N is even. The results for odd value of N = 41 with all
other parameters the same as in Fig. 2 (b) are found to
be drastically different (see Section II), due to the fact
that the state after the squeezing pulse will now be split
equally between |xˆ〉 and |−xˆ〉, thus generating an SC
state as a superposition of the two extremal states of the
XDCS manifold [29–31]. The ensuing auxiliary rotation
around the x axis will not transform it into the desired
SC state required to yield the N -fold phase amplifica-
tion. This also complicates the evolution of the quantum
states during the following stages, for which an analytical
expression for the final state is not easy to find. Instead,
we take a numerical approach to simulate the state evo-
lutions, as discuused in Section II. The signals for the
CD-SCAIN, as a function of φ, for both even and odd
values of N , are shown in Fig. 3, where for reference, the
signal corresponding to one full fringe of the CRAIN is
also shown in Fig. 3 (a). The plots in Fig. 3 (b) and (c)
clearly show the N -fold narrowed fringes for the even
case while only a central fringe is observable for the odd
case. We also find that changing the sign of ξ simply in-
verts the fringes, which implies that the N -fold reduction
of the fringe width happens for the even case no matter
whether we choose to redo (ξ = 1) or undo (ξ = −1)
the first auxiliary rotation. Of course, the nature of the
signals for odd and even values of N can be reversed by
switching the choice of ARA from xˆ to yˆ.
FIG. 4. Illustration of QFR−1 for different cases, as a function
of the squeezing parameter µ, normalized to the HL (solid
black line), for ARA = xˆ and ξ = +1. (a) The case for the
CD-SCAIN, with red for N = 40 and dashed-blue for N = 41;
(b) Comparison between the CD-SCAIN and the CSD-SCAIN
for even N = 40; (c) Comparison between the CD-SCAIN and
the CSD-SCAIN for odd N = 41. The dotted black line shows
the SQL.
In Fig. 4, we illustrate the behavior of the inverse of
the quantum fluctuation in rotation (QFR−1), as a func-
tion of the squeezing parameter µ, for different choices
of parameters for the CD-SCAIN, along with a compar-
ison with the CSD-SCAIN. The QFR−1 is a special case
of QPF−1 when the the phase difference is induced by
rotation. For each case, the QFR−1 is normalized to the
QFR−1HL for N = 40, indicated as the solid black line.
The dashed black line shows the QFR−1SQL for N = 40.
Fig. 4 (a) shows the QFR−1 for the CD-SCAIN only.
For µ = pi/2, the sensitivity for even number of atoms
(red) is at the HL, and that for odd number of atoms
(dashed blue) is at the SQL. For even N , this sensitivity
is reached due to an amplification of phase by a factor
of N , and a concomitant increase in the SDS by a factor
of
√
N . For odd N , there is a phase amplification, man-
ifested as a Fabry-Perot like fringe around φ = 0 which
is narrowed by a factor of
√
N , along with an increase
in the SDS by a factor of
√
N . The difference between
the two cases disappears when the value of µ is reduced
below a threshold value of ∼ 0.45pi. There is a range of
values of the squeezing parameter (0.2pi ≤ µ ≤ 0.45pi)
over which the normalized value of QFR−1 is ∼ 1/√2.
Finally, we note that the vanishing value of QFR−1 for
µ = 0 is simply due the fact that the signal is constant
as a function of φ. In Fig. 4 (b) and (c), we compare
the sensitivity of the CD-SCAIN with that of the CSD-
SCAIN, for even and odd N , respectively. For even N ,
the sensitivity for both detection protocols are the same
for µ = pi/2. However, for the CSD-SCAIN, the sensitiv-
ity drops off to zero rapidly for decreasing values of µ. For
5odd values of N , the sensitivity for the CSD-SCAIN is
zero for all values of µ, due to the signal being a constant
as a function of φ. For both odd and even values of N ,
the results for the CD-SCAIN are the same for both val-
ues of ξ(= ±1), while the results for CSD-SCAIN shown
here is for ξ = +1. The CSD-SCAIN result for ξ = −1 is
qualitatively the same, with slight differrences for small
values of µ.
Until now we have analyzed and compared the per-
formance of CD-SCAIN in a separate manner for even
and odd values of N . In scenarios where the odd and
even parity cases can occur with equal probablities,
the average value of QFR−1 is given by: QFR−1AVE =[
(QFR−1EVEN)2/2 + (QFR
−1
ODD)2/2
]1/2 [34]. For a large
number of atoms (N  1), the average sensitivity is a
factor of
√
2 below the HL.
Very similar results can be obtained for an atomic clock
as well. The behavior of a Schrödinger Cat Atomic Clock
(SCAC) under conventional detection (CD-SCAC) and
its comparison with a SCAC under collective state de-
tection (CSD-SCAC) are presented in Section IV.
III. ANALYTICAL MODEL AND ADDITIONAL
DETAILS FOR THE CD-SCAIN
In this section, we provide some additional details for
understanding the SCAIN employing the conventional
detection (CD) protocol, and its comparisons with the
SCAIN employing the collective state detection (CSD)
protocol.
A. Matrix elements of the collective spin operators
As discussed earlier, the squeezing pulse complicates
the evolution of the quantum states for the ensemble
and it is generally not easy to write down explicitly the
mathematical expressions for the final states for arbitrary
values of φ and ξ. Therefore a numerical approach is em-
ployed to simulate the evolutions for each stage of the
protocol. The basis of the operators are chosen to be the
Dicke collective states defined as
|En〉 =
(Nn)∑
k=1
Pk
∣∣∣↓N−n⊗ ↑n〉/√(N
n
)
(4)
which are the eigenstates of the Jˆz operator, with eigen-
values ranging from −N~/2 for the |E0〉 state to N~/2
for the |EN 〉 state. Here, Pk is the permutation oper-
ator [16]. In general, for a total spin of J = N/2, the
eigenstate corresponding to an eigenvalue of m~ will be
|EJ+m〉. The matrix elements of the relevant operators
can thus be expressed as follows:
〈EJ+m′ |Jˆx|EJ+m〉 = ~2 (AJ,mδm′,m+1 +BJ,mδm′,m−1)
〈EJ+m′ |Jˆy|EJ+m〉 = ~2i (AJ,mδm′,m+1 −BJ,mδm′,m−1)
〈EJ+m′ |Jˆz|EJ+m〉 = ~mδm′,m
〈EJ+m′ |Eˆn′,n|EJ+m〉 = δJ+m′,n′δJ+m,n (5)
where Eˆn′,n ≡ |En′〉〈En| is the projection operator for
the collective states, and AJ,m =
√
(J −m)(J +m+ 1)
and BJ,m =
√
(J +m)(J −m+ 1) are the two normal-
ization coefficients associated with the raising and lower-
ing operators, respectively. For all the results shown in
the main text and the supplements, we have made use of
these (N + 1)× (N + 1) matrices to represent all opera-
tors, and carried out the complex matrix exponentiations
numerically.
B. Derivation of QFR−1 for the CSD-SCAIN and
CD-SCAIN protocols
As shown earlier, with the chosen parameters, the final
state of the ensemble for both the CSD-SCAIN and CD-
SCAIN protocols is given by |Ψ〉f = cos(Nφ/2) |E0〉 −
η sin(Nφ/2) |EN 〉. For the CSD-SCAIN protocol, in gen-
eral the collective state operator to be measured can
be defined as OˆM,CSD,m ≡ |Em〉〈Em|. Thus, the op-
erator we measure is OˆM,CSD,0 if we detect the |E0〉
state, and OˆM,CSD,N if we detect the |EN 〉 state. For
the final state described above, if we measure the for-
mer, the signal is cos2(Nφ/2); if we measure the latter,
the signal is sin2(Nφ/2). For the CD-SCAIN protocol,
the operator we measure is OˆM,CD = Jˆz/~. From the
third line of Eq. 5, it follows that OˆM,CD = Jˆz/~ =∑J
m=−J m |EJ+m〉〈EJ+m| =
∑J
m=−J mOˆM,CSD,J+m. In
the final state described above, we have only two
of the collective states. As such, for this state,
〈OˆM,CD〉 = −J 〈OˆM,CSD,0〉+J 〈OˆM,CSD,N 〉. Thus it fol-
lows that for the CD-SCAIN protocol, the signal is given
by −J cos2(Nφ/2) + J sin2(Nφ/2) = −(N/2) cos(Nφ),
which has the same fringe width as that obtained by us-
ing the CSD protocol, except that the signal now ranges
from N/2 to −N/2.
To determine the QFR−1 for both protocols, we define
first the signal for the CSD-SCAIN as Σ ≡ 〈QˆM,CSD,0〉 =
cos2(Nφ/2) and the standard derivation of the signal
(SDS) as ∆Σ ≡ [ 〈Qˆ2M,CSD,0〉 − Σ2]1/2. Similarly we de-
fine the signal for the CD-SCAIN as S ≡ 〈QˆM,CD〉 =
−(N/2) cos(Nφ) and the SDS as ∆S ≡ [ 〈Qˆ2M,CD〉 −
S2]1/2. Noting that φ = 2mAΩG/~ ≡ ΩG/Γ, with A
being the area of the whole interferometer and ΩG be-
ing the normal component of the rate of rotation, we can
6now write:
QFR−1CSD−SCAIN =
∣∣∣∣Γ−1 ∂Σ/∂φ∆Σ
∣∣∣∣
QFR−1CD−SCAIN =
∣∣∣∣Γ−1 ∂S/∂φ∆S
∣∣∣∣ (6)
For the CSD-SCAIN protocol, we note that
Qˆ2M,CSD,0 = QˆM,CSD,0. which means that ∆Σ ≡
[Σ − Σ2]1/2. Using the expression for Σ from above,
we easily find that QFR−1CSD−SCAIN = N/Γ. We re-
call that the value of QFR−1 for a CRAIN is given by
QFR−1CRAIN =
√
N/Γ, which is the SQL. As such, the
CSD-SCAIN represents an improvement by a factor of√
N , reaching the HL sensitivity.
For the CD-SCAIN protocol, we see that Qˆ2CD =∑J
m=−J m
2 |EJ+m〉〈EJ+m|. However, in the final state
described above, we have only two of the collective
states. As such, we get 〈Qˆ2CD〉 = J2 〈QˆM,CSD,0〉 +
J2 〈QˆM,CSD,N 〉 = J2 = N2/4. Thus, it fol-
lows immediately that ∆S ≡
[
〈Qˆ2CD〉 − S2
]1/2
={
N2/4−N2/4[cos2(Nφ)]}1/2 = (N/2)|sin(Nφ)|. It
should be noted that the peak value of the SDS in this
case is N/2, which happens at the points where the slope
of the fringe is maximum. From the second line of Eq. 6,
we then get QFR−1CD−SCAIN = N/Γ, the same as that for
the CSD-SCAIN protocol, yielding the HL sensitivity.
In the context of atomic interferometers, one often
makes use of a rule-of-thumb that states that the quan-
tum fluctuation in rotation (QFR) is simply given by
the linewidth (as a function of rotation rate) divided
by the signal to noise ratio (SNR), being equal to the
square-root of the number of particles. For the case of
the CRAIN, the QFR is given by Γ/
√
N , where Γ is the
linewidth (representing an amount of rotation that pro-
duces a phase shift of one radian) and
√
N is the SNR,
so the above rule-of-thumb applies. For the case of the
CSD-SCAIN, the linewidth is reduced by a factor of N
compared to that of the CRAIN. But the SNR is also re-
duced by a factor of
√
N , since the number of particles is
now unity, not N . Thus, according to this rule-of-thumb,
the QFR of the CSD-SCAIN should be Γ/N . This is con-
sistent with what is found above for this case. For the
case of the CD-SCAIN, however, if we try to apply the
same rule-of-thumb, we reach an erroneous conclusion.
While the linewidth for the CD-SCAIN is also reduced
by a factor of N , there is no reduction in the number of
particles, since the fringe amplitude is N , the same as
that for the CRAIN. This in turn would imply that the
SNR remains the same, so the QFR would be Γ/N3/2,
thus exceeding the HL by a factor of
√
N . This suggests
that the above rule-of-thumb is not applicable to the case
of the CD-SCAIN, where, in fact, the SNR is also re-
duced by a factor of
√
N instead of staying unchanged,
due to the nature of the SC state, as shown above.
C. Distinction between the CD-SCAIN and
CSD-SCAIN protocols for general quantum states
In this subsection, we show mathematically the distinc-
tion between the CD-SCAIN and CSD-SCAIN protocols
for general quantum states. Let us define as qˆM the oper-
ator for each atom whose expectation value is measured
during the experiment. For each atom, let us define |e〉
(|g〉) to be the spin-up (-down) state. Thus, we can write
qˆM = µg |g〉〈g| + µe |e〉〈e|, where µg and µe are complex
numbers. The operator which is measured for the whole
system can be expressed as QˆM =
∑N
k=1 qˆM,k. We can
express the quantum state of each atom as |ψ〉 = Cg |g〉+
Ce |e〉, where Cg and Ce are complex numbers, and quan-
tum state of the whole system for unentangled atoms can
be expressed as |Ψ〉 = ∏Nk=1 |ψ〉k. It then follows that
〈QˆM 〉 = N 〈qˆM 〉. It can also be seen that 〈Qˆ2M 〉 =∑N
k=1 qˆM,k
∑N
k′=1 qˆM,k′ = N 〈qˆ2M 〉 + N(N − 1) 〈qˆM 〉2.
Here the first term results from the products of operators
corresponding to the same atom, and the second term
follows from the product of operators corresponding to a
given atom (of which there are N) and every other atom
(of which there are N − 1). Let us denote as ρ ≡ 〈qˆM 〉
and the corresponding SDS as ∆ρ ≡ [ 〈qˆ2M 〉 − ρ2]1/2. We
also define ℘ ≡ 〈QˆM 〉 and the corresponding SDS as
∆℘ ≡
[
〈Qˆ2M 〉 − ℘2
]1/2
. We thus find the very general re-
sult that ∆℘ ≡
[
N
(
〈qˆ2M 〉 − 〈qˆM 〉2
)]1/2
=
√
N∆ρ. This,
of course, has the rather simple physical meaning that,
for unentangled atoms, the total variance (equaling the
square of the SD) is the sum of the variances from each
atom. Yet, it must be noted that this result only holds
when the operator to be measured for the whole system
can be viewed as a sum of operators for measuring each
atom.
We now address two particular examples of the oper-
ator to be measured. First, we consider the case where
qˆM = jˆz/~ (j = 1/2), so that QˆM = Jˆz/~. For each
atom, this is equivalent to measuring half the differ-
ence in population between the spin-up and spin-down
states: qˆM = j(|e〉〈e| − |g〉〈g|). As such, we get qˆ2M =
j2(|e〉〈e|+ |g〉〈g|), and for the CRAIN, ρ = −(1/2) cosφ
and ℘ = −(N/2) cosφ, so that ∆ρ = (1/2)|sinφ| and
∆℘ = (
√
N/2)|sinφ|, yielding QFR−1CRAIN =
√
N/Γ.
Experimentally, this measurement is the same as that
done for the CD-SCAIN, namely measuring the state of
each atom, but the result is very different, because of the
nature of the SC-state.
Next, we consider the case where qˆM = j − jˆz/~, so
that QˆM = J − Jˆz/~. For each atom, this is equiva-
lent to measuring the population of the spin-down state:
qˆM = |g〉〈g|. As such, we get qˆ2M = |g〉〈g| = qˆM , and
for the CRAIN, ρ = cos2(φ/2) and ℘ = N cos2(φ/2), so
that ∆ρ = (1/2)|sinφ| and ∆℘ = (√N/2)|sinφ|, yield-
7ing QFR−1CRAIN =
√
N/Γ. Experimentally, this CRAIN
measurement may appear to be the same as measuring
the population of the collective state |E0〉, corresponding
to the measured operator being |E0〉〈E0| = QˆM,CSD,0,
However, that is not the case. Indeed, it is easy to see
that
QˆM =
N∑
k=1
qˆM,k =
N∑
k=1
(|g〉〈g|)k = J − Jˆz/~
= J
J∑
m=−J
|EJ+m〉〈EJ+m| −
J∑
m=−J
m |EJ+m〉〈EJ+m|
=
J−1∑
m=−J
(J −m)QˆM,CSD,J+m (7)
which is a weighted sum of all the operators correspond-
ing to measuring the collective states, excluding the all
spin-up state. Eq. 7 is a very important expression that
shows the difference between measuring the population
of the collective state |E0〉 and measuring the population
of each atom in the ground state |g〉.
D. QPD evolutions for odd value of N
Earlier, we showed the QPD evolution for the SCAIN
protocol for the case when N , the total number of atoms,
is even. For comparison, in this subsection we show the
QPD evolution for the same protocol for the case when
N is odd, as illustrated in 5. All the parameters here are
the same as those used to produce the QPD evolution for
the even case, except now N = 41 and φ = pi/4.
FIG. 5. The QPDs for different stages of the SCAIN protocol,
with N = 41, µ = pi/2, ARA = xˆ, ξ = −1 and φ = pi/4.
As mentioned earlier, a very significant difference is ob-
served after the application of the squeezing pulse from
time points B to C. Since N is odd, HOAT transforms
|yˆ〉 to (|xˆ〉+ η |−xˆ〉)/√2, where η = i(−1)(N+1)/2, repre-
senting a phase factor with unity amplitude. It should be
noted that the phase factor depends on the super-odd-
parity (SOP), representing whether (N + 1)/2 is even or
odd; however, the shapes of the fringes, as well as the val-
ues of QFR−1, for both CSD and CD protocols, are not
expected to depend on the value of the SOP, as we have
verified explicitly. This state, illustrated in the QPD at
time point C, also represents an SC state, as a superpo-
sition of two extremal collective states, but in terms of
the XDCSs. If we were to use a protocol where the ARA
is the yˆ axis, we could produce results similar to what
is shown in 2 (b) earlier. However, since we are using
the protocol that is designed to produce maximum phase
magnification for the case where the ARA is the xˆ axis,
the result is drastically different. The application of the
rotation by pi/2 around the xˆ axis from time points C to
D leaves the QPD unchanged. The rotation in the first
dark zone by an angle of φ/2 around the zˆ axis (D to
E) moves the QPD in the x-y plane on both sides, as
shown at time point E. This rotation is inverted by the
pi pulse from E to F. The rotation in the second dark
zone by an angle of −φ/2 around the zˆ axis (F to G)
moves the QPD in the x-y plane further on both sides,
as shown at time point G. This is followed by a rotation
of −pi/2 around the xˆ axis from G to H. The unsqueez-
ing pulse turns the QPD distribution into four lobes in
the y-z plane, as shown at time point I. The final pi/2
pulse rotates this pattern by 90 degrees, but still with
a four-lobed pattern in the y-z plane, as shown at time
point J. Unlike the case for even values of N , it is not
easy to write down explicitly the mathematical expres-
sion for this final quantum state for an arbitrary value of
φ. Instead, we have illustrated the results obtained using
numerical simulations.
E. Collective state distributions for both even and
odd values of N
For further insight into the behavior of the SCAIN, we
also show the population of the collective states corre-
sponding to each stage of the protocol for both even and
odd values of N . For each case, the set of parameters are
the same as those used to generate the QPD plots.
FIG. 6. Population of the collective states at various stages
of the CD-SCAIN protocol: (a) For the case with N = 40,
φ = pi/80; (b) For the case with N = 41, pi/4. For both cases,
we have µ = pi/2, ARA = xˆ and ξ = −1.
Fig. 6 (a) corresponds to the case when N = 40. At
the onset, time point A, the system is in the |E0〉 state.
At time point B, the system is in a coherent spin state
8(CSS), with collective state populations centered around
∼ ∣∣EN/2〉 . Perhaps somewhat surprisingly, the distribu-
tion of collective states remains unchanged at time point
C, after the squeezing pulse, even though in the Bloch
sphere it is represented by two lobes on opposite sides.
After the auxiliary rotation, at time point D, the system
is in a superposition of only two collective states, |E0〉
and |EN 〉, representing the SC state. The distribution
of collective states remains unchanged at time points E,
F and G. After the corrective auxiliary rotation, at time
point H, the distribution returns to a shape with an en-
velope that is the same as that for a CSS. However, the
distribution is modulated, with the depth of modulation
determined by the phase shifts accumulated during the
two dark zones. This modulated distribution pattern re-
mains unchanged, at time point I, after the unsqueezing
pulse. At the final time point J, the system again con-
sists of just two collective states: |E0〉 and |EN 〉. For
the particular choice of φ used here, these populations
are equal. However, in general, the ratio of populations
for the |E0〉 and |EN 〉 in the final stage depends on the
value of φ. When detecting the collective state |E0〉, we
get a signal that is cosinusoidal, with fringes narrowed
by a factor of N . As shown in the main text, we also get
fringes with the same factor of narrowing when we detect
the atomic states.
Fig. 6 (b) corresponds to the case when N = 41. The
distributions for time points A and B are the same as
that for N = 40. At time point C, the quantum state
is different, as can be seen in the QPD plots in Fig. 5,
with two lobes at the end of the ±xˆ axes on the Bloch
sphere. However, the distribution of collective states is
still the same as that at time point B. At time point D,
after the auxiliary rotation, the QPD remains the same,
but the distribution of collective states is now modulated.
This distribution remains unchanged at time points E, F
and G, despite the phase accumulated in the two dark
zones. The modulations disappear at time point H after
the application of the corrective auxiliary rotation, and
the distribution is split into two distinct lobes. The sepa-
ration between these two lobes depend on the value of φ.
After the unsqueezing pulse, at time point I, the distribu-
tion remains the same as that at time point H. The final
pulse produces modulations in each lobe. However, it
should be noted that, unlike the case of N = 40, there is
no population in either of the extremal collective states.
Thus, when detecting the collective state |E0〉 , the sig-
nal is zero. On the other hand, if the atomic states are
detected, the signal as a function of φ is akin to that of
a collective state atomic interferometer (COSAIN) [18],
although with different amplitudes.
F. Fringe shapes for different values of the
squeezing parameter µ
Earlier, we presented the SCAIN protocol primarily
for the case of µ = pi/2, since this is the condition that
produces the SC states. However, it is also instructive
to consider the behavior of the CD-SCAIN as a function
of the squeezing parameter µ, while keeping all other
aspects (except φ) of the protocol unchanged. In Fig. 7,
we illustrate the CD-SCAIN signal, as a function of φ, for
different values of µ, for ARA = xˆ and ξ = −1. Fig. 7 (a)
shows the signal for µ = 0, where for comparison, we have
also shown, as the black line, a full fringe of the CRAIN
signal. For increasing values of µ, as shown in Fig. 7 (b)-
(e), the central fringes become increasingly narrower. It
should be noted that for these values of µ, the signals do
not have a periodic behavior within the range of φ = −pi
and φ = pi. In Fig. 7 (f), we show the limiting case of
µ = pi/2. As can be seen, the width of the central fringe
remains the same for both odd and even values of N for
values of µ somewhat less than pi/2. In determining the
values of QFR−1 for these cases (shown in 4 earlier), we
have assumed that the interferometer would operate near
the central fringe. Thus, the critical differences between
the behavior of the odd and even values of N become
manifest only when we are very close to or at the value
of µ = pi/2.
FIG. 7. Fringe shapes for different values of the squeezing pa-
rameter µ, while keeping the rest of the protocol unchanged,
for ARA= xˆ and ξ = −1. N = 40 is red while N = 41 is
dashed-blue. (a) µ = 0; (b) µ = 0.021pi; (c) µ = pi/8; (d)
µ = pi/4; (e) µ = 3pi/8; (f) µ = pi/2. The black line in (a)
shows the full fringe of a CRAIN for comparison, and the
horizontal spans in (b)-(f) are 10 times smaller than that in
(a).
G. Justification of the dark zone operations
As mentioned earlier, we have assumed that the phase
shift for the SCAIN can be split equally between the two
dark zones, and applied operations e−iφ2 Jˆz (eiφ2 Jˆz ) for
9the first (second) dark zone. These operations can be
easily understood in the case of a CRAIN. It can also
be easily understood for the case of µ = pi/2 under the
protocol presented here. For an arbitrary value of µ,
the quantum state prior to the first (second) dark zone
may be distorted in a way so that the concept of two
clear trajectories (forming different paths of the Michel-
son interferometer) may not hold. As such, it may not
be obvious whether the application of this operation is
valid for such a case. In fact, this operation remains valid
under all conditions. Specifically, using an Hamiltonian
to represent the Sagnac effect, HSE = ~ΩG ·(~r×~p), where
~r is the position and ~p is the momentum of an atom, the
phase difference between paths traversed by the |↑〉 and
|↓〉 components of the i-th atom can be accounted for by
the operation e−i∆φjˆi,z , where ∆φ = 2mΩG∆A/~, with
∆A being the differential area enclosed by these paths.
Since Jˆz ≡
∑N
i jˆi,z, it then follows that operations for
the evolutions in the dark zones are valid in general.
IV. SCHRÖDINGER CAT ATOMIC CLOCK
USING CONVENTIONAL DETECTION
As described in Ref. [18], the combination of one-axis-
twist squeezing (OATS), rotation, unrotation, unsqueez-
ing and collective state detection can also be used to
realize a Schrödinger Cat Atomic Clock (SCAC) with
HL sensitivity. We will refer to this as the CSD-SCAC.
Earlier, we mentioned that such a SCAC with HL sen-
sitivity can also be realized when conventional detection
of atomic states is employed. We will refer to this as
the CD-SCAC. In this section we present the results ob-
tained for the CD-SCAC, and comparison thereof with
the CSD-SCAC.
A. Conventional atomic clock and Collective State
atomic clock
In order to describe how the CSD-SCAC and the CD-
SCAC work, it’s useful to review briefly some details
about the conventional atomic clock (CAC) as well as
the collective state atomic clock (COSAC) [17]. Here we
consider a system where the ground states, |1〉 and |2〉
of a three-level atom interact with an excited state |3〉
via two copropagating laser beams. One of the beams
is detuned from resonance by δ1 and has a Rabi fre-
quency Ω1; this couples |1〉 to |3〉. The second beam is
detuned from resonance by δ2 and has a Rabi frequency
Ω2; this couples |2〉 to |3〉. For δ  Ω1, Ω2, Γ, where
δ ≡ (δ1 + δ2)/2 and Γ is the excited state decay rate, the
system can be modeled as an effective two level system,
consisting of states |1〉 and |2〉, excited by a traveling
wave with a Rabi frequency Ω = Ω1Ω2/(2δ), and detun-
ing ∆ ≡ δ1− δ2. For simplicity, we assume Ω1 = Ω2, and
∆ δ, so that δ1 ' δ2. Under this condition, the light-
shifts experienced by states |1〉 and |2〉 are essentially the
same, and do not affect the equation of motion [27]. For
more general cases, it is possible to incorporate any dif-
ferences in the light shifts into the definition of ∆. Just
as in the case of the SCAIN discussed earlier, we denote
states |1〉 and |2〉 as being the pseudo-spin states |↓〉 and
|↑〉, respectively. It should be noted that this is formally
equivalent to a conventional microwave atomic clock that
couples state |1〉 to state |2〉. However, since a Raman
transition is needed for the CSD protocol, we choose to
describe it here as a Raman clock. In practice, for both
the CSD and the CD protocols, all results presented here
would remain valid for a conventional microwave exci-
tation, which is preferable because a Raman clock may
suffer from fluctuations in light shifts.
In a conventional Raman Ramsey atomic clock, which
is equivalent to a CAC, an ensemble of N effective
two-level atoms is first prepared in a CSS, denoted as
|−zˆ〉 ≡ |E0〉 =
∏N
k=1 |↓k〉. The first pi/2 pulse produces
a rotation about the xˆ axis. During the interval, TD,
before the second pi/2 pulse, each atom acquires a phase
φ = 2pifTD, where f = ∆/2pi is the (two-photon) de-
tuning of the clock (in Hertz). Application of the sec-
ond pi/2 pulse around the xˆ axis produces the final state,
which, for each atom, can be expressed, ignoring an over-
all phase-factor, as:
|Ψ〉 = e−ipi2 Jˆxe−iφJˆze−ipi2 Jˆx |−zˆ〉
=
N∏
k=1
1
2{(1− e
iφ) |↓k〉 − i(1 + eiφ) |↑k〉}
(8)
In a CAC, typically the signal is a measure of the pop-
ulation of |↑〉, given by SCAC = J + 〈Jˆz〉 = N cos2(φ/2).
The associated quantum projection noise is ∆SCAC =
∆Jˆz =
√
N/4|sinφ|. The stability of the clock is at-
tributed to the quantum fluctuation in frequency (QFF),
analogous to the QFR described earlier for a rotation
sensor based on an atomic interferometer. This can
be expressed as QFF = ∆f |CAC = ∆(Jˆz)/∂f 〈Jˆz〉 =
(2piTD
√
N)−1, where ∂f ≡ ∂/∂f . This can also be writ-
ten as ∆f |CAC = γ/
√
N , where γ = 1/(2piTD) is the
effective linewidth. This is, of course, the SQL value of
the QFF.
In a COSAC, however, the signal is a measure of
the population of one of the extremal collective states
and is given by SCOSAC = 〈Qˆ〉 = cos2N (φ/2), where
Qˆ ≡ |EN 〉〈EN |. This signal shows a
√
N -fold reduction
in fringes compared to that of a CAC, which can be ex-
plained as follows. The first pi/2 pulse couples the ini-
tial state |E0〉 to |E1〉, which in turn is coupled to |E2〉
and so on, effectively causing the ensemble to split into
N + 1 states. During the dark zone, the n-th collective
state |En〉 picks up a phase e−inφ. When the ensem-
ble interacts with the last pi/2 pulse, each of the collec-
tive states interferes with the rest of the collective states.
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The COSAC can thus be viewed as the aggregation of
interference patterns due
(
N+1
2
)
CAC’s working simul-
taneously [17]. The narrowest constituent signal fringes
are derived from interferences between states with the
largest difference in phase, i.e. |E0〉 and |EN 〉; the width
of this fringe is γ/N . The width of the rest of the sig-
nal components range from γ to γ/(N − 1). The signal,
which is the measure of population of |EN 〉, is the result
of the weighted sum of all the pairwise interferences, with
a width of γ/
√
N . However, the system acts as a single
particle, which reduces the effective SNR by the factor of√
N . As a result, we have shown that the QFF for the
COSAC is essentially the same as that for the CAC [17].
From the analyses above, if the evolution of the system
could be restricted to just the two extremal Dicke states
(namely, |E0〉 and |EN 〉) during the dark zone evolution,
the fringes would be narrowed by a factor of N com-
pared to those of the CAC. In that case, the QFF would
be enhanced by a factor of
√
N , thus reaching the HL
sensitivity. As noted earlier, the process of OATS indeed
can be used to create just such a Schrödinger Cat (SC)
state if the degree of squeezing is chosen to be µ = pi/2,
and an auxiliary rotation of pi/2 is applied along a par-
ticular axis after the squeezing pulse. The resulting clock
is then referred to as the SCAC.
B. The complete protocol for the SCAC
FIG. 8. (a) Schematic illustration of the protocol employed
for Schroedinger Cat Atomic Clock (SCAC). (b) The QPDs
at different stages of the protocol, for N = 40, µ = pi/2,
ARA = xˆ, ξ = −1 and φ = 0.5pi/N .
Just as in the case of the SCAIN, the exact effects of
the protocol depend on a set of parameters such as the
value (and parity) of N , the squeezing parameter µ for
the OATS, the auxiliary rotation axis (ARA, which can
be xˆ or yˆ ) around which to implement the rotation, the
corrective rotation sign ξ which can take values of ±1
corresponding to redoing or undoing the first auxiliary
rotation, and lastly the dark zone phase shift φ. The
protocol illustrated in Fig. 8 (a) corresponds to the ARA
chosen to be the xˆ axis. The process starts by applying
a pi/2 pulse around the xˆ axis. This is followed by the
application of OATS, corresponding to a rotation around
the zˆ axis by an angle of µJz, with µ = pi/2. The next
step is an auxiliary rotation of pi/2 around the xˆ axis.
The ensuing evolution in the dark zone corresponds to a
rotation by φ around the zˆ axis, where φ = 2pifTD. This
is now followed by another auxiliary rotation around the
xˆ axis, by an angle of ξpi/2. This is followed by an un-
squeezing pulse, which corresponds to a rotation around
the zˆ axis by an angle of −µJz, with µ = pi/2. Finally,
the protocol ends with the application of the final pi/2
pulse around the xˆ axis. Mathematically, for this choice
of the ARA, the whole protocol can thus be expressed as:
|Ψ〉f = e−i
pi
2 JˆxeiµJˆ
2
z e−iξ
pi
2 Jˆxe−iφJˆze−i
pi
2 Jˆx
e−iµJˆ
2
z e−i
pi
2 Jˆx |−zˆ〉 (9)
In Fig. 8 (b), we show the evolution of the quan-
tum states on a Bloch sphere, using the QPD, for an
even value of N = 40, with µ = pi/2, ξ = −1 and
φ = 0.5pi/N = pi/80. In illustrating the nature of the
QPD at various stages of the protocol, we have used
different orientations, as needed. At the onset of the
process (time point A), the system is assumed to be in
the state |E0〉 = |−zˆ〉, which is a CSS. After the first
pi/2 rotation around the xˆ axis (time point B), it is in
state |yˆ〉. After the squeezing pulse, the state (time point
C) is split between two CSSs, and can be expressed as
(|yˆ〉 − η |−yˆ〉)/√2, , where η = i(−1)N/2, representing a
phase factor with unity amplitude. This factor depends
on the super even parity (SEP). However, the shapes of
the fringes, as well as the values of QFF−1, for both CSD
and CD protocols, are not expected to depend on the
value of the SEP, as we have verified explicitly. Appli-
cation of the auxiliary rotation of pi/2 around the xˆ axis
transforms this state to (|−zˆ〉 + η |zˆ〉)/√2. This (time
point D) represents the desired SC state, as a superpo-
sition of the two extremal states of the ZDCS manifold:
(|E0〉+ η |EN 〉)/
√
2.
During the dark zone, the phase shift causes a ro-
tation by an angle of φ around the zˆ axis, for each
atom. The state after the dark zone can be expressed
as e−iφJˆz (|E0〉+ η |EN 〉)/
√
2. Since both |E0〉 and |EN 〉
are eigenstates of the Jˆz operator, with eigenvalues (as-
suming ~ = 1) of −N/2 and N/2 respectively, this state
can be expressed as
(
eiφN/2 |E0〉+ e−iφN/2η |EN 〉
)
/
√
2.
The resulting QPD, shown at time point E of Fig. 8 (b),
remains unchanged, but the quantum state incorporates
these phase accumulations. In order to reveal the inter-
ference magnified by the factor of N , it is necessary to
apply first another auxiliary rotation, by an angle of ξpi/2
around the xˆ axis. The QPD resulting from the case for
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ξ = −1 is shown at time point F. It is then necessary to
apply the unsqueezing pulse, by an angle of −µJˆz, with
µ = pi/2. The QPD of the resulting state is shown at
time point G. Finally, it is necessary to apply one more
rotation around the xˆ axis, by an angle of pi/2. The QPD
for the final state is shown at time point H.
It is easy to show that, for this case, the final
state can be expressed as |Ψ〉f = η cos(Nφ/2) |EN 〉 +
sin(Nφ/2) |E0〉. For the particular value of φ (which is
0.5pi/N) used in generating the QPDs, the final state
is (η |EN 〉+ |E0〉)/
√
2. If the population of |EN 〉 were
detected, the signal would be expressed as cos2(Nφ/2),
with fringes that are a factor of N narrower than that for
the CAC, as shown in Ref. [13]. This is the CSD-SCAC
discussed in Ref. [13]. Here we show that, the same re-
sults hold even if the CD process is used, thus realizing
the CD-SCAC.
C. Signal fringes for the CD-SCAC
FIG. 9. Signals corresponding to detection of 〈Jˆz/~〉, as a
function of φ. N = 40 is red while N = 41 is dashed-blue.
(a) Fringes for a CAC for comparison; (b) CD-SCAC with
ARA= xˆ and ξ = −1; (c) CD-SCAC with ARA= xˆ and
ξ = +1; (d) Zoomed-out plots for N = 41 with ξ = −1 in
green and ξ = +1 in black, for CD-SCAC with ARA= xˆ; (e)
CD-SCAC with ARA= yˆ and ξ = ±1; (f) Zoomed-out plots
for N = 40 with ξ = −1 in green and ξ = +1 in black, for
CD-SCAC with ARA= yˆ. Here, µ = pi/2 for all cases, except
in (a) which has no squeezing. Also note the horizontal spans
in (b), (c) and (e) are 10 times smaller than those in (a), (d)
and (f).
In Fig. 9, the signal fringes for the CD-SCAC are plot-
ted as a function of φ (red for N = 40 and dashed-blue
for N = 41). For reference, we show in Fig. 9 (a) the
signal corresponding to one full fringe of a CAC. For the
remainder of the figures, µ = pi/2.
Fig. 9 (b) shows the signal for ARA= xˆ and ξ = −1.
Here, the horizontal span of φ is smaller by a factor of 10.
Consider first the signal for even N , in red, which shows
4 full fringes. This corresponds to a phase magnification
by a factor of N = 40. Since the signal magnitude is the
same as that for a CAC, one might be tempted to think
that because of this phase magnification, the value of the
QFF−1 for the CD-SCAC should be higher than that of
a CAC by a factor of N . However, as we discussed in
detail earlier, the standard deviation of the signal (SDS)
for the CD-SCAC signal is larger than that for a CAC
by a factor of
√
N . As such, the net enhancement in the
value of the QFF−1 is by a factor of
√
N , corresponding
to HL sensitivity. Consider next the signal for odd N ,
in dashed-blue, which shows a much smaller variation as
a function of φ. This same signal is shown again by the
green line in Fig. 9 (d), but for a much larger range of φ,
matching that of a full fringe for a CAC. Thus, the signal
for odd values of N is similar to that for a Fabry-Perot
resonator, with the width of the central fringe narrowed
by a factor of ∼√N . As such, this signal is analogous to
what is found for the COSAC, as detailed in Ref. [17],
with the exception that, in the case of the CD-SCAC,
the fringe amplitude is N/2, while for the COSAC it is
1. Again due to the increased SD, the sensitivity of the
CD-SCAC for this case is the same as that for a CAC
and the COSAC.
Fig. 9 (c) shows the CD-SCAC signal for ARA= xˆ and
ξ = +1. As expected, in this case the fringes for both
even (red) and odd (dashed-blue) values of N are flipped
around the zero value. The signal for the odd value of N
is shown again by the dashed black line in Fig. 5 (d) on
a scale where the span of φ is the same as that for a full
fringe of the CAC, again showing the Fabry-Perot type
resonance, reduced in width by a factor of ∼√N . The
values of QFF−1, and therefore the sensitivities, are the
same as those for the case shown in Fig. 9 (b).
In Fig. 9 (e), we show the signal for a variant of the
protocol where ARA= yˆ and ξ = ±1. For this protocol,
the behaviors for odd (dashed-blue) and even (red) values
of N are essentially reversed. However, for this value of
the ARA, we find that the signals are the same for both
values of ξ. In Fig. 9 (f), we show the signal, for the odd
value of N , on a scale where the span of φ is the same
as that for a full fringe of the CAC, again showing the
Fabry-Perot type resonance, reduced in width by a factor
of ∼√N .
D. QFF−1 for the CD-SCAC
In Fig. 10, we illustrate the behavior of QFF−1, as
a function of µ, with ξ = +1, for different choices of
parameters for the CD-SCAC, along with a comparison
with the CSD-SCAC and the Echo Squeezing Protocol
(ESP) [11, 12]. In each case, the QFF−1 is normalized to
the QFF−1HL for N = 40, indicated as the solid black line.
The dashed black line shows the QFF−1SQL for N = 40.
Fig. 10 (a) corresponds to N = 40, with ARA being
the xˆ axis. Here, the red line corresponds to the CD-
SCAC, and the dashed-blue line is for the CSD-SCAC.
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FIG. 10. Illustration of QFF−1 for different cases, as a func-
tion of the squeezing parameter µ, normalized to the HL (solid
black line). (a) The case for even N = 40, with ARA as xˆ;
(b) The case for odd N = 41, with ARA as xˆ; (c) The case for
even N = 40, with ARA as yˆ; (d) The case for odd N = 41,
with ARA as yˆ. The dotted black line shows the SQL. Red is
for CD-SCAC, dashed-blue for CSD-SCAC and green for the
ESP case. For all cases shown, ξ = +1.
For µ = pi/2, we see that the sensitivity for both CD and
CSD protocols yield the HL sensitivity. This sensitivity
is reached due to an amplification of phase by a factor of
N , and a concomitant increase in the SDS by a factor of√
N . Fig. 10 (b) is the same as Fig. 10(a), except that
N = 41. In this case, µ = pi/2, for the CD-SCAC, there is
a phase amplification, manifested as a Fabry-Perot like
fringe around φ = 0 which is narrowed by a factor of
∼√N , along with an increase in the square-root of the
variance by a factor of ∼√N . The difference between
the even and odd cases disappears when the value of µ is
reduced below a threshold value of ∼ 0.45pi. There is a
range of values of the squeezing parameter (0.2pi ≤ µ ≤
0.45pi) over which the normalized value of QFF−1 is ∼
0.71 for the CD-SCAC. We have verified that this plateau
ratio between QFF−1 and QFF−1HL remains unchanged
when N is increased or decreased. We also see that, for
this choice of the ARA, the behavior of the CSD-SCAC
is drastically different. Specifically, for odd values of N ,
the QFF−1 is strictly zero for all values of the squeezing
parameter, and for even value of N , the QFF−1 drops to
zero quickly for µ < pi/2.
Fig. 10 (c) and Fig. 10 (d) are similar to Fig. 10 (a)
and Fig. 10 (b), respectively, but with the ARA chosen
to be the yˆ axis. In this case, it should be noted that
the behavior of the CD-SCAC and the CSD-SCAC are
essentially the same, except for a small range of value
of µ around 0.05pi. We also note that, for this choice
of the ARA, the HL sensitivity is reached for odd val-
ues of N . Finally, in each of these four cases, we have
used the green line to show the corresponding sensitivity
achievable under the ESP.
So far, we have presented the value of QFF−1 sepa-
rately for odd and even values of N . In certain cases,
such as for a magnetometer using NVD, where it is pos-
sible to operate with a fixed parity of N , the values of
QFF−1 for a given parity is relevant. For other situation,
such as a clock using atoms cooled in a magneto-optical
trap (MOT) and released for interrogation, it is necessary
to consider the effect of averaging over the two parities.
As shown earlier, in this case the average value is given
by QFF−1AV E =
[
(QFF−1EV EN )2/2 + (QFF
−1
ODD)2/2
]1/2.
Using this result, we can reach the following conclu-
sions, assuming N  1. If QFF−1EV EN = QFF−1HL
and QFF−1ODD = 0, then QFF
−1
AVG = QFF
−1
QHL, where
we define QFF−1QHL ≡ QFF−1HL/
√
2 . Similarly, if
QFF−1EV EN = QFF
−1
HL and QFF
−1
ODD = QFF
−1
SQL, then
QFF−1AVG ∼= QFF−1QHL. Finally, if QFF−1EV EN = QFF−1QHL
and QFF−1ODD = QFF
−1
QHL, then QFF
−1
AVG = QFF
−1
QHL.
V. EXPERIMENTAL CONSIDERATIONS
In Ref. [13], we described in detail a set of specific
steps for realizing the CSD-SCAIN, employing atoms re-
leased from a magneto-optic trap. Here, we first describe
how the experiment would be simplified considerably due
to the use of conventional detection instead of collective
state detection. Then, we analyze in detail the implemen-
tation of one axis twist spin squeezing using an optical
cavity, taking into account the effect of cavity decay and
spontaneous emission. All discussions here are in the
context of the CD-SCAIN; however, the findings apply
equally well to the CD-SCAC.
A. Experimental Simplification for CD-SCAIN
Compared to CSD-SCAIN
In this subsection, we review briefly the proposed
scheme for implementing the CSD technique, and show
how the SCAIN protocol can be greatly simplified exper-
imentally by switching from CSD to CD. The complete
experimental proposal for realizing the CSD technique is
detailed in section IV of Ref. [18], where a null-detection
scheme is employed to measure populations of one of the
extremal Dicke collective states. The probe is one of the
two counter-propagating Raman beams, which will in-
duce Raman transitions within the atomic ensemble un-
less it is in the desired extremal collective state. As a
result, there will be photons emitted corresponding to
the other leg of the Raman transition. The probe and
the emitted photons will be combined and sent to a high
speed detector, which produces a dc voltage along with a
beat signal with a beat frequency the same as that of the
frequency synthesizer (FS) used to generate the two Ra-
man beams but with an unknown phase. To extract the
amplitude, the beat signal is bifurcated and one part is
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multiplied by the FS signal, while the other is multiplied
by the FS signal phase shifted by 90 degrees. The sig-
nals are then squared before being recombined and sent
through a low-pass filter (LPF) to derive the dc volt-
age. This dc voltage is proportional to the number of
scattered photons. A lower limit is set for the voltage
reading and any values recorded above it will indicate
the presence of emitted photons. If no photon is emit-
ted, the voltage will read below the limit, indicating that
the ensemble is in the desired extremal collective state;
otherwise at least one photon will be emitted and the en-
semble is in other collective states. This process is then
repeated many times for a given value of φ. The fraction
of events where no photons are detected will correspond
to the signal for this value of φ. This process is then re-
peated for several values of φ, producing the signal fringe
for a CSD-SCAIN.
In contrast, the CD technique can be easily realized
by coupling one of the two ground states involved in the
Raman transition to some upper states of the atom and
collecting the fluorescence with a photodetector with high
quantum efficiency, thus avoiding the need for the afore-
mentioned heterodyning and quadrature measurements.
Moreover, the CSD technique requires an additional ring
cavity to increase the optical density in order to enhance
the signal (see section V of Ref. [18] for more details),
which is not the case for the CD technique. All these
factors taken into account, the CD version of the SCAIN
protocol will be significantly simpler to implement exper-
imentally. It should be noted that even though the CSD
protocol is experimentally more challenging and more
sensitive to excess noise, it may be very useful for some
applications, such as the test of the Penrose-Diosi the-
ory of gravitationally induced decoherence [35–39] or a
matter-wave clock [40].
B. One Axis Twist Squeezing: Effect of
Non-idealities
In this subsection, we consider a specific implemen-
tation of the one axis twist squeezing (OATS) process,
tuned to the critical value needed for generating the
Schrödinger Cat (SC) state needed for the CD-SCAIN,
and investigate the effects of various non-idealities, such
cavity decay and spontaneous emission. There are several
experimental schemes for realizing one-axis-twist squeez-
ing [3, 4, 7, 11, 12, 41–45]. For concreteness, we con-
sider here the approach based on cavity feedback dynam-
ics [3, 4, 7, 11, 12, 42]. In this approach, a probe is passed
through a cavity, at a frequency that is tuned halfway
between the two legs of a Λ transition in which the spin-
up and spin-down states are coupled to an intermediate
state. The cavity is tuned to be below resonance for the
probe. The energy levels of the spin-up and spin-down
states are light shifted due to the probe, in opposite direc-
tions. The resulting dispersion shifts the cavity resonance
frequency by an amount that is proportional to Jz, the
z-component of the total spin for all atoms. The intra-
cavity probe intensity changes linearly with this cavity
shift, since it is on the side of the resonance, thus af-
fecting the light-shifts. The net result is an energy shift
for all the atoms that is proportional to the square of
Jz, so that the interaction Hamiltonian can be expressed
as HOATS = ~χJ2z , where χ is a parameter that deter-
mines the strength of the squeezing process. Changing
the sign of the probe detuning with respect to the cavity
resonance reverses the sign of the Hamiltonian, thus pro-
ducing unsqueezing. For an OATS interaction time of τ ,
the characteristic strength for the OATS process is given
by µ ≡ χτ , as noted earlier. The basic scheme for OATS
using cavity feedback dynamics is illustrated schemati-
cally in Fig. 11. Here, we have denoted the excited state
as |m〉, and the energy separation between the spin-up
and spin-down states as 2~∆, so that the magnitude of
the detuning for the cavity mode with respect to either
ground state is ∆.
FIG. 11. Illustration of the scheme considered for one axis
twist squeezing, using a three level system, where the two
low-lying states are metastable, and represent the spin-up
and spin-down states. These states are coupled optically to
an intermediate state, which decays to the ground states via
spontaneous emission, at the same rate. The cavity is tuned
to the center of the two transitions, with an equal an oppo-
site amount of detuning with respect to each transition. The
probe laser transmitted to the cavity is detuned away from
resonance. Reversing the sign of the probe detuning causes
anti-squeezing.
In what follows, we first derive the effective Hamilto-
nian for the OATS process, while also taking into account
the effects of dissipative processes. This analysis follows
steps similar to those found in the supplement of [11].
However, we repeat briefly the essential steps since our
notations are different, and spell out some of the steps
not explicitly shown there; furthermore, there are some
small, although non-critical, discrepancies between the
results reported there and what we find. For specificity,
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we consider 87Rb as the atomic medium, with the spin-up
state corresponding to the 5S1/2, F = 2,mF = 0 Zeeman
sublevel, and the spin-down state corresponding to the
5S1/2, F = 1,mF = 0 Zeeman sublevel. The intermedi-
ate state is assumed to be the 5P3/2 manifold. We also
assume the matrix element for the coupling to the inter-
mediate state to be the same for both spin-up and spin-
down states; in practice, a detailed numerical model that
takes into account the choice of the polarization of the
probe mode and the corresponding coupling to the rel-
evant Zeeman sublevels for each hyperfine state within
the 5P3/2 manifold has to be employed. We also assume
that the intermediate state decays equally, via sponta-
neous emission, to both ground states; again, in practice,
a more detailed numerical model of spontaneous emission
from all Zeeman sublevels have to be taken into account.
In order to avoid the variation in the probe intensity that
occurs in a standing wave cavity, it would be necessary to
use a linear cavity consisting of three mirrors, as shown
in figure 12 of Ref. [18], with one of the mirrors being a
perfect reflector, while the other two each being a partial
reflector. However, for simplicity of analysis, in what fol-
lows, we consider a two-mirror cavity, with a length of L
meter, an effective mode area of A, and a reflectivity of
R for each mirror. The input-output relation for such a
cavity can be expressed as [48, 49]:
˙˜ˆa = −κ2
ˆ˜a+ iδˆ˜a+√κexξ +√κo ˆ˜f (10)
Here, the detuning is defined as the difference between
the probe frequency (ωp) and the cavity resonance fre-
quency (ωc): δ = ωp − ωc. The input probe field is as-
sumed to be classical defined as αin = ξ exp(-iωpt), and
a mean value of |ξ| = √Nin, where Nin is the number of
photons incident on the cavity in one second. The slowly
varying amplitude of the field inside the cavity, trans-
formed to a frame rotating at the frequency of the probe,
is defined as ˆ˜a=aˆ exp(iωpt). The rate of decay of the
intracavity intensity through the input mirror is defined
as κex, and any additional decay (including the decay
through the output mirrror) is defined as κo, so that the
net rate of decay is κ = κex + κo. Finally, the Langevin
force operator in the last term of Eqn. 10 obeys the
relations [ ˆ˜f(t), ˆ˜f†(t′)] = δ(t− t′) and < ˆ˜f >= 0. In what
follows, we assume that κex = κo = κ/2, since both mir-
rors have the same transimittivity, and other potential
losses are ignored.
The Hamiltonian for the whole system, including the
atoms, the probe field inside the cavity, and the interac-
tion among them, can be written as :
H = Hcav +Hatm +Hint +Hsrc (11)
The four components of the Hamiltonian are defined as
follows [11, 49] (setting ~ = 1):
Hcav = ωcaˆ†aˆ
Hatm =
N∑
j=1
[2∆|↑〉〈↑|j + (ωc + ∆)|m〉〈m|j ]
Hint =
N∑
j=1
[gaˆ|m〉〈↑|j + gaˆ|m〉〈↓|j + h.c.]
Hsrc =
√
κ/2[iξaˆ†e−iωpt − iξ∗aˆeiωpt] (12)
where g is the vacuum Rabi frequency for the cavit mode.
The density operator, ρ, for the atoms and the cavity
mode obey the following equation of motion:
ρ˙ = −i[H, ρ] +D(Lcd)ρ+
N∑
j=1
D(L↑,j)ρ+
N∑
j=1
D(L↓,j)ρ
(13)
where we have defined:
D(L)ρ = LρL† − 12 {L
†L, ρ} (14)
The Lindblad operator corresponding to cavity decay
is Lcd =
√
κaˆ and those corresponding to spontaneous
emission are L↑ =
√
Γ/2|↑〉〈m| and L↑ =
√
Γ/2|↓〉〈m|.
Coherent excitation of the atoms only populates the
(N + 1) symmetric collective states [14–16]. However,
the total number of collective states, which include the
asymmetric ones, is 2N , the size of the Hilbert space for
N two-level atoms [16]. All of these states must be taken
into account when considering the effect of spontaenous
emission, which can couple to both symmetric and asym-
metric states. Thus, even for a modest number of N that
would be relevant for a Schrödinger cat atomic interfer-
ometer, such an analysis is intractable. As such, we will
account for the effect of spontaneous emission heuristi-
cally, and exclude the Lindblad operators corresponding
to spontaneous emission (this is the same approach used,
for example, in Ref. [11]).
Since the probe is highly detuned with respect to the
two legs of the Λ transition in Fig. 11, the intermedi-
ate state, |m〉, can be eliminated adiabatically, using the
approach developed in Ref. [50]. The resulting Hamil-
tonian then can be expressed as :
H = (ωc+Jˆz)aˆ†aˆ+2∆Jˆz+
√
κ/2[iξaˆ†e−iωpt−iξ∗aˆeiωpt]
(15)
where  = 2g2/∆ is the difference between the single-
photon induced light-shifts experienced by the spin-up
and spin-down states, which are equal and opposite in
sign. We now transform into a frame rotating at HA ≡
(ωpaˆ†aˆ + 2∆Jˆz), which results in the following form of
the Hamiltonian:
H = (−δ + Jˆz)aˆ†aˆ+
√
κ/2[iξaˆ† − iξ∗aˆ] (16)
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It is now evident from the term in the first bracket of
Eqn. 16 that the detuning of the probe away from
cavity resonance is modified by the light shift of the
atoms. The Lindblad operator for cavity decay under
this transformation picks up a time-dependent phase fac-
tor: Lcd =
√
κaˆ exp (−iωpt). However, since the phase
factor does not change D(Lcd)ρ (see Eqn. 14), we can
write that effectively Lcd =
√
κaˆ.
Next, we assume that the intracavity field can be
treated as the sum of a classical field and a weak quan-
tum field: aˆ = (α + qˆ), where < qˆ >= 0. We define the
classical part as α = ζ exp (−iωpt), so that < ˆ˜a >= ζ.
The steady state solution of Eqn. 10 then yields (with
κex = κ/2):
ζ =
√
κ
2
ξ
(κ/2− iδ ) (17)
The Hamiltonian now can be written as H = Ha +
Hb +Hc, where:
Ha = −δqˆ†qˆ + Jz[|α|2 + qˆ†qˆ + α∗qˆ + αqˆ†]
Hb = −δ|ζ|2 + |ξ|2
√
κ/2[ 2δ
δ2 + κ2/4 ]
Hc = i(κ/2)[αqˆ† − α∗qˆ] (18)
and the cavity-decay Lindblad operator becomes Lcd =√
κ(α + qˆ). Since Hb does not involve any operators, it
can be transformed out trivially, yielding H = Ha + Hc
and Lcd =
√
κ(α + qˆ). Furthermore, it can be shown
easily that the equation of motion for the density ma-
trix remains unchanged when this combination of the
Hamiltonian and the cavity-decay Lindbald operator is
replaced by the combination of H = Ha and Lcd =
√
κqˆ.
Adiabatic elimination of the weak cavity mode, qˆ,
again using the approach developed in [50], yields the
following expressions for the effective Hamiltonian and
the Linblad operator for the spin dynamics:
H = χJ2z
L =
√
(2χ/δ˜)Jz (19)
with the squeezing parameter, χ, given by:
χ = δ˜(1 + δ˜2)−2|ξ|2˜2 (20)
where we have defined the probe detuning (away from
cavity resonance) normalized to the half-width of the
cavity resonance as δ˜ ≡ δ/(κ/2), and the single photon
induced differential light shift for each atom normalized
to the half-width of the cavity resonance as ˜ ≡ /(κ/2).
Finally, as noted earlier, the quantity |ξ|2 represents the
number of photons incident on the cavity per second.
An important factor that determines the degree of fi-
delity achievable in the squeezing process is the single-
atom cooperativity, defined as C ≡ 4g2/(κΓ). In terms
of this factor, the squeezing parameter can be expressed
as:
χ = δ˜(1 + δ˜2)−2|ξ|2C 2(Γ/∆)2 (21)
As an example, consider a linear cavity with length
L, effective mode area of A, and a transmittivity of T
for each end mirror. We then find that C = A /(AT ),
where A = 8pi~ωpΓ/ISAT , with ISAT being the satura-
tion intensity for each leg of the Λ transition. For 87Rb
atoms, assuming that ISAT is twice that of the cycling
transition, we get A ≈ 3.6 ∗ 10−12m2. For a mirror with
a reflectivity of 99.999%, so that T = To = 10−5, and
mode area of (20∗10−6m)2, we get C ≈ 900. If we define
the mode area to be D2, and a reference value of D to be
Do = 20∗10−6m, then we get C ≈ 900∗(Do/D)2(To/T ).
If we denote as P the incident power, a reference power
of Po = 10−3 Watt, and a reference normalized detuning
of δ˜o = 102, we then get, in units of sec−1:
χ ≈ 108(δ˜o/δ˜)3(P/Po)2(Do/D)4(To/T )2 (22)
Thus, for δ˜ = δ˜0, P = Po, D = Do and T = To,
the time needed for producing the SC state would be
tSC ≡ pi/2χ ≈ 15 nsec. For more moderate choice of
parameters, e.g. D = 10Do and T = 10To, we have
C ≈ 0.9, and tSC ≈ 15µsec. If we increase the power to
P = 10Po = 10−2 Watt, which is still very modest, we
get tSC ≈ 0.15µsec.
We now consider the effect of the dephasing due to
the cavity decay, as well as spontaneous emission. In
order to express the results quantitatively, we note first
that while the actual improvement in the performance
of the interferometer or the clock is given by (Λ/ΛSQL),
it is customary in the literature to quote the value of
(Λ/ΛSQL)2. To remain consistent with this custom, we
define F as the factor of improvement, as follows:
F ≡
(
Λ
ΛSQL
)2
=
(∆φSQL)
2
(∆φ)2
= (1/N)
(∆φ)2
(23)
To incorporate the effects of cavity decay and sponta-
neous emission, we can write:
(∆φ)2 = (∆φCOH)
2 + (∆φCAV )
2 + (∆φSE)
2 (24)
where ∆φCOH represents the phase variance due to the
coherent evolution of the spins, ∆φCAV represents the
phase variance due to cavity decay, and ∆φSE represents
the phase variance due to spontaneous emission. Thus,
we get
F =
[
N
{
(∆φCOH)
2 + (∆φCAV )
2 + (∆φSE)
2
}]−1
(25)
We also deifne ∆φIDL to be the phase variance un-
der ideal conditions (i.e., when there is no cavity decay
or spontaneous emission). We recall that, under this
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condition, the signal for the CD-SCAIN and CD-SCAC
is SIDL = 〈Jˆz〉 = (−N/2)Cos(Nφ), with ∆SIDL =
(N/2)|Sin(Nφ)| and (∂φS)IDL = (N2/2)Sin(Nφ).
Thus, in this case
∆φCOH = ∆φIDL =
∆SIDL
|∂φS|IDL
= 1
N
(26)
independent of the value of φ, so that FIDL = N . Of
course, in general, ∆φCOH 6= ∆φIDL.
For the general case where some of the spins are de-
phased due to either cavity decay or spontaneous emis-
sion, the number of atoms, defined as N˜ , that will consti-
tute the SC state, representing coherent evolution of the
spins, will be less than N . Thus, we can write the coher-
ent part of the signal, its variance and its phase gradients
as:
S˜ = (−N˜/2)Cos(N˜φ)
∆S˜ = (N˜/2)
∣∣Sin(N˜φ)∣∣∣∣∂φS˜∣∣ = (N˜2/2)∣∣Sin(N˜φ)∣∣ (27)
The angular variances are determined by the ratios of the
signal variances and the phase gradient of the coherent
part of the signal, as follows:
(∆φCOH)2 = (∆S˜)
2
/(∂φS˜)
2
(∆φCAV )2 = (∆SCAV )2/(∂φS˜)
2
(∆φSE)2 = (∆SSE)2/(∂φS˜)
2 (28)
As illustrated in Fig. 2 of Ref. [1], during the operation
of a clock or an interferometer, one measures the signal
at two different phases, (φ − δφ) and (φ + δφ), and φ is
varied until these two signals are equal. The value of φ
determined this way correspond to the value for which
the signal is maximum. Deviation of this value of φ from
the quiescent value (typically zero) is then used to deter-
mined the amount of rotation in the case of an atom inter-
ferometric gyroscope (or the frequency deviation in the
case of a clock). For the CD-SCAIN or the CD-SCAC,
a convenient value of δφ is pi/(2N˜). This corresponds to
making measurements at the point of the signal fringe
where both the magnitude of the phase gradient of the
coherent signal (
∣∣∂φS˜∣∣) and the variance of the coherent
signal (∆S˜) have their maximum values, as can be seen
from Eqn. 27. Thus, in what follows, all quantities in
Eqn. 28 are to be evaluated at φo = pi/(2N˜). We thus
get,
F =
[
4N
N˜4
{
N˜2
4 + (∆SCAV )
2 + (∆SSE)2
}]−1
(29)
It should be noted that the effect of the variances due
to cavity decay as well due to spontaneous emission are
strongly suppressed because of the magnified phase gra-
dient of the signal. This is yet another manifestation of
the robustness of the CD-SCAIN and the CD-SCAC.
We denote δN ≡ N − N˜ as the reduction in the peak-
to-peak amplitude of the signal. As we show next, the
cavity decay process and the spontaneous emission pro-
cess both contribute to δN , in addition to producing ad-
ditional variances in the signal. The net reduction in
the value of F is due to a combination of these factors.
In what follows, we now estimate the values of ∆SCAV ,
∆SSE , and δN resulting from these processes, in order
to determine the value of F .
Consider first the effect of cavity decay. A rigorous
study of the effect of cavity decay on the SCAIN proto-
col would require carrying out the whole analysis using
the density matrix approach, based on the Hamiltonian
and the Lindblad operator shown earlier in Eqn. 19. For
N atoms, the size of the density matrix will be N2. To
solve the equation of motion, one has to form a vector
consisting of all the elements of the density matrix, and
the propagator matrix that determines the time deriva-
tive of this vector would have dimensions ofN2XN2 [52].
This is a daunting task for a large value of N. For exam-
ple, to determine the time evolution for N = 103, one has
to diagonalize a matrix with 1012 elements. Diagonaliza-
tion is necessary even if one wants to make use of direct
numerical integration, since the smallest time steps to
be used for the integration must be significantly smaller
than the inverse of the largest eigenvalue of the prop-
agator matrix, and the duration of the evolution must
be significantly larger than the inverse of the smallest
eigenvalue. In the near future, we will carry out such an
analysis, for as large a value of N as feasible, within the
constraint of computations resources. For the present
work, we make use of a perturbative approach consist-
ing of two steps. In the first step, we ignore the effect
of the cavity decay, and use the Hamiltonian of Eqn. 19
to evolve the quantum state of the ensemble coherently.
The results of this step have already been documented in
the preceding sections. In the second step, we estimate
the effect of the cavity decay by consider the density ma-
trix equation of motion attributable to only the Lindblad
operator in Eqn. 19. Such a two-step approach has also
been used in Ref. [11], for example. In what follows we
carry out the second step of this analysis.
We define γ ≡ 2χ/δ˜, so that the Lindblad operator in
Eqn. 19 can be expressed as L = √γJz. From Eqn. 14,
it then follows that the incoherent part of the evolution
of the density matrix can be written as:
ρ˙ = γJzρJ†z −
γ
2 {J
†
zJz, ρ} (30)
Using the fact that 〈 ˙ˆO〉 = tr(ρ˙Oˆ) for any operator Oˆ, it
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can be shown that:
〈J˙±〉 = −(γ/2) 〈J±〉
〈J˙2x〉 = −γ 〈J2x〉+ γ 〈J2y 〉 ; 〈J˙2y 〉 = −γ 〈J2y 〉+ γ 〈J2x〉
〈J˙z〉 = 0; 〈J˙2z 〉 = 0 (31)
where J± ≡ Jx + iJy, so that 〈J˙x〉 = −(γ/2) 〈Jx〉 and
〈J˙y〉 = −(γ/2) 〈Jy〉. In the protocol for creating the CD-
SCAIN and the CD-SCAC, we have the following values
at the beginning of the OATS process: 〈Jx〉 = 〈Jz〉 = 0,
〈Jy〉 = J , 〈J2x〉 = 〈J2z 〉 = J/2, and 〈J2y 〉 = J2. For γt
1, we then find that, at the end of the OATS process,
we have (keeping in mind that this evolution is due to
the cavity decay effect only): 〈Jx〉 = 〈Jz〉 = 0, 〈Jy〉 ≈
J(1−γt/2), 〈J2z 〉 = J/2, and 〈J2x〉 = (J/2)(1+2Jγt) and
〈J2y 〉 = J2(1− γt), leaving the value of 〈J2〉 = J(J + 1)
unchanged. Thus, we get:
(∆Jx)2 = 〈J2x〉 − 〈Jx〉2 = J/2 + J2γt
(∆Jy)2 = 〈J2y 〉 − 〈Jy〉2 = 0
(∆Jz)2 = 〈J2z 〉 − 〈Jz〉2 = 0 (32)
Thus, the net effect of the cavity decay is the increase in
the value of (∆Jx)2 by an amount J2γt, and the decrease
in the length of 〈Jy〉 by Jγt/2. We recall that, in the pro-
tocol for the CD-SCAIN and the CD-SCAC, the auxiliary
rotation immediately after the OATS process maps the
y-component of the spins to the z-component. Thus, the
reduction in the length of 〈Jy〉maps to a reduction in the
length of 〈Jz〉, and therefore a reduction in the coherent
signal. On the other hand, the increase in the variance
of Jx does not contribute directly to an increase in the
variance of the signal (which corresponds to measuring
Jz). However, we allow, as an upper limit, this increase in
variance of Jx as a corresponding increase in the variance
of the signal. Next, note that, under ideal conditions, the
initital conditions for the inverser OATS process, for both
CD-SCAIN and the CD-SCAC, at φ = ±pi/(2N) (which
is the value of the phase at which measurements are to
be made, as discussed earlier), the initial conditions are
the same as those at the beginning of the OATS process,
as can be seen from Figs. 2 and 8. Thus, we can assume
that the effects of cavity decay for the inverse OATS pro-
cess are essentially the same as what we estimated above
for the OATS process. As such, we get, for the OATS
and the inverse OATS process combined:
(∆SCAV )2 = 2 ∗ J2γt = N2γt/2
δNCAV = 2 ∗ Jγt/2 = Nγt/2 (33)
Next, we consider the effect of spontaneous emission. As
noted earlier (see the paragrpah after Eqn. 14), for a
large value of N, it is virtually impossible to account for
the effect of spontaneous emission in an analytic manner.
As such, we account for this in a heuristic manner, similar
to what is done in Ref. [51]. The number of photons in
the cavity is ζ2, where ζ is given by Eqn. 17. Assuming
that the atomic excited state (|m〉 in Fig. 11) decays at
the rate of Γ, and that ∆  Γ as well as ∆  g, the
number of photons scattered by each atom happens at
the rate of:
Γ˜ = (g/∆)2|ζ|2Γ = χ2C
(1 + δ˜2)∣∣δ˜∣∣ (34)
Spontaneous emission causes the spin to flip randomly,
from up to down and vice versa. Thus, the value of Jz
decreases via random walk as:
(∆JSEz )
2 ≈P(1/2)N Γ˜t (35)
Here, P is the probability of spin flip, which is 1/2 for
a symmetric system, such as the one depicted in Fig. 11,
so that we get, in the limit of
∣∣δ˜∣∣ 1 :
(∆JSEz )
2 ≈ Nχt8C
∣∣δ˜∣∣ (36)
Thus, we can now write that:
(∆SSE)2 =
Nχt
8C
∣∣δ˜∣∣
δNSE =
√
Nχt
8C
∣∣δ˜∣∣ (37)
We define Θ ≡ δN/N , where δN = δNCAV + δNSE , so
that N˜ = N(1 − Θ). We also specify that χt = pi/2 as
the condition for creating the SC state, and assume that
Θ 1. Inserting Eqns. 33 and 37 in Eqn. 29, we then
get:
F ≈
[
1
N
(1 + 2Θ) + 2pi
N2
(1 + 4Θ)
{
N∣∣δ˜∣∣ +
∣∣δ˜∣∣
8C
}]−1
(38)
The term inside the curly brackets in Eqn. 38 is mini-
mized for
∣∣δ˜∣∣ = √8CN , where CN ≡ NC is the collective
cooperativity parameter. For CN  1, and this value of∣∣δ˜∣∣, we get:
Θ ≈ [pi2/(32CN )]1/4
F ≈
[
1
N
(1 + 2Θ + 8Θ2 + 32Θ3)
]−1
(39)
Since Θ 1 for CN  1, we thus get F ≈ N(1− 2Θ).
In Figure 12, we have illustrated the factor of improve-
ment, F , as a function of the cooperativity parameter,
C , for four different values of N . In each case, the ideal
value of F is indicated by the dotted red line. As can
be seen, even for C = 0.01, which should be easily ac-
cessible, based on the analysis shown after Eqn. 21, the
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FIG. 12. Illustration of the factor of improvement, F , as a
function of the cooperativity parameter, F , for four different
values of N . In each case, the ideal value of F is indicated
by the dotted red line.
achievable value of F is within less than 1 dB of the
maximum possible value of 70 dB for ten million atoms.
In the preceding discussion, we have addressed the ef-
fect of residual spontaneous emission heuristically. This
model may not account fully for the deleterious effects
of spontaneous emission. Consider, for example, a situa-
tion where the centers of mass of the two components of
the SC state are separated spatially by a distance D in
the z-direction. If a spontaneous emission event occurs,
we will call the event "distinguishable" if, in principle,
it is possible to determine which component of the SC
state produced the photon; otherwise, we will call the
event "indistinguishable." If the emission is distinguish-
able, then the SC state would collapse to a single collec-
tive state, and there would be no interference [53, 54].
The distinguishablity of the emission event will be deter-
mined by the size of D . The relevant length scale here
is the wavelength of the emitted photon: λP . For the
D2 transition in Rb, λP ≈ 780 nm. Indistinguishability
would only hold for D < λP [14, 57].
For the SCAC, as well as variations of the SCAC pro-
tocol for magnetometry or nuclear magnetic resonance,
this condition can be easily satisfied, since the recoil cor-
responding to a microwave transition is very small. For
example, for the hyperfine transition in the ground state
of 87Rb, the recoil velocity is ≈ 0.2µm/sec. As shown
earlier, a typical time duration for the squeezing process
to produce the SC state is ≈ 0.15µsec. Thus, during the
squeezing process, the value of D would be only ≈ 0.03
pico meter, far less than λP . Consider next the case of
the SCAIN, for which the recoil velocity would be ≈ 12
mm/sec. At the point of maximum separation between
the two arms, the condition of D ≈ λP would be reached
for a dark zone duration of ≈ 65µ sec. For a typical dark
zone duration used for accelerometry or rotation sensing,
which is much longer than this, the value of D would far
exceed λP . However, it should be noted that the squeez-
ing process is carried out at the onset of the splitting, and
the unsqueezing happens after the two paths have come
back to each other (see Fig 2). Thus, during the squeez-
ing/unsqueezing steps, each with a typical duration of
≈ 0.15µsec, the value of D would be only ≈ 1.8nm, which
is much smaller than λP . Thus, for both the SCAC and
the SCAIN, the spontaneous emission events would not
lead to collapse of the SC state to a single collective state.
Finally, we consider the issue of potential loss of par-
ticles due to collisions. As discussed, for example, in
Refs. [54] and [53], this can be of potentially significant
concern in creating SC states of Bose-condensed atoms.
However, for the systems being considered here, the den-
sity of atoms is small enough to ignore collisions among
the atoms in the SC state. Collisions with background
atoms can also be made negligible by using ultra-high
vacuums produced under cryogenic conditions [55, 56].
For example, in Refs. [57–59], which address this issue in
the context of attempts to create macroscopic superpo-
sition of nanoparticles, it has been shown that collisions
with background atoms become negligible for a vacuum
of ≈ 10−16 Torr. Such pressures have been previously
realized in cryogenic environments [60].
VI. CONCLUSION
In a conventional atomic interferometer employing N
atoms, the phase sensitivity is at the standard quantum
limit: 1/
√
N . Using spin-squeezing, the sensitivity can
be increased, either by lowering the quantum noise or
via phase amplification, or a combination thereof. In
this paper, we have shown how to increase the sensitiv-
ity, to the Heisenberg limit of 1/N , while increasing the
quantum noise by
√
N , thereby suppressing by the same
factor the effect of excess noise. The proposed protocol
makes use of a Schrödinger Cat state representing a meso-
scopic superposition of two collective states of N atoms,
behaving as a single entity with an N -fold increase in
Compton frequency. The resulting N -fold phase magni-
fication is revealed by using atomic state detection in-
stead of collective state detection. We also show how to
realize an atomic clock based on such a Schrödinger Cat
state, with an N -fold increase in the effective transition
frequency. We have shown both numerical and analyti-
cal results for the ideal behavior of the Schrödinger Cat
state based atomic interferometer and atomic clock. We
have also discussed potential experimental constraints for
implementing this scheme, using one axis twist squeez-
ing employing the cavity feedback scheme, and shown
that the effects of cavity decay and spontaneous emission
are highly suppressed due to the N -fold phase magnifi-
cation. We have found that even for a modest value of
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the cavity cooperativity parameter, of the order of 0.01,
which should be readily accessible experimentally, the
maximum improvement in sensitivity can be very close
to the ideal limit, for as many as ten million atoms.
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