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Abstract
Background: The wide availability of genome-scale data for several organisms has stimulated
interest in computational approaches to gene function prediction. Diverse machine learning
methods have been applied to unicellular organisms with some success, but few have been
extensively tested on higher level, multicellular organisms. A recent mouse function prediction
project (MouseFunc) brought together nine bioinformatics teams applying a diverse array of
methodologies to mount the first large-scale effort to predict gene function in the laboratory
mouse.
Results: In this paper, we describe our contribution to this project, an ensemble framework based
on the support vector machine that integrates diverse datasets in the context of the Gene
Ontology hierarchy. We carry out a detailed analysis of the performance of our ensemble and
provide insights into which methods work best under a variety of prediction scenarios. In addition,
we applied our method to Saccharomyces cerevisiae and have experimentally confirmed functions
for a novel mitochondrial protein.
Conclusion: Our method consistently performs among the top methods in the MouseFunc
evaluation. Furthermore, it exhibits good classification performance across a variety of cellular
processes and functions in both a multicellular organism and a unicellular organism, indicating its
ability to discover novel biology in diverse settings.
Background
An important challenge in the post-sequence era of modern
biology is determining the functional role of all proteins in the
cell. With the recent invention of several large-scale experi-
mental methods, we have begun to accumulate a wealth of
functional genomic data to help address this challenge,
including expression and protein-protein interaction data,
and phenotype and phylogenetic profiles. These large data-
sets have fuelled an interest in computational approaches to
gene function prediction, which promise to harness the infor-
mation present in these large collections of data to automati-
cally derive accurate gene annotations [1-7].
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Although a variety of computational approaches have been
proposed for predicting gene function, most of them have
been developed and applied in unicellular organisms such as
Saccharomyces cerevisiae. Applying these methods to
higher, multicellular organisms is non-trivial because of their
intrinsic complexity, including different development stages,
tissue types and physiological functions. However, we per-
haps have the most to gain from computational annotation
efforts based on diverse data, as our knowledge about the role
of individual proteins in these systems is largely incomplete.
In  fact , a lth ou g h  org a nis ms su ch  as t h e la bor at ory  mou se
tend to be of great scientific importance, the majority of their
proteins are annotated electronically based on only a single
data source (the IEA [inferred from electronic annotation]
evidence code) [8]. Many sources of genome-scale data are
available for most genes and, thus, functional prediction from
multiple data sources for multicellular organisms is an
important open problem whose solution is critical to func-
tional genomics.
To explore the development of gene function prediction
methods for multicellular organisms, several groups recently
participated in an organized function prediction project for
the laboratory mouse, MouseFunc [9]. Several state-of-the-
art machine learning methods were applied, including sup-
port vector machines (SVMs), Bayesian networks, decision
trees and random forests. Here, we describe our contribution
to this effort, an ensemble classifier approach that is based on
the SVM and integrates information in the context of the
Gene Ontology (GO) hierarchy.
Our approach is motivated by three key aspects of the gene
f u n c t i o n  p r e d i c t i o n  p r o b l e m .  F i r s t ,  w e  h o p e  t o  a c c u r a t e l y
annotate function for a broad range of biological processes,
molecular functions and cellular components. Given this
diversity, it is unlikely that one learning model will perform
the best in all possible contexts, thus motivating our choice of
an ensemble of complementary approaches. Second, estab-
lished knowledge of gene function (that is, the gold standard
for learning) is organized in the hierarchical structure of the
GO, which can be leveraged to improve overall prediction
accuracy. Finally, the available genomic data (for example,
gene expression and protein-protein interaction data) are
heterogeneous both in terms of the functional information
they capture and in their inherent structure; a model for
learning must be flexible enough to accommodate these dif-
ferences and leverage functional diversity within the data.
Our ensemble classifier is based on the SVM and leverages
these characteristics unique to the gene function prediction
setting (Figure 1). We illustrate that a combination of comple-
mentary strategies often outperforms a single SVM classifier
and, furthermore, demonstrates consistently strong perform-
ance relative to competing groups in the MouseFunc submis-
sions [9]. In the sections that follow, we provide an analysis of
prediction performance and insights into when and why our
ensemble framework performs well. Finally, we also demon-
strate that our method can confidently predict novel biology
with experimental confirmation of predictions in S. cerevi-
siae.
Results
Our approach consists of an ensemble of three different clas-
sifiers, all based on the SVM: a single SVM, single kernel clas-
sifier; a hierarchically corrected combination of SVM
classifiers; and a naïve Bayes combination of single dataset
SVM classifiers (Figure 1). The basic process we applied was
to train all three classifiers for each GO term, use out-of-bag
bootstrap values to assess their performance, and finally
assemble combined predictions based on classifier perform-
ance. We describe each of these approaches and their combi-
nation into the ensemble framework in detail in Materials and
methods.
We applied this method in the MouseFunc GO prediction
project [9]. This project involved prediction of a total of 1,726
biological process terms, 326 cellular component terms and
763 molecular function terms for laboratory mouse. As
described in [9], methods were evaluated according to two
different benchmarks. The first set included 1,718 genes
whose annotations were held-out in advance, and the second
set consisted of novel annotations, including 1,954 genes,
added by Mouse Genome Informatics (MGI) in the approxi-
mately 8 months between dataset assembly and the predic-
tion submission deadline. Here we focus our analysis on the
latter set, which could be considered the ideal test case to
determine how well our approach can predict completely new
biology. Furthermore, to simplify the discussion, we have also
restricted most of our analysis to the biological process GO
terms. The trends discussed here are similar for the other
types of terms (cellular component and molecular function)
and the prediction of biological process terms is generally
more difficult as shown by lower average areas under receiver
operating characteristic (ROC) curves (AUCs; see Figure 2 in
[9]).
The ensemble method performs among the top 
prediction methods
Our ensemble approach performs well across a broad range of
processes (GO terms), including both large and small terms
from all GO branches. We measure an overall average AUC of
0.72, with an average precision of 0.13 at 20% recall. Of the
2,172 total terms across all three ontologies, there are 188
with better than 90% precision at 20% recall. Furthermore,
our method always performs in the top three of the nine
MouseFunc submissions in terms of the average AUC across
all categories of terms. These categories were defined by the
project organizers for each GO branch (biological process,
cellular component, and molecular function) based on the
number of annotations to each term [9]. Our method achieves
the best average AUC for 3 of these 12 categories, the secondhttp://genomebiology.com/2008/9/S1/S3 Genome Biology 2008,     Volume 9, Suppl 1, Article S3       Guan et al. S3.3
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best AUC for 6 of the 12, and the third best AUC for 3 of the 12
(Table 1 and Figure 2).
Our method performs the best relative to the other submis-
sions on large terms, that is, terms with many annotations. In
fact, two of our three first-place finishes are for the largest
terms (biological process terms with 101 to 300 annotations
and cellular component terms with 101 to 300 annotations).
Conversely, two of our three third-place finishes are for the
smallest terms (biological process terms with three to ten
annotations and cellular component terms with three to ten
annotations). Thus, our method consistently performs among
the top methods used in this project across a range of func-
tional categories, although it does appear that our best per-
formance occurs on large and medium-sized terms. We will
explore this trend in greater detail below in this section.
Analysis of ensemble classifier performance
We further analyzed the individual components of our
ensemble approach to gain knowledge about which methods
perform the best under which circumstances.
Bagged SVM classifier performance is robust across a wide range of 
GO terms
Since the SVM on a combined input dataset served as the
basis for our approach, we first compared its performance
alone on the evaluation set to submissions from other teams.
The mean AUCs for biological process GO terms for the
bagged SVM range from 0.63 (terms with 3 to 10 annotations)
to 0.69 (terms with 31 to 100 annotations). With this per-
formance, the linear-kernel SVM ranks consistently among
the top three or four methods for all size categories of GO
terms (Figure 3). In fact, on average, only three methods
An ensemble framework based on the SVM that integrates diverse datasets in the context of GO hierarchy Figure 1
An ensemble framework based on the SVM that integrates diverse datasets in the context of GO hierarchy. After pre-processing the data, we developed 
an approach that consists of an ensemble of three different classifiers: 1, a single SVM classifier for each GO term was trained on combined data; 2, single 
SVM classifiers were combined through Bayesian networks to correct their predictions based on the hierarchical relationship between GO terms in the 
GO directed acyclic graph; and 3, a naïve Bayes classifier was built for each GO term to directly integrate the results of single-dataset SVM classifiers. The 
bootstrap held-out values on the training set were used to characterize each classifier's performance, and the ensemble prediction was formed by selecting 
the best performing classifier on each GO term. GO, Gene Ontology; SVM, support vector machine.Genome Biology 2008, 9:S3
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(groups C, D [our group] and G) performed better than the
single SVM classifier across the entire set of biological process
terms. Furthermore, only the ensemble approach described
here consistently outperformed the single SVM predictions
regardless of the GO term size, while group C performed sig-
nificantly well on small terms. We were surprised at the rela-
tive success of this approach since our implementation was
straightforward with little 'fine-tuning' with the exception of
some input data processing and bootstrap aggregation
(described in Materials and methods). However, this result
confirms our original choice of the SVM as a robust baseline
method for the more sophisticated classifiers in our ensem-
ble.
Hierarchical correction of SVM classifiers improves performance
We further applied our hierarchical correction based on GO
hierarchies and measured its improvement over single SVMs
(see Materials and methods for details). For all GO terms with
five or more annotations in the training set, we applied both
approaches to subgraph generation, including the Markov
blanket graphs (HIER-MB), and the breadth-first search
graphs (HIER-BFS; Figures 4 and 5). We examined how often
the hierarchical correction from either of these yielded better
prediction accuracy than the bagged SVM predictions.
Predictions for a majority of GO terms are improved signifi-
cantly by the hierarchical correction after selection of the sub-
graphs based on held-out values. The HIER-BFS classifier
improved the single SVM predictions for 1,012 of 1,726 (59%)
biological process GO terms by an average AUC of 0.049
(26% increase of random performance; Figure 5b). Similarly,
the HIER-MB classifiers improved predictions for 996 of
1,726 (58%) terms by an average AUC of 0.044 (23% increase;
Figure 4b). Through a combination of both strategies, the
improvement is sustained across the whole range of GO term
sizes, but both tend to improve prediction performance
(AUC) more for smaller terms (Figures 4c and 5c). For
instance, HIER-BFS improves predictions for terms with
more than 200 annotations by an average of 0.018 (10%
increase) but improves predictions for terms with between 3
and 10 annotations by an average of 0.095 (58% increase).
We observed a similar trend for the HIER-MB classifier: 0.03
GO term size influences the performance of individual methods Figure 2
GO term size influences the performance of individual methods. GO term size appears to be a significant factor that influences the relative performance 
among groups (the performance of each group is shown by the average AUC values). Although there is no general trend common to all groups, individual 
groups demonstrate consistent trends regardless of what GO branch was tested. For example, groups B and D perform better on big GO terms. Group 
C performs better on small terms, and groups E to H perform well on intermediate-sized GO terms. Asterisks indicate second round submissions. AUC, 
area under receiver operating characteristic curve; BP, biological process; CC, cellular components; GO, Gene Ontology; MF, molecular functions.http://genomebiology.com/2008/9/S1/S3 Genome Biology 2008,     Volume 9, Suppl 1, Article S3       Guan et al. S3.5
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(17% increase) compared to 0.071 (43% increase) for smaller
terms. Unsurprisingly, the two approaches improve predic-
tions for largely the same set of GO terms. Of the 1,012 and
996 terms for which predictions were improved using the
HIER-BFS and HIER-MB approaches, respectively, the com-
bination of the two improved predictions for a total of 1,046
terms (61%) by an average of 0.048 (25%). Thus, including
GO hierarchical information in function prediction can yield
consistent improvements across a variety of terms, even in a
challenging scenario such as mouse function prediction.
Naïve Bayes combination of SVMs on diverse data improves 
performance for large GO terms
We also measured the improvement offered by the third clas-
sifier in our ensemble, the naïve Bayes combination of per-
dataset SVMs. The motivation behind this approach is that
genomic data are heterogeneous in the specific functions they
capture and very different in their accuracy in predicting dif-
ferent functions, which may not be harnessed effectively by a
single-kernel SVM classifier. For this approach, we trained an
SVM on each individual dataset for each GO term, using boot-
strapping to characterize the output distribution of positive
and negative examples. Generally, the distribution of SVM
outputs for held-out positive examples was shifted higher
with respect to that of negative examples (for example, see
Figure 6a). A naïve Bayes classifier on discretized SVM out-
puts was then used to assign a probability of functional
assignment to a GO term of interest given such distributions
from each dataset (Figure 6b).
A naïve Bayes combination of per-dataset SVMs results in a
significant improvement over the single SVM classifier for
several GO terms (Figure 6c). In all, it resulted in a signifi-
cantly higher classification performance for 403 of 1,726
(23%) biological process GO terms. Interestingly, this set
includes 87% of the terms with more than 20 annotations,
suggesting this strategy is very effective for larger terms. Fur-
ther analysis confirms this trend: the naïve Bayes classifier
averages a 0.03 AUC improvement (17% increase) for terms
greater than 200 annotations yet results in a loss of perform-
ance of 0.06 (36% decrease) on smaller terms. We suspect
that this behavior is due to a lack of positive examples to char-
acterize the per-dataset SVM output distribution, and in light
of this observation, we restricted this method to terms with
more than 20 annotations. This result demonstrates why an
ensemble of different learning models is critical in predicting
diverse gene functions: the naïve Bayes combination of single
dataset classifiers works well for large terms but must be com-
plemented with other approaches when few positive exam-
ples are available.
Analysis of the source of ensemble predictions
Our ensemble method integrates output from the three base
classifiers: the bagged single SVM, hierarchical Bayesian
combination of SVM classifiers and the naïve Bayes combina-
tion of per-dataset SVMs. We evaluated how often each of
these three approaches was selected for the final prediction
set. As suggested by our earlier analysis, the majority of pre-
dictions are selected from the more sophisticated approaches,
either the hierarchical classifier or the naïve Bayes combina-
tion (Figure 7). Specifically, the naïve Bayes combination was
more likely to be selected for larger GO terms, while the hier-
archical correction yields consistent improvements in all size
categories, as suggested by our previous analysis. In all, for
terms with more than 100 annotations, predictions for 99%
were improved by one of these alternatives and predictions
for 99%, 89%, and 37% were improved for GO terms with 31
to 100, 11 to 30, and 3 to 10 genes, respectively. Thus, the SVM
provides a robust baseline classifier for gene function predic-
tion, demonstrated by the performance on GO terms with
fewer than five annotated genes, where only a single SVM was
used. Nevertheless, SVM can often be significantly improved
Table 1
Ranking of the performance of our group based on the mean AUCs
GO term size Biological process Cellular component Molecular function
Test set ranking
3-10 3 3 2
11-30 3 2 3
31-100 2 1 4
101-300 2 1 3
Novel set ranking
3-10 3 3 2
11-30 2 2 2
31-100 1 2 3
101-300 1 1 2
When a group submitted in both rounds during the MouseFunc annotation prediction, the latest performance was used in the ranking. AUC, area 
under receiver operating characteristic curve; GO, Gene Ontology.Genome Biology 2008, 9:S3
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by leveraging unique properties of genomic data and the GO
context, particularly when a reasonable number of positive
examples are available.
Discussion of evaluation results
We have demonstrated that our ensemble classifier achieves
good performance across a variety of terms and performs
consistently well relative to other methods contributed to the
mouse function prediction project. As discussed earlier, one
of the most important factors determining the relative per-
formance of different methods was the size of the GO term
(number of annotations or positive examples). The organizers
grouped the set of predicted GO terms into 4 different size
groups, based on the number of annotations in the training
set: 3 to 10, 11 to 30, 31 to 100, and 101 to 300. These sets
formed the basis of our earlier analysis. As one might suspect
from the trends apparent in our method's performance, the
participating groups' relative performance varied drastically
across GO term size (Figure 2). For example, group B and
group D (our group) were relatively better at predicting larger
GO terms than smaller ones, while group C performed espe-
cially well on very small GO terms. We also observed that
many groups, including groups E to H, performed well on
intermediate-sized GO terms. These trends are usually con-
sistent regardless of the GO term branch, indicating intrinsic
properties of the specific methodologies used by each group.
Comparison of the performance of a single SVM with other methods in predicting BP annotations of the novel set Figure 3
Comparison of the performance of a single SVM with other methods in predicting BP annotations of the novel set. This figure shows the AUC achieved by 
different submissions to the mouse function prediction project compared to a single SVM approach for GO BP terms of different sizes: (a) 3 to 10; (b) 11 
to 30; (c) 31 to 100; and (d) 101 to 300. We found that a single SVM, after careful adjustment of parameters, performed relatively well across different 
sizes of GO terms, indicating the robustness of the SVM as a baseline prediction method. Only groups C, D and G performed better, on average, than the 
single SVM results. The dashed red lines represent the performance of single SVM in terms of AUC. Asterisks indicate second round submissions. AUC, 
area under receiver operating characteristic curve; BP, biological process; GO, Gene Ontology; SVM, support vector machine.http://genomebiology.com/2008/9/S1/S3 Genome Biology 2008,     Volume 9, Suppl 1, Article S3       Guan et al. S3.7
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The reasons for our improved performance at predicting
larger terms are relatively clear based on our earlier analysis.
First, the basis of our approach, the single SVM, shows signif-
icantly better performance than other approaches for larger
GO terms. Second, as discussed above, the naïve Bayes com-
bination is particularly effective on larger terms, which
accounts for much of our superior performance in those
cases. In general, because we used a supervised method for
forming ensemble predictions (that is, through evaluation on
the bootstrap held-out values), we require a reasonable
number of examples to properly estimate relative perform-
ance of different classifiers. Thus, the ensemble yields
Hierarchical correction using Markov blanket structures Figure 4
Hierarchical correction using Markov blanket structure. (a) Schematic of the local Markov blanket surrounding a GO term (Y1 is the node of interest in 
this example). Each GO term is represented by a blank node while the SVM classifier output for that GO node is represented by a shaded node. To 
address the hierarchical relationships between GO terms, for each GO term (Y1), we included all neighboring nodes in its Markov blanket to construct a 
Bayesian network. The distribution of SVM outputs (observed nodes) for positive and negative examples was encoded in the conditional probability tables 
of the Bayesian network. We then infer the probability of a particular gene's involvement in each GO term (a hidden node) based on its values in these 
observed nodes. (b) Improvement of the AUC for the novel set using the HIER-MB classifiers compared to single SVM predictions for selected terms for 
biological process terms of size 101 to 300 (number of genes annotated to this GO term in the training set). For each GO term, the best-performing sub-
hierarchy was selected, and the ones that performed better than single SVM (characterized by held-out values in the training set) are plotted in this figure. 
(c) Median improvement of predictions for selected GO terms over different biological process GO term sizes. Hierarchical correction using Markov 
blanket structure performs better (when selected) for smaller terms. AUC, area under receiver operating characteristic curve; GO, Gene Ontology; 
HIER-MB, Markov blanket hierarchical correction; SVM, support vector machine.Genome Biology 2008, 9:S3
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Hierarchical correction using BFS sub-networks Figure 5
Hierarchical correction using BFS sub-networks. (a) Schematic of BFS sub-networks. Each GO term is represented by a blank node while the SVM 
classifier output for that GO node is represented by a shaded node. Starting from each GO term (Y1), we did a BFS to construct the local hierarchy, until 
a maximum of 30 terms were included. In this process, we considered only GO terms with five or more annotations in the training set. (b) Improvement 
of AUC for the novel set using the HIER-BFS classifier compared to single SVM predictions for selected terms for biological process terms of size 101 to 
300 (genes annotated to this GO term in the training set). For each GO term, the best-performing sub-hierarchy was selected, and the ones that 
performed better than single SVM (characterized by held-out values in the training set) are plotted in this figure. (c) Median improvement of predictions 
for selected GO terms over different biological process GO term sizes. Again, hierarchical correction using BFS structure performs better for smaller 
terms when they were selected. AUC, area under receiver operating characteristic curve; BFS, breadth-first search; GO, Gene Ontology; HIER-BFS, 
breadth-first search hierarchical correction; SVM, support vector machine.http://genomebiology.com/2008/9/S1/S3 Genome Biology 2008,     Volume 9, Suppl 1, Article S3       Guan et al. S3.9
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improvement only where there are sufficient positive exam-
ples to support this estimation.
The variation among groups suggests an important lesson
about gene function prediction. Namely, there is rarely one
method that performs the best in all prediction scenarios. We
anticipated this in designing our approach, which motivated
our choice of an ensemble of classifiers, although all of our
methods tended towards better performance on medium to
large GO terms. Fortunately, there were other methods
applied in this annotation prediction effort that show the
opposite trend (for example, group C), suggesting that only a
handful of methods may be able to provide superior results
for most situations. In fact, a combination of our ensemble
method's results for large terms and group C's results for
small terms would nearly dominate all categories.
Another major source of variation in the relative performance
of the different methods was the choice of the evaluation set.
As mentioned earlier, two sets of annotations were used by
the organizers to evaluate the submissions. The first evalua-
tion was completed on a set of annotations simply held-out at
the time of dataset distribution (the held-out set). Addition-
ally, we were also able to evaluate our results on the new bio-
Bayesian combination of diverse datasets Figure 6 (see previous page)
Bayesian combination of diverse datasets. (a) A typical example of distribution of SVM outputs of a single dataset. This distribution of SVM output (from 
the Su et al. expression dataset [34]) for positive examples is shifted slightly higher relative to the distribution of the negative examples. (b) Schematic of 
Bayesian combination of diverse datasets. For each GO term, we constructed a naïve Bayes classifier where the output of single-dataset SVMs was used as 
a single input node (observed node). (c) Improvement of AUC over single SVM predictions for selected terms for biological process terms with size 101 
to 300 genes. The Bayesian combination of datasets was selected where the held-out results on the training set showed superior performance over the 
single SVM. (d) Median improvement of predictions for selected GO terms over different biological process GO term sizes. The Bayesian combination of 
diverse datasets performs well only for large GO terms. AUC, area under receiver operating characteristic curve; GO, Gene Ontology; SVM, support 
vector machine.
Composition of selected approaches for different GO term sizes Figure 7
Composition of selected approaches for different GO term sizes. In our ensemble method, three different approaches based on SVM were applied, 
including bagged single SVMs, SVMs with hierarchical correction, and Bayesian integration of single-dataset SVMs. Each of them exhibits good performance 
in a different domain, which is indicated in this figure by the percentage of terms where each of the different methods exhibited the best performance for 
four different size categories. For smaller GO terms, the single SVM and hierarchical correction often achieve superior performance. For larger GO terms, 
Bayesian integration of diverse datasets performed better than the other two methods. GO, Gene Ontology; SVM, support vector machine.http://genomebiology.com/2008/9/S1/S3 Genome Biology 2008,     Volume 9, Suppl 1, Article S3       Guan et al. S3.11
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logical knowledge curated during the approximately eight
month period after data assembly (the novel set). Our discus-
sion here has been limited to evaluation of our method on the
novel set, mainly because we think this set best models the
real prediction scenario. Interestingly, we found that the rel-
ative performance of the different groups significantly differs
between the held-out set and the novel set, although there is
a slight correlation (Figure 8). Furthermore, the average AUC
across all categories and groups drops significantly between
the held-out set and the novel set. One characteristic that
would potentially explain these differences is that the novel
annotation set is dominated by ISS (inferred from sequence
or structural similarity) annotations, while the test set has a
significant fraction of RCA (inferred from reviewed computa-
tional analysis) annotations (Figure S3 in [9]). The similarity
of the distributions of evidence codes between the test set and
the training set makes the test set an easier prediction prob-
lem, which is confirmed by overall higher performance on
that set. Despite these differences between the two evaluation
sets, we were encouraged that our method performed among
the top submissions using either benchmark (Table 1). In gen-
eral, however, this alerts one to the fact that we should be very
critical when evaluating our computational results using
cross-validation analysis alone.
Literature follow-up on novel mouse gene function 
predictions
Encouraged by the good performance of our method across a
variety of biological processes, we investigated a number of
specific predictions for previously uncharacterized mouse
genes. For example, in predicting the genes involved in chro-
matin modification (GO:0016568), we achieved an AUC of
0.8396 in the novel set, and 80% precision at 20% recall. One
gene of high confidence (0.99) but not annotated to this term
was  PRDM14  (MGI:3588194). This gene has no biological
process annotations yet, and based on previous computa-
tional analysis, this gene is suggested to localize to the
nucleus [10]. Our prediction of its involvement in the chro-
matin modification process correlates with the findings of a
recent publication that showed that stable expression of
PRDM14 up-regulated expression of a variety of genes
involved in breast cancer [11]. In particular, PRDM14 con-
tains a PR domain, possibly a derivative of SET, which is
known to affect chromatin structure [12]. Oncogenic proper-
ties have been shown in other chromatin modifiers as well,
including EZH2 and SMYD3 [13,14]. Given this evidence, it is
likely that PRDM14 regulates specific gene expression levels
through the modification of chromatin structure. This litera-
ture study suggests that using our approach can enhance the
efficiency of novel gene function discovery, including the
identification of genes involved in a core process such as chro-
matin modification, which is potentially relevant to our
understanding of human biology.
Experimental validation of gene function predictions in 
S. cerevisiae
The evaluations described above were based on cross-valida-
tion analysis and literature follow-up of specific predictions.
Relative performance of different methods with regard to the test set and novel set on GO biological process terms (size 101 to 300) Figure 8
Relative performance of different methods with regard to the test set and novel set on GO biological process terms (size 101 to 300). The relative 
performance of individual groups differs between the test set and novel set. In addition, the performance on the novel set was generally worse than on the 
test set. This indicates that cross-validation should be used carefully in assessing the relative performance of different algorithms and that evaluation on 
novel biology is necessary. Asterisks indicate second round submissions. GO, Gene Ontology.Genome Biology 2008, 9:S3
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Petite assay on the oms1Δgutant Figure 9
Petite assay on the oms1Δgutant. To further evaluate the performance of our ensemble algorithm, we applied our methodology to S. cerevisiae. We tested 
the second most significant uncharacterized gene with predicted involvement in mitochondria organization and biogenesis (GO:0007005). For this GO 
term, the Bayesian integration of single-dataset SVM was selected as the best performer in the ensemble. Using an assay for measuring the frequency of 
petite colonies for deletion mutants, we found that compared to (a) the wild type, (b) the oms1Δ mutant showed 67% more cells without functional 
mitochondria. GO, Gene Ontology; SVM, support vector machine.Genome Biology 2008, 9:S3
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We wanted to further verify that we are able to predict novel
biology using our approach and, furthermore, that our
method could be successfully extended to other species. Thus,
we also applied our ensemble method (including single SVM,
hierarchical correction and naïve Bayes integration of diverse
datasets) to S. cerevisiae, and validated the top predictions of
mitochondria-related function (GO:0007005, mitochondria
organization and biogenesis). For this term, the naïve Bayes
combination of diverse SVMs was selected as the best-per-
forming method. The top uncharacterized gene predicted by
our methods was ICY1. Though the function of this gene
remains unknown, it was identified as a high-copy suppressor
of the TIM22 mitochondrial protein import complex [15].
Furthermore, when ICY1 is deleted, these cells require mito-
chondrial DNA for survival (Saccharomyces  normally can
survive without mitochondrial DNA) [15]. Though the spe-
cific function of ICY1 remains unclear, these genetic pheno-
types strongly suggest a role in mitochondrial membrane
maintenance.
The second top uncharacterized gene was YDR316W (OMS1).
Similar to ICY1, OMS1 was identified as a high copy suppres-
sor of a mitochondrial protein (Oxa1). Though localization
studies [16,17] have identified Oms1 as a mitochondrial pro-
tein, its function remains a mystery. Using a classic assay to
measure perturbations in normal mitochondrial function
[18], we experimentally verified that Oms1 is required to
maintain functioning mitochondria. Briefly, wild-type and
oms1Δ strains were grown in glycerol, which selects for cells
that have functional mitochondria. These cultures are then
plated for single colonies on rich media, which allows growth
of cells without functional mitochondria. Resultant colonies
are grown on rich media to measure the proportion of cells in
the parent colony that lost mitochondrial function. This is
done by plating single cells from the colony on rich media and
overlaying the resulting colonies with tetrazolium, which
stains colonies that have functioning mitochondria red while
colonies lacking functioning mitochondria stay white (Figure
9). Eight independent frequencies were measured for both
oms1Δ cells and wild type. The oms1Δ cells had 67% more col-
onies without functional mitochondria compared to wild type
(P < 0.003, Mann Whitney U-test). This assay clearly demon-
strates that Oms1 is required for the normal production of
functional mitochondria and provides a strong validation of
our prediction methodology.
Conclusion
We have described an ensemble approach to gene function
prediction based on three configurations of SVM classifiers.
Specifically, we have demonstrated how the hierarchical con-
text of the GO can be used to refine independent GO term pre-
dictions and how a naïve Bayes combination of single dataset
classifiers can harness diverse functional information in het-
erogeneous data. We have shown that an ensemble of these
approaches can significantly improve GO term predictions
across a range of processes and performs very well relative to
a number of other state-of-the-art machine learning
approaches. Finally, we have demonstrated through predic-
tion of novel annotations for mouse and experimental valida-
tion of our predictions in yeast that this method can be used
to precisely discover new biology.
Materials and methods
Bagged SVM classifier for each GO term
The basis of our approach is a SVM classifier, which is a state-
of-the-art machine learning method that has been used suc-
cessfully for supervised learning on high-dimensional data in
a number of different application domains [19]. Our applica-
tion here is straightforward: we combine the raw input data
into a single dataset, train a linear-kernel SVM on each GO
term of interest using annotated genes as positive examples,
and use bootstrap aggregation (bagging) to derive predic-
tions. We evaluated several variations on data pre-processing
and bootstrapping, and highlight some of the critical factors
here.
One of the most critical choices in applying the single SVM
was the way in which features from diverse input data types
were combined. We found that direct concatenation of all
datasets led to over-weighting of datasets with more features
(for example, protein-protein interaction data), which is con-
sistent with previous reports of feature scaling for improved
performance (for example, [20]). Thus, to normalize each
dataset's contribution to the Gram matrix, we separated all
feature vectors for each gene into dataset-specific subsets of
components, that is:
where   is the feature vector for gene i from dataset k. Each
of these dataset-specific gene vectors were then normalized
separately as follows:
All normalized features for each gene were then concatenated
in a single input matrix, D:
This matrix, D, defined the set of features for each gene that
were input into each SVM. This simple procedure dramati-
cally and consistently improves classifier performance.
Before this normalization, all input genomic datasets were
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pre-processed as described in the 'Implementation details'
section below.
A second critical aspect of our application of single SVMs was
our use of bootstrapping. We applied bootstrap aggregation
(bagging) for each GO term, where examples (genes) were
randomly sampled with replacement (0.632 bootstrap, that
is, the expected fraction of selected data points is 0.632) [21].
For each bootstrap sample, a model was learned based on the
selected examples, and the resulting classifier was used to
give an output for both non-selected (out-of-bag) examples
and the unknown examples. The final classifier outputs were
taken as the median of out-of-bag values across bootstraps for
the training set, and as the median of all values across boot-
straps for the unknown examples. We found that perform-
ance rises sharply with the number of bootstrapping rounds
and levels off after approximately 25 rounds for all GO terms.
Bayesian hierarchical combination of SVM classifiers
The second component of our approach is a method for refin-
ing independent GO term classifiers by integrating them in
the context of the GO hierarchy. The method we propose here
is an extension of a simpler approach we developed and suc-
cessfully applied to the problem of yeast gene function predic-
tion in earlier work [22].
To briefly summarize, the basis of the approach is a Bayesian
network that enforces hierarchical consistency across GO
terms (for example, if a child node is predicted positive, then
the parent node must also be a positive prediction). Each hid-
den node in the Bayesian network corresponds to a GO term
and is associated with an observed node, which is the output
of the single SVM for that GO term (Figures 4a and 5a). The
Bayesian framework encodes both the hierarchical rules and
the classification performance of the single node classifiers
[22]. In our formulation here, the SVM classifiers at each
node are first trained on the GO terms independently and
performance characteristics are derived from bootstrapped
outputs on held-out genes.
We apply this approach as described in [22], but extend it to
work for the entire GO hierarchy (the initial method was
developed for a small set of GO terms). To make inference on
our Bayesian networks feasible, we split each GO branch (bio-
logical process, molecular function and cellular component)
into several smaller subgraphs, each preserving the local
neighborhood around each term. We used two different
approaches for defining these subgraphs.
First, for each GO node on which we made predictions, we
constructed Bayesian networks based on subgraphs including
only other GO terms in its Markov blanket (Figure 4a). The
nodes in a Markov blanket for Y are typically a subset of its
parents, its children and its children's parents. The values of
the variables corresponding to the nodes in the Markov blan-
ket for Y contain all the necessary data to make a prediction
for Y [23]. We refer to this approach as HIER-MB. Our second
approach for defining subgraphs was to apply a breadth-first
search (BFS) from each GO term to recover all descendants
up to a maximum of 30 total GO terms, restricting our set to
only terms with ≥ 5 annotations in the training set (Figure 5a).
GO term predictions were made for all nodes present in these
subgraphs. We refer to this method as HIER-BFS. Using
these two approaches, each GO term occurred in several
Bayesian networks, reflecting slightly different local GO term
contexts. Finally, hierarchically corrected predictions for
each GO term were chosen on the basis of the performance of
the median of bootstrap outputs for bootstrap held-out genes.
Naïve Bayes combination of SVM classifiers on diverse 
data
The final component of our ensemble is a naïve Bayes combi-
nation of per-dataset SVM classifiers. The motivation behind
this approach is the understanding that a single-kernel SVM
on a concatenation of several diverse datasets may be less
than optimal for the heterogeneity of the input genomic data.
Thus, we applied an approach that learns at a dataset-specific
level, but that also robustly integrates across several datasets.
A naïve Bayes combination of per-dataset SVMs is ideal for
this setting; naïve Bayes classifiers have been widely applied
in a variety of domains and are known for their robust per-
formance on diverse biological settings [5] and SVMs are able
to provide good classification performance, particularly on
high-dimensional datasets. This combination enabled us to
capture the heterogeneity across datasets while still harness-
ing the accuracy of the SVM. SVMs were trained independ-
ently on each of the input datasets, and these outputs were
combined with a naïve Bayes classifier on the basis of the
held-out set performance. We used linear kernel SVMs for all
datasets except the protein-protein interaction data, where
we used a diffusion kernel [24] because it showed superior
performance. Previous work on integration of diverse data
with SVMs has focused on kernel-level integration (for exam-
ple, [25-27]). We suggest this as an alternative, with the pos-
sible advantage that our framework allows for non-linear
combinations of the input data, which is not always the case
for kernel-level integration methods. Although direct com-
parison of these two approaches is beyond the scope of this
work, we find that the one presented here can significantly
improve a single SVM classifier's predictions in many cases
(see Results). For all dataset classifiers, we used bootstrap
aggregation (bagging) over 25 bootstrap samples, reporting
the median output of all held-out SVM instances for each
gene. These held-out values were used to characterize the dis-
tribution of positive and negative examples for each dataset
and GO term (Figure 6a). We then applied a naïve Bayes clas-
sifier to estimate the probability of annotation to a certain GO
term, given SVM outputs of all datasets for a gene:
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where GOY stands for a positive GO term annotation (Yes), Ei
represents the value of the SVM output for dataset i, and Z is
a scaling factor depending only on E1, E2,.... En.
Forming an ensemble prediction
We measured the performance of each classifier (single SVM,
hierarchical correction of SVMs, and a naïve Bayes combina-
tion of SVMs on diverse datasets) on each term using the AUC
for the performance of the median of out-of-bag bootstrap
outputs and selected the best-performing approach for each
GO term.
One could imagine a more sophisticated scheme for combin-
ing these approaches and, in fact, we experimented with sev-
eral. For instance, we evaluated using the naïve Bayes
combined predictions as input to the hierarchical correction
n e t w o r k .  H o w e v e r ,  t h i s  a n d  several other more complex
methods resulted in poor classification performance, often
characterized by overfitting. As we illustrate in the Results
section, each of our individual methods shows improvement
in relatively distinct areas of the GO, which may explain why
simple combination schemes are effective.
Implementation details
Pre-processing of functional genomic data and gold standard
The MouseFunc benchmark datasets used in this study were
provided by the organizers [9] and consisted of both binary
and continuous features. The binary datasets, often very
sparse, included the InterPro domain data [28], MGI pheno-
type data [29], Online Mendelian Inheritance in Man
(OMIM) disease data [30] mapped to laboratory mouse [31],
PfamA domain data [32] and protein-protein interaction data
[33]. Because only non-zero entries were used as SVM input,
feature columns that contained less than three non-zero
entries were removed from the data matrix. All missing data
were treated as zero entries.
Continuous-valued features included the Su et al. expression
data [34], Zhang et al. expression data [35], expression data
from Serial Analysis of Gene Expression (SAGE), and phylo-
genetic profiles from InParanoid [31]. All entries in these data
matrices are usually non-zero. However, the values vary in
scale across data matrices, making direct application of the
SVM classifier impractical. As a result, for each continuous
dataset, we z-score normalized the data by feature to zero-
mean and unit-variance before normalizing each dataset's
contribution to the Gram matrix (see the 'Bagged SVM classi-
fier for each GO term' section).
All methods used here for gene function prediction are super-
vised, and thus require a gold standard set of positive and
negative examples for each GO term. The positive examples
for each term were taken as genes annotated directly or to a
descendent term. Negative examples were assumed to be all
other genes in the training set.
SVM implementation and parameter selection
In this study, we used the SVMlight software [36] as a basis to
implement all SVM classifiers. We experimented with several
parameters, including C (trade-off between training errors
and margin), w (epsilon width), and j (cost-factor) over a
wide range. We found that only the cost-factor had a signifi-
cant impact on the classifier performance on our data, and we
set its value to the ratio of negative examples to positive
examples in the training set. With the exception of a diffusion
kernel on the protein-protein interaction data, all other SVMs
used a linear kernel. We also experimented with a radial basis
function kernel but found that it resulted in poorer perform-
ance for many GO terms. For Bayesian network inference, we
used the University of Pittsburgh Decision System Labora-
tory's SMILE library and GENIE modeling environment [37].
Computational cost of the algorithm
The most computationally intensive part of our method is
training the SVMs, which in the worst case, is linear in the
number of training examples (n) and the number of non-zero
features (s) (O(sn)) [38]. SVMs are trained for each GO term,
each dataset (approximately 10), and each bootstrap fold (25
total). The structure of the Bayesian networks for hierarchical
correction are fixed based on the structure of the GO and the
size of each subgraph is limited such that the time complexity
of inference on each network is minimal (fewer than 30 total
nodes). Parameter estimation for both the hierarchical and
naïve Bayes classifiers is based on out-of-bag bootstrap values
from the SVM classifiers and is also minimal compared to the
SVM training phase.
Experimental protocol for yeast mitochondria assay
Yeast is able to grow and proliferate even without functional
mitochondria on fermentable carbon sources. As such, yeast
cells occasionally fail to pass respiratory competent mito-
chondria on to daughter cells, but these cells can continue to
proliferate. Cells lacking functional mitochondria are called
petite cells. In this assay we assessed the rate at which single
gene knockout strains produced petite offspring as adapted
from [18].
The oms1Δ:kanMX strain was obtained by fresh sporulation
of the heterozygous deletion strain from the international
consortium collection [39]; six independent spores were iso-
lated by single colony purification on selective media for the
kanMX cassette.
For each mutant strain tested, we grew several replicates of
the strain for 48 hours in liquid YP Gycerol at 30°C [40].
Strains able to grow on glycerol were diluted and plated for
single colonies on YPD plates, which releases the requirement
for functional mitochondria. Thus, as colonies formed, cells
without functional mitochondria were generated. When the
colony is fully formed it comprises a mixture of cells with
functional mitochondria and cells without functional mito-
chondria. We measured this ratio by re-suspending a colonyhttp://genomebiology.com/2008/9/S1/S3 Genome Biology 2008,     Volume 9, Suppl 1, Article S3       Guan et al. S3.17
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and plating a dilution of this re-suspension such that 100 to
300 colonies were formed on a YPD plate. By overlaying with
soft agar containing tetrazolium, cells with functional mito-
chondria were stained red, while cells without functional
mitochondria remained white. The final mixture for agar
overlay contained 0.2% 2,3,5-triphenyltetrazolium chloride
(Sigma, St Louis, MO, USA), 0.067 M phosphate buffer pH
7.0 and 1.5% bacto agar. The ratio of white cells to total cells
gives the petite frequency. Eight independent petite frequen-
cies (biological replicates) were measured for each strain
tested. The distribution of these frequencies was compared to
the frequency of petite generation in wild-type yeast.
Abbreviations
AUC, area under ROC curve; BFS, breadth-first search; GO,
Gene Ontology; HIER-BFS, breadth-first search hierarchical
correction; HIER-MB, Markov blanket hierarchical correc-
tion; MGI, Mouse Genome Informatics; ROC, receiver oper-
ating characteristic; SVM, support vector machine.
Competing interests
The authors declare that they have no competing interests.
Authors' contributions
YG was responsible for developing, implementing and apply-
ing the approach and drafted the manuscript. CLM assisted in
developing and applying the method, helped in interpreting
the results, and helped draft the manuscript. DH and AC per-
formed experimental confirmation on the yeast deletion
mutant, and DH helped draft the manuscript. ZB originally
conceived the idea of hierarchical correction and provided
guidance in applying it to mouse data. OGT supervised the
effort and provided feedback throughout the process. All
authors read and approved the final version of the manu-
script.
Acknowledgements
This research is partially supported by NSF CAREER award DBI-0546275
to OGT, NIH grant R01 GM071966, NIH grant T32 HG003284, and
NIGMS Center of Excellence grant P50 GM071508. OGT is an Alfred P
Sloan Research Fellow. We thank Rob Kuper, John Wiggins and Mark
Schroeder for excellent technical support.
This article has been published as part of Genome Biology Volume 9 Supple-
ment 1, 2008: Quantitative inference of gene function from diverse large-
scale datasets. The full contents of the supplement are available online at
http://genomebiology.com/supplements/9/S1
References
1. Aerts S, Lambrechts D, Maity S, Van Loo P, Coessens B, De Smet F,
Tranchevent LC, De Moor B, Marynen P, Hassan B, Carmeliet P,
Moreau Y: Gene prioritization through genomic data fusion.
Nat Biotechnol 2006, 24:537-544.
2. Chen Y, Xu D: Global protein function annotation through
mining genome-scale data in yeast Saccharomyces cerevisiae.
Nucleic Acids Res 2004, 32:6414-6424.
3. Joshi T, Chen Y, Becker JM, Alexandrov N, Xu D: Genome-scale
gene function prediction using multiple sources of high-
throughput data in yeast Saccharomyces cerevisiae.  OMICS
2004, 8:322-333.
4. Karaoz U, Murali TM, Letovsky S, Zheng Y, Ding C, Cantor CR, Kasif
S: Whole-genome annotation by using evidence integration
in functional-linkage networks.  Proc Natl Acad Sci USA 2004,
101:2888-2893.
5. Myers CL, Robson D, Wible A, Hibbs MA, Chiriac C, Theesfeld CL,
Dolinski K, Troyanskaya OG: Discovery of biological networks
from diverse functional genomic data.  Genome Biol 2005,
6:R114.
6. Troyanskaya OG, Dolinski K, Owen AB, Altman RB, Botstein D: A
Bayesian framework for combining heterogeneous data
sources for gene function prediction (in Saccharomyces cere-
visiae).  Proc Natl Acad Sci USA 2003, 100:8348-8353.
7. Yao Z, Ruzzo WL: A regression-based K nearest neighbor algo-
rithm for gene function prediction from heterogeneous
data.  BMC Bioinformatics 2006, 7(Suppl 1):S11.
8. Hill DP, Davis AP, Richardson JE, Corradi JP, Ringwald M, Eppig JT,
Blake JA: Program description: strategies for biological anno-
tation of mammalian systems: implementing gene ontolo-
gies in mouse genome informatics.  Genomics 2001, 74:121-128.
9. Peña-Castillo L, Tasan M, Myers C, Lee H, Joshi T, Zhang C, Guan Y,
Leone M, Pagnani A, Kim W, Krumpelman C, Tian W, Obozinski G,
Qi Y, Mostafavi S, Lin GN, Berriz G, Gibbons F, Lanckriet G, Qiu J,
Grant C, Barutcuoglu Z, Hill DP, Warde-Farely D, Grouios C, Ray D,
Blake JA, Deng M, Jordan M, Noble WS, et al.: A critical assess-
ment of Mus musculus gene function prediction using inte-
grated genomic evidence.  Genome Biol 2008, 9(Suppl 1):S2.
10. Carninci P, Kasukawa T, Katayama S, Gough J, Frith MC, Maeda N,
Oyama R, Ravasi T, Lenhard B, Wells C, Kodzius R, Shimokawa K,
Bajic VB, Brenner SE, Batalov S, Forrest ARR, Zavolan M, Davis MJ,
Wilming LG, Aidinis V, Allen JE, Ambesi-Impiombato A, Apweiler R,
Aturaliya RN, Bailey TL, Bansal M, Baxter L, Beisel KW, Bersano T,
Bono H: The transcriptional landscape of the mammalian
genome.  Science 2005, 309:1559-1563.
11. Nishikawa N, Toyota M, Suzuki H, Honma T, Fujikane T, Ohmura T,
Nishidate T, Ohe-Toyota M, Maruyama R, Sonoda T, Sasaki Y, Urano
T, Imai K, Hirata K, Tokino T: Gene amplification and overex-
pression of PRDM14 in breast cancers.  Cancer Res 2007,
67:9649-9657.
12. Zhang Y, Reinberg D: Transcription regulation by histone
methylation: interplay between different covalent modifica-
tions of the core histone tails.  Genes Dev 2001, 15:2343-2360.
13. Hamamoto R, Furukawa Y, Morita M, Iimura Y, Silva FP, Li M, Yagyu
R, Nakamura Y: SMYD3 encodes a histone methyltransferase
involved in the proliferation of cancer cells.  Nat Cell Biol 2004,
6:731-740.
14. Varambally S, Dhanasekaran SM, Zhou M, Barrette TR, Kumar-Sinha
C, Sanda MG, Ghosh D, Pienta KJ, Sewalt RG, Otte AP, Rubin MA,
Chinnaiyan AM: The polycomb group protein EZH2 is involved
in progression of prostate cancer.  Nature 2002, 419:624-629.
15. Dunn CD, Jensen RE: Suppression of a defect in mitochondrial
protein import identifies cytosolic proteins required for via-
bility of yeast cells lacking mitochondrial DNA.  Genetics 2003,
165:35-45.
16. Lemaire C, Guibet-Grandmougin F, Angles D, Dujardin G, Bonnefoy
N: A yeast mitochondrial membrane methyltransferase-like
protein can compensate for oxa1 mutations.  J Biol Chem 2004,
279:47464-47472.
17. Huh WK, Falvo JV, Gerke LC, Carroll AS, Howson RW, Weissman
JS, O'Shea EK: Global analysis of protein localization in bud-
ding yeast.  Nature 2003, 425:686-691.
18. Ogur M, St John R, Nagai S: Tetrazolium overlay technique for
population studies of respiration deficiency in yeast.  Science
1957, 125:928-929.
19. Burges CJC: A tutorial on Support Vector Machines for pat-
tern recognition.  Data Mining Knowledge Discovery 1998, 2:121-167.
20. Pavlidis P, Weston J, Cai J, Noble WS: Learning gene functional
classifications from multiple data types.  J Comput Biol 2002,
9:401-411.
21. Efron B: The Jackknife, the Bootstrap, and Other Resampling Plans Phila-
delphia, PA: Society for Industrial and Applied Mathematics; 1982. 
22. Barutcuoglu Z, Schapire RE, Troyanskaya OG: Hierarchical multi-
label prediction of gene function.  Bioinformatics 2006,
22:830-836.
23. Pearl J: Probabilistic Reasoning in Intelligent Systems San Francisco, CA:Genome Biology 2008, 9:S3
http://genomebiology.com/2008/9/S1/S3 Genome Biology 2008,     Volume 9, Suppl 1, Article S3       Guan et al. S3.18
Morgan Kaufmann; 1988. 
24. Kondor R, Lafferty J: Diffusion kernels on graphs and other dis-
crete input spaces.  In Proceedings of the Nineteenth International
Conference on Machine Learning: 8 to 12 July 2002; Sydney Edited by:
Sammut C, Hoffmann AG. San Francisco, CA: Morgan Kaufmann;
2002:315-322. 
25. Yamanishi Y, Vert JP, Kanehisa M: Protein network inference
from multiple genomic data: a supervised approach.  Bioinfor-
matics 2004, 20(Suppl 1):i363-370.
26. Kato T, Tsuda K, Asai K: Selective integration of multiple bio-
logical data for supervised network inference.  Bioinformatics
2005, 21:2488-2495.
27. Ben-Hur A, Noble WS: Kernel methods for predicting protein-
protein interactions.  Bioinformatics 2005, 21:I38-I46.
28. Mulder NJ, Apweiler R, Attwood TK, Bairoch A, Bateman A, Binns D,
Bradley P, Bork P, Bucher P, Cerutti L, Copley R, Courcelle E, Das U,
Durbin R, Fleischmann W, Gough J, Haft D, Harte N, Hulo N, Kahn
D, Kanapin A, Krestyaninova M, Lonsdale D, Lopez R, Letunic I, Mad-
era M, Maslen J, McDowall J, Mitchell A, Nikolskaya AN, et al.: Inter-
Pro, progress and status in 2005.  Nucleic Acids Res 2005,
33:D201-205.
29. Eppig JT, Blake JA, Bult CJ, Kadin JA, Richardson JE: The mouse
genome database (MGD): new features facilitating a model
system.  Nucleic Acids Res 2007, 35:D630-D637.
30. Hamosh A, Scott AF, Amberger JS, Bocchini CA, McKusick VA:
Online Mendelian Inheritance in Man (OMIM), a knowledge-
base of human genes and genetic disorders.  Nucleic Acids Res
2005, 33:D514-517.
31. O'Brien KP, Remm M, Sonnhammer EL: Inparanoid: a compre-
hensive database of eukaryotic orthologs.  Nucleic Acids Res
2005:D476-480.
32. Finn RD, Mistry J, Schuster-Böckler B, Griffiths-Jones S, Hollich V,
Lassmann T, Moxon S, Marshall M, Khanna A, Durbin R, Eddy SR, Son-
nhammer EL, Bateman A: Pfam: clans, web tools and services.
Nucleic Acids Res 2006, 34:D247-251.
33. Brown KR, Jurisica I: Online predicted human interaction data-
base.  Bioinformatics 2005, 21:2076-2082.
34. Su AI, Wiltshire T, Batalov S, Lapp H, Ching KA, Block D, Zhang J,
Soden R, Hayakawa M, Kreiman G, Cooke MP, Walker JR, Hogenesch
JB: A gene atlas of the mouse and human protein-encoding
transcriptomes.  Proc Natl Acad Sci USA 2004, 101:6062-6067.
35. Zhang W, Morris QD, Chang R, Shai O, Bakowski MA, Mitsakakis N,
Mohammad N, Robinson MD, Zirngibl R, Somogyi E, Laurin N,
Eftekharpour E, Sat E, Grigull J, Pan Q, Peng WT, Krogan N, Green-
blatt J, Fehlings M, Kooy D van der, Aubin J, Bruneau BG, Rossant J,
Blencowe BJ, Frey BJ, Hughes TR: The functional landscape of
mouse gene expression.  J Biol 2004, 3:21.
36. Joachims T: Transductive inference for text classification using
support vector machines.  In Proceedings of the 16th International
Conference on Machine Learning: 27 to 30 June 1999; Bled, Slovenia
Edited by: Bratko I, Dzeroski S. San Francisco, CA: Morgan Kaufmann;
1999:200-209. 
37. Druzdzel M: SMILE: structural modeling, inference, and learn-
ing engine and genie: a development environment for graph-
ical decision-theoretic models.  In Proceedings of the Sixteenth
National Conference on Artificial Intelligence: 18 to 22 July 1999; Orlando,
FL Menlo Park, CA: AAAI Press; 1999:902-903. 
38. Joachims T: Training linear SVMs in linear time.  In Proceedings
of the Twelfth ACM SIGKDD International Conference on Knowledge Dis-
covery and Data Mining: 20 to 23 August; Philadelphia, PA Edited by: Eli-
assi-Rad T, Ungar LH, Craven M, Gunopulos D. New York, NY: ACM;
2006:217-226. 
39. Giaever G, Chu AM, Ni L, Connelly C, Riles L, Veronneau S, Dow S,
Lucau-Danila A, Anderson K, Andre B, Arkin AP, Astromoff A, El Bak-
koury M, Bangham R, Benito R, Brachat S, Campanaro S, Curtiss M,
Davis K, Deutschbauer A, Entian K-D, Flaherty P, Foury F, Garfinke
DJ, Gerstein M, Gotte D, Güldener U, Hegemann JH, Hempel S, Her-
man Z, et al.: Functional profiling of the Saccharomyces cerevi-
siae genome.  Nature 2002, 418:387-391.
40. Burke D, Dawson D, Stearns T, Stearns T: Methods in Yeast Genetics,
2000 Edition: a Cold Spring Harbor Laboratory Course Manual Cold
Spring Harbor, NY: Cold Spring Harbor Laboratory Press; 2000. 