Abstract -Tracking spectral changes in neural signals, such as local field potentials (LFPs) and scalp or intracranial electroencephalograms (EEG, iEEG), is an important problem in early detection and prediction of seizures. Most approaches have focused on either parametric or nonparametric spectral estimation methods based on moving time windows. Here, we explore an adaptive (time-varying) parametric ARMA approach for tracking spectral changes in neural signals based on the fixed-interval Kalman smoother. We apply the method to seizure detection based on spectral features of intracortical LFPs recorded from a person with pharmacologically intractable focal epilepsy. We also devise and test an approach for real-time tracking of spectra based on the adaptive parametric method with the fixed-interval Kalman smoother. The order of ARMA models is determined via the AIC computed in moving time windows.
I. INTRODUCTION Spectral power in several frequency bands have been used [1] [2] [3] [4] [5] as informative features for human and non-human epileptic seizure detection based on a variety of neural signals, including scalp electroencephalogram (EEG), intracranial EEG (iEEG), and local field potentials (LFPs).
There are mainly two approaches for spectral estimation: nonparametric and parametric. The nonparametric spectral estimation method is usually based on the tapered Fast Fourier Transform (FFT) or related methods such as wavelet transforms. On the other hand, the parametric or model-based approach assumes that measured time series are realizations of a given stochastic model specified by certain parameters.
Examples of parametric approaches include autoregressive (AR) [6] [7] [8] [9] and autoregressive moving-average (ARMA) models [10, 11] . Recently, adaptive time-varying AR or ARMA models based on the fixed-interval Kalman smoother have been applied to track nonstationarities in EEG and LFPs [10] [11] [12] . Those approaches led to several advantages in terms of improved signal-to-noise ratio (SNR) and higher spectral resolution when compared to traditional nonparametric moving time window approaches.
In this study, we apply the adaptive time-varying ARMA model based on the fixed-interval Kalman smoother to early detection of human epileptic seizures, and compare its performance with respect to a nonparametric approach based on moving time windows. The adaptive ARMA model is used to estimate interictal (between seizures, normal) and ictal (seizure) LFP-spectral features in several frequency bands. In addition, we propose an approach for real-time processing of the adaptive parametric spectral estimation with the fixed-interval Kalman smoother. Furthermore, we explore an approach for ARMA model order selection based on the Akaike's Information Criterion (AIC) and moving time windows [6] in the context of early seizure detection.
II. METHODS
In this section, we briefly review the main setup for ARMA modeling and adaptive spectral estimation approach based on the Kalman smoother. We follow the formulation in [10, 11] and also address practical implementation issues for real-time applications and model order selection.
A. ARMA Modeling and State Space Representation
The LFP in a given channel at discrete time k, , is represented by a time-varying ARMA ( ) model
Equivalently, a linear discrete-time state-space representation can be formulated as where the states
are the parameters to be tracked and are assumed to follow a random walk; the noise processes { } and { } are uncorrelated and given by ( ) ( ),
and [ ].
B. Fixed-Interval Kalman Smoothing and Parametric Spectral Estimation
The fixed-interval Kalman smoother is an algorithm used to estimate optimal states over interior time points in a fixed time interval via the standard forward Kalman filtering and backward smoothing. See [10, 11] for more details on the mathematical setup for ARMA modeling with the fixed-interval Kalman smoother. Our Kalman smoother was initialized with and an SNR of . This low SNR reflects our assumption that the time-varying coefficients of the ARMA model change much slower than the observation noise process.
Once the coefficients ( ̂ ( ) ̂ ( ) ) of the ARMA model were estimated during a fixed-time interval, power spectral density was calculated according to [10, 11] ( )
where denotes the sampling rate.
C. Practical Online Processing with the Fixed-Interval Kalman Smoother
Fixed-interval Kalman smoothing is inherently applicable to offline analysis only, because it requires complete measurements in the fixed-interval epoch for smoothing to be processed. Thus, for actual real-time processing, a scheme based on the fixed-lag smoothing is typically used [10, 11] .
Here, we have instead modified the traditional fixed-interval Kalman smoothing in order to handle the scenario of a real-time application. Using 1-sec time-moving Hamming windows, Kalman smoothing was applied in each window; we treated each 1-sec window as a fixed-interval; last state estimates and covariance matrix of their estimation errors in one window were passed to the next window and used for initialization and fast convergence; and so on for the following windows. In each time window, we used the Rauch, Tung and Striebel (RTS) smoothing [13] . In what we refer to as pseudo-online analysis, we applied this modified fixed-interval Kalman smoothing method for real-time processing to the collected dataset.
D. ARMA Model Order Determination
The selection of model complexity or order is a critical issue, because the model should neither over-fit the signals by generating spurious poles and zeros nor under-fit them by neglecting important spectral details. Unfortunately, model order selection in EEG or LFPs is not a trivial issue due to the nature of these signals. For model order selection, we adopted the following approach [6] . We ran adaptive ARMA models with the Kalman smoother on fixed 1-sec intervals in offline analysis, and tried different model orders for each interval. For each interval, the model order (p,q) that minimized the Akaike's Information Criterion (AIC) [11] ,
where is N is the number of samples in a window, was selected. Finally, the most typical model order (p,q) across all of the examined 1-sec fixed intervals was selected as the actual model order to be used across the entire dataset in the seizure detection analysis (see Results for more details).
E. Dataset Description
LFPs were recorded via a NeuroPort 96-microelectrode array (Blackrock Microsystems, Salt Lake City, UT USA) implanted in the temporal cortex of a 52-year-old woman, who mainly suffered from complex partial seizures. All the recordings and this study were performed with approval of Institutional Review Boards at local Partners Human Research Committee and Brown University, as well as with informed consent of the participant. For more details about descriptions of the participant and the implanted array, refer to the online method section in [14] .
The dataset used in this study included 4 seizures and a corresponding 6-min-long period preceding each seizure event. Neural signals were recorded originally broadband (0.3 Hz -7.5 kHz) and sampled at 30 kHz. LFPs examined here were extracted from the neural recordings through lowpass-filtering at 256 Hz and down-sampling to 1 kHz.
III. RESULTS
We evaluated the seizure detection performance of the parametric spectral estimation method based on the adaptive time-varying ARMA modeling with the fixed-interval Kalman smoother. We also compared its performance with a nonparametric approach based on the multitaper spectral estimator.
A. Model Order Determination
For practical implementation purposes in the seizure detection context, we searched for a fixed model order which can capture well LFP spectra during both interictal and ictal periods. 20-sec epochs before and after all of the 4 seizures were examined for determination of model order. We computed the AIC for various ARMA model orders ( ) using 1-sec fixed intervals as described in Methods, and considered the following ranges p = 1, …, 40, and q = 1, …, 4 (see Figure 2) . The most frequently chosen ARMA model orders were ( ) for offline smoothing with complete measurements and ( ) for the pseudo-online analysis.
B. Comparison of Spectrograms based on Nonparametric and Proposed Parametric Methods
We compared the seizure detection performance based on our proposed adaptive parametric approach and a nonparametric approach using the multitaper estimator ( [15, 16] ; Chronux software package [17] ). Specifically, for the nonparametric estimation, we used 9 tapers and a time-bandwidth product equal to 5 in 1-sec non-overlapping moving time windows (see Figure 3) . For the parametric estimation, we computed spectral power in 1-sec windows with averaged coefficients of ARMA models with the fixed-interval Kalman smoother in the corresponding time window.
Based on visual inspection of the spectrograms generated by these two approaches (Figure 3) , we observed the following main differences. First, short and abrupt bursts in LFP power in epochs prior to seizures were smoothed out in the adaptive parametric estimation methods. Also, spectral changes around 20-60 Hz during ictal epochs, which were important discriminative features of epileptic seizures in the studied participant's LFPs, became more distinct in the adaptive parametric approach. In addition, the pseudo-online approach with the fixed-interval Kalman smoother performed comparably to the offline analysis with the fixed-interval smoother, which cannot be directly applied to online applications.
C. Enhancement of the Separability between Interictal and Ictal Epochs (for Seizure Detection)
We used the Fisher's linear discriminant (FLD) to assess the performance of the two spectral estimators in terms of seizure detection. FLD is a linear separability measure between samples in two groups defined as
where and correspond to the mean of groups 1 (interictal) and 2 (ictal), respectively, and and are the corresponding variances. The greater FLD is, the more linearly separable the two groups are [18] . (p=22,q=2) . Middle and bottom panels: histograms of model orders selected in 1-sec time windows in offline smoothing analysis (middle) and in pseudo-online smoothing analysis (bottom). The most frequent model order in the analyzed epochs (including all 4 seizure events) was (p=22,q=2) in the offline analysis and (p=28,p=2) in the pseudo-online analysis. These most frequent model orders were used for further analysis of seizure detection. TABLE I shows the FLD separability measures based on 100-sec interictal and 20-sec ictal LFP spectral features. Spectral power in 3 bands (0.3-10 Hz, 20-55 Hz, and 125-250 Hz) were previously determined as important discriminative features for the participant [19] , and were used here in the separability analysis. Though there was a decrease in separability when only the 1 st band was used, significant improvements with the adaptive parametric approaches were observed in all of the other cases, in particular with the 3 bands (one-tailed p-value < 0.01 and p-value < 0.05 in the offline and the pseudo-online analyses, respectively).
IV. DISCUSSION
We examined an adaptive parametric spectral estimation approach based on ARMA models and the fixed-interval Kalman smoother for seizure detection in a participant with pharmacologically intractable focal epilepsy. Spectral features of LFPs recorded from an intracortical microelectrode array were used for seizure detection. In addition, we extended the approach based on the fixed-interval Kalman smoother in [10, 11] , which was limited to offline applications, to a real-time approach. We successfully demonstrated this extension with the pseudo-online seizure detection analysis. The advantages of the proposed adaptive parametric approach, including the improvement in separability of interictal and ictal epochs, may ultimately lead to better seizure detection schemes. ARMA model order selection is a non-trivial task, especially when tracking highly nonstationary signals such as EEG, iEEG, and LFPs. Several criteria (cost functions) and approaches have been proposed: for example, the final prediction error (FPE) criterion [20] and Bayesian-based inference [21] . We adopted a practical approach for model order selection based on finding the most typical order (determined according to the AIC criterion) in non-overlapping time windows covering segments of interictal and ictal periods. Determination with the FPE criterion resulted in identical model orders in the pseudo-online analysis. Adaptive model order selection remains, nevertheless, an important issue especially in the context of real-time applications. We plan to examine further this issue in future studies.
We hope to assess the performance of the adaptive parametric spectral estimation approach described here in the context of seizure detection in larger datasets including seizures from multiple participants and hybrid neural signals (e.g. iEEG and LFPs). We also anticipate the application of the proposed approach in the context of brain-computer/machine-interfaces that use neural-signal spectral features for restoration of movement and communication in people with neurological disorders [22, 23] .
