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FLUCTUATIONS, GRAVITY, AND THE QUANTUM POTENTIAL
ROBERT CARROLL
UNIVERSITY OF ILLINOIS, URBANA, IL 61801
Abstract. We show how the quantum potential arises in various ways and trace its
connection to quantum fluctuations and Fisher information along with its realization in
terms of Weyl curvature. It represents a genuine quantization factor for certain classical
systems as well as an expression for quantum matter in gravity theories of Weyl-Dirac
type. Many of the facts and examples are extracted from the literature (with references
cited) and we mainly provide connections and interpretation, with a few new observa-
tions. We deliberately avoid ontological and epistemological discussion and resort to a
collection of contexts where the quantum potential plays a visibly significant role. In
particular we sketch some recent results of F. and A. Shojai on Dirac-Weyl action and
Bohmian mechanics which connects quantum mass to the Weyl geometry. Connections
a` la Santamato of the quantum potential with Weyl curvature arising from a stochastic
geometry, are also indicated for the Schro¨dinger equation (SE) and Klein-Gordon (KG)
equation. Quantum fluctuations and quantum geometry are linked with the quantum
potential via Fisher information. Derivations of SE and KG from Nottale’s scale rel-
ativity are sketched along with a variety of approaches to the KG equation. Finally
connections of geometry and mass generation via Weyl-Dirac geometry with many cos-
mological implications are indicated, following M. Israelit and N. Rosen.
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1. THE SCHRO¨DINGER EQUATION
The quantum potential seems to have achieved prominence via the work of L. deBroglie
and D. Bohm plus many others on what is often now called Bohmian mechanics. There
have been many significant contributions here and we refer to [40, 41, 42, 43, 44, 47, 50, 54]
for a reasonably complete list of references. A good picture of the current theory can be
obtained from the papers by an American-German-Italian (AGI) group of Allori, Barut,
Berndl, Daumer, Du¨rr, Georgi, Goldstein, Lebowitz, Teufel, Tumulka, and Zanghi (cf. [8, 9,
19, 22, 23, 24, 25, 26, 69, 73, 74, 75, 76, 77, 78, 79, 87, 89, 87, 91, 92, 93, 94, 189, 190, 194]).
We refer also to Holland [103, 104, 105, 106], Nikolic´ [134, 135, 136, 137, 138], Floyd [83, 84],
and Bertoldi, Faraggi, and Matone [27, 81, 82] for other approaches and summaries. Other
specific references will arise as we go along but we emphasize with apologies that there are
many more interesting papers omitted here which hopefully are covered in [54].
First in a simple minded way one can look at a Schro¨dinger equation (SE)
(1.1) − ~
2
2m
ψ′′ + V ψ = i~ψt; ψ = Re
iS/~
leading to (′ ∼ ∂x)
(1.2) St +
S2x
2m
+ V − ~
2R′′
R
= 0; ∂t(R
2) +
1
m
(R2S′)′ = 0
(1.3) P = R2 ∼ |ψ|2; Q = − ~
2
2m
R′′
R
⇒ St + (S
′)2
2m
+Q+ V = 0; Pt +
1
m
(PS′)′ = 0
Here Q is the quantum potential and in 3-dimensions for example one expresses this as
Q = −(~2/2m)(∆√ρ)/√ρ (R = √P , P ∼ ρ).
In a hydrodynamic mode one can write (1-dimension for simplicity and with the proviso
that S 6= const.) p = S′ = mq˙ = mv (v a velocity or collective velocity) and ρ = mP (ρ an
unspecified mass density) to obtain an Euler type hydrodynamic equation (∂ ∼ ∂x)
(1.4) ∂t(ρv) + ∂(ρv
2) +
ρ
m
∂V +
ρ
m
∂Q = 0
REMARK 1.1. Given a wave function ψ with |ψ|2 representing a probability density
as in conventional quantum mechanics (QM) it is not unrealistic to imagine an ensemble
picture emerging here (as a “cloud” of particles for example). This will be analogous to
diffusion or fluid flow of course but can also be modeled on a Bohmian particle picture and
this will be discussed later in more detail. We note also that Q appears in the Hamilton-
Jacobi (HJ) type equation (1.3) but is not present in the SE (1.1). If one were to interpret
∂V as a hydrodynamical pressure term −(1/ρ)∂P then the SE would be unchanged and the
hydrodynamical equation (with no Q term) would be meaningful in the form
(1.5) ∂t(ρv) + ∂(ρv
2) =
1
m
∂P
Thinking of Q as a quantization of (1.5) yielding (1.4) leads then to the SE (1.1). 
REMARK 1.2. The development of the AGI school involves now
(1.6) q˙ = v =
~
m
ℑψ
∗ψ′
|ψ|2
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and this is derived as the simplest Galilean and time reversal invariant form for velocity
transforming correctly under velocity boosts. This is a nice argument and seems to avoid
any recourse to Floydian time (cf. [50, 54]). 
Next we consider relations of diffusion to QM following Nagasawa, Nelson, et al (cf.
[131, 132, 133] - see also e.g. [67, 70, 86, 119, 120, 121]) and sketch some formulas for
a simple Euclidean metric where ∆ =
∑
(∂/∂xi)2. Then ψ(t, x) = exp[R(t, x) + iS(t, x)]
satisfies a SE i∂tψ + (1/2)∆ψ + ia(t, x) · ∇ψ − V (t, x)ψ = 0 (~ = m = 1)) if and only if
(1.7) V = −∂S
∂t
+
1
2
∆R+
1
2
(∇R)2 − 1
2
(∇S)2 − a · ∇S;
0 =
∂R
∂t
+
1
2
∆S + (∇S) · (∇R) + a · ∇R
in the region D = {(s, x) : ψ(s, x) 6= 0}. Solutions are often referred to as weak or
distributional but we do not belabor this point. From [131] there results
THEOREM 1.1. Let ψ(t, x) = exp[R(t, x) + iS(t, x)] be a solution of the SE above; then
φ(t, x) = exp[R(t, x) + S(t, x)] and φˆ = exp[R(t, x)− S(t, x)] are solutions of
(1.8)
∂φ
∂t
+
1
2
∆φ+ a(t, x) · ∇φ+ c(t, x, φ)φ = 0;
−∂φˆ
∂t
+
1
2
∆φˆ− a(t, x) · ∇φˆ+ c(t, x, φ)φˆ = 0
where the creation and annihilation term c(t, x, φ) is given via
(1.9) c(t, x, φ) = −V (t, x) − 2∂S
∂t
(t, x) − (∇S)2(t, x)− 2a · ∇S(t, x)
Conversely given (φ, φˆ) as above satisfying (1.8) it follows that ψ satisfies the SE with V as
in (1.9) (note R = (1/2)log(φˆφ) and S = (1/2)log(φ/φˆ) with exp(R) = (φˆφ)1/2). 
From this one can conclude that nonrelativistic QM is diffusion theory in terms of
Schro¨dinger processes (described by (φ, φˆ) - more details later). Further it is shown that
key postulates in Nelson’s stochastic mechanics or Zambrini’s Euclidean QM (cf. [202]) can
both be avoided in connecting the SE to diffusion processes (since they are automatically
valid). Look now at Theorem 1.1 for one dimension and write T = ~t with X = (~/
√
m)x;
then some simple calculation leads to
COROLLARY 1.1. Equation (1.8), written in the (X, T ) variables becomes
(1.10) ~φT +
~
2
2m
φXX +AφX + c˜φ = 0; −~φˆT + ~
2
2m
φˆXX −AφˆX + c˜φˆ = 0;
c˜ = −V˜ (X,T )− 2~ST − ~
2
m
S2X − 2ASX
Thus the diffusion processes pick up factors of ~ and ~/
√
m. 
Next we sketch a derivation of the SE following scale relativity a` la Nottale (cf. [58, 139,
140, 141, 142, 144] and [56, 64, 65, 66] for some refinements and variations); this material
is expanded in [40, 54].
REMARK 1.3. One considers quantum paths a` la Feynman so that limt→t′ [X(t) −
X(t′)]2/(t−t′) exists. This impliesX(t) ∈ H1/2 whereHα means cǫα ≤ |X(t)−X(t′)| ≤ Cǫα
and from [80] for example this means dimHX [a, b] = 1/2. Now one “knows” (see e.g. [1])
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that quantum and Brownian motion paths (in the plane) have H-dimension 2 and some
clarification is needed here. We refer to [125] where there is a paper on Wiener Brownian
motion (WBM), random walks, etc. discussing Hausdorff and other dimensions of various
sets. Thus given 0 < λ < 1/2 with probability 1 a Browian sample function X satisfies
|X(t + h) − X(t)| ≤ b|h|λ for |h| ≤ h0 where b = b(λ). This leads to the result that with
probability 1 the graph of a Brownian sample function has Hausdorff and box dimension
3/2. On the other hand a Browian trail (or path) in 2 dimensions has Hausdorff and box
dimension 2 (note a quantum path can have self intersections, etc.). 
Now fractal spacetime here will mean some kind of continuous nonsmooth pathspace so
that a bivelocity structure is defined. One defines first
(1.11)
d+
dt
y(t) = lim∆t→0+
〈
y(t+∆t)− y(t)
∆t
〉
;
d−
dt
y(t) = lim∆t→0+
〈
y(t)− y(t−∆t)
∆t
〉
Applied to the position vector x this yields forward and backward mean velocities, namely
(d+/dt)x(t) = b+ and (d−/dt)x(t) = b−. Here these velocities are defined as the average
at a point q and time t of the respective velocities of the outgoing and incoming fractal
trajectories; in stochastic QM this corresponds to an average on the quantum state. The
position vector x(t) is thus “assimilated” to a stochastic process which satisfies respectively
after (dt > 0) and before (dt < 0) the instant t a relation dx(t) = b+[x(t)]dt + dξ+(t) =
b−[x(t)]dt + dξ−(t) where ξ(t) is a Wiener process (cf. [133]). It is in the description of ξ
that the D = 2 fractal character of trajectories is inserted; indeed that ξ is a Wiener process
means that the dξ’s are assumed to be Gaussian with mean 0, mutually independent, and
such that
(1.12) < dξ+i(t)dξ+j(t) >= 2Dδijdt; < dξ−i(t)dξ−j(t) >= −2Dδijdt
where < > denotes averaging (D is now the diffusion coefficient). Nelson’s postulate (cf.
[133]) is that D = ~/2m and this has considerable justification (cf. [139]). Note also that
(1.12) is indeed a consequence of fractal (Hausdorff) dimension 2 of trajectories follows
from < dξ2 > /dt2 = dt−1, i.e. precisely Feynman’s result < v2 >1/2∼ δt−1/2. Note
that Brownian motion (used in Nelson’s postulate) is known to be of fractal (Hausdorff)
dimension 2. Note also that any value of D may lead to QM and for D → 0 the theory
becomes equivalent to the Bohm theory. Now expand any function f(x, t) in a Taylor series
up to order 2, take averages, and use properties of the Wiener process ξ to get
(1.13)
d+f
dt
= (∂t + b+ · ∇+D∆)f ; d−f
dt
= (∂t + b− · ∇ − D∆)f
Let ρ(x, t) be the probability density of x(t); it is known that for any Markov (hence Wiener)
process one has ∂tρ + div(ρb+) = D∆ρ (forward equation) and ∂tρ + div(ρb−) = −D∆ρ
(backward equation). These are called Fokker-Planck equations and one defines two new
average velocities V = (1/2)[b+ + b−] and U = (1/2)[b+ − b−]. Consequently adding and
subtracting one obtains ρt+div(ρV ) = 0 (continuity equation) and div(ρU)−D∆ρ = 0 which
is equivalent to div[ρ(U−D∇log(ρ))] = 0. One can show, using (1.13) that the term in square
brackets in the last equation is zero leading to U = D∇log(ρ). Now place oneself in the
(U, V ) plane and write V = V − iU . Then write (dV/dt) = (1/2)(d++d−)/dt and (dU/dt) =
(1/2)(d+− d−)/dt. Combining the equations in (1.13) one defines (dV/dt) = ∂t+V · ∇ and
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(dU/dt) = D∆+ U · ∇; then define a complex operator (d′/dt) = (dV/dt)− i(dU/dt) which
becomes
(1.14)
d′
dt
=
(
∂
∂t
− iD∆
)
+ V · ∇
One now postulates that the passage from classical mechanics to a new nondifferentiable
process considered here can be implemented by the unique prescription of replacing the
standard d/dt by d′/dt. Thus consider S =
〈∫ t2
t1
L(x,V , t)dt
〉
yielding by least action
(d′/dt)(∂L/∂Vi) = ∂L/∂xi. Define then Pi = ∂L/∂Vi leading to P = ∇S (recall the
classical action principle with dS = pdq − Hdt). Now for Newtonian mechanics write
L(x, v, t) = (1/2)mv2 − U which becomes L(x,V , t) = (1/2)mV2 − U leading to −∇U =
m(d′/dt)V . One separates real and imaginary parts of the complex acceleration γ = (d′V/dt
to get
(1.15) d′V = (dV − idU)(V − iU) = (dVV − dUU)− i(dUV + dVU)
The force F = −∇U is real so the imaginary part of the complex acceleration vanishes;
hence
(1.16)
dU
dt
V +
dV
dt
U =
∂U
∂t
+ U · ∇V + V · ∇U +D∆V = 0
from which ∂U/∂t may be obtained. This is a weak point in the derivation since one has to
assume e.g. that U(x, t) has certain smoothness properties. Now considerable calculation
leads to the SE i~ψt = −(~2/2m)∆ψ + Uψ and this suggests an interpretation of QM as
mechanics in a nondifferentiable (fractal) space. In fact (using one space dimension for
convenience) we see that if U = 0 then the free motion m(d′/dt)V = 0 yields the SE i~ψt =
−(~2/2m)ψxx as a geodesic equation in “fractal” space. Further from U = (~/m)(∂√ρ/√ρ)
and Q = −(~2/2m)(∆√ρ/√ρ) one arrives at a lovely relation, namely
PROPOSITION 1.1. The quantum potential Q can be written in the formQ = −(m/2)U2−
(~/2)∂U . Hence the quantum potential arises directly from the fractal nonsmooth nature
of the quantum paths. Since Q can be thought of as a quantization of a classical mo-
tion we see that the quantization corresponds exactly to the existence of nonsmooth paths.
Consequently smooth paths imply no quantum mechanics.
REMARK 1.4. In [5] one writes again ψ = Rexp(iS/~) with field equations in the
hydrodynamical picture (1-D for convenience)
(1.17) dt(m0ρv) = ∂t(m0ρv) +∇(m0ρv) = −ρ∇(u+Q); ∂tρ+∇ · (ρv) = 0
where Q = −(~2/2m0)(∆√ρ/√ρ). The Nottale approach is used as above with dv ∼ dV
and du ∼ dU . One assumes that the velocity field from the hydrodynamical model agrees
with the real part v of the complex velocity V = v − iu so v = (1/m0)∇s ∼ 2D∂s and
u = −(1/m0)∇σ ∼ D∂log(ρ) where D = ~/2m0. In this context the quantum potential
Q = −(~2/2m0)∆D√ρ/√ρ becomes
(1.18) Q = −m0D∇ · u− (1/2)m0u2 ∼ −(~/2)∂u− (1/2)m0u2
Consequently Q arises from the fractal derivative and the nondifferentiability of spacetime
again, as in Proposition 1.1. Further one can relate u (and hence Q) to an internal stress
tensor whereas the v equations correspond to systems of Navier-Stokes type.
REMARK 1.5. We note that it is the presence of ± derivatives that makes possible
the introduction of a complex plane to describe velocities and hence QM; one can think of
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this as the motivation for a complex valued wave function and the nature of the SE. 
REMARK 1.6. In [56] one extends ideas of Nottale and Ord (cf. [148, 149, 150, 151])
in order to derive an interesting nonlinear Schro¨dinger equation (NLSE) using a complex
diffusion coefficient and a hydrodynamic model.
1.1. THE SCHRO¨DINGER EQUATION IN WEYL SPACE. We go now to San-
tamato [171] and derive the SE from classical mechanics in Weyl space (i.e. from Weyl
geometry - cf. also [18, 42, 43, 55, 108, 172, 199]). The idea is to relate the quantum force
(arising from the quantum potential) to geometrical properties of spacetime; the Klein-
Gordon (KG) equation is also treated in this spirit in [55, 172]. One wants to show how
geometry acts as a guidance field for matter (as in general relativity). Initial positions are
assumed random (as in the Madelung approach) and thus the theory is statistical and is
really describing the motion of an ensemble. Thus assume that the particle motion is given
by some random process qi(t, ω) in a manifold M (where ω is the sample space tag) whose
probability density ρ(q, t) exists and is properly normalizable. Assume that the process
qi(t, ω) is the solution of differential equations
(1.19) q˙i(t, ω) = (dqi/dt)(t, ω) = vi(q(t, ω), t)
with random initial conditions qi(t0, ω) = q
i
0(ω). Once the joint distribution of the random
variables qi0(ω) is given the process q
i(t, ω) is uniquely determined by (1.19). One knows
that in this situation ∂tρ + ∂i(ρv
i) = 0 (continuity equation) with initial Cauchy data
ρ(q, t) = ρ0(q). The natural origin of v
i arises via a least action principle based on a
Lagrangian L(q, q˙, t) with
(1.20) L∗(q, q˙, t) = L(q, q˙, t)− Φ(q, q˙, t); Φ = dS
dt
= ∂tS + q˙
i∂iS
Then vi(q, t) arises by minimizing
(1.21) I(t0, t1) = E[
∫ t1
t0
L∗(q(t, ω), q˙(t, ω), t)dt]
where t0, t1 are arbitrary and E denotes the expectation (cf. [40, 41, 131, 132, 133] for
stochastic ideas). The minimum is to be achieved over the class of all random motions
qi(t, ω) obeying (1.20) with arbitrarily varied velocity field vi(q, t) but having common
initial values. One proves first
(1.22) ∂tS +H(q,∇S, t) = 0; vi(q, t) = ∂H
∂pi
(q,∇S(q, t), t)
Thus the value of I in (1.21) along the random curve qi(t, q0(ω)) is
(1.23) I(t1, t0, ω) =
∫ t1
t0
L∗(q(, q0(ω)), q˙(t, q0(ω)), t)dt
Let µ(q0) denote the joint probability density of the random variables q
i
0(ω) and then the
expectation value of the random integral is
(1.24) I(t1, t0) = E[I(t1, t0, ω)] =
∫
Rn
∫ t1
t0
µ(q0)L
∗(q(t, q0), q˙(t, q0), t)d
nq0dt
Standard variational methods give then
(1.25) δI =
∫
Rn
dnq0µ(0)
[
∂L∗
∂q˙i
(q(t1, q0), ∂tq(t1, q0), t)δq
i(t1, q0)−
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−
∫ t1
t0
dt
(
∂
∂t
∂L∗
∂q˙i
(q(t, q0), ∂tq)t, q0), t)− ∂L
∗
∂qi
(q(t, q0), ∂tq(t, q0), t)
)
δqi(t, q0)
]
where one uses the fact that µ(q0) is independent of time and δq
i(t0, q0) = 0 (recall common
initial data is assumed). Therefore
(1.26) (A) (∂L∗/∂q˙i)(q(t, q0), ∂tq(t, q0), t) = 0;
(B)
∂
∂t
∂L∗
∂q˙i
(q(t, q0), ∂tq(t, q0, t)− ∂L
∗
∂qi
(q(t, q0), ∂tq(t, q0), t) = 0
are the necessary conditions for obtaining a minimum of I. Conditions (B) are the usual
Euler-Lagrange (EL) equations whereas (A) is a consequence of the fact that in the most
general case one must retain varied motions with δqi(t1, q0) different from zero at the final
time t1. Note that since L
∗ differs from L by a total time derivative one can safely replace
L∗ by L in (B) and putting (1.20) into (A) one obtains the classical equations
(1.27) pi = (∂L/∂q˙
i)(q(t, q0), q˙(t, q0), t) = ∂iS(q(t, q0), t)
It is known now that if det[(∂2L/∂q˙i∂q˙j ] 6= 0 then the second equation in (1.22) is a
consequence of the gradient condition (1.27) and of the definition of the Hamiltonian function
H(q, p, t) = piq˙
i−L. Moreover (B) in (1.26) and (1.27) entrain the HJ equation in (??). In
order to show that the average action integral (1.24) actually gives a minimum one needs
δ2I > 0 but this is not necessary for Lagrangians whose Hamiltonian H has the form
(1.28) HC(q, p, t) =
1
2m
gik(pi −Ai)(pk −Ak) + V
with arbitrary fields Ai and V (particle of mass m in an EM field A) which is the form for
nonrelativistic applications; given positive definite gik such Hamiltonians involve sufficiency
conditions det[∂2L/∂q˙i∂q˙k] = mg > 0. Finally (B) in (1.26) with L∗ replaced by L) shows
that along particle trajectories the EL equations are satisfied, i.e. the particle undergoes
a classical motion with probability one. Notice here that in (1.22) no explicit mention of
generalized momenta is made; one is dealing with a random motion entirely based on posi-
tion. Moreover the minimum principle (1.21) defines a 1-1 correspondence between solutions
S(q, t) in (1.22) and minimizing random motions qi(t, ω). Provided vi is given via (1.22)
the particle undergoes a classical motion with probability one. Thus once the Lagrangian L
or equivalently the Hamiltonian H is given, ∂tρ+ ∂i(ρv
i) = 0 and (1.22) uniquely determine
the stochastic process qi(t, ω). Now suppose that some geometric structure is given on M
so that the notion of scalar curvature R(q, t) of M is meaningful. Then we assume (ad hoc)
that the actual Lagrangian is
(1.29) L(q, q˙, t) = LC(q, q˙, t) + γ(~
2/m)R(q, t)
where γ = (1/6)(n− 2)/(n− 1) with n = dim(M). Since both LC and R are independent
of ~ we have L→ LC as ~→ 0.
Now for a differential manifold with ds2 = gik(q)dq
idqk it is standard that in a transplan-
tation qi → qi+ δqi one has δAi = ΓikℓAℓdqk with Γikℓ general affine connection coefficients
on M (Riemannian structure is not assumed). In [171] it is assumed that for ℓ = (gikA
iAk)1/2
one has δℓ = ℓφkdq
k where the φk are covariant components of an arbitrary vector (Weyl
geometry). Then the actual affine connections Γikℓ can be found by comparing this with
δℓ2 = δ(gikA
iAk) and using δAi = ΓikℓA
ℓdqk. A little linear algebra gives then
(1.30) Γikℓ = −
{
i
k ℓ
}
+ gim(gmkφℓ + gmℓφk − gkℓφm)
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Thus we may prescribe the metric tensor gik and φi and determine via (1.30) the connection
coefficients. Note that Γikℓ = Γ
i
ℓk and for φi = 0 one has Riemannian geometry. Covariant
derivatives are defined via
(1.31) Ak,ı = ∂iA
k − ΓkℓAℓ; Ak,i = ∂iAk + ΓℓkiAℓ
for covariant and contravariant vectors respectively (where S,i = ∂iS). Note Ricci’s lemma
no longer holds (i.e. gik,ℓ 6= 0) so covariant differentiation and operations of raising or low-
ering indices do not commute. The curvature tensor Rikℓm in Weyl geometry is introduced
via Ai,k,ℓ−Ai,ℓ,k = F imkℓAm from which arises the standard formula of Riemannian geometry
(1.32) Rimkℓ = −∂ℓΓimk + ∂kΓimℓ + ΓinℓΓnmk − ΓinkΓnmℓ
where (1.30) is used in place of the Christoffel symbols. The tensor Rimkℓ obeys the same
symmetry relations as the curvature tensor of Riemann geometry as well as the Bianchi
identity. The Ricci symmetric tensor Rik and the scalar curvature R are defined by the
same formulas also, viz. Rik = R
ℓ
iℓk and R = g
ikRik. For completeness one derives here
(1.33) R = R˙+ (n− 1)[(n− 2)φiφi − 2(1/√g)∂i(√gφi)]
where R˙ is the Riemannian curvature built by the Christoffel symbols. Thus from (1.30)
one obtains
(1.34) gkℓΓikℓ = −gkℓ
{
i
k ℓ
}
− (n− 2)φi; Γikℓ = −
{
i
k ℓ
}
+ nφk
Since the form of a scalar is independent of the coordinate system used one may compute R
in a geodesic system where the Christoffel symbols and all ∂ℓgik vanish; then (1.30) reduces
to Γikℓ = φkκ
i
ℓ + φℓδ
i
k − gkℓφi and hence
(1.35) R = −gkm∂mΓikℓ + ∂i(gkℓΓikℓ) + gℓmΓinℓΓnmi − gmℓΓinℓΓnmℓ
Further one has gℓmΓinℓΓ
n
mi = −(n−2)(φkφk) at the point in consideration. Putting all this
in (1.35) one arrives at
(1.36) R = R˙+ (n− 1)(n− 2)(φkφk)− 2(n− 1)∂kφk
which becomes (1.33) in covariant form. Now the geometry is to be derived from physical
principles so the φi cannot be arbitrary but must be obtained by the same averaged least
action principle (1.21) giving the motion of the particle. The minimum in (1.21) is to be
evaluated now with respect to the class of all Weyl geometries having arbitrarily varied
gauge vectors but fixed metric tensor. Note that once (1.29) is inserted in (1.20) the only
term in (1.21) containing the gauge vector is the curvature term. Then observing that
γ > 0 when n ≥ 3 the minimum principle (1.21) may be reduced to the simpler form
E[R(q(t, ω), t)] = min where only the gauge vectors φi are varied. Using (1.33) this is easily
done. First a little argument shows that ρˆ(q, t) = ρ(q, t)/
√
g transforms as a scalar in a
coordinate change and this will be called the scalar probability density of the random motion
of the particle (statistical determination of geometry). Starting from ∂tρ + ∂i(ρv
i) = 0 a
manifestly covariant equation for ρˆ is found to be ∂tρˆ+ (1/
√
g)∂i(
√
gviρˆ) = 0. Now return
to the minimum problem E[R(q(t, ω), t)] = min; from (1.33) and ρˆ = ρ/
√
g one obtains
(1.37) E[R(q(t, ω), t)] = E[R˙(q(t, ω), t)]+
+(n− 1)
∫
M
[(n− 2)φiφi − 2(1/√g)∂i(√gφi)]ρˆ(q, t)√gdnq
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Assuming fields go to 0 rapidly enough on ∂M and integrating by parts one gets then
(1.38) E[R] = E[R˙]− n− 1
n− 2E[g
ik∂i(log(ρˆ)∂k(log(ρˆ)]+
+
n− 1
n− 2E{g
ik[(n− 2)φi + ∂i(log(ρˆ)][(n− 2)φk + ∂k(log(ρˆ)]}
Since the first two terms on the right are independent of the gauge vector and gik is positive
definite E[R] will be a minimum when
(1.39) φi(q, t) = −[1/(n− 2)]∂i[log(ρˆ)(q, t)]
This shows that the geometric properties of space are indeed affected by the presence of the
particle and in turn the alteration of geometry acts on the particle through the quantum
force fi = γ(~
2/m)∂iR which according to (1.33) depends on the gauge vector and its
derivatives. It is this peculiar feedback between the geometry of space and the motion of
the particle which produces quantum effects.
In this spirit one goes now to a geometrical derivation of the SE. Thus inserting (1.39)
into (1.33) one gets
(1.40) R = R˙+ (1/2γ
√
ρˆ)[1/
√
g)∂i(
√
ggik∂k
√
ρˆ)]
where the value (n − 2)/6(n− 1) for γ is used. On the other hand the HJ equation (1.20)
can be written as
(1.41) ∂tS +HC(q,∇S, t)− γ(~2/m)R = 0
where (1.29) has been used. When (1.40) is introduced into (1.41) the HJ equation and
the continuity equation ∂tρˆ+ (1/
√
g)(
√
gviρˆ) = 0, with velocity field given by (1.22), form
a set of two nonlinear PDE which are coupled by the curvature of space. Therefore self
consistent random motions of the particle (i.e. random motions compatible with (1.35)) are
obtained by solving (1.41) and the continuity equation simultaneously. For every pair of
solutions S(q, t, ρˆ(q, t)) one gets a possible random motion for the particle whose invariant
probability density is ρˆ. The present approach is so different from traditional QM that a
proof of equivalence is needed and this is only done for Hamiltonians of the form (1.28)
(which is not very restrictive). The HJ equation corresponding to (1.28) is
(1.42) ∂tS +
1
2m
gik(∂iS −Ai)(∂kS −Ak) + V − γ ~
2
m
R = 0
with R given by (1.40). Moreover using (1.22) as well as (1.33) the continuity equation
becomes
(1.43) ∂tρˆ+ (1/m
√
g)∂i[ρˆ
√
ggik(∂kS −Ak)] = 0
Owing to (1.40), (1.42) and (1.43) form a set of two nonlinear PDE which must be solved
for the unknown functions S and ρˆ. Now a straightforward calculations shows that, setting
(1.44) ψ(q, t) =
√
ρˆ(q, t)exp](i/~)S(q, t)],
the quantity ψ obeys a linear PDE (corrected from [171])
(1.45) i~∂tψ =
1
2m
{[
i~∂i
√
g√
g
+Ai
]
gik(i~∂k +Ak)
}
ψ +
[
V − γ ~
2
m
R˙
]
ψ
where only the Riemannian curvature R˙ is present (any explicit reference to the gauge vector
φi having disappeared). (1.45) is of course the SE in curvilinear coordinates whose invari-
ance under point transformations is well known. Moreover (1.44) shows that |ψ|2 = ρˆ(q, t) is
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the invariant probability density of finding the particle in the volume element dnq at time t.
Then following Nelson’s arguments that the SE together with the density formula contains
QM the present theory is physically equivalent to traditional nonrelativistic QM. One sees
also from (1.44) and (1.45) that the time independent SE is obtained via S = S0(q) − Et
with constant E and ρˆ(q). In this case the scalar curvature of space becomes time indepen-
dent; since starting data at t0 is meaningless one replaces the continuity equation with a
condition
∫
M
ρˆ(q)
√
gdnq = 1.
REMARK 1.6. We recall that in the nonrelativistic context the quantum potential has
the form Q = −(~2/2m)(∂2√ρ/√ρ) (ρ ∼ ρˆ here) and in more dimensions this corresponds
to Q = −(~2/2m)(∆√ρ/√ρ). Here we have a SE involving ψ = √ρexp[(i/~)S] with corre-
sponding HJ equation (1.42) which corresponds to the flat space 1-D St+(s
′)2/2m+V +Q =
0 with continuity equation ∂tρ+∂(ρS
′/m) = 0 (take Ak = 0 here). The continuity equation
in (1.43) corresponds to ∂tρ+ (1/m
√
g)∂i[ρ
√
ggik(∂kS)] = 0. For Ak = 0 (1.42) becomes
(1.46) ∂tS + (1/2m)g
ik∂iS∂kS + V − γ(~2/m)R = 0
This leads to an identification Q ∼ −γ(~2/m)R where R is the Ricci scalar in the Weyl
geometry (related to the Riemannian curvature built on standard Christoffel symbols via
(1.33)). Here γ = (1/6)[(n− 2)(n− 2)] as above which for n = 3 becomes γ = 1/12; further
the Weyl field φi = −∂ilog(ρ). Consequently (see below).
PROPOSITION 1.2. For the SE (1.45) in Weyl space the quantum potential is Q =
−(~2/12m)R where R is the Weyl-Ricci scalar curvature. For Riemannian flat space R˙ = 0
this becomes via (1.40)
(1.47) R =
1
2γ
√
ρ
∂ig
ik∂k
√
ρ ∼ 1
2γ
∆
√
ρ√
ρ
⇒ Q = − ~
2
2m
∆
√
ρ√
ρ
as is should and the SE (1.45) reduces to the standard SE in the form i~∂tψ = −(~2/2m)∆ψ+
V ψ (Ak = 0). 
REMARK 1.7. In [172] (first paper) one begins with a generic 4-dimensional manifold
with torsion free connections and a metric tensor gµν (~ = c = 1 for convenience). Then
working with an average action principle based on [95] the particle motion and (Weyl)
spacetime geometry are derived in a gauge invariant manner (cf. Section 3.2). Thus an
integrable Weyl geometry is produced from a stochastic background via an extremization
procedure (see Section 3). An effective particle mass is taken as m2− (R/6) ∼ m2(1+Q) ≈
m2exp(Q) corresponding to R/6 = −m2Q = −✷√ρ/√ρ (here ~ = c = 1 and one has
signature (−,+,+,+) while the term exp(Q) arises from [182]). We refer to [42, 43, 54, 55,
172] and Section 2 for details (for various other approaches see [18, 199]). 
1.2. FISHER INFORMATION REVISITED. We recall first that the classical Fisher
information associated with translations of a 1-D observable X with probability density P (x)
(related to a quantum geometry probability measure ds2 =
∑
[(dpj)
2/pj ]) is
(1.48) FX =
∫
dxP (x)([log(P (x)]′)2 > 0
(cf. [40, 43, 85, 96, 97, 98, 99, 160, 161]). One has a well known Cramer-Rao inequality
V ar(X) ≥ F−1X where V ar(X) ∼ variance of X. A Fisher length for X is defined via
δX = F
−1/2
X and this quantifies the length scale over which p(x) (or better log(p(x))) varies
appreciably. Then the root mean square deviation ∆X satisfies ∆X ≥ δX . Let now P
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be the momentum observable conjugate to X, and Pcl a classical momentum observable
corresponding to the state ψ given via pcl(x) = (~/2i)[(ψ
′/ψ)− (ψ¯′/ψ¯)]. One has then the
identity < p >ψ=< pcl >ψ following via integration by parts. Now define the nonclassical
momentum by pnc = p− pcl and one shows then
(1.49) ∆X∆p ≥ δX∆p ≥ δX∆pnc = ~/2
Then consider a classical ensemble of n-dimensional particles of mass m moving under a
potential V. The motion can be described via the HJ and continuity equations
(1.50)
∂s
∂t
+
1
2m
|∇s|2 + V = 0; ∂P
∂t
+∇ ·
[
P
∇s
m
]
= 0
for the momentum potential s and the position probability density P (note that there is
no quantum potential and this will be supplied by the information term). These equations
follow from the variational principle δL = 0 with Lagrangian
(1.51) L =
∫
dt dnxP
[
(∂s/∂t) + (1/2m)|∇s|2 + V ]
It is now assumed that the classical Lagrangian must be modified due to the existence of
random momentum fluctuations. The nature of such fluctuations is immateria and one can
assume that the momentum associated with position x is given by p = ∇s + N where the
fluctuation term N vanishes on average at each point x. Thus s changes to being an average
momentum potential. It follows that the average kinetic energy < |∇s|2 > /2m appearing
in the Lagrangian above should be replaced by < |∇s+N |2 > /2m giving rise to
(1.52) L′ = L+ (2m)−1
∫
dt < N ·N >= L+ (2m)−1
∫
dt(∆N)2
where ∆N =< N · N >1/2 is a measure of the strength of the quantum fluctuations.
The additional term is specified uniquely, up to a multiplicative constant, by the three
assumptions
(1) Action principle: L′ is a scalar Lagrangian with respect to the fields P and s where
the principle δL′ = 0 yields causal equations of motion. Thus
(∆N)2 =
∫
dnx pf(P,∇P, ∂P/∂t, s,∇s, ∂s/∂t, x, t)
for some scalar function f .
(2) Additivity: If the system comprises two independent noninteracting subsystems with
P = P1P2 then the Lagrangian decomposes into additive subsystem contributions;
thus f = f1 + f2 for P = P1P2.
(3) Exact uncertainty: The strength of the momentum fluctuation at any given time
is determined by and scales inversely with the uncertainty in position at that time.
Thus ∆N → k∆N for x → x/k. Moreover since position uncertainty is entirely
characterized by the probability density P at any given time the function f cannot
depend on s, nor explicitly on t, nor on ∂P/∂t.
This leads to the result that (cf. [40, 54, 96])
(1.53) (∆N)2 = c
∫
dnxP |∇log(P )|2
where c is a positive universal constant. Further for ~ = 2
√
c and ψ =
√
Pexp(is/~) the
equations of motion for p and s arising from δL′ = 0 are i~∂ψ∂t = − ~
2
2m∇2ψ + V ψ.
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A second derivation is given in [161, 161]. Thus let P (yi) be a probability density and
P (yi + ∆yi) be the density resulting from a small change in the yi. Calculate the cross
entropy via
(1.54) J(P (yi +∆yi) : P (yi)) =
∫
P (yi +∆yi)log
P (yi +∆yi)
P (yi)
dny ≃
≃
[
1
2
∫
1
P (yi)
∂P (yi)
∂yi
∂P (yi)
∂yk)
dny
]
∆yi∆yk = Ijk∆y
i∆yk
The Ijk are the elements of the Fisher information matrix. The most general expression has
the form
(1.55) Ijk(θ
i) =
1
2
∫
1
P (xi|θi)
∂P (xi|θi)
∂θj
∂P (xi|θi)
∂θk
dnx
where P (xi|θi) is a probability distribution depending on parameters θi in addition to the
xi. For P (xi|θi) = P (xi + θi) one recovers (1.54). If P is defined over an n-dimensional
manifold with positive inverse metric gik one obtains a natural definition of the information
associated with P via
(1.56) I = gikIik =
gik
2
∫
1
P
∂P
∂yi
∂P
∂yk
dny
Now in the HJ formulation of classical mechanics the equation of motion takes the form
(1.57)
∂S
∂t
+
1
2
gµν
∂S
∂xµ
∂S
∂xν
+ V = 0
where gµν = diag(1/m, · · · , 1/m). The velocity field uµ is given by uµ = gµν(∂S/∂xν).
When the exact coordinates are unknown one can describe the system by means of a prob-
ability density P (t, xµ) with
∫
Pdnx = 1 and
(1.58) (∂P/∂t) + (∂/∂xµ)(Pgµν(∂S/∂xν) = 0
These equations completely describe the motion and can be derived from the Lagrangian
(1.59) LCL =
∫
P {(∂S/∂t) + (1/2)gµν(∂S/∂xµ)(∂S/∂xν) + V } dtdnx
using fixed endpoint variation in S and P. Quantization is obtained by adding a term pro-
portional to the information I defined in (1.56). This leads to
(1.60) LQM = LCL + λI =
∫
P
{
∂S
∂t
+
1
2
gµν
[
∂S
∂xµ
∂S
∂xν
+
λ
P 2
∂P
∂xµ
∂P
∂xν
]
+ V
}
dtdnx
Fixed endpoint variation in S leads again to (1.58) while variation in P leads to
(1.61)
∂S
∂t
+
1
2
gµν
[
∂S
∂xµ
∂S
∂xν
+ λ
(
1
P 2
∂P
∂xµ
∂P
∂xν
− 2
P
∂2P
∂xµ∂xν
)]
+ V = 0
These equations are equivalent to the SE if ψ =
√
Pexp(iS/~) with λ = (2~)2.
REMARK 1.8. Following ideas in [55, 56, 139] we note in (1.60) for φµ ∼ Aµ =
∂µlog(P ) (cf. (1.39)) and Pµ = ∂uS, a complex velocity can be envisioned leading to
(1.62) |Pµ + i
√
λAµ|2 = P 2µ + λA2µ ∼ gµν
(
∂S
∂xµ
∂S
∂xν
+
λ
P 2
∂P
∂xµ
∂P
∂xν
)
Further I in (1.56) is exactly known from φµ so one has a direct connection between Fisher
information and the Weyl field φµ, along with motivation for a complex velocity. 
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REMARK 1.9. Comparing now with [43] and quantum geometry in the form ds2 =∑
(dp2j/pj) on a space of probability distributions we can define (1.56) as a Fisher informa-
tion metric in the present context. This should be positive definite in view of its relation to
(∆N)2 in (1.53) for example. Now for ψ = Rexp(iS/~) one has (ρ ∼ ρˆ here)
(1.63) − ~
2
2m
R′′
R
≡ − ~
2
2m
∂2
√
ρ√
ρ
= − ~
2
8m
[
2ρ′′
ρ
−
(
ρ′
ρ
)2]
in 1-D while in more dimensions we have a form (ρ ∼ P )
(1.64) Q ∼ −2~2gµν
[
1
P 2
∂P
∂xµ
∂P
∂xν
− 2
P
∂2P
∂xµ∂xν
]
as in (1.63) (arising from the Fisher metric I of (1.56) upon variation in P in the Lagrangian).
It can also be related to an osmotic velocity field u = D∇log(ρ) via Q = (1/2)u2 +D∇ · u
connected to Brownian motion where D is a diffusion coefficient (cf. [56, 67, 86, 139]). For
φµ = −∂µlog(P ) we have then u = −Dφ with Q = D2((1/2)(|u|2 − ∇ · φ), expressing Q
directly in terms of the Weyl vector. This enforces the idea that QM is built into Weyl
geometry! 
2. BOHMIAN MECHANICS AND WEYL GEOMETRY
From Chapters 1 and 2 we know something about Bohmian mechanics and the quantum
potential and we go now to the papers [178, 179, 180, 181, 182, 183, 185, 186] by A. and F.
Shojai to begin the present discussion (cf. also [2, 28, 29, 68, 129, 130, 163, 164, 165, 166,
167, 168, 169, 170, 173, 174, 175, 176, 177, 184, 187, 188]). for related work from the Tehran
school and [43, 55, 124, 147, 171, 172, 181] for linking of dBB theory with Weyl geometry). In
nonrelativistic deBroglie-Bohm theory the quantum potential is Q = −(~2/2m)(∇2|Ψ|/|Ψ|).
The particles trajectory can be derived from Newton’s law of motion in which the quantum
force −∇Q is present in addition to the classical force −∇V . The enigmatic quantum
behavior is attributed here to the quantum force or quantum potential (with Ψ determining
a “pilot wave” which guides the particle motion). Setting Ψ =
√
ρexp[iS/~] one has
(2.1)
∂S
∂t
+
|∇S|2
2m
+ V +Q = 0;
∂ρ
∂t
+∇ ·
(
ρ
∇S
m
)
= 0
The first equation in (2.1) is a Hamilton-Jacobi (HJ) equation which is identical to Newton’s
law and represents an energy condition E = (|p|2/2m) + V + Q (recall from HJ theory
−(∂S/∂t) = E(= H) and ∇S = p). The second equation represents a continuity equation
for a hypothetical ensemble related to the particle in question. For the relativistic extension
one could simply try to generalize the relativistic energy equation ηµνP
µP ν = m2c2 to the
form
(2.2) ηµνP
µP ν = m2c2(1 +Q) =M2c2; Q = (~2/m2c2)(✷|Ψ|/|Ψ|)
(2.3) M2 = m2
(
1 + α
✷|Ψ|
|Ψ|
)
; α =
~
2
m2c2
This could be derived e.g. by setting Ψ =
√
ρexp(iS/~) in the Klein-Gordon (KG) equa-
tion and separating the real and imaginary parts, leading to the relativistic HJ equation
ηµν∂
µS∂νS = M2c2 (as in (2.1) - note Pµ = −∂µS) and the continuity equation is
∂µ(ρ∂
µS) = 0. The problem of M2 not being positive definite here (i.e. tachyons) is
serious however and in fact (2.2) is not the correct equation (see e.g. [180, 182, 185]). One
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must use the covariant derivatives∇µ in place of ∂µ and for spin zero in a curved background
there results
(2.4) ∇µ(ρ∇µS) = 0; gµν∇µS∇νS = M2c2;
To see this one must require that a correct relativistic equation of motion should not only
be Poincare´ invariant but also it should have the correct nonrelativistic limit. Thus for a
relativistic particle of mass M (which is a Lorentz invariant quantity)
(2.5) A =
∫
dλ(1/2)M(r)(drµ/dλ)(dr
ν/dλ)
is the action functional where λ is any scalar parameter parametrizing the path rµ(λ) (it
could e.g. be the proper time τ). Varying the path via rµ → r′µ = rµ + ǫµ one gets
(2.6) A→ A′ = A+ δA = A+
∫
dλ
[
drµ
dλ
dǫµ
dλ
+
1
2
drµ
dλ
drµ
dλ
ǫν∂
νM
]
By least action the correct path satisfies δA = 0 with fixed boundaries so the equation of
motion is
(2.7) (d/dλ)(Muµ) = (1/2)uνu
ν∂µM;
M(duµ/dλ) = ((1/2)ηµνuαu
α − uµuν)∂νM
where uµ = drµ/dλ. Now look at the symmetries of the action functional via λ → λ + δ.
The conserved current is then the Hamiltonian H = −L+uµ(∂L/∂uµ) = (1/2)Muµuµ = E.
This can be seen by setting δA = 0 where
(2.8) 0 = δA = A′ − A =
∫
dλ
[
1
2
uµu
µuν∂νM+Muµ
duµ
dλ
]
δ
which means that the integrand is zero, i.e. (d/dλ)[(1/2)Muµu
µ] = 0. Since the proper
time is defined as c2dτ2 = drµdr
µ this leads to (dτ/dλ) =
√
(2E/Mc2) and the equation of
motion becomes
(2.9) M(dvµ/dτ) = (1/2)(c
2ηµν − vµvν)∂νM
where vµ = drµ/dτ . The nonrelativistic limit can be derived by letting the particles velocity
be ignorable with respect to light velocity. In this limit the proper time is identical to the
time coordinate τ = t and the result is that the µ = 0 component is satisfied identically via
(r ∼ ~r)
(2.10) M
d2r
dt2
= −1
2
c2∇M⇒ m
(
d2r
dt2
)
= −∇
[
mc2
2
log
(
M
µ
)]
where µ is an arbitrary mass scale. In order to have the correct limit the term in parenthesis
on the right side should be equal to the quantum potential so
(2.11) M = µexp[−(~2/m2c2)(∇2|Ψ|/|Ψ|)]
The relativistic quantum mass field (manifestly invariant) is M = µexp[(~2/2m)(✷|Ψ|/|Ψ|)]
and setting µ = m we get
(2.12) M = mexp[(~2/m2c2)(✷|Ψ|/|Ψ|)]
If one starts with the standard relativistic theory and goes to the nonrelativistic limit one
does not get the correct nonrelativistic equations; this is a result of an improper decom-
position of the wave function into its phase and norm in the KG equation (cf. also [27]
for related procedures). One notes here also that (2.12) leads to a positive definite mass
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squared. Also from [180] this can be extended to a many particle version and to a curved
spacetime. In summary, for a particle in a curved background one has (cf. [182] which we
continue to follow)
(2.13) ∇µ(ρ∇µS) = 0; gµν∇µS∇νS = M2c2; M2 = m2eQ; Q = ~
2
m2c2
✷g|Ψ|
|Ψ|
Since, following deBroglie, the quantum HJ equation (QHJE) in (2.13) can be written in
the form (m2/M2)gµν∇µS∇νS = m2c2 the quantum effects are identical to a change of
spacetime metric
(2.14) gµν → g˜µν = (M2/m2)gµν
which is a conformal transformation. The QHJE becomes then g˜µν∇˜µS∇˜νS = m2c2 where
∇˜µ represents covariant differentiation with respect to the metric g˜µν and the continuity
equation is then g˜µν∇˜µ(ρ∇˜νS) = 0. The important conclusion here is that the presence
of the quantum potential is equivalent to a curved spacetime with its metric given by
(2.14). This is a geometrization of the quantum aspects of matter and it seems that there
is a dual aspect to the role of geometry in physics. The spacetime geometry sometimes
looks like “gravity” and sometimes reveals quantum behavior. The curvature due to the
quantum potential may have a large influence on the classical contribution to the curvature
of spacetime. The particle trajectory can now be derived from the guidance relation via
differentiation of (2.13) leading to the Newton equations of motion
(2.15) M
d2xµ
dτ2
+MΓµνκu
νuκ = (c2gµν − uµuν)∇νM
Using the conformal transformation above (2.15) reduces to the standard geodesic equation.
Now a general “canonical” relativistic system consisting of gravity and classical matter
(no quantum effects) is determined by the action
(2.16) A = 1
2κ
∫
d4x
√−gR+
∫
d4x
√−g ~
2
2m
(
ρ
~2
DµSDµS − m
2
~2
ρ
)
where κ = 8πG and c = 1 for convenience. It was seen above that via deBroglie the
introduction of a quantum potential is equivalent to introducing a conformal factor Ω2 =
M2/m2 in the metric. Hence in order to introduce quantum effects of matter into the action
(2.16) one uses this conformal transformation to get (1 +Q ∼ exp(Q))
(2.17) A =
1
2κ
∫
d4x
√−g¯(R¯Ω2 − 6∇¯µΩ∇¯µΩ)+
+
∫
d4x
√−g¯
( ρ
m
Ω2∇¯µS∇¯µS −mρΩ4
)
+
∫
d4x
√−g¯λ
[
Ω2 −
(
1 +
~
2
m2
✷¯
√
ρ√
ρ
)]
where a bar over any quantity means that it corresponds to the nonquantum regime. Here
only the first two terms of the expansion of M2 = m2exp(Q) in (2.13) have been used,
namely M2 ∼ m2(1 +Q). No physical change is involved in considering all the terms. λ is
a Lagrange multiplier introduced to identify the conformal factor with its Bohmian value.
One uses here g¯µν to raise of lower indices and to evaluate the covariant derivatives; the
physical metric (containing the quantum effects of matter) is gµν = Ω
2g¯µν . By variation of
the action with respect to g¯µν , Ω, ρ, S, and λ one arrives at the following quantum equations
of motion:
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(1) The equation of motion for Ω
(2.18) R¯Ω + 6✷¯Ω + 2κ
m
ρΩ(∇¯µS∇¯µS − 2m2Ω2) + 2κλΩ = 0
(2) The continuity equation for particles ∇¯µ(ρΩ2∇¯µS) = 0
(3) The equations of motion for particles (here a′ ≡ a¯)
(2.19) (∇¯µS∇¯µS −m2Ω2)Ω2√ρ+ ~
2
2m
[
✷
′
(
λ√
ρ
)
− λ✷
′√ρ
ρ
]
= 0
(4) The modified Einstein equations for g¯µν
(2.20) Ω2
[
R¯µν − 1
2
g¯µνR¯
]
− [g¯µν✷′ − ∇¯µ∇¯ν ]Ω2 − 6∇¯µΩ∇¯νΩ+ 3g¯µν∇¯αΩ∇¯αΩ+
+
2κ
m
ρΩ2∇¯µS∇¯νS − κ
m
ρΩ2g¯µν∇¯αS∇¯αS + κmρΩ4g¯µν+
+
κ~2
m2
[
∇¯µ√ρ∇¯ν
(
λ√
ρ
)
+ ∇¯ν√ρ∇¯µ
(
λ√
ρ
)]
− κ~
2
m2
g¯µν∇¯α
[
λ
∇¯α√ρ√
ρ
]
= 0
(5) The constraint equation Ω2 = 1 + (~2/m2)[(✷¯
√
ρ)/
√
ρ]
Thus the back reaction effects of the quantum factor on the background metric are contained
in these highly coupled equations. A simpler form of (2.8) can be obtained by taking the
trace of (2.20) and using (2.18) which produces λ = (~2/m2)∇¯µ[λ(∇¯µ√ρ)/√ρ]. A solution
of this via perturbation methods using the small parameter α = ~2/m2 yields the trivial
solution λ = 0 so the above equations reduce to
(2.21) ∇¯µ(ρΩ2∇¯µS) = 0; ∇¯µS∇¯µS = m2Ω2; Gµν = −κT(m)µν − κT(Ω)µν
where T
(m)
µν is the matter energy-momentum (EM) tensor and
(2.22) κT(Ω)µν =
[gµν✷−∇µ∇ν ]Ω2
Ω2
+ 6
∇µΩ∇νΩ
ω2
− 2gµν∇αΩ∇
αΩ
Ω2
with Ω2 = 1+α(✷¯
√
ρ/
√
ρ). Note that the second relation in (2.21) is the Bohmian equation
of motion and written in terms of gµν it becomes ∇µS∇µS = m2c2.
REMARK 2.1. In the preceeding one has tacitly assumed that there is an ensemble
of quantum particles so what about a single particle? One translates now the quantum
potential into purely geometrical terms without reference to matter parameters so that the
original form of the quantum potential can only be deduced after using the field equations.
Thus the theory will work for a single particle or an ensemble. One notes that the use
of ψψ∗ automatically suggests or involves an ensemble if (or its square root) it is to be
interpreted as a probability density. Thus the idea that a particle has only a probability of
being at or near x seems to mean that some paths take it there but others don’t and this
is consistent with Feynman’s use of path integrals for example. This seems also to say that
there is no such thing as a particle, only a collection of versions or cloud connected to the
particle idea. Bohmian theory on the other hand for a fixed energy gives a one parameter
family of trajectories associated to ψ (see here [47, 50, 54] for details). This is because the
trajectory arises from a third order differential while fixing the solution ψ of the second order
stationary Schro¨dinger equation involves only two “boundary” conditions. As was shown in
[50] this automatically generates a Heisenberg inequality ∆x∆p ≥ c~; i.e. the uncertainty
is built in when using the wave function ψ and amazingly can be expressed by the operator
theoretical framework of quantum mechanics. Thus a one parameter family of paths can
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be associated with the use of ψψ∗ and this generates the cloud or ensemble automatically
associated with the use of ψ. In fact (cf. Remark 3.2) one might conjecture that upon using
a wave function discription of quantum particle motion, one opens the door to a cloud of
particles, all of whose motions are incompletely governed by the SE, since one determining
condition for particle motion is ignored. Thus automatically the quantum potential will give
rise to a force acting on any such particular trajectory and the “ensemble” idea naturally
applies to a cloud of identical particles. 
REMARK 2.2. Now first ignore gravity and look at the geometrical properties of the
conformal factor given via
(2.23) gµν = e
4Σηµν ; e
4Σ =
M2
m2
= exp
(
α
✷η
√
ρ√
ρ
)
= exp
(
α
✷η
√|T|√|T|
)
where T is the trace of the EM tensor and is substituted for ρ (true for dust). The Einstein
tensor for this metric is
(2.24) Gµν = 4gµν✷ηexp(−Σ) + 2exp(−2Σ)∂µ∂νexp(2Σ); Σ = α
4
✷η
√
ρ√
ρ
Hence as an Ansatz one can suppose that in the presence of gravitational effects the field
equation would have a form
(2.25) Rµν − 1
2
Rgµν = κTµν + 4gµνeΣ✷e−Σ + 2e−2Σ∇µ∇νe2Σ
This is written in a manner such that in the limit Tµν → 0 one will obtain (2.23). Taking
the trace of the last equation one gets −R = κT− 12✷Σ+24(∇Σ)2 which has the iterative
solution κT = −R+ 12α✷[(✷√R)/√R] leading to
(2.26) Σ ∝ α[(✷
√
|T|/
√
|T|)] ≃ α[(✷
√
|R|)/
√
|R|)]
to first order in α. One goes now to the field equations for this toy model. First from the
above one sees that T can be replaced by R in the expression for the quantum potential
or for the conformal factor of the metric. This is important since the explicit reference to
ensemble density is removed and the theory works for a single particle or an ensemble. So
from (??) for a toy quantum gravity theory one assumes the following field equations
(2.27) Gµν − κTµν − Zµναβexp
(α
2
Φ
)
∇α∇βexp
(
−α
2
Φ
)
= 0
where Zµναβ = 2[gµνgαβ − gµαgνβ] and Φ = (✷
√|R|/√|R|). The number 2 and the minus
sign of the second term are chosen so that the energy equation derived later will be correct.
Note that the trace of (2.27) is
(2.28) R+ κT+ 6exp(αΦ/2)✷exp(−αΦ/2) = 0
and this represents the connection of the Ricci scalar curvature of space time and the
trace of the matter EM tensor. If a perturbative solution is admitted one can expand in
powers of α to find R(0) = −κT and R(1) = −κT − 6exp(αΦ0/2)✷exp(−αΦ0/2) where
Φ(0) = ✷
√|T|/√|T|. The energy relation can be obtained by taking the four divergence of
the field equations and since the divergence of the Einstein tensor is zero one obtains
(2.29) κ∇νTµν = αRµν∇νΦ− α
2
4
∇µ(∇Φ)2 + α
2
2
∇µΦ✷Φ
For a dust with Tµν = ρuµuν and uµ the velocity field, the conservation of mass law is
∇ν(ρMuν) = 0 so one gets to first order in α∇µM/M = −(α/2)∇µΦ orM2 = m2exp(−αΦ)
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where m is an integration constant. This is the correct relation of mass and quantum
potential. 
In [182] there is then some discussion about making the conformal factor dynamical via a
general scalar tensor action (cf. also [176]) and subsequently one makes both the conformal
factor and the quantum potential into dynamical fields and creates a scalar tensor theory
with two scalar fields. Thus first start with a general action
(2.30) A =
∫
d4x
√−g
[
φR− ω∇µφ∇
µφ
φ
− ∇µQ∇
µQ
φ
+ 2Λφ+ Lm
]
The cosmological constant generally has an interaction term with the scalar field and here
one uses an ad hoc matter Lagrangian
(2.31) Lm =
ρ
m
φa∇µS∇µS −mρφb − Λ(1 +Q)c + αρ(eℓQ − 1)
(only the first two terms 1+Q from exp(Q) are used for simplicity in the third term). Here
a, b, c are constants to be fixed later and the last term is chosen (heuristically) in such a
manner as to have an interaction between the quantum potential field and the ensemble
density (via the equations of motion); further the interaction is chosen so that it vanishes
in the classical limit but this is ad hoc. Variation of the above action yields
(1) The scalar fields equation of motion
(2.32) R+ 2ω
φ
✷φ− ω
φ2
∇µφ∇µφ+ 2Λ+
+
1
φ2
∇µQ∇µQ+ a
m
ρφa−1∇µS∇µS −mbρφb−1 = 0
(2) The quantum potential equations of motion
(2.33) (✷Q/φ)− (∇µQ∇µφ/φ2)− Λc(1 +Q)c−1 + αℓρexp(ℓQ) = 0
(3) The generalized Einstein equations
(2.34) Gµν − Λgµν = − 1
φ
Tµν − 1
φ
[∇µ∇ν − gµν✷]φ+ ω
φ2
∇µφ∇νφ−
− ω
2φ2
gµν∇αφ∇αφ+ 1
φ2
∇µQ∇νQ− 1
2φ2
gµν∇αQ∇αQ
(4) The continuity equation ∇µ(ρφa∇µS) = 0
(5) The quantum Hamilton Jacobi equation
(2.35) ∇µS∇µS = m2φb−a − αmφ−a(eℓQ − 1)
In (2.32) the scalar curvature and the term ∇µS∇µS can be eliminated using (2.34) and
(2.35); further on using the matter Lagrangian and the definition of the EM tensor one has
(2.36) (2ω − 3)✷φ = (a+ 1)ρα(eℓQ − 1)− 2Λ(1 +Q)c + 2Λφ− 2
φ
∇µQ∇µQ
(where b = a+ 1). Solving (2.33) and (2.36) with a perturbation expansion in α one finds
(2.37) Q = Q0 + αQ1 + · · · ; φ = 1 + αQ1 + · · · ; √ρ = √ρ0 + α√ρ1 + · · ·
where the conformal factor is chosen to be unity at zeroth order so that as α→ 0 (2.35) goes
to the classical HJ equation. Further since by (2.35) the quantum mass is m2φ+ · · · the first
order term in φ is chosen to be Q1 (cf. (2.13)). Also we will see that Q1 ∼ ✷√ρ/√ρ plus
corrections which is in accord with Q as a quantum potential field. In any case after some
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computation one obtains a = 2ωk, b = a+ 1, and ℓ = (1/4)(2ωk + 1) = (1/4)(a+ 1) = b/4
with Q0 = [1/c(2c−3)]{[−(2ωk+1)/2Λ]k√ρ0−(2c2−c+1)} while ρ0 can be determined (cf.
[182] for details). Thus heuristically the quantum potential can be regarded as a dynamical
field and perturbatively one gets the correct dependence of quantum potential upon density,
modulo some corrective terms.
REMARK 2.3. The gravitational effects determine the causal structure of spacetime
as long as quantum effects give its conformal structure. This does not mean that quantum
effects have nothing to do with the causal structure; they can act on the causal structure
through back reaction terms appearing in the metric field equations. The conformal factor
of the metric is a function of the quantum potential and the mass of a relativistic particle
is a field produced by quantum corrections to the classical mass. One has shown that the
presence of the quantum potential is equivalent to a conformal mapping of the metric. Thus
in different conformally related frames one feels different quantum masses and different
curvatures. In particular there are two frames with one containing the quantum mass field
and the classical metric while the other contains the classical mass and the quantum metric.
In general frames both the spacetime metric and the mass field have quantum properties so
one can state that different conformal frames are identical pictures of the gravitational and
quantum phenomena. We feel different quantum forces in different conformal frames. The
question then arises of whether the geometrization of quantum effects implies conformal
invariance just as gravitational effects imply general coordinate invariance. One sees here
that Weyl geometry provides additional degrees of freedom which can be identified with
quantum effects and seems to create a unified geometric framework for understanding both
gravitational and quantum forces. Some features here are: (i) Quantum effects appear
independent of any preferred length scale. (ii) The quantum mass of a particle is a field.
(iii) The gravitational constant is also a field depending on the matter distribution via the
quantum potential (cf. [176, 183]). (iv) A local variation of matter field distribution changes
the quantum potential acting on the geometry and alters it globally; the nonlocal character
is forced by the quantum potential (cf. [177]). 
2.1. DIRAC-WEYL ACTION. Next (still following [182]) one goes to Weyl geometry
based on the Weyl-Dirac action
(2.38) A =
∫
d4x
√−g(FµνFµν − β2 WR+ (σ + 6)β;µβ;µ + Lmatter
Here Fµν is the curl of the Weyl 4-vector φµ, σ is an arbitrary constant and β is a scalar field
of weight −1. The symbol “;” represents a covariant derivative under general coordinate and
conformal transformations (Weyl covariant derivative) defined as X;µ =
W∇µX − NφµX
where N is the Weyl weight of X. The equations of motion are then
(2.39) Gµν = −8π
β2
(Tµν +Mµν) +
2
β
(gµνW∇αW∇αβ −W∇µW∇νβ)+
+
1
β2
(4∇µβ∇νβ − gµν∇αβ∇αβ) + σ
β2
(β;µβ;ν − 1
2
gµνβ;αβ;α);
W∇µFµν = 1
2
σ(β2φµ + β∇µβ) + 4πJµ;
R = −(σ + 6)
W
✷β
β
+ σφαφ
α − σW∇αφα + ψ
2β
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where
(2.40) Mµν = (1/4π)[(1/4)gµνFαβFαβ − FµαF να
and
(2.41) 8πTµν =
1√−g
δ
√−gLmatter
δgµν
; 16πJµ =
δLmatter
δφµ
; ψ =
δLmatter
δβ
For the equations of motion of matter and the trace of the EM tensor one uses invariance
of the action under coordinate and gauge transformations, leading to
(2.42) W∇νTµν − T∇
µβ
β
= Jαφ
αµ −
(
φµ +
∇µβ
β
)
W∇αJα;
16πT− 16πW∇µJµ − βψ = 0
The first relation is a geometrical identity (Bianchi identity) and the second shows the
mutual dependence of the field equations. Note that in the Weyl-Dirac theory the Weyl
vector does not couple to spinors so φµ cannot be interpreted as the EM potential; the
Weyl vector is used as part of the spacetime geometry and the auxillary field (gauge field) β
represents the quantum mass field. The gravity fields gµν and φµ and the quantum mass field
determine the spacetime geometry. Now one constructs a Bohmian quantum gravity which
is conformally invariant in the framework of Weyl geometry. If the model has mass this
must be a field (since mass has non-zero Weyl weight). The Weyl-Dirac action is a general
Weyl invariant action as above and for simplicity now assume the matter Lagrangian does
not depend on the Weyl vector so that Jµ = 0. The equations of motion are then
(2.43) Gµν = −8π
β2
(Tµν +Mµν) +
2
β
(gµνW∇αW∇αβ −W∇µW∇νβ)+
+
1
β2
(4∇µβ∇νβ − gµν∇αβ∇αβ) + σ
β2
(
β;µβ;ν − 1
2
gµνβ;αβ;α
)
;
W∇νFµν = 1
2
σ(β2φµ + β∇µβ); R = −(σ + 6)
W
✷β
β
+ σφαφ
α − σW∇αφα + ψ
2β
The symmetry conditions are
(2.44) W∇νTµν − T(∇µβ/β) = 0; 16πT− βψ = 0
(recall T = Tµνµν). One notes that from (2.43) results
W∇µ(β2φµ + β∇µβ) = 0 so φµ is not
independent of β. To see how this is related to the Bohmian quantum theory one introduces
a quantum mass field and shows it is proportional to the Dirac field. Thus using (2.43) and
(2.44) one has
(2.45) ✷β +
1
6
βR = 4π
3
T
β
+ σβφαφ
α + 2(σ − 6)φγ∇γβ + σ
β
∇µβ∇µβ
This can be solved iteratively via
(2.46) β2 = (8πT/R)− {1/[(R/6)− σφαφα]}β✷β + · · ·
Now assuming Tµν = ρuµuν (dust with T = ρ) we multiply (2.44) by uµ and sum to get
(2.47) W∇ν(ρuν)− ρ(uµ∇µβ/β) = 0
Then put (2.44) into (2.47) which yields
(2.48) uνW∇νuµ = (1/β)(gµν − uµuν)∇νβ
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To see this write (assuming gµν∇νβ = ∇µβ)
(2.49) W∇ν(ρuµuν) = uµW∇νρuµ + ρuνW∇νuµ ⇒
⇒ uµ
(
uµ∇µβ
β
)
+ uνW∇νuµ − ∇
µβ
β
= 0⇒ uνW∇νuµ = (1 − uµuµ)∇
µβ
β
=
(gµν − uµuµgµν)∇νβ
β
= (gµν − uµuν)∇νβ
β
which is (2.47). Then from (2.46)
(2.50) β2(1) =
8πT
R ; β
2(2) =
8πT
R
(
1− 1
(R/6)− σφαφα
✷
√
T√
T
)
; · · ·
Comparing with (2.15) and (2.3) shows that we have the correct equations for the Bohmian
theory provided one identifies
(2.51) β ∼M; 8πTR ∼ m
2;
1
σφαφα − (R/6) ∼ α
Thus β is the Bohmian quantum mass field and the coupling constant α (which depends
on ~) is also a field, related to geometrical properties of spacetime. One notes that the
quantum effects and the length scale of the spacetime are related. To see this suppose one
is in a gauge in which the Dirac field is constant; apply a gauge transformation to change
this to a general spacetime dependent function, i.e.
(2.52) β = β0 → β(x) = β0exp(−Ξ(x)); φµ → φµ + ∂µΞ
Thus the gauge in which the quantum mass is constant (and the quantum force is zero) and
the gauge in which the quantum mass is spacetime dependent are related to one another via
a scale change. In particular φµ in the two gauges differ by −∇µ(β/β0) and since φµ is a
part of Weyl geometry and the Dirac field represents the quantum mass one concludes that
the quantum effects are geometrized (cf. also (2.43) which shows that φµ is not independent
of β so the Weyl vector is determined by the quantum mass and thus the geometrical aspect
of the manifold is related to quantum effects).
3. MORE ON KLEIN GORDON EQUATIONS
We give several approaches here, from various points of view.
3.1. BERTOLDI-FARAGGI-MATONE THEORY. The equivalence principle (EP)
of Faraggi-Matone (cf. [27, 44, 46, 51, 82]) is based on the idea that all physical systems
can be connected by a coordinate transformation to the free situation with vanishing energy
(i.e. all potentials are equivalent under coordinate transformations). This automatically
leads to the quantum stationary Hamilton-Jacobi equation (QSHJE) which is a third order
nonlinear differential equation providing a trajectory representation of quantum mechanics
(QM). The theory transcends in several respects the Bohm theory and in particular utilizes
a Floydian time (cf. [83, 84]) leading to q˙ = p/mQ 6= p/m where mQ = m(1 − ∂EQ)
is the “quantum mass” and Q the “quantum potential”. Thus the EP is reminscient of
the Einstein equivalence of relativity theory. This latter served as a midwife to the birth
of relativity but was somewhat inaccurate in its original form. It is better put as saying
that all laws of physics should be invariant under general coordinate transformations (cf.
[146]). This demands that not only the form but also the content of the equations be
unchanged. More precisely the equations should be covariant and all absolute constants
in the equations are to be left unchanged (e.g. c, ~, e, m and ηµν = Minkowski tensor).
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Now for the EP, the classical picture with Scl(q,Q0, t) the Hamilton principal function
(p = ∂Scl/∂q) and P 0, Q0 playing the role of initial conditions involves the classical HJ
equation (CHJE) H(q, p = (∂Scl/∂q), t) + (∂Scl/∂t) = 0. For time independent V one
writes Scl = Scl0 (q,Q
0) − Et and arrives at the classical stationary HJ equation (CSHJE)
(1/2m)(∂Scl0 /∂q)
2 + W = 0 where W = V (q) − E. In the Bohm theory one looked at
Schro¨dinger equations i~ψt = −(~2/2m)ψ′′ + V ψ with ψ = ψ(q)exp(−iEt/~) and ψ(q) =
R(qexp(iWˆ /~) leading to
(3.1)
(
1
2m
)
(Wˆ ′)2 + V − E − ~
2R′′
2mR
= 0; (R2Wˆ ′)′ = 0
where Qˆ = −~2R′′/2mR was called the quantum potential; this can be written in the
Schwartzian form Qˆ = (~2/4m){Wˆ ; q} (viaR2Wˆ ′ = c). Here {f ; q} = (f ′′′/f ′)−(3/2)(f ′′/f ′)2.
Writing W = V (q)−E as in above we have the quantum stationary HJ equation (QSHJE)
(3.2) (1/2m)(∂Wˆ ′/∂q)2 +W(q) + Qˆ(q) = 0 ≡W = −(~2/4m){exp(2iS0/~); q}
This was worked out in the Bohm school (without the Schwarzian connections) but ψ =
Rexp(iWˆ/~) is not appropriate for all situations and care must be taken (Wˆ = constant
must be excluded for example - cf. [82, 83, 84]). The technique of Faraggi-Matone (FM)
is completely general and with only the EP as guide one exploits the relations between
Schwarzians, Legendre duality, and the geometry of a second order differential operator
D2x + V (x) (Mo¨bius transformations play an important role here) to arrive at the QSHJE
in the form
(3.3)
1
2m
(
∂Sv0 (q
v)
∂qv
)2
+W(qv) +Qv(qv) = 0
where v : q → qv represents an arbitrary locally invertible coordinate transformation.
Note in this direction for example that the Schwarzian derivative of the the ratio of two
linearly independent elements in ker(D2x + V (x)) is twice V (x). In particular given an
arbitrary system with coordinate q and reduced action S0(q) the system with coordinate q
0
corresponding to V − E = 0 involves W(q) = (q0; q) where (q0, q) is a cocycle term which
has the form (qa; qb) = −(~2/4m){qa; qb}. In fact it can be said that the essence of the EP
is the cocycle conditon
(3.4) (qa; qc) = (∂qcq
b)2[(qa; qb)− (qc; qb)]
In addition FM developed a theory of (x, ψ) duality (cf. [81])) which related the space
coordinate and the wave function via a prepotential (free energy) in the form F = (1/2)ψψ¯+
iX/ǫ for example. A number of interesting philosophical points arise (e.g. the emergence
of space from the wave function) and we connected this to various features of dispersionless
KdV in [44, 51] in a sort of extended WKB spirit. One should note here that although a
form ψ = Rexp(iWˆ/~) is not generally appropriate it is correct when one is dealing with two
independent solutions of the Schro¨dinger equation ψ and ψ¯ which are not proportional. In
this context we utilized some interplay between various geometric properties of KdV which
involve the Lax operator L2 = D2x + V (x) and of course this is all related to Schwartzians,
Virasoro algebras, and vector fields on S1 (see e.g. [44, 45, 51, 52, 53]). Thus the simple
presence of the Schro¨dinger equation (SE) in QM automatically incorporates a host of
geometrical properties of Dx = d/dx and the circle S
1. In fact since the FM theory exhibits
the fundamental nature of the SE via its geometrical properties connected to the QSHJE
one could speculate about trivializing QM (for 1-D) to a study of S1 and ∂x.
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We import here some comments based on [27] concerning the Klein-Gordon (KG) equation
and the equivalence principle (EP) (details are in [27] and cf. also [72]). One starts with
the relativistic classical Hamilton-Jacobi equation (RCHJE) with a potential V (q, t) given
as
(3.5)
1
2m
D∑
1
(∂kS
cl(q, t))2 +Wrel(q, t) = 0;
Wrel(q, t) =
1
2mc2
[m2c4 − (V (q, t) + ∂tScl(q, t))2]
In the time-independent case one has Scl(q, t) = Scl0 (q)− Et and (3.3) becomes
(3.6)
1
2m
D∑
1
(∂kS
cl
0 )
2 +Wrel = 0; Wrel(q) =
1
2mc2
[m2c4 − (V (q)− E)2]
In the latter case one can go through the same steps as in the nonrelativistic case and the
relativistic quantum HJ equation (RQHJE) becomes
(3.7) (1/2m)(∇S0)2 +Wrel − (~2/2m)(∆R/R) = 0; ∇ · (R2∇S0) = 0
these equations imply the stationary KG equation
(3.8) −~2c2∆ψ + (m2c4 − V 2 + 2EV − E2)ψ = 0
where ψ = Rexp(iS0/~). Now in the time dependent case the (D+1)-dimensional RCHJE
is (ηµν = diag(−1, 1, · · · , 1)
(3.9) (1/2m)ηµν∂µS
cl∂νS
cl +W′rel = 0;
W′rel = (1/2mc
2)[m2c4 − V 2(q)− 2cV (q)∂0Scl(q)]
with q = (ct, q1, · · · , qD). Thus (3.9) has the same structure as (3.6) with Euclidean metric
replaced by the Minkowskian one. We know how to implement the EP by adding Q via
(1/2m)(∂S)2 +Wrel + Q = 0 (cf. [82] and remarks above). Note now that W
′
rel depends
on Scl requires an identification
(3.10) Wrel = (1/2mc
2)[m2c4 − V 2(q)− 2cV (q)∂0S(q)]
(S replacing Scl) and implementation of the EP requires that for an arbitrary Wa state
(q ∼ qa) one must have
(3.11) Wbrel(q
b) = (pb|pa)Warel(qa) + (qq; qb); Qb(qb) = (pb|pa)Q(qa)− (qa; qb)
where
(3.12) (pb|p) = [ηµνpbµpbν/ηµνpµpν ] = pTJηJT p/pTηp; Jµν = ∂qµ/∂qb
ν
(J is a Jacobian and these formulas are the natural multidimensional generalization - see [27]
for details). Furthermore there is a cocycle condition (qa; qc) = (pc|pb)[(qa; qb)− (qc; qb)].
Next one shows that Wrel = (~
2/2m)[✷(Rexp(iS/~))/Rexp(iS/~)] and hence the cor-
responding quantum potential is Qrel = −(~2/2m)[✷R/R]. Then the RQHJE becomes
(1/2m)(∂S)2 + Wrel + Q = 0 with ∂ · (R2∂S) = 0 (here ✷R = ∂µ∂µR) and this reduces
to the standard SE in the classical limit c → ∞ (note ∂ ∼ (∂0, ∂1, · · · , ∂D) with q0 = ct,
etc. - cf. (3.9)). To see how the EP is simply implemented one considers the so called
minimal coupling prescription for an interaction with an electromagnetic four vector Aµ.
Thus set P clµ = p
cl
µ + eAµ where p
cl
µ is a particle momentum and P
cl
µ = ∂µS
cl is the gener-
alized momentum. Then the RCHJE reads as (1/2m)(∂Scl − eA)2 + (1/2)mc2 = 0 where
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A0 = −V/ec. Then W = (1/2)mc2 and the critical case W = 0 corresponds to the limit
situation where m = 0. One adds the standard Q correction for implementation of the EP
to get (1/2m)(∂S− eA)2+(1/2)mc2+Q = 0 and there are transformation properties (here
(∂S − eA)2 ∼∑(∂µS − eAµ)2)
(3.13) W(qb) = (pb|pa)Wa(qa) + (qa; qb); Qb(qb) = (pq|pa)Qa(qa)− (qa; qb)
(pb|p) = (p
b − eAb)2
(p− eA)2 =
(p− eA)TJηJT (p− eA)
(p− eA)T η(p− eA)
Here J is a Jacobian Jµν = ∂q
µ/∂qb
ν
and this all implies the cocycle condition again. One
finds now that (recall ∂ · (R2(∂S − eA)) = 0 - continuity equation)
(3.14) (∂S − eA)2 = ~2
(
✷R
R
− D
2(ReiS/~)
ReiS/~
)
; Dµ = ∂µ − i
~
eAµ
and it follows that
(3.15) W =
~
2
2m
D2(ReiS/~)
ReiS/~
; Q = − ~
2
2m
✷R
R
; D2 = ✷− 2ieA∂
~
− e
2A2
~2
− ie∂A
~
(3.16) (∂S − eA)2 +m2c2 − ~2✷R
R
= 0; ∂ · (R2(∂S − eA)) = 0
Note also that (3.9) agrees with (1/2m)(∂Scl − eA)2 + (1/2)mc2 = 0 after setting Wrel =
mc2/2 and replacing ∂µS
cl by ∂µS
cl − eAµ. One can check that (3.16) implies the KG
equation (i~∂ + eA)2ψ +m2c2ψ = 0 with ψ = Rexp(iS/~).
REMARK 3.1. We extract now a remark about mass generation and the EP from [19].
Thus a special property of the EP is that it cannot be implemented in classical mechanics
(CM) because of the fixed point corresponding to W = 0. One is forced to introduce a
uniquely determined piece to the classical HJ equation (namely a quantum potential Q).
In the case of the RCHJE the fixed point W(q0) = 0 corresponds to m = 0 and the EP
then implies that all the other masses can be generated by a coordinate transformation.
Consequently one concludes that masses correspond to the inhomogeneous term in the
transformation properties of the W0 state, i.e. (1/2)mc2 = (q0; q). Furthermore by (3.13)
masses are expressed in terms of the quantum potential (1/2)mc2 = (p|p0)Q0(q0) − Q(q).
In particular in [82] the role of the quantum potential was seen as a sort of intrinsic self
energy which is reminiscent of the relativistic self energy and this provides a more explicit
evidence of such an interpretation. 
REMARK 3.2. In a previous paper [47] (working with stationary states and ψ satisfying
the Schro¨dinger equation (SE) −(~2/2m)ψ′′ + V ψ = Eψ) we suggested that the notion of
uncertainty in quantum mechanics (QM) could be phrased as incomplete information. The
background theory here is taken to be the trajectory theory of Bertoldi-Faraggi-Matone-
Floyd as above and the idea in [47] goes as follows. First recall that Floydian microstates
satisfy a third order quantum stationary Hamilton-Jacobi equation (QSHJE)
(3.17)
1
2m
(S′0)
2 +W(q) +Q(q) = 0; Q(q) =
~
2
4m
{S0; q};
W(q) = − ~
2
4m
{exp(2iS0/~); q} ∼ V (q)− E
where {f ; q} = (f ′′′/f ′)− (3/2)(f ′′/f ′)2 is the Schwarzian and S0 is the Hamilton principle
function. Also one recalls that the EP of Faraggi-Matone can only be implemented when
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S0 6= const; thus consider ψ = Rexp(iS0/~) with Q = −~2R′′/2mR and (R2S′0)′ = 0
where S′0 = p and mQq˙ = p with mQ = m(1 − ∂EQ) and t ∼ ∂ES0. Thus microstates
require three initial or boundary conditions in general to determine S0 whereas the SE
involves only two such conditions. Hence in dealing with the SE in the standard QM Hilbert
space formulation one is not using complete information about the “particles” described by
microstate trajectories. The price of underdetermination is then uncertainty in q, p, t for
example. In the present note we will make this more precise and add further discussion.
Following [50] we now make this more precise and add further discussion. For the stationary
SE −(~2/2m)ψ′′ + V ψ = Eψ it is shown in [82] that one has a general formula
(3.18) e2iS0(δ)/~ = eiα
w + iℓ¯
w − iℓ
(δ ∼ (α, ℓ)) with three integration constants, α, ℓ1, ℓ2 where ℓ = ℓ1+iℓ2 and w ∼ ψD/ψ ∈ R.
Note ψ and ψD are linearly independent solutions of the SE and one can arrange that
ψD/ψ ∈ R in describing any situation. Here p is determined by the two constants in ℓ and
has a form
(3.19) p =
±~Ωℓ1
|ψD − iℓψ|2
(where w ∼ ψD/ψ above and Ω = ψ′ψD − ψ(ψD)′). Now let p be determined exactly
with p = p(q, E) via the Schro¨dinger equation and S′0. Then q˙ = (∂Ep)
−1 is also exact so
∆q = (∂Ep)
−1(τ)∆t for some τ with 0 ≤ τ ≤ t is exact (up to knowledge of τ). Thus given
the wave function ψ satisfying the stationary SE with two boundary conditions at q = 0
say to fix uniqueness, one can create a probability density |ψ|2(q, E) and the function S′0.
This determines p uniquely and hence q˙. The additional constant needed for S0 appears in
(3.18) and we can write S0 = S0(α, q, E) since from (3.18) one has
(3.20) S0 − (~/2)α = −(i~/2)log(β)
and β = (w+ iℓ¯)/(w− iℓ) with w = ψD/ψ is to be considered as known via a determination
of suitable ψ, ψD. Hence ∂αS0 = −~/2 and consequently ∆S0 ∼ ∂αS0δα = −(~/2)∆α
measures the indeterminacy in S0.
Let us expand upon this as follows. Note first that the determination of constants nec-
essary to fix S0 from the QSHJE is not usually the same as that involved in fixing ℓ, ℓ¯ in
(3.18). In paricular differentiating in q one gets
(3.21) S′0 = −
i~β′
β
; β′ = − 2iℜℓw
′
(w − iℓ)2
Since w′ = −Ω/ψ2 where Ω = ψ′ψD − ψ(ψD)′ we get β′ = −2iℓ1Ω/(ψD − iℓψ)2 and
consequently
(3.22) S′0 = −
~ℓ1Ω
|ψD − iℓψ|2
which agrees with p in (3.19) (±~ simply indicates direction). We see that e.g. S0(x0) =
i~ℓ1Ω/|ψD(x0) − iℓψ(x0)|2 = f(ℓ1, ℓ2, x0) and S′′0 = g(ℓ1, ℓ2, x0) determine the relation
between (p(x0), p
′(x0)) and (ℓ1, ℓ2) but they are generally different numbers. In any case,
taking α to be the arbitrary unknown constant in the determination of S0, we have S0 =
S0(q, E, α) with q = q(S0, E, α) and t = t(S0, E, α) = ∂ES0 (emergence of time from the
wave function). One can then write e.g.
(3.23) ∆q = (∂q/∂S0)(Sˆ0, E, α)∆S0 = (1/p)(qˆ, E)∆S0 = −(1/p)(qˆ, E)(~/2)∆α
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(for intermediate values (Sˆ0, qˆ)) leading to
THEOREM 3.1. With p determined uniquely by two “initial” conditions so that ∆p is
determined and q given via (3.18) we have from (3.23) the inequality ∆p∆q = O(~) which
resembles the Heisenberg uncertainty relation.
COROLLARY 3.1. Similarly ∆t = (∂t/∂S0)(Sˆ0, E, α)∆S0 for some intermediate value
Sˆ0 and hence as before ∆E∆t = O(~) (∆E being precise).
Note that there is no physical argument here; one is simply looking at the number of
conditions necessary to fix solutions of a differential equation. In fact (based on some cor-
resondence with E. Floyd) it seems somewhat difficult to produce a physical argument. We
refer also to Remark 3.1.2 for additional discussion. 
REMARK 3.3. In order to get at the time dependent SE from the BFM (Bertoldi-
Faraggi-Matone) theory we proceed as follows. From the previous discussion on the KG
equation one sees that (dropping the A terms) in the time independent case one has
Scl(q, t) = Scl0 (q)− Et
(3.24) (1/2m)
D∑
1
(∂kS
cl
0 )
2 +Wrel = 0; Wrel(q) = (1/2mc
2)[m2c4 − (V (q)− E)2]
leading to a stationary RQHJE
(3.25) (1/2m)(∇S0)2 +Wrel − (~2/2m)(∆R/R) = 0; ∇ · (R2∇S0) = 0
This implies also the stationary KG equation
(3.26) −~2c2∆ψ + (m2c4 − V 2 + 2V E − E2)ψ = 0
Now in the time dependent case one can write (1/2m)ηµν∂µS
cl∂νS
cl + W′rel = 0 where
η ∼ diag(−1, 1, · · · , 1) and
(3.27) W′rel(q) = (1/2mc
2)[m2c4 − V 2(q)− 2cV (q)∂0Scl(q)]
with q ≡ (ct, q1, · · · , qD). Thus we have the same structure as (3.24) with Euclidean metric
replaced by a Minkowskian one. To implement the EP we have to modify the classical
equation by adding a function to be determined, namely (1/2m)(∂S)2 + Wrel + Q = 0
((∂S)2 ∼ ∑(∂µS)2 etc.). Observe that since W′rel depends on Scl we have to make the
identification Wrel = (1/2mc
2)[m2c4−V 2(q)− 2cV (q)∂0S(q)] which differs from W′rel since
S now appears instead of Scl. Implementation of the EP requires that for an arbitrary Wa
state
(3.28) Wbrel(q
b) = (pb|pa)Warel(qa) + (qq; qb); Qb(qb) = (pb|pa)Qa(qa)− (qa; qb)
where now (pb|p) = ηµνpbµpbν/ηµνpµpν = pTJηJT p/pTηp and Jµν = ∂qµ/∂(qb)ν . This leads
to the cocycle condition (qa; qc) = (pc|pb)[(qq ; qb) − (qc; qb)] as before. Now consider the
identity
(3.29) α2(∂S)2 = ✷(Rexp(αS))/Rexp(αS)− (✷R/R)− (α∂ · (R2∂S)/R2)
and if R satisfies the continuity equation ∂ · (R2∂S) = 0 one sets α = i/~ to obtain
(3.30)
1
2m
(∂S)2 = − ~
2
2m
✷(ReiS/~)
ReiS/~
+
~
2
2m
✷R
R
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Then it is shown that Wrel = (~
2/2m)(✷(Rexp(iS/~))/Rexp(iS/~) so there results Qrel =
−(~2/2m)(✷R/R). Thus the RQHJE has the form (cf. (3.14) - (3.16))
(3.31)
1
2m
(∂S)2 +Wrel − ~
2
2m
✷R
R
= 0; ∂ · (R2∂S) = 0
Now for the time dependent SE one takes the nonrelativistic limit of the RQHJE. For
the classical limit one makes the usual substitution S = S′ −mc2t so as c → ∞ Wrel →
(1/2)mc2 + V and −(1/2m)(∂0S)2 → ∂tS′ − (1/2)mc2 with ∂(R2∂S) = 0 → m∂t(R′)2 +
∇ · ((R′)2∇S′) = 0. Therefore (removing the primes) (3.31) becomes (1/2m)(∇S)2 + V +
∂tS − (~2/2m)(∆R/R) = 0 with the time dependent nonrelativistic continuity equation
being m∂tR
2 +∇ · (R2∇S) = 0. This leads then (for ψ ∼ Rexp(iS/~)) to the SE
(3.32) i~∂tψ =
(
− ~
2
2m
∆+ V
)
ψ
One sees from all this that the BFM theory is profoundly governed by the equivalence
principle and produces a usable framework for computation. It is surprising that it has not
attracted more adherents. 
3.2. KLEIN GORDON A` LA SANTAMATO. The derivation of the SE in [171]
(treated in Section 1.1) was modified in [172] to a derivation of the Klein-Gordon (KG)
equation via a somewhat different average action principle. Recall that the spacetime ge-
ometry in [171] was obtained from the average action principle to obtain Weyl connections
with a gauge field φµ (thus the geometry had a statistical origin). The Riemann scalar
curvature R˙ was then related to the Weyl scalar curvature R via an equation
(3.33) R = R˙− 3[(1/2)gµνφµφν + (1/
√−g)∂µ(
√−ggµνφν)]
Explicit reference to the underlying Weyl structure disappears in the resulting SE and we
refer to Remark 1.7 for a few comments (cf. also [55] for an incisive review). We recall also
here from [156, 157, 158, 159] (cf. [42, 43, 54]) that in the conformal geometry the particles
do not follow geodesics of the conformal metric alone; further the work in [156, 157, 158, 159]
is absolutely fundamental in exhibiting a correct framework for general relativity via the
conformal (Weyl) version. Summarizing from [171] and the second paper in [172] one can say
that traditional QM is equivalent (in some sense) to classical statistical mechanics in Weyl
spaces. The moral seems to be (loosly) that quantum mechanics in Riemannian spacetime
is the same as classical statistical mechanics in a Weyl space. In particular one wants to
establish that traditional QM, based on wave equations and ad hoc probability calculus
is merely a convenient mathematical construction to overcome the complications arising
from a nontrivial spacetime geometric structure. Here one works from first principles and
includes gauge invariance (i.e. invariance with respect to an arbitrary choice of the spacetime
calibration). The spacetime is supposed to be a generic 4-dimensional differential manifold
with torsion free connections Γλµν = Γ
λ
νµ and a metric tensor gµν with signature (+,−,−,−)
(one takes ~ = c = 1). Here the (restrictive) hypothesis of assuming a Weyl geometry from
the beginning is released, both the particle motion and the spacetime geometric structure
are derived from a single average action principle. A result of this approach is that the
spacetime connections are forced to be integrable Weyl connections by the extremization
principle.
The particle is supposed to undergo a motion in spacetime with deterministic trajectories
and random initial conditions taken on an arbitrary spacelike 3-dimensional hypersurface;
thus the theory describes a relativistic Gibbs ensemble of particles (cf. [95, 172] for all this
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in detail and see also [54]). Both the particle motion and the spacetime connections can be
obtained from the average stationary action principle
(3.34) δ
[
E
(∫ τ2
τ1
L(x(τ, x˙(τ))dτ
)]
= 0
This action integral must be parameter invariant, coordinate invariant, and gauge invariant.
All of these requirements are met if L is positively homogeneous of the first degree in
x˙µ = dxµ/dτ and transforms as a scalar of Weyl type w(L) = 0. The underlying probabiity
measure must also be gauge invariant. A suitable Lagrangian is then
(3.35) L(x, dx) = (m2 − (R/6))1/2ds+Aµdxµ
where ds = (gµν x˙
µx˙ν)1/2dτ is the arc length and R is the space time scalar curvature; m
is a parameterlike scalar field of Weyl type (or weight) w(m) = −(1/2). The factor 6 is
essentially arbitrary and has been chosen for future convenience. The vector field Aµ can
be interpreted as a 4-potential due to an externally applied EM field and the curvature
dependent factor in front of ds is an effective particle mass. This seems a bit ad hoc but
some feeling for the nature of the Lagrangian can be obtained from Section 1.1 (cf. also
[18]). The Lagrangian will be gauge invariant provided the Aµ have Weyl type w(Aµ) = 0.
Now one can split Aµ into its gradient and divergence free parts Aµ = A¯µ − ∂µS, with
both S and A¯µ having Weyl type zero, and with A¯µ interpreted as and EM 4-potential
in the Lorentz gauge. Due to the nature of the action principle regarding fixed endpoints
in variation one notes that the average action principle is not invariant under EM gauge
transformations Aµ → Aµ + ∂µS; but one knows that QM is also not invariant under EM
gauge transformations (cf. [7]) so there is no incompatability with QM here.
Now the set of all spacetime trajectories accessible to the particle (the particle path
space) may be obtained from (3.34) by performing the variation with respect to the particle
trajectory with fixed metric tensor, connections, and an underlying probability measure.
Thus (cf. [54, 95, 172]) the solution is given by the so-called Carathe´odory complete figure
associated with the Lagrangian
(3.36) L¯(x, dx) = (m2 − (R/6))1/2ds+ A¯µdxµ
(note this leads to the same equations as (3.35) since the Lagrangians differ by a total dif-
ferential dS). The resulting complete figure is a geometric entity formed by a one parameter
family of hypersurfaces S(x) = const. where S satisfies the HJ equation
(3.37) gµν(∂µS − A¯µ)(∂νS − A¯ν) = m2 − R
6
and by a congruence of curves intersecting this family given by
(3.38)
dxµ
ds
=
gµν(∂νS − A¯ν)
[gρσ(∂ρS − A¯ρ)(∂σS − A¯σ)]1/2
The congruence yields the actual particle path space and the underlying probability measure
on the path space may be defined on an arbitrary 3-dimensional hypersurface intersecting
all of the members of the congruence without tangencies (cf. [95]). The measure will be
completely identified by its probability current density jµ (see [54, 172]). Moreover, since the
measure is independent of the arbitrary choice of the hypersurface, jµ must be conserved,
i.e. ∂µj
µ = 0. Since the trajectories are deterministically defined by (3.38), jµ must be
parallel to the particle 4-velocity (3.38), and hence
(3.39) jµ = ρ
√−ggµν(∂νS − A¯ν)
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with some ρ > 0. Now gauge invariance of the underlying measure as well as of the complete
figure requires that jµ transforms as a vector density of Weyl type w(jµ) = 0 and S as a
scalar of Weyl type w(S) = 0. From (3.39) one sees then that ρ transforms as a scalar of
Weyl type w(ρ) = −1 and ρ is called the scalar probability density of the particle random
motion.
The actual spacetime affine connections are obtained from (3.34) by performing the vari-
ation with respect to the fields Γλµν for a fixed metric tensor, particle trajectory, and prob-
ability measure. It is expedient to tranform the average action principle to the form of a
4-volume integral
(3.40) δ
[∫
Ω
d4x[(m2 − (R/6))(gµνjµjν ]1/2 +Aµjµ
]
= 0
where Ω is the spacetime region occupied by the congruence (3.38) and jµ is given by (3.39)
(cf. [54, 172] for proofs). Since the connection fields Γλµν are contained only in the curvature
term R the variational problem (3.40) can be further reduced to
(3.41) δ
[∫
Ω
ρR
√−gd4x
]
= 0
(here the HJ equation (3.37) has been used). This states that the average spacetime curva-
ture must be stationary under a variation of the fields Γλµν (principle of stationary average
curvature). The extremal connections Γλµν arising from (3.41) are derived in [172] using
standard field theory techniques and the result is
(3.42) Γλµν =
{
λ
µ ν
}
+
1
2
(φµδ
λ
ν + φνδ
λ
µ − gµνgλρφρ); φµ = ∂µlog(ρ)
This shows that the resulting connections are integrable Weyl connections with a gauge field
φµ (cf. [171] and Sections 1.1-1.2). The HJ equation (3.37) and the continuity equation
∂µj
µ = 0 can be consolidated in a single complex equation for S, namely
(3.43) eiSgµν(iDµ − A¯µ)(iDν − A¯ν)e−iS − (m2 − (R/6)) = 0; Dµρ = 0
Here Dµ is (doubly covariant - i.e. gauge and coordinate invariant) Weyl derivative given
by (cf. [18])
(3.44) DµT
α
β = ∂µT
α
β + Γ
α
µǫT
ǫ
β − ΓǫµβTαǫ + w(T )φµTαβ
It is to be noted that the probability density (but not the rest mass) remains constant relative
to Dµ. When written out (3.43) for a set of two coupled partial differential equations for ρ
and S. To any solution corresponds a particular random motion of the particle.
Next one notes that (3.43) can be cast in the familiar KG form, i.e.
(3.45) [(i/
√−g)∂µ
√−g − A¯µ]gµν(i∂ν − A¯ν)ψ − (m2 − (R˙/6))ψ = 0
where ψ =
√
ρexp(−iS) and R˙ is the Riemannian scalar curvature built out of gµν only. We
have the (by now) familiar formula
(3.46) R = R˙− 3[(1/2)gµνφµφν + (1/
√−g)∂µ(
√−ggµνφν)]
According to point of view (A) above in the KG equation (3.45) any explicit reference to
the underlying spacetime Weyl structure has disappeared; thus the Weyl structure is hidden
in the KG theory. However we note that no physical meaning is attributed to ψ or to the
KG equation. Rather the dynamical and statistical behavior of the particle, regarded as a
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classical particle, is determined by (3.43), which, although completely equivalent to the KG
equation, is expressed in terms of quantities having a more direct physical interpretation.
REMARK 3.4. The formula (3.46) goes back to Weyl [198] and the connection of
matter to geometry arises from (3.42). The time variable is treated in a special manner here
related to a Gibbs ensemble and ρ > 0 is built into the theory. 
3.3. KLEIN GORDON VIA SCALE RELATIVITY. In [40, 54] and Section 1.1 we
sketched a few developments in the theory of scale relativity. This is by no means the whole
story and we want to give a taste of some further main ideas while deriving the KG equation
in this context (cf. [3, 58, 64, 65, 66, 139, 140, 141, 142, 143, 144, 145]). A main idea here is
that the Schro¨dinger, Klein-Gordon, and Dirac equations are all geodesic equations in the
fractal framework. They have the form D2/ds2 = 0 where D/ds represents the appropriate
covariant derivative. The complex nature of the SE and KG equaton arises from a discrete
time symmetry breaking based on nondifferentiability. For the Dirac equation further dis-
crete symmetry breakings are needed on the spacetime variables in a biquaternionic context
(cf. here [58]). First we go back to [139, 140, 144] and sketch some of the fundamentals
of scale relativity. This is a very rich and beautiful theory extending in both spirit and
generality the relativity theory of Einstein (cf. also [57] for variations involving Clifford
theory). The basic idea here is that (following Einstein) the laws of nature apply whatever
the state of the system and hence the relevant variables can only be defined relative to other
states. Standard scale laws of power-law type correspond to Galilean scale laws and from
them one actually recovers quantum mechanics (QM) in a nondifferentiable space. The
quantum behavior is a manifestation of the fractal geometry of spacetime. In particular the
quantum potential is a manifestation of fractality in the same way as the Newton potential
is a manifestation of spacetime curvature. In this spirit one can also conjecture (cf. [144])
that this quantum potential may explain various dynamical effects presently attributed to
dark matter (cf. also [6]). Now for the KG equation via scale relativity the derivation in
the first paper of [58] seems the most concise and we follow that at first (cf. also [140]). All
of the elements of the approach for the SE remain valid in the motion relativistic case with
the time replaced by the proper time s, as the curvilinear parameter along the geodesics.
Consider a small increment dXµ of a nondifferentiable four coordinate along one of the
geodesics of the fractal spacetime. One can decompose this in terms of a large scale part
LS < dXµ >= dxµ = vµds and a fluctuation dξ
µ such that LS < dξµ >= 0. One is led to
write the displacement along a geodesic of fractal dimension D = 2 via
(3.47) dXµ± = d±x
µ + dξµ± = v
µ
±ds+ u
µ
±
√
2Dds1/2
Here uµ± is a dimensionless fluctuation andd the length scale 2D is introduced for dimensional
purposes. The large scale forward and backward derivatives d/ds+ and d/ds− are defined
via
(3.48)
d
ds±
f(s) = lims→0±LS
〈
f(s+ δs)− f(s)
δs
〉
Applied to xµ one obtains the forward and backward large scale four velocities of the form
(3.49) (d/dx+)x
µ(s) = vµ+; (d/ds−)x
µ = vµ−
Combining yields
(3.50)
d′
ds
=
1
2
(
d
ds+
+
d
ds−
)
− i
2
(
d
ds+
− d
ds−
)
;
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Vµ = d
′
ds
xµ = V µ − iUµ = v
µ
+ + v
µ
−
2
− i v
µ
+ − vµ−
2
For the fluctuations one has
(3.51) LS < dξµ±dξ
ν
± >= ∓2Dηµνds
One chooses here (+,−,−,−) for the Minkowski signature for ηµν and there is a mild
problem because the diffusion (Wiener) process makes sense only for positive definite met-
rics. Various solutions have been given and they are all basically equivalent, amounting to
the transformatin a Laplacian into a D’Alembertian. Thus the two forward and backward
differentials of f(x, s) should be written as
(3.52) (df/ds±) = (∂s + v
µ
±∂µ ∓D∂µ∂µ)f
One considers now only stationary functions f, not depending explicitly on the proper time
s, so that the complex covariant derivative operator reduces to
(3.53) (d′/ds) = (Vµ + iD∂µ)∂µ
Now assume that the large scale part of any mechanical system can be characterized by
a complex action S leading one to write
(3.54) δS = −mcδ
∫ b
a
ds = 0; ds = LS <
√
dXνdXν >
This leads to δS = −mc ∫ ba Vνd(δxν) with δxν = LS < dXν >. Integrating by parts yields
(3.55) δS = −[mcδxν ]ba +mc
∫ b
a
δxν(dVµ/ds)ds
To get the equations of motion one has to determine δS = 0 between the same two points,
i.e. at the limits (δxν)a = (δx
ν)b = 0. From (3.55) one obtains then a differential geodesic
equation dV/ds = 0. One can also write the elementary variation of the action as a functional
of the coordinates. So consider the point a as fixed so (δxν)a = 0 and consider b as variable.
The only admissable solutions are those satisfying the equations of motion so the integral
in (3.55) vanishes and writing (δxν)b as δx
ν gives δS = −mcVνδxν (the minus sign comes
from the choice of signature). The complex momentum is now
(3.56) Pν = mcVν = −∂νS
and the complex action completely characterizes the dynamical state of the particle. Hence
introduce a wave function ψ = exp(iS/S0) and via (3.56) one gets
(3.57) Vν = (iS0/mc)∂ν log(ψ)
Now for the scale relativistic prescription replace the derivative in d/ds by its covariant
expression d′/ds. Using (3.57) one transforms dV/ds = 0 into
(3.58) − S
2
0
m2c2
∂µlog(ψ)∂µ∂ν log(ψ)− S0D
mc
∂µ∂µ∂ν log(ψ) = 0
The choice S0 = ~ = 2mcD allows a simplification of (3.58) when one uses the identity
(3.59)
1
2
(
∂µ∂
µψ
ψ
)
=
(
∂µlog(ψ) +
1
2
∂µ
)
∂µ∂ν log(ψ)
Dividing by D2 one obtains the equation of motion for the free particle ∂ν [∂µ∂µψ/ψ] = 0.
Therefore the KG equation (no electromagnetic field) is
(3.60) ∂µ∂µψ + (m
2c2/~2)ψ = 0
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and this becomes an integral of motion of the free particle provided the integration constant
is chosen in terms of a squared mass term m2c2/~2. Thus the quantum behavior described
by this equation and the probabilistic interpretation given to ψ is reduced here to the
description of a free fall in a fractal spacetime, in analogy with Einstein’s general relativity.
Moreover these equations are covariant since the relativistic quantum equation written in
terms of d′/ds has the same form as the equation of a relativistic macroscopic and free
particle using d/ds. One notes that the metric form of relativity, namely V µVµ = 1 is not
conserved in QM and it is shown in [155] that the free particle KG equation expressed in
terms of V leads to a new equality
(3.61) VµVµ + 2iD∂µVµ = 1
In the scale relativistic framework this expression defines the metric that is induced by the
internal scale structures of the fractal spacetime. In the absence of an electromagnetic field
Vµ and S are related by (3.56) which can be writen as Vµ = −(1/mc)∂µS so (3.61) becomes
(3.62) ∂µS∂µS− 2imcD∂µ∂µS = m2c2
which is the new form taken by the Hamilton-Jacobi equation.
REMARK 3.5. We go back to [140, 155] now and repeat some of their steps in a
perhaps more primitive but revealing form. Thus one omits the LS notation and uses
λ ∼ 2D; equations (3.47) - (3.53) and (3.50) are the same and one writes now d/ds for
d′/ds. Then d/ds = Vµ∂µ + (iλ/2)∂µ∂µ plays the role of a scale covariant derivative and
one simply takes the equation of motion of a free relativistic quantum particle to be given as
(d/ds)Vν = 0, which can be interpreted as the equations of free motion in a fractal spacetime
or as geodesic equations. In fact now (d/ds)Vν = 0 leads directly to the KG equation
upon writing ψ = exp(iS/mcλ) and Pµ = −∂µS = mcVµ so that iS = mcλlog(ψ) and
Vµ = iλ∂µlog(ψ). Then
(3.63)
(
Vµ∂µ + iλ
2
∂µ∂µ
)
∂ν log(ψ) = 0 = iλ
(
∂µψ
ψ
∂µ +
1
2
∂µ∂µ
)
∂ν log(ψ)
Now some identities are given in [155] for aid in calculation here, namely
(3.64)
∂µψ
ψ
∂µ
∂νψ
ψ
=
∂µψ
ψ
∂ν
(
∂µψ
ψ
)
=
=
1
2
∂ν
(
∂µψ
ψ
∂µψ
ψ
)
; ∂µ
(
∂µψ
ψ
)
+
∂µψ
ψ
∂µψ
ψ
=
∂µ∂µψ
ψ
The first term in the last equation of (3.63) is then (1/2)[(∂µψ/ψ)(∂µψ/ψ)] and the second
is
(3.65) (1/2)∂µ∂µ∂
ν log(ψ) = (1/2)∂µ∂ν∂µlog(ψ) =
= (1/2)∂ν∂µ∂µlog(ψ) = (1/2)∂
ν
(
∂µ∂µψ
ψ
− ∂
µψ∂µψ
ψ2
)
Combining we get (1/2)∂ν(∂µ∂µψ/ψ) = 0 which integrates then to a KG equation
(3.66) −(~2/m2c2)∂µ∂µψ = ψ
for suitable choice of integration constant (note ~/mc is the Compton wave length).
Now in this context or above we refer back to Section 3.1 for example and write Q =
−(1/2m)(✷R/R) (~ = c = 1 for convenience here). Then recall ψ = exp(iS/mλ) and
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Pµ = mVµ = −∂µS with iS = mλlog(ψ). Also Vµ = −(1/m)∂µS = iλ∂µlog(ψ) with
ψ = Rexp(iS/mλ) so log(ψ) = iS/mλ = log(R) + iS/mλ, leading to
(3.67) Vµ = iλ[∂µlog(R) + (i/mλ)∂µS] = − 1
m
∂µS + iλ∂µlog(R) = Vµ + iUµ
Then ✷ = ∂µ∂µ and Uµ = λ∂µlog(R) leads to
(3.68) ∂µUµ = λ∂
µ∂µlog(R) = λ✷log(R)
Further ∂µ∂ν log(R) = (∂
µ∂νR/R)− (RνRµ/R2) so
(3.69) ✷log(R) = ∂µ∂µlog(R) = (✷R/R)− (
∑
R2µ/R
2) =
= (✷R/R)−
∑
(∂µR/R)
2 = (✷R/R)− |U |2
for |U |2 =∑U2µ. Hence via λ = 1/2m for example one has
(3.70) Q = −(1/2m)(✷R/R) = − 1
2m
[
|U |2 + 1
λ
✷log(R)
]
=
= − 1
2m
[
|U |2 + 1
λ
∂µUµ
]
= − 1
2m
|U |2 − 1
2
div(~U)
(cf. Proposition 1.1). 
3.4. FIELD THEORETIC METHODS. In trying to imagine particle trajectories of a
fractal nature or in a fractal medium we are tempted to abandon (or rather relax) the particle
idea and switch to quantum fields (QF). Let the fields sense the bumps and fractality; if
one can think of fields as operator valued distributions for example then fractal supports for
example are quite reasonable. There are other reasons of course since the notion of particle
in quantum field theory (QFT) has a rather fuzzy nature anyway. Then of course there are
problems with QFT itself (cf. [197]) as well as arguments that there is no first quantization
(except perhaps in the Bohm theory - cf. [134]). Some aspects of particles arising from QF
and QFT methods, especially in a Bohmian spirit are reviewed in [41, 54] and here we only
briefly indicate one approach due to Nikolic´ for bosonic fields (cf. [134, 135, 136, 137, 138]
(cf. also [37, 103, 104, 105, 106, 107] for other field aspects of KG). We refer also to [100, 197]
for interesting philosophical discussion about particles and localized objects in a QFT. Many
details are omitted and standard QFT techniques are assumed to be known (see e.g. [101])
and we will concentrate here on derivations of KG type equations. First note that the papers
[136] are impressive in producing a local operator describing the particle density current for
scalar and spinor fields in an arbitrary gravitational and electromagnetic background. This
enables one to describe particles in a local, general covariant, and gauge invariant manner
and this is reviewed in [54]. We follow here [135] concerning Bohmian particle trajectories
in relativistic bosonic and fermionic QFT. First we recall that there is no objection to a
Bohmian type theory for QFT and no contradiction to Bell’s theorems etc. (see e.g. [30, 75]).
Without discussing philosophical aspects of such a theory we simply construct one following
Nikolic. Thus consider first particle trajectories in relativistic QM and posit a real scalar field
φ(x) satisfying the Klein-Gordon equation in a Minkowski metric ηµν = diag(1,−1,−1,−1)
written as (∂20 − ∇2 + m2)φ = 0. Let ψ = φ+ with ψ∗ = φ− correspond to positive
and negative frequency parts of φ = φ+ + φ−. The particle current is jµ = iψ
∗
←→
∂µψ and
N =
∫
d3xj0 is the positive definite number of particles (not the charge). This is most easily
seen from the plane wave expansion φ+(x) =
∫
d3ka(κ)exp(−ikx)/√(2π)32k0 since then
N =
∫
d3ka†(κ)a(κ) (see above and [?, 136] where it is shown that the particle current and
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the decomposition φ = φ+ + φ− make sense even when a background gravitational field or
some other potential is present). One can write also j0 = i(φ
−π+−φ+π−) where π = π++π−
is the canonical momentum (cf. [103]). Alternatively φ may be interpreted not as a field
containg an arbitrary number of particles but rather as a one particle wave function. Here we
note that contrary to a field a wave function is not an observable and so doing we normalize φ
here so thatN = 1. The current jµ is conserved via ∂µj
µ = 0 which implies thatN =
∫
d3xj0
is also conserved, i.e. dN/dt = 0. In the causal interpretation one postulates that the
particle has the trajectory determined by dxµ/dτ = jµ/2mψ∗ψ. The affine parameter
τ can be eliminated by writing the trajectory equation as dx/dt = j(t,x)/j0(t,x) where
t = x0, x = (x1, x2, x3) and j = (j1, j2, j3). By writing ψ = Rexp(iS) where R, S) are real
one arrives at a Hamilton-Jacobi (HJ) form dxµ/dτ = −(1/m)∂muS and the KG equation
is equivalent to
(3.71) ∂µ(R2∂µS) = 0;
(∂µS)(∂µS)
2m
− m
2
+Q = 0
Here Q = −(1/2m)(∂µ∂µR/R is the quantum potential (c = ~ = 1). From the HJ form
and (3.71) plus the identity d/dτ = (dxµ/dt)∂µ one arrives at the equations of motion
m(d2xµ/dτ2) = ∂µQ. A typical trajectory arising from dx/dt = j/j0 could be imagined as
an S shaped curve in the t−x plane (with t horizontal) and cut with a vertical line through
the middle of the S. The velocity may be superluminal and may move backwards in time
(at points where j0 < 0). There is no paradox with backwards in time motion since it is
physically indistinguishable from a motion forwards with negative energy. One introduces
a physical number of particles via Nphys =
∫
d3x|j0|. Contrary to N =
∫
d3xj0 the physical
number of particles is not conserved. A pair of particles one with positive and the other
with negative energy may be created or annihilated; this resembles the behavior of virtual
particles in convential QFT.
Now go to relativistic QFT where in the Heisenberg picture the Hermitian field operator
φˆ(x) satisfies
(3.72) (∂20 −∇2 +m2)φˆ = J(φˆ)
where J is a nonlinear function describing the interaction. In the Schro¨dinger picture
the time evolution is determined via the Schro¨dinger equation (SE) H [φ,−iδ/δφ]Ψ[φ, t] =
i∂tΨ[φ, t] where Ψ is a functional with respect to φ(x) and a function of t. A normalized
solution of this can be expanded as Ψ[φ, t] =
∑∞
−∞ Ψ˜n[φ, t] where the Ψ˜n are unnormal-
ized n-particle wave functionals and the analysis proceeds from there (cf. [135]). In the
deBroglie-Bohm (dBB) interpretation the field φ(x) has a causal evolution determined by
(3.73) (∂20 −∇2 +m2)φ(x) = J(φ(x)) −
(
δQ[φ, t]
δφ(x)
)
φ(x)=φ(x)
;
Q = − 1
2|Ψ|
∫
d3x
δ2|Ψ|
δφ2(x)
where Q is the quantum potential again. However the n particles attributed to the wave
function ψn also have causal trajectories determined by a generalization of dx/dt = j/j0 as
(3.74)
dxn,j
dt
=
(
ψ∗n(x
(n))
←→∇jψn(x(n))
ψ∗n(x
(n))
←→
∂tjψn(x
(n))
)
t1=···=tn=t
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where the n-particle wave function is
(3.75) ψn(x
(n), t) =< 0|φˆ(t,x1) · · · φˆ(t,xn)|Ψ >
These n-particles have well defined trajectories even when the probability (in the conven-
tional interpretation of QFT) of the experimental detection is equal to zero. In the dBB
interpretation of QFT we can introduce a new causally evolving parameter en[φ, t] defined
as
(3.76) en[φ, t] = |Ψ˜n[φ, t]|2/
∞∑
n′
|Ψ˜n′ [φ, t]|2
The evolution of this parameter is determined by the evolution of φ given via (3.73) and by
the solution Ψ =
∑
Ψ˜ of the SE. This parameter might be interpreted as a probability that
there are n particles in the system at time t if the field is equal (but not measured!) to be
φ(x) at that time. However in the dBB theory one does not want a stochastic interpretation.
Hence assume that en is an actual property of the particles guided by the wave
function ψn and call it the effectivity of these n particles. This is a nonlocal hidden
variable attributed to the particles and it is introduced to provide a deterministic description
of the creation and destruction of particles (see [41, 54, 135] for more on this).
REMARK 3.6. In [134] an analogous fermionic theory is developed but it is even more
technical and we refer to [54] for a sketch. 
REMARK 3.7. In [138] one addresses the question of statistical transparency. Thus
the probabilitistic interpretation of the nonrelativistic SE does not work for the relativistic
KG equation (∂µ∂µ + m
2)ψ = 0 (where x = (x, t) and ~ = c = 1) since |ψ|2 does not
correspond to a probability density. There is a conserved current jµ = iψ∗
←→
∂µψ (where
a
←→
∂µb = a∂µb − b∂µa) but the time component j0 is not positive definite. In [134, 135]
the equations that determine the Bohmain trajectories of relativistic quantum particles
described by many particle wave functions were written in a form requiring a preferred
time coordinate. However a preferred Lorentz frame is not necessary (cf. [25]) and this is
developed in [138] following [25, 135]. First note that as in [25, 135] it appears that particles
may be superluminal and the principle of Lorentz covariance does not forbid superluminal
velocities and conversly superluminal velocities do not lead to causal paradoxes (cf. [25,
138]). As noted in [25] the Lorentz-covariant Bohmian interprtation of the many particle
KG equation is not statistically transparent. This means that the statistical distribution
of particle positions cannot be calculated in a simple way from the wave function alone
without the knowledge of particle trajectories. One knows that classcal QM is statistically
transparent of course and this perhaps helps to explain why Bohmian mechanics has not
attracted more attention. However statistical transparency (ST) may not be a fundamental
property of nature as suggested by looking at standard theories (cf. [138]) The upshot is
that since statistical probabilities can be calculated via Bohmian trajectories that theory is
more powerful than other interpretations of general QM and we refer to [138] for discussion
on this, on the KG equation, and on Lorentz covariance. 
3.5. DeDONDER-WEYL AND KG. We go here to a paper [137] which gives a man-
ifestly covariant canonical method of field quantization based on the classical DeDonder-
Weyl formulation of field theory. The Bohmian formulation is not postulated for intepreta-
tional purposes here but derived from purely technical requirements, namely covariance
and consistency with standard QM. It arises automatically as a part of the formalism
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without which the theory cannot be formulated consistently. This together with the re-
sults of [134, 138] suggest that it is Bohmian mechanics that might be the missing bridge
between QM and relativity; further it should play an important role in cosmology (cf.
[54, 110, 119, 112, 113, 114, 115, 116, 117, 162, 191, 192, 193]). The classical covariant
canonical DeDonder-Weyl formalism is given first following the excellent development in
[122] and for simplicity one real scalar field in Minkowski spacetime is used. Thus (classical
formulation) let φ(x) be a real scalar field described by
(3.77) A =
∫
d4xL; L =
1
2
(∂µφ)(∂µφ)− V (φ)
As usual one has
(3.78) πµ =
∂L
∂(∂µφ)
= ∂µφ; ∂µφ =
∂H
∂πµ
; ∂µπ
µ = −∂H
∂φ
where the scalar DeDonder-Weyl (DDW) Hamilonian (not related to the energy density) is
given by the Legendre transform H(πµ, φ) = πµ∂µφ − L = (1/2)πµπµ + V . The equations
(3.78) are equivalent to the standard Euler-Lagrange (EL) equations and by introducing
the local vector Sµ(φ(x), x) the dynamics can also be described by the covariant DDW HJ
equation and equations of motion
(3.79) H
(
∂Sα
∂φ
, φ
)
+ ∂µS
µ = 0; ∂µφ = πµ =
∂Sµ
∂φ
Note here ∂µ is the partial derivative acting only on the second argument of S
µ(φ(x), x);
the corresonding total derivative is dµ = ∂µ + (∂µφ)(∂/∂φ). Further the first equation
in (3.79) is a single equation for four quantities Sµ so there is a lot of freedom in finding
solutions. Nevertheless the theory is equivalent to other formulations of classical field theory.
Now following [118] one considers the relation between the covariant HJ equation and the
conventional HJ equation; the latter can be derived from the former as follows. Using (3.78),
(3.79) takes the form (1/2)∂φSµ∂φS
µ + V + ∂µS
µ = 0. Then using the equation of motion
in (3.79) write the first term as
(3.80)
1
2
∂Sµ
∂φ
∂Sµ
∂φ
=
1
2
∂S0
∂φ
∂S0
∂φ
+
1
2
(∂iφ)(∂
iφ)
Similarly using (3.79) the last term is ∂µS
µ = ∂0S
0 + diS
i − (∂iφ)(∂iφ). Now introduce
the quantity S =
∫
d3xS0 so that [∂S0(φ(x), x)/∂φ(x)] = [δS([φ(x, t)], t)/δφ(x, t)] where
δ/δφ(x, t) ≡ [δ/δφ(x)]φ(x)=φ(x,t) is the space functional derivative. Putting this together
gives then
(3.81)
∫
d3x
[
1
2
(
δS
δφ(x, t)
)2
+
1
2
(∇φ)2 + V (φ)
]
+ ∂tS = 0
which corresponds to the standard noncovariant HJ equation. The time evolution of φ(x, t)
is given by ∂tφ(x, t) = δS/δφ(x, t) which arises from the time component of (3.79). Note
that in deriving (3.81) it was necessary to use the space part of the equations of motion
(3.79) (this does not play an important role in classical physics but is important here).
Now for the Bohmian formulation look at the SE HˆΨ = i~∂tΨ where we write
(3.82) Hˆ =
∫
d3x
[
−~
2
2
(
δ
δφ(x)
)2
+
1
2
(∇φ)2 + V (φ)
]
;
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Ψ([φ(x)], t) = R([φ(x)], t)exp[iS([φ(x)], t)/~]
Then the complex SE equation is equivalent to two real equations
(3.83)
∫
d3x
[
1
2
(
δS
δφ(x)
)2
+
1
2
(∇φ)2 + V (φ) +Q
]
+ ∂tS = 0;
∫
d3x
[
δR
δφ(x)
δS
δφ(x)
+ J
]
+ ∂tR = 0; Q = − ~
2
2R
δ2R
δφ2(x)
; J =
R
2
δ2S
δφ2(x)
The second equation is also equivalent to
(3.84) ∂tR
2 +
∫
d3x
δ
δφ(x)
(
R2
δS
δφ(x)
)
= 0
and this exhibits the unitarity of the theory because it provides that the norm
∫
[dφ(x)]2Ψ∗Ψ =∫
[dφ(x)]R2 does not depend on time. The quantity R2([φ(x)], t) represents the probabil-
ity density for fields to have the configuration φ(x) at time t. One can take (3.83) as the
starting point for quantization of fields (note exp(iS/~) should be single valued). Equa-
tions (3.83) and (3.84) suggest a Bohmian interpretation with deterministic time evolution
given via ∂tφ. Remarkably the statistical predictions of this deterministic interpretation are
equivalent to those of the conventional interpretation. All quantum uncertainties are a con-
sequence of the ignorance of the actual initial field configuration φ(x, t0). The main reason
for the consistency of this interpretation is the fact that (3.84) with ∂tφ as above represents
the continuity equation which provides that the statistical distribution ρ([φ(x)], t) of field
configurations φ(x) is given by the quantum distribution ρ = R2 at any time t, provided
that ρ is given by R2 at some initial time. The initial distribution is arbitrary in principle
but a quantum H theorem explains why the quantum distribution is the most probable (cf.
[195]). Comparing (3.83) with (3.81) we see that the quantum field satisfies an equation
similar to the classical one, with the addition of a term resulting from the nonlocal quantum
potential Q. The quantum equation of motion then turns out to be
(3.85) ∂µ∂µφ+
∂V (φ)
∂φ
+
δQ
δφ(x; t)
= 0
where Q =
∫
d3xQ. A priori perhaps the main unattractive feature of the Bohmian formu-
lation appears to be the lack of covariance, i.e. a preferred Lorentz frame is needed and this
can be remedied with the DDW presentation to follow.
Thus one wants a quantum substitute for the classical covariant DDW HJ equation
(1/2)∂φSµ∂φS
µ + V + ∂µS
µ = 0. Define then the derivative
(3.86)
dA([φ], x)
dφ(x)
=
∫
d4x′
δA([φ], x′)
δφ(x)
where δ/δφ(x) is the spacetime functional derivative (not the space functional derivative used
before in (3.81)). In particular if A([φ], x) is a local functional, i.e. if A([φ], x) = A(φ(x), x)
then
(3.87)
dA(φ(x), x)
dφ(x)
=
∫
d4x′
δA(φ(x′), x′)
δφ(x)
=
∂A(φ(x), x)
∂φ(x)
Thus d/dφ is a generalization of ∂/∂φ such that its action on nonlocal functionals is also
well defined. An example of interest is a functional nonlocal in space but local in time so
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that
(3.88)
δA([φ], x′)
δφ(x)
=
δA([φ], x′)
δφ(x, x0)
δ((x′)0 − x0)⇒
⇒ dA([φ], x)
dφ(x)
=
δ
δφ(x, x0)
∫
d3x′A([φ],x′, x0)
Now the first equation in (3.79) and the equations of motion become
(3.89)
1
2
dSµ
dφ
dSµ
dφ
+ V + ∂µS
µ = 0; ∂µφ =
dSµ
dφ
which is appropriate for the quantum modification. Next one proposes a method of quan-
tization that combines the classical covariant canonical DDW formalism with the standard
specetime asymmetric canonical quantization of fields. The starting point is the relation
between the noncovariant classical HJ equation (3.81) and its quantum analogue (3.83).
Suppressing the time dependence of the field in (3.81) we see that they differ only in the
existence of the Q term in the quantum case. This suggests the following quantum analogue
of the classical covariant equation (3.89)
(3.90)
1
2
dSµ
dφ
dSµ
dφ
+ V +Q+ ∂µS
µ = 0
Here Sµ = Sµ([φ], x) is a functional of φ(x) so Sµ at x may depend on the field φ(x′) at all
points x′. One can also allow for time nonlocalities (cf. [138]). Thus (3.91) is manifestly
covariant provided that Q given by (3.83) can be written in a covariant form. The quantum
equation (3.90) must be consistent with the conventional quantum equation (3.83); indeed
by using a similar procedure to that used in showing that (3.79) implies (3.81) one can show
that (3.90) implies (3.83) provided that some additional conditions are fulfilled. First S0
must be local in time so that (3.88) can be used. Second Si must be completely local so
that dSi/dφ = ∂Si/∂φ, which implies
(3.91) diS
i = ∂iS
i + (∂iφ)
dSi
dφ
However just as in the classical case in this procedure it is necessary to use the space part of
the equations of motion (3.79). Therefore these classical equations of motion must be valid
even in the quantum case. Since we want a covariant theory in which space and time play
equal roles the validity of the space part of the (3.79) implies that its time part should also
be valid. Consequently in the covariant quantum theory based on the DDW formalism one
must require the validity of the second equation in (3.89). This requirement is nothing but a
covariant version of the Bohmian equation of motion written for an arbitrarily nonlocal Sµ
(this clarifies and generalizes results in [118]). The next step is to find a covariant substitute
for the second equation in (3.83). One introduces a vector Rµ([φ], x) which will generate
a preferred foliation of spacetime such that the vector Rµ is normal to the leaves of the
foliation. Then define
(3.92) R([φ],Σ) =
∫
Σ
dΣµR
µ; S([φ], x) =
∫
Σ
dΣµS
µ
where Σ is a leaf (a 3-dimensional hypersurface) generated by Rµ. Hence the covariant
version of Ψ = Rexp(iS) is Ψ([φ],Σ) = R([φ],Σ)exp(iS([φ],Σ)/~). For Rµ one postulates
the equation
(3.93)
dRµ
dφ
dSµ
dφ
+ J + ∂µR
µ = 0
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In this way a preferred foliation emerges dynamically as a foliation generated by the solution
Rµ of the equaitons (3.93) and (3.90). Note that Rµ does not play any role in classical
physics so the existence of a preferred foliation is a purely quantum effect. Now the relation
between (3.93) and (3.83) is obtained by assuming that nature has chosen a solution of
the form Rµ = (R0, 0, 0, 0) where R0 is local in time. Then integrating (3.93) over d3x
and assuming again that S0 is local in time one obtains (3.83). Thus (3.93) is a covariant
substitute for the second equation in (3.83). It remains to write covariant versions for Q
and J and these are
(3.94) Q = − ~
2
2R
δ2R
δΣφ2(x)
; J =
R
2
δ2S
δΣφ2(x)
where δ/δΣφ(x) is a version of the space functional derivative in which Σ is generated by
Rµ. Thus (3.93) and (3.90) with (3.94) represent a covariant substitute for the functional
SE equivalent to (3.84). The covariant Bohmian equations (3.89) imply a covariant version
of (3.85), namely
(3.95) ∂µ∂µφ+
∂V
∂φ
+
dQ
dφ
= 0
Since the last term can also be written as δ(
∫
d4xQ)/δφ(x) the equation of motion (3.95)
can be obtained by varying the quantum action
(3.96) AQ =
∫
d4xLQ =
∫
d4x(L −Q)
Thus in summary the covariant canonical quantization of fields is given by equations (3.89),
(3.90), (3.93), and (3.94). The conventional functional SE corresponds to a special class
of solutions for which Ri = 0, Si are local, while R0 and S0 are local in time. In [137] a
multifield generalization is also spelled out, a toy model is considered, and applications to
quantum gravity are treated. The main result is that a manifestly covariant method of field
quantization based on the DDW formalism is developed which treats space and time on an
equal footing. Unlike the conventional canonical quantization it is not formulated in terms
of a single complex SE but in terms of two coupled real equations. The need for a Bohmian
formulation emerges from the requirement that the covariant method should be consistent
with the conventional noncovariant method. This suggests that Bohmian mechanics (BM)
might be a part of the formalism without which the covariant quantum theory cannot be
formulated consistently.
4. DIRAC WEYL GEOMETRY
A sketch of Dirac Weyl geometry following [71] was given in [42] in connection with
deBroglie-Bohm theory in the spirit of the Tehran school (cf. [28, 29, 129, 130, 163, 164,
165, 166, 167, 168, 169, 170, 173, 174, 175, 176, 177, 178, 179, 180, 181, 182, 183, 184, 185,
186, 187, 188]). We go now to [110, 111, 112, 113, 114, 115, 116, 117, 162] for a very brief
discussion of versions of the Dirac Weyl theory involved in discussing magnetic monopoles,
dark matter, quintessence, matter creation, etc. (see [54] for more in this direction). Thus
go to [111] where in particular an integrable Weyl-Dirac theory is developed (the book [110]
is a lovely exposition but the work in [111] is somwhat newer). Note, as remarked in [126]
(where twistors are used), the integrable Weyl-Dirac geometry is desirable in order that
the natural frequency of an atom at a point should not depend on the whole world line
of the atom. The first paper in [111] is designed to investigate the integrable Weyl-Dirac
(Int-W-D) geometry and its ability to create massive matter. For example in this theory a
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spherically symmetric static geometric formation can be spatially confined and an exterior
observer will recognize it as a massive entity. This may be either a fundamental particle
or a cosmic black hole both confined by a Schwarzschild surface. Here we only summarize
some basic features in order to establish notation, etc. and sketch the preliminary theory
(referring to [54] and the work of Israelit and Rosen for many examples). Thus in the Weyl
geometry one has a metric gµν = gνµ and a length connection vector wµ along with an idea
of Weyl gauge transformation (WGT)
(4.1) gµν → g˜µν = e2λgµν ; gµν → g˜µν = e−2λgµν
where λ(xµ) is an arbitrary differerentiable function. One is interested in covariant quantities
satisfying ψ → ψ˜ = exp(nλ)ψ where the Weyl power n is described via π(ψ) = n, π(gµν) =
2, and π(gµν) = −2. If n = 0 the quantity ψ is said to be gauge invariant (in-invariant).
Under parallel displacement one has length changes and for a vector
(4.2) (i) dBµ = −BσΓµσνdxν ; (ii) B = (BµBνgµν)1/2; (iii) dB = Bwνdxν
(note π(B) = 1). In order to have agreement between (i) and (iii) one requires
(4.3) Γλµν =
{
λ
µ ν
}
+ gµνw
λ − δλνwµ − δλµwν
where
{
λ
µ ν
}
is the Christoffel symbol based on gµν . In order for (iii) to hold in any
gauge one must have the WGT wµ → w˜µ = wµ + ∂µλ and if the vector Bµ is transported
by parallel displacement around an infinitesimal closed parallelogram one finds
(4.4) ∆Bλ = BσKλσµνdx
µδxν ; ∆B = BWµνdx
µδxν ;
Kλσµν = −Γλσµ,ν + Γλσν,µ − ΓασµΓλαν + ΓασνΓλαµ
is the curvature tensor formed from (4.3) and Wµν = wµ,ν − wν,µ. Equations for the
WGT wmu → w˜µ and the definition of Wµν led Weyl to identify wµ with the potential
vector and Wµν with the EM field strength; he used a variational principle δI = 0 with
I =
∫
L
√−gd4x with L built up from Kλσµν and Wµν . In order to have an action invariant
under both coordinate transformations andWGT he was forced to use R2 (R the Riemannian
curvature scalar) and this led to the gravitational field.
Dirac revised this with a scalar field β(xν) which under WGT changes via β → β˜ = e−λβ
(i.e. π(β) = −1). His in-invariant action integral is then (f,µ ≡ ∂µf)
(4.5) I =
∫
[WλσWλσ − β2R+ β2(k − 6)wσwσ + 2(k − 6)βwσβ,σ+
+kβ,σβ,σ + 2Λβ
4 + LM ]
√−gd4x
Here k is a parameter, Λ is the cosmological constant, LM is the Lagrangian density of
matter, and an underlined index is to be raised with gµν . Now according to (4.4) this is a
nonintegrable geometry but there may be situations when geometric vector fields are ruled
out by physical constraints (e.g. the FRW universe). In this case one can preserve the WD
character of the spacetime by assuming that wν is the gradient of a scalar function w so
that wν = w,ν = ∂νw. One has then Wµν = 0 and from (4.4) results ∆B = 0 yielding
an integrable spacetime (Int-W-D spacetime). To develop this begin with (4.5) but with
wν given by wν = ∂νw so the first term in (4.5) vanishes. The parameter k is not fixed
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and the dynamical variables are gµν , w, and β. Further it is assumed that LM depends on
(gµν , w, β). For convenience write
(4.6) bµ = (log(β)),µ = β,µ/β
and use a modified Weyl connection vectorWµ = wµ+bµ which is a gauge invariant gradient
vector. Write also k − 6 = 16πκ and varying w in (4.5) one gets a field equation
(4.7) 2(κβ2W ν);ν = S
where the semicolon denotes covariant differentiation with the Christoffel symbols and S is
the Weylian scalar charge given by 16πS = δLM/δw. Varying gµν one gets also
(4.8) Gνµ = −8π
T νµ
β2
+ 16πκ
(
W νWµ − 1
2
δνµW
σWσ
)
+
+2(δνµb
σ
;σ − bν;µ) + 2bνbµ + δνµbσσ − δνµβ2Λ
where Gνµ represents the Einstein tensor and the EM density tensor of ordinary matter is
(4.9) 8π
√−gT µν = δ(√−gLM )/δgµν
Finally the variation with respect to β gives an equation for the β field
(4.10) R+ k(bσ;σ + b
σbσ) = 16πκ(w
σwσ − wσ;σ) + 4β2Λ + 8πβ−1B
Note in (4.10) R is the Riemannian curvature scalar and the Dirac charge B is a conjugate
of the Dirac gauge function β, namely 16πB = δLM/δβ.
By a simple procedure (cf. [71]) one can derive conservation laws; consider e.g. IM =∫
LM
√−gd4x. This is an in-invariant so its variation due to coordinate transformation or
WGT vanishes. Making use of 16πS = δLM/δw, (4.9), and 16πB = δLM/δβ one can write
(4.11) δIM = 8π
∫
(T µνδgµν + 2Sδw + 2Bδβ)
√−gd4x
Via xµ → x˜µ = xµ + ηµ for an arbitrary infinitesimal vector ηµ one can write
(4.12) δgµν = gλνη
λ
;µ + gµλη
λ
;ν ; δw = w,νη
ν ; δβ = β,νη
ν
Taking into account xµ → x˜µ we have δIM = 0 and making use of (4.12) one gets from
(4.11) the energy momentum relations
(4.13) T λµ;λ − Swµ − βBbµ = 0
Further considering a WGT with infinitesimal λ(xµ) one has from (4.11) the equation S +
T − βB = 0 with T = T σσ . One can contract (4.8) and make use of (4.7) and S + T = βB
giving again (4.10), so that (4.10) is a corollary rather than an independent equation and
one is free to choose the gauge function β in accordance with the gauge covariant nature
of the theory. Going back to the energy-momentum relations one inserts S + T = βB into
(4.13) to get T λµ;λ − Tbµ = SWµ. Now go back to the field equation (4.8) and introduce the
EM density tensor of the Wµ field
(4.14) 8πΘµν = 16πκβ2[(1/2)gµνWλWλ −WµW ν ]
Making use of (4.7) one can prove Θλµ;ν −Θbµ = −SWµ and using T λµ;λ − TBµ = SWµ one
has an equation for the joint energy momentum density
(4.15) (T λµ +Θ
λ
µ);λ − (T +Θ)bµ = 0
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One can derive now the equation of motion of a test particle (following [162]). Consider
matter consisting of identical particles with rest mass m and Weyl scalar charge qs, being in
the stage of a pressureless gas so that the EM density tensor can be written T µν = ρUµUν
where Uµ is the 4-velocity and the scalar mass density ρ is given by ρ = mρn with ρn the
particle density. Taking into account the conservation of particle number one obtains from
T λµ;λ − Tbµ = SWµ the equation of motion
(4.16)
dUµ
ds
+
{
µ
λ σ
}
UλUσ =
(
bλ +
qs
m
Wλ
)
(gµλ − UµUλ)
In the Einstein gauge (β = 1) we are then left with
(4.17)
dUµ
ds
+
{
µ
λ σ
}
UλUσ =
qs
m
wλ(g
µλ − UµUλ)
This gives a sketch of a powerful framework capable of treating many problems involving
“mattter” and geometry. Connections to Section 2 are obvious and we have supplied earlier
additional relations to fluctuations via Fisher information and quantum geometry (cf. also
[40, 41, 42, 43, 54]). Many cosmological questions of great interest including dark matter,
quintessence, etc. are also treated in [110, 111, 112, 113, 114, 115, 116, 117] and one can
speculate about the original universe from many points of view. The inroads into cosmology
here seem to be an inevitable consequence of the presence of Weyl-Dirac theory in dealing
with quantum fluctuations via the quantum potential.
5. REMARKS ON QUANTUM GEOMETRY
We gave a “hands on” sketch of quantum geometry in [43] and refer to [10, 11, 12, 16,
17, 35, 36, 59, 60, 61, 62, 63, 88, 96, 97, 102, 109, 123, 127, 128, 153, 154, 191, 192, 193, 201]
for background and extensive theory. Here we follow [43, 59, 60, 61, 62, 63] and briefly
extract from [43]. Roughly the idea is that for H the Hilbert space of a quantum system
there is a natural quantum geometry on the projective space P (H) with inner product
< φ|ψ >= (1/2~)g(φ, ψ) + (i/2~)ω(φ, ψ) where g(φ, ψ) = 2~ℜ(φ|ψ) is the natural Fubini-
Study (FS) metric and g(φ, ψ) = ω(φ, Jψ) (J2 = −1). On the other hand the FS metric is
proportional to the Fisher information metric of the form Cos−1| < φ|ψ > |. Moreover (in
1-D for simplicity) F ∝ ∫ ρQdx is a functional form of Fisher information where Q is the
quantum potential and ρ = |ψ|2. Finally one recalls that in a Riemannian flat spacetime
(with quantum matter and Weyl geometry) the Weyl-Ricci scalar curvature is proportional
to Q. Thus assume H is separable with a complete orthonormal system {un} and for any
ψ ∈ H denote by [ψ] the ray generated by ψ while ηn = (un|ψ). Define for k ∈ N
(5.1)
Uk = {[ψ] ∈ P (H); ηk 6= 0}; φk : Uk → ℓ2(C) : φk([ψ]) =
(
η1
ηk
, · · · , ηk−1
ηk
,
ηk+1
ηk
, · · ·
)
where ℓ2(C) denotes square summable functions. Evidently P (H) = ∪kUk and φk ◦ φ−1j is
biholomorphic. It is easily shown that the structure is independent of the choice of complete
orthonormal system. The coordinaes for [ψ] relative to the chart (Uk, φk) are {zkn} given via
zkn = (ηn/ηk) for n < k and z
k
n = (ηn+1/ηk) for n ≥ k. To convert this to a real manifold
one can use zkn = (1/
√
2)(xkn + iy
k
n) with
(5.2)
∂
∂zkn
=
1√
2
(
∂
∂xkn
+ i
∂
∂ykn
)
;
∂
∂z¯kn
=
1√
2
(
∂
∂xkn
− i ∂
∂ykn
)
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etc. Instead of nondegeneracy as a criterion for a symplectic form inducing a bundle iso-
morphism between TM and T ∗M one assumes here that a symplectic form on M is a closed
2-form which induces at each point p ∈ M a toplinear isomorphism between the tangent
and cotangent spaces at p. For P (H) one can do more than simply exhibit such a natural
symplectic form; in fact one shows that P (H) is a Ka¨hler manifold (meaning that the fun-
damental 2-form is closed). Thus one can choose a Hermitian metric G =
∑
gkmndz
k
m ⊗ dz¯kn
with
(5.3) gkmn = (1 +
∑
i
zki z¯
k
i )
−1δmn − (1 +
∑
1
zki z¯
k
i )
−2z¯kmz
k
n
relative to the chart Uk, φk). The fundamental 2-form of the metricG is ω = i
∑
m,n g
k
mndz
k
m∧
dz¯kn and to show that this is closed note that ω = i∂∂¯f where locally f = log(1 +
∑
zki z¯
k
i )
(the local Ka¨hler function). Note here that ∂ + ∂¯ = d and d2 = 0 implies ∂2 = ∂¯2 = 0 so
dω = 0 and thus P (H) is a K manifold (cf. [128] for K geometry).
Now P (H) is the set of one dimensional subspaces or rays of H; for every x ∈ H/{0}, [x]
is the ray through x. If H is the Hilbert space of a Schro¨dinger quantum system then H rep-
resents the pure states of the system and P (H) can be regarded as the state manifold (when
provided with the differentiable structure below). One defines the K structure as follows.
On P (H) one has an atlas {(Vh, bh, Ch)} where h ∈ H with ‖h‖ = 1. Here (Vh, bh, Ch) is
the chart with domain Vh and local model the complex Hilbert space Ch where
(5.4) Vh = {[x] ∈ P (H); (h|x) 6= 0}; Ch = [h]⊥; bh : Vh → Ch; [x]→ bh([x]) = x
(h|x) − h
This produces a analytic manifold structure on P (H). As a real manifold one uses an atlas
{(Vh, R ◦ bh, RCh)} where e.g. RCh is the realification of Ch (the real Hilbert space with
R instead of C as scalar field) and R : Ch → RCh; v → Rv is the canonical bijection (note
Rv 6= ℜv). Now consider the form of the K metric relative to a chart (Vh, R ◦ bh, RCh)
where the metric g is a smooth section of L2(TP (H),R) with local expression g
h : RCh →
L2(RCh,R); Rz 7→ ghRz where
(5.5) ghRz(Rv,Rw) = 2νℜ
(
(v|w)
1 + ‖z‖2 −
(v|z)(z|w)
(1 + ‖z‖2)2
)
The fundamental form ω is a section of L2(TP (H),R), i.e. ω
h : RCh → L2(RCh,R); Rz →
ωhRz, given via
(5.6) ωhRz(Rv,Rw) = 2νℑ
(
(v|w)
1 + ‖z‖2 −
(v|z)(z|w)
(1 + ‖z‖2)2
)
Then using e.g. (5.5) for the FS metric in P (H) consider a Schro¨dinger Hilbert space
with dynamics determined via R×P (H)→ P (H) : (t, [x]) 7→ [exp(−(i/~)tH)x] where H is
a (typically unbounded) self adjoint operator in H. One thinks then of Ka¨hler isomorphisms
of P (H) (i.e. smooth diffeomorphisms Φ : P (H)→ P (H) with the properties Φ∗J = J and
Φ∗g = g). If U is any unitary operator on H the map [x] 7→ [Ux] is a K isomorphism of
P (H). Conversely (cf. [42]) any K isomorphism of P (H) is induced by a unitary operator
U (unique up to phase factor). Further for every self adjoint operator A in H (possibly un-
bounded) the family of maps (Φt)t∈R given via Φt : [x]→ [exp(−itA)x] is a continuous one
parameter group of K isomorphisms of P (H) and vice versa (every K isomorphism of P (H)
is induced by a self adjoint operator where boundedness of A corresponds to smoothness of
the Φt). Thus in the present framework the dynamics of QM is described by a continuous
one parameter group of K isomorphisms, which automatically are symplectic isomorphisms
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(for the structure defined by the fundamental form) and one has a Hamiltonian system.
Next ideally one can suppose that every self adjoint operator represents an observable and
these will be shown to be in 1− 1 correspondence with the real K functions.
One defines a (Riemann) metric (statistical distance) on the space of probability distri-
butions P of the form
(5.7) ds2PD =
∑
(dp2j/pj) =
∑
pj(dlog(pj))
2
Here one thinks of the central limit theorem and a distance between probability distributions
distinguished via a Gaussian exp[−(N/2)(p˜j−pj)2/pj] for two nearby distributions (involv-
ing N samples with probabilities pj, p˜j). This can be generalized to quantum mechanical
pure states via (note ψ ∼ √pexp(iφ) in a generic manner)
(5.8) |ψ >=
∑√
pje
iφj |j >; |ψ˜ >= |ψ > +|dψ >=
∑√
pj + dpje
i(φj+dφj)|j >
Normalization requires ℜ(< ψ|dψ >) = −1/2 < dψ|dψ > and measurements described by
the one dimensional projectors |j >< j| can distinguish |ψ > and |ψ˜ > according to the
metric (5.7). The maximum (for optimal disatinguishability) is given by the Hilbert space
angle cos−1(| < ψ˜|ψ > |) and the corresponding line element (PS ∼ pure state)
(5.9)
1
4
ds2PS = [cos
−1(| < ψ˜|ψ > |)]2 ∼ 1− | < ψ˜|ψ > |2 =< dψ⊥|dψ⊥ >∼
∼ 1
4
∑ dp2j
pj
+
[∑
pjdφ
2
j − (
∑
pjdφj)
2
]
(called the Fubini-Study (FS) metric) is the natural metric on the manifold of Hilbert space
rays. Here
(5.10) |dψ⊥ >= |dψ > −|ψ >< ψ|dψ >
is the projection of |dψ > orthogonal to |ψ >. Note that if cos−1(| < ψ˜|ψ > | = θ then
cos(θ) = | < ψ˜|ψ > | and cos2(θ) = | < ψ˜|ψ > |2 = 1− Sin2(θ) ∼ 1− θ2 for small θ. Hence
θ2 ∼ 1 − cos2(θ) = 1 − | < ψ˜|ψ > |2. The term in square brackets (the variance of phase
changes) is nonnegative and an appropriate choice of basis makes it zero. In [35] one then
goes on to discuss distance formulas in terms of density operators and Fisher information but
we omit this here. Generally as in [201] one observes that the angle in Hilbert space is the
only Riemannian metric on the set of rays which is invariant uder unitary transformations.
In any event ds2 =
∑
(dp2i /pi),
∑
pi = 1 is referred to as the Fisher metric (cf. [128]). Note
in terms of dpi = p˜i − pi one can write d√p = (1/2)dp/√p with (d√p)2 = (1/4)(dp2/p)
and think of
∑
(d
√
pi) as a metric. Alternatively from cos
−1(| < ψ˜|ψ > | one obtains
ds12 = cos
−1(
∑√
p1i
√
p2i) as a distance in P . Note from (5.10) that ds212 = 4cos−1| <
ψ1|ψ2 > | ∼ 4(1 − |(ψ1|ψ2)|2 ≡ 4(< dψ|dψ > − < dψ|ψ >< ψ|dψ >) begins to look like a
FS metric before passing to projective coordinates. In this direction we observe from [128]
that the FS metric can be expressed also via
(5.11) ∂∂¯log(|z|2) = φ = 1|z|2
∑
dzi ∧ dz¯i − 1|z|4
(∑
z¯idzi
)
∧
(∑
zidz¯i
)
so for v ∼ ∑ vi∂i + v¯i∂¯i and w ∼ ∑wi∂i + w¯i∂¯i and |z|2 = 1 one has φ(v, w) = (v|w) −
(v|z)(z|w).
Now recall the material on fisher information in Section 1.2 and the results on the SE
in Weyl space in Section 1.1 to confirm the connection of quantum geometry as above to
FLUCTUATIONS, GRAVITY, AND THE QUANTUM POTENTIAL 45
Fisher information, Weyl curvature, and the quantum potential. Several features arise which
deserve emphasis (cf. also [55])
• Philosophically the wave function seems to be inevitably associated to a cloud or
ensemble (cf. Remarks 2.1 and 3.2). This provides meaning for psi = Rexp(iS/~)
with R =
√
ρ and ρ = ψ∗ψ representing a probability density. Connections to
hydrodynamics, diffusion, and kinetic theory are then natural and meaningful.
• From the ensemble point of view or by statistical derivations as in Section 1.1 one
sees that spacetime geometry should also be conceived of in statistical terms at the
quantum level. This is also connected with the relativistic theory and the quantum
potential (in various forms) is exhibited as a fundamental ingredient of both QM
and spacetime geometry.
• Bohmian type mechanics plays a fundamental role in providing unification of all
these ideas. Similarly fractal considerations as in Nottale’s scale relativity lead to
important formulas consistent with the pictures obtained via Bohmian mechanics
and the quantum potential.
• Quantum geometry in a projective Hilbert space is connected to all these matters
as indicated in this section.
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