Abstract -Business processes are executed according to a specific business logic that can be formulated as business rules. Often decisions are taken during the course of the process to fulfill conditions or exceptions leading to process variations. These decisions are meant to support business process operations and are composed of a set of business rules, additionally being based on a solid process relevant knowledge and know-how. These processes are here referred to as decision knowledge intensive processes. In this paper the question of how business rules and consequently operational decisions can be derived from the business process model is addressed. The therefore necessary business process analysis and decision identification are performed using the cause-and-effect approach. Service-oriented implementation of the found decisions is suggested and outlined.
I. INTRODUCTION
Finding the right decision is important in different stages of the business process and on different levels within the enterprise. Two major types of decisions that are needed to complete a business process can be differentiated: decisions influencing the process outcome and decisions that are needed to define or support the vision or goal of the business. This rough classification will be refined further in section 2. Furthermore, business processes can include a different number of decisions throughout their execution. Especially in decision intensive processes [4] , the question arises, how decisions can be automated or effectively supported by business application systems. Here we discuss the discovery and implementation of operational decisions into machineexecutable software components, i.e. services.
The initial research question addressed in this paper is twofold. First, the question of how decision knowledge can be derived from a business process model is addressed, as process models already exist in many enterprises and thus are containers of relevant process and operative knowledge. An additional argument for the chosen research process is that process models still often provide a basis for process and enterprise analysis. The second question is how this rather unstructured and often tacit knowledge that is included in the process models can be analyzed considering the decision logic and how this logic can be implemented for an automated process support. This paper approaches these questions in two different ways. First a case study was conducted to resume a decision intensive process. The process was captured in several expert interviews and modeled using BPMN v1.2 to achieve a structured overview and a better understanding of the process. The process under observation is a business process carried out by a health fund and the interviewed experts are the operative workers who perform this process as their core professional activity. The process was identified as a potentially decision intensive based on its description by the experts as being "complex", "knowledge-intensive", "dependent on personal [i.e. workers] decisions", "hard to describe" and "variable". All of the employees involved in these activities were interviewed; the process model and description were reviewed by the interviewees for quality assurance.
The conducted interviews were half-structured and the goal was to capture the processes including its activities, exceptions and actors. Decision context was mentioned neither before, nor during, nor after the interviews to avoid potential bias in the interview content [10] . As soon as the correctness of the process model and description were assured, the analysis was conducted. The goal of the analysis was to identify business rules that guide the process logic and decisions that have to be made to achieve the process goal. For this process analysis the cause-and-effect approach was chosen. This choice was made according to the understanding of business rules as presented in section two.
Thus, here the design science research approach with a heuristic technological rule as a result (using the terms of van Aken [25] ) was used to answer the research questions. As the research is based on a case study, thus an inductive research method was used for decision service derivation. Process analysis, preceding service design, was conducted using a cause-and-effect approach, thus a deductive method was used. Combining the two approaches allowed the achievement of two goals: a general process analysis and application dependent service derivation and design. The study results in actionable artifact such as a structured proceeding to design of decision services and therefore implementation of decision management in the enterprise. This approach supports not only business analysis that aims at reengineering and restructuring of the business processes but also contributes to service design, i.e. automated support of the business processes. DOI: 10.2478 DOI: 10. /v10143-011-0003-8 2011 _________________________________________________________________________________________________ Volume 43
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The paper is organized as follows: Section two discusses decisions and decision intensive processes. It also introduces the term decision knowledge intensive process that is used in this paper. Section three describes the business process under analysis and presents analysis results concentrating on the analysis process, identified business rules. Decision services are defined and business rules are composed into decision rule sets and thus into services in section four. Section five reviews related work on enterprise decision management and decision services. Conclusion and outlook finish the paper.
II. DEFINING DECISIONS AND BUSINESS RULES IN ENTERPRISE
This section provides a short overview of the terms used throughout the paper. First, decisions in business processes are defined and their relations to business rules are outlined. Business rules are defined and the cause-and-effect analysis is presented and discussed.
A
. Decisions in Business Processes
Business process-oriented approach for enterprise analysis and automation gained momentum since Hammer and Champy [8] partly due to the increasing shift from production enterprises to knowledge-based business models. While today business process automation supports recurring, well structured processes through workflow systems, knowledgebased or event-intensive processes are regarded as unstructured and hard to automate [24] . Decision intensive processes can be referred to as knowledge-based processes. One possible definition of a decision intensive process is: "[a] Repeated and repeatable business processes whose conduct and execution are heavily dependent upon knowledge workers in a variety of roles performing various decision making tasks that interconnect to drive critical organizational outcomes" [4] . This paper elaborates on the definition of the decision intensive process, under the aspect of rule and knowledge structure involved in the decision.
A decision is defined here as a choice between several process variants rather than a choice between two alternatives. First, the assertion is made that a decision is a set of rules, i.e. logic that guides the decision. In an enterprise context a business related decision is a set of business rules in terms of [6] . It is not always possible to identify the rules that guide a decision. That is why we distinguish here between operational and strategic decisions [22] . Strategic decisions aim at high level and thus more general business managerial aspects, such as long-or middle-term investment plans, target markets or price building. Rules guiding these decisions are hard to identify and externalize, as they depend not only on business logic or policy but also on several other aspects such as general economic state, strategic management behavior and style, etc. Figure 1 shows this decision classification based on the decision pyramid by Anthony [1] . Fig. 1 . Decision pyramid based on [1] Strategic decisions concern organizational goals and objectives. Here the information needed to take a decision is most often incomplete and the decision process extends over a considerable period of time [2] . Tactical decisions are mostly associated with decisions on identification and use of resources, while operational decisions assure the effectiveness of the operations performed in the enterprise [2] .
Here we concentrate on the operational decisions as they need to be performed often during the course of the process and are taken in a relatively short time. Thus, they can be asserted to the category of structured decisions as they are: repetitive, and are taken within a clearly defined process [2] , according to specified (business) rules. This characteristic also supports automation of the decision description and performing.
The decision making pyramid by Anthony [1] is extended in Figure1with the temporal and process-oriented parameters. The temporal dimension covers not only the time needed to take the decision but also the time period of the decision effect. The dimension of the process proximity indicates the level of process the decision effects apply to. It ranges from process results with low process proximity down to process activity, i.e. high process proximity. Strategic decisions and management decisions refer to organizational goals and visions as well as to the use and identification of resources respectively. Operation control implies decisions on the level of process tasks, thus providing the highest process proximity. Operative workers, i.e. workers who complete more or less routine processes, have to make decisions on a finer, processrelated scale. These decisions perform the guiding process logic and often need to access multiple different information sources, e.g. other processes, process actors or process collaborators. Such processes are here called decision knowledge intensive processes, as not only the operative knowledge but also knowledge on information sources and harvesting is needed to make a decision.
Thus, decision knowledge intensive processes are characterized by multiple decisions that need to be made along the business process and increased information needs to support the decision. The term is introduced here as the amount of the required information can vary depending on the process and its context. The definition is based on the abovementioned definition of decision intensive processes, but it extends the definition by the information aspect. The concept implies that the information and knowledge needed to take a decision concern not only business rules, policies and the process know-how by a worker, but is also based on several criteria the fulfillment of which depends on hidden information, i.e. that is stored in files or needs to be obtained first. To make a valid decision, knowledge about its guiding rules, their contents and outcomes is needed. This knowledge and information are here called decision information cluster. It includes business rules and policies that are needed to make a decision.
B. Defining the Business Rules
Business rules are defined by the Business Rules Group as "constrains [....] that guide or limit the business" [6] . Business rules are specific instantiations of rules. It is not easy to find a general definition of a rule that is context independent. Often rules are statements that describe usual behavior, though this behavior is not mandatory. Rules are also used to prescribe certain behavioral patterns or to provide a logical connection between different entities or their characteristics to provide a certain effect. In business context rules are understood as declarative statements on business process behavior [30] . To sum up these different views on rules, the following definition will be applied throughout the paper: a rule is a declarative statement that relates a certain data and facts combination K with an effect E. This definition provides a view on a rule as a statement on the conditions (or causes) that need to be fulfilled to provide a required effect. Using the terminology of the propositional calculus and algebra, a rule R can be summarized as a function where the set of data and facts K is associated with a set of effects E. Thus, R: K → E, such as the combination of elements in set K is associated with an element or a set of elements in set E; whereas an effect can be an action, a new data or fact.
Business rules are often categorized in different types such as e.g. constrains, derivations or process rules [16, 30, 28, 6] . The Business Rules Group uses the more abstract definition that has already been cited above. Here business rules are seen as specifications of rules as defined above. Therefore, the reasoning is done without differentiation among business rules types. Furthermore, the view on business rules as statements that provide a logical connection between occurring data and facts, and the resulting effect supports the choice of causeand-effect analysis to approach the given questions.
C. Cause-and Effect Analysis of Business Processes
On all the levels of the decision pyramid in Fig. 1 decisionmaking depends on the information or the amount of the information needed. Here not only the amount itself is a critical aspect, but also the sources and the relevance of the sources are important factors of the decision. Thus, the process elements that indicate the need for further information are defined as decision information points, in the sense that they are expected to contain information or knowledge needed to make a decision that leads to the successful realization of the aspect that leads to the process goal. Each of them is involved in a (set of) decision(s) that requires the accordant information; thus being an element in a decision information cluster. Identification of these sources is approached here using the cause-and-effect analysis. This approach is chosen here to identify the roots, i.e. the most relevant information sources of a decision being a set of conditions that lead to rule triggering. This proceeding addresses the fact that for decision making too much information can be as bad as too little information.
Consequently the multiple-causes-one-effect analysis pattern is used in this paper for derivation of decision services. The causality here is business-driven, i.e. business goaloriented and qualitative rather than related to causality relations common in econometrics. An effect describes a process result and a cause describes the conditions or other sub-effects that need to be fulfilled to achieve the effect on a macro-and the rule result on a micro-level. This terminology is chosen here, as it describes the nature of decision-making. Decision-making is often built on assumptions, embedded in certain circumstances and produces a result that affects the system as a whole or its elements. On the other hand the cause-and-effect analysis is an enabler of the presentation of the dynamic elements in business processes. The use of causeand-effect diagrams or trees allows differentiating between the static (effects) and dynamic (causes) aspects of a business process. Business processes change often in the order or manner of their tasks execution as in a volatile environment the cause for a specific order or the order itself may change, but the process goals, i.e. the effects, remain mostly the same. Reflecting on the effects and its causes captures the status quo of the process while also providing a structure that is rather flexible while still containing stable points of reference.
Decision-making itself though, is often an unstructured, heuristic and iterative process with many interdependent elements [2] . It is also to say that a decision is a consequential act, i.e. it can trigger a (re-)action or is a cause of some effect. Based on this thought, the possibility arises to apply the causeand-effect based analysis to decision knowledge intensive business processes. Cause-and-effect analysis organizes a large amount of information by showing links between events and their potential or actual causes also enabling a broader thinking and overview of a problem. Here it is used to understand the guiding process logic to derive necessary decisions. The chain approach, instead of the fishbone diagram [9] that is often used as a quality management technique, is chosen to visualize the logical dependencies within the process. This approach is illustrated in the following section.
D. Business Process Models and Automation
Process models are abstract representations of business processes. They are usually created by business analysts or managers with the goal to improve the quality and effectiveness of current processes. Thus, the goal is to represent the course of actions rather than to capture its guiding logic. Though, this aspect is included tacitly in the model. The question arises, how to identify the business logic and the decision clusters from the business process and how to implement them into an automated process execution. Here the approach of combining business rules into decision services based on cause-effect-relations in the process is chosen. The realization of decision services suggested here is based on the Web Service technology [29] and implemented into a service-oriented architecture (SOA)
that support rapid, low-cost composition of distributed applications" [15] with the following characteristics: "[…] autonomous as well as interoperable and provide re-usable functions via a technically standardized interface" [19] .
III. PROCESS MODEL AND ELEMENT RELATIONS
Here a process taken from a case study at a health care fund is shortly described. The process aims at the provision of a suitable control of the patient's treatment. The purpose here is to provide suitable treatment according to the patient's diagnostics and minimize his or her errands to find a specialist. The challenge for the operational worker at the health fund is to understand the diagnosis of the patient and to evaluate which treatment can be suitable for an efficient recovery. Thus, a certain amount of medical knowledge is needed to guide the treatment process.
The process starts with a message or request about the case filed by the patient or the treating facility in cases when the patient had to be delivered to the hospital or is already under medical treatment. This case is first analyzed by an operative worker concerning the sufficiency of the included data. If all needed information is given, either within the case or in the patient history available at the fund, the case is evaluated concerning its complexity. If the operating worker classifies the case as clear, he or she supervises the further treatment guidance. If he or she doubts whether her or his knowledge is sufficient for further handling the case, he or she can pass the case to a worker who has an indicated higher medical knowledge. In this case, this medical worker is responsible for governing the treatment.
The governance of the treatment is composed of several steps. The diagnostics of the patient needs to be comprehensive and his or her nursing assessment needs to be identified. According to this data a general treatment procedure can be planed. This procedure is discussed with the patient. According to the diagnostics a specialist or a treatment facility, such as a hospital or a rehabilitation institution, needs to be chosen. The choice depends on the current list of partner institutions, their availability or agreements between the health fund and medical specialists. Furthermore, according to the treatment plan, costs of the treatment need to be reviewed and monitored along the treatment process.
Thus, we can identify the following actors involved in this process: patient, treatment facility (that can also be a medicine or a hospital), the operative and the medical worker from the health fund. The goal of this process can be identified as to provide an effective patient treatment. The term efficiency implies best possible recovery of the patient and efficient resource involvement (such as costs and time) on the side of the health fund.
The approach chosen here to analyze the process is based on cause-and-effect relations. The process goal is seen here as the effect that was originated by several causal aspects. This approach allows the exploration of causes and events leading to the expected effect. So the guiding analysis question is: what aspects lead to the achievement of the process goal? Deriving from the process description these are the main aspects that were identified and depicted in Figure 2 : qualification knowledge of the person in charge of the treatment guidance; completeness and correctness of the information needed to understand and process the case; resources that can be assigned and are available to process the case. Figure 2 also implies that the processing of these aspects is needed to achieve the goal set for the process. This processing is likely to follow the business logic and thus includes business rules. Thus, the achievement of the optimal patient care depends and is caused by the availability of the three aspects such as information, qualification and resources.
In the following chapters some of these aspects and their implied decisions are described in more detail. Furthermore, as already evident from the process description, this process contains multiple decisions that form the central characteristic of the process. Starting points of the decisions are the three identified causes of the process goal, i.e. decision information points. These are also the aspects that need additional information for an equivalent decision making. Thus, this process can be categorized as being a decision knowledge intensive process. Finally, the decision on whether the optimal care is provided depends on the quality of the information that is collected from each of the causes, i.e. the decision information points. What information is needed or how it is to be evaluated is defined in the processing element of the Figure  2 . Obviously it contains the business logic that is captured either in business rules or the knowledge of the operative workers.
IV. DERIVING DECISION SERVICES
In this section the process of decision identification and their implementation is presented. The decision information points were identified in section three as aspects containing information that causes a positive process goal achievement. The process of the decision identification (see also Figure 5 ) starts with the identification of business rules of the business process. This step is followed by their clustering into decisions. Several decisions can subsequently be summarized in a decision service. This decision process resembles a workflow that is composed of decision services that need to be created to support the business process. The rules within the services define in more detail what conditions need to be respected and what operational consequences result from the indicated actions.
These business rule clusters are also respectively elements of the decision information points, i.e. they are causes that lead to the optimal patient treatment effect and are thus part of the crucial information needed to achieve the process goal. To extract this information an approach to business rules identification in shown in the following subsection.
A. Business Rules Identification
As there are three main information decision points in the analyzed process we will concentrate on only one of them being the harvesting of the needed information as one of the complex aspects. Thus, now we consider the aspect of information that is needed to make a decision on the treatment plan as the effect and explore the factors that lead to the achievement of this effect. Information is considered as complete when the information on the patient, his or her medical history as well as the information on the available treatment institutions such as hospitals or rehabilitation facilities is given.
As the causes of the needed information are now identified, relevant data that is potentially contained in each of the decision information points can be collected. The data can be found in documents and other possibly less structured knowledge sources like personal process experience of the worker or the business policies are the foundation of the cause under analysis. The knowledge included in these documents is important as it is needed to make a decision and is therefore referred to as decision knowledge. The cause-effect relationships as well as the direct decision knowledge sources for the information aspect are presented in Figure 3 . Identifying these sources, i.e. information harvesting, is one of the main challenges of the founded decision making. Once the decision information points and the accordant knowledge sources are identified, the logic of their processing needs to be defined and formalized. This logic is then externalized into business rules first in a natural language and later if possible in a machine processing language. Here the possibility arises to define business rules that are related to each of the aspects and then cluster them as decision sets that lead to the main evaluation of whether the needed information is complete. Table 1 shows the causes, the knowledge that is behind each cause and lists some of the exemplary business rules (partly in pseudo-code) that define what kind of information is needed for the final decision on the completeness of the information (see Figure 3) .
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B. Clustering Business Rules to Decisions
As the general business rules for the causes are known, they are clustered according to the effect that is to be achieved. In Table 2 the necessary rules are already summarized according to the analyzed effect "information needed complete". Thus, the knowledge required to decide on the completeness of the needed information, i.e. on the fulfillment of one of the causes leading to the process goal achievement, is captured in decision information cluster (see Table 2 ). Table 2 shows the rules that are needed to achieve effect of complete information. Figure 4 shows the logic of the decision on the patient treatment as a business rules model. Business rules from the "information needed complete" decision point can be composed into a set that can be summarized in the rule "information harvesting" in Figure 4 and thus can be seen as one of the decision clusters. Once the information on the patient and the treatment institution is provided, a responsible worker needs to be defined to process and guide the treatment. This choice can be finally made after the information harvesting has been initiated as with different information level a different level of qualification of the operational worker is needed. To decide on the resource annotation urgency of the case needs to be known and the available resources need to be scanned. This is done in the rules: "assign costs to case processing" and "assign time to case processing" in Fig. 4 . Thus, Fig. 4 shows the causes of the process goal: information harvesting, assign worker and assign time to case processing. These are further regarded as effects on a more detailed level. Their causes are used to derive accordant business rules that are cumulated to decision information clusters that will further be implemented as decision services. Figure 5 summarizes the process of the operational decision making that is needed to achieve an optimal patient treatment. Each of these decision steps is regarded here as the decision information point, i.e. activities that indicate the need for information that has to be built by the process worker to enable further process flow and process goal achievement. Figure 4 specifies one of these decision steps-the decision cluster concerning information harvesting. Decisions within the cluster are composed of several rules (the process itself is presented here as containing several decision points that are composed of further decisions). Each of the decision points in Figure 4 can now be realized as a service that invokes further rule services. This super-service is called here the decision service.
C. Accumulating Decisions to Decision Services
In this process three of the decision services, i.e. decision information points, were identified: Information needed, Qualification of the operating worker and Resources. The business rules modeling tool used here saves the business rules model as a XML-like data file, thus allowing an automated execution of the model as a service. Nevertheless, the identified decision services are not alone standing services. In general they intersect or are depend on each other. This fact is important for an automated implementation of these services.
The service cooperation points need to be defined, so that a decision on whether the request-reply (classic SOA integration) or publish-subscribe paradigm (often used in an Event-Driven Architecture) is more efficient for the process realization.
V. RELATED WORK
Business rules and business rules-based approach to business processes was initiated and significantly pushed forward by [16, 26] . Now the Business Rules Group develops and integrates standards as well as formulates statements referring to business rules. Extending the business rules approach [27] the Decision Model approach was developed by [27] using the combination of business logic, business decisions and technology. [7, 22] established the term "Enterprise Decision Management", an approach that deals with business rules and their implementation into automated decision support in the enterprise. In this context a decision service is a "group of rules […] exposed in the web services layer of conventional SOA Stack" or "A service that answers a business question for other services" [22] . These definitions are also supported in this paper.
For decision identification within business processes several approaches exist. [17] suggest application of the data mining approach on process models. The authors perform a decision point analysis based on a business process model to find out which properties might lead to the choice of certain path in the process. The goal here is to find decision rules for single process paths. Therefore the authors use apart from the process model an event log produced by a process-aware information system. This approach can also be found in e.g. [13, 20] .
In general, decision identification and clustering approaches reviewed in this section are not a part of the Decision Support Systems (DSS)-research, as a DSS must provide the decision maker with necessary data and information that allows him or her to identify the situation and the decision context, choose an alternative as well as to provide data analysis tools.
The cause-and-effect analysis approach chosen in this paper for business process analysis is rooted in the area of quality management. Quality management tools were often used in business process analysis from its early beginning [10] . In business process management (BPM) the orientation on final process results is also known as goal oriented BPM. This approach was established by Kueng and Kawalek in 1997 [12] . The terms goal and effect can be often used as synonyms, as both presume that human action is primary driven by achievement of results, that is goals [18] or in a broader sense -effects. Kueng and Kawalek build their goal definition on [14] where goals express intentions and capture the reasons of the system to be built. Winter et al. 1995 [32] showed that different concepts on purpose can lead to different behavioral and IT requirements.
Thus, Kueng and Kawalek [12] suggest an approach for creation and evaluation of goal-oriented business process models [12] . Later Kueng also applied this approach for conceptualization of business process performance measurement systems [11] . [3] developed the goal-oriented performance management further by introducing structural metrics for goal based business process design and evaluation. [5] introduces an agile, goal-oriented business process management approach to deal with changeability of business environment and processes. Goal-oriented approach to BPM is now also supported and developed by business application producers like e. g. [23, 31] .
VI. CONCLUSION AND OUTLOOK
In this paper the cause-and-effect analysis was applied for analysis of a decision knowledge intensive process. Decision knowledge intensive processes need a significant amount of information and knowledge to support decision making. This knowledge is captured in business rules that govern the process logic. They also define or indicate the information that is needed to apply this knowledge on the specific process. The taxonomy connecting business rules, decisions and required information has been presented. Thus, business rules and policies concerning a specific operational decision can be summarized into a decision information cluster. The cluster can be further specified by decision information points on the process model level as process elements that indicate specific information need. The decision services are the implementation of the decision information clusters that are refined with the process related information. Figure 6 shows the process from the definition of the process goal of a decision knowledge intensive process to the design of the content of a decision service. The cause-and-effect analysis supports the analysis of decision knowledge-intensive processes, as it aims at the basis of the decision, its causes and consequences. Applying this approach resulted in a clear decision structure (see Figures 4 and 5) containing decision elements that were called decision services as they can be implemented as separate software elements in a service-oriented architecture. These services contain several business rules that can be modeled and transformed into a software code. Thus, a deductive approach to decision and business rules identification and implementation is used here. Identifying the process goal and its causes leads on a more detailed level to the identification of the conditions of these causes that lead to the atomic structure of business rules that can be accumulated to executable software elements -the services. This approach can be used for business rules identification and decision making as it has been shown that operational decisions are taken with high process proximity thus involving process-related business rules. Furthermore, using the graphical representations of business rules models facilitates the management of business rules as changes in the single rule can be implemented using the graphical business rule model. Beside the business process analysis aspect, an approach to cluster business rules into decision services was shown, that allows an effective implementation of automated decision management into application architecture and accordant business process. Decision services can be captured in a Business Process Management System that has a business rules management component or is based on service-orientation. Thus, our future work will include implementation of the identified decision services into a workflow system that supports decision knowledge intensive processes.
