Multivariable additive nonparametric regression model is a nonparametric regression model that involves more than one predictor and has additively separable function on each predictor. There are many functions that can be used on nonparametric regression models, such as the kernel, splines, wavelets, local polynomial and fourier series. The purpose of this study is to obtain an estimator of multivariable additive nonparametric regression model. This research focuses on multivariable additive nonparametric regression model which is a combination between fourier series and spline truncated. The estimation method that be used to obtain the estimators is Penalized Least Square. This method requires the estimation of smoothing parameters in the optimization process to obtain the estimators of model. In
Introduction
In the last decade, nonparametric regression model has been widely studied by many researchers. Nonparametric regression is used to model the relationship between the response and the predictors when the functional form of the regression curve is unknown. Due to the development of computing and some limitations on parametric regression models, nonparametric regression model that does not require many assumptions becomes more widely applied to solve problems in various applied fields [1] . Fourier series nonparametric regression has been developed by Bilodeau [2] on several predictors using the additive model. Multivariable additive non-parametric regression model has been developed by Hastie and Tibsirani [3] , particularly in Generalized Additive Model or GAM. Up to now, researches about multivariable additive non-parametric regression model are limited on the same types of estimators for each predictor. One of the open problems that arise from Bilodeau [2] is how to develop a multivariable additive non-parametric regression model by employing different estimators for each predictor. Hence, this research will develop a different estimator for each predictor in multivariable additive non-parametric regression model. Spline is one of estimators which is frequently used in nonparametric regression because it has a good visual interpretation, flexible, and able to handle smooth functions [4] . Moreover, the advantage of spline is able to describe the change of the function pattern in the sub-specified interval and can handle well the data pattern which is dramatically change by using knots [5] . Some recently researches about the application of spline in nonparametric regression could be found in Lestari, Budiantara, Sunaryo and Mashuri [6] , Wibowo, Haryatmi and Budiantara [7] , and Fernandes, Budiantara, Otok and Suhartono [8] .
Otherwise, Fourier series is also widely used in nonparametric regression model by many researchers, such as De Jong [9] , also Asrini and Budiantara [10] .
Combined estimator Fourier series
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The main advantage of Fourier series estimator is able to handle data behavior that follows the periodic pattern at certain intervals [2] . Additionally, other type of estimators are also developed and applied in nonparametric regression model, such as kernel, the local polynomial, and wavelet estimators. Some researches about the application of kernel estimator in nonparametric regression could be found in Manzan [11] , Okumura and Naito [12] , Yao [13] , Kayri and Zirbhoglu [14] , and Fernandes, Budiantara, Otok and Suhartono [15] . Furthermore, some researches about the local polynomial in non-parametric regression could be seen in Su and Ullah [16] , He and Huang [17] , Martins-Filho and Yao [18] , and Oingguo [19] . Otherwise, the application of wavelet estimator in nonparametric regression has been investigated by Qu [20] , Angelini, De-Canditiis and Leblanc [21] , Rakotomamonjy, Mary and Canu [22] , and Taylor [23] .
This paper focuses to develop a multivariable additive non-parametric regression model by employing different estimators for each predictor, particularly a combination between Fourier series and spline truncated estimators. Moreover, this research proposes Penalized Least Squares (PLS) optimization for estimating the combination estimator.
Multivariable Additive Nonparametric Regression Model
In this section, we deal with the regression model involving k predictors and the pair data is . The relationship between and is modeled by multivariable additive nonparametric regression as follows: 2  2  2  2  2  1 2  2  2 2  2  2   2  1  3  3  3  3  1 3  3  2 3  3  3   2  1  2 ,...,
Combination Estimator between Fourier Series and Spline Truncated in Multivariable Additive Nonparametric Regression Model
The estimator of combination between Fourier series and spline truncated,   12 , ,...,
, is obtained by employing PLS optimization, i.e.
Combined estimator Fourier series
Some lemmas are needed for solving this PLS optimization.
Lemma 1
If the function of Fourier series is 1 g as in Eq. (2), then the penalty is
Proof:
, then the second derivative of its equation is 
Hence, by using the results in Eq. (6) and (7), the penalty 1 () Jg is obtained as follows: 
It could be shown that
Combined estimator Fourier series
Then, estimator of combination between Fourier series and spline truncated in multivariable additive nonparametric regression model could be derived by applying lemma 1 and 2 as given by theorem 1.
Theorem 1
Let is a multivariable additive nonparametric regression model as in Eq. (1 
Hence, the estimator of combination between Fourier series and spline truncated is , it could be shown that
Combined estimator Fourier series
Then, multiply both sides with
and we have the result as follows:
Moreover, the function of   , a  can also be written as
, 2 a n y y n a W y n X y n y Wa n a W Wa 
Therefore, the estimator of  
,, Kt
 is given by
where
Similarly, if Eq. (12) are substituted into Eq. (10), then we have
where Additionally, the results also show that further research is needed to validate this theoretical results in empirical data, both simulation and real data. Specifically, the issue about the properties of this estimator to the sample size and function forms are needed to study further.
