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Orbital magnetization is known empirically to play an important role in several magnetic phe-
nomena, such as permanent magnetism and ferromagnetic superconductivity. Within the recently
developed ”modern theory of orbital magnetization”, theoretical insight has been gained into the
nature of this often neglected contribution to magnetism, but is based on an underlying mean-field
approximation. From this theory, a few treatments have emerged which also take into account cor-
relations beyond the mean-field approximation. Here, we apply the scheme developed in a previous
work [Phys. Rev. B 93, 161104(R) (2016)] to the Haldane-Hubbard model to investigate the effect
of charge fluctuations on the orbital magnetization within the GW approximation. Qualitatively,
we are led to distinguish between two quite different situations: (i) When the lattice potential is
larger than the nearest neighbor hopping, the correlations are found to boost the orbital magnetiza-
tion. (ii) If the nearest neighbor hopping is instead larger than the lattice potential, the correlations
reduce the magnetization.
PACS numbers: 71.2 0.-b, 71.27.+a
I. INTRODUCTION
Magnetism is usually associated with the spin of the
electrons since the magnetic moment arising from the or-
bital motion of the electrons is normally weak or even
completely quenched crystals with time-reversal sym-
metry. However, the role of the orbital motion in de-
termining magnetic properties is not to be underesti-
mated. Magnetic anisotropy, which is important in
permanent magnets, has its roots in the orbital mag-
netic moment.1–3 Magnetic susceptibility,4 magnetoelec-
tric response5–7 and spin-dependent transport4,8–10 can
also be strongly influenced by it. Recent experiments on
ferromagnetic superconductors show the possibility of the
orbital moment dominating over the spin counterpart.11
This is particularly notable as the two appear with op-
posite signs and tend to cancel each other.
The orbital magnetic moment in a crystal has two con-
tributions: one arising from the local atomic orbital mo-
ments and, less obvious, a contribution from the itiner-
ant edge states on the surface of the crystal, which in
the thermodynamic limit can be expressed solely as bulk
quantities.12–15 Computing the orbital magnetization in
infinite crystals has long been recognized to be nontrivial
due to the position operator being ill-defined in the ex-
tended Bloch basis.16,17 Not long ago, the so called mod-
ern theory of orbital magnetization was established,18–21
where the orbital magnetization was expressed as a true
bulk quantity evaluated from the extended Bloch states.
These pioneering works have opened up a way for com-
puting the orbital magnetic moment from realistic band
structure calculations,22,23 usually obtained from Kohn-
Sham density functional theory.
An interesting application of the modern theory is to
materials where the electrons responsible for the orbital
magnetization are semi-itinerant. A well-known example
is iron, which, contrary to nickel and cobalt, has a large
itinerant contribution coming from the 3d electrons. Re-
cently, Hanke et al.24 applied the theory to a variety of
structural inhomogeneous systems, including topological
ferromagnets. Several prototypical insulating perovskite
transition metal oxides have also beed studied.25 Mag-
netic thin films,26 non-collinear spin systems and frus-
trated spin lattices are additional candidates with spin-
tronics applications.27,28
The modern mean-field theory is not expected to yield
physically meaningful results for moderately to strongly
correlated materials. Even in the ferromagnetic tran-
sition metals, the orbital moment is known to be un-
derestimated when performing density functional calcu-
lations using the gradient corrected PBE functional.23
Systematic improvement of the calculation of the orbital
magnetization in correlated systems is particularly cru-
cial when the desired physical quantity depends on the
balance between the orbital and spin magnetization. An
important example is the compensation temperature of
zero-magnetization ferromagnets, at which the spin and
orbital magnetization exactly cancel out.
Extensions have been formulated within current and
spin density functional theory,19 but also in terms of the
full Green’s function and vertex function.29 Recently, we
have derived a formula from first principles for the or-
bital magnetic moment of interacting electrons.30,31 The
formula factorizes into two parts, one that contains the
information about the one-particle band structure and
another that contains the effect of exchange and corre-
lations beyond the local density approximation, carried
by the Green’s function. The self-energy, which deter-
mines the Green’s function via Dyson’s equation, can be
calculated using the GW approximation32 for weakly to
moderately correlated materials and the LDA+DMFT33
or GW +DMFT34 approximations for strongly correlated
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FIG. 1. The honeycomb lattice with two different (A and B)
atoms per unit cell. The fluxes in regions a, b and c obey
ϕa = −ϕb and ϕc = 0. This implies that the total flux in
the unit cell is zero. The flux ϕ in Eq. (1) is defined as
ϕ = 2ϕa + ϕb. The figure is from Ref. 30.
Here, we apply our previously derived Green’s function
formula for the orbital magnetization to the 2D Haldane-
Hubbard model within the GW approximation, as a first
step to understand the effect of correlations on the mag-
netization in real systems. In Sec. II we briefly describe
the essentials of the Haldane-Hubbard model. In Sec. III
we revisit the - until now - untested Green’s function for-
mula and summarize the approximations and computa-
tional details of this work. We present the results within
the GW and Hartree-Fock approximations in Sec. IV
for different values of the parameters of the model. The
main findings are discussed in Sec. V.
II. THE 2D HALDANE-HUBBARD MODEL
The famous 2D Haldane model35 has been used for
decades in studies of topologically non-trivial systems,
such as Chern insulators and Z2 topological insulators.
36
The Haldane model mimics the quantum Hall effect37
with a time-reversal breaking internal microscopic field
which averages to zero in the unit cell. Recently, the Hal-
dane model was experimentally realized by using ultra-
cold atoms.38
In the non-interacting Haldane model the Hamiltonian
is expressed as
Hˆ0 =− t1
∑
iσ
[
a†iσbi+δ1σ+a
†
iσbi+δ2σ+a
†
iσbi+δ3σ+h.c.
]
− t2
(
eiϕ
∑
iσ
[
a†iσai+ν1σ+a
†
i+ν1σ
ai−ν2σ+a
†
i−ν2σaiσ
]
+ h.c.+
[
ϕ→−ϕ, a→b])+∆AB∑
iσ
[
a†iσaiσ−b†iσbiσ
]
,
(1)
The annihilation operators aiσ belong to sublattice A
and biσ to sublattice B. We restrict our study to hav-
ing two electrons per unit cell, which results in one fully
occupied and one empty band. t1 is the real nearest-
neighbor hopping between sublattices A and B of the
honeycomb lattice. With lattice constant a = 1, the
nearest neighbor vectors are δ1 = (0, 1), δ2 = (−
√
3
2 ,
1
2 )
and δ3 = (
√
3
2 ,
1
2 ), see Fig. 1. The next-nearest neigh-
bor vectors that explicitly enter the Hamiltonian are
ν1 = (
√
3, 0) and ν2 = (
√
3
2 ,− 32 ). t2 and ϕ denote the am-
plitude and complex phase of the next-nearest neighbor
hopping. ϕ mimics a microscopic magnetic field which
breaks time-reversal symmetry if it differs from a multi-
ple of pi. The magnetic flux, by construction, averages
to zero in the unit cell. ∆AB models a staggered poten-
tial between the two sublattices and breaks the inversion
symmetry and gives mass to the Dirac fermions. Pure
graphene has ∆AB = 0 whereas epitaxial graphene has a
non-vanishing ∆AB (see e.g. Ref. 39). The possibility of
tuning the band gap in graphene by doping makes way
for a wider range of technological applications, e.g. logic
gates. The effect of this doping is beautifully captured
by the Haldane model, but it is also ideal for describing
several insulators, with a larger value of ∆AB, such as
two-dimensional hexagonal boron nitride.
The Hall conductance σxy is given by an integer C,
called the Chern number, times e2/h. C is an intrinsic
property of the band structure, given by
C =
i
2pi
∑
n
∫
BZ
dq
(2pi)2
[〈
∂unq
∂qx
∣∣∣∣∂unq∂qy
〉
−
〈
∂unq
∂qy
∣∣∣∣∂unq∂qx
〉]
,
(2)
for periodic 2D systems, where |unq〉 = e−iq·r|ψnq〉 are
the Bloch-periodic functions. Note that C is independent
of the gauge chosen for |unq〉. This formula is also valid
when including correlations, but |unq〉 will then contain
additional information, as discussed in the next section.
The phase transitions where C changes are always accom-
panied by the closing and reopening of the band gap.
The total Hamiltonian, Hˆ = Hˆ0 + Vˆe−e, also contains
the electron-electron interaction term
Vˆe−e =
1
2
∑
ijkl,σσ′
Uijklc
†
iσc
†
jσ′clσ′ckσ, (3)
where ci = ai or ci = bi if i corresponds to sublattice A
or B, respectively, and
Uijkl =
∫
drdr′
φ∗i (r)φ
∗
j (r
′)φl(r′)φk(r)
|r− r′| . (4)
In this work, the orbitals φi are assumed to be local-
ized and only the short-ranged direct Coulomb integrals
U = Uiiii and U
′ = Uijij are kept, where i and j
are nearest neighbor sites. U is the on-site interaction
of the Hubbard model and U ′ is the nearest-neighbor
interaction. We intend to go beyond this approxima-
tion in a future study on real materials by including
more Coulomb integrals, in particular exchange integrals
Uijji, all calculated using the constrained random-phase
approximation.40 Indeed, this approximation has already
been applied to graphene, see Ref. 41.
3III. CORRELATIONS AND ORBITAL
MAGNETIZATION
A. Exact Expressions
The expression for the orbital magnetization, Morb,
derived in Ref. 31, is readily generalized to electrons with
spin when spin-orbit interaction is neglected. For spin-
independent systems, like that described by Eq. (1), the
contributions to Morb from spin ↑ and ↓ are the same.
We adopt the notation that the orbital magnetization in
one spin channel is Morb.
The orbital magnetization is perpendicular to the 2D
plane of the Haldane model and is a sum of a local and
an itinerant contribution:
MLz =
∑
jk,nn′
zjk
∫
BZ
dq
(2pi)2
[
G+n′n(q)
〈
∂unq
∂qj
∣∣∣∣H(q)− µ ∣∣∣∣∂un′q∂qk
〉
+
∂G+n′n(q)
∂qk
〈
∂unq
∂qj
∣∣∣∣un′q〉 (En′q − µ)], (5)
M Iz =
∑
jk,nn′
zjk
∫
BZ
dq
(2pi)2
G+n′n(q)
[〈
∂unq
∂qj
∣∣∣∣∂un′q∂qk
〉
(En′q − µ) +
∂E0nq
∂qj
〈
∂unq
∂qk
∣∣∣∣un′q〉
]
. (6)
The orbital magnetic moment is obtained by multiply-
ing with the factor −e/2c, in Gaussian units. The sums
are over all bands n and n′. µ denotes the chemical po-
tential and ijk the Levi-Civita symbol, where ijk are
cartesian indices and, in particular, z is perpendicular
to the 2D plane. The spin index has been left out for
simplicity. More precisely, H(q) = e−iq·rHeiq·r with
H(q)|unq〉 = Enq|unq〉 where the one-particle Hamilto-
nian H is defined from
HˆMF =
∑
σ
∫
drψ†σ(r)H(r)ψσ(r). (7)
Here, HˆMF is the self-consistent mean field of Hˆ0 + Vˆe−e.
The central quantities for the calculation of Morb
are the band-index matrix elements of the one-particle
Green’s function,
G+nn′(q) = lim
η→0+
∫
dω
2pi
Gnn′(q;ω)e
iωη, (8)[
G−1
]
nn′(q;ω) =
[
g−1
]
nn
(q;ω)δnn′ − Σnn′(q;ω). (9)
The Hartree-potential is contained in the mean-field
Green’s function, g, whereas the self-energy Σ = Σx+Σc
contains all effects from exchange and correlations. The
Chern number for the correlated system is obtained by
defining |unk〉 from the diagonalization of −G−1(q; 0) =
H(q)+Σ(q; 0).42 The model contains only one orbital per
lattice site, so the exchange vanishes when the Coulomb
interaction is approximated by the on-site U . Since we
assume localized orbitals, the exchange between different
sites also vanishes, implying that Σx = 0.
The main purpose of this paper is to study electron
correlation effects in the context of orbital magnetization.
We compare Morb within (a) the Hartree-Fock approx-
imation and (b) the GW approximation, for a range of
value of the Coulomb integrals, U and U ′.
B. Approximating G
(a) Hartree-Fock approximation: This amounts to ne-
glecting correlations, Σc = 0. Since also Σx = 0, this is
identical to the Hartree approximation, so we can write
g(q;ω) = (ω −H(q))−1.
(b) GW approximation:
Σcnn′(q;ω) = i
∑
km
∫
dω′
2pi
[
gmm(k;ω + ω
′)
× 〈ψnqψmk|W c(ω′)|ψmkψn′q〉
]
, (10)
where
〈ψnqψmk|W c(ω)|ψmkψn′q〉 =∫
drdr′ψ∗nq(r)ψ
∗
mk(r
′)W c(rr′;ω)ψn′q(r′)ψmk(r). (11)
Schematically, W c = vP 0v+ vP 0vP 0v+ ... contains the
screening from successive particle-hole excitations, each
described by the mean-field polarization function, which
in position representation reads
P 0(rr′;ω) = 2
∑
kn
∑
k′n′
ψ∗nk(r)ψn′k′(r)ψ
∗
n′k′(r
′)ψnk(r′)
×
[
nnk(1− nn′k′)
ω−En′k′ + Enk + iδ −
nn′k′(1− nnk)
ω−En′k′ + Enk − iδ
]
.
(12)
Here, nnk is the occupation of the state ψnk and the
factor of 2 comes from summing over both spin channels.
In this work, we perform a one-shot GW calculation. We
therefore add a term [∆µ]δnn′ to Eq. (9) corresponding
to a shift of the chemical potential, to ensure particle
number conservation.
4qx
qy
K
K’
M
G
G1
G2
FIG. 2. The first Brillouin zone (enclosed by solid lines) for
the 2D honeycomb lattice.
C. Computational Details
The most straightforward way to calculate the deriva-
tive of the Bloch functions which enters Eqs. (5)-(6), is
to use the perturbation formula14∣∣∣∣∂unq∂qi
〉
=
∑
m 6=n
∣∣umq〉〈umq∣∣∂H(q)∂qi ∣∣unq〉
Enq − Emq , (13)
equally valid for insulators as well as metals. This for-
mula implies that
〈∂unq
∂qi
∣∣un′q〉 = 0 if n′ = n. For real
systems the sum over all bands can be tedious, however
in tight-binding calculations for model systems the num-
ber of states are usually small.
For a topological insulator (C 6= 0) it is not possible
to define a smooth and continuous gauge in the whole
first BZ,43 but since C is an observable it must be gauge
invariant. The discontinuity can therefore be moved to
the BZ boundary by a suitably chosen gauge. We have
adopted a random gauge provided by the diagonalization
routine used, where unq and
∂unq
∂qi
have the same phase.
For the practical computation of G+nn′(q) and its
derivatives with respect to qx and qy we use the Matsub-
ara formalism at low temperature with a 30×30 q mesh.
To converge the computation of Morb (Eqs. (5)-(6)) we
interpolate the Green’s function and its derivatives to a
non-uniform mesh which is particularly dense at the K
and K′ points (see Fig. 2). The results do not depend
on whether the interpolation is linear or cubic.
From the static inverse Green’s function it is straight-
forward to obtain the q-resolved quasi-particle gap,
Eg(q), between the occupied and unoccupied bands at
wavevector q for the correlated system. In particular, we
will present, together with Morb, the Brillouin zone mini-
mum and average gap, Eming and 〈Eg〉. The computation
of C requires a dense q mesh in order to capture the sin-
gularity. We can still, with our 30×30 mesh, distinguish
between the normal and topological insulating phases. In
fact, the transition occurs when the gap closes, i.e. it can
be traced by Eming .
IV. RESULTS
We will start by discussing the effect of the staggered
potential, ∆AB, on the orbital magnetization at complex
hopping angle ϕ = pi/4. Then, we study the effect of
adding interactions, first with ∆AB = 2 and then with
∆AB = 0. For generality, we also present the magnetiza-
tion in the plane of U and ∆AB. Finally, the dependence
of Morb on ϕ is studied briefly. All results are obtained
using t1 = 1 and t2 = 1/3, the same values used in the
seminal paper by Thonhauser et al.12
A. Non-interacting case - Effect of varying ∆AB
The ∆AB-dependence of non-interacting Morb is shown
in Fig. 3 together with the minimum and Brillouin zone-
averaged q-resolved gaps, Eming and 〈Eg〉. The magneti-
zation decreases monotonously and the average gap in-
creases monotonously when increasing the strength of
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FIG. 3. Non-interacting Morb, E
min
g and 〈Eg〉 as a function
of ∆AB. TI: topological insulator. NI: normal insulator.
the staggered potential, |∆AB|. This can be understood
from the expression
Morb =− i
∑
jk,n′ 6=n
zjk
∫
BZ
dq
(2pi)2
(εnq + εn′q)
×
〈
unq
∣∣∂H(q)
∂qj
∣∣un′q〉〈un′q∣∣∂H(q)∂qk ∣∣unq〉
(εnq − εn′q)2 , (14)
which holds for non-interacting insulators, for which
Gnn′(q) = iδn′nf(Enq) and ∂Gnn′(q)/∂qi = 0. Note
that band n is occupied and n′ unoccupied. The one-
particle energy is measured relative to µ i.e εnq = Enq−
µ. If we imagine that the gap Eg(q) = En′q − Enq is
independent of q and thus given by 〈Eg〉, then a small
〈Eg〉 implies a large Morb and vice versa. This simplified
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FIG. 4. Morb, E
min
g and 〈Eg〉 as a function of U and U ′ with
∆AB = 2. Top: Hartree-Fock. Bottom: GW .
picture is useful if the inverse of Eg(q) is only weakly q
dependent, which holds when we are far from phase tran-
sitions. The non-interacting value of Morb at ∆AB = 2
matches the value of approximately 0.01 in an earlier
work by Thonhauser et al.12
For small |∆AB|, the system starts out as a topological
insulator but at |∆AB| ≈ 1.2 a topological phase transi-
tion occurs and the system becomes a normal insulator,
with C = 0. This transition is accompanied by the clos-
ing and reopening of the gap, Eming .
B. Effect of correlations with a non-zero ∆AB
We now fix the staggered potential to ∆AB = 2t1 = 2.
Morb is plotted in Fig. 4 versus the on-site and nearest-
neighbor direct Coulomb integrals, U and U ′, within the
Hartree-Fock and GW approximation. As a complement
to Fig. 4, we present Morb in the two approximations in
an overlay graph in Fig. 5.
U
0 2 4 6 8 10
M
ag
ne
tiz
at
io
n
0
0.05
0.1
HF
GW
FIG. 5. Closer look on Morb as a function of U within the
Hartree-Fock and GW approximation. ∆AB = 2.
The HF results show that the mean-field effect of in-
creasing U to infinity is to recover the non-interacting
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FIG. 6. The effect of correlations. (a) Difference between the
GW and the Hartree-Fock magnetization. The correlation
boost is clearly seen for large ∆AB and intermediate U . (b)
Hartree-Fock magnetization. (c) GW magnetization.
Morb at ∆AB = 0 in Fig. 3, in other words, U coun-
teracts the staggered potential. The effect of U ′, which
instead enhances it, is a decrease in Morb.
The GW approximation yields a slightly larger Morb
than the Hartree-Fock approximation for small U . This
increase originates from dynamical and non-local charge
correlations, encompassed by the polarization function
P , which makes the GW Green’s function non-diagonal
in the band index, n, when U > 0. The staggered poten-
tial, which modified the band energies Enq that enter the
polarization function, has a non-trivial effect on the self-
energy. However, a slight decrease in the average gap,
〈Eg〉, can be observed compared to Hartree-Fock, which
means that the charge fluctuations reduce the band gap.
We have already noticed, in the non-interacting case, that
a small band gap is associated with a large value of Morb,
but in the interacting case the entire dynamics has to be
6considered for a complete understanding, since G+nn′(q)
is obtained by integrating over all frequencies in Eq. (8).
We have confirmed that the boost of the magnetization
for small and intermediate U is caused by the last terms
in Eq. (5) and (6) respectively, which are due to inter-
band correlations (n′ 6= n), with no non-interacting coun-
terpart. Without these terms the magnetization would
rapidly vanish when turning on the correlations. The
correlation boost is seen in Fig. 6, where the difference
between the GW and Hartree-Fock magnetization is dis-
played in the plane of U and ∆AB together with the mag-
netization within each approximation. We see that the
effect of correlations depends strongly on ∆AB, and that
boost occurs when the staggered potential dominates the
nearest-neighbor hopping, i.e. when ∆AB > 1.
C. Effects of correlations with ∆AB = 0
Results analogous to those in Fig. 4 are presented in
Fig. 7, with ∆AB = 0. Within the Hartree-Fock approx-
imation, the magnetization is independent of U . This
is because the staggered potential is absent, so the on-
site repulsion yields the same constant energy shift to
both bands. When increasing U ′ a sharp phase transi-
tion takes place after which Morb decays rapidly. The
reason for this sudden decrease of Morb is seen in Fig.
8, where the occupation of sublattice A and B is plotted
versus U and U ′ within the Hartree-Fock approximation,
for ∆AB = 0. For a fixed value of U = 10, charge seg-
regation occurs for a sufficiently large value of U ′, after
which all electrons very quickly end up occupying only
sublattice B. This introduces a purely electronic counter-
part of the ionic potential, ∆AB, and naturally, the effect
is a reduced Morb.
Returning to Fig. 7, we see that in the GW approx-
imation Morb reduces with U , as opposed to the case
∆AB = 2 in Fig. 4. With ∆AB = 0, the mean-field
potential vanishes (except for large values of U ′) and
does therefore not affect the charge fluctuations. As men-
tioned before, the behavior of Morb can not be completely
understood in terms of the gap, but it is worth stressing
that 〈Eg〉 indeed increases with U .
D. Effect of varying ϕ
The dependence of Morb on the complex hopping phase
ϕ is presented in Fig. 9 for ∆AB = 2 in the non-
interacting limit and for U = 5, U ′ = 0 within the
Hartree-Fock and the GW approximations. The curve
for U = 0 is identical to Fig. 2 in Ref. 12 and displays a
characteristic sinus-like ϕ dependence.12,13 This behavior
survives in the interacting case in both approximations.
Since the maximum value is obtained approximately at
ϕ = pi/4, independently of the interaction strength and
the approximation, the Morb presented in Fig. 3-7 can
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FIG. 7. Morb, E
min
g and 〈Eg〉 as a function of U and U ′ with
∆AB = 0. Top: Hartree-Fock. Bottom: GW .
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FIG. 8. Occupation of sublattice A and B as a function of U
and U ′ within the Hartree-Fock approximation, with ∆AB =
0. Charge segregation occurs when U ′ exceeds a critical value.
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FIG. 9. Morb as a function of the complex hopping phase ϕ.
U ′ is set to zero.
be interpreted as the maximum possible magnetization
for fixed ∆AB, U and U
′.
7V. SUMMARY AND CONCLUSIONS
The effect of charge correlations on the orbital mag-
netization has been studied in the 2D Haldane-Hubbard
model by adding the GW self-energy. To the best of
our knowledge, this is the first study on orbital magneti-
zation where the screening has been treated microscop-
ically. Qualitatively, we are lead to distinguish between
two quite different situations.
(i) When the staggered potential dominates the
nearest-neighbor hopping we find that the main effect
of GW correlations, for small values of the the on-site U
and vanishing U ′, is an increase of the orbital magneti-
zation compared to the Hartree-Fock approximation. In
fact, the non-interacting modern theory of orbital mag-
netization is known to underestimate Morb in materials
outside the realm of the Haldane-Hubbard model, such as
ferromagnetic transition metals. The explanation is hid-
den in the frequency-integral of Eq. (8), which depends
on the entire dynamics, in particular, both the renor-
malization of the two bands, as well as the gap. In the
non-interacting limit, the correlation boost of Morb can
be understood mainly from the narrowing of the quasi-
particle gap, using Eq. (14).23
(ii) When the nearest-neighbor hopping dominates the
staggered potential, the GW correlations are instead
found to yield a decrease in the magnetization for small
values of U and vanishing U ′. For ∆AB = 0, inver-
sion symmetry is recovered and the polarization function
used to calculate the Green’s function within the one-
shot GW approximation becomes independent of U . For
large enough values of U ′, charge segregation sets in, re-
sulting in a purely electronic equivalent of the staggered
potential which breaks inversion symmetry, resulting in a
drop in Morb both within the Hartree-Fock and the GW
approximation.
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