Abstract. Take complex numbers aj, bj, (j = 0, 1, 2) such that c = 0 and rank a0 a1 a2 b0 b1 b2 = 2.
Introduction
Take complex numbers α, β, c with c = 0. We will characterize all global meromorphic solutions of the following functional equation of Fermat type This kind of problems goes back to classical functional equation of Fermat type
for a positive integer n. When n > 3, Gross [7] proved that the equation (1.2) has no nonconstant meromorphic solutions on the complex plane C. If n = 2, Gross [7] showed that all meromorphic solutions of (1.2) on C are of the form f = 2ω 1 + ω 2 , g = 1 − ω 2 1 + ω 2 , where ω is a nonconstant meromorphic function on C. If n = 3, the form of meromorphic solutions of (1.2) was conjectured by Gross [7] , and was completely characterized by Baker [1] (see Section 2) . Meanwhile, we refer the reader to [8] , [9] and [29] .
Take two positive integers m and n. When m ≥ 3 and n ≥ 3, Montel [29] proved that the following functional equation
has no transcendental entire solutions. Further, Yang [33] showed that the equation (1.3) has no nonconstant entire solutions if λ = 1 − 1 m − 1 n > 0. For more detail, we refer the reader to the work of Hu, Li and Yang [20] . For some works related to partial differential equations of Fermat type, see [4] , [15] , [25] - [28] .
In 1985, Hayman [19] proved that the following functional equation
has no nonconstant meromorphic (resp., entire) solutions if n ≥ 9 (resp., n ≥ 6). For the case n = 5 and n = 6, Gundersen [11] , [12] proved the existence of transcendental meromorphic solutions of the equation (1.4) . When n = 8, Ishizaki [21] showed that if f, g, h are non-constant meromorphic functions satisfying (1.4), then there must exist a small function a(z) with respect to f, g, h such that
where the left side is a Wronskian. Ng and Yeung [31] proved that (1.4) has no nontrivial meromorphic (resp. entire) solutions when n ≥ 8 (resp. n ≥ 6). Gundersen [10] ask that do (1.4) have non-constant meromorphic solutions for n = 7 or n = 8? Futhermore, Ng and Yeung [31] , Yang [36] studied the existence of meromorphic solutions of the equation
where n, m, p are positive integers. More general, if k(≥ 3) positive integers n 1 , ..., n k satisfy
Hu, Li and Yang [20] proved that the following functional equation
has no nonconstant entire solutions. Based on the observation above, these functional equations maybe have global nonconstant meromorphic solutions when the powers are lower, which further are characterized by some researchers. Hence, a natural question follows: Problem 1.1. When the powers n j in the equation (1.5) are lower, can we characterize all meromorphic solutions f of the equation (1.5) if f j are replaced by differentials or differences (even their mixture) of a fixed function f ?
For example, we may try to characterize all meromorphic solutions f of the following difference equation f n (z) + f m (z + c) = 1 (1.6) for a fixed non-zero constant c (cf. [29] , [34] ). In fact, Shimomura [32] considered the case n > m = 1 and proved that there always exists an entire solutions of infinite order. Later, Liu [23] investigated that difference equation (1.6) has no transcendental entire solutions with finite order. Liu et al. [24] illustrated that the solutions of (1.6) are periodic functions with period 2c for n = m = 1, and found that (1.6) has transcendental entire solutions with finite order for n = m = 2.
In 2004, Yang and Li [35] proved that the following differential equation
has only transcendental entire solutions of the form
where P, α are nonzero constants. However, the following differential equation
has no nonconstant global meromorphic solutions (cf. [14] ). For more results related to shifts and differences of entire and meromorphic functions, see [5] , [16] , [17] , [18] , [23] , [24] , [32] .
Recently, Han and Lü [13] studied that the following difference equation
has only entire solutions of the form f (z) = Ae
with a constant A satisfying A 3 (1 + e αc ) = 1.
In this paper, we will discuss the existence of solutions to functional equations of Fermat type, and shall obtain the following main result. (
In particular, if we take a 0 = 1,
this is just the results in [13] and [14] .
Preliminary
We assume that the reader is familiar with Nevanlinna theory (cf. [22] , [30] ) of meromorphic functions f in C, such as the first main theorem of f , the second main theorem of f , the characteristic function T (r, f ), the proximity function m(r, f ), the counting functions N (r, f ),N (r, f ), and S(r, f ), where as usual S(r, f ) denotes any quantity satisfying S(r, f ) = o(T (r, f )) as r → ∞ outside a possible exceptional set of finite logarithmic measure. Further, recall that the order of f is defined by
When n = 3 in the equation (1.2), Gross [7] showed that the equation (1.2) has a pair of meromorphic solutions
where ℘(z) is the Weierstrass elliptic function with periods ω 1 and ω 2 , defined by
which is an even function and satisfies, after appropriately choosing ω 1 and ω 2 ,
Furthermore, Baker [1] provided the following important result.
, where f and g are elliptic functions defined by (2.1), h(z) is an entire function in C and η is a cube-root of the unity.
The following lemma is referred to Bergweiler [3] and Edrei and Fuchs [6] .
Lemma 2.2 ([3, 6])
. Let f be a meromorphic function and h be an entire function in
Lemma 2.3 ([20]). If f is a nonconstant meromorphic function, then
where a j are meromorphic functions with a p ≡ 0 and
Lemma 2.4 ([5]
). Let f (z) be a meromorphic function such that the order ρ(f ) < +∞, and let c be a nonzero complex number. Then for each ε > 0, we have
where f c (z) = f (z + c).
Proof of Theorem 1.2
First of all, we rewrite (1.1) into the form (2.3), where F and G are defined by
Then we claim that F (z), G(z) are constants.
We assume, to the contrary, that F (z), G(z) are not constants. By Lemma 2.1, we have
Based on ideas in [13] and [14] , we confirm a fact as follows: Claim 1: h(z) must be a nonconstant polynomial. Solving ℘ ′ (h(z)) from the first expression of (3.2), we obtain
Substituting into (2.2), it follows that
which immediately implies the following inequality of Nevanlinna's characteristic functions
The first expression of (3.1) means that ρ(F ) < ∞ since ρ(f ) < ∞ by the assumption. Therefore, we obtain ρ(℘(h)) < ∞. 
where A is the area of a parallelogram P a with four vertices 0, ω 1 , ω 2 , ω 1 + ω 2 , which further yields ρ(℘) = 2. Then h must be a polynomial based on Lemma 2.2. Further, by using(3.2), we know that h(z) is not a constant. Next we distinguish three cases to prove Theorem 1.2.
Then we have a 0 b 2 − b 0 a 2 = 0 by the rank assumption. Solving the equations (3.1) and noting (3.2), it follows that
By differentiating (3.5) and noting that (℘ ′ ) 2 = 4℘ 3 − 1, ℘ ′′ = 6℘ 2 , we have
Substituting (3.5) and (3.6) into the first equation of (3.1), we have
Now, we confirm the second fact as follows: Claim 2: ℘(h(a j,k + c)) = 0 only holds for at most finitely many a j,k 's. We assume, to the contrary, that there exists an infinite subsequence of {a j,k }, without loss of generality we may take {a j,k } itself, such that ℘(h(a j,k + c)) = 0. Thus we have (℘ ′ ) 2 (h(a j,k + c)) = −1. Differentiating (3.7) and then setting z = a j,k , we derive a relation
Note that ℘ ′ (h(a j,k )) = ±i, where i is the imaginary unit. If a 2 = 0, the equation (3.8) becomes
Since h is a nonconstant polynomial and a j,k is an infinite sequence, then there are infinitely many a j,k such that h ′ (a j,k )h ′ (a j,k + c) = 0. It follows that When a 1 = 0, by using (3.2), we can rewrite the first equation of (3.1) as follows
By using the theory of first-order linear differential equations, the solution of (3.9) is
where C is a constant. Let t j (j ≥ 1) be the poles of ℘(z). Then we have ℘(z) = g j (z)(z−t j ) −2 , where g j is a holomorphic function in a neighborhood of t j with g j (t j ) = 0, and hence
as z → t j . Setting z = h(z), we derive a relation
as h(z) → t j . Note that the equation h ′ (z) = 0 only has finitely many solutions,
is an infinite set. Thus there exist an integer j and a point z ′ ∈ h −1 (t j ) such that h ′ (z ′ ) = 0, that is, z ′ is a simple zero of h(z) − t j . Therefore f (z) has a logarithmic singular point z ′ , which contradicts the assumption that f (z) is a meromorphic function. 
Differentiating the first relation of (3.11) and noticing that (℘ ′ ) 2 = 4℘ 3 − 1, ℘ ′′ = 6℘ 2 , it follows that
. (3.12)
Substituting f and f ′ into the second equation of (3.11), we have
Therefore, by using Lemma 2.3, we find
6T (r, ℘(h)) + O(log r) = 5T (r, ℘(h)) + O(log r),
that is T (r, ℘(h)) = O(log r), which means that ℘(h) is a rational function. This is a contradiction because ℘(h) is a transcendental meromorphic function. Hence Claim 2 is proved. Based on Claim 2 and noting that h ′ has only finitely many zeroes, there exists a positive integer J such that
Note that a 2 = 0, otherwise, we can obtain a contradiction according to the above arguments. Now, return to the equation (3.7). We see that the coefficient of ℘(h(z +c)) at a j,k takes a nonzero value
see the proof of Claim 2. Therefore, the equation (3.7) valued at a j,k immediately yields
where h c (z) = h(z + c).
Note that the multiple zeros of ℘(h) occur at zeros of its derivative {℘(h)} ′ = ℘ ′ (h)h ′ , that is, the zeros of h ′ because ℘ ′ (h(a j,k )) = ±i = 0. Hence we obtain an estimate Further, we claim m(r, F ) = S(r, ℘(h)). In fact, the expression of F in (3.2) yields
Based on the factorization −G 3 = F 3 −1 = (F −1)(F −η)(F −η 2 ), where η = 1, we see that all zeros of F − 1, F − η and F − η 2 are of multiplicities ≥ 3. Hence Nevanlinna's main theorems give
which immediately implies the claim m(r, F ) = S(r, ℘(h)). Now we rewrite (3.2) into the following form
which means
Applying the lemma of logarithmic derivative, we have
Combining (3.13) with (3.14), and noticing that each pole of ℘(z) has multiplicity 2, then Nevanlinna's first main theorem implies
where Lemma 2.4 was applied. We obtain a contradiction again. Hence F (z) and G(z) are constants. We assume that F (z) = c 0 , G(z) = c 1 , where c 0 , c 1 are constants with c 3 0 + c 3 1 = 1. By (3.5), we have the solution
This proves Case 1 in Theorem 1.2.
Solving the equations (3.1) and noting (3.2), it follows that
By differentiating (3.15) and noting that (℘ ′ ) 2 = 4℘ 3 − 1, ℘ ′′ = 6℘ 2 , we have
(3.16) Substituting (3.15) and (3.16) into the first equation of (3.1), we have Similar to Claim 2, we prove the following fact. Claim 3: ℘(h(a j,k + c)) = 0 only holds for at most finitely many a j,k 's.
We assume, to the contrary, that there exists an infinite subsequence of {a j,k }, without loss of generality we may take {a j,k } itself, such that ℘(h(a j,k + c)) = 0. Thus we have (℘ ′ ) 2 (h(a j,k + c)) = −1. Differentiating (3.17) and then setting z = a j,k , we derive a relation
Note that ℘ ′ (h(a j,k )) = ±i, where i is the imaginary unit. If a 2 = 0, the equation (3.18) becomes
Since h is a nonconstant polynomial and a j,k is an infinite sequence, then there are infinitely many a j,k such that h ′ (a j,k )h ′ (a j,k + c) = 0. It follows that
Let t j (j ≥ 1) be the poles of ℘(z) satisfying |t j | → ∞ as j → ∞ and take b j,k ∈ C satisfying h(b j,k ) = t j for k = 1, ..., deg(h). Then there exists an integer j 0 such that when j > j 0 , b j,k are simple zeros of h(z) − t j and h(z + c) − t j has only simple zeros. Thus, the unique term 2( 
Differentiating the first relation of (3.20) and noticing that (℘ ′ ) 2 = 4℘ 3 − 1, ℘ ′′ = 6℘ 2 , it follows that
Substituting f and f ′ into the second equation of (3.20), we have
Differentiating (3.22) and then setting z = a j,k , we derive a relation
Note that ℘ ′ (h(a j,k )) = ±i, where i is the imaginary unit. If b 2 = 0, (3.23) derives a contradiction. Hence we have b 2 = 0. Now we can rewrite the second equation of (3.20) as follows
Substituting the first relation of (3.20) into the above equation, we have
Differentiating the above equation and then setting z = a j,k , we derive a relation
Note that ℘ ′ (h(a j,k )) = ±i and ℘ ′ (h(a j,k + c)) = ±i, where i is the imaginary unit. The above equation immediately implies one and only one of the following four situations
where
Obviously, A 1 , A 2 are nonzero constants by the assumption a 0 b 1 = 0. Since h is a nonconstant polynomial and a j,k is an infinite sequence, the relations (3.25) immediately yield functional equations 26) which further mean that one of the following four equalities
holds by comparing the leading coefficient.
Thus we obtain h ′ (z) = h ′ (z + c), which implies h(z) = az + b, where a( = 0) and b are constants. Now the equations ℘(h(a j,k )) = 0, ℘(h(a j,k + c)) = 0 become
since ℘ has only two distinct zeros in the parallelogram P a and ℘ is a function of double periods ω 1 and ω 2 .
If ac = mω 1 + nω 2 for some m, n ∈ Z, the equation (3.24) becomes 
as h(z) → t j . Note that the equation h ′ (z) = 0 has only finitely many solutions, and
h −1 (t j ) is an infinite set. There exist an integer j and a point z ′ ∈ h −1 (t j ) such that h ′ (z ′ ) = 0, that is, z ′ is a simple zero of h(z) − t j . It follows from (3.34) that f (z) has a logarithmic singular point z ′ , which contradicts to the assumption that f (z) is a meromorphic function. Similarly, there exist an integer j and a point z ′′ ∈ h −1 (z j ) such that h ′ (z ′′ ) = 0, that is, f (z) has a logarithmic singular point z ′′ since ℘ has only simple zeros. We obtain a contradiction again. Hence is a constant. This is just Case 3 in Theorem 1.2. The proof of Theorem 1.2 is completed.
