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Abstract
We perform separation of variables for the symplectic Weyl character using Sklyanin’s
scheme. Viewing the characters as eigenfunctions of a quantum integrable system, we ex-
plicitly construct the separating operator using the Q-operator method. We also construct
the inverse of the separating operator, as well as the factorised Hamiltonian.
1 Introduction
Symplectic characters, or Schur polynomials for the root system of type C, play an important
role in the representation theory of finite groups [9]. They are also used as generating functions
for counting problems with boundaries in enumerative combinatorics, see e.g. [3, 15]. In recent
years symplectic characters have appeared in square lattice critical bond percolation on lattice
strips with boundaries [7, 21, 5, 2], with applications to the spin quantum Hall effect [4]. In
these cases, they arise from polynomial solutions of the q-deformed Knizhnik-Zamolodchikov
equation [8, 19, 11, 10] where q is the third root of unity, and appear in the exact finite size
expressions for normalisations and correlation functions.
For these applications, one naturally would like to understand the asymptotic behaviour of
the symplectic character as the number of variables tends to infinity, and in particular in the
limit when all but a finite number of variables are set to 1. Okounkov and Olshanki studied this
limit for both type A Jack polynomials and type BC orthogonal polynomials [16, 17]. For both
of these problems, the authors considered polynomials with a degree growing linearly with the
number of variables. In contrast, the symplectic characters which arise in the aforementioned
bond percolation models have a degree that is quadratic in the number of variables and, as far
as we are aware, their asymptotic behaviour is an open problem.
In this paper we study a method for the separation of variables (SoV) of symplectic charac-
ters. Our underlying motivation for studying this problem is to understand the asymptotic limit
as described above. The aim of SoV is to produce a product of factors, one in each variable.
Usingthis, the problem of the asymptotics will be reduced to that of finding the asymptotics
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for each factorised part. In order for this approach to be useful the SoV method must also be
invertible, which is one of the main technical hurdles in SoV.
Kuznetsov and Sklyanin [14] described a method of SoV for symmetric functions, based on
earlier work with Mangazeev on Jack polynomials of type A in [12]. The method used by these
authors is based on the Q-operator formalism for SoV initiated by Kuznetsov and Sklyanin [13].
The Q-operator was first introduced by Baxter [1], in his solution of the 8-vertex model.
Symmetric polynomials are eigenfunctions of certain multivariate differential operators, or
Hamiltonians {Hi}, which form a quantum integrable system. The Q-operator for a quantum
integrable system {Hi} is a quantisation of the Ba¨cklund transformation for the corresponding
classical integrable system. This connection was first found by Pasquier and Gaudin [18], who
discovered a correspondence between the classical Ba¨cklund transformation and the Q-operator
for the periodic Toda lattice. The operator Q can be realised as an integral operator with a
simple kernel. In the quasi-classical limit, this kernel turns into the generating function of the
canonical transform [13, 18].
A number of examples are given in [14] for the application of the Q-operator method to
systems of symmetric polynomials associated to the root system of type A. In particular, [14]
discusses SoV for Schur functions, being a special case of Jack polynomials. As indicated above,
this paper aims to extend SoV using the Q-operator method to the irreducible character of the
symplectic group, χλ, which is the Schur polynomial for the root system of type C. SoV methods
for root systems other than type A have not been studied much in previous literature, the only
case which we are aware of is for the open quantum sl(2,R) spin chain [6].
The key ingredient of the Q-operator method is the construction of the separating operator
S whose action on a polynomial Pλ is proportional to a product of single-variable polynomials,
(
SPλ
)
(x1, . . . , xL) = Pλ(1, . . . , 1)
L∏
i=1
qλ(xi). (1.1)
For the case of the symplectic character, as with Schur functions, S is invertible. The structure
of the method is given in the next section.
1.1 Notation
Throughout the paper, L is the number of variables. We use λ to refer to an arbitrary partition of
length L; i.e. an L-tuple of positive integers (λ1, . . . , λL), which has the property that λi ≥ λi+1.
We also define the partition δ = (L, . . . , L − i + 1, . . . , 2, 1), and use µ to denote the partition
λ+ δ, so µi = λi + L− i+ 1.
The symbol detk [a] refers to the determinant of the matrix a which is k × k in size. A bold
letter such as x refers to the list of variables x1, . . . , xL.
The usual symmetric group of size L is given by SL, and the Weyl group for the type BL
root system is given by WL.
2
2 The Q-operator method
We consider a quantum integrable system with a commuting set of Hamiltonians, given by
differential operators Hi (i ∈ {1, . . . , L}). These have eigenstates equal to the polynomial Pλ:
HjPλ(x1, . . . , xL) = hj(λ)Pλ(x1, . . . , xL), (2.1)
where the hj are the corresponding eigenvalues which depend on the multi-degree λ of the
polynomial.
The aim of the Q-operator method is to find a version of this spectral problem that involves
a related factorised polynomial in place of Pλ. Acting on both sides of (2.1) with S, we have
SHjS
−1
(
SPλ
)
(x1, . . . , xL) = hj(λ) (SPλ) (x1, . . . , xL),
and using (1.1), (
SHjS
−1
) L∏
i=1
qλ(xi) = hj(λ)
L∏
i=1
qλ(xi).
The main results of this paper are the explicit construction of the operators S and S−1 for
the symplectic characters, as well as a “factorised Hamiltonian” H˜j, which acts in the same way
as SHjS
−1 on the factorised polynomial. H˜j is not uniquely defined, and can be constructed
using qλ as shown in the next section.
2.1 Factorised Hamiltonian
The operator H˜j can be constructed from a single variable operator in the following way. If
there exists a differential operator in xi, denoted Wi, such that
Wiqλ(xi) = 0, [Wi , qλ(xk)] = 0 (k 6= i), (2.2)
then we construct the operator
Wi,j =Wi + hj(λ).
Now, noting that Wi,j commutes with any function of xk where k 6= i, it is easy to see that
Wi,j
L∏
k=1
qλ(xk) = hj(λ)
L∏
k=1
qλ(xk), ∀i, (2.3)
and therefore any linear combination of the form
H˜j =
L∑
i=1
ciWi,j,
L∑
i=1
ci = 1,
will also satisfy (2.3).
3
2.2 Factorisation of the separating operator S
We will show that S can be written as a product of operators,
S =
(
ρ0Qz1 . . . QzL
)∣∣
z1=x1,...,zL=xL
, (2.4)
where the operator Qzi is an integral operator that acts as(
QziPλ
)
(x1, . . . , xL) = qλ(zi)Pλ(x1, . . . , xL), (2.5)
and ρ0 sends f(x1, . . . , xL)→ f(1, . . . , 1). Furthermore, the Qzi have the important properties[
Qzi , Qzj
]
= 0, [Qzi ,Hj] = 0, ∀i, j.
Having found the operator Qzi , we introduce new operators Ai for which(
ρi−1Qzi
)∣∣
zi=xi
= Aiρi.
Here, ρj sends f(x1, . . . , xL)→ f(x1, . . . , xj , 1, . . . , 1). These new operators act as(
AiPλ
)
(x1, . . . , xi, 1, . . . , 1) = qλ(xi)Pλ(x1, . . . , xi−1, 1 . . . , 1), (2.6)
and (2.4) becomes the factorisation
S = A1 . . .AL.
2.3 Summary
Given a particular family of polynomials, the Q-operator method can be condensed into five
steps:
1. Specify Hj and hj(λ) in (2.1),
2. Specify Wi, verify (2.2), and construct the factorised Hamiltonian,
3. Construct S−1,
4. Find Qz such that (2.5) is satisfied,
5. Find Ai such that (2.6) is satisfied, and construct S.
The inverse separating operator is given before the construction of S for two reasons; firstly,
for the symplectic character it turns out to be simpler in form, and secondly, the details relate
to that of the differential operators H and W used in the first two steps.
As previously stated, this paper focuses on the case Pλ = χλ, the symplectic character which
will be defined in Section 3. For this case, we closely follow [14], in which the factorisation
of the Schur functions is treated. The technical detail in the symplectic case however is more
elaborate.
The layout of this paper is as follows: Section 3 describes the symplectic character and some
of its properties. The sections following proceed in the order of the steps above. Section 6 also
describes the inverse of the operator Sk = A1 . . .Ak, which satisfies
S−1k
k∏
i=1
qλ(xi) =
χλ(x1, . . . , xk, 1, . . . , 1)
χλ(1, . . . , 1)
.
4
3 Properties of the symplectic character
The polynomials we will consider are the irreducible characters of the symplectic group. These
form a basis of C[x±1 , . . . , x
±
L ]
WL , the ring of Laurent polynomials with complex coefficients which
are symmetric in xi and invariant under xi → x
−1
i . Each character is labelled by a partition
λ = (λ1, . . . , λL). We refer to them as symplectic characters [20, 9], and define them as follows,
Definition 3.1.
χλ(x1, . . . , xL) =
aµ(x1, . . . , xL)
aδ(x1, . . . , xL)
,
where
aµ(x1, . . . , xL) = detL
[
x
µj
i − x
−µj
i
]
, (3.1)
and µ = λ+ δ.
The polynomials aµ are Laurent polynomials in the ring C[x
±
1 , . . . , x
±
L ] which are antisymmet-
ric in (x1, . . . , xL) and under xi → x
−1
i . These antisymmetries mean that aµ(x) = 0 whenever
xi = xj or xi = 1. For the definition of Ai, we will need an expression for χλ when some of the
arguments are set to 1, so we must find an alternate definition for χλ in this limit. We therefore
define a ‘truncated’ version of aµ:
Definition 3.2.
a(k)µ (x1, . . . , xk−1) = detL

[
x
µj
i − x
−µj
i
]
i<k[
µ
2(L−i)+1
j
]
i≥k
 . (3.2)
Lemma 3.1. For i = k, . . . , L, set xi = e
εui with ui ∈ R. Then
a(k)µ (x1, . . . , xk−1) ∼ ck(ε)aµ(x1, . . . , xL)
in the limit as ε→ 0. The prefactor ck(ε) does not depend on µ.
Proof. We first prove the above for the case where k = L. In the the Lth row of the determinant
aµ(x1, . . . , xL−1, e
ε), the jth element is
eεµj − e−εµj = 2 sinh(εµj)
= 2εµj + h.o.t.
Taking this to first order in ε, we can factor 2ε out of the determinant, leaving µj in the bottom
row. Then
a(L)µ (x1, . . . , xL−1) = lim
ε→0
1
2ε
aµ(x1, . . . , xL−1, e
ε),
so cL(ε) = 1/2ε.
In the case of general k, the parameters ui allow us to take multiple arguments to 1 along
distinct trajectories. In the rows from k to L of aµ(x1, . . . , xk−1, e
εuk , . . . , eεuL), we expand up
to order ε2(L−k)+1,
2 sinh (εuiµj) ≈
L−k∑
m=0
2(εuiµj)
2m+1
(2m+ 1)!
=
L∑
m=k
2(εuiµj)
2(L−m)+1
(2(L−m) + 1)!
.
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The resulting matrix can be shown to be a product of two matrices. We use 1n for the identity
matrix of size n, and 0 for a matrix of zeroes whose size is determined from context:
detL

[
x
µj
i − x
−µj
i
]
i<k[∑L
m=k
2(εuiµj)2(L−m)+1
(2(L−m)+1)!
]
i≥k

= detL

 1k−1 0
0
[
2(εui)2(L−j)+1
(2(L−j)+1)!
]
i,j≥k


[
x
µj
i − x
−µj
i
]
i<k[
µ
2(L−i)+1
j
]
i≥k


=
2L−k+1ε(L−k+1)
2∏L
m=k(2(L −m) + 1)!
a
(1)
(uk ,...,uL)
a(k)µ (x1, . . . , xk−1).
This leads to the result
a(k)µ (x1, . . . , xk−1) (3.3)
= lim
ε→0
ε−(L−k+1)
2 ∏L−k
m=0(2m+ 1)!
2L−k+1a
(1)
(uk,...,uL)
aµ(x1, . . . , xk−1, e
εuk , . . . , eεuL),
which means that proportionality factor ck(ε) is given by
ck(ε) =
ε−(L−k+1)
2 ∏L−k
m=0(2m+ 1)!
2L−k+1a
(1)
(uk ,...,uL)
. 
We note that there is an alternative inductive proof similar to that used in [14], which we
give in Appendix A.
Corollary. Because ck(ε) is independent of µ, at the point xk+1 = . . . = xL = 1 we have an
alternate definition of χ,
χλ(x1, . . . , xk, 1, . . . , 1) =
a
(k+1)
µ (x1, . . . , xk)
a
(k+1)
δ (x1, . . . , xk)
. (3.4)
This corollary allows us to directly calculate the symplectic character when some of its
arguments are set to 1.
3.1 Factorised forms and homogeneous identities
This section will list some useful identities and factorised expressions for aµ and χλ. First recall
that the denominator of a Schur function is given by the Vandermonde determinant, which has
the product form
detL
[
xL−ji
]
=
∏
1≤m<n≤L
(xm − xn). (3.5)
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The Weyl denominator formula for type C gives us an analogous identity for the symplectic
character [9],
aδ(x1, . . . , xL) =
L∏
i=1
xi−Li
∏
1≤i<j≤L
(xi − xj)
∏
1≤i≤j≤L
(xi − x
−1
j ). (3.6)
We can also use (3.5) to show
a(1)µ = detL
[
µ
2(L−j)+1
i
]
=
L∏
i=1
µi
∏
1≤i<j≤L
(µ2i − µ
2
j). (3.7)
This result and simple row expansion of (3.2) immediately leads to the following identity,
a(2)µ (z) =
L∑
k=1
(−1)k−1
∏
i 6=k
µi
∏
1≤i<j≤L
i,j 6=k
(µ2i − µ
2
j)
 (zµk − z−µk), (3.8)
which will be useful later. Furthermore, from (3.6) and (3.3), it is easily shown that
a
(k)
δ (x1, . . . , xk−1) =
L−k∏
i=0
(2i + 1)!
k−1∏
i=1
xi−Li (xi − 1)
2(L−k+1)
×
∏
1≤i<j≤k−1
(xi − xj)
∏
1≤i≤j≤k−1
(xi − x
−1
j ). (3.9)
In particular we have
a
(1)
δ =
L−1∏
i=1
(2i+ 1)! , (3.10)
which, along with (3.7), leads to
χλ(1, . . . , 1) =
L∏
i=1
µi
(2i− 1)!
∏
1≤i<j≤L
(µ2i − µ
2
j), (3.11)
which is Weyl’s dimension formula for the symplectic group [20, 9].
4 Hamiltonians and eigenvalues
We now construct the system of mutually commuting Hamiltonians Hj which satisfy the eigen-
value equation (2.1) in the symplectic case, i.e.,
Hjχλ(x) = hj(λ)χλ(x). (4.1)
Let Dx = x
∂
∂x , and recall the definition of the usual elementary symmetric function ej ,
ej(x1, . . . , xL) =
∑
1≤r1<...<rj≤L
xr1 . . . xrj . (4.2)
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Lemma 4.1. The Hamiltonians Hj, for j = 1, . . . , L, are given by
Hjfλ(x) = (aδ(x))
−1ej(D
2
x1 , . . . ,D
2
xL) aδ(x)fλ(x),
with corresponding eigenvalues
hj(λ) = ej(µ
2
1, . . . , µ
2
L),
recalling that µ = λ+ δ.
Proof. The proof that these Hamiltonians satisfy (4.1) is equivalent to the proof of
ej(D
2
x1 , . . . ,D
2
xL
) aµ(x) = ej(µ
2
1, . . . , µ
2
L) aµ(x).
With a slight abuse of notation, we set vji = x
µj
i − x
−µj
i and note that D
2
xiv
j
i = µ
2
j v
j
i . Writing
aµ as
aµ(x1, . . . , xL) =
∑
σ∈SL
(−1)σvσ11 . . . v
σL
L ,
we then have
ej(D
2
x1 , . . . ,D
2
xL) aµ =
∑
1≤r1<...<rj≤L
∑
σ∈SL
D2xr1 . . . D
2
xrj
(−1)σvσ11 . . . v
σL
L

=
∑
σ∈SL
 ∑
1≤r1<...<rj≤L
µ2σr1
. . . µ2σrj
 (−1)σvσ11 . . . vσLL .
Due to symmetry, the inner sum is independent of σ, and equal to ej(µ
2
1, . . . , µ
2
L). This can be
taken out of the outer sum, which is equal to aµ. 
5 Differential equation for qλ
In this section we describe the single variable polynomial qλ(z), and define the differential
operator Wi which satisfies (2.2).
Definition 5.1. The polynomial qλ is given by
qλ(z) =
χλ(z, 1, . . . , 1)
χλ(1, . . . , 1)
. (5.1)
It will be useful to introduce φµ(z1, . . . , zk), given by
φµ(z1, . . . , zk) = a
(k+1)
µ (z1, . . . , zk)/a
(1)
µ , (5.2)
and in particular
φµ(z) =
L∑
j=1
zµj − z−µj
µj
∏
i 6=j(µ
2
j − µ
2
i )
, (5.3)
where we have used the identity (3.8). Now, recalling that µ = λ+ δ, we can write qλ(z) as
qλ(z) = φµ(z)/φδ(z). (5.4)
8
Lemma 5.1. The polynomial φµ(z) satisfies the differential equation
L∏
n=1
(D2z − µ
2
n)φµ(z) = 0. (5.5)
Proof. By definition we have
D2zφµ(z) =
L∑
j=1
µ2j
(zµj − z−µj )
µj
∏
i 6=j(µ
2
j − µ
2
i )
,
so the nth term of the sum in φµ is reduced to 0 by the nth factor in the product. 
Lemma 5.2. The differential equation Wqλ(z) = 0 is satisfied when W is given by
W =
L∏
n=1
(Z2 − µ2n), (5.6)
where
Z = Dz +
(Lz2 + 2Lz − 2z + L)
(z2 − 1)
.
Proof. Equation (5.5) can be written as
L∏
n=1
(D2z − µ
2
n) φδ(z)qλ(z) = 0. (5.7)
Using (3.9) and (3.10), we obtain
φδ(z) =
(z + 1)(z − 1)2L−1
zL(2L− 1)!
,
and applying the derivative,
Dzφδ(z) =
(z − 1)2L−2(Lz2 + 2Lz − 2z + L)
zL(2L− 1)!
= φδ(z)
(Lz2 + 2Lz − 2z + L)
(z2 − 1)
.
Since Dz obeys the same product rule as the usual derivative, we have
Dz φδ(z)f(z) = φδ(z)
(
Dz +
(Lz2 + 2Lz − 2z + L)
(z2 − 1)
)
f(z)
= φδ(z)Zf(z).
Substituting this result back into (5.7) we obtain
0 =
L∏
n=1
(Z2 − µ2n) qλ(z),
for z 6= ±1. 
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6 Inverse separating operator
The inverse of the operator S = A1 . . .AL must satisfy
S−1
L∏
i=1
qλ(xi) =
χλ(x1, . . . , xL)
χλ(1, . . . , 1)
,
for all λ.
Proposition 6.1. S−1 is given by the differential operator
(
S−1f
)
(x1, . . . , xL) = (−1)
L(L−1)/2φδ(x1, . . . , xL)
−1 KL
L∏
i=1
φδ(xi) f(x1, . . . , xL),
where
KL = detL
[
D2(L−j)xi
]
.
Proof. Acting with the operator S−1 on the product of qλ(xi) results, using (5.4), in KL acting
on a product of φµ(xi). Taking one factor of this product into each row of the determinant KL,
we find
detL
[
D2(L−j)xi φµ(xi)
]
= detL
[
L∑
m=1
µ
2(L−j)+1
m (x
µm
i − x
−µm
i )
µ2m
∏
n 6=m(µ
2
m − µ
2
n)
]
,
where we have used the explicit expression for φµ(xi) given in (5.3). This can be expressed as
the product of two matrices,
detL
[
L∑
m=1
µ
2(L−j)+1
m (x
µm
i − x
−µm
i )
µ2m
∏
n 6=m(µ
2
m − µ
2
n)
]
= detL
[
µ
2(L−j)+1
i
]
detL
[
x
µj
i − x
−µj
i
µ2j
∏
n 6=j(µ
2
j − µ
2
n)
]
=
detL
[
µ
2(L−j)+1
i
]
detL
[
x
µj
i − x
−µj
i
]
∏L
m=1
(
µ2m
∏
n 6=m(µ
2
m − µ
2
n)
) .
The first determinant in the numerator is just a
(1)
µ , see (3.7), and the second is equal to
aµ(x1, . . . , xL). Since the denominator is equal to (−1)
L(L−1)/2(a
(1)
µ )2, we finally find
KL
L∏
i=1
φδ(xi)qλ(xi) = (−1)
L(L−1)/2φµ(x1, . . . , xL),
from which it immediately follows that S−1 satisfies the required property. 
We can also find the inverse of the operator Sk = A1 . . .Ak, which must satisfy
S−1k
k∏
i=1
qλ(xi) =
χλ(x1, . . . , xk, 1, . . . , 1)
χλ(1, . . . , 1)
.
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Proposition 6.2. S−1k is given by the differential operator(
S−1k f
)
(x1, . . . , xL) =
(−1)(L−1)L/2+k(L+1)φδ(x1, . . . , xk)
−1 detk
[
D2(k−j)xi
] k∏
i=1
φδ(xi)f(x1, . . . , xL).
S−1k is not necessary for the purposes of this paper, but will be useful for the asymptotics.
We have included a proof of Proposition 6.2 in Appendix B.
7 The integral operator Qz
In this section we will construct the operator Qz satisfying
[Qzχλ] (x1, . . . , xL) = qλ(z)χλ(x1, . . . , xL). (7.1)
In order to construct Qz as an integral operator, we will need to define an appropriate domain
of integration, which we will do first. The integration variables are t1, . . . , tL−1, y1, . . . , yL, and
w. The integration variables interlace the xs as xi ≤ yi/ti ≤ xi+1, for i = 1, . . . , L− 1.
Definition 7.1. For any Laurent series f(t) =
∑
m∈Z cmt
m with no constant term, i.e. c0 = 0,
the domain P of the integral over t is defined as∫
P
dt
t
f(t) :=
∫ 1
0
dt
t
∑
m>0
cmt
m −
∫ ∞
1
dt
t
∑
m<0
cmt
m =
∑
m∈Z
cm
m
.
For 1 ≤ i ≤ L− 1, We also define∫∫
Di
dYi =
∫
P
dti
ti
∫ tixi+1
tixi
dyi
yi
,
and we will need two domains for the integrals over yL,
xL <
yL
t1 . . . tL−1
<∞ and 0 <
yL
t1 . . . tL−1
< x1.
With these definitions we can now write down explicitly the operator Qz which satisfies (7.1).
Proposition 7.1. Qz is given by
[Qzf ] (x1, . . . , xL) =
1
φδ(z)aδ(x1, . . . , xL)
∫ z
1
dw
w
∫
D
dY aδ(y1, . . . , yL)f(y1, . . . , yL),
where ∫
D
dY =
∫∫
D1
dY1 · · ·
∫∫
DL−1
dYL−1
[∫ ∞
t1...tL−1xL
dyL δ
(
yL − wxL
L∏
l=1
xlt
2
l
yl
)
+
∫ t1...tL−1x1
0
dyL δ
(
yL −
xL
w
L∏
l=1
xlt
2
l
yl
)]
.
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Proof. The LHS of (7.1) becomes
1
φδ(z)aδ(x1, . . . , xL)
∫ z
1
dw
w
∫
D
dY aµ(y1, . . . , yL),
while the RHS can be written as
φµ(z)
φδ(z)
aµ(x1, . . . , xL)
aδ(x1, . . . , xL)
.
It is therefore enough to prove that∫ z
1
dw
w
∫
D
dY aµ(y1, . . . , yL)
?
= φµ(z) aµ(x1, . . . , xL). (7.2)
To do this, we first sketch three important steps:
i. We expand aµ(y) along the bottom row, producing
L∑
r=1
(−1)L+r(yµrL − y
−µr
L ) detL−1
[
y
µj
i − y
−µj
i
]
i6=L
j 6=r
. (7.3)
For each term in this sum, the integrals over yL can be performed easily, resulting in
yµrL − y
−µr
L → (w
µr + w−µr )
[(
xL
L−1∏
l=1
xlt
2
l
yl
)µr
−
(
1
xL
L−1∏
l=1
yl
xlt
2
l
)µr]
.
ii. The integral over w becomes elementary:∫ z
1
dw
w
(wµr + w−µr) =
1
µr
(
zµr − z−µr
)
.
iii. Combining (7.3) and (7) we find the further simplification[(
xL
L−1∏
l=1
xlt
2
l
yl
)µr
−
(
1
xL
L−1∏
l=1
yl
xlt
2
l
)µr]
detL−1
[
y
µj
i − y
−µj
i
]
i6=L
j 6=r
=
L∏
l=1
xµrl detL−1
[
t2µri (y
µj−µr
i − y
−µj−µr
i )
]
i6=L
j 6=r
−
L∏
l=1
x−µrl detL−1
[
t−2µri (y
µj+µr
i − y
µr−µj
i )
]
i6=L
j 6=r
,
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after which the remaining integrals over Yi can be inserted into each row of the determi-
nants, e.g., ∫∫
D1
dY1 · · ·
∫∫
DL−1
dYL−1 detL−1
[
t2µri (y
µj−µr
i − y
−µj−µr
i )
]
i6=L
j 6=r
=detL−1
[∫∫
Di
dYi t
2µr
i (y
µj−µr
i − y
−µj−µr
i )
]
i6=L
j 6=r
=detL−1
[
1
µ2j − µ
2
r
(x
µj−µr
i+1 − x
µj−µr
i − x
−µj−µr
i+1 + x
−µj−µr
i )
]
i6=L
j 6=r
=
(−1)L−1∏
j 6=r(µ
2
r − µ
2
j)
detL−1
[
x−µri+1 (x
µj
i+1 − x
−µj
i+1 )− x
−µr
i (x
µj
i − x
−µj
i )
]
i6=L
j 6=r
.
Using these details, we finally find the following expression for the LHS of (7.2):
L∑
r=1
zµr − z−µr
µr
∏
j 6=r(µ
2
r − µ
2
j)
×
(−1)r−1
(
L∏
l=1
xµrl detL−1
[
x−µri+1 (x
µj
i+1 − x
−µj
i+1 )− x
−µr
i (x
µj
i − x
−µj
i )
]
i6=L
j 6=r
−
L∏
l=1
x−µrl detL−1
[
xµri+1(x
µj
i+1 − x
−µj
i+1 )− x
µr
i (x
µj
i − x
−µj
i )
]
i6=L
j 6=r
)
. (7.4)
At this point it has become clear that if (−1)r−1 times the difference of products is independent
of r (so that we can factor it out of the sum), the remaining sum will be precisely equal to φµ(z).
Hence, it remains to show that for each r,
aµ(x)
?
= (−1)r−1
(
L∏
l=1
xµrl detL−1
[
x−µri+1 (x
µj
i+1 − x
−µj
i+1 )− x
−µr
i (x
µj
i − x
−µj
i )
]
i6=L
j 6=r
−
L∏
l=1
x−µrl detL−1
[
xµri+1(x
µj
i+1 − x
−µj
i+1 )− x
µr
i (x
µj
i − x
−µj
i )
]
i6=L
j 6=r
)
.
This can be achieved by increasing the size of the matrices in the determinants by one row
and one column, at i = 1 and j = r, cancelling the factor of (−1)r−1. The new column has
entries of 0 except for at i = 1, which is 1, and the new row has entries x−µr1 (x
µj
1 −x
−µj
1 ) for the
first determinant and xµr1 (x
µj
1 − x
−µj
1 ) for the second. We then use row reduction, adding the
1st row to the 2nd row, then the 2nd to the 3rd, and so on. For ease of display, we place the
additional column on the end, producing an extra factor of (−1)L−r which will be cancelled at
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the very end when we permute the column back to j = r. Thus we obtain
(−1)L−r
(
L∏
l=1
xµrl detL
[ [
x−µri (x
µj
i − x
−µj
i )
]
j 6=r
[
1
] ]
−
L∏
l=1
x−µrl detL
[ [
xµri (x
µj
i − x
−µj
i )
]
j 6=r
[
1
] ])
,
where [1] denotes a column full of 1’s. Each factor of the products outside the determinants is
then inserted into its respective row, resulting in
= (−1)L−r
(
detL
[ [
x
µj
i − x
−µj
i
]
j 6=r
[
xµri
] ]
− detL
[ [
x
µj
i − x
−µj
i
]
j 6=r
[
x−µri
] ])
.
These two determinants can be combined by simply performing the subtraction in the last
column. Permuting this column back to j = r, this finally results in
detL
[
x
µj
i − x
−µj
i
]
= aµ(x1, . . . , xL). 
8 The integral operator Ak
The next and final step is to obtain the operator Ak, which satisfies(
ρk−1Qzf(x)
)∣∣
z=xk
= Akρkf(x), (8.1)
where
ρkf(x1, . . . , xL) = f(x1, . . . , xk, 1, . . . , 1).
Proposition 8.1. Relation (8.1) is satisfied by
Ak = lim
ε→0
1
2ε
1
φδ(xk)a
(k)
δ (x1, . . . , xk−1)
∫ xk
1
dw
w
∫
D(ε)
dY(ε) a
(k+1)
δ (y1, . . . , yk),
where ∫
D(ε)
dY(ε) =
∫∫
D1
dY1 · · ·
∫∫
Dk−1
dYk−1
[∫ t1...tk−1x1
0
dyk δ
(
yk −
eε
w
k−1∏
l=1
t2l xl
yl
)
+
∫ ∞
t1...tk−1eε
dyk δ
(
yk − we
ε
k−1∏
l=1
t2l xl
yl
)]
,
and ∫∫
Dk−1
dYk−1 =
∫
P
dtk−1
tk−1
∫ tk−1eε
tk−1xk−1
dyk−1
yk−1
.
We remind the reader that the domain of integration P is defined in Definition 7.1.
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Proof. For simplicity, assume that f = χλ (we will generalise this later), so a
(k+1)
δ ρkf = a
(k+1)
µ .
We want to prove that Akρkχλ(x) = qλ(xk)ρk−1χλ(x), i.e.
lim
ε→0
1
2ε
∫ xk
1
dw
w
∫
D(ε)
dY(ε) a(k+1)µ (y1, . . . , yk) = φµ(xk)a
(k)
µ (x1, . . . , xk−1). (8.2)
This proof is very similar to that of Proposition 7.1, but with a few added subtleties. The
differences in the proof are outlined here, and we give the details in Appendix C.
As in step i. of the proof of Proposition 7.1, the determinant a
(k+1)
µ (x1, . . . , xk) is expanded
along a row, but this time along the kth row instead of the last. Also, the integrals over yk take
the place of that over yL in this step. The simplification in step iii. is also very similar. The
products outside the determinant now run from 1 to k−1, and contain an extra factor of e±εµr .
The k − 1 integrals over Y1, . . . Yk−1 get inserted into the first k − 1 rows of each determinant.
After these integrals are performed, the sizes of the matrices are increased as before. This
time we choose the entries of the new row proportional to sinh εµj so that the matrices simplify
after row reduction. After this, the prefactors in front of the two determinants can be cancelled,
and the determinants can be combined.
The final step is to approximate to first order in ε, and then perform row reduction on the
rows from k to L, in order to remove the dependence on µr from each row. The result is a
factor a
(k)
µ (x1, . . . , xk−1), which can be factored out of the remaining sum over r. This last sum
is simply equal to φµ(xk), and the proof is complete for f = χλ. Since the χλ form a linear
basis, it follows that (8.1) holds for any polynomial in C[y±1 , . . . , y
±
k ]
Wk .

9 Conclusion
We have set out the Q-operator method of separation of variables for the symplectic character
according to the steps laid out in Section 2. The separating operator is constructed from a
chain of operators Ak, each of which splits off the dependence of a single variable from χλ. The
factorised Hamiltonian is constructed as described in Section 2.1 from the differential equation
satisfied by qλ.
The separation of variables for the symplectic character follows along similar lines as that of
the type A Schur polynomial. However, some of the intermediate steps are technically much more
involved. In particular, the Q and A-operators contain a double integration in each variable,
whereas the corresponding operators for the Schur function contain only one. This is related to
the fact that the Hamiltonian for the symplectic character contains double derivatives.
An obvious extension of this work is to generalise the method to Jack polynomials of type
BC, or even Koornwinder polynomials. It is not expected that the inverse separating operator
will be easy to construct in the more general case, as it is still an unsolved problem in the case
of type A Jack polynomials. However, another method for reversing the SoV process was used
in [12], called the lifting operator, and it is hoped that an analog of this might prove useful for
the more general BC polynomials.
The problem of asymptotics for this polynomial can now be regarded as a problem of asymp-
totics for the separated polynomial, qλ. As mentioned earlier, we are particularly interested in
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the asymptotic limit of χλ when all but k variables are set to 1, and the operator Sk of Propo-
sition 6.2 and its inverse are useful here. The differential equation satisfied by qλ, given in
Section 5, will be a useful tool in determining the asymptotics of qλ.
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A Inductive proof of Lemma 3.1
Proof. We take limε→0 a
(k+1)
µ (x1, . . . , xk−1, e
ε). In the kth row of the determinant, the jth
element is
eεµj − e−εµj = 2 sinh(εµj) = 2
∞∑
n=0
(εµj)
2n+1
(2n + 1)!
.
In the determinant (3.2), we use row reduction with the rows below to remove the terms up to
n = L− (k + 1). The remainder of the series is
2
(εµj)
2(L−k)+1
(2(L − k) + 1)!
+ h.o.t.,
so a
(k)
µ (x1, . . . , xk−1) = limε→0
(2(L−k)+1)!
2ε2(L−k)+1
a
(k+1)
µ (x1, . . . , xk−1, e
ε). 
B Proof of Proposition 6.2
Proof. The proof of the required property of S−1k is equivalent to the proof of
detk
[
D2(k−j)xi
] k∏
i=1
φµ(xi) = (−1)
(L−1)L
2
+k(L+1)φµ(x1, . . . , xk). (B.1)
On the LHS, we insert one factor φm(xi) into row i of the determinant, so that each element of
the matrix becomes
D2(k−j)xi φµ(xi) =
L∑
m=1
µ2(k−j)m
(xµmi − x
−µm
i )
µm
∏
n 6=m(µ
2
m − µ
2
n)
.
Using the proof of Proposition 6.1 as a guide, we rewrite the RHS as
(−1)
(L−1)L
2
+k(L+1) a
(1)
µ a
(k+1)
µ (x1, . . . , xk)(
a
(1)
µ
)2 ,
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and use the product formula of the denominator while using the determinant formula for the
numerator, to get
(−1)
(L−1)L
2
+k(L+1)
detL

[
x
µj
i − x
−µj
i
]
i≤k[
µ
2(L−i)+1
j
]
i>k
detL [µ2(L−j)+1i ]
(∏
m µm
∏
n>m(µ
2
m − µ
2
n)
)2
= (−1)k(L+1) detL

[
x
µj
i − x
−µj
i
]
i≤k[
µ
2(L−i)+1
j
]
i>k
 detL
[
µ
2(L−j)+1
i
µ2i
∏
n 6=i(µ
2
i − µ
2
n)
]
= (−1)k(L+1) detL

[∑L
m=1
µ
2(L−j)
m (x
µm
i −x
−µm
i )
µm
∏
n6=m(µ
2
m−µ
2
n)
]
i≤k[∑L
m=1
µ
4L−2(i+j)+2
m
µ2m
∏
n6=m(µ
2
m−µ
2
n)
]
i>k
 . (B.2)
The elements in rows k to L can be written, with η = i+ j, as
1∏
r<s(µ
2
r − µ
2
s)
L∑
m=1
(−1)m−1µ4L−2ηm
∏
1≤r<s≤L
r,s 6=m
(µ2r − µ
2
s)
=
detL
[ [
µ4L−2ηi
]
j=1
[
µ
2(L−j)
i
]
j≥2
]
detL
[
µ
2(L−j)
i
] ,
which is 0 when η > L+ 1, and 1 when η = L+ 1. This means that (B.2) can be expressed as
(−1)k(L+1) detL

[∗] i≤k
j≤L−k
[∑
m=1
µ
2(L−j)
m (x
µm
i −x
−µm
i )
µm
∏
n6=m(µ
2
m−µ
2
n)
]
i≤k
j≥L−k+1
A 0 i≥k+1
j≥L−k+1
 ,
where ‘∗’ is an entry which does not contribute to the determinant, and A is a matrix with 1s
on the backwards diagonal, 0s below and ‘∗’s above. Then the expression can be reduced to
detk
[
L∑
m=1
µ
2(k−j)
m (x
µm
i − x
−µm
i )
µm
∏
n 6=m(µ
2
m − µ
2
n)
]
,
which is exactly the LHS of (B.1). 
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C Proof of Proposition 8.1
Proof. The proof of equation (8.2) goes along similar lines as for Proposition 7.1:
i. The first step is to expand the determinant a
(k+1)
µ over the kth row, giving
L∑
r=1
(−1)k+r(yµrk − y
−µr
k ) detL−1

[
y
µj
i − y
−µj
i
]
i<k[
µ
2(L−i)+1
j
]
i>k

j 6=r
. (C.1)
We can perform the integrals over yk in (8.2), and, as before, the dependence on w factors
out.
ii. The w integral can be evaluated.
iii. The remaining factor is combined with the determinant,
[(
eε
k−1∏
l=1
t2l xl
yl
)µr
−
(
e−ε
k−1∏
l=1
yl
t2l xl
)µr]
detL−1

[
y
µj
i − y
−µj
i
]
i<k[
µ
2(L−i)−1
j
]
k≤i<L

j 6=r
= eεµr
k−1∏
l=1
xµrl detL−1

[
t2µri (y
µj−µr
i − y
−µj−µr
i )
]
i<k[
µ
2(L−i)−1
j
]
k≤i<L

j 6=r
− e−εµr
k−1∏
l=1
x−µrl detL−1

[
t−2µri (y
µj+µr
i − y
−µj+µr
i )
]
i<k[
µ
2(L−i)−1
j
]
k≤i<L

j 6=r
.
Now, the k − 1 integrals over Yi in (8.2) can be inserted into the first k − 1 rows of the
determinants, and evaluated as before. The two determinants then become
e±εµr
k−1∏
l=1
x±µrl detL−1

[
1
µ2j−µ
2
r
(x∓µri+1 (x
µj
i+1 − x
−µj
i+1 )− x
∓µr
i (x
µj
i − x
−µj
i ))
]
i<k−1
1
µ2j−µ
2
r
(2e∓εµr sinh εµj − x
∓µr
k−1(x
µj
k−1 − x
−µj
k−1))[
µ
2(L−i)−1
j
]
k−1<i<L

j 6=r
=
(−1)L−1e±εµr
∏k−1
l=1 x
±µr
l∏
j 6=r(µ
2
r − µ
2
j )
detL−1

[
x∓µri+1 (x
µj
i+1 − x
−µj
i+1 )− x
∓µr
i (x
µj
i − x
−µj
i )
]
i<k−1
2e∓εµr sinh εµj − x
∓µr
k−1(x
µj
k−1 − x
−µj
k−1)[
(µ2j − µ
2
r)µ
2(L−i)−1
j
]
k−1<i<L

j 6=r
.
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Again, as in (7.4), we will extract the ingredients needed for φµ(xk) and show that the
rest is independent of r so that it can be factored out of the sum in (C.1).
As in the previous section, we increase the size of each matrix by adding a row at i = L
and a column at j = r, introducing a factor of (−1)L+r. The new column has entries equal to
0 except at i = L, which equals 1, and the new row has entries of 2e∓εµr sinh εµj. We depict
column r at the end:
(−1)r+1e±εµr
k−1∏
l=1
x±µrl detL

[
(x∓µri+1 (x
µj
i+1 − x
−µj
i+1 )− x
∓µr
i (x
µj
i − x
−µj
i ))
]
i<k−1,j 6=r
0[
2e∓εµr sinh εµj − x
∓µr
k−1(x
µj
k−1 − x
−µj
k−1)
]
j 6=r
0[
(µ2j − µ
2
r)µ
2(L−i)−1
j
]
k−1<i<L,j 6=r
0
[2e∓εµr sinh εµj ]j 6=r 1

Now we use row reduction, subtracting the Lth row from the kth and then adding the
(k − 1)th to the kth, the (k − 2)th to the (k − 1)th, etc. We then multiply the first k rows by
−x±µri , and the Lth by e
±εµr , and get
(−1)k−1 detL

[
(x
µj
i − x
−µj
i ))
]
i<k,j 6=r
[
x±µri
]
i<k[
(µ2j − µ
2
r)µ
2(L−i)−1
j
]
k≤i<L,j 6=r
0
[2 sinh εµj ]j 6=r e
±εµr
 .
At this point we are able to combine the two determinants by subtracting the rth column of the
second from the rth column of the first, obtaining
detL

[
(x
µj
i − x
−µj
i ))
]
i<k,j 6=r
[
(xµri − x
−µr
i ))
]
i<k[
(µ2j − µ
2
r)µ
2(L−i)−1
j
]
k≤i<L,j 6=r
0
[2 sinh εµj ]j 6=r 2 sinh εµr
 .
Now we take the limit as ε→ 0 and approximate to first order, resulting in 2εµj in the bottom
row. We can factor out 2ε, and then use row reduction once again: To each row in turn from
i = L− 1 to i = k we add µ2r times the row below, and we are finally left with
2εdetL

[
(x
µj
i − x
−µj
i ))
]
i<k[
µ
2(L−i)+1
j
]
i≥k
 = 2εa(k)µ (x1, . . . , xk−1).
This then factors out of the sum in (C.1), which is equal to φµ(xk). Putting everything together,
the factors of (−1) cancel out, as does the factor of 2ε, and we are left with
a(k)µ (x1, . . . , xk−1)φµ(xk),
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which is the RHS of (8.2). 
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