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ABSTRACT 
We establish some comparison theorems for parallel multisplitting AOR type 
iteration matrices with multiset parameters. As a consequence we obtain a Stein-Ro- 
senberg type theorem for the parallel multisplitting AOR iterative method and its 
special cases. 0 1998 Elsevier Science Inc. 
1. INTRODUCTION 
The parallel multisplitting iterative method for solving a large nonsingular 
linear system 
Ax=b, A E R”,“, x, b E R”, (1.1) 
was first presented by O’Leary and White in [2]. Then Wang Deren [l] 
proposed a parallel multisplitting AOR algorithm or PMMAOR(y, o) method, 
which is a generalization of some relaxed parallel multisplitting methods 
considered in [3]. For specific values of the parameters y and o, the 
9 MAOR(-y, w) method reduces to the PM1 method (the parallel multisplitting 
Jacobi method), the pEn,,a method (the parallel multisplitting relaxed Jacobi 
method), the _Y,,,( o) method (the parallel multisplitting Gauss-Seidel 
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method), and the L?~s,,(w) method (th e ar e multisplitting SOR method). p all 1 
Recently Song Yongzhong [5] presented the parallel GAOR iterative method, 
involving the T”,,,,( y, w> method as a special case. 
In this paper, we first presented some general results on a comparison 
theorem for the parallel multisplitting AOR type iteration matrix (to be 
defined here), with multiset parameters, and then, as a consequence, we 
immediately obtain a Stein-Rosenberg type theorem for the parallel multi- 
splitting AOR iterative method, i.e. the ,E”,,,,(y, w) method, and its special 
cases. 
Consider several splittings of A E R”,” 
A=Mi-N,, detM,#O, i = 1,2 > ***1 ff, 
where 
M, = 
Ni = 
I - yiLi 
6Ji ’ 
(1 - q)Z + (q - Yi)Lj + qu, 
Yi, q E R, wi # 0, 
i = 1,2 ,..., a, 
and weighting matrices Ei E R”, “, 
satisfying 
t=1,2 )...) 12, i = 1,2 ,..., a, 
xEi = I. (1.2b) 
We call the matrix 
(1.2a) 
_YE = CE~M;~N, = ~_~,_@~)(y,, tij>, 
t E 
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where 
M;‘N, =_Fyyi, q) = (I - y;LJ1[(l - Wi)l + (Wi - Yi)L, + W,UJ, 
the parallel multisplitting AOR type iteration matrix with two sets of parame- 
ters I = (7,) yz, . . . , -ya) and R = (oi, 02, . . . , 0,) and weighting matrices 
Ei, i = 1,2 ,..., (Y. 
It should be pointed out that, in the definition of the parallel multisplit- 
ting AOR type iteration matrix, Li and Vi, i = 1,2,. . . , a, are general 
matrices in R”, n without any other restriction except for A = 1 - L, - C’,. 
Clearly, if we let Li = D~‘Cj~‘, U, = Vi’C[t’, i = 1,2,. . . , a, where 
A = D,4 - C;;’ - C$), DA = diag A, and Cl’), i = 1,2,, . . , a, are strictl) 
lower triangular matrices, and yi = 7, w, = w, i = 1,2,. . . , a, then the 
parallel multisplitting AOR type iteration matrix _Y,~~ becomes the iteration 
matrix of the _YMAOR(y, w) method defined in [l]. The parallel CAOR 
iteration matrix (defined in [5]>, given by 
L(T,R) = xEi(Di - yJ,)-‘[(I - q)D, + (w, - yi)L, + qU,]. 
where A = D, - Li - Vi with D, nonsingular Vi, becomes the parallel 
multisplitting AOR type iteration matrix L?$ where Di = I Vi. 
In the sequel we will use the following notation. For A = (ati> E R” ’ 
we denote the spectral radius of A by p(A), and the identity matrix by 1. For 
A = (u,~> and B = (bjj) E R”,” we write A > R if aii > h,, Vi, j. 
2. GENERAL RESULTS FOR THE PARALLEL 
ITERATION MATRICES 
LEMMA 2.1. Let A E R”,” he irreducible, and 
A=I-B=I-[Li-UJi, i = 1.2 ,...) a!, 
where 
[Li >, 0, Ui > 0, und q # 0, i = 1,2 ,...) (Y. 
Then we have 
6) p(Ci[Ei(Z - ki/p)Y’kJi) = p q C,lE, = 1, 
(ii) p(C,IE,(I - [L,/p)Y’U,) < p $ C,iE, < I, 
where p = p(B), and FE,, i = 1,2, . . . , (Y, m-e diagonal matrices with non- 
negative diagonal elements. 
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Proof. As Ui # 0 Vi and A and B are irreducible, we have 
p(lL,) < p and exists, i = 1,2,. . . , ff. 
From Theorem 2.1 of [6], for irreducible B > 0 there exists some eigenvector 
x* > 0 such that 
Bx* = ( Li + U-J,) x* = px* , i = 1,2 >*a.> (Y. 
It is easy to verif>l that 
and 
CE, z - > -iJi > 0, 
i ( 1 
ii i 
-1 
CEi I- 2 UJ,x* =px* if CEi=Z, 
i 
-1 
CiEi Z-: UJ,x*<px* if CE,<Z. 
i ( 1 i 
From Theorem 2.1.11 and Corollary 2.1.12 of [7] we have the desired results. 
??
THEOREM 2.1. Let A E R"," and 
A=Z-B=Z-[L,-UJi, i = 1,2 ,..., LY, 
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where 
(ii) p@,) < 1, p(ili) < p(B) $ p(B) > 0, Vi, 
(iii) E, E R”, n, i = 1,2, . . . , (Y, nre diagonal matrices with nonnegative 
diagonal elements satisfying ILiE, = I. 
Then one and only one of the f 11 0 owing mutually exclusive relations i.s valid: 
(i) p(C,E,(Z - [L,)-‘U,) = p(B) = 0; 
(ii) 0 < p(C,E,(I - IL,)-‘U,) < p(B) < 1; 
(iii) p(CiE,(I - U-i>-‘Ui> = p(B) = 1; 
(iv) p(C,E,(Z - Ili)YIUi) > p(B) > 1. 
Proof. First we consider the case when A and B are both irreducible. 
Then p(B) > 0 by [6], and hence 
Ui#O vi (2.1) 
by the assumption that &L,> < p(B) Vi if p(B) > 0. If 0 < p(B) < 1, then 
from (2.1) and Lemma 2.1 we have 
where p := p(B), while, observing that for two nonnegative matrices 
-‘UJ, = (err’) and CIEi(l - IL,)-%, = (e,,) 
z 
we have 
from (2.2) we have 
e(P) > 0 iff eij > 0 ‘3 vi, j, 
P( FiEj(I -- Li,pJi) > 0. 
Combining this with (2.2), we have 
z - L,)-‘UJ, G P(B) < 1. (2.3) 
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If p(B) = 1, then from (2.1) and Lemma 2.1 we directly obtain 
p 
ii 
CEi(Z - ki)plJi = p(B) = 1. 
i (2.4) 
If p(B) > 1, then, similarly, we can prove 
p( FE,(Z - Lpu,) a p(B) > 1. (2.5) 
From (2.3)-(2.5) the theorem holds for the irreducible case. 
Next we consider the case when A and B are both reducible. For B 
there exists some permutation matrix P such that PBPT has the following 
I 
block forms: 
PBPT = I 
Bll * 
&2 
0 . .I B PP 
where B,,, t = 1,2,. . . , p, is an nt X nt irreducible matrix or an 1~~ X nt 
strictly upper triangular matrix, while we have 
PrL,PT = 
PUJ, PT = 
with 
0 u(i) PP I 20 
B,, = L(‘) + (Jci) 
tt tt > 1 ,<t <p, i = 1,2 ,..., cy. 
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Then PIE i P T has the corresponding block from 
7 
PIE,P?’ = 
with 
0 
0 
EC’) 
P I’ 
where E,‘:’ z 0 and I,, are, respectively, a diagonal matrix with nonnegative 
diagonal element and an identity, with order nt. Moreover we have 
oE4’;’ * 
P( z - Li)pJ,PT = 
2C.i 1 22 
i ..I 
> 0, 
0 q;’ 
where 
=I 
c, E(i)_@“) 
t 11 11 
0 
G I’> i = 1,2 )...) a, 
* 
I > 0. c E(‘)p(‘) ’ P P PI’ 
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Then it follows that 
p( CEi(l - lii)-lLJi) = P( p( CEi(I - Ri)ului)pT) 
i I 
If p(B) = 0, th en PZ3PT is a strictly upper triangular matrix. So is 
P(Z - IL,)-‘UJ,PT, as well as P(&E,(Z - lLi)-‘QJi)PT, and then we have 
directly 
p( FIEi( Z - Ri)-l”i) = O* (2.9) 
If o < p(B) < 1, then for any B,, with p(B,,) = p(B) =: P we have 
up # 0 Vi; (2.10) 
otherwise p(ll,) = p(B,,) = p(B) h o s or some i, which is a contradiction Id f 
to the assumption. Following the proof of (2.31, we obtain 
0 < p c E,‘;‘( Z,, - L(,:‘)-lu,I” 
ii 1 
< p( B,,) = p(B) < 1 Vi. (2.11) 
Also, for any B,, with P(B,,) = pt < p(B), if pt = 0, that is, B,, is a strictly 
upper triangular matrix, then following the proof of (2.9) we have 
- L’,:~)-‘U,‘,‘) Vi, (2.12) 
while if 0 < pt < p(B), then letting J(t) = {i : U,‘,i’ # 01, we have 
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Now by Lemma 2.1 we obtain 
p I,, - L$)-‘Uhi) 
= p c E,‘f’( I,, - L’:I) -‘!I_$” 
‘El(‘) 
< pt < P(B) < 1. (2.13) 
From (2.11)-(2.13) we prove (2.3) for the reducible case. 
Similarly, we can prove (2.4) and (2.5) for the reducible case. Thus the 
proof is complete. ??
REMARK. We would like to point out that the condition p(R,) < 1 
together with lli > 0 and U, 2 0 guarantees that (I - ki))’ exists a11d 
(I - IL~>-‘U~ > 0, while the condition p(k,) < p(B) if p(B) > 0 is onlv 
used to prove p(CilEi(l - [Li))‘Ui) > 0. 
THEOREM 2.2. Let the assumptions of Theorem 2.1 hold (except j&- 
p(k,) < p(B) Vi if p(B) > 0) uith I-i E L,, Ui E U,, II, E E,, and let the 
numbers yi and wi, i = 1,2, . . , , a, satisfy 
0 < yi, W, < l, OJj + (I, i = 1,2 ,..., (Y. 
Then one and only one of the following mutually exclusive relations is v&l: 
(i) p(.9yn) < 1 ijjf p(B) < 1, in which case we have 
1 - min Cqetk) f p(9&) < 1 - w* + w.+ p(B) < 1; 
l<k<n i 
(ii) p(=.Yr$r) = 1 is p(B) = 1; 
(iii> p(Pff) > 1 iff p( B) > 1, in which case we have 
P(%c> > 1 - w* + w* p(B) > 1, 
10 
where 
o* = min q 
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and et2 is the k th diagonal element of Ei, i = I,.& . . . , a. 
Proof. Observe that 
pi’(ri, Oi) = (1 - Wi)Z + Wi(1 - 3/iLi)-‘[(l - ri)Li + q] a O, 
9% = C EiL@i)( yi> Wi) 
= x(1 - ~i)Ei + C~iEi(l - 3/iLi)-‘[(l - Yi)Li + q] 
i i 
> c(l - q)Ei > 0. (2.14) 
Then 
P(Tk) a P( CC1 - @ijEi) 
i 
= 1 - l~;:, Cqefi. (2.15) 
. . i 
First, letting p = p(B), consider the case when p > 1. If B is irre- 
ducible, then there exists some eigenvector x* > 0 such that Bx* = p(B)x*. 
Following the proof of Lemma 2.1, we have 
( i z _ 3/iLi -’ - P [(l - Yi)Li + q]x* = px*, 
Then 
i 
F(l-wi)Ej+ &Ei -lKl 
i 
= (Z-(l-P)~uiEi)*’ 
2 (1 - o* + w*p)x*. 
i = 1,2 ,..., (Y. 
(2.16) 
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Observing that 
11 
L?‘& >, x(1 - wr)Ei + &Ei [(l - y,)L, + CT,] > 0 
i i 
by (2.14), from Theorem 2.1.11 of [7] together with (2.16) we have 
- “i)Ei + CWiEi [(l - Yi)h + VI 
1 
>l-o*+w*p>1. (2.17) 
as p > 1. If B is reducible, then we may consider the irreducible matrix 
jj = B + ceeT, where E > 0 is sufficiently small and eT = (1, 1,. . , l), and 
define 
gfil = CEi(l - yiLi)-‘[(1 - o~)I f (6Ji - Yi)L, + Oi(U, f &c”r>] 
= x(1 - wi)Ei + zmiEi(l - -yL,)-‘[(l - yi)L, + Ui + Eeer]. 
i 1 
Then following the proof of (2.171, we can prove that 
p(g$) > 1 - w* + w* p( B + ceeT) > 1. (2.38) 
Letting E -+ 0 leads to 
&%Yn -9% ) B + tee’+ B, 
p@k> + P(-%%)~ p( B + ceeT) + p(B). 
Thus we have 
P(%%) > 1 - o* + o* p > 1. 
Similarly we can prove that in the case p < 1 
(2.19) 
P(%%) < 1 - w* + 6J* p < 1. 
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Combining with (2.15), we have 
1 - m& C qefk) < p(_Ypn) Q 1 - w* + w* p(B) < 1. (2.20) 
i 
Finally, consider the case p = 1. We may also define g and gyn as 
above and obtain (2.18). Letting .XT + 0 leads to 
P(=J%J a 1. (2.21) 
Alternatively, we define B = Ej + V, with Zi = (z$)) and U, = (Ey,“) such 
that 
e(i) = 
st 
i 
e(“) 
st - & if ei:’ > 0 and u$ = 0, 
e(i) St otherwise, 
$0 = st 
r 
U(i) _ E 
.,“:, - 
if u$’ > 0, 
st - 0 otherwise, 
where E > 0 is sufficiently small that tj 2 0 and Vi > 0 Vi, and ei:’ and u(FI) 
are, respectively, the elements of Lj and Vi, and then define 
_!?‘;o = xE,( Z - y&-‘[(l - q)Z + ( wi - ri)zi + o&]. 
i 
As has been seen before, it is easy to verify that 
with 
/J(_FI!yf) < 1 - o* + w* p(E) < 1 
/3(B) <p= 1. 
Letting E -+ 0, we have 
P(-%%) =z 1. 
Combining with (2.21), we have 
P(-%q = 1. (2.22) 
From (2.19), (2.201, and (2.22) the theorem is immediately proved. m 
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When wi = w Vi, the results of Theorem 2.2 can be further sharpened. 
THEOREM 2.3. Let the assumptions of Theorem 2.1 with ILi = Li, Ui = 
Vi, and lEi = Ei hold, and the numbers y, and w, = w, i = 1,2, . . . , a, 
satisfy 
o< y,,w<l, wf0, i = 1,2 ,..., a. 
Then one and only one of the following mutually exclusive relations is valid: 
6) p(L?r+) = 1 - w iff p(B) = 0; 
(ii) 1 - 0 < &YE) < 1 - w + up(B) < 1 i,fs 0 < p(B) < 1; 
(iii) p(_!Zg) = 1 if p(B) = 1; 
(iv) pW~> > 1 - w + op(R) > 1 ifl p(B) > 1. 
Here 96 is _5?F0 with q = o, i = I,&. . . , a. 
Proof. Clearly 
2: = (1 - o)Z + wCE~( Z - yiLi)-‘[(l - Yz)Li ’ V,]. (2.2’) 
Letting lLi = yi Li and Ui = (1 - r,> Li + V,, from Theorem 2.1 it follows 
that one and only one of the following mutually exclusive relations is valid: 
(i) p(C,E,(Z - -yiLi)-‘[(l - yi)Li + ~1) = p(B) = 0; 
(ii) O < p(C,E,(Z - ~,L,)-‘[(l - y,)L, + v,I) < p(B) < 1; 
(iii) p(C,E,(Z - y,L,)-‘[(l - r,)L, + u,]) = p(B) = 1; 
(iv> p(C,E,(l - riLi>-‘[cl - yi)Li + UiI) > p(B) > 1, 
and the theorem is easily proved by (2.23). ??
REMARK. The following example will show that Theorems 2.1 and 2.3 
cannot be further strengthened. In fact, as will be seen in the example below, 
always holds for any value of p(B), where PYt is -Y,?L, defined as in 
Theorem 2.3, with yi = y Vi. 
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EXAMPLE. Let 
and 
A=l-L,-U,=l-L,-U,, 
where 
L,=U,= 51 ;, [ 1 
0 b U1=L2= o o. 
[ 1 
Clearly for B = L, + U, = L, + U, we have p(B) = a. It is easy to see 
that 
(I - YLJl[(l - Y)Ll + Ull 
0 
[ I[ 0 = ;a 1 (1 - y)u b 1 [ = 0 (I -$a rb,b ’ I 
(I - YLJl[(l - Y)L, + &I 
vb (1 - y)b 
a 1 0 * 
Let 
El= ’ o> 
[ 1 E,=’ 1. [ 1 
Clearly E, + E, = I. It is easy to verify that 
_$’ = (1 - w)Z + o; E,(Z - yL,)-‘[(l - y)L, + q] 
i=l 
= (1 - w)Z + wB. 
Then for Cl =g y, w < 1, w # 0, and for any value of p(B) we always have 
(2.24). 
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On the other hand, if we let 
then 
_Pg = (1 - 0)Z + w yab (1 - y)b 
(I- y)a yab I 
in particular, when y = w = 1, 
It is easy to verify that for 0 < y, w < I, 6~ + 0, 
p(_qf) = 1 - w + wp( B)[l - Y + ~/P(B)]; 
in particular, 
P(-%‘?) = p’(B). 
3. STEIN-ROSENBERG TYPE THEOREM FOR THE PARALLEL 
MULTISPLITTING AOR ITERATIVE METHOD 
THEOREM 3.1. Let A E R”,” and 
A=Z-B=Z-L,-U,, i= 1,2 >..a, a, 
where Uj > 0, Li > 0 are strictly lower triangular, and Ei E R”,’ is a 
weighting matrix satisfying (1.2a)-(1.2b), i = 1.2, . . . , a. 
Then for the parallel m&splitting AOR iterative method with 0 Q 7, o 
< 1, w+-0, oneandonlyoftheofth f 11 e 0 owing mutually exclusive relations 
is valid: 
(i) ~(9~:) = 1 - w iff p(B) = 0, 
(ii) 1 - w < p(9Yz) < 1 - o + up(B) < 1 iff 0 < p(B) < I; 
(iii) p(_Y$) = 1 ifl p(B) = 1; 
(iv) ~(3~:) 2 1 - w + up(B) > 1 iff p(B) > 1. 
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Here .Z$ is _Fr% with yj = y and wi = w, i = 1,2,. . . , (Y. 
Proof. It follows from Theorem 2.3. ??
As direct consequences we can have Stein-Rosenberg type results for the 
.!z MSOR(~) method, the TMGs method, and the L?~,,&u) method, provided 
that we take (7, w) = (w, w), (I, l), and (1, w>, respectively, in the result of 
Theorem 3.1. 
For the usual AOR iterative method, a special case of the parallel 
multisplitting AOR iterative method, the Stein-Rosenberg type result of 
Theorem 3.1 is valid, but there exists a still sharper form (see [41). 
I am very thankful to the referee for this valuable comment. 
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