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1. Introduction 
Recent research and numerical experimentation have clearly demonstrated the capabilities of 
Lanczos procedures for computing eigenvalues and eigenvectors of very large real symmetric 
matrices. Such procedures are efficient both with respect to their storage requirements and with 
respect to the number of arithmetic operations which they require. During the past ten years 
many different kinds of Lanczos procedures have been proposed. We first specify five basic 
options which can be used to distinguish one Lanczos procedure from another. One of these 
options, the amount of reorthogonalization is then used to define three basic classes of Lanczos 
procedures. The main part of this paper consists of a class by class survey of recent research on 
Lanczos procedures. Advantages and disadvantages of each class and of individual members in 
each class are discussed briefly in an attempt to provide the reader with some understanding of 
the differences between many of the various Lanczos methods which have appeared in the 
literature. The material in this paper is taken from Chapter 2 of Volume 1 of Cullum and 
Willoughby [5]. 
2. Basic Lanczos procedure 
Lanczos procedures for computing eigenvalues and eigenvectors of real symmetric matrices are 
based upon the following basic single-vector Lanczos recursion for tridiagonalizing a real 
symmetric matrix or upon a block variant of it. 
* Reprinted from: Lancros Algorithms for Large Symmetric Eigenvalue Computations, Vol. 1. 0 1984, Birkhauser 
Verlag. 
38 J. Cullurn, R. Willoughby / Eigenoalue problems 
Definition 1. (Basic (Single-Vector) Lanczos Recursion). Let A be a n X n real symmetric matrix. 
Let u1 be a unit starting vector, typically generated randomly. Define & = 0 where u. = 0. Then 
for i = 1, 2,. . . , m define Lanczos vectors ui and scalars a, and Pltl such that 
&+lui+r =Aui - aiui - &u,_, and (1) 
ai = uTAui and /3i+1 = u~+~AIJ,. (2) 
For each j the corresponding Lanczos matrix ?; is defined as the real symmetric and tridiagonal 
matrix with diagonal entries aj, 1 d i <j, and sub-diagonal (super-diagonal) entries /Ii+,, 
1 <i<(j-1). 
Rewriting (1) in matrix form, for each j we obtain the matrix equation 
A?. = ?..I; + p/+luj+le~ (3) 
where 5 = ( u,, . . . , u,} is the n X j matrix whose k th column is the k th Lanczos vector, and e, is 
the coordinate vector whose jth component is 1 and whose other components are 0. 
Clearly, for each i the next Lanczos vector u~+~ is determined by orthogonalizing the vector 
Aui with respect to the two most recently generated Lanczos vectors, Straight-forward induction 
arguments easily demonstrate that in fact (at least theoretically) the Lanczos vectors 5 are 
orthogonal. That is, “;‘J$. = Ii. (For any j < r, where r is the number of distinct eigenvalues of 
A.) Therefore in infinite precision arithmetic, q = yTA 5, so that q is the orthogonal projection 
of A onto the subspace spanned by the vectors I$ These subspaces are however the Krylov 
subspaces, 
Xj = span{ ul, Au,, . . . , Aj-‘u,}. (4) 
corresponding to A and the starting vector ul. Error estimates for how well eigenvalues of the 
restrictions of A to these Krylov subspaces approximate eigenvalues of A are given for example 
in Parlett [Chapter 12, 191 and Saad [22]. These estimates indicate that as the size j is increased, 
one should expect to obtain good approximations to some of the eigenvalues of A. Many of the 
proposed Lanczos procedures are justified by referring to such estimates. 
The basic idea in any Lanczos procedure is to replace the eigenelement problem for the given 
matrix A by eigenelement computations on one or more of the simpler Lanczos matrices q. 
Unfortunately however, when the basic Lanczos recursion is implemented on a computer, the 
Lanczos vectors generated are typically not orthogonal and in fact need not be even linearly 
independent. Thus typically, the Lanczos matrices are not simple orthogonal projections of A 
onto the subspaces panned by the Lanczos vectors and the corresponding relationships between 
the eigenvalues (and eigenvectors) of the Lanczos matrices and A are not as simple and 
straight-forward as the analysis done in infinite precision arithmetic leads us to believe. Please see 
Section 3. 
Definition 2. (Basic Lanczos eigenelement procedure). 
Step 1. Use a variant of the Lanczos recursion in (1) and (2) to transform the given real 
symmetric matrix A into a family ZJ;., j = 1, 2,. . . , m, of real symmetric tridiagonal matrices of 
varying sizes. 
Step 2. For some A4 G m, compute the relevant eigenvalues of the Lanczos matrix TM. 
Step 3. Select some or all of these eigenvalues as approximations to eigenvalues of the given 
matrix A. 
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Step 4. If eigenvectors of A are desired for one or more of the eigenvalues elected in Step 3, 
then for each such eigenvalue p compute a corresponding eigenvector u such that T,u = pu. 
Map such vectors u into corresponding Ritz vectors for A, y = I&U, which are then used as 
approximations to the desired eigenvectors of A. 
The basic Lanczos recursion has two properties which make it particularly attractive for 
dealing with very large but sparse matrices. First, the matrix A enters the recursion only through 
the matrix-vector multiply terms Aui. Thus, the given matrix is not modified by the computa- 
tions. Lanczos procedures for real symmetric matrices require only that a user provide a 
subroutine which for any given x, computes Ax. If the matrix is sparse, then these computations 
can be done using an amount of storage which is only linear in the size n of the matrix. Second, 
at each iteration the basic Lanczos recursion requires only the two most recently-generated 
Lanczos vectors. The other Lanczos vectors need not be stored for future use by the recursion. 
We note however, that some proposed modifications of this basic Lanczos procedure do require 
that all of the Lanczos vectors be available on some readily accessible storage for use repeatedly 
throughout the Lanczos procedure, see for example Parlett and Scott [18]. The Lanczos proce- 
dures which do not use any reorthogonalization, see for example van Kats and van der Vorst 
[25,26] and Cullum and Willoughby [4], do not need to retain any additional Lanczos vectors. 
Therefore, the storage requirements for such procedures are minimal. 
A simple comparison of the requirements of a basic Lanczos procedure with those of the 
corresponding procedures in the EISPACK Library [7,8] quickly illustrates the reasons for 
considering Lanczos procedures. The EISPACK procedures also transform the given matrix into 
an equivalent real symmetric tridiagonal matrix. However, they do this by explicitly altering the 
original matrix. Thus, the EISPACK subroutines have a priori computer storage requirements of 
more than [ $n( n + l)] words. If the given matrix is large and sparse, then this compares very 
unfavorably with the storage requirements of a basic single-vector Lanczos procedure which are a 
linear (not quadratic) function of the size of the matrix. 
The number of arithmetic operations required by the EISPACK procedures is a function of n3, 
the cube of the size of the given matrix. This latter cost is actually a reflection of the cost of the 
transformation of the given matrix A to tridiagonal form. On the other hand for a sparse matrix, 
the number of arithmetic operations required to generate the Lanczos matrices by the basic 
Lanczos recursion is at most proportional to n 2. The actual number of arithmetic operations 
required by a Lanczos procedure can often be much less than this if only a few eigenvalues are 
required. The eigenelement computations required for the resulting real symmetric tridiagonal 
matrices are feasible even for very large tridiagonal matrices. Thus, a Lanczos approach offers the 
possibility of obtaining an eigenvalue/eigenvector algorithm which can be applied to very large 
real symmetric matrices. 
In some situations one is interested in computing only a few of the algebraically-largest or the 
algebraically-smallest eigenvalues of a given matrix A and a basis for the corresponding 
eigenspace. The literature contains procedures pecifically designed for such computations which 
are based upon iterative, block versions of the basic Lanczos procedure. 
Definition 3. (Basic Lanczos Select q, s with the of 
eigenvalues and desired. Q, to be an n X q orthogonal block of vectors, 
typically generated randomly. Set Bi = 0 and Q, = 0. Then for j = 1,2,. . . , s - 1 define sub-blocks 
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of Lanczos vectors Qitl and corresponding Lanczos matrix blocks Aj and B,,, by 
Qj+lBj+i = AQj - QjAj - Q,_;BT = pi where 
Aj = QTAQj and B,,, = QT+IAQj 
is an upper triangular matrix obtained by either a QR factorization or 
orthogonalization of the unnormalized block Pj. 
(5) 
(6) 
the Gram-Schmidt 
We use Qj to denote the jth Lanczos block because many of the block Lanczos procedures 
incorporate some type of limited reorthogonalization of the Lanczos blocks and thereby maintain 
a certain level of orthogonality between the blocks. The basic block recursion generates Lanczos 
matrices which are block tridiagonal. After s - 1 steps of the recursion we obtain a matrix of 
order qs with diagonal blocks Aj, 1 <j < s, and subdiagonal blocks B,,,, 1 <j 4 (s - 1). Each 
superdiagonal block is simply the transpose of the corresponding subdiagonal block. 
Often block procedures are used in an iterative fashion although this is not always the case, see 
for example Lewis [12] and Scott [23]. Below we define a basic iterative Lanczos procedure. This 
can be used as either a single-vector or a block procedure. If the first block contains q vectors, 
then an iterative procedure can compute only approximations to the q algebraically-largest or the 
q algebraically-smallest eigenvalues of the given matrix A or some combination (see Cullum [29]). 
Since the Lanczos matrices generated by the basic block recursion are not tridiagonal, the 
computational advantages of the tridiagonal matrices which were obtained in the single-vector do 
not extend to the block case. However if the blocks are narrow, then one can treat these Lanczos 
matrices as band matrices and reasonably large Lanczos matrices can be handled. Typically, for 
iterative block Lanczos procedures we have that sq -=z n, where n is the size of A. 
Definition 4 (Basic iterative Lanczos procedure). 
Step I. Select a specified number of steps s < n, and a number q >, r where r is the number of 
algebraically-largest eigenvalues desired. Construct an n X q orthonormal starting block of 
vectors, Q,“. 
Step 2. For i = 1, 2, . . . until convergence, use the basic block Lanczos recursion to generate 
blocks Q;, j = 2,. . . , s and a Lanczos matrix of order qs, Ts’. (Note that if q = 1, then this is the 
single-vector ecursion.) For each i use the norm of the unnormalized second Lanczos block 
P: = AQ; - QiA{ to check for convergence of the desired eigenelements. If convergence is 
observed terminate. 
Step 3. Compute the q algebraically-largest eigenvalues of c and corresponding eigenvectors 
u’. 
Step 4. Compute the corresponding normalized Ritz vectors of A, Y’ = QiU’ where &f E 
{ Q;, . . . , Qi}. Return to Step 2 using these Ritz vectors as the new starting block for the next 
iteration. That is, Q:” = Y’. 
Iterative Lanczos procedures are designed to compute only a few of the algebraically-largest 
(or algebraically-smallest) eigenvalues of A. In the basic iterative procedure the size of the small 
Lanczos eigenelement problem which is solved on each iteration is fixed. This type of procedure 
is in direct contrast to the basic noniterative single-vector Lanczos procedure defined earlier. If 
we consider not one Lanczos matrix but several, the basic single-vector procedure is a 
Rayleigh-Ritz procedure, see for example Parlett [Chapter 13, 191, which for a given starting 
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vector looks at what happens to the eigenvalue and eigenvector approximations as we increase the 
size of the Krylov subspace being used. Here in the basic iterative Lanczos procedure we fix the 
size of the Krylov subspaces being considered, but on each iteration generate a new Krylov 
subspace using the best current approximation to a basis for the desired eigenspace as the starting 
block in the Krylov subspace generation. 
3. Lanczos recursion, exact vs. finite precision arithmetic 
In practical situations we do not have infinite precision arithmetic, and errors are incurred on 
every computation. Computers provide only a gridwork of numbers covering the continuous real 
number system. The fineness of this grid is a function of the number of digits allowed to 
represent a number and the base for the number system used, base 2, base 8, base 16, etc. The 
resulting arithmetic operations have finite precision, and roundoff errors occur in any numerical 
computations. These roundoff errors make the computed quantities differ from their theoretical 
values. The question which has to be addressed is, what are the effects of these differences upon 
the relationships between the given matrix A, the Lanczos vectors or blocks and the Lanczos 
matrices I; generated by the basic Lanczos recursions when there is no reorthogonalization of the 
Lanczos vectors. 
Typically in practice, large losses in the orthogonality of the Lanczos vectors generated occur 
as the recursions proceed. Once this global orthogonality is lost, the Lanczos matrices are no 
longer simply orthogonal projections of the given matrix A onto the Lanczos subspaces and 
therefore the classical relationships are not applicable. Losses in orthogonality typically soon lead 
to losses in linear independence. Thus, even generalizations of the classical estimates to include 
vectors which are only linearly independent (rather than orthogonal vectors) is not sufficient to 
obtain estimates and bounds which can then be applied to the practical situation. 
For many years it was assumed that these losses in orthogonality were simply caused by the 
accumulation of cancellation and roundoff errors, and therefore were not controllable or 
correctable in any direct way other than by reorthogonalizing each Lanczos vector as it was 
generated. Paige [14] showed that this was not the case. In his thesis and in several subsequent 
papers Paige [15,16,17] reexamined the single-vector Lanczos recursion, incorporating the effects 
of finite precision arithmetic. He found that the major losses in the global orthogonality of the 
Lanczos vectors were not a simple consequence of the accumulation of the roundoff errors in the 
computation. Rather they were due to a combination of the effects of the roundoff errors 
together with the convergence of one or more of the eigenvalues of the Lanczos matrices q as i 
was increased. Such converged eigenvalues were shown to be good approximations to eigenvalues 
of the original A-matrix. 
Paige showed that these losses in orthogonality were occurring along the directions of the 
corresponding converging Ritz vectors, the approximations to the eigenvectors of A. In particular 
he showed that for any given matrix A, for all j for which none of the eigenvalues of the 
associated Lanczos matrix ?; had converged, there were no significant losses in the orthogonality 
of the associated Lanczos vectors 5. Paige also showed that even though in general the global 
orthogonality of the Lanczos vectors was totally lost after perhaps very few steps of the basic 
Lanczos recursion, a local nearest-neighbor, near-orthogonality of the Lanczos vectors persisted. 
Cullum and Willoughby [3] demonstrated the importance of this local orthogonality for those 
Lanczos procedures which do not use any reorthogonalization. 
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Page [15] further demonstrated that numerically it is advantageous to use the following 
modified but theoretically-equivalent variant of the basic recursion given in (1) and (2). Set 
ui = Au,. For j = 1, 2, 
cl) = 
Pj+, 
'j+l 
V$lj) w, = uj - ajvj, 
= T d--- wj wj 9 uj+l = wj/P,+ll 
= Au,,, - ,Bj+lc,. 
Since the vector uj+r overwrites the vector uj, this variant requires only storage for two 
vectors. Single-vector (and Block) Lanczos procedures which do not incorporate total 
gonalization of all of the Lanczos vectors, use this variant of the Lanczos recursion. 
(7) 
(8) 
(9) 
Lanczos 
reortho- 
4. Practical Lanczos procedures 
Any practical Lanczos procedure must address the problems created by the losses in the 
orthogonality of the Lanczos vectors which can occur when the basic Lanczos recursion is 
implemented on a computer. Such losses in orthogonality affect the relationships between the 
eigenvalues of the Lanczos matrices generated and the eigenvalues of A. As j is increased extra 
eigenvalues appear. These extra eigenvalues are due solely to the losses in orthogonality of the 
Lanczos vectors. They are of two types. One subset consists of extra copies of one or more of the 
eigenvalues of A. The second subset consists of eigenvalues which are spurious. 
The literature contains many proposals for solving these problems. These proposal range from 
the total reorthogonalization of each and every Lanczos vector as it is generated, to the other 
extreme of allowing no reorthogonalization at all. The procedures which do not use any 
reorthogonalization include tests for identifying which of the computed eigenvalues are genuinely 
approximations to eigenvalues of A and which are spurious. 
Incorporating total reorthogonalization is one way of maintaining the orthogonality of the 
Lanczos vectors. However it destroys the basic simplicity of the Lanczos recursion both in terms 
of the storage requirements and in terms of the number of arithmetic operations required. At 
every stage in the recursion all of the previously-generated Lanczos vectors must be available (on 
readily accessible storage) for the reorthogonalization of each Lanczos vector as it is generated. 
These storage requirements limit the size of the Lanczos matrix which can be generated and 
therefore limit the number of eigenvalues which can be computed. On the other hand, Lanczos 
procedures which do not use any reorthogonalization require only the two most recently-gener- 
ated Lanczos vectors at each stage and therefore have minimal computer storage requirements. 
With this latter type of Lanczos procedure it is possible to work with very large matrices, and for 
large classes of matrices it is even possible to compute many eigenvalues. 
The literature contains many examples of proposed Lanczos procedures which fall somewhere 
in between the extremes of total reorthogonalization and no reorthogonalization at all. Dis- 
tinguishing between the various Lanczos procedures published in the literature can be very 
difficult for the nonspecialist. In this section we list five options which can be used to 
characterize Lanczos procedures. 
We restrict our discussion to procedures for computing eigenvalues and eigenvectors of real 
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symmetric matrices and of real symmetric generalized problems. However, the real symmetric 
Lanczos recursion can be generalized to handle other types of problems, for example singular 
value/vector computations for real, rectangular matrices. There also exist extensions to certain 
nonsymmetric problems; see for example Cullum and Willoughby I.51 for an extension to 
diagonalizable complex symmetric matrices. 
Option 1. (Type of recursion). There are two basic choices, the single-vector Lanczos recursion 
given in (1) and (2) or the block Lanczos recursion given in (5) and (6). Also it is possible to use a 
hybrid recursion which is a combination of the single-vector and the block Lanczos recursions, 
see Cullum and Willoughby [Chapter 7, 51. 
The type of recursion which one chooses will depend primarily upon what one is trying to 
compute. If only a few extreme eigenvalues are wanted (extreme meaning either the 
algebraically-smallest or the algebraically-largest), a basis for the corresponding eigenspace is 
required, and the user expects one or more of the desired eigenvalues to be multiple, then a block 
Lanczos procedure may be preferable to a single-vector procedure. Our experience with the 
Lanczos procedures which we have developed has been that in many (if not most) cases our 
single-vector Lanczos procedure with no reorthogonalization is preferable. Typically it requires 
less storage, less computation, and produces more accurate results than our iterative block 
Lanczos procedures. 
Option 2. (Amount of reorthogonalization used). Perhaps the main question which must be 
addressed, other than the choice of which type of recursion is to be used, is the question of what 
type and how much reorthogonalization is to be used. The amount of reorthogonalization 
allowed varies from none at all to the complete reorthogonalization of each and every Lanczos 
vector generated w.r.t. all of the Lanczos vectors which have been generated previously. 
Reorthogonalization always requires the use of Lanczos vectors either to use in a direct 
reorthogonalization of Lanczos vectors versus Lanczos vectors or to use to generate particular 
Ritz vectors which will then be used in the reorthogonalizations. This means that the Lanczos 
vectors must be kept on some readily accessible computer storage throughout the entire Lanczos 
computations or else they must be regenerated when they are needed. Regeneration is impractical 
if the reorthogonalizations are done repeatedly. Thus, because of the increased storage require- 
ments, reorthogonalization (other than that which only involves nearest-neighbors) limits the 
number of eigenvalues which can be computed accurately. 
Initial proposals for generating practical Lanczos procedures incorporated the total reortho- 
gonalization of each Lanczos vector w.r.t. to all previously-generated ones. Some of the more 
recent research has focused on limited reorthogonalization. Some of this research incorporates 
reorthogonalizations w.r.t. converged Ritz vectors rather than w.r.t. Lanczos vectors. Paige’s 
result [14,17] which says that the primary losses in orthogonality are due to the convergence of 
eigenvalue approximations and occur along the directions of the corresponding converging Ritz 
vectors substantiates the reorthogonalization w.r.t. Ritz vectors. Other procedures use limited 
reorthogonalization of the Lanczos vectors themselves, such as one step or two-step reortho- 
gonalizations of the Lanczos vectors. Still other procedures use no reorthogonalization at all. Our 
survey of the literature in the next three sections will be organized according to the level of 
reorthogonalization used in the procedure being discussed. 
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Option 3. (Short or long chains of vectors). Options 1 and 2 determine the type of Lanczos matrix 
which will be generated, which in turn implicitly sets limits on the sizes of the Lanczos matrices 
which can be handled reasonably. In the block case, the Lanczos matrices are banded but not 
tridiagonal. The width of the band depends upon the number of vectors in each block. If 
reorthogonalization is used, depending upon how it is used, the Lanczos matrices may not even 
be banded. This is also the case when the single-vector Lanczos procedure is used with 
reorthogonalization. In these situations there is a limit on the number of eigenvalues which can 
be computed reasonably. However, in many cases the extra terms arising from the reorthogonali- 
zations are not explicitly incorporated into the Lanczos matrices and the tridiagonal or band 
structure of the Lanczos matrices is preserved. 
For any Ritz vector approach such as Parlett and Scott [18], where the Lanczos procedure 
‘periodically’ computes Ritz vectors, long chains of Lanczos vectors cannot be used easily. 
However for a single-vector Lanczos procedure which uses no reorthogonalization, long chains of 
Lanczos vectors or equivalently very large Lanczos matrices can be handled easily. No Ritz 
vector computations are required in the eigenvalue portion of such a procedure. 
Option 4. (Iterative or noniterative). Whether or not a given Lanczos procedure is iterative or not 
is somewhat in the eye of the beholder. Most Lanczos procedures are ‘iterative’ in some sense. In 
an attempt to be more precise we make the following definition. However, many Lanczos 
procedures will fall somewhere between the extremes of iterative and noniterative as specified by 
this definition. We will call such procedures mixed. 
Definition 5. A Lanczos procedure is said to be iterative if within the Lanczos procedure a 
sequence of Lanczos matrices is generated, each of which corresponds to a different starting 
vector (or block). A Lanczos procedure will be called noniterative if a Lanczos matrix of size M 
is generated, eigenvalue/eigenvector computations on that matrix are performed, Ritz vectors are 
computed, and then the procedure is terminated. 
In many Lanczos procedures a starting vector or block is used to generate a nested family of 
Lanczos matrices. Eigenvalues (and/or eigenvectors) computations are then performed on certain 
members of this family as the size of these members is increased in some fashion. If the number 
of such members for which these computations are performed is large, then the procedure is 
really an iterative one, although not iterative in the sense of Definition 1. However, in some cases 
eigenelement computations are performed on only a few members and in that case the procedure 
is not really iterative in any ordinary sense, it is mixed. 
Option 5. (Eigenvalues and Ritz vectors computed simultaneously?) Lanczos procedures vary 
widely in the amount of work done at each stage of the procedure. In some cases the eigenvalues 
and the corresponding Ritz vectors are computed separately. In other cases eigenvalues and Ritz 
vectors are computed simultaneously. Thus for each Lanczos matrix computation, there is the 
question of whether or not both the eigenvalues of the Lanczos matrices are computed along with 
the corresponding Ritz vectors of A. Note that any Ritz vector computation requires an 
eigenvector of the Lanczos matrix along with all of the previously-generated Lanczos vectors. 
Because of this, a Lanczos procedure which requires the repeated computation of Ritz vectors 
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will be more costly both in terms of the computer storage required and in terms of the number of 
arithmetic operations required, than a procedure which separates the eigenvalue and Ritz vector 
computations. Iterative block Lanczos procedures fall in this former class. On each iteration and 
for certain eigenvalues of the Lanczos matrix q.’ the following computations are performed. 
Compute p, x, and y such that q.ix = px and y = v,‘x. 
In the next three sections we will use these options to briefly describe much of the recent 
research on Lanczos procedures for eigenelement computations for real symmetric problems. 
This discussion proceeds according to the amount of reorthogonalization used in the procedure 
being discussed. We first consider the so-called classical Lanczos procedures, those which require 
the total reorthogonalization of each Lanczos vector as it is generated w.r.t. every Lanczos vector 
previously-generated. Included in this class are Newman and Pipano [13], Ericsson and Ruhe [9], 
and Golub and Underwood [lo]. The first two papers contain single-vector Lanczos procedures. 
The third contains a block Lanczos procedure. 
Second we discuss those Lanczos schemes which use some limited form of reorthogonalization. 
In some cases the reorthogonalization is w.r.t. Lanczos vectors, in others it is w.r.t. converged 
Ritz vectors. Papers included in this class which will be discussed are those by Cullum and 
Donath [l], Lewis [12], Parlett and Scott [18], Scott [24] and Parlett [21]. Last but most assuredly 
not the least, we discuss briefly those Lanczos schemes which do not use any reorthogonalization 
at all. Papers included in this class which we discuss are those by van Kats and van der Vorst 
[25,26], Edwards, Licciardello and Thouless [6], Cullum and Willoughby [2,3,4], and Parlett and 
Reid [20]. We will not make any attempt to provide justifications for any of these procedures. We 
simply state what these procedures are, what types of eigenelement problems they are designed to 
solve, and make some comments about their advantages and disadvantages. The reader is refered 
to the individual references for more details. 
5. Lanczos procedures, total reorthogonalization 
Newman and Pipano [13] is Section 6 of Chapter 10 in the NASTRAN Users Manual. The 
Lanczos procedure which is described there is designed for computing a few of the eigensolutions 
of a real symmetric generalized eigenvalue problem 
Kx = AMX. (10) 
In particular they consider large scale structural vibration and buckling problems. Structural 
vibration problems require a prespecified number of eigenvalues closest to a specified shift X, 
along with the corresponding eigenmodes. For such problems the stiffness matrix K and the 
mass matrix M are both real symmetric and semidefinite matrices. The eigenvalues are all 
positive. Buckling problems require a prespecified number of the eigenvalues which are smallest 
in magnitude. In this case, the stiffness matrix K is real symmetric, positive definite, and the 
differential stiffness matrix M is a real symmetric indefinite matrix. The eigenvalues may be 
positive or negative. 
In both cases, the original problem is converted to an equivalent shifted inverse form. For 
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example for structural vibration problems this equivalent form is given in (11). 
MK-‘Mx = pMx, K= (K - X,M) = LDLT, 
If the shift X, = 0, then the following form is used. 
p = l/( h - X,). (11) 
L-‘MLeTy = py where y = LTx, K= LLT, p = l/X. 02) 
In buckling problems, a small ar > 0 is chosen so that the resulting matrix K= K + aM is 
positive definite. In this case we have the same shifted inverse problem as that defined by (12) 
except that p = l/( h + a). In (11) and (12), L is a (block) lower triangular matrix and D is a 
(block) diagonal matrix. 
The basic single-vector Lanczos recursion given by (l)-(2) is used along with total reortho- 
gonalization of all of the Lanczos vectors generated. At each iteration the newly-generated 
Lanczos vector is reorthogonalized w.r.t. all Lanczos vectors which have been generated up to 
that point in time. This reorthogonalization is actually done iteratively until the desired 
orthogonalization is achieved because simple reorthogonalization may not always yield vectors 
which are orthogonal to the desired accuracy. In each case the Lanczos procedure is being asked 
to compute a few of the eigenvalues of a transformed problem which are Iargest in magnitude. 
This NASTRAN procedure is not iterative but it allows for iteration \ia restarting. If this 
procedure is restarted, then the new starting vector is chosen randomly and made orthogonal to 
any known eigenvectors. This orthogonality is maintained throughout the computations by 
explicitly reorthogonalizing each Lanczos vector w.r.t. each such converged eigenvector. The 
authors state that the Lanczos matrices generated are never larger than 2q + 10 where if is the 
number of eigenvalues requested but not yet computed accurately. 
The NASTRAN procedure consists of the following steps. First, the program determines a 
shift parameter by using various heuristics. This shift can be zero. Second, excessively small 
elements in the M-matrix are zeroed out. A tentative size for an appropriate Lanczos matrix is 
determined. The corresponding shifted K-matrix K = K - X,M is factored. The basic single-vec- 
tor Lanczos recursion with total reorthogonalization is applied to a shifted-inverse version of the 
original problem, see (11) and (12). Eigenelements of the resulting real symmetric tridiagonal 
Lanczos matrix are computed using a QR algorithm. Error estimates are obtained, and if they are 
sufficiently small, the computed eigenelements are accepted. If the desired convergence has not 
yet been achieved, the Lanczos process is repeated with a different starting vector generated 
randomly and made orthogonal to any eigenvectors which have been computed sufficiently 
accurately. Subsequently, in each reorthogonalization the new Lanczos vector is also reortho- 
gonalized w.r.t. such previously-computed eigenvectors. Once acceptable igenelements have been 
obtained, the computed quantities are transformed back to the relevant physical quantities. 
Obviously this method is expensive both in terms of the amount of computer storage and the 
number of arithmetic operations required. Additional storage requirements caused by the 
reorthogonalizations, limit this approach to the computation of a few eigenelements. At each 
stage all of the previously-generated Lanczos vectors must be readily available for the reortho- 
gonalizations. 
The Ericsson and Ruhe [9] Lanczos algorithm is also designed for computing a specified 
number of eigenvalues of a generalized real symmetric eigenvalue problem in any part of the 
spectrum. It also applies the single-vector Lanczos recursion to a shifted and inverted problem, 
using factorizations of matrices. There are, however several key differences between the 
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NASTRAN program and the Ericsson and Ruhe approach. They start with an equation of the 
form (lo), where K and M are both assumed to be real and symmetric, M is assumed to be 
positive semidefinite, and the null spaces of K and M are disjoint. 
In contrast to the Newman-Pipano procedure, the Ericsson-Ruhe procedure is designed to be 
iterative. An iteration may involve a change in the shift, a change in the starting vector, or 
changes in both of these. They also assume that for any given shift p that they have a 
factorization of the generally indefinite matrix K - PM = LDLT where L is a (block) lower 
triangular matrix and D is a (block) diagonal matrix, and a subroutine which solves (K - pM)x 
=y using this factorization. This factorization is also used to keep running track of the number 
of eigenvalues less than the given shift p. In the simplest case when D is diagonal, this is done by 
counting the negative entries in D. They also assume that a factorization M = WV’ of the 
matrix A4 is available. The factor W may be rectangular but must have full rank. 
The user specifies an interval of interest [a,b] and the Ericsson-Ruhe procedure iteratively 
generates and considers a sequence of shifts starting from the lower end of the specified interval. 
The eigenvalue counts obtained from the factorizations of the shifted K-matrices are used to 
monitor whether or not all of the eigenvalues in each given subinterval have been computed. For 
a given shift p, the indefinite matrix K - p,it4 is factored. A starting vector is determined 
randomly. If there are any known converged eigenvectors then the starting vector is orthogonal- 
ized w.r.t. them. The Lanczos recursion with total reorthogonalization of each Lanczos vector is 
then applied to the inverted and shifted problem 
WT(K-~M)-lW~=O~ wherez= WTx, 0=1/(X-p), 03) 
X denotes an eigenvalue of the original problem, and x denotes an eigenvector of the original 
problem. The inverse of the matrix K - @I4 is obtained by invoking the factorization and of 
course is not explicitly computed. Each application of the Lanczos procedure yields a certain 
number of converged eigenvalues. The procedure keeps track of which eigenelements have 
converged and then determines an appropriates new shift pL,+i and/or a new starting vector for 
the next iteration. 
The new matrix ( K - CL,.+ 1 M) is then factored and the Lanczos procedure (with total 
reorthogonalization) is applied to the corresponding shifted inverse problem defined as in (13), 
yielding additional converged eigenvalues. Iterations continue with the repeated choosing of a 
shift, (a starting vector), a factorization, an application of the Lanczos procedure, checking the 
number of converged eigenvalues versus the number in the interval until all of the desired 
eigenvalues (and eigenvectors) are obtained. 
Ericsson and Ruhe [9] discuss several ways of choosing the successive shifts. They also address 
the questions of how many eigenvalues can one expect to get for a given shift, and how many 
steps of the Lanczos algorithm to use on each iteration. Note that each choice of shift requires a 
new matrix factorization of the associated matrix K - pM. The authors discuss the possible use 
of selective reorthogonalization (see Parlett and Scott [IS]) in their discussion of the number of 
arithmetic operation counts required. However in their actual program, they use total reortho- 
gonalization of the Lanczos vectors. They also state that in practice the length of the Lanczos 
chain used on each iteration, that is the size of the Lanczos matrix considered, is determined 
primarily by storage considerations. 
By using a sequence of shifts, factorizations, and related checks that all of the eigenvalues in a 
given interval have actually been computed, the Ericsson and Ruhe [9] procedure can sweep 
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across an interval picking up eigenelements as it goes. This ability to sweep across an interval 
picking up a few eigenvalues on each sweep, somewhat mollifies the limitations of Lanczos 
procedures which require the full reorthogonalization of the Lanczos vectors. 
We note that the Newman-Pipano procedure [13] could also be used in a similar iterative 
mode simply by restarting on each iteration with a different shift and/or starting vector. This 
would require the incorporation of a strategy for choosing appropriate shifts. They also factor a 
matrix of the form R= K - PM so that they also have available a count on the number of 
eigenvalues < p. Their formulation of the shifted inverse problem is somewhat different from the 
Ruhe and Ericsson formulation, compare (ll), (12), and (13), because they do not factor the 
matrix M. However, the effect upon the eigenvalue spectrum is the same for both types of 
transformations. 
In contrast to the Newman-Pipano procedure the Ericsson-Ruhe procedure iterates over a 
sequence of shifts which are chosen by the program, uses the counts of the number of eigenvalues 
in various subintervals obtained from the intermediate factorizations to avoid missing any 
eigenvalues, incorporates a clever correction to each eigenvector computed, and because a 
factorization of the M matrix is also used, solves a different shifted-inverse version of the original 
problem. However, both procedures rest upon the idea of computing eigenvalues near some 
specified point in the spectrum of the original problem by computing those eigenvalues of a 
related shifted and inverted problem which are largest in magnitude. Moreover, both procedures 
use factorizations of shifted matrices of the form K - pLM, both use randomly-generated starting 
vectors, and both use a Lanczos procedure with total reorthogonalization of the Lanczos vectors 
to generate relatively small Lanczos matrices, i.e. short chains of Lanczos vectors. 
The preceding two procedures used the single-vector form of the basic Lanczos recursion. We 
now consider a block Lanczos procedure which uses total reorthogonalization of the blocks, see 
Golub and Underwood [lo]. Section 2 contains the basic block Lanczos recursion, see (5) and (6), 
and the definition of a basic iterative Lanczos procedure. The Golub-Underwood block 
procedure is iterative uses short chains of blocks on each iteration (i.e. small Lanczos matrices), 
computes Ritz vectors on each iteration, and reorthogonalizes each Lanczos block as it is 
generated w.r.t. all previously-generated Lanczos blocks. 
The user specifies a block size q and the number of blocks s to be generated on each iteration. 
The block size must be greater than or equal to the number of eigenvalues (and eigenvectors) 
desired. It is assumed that the size of the Lanczos matrices q.s -z n, the order of the original 
matrix. 
A starting block for the first iteration is determined randomly. If some eigenvectors are known 
a priori then this block is orthogonalized w.r.t. such vectors, as are all succeeding blocks. This 
prevents the recomputation of these known eigenvectors. On each iteration the basic block 
recursion is applied for s-steps to obtain a sequence of orthonormal blocks Q’ = { Qi,. . . , Q,) 
which spans the corresponding Krylov space 
X”(A; Qi)=span{Q,, AQ,,...,A”-IQ,}. 
corresponding to the first block. (The iteration superscript is omitted in order to simplify the 
notation). 
At each iteration the corresponding Lanczos matrix is defined by (6). As convergence occurs 
columns in the Pi block, see (5), can become ‘zero’. the Golub-Underwood procedure checks for 
this and if and when it occurs, any such column is replaced by a randomly-generated vector 
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which is orthogonalized against all of Q, and any preceding portions of the corresponding block 
Q2. Thus they keep the sizes of the sub-blocks fixed as the iterations proceed. 
The q algebraically-largest eigenvalues. {pi, . . . , p,}, and corresponding eigenvectors of the 
Lanczos matrix, Vi = { Ui, . . . , uq}, are computed. The eigenvalues are taken as approximations to 
the desired eigenvalues of A. The corresponding Ritz vectors &i = Q’ui are computed and used 
as approximations to eigenvectors of A. Convergence is checked by computing the ‘new’ second -- 
block F1 = Ag, - Q,A,. If convergence has not yet occurred, the iteration proceeds using Gi as 
the starting block, and the rest of the procedure is repeated using the resulting new Lanczos 
matrix. Iterations continue until the desired convergence is obtained. 
On each iteration i, each block Q) is reorthogonalized w.r.t. all preceding Lanczos blocks 
obtained on that iteration. Therefore all of the Lanczos blocks generated within an iteration must 
be kept in readily available storage since they are used repeatedly throughout the block 
generation. The resulting reorthogonalization terms which nominally belong in the Lanczos 
matrix are not explicitly incorporated into these matrices. 
In practice the number of blocks which can be generated within a given iteration is determined 
by the amount of computer memory available. One source of difficulties with any block Lanczos 
procedure is that its convergence rate depends upon there being a decent gap between the 
smallest eigenvalue being approximated by the procedure and the next smallest eigenvalue of A, 
and being able to generate a sufficient number of sub-blocks on each iteration. Thus, the choice 
of block size is critical. For a given amount of computer storage, an increase in block size 
decreases the number of sub-blocks which can be generated on any given iteration. This can have 
a very negative effect upon the resulting convergence. This problem is addressed in Cullum and 
Willoughby [Chapter 7, 51 where we introduce a hybrid Lanczos procedure (but with only limited 
reorthogonalization) which combines features from both the block and the single-vector ecur- 
sions. In the discussions of block procedures we will assume that the user wants the 
algebraically-largest eigenvalues of A. The algebraically-smallest ones can be obtained by simply 
using -A rather than A. 
6. Lanczos procedures with limited reorthogonalization 
Thus,we are led to consider procedures which require less orthogonalization or even none. 
Paige [14] provided an explanation for the huge losses in orthogonality which typically occur 
when the basic Lanczos recursion is implemented, showing that they were caused by the 
combination of the convergence of various eigenvalues with the effects of roundoff and cancella- 
tion errors. He showed that these losses were correctable by incorporating reorthogonalization 
w.r.t. any corresponding such converged Ritz vectors, because the losses in orthogonality 
occurred in the directions of the Ritz vectors. This result of Paige did not become well-known 
until the late 70’s. In the intervening time period Cullum and Donath [l] which incorporated such 
a correction was published. 
This block procedure differs from the Golub-Underwood approach in several ways. First, 
there is no reorthogonalization until some computed Ritz vector has converged. Convergence is 
determined in the process of generating the second block within a given iteration. If convergence 
is observed, then one or more of the vectors of the unnormalized second block P, will be very 
small, essentially ‘zero’ from a numerical standpoint. When this occurs the size of the second and 
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succeeding blocks is decreased accordingly, often resulting in a corresponding increase in the 
number of blocks which can be generated on a given iteration and thereby accelerating the 
convergence of the remaining eigenvalues to be computed. In order for this decrease in block size 
to be legitimate, that is for subsequent Lanczos vectors to be orthogonal to those converged 
eigenvectors which are not being allowed to generate descendants in the recursion, it is necessary 
to explicitly reorthogonalize each new Lanczos block w.r.t. each such converged eigenvector. 
Thus we have this limited from of reorthogonalization w.r.t. converged Ritz vectors. All of the 
vectors required for these reorthogonalizations reside in the first Lanczos sub-blocks. 
The iterative block Lanczos procedures have the property that the approximate eigenvectors 
are the first block in the chain of Lanczos vectors generated on each iteration. The fact that any 
relevant converged eigenvectors are retained as columns in the first block on subsequent 
iterations means that succeeding eigenvalues and corresponding Ritz vectors can be computed 
with the same degree of accuracy as the ones already computed. We called this an implicit 
deflation. Note that this is not true if converged vectors are deflated explicitly. In that case 
succeeding eigenvectors are computed with decreasing accuracy. Cullum and Donath [l] also do 
not include the reorthogonalization terms explicitly in the corresponding Lanczos matrices 
generated. 
Thus this procedure is iterative, uses short chains or equivalently small Lanczos matrices, 
computes Ritz vectors on each iteration, but uses a very limited form a reorthogonalization, 
namely the reorthogonalization of the Lanczos vectors w.r.t. any computed converged Ritz 
vectors. We note here that other Ritz vectors which we are not computing could also have 
converged. However, we do not attempt to identify such vectors and do not reorthogonalize w.r.t. 
them. Observe that with this type of reorthogonalization it is only necessary to have enough 
storage for 3 blocks of vectors rather than for all of the Lanczos blocks. The other Lanczos 
vectors which are needed for the Ritz vector computations could be saved on auxiliary storage 
and called back just for the Ritz vector computations. However, in the actual implementation of 
this procedure, we kept all of the Lanczos blocks generated within each iteration in main storage. 
If this is done then the storage requirements for the Golub and Underwood and the Cullum and 
Donath procedures are essentially the same. 
Lewis [12] also uses the basic block Lanczos recursion but as a noniterative procedure. He is 
dealing with a specific application where his matrix is a finite difference discretization of 
Laplace’s equation on a region with a highly irregular boundary. The eigenelements of this matrix 
are to be used in the study of the tides of oceans in various places in the world. Lewis [12] 
contains a brief explanation of the particular application. One particular matrix described is 
sparse, of order n = 1919 and has only pairs of eigenvalues (not necessarily distinct) with the 
expectation of a zero eigenvalue of unknown odd multiplicity. The extreme eigenvalues are not 
the ones of interest. What is required are the eigenvalues in the interior interval of the spectrum, 
[0.000025, 0.02451. The overall spectrum is defined by the interval [0, 2.921. 
Lewis applies the basic block Lanczos recursion to this matrix, using a starting block with two 
vectors and generating a long chain of Lanczos blocks. Due to the fact that he wants many 
interior eigenvalues, the Lanczos matrices may be larger than the given matrix. Lewis reortho- 
gonalizes each Lanczos block Qj+ 1 as it is generated w.r.t. its two closest neighbor blocks Q,_, 
and Qj. Therefore, the amount of storage required is not excessive since there are only two 
vectors in each block and only three blocks need to be in storage at any given point in the 
recursion. We note that the global orthogonality of the resulting blocks is not preserved. Lewis 
J. Cullum, R. Willoughby / Eigenoalue problems 51 
points out that one difference between a block Lanczos procedure and a single-vector procedure 
is that losses of orthogonality in the vectors can occur which are not caused by convergence. 
Thus, convergence yields a loss of orthogonality, however the implication does not go in the other 
direction. 
Each of the resulting Lanczos matrices is treated as a band matrix. The Schwarz procedure for 
reducing a band matrix to tridiagonal form is used along with Sturm sequencing packages from 
EISPACK to compute the required eigenvalues of the resulting Lanczos matrix. Required 
eigenvectors of the Lanczos matrices are obtained by inverse iteration. 
Lewis reports that for the matrices he considered, local reorthogonalization was essential. One 
should note however that he did not use the block analog of the modified Gram-Schmidt version 
of the Lanczos recursions given in (7)-(9) and that may have had some effect upon his numerical 
results. He monitored the orthogonality of the Lanczos blocks by computing the singular values 
of the off-diagonal matrices BitI. Lewis notes the difficulty in knowing at what point in the 
recursions to make eigenvalue, eigenvector computations on the resulting Lanczos matrix. 
Since global orthogonality of the Lanczos blocks is not preserved, he has the problem of 
determining which eigenvalues of the Lanczos matrix are the appropriate approximations to the 
desired eigenvalues and which ones are extraneous. His tests for deciding which eigenvalues are 
candidates for ‘good’ approximations to eigenvalues of A incorporate the following heuristics: (1) 
Eigenvalues of the Lanczos matrices which persist as the size of these matrices is increased are 
probably eigenvalues of A. (2) Numerically-multiple eigenvalues of the Lanczos matrices are 
eigenvalues of A. (3) The last components of a given eigenvector of a Lanczos matrix corre- 
sponding to an eigenvalue p of that matrix are a good indicator of the accuracy of that eigenvalue 
as an approximation to an eigenvalue of A. Lewis states however that the only true test on the 
accuracy which he accepts is a check on the residual norms obtained using the corresponding 
Ritz vectors. 
Thus, the Lewis [12] procedure uses the basic block Lanczos recursion with the block size equal 
to the maximum multiplicity of the desired eigenvalues. For the particular application he was 
considering. Lewis knew that this multiplicity was two. A very limited form of reorthogonaliza- 
tion is used, simple nearest and next-nearest neighbors, so that relatively long chains of vectors 
can be generated. The procedure is not iterative, and it is designed in compute many eigenvalues, 
even interior ones. Ritz vectors are not computed repeatedly, except to verify convergence when 
convergence is indicated by various heuristics used. 
Parlett and Scott [18] combines the implicit deflation idea in Cullum and Donath [l] together 
with an economical method in Kahan and Parlett [27] for monitoring the orthogonality of the 
Lanczos vectors to obtain a single-vector Lanczos procedure with limited reorthogonalization. 
They call the resulting procedures, Lanczos with selective reorthogonalization. The basic idea is 
to maintain a level of independence among the Lanczos vectors “; as measured by the quantity 
Observe that full orthogonality of the Lanczos vectors would require that ~~ = E where E denotes 
the machine epsilon. The selective reorthogonalization procedures maintains ~~ = 6. Two 
mechanisms for monitoring the size of ~~ as j is increased are discussed in Parlett [21] and will 
not be repeated here. Research on methods for monitoring losses in orthogonality continues. 
Much of the following discussion was taken from Parlett [Chapter 13, 191 and Scott [24]. 
Using such a monitor to indicate when reorthogonalization is required, the Parlett-Scott 
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procedure reorthogonalizes the Lanczos vectors only on those steps of the recursion where it is 
deemed necessary. Specifically, the basic Lanczos recursion is applied until at some recursion step 
j the upper bound specified for the orthogonality measure ~~ is violated. At such a point in the 
recursion, certain Ritz vectors are computed and the Lanczos vectors uj and u,,, are both 
orthogonalized against such Ritz vectors. Theoretically, this means that later Lanczos vectors will 
be orthogonal w.r.t. these Ritz vectors. 
Thus, ‘periodically’ the generation of the Lanczos matrix is stopped, eigenvalue/eigenvector 
computations on the current Lanczos matrix are made, certain Ritz vectors are computed, two 
Lanczos vectors are reorthogonalized w.r.t. these ‘converged’ Ritz vectors, and then the procedure 
picks up where it left off continuing to generate a larger Lanczos matrix. When all of the desired 
eigenvalues and corresponding Ritz vectors have been generated to the desired accuracy, then the 
procedure terminates. 
At pauses those eigenvectors of the corresponding Lanczos matrix whose eigenvectors have the 
property that their last components are less than &l]All are selected as ‘converged’ and their 
corresponding Ritz vectors are used in the reorthogonalizations. The success of this procedure for 
a given matrix obviously depends upon the number of Ritz vectors which must be considered at 
each pause and the length of the chain of Lanczos vectors required to compute the desired 
eigenvalues. Since all of the Lanczos vectors are required for each required Ritz vector computa- 
tion, the Lanczos vectors must either be kept on readily available storage or else be regenerated 
every time the Ritz vectors have to be computed. Note that the reorthogonalization terms are not 
included in the Lanczos matrices. The basic argument for not including them is that perturba- 
tions of order 6 in any Lanczos matrix result in only O(E) perturbations in the eigenvalues of 
such a matrix and can be easily tolerated. 
Selective reorthogonalization eliminates the copies of Ritz eigenvalues and vectors which occur 
if no reorthogonalization at all is incorporated. The number of Lanczos steps is kept to a 
minimum. Note however that this does not guarantee that the amount of work is kept to a 
minimum. Parlett and Scott also say that multiple eigenvalues can be found, copy by copy, and 
that this method can be used as a black box with no delicate parameters to set other than the 
desired accuracy and the amount of fast storage available. One would have to argue with the last 
statement. If in fact at each stage, selective reorthogonalization w.r.t. all of the converged Ritz 
vectors is allowed, then one does not have any a priori measure of the amount of storage or of the 
number of Ritz vectors which will be required at each stage of the recursion. This will obviously 
depend upon the particular eigenvalue distribution and for some problems could easily exceed 
the storage available. For example this could easily be the case if the small end of the spectrum is 
desired and there is a significant difference in the magnitudes of the eigenvalues at the small and 
the large ends. The program would have to be able to handle Ritz vector computations and 
reorthogonalizations w.r.t. the large end of the spectrum before the desired small end had 
converged sufficiently. 
Scott [23] proposes a block Lanczos algorithm with selective reorthogonalization. He argues 
that a block Lanczos version solves two of the main problems associated with the single-vector 
Lanczos procedures. First eigenvalues are missed only when the corresponding eigenvectors are 
orthogonal to the entire subspace spanned by the block of starting vectors so one decreases the 
chances of missing an eigenvalue. Second, multiple eigenvalues and a basis for the corresponding 
invariant subspace can be found up to the sizes of the blocks. Third, the given matrix is 
multiplied by an entire block of vectors each time. This could be beneficial if the matrix being 
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used is not stored in main memory. He explores the possibility of reorthogonalizing only w.r.t. 
those converged Ritz vectors which are wanted. This is of course what is done in the block 
procedure in Cullum and Donath [2]. There the other end of the spectrum was ignored and 
allowed to replicate as much as it wanted. Scott [24] notes that this invalidates his a priori 
estimates obtained for selective reorthogonalization. However, one can still judge convergence by 
looking at residual norms of Ritz vectors. 
He considers two types of problems: (1) Find all of the eigenvalues at one end of the spectrum, 
(2) Find all of the eigenvalues outside of some interval. This procedure mimics the corresponding 
single-vector procedure with selective reorthogonalization. It is mixed not iterative in the sense of 
using different starting vectors, although Scott allows for restarting. The lengths of the chains are 
limited by storage and computation costs. Scott requires that all of the ‘converged’ Ritz vectors 
be kept in main memory. 
Scott incorporates not only selective reorthogonalization but also local reorthogonalization like 
Lewis [12]. He states that for each step j in the recursion only a very few eigenvalues of the 
corresponding Lanczos matrix are computed. This is permissible because of the observed way in 
which basic Lanczos procedures converge. See for example, Cullum and Willoughby [2,4]. In 
particular the eigenvalues which are most interior in the spectrum and with the smallest gaps 
converge last. If the storage limitations have been reached and the desired convergence has not 
yet been achieved, then the program computes and stores all ‘converged’ eigenvectors. Uncon- 
verged eigenvectors are also computed and the new starting block is formed by taking linear 
combinations of these vectors. This block is orthogonalized against all converged Ritz vectors, 
and the orthogonality of the resulting Lanczos blocks with respect to these converged vectors is 
monitored as the recursion proceeds. The Lanczos blocks are reorthogonalized w.r.t. these 
converged vectors as needed. 
Thus, Scott [23] uses a block procedure with limited reorthogonalization. This reorthogonaliza- 
tion is of two types, selective and local. The chains of vectors cannot therefore be too long. 
Otherwise the storage demands due to the converged Ritz vectors can become excessive. Ritz 
vectors are computed ‘periodically’. The procedure is not iterative in the ordinary sense but is in 
a mixed sense as we indicated above for the single-vector procedure with selective reorthogonali- 
zation. 
Limiting the amount of reorthogonalization allowed corrects many of the ‘problems’ encoun- 
tered in using a Lanczos procedure with total reorthogonalization. The resulting computer storage 
requirements are nominally significantly less than those required for procedures with total 
reorthogonalization. These ‘limited’ procedures are however more complicated to program, and 
in the end the amount of information which one can obtain about the spectrum of a very large 
real symmetric matrix is still severely limited by the amount of storage available. For very large 
problems one is typically able to compute relatively few eigenvalues (and corresponding eigenvec- 
tors). Moreover, if a shifted-inverse version of the given problem cannot be used, then one is also 
limited to computing the extreme eigenvalues of the original problem. The exception to these 
statements is the procedure of Lewis [12] which used only local reorthogonalization so that if the 
block size is very small like 2, is not seriously limited by storage considerations. The Lewis [12] 
procedure however did not include a simple test for determining which of the computed 
eigenvalues were genuine and which were spurious. 
54 J. Cullurn, R. Willoughby / Eigenoalue problems 
7. Lanczos procedures with no reorthogonalization 
In the remainder of this paper we consider Lanczos procedures similar to Lewis [12], except 
that each is a single-vector Lanczos procedure and none of these procedures uses any type of 
reorthogonalization of the Lanczos vectors. Thus, of the three classes of Lanczos procedures the 
members of this class have the smallest storage requirements. Three of these procedures, van 
Kats-van der Vorst [25,26], Edwards et al. [6], and Parlett-Reid [20] differ primarily from the 
Cullum-Willoughby procedure (2,4] w.r.t. the mechanism used to separate the ‘good’ Ritz values 
of the Lanczos matrices from the ‘spurious’ or extraneous ones due to the losses of orthogonality 
of the Lanczos vectors. The basic idea in the identification test used in the three procedures by 
van Kats-van der Vorst, Edwards et al., and Parlett-Reid is the same whereas the key idea used 
in the Cullum-Willoughby identification test is quite different as we explain below. All four of 
these procedures use the modified, basic single-vector Lanczos recursion given by (7)-(9) without 
any reorthogonalization of any Lanczos vectors. 
The discussion of the van Kats-van der Vorst procedure and that of the Edwards et al. 
procedure is confined purely to the differences between the identification tests used. The 
Parlett-Reid procedure differs in other respects so more comments will be made about it. All 
three rest upon the basic premise that if for a given S > 0 and size m one can show that for all 
k z 0, there is an eigenvalue of the Lanczos matrix Tm+k in the interval [Xi - 6, Xi + S], then the 
original matrix A has an eigenvalue in this interval. Thus, these procedures try to identify which 
eigenvalues of the Lanczos matrices are converging as eigenvalues of these matrices as we let the 
size of the Lanczos matrices increase. 
First consider the van Kats-van der Vorst procedure [25,26]. Their identification test is based 
upon the interlacing theorem, see for example Jennings [28], relating eigenvalues of any Lanczos 
matrix TJ to the eigenvalues of any Lanczos matrix TJ with J >j. In particular if we denote the 
eigenvalues of T/ by & >, ,u j 3 - - * > pi, then the interlacing theorem states that 
That is, in any given interval between two eigenvalues of the Lanczos matrix 7; we must have an 
eigenvalue of the smaller matrix Tj_l. The details of the test are spelled out in van Kats and van 
der Vorst. 
Thus, their identification test labels those eigenvalues which have converged in the sense that 
for some j and some user-specified tolerance they are eigenvalues of both 5 and q-r. The 
tolerance is allowed to change as the computations proceed. This can lead to some fuzziness in 
the identification process, as indicated by Example 4.1 in their 1977 paper where for certain size 
Lanczos matrices more than 40 eigenvalues were identified as ‘good’ although the order of the 
given matrix was n = 40. This was due to the presence of what we will call ‘spurious’ eigenvalues 
close to the ‘good’ ones. 
The van Kats-van der Vorst work clearly illustrated that the Lanczos procedure with no 
reorthogonahzation could be used to compute reliably large numbers of eigenvalues of very large 
matrices. However, it raised the question of whether or not a sharper identification test could be 
devised which would eliminate the problems caused by the spurious eigenvalues which were close 
to good eigenvalues. In practice the eigenvalues were computed for example every 10 steps of the 
Lanczos procedure and those obtained for the Lanczos matrix T,,, were compared with those 
obtained for the Lanczos matrix TIO(k_lj. Van Kats and van der Vorst provide an interesting 
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example of a matrix with clusters of eigenvalues at each of the extremes of the spectrum and 
well-separated eigenvalues in the center of the spectrum for which the middle eigenvalue 
converges first when their Lanczos procedure is applied. 
This Lanczos procedure with no reorthogonalization (as does any such procedure which does 
not require reorthogonalization of the Lanczos vectors) allows one to contemplate computing 
many or even all of the eigenvalues of very large matrices in subintervals or even all of the 
spectrum. The storage requirements are minimal. Storage for only two Lanczos vectors is 
required, along with storage for the Lanczos tridiagonal matrices generated and that required to 
generate the matrix-vector multiplies Ax. Thus long chains of vectors, or equivalently huge 
Lanczos matrices, can be generated and many eigenvalues of the original matrix can be 
computed. 
Edwards, Licciardello and Thouless [6] in their studies of electrons in disordered systems need 
to determine many of the eigenvalues of very large matrices. Their identification test can be 
viewed as a refinement of the van Kats-van der Vorst approach. They do not have to compute 
two sets of eigenvalues, only those of T, are necessary. The identification test is done using 
Sturm sequencing. They claim to get better results than with the identification test of Paige [14]. 
Paige proposed that for a given Lanczos matrix, error estimates be computed for all of the 
eigenvalues computed using the last components of the corresponding eigenvectors of the 
Lanczos matrix and that these estimates be used to determine which eigenvalues are ‘good’. This 
approach runs into difficulties whenever one or more of the eigenvalues of interest is nearly 
multiple as an eigenvalue of the Lanczos matrix or is one of a cluster of eigenvalues in the 
original matrix. 
The Edwards et al approach requires the user to specify a precision 8 to which the eigenvalues 
of the given matrix are to be computed. Two eigenvalues of a Lanczos matrix T, which differ by 
less than S are assumed to correspond to the same eigenvalue of A. Any such numerically-multi- 
ple eigenvalue of T, is accepted as an eigenvalue of A. Furthermore, as in van Kats and van der 
Vorst [26], it is assumed that if for all k > 0, Tm+k has an eigenvalue in the interval [cl - 6, p+ S], 
then A has an eigenvalue in that interval. 
The determinants of the shifted, real symmetric tridiagonal Lanczos matrices (T, - XI) satisfy 
the recursion 
with d,= 1 and d_, = 0. The number of negative ratios of determinants rk( h) = d,_,/d, for 
k=l , . . . , j gives the number of eigenvalues of q which are < X. These ratios satisfy the 
following recursion which can be used to compute them. 
q+r( A) = ( aj+I - A - p;+gj)-l. (17) 
This is just a restatement of the Sturm sequencing property. 
Edwards et al first compute the eigenvalues &!, k = 1, 2,. . . , m, of a user-specified Lanczos 
matrix T,. Then for each k, Sturm sequence counts are run from j = 1, 2,. . . , J( p’,) using pi + 6 
and /.& - S for which either 
TJ(EL{ + s) z r,(p.;l- 8) and p,(pi+S)=p,(pi-8)+1, or 
PJ(EL$++P,(ELW)+L. 08) 
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In (18), p,(t) denotes the number of values of j <J for which the ratios r,(t) < 0. These tests 
yield the smallest size Lanczos matrix for which the given eigenvalue of T, is an eigenvalue of 
some Lanczos matrix to within the user-specified tolerance S. If J( pi) = m, then the eigenvalue 
pi is not accepted as an approximation to an eigenvalue of the original matrix A. Thus, as in the 
van Kats-van der Vorst procedure, this procedure accepts a given eigenvalue as an approxima- 
tion to an eigenvalue of A only after it has converged to within a specified tolerance, which in 
this case is 6. 
The authors report results obtained using single, double and extended precision arithmetic. 
The higher the precision, the smaller the Lanczos matrix needed to compute the desired 
eigenvalues. For a test matrix of size n = 512, they report that using single precision all of the 
eigenvalues of this matrix were obtained to the desired accuracy using a Lanczos matrix of size 
m = 1100. Corresponding results in double precision were obtained by m = 800. In extended 
precision m = 700 was required. 
The van Kats-van der Vorst and Edwards et al procedures (as well as the Cullum-Wil- 
loughby) do not give computable rules for determining how large the Lanczos matrix must be in 
order to compute the desired eigenvalues. Of course the required size varies with the particular 
matrix being considered. Parlett and Reid [20] state that their primary objective is to rectify this 
situation. They present a procedure which automatically determines the appropriate size Lanczos 
matrix. 
The procedure described in Parlett and Reid [20] does not use any reorthogonalization. The 
underlying assumption in their identification test is the same as that in van Kats and van der 
Vorst [26] and in Edwards et al. Thus, at any given point in their procedure they accept an 
eigenvalue only after they have guaranteed its accuracy. Convergence of eigenvalue approxima- 
tions is monitored by tracking the eigenvalues of the Lanczos matrices q. as i is increased. 
Eigenvalues of q+ i are compared with eigenvalues of q and convergence is observed essentially 
when a given eigenvalue appears as an eigenvalue of both of these matrices or more correctly as 
an eigenvalue of all q+k for k >, 0. 
The obvious way to track eigenvalues is to use a bisection procedure which keeps track of all of 
the eigenvalues of each Lanczos matrix and their changes as j is increased. Parlett and Reid 
found however that this would involve too much computation and storage. Thus, they developed 
various heuristic approximating procedures to track approximately the progress of all of the Ritz 
values of the sequence of Lanczos matrices as J’ is increased, where the accuracy to which the 
Ritz values are determined is limited. This accuracy is comparable to the changes in these values 
since the previous step so that only those Ritz values which have ‘converged’ as eigenvalues of the 
Lanczos matrices are known accurately at any particular stage of the computations. 
At each stage they store the two end points of each subinterval of the spectrum which contains 
one or more eigenvalues of the corresponding Lanczos matrix, along with counts on the number 
of eigenvalues of the Lanczos matrix less than each of these end points. These counts are 
determined by counting the negative determinant ratios. These determinants are defined in (16). 
The values of the corresponding ratios are stored at each stage. The strategy for putting down 
more end points of intervals is based upon some complicated and somewhat tricky heuristics 
which are used to identify end points which are eigenvalues of both ?; and of q+i for some i. 
Rational interpolation functions of low order are employed along with checks on the accuracy of 
the various end points being saved. Accuracy is checked by computing eigenvectors of the 
Lanczos matrices and looking at the sizes of the last components of these computed eigenvectors. 
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The objective of these computations is to compute all of the eigenvalues in a user-specified 
interval to a user-specified accuracy. 
This procedure requires some mechanism for rejecting certain subintervals determined by the 
computations. Another set of heuristics is used to make these identifications. The procedure 
requires storage for the generation of Lanczos matrices, a vector to store the computed 
eigenvalues, arrays to store the end points of the intervals determined, to store the determinant 
ratios, and to store the counts of the eigenvalues in each subinterval. The authors state that the 
total storage required, other than the amount required to generate the matrix-vector multiplies, is 
(2n + 2j + 8.5~) words where c is the number of eigenvalues to be computed. This estimate is 
based upon the assumption that the lengths of the arrays needed to keep track of the end points 
of the intervals, the determinant ratios and the number of eigenvalues in each subinterval is of 
length not more than 3c. This procedure is available in the Harwell Library [ll] as subroutine 
EA14AD. Comparisons of the results obtained for this procedure with those obtained by Cullum 
and Willoughby [2] are given and shown to be very similar. 
Summarizing the Parlett-Reid procedure, we see that it is a single-vector Lanczos procedure 
with no reorthogonalization designed for computing many eigenvalues in user-specified sub-inter- 
vals of the spectrum of a real symmetric matrix. The procedure is in some sense iterative in that 
running approximate values of the eigenvalues of the intermediate Lanczos matrices are kept at 
each stage in the recursion. However, it is not iterative in the sense that different starting vectors 
are incorporated. A long or short chain of Lanczos vectors can be generated depending upon 
what is to be computed. Ritz vectors of the given matrix A are not computed and they do not 
provide any mechanism for computing eigenvectors of the given matrix. One drawback is that the 
amount of storage which will be required cannot be determined a priori because one does not 
know a priori how many end points will be generated by the procedure. 
The final Lanczos procedure which we consider is the single-vector Lanczos procedure Cullum 
and Willoughby [2,3,4]. This procedure uses no reorthogonalization of the Lanczos vectors and is 
designed to compute either a very few or very many (sometimes even all) of the eigenvalues of 
large, sparse matrices. It differs from the preceding procedures of van Kats-van der Vorst, 
Edwards et al., and Parlett-Reid in the mechanism used for identifying which eigenvalues of the 
Lanczos matrices are ‘good’ and which of them are ‘spurious’ and should therefore be disre- 
garded. The identification tests in the three preceding procedures are based upon the convergence 
of eigenvalue of the Lanczos matrices as the size is increased. Thus, at each stage within one of 
those three procedures an eigenvalue is checked to see if it is good, after it has appeared as an 
eigenvalue of two or more Lanczos matrices of increasing size. Other eigenvalues are not accepted 
as representative of the spectrum of the original matrix A, so that at each stage the user only sees 
those eigenvalues which have been identified as accurate approximations to eigenvalues of A. 
The strategy in the Cullum-Willoughby procedures is quite different. The identification test 
does not rest on how the eigenvalues of the Lanczos matrices are changing as the size of the 
Lanczos matrices is increased. Instead it is a test which for any size Lanczos matrix identifies not 
the ‘converged’ eigenvalue approximations but rather those eigenvalues of the Lanczos matrix in 
question which are due to the losses in orthogonality. The test picks out the ‘spurious’ 
eigenvalues directly. The remaining eigenvalues of the Lanczos matrix in question are accepted as 
‘good’ regardless of their actual accuracy. Thus, at each stage the user gets an overall picture of 
the spectrum of the given original matrix. 
The identification test which we use does not require the user to supply tolerances for the 
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various computations. The identification is clearcut and not fuzzy. This test has its basis in the 
relationship between the Lanczos tridiagonalization and the conjugate gradient method for 
solving systems of linear equations. This relationship is discussed in Cullum and Willoughby [3]. 
Instead of using comparisons between various size Lanczos matrices, for example, r,,, and 
T 10(k+lj as in the van Kats and van der Vorst procedure it uses the given Lanczos matrix and the 
submatrix of the Lanczos matrix obtained by deleting the first row and column of that matrix. 
This test is explained in detail in Cullum and Willoughby [3]. Like the Edwards et al. procedure 
only one set of eigenvalues must be computed. The cost of our identification test is a small 
addition to the cost of the computation of these eigenvalues. Our single-vector Lanczos proce- 
dures are simple to program and do not require any complicated heuristics. The eigenvalue-eigen- 
vector computations are split into two steps. First eigenvalues are computed using a program 
with minimal storage requirements. Then after the desired eigenvalues are computed sufficiently 
accurately, eigenvectors for some user-specified subset of these eigenvalues are computed by a 
separate program. Suitable programs are provided in Cullum and Willoughby [Volume 2, 51. 
Thus, the Cullum-Willoughby procedure uses the single-vector Lanczos recursion with no 
reorthogonalization. The basic eigenvalue procedure does not compute any Ritz vectors. Short or 
long chains of vectors or equivalently small or large Lanczos matrices are generated depending 
upon what is to be computed. This procedure is not iterative in the sense of changing starting 
vectors. Typically, subsets of the eigenvalues of two or three Lanczos matrices would be 
computed in order to obtain the desired eigenvalues accurately. These eigenvalue computations 
need only be done in those subintervals where convergence has not already been achieved. 
This eigenvalue procedure uses minimal storage. The identification test allows the determina- 
tion of the desired eigenvalues to very high accuracy. No fuzzy tolerances are required. For many 
matrices this procedure maximizes the number of eigenvalues which can be computed. Typically 
by m = 3n, the user will have successfully computed most of the eigenvalues of the given matrix. 
This may not be true for very stiff matrices because of the possible heavy replication, for such 
matrices, of the dominant eigenvalues. Thus for a given amount of storage, of the procedures 
discussed this procedure provides the maximum amount of information about the given matrix. 
In addition the ideas generalize to other ‘real symmetric’ problems such as Hermitian matrices 
and the computation of singular values and vectors of real, rectangular matrices. Moreover, a 
procedure for nondefective complex symmetric matrices has also been devised using these ideas. 
See Cullum and Willoughby [5] for details on these extensions. 
8. Summary 
We have attempted to summarize the key features of Lanczos procedures for computing 
eigenvalues and eigenvectors of very large, real symmetric matrices. Using these key features we 
have presented a brief survey of the recent literature on such methods. Both block and 
single-vector Lanczos procedures have been discussed. In many cases a single-vector procedure 
with no reorthogonalization will yield the maximum amount of information about the given 
matrix. Block procedures may be useful when only a few extreme eigenvalues and a basis for the 
corresponding subspace are required, and the gaps between the desired eigenvalues are small but 
a reasonable gap can be obtained by using more vectors in the first block than are required. The 
authors’ experience has been however that their single-vector procedures with no reorthogonaliza- 
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tion yield more accurate eigenvalue and eigenvector approximations for less cost, both storage-wise 
and in terms of the number of operations required, than their block Lanczos procedures. 
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