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The predominant paradigm for using machine learning models on a device is to train a model in the cloud
and perform inference using the trained model on the device. However, with increasing number of smart
devices and improved hardware, there is interest in performing model training on the device. Given this
surge in interest, a comprehensive survey of the field from a device-agnostic perspective sets the stage for
both understanding the state-of-the-art and for identifying open challenges and future avenues of research.
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covering such a large number of topics in a single survey is impractical. This survey finds a middle ground
by reformulating the problem of on-device learning as resource constrained learning where the resources
are compute and memory. This reformulation allows tools, techniques, and algorithms from a wide variety
of research areas to be compared equitably. In addition to summarizing the state-of-the-art, the survey also
identifies a number of challenges and next steps for both the algorithmic and theoretical aspects of on-device
learning.
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1 INTRODUCTION
The addition of intelligence to a device carries the promise of a seamless experience that is tailored
to each user’s specific needs while maintaining the integrity of their personal data. The current
approach to making such intelligent devices is based on a cloud paradigm where data is collected
at the device level and transferred to the cloud. Once transferred, this data is then aggregated with
data collected from other devices, processed, and used to train a machine learning model. When the
training is done, the resulting model is pushed from the cloud back to the device where it is used to
improve the device’s intelligent behavior. In the cloud paradigm, all machine learning that happens
on the device is inference, that is, the execution of a model that was trained in the cloud. This
separation of roles – data collection and inference on the edge, data processing and model training
in the cloud – is natural given that end-user devices have form-factor and cost considerations that
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impose limits on the amount of computing power and memory they support, as well as the energy
that they consume.
Cloud-based systems have access to nearly limitless resources and are constrained only by cost
considerations making them ideal for resource intensive tasks like data storage, data processing,
and model building. However, the cloud-based paradigm also has drawbacks that will become more
pronounced as AI becomes an ubiquitous aspect of consumer life. The primary considerations are
in the privacy and security of user data as this data needs to be transmitted to the cloud and stored
there, most often, indefinitely. Transmission of user data is open to interference and capture, and
stored data leaves open the possibility of unauthorized access.
In addition to privacy and security concerns, the expectation for intelligent devices will be that
their behavior is tailored specifically to each consumer. However, cloud-trained models are typically
less personalized as they are built from data aggregated from many consumers, and each model is
built to target broad user segments because building individual models for every consumer and
every device is cost prohibitive in most cases. This de-personalization also applies to distributed
paradigms like federated learning that typically tend to improve a global model based on averaging
the individual models [127].
Finally, AI-enabled devices will also be expected to learn and respond instantly to new scenarios
but cloud-based training is slow because added time is needed to transmit data and models back
and forth from the device. Currently, most use cases do not require real-time model updates, and
long delays between data collection and model updates is not a serious drawback. But, as intelligent
behavior becomes commonplace and expected, there will be a need for real-time updates, like in
the case of connected vehicles and autonomous driving. In such situations, long latency becomes
untenable and there is a need for solutions where model updates happen locally and not in the
cloud.
As devices become more powerful, it becomes possible to address the drawbacks of the cloud
model by moving some or all of the model development onto the device itself. Model training, espe-
cially in the age of deep learning, is often the most time-consuming part of the model development
process, making it the obvious area of focus to speed up model development on the device. Doing
model training on the device is often referred to variously as Learning on the Edge and On-device
Learning. However, we distinguish between these terms, with learning on the edge used as a broad
concept to signify the capability of real or quasi-real time learning without uploading data to the
cloud while on-device learning refers specifically to the concept of doing model training on the
resource-constrained device itself.
1.1 On-device Learning
1.1.1 Definition of an Edge Device. Before we elaborate on on-device learning, it is helpful to
define what we mean by a device, or specifically an edge device, in the context of on-device
learning. We define an edge device to be a device whose compute, memory, and energy resources
are constrained and cannot be easily increased or decreased. These constraints may be due to
form-factor considerations (it is not possible to add more compute or memory or battery without
increasing the size of the device) or due to cost considerations (there is enough space to add a
GPU to a washing machine but this would increase its cost prohibitively). This definition of an
edge device applies to all such consumer and industrial devices where resource constraints place
limitations on what is available for building and training AI models. Any cloud solution such as
Amazon AWS, Google Cloud Platform, Microsoft Azure, or even on-premise computing clusters do
not fit the edge definition because it is easy to provision additional resources as needed. Likewise,
a workstation would not be considered an edge device because it is straightforward to replace its
CPU, add more memory, and even add an additional GPU card. A standard laptop on the other
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hand would be considered an edge device as it is not easy to add additional resources as needed,
even though their resources generally far exceed what is normally considered as available in a
consumer edge device.
Fig. 1. Levels of constraints on edge devices. Only the topics in gray (Learning Theory and Algorithms) fall
under the scope of this survey.
1.1.2 Training Models on an Edge Device. The primary constraints to training models on-device in
a reasonable time-frame is the lack of compute and memory on the device. Speeding up training is
possible either by adding more resources to the device or using these resources more effectively or
some combination of the two. Fig 1 shows a high-level breakdown of the different levels at which
these approaches can be applied. Each level in this hierarchy abstracts implementation details of
the level below it and presents an independent interface to the level above it.
(1) Hardware: At the bottom of the hierarchy are the actual chipsets that execute all learning
algorithms. Fundamental research in this area aims at improving existing chip design (by
developing chips with more compute and memory, and lower power consumption and
footprint) or developing new designs with novel architectures that speed up model training.
While hardware research is a fruitful avenue for improving on-device learning, it is an
expensive process that requires large capital expenditure to build laboratories and fabrication
facilities, and usually involves long timescales for development.
(2) Libraries: Every machine learning algorithm depends on a few key operations (such as
Multiply-Add in the case of neural networks). The libraries that support these operations
are the interface that separate the hardware from the learning algorithms. This separation
allows for algorithm development that is not based on any specific hardware architecture.
Improved libraries can support faster execution of algorithms and speed up on-device training.
However, these libraries are heavily tuned to the unique aspects of the hardware on which
the operations are executed. This dependency limits the amount of improvement that can be
gained by new libraries.
(3) Algorithms: Since on-device learning techniques are grounded in their algorithmic im-
plementations, research in novel algorithm development is an important part of making
model training more efficient. Such algorithm development can take into account resource
constraints as part of the model training process. Algorithm development leads to hardware-
independent techniques but the actual performance of each algorithm is specific to the exact
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domain, environment, and hardware, and needs to be verified empirically for each config-
uration. Depending on the number of choices available in each of these dimensions, the
verification space could become very large.
(4) Theory: Every learning algorithm is based on an underlying theory that guarantees certain
aspects of its performance. Developing novel theories targeted at on-device learning help us
understand how algorithms will perform under resource-constrained settings. However, while
theoretical research is flexible enough to apply across classes of algorithms and hardware
systems, it is limited due to the inherent difficulty of such research and the need to implement
a theory in the form of an algorithm before its utility can be realized.
Fig. 2. Different approaches to improving on-device learning. Topics in gray are covered in this survey.
Fig 2 shows an expanded hierarchical view of the different levels of the edge learning stack and
highlight different ways to improve the performance of model training on the device at each level.
The hardware approaches involve either adding additional resources to the restricted form-factor of
the device or developing novel architectures that are more resource efficient. Software approaches
to improve model training involve either improving the performance of computing libraries such
as OpenBLAS, Cuda, CuDNN or improving the performance of the machine learning algorithms
themselves. Finally, theoretical approaches help direct new research on ML algorithms and improve
our understanding of existing techniques and their generalizability to new problems, environments,
and hardware.
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1.2 Scope of this survey
There is a large ongoing research effort, mainly in academia, that looks at on-device learning from
multiple points of view including single vs. multiple edge devices, hardware vs. software vs. theory,
and domain of application such as healthcare vs. consumer devices vs. autonomous cars. Given
the significant amount of research in each of these areas it is important to restrict this survey to a
manageable subset that targets the most important aspects of on-device learning.
We first limit this survey to the Algorithms and Learning Theory levels in Fig 1. This allows
us to focus on the machine learning aspects of on-device learning and develop new techniques
that are independent of specific hardware. We also limit the scope of this survey to learning on a
single device. This restriction makes the scope of the survey manageable while also providing a
foundation on which to expanded to distributed settings. In addition, at the right level of abstraction,
a distributed edge system can be considered as a single device with an additional resource focused
on communication latency. This view allows us to extend single-device algorithms and theories to
the distributed framework at a later stage.
The goal of this survey then is to provide a large-scale view of the current state-of-the-art in
algorithmic and theoretical advances for on-device learning on single devices. To accomplish this
goal, the survey reformulates the problem of on-device learning as one of resource constrained
learning. This reformulation describes the efficiency of on-device learning using two resources
– compute and memory – and provides a foundation for a fair comparison of different machine
learning and AI techniques and their suitability for on-device learning. Finally, this survey identifies
challenges in algorithms and theoretical considerations for on-device learning and provides the
background needed to develop a road map for future research and development in this field.
1.3 How to read this survey
This survey is a comprehensive look at the current state-of-the-art in training models on resource-
constrained devices. It is divided into 4 main sections excluding the introduction and the conclusion.
Section 2 briefly introduces the resources and their relevance to on-device learning. Sections 3 and
4 respectively focus on the algorithmic and theoretical levels of the edge platform hierarchy. Finally
section 5 provides a brief summary and identifies various challenges in making progress towards
a robust framework for on-device learning. For those interested in specific aspects of on-device
learning, sections 3 and 4 are mostly self-contained and can be read separately.
Resource Constraints in On-Device Learning (in Section 2) : briefly discusses the relevant
resources that differentiate on-device learning from a cloud-based system. Most existing research at
the various levels in Fig 1 is targeted towards addressing on-device learning when there is limited
availability of these resources.
Algorithm Research (in Section 3): addresses recent algorithmic developments towards accu-
rately capturing the hardware constraints in a software framework and then surveys the state-of-
the-art in machine learning algorithms that take into account resource constraints. This section
categorizes the algorithms from a computational perspective (i.e. the underlying computational
model used).
Theory Research (in Section 4) : addresses on-device learning from a statistical perspective
and surveys traditional learning theories forming the basis of most of the algorithm designs
addressed in section 3. It later addresses the ‘un-learnability’ problem in a resource constrained
setting and surveys newer resource constrained learning theories. Such newer theories abstract the
resource constraints (i.e. memory, processing speed etc.) as an information bottleneck and provides
performance guarantees for learning under these settings.
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Finally, section 5 summarises the previous sections and addresses some of the open challenges
in on-device learning research.
2 RESOURCE CONSTRAINTS IN ON-DEVICE LEARNING
The main difference between traditional machine learning and learning/inference on edge are the
additional constraints imposed by device resources. Designing AI capabilities that run on a device
necessitates building machine learning algorithms with high model accuracy while concurrently
maintaining the resource constraints enforced by the device. This section discusses these critical
resource constraints that pose major challenges while designing learning algorithms for edge
devices.
2.1 Processing Speed
The response time is often among the most critical factors for the usability of any on-device
application [140]. The two commonly used measurements are throughput and latency. Throughput
is measured as the rate at which the input data is processed. To maximize throughput it is common
to group inputs into batches resulting in higher utilization. But, measuring this incurs additional
wait time for aggregating data into batches. Hence, for time-critical use cases, latency is the more
frequently used measure. Latency characterizes the time interval between a single input and its
response. Although throughput is the inverse of latency (when batch size is fixed to 1), the runtime
of an application may vary dramatically depending on whether computations are optimized for
throughput vs. latency [183]. To simplify our discussion, in this survey we use an abstract notion
of runtime as a proxy for both throughput and latency.
For the physical system, the processing speed dictates the runtime of an application. This speed
is typically measured in clock frequency (i.e. the number of cycles per second) of a processor.
Within each cycle, a processor carries out a limited number of operations based on the hardware
architecture and the types of the operations. For scientific computations, FLOPS is frequently used
to measure the number of floating point operations per second. Another frequently used measure
specifically for matrix intensive computations such as those in machine learning algorithms is
multiplier–accumulate (MAC). Thus, besides increasing the clock frequency, efficiently combining
multiple operations into a single cycle is also an important topic for improving the processing
speed.
On a separate note, the processing speed of a system is also sensitive to the communication
latency among the components inside a system. As discussed before, the communication latency
aspect is better aligned to the distributed/decentralized computing paradigm for edge learning and
has not been addressed in this survey.
2.2 Memory
At the heart of any machine learning algorithm is the availability of data for building the model. The
second important resource for building AI driven on-device applications is memory. The memory
of a computing device provides immediate data access as compared to other storage components.
However, this speed of data access comes at higher costs. For reasons of cost, most edge devices are
designed with limited memory. As such, the memory footprint of edge applications are typically
tailored for a specific target device.
Advanced machine learning algorithms often take a significant amount of memory during model
building through storage of the model parameters and auxiliary variables etc. For instance, even
relatively simple image classification models like ResNet-50 can take megabytes of memory space
(see Table 3). Therefore, designing a lightweight model is of a key aspect of accomplishing machine
learning on the device. A detailed survey of such techniques is covered in sections 3 and 4.
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Besides the model size, querying the model parameters for processing is both time-consuming
and energy-intensive [166]. For example, a single MAC operation requires three memory reads and
one memory write. In the worst case, these reads and write may be on the off-chip memory rather
than the on-chip buffer. This would result in a significant throughput bottleneck and cause orders
of magnitude higher energy consumption [22].
2.3 Power Consumption and Energy Efficiency
Power consumption is another crucial factor for on-device learning. An energy efficient solution
can prolong the battery lifetime and cut maintenance costs. The system power, commonly studied
in hardware development, is the ratio of energy consumption and time span for a given task.
However, it is not a suitable measure for machine learning applications on the edge. First, the power
consumption depends on the volume of computation required, e.g. data throughput. Second, the
application is often capped at the maximum power of the device when the learning task is intensive.
Therefore to better quantify the power consumption, the total energy consumption along with the
throughput is recommended for comparing energy efficiency.
Linking energy consumption of a particular AI driven application for a specific device jointly
depends on a number of factors like runtime, memory etc. Capturing these dependencies are almost
never deterministic. Hence, most existing research estimate the power/energy usage through a
surrogate function which typically depends on the memory and runtime of an application. A more
detailed survey of such advanced approaches are covered in section 3.
Table 1. Comparison of hardware requirements
Use Device Hardware Chip Computing Memory Power
Workstation NVIDIA DGX-21 16 NVIDIA Tesla V100 GPUs 2 PFLOPS 512 GB 10 kW
Mobile Phone Pixel 32 Qualcomm Snapdragon™ 8453 727 GFLOPS 4 GB 34mW (Snapdragon)
Autonomous Driving NVDIA DRIVE AGX Xavier4 NVIDIA Xavier processor 30 TOPS 16 GB 30W
Smart home Amazon Echo5 TI DM3725 ARM Cortex-A8 up to 1 GHz 256 MB 4 W (peak)
General IoT Qualcomm AI Engine 6 Hexagon 685 and Adreno 615 2.1 TOPS 2-4 GB 1W
General IoT Raspberry Pi 37 Broadcom ARM Cortex A53 1.2 GHz 1 GB 0.58 W
General IoT Arduino Uno Rev38 ATmega328P 16 MHz 2 KB 0.3 W
1 http://images.nvidia.com/content/pdf/dgx-2-print-datasheet-738070-nvidia-a4-web.pdf
2 https://store.google.com/product/pixel_3_specs
3 https://www.qualcomm.com/products/snapdragon-845-mobile-platform
4 https://www.nvidia.com/en-us/self-driving-cars/drive-platform/hardware/
5 https://www.ifixit.com/Teardown/Amazon+Echo+Teardown/33953
6 https://www.qualcomm.com/products/vision-intelligence-400-platform
7 https://www.raspberrypi.org/magpi/raspberry-pi-3-specs-benchmarks/
8 https://store.arduino.cc/usa/arduino-uno-rev3
2.4 Typical Use Case and Hardware
Finally we conclude this section by providing a brief landscape of the variety of edge devices used
in several use-case domains and their resource characterization. As seen in Table 1, learning on
edge spans a wide spectrum of hardware specifications. Hence, designing machine learning models
for edge devices requires a very good understanding of the resource constraints, and appropriately
incorporating these constraints into the systems, algorithms and theoretical design levels.
3 ALGORITHMS FOR ON-DEVICE LEARNING
The algorithms approach targets developing resource-efficient techniques that work with existing
resource-constrained platforms. This section provides a detailed survey on the various approaches to
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analyze and estimate a Machine Learning (ML) model’s resource footprint, and the state-of-the-art
algorithms proposed for on-device learning.
We present these algorithms and model optimization approaches in a task-agnostic manner. This
section discusses general approaches that adapt both traditional ML algorithms and deep learning
models to a resource constrained setting. These approaches can be applied to multiple tasks such
as classification, detection, regression, image segmentation and super-resolution.
Many traditional ML algorithms, such as SVM and Random Forest, are already suitable for
multiple tasks and do not need special consideration per task. Deep learning approaches, on the
other hand, do vary considerably from task to task. However, for the tasks mentioned above, these
networks generally deploy a CNN or RNN as the backbone network for feature extraction [90, 129].
As a consequence the resource footprint of training the backbone networks would directly affect the
training performance of the overall model. For example, deep learning based image segmentation
methods usually use ResNet as the backbone, while adding additional modules such as a graphical
models, modifications to the convolution computation, or combining backbone CNNs with other
architectures such as encoder-decoders to achieve their goal. [129].
Given these commonalities, we expect the approaches presented in this section to be generalizable
to different tasks and refer the readers to surveys [50, 90, 129, 190] for detailed comparison of
task-specific models. More importantly, we categorize the directions in which improvements can be
made, which could serve as a guideline for proposing novel resource-efficient techniques for new
models/tasks. Note that for CNN benchmarking, we use the image classification task as an example
as benchmarking datasets are well established for this area. Tasks such as scene segmentation
and super-resolution currently lack standard benchmarks making it difficult to equitably compare
models.
3.1 Resource Footprint Characterization
Before adaptingML algorithms to the resource-constrained setting, it is important to first understand
the resource requirements of common algorithms and identify their resource bottlenecks. The
conventional approach adopts an asymptotic analysis (such as the Big-O notation) of the algorithm’s
implementation. For DNNs, an alternate analysis technique is to use hardware-agnostic metrics
such as the number of parameters and number of operations (FLOPs/MACs). However, it has
been demonstrated that hardware-agnostic metrics are too crude to predict the real performance
of algorithms [119, 123, 202] because these metrics depend heavily on the specific platform and
framework used. This hardware dependency has lead to a number of efforts aimed at measuring
the true resource requirements of many algorithms (mostly DNNs) on specific platforms. A third
approach to profiling proposes building regression models that accurately estimate and predict
resource consumption of DNNs from their weights and operations. We will provide an overview
of all these resource characterization approaches in this subsection as well as new performance
metrics for algorithm analysis that incorporates the algorithm’s resource footprint.
3.1.1 Asymptotic Analysis. In this section, we present a comparative overview of the computational
and space complexities of both traditional machine learning algorithms and DNNs using asymptotic
analysis and hardware-agnostic metrics.
Traditional Machine Learning Algorithms: Due to the heterogeneity of model architectures
and optimization techniques, there is no unified approach that characterizes the resource utilization
performance of traditional machine learning algorithms. The most commonly used method is
asymptotic analysis that quantifies computational complexity and space complexity using the
Big-O notation. Table 2 summarizes the computational and space complexities of 10 popular
machine learning algorithms based on their implementation in Map-Reduce [26] and Scikit-Learn
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[103]. Note that algorithm complexity can vary across implementations, but we believe the results
demonstrated in Table 2 are representative of the current landscape. For methods that require
iterative optimization algorithms or training steps, the training complexity is estimated for one
iteration.
Table 2. Comparison of traditional machine learning algorithms. Notation:m-number of training samples;
n-input dimension; c-number of classes.
Algorithm Model size Optimization Training complexity Inference complexity
Decision tree O(m) - O(mnloд(m)) O(loд(m))
Random forest O(Ntr eem) - O(Ntr eemnloд(m)) O(Ntr ee loд(m))
SVM O(n) gradient descent O(m2n) O(msvn)
Logistic regression O(n) Newton-Raphson O(mn2 + n3) O(n)
kNN O(mn) - - O(mn)
Naive Bayes O(nc) - O(mn + nc) O(nc)
Linear regression O(n) matrix inversion O(mn2 + n3) O(n)
k-Means - - O(mnc) -
EM - - O(mn2 + n3) -
PCA - eigen-decomposition O(mn2 + n3) -
Some key observations can be made from Table 2. First, most traditional machine learning
algorithms (except tree-based methods and kNN) have a model size that is linear to the input
dimension, which do not require much memory (compared to DNNs which will be discussed
later). Second, except for kNN which requires distance calculation between the test data and
all training samples, the inference step of other algorithms is generally very fast. Third, some
methods require complex matrix operations such as matrix inversion and eigen-decomposition
with computational complexity around O(n3) [26]. Therefore, one should consider whether these
matrix operations can be efficiently supported by the targeted platform when deploying these
methods on resource-constrained devices.
In terms of accuracy of traditional machine learning algorithms, empirical studies have been
carried out using multiple datasets [2, 49, 207]. However, for on-device learning, there are few
studies that analyze both accuracy and complexity of ML algorithms and the tradeoffs therein.
Deep Neural Networks: Deep neural networks have shown superior performance in many
computer vision and natural language processing tasks. To harvest their benefits for edge learning,
one has to first evaluate whether the models and the number of operations required can fit into the
available resources on a given edge device. Accuracy alone cannot justify whether a DNN is suitable
for on-device deployment. To this end, recent studies that propose new DNN architectures also
consider MACs/FLOPs and number of weights to provide a qualitative estimate of the model size
and computational complexity. However, both memory usage and energy consumption also depend
on the feature map or activations [22, 119]. Therefore, in the following, we review popular DNNs
in terms of accuracy, weights, activations and MACs. Accuracies of models are excerpted from
best accuracies reported on open platforms and the papers that proposed these models. Number
of weights, activations and MACs are either excerpted from papers that first proposed the model
or calculated using the Netscope tool [34]. Note that these papers only count the MACs involved
in a forward pass. Since the majority of the computational load in training DNNs happens in the
backward pass, the values reported do not give a realistic picture of the computational complexity
for model training.
Compared to other network architectures, most on-device learning research focuses on CNNs,
which can be structured as an acyclic graph and analyzed layer-by-layer. Specifically, a CNN
consists of two types of layers, namely, the convolutional layer (CONV) and the fully connected
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Table 3. Comparison of popular CNNs.
Metric AlexNet[96]
VGG-16
[157]
GoogLeNet
[167]
ResNet-18
[69]
ResNet-50
[69]
Inception
v3 [168]
Top-1 acc. 57.2 71.5 69.8 69.6 76.0 76.9
Top-5 acc. 80.2 91.3 90.0 89.2 93.0 93.7
Input size 227×227 224×224 224×224 224×224 224×224 299×299
# of stacked CONV
layers 5 13 21 17 49 16
Weights 2.3M 14.7M 6.0M 9.5M 23.6M 22M
Activations 0.94M 15.23M 6.8M 3.2M 11.5M 10.6M
MACs 666M 15.3G 1.43G 1.8G 3.9G 3.8G
# of FC layers 3 3 1 1 1 1
Weights 58.7M 125M 1M 0.5M 2M 2M
Activations 9K 9K 2K 1.5K 3K 3K
MACs 58.7M 125M 1M 0.5M 2M 2M
Total weights 61M 138M 7M 10M 25.6M 24M
Total activations 0.95M 15.24M 6.8M 3.2M 11.5M 10.6M
Total MACs 724M 15.5G 1.43G 1.8G 3.9G 3.8G
layer (FC). It has been shown in [22] that the resource requirement of these two layers can be
very different due to their different data flow and data reuse patterns. In Table 3, we summarize
the layer-wise statistics of popular high-performance CNN models submitted to the ImageNet
challenge. In general, these models are very computation and memory intensive, especially during
training. Training requires allocating memory to weights, activations, gradients, data batches, and
workspace, which is at least hundreds of MBs if not GBs. These models are hard to deploy on
a resource-constrained device, let alone be trained on one. To enable CNN deployment on edge
devices, models with smaller sizes and more compact architectures are proposed, which we will
review in Section 3.2.2.
3.1.2 Resource Profiling. The most accurate way to quantify the resource requirements of machine
learning algorithms is to measure them during deployment. Table 4 summarizes current efforts
on DNN benchmarking using various platforms and frameworks. For inference, we only present
benchmarks that use at least one edge device such as a mobile phone or an embedded computing
system (such as NVidia Jetson TX1). However, as it has not been feasible to train DNNs at large-scale
on edge devices yet, we present training benchmarks utilizing single or multiple high-performance
CPU or GPUs. Interestingly, apart from measuring model-level performance, three benchmarks [1,
52, 146] further decompose the operations involved in running DNNs and profile micro-architectural
performance. We believe that these finer-grained measurements can provide more insights into
resource requirement estimation for both training and inference, which are composed of these
basic operations.
As opposed to DNNs, there are few profiling results reported for on-device deployment of
traditional machine learning algorithms, and usually as a result of comparing these algorithms to
newly developed ones. For example, inference time and energy are profiled in [98] for a newly
proposed tree-based Bonsai method, local deep kernel learning, single hidden layer neural network,
and gradient boosted decision tree on the Arduino Uno micro-controller board. However, memory
footprint is not profiled. Some other works empirically analyze the complexity and performance of
machine learning algorithms [113, 205] where the experiments are conducted on computers but not
resource constrained devices. To better understand the resource requirements of traditional machine
learning methods, more systematic experiments need to be designed to profile their performance
on different platforms and various frameworks.
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Table 5. DNN resource requirements modeling. ASIC: Application-Specific Integrated Circuit. Matmul: matrix
multiplication. RMSPE: root mean square percentage error.
Work Platform Framework Metric Measuredfeatures
Regression
model
Relative
error
Augur[119] NVidia TK1,TX1 Caffe
inference:
memory,
time
matrix dimensions
in matmul, weights,
activations
linear
memory: 28% -
50%; time: 6% -
20%
Paleo[141]
NVidia Titan
X GPU clus-
ter
TensorFlow
training &
inference:
time
forward & backward
FLOPs, weights, acti-
vations, data, platform
percent of peak
linear 4%-30%
Gianniti et al.
[56]
NVidia
Quadro
M6000 GPU
- training:time
forward & backward
FLOPs of all types of
layers
linear < 23%
SyNERGY
[148]
Nvidia
Jetson TX1 Caffe
inference:
energy MACs linear
< 17% (w/o Mo-
bileNet)
NeuralPower
[13]
Nvidia Titan
X & GTX
1070
TensorFlow
& Caffe
inference:
time, power,
energy
layer configuration
hyper-parameters, mem-
ory access, FLOPs,
activations, batch size
polynomial
time: < 24%;
power: < 20%;
energy: < 5%
HyperPower
[160]
Nvidia
GTX1070 &
Tegra TX1
Caffe
inference:
power,
memory
layer configuration
hyper-parameters linear RMSPE < 7%
Yang et al.
[202]
ASIC
Eyeriss[22] -
inference:
energy MACs, memory access - -
DeLight
[149]
Nvidia Tegra
TK1 Theano
training&
inference:
energy
layer configuration
hyper-parameters linear -
3.1.3 Resource Modeling and Estimation. To provide more insights into how efficiently machine
learning algorithms can be run on a given edge device, it’s helpful to model and predict the
resource requirements of these algorithms. Even though performance profiling can provide accurate
evaluation of resource requirements, it can be costly as it requires the deployment of all models to
be profiled. If such requirements can be modeled before deployment, it will then be more helpful
for algorithm design and selection. Recently, there have been an increasing number of studies that
attempt to estimate energy, power, memory and runtime of DNNs based on measures such as matrix
dimension and MACs. There are many benefits if one can predict resource requirements without
deployment and runtime profiling. First, it can provide an estimate of training and deployment cost
of a model before actual deployment, which can reduce unnecessary implementation costs. Second,
the modeled resource requirements can be integrated into the algorithm design process, which
helps to efficiently create models that are tailored to specific user-defined resource constraints.
Third, knowing the resource consumption of different operation types can help to decide when
offloading and performance optimization are needed to successfully run learning models on edge
devices [119].
In Table 5, we summarize recent studies that propose approaches to model resource require-
ments of DNNs. Generally, a linear regression model is built upon common features such as
FLOPs for certain types of operations, activation size, matrix size, kernel size, layer configuration
hyper-parameters, etc., which are not hard to aquire. The Relative Error column shows how these
estimation models perform compared to the actual runtime profiling results of a network. We can
see that most models demonstrate a relative error between 20% and 30%, which indicates that
even though hardware dependency and various measures are taken into account, it can still be
challenging to make consistently accurate predictions on resource requirements. This large relative
error further shows that metrics such as FLOPs or MACs alone are very crude estimates that can
provide limited insights. Note that all models are platform and framework dependent, meaning
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that the coefficients of the regression model will change when the platform or framework changes.
Nevertheless, these studies provide a feasible approach to approximate resource requirements of
DNNs. It remains to be seen whether similar methodology can be adopted to model the resource
requirements of machine learning algorithms other than DNNs.
3.1.4 New Metrics. Resource constrained machine learning models cannot be evaluated solely on
traditional performance metrics like, accuracy for classification, perplexity in language models, or
mean average precision for object detection. In addition to these traditional metrics there is a need
for system specific performance metrics. Such metrics can be broadly categorized as below:
(1) Analyze the multi-objective pareto front of the designed model along the dimension of
accuracy and resource footprint. Following [23] some commonly used metrics include,
Reward =
{
Accuracy, if Power ≤ Power budget
0, otherwise,
(1)
or
Reward =
{
1 − Energy∗, if Accuracy ≥ Accuracy threshold
0, otherwise,
(2)
where Energy∗ is a normalized energy consumption. Using this measure, a model can be
guaranteed to fulfill the resource constraints. However, it is hard to compare several models
as there is no single metric. In addition, it is also harder to optimize the model when reward
goes to zero.
(2) Scalarization of the multi-objective metric into a unified reward [70], Figure of Merit (FoM)
[182], or NetScore [197] that merges all performance measures into one number, e.g.
Reward = −Error × log(FLOPs), (3)
or
FoM = AccuracyRuntime × Power , (4)
or
NetScore = 20 log
(
Accuracyα
ParametersβMACsγ
)
, (5)
where α , β and γ are coefficients that control the influence of individual metrics. Using a
single value, a relative ordering between several models is possible. However, now there are
no separate threshold on the resource requirements. Hence, the optimized model may still
not fit the hardware limitations.
Note that, in addition to using the metrics in eq. (1) to (5) to evaluate the model performance,
the works in [23, 70, 182] also utilize these metrics to build and optimize their learning algorithms.
The main idea is to accurately maintain the system requirements and also improve the model’s
performance during training [170].
3.2 Resource Efficient Training
In this section, we review existing algorithm improvements on resource-constrained training.
Note that orthogonal approaches have been made in specialized hardware architecture design
and dataflow/memory optimization to enable on-device learning [147, 166]. While algorithmic
and architectural approaches are tightly correlated and in most cases complement each other, we
maintain our focus on resource-efficient algorithms that can work across platforms.
In the machine learning task, the available resources are mainly consumed by three sources: 1)
the ML model itself; 2) the optimization process that learns the model; and 3) the dataset used for
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learning. For instance, a complex DNN has a large memory footprint while a kernel based method
may require high computational power. The dataset requires storage when it is collected and
consumes memory when it is used for training. Correspondingly, there are mainly three approaches
that adapt existing ML algorithms to a resource-constrained setting: 1) reducing model complexity
by incorporating resource constraints into the hypothesis class; 2) modifying the optimization
routine to reduce resource requirements during training; and 3) developing new data representations
that utilize less storage. Particularly, for data representation, there is a line of work that proposes
new learning protocols for resource-constrained scenarios where full data observability is not
possible [8, 156]. In the following, we broadly review resource efficient training methods according
to these categories.
3.2.1 Lightweight ML Algorithms. As shown in Table 2 in Section 3.1.1, some traditional ML
algorithms, such as Naive Bayes, Support Vector Machines (SVMs), Linear Regression, and certain
Decision Tree algorithms like C4.5, have relatively low resource footprints [2]. The lightweight
nature of these algorithms make them good candidates for on-device learning applications. These
algorithms can be readily implemented on a particular embedded sensor system or portable device
with few refinements to fit the specific hardware architecture [66, 105, 117].
3.2.2 Reducing Model Complexity. Adding constraints to the hypothesis class or discovering
structures in the hypothesis class is a natural approach to selecting or generating simpler hypotheses.
This approach is mostly applied to large models, such as decision trees, ensemble-based models,
and DNNs.
Decision trees can have large memory footprint due to the large number of tree nodes. To
avoid over-fitting and to reduce this memory footprint, pruning is a typical approach applied for
deploying decision trees [97]. Recently, there are also studies that develop shallow and sparse tree
learners with powerful nodes that only require a few kilobytes of memory [98].
For ensemble-based algorithms such as boosting and random forest, a critical question is how to
select weak learners to achieve higher accuracy with lower computational cost. To address this
issue, [61] proposed a greedy approach that selects weak decision-tree-based learners that can
generate a prediction at any time, where the accuracy can increase if larger latency is allowed to
process weaker learners.
For DNNs, there have been a plethora of studies that propose more lightweight model architec-
tures for on-device learning. While most of these models are designed for edge deployment, we still
include these approaches in efficient training because reductions in weights and connections in
these new architectures lead to fewer resource requirements for continued training. In Table 6, we
provide a comparative overview of some representative lightweight CNN architectures. Compared
to networks presented in Table 3, these networks are much smaller in terms of size and computation,
while still retaining fairly good accuracy compared to large CNNs. Unfortunately, there is not much
work developing lightweight models for DNN architectures other than CNNs.
Among the models presented in Table 6, MnasNet is a representative model generated via
automatic neural architecture search (NAS), whereas all other networks are designed manually.
NAS is usually based on reinforcement learning (RL) or evolutionary algorithms where a predefined
search space is explored to generate the optimal network architecture that achieves the best tradeoff
between accuracy and energy/runtime [195]. To speed up NAS, the resource modeling techniques
mentioned in Section 3.1.3 could be helpful, as they can replace the computationally intensive
process of measuring the actual model performance on device. For example, in ChamNet[31],
predictors for model accuracy, latency, and energy consumption are proposed that can guide the
search and reduce time to find desired models from many GPU hours to mere minutes.
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Table 6. Comparison of lightweight CNNs.
Metric MobileNetV1-1.0[79]
MobileNet
V2-1.0[152]
Squeeze-
Net[85]
Squeeze-
Next-1.0-
23[55]
ShuffleNet
1 × д =
8[210]
Condense-
Net[83]
MnasNet
[170]
Top-1 acc. 70.9 71.8 57.5 59.0 67.6 71.0 74.0
Top-5 acc. 89.9 91.0 80.3 82.3 - 90.0 91.8
Input size 224×224 224×224 224×224 227×227 224×224 224×224 224×224
# of stacked CONV
layers 27 20 26 22 17 37 18
Weights 3.24M 2.17M 1.25M 0.62M 3.9M 2.8M 3.9M
Activations 5.2M 1.46M 4.8M 4.7M 3.2M 1.1M 3.9M
MACs 568M 299M 388M 282M 138M 274M 317M
# of FC layers 1 1 0 1 1 1 1
Weights 1M 1.3M 0 0.1M 1.5M 0.1M 0.3M
Activations 2K 2.3K 0 1.1K 2.5K 1.1K 1.3K
MACs 1M 1.3M 0 0.1M 1.5M 0.1M 0.3M
Total weights 4.24M 3.47M 1.25M 0.72M 5.4M 2.9M 4.2M
Total activations 5.2M 1.46M 4.8M 4.7M 3.2M 1.1M 3.9M
Total MACs 569M 300M 388M 282M 140M 274M 317M
Note that even though for most NAS algorithms, the goal is to optimize for inference performance,
the resulting architectures usually contain fewer parameters and require fewer FLOPS, which could
lead to a lower resource footprint when trained on-device. In fact, a recent study [142] shows that
training time can be significantly reduced on the architectures found in their proposed search
space. If needed, on-device resource constraints that are specific to model training can be taken into
account by NAS. Keeping this in consideration, we include NAS in the resource-efficient training
section, as they provide good candidates for on-device model training tasks.
Figure 3 shows a chronological plot of the evolution of CNN architectures. We include the models
in Table 3, Table 6, as well as recent NAS works including FBNet[198], FBNetV2[184], ChamNet[31],
ProxylessNAS[14], SinglePath-NAS[161], EfficientNet[171], MixNet[172], MobileNetV3[78], and
RegNet[142]. This plot shows the FLOPS each model requires, and only models that achieve more
than 60% top-1 accuracy on the ImageNet dataset are presented. Figure 3 shows a clear transition
from hand-designed CNN architectures to NAS over time, with the best performing models all
being generated using NAS techniques. An advantage of NAS over hand-designed architectures
is that different accuracy-resource tradeoffs can be made a part of the search space resulting in a
group of models that are suitable for platforms with various resource constraints.
Apart from designing new architectures from scratch, another approach to reducing DNN
model complexity is to exploit the sparse structure of the model architecture. One efficient way
to learn sparse DNN structures is to add a group lasso regularization term in the loss function
which encourages sparse structures in various DNN components like filters, channels, filter shapes,
layer depth, etc. [48, 104, 192]. Particularly in [192], when designing the regularization term, the
authors take into account how computation and memory access involved in matrix multiplication
are executed on hardware platforms such that the resulting DNN network can achieve practical
computation acceleration.
Another approach adopted for reduced model complexity involves quantization by using low or
mixed precision data representation. Quantization was first applied to inference where only the
weights and/or activations are quantized post-training. This approach was then extended to training
where gradients are also quantized. Conventionally, all numerical values including weights, data,
and intermediate results are represented and stored using 32-bit floating point data format. There
are a plethora of emerging studies exploring the use of 16-bit or lower precision for storing some
or all of these numerical values in model training without much degradation in model accuracy
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Fig. 3. Ball chart of the chronological evolution of model complexity. Top-1 accuracy is measured on the
ImageNet dataset. The model complexity is represented by FLOPS and reflected by the ball size. The accuracy
and FLOPS are taken from original publications of the models. The time of the model is when the associated
publication is first made available online.
[64, 128]. Most of these approaches involve modifications in the training routine to account for
the quantization error. A more detailed discussion on the training routine modifications of these
methods is provided in the next Section.
3.2.3 Modifying Optimization Routines. There are broadly two directions of research aimed at
improving the performance of quantized models.
Resource constrained Model-Centric Optimization Routines: Optimization or other numer-
ical computation involved in training certain traditional ML models can be very resource intensive.
For example, for kernel-based algorithms such as SVM, kernel computation usually consumes the
most energy and memory. Efficient algorithms have been proposed to reduce the computation
complexity and memory footprint of kernel computations, and are beneficial for both training and
inference [80, 91, 102].
The choice of optimization strategy is crucial for DNN training, as a proper optimization technique
is critical to finding a good local minimum. While many efficient optimization algorithms such as
Adam as well as network initialization techniques are exploited in DNN training, the main objective
is to improve convergence and consequently reduce training time. Other resource constraints are
not taken into account explicitly. In this part, we focus on efficient training algorithms that consider
performance other than runtime and could potentially enable DNN training on devices with limited
memory and power.
The most popular approach for reducing memory footprint of DNN training is quantization, as
mentioned in section 3.2.2. However, quantization inevitably introduces error which could make
training unstable. To resolve this issue, recent works propose minor modifications to the model
training process. A popular approach involves designing a mathematical model to characterize the
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statistical error introduced when limiting the model’s precision through rounding or quantization
[25, 77, 92, 200]; and proposing improvements [76, 95, 121]. In fact, most of the recent research
in this line involves modifications in training updates either through stochastic rounding, weight
initialization or through introducing the quantization error into gradient updates. The work in
[65] uses fixed point representation and stochastic rounding to account for quantization error.
[28] further limits the precision to binary representation of weights using stochastic binarization
during forward and back propagation. However the full precision is maintained during gradient
updates. The authors claim that such unbiased binarization lends to additional regularization of the
network. A more detailed theoretical analysis of stochastic rounding and binary connect networks
can be found in [109]. The work in [116] introduced a quantized version of back-propagation by
representing the weights as powers of 2. This representation converts the multiplication operations
to cheaper bit-shift operations. An alternative noisy back propagation algorithm to account for
the error due to binarization of weights is also introduced in [94]. In a slightly different approach
[84] uses a deterministic quantization but introduces a ‘straight through estimator’ for gradient
computation during back propagation. They further introduce a shift-based batch normalization
and a new shift-based AdaMax algorithm. [143] introduces a new mechanism to compute binarized
convolutions and, additionally, introduces a scaling for the binarized gradients. [194] applies a
non-subtractive dither quantization function to gradients and shows that this function can induce
sparsity and non-zero values with low bitwidth for large enough quantization stepsize.
A more recent approach in [186] moves away from fixed-points to a new floating point repre-
sentation with stochastic rounding and chunk based accumulation during training. Finally, recent
work in [43, 89] simulates the effect of quantization during inference and adds correction to the
training updates by introducing quantization noise in the gradient updates. Slightly different from
[89] where all the weights are quantized, [43] quantizes a random subset of weights and back
propagates unbiased gradients for the complimentary subset.
Apart from the theoretical development of methods that reduce quantization error, some other
works focus on making quantization more practical and generalizable. [211] generalizes the method
of binarized neural networks to allow arbitrary bit-widths for weights, activations, and gradients,
and stochastically quantizes the gradients during the backward pass. To generalize the quantization
technique to different types of models, [15] introduces two learnable statistics of DNN tensors,
namely, shifted and squeezed factors, which are used to adjust the tensors’ range in 8-bits for
minimizing quantization loss. They show that their method works out-of-the-box for large-scale
DNNs without much tuning. However, in most works, there are still some computation in training
that requires full precision representation. To address this issue [204] proposes a framework that
quantizes the complete training path including weights, activations, gradients, error, updates, and
batch-norm layers, and converts them to 8-bit integers. Different quantization functions are used
for different compute elements.
In a very different approach, [158] propose expectation back propagation (EBP), an algorithm
for learning the weights of a binary network using a Variational Bayes technique. The algorithm
can be used to train the network such that, each weight can be restricted to be binary or ternary
values. This approach is very different from the above gradient-based back-propagation algorithms.
However, this approach assumes that the bias is real and is not currently applicable to CNNs.
A chronological summary of the approaches modifying the training algorithms to account for
quantization error is provided in Table 7. While the above approaches (summarized in Table 7)
mainly target modifications to account for the limited bit representations (due to quantization), in
the following section, we highlight several other approaches that are not limited to quantization
corrections.
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Table 7. The chronology of the recent approaches which modifies the training algorithm to account for quanti-
zation error.
Year Approach Keywords Quantization
1 Benchmark
Forward Backward ParameterUpdate Data Model
2014 EBP [158] Expectation Back Propagation 1 bit, FP - - used in [30] Proprietary MLP
2015 Gupta et. al [65]
Stochastic Rounding 16 bits 16 bits 16 bits MNIST Proprietary MLP , LeNet-520 bits 20 bits 20 bits CIFAR-10 used in [75]
Binary Connect [28] Stochastic Binarization 1 bit 1 bit Float 32 2
MNIST
CIFAR-10
SVHN
Proprietary MLP, CNN
2016
Lin et. al [116]
Stochastic Binarization
No forward pass multiplication
Quantized back propagation
1 bit 1 bit Float 32
MNIST
CIFAR-10
SVHN
Proprietary
MLP, CNN
Bitwise Net [94] Weight CompressionNoisy back propagation 1 bit 1 bit
1 bit
Float 323 MNIST Proprietary MLP
XNOR-Net [143]
Binary convolution
Binary dot-product
Scaling binary gradient
1 bit 1 bit 1 bitFloat 324 ImageNet
AlexNet
ResNet-18
GoogLenet
DoReFa-Net [211] stochastic gradient quantizationarbitrary bit-width 1-8 bit 1-8 bit 2-32 bit
SVHN proprietary CNN
ImageNet AlexNet
2017 QNN [84]
Deterministic binarization
Straight through estimators
to avoid saturation
Shift based Batch Normalization
Shift based AdaMAX
1 bit 1 bit 1 bit 5 MNIST proprietary MLP
CiFAR-10
SVHN CNN from [28]
ImageNet AlexNetGoogLenet
4 bit 4 bit 4 bit 6 PennTreebank
proprietary RNN
LSTM
2018
Wang et. al [186]
novel floating point
chunk based accumulation
stochastic rounding
8 bit 8 bit 8 bit 7
CIFAR-10 proprietary CNNResNET
BN50 [177] proprietary MLP
ImageNet
AlexNet
ResNET18
ResNET50
Jacob et. al [89] training with simulatedquantization 8 bit 8 bit 8 bit
8
Imagenet
Resnet
Inception v3
MobileNet
COCO MobileNet SSD
Flickr [79] MobileNet SSD
2019 WAGEUBN [204]
batch-norm layer quantization
8-bit integer representation
combination of direct, constant
and shift quantization
8 bit 8 bit 8 bit ImageNet ResNet18/34/50
2020
S2FP8 [15]
shifted and squeezed FP8
representation of tensors
tensor distribution learning
8 bit 8 bit 32 bit
CIFAR-10 ResNet20/34/50
ImageNet ResNet18/50
English-Vietnamese Transformer-Tiny
MovieLens Neural CollaborativeFiltering (NCF)
Wiedemann et. al [194]
stochastic gradient quantization
induce sparsity
non-subtractive dither
8 bit 8 bit 32 bit
MNIST LeNet
CIFAR-10/100
AlexNet
ResNet18
VGG11
ImageNet ResNet18
Quant-Noise [43] training usingquantization noise 8 bit 8 bit 8 bit
Wikitext-103 RoBERT
MNLI RoBERT
ImageNet EfficientNet-B3
1 minimum quantization for best performing model reported.
2 all real valued vectors are reported as Float 32 by default.
3 involves tuning a separate set of parameters with floating point precision.
4 becomes Float 32 if gradient scaling is used.
5 except the first layer input of 8 bits.
6 contains results with 2 bit, 3 bit and floating point precision.
7 additional 16 bit for accumulation.
8 uses 7 bit precision for some Inception v3 experiments.
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Apart from quantization, there are mainly two other approaches targeted at reducing memory
footprint of DNN training, namely, layer-wise training [19, 60], and trading computation for
memory [62]. One major cause for the heavy memory footprint of DNN training is end-to-end
back-propagation which requires storing all intermediate feature maps for gradient calculation.
Sequential layer-by-layer training has been proposed as an alternative [19]. While this method was
originally proposed for better DNN interpretation, it requires less memory usage while retaining the
generalization ability of the network. Trading computation for memory reduces memory footprint
by releasing some of the memory allocated to intermediate results, and recomputing these results
as needed. This approach is shown to tightly fit within almost any user-set memory budget while
minimizing the computational cost [62]. Apart from these two approaches, some other studies focus
on exploiting the specific DNN architectures and targeted datasets, and propose methods using
novel loss functions [21, 206], and training pipelines [21] to improve the memory and computation
efficiency of DNNs.
While the aforementioned studies demonstrate promising experimental results, they barely
provide any analysis on the generalization error nor the sample complexity under a limited memory
budget. A few studies target at this issue by developing memory-bounded learning techniques
with some performance guarantees. For example, [57, 101, 162, 169] proposed memory-bounded
optimization routines for sparse linear regression and provided upper bounds on regret in an
online learning setting. For PCA, [4, 108, 130, 203, 209] proposed memory or computation-efficient
optimization algorithms while guaranteeing optimal sample complexity.
Note that in an environment with a cluster of CPUs or GPUs, the most popular technique for
speeding up training is parallelization, where multiple computational entities share the computation
and storage for both data and model [38]. However, in IoT applications with embedded systems,
it is not common to have similar settings as a computer cluster. Usually the devices are scattered
and operated in a distributed fashion. To enable cooperation among a group of devices, distributed
learning techniques such as consensus, federated learning and many others have been proposed
[126, 175]. However, the primary concern of these techniques are data privacy and the lack of
central control entity in the application field, which is out of the scope of this paper.
Resource constrained Generic Optimization Routines: While the methods in the previous
subsection are designed for specific algorithms, the approaches in this section target generic
optimization routines. One of the first works in this line of research is BuckWild! [37] which
introduces low precision SGD and provides theoretical convergence proofs of the algorithm. An
implementation of the Buckwild! algorithm through a computation model called "Dataset Model
Gradients Communicate" (DMGC) is provided in [35]. As an improvement to the Buckwild! approach,
the work in [36] proposes novel ‘bit-centering’ quantization for low precision SGD and stochastic
variance reduction gradient (SVRG). An alternative approach to improve upon low-precision SGD
in [37] is also introduced in [201]. This approach introduces the SWALP algorithm, an extension of
the stochastic weight averaging (SWA) scheme for SGDs for low precision arithmetic. While most of
the above approaches mainly analyze the effect of quantization to SGD and its variants; [164] adopts
an approach of improving the SGD algorithm under sparse representation. Finally, in a more recent
work, [112] provides the first dimension-free bound for the convergence of low precision SGD
algorithms. There has been significant research on analyzing traditional first order algorithms like
SGD, SVRG etc., in parallel and distributed settings with low precision / quantized bit representation
[3, 51, 115, 124, 165, 173, 191, 193, 199]. Even though these approaches generalize to single device
learning, the main focus of these research is in reducing the communication bottleneck for parallel
and distributed settings. This area is not within the scope of the current survey. A more detailed
survey on communication-efficient distributed optimization is available in [63, 110, 114, 174].
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An alternative line of work involves implementing fixed point Quadratic Programs (QP) for
solving linear Model Predictive Control (MPC). Most of these algorithms involve modifying the fast
gradient methods developed in [139] to obtain a suboptimal solution in a finite number of iterations
under resource constrained settings. In fact these algorithms extend the generic Interior point
methods, Active-set methods, Fast Gradient Methods, Alternating Direction method of multipliers
and Alternating minimization algorithm, to handle quantization error introduced due to fixed point
implementations. However, all these approaches are targeted towards linear MPC problems, and
is not the main focus of this survey. A comprehensive survey on these fixed point QPs for linear
MPCs is available in [125].
3.2.4 Data Compression. Besides complexity inmodels or optimization routines, the dimensionality
and volume of training data significantly dictates the algorithm design for on-device learning. One
critical aspect is the sample complexity 1 i.e. amount of training data needed by the algorithm
to achieve a desired statistical accuracy. This aspect has been widely studied by the machine
learning community and has led to newer learning settings like Semi-Supervised learning [18],
Transductive learning [18, 179], Universum learning [41, 179], Adversarial learning [59], Learning
under Privileged Information (LUPI) [179], Learning Using Statistical Invariants (LUSI) [180] and
many more. These settings allow for the design of advanced algorithms that can achieve high
test accuracies even with limited training data. A detailed coverage of these approaches is outside
the scope of this survey but readers are directed to [18, 24, 41, 54, 59, 178–180, 214] for a more
exhaustive reading.
In this paper we focus on those approaches that reduce the resource footprint imposed by the
dimensionality and the volume of training data.
For example, the storage and memory requirement of k-Nearest Neighbor (kNN) approaches are
large due the fact that all training samples need to be stored for inference. Therefore, techniques
that compress training data are usually used to reduce the memory footprint of the algorithm
[99, 187, 208]. Data compression or sparsification is also used to improve DNN training efficiency.
Some approaches exploit matrix sparsity to reduce the memory footprint to store training data.
For example, [150] transforms the input data to a lower-dimensional embedding which can be
further factorized into the product of a dictionary matrix and a block-sparse coefficient matrix.
Training using the transformed data is shown to be more efficient in memory, runtime and energy
consumption. In [111], a novel data embedding technique is used in RNN training, which can
represent the vocabulary for language modeling in a more compressed manner.
3.2.5 New Protocols for Data Observation. For most learning algorithms, a major assumption is
that full i.i.d. data is accessible in batch or streaming fashion. However, under certain constraints,
only partial features of part or the entire dataset can be observed. For example, feature extraction
can be costly due to either expensive feature computation or labor-intensive feature acquisition.
Another instance is that memory is not sufficient to store a small batch of high-dimensional data
samples. This problem leads to studies on limited attribute observation [8, 17], where both memory
and computation are limited by restricted observation of sample attributes. Under this setting, a
few studies propose new learning algorithms and analyze sample complexity for applications such
as sparse PCA[156], sparse linear regression [17, 68, 88, 136], parity learning[163], etc. While this
new learning protocol provides valuable insights into the trade-offs of sample complexity, data
observability, and memory footprint, it remains to be explored how they can be used to design
resource-efficient algorithms for a wider range of ML models.
1Formal introduction provided in Section 4.2.1
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3.3 Resource Efficient Inference
While inference is not the main focus of this paper, for the sake of completeness, we provide a
brief overview of resource efficient approaches that enable on-device inference. Due to the fact
that most traditional ML algorithms are not resource intensive during inference, we will only focus
on methods proposed for DNNs.
Apart from designing lightweight DNN architectures as discussed in Section 3.2.2, another popular
approach is static model compression, where, during or after training, the model is compressed in
size via techniques such as network pruning [67, 118], vector quantization [58, 67, 185], distillation
[74], hashing [20], network projection [144], binarization [29], etc. These studies demonstrate
significant reduction in model size while retaining most of the network’s predictive capacity.
However, since these models will not change after compression, their complexities cannot
further adapt to dynamic on-device resources or inputs. To address this issue, some novel adaptive
techniques for faster inference on embedded devices are explored in recent works. For example, [40]
uses dynamic layer-wise partitioning and partial execution of CNN based model inference, allowing
formore robust support of dynamic sensing rates and large data volume. Another approach proposed
in [122] involves developing a low cost predictive model which dynamically selects models from a
set of pre-trained DNNs by weighing desired accuracy and inference time as metrics for embedded
devices. [106] introduced Neuro.ZERO to provide energy and intermittence aware DNN inference
and training along with adaptive high-precision fixed-point arithmetic to allow for accelerated
run-time embedded hardware performance.
There have been observations that not all inputs require the same amount of computational
power to be processed. A simple model may be sufficient to classify samples that are easy to
distinguish, while a more complex model is only needed to process difficult samples. Based on
this reasoning, [11, 82, 189] focus on building and running adaptive models that dynamically scale
computation according to inputs. The specific methods proposed in these works include early
termination, exploration of cascaded models, and selectively using/skipping parts of the network.
These adaptive approaches are complementary to the compression approach, and further resource
efficiency can be expected if these two approaches are applied altogether.
Apart from the ‘model-centric‘ approaches as discussed in Section 3.2.3, hardware and system
optimizations have also been exploited for efficient model deployment. To explore how the choice
of computing devices can impact performance of these models on the edge we direct the reader to
[137]. The survey discusses how various low power hardware such as ASICs, FPGAs, RISC-V, and
embedded devices are used for efficient inferencing of Deep Learning models. Another interesting
survey [188] expands on the various communication and computation modes for deep learning
models where edge devices and the cloud server work in tandem. Their work explores concepts
such as integral offloading, partial offloading, vertical collaboration, and horizontal collaboration to
allow efficient edge-based inference in collaboration with the cloud. [212] further advances these
ideas from the point of view of the network latency between the cloud server and edge device,
exploring techniques such as model partitioning, edge caching, input filtering, early exit strategies
etc., to provide efficient on device inference. Lately, the embedded ML research community has also
focused on interconnected and smart home devices for processing data privately and locally with
stronger privacy restrictions and lower latencies. [81] aggregates processing capability of potential
embedded devices at home with comparisons between processing on mobile phones and specific
hardware for efficient DL processing such as Coral TPU and the NVIDIA Jetson Nano.
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3.4 Challenges in Resource-Efficient Algorithm Development
From the discussions in this section, we observe the following challenges for resource characteriza-
tion of existing ML algorithms and development of new resource-efficient algorithms:
(1) Hardware dependency: As observed from existing hardware platform benchmarks and
resource requirement modeling approaches, resource characterization greatly depends on
the platform, framework, and the computing library used. For example, on the Nvidia Jetson
TX1 platform, the memory footprint of a CNN model can be very different based on the
frameworks (Torch vs. Caffe) used [16, 148]. Among all resource constraints, memory footprint
is particularly hard to quantify as many frameworks and libraries deploy unique memory
allocation and optimization techniques. For example, MXNet provides multiple memory
optimization mechanisms and the memory footprint is very different under each mechanism
[138]. Consequently, given specific on-device resource budgets and performance requirements,
it is challenging to choose the optimal algorithm that fits in the resource constraints.
With all the variability and heterogeneity in implementation, it is thereby important to draw
insights and discover trends on what is invariant across platforms. As discussed in [123],
cross-platform models which account for chip variability are needed to transfer knowledge
from one type of hardware to another. Furthermore, we postulate that cross-framework
or cross-library models are also important to enable resource prediction for all types of
implementations.
(2) Metric design:While a few novel metrics are proposed for on-device ML algorithm analysis,
they either cannot be used directly for algorithm comparison, or cannot provide guarantees
that the training process will fit the resource budget. Particularly, for metrics devised based on
hardware agnostic measures such as number of parameters or FLOPs, they rarely accurately
reflect realistic algorithm performance on a specific platform. Therefore, more practical,
commensurable and interpretable metrics need to be designed to determine which algorithm
can provide the best trade-off between accuracy and multiple resource constraints.
(3) Algorithm focus: Most studies on on-device learning focus on DNNs, especially CNNs,
because their layer-wise architectures carry a declarative specification of computational
requirements. In contrast, there has been very little focus on RNNs and traditional machine
learning methods. This is mainly due to their complexity or heterogeneity in structure or
optimization method, and lack of a benchmarking dataset. However, as observed in Table
4, the edge platforms used for DNN profiling are generally mobile phones or embedded
computing cards which still have gigabytes of RAM and large computational power. For IoT
or embedded devices with megabytes or even kilobytes of RAM and low computational power,
DNNs can barely fit. Therefore, traditional machine learning methods are equally important
for edge learning, and their resource requirements and performance on edge devices need
to be better profiled, estimated and understood. In addition, designing advanced learning
algorithms that require only small amounts of training data to achieve high test accuracies is
a huge challenge. Addressing this area can significantly improve the resource footprint (i.e.
low memory footprint to store the training data), while maintaining highly accurate models.
(4) Dynamic resource budget: Most studies assume that the resource available for a given
algorithm or application is static. However, resource budget for a specific application can
be dynamic on platforms such as mobile phone due to events such as starting or closing
applications and application priority changes [44]. Contention can occur when resource is
smaller than the model requirements and resource can be wasted when it is abundant. To
solve this issue, [44] proposed an approach for multi-DNN applications. When trained offline,
for each application, five models with diverse accuracy-latency tradeoffs are generated and
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their resource requirements are profiled. The models are nested with shared weights to reduce
memory footprint. During deployment, a greedy heuristic approach is used to choose the best
models for multiple applications at runtime that achieve user-defined accuracy and latency
requirements while not exceeding the total memory of the device.
4 THEORETICAL CONSIDERATIONS FOR ON-DEVICE LEARNING
Table 8. Broad Categorization of resource constrained algorithms in section 3 with respect to their underlying
learning theories.
Theory Algorithms
Traditional Machine Learning Theory
Low-Footprint ML algorithms (section 3.2.1)
Reducing model-complexity (section 3.2.2)
Modifying Optimization routines (section 3.2.3)
Data Compression (section 3.2.4)
Novel resource constrained machine learning theory New protocols for data observation (section 3.2.5)
While Section 3 categorizes the approaches used for building resource-constrained machine
learning models, this section focuses on the computational learning theory that is used to design
and analyze these algorithms. Nearly every approach in the previous section is based on one of the
following underlying theories,
• Traditional machine learning theory: Most of the existing approaches used to build the
resource efficient machine learning models for inference (in section 3.3) follow what is
canonically referred to as traditional machine learning theory. In addition, approaches like,
low-footprint machine learning (section 3.2.1), reducing model complexity (section 3.2.2), data
compression (section 3.2.4), modifying optimization routines (section 3.2.3) used for resource
efficient training, also follow this traditional learning theory. For example, low-footprint
machine learning involves using algorithms with inherently low resource footprints designed
under traditional learning theory. Approaches like reducing model complexity and data
compression, incorporates additional resource constraints for algorithms designed under
traditional learning theory. Finally, the approach of modifying optimization routines simply
modifies the optimization algorithms used to solve the machine learning problem designed
under such theories.
• Novel resource constrained machine learning theory: These approaches highlight the
gaps in traditional learning theory and propose newer notions of learnability with resource
constraint settings. Most of the algorithms in new protocols for data observation (section 3.2.5)
fall in this category. Typically, such approaches modify the traditional assumption of i.i.d
data being presented in a batch or streaming fashion and introduces a specific protocol of
data observability. Additional algorithmic details are available in 3.2.5.
In this section we provide a detailed survey of the advancements in the above categories. Note
that there is an abundance of literature addressing traditional learning theories [131, 154, 179]. For
completeness however we still include a very brief summary of such traditional theories in section
4.2.1. This summary also acclimatizes the readers with the notations used throughout this section.
Section 4.1 formalizes the learning problem for both traditional as well as resource constrained
settings. Next, section 4.2.1 provides a brief survey of some of the popular traditional learning
theories. The advanced learning theories developed for resource-constraint settings are provided
in section 4.2.2. Finally, we conclude by discussing the existing gaps and challenges in section 4.3.
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4.1 Formalization of the Learning problem
Before delving into the details of the learning theories, we first formalize the learning problem
for traditional machine learning algorithms. We then extend this formalization to novel machine
learning algorithms under resource constraint settings in section 4.1.2. For simplicity we focus
on supervised problems under inductive settings [24, 179]. Extensions to other advanced learning
settings like transductive, semi-supervised, universum etc., can be found in [131, 154, 179].
4.1.1 Traditional Machine Learning Problem. The supervised learning problem assumes an un-
derlying label generating process y = д(x), where y ∈ Y and x ∈ X(data domain) ⊆ Rd ; which
is characterized by a data generating distribution D. Under the inductive learning setting, the
machine learning problem can be formalized as,
Definition 1. Inductive Learning
Given. independent and identically distributed (i.i.d) training samples S = (xi ,yi )ni=1 from the underly-
ing data generating distribution S ∼ Dn , and a predefined loss function l : X ×Y → O (output
domain).
Task. estimate a function/hypothesis hˆ : X → Y from a set of hypothesesH (a.k.a Hypothesis class),
that best approximates the underlying data generating process y = д(x) i.e. which minimizes
ED(l(y, hˆ(x)) = R(hˆ) (6)
Here,
ED(·) = Expectation operator under distribution D; 1(·) = Indicator f unction
and R(·) = True risk of a hypothesis
Some popular examples following this problem setting are,
• Binary Classification problems using 0/1 loss whereY = {−1,+1}, O = {0, 1} and l(y, hˆ(x)) =
1y,hˆ(x).
• Regression problems with additive gaussian noise (i.e. least-square loss) whereY = R, O = R
and l(y, hˆ(x)) = (y − hˆ(x))2.
Typically users incorporate apriori information about the domain while constructing the hy-
pothesis class. In the simplest sense, the hypothesis class gets defined through the methodologies
used to solve the above problems. For example, solving the regression problem using,
• least-squares linear regression: the hypothesis class includes all linear models i.e.H = {h :
h(x) = wT x + b;w ∈ Rd ;b ∈ R}.
• lasso L1− linear regression: the hypothesis class includes all linear models of the form:
H = {h : h(x) = wT x + b;w ∈ Rd ;b ∈ R; | |w| |1 ≤ B}.
4.1.2 Resource Constrained Machine Learning Problem. In addition to the goals highlighted in the
above section, building resource constrained machine learning algorithms introduces additional
constraints to the learning problem. The goal now is not just to minimize the true risk, but also
ensure that the resource constraints discussed in section 2 are met. Typically, these resource
constraints are imposed during inference or training phase of a machine learning pipeline. A
mathematical formalization of this problem can therefore be given as,
Definition 2. Resource Constrained Machine Learning
Given. i.i.d training samples S = (xi ,yi )ni=1 from the underlying data generating distribution S ∼ Dn ,
a predefined loss function l : X ×Y → O, and a predefined resource constraint C(·).
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Inference. estimate a function hˆ : X → Y that best approximates the underlying data generating process
i.e. eq. (6) and simultaneously satisfies C(hˆ).
Training. estimate a function hˆ : X → Y that best approximates the underlying data generating process
i.e. eq. (6) and simultaneously satisfies C(A(S)). Here, A : S → H is an algorithm (model
building process) that inputs the training data and outputs a hypothesis hˆ ∈ H .
As seen above the main difference of this setting with respect to the traditional inductive learning
setting is the additional constraint C(·) on the final model (during inference) or the Algorithm (for
training). As an example, consider the least squares linear regression example discussed above.
Typical resource constraints for such a problem may look like,
• Memory constraint during inference enforced by requiring the model parameters (w,b)
of the estimated model y = wT x + b be represented using float32 precision (∼ 232(d+1) bit
memory footprint) or int16 precision (∼ 216(d+1) bit memory footprint); with x ∈ Rd . This is
equivalent to a constraint on the final model Cfloat32(wˆ, bˆ) = {wˆ ∈ {−3.4E + 38, . . . , 3.4E +
38}d ; bˆ = {−3.4E + 38, . . . , 3.4E + 38}} or Cint16(wˆ, bˆ) = {wˆ = {−32768, . . . , 32767}d ; bˆ =
{−32768, . . . , 32767}}.
• Computation constraint during inference can be enforced by requiring wˆ to be k− sparse
with k < d . This, would ensure k + 1 FLOPS per sample and equivalently constraints final
model as C(wˆ, bˆ) = {wˆ ∈ Rk }.
Similar, memory/computation constraint can be imposed onto the learning algorithm A(S) during
training.
4.2 Learning theories
In this section we discuss the learning theories developed for the problems discussed above.
4.2.1 Traditional Learning Theories. These theories target the traditional learning problem dis-
cussed in 4.1. Most traditional learning theories provide probabilistic guarantees of the goodness of
a model (actually guarantees for all models in the Hypothesis class) with respect to the metric in
eq.(6). Such theories typically decompose eq. (6) into two main components,
R(h) − R∗ = (min
h∈H
R(h) − R∗)︸              ︷︷              ︸
approximation error
+ (R(h) −min
h∈H
R(h))︸                ︷︷                ︸
estimation error
(7)
Here,
Bayes Error, R∗ = min
all measurable h
R(h)
and min
h∈H
R(h)) = smallest in-class error
The approximation error in eq. (7), typically depends on the choice of the hypothesis class and
the problem domain. The value of this error is problem dependent. Traditional learning theories
then characterize the estimation error. One of the fundamental theoretical frameworks used for
such analyses is the PAC-learning framework.
Definition 3. (Efficient) Agnostic PAC-learning [131]
A hypothesis classH is agnostic PAC-learnable using an algorithmA(S), if for a given ϵ,δ ∈ (0, 1) and
for any distribution D over X ×Y (with X ⊆ Rd ) there exists a polynomial function p1( 1ϵ , 1δ ,d, |H |)
such that for any sample size n ≥ p1( 1ϵ , 1δ ,d, |H |) the following holds,
PD(R(hS ) −min
h∈H
R(h) ≤ ϵ) ≥ 1 − δ ; where hS = A(S) ∈ H (8)
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Further it is efficiently PAC learnable if the computation complexity is O(p2( 1ϵ , 1δ ,d, |H |)) for some
polynomial function p2.
As seen from Definition 3 there are two aspects of PAC-learning.
Sample Complexity characterizing Generalization Bounds: Although Definition 3 provides
the learnability framework for a wide range of machine learning problems like regression, multi-
class classification, recommendation etc. For simplicity, in this section we mainly focus on the
sample-complexity (and equivalently the generalization bounds) for binary classification problems.
Extensions of these theories for other learning problems can be found in [131, 154].
Definition 3 guarantees that an estimated model using the algorithm A(S) and sample size
n ≥ p1( 1ϵ , 1δ ,d, |H |), will guarantee predictions with error tolerance of ϵ and a probability 1 − δ .
One popular class of algorithm choice is the Empirical Risk Minimization (ERM) based algorithms.
Here, the algorithms return the hypothesis that minimizes an empirical estimate of the risk function
in (6) given by,
ERM estimate hS = ERM(S) = arдmax
h∈H
RS (h) (9)
where, Empirical Risk RS (h) = 1
n
n∑
i=1
1yi,h(xi )
A very interesting property of the ERM based algorithms is the uniform convergence property
(see [154]). This property dictates that for the ERM algorithm to return a good model from within
H , we need to bound the term |RS (h) − R(h)|;∀h ∈ H . In fact, most popular learning theories
characterize the number of samples (a.k.a sample complexity) needed for bounding this term
|RS (h)−R(h)|;∀h ∈ H for any given ϵ,δ ∈ (0, 1). The canonical form adopted in most such learning
theories is provided next,
Definition 4. Canonical Forms
Generalization Bound: For a given hypothesis class H , training set S ∼ Dn , and ϵ,δ ∈ (0, 1), a
typical generalization bound adopts the following form,
with probability at least 1 − δ we have, ∀h ∈ H R(h) ≤ RS (h) +O(p1( 1
δ
,n, |H |))︸              ︷︷              ︸
confidence term
(10)
A direct implication of (10) and uniform convergence property is the sample complexity provided next,
Sample Complexity A hypothesis classH is PAC learnable using ERM based algorithms with a training
set S of sample complexity n ≥ p2( 1ϵ , 1δ , |H |)
The exact forms of the confidence terms and the sample complexity term depends on the way
the complexity of the hypothesis class is captured. A brief survey of some the popular theories
used to capture the complexity of the hypothesis class is provided in Table 9.
Note that, Table 9 provides a very brief highlight of some of the popular traditional learning
theories. For a more detailed coverage of advanced learning theories please see [131, 154]. In
addition, there are a few alternative theories which uses different learning mechanisms like.,
mistake bounds [131], learning by distance [9], statistical query learning [93]. Most such settings
are adapted for very specific learning tasks and have some connections to the PAC learning theory.
Interested readers are directed to the above references for further details.
, Vol. 1, No. 1, Article . Publication date: July 2020.
28 Sauptik Dhar, Junyao Guo, Jiayi (Jason) Liu, Samarth Tripathi, Unmesh Kurup, and Mohak Shah
Ta
bl
e
9.
Po
pu
la
r
Tr
ad
it
io
na
lL
ea
rn
in
g
Th
eo
ri
es
Th
eo
ry
C
on
fid
en
ce
te
rm
p 1
(1 δ
,
n,
|H
|)
Sa
m
pl
e
C
om
pl
ex
it
y
p 2
(1 ϵ
,
1 δ
,
|H
|)
A
dd
it
io
na
lR
em
ar
ks
Fi
ni
te
H
yp
ot
he
si
s
(|H
|<
∞)
Re
al
iz
ab
le
(m
in
h
∈H
R
(h
)=
0)
PA
C
Bo
un
d
[1
76
]
lo
д
|H
|+l
o
д
1 δ
n
1 ϵ
(lo
д
|H
|+
lo
д
1 δ
)
N
on
-R
ea
liz
ab
le
(m
in
h
∈H
R
(h
),
0)
Ag
no
st
ic
PA
C
[1
76
]
√ loд
|H
|+l
o
д
2 δ
2n
lo
д
|H
|+l
o
д
2 δ
ϵ
2
C
ou
nt
ab
ly
In
fin
it
e
(H
=
∪ n
∈N
h n
)
M
D
L
[1
54
]
√ |d(h
)|+
lo
д
2 δ
2n
lo
д
|d
(h
)|+
lo
д
2 δ
ϵ
2
d
(h
)=
m
in
im
um
de
sc
rip
tio
n
le
ng
th
of
hy
po
th
es
is.
VC
(d
im
en
sio
n)
Th
e-
or
y
[1
81
]
–
√ 2lo
д
G H
(n
)+
lo
д
2 δ
n
–
√ 2dl
o
д
2e
n d
+
lo
д
2 δ
n
(S
au
er
’s
Le
m
a)
lo
д
G H
(n
)+
lo
д
2 δ
ϵ
2
–
Gr
ow
th
Fu
nc
tio
n
G H
(n
)=
su
p
z 1
..
.z
n
∼D
n
|H
z 1
..
.z
n
|.
–
VC
di
m
,d
=
m
ax
n
∈N
:G
H
(n
)=
2n
n,
z i
=
(x i
,
y i
).
In
fin
it
e
H
yp
ot
he
si
s
VC
(E
nt
ro
py
)
Th
e-
or
y
[1
81
]
√ 2lo
д
E
D
[N
(H
,2
n
)]+
lo
д
2 δ
n
lo
д
E
D
[N
(H
,2
n
)]+
lo
д
2 δ
ϵ
2
Si
ze
of
fu
nc
tio
n
cl
as
sN
(H
,
n
)=
|H
z 1
..
.z
n
|.
Co
ve
rin
g
N
um
be
r
[1
96
]
√ loд
(4Γ
1(
2n
,ε
/8
,F
)+
lo
д
(1 δ
))
2n
lo
д
(4Γ
1(
2n
,ε
/8
,F
)+
lo
д
(1 δ
))
ϵ
2
–
Co
ve
rin
g
nu
m
be
rΓ
p
(n
,
ε,
H
)=
m
ax
{N
in
(ε,
H,
||·
|| p
,x
)|x
∈
X}
–
N
in
(ε,
H,
||
·|
| p,
x
)s
m
al
le
st
ca
rd
in
al
ity
of
in
te
rn
al
ε
co
ve
ro
fH
w
ith
||д
|| p
,z
=
(1 n
n ∑ i=1|д
(z i
)|p
)1 p
.
Ra
da
m
ac
he
r
Co
m
-
pl
ex
ity
[6
]
–
2R
n
(H
)+
√ loд
1 δ
2n
–
or
,2
R S
(H
)+
3√ lo
д
2 δ
2n
–
Em
pi
ric
al
Ra
da
m
ac
he
rC
om
pl
ex
ity
,R
S
(H
)=
[su
p
n ∑ i=1σ
ih
(x i
)
n
h
∈H
]
σ
–
Ra
da
m
ac
he
r
Co
m
pl
ex
ity
,
R n
(H
)
=
R
S
(H
)
S
∈D
n
.
Fo
r
eq
ui
va
le
nc
e
w
ith
,
Ga
us
sia
n
co
m
pl
ex
ity
,M
ax
im
um
D
isc
re
pa
nc
y
et
c.
se
e
[6
].
A
lg
or
ith
m
St
ab
ili
ty
[1
31
]
β
+
(2m
β
+
M
)√ lo
д
(1 δ
)
2m
–
A
pp
lie
st
o
β
st
ab
le
al
go
rit
hm
sh
S
=
A
(S
).
–
A
is
un
ifo
rm
ly
β
st
ab
le
if
∀(x
,
y
)
∈
X
×
{−
1,
+
1}
|l(
y,
h S
(x)
)−
l(y
,
h
′ S(
x))
|≤
β
;S
,
S′
∼
D
n
.
Co
m
pr
es
sio
n
Bo
un
ds
[1
54
]
√ R S′
(A
(S
))4
k
lo
д
(m
/δ
)
m
+
8k
lo
д
(m
/δ
)
m
–
S′
=
S I
w
he
re
∃a
n
in
de
x
se
tI
an
d
a
co
m
pr
es
sio
n
sc
he
m
e
B
:S
I
→
H
s.
t.
A
(S
)=
B
(S
I)
w
ith
|S
|>
2|S
I
|.
–
Th
eb
ou
nd
is
on
th
eA
lg
or
ith
m
A
’s
ou
tp
ut
in
te
rm
so
fe
rr
or
on
th
eh
ol
d-
ou
ts
et
S′
.
, Vol. 1, No. 1, Article . Publication date: July 2020.
On-Device Machine Learning: An Algorithms and Learning Theory Perspective 29
Computation complexity: Another aspect of the PAC learning theory is the computational com-
plexity of the algorithm. Note that, there can be several algorithms to obtain the same solution. For
example, to sort an array of numbers both merge sort and binary sort will provide the sorted output.
Although the outcome (solution) of the algorithm may be the same; the worst-case computation
complexity of each algorithm is different i.e. binary sort O(n2) and merge sort O(nloдn). PAC
theory captures the efficiency of an algorithm in terms of its computation complexity. However, the
computation times of any algorithm is machine dependent. To decouple such dependencies most
computation complexity analyses assumes an underlying abstract machine, like a Turing Machine
over reals etc., and provides a comparative machine independent computational analysis in big-O
notation. For example, an O(nloдn) implementation of the merge sort algorithm would mean the
actual runtime in seconds on any machine would follow (see [154]):
"there exist constants c and n0, which can depend on the actual machine, such that, for any value of
n > n0, the runtime in seconds of sorting any n items will be at most cnloд(n)".
A brief coverage of the computation times for several popular algorithms in big-O notation is
provided in Table 2. For a more in-depth discussion on several computational models readers are
directed to [93].
As seen in this section, most popular traditional learning theories mainly target the sample
complexity and in turn the generalization capability of an algorithm to learn a hypothesis class
followed by the computation complexity of the algorithm to learn such a hypothesis class. From
a resource constrained perspective although the computational (processing power) aspect of an
algorithm is (asymptotically) handled in such theories, the interplay between computation vs.
sample complexity is disjunctive. Even so, most of the existing methodologies adopted for resource
constrained machine learning (discussed in sections sections 3.3, 3.2.1, 3.2.2, 3.2.4, 3.2.3) follow this
learning paradigm.
4.2.2 Resource-Constrained Learning Theories. Although the PAC learning theory is the dominant
theory behind majority of the ML algorithms, the notion of sample complexity and resource
complexity (computation, memory, communication bandwidth, power etc.) is disjunctive in such
theories. In fact, the works in [39, 151] raise some critical questions about the adequacy of the
PAC learning framework for designing ML algorithms with limited computation complexity. These
questions have led to a substantial amount of work modifying the PAC learning paradigm to
provide an explicit tradeoff between sample and computation complexity. Good surveys of sample-
computation complexity theory can be found in [32, 33, 39, 45, 120, 153, 155, 159] and is not the main
focus of this paper. Rather, in this category we target the more exclusive class of literature which
additionally captures the effect of space complexity on the sample complexity for learnability. There
is limited research that provides an explicit characterization of such an interplay for any generic
algorithm.Most suchworksmodify the traditional assumption of i.i.d data being presented in a batch
or streaming fashion and introduces a specific protocol of data observability. Such theories limit the
memory/space footprint through this restricted data observability. These advanced theories provide
a platform to utilize existing computationally efficient algorithms under memory constrained
settings to build machine learning models with strong error guarantees. We discuss a few examples
of such work next.
A seminal work in this line can be found in [8], where the authors introduce a new protocol
for data observation called Restricted focus of attention (RFA). This modified protocol is formalized
through a projection (or focusing) function and limits the algorithm’s memory (space) and compu-
tation footprint through selective observation of the available samples’ attributes/features. The
authors introduce a new notion of k-RFA or (k-weak-RFA) learnability, where k is the number of
observed bits (or features) per sample; and provides a framework to analyze the sample complexity
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of any learning algorithm under such memory constrained observation. The interplay between
space and sample complexity of any algorithm designed in this RFA framework is provided in Table
10. Several follow-up works target a class of problems like l1/l2−linear regression, support vector
regression etc., in a similar RFA framework and modified the projection function providing lower
sample complexity [12, 68, 87, 88]. They also provide computationally efficient algorithms for these
specific methods.
Another approach to characterize the sample vs. space complexity is provided in [163]. Here
the authors introduce a memory efficient streaming data observation protocol and utilizes the
statistical query (SQ) based learning paradigm (originally introduced in [93]) to characterize the
sample vs. space complexity for learnability of finite hypothesis classes. Allowing the SQ algorithm
for improper learning, the authors justify applicability to infinite function classes through an ϵ -
cover under some metric. However, such extensions have not been provided in the paper. One major
advantage of this approach is that it opens up the gamut of machine learning algorithms developed
in the SQ paradigm for resource constrained settings [46, 47]. As an example, the authors illustrate
the applicability of their theory for designing resource efficient k-sparse linear regression algorithm
following [46, 47]. Additional details on the space/sample complexity under this framework is
provided in Table 10.
More recently [133, 134] introduced a graph based approach to model the version space of a
hypothesis class in the form of a hypothesis graph. The authors introduced a notion of d-mixing of
the hypothesis graph as a measure of (un)-learnability in bounded memory settings. This notion
of mixing was formalized as a complexity measure in [133] and further utilized to show the un-
learnability property of most generic neural network architectures. In another line of work a
similar (yet complimentary) notion of separability was introduced in [135]. Rather than showing
the negative (unlearnability) results under bounded memory settings; this framework was used
to characterize the lower bound sample vs. space complexity for learnability of a hypothesis
class using an (n,b,δ , ϵ) - bounded memory algorithm. Here, the data generating distribution is
assumed to be uniform in the domain, n = number of training samples, b = bits of memory, δ , ϵ =
confidence, tolerance values for PAC learnability. However, the framework supports a very limited
set of machine learning algorithms and its applicability for modifying popular machine learning
algorithms have not yet been shown.
Finally, [145] proposes a new protocol for data access called branching program and translates
the learning algorithm under resource (memory) constraints in the form of a matrix (as opposed to
a graph in [133]). The authors build a connection between the stability of the matrix norm (in the
form of an upper bound on its maximum singular value) and the learnability of the hypothesis class
with limited memory. This work provides the interplay between the memory-size and minimum
number of samples required for exact learning of the concept class. [7] extended this work for
the class of problems where the sample space of tests is smaller than the sample space of inputs.
[53] further improves upon the bounds proposed in [7, 145]. However, most existing work in this
framework focus on analyzing the learnability of a problem, rather than providing an algorithm
guaranteeing learnability for resource constrained settings.
In addition to the above theories there are a few research works that target a niche yet interesting
class of machine learning problems like hypothesis testing [42, 71, 72, 100, 107] or function estima-
tion [5, 73, 132]. However, their extension to any generic loss function has not been provided and is
non-trivial. Hence, we do not delve into the details of such settings. However, one specific research
on estimating biased coordinates [156] needs special consideration, mainly because it covers a
set of very interesting problems like principal component analysis, singular value decomposition,
correlation analysis etc. This work adopts an information theory centric general framework to
handle most memory constrained estimation problems. The authors introduce a generic (b,nt ,T )
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protocol of data observability for most iterative mini-batch based algorithms. Here, b = space
complexity of intermediate results, nt = size of a mini-batch (of i.i.d samples with dimension d) at
t ∈ T iteration, whereT = number of epochs for the iterative algorithm. In a loose sense the overall
space complexity including the data and intermediate results become O(T (b + ntd)). Under such a
(b,nt ,T ) protocol the authors casts most estimation problems like sparse PCA, Covariance estima-
tion, correlation analysis etc., into a ‘hide-and-seek’ problem. Using this framework the authors
explore the limitations in memory constrained settings and provide the sample complexity for
good estimation with high probability (see Table 10). However, although this provides a framework
to analyze specific estimation problems, there are no guidelines on how to cast/modify existing
algorithms to optimize the space vs. sample complexities within this framework.
4.3 Challenges in Resource-Efficient Theoretical Research
As presented in the above section there are some major challenges underlying the resource efficient
theories discussed in section 4.2.2.
(1) Most of the new theories are mainly developed to analyze the un-learnability of a hypothesis
classH under resource constraints. Adapting such frameworks to develop resource efficient
algorithms guaranteeing the learnability ofH is needed. Although there are a few theoretical
frameworks like [8, 163] which provide guidelines towards developing resource efficient
algorithms. However, the underlying assumptions rule out a wide range of hypothesis classes.
Showing the practicality of such assumptions towards developing a wide range of machine
learning algorithms is a huge challenge in such existing frameworks.
(2) In addition, as shown in Table 10 most of the existing theories deal with a specific aspect of
the space-complexity. For example, [8] mainly considers the per-sample space complexity
while [163] considers the space complexity of the intermediate state representation. A more
comprehensive analysis of the overall space/computation complexity of the algorithm A(S)
needs to be developed.
(3) A general limitation of most of the theoretical frameworks is the limited empirical analysis
of the algorithms designed using these frameworks. For example, most of the analyses are
asymptotic in nature. How such mathematical expressions translate in practicality is still an
open problem.
(4) Most of the existing theories introduces error guarantees in terms of the hypothesis class.
Selecting the optimal model through hyperparameter optimization, model selection routines
in a resource constrained setting and guaranteeing the correctness of the selected model is
missing.
(5) Finally, a comparison between the frameworks introduced in Table 10 is missing.
5 DISCUSSION
The previous sections provide a comprehensive look at the current state of on-device learning
from an algorithm and theory perspective. In this section we provide a brief summary of these
findings and elaborate on the research and development challenges facing the adoption of an edge
learning paradigm. We also highlight the effort needed for on-device learning using a few typical
edge-learning use cases and explain how research in the different areas (algorithms and theory)
has certain advantages and disadvantages when it comes to their usability.
5.1 Summary of the Current State-of-the-art in On-device Learning
We begin by briefly summarizing our findings from Sections 3 and 4. If you have read those sections,
you can skip this summary and move directly to subsection 5.2.
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AlgorithmResearch (details in section 3):Algorithm research mainly targets the computational
aspects of model building under limited resource settings. The main goal is to design optimized
machine learning algorithms which best satisfies a surrogate software-centric resource constraint.
Such surrogate measures are designed to approximate the hardware constraints through asymp-
totic analysis (subsubsection 3.1.1), resource profiling (subsubsection 3.1.2) or resource modeling
(subsubsection 3.1.3). For a given software-centric resource constraint, the state-of-art algorithm
designs adopt one of the following approaches:
(1) Lightweight ML Algorithms (see subsubsection 3.2.1): This approach utilizes already available
algorithms with low resource footprints. There are no additional modifications for resource
constrained model building. As such, for cases where the available device’s resources are
smaller than the resource footprint of the selected lightweight algorithm, this approach will
fail. Additionally, in most cases the lightweight ML algorithms result in models with low
complexity that may fail to fully capture the underlying process.
(2) Reducing Model complexity (see subsubsection 3.2.2): This approach controls the size (mem-
ory footprint) and computation complexity of the machine learning algorithm by adding
additional constraints on to the model architecture (e.g. by selecting a smaller hypothesis
class). For a pre-specified constrained model architecture motivated by the available resource
constraints, this approach adopts traditional optimization routines. Apart from model build-
ing, this is one of the dominant approaches for deploying resource efficient models for model
inference. Compared to the lightweight ML algorithms approach, model complexity reduction
techniques can accommodate a broader class of ML algorithms and can more effectively
capture the underlying process.
(3) Modifying optimization routines (see subsubsection 3.2.3): This approach designs specific
optimization routines for resource efficient model building. Here the resource constraints
are incorporated during the model building (training) phase. Note that as opposed to the
previous technique of limiting the model architectures beforehand, this approach can adapt
the optimization routines to fit the resource constraints for any given model architecture
(hypothesis class). In certain cases, this approach can also dynamically modify the architecture
to fit the resource constraints. Although this approach provides a wider choice of the class of
models, the design process is still tied to a specific problem type (classification, regression,
etc.) and adopted method/loss function (linear regression, ridge regression for regression
problems).
(4) Data Compression (see subsubsection 3.2.4): Rather than constraining themodel size/complexity,
this approach targets building models on compressed data. The goal is to limit the memory
usage via reduced data storage and computation through fixed per-sample computation cost.
In addition a more generic approach includes adopting advanced learning settings that ac-
commodates algorithms with smaller sample complexity. However, this is a broader research
topic and is not just limited to on-device learning. A detailed analysis of these approaches
have been delegated to other existing surveys.
(5) New protocols for data observation (see subsubsection 3.2.5): This approach completely
changes the traditional data observation protocol (like availability of i.i.d data in batch or
online settings), and builds resource efficient models under limited data observation. These
approaches are guided by an underlying resource constrained learning theory (discussed
in subsubsection 4.2.2) which captures the interplay between resource constraints and the
goodness of the model in terms of the generalization capacity. Additionally, compared to
the above approaches, this framework provides a generic mechanism to design resource
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constrained algorithms for a wider range of learning problems applicable to any method/loss
function targeting that problem type.
Obviously one of the major challenges in this research is proper software-centric characterization
of the hardware constraints and appropriately using this characterization for better metric designs.
Some other important challenges include applicability to a wider range of algorithms and dynamic
resource budgeting. A more detailed discussion is available in subsection 3.4.
Theory Research (details in section 4): Research into the theory underlying on-device learning
focuses mainly on developing frameworks to analyze the statistical aspects (i.e. error guarantees)
of a designed algorithm with or without associated resource constraints. There are two broad
categories into which most of the existing resource constrained algorithms can be categorized,
(1) Traditional Learning Theories (see subsubsection 4.2.1): Most of the existing resource con-
strained algorithm design (summarized in 1−4 above) follow this traditional machine learning
theory. A limitation of this approach is that such theories are built mainly for analyzing the
error guarantees of the algorithm used for model estimation. The effect of resource constraints
on the generalization capability of the algorithm is not directly addressed through such theo-
ries. For example, algorithms developed using the approach of reducing the model complexity
typically adopts a two step approach. First the size of the hypothesis class is constrained a
priori to incorporate the resource constraints. Next, an algorithm is designed guaranteeing
the best-in-class model within that hypothesis class. The direct interplay between the error
guarantees and resource constraints is missing in such theoretical frameworks.
(2) Resource constrained learning theories (see subsubsection 4.2.2): Modern research has shown
that it may be impossible to learn a hypothesis class under resource constrained settings. To
circumvent such inconsistencies in traditional learning theories, newer resource constraint
learning theories have been developed. Such theories provide learning guarantees in light of
the resource constraints imposed by the device. The algorithms designed using the approach
summarized in point 5 above follow these newer learning theories. Although such theory
motivated design provides a generic framework through which algorithms can be designed
for a wide range of learning problems for any loss function addressing the problem type, till
date, very few algorithms based on these theories have been developed.
Overall, the newer resource constrained theory research provides a generic framework for designing
algorithms with error guarantees under resource constrained settings which apply to a broader
range of problems. However, currently, very few algorithms have been developed which utilize
these frameworks. Developing additional algorithms in such advanced frameworks need significant
effort. Also, the application of such theories to a complete ML pipeline including hyperparameter
optimization, data preprocessing etc., has not yet been addressed.
5.2 Research & Development Challenges
A study of the current state-of-the-art in on-device learning also provides an understanding of
the existing challenges in the field that prevent its adoption as a real alternative to cloud-based
solutions. In this section we identify a few directions for research that will allow us to build learning
algorithms that run on the edge. As before, we limit our discussion to the algorithm and theory
levels.
Algorithm: The challenges facing the research & development of resource constrained optimized
algorithms falls into three areas:
(1) Software-centric Resource Constraints: A correct characterization of the software-centric
resource constraints that best approximates the hardware resources is absolutely critical to
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developing resource constrained algorithms because the optimal algorithm design is very
specific to a particular device (i.e. computational model) and its available resources.
(2) Understanding how traditional ML algorithms can contribute to edge learning: Majority of
current on-device algorithm research focuses on adapting modern deep learning approaches
like CNN, DNN to run on the edge. Very little focus has been given to traditional machine
learning methods. Traditional machine learning methods are of huge interest for building
edge learning capability especially when memory is limited (for devices with megabytes or
even kilobytes of RAM) and computational power is low. These are precisely the areas where
modern deep architectures are wholly unsuited due to their out-sized memory and compute
requirements. Hence, there is a need to explore the traditional machine learning approaches
for learning on-device. In addition, designing advanced learning algorithms that requires
small training datasets to achieve high test accuracies is a huge challenge. Addressing this
capability can significantly improve the resource footprint (i.e low memory footprint to store
the training data).
(3) Dynamic resource budget: Most existing research assume the availability of dedicated re-
sources while training their edge-learning algorithms. However, for many applications such
an assumption is invalid. For example, in mobile phones an application’s priority may change
[44] based on user’s actions. Hence, there is a need for algorithm research incorporating the
accuracy-latency trade-off under dynamic resource constraints.
For building edge-learning capability for use-cases like object detection, user identification etc.
specific to products like., mobile phones, refrigerator etc. ; significant groundwork needs to be laid
in terms of a complete analysis of existing approaches that cater to the specific requirements of the
use-cases and the products. This analysis also forms the basis for extending existing approaches and
developing newer algorithms in those cases where current methods fail to perform satisfactorily.
Theory: The research on algorithms developed using (extensions of) advanced theoretical frame-
works provides a mechanism to characterize the performance (error) guarantees of a model in
resource constrained settings. The effort on such research needs careful consideration of the
following points,
(1) Analysis of Resource Constraints: Although advanced theories abstract resource constraints
as a form of information bottleneck, a good understanding of how such abstractions practically
impact a resource (say memory vs. computation) needs to be properly analyzed.
(2) Applicability: With the appropriate abstraction in place, applicability (of the underlying
assumptions) of the theory for practical use-cases needs to be analyzed.
(3) Algorithm development: Once newer learning theories supporting resource constraints have
been developed, there is need to develop new algorithms based on these new theoretical
frameworks.
(4) Extending existing theories: The existing theories majorly cater to a very specific aspect of
the ML pipeline (i.e. training an algorithm for a pre-specified hypothesis class). Extending
this approach to the entire model building pipeline (for e.g., Hyper-parameter optimization,
data pre-processing, etc.) remains to be developed. Also, a majority of the underlying theories
target the un-learnability of a problem. Extending such concepts to newer theories to develop
practical algorithms needs to be developed.
Overall, the theory research provides a mechanism to characterize a wide range of edge-specific
ML problems. However, extending research at this level needs significant effort as compared to the
previous algorithmic approaches.
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6 CONCLUSION
On-device learning has so far remained in the purview of academic research, but with the increasing
number of smart devices and improved hardware, there is interest in performing learning on the
device rather than in the cloud. In the industry, this interest is fueled mainly by hardware manufac-
turers promoting AI-specific chipsets that are optimized for certain mathematical operations, and
startups providing ad hoc solutions to certain niche domains mostly in computer vision and IoT.
Given this surge in interest and corresponding availability of edge hardware suitable for on-device
learning, a comprehensive survey of the field from an algorithms and learning theory perspective
sets the stage for both understanding the state-of-the-art and for identifying open challenges and
future avenues of research. However, on-device learning is an expansive field with connections
to a large number of related topics in AI and machine learning including online learning, model
adaptation, one/few-shot learning, resource-constrained learning etc. to name just a few. Covering
such a large number of research topics in a single survey is impractical but, at the same time,
ignoring the work that has been done in these areas leaves significant gaps in any comparison of
approaches. This survey finds a middle ground by reformulating the problem of on-device learning
as resource-constrained learning where the resources are compute and memory. This reformulation
allows tools, techniques, and algorithms from a wide variety of research areas to be compared
equitably.
We limited the survey to learning on single devices with the understanding that the ideas
discussed can be extended in a normal fashion to the distributed setting via an additional constraint
based on communication latency. We also focused the survey on the algorithmic and theoretical
aspects of on-device learning leaving out the effects of the systems level (hardware and libraries).
This choice was deliberate and allowed us to separate out the algorithmic aspects of on-device
learning from implementation and hardware choices. This distinction also allows us to identify
challenges and future research that can be applied to a variety of systems.
Based on the reformulation of on-device learning as resource constrained learning, the survey
found that there are a number of areas where more research and development is needed.
At the algorithmic level, it is clear that current efforts are mainly targeted at either utilizing
already lightweight machine learning algorithms or modifying existing algorithms in ways that
reduce resource utilization. There are a number of challenges we identified in the algorithm space
including the need for decoupling algorithms from hardware constraints, designing effective loss
functions and metrics that capture resource constraints, an expanded focus on traditional as well
as advanced ML algorithms with low sample complexity in addition to the current work on DNNs,
and dealing with situations where the resource budget is dynamic rather than static. In addition,
improved methods for model profiling are needed to more accurately calculate an algorithm’s
resource consumption. Current approaches to suchmeasurements are abstract and focus on applying
software engineering principles such as asymptotic analysis or low-level measures like FLOPS or
MACs (Multiply-Add Computations). None of these approaches give a holistic idea of resource
requirements and in many cases represent an insignificant portion of the total resources required
by the system during learning.
Finally, current research in the field of learning theory for resource constrained algorithms
is focused on the un-learnability of an algorithm under resource constraints. The natural step
forward is to identify techniques that can instead provide guarantees on the learnability of an
algorithm and the associated estimation error. Existing theoretical techniques also mainly focus on
the space(memory) complexity of these algorithms and not their compute requirements. Even in
cases where an ideal hypothesis class can be identified that satisfies resource constraints, further
work is needed to select the optimal model from within that class.
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