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Abstract
We study a class of dynamical systems for which the motions can be described in
terms of geodesics on a manifold (ordinary potential models can be cast into this form by
means of a conformal map). It is rigorously proven that the geodesic deviation equation of
Jacobi, constructed with a second covariant derivative, is unitarily equivalent to that of a
parametric harmonic oscillator, and we study the second quatization of this oscillator. The
excitations of the Fock space modes correspond to the emission and absorption of quanta
into the dynamical medium, thus associating unstable behavior of the dynamical system
with calculable fluctuations in an ensamble with possible thermodynamic consequences.
1 Introduction
There are dynamical systems which can be described by an evolution generated by a geomet-
rical Hamiltonian of the form
H(x, p) =
1
2m
gij(x)pipj . (1)
An example of such a system is the geodesic motion of general relativity which can be under-
stood as the application of Hamilton’s equations to a geometrical Hamiltonian in the frame-
work of a symplectic embedding of the spacetime manifold [MTW]. Another example is the
description of the motion of an electron near the boundaries of a Brillouin zone where the
inverse mass matrix of the electron plays the role of a metric [S]. Geometric Hamiltonians
of the form of Eq. (1) also naturally appear in procedures of geometrization of Newtonian
dynamics. Starting with Hamiltonian of the form
ae-mail: yossef.strauss@gmail.com
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H =
p2
2m
+ V (x) (2)
two common geometrization schemes involve the introduction of the Jacobi metric [J] or
the Eisenhart metric [E]. Moreover, it has recently been shown [HBzLSL] that the dynamics
generated by a Hamiltonian of the form of Eq. (2) can be represented, by means of a conformal
map, in terms of the dynamics of a geodesic flow on a manifold generated by a geometric
Hamiltonian of the form of Eq. (1). The flow generated according to Hamilton’s equations by
the geometric Hamiltonian Eq. (1) is described by the geodesic equation
x¨i + Γijkx˙
j x˙k = 0 (3)
where x˙i is dxi/ds (in the geometrical picture s is understood as the arc length parameter).
The stability of the geodesic flow is locally determined by the geodesic deviation equation
D2ξi
dt2
+Rijklx˙
jx˙kξl = 0 (4)
where D/dt is covariant derivative and ξi are the components of the geodesic deviation vector
ξi(t) = ∂x
i(α,t)
∂α |α=0 where α is the parameter for a family of geodesics in the neighborhood of
the coordinates xi(t) of a point on a geodesic defined by Eq. (3). It was demonstrated in a
large number of cases [HBZ1, HBZ2], that the stability of this geodesic motion with conformal
metric is related to stability of the motion generated by the Hamiltonian in Eq. (2) (as seen
through Lyapunov exponents and Poincare plots).
Viewing the geodesic deviation equation, Eq. (4), as an oscillator equation [A, G], one can
understand the local stability of the geodesic motion on the manifold in terms of the stability
of the associated oscillator. Casseti, Clementi and Pettini [CCP] discuss the idea that this
oscillator is essentially parametric due to curvature fluctuations on manifolds whose natural
motions are geodesic motions and associate dynamical instability of Hamiltonian systems with
parametric instability of the oscillator.
In Sec. 2 we discuss an exact representation of the geodesic deviation in terms of a
parametric oscillator equation. Under an adiabatic assumption, the motion generated by this
equation can be embedded into a unitary evolution in a Hilbert space through a process
of dilation (see Appendix A) which provides additional degrees of freedom corresponding
to a dynamical environment. The oscillatory, stable (decaying) and unstable behavior of
the oscillator correspond in this embedding to the effective interaction of the system with a
dynamical environment.
The dynamics of the states in the second quantization of the embedding Hilbert space
represents the interaction of the system with the dynamical environment reflecting the stability
properties of the motion generated by the Hamiltonian in Eq. (1). This phenomenon is a
remarkable property of complex systems which lends itself to a rigorous description in terms
of the procedure of dilation and second quantization.
The rest of the paper is organized as follows: In Section 2 we prepare the ground for
the analysis of the stability of the dynamics generated by the geodesic deviation equation by
showing that it can be mapped unitarily into a parametric oscillator equation defined on a
fixed (finite dimensional) Hilbert space. This is done in Subsection 2.1. By the unitarity of
the mapping involved, the dynamics of the parametric oscillator representation is completely
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equivalent to that of the original geodesic deviation equation. However, the parametric os-
cillator representation does not separate stable from unstable behavior, as is also true for
the original geodesic deviation equation (since it is a second order equation). For this we
introduce in Subsection 2.2, via a second unitary mapping, a dynamical system representation
which, by composition of mappings, is again exactly equivalent to the geodesic deviation equa-
tion. In the dynamical system representation we make an adiabatic approximation enabling
us to identify stable and unstable subspaces for the evolution of the geodesic deviation. In
Subsection 3.1, using the same adiabatic approximation, we identify contractive semigroups
corrsesponding to the restriction of the evolution of the geodesic deviation onto the stable and
unstable subspaces and apply a dilation procedure which effectively extends the system and
provides degrees of freedom (i.e., appropriate subspaces of the dilation Hilbert space) which
later on, following an application of a procedure of second quantization in Subsection 3.3, are
interpreted as a dynamical environment inducing stability or instality of the evolution of the
geodesic deviation. It is to be noted that a natural setting for the application of the dilation
(and second quantization) procedure are function spaces defined along a geodesic (i.e., the
geodesic with respect to which the geodesic deviation is defined). These function spaces, and
the mapping of the dilation structure onto them, are described in Subsection 3.2. Conclusions
and some remarks on possible avenues of further progress along the lines introduced in the
present paper are given in Section 4. Appendix A provides a short description of a procedure
for the construction of unitary and isometric dilations of continuous, one parameter, contrac-
tive semigroups. A thorough treatment of unitary and isometric dilations of such semigroups
is found in [SzNF].
2 Parametric oscillator and dynamical system representations
of the geodesic deviation equation
2.1 Parametric oscillator representation of the geodesic deviation equation
In the following we introduce the basic mathematical definitions and tools for the description
of the dynamical properties of the geodesic deviation associated with a geodesic flow on a Rie-
mannian manifold. These tools apply directly to the geodesic flow generated by the geometric
Hamiltonian in Eq. (1), described in the previous section.
Consider an n dimensional Riemannian manifold M and a geodesic curve γ in M. Let
TM be the tangent bundle ofM and let TpM be the tangent space toM at the point p ∈ M.
Denote further the part of TM over the geodesic γ by TγM. Let p0 ∈ γ be an arbitrary point
on the geodesic γ and consider an arc length parametrization γ(·) : R 7→ M of γ
γ(s) = expp0(sv) (5)
where v ∈ Tp0M is a unit tangent vector to γ at the point p0. Thus, for s ≥ 0, γ(s) is a
point at arc length distance s from the point p0 along the geodesic that starts at p0 and has
tangent vector v at p0, and for s < 0, γ(s) is a point at arc length |s| from the point p0
along the geodesic that starts at p0 and has tangent vector (−v) at p0. We assume that M
is geodesically complete, i.e., all of the geodesics starting at an arbitrary point in M can be
continued indefinitely.
Let g be the metric tensor ofM and denote the scalar product in the tangent space TpM
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by 〈·, ·〉TpM, i.e., if X,Y ∈ TpM are two tangent vectors at the point p then we have
〈X,Y〉TpM = g(X,Y)
We assume that the connection onM is given by the Christoffel symbols. In this case we have
a compatibility of the covariant derivative over M with its metric structure. If we denote by
∇
dt the covariant derivative along a smooth curve γ in M, parametrized by t, and if X(t) and
Y(t) are two smooth vector valued functions defined along γ, we then have
d
dt
〈X(t),Y(t)〉Tγ(t)M =
〈∇X(t)
dt
, Y(t)
〉
Tγ(t)M
+
〈
X(t),
∇Y(t)
dt
〉
Tγ(t)M
(6)
In particular, if we obtain the two functions X(t) and Y(t) by parallel transport along γ of
two vectors X,Y ∈ Tp0M, given in the tangent space of a single point p0 ∈ γ(0), then by
definition of parallel transport we have ∇X(t)dt = 0 and
∇Y(t)
dt = 0 and so in this case, using Eq.
(6), we have that ddt〈X(t),Y(t)〉Tγ(t)M = 0. Let us denote by φ(s)X the parallel transport of
a vector X ∈ Tγ(t)M to the tangent space Tγ(t+s)M along the curve γ. Then φ(·) defines a
continuous surjective mapping φ(·) : TγM 7→ TγM and, under the compatibility assumption
above, we have
〈φ(s)X, φ(s)Y〉Tγ(t+s)M = 〈X,Y〉Tγ(t)M, X,Y ∈ Tγ(t)M (7)
i.e., parallel transport is a unitary mapping between the tangent spaces along γ.
Let γ be a geodesic curve parametrized by arc length parameter s as in Eq. (5). Let
C1(R; Tp0M) be the space of all C1 vector valued functions defined on the real axis R and
taking values in the vector space Tp0M. Let C1(R; TγM) be the space of all C1 vector valued
functions defined on the real axis R, taking values in TγM and satisfying the condition that
X(·) ∈ C1(R; TγM) ⇒ X(s) ∈ Tγ(s)M, ∀s ∈ R.
LetX(·),Y(·) ∈ C1(R; TγM) be arbitrary vector valued functions. Denoting X˜(s) = φ−1(s)X(s)
and Y˜(s) = φ−1(s)Y(s) we have X˜(s), Y˜(s) ∈ Tp0M and so the functions X˜(·), Y˜(·) belong
to C1(R; Tp0M). By the unitarity of the parallel transport, following from Eq. (7), for such
arbitrary vector valued functions X(·),Y(·) ∈ C1(R; TγM) we have
〈X(s), Y(s)〉Tγ(s)M =
〈
φ−1(s)X(s), φ−1(s)Y(s)
〉
Tp0M
=
〈
X˜(s), Y˜(s)
〉
Tp0M
(8)
Thus we may define a mapping Wγ : C
1(R; Tp0M) 7→ C1(R; TγM) by
[WγX˜(·)](s) := φ(s)X˜(s), X˜(·) ∈ C1(R; Tp0M) (9)
and according to Eq. (8) we have〈
X˜(s), Y˜(s)
〉
Tp0M
=
〈
[WγX˜(·)](s), [WγY˜(·)](s)
〉
Tγ(s)M
(10)
Note also that the inverse of Wγ is given by
[W−1γ X(·)](s) := φ−1(s)X(s), X(·) ∈ C1(R; TγM).
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Now, let Y(·) ∈ C1(R; TγM) be arbitrary and let X(·) ∈ C1(R; TγM) be a vector valued
function defined by X(s) = φ(s)X0, where X0 ∈ Tγ(0)M = Tp0M ,i.e., X(·) is obtained by
the parallel transport along γ of a fixed vector X0 ∈ Tp0M. Using Eq. (6) we then have
d
ds
〈X(s),Y(s)〉Tγ(s)M =
〈
X(s),
∇Y(s)
ds
〉
Tγ(s)M
=
〈
φ(s)X0,
∇Y(s)
ds
〉
Tγ(s)M
and hence〈
φ(s)X0,
∇Y(s)
ds
〉
Tγ(s)M
=
d
ds
〈X(s),Y(s)〉Tγ(s)M =
d
ds
〈
φ−1(s)X(s), φ−1(s)Y(s)
〉
Tp0M
=
=
d
ds
〈
X0, φ
−1(s)Y(s)
〉
Tp0M
=
〈
X0,
d
ds
[φ−1(s)Y(s)]
〉
Tp0M
Furthermore, since〈
φ(s)X0,
∇Y(s)
ds
〉
Tγ(s)M
=
〈
X0, φ
−1(s)
∇Y(s)
ds
〉
Tp0M
we get 〈
X0, φ
−1(s)
∇Y(s)
ds
〉
Tp0M
=
〈
X0,
d
ds
[φ−1(s)Y(s)]
〉
Tp0M
and since X0 ∈ Tp0M is arbitrary, we find that
φ−1(s)
∇Y(s)
ds
=
d
ds
[φ−1(s)Y(s)] (11)
If we set Y˜(s) = φ−1(s)Y(s) and write in short form Y ≡ Y(·), Y˜ ≡ Y˜(·) we can write Eq.
(11) in the form
∇
ds
(WγY˜)(s) =
(
Wγ
dY˜
ds
)
(s) (12)
The mapping Wγ then intertwines covariant derivative with ordinary derivative.
Next we extend the mapping Wγ to more general tensor valued functions. Denote by
Λp(l, k) the set of all (l, k)-type tensors defined at a point p ∈ M, i.e., the set of all k times
covariant and l times contravriant tensors at p. Let Λγ(l, k) be the bundle of all (l, k)-type
tensors defined at all points of a smooth curve γ, i.e., Λγ(l, k) := ∪p∈γΛp(l, k). Note that both
notations, Λp(l, k) and Λγ(l, k), ignore the ordering of covariant and contravariant arguments
of the tensors with which we are concerned. This ordering is determined by the context of
our work. Let C1(R; Λγ(l, k)) be the space of all C
1 tensor valued functions, of type (l, k),
defined on a smooth curve γ. If T (·) is such a tensor valued function we denote by Tγ(t) its
value at the point γ(t) ∈ γ, so that Tγ(t) ∈ Λγ(t)(l, k). We shall usually use the abreviated
notation T ≡ T (·). We extend our notation of parallel transport and denote by φ(t)T the
parallel transport along γ of a tensor Tγ(s) ∈ Λγ(s)(l, k) to the space Λγ(t+s)(l, k). Now let γ
be a geodesic parametrized by arc length as in Eq. (5) and let p0 = γ(0). Let C
1(R; Λp0(l, k))
be the space of all (l, k)-type tensor valued functions defined on the real axis R and taking
values in Λp0(l, k). We define a mapping Wγ : C
1(R; Λp0(l, k)) 7→ C1(R; Λγ(l, k)) such that,
for each tensor valued function T˜ (·) ∈ C1(R; Λp0(l, k)) we have
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[Wγ T˜ ](s) := φ(s)T˜ (s) (13)
If T ∈ C1(R; Λγ(l, k)) is a tensor valued function defined on the geodesic γ the action of the
inverse of Wγ on T is given by
[W−1γ T ](s) = φ(−s)Tγ(s) (14)
Now we turn to consider the geodesic deviation equation. Let γ be a geodesic on M. We
vary γ into a family {γα}α∈I of geodesics depending on a parameter α ∈ (−δ, δ) = I, with
γ0 = γ. We consider all of the geodesics in the family to be parametrized by the arc length
parameter s, as in Eq. (5). Thus, in terms of coordinates x = (x1, . . . , xn) in a coordinate
patch in M, the coordinates along γ are x(s, 0) and the coordinates along γα are x(s, α). If
we denote symbolically the points on the surface parametrized by α and s by ~x(α, s) then the
geodesic deviation vector is defined to be
J(s) :=
∂~x(α, s)
∂α
∣∣∣∣
α=0
and if the coordinate basis vectors associated with the coordinates x are denoted by ~ei ≡ ∂i,
i = 1, . . . , n, then we have
J(s) =
∂xi(s, α)
∂α
∣∣∣∣
α=0
~ei(s) = ξ
i(s)~ei(s)
where ξi(s) = ∂x
i(s,α)
∂α
∣∣∣
α=0
. Since
xi(s, α) − xi(s, 0) = α
(
∂xi(s, α)
∂α
∣∣∣∣
α=0
)
+O(α2)
then αJ(s) is a vector representing the linear approximation to the separation between the
geodesic γ and the geodesic γα. Let X,Y,Z ∈ TpM be vectors and let Rp(X,Y) : TpM 7→
TpM be the curvature transformation at the point p, i.e., Rp(X,Y) is a linear transformation
with matrix elements [Rp(X,Y)]
i
j = R
i
jklX
kY l so that
Rp(X,Y)Z = (R
i
jklX
kY lZj)~ei = (R
i
jklX
kY lZj)∂i
The quantities Rijkl are the components of the Riemann curvature tensor (evaluated at p). Note
also that for W ∈ TpM we have 〈Rp(X,Y)Z, W〉TpM = RijklXkY lZjWi, where Wi = gijW j.
Using the above notation for the curvature transformation, the geodesic deviation equation
has the form [F]
∇2J(s)
ds2
+Rγ(s)(J(s),T(s))(T(s)) = 0 (15)
where Rγ(s) is the curvature tensor at the point γ(s) ∈ γ, J(s) is the geodesic deviation vector
and T(s) ≡ Tγ(s) is the tangent vector to γ at the point γ(s). The component representation
of this equation is, of course, Eq. (4) above. Take a vector X0 ∈ Tp0M and parallel transport
it along the geodesic γ to obtain a vector valued function X(·) given by X(s) = φ(s)X0. We
have, of course, 〈
X(s),
∇2J(s)
ds2
+Rγ(s)(J(s),T(s))T(s)
〉
Tγ(s)M
= 0
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By the definition of parallel transport of tensors along γ we obtain
0 =
〈
X(s),
∇2J(s)
ds2
+Rγ(s)(J(s),T(s))T(s)
〉
Tγ(s)M
=
=
〈
W−1γ X(s), W
−1
γ
(∇2J(s)
ds2
+Rγ(s)(J(s),T(s))T(s)
)〉
Tp0M
=
=
〈
X0,
d2(W−1γ J)(s)
ds2
+ (W−1γ Rγ(s))(W
−1
γ J)(s), (W
−1
γ T)(s))(W
−1
γ T)(s)
〉
Tp0M
(16)
Recall that the geometrical form of the geodesic equation for γ is
∇T(s)
ds
= 0 (17)
and Eq. (3) is the component representation of Eq. (17). This implies that (W−1γ T)(s) =
φ(−s)Tγ(s) = φ(−s)T(s) = T0, where T0 ∈ Tp0M is the tangent vector to γ at the point
p0 = γ(0). Hence Eq. (16) can be written in the form
0 =
〈
X0,
d2(W−1γ J)(s)
ds2
+ (W−1γ Rγ(s))(W
−1
γ J)(s),T0)(T0)
〉
Tp0M
Denoting J˜(s) = (W−1γ J)(s) and noting the fact that X0 ∈ Tp0M is arbitrary, we finally
obtain the equation
d2J˜(s)
ds2
+ (W−1γ Rγ(s))(J˜(s),T0)(T0) = 0 (18)
The second term on the left hand side of Eq. (18) can be regarded as a linear transformation
of J˜(s). Indeed, if we set
RsX := (W
−1
γ Rγ(s))(X,T0)T0, ∀X ∈ Tp0M
then, for each s ∈ R, Rs : Tp0M 7→ Tp0M is a linear operator on TM. Thus we find that the
Jacobi field J(s) satisfies the geodesic deviation equation, Eq. (15), if and only if the vector
valued function J˜(·) ∈ C1(R; Tp0M) satisfies the equation
d2J˜(s)
ds2
+RsJ˜(s) = 0 (19)
where Rs : R 7→ B(Tp0M) is an operator valued function defined on R and taking values
in the space B(Tp0M) of bounded linear operators on Tp0M. We regard Eq. (19) to be an
operator valued parametric oscillator equation.
The result in Eq. (19) shows rigorously that the geodesic deviation equation, containing
a second order covariant derivative, is exactly representable, via a unitary transformation, by
a parametric oscillator equation with ordinary second derivative.
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2.2 Dynamical system representation of the geodesic deviation equation
We have seen above that solutions J(s) of the geodesic deviation equation, Eq. (15), are
mapped, via an application of the mapW−1γ , into solutions J˜(s) of the (generalized) parametric
oscillator equation, Eq. (19). Moreover, the mapping Wγ is one-to-one and onto and, hence,
the behavior of solutions of Eq. (15) can be studied by an analysis of the behavior of the
corresponding solutions of Eq. (19). However, if our goal is the study of the stability properties
of the geodesic deviation equation then Eq. (19) presents certain difficulties. In order to
understand these difficulties and the way of overcoming them and to prepare the setting for
the discussion in the next section, consider the simplest case in which Rs is independent of s,
i.e., Rs = R0, ∀s ∈ R. Explicitly, in this case we have, for all X ∈ Tp0M,
RsX = (W
−1
γ Rγ(s))(X,T0)(T0) = Rγ(0)(X,T0)(T0) = R0X.
By the arbitrariness of X and T0 (note that the results of Subsection 2.1 apply to arbitrary
geodesics starting at the point p0) this implies that
Rp0 = Rγ(0) = W
−1
γ Rγ(s) ⇒ Rγ(s) = (WγRp0)(s) = φ(s)Rγ(0)
i.e., Rs is independent of s if Rγ(s) is the parallel transport of Rp0 along γ. In this simple case
Eq. (19) reduces to
d2J˜(s)
ds2
+R0J˜(s) = 0 (20)
By the symmetries of the curvature tensor one can prove, using the Bianchi identity, that
R0 is a self-adjoint operator on the real, finite dimensional, Hilbert space Tp0M, i.e., the ma-
trix reperesenting R0 is symmetric. Thus, the eigenvalues of R0 are real. We exclude for the
moment the class of operators having non-trivial kernel and consider an operator R0 having
a spectrum σ(R0) consisting of positive eigenvalues ω
2
i > 0, i = 1, . . . , q1 with corresponding
multiplicities ki, i = 1, . . . , , q1 and negative eigenvalues −η2j < 0, j = 1, . . . , q2 with corrspond-
ing multiplicities lj, j = 1, . . . , q2 with
∑q1
i=1 ki +
∑q2
j=1 lj = dimM = n. In order to fix our
conventions we set ωi > 0, i = 1, . . . , q1 in the case of the positive eigenvalues of R0 and ηj > 0,
j = 1, . . . , q2 in the case of the negative eigenvalues of R0. Furthermore, for i = 1, . . . , q1, let
{vˆωi,ri}ri=1,...,ki be an orthonormal basis for the eigenspace Eωi ⊆ Tp0M corresponding to the
eigenvalue ω2i ∈ σ(R0) and, similarly, for j = 1, . . . , q2, let
{
wˆηj ,rj
}
rj=1,...,lj
be an orthonormal
basis for the eigenspace Eηj ⊆ Tp0M corresponding to the eigenvalue −η2j ∈ σ(R0).
Consider a positive eigenvalue ω2i > 0 of R0 and an arbitrary eigenvector vωi ∈ Eωi
corresponding to this eigenvalue. We observe that
J˜ωi(s) = (c1e
iωis + c2e
−iωis)vωi
is an oscillating solution of Eq. (20). Now, if −η2j < 0 is a negative eigenvalue of R0 and
wηj ∈ Eηj is an eigenvector corresponding to this eigenvalue, then
J˜ηj (s) = (c1e
ηjs + c2e
−ηjs)wηj
is a solution of Eq. (20). Thus J˜ηj (s) contains in this case both a stable (exponentially
decaying) term and an unstable (exponentially increasing) term corresponding to the same
eigenvector wηj of R0 and we cannot associate wηj uniquely with either stable behavior or
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unstable behavior of the corresponding solution J˜ηj (s). The origin of this property is, of
course, is in the fact that Eq. (19) is a second order equation and that an appropriate initial
condition determining a unique solution of Eq. (19) consists of a pair (J˜(0), dJ˜ds (0)). A way of
overcoming this difficulty is by constructing a dynamical system representation incorporating
both Eq. (19) and the appropriate initial conditions determining a unique solution of this
equation. For this we rewrite Eq. (19) in the equivalent form of a non-autonomous, linear
dynamical system
d
ds
(
J˜(s)
dJ˜(s)
ds
)
=
(
0 I
−Rs 0
)(
J˜(s)
dJ˜(s)
ds
)
= R˜s
(
J˜(s)
dJ˜(s)
ds
)
(21)
where
R˜s :=
(
0 I
−Rs 0
)
. (22)
The dynamical system in Eq. (21) is defined on the real vector space Tp0M⊕Tp0M. However,
unlike Rs, the operator R˜s is not self-adjoint and, if we lift it to the complexified Hilbert space
Hp0 := C⊗ (Tp0M⊕Tp0M), then its full spectrum is not a subset of R. Therefore we lift Eq.
(21) and consider it to be defined on Hp0 . Note that the dynamical system representation in
Eq. (21) corresponds to putting Eq. (15) into the equivalent form
∇
ds
(
J(s)
∇J(s)
ds
)
=
(
0 I
−Rγ(s)(·,T(s))(T(s)) 0
)(
J(s)
∇J(s)
ds
)
(23)
and applying to Eq. (23) the mapping W−1γ (more accurately an extension of W
−1
γ to TpM⊕
TpM). Eq. (21) is, therefore, a dynamical system representaion of the geodesic deviation
equation, Eq. (15).
In the simple case that Rs = R0, ∀s ∈ R, Eq. (21) reduces to
d
ds
(
J˜(s)
dJ˜(s)
ds
)
= R˜0
(
J˜(s)
dJ˜(s)
ds
)
(24)
with
R˜0 :=
(
0 I
−R0 0
)
(25)
Now, if vˆωi,ri ∈ Eωi is an (basis) eigenvector corresponding to the positive eigenvalue ω2i > 0
of R0 then the vectors
uωi,ri =
(
vˆωi,ri
iωivˆωi,ri
)
, uωi,ri =
(
vˆωi,ri
−iωivˆωi,ri
)
, uωi,ri ,uωi,ri ∈ Hp0
satisfy
R˜0uωi,ri = iωiuωi,ri , R˜0uωi,ri = −iωiuω,ri
The functions
J˜iωi,ri(s) = e
iωisuωi,ri , J˜−iωi,ri(s) = e
−iωisuωi,ri , ∀s ∈ R (26)
are then corresponding oscillating solutions of Eq. (21).
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Next consider negative eigenvalues of R0. If wˆηj ,rj ∈ Eηj is an (basis) eigenvector corre-
sponding to the negative eigenvalue −η2j < 0 of R0 then the vectors
u
+
ηj ,rj =
(
wˆηj ,rj
ηwˆηj ,rj
)
, u−ηj ,rj =
(
wˆηj ,rj
−ηwˆηj ,rj
)
, u+ηj ,rj ,u
−
ηj ,rj ∈ Hp0
satisfy
R˜0u
+
ηj ,rj = ηju
+
ηj ,rj , R˜0u
−
ηj ,rj = −ηju−ηj ,rj
The functions
J˜ηj ,rj(s) = e
ηjsu
+
ηj ,rj , J˜−ηj ,rj(s) = e
−ηjsu
−
ηj ,rj , ∀s ∈ R (27)
are then, respectively, an unstable solution and a stable solution of Eq. (24). We conclude
that for each positive eigenvalue ω2i > 0 of R0 both iωi and −iωi are eigenvalues of R˜0 and for
each negative eigenvalue −η2j < 0 of R0 both ηj and −ηj are eigenvalues of R˜0. Furthermore,
E˜iωi = span {uωi,ri}ri=1,...,ki , E˜−iωi = span {uωi,ri}ri=1,...,ki , E˜ηj = span
{
u
+
ηj ,rj
}
rj=1,...,lj
and
E˜−ηj = span
{
u
−
ηj ,rj
}
rj=1,...,lj
are, respectively, ki, ki, lj and lj dimensional subspaces of
Hp0which are eigenspaces, respectively, for the eigenvalues iωi, −iωi, ηj and −ηj of R˜0 .
These eigenspaces satisfy
Hp0 = C⊗ (TMp0 ⊕ TMp0) =
(
⊕q1i=1E˜iωi
)
⊕
(
⊕q1i=1E˜−iωi
)
⊕
(
⊕q2j=1E˜ηj
)
⊕
(
⊕q2j=1E˜−ηj
)
.
If we set
Hcp0 :=
(
⊕q1i=1E˜iωi
)
⊕
(
⊕q1i=1E˜−iωi
)
, Hup0 := ⊕q2j=1E˜ηj , Hsp0 := ⊕q2j=1E˜−ηj
then according to Eqns. (26)-(27) Hsp0 is a stable manifold, Hup0 is an unstable manifold and
Hcp0 is an oscillating (or central) manifold for the dynamical system in Eq. (24) and we have
a decomposition of Hp0 in the form
Hp0 = Hcp0 ⊕Hsp0 ⊕Hup0 (28)
We conclude the present section by restating its main result, i.e., the fact that the geodesic
deviation equation, Eq. (15), can be represented in terms of the non-autonomous, linear
dynamical system in Eq. (21) defined on the complex Hilbert spaceHp0 = C⊗(Tp0M⊕Tp0M).
We shall see that the restriction of the evolution of the dynamical system to Hsp0 and Hup0
correspond to semigroups to which the dilation procedure of Sz.-Nagy-Foias [SzNF], followed
by second quantization, may be applied.
3 Isometric dilation and second quantization of the geodesic
deviation equation
3.1 Isometric dilation of stable and unstable evolution of the geodesic de-
viation equation
In Sec 2. we have seen that the geodesic deviation equation, Eq. (15), corresponding to
the geodesic flow generated by a geometric Hamiltonian of the form given in Eq. (1) on a
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Riemannian manifold M, can be transformed into an operator valued parametric oscillator
equation, Eq. (19), and subsequently into a linear, non-autonomous, dynamical system, Eq.
(21). Under the assumption that the operator R˜s in Eqns. (21)-(22) satisfies R˜s = R˜0, ∀s ∈ R,
which amounts, as we have seen above, to the simple case where the curvature tensor Rγ(s) at
the point γ(s) ∈ γ is the parallel transport along γ of the curvature tensor Rp0 at the point
p0 ∈ γ, we obtain the simple linear autonomous dynamical system in Eq. (24). The generator
of evolution of this dynamical system is the operator R˜0, given in Eq. (25), i.e., if
{
φ˜0(s)
}
s∈R
denotes the evolution of the dynamical system in Eq. (24) then, given an initial condition
(J˜(0), dJ˜ds (0))
T ∈ Hp0 , we have(
J˜(s)
dJ˜
ds (s)
)
= φ˜0(s)
(
J˜(0)
dJ˜
ds (0)
)
= eR˜0s
(
J˜(0)
dJ˜
ds (0)
)
An analysis of the spectrum of R˜0 leads to the decomposition in Eq. (28) of the Hilbert
space Hp0 into stable, unstable and oscillating (central) subspaces with respect to forward
evolution (i.e., for positive values of s). In the present section our goal is the application of
the procedure of dilation, followed by second quantization, to the stable part and unstable
part of the evolution φ˜0(s). As mentioned in Sec. 1 the dilation introduces degrees of freedom
corresponding to a dynamical environment inducing the stability in the case of the stable part
and instability in the case of the unstable part of the evolution of the dynamical system in
Eq. (24). The procedure of second quantization exhibits the quantum field associated with
this dynamical environment in the transition to a quantum mechanical model. Of course, the
simple case where R˜s = R˜0, ∀s ∈ R, so convenient for the identification of the additional
degrees of freedom corresponding to the dynamical environment affecting the stability of the
system, is not the generic case and can be considered as a first order approximation which is
a good approximation only in the case where R˜s is a function depending very slowly on the
parameter s.
At this point we are ready to apply the procedure of dilation to the stable and unstable
parts of the evolution of the dynamical system in Eq. (24). We start with the stable part of
this evolution. First note that for τ ≥ 0 the stable subspace Hsp0 ⊂ Hp0 is invariant under the
evolution φ˜0(τ) . For every τ ≥ 0 define the operator Z˜f (τ) : Hsp0 7→ Hsp0 by
Z˜f (τ) := φ˜0(τ)
∣∣∣
Hsp0
= eR˜0τ
∣∣∣
Hsp0
, τ ≥ 0
i.e., for τ ≥ 0, Z˜f (τ) is the restriction of the evolution φ˜0(τ) to the stable subspace Hsp0 . By
the definitions of Z˜f (τ) and Hsp0 we have
Z˜f (0) = IHsp0
, Z˜f (τ1)Z˜f (τ2) = Z˜f (τ1 + τ2), τ, τ2 ≥ 0,
where IHsp0
is the identity operator on Hsp0 . In addition, ∀v ∈ Hsp0 ,
‖Z˜f (τ)v‖Hp0 ≤ ‖v‖Hp0 , τ ≥ 0, limτ→∞ ‖Z˜f (τ)v‖Hp0 = 0 .
Thus,
{
Z˜f (τ)
}
τ≥0
is a continuous, contractive, semigroup on Hsp0 tending to zero in the limit
τ → ∞ (in fact, by the finite dimensionality of the Hilbert space the limit may be taken in
the strong, weak or operator norm sense which are all equivalent in this case).
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According to the Sz.-Nagy-Foias theory of contraction operators and contractive semi-
groups on Hilbert space [SzNF] for such a semigroup there exists a minimal isometric dilation,
i.e., there exists a Hilbert space Rf+, an isometric semigroup {U+(τ)}τ≥0 defined on Rf+, a
subspace Hsp0,+ ⊂ Rf+ and an isometric isomorphism V+ : Hsp0 7→ Hsp0,+ such that
Z˜f (τ) = V
∗
+Zf (τ)V+, τ ≥ 0,
where
Zf (τ) := PHsp0,+
U+(τ)PHsp0,+
, τ ≥ 0,
and PHsp0,+
is the orthogonal projection in Rf+ on the subspace Hsp0,+. Therefore, for τ ≥ 0,
Z˜f (τ) is unitarily equivalent to the projection of U+(τ) onto the subspace Hsp0,+ ⊂ Rf+ repre-
senting Hsp0 . The minimality of this isometric dilation means that Rf+ = ∨τ≥0U+(τ)Hsp0,+. We
refer to Rf+ as the dilation Hilbert space for the (minimal) isometric dilation of
{
Z˜f (τ)
}
τ≥0
and to {U+(τ)}τ≥0 as a (minimal) isometric dilation of the semigroup
{
Z˜f (τ)
}
τ≥0
. The
dilation Hilbert space Rf+ is naturally decomposed into two orthogonal subspaces
Rf+ = Hsp0,+ ⊕Df+
The subspace Df+, generated in the process of construction of the isometric dilation, cor-
responds to the dynamical environment discussed at the beginning of the present section,
inducing the stability of the evolution corresponding to any initial condition in Hsp0 .
We proceed with a construction of an explicit representation of the isometric dilation of the
semigroup
{
Z˜f (τ)
}
τ≥0
following the procedure described in Appendix A. For this we consider
the Hilbert space L2(R; Hp0) ≡ L2(R; C ⊗ (Tp0M⊕ Tp0M)) of Lebesgue square integrable
functions defined on the real axis and taking values in Hp0 . We define the inner product in
this space is to be
〈F˜, G˜〉L2(R;Hp0 ) :=
∞ˆ
−∞
〈F˜(s), G˜(s)〉Hp0ds, F˜, G˜ ∈ L2(R;Hp0)
for which the corresponding norm is
‖F˜‖L2(R;Hp0 ) =

 ∞ˆ
−∞
‖F˜(s)‖2Hp0ds


1/2
, F˜ ∈ L2(R;Hp0).
Following the decomposition of Hp0 in Eq. (28) above, we shall be particularly concerned
with the two subspaces of L2(R; Hp0) corresponding to the stable subspace Hsp0 and unstable
subspace Hup0 of Hp0 , i.e., the function spaces L2(R; Hsp0) and L2(R; Hup0).
Let B˜f = iR˜0
∣∣∣
Hsp0
denote the generator of
{
Z˜f (τ)
}
τ≥0
, i.e., Z˜f (τ) = e
R˜0τ
∣∣∣
Hsp0
= e−iB˜f τ ,
τ ≥ 0, then there exists a representation of the isometric dilation of
{
Z˜f (τ)
}
τ≥0
, known as
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an outgoing representation (see Appendix A), in which the dilation Hilbert space is Rf,out+ =
Hs,outp0 ⊕ Df,out+ ⊂ L2(R, Hsp0) where Df,out+ = L2(R+,Hsp0) and where Hs,outp0 = Vˆ+Hsp0 ⊂
L2(R−,Hsp0) is a unitary embedding of Hsp0 into Rf,out+ given by
[Vˆ+ψ](s) =
{
(−2B˜f )1/2Z˜f (−s)ψ, s ≤ 0
0, s > 0
, ψ ∈ Hsp0
If Uˆ(τ) : L2(R, Hsp0) 7→ L2(R, Hsp0) is translation to the right by τ units, i.e.,[
Uˆ(τ)F˜
]
(t) = F˜(t− τ), F˜ ∈ L2(R,Hsp0)
then we have (see Appendix A)
〈Vˆ+φ, Uˆ(τ)Vˆ+ψ〉L2(R,Hsp0 ) = 〈φ, Z˜f (τ)ψ〉Hsp0 , ∀φ,ψ ∈ H
s
p0 , τ ≥ 0
so that Uˆ(τ) is an isometric dilation of
{
Z˜f (τ)
}
τ≥0
on Rf,out+ .
The dilation of the unstable part of the evolution of the dynamical system in Eq. (24)
proceeds along lines similar to the dilation of the stable part of that evolution. Noting that
the unstable subspace Hup0 ⊂ Hp0 is invariant under the evolution φ˜0(τ) for τ ≤ 0, we define
the operator Z˜b(τ) : Hup0 7→ Hup0 by
Z˜b(τ) := φ˜0(τ)
∣∣∣
Hup0
= eR˜0τ
∣∣∣
Hup0
, τ ≤ 0.
By the definitions of Z˜b(τ) and Hup0 we have
Z˜b(0) = IHup0
, Z˜b(τ1)Z˜b(τ2) = Z˜b(τ1 + τ2), τ1, τ2 ≤ 0,
where IHup0
is the identity operator on Hup0 , and furthermore, ∀v ∈ Hup0 ,
‖Z˜b(τ)v‖Hp0 ≤ ‖v‖Hp0 , τ ≤ 0, limτ→−∞ ‖Z˜b(τ)v‖Hp0 = 0 .
Therefore
{
Z˜b(τ)
}
τ≤0
is a continuous, contractive, semigroup on Hup0 tending to zero in the
limit τ → −∞. The minimal isometric dilation of this semigroup consists of a dilation
Hilbert space Rb+, an isometric evolution semigroup {U−(τ)}τ≤0 defined on Rb+, a subspace
Hup0,+ ⊂ Rb+ and an isometric isomorphism V− : Hup0 7→ Hup0,− such that
Z˜b(τ) = V
∗
−Zb(τ)V−, τ ≤ 0,
where
Zb(τ) = PHup0,+
U−(τ)PHup0,+
, τ ≤ 0,
and where PHup0,+
is the orthogonal projection in Rb+ on the subspace Hup0,+ representing Hup0 .
The minimality of the isometric dilation means that Rb+ = ∨τ≤0U−(τ)Hup0,−. The dilation
Hilbert space Rb+ is decomposed into two orthogonal pieces
Rb+ = Db+ ⊕Hup0,+
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The subspace Db+ ,generated by the procedure of dilation, corresponds to a dynamical envi-
ronment inducing the instability of the evolution (equivalently, the stability of evolution in
the backward direction) corrsponding to any initial condition in Hup0 .
Our next step is the construction of an explicit representation of the isometric dilation
of the semigroup
{
Z˜b(τ)
}
τ≤0
following the procedure described in Appendix A. Thus, if
B˜b = iR˜0
∣∣∣
Hup0
denotes the generator of
{
Z˜b(τ)
}
τ≤0
, i.e., Z˜b(τ) = e
R˜0τ
∣∣∣
Hup0
= e−iB˜bτ , τ ≤ 0,
then there exists an outgoing representation of the isometric dilation of
{
Z˜b(τ)
}
τ≤0
where the
dilation Hilbert space is Rb,out+ = Hu,outp0 ⊕ Db,out+ ⊂ L2(R, Hup0) where Db,out+ = L2(R−,Hup0)
and where Hu,outp0 = Vˆ−Hup0 ⊂ L2(R+,Hup0) is a unitary embedding of Hup0 into Rb,out+ given by
[Vˆ−ψ](s) =
{
(2B˜b)
1/2Z˜b(−s)ψ, s ≥ 0
0, s < 0
.
If Uˆ(τ) : L2(R, Hup0) 7→ L2(R, Hup0) is translation to the right by τ units, i.e., if[
Uˆ(τ)F˜
]
(t) = F˜(t− τ), F˜ ∈ L2(R,Hup0)
we have (see Appendix A)
〈Vˆ−φ, Uˆ(τ)Vˆ−ψ〉L2(R,Hup0 ) = 〈φ, Z˜b(τ)ψ〉Hup0 , ∀φ,ψ ∈ H
u
p0 , τ ≤ 0
so that Uˆ(τ) is an isometric dilation of
{
Z˜b(τ)
}
τ≤0
on Rb,out+ . Thus we obtain functional
representations of the isometric dilations of the stable semigroup
{
Z˜f (τ)
}
τ≥0
and the un-
stable semigroup
{
Z˜b(τ)
}
τ≤0
on subspaces of the function spaces L2(R,Hsp0) and L2(R,Hup0)
respectively, which, in turn, are orthogonal subspaces of L2(R,Hp0).
3.2 Isometric dilations on geodesics
In this subsection we consider Hilbert spaces of vector valued functions defined along a
geodesic γ which may carry representations of the isometric dilation of the stable semigroup{
Z˜f (τ)
}
τ≥0
and the unstable semigroup
{
Z˜b(τ)
}
τ≤0
.
Let γ be a geodesic parametrized by arc length parametrization as in Eq. (5) so that
Tγ(s)M is the tangent space to M at the point γ(s) ∈ γ. Let TM⊕ TM denote the direct
sum of the tangent bundle ofM with itself. At each point p ∈ M the leaf of this bundle is the
direct sum TpM⊕TpM. Denote by TγM⊕TγM the restriction of TM⊕TM to the geodesic
γ. Denote by C⊗(TM⊕TM) the complexification of TM⊕TM. The leaf of this complexified
bundle at p ∈M is the complex Hilbert space C⊗(TpM⊕TpM). Let C⊗(TγM⊕TγM) be the
restriction of C⊗ (TM⊕TM) to the geodesic γ. A section of C⊗ (TγM⊕TγM) is a function
F assigning to each point p ∈ γ a vector F(p) ∈ C⊗(TpM⊕TpM). We fix the parametrization
of γ to be the arc length parametrization and consider such a section F to be a function of the
arc length parameter s. Hence we may use the short notation F(s) ≡ F(γ(s)) and consider
the section F to be a function defined on R. Finally, denote by L2(R; C ⊗ (TγM⊕ TγM))
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the Hilbert space of all sections of C ⊗ (TγM⊕ TγM) which are Lebesgue square integrable
with respect to the arc length parameter. If G,F ∈ L2(R; C⊗ (TγM⊕ TγM)) are two such
sections then their inner product is
〈F, G〉L2(R;C⊗(TγM⊕TγM)) :=
∞ˆ
−∞
〈F(s), G(s)〉C⊗(Tγ(s)M⊕Tγ(s)M)ds
and if F ∈ L2(R; C⊗ (TγM⊕ TγM)) then its norm is given by
‖F‖L2(R;C⊗(TγM⊕TγM)) =

 ∞ˆ
−∞
‖F(s)‖2
C⊗(Tγ(s)M⊕Tγ(s)M)


1/2
We know from Eq. (10) that the mapping Wγ is locally a unitary mapping of Tp0M onto
TγM. We now use this property to extend this mapping to a unitary map Wˆγ = Wγ ⊕Wγ :
L2(R;Hp0) 7→ L2(R;C⊗ (TγM⊕ TγM)), i.e., for each function F˜ = (F˜1, F˜2)T ∈ L2(R; Hp0)
we define
[WˆγF˜](s) =
(
[WγF˜1](s)
[WγF˜2](s)
)
=
(
φ(s)F˜1(s)
φ(s)F˜2(s)
)
where φ(s) is parallel transport along γ. For F˜ = (F˜1, F˜2)
T ∈ L2(R; Hp0) , G˜ = (G˜1, G˜2)T ∈
L2(R; Hp0) we then have, using Eq. (10),
〈F˜, G˜〉L2(R;Hp0 ) =
∞ˆ
−∞
〈F˜(s), G˜(s)〉Hp0ds =
=
∞ˆ
−∞
(
〈F˜1(s), G˜1(s)〉Tp0M + 〈F˜2(s), G˜2(s)〉Tp0M
)
ds =
=
∞ˆ
−∞
(
〈[WγF˜1](s), [WγG˜1](s)〉Tγ(s)M + 〈[WγF˜2](s), [WγG˜2](s)〉Tγ(s)M
)
ds =
= 〈WγF˜, WγG˜〉L2(R;C⊗(TγM⊕TγM)), F˜, G˜ ∈ L2(R;Hp0)
It is easy to check that Wˆγ is surjective. Hence, Wˆγ is unitary.
We note an important observation associated with the unitary mapping Wˆγ . Let Uˆ(τ) :
L2(R; Hp0) 7→ L2(R; Hp0) be the operator of translation to the right by τ units, i.e.,
[Uˆ(τ)F˜](s) = F˜(s − τ), s ∈ R, F˜ ∈ L2(R;Hp0)
This operator is unitary on L2(R; Hp0). We would like to see how this operator transforms
under the unitary mapping Wˆγ . Denoting Uγ(τ) := WˆγUˆ(τ)Wˆ
−1
γ , we have
[WˆγUˆ(τ)F˜)](s) =
(
[Wγ(Uˆ(τ)F˜1)](s)
[Wγ(Uˆ(τ)F˜2)](s)
)
=
(
φ(s)(Uˆ (τ)F˜1)(s)
φ(s)(Uˆ (τ)F˜2)(s)
)
=
(
φ(s)F˜1(s− τ)
φ(s)F˜2(s− τ)
)
=
=
(
φ(τ)φ(s − τ)F˜1(s − τ)
φ(τ)φ(s − τ)F˜2(s − τ)
)
= φ(τ)
(
φ(s− τ)F˜1(s− τ)
φ(s− τ)F˜2(s− τ)
)
= φ(τ)[WˆγF˜](s − τ) =
= [Uγ(τ)WˆγF˜](s)
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Thus we have obtained the result that translation to the right by τ units on L2(R; Hp0) is
transformed into parallel transport by τ units on L2(R;C ⊗ (TγM⊕ TγM)). Now consider
the representation of the isometric dilation of
{
Z˜f (τ)
}
τ≥0
on the function space Rf,out+ =
Hs,outp0 ⊕ Df,out+ ⊂ L2(R, Hsp0) introduced in the previous subsection. We apply the mapping
Wˆγ to Rf,out+ and set
Rs,out+,γ := WˆγRf,out+ , Hs,outp0,γ := WˆγHs,outp0 , Df,out+,γ := WˆγDf,out+,γ .
Then, by the unitary of Wˆγ , we have
Rs,out+,γ = Hs,outp0,γ ⊕Df,out+,γ ⊂ L2(R;C⊗ (TγM⊕ TγM))
with
Df,out+,γ = WˆγDf,out+,γ = L2(R+;C⊗ (TγM⊕ TγM))
and whereHs,outp0,γ is a unitary embedding of Hsp0 into L2(R;C⊗ (TγM⊕TγM)) given explicitly
by
[Vˆ+,γψ](s) = [Wˆγ Vˆ+ψ](s) =
{
φ(s)(−2B˜f )1/2Z˜f (−s)ψ, s ≤ 0
0, s > 0
, ψ ∈ Hsp0
where Vˆ+,γ : Hsp 7→ Hs,outp0,γ is defined by Vˆ+,γ := WˆγVˆ+ . We then have
〈Vˆ+,γφ, Uγ(τ)Vˆ+,γψ〉L2(R;C⊗(TγM⊕TγM)) = 〈Wˆγ Vˆ+φ, Uγ(τ)Wˆγ Vˆ+ψ〉L2(R;C⊗(TγM⊕TγMγ)) =
= 〈Vˆ+φ, Wˆ ∗γUγ(τ)Wˆγ Vˆ+ψ〉L2(R;Hp0) = 〈Vˆ+φ, Wˆ
−1
γ Uγ(τ)Wˆγ Vˆ+ψ〉L2(R;Hp0 ) =
= 〈Vˆ+φ, Uˆ(τ)Vˆ+ψ〉L2(R;Hp0 ) = 〈φ, Z˜f (τ)ψ〉Hsp0 , ∀φ,ψ ∈ H
s
p0 , τ ≥ 0
so that Uγ(τ) is an isometric dilation of the stable semigroup
{
Z˜f (τ)
}
τ≥0
on Rf,out+,γ ⊂
L2(R;C⊗ (TγM⊕TγM)). Hence we obtain an isometric dilation of
{
Z˜f (τ)
}
τ≥0
on a Hilbert
space of functions defined on the geodesic γ. By essentially repeating the same procedure we
may obtain an isometric dilation of the unstable semigroup
{
Z˜b(τ)
}
τ≤0
on a function space
Rb,out+,γ ⊂ L2(R;C⊗ (TγM⊕ TγM)) defined by Rb,out+,γ := WˆγRb,out+ .
As the geodesic deviation equation is an equation of motion along a given geodesic γ, it
seems natural to make use of isometric dilations in function spaces defined over γ since they
also utilize motion along the geodesic γ. However, we emphasize that, much in the same way
that the geodesic deviation equation, Eq. (15), and its dynamical system representation in Eq.
(21) are unitarily equivalent, isometric dilations of
{
Z˜f (τ)
}
τ≥0
and of
{
Z˜b(τ)
}
τ≤0
embedded
in the function space L2(R;C ⊗ (TγM⊕ TγM)), defined over the geodesic γ, and isometric
dilations embedded in the function space L2(R,Hp0) of Hp0 valued functions are completly
equivalent by the unitarity of the mapping Wˆγ and there is no fundamental reason to favor
one of these representations over the other. Athough the isometric dilation in the function
space defined over the geodesic γ is more natural and conceptually important, for the sake of
simplicity the procedure of second quantization of the isometric dilation spaces is applied in
the next subsection within the L2(R,Hp0) setting.
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3.3 Second quantization
Consider the isometric dilation of the stable semigroup
{
Z˜f (τ)
}
τ≥0
constructed in the func-
tion space Rf,out+ ⊂ L2(R,Hsp0) in Subsection 3.1 above. The subspace Hs,outp0 ⊂ Rf,out+ is
unitarily equivalent to Hsp0 via the mapping Vˆ+ and the restriction{Zf (τ)}τ≥0, Zf (τ) =
PHs,outp0
Uˆ(τ)PHs,outp0
, of the isometric evolution
{
Uˆ(τ)
}
τ≥0
in Rf,out+ to Hs,outp0 is unitarily equiv-
alent to
{
Z˜f (τ)
}
τ≥0
which in turn, as we recall, is a first order approximation to the stable
part of the forward evolution of the geodesic deviation equation, Eq. (15). As opposed to
Hs,outp0 the subspace Df,out+ is generated by the dilation procedure and represents new degrees
of freedom which are not part of the original system. In order to understand the meaning
of these new degrees of freedom and the way they influence the evolution generated by the
geodesic deviation equation, we apply a procedure of second quantization, identify a quantum
field associated with Df,out+ and observe how the interaction of this field with the system in-
duces the evolution of the stable semigroup
{
Z˜f (τ)
}
τ≥0
. More specifically, we apply coherent
state second quantization to the isometric dilation Hilbert space Rf,out+ = Hs,outp0 ⊕Df,out+ . For
this we define a positive kernel K(·.·) : Rf,out+ ×Rf,out+ 7→ C by
K(u, v) = e
〈u,v〉
R
f,out
+ = e
〈u,v〉
L2(R,Hsp0
) , u, v ∈ Rf,out+
and perform a Kolmogorov dilation (see, for example, [EvLe]) of Rf,out+ with respect to K(·, ·).
The procedure of Kolomogorov dilation introduces a symmetric Fock space Γs(Rf,out+ ) =∑∞
n=0⊕
[(
Rf,out+
)⊗n]
sym
such that to every state u ∈ Rf,out+ there is assigned an exponential
vector (which is identical to a coherent state upto a normalization factor) e(u) ∈ Γs(Rf,out+ )
e(u) =
∞∑
n=0
1√
n!
u⊗
n
and we have
〈e(u), e(v)〉
Γs(R
f,out
+ )
=
∞∑
n=0
1
n!
〈u, v〉n
Rf,out+
= e
〈u,v〉
R
f,out
+ = K(u, v), u, v ∈ Rf,out+
We define a representation of the canonical commutation relations (CCR) on Γs(Rf,out+ )
through the algebra of Weyl operators (see, for example, [P]) W (u, U) : Γs(Rf,out+ ) 7→
Γs(Rf,out+ ), with u ∈ Rf,out+ and U ∈ U
(
Rf,out+
)
, where U
(
Rf,out+
)
is the group of uni-
tary operators on Rf,out+ . The action of a Weyl operator on exponential vectors is given by
W (u,U)e(v) = e
− 1
2
‖u‖2
R
f,out
+
+〈u,Uv〉
R
f,out
+ e(Uv + u) (29)
The Weyl operators are unitary operators on Γs(Rf,out+ ). The composition rule for Weyl
operators is given by (see, for example, [P])
W (u2, U2)W (u1, U1) = e
−Im〈u2,U2u1〉W (U2u1 + u2, U2U1) (30)
17
Considering the special cases
W (u) := W (u, I
Rf,out+
), Γ(U) := W (0, U)
and using the composition rule of Weyl operators from Eq. (30) we obtain
W (u)W (v) = e−iIm〈u,v〉W (u+ v) (31)
W (u)W (v) = e−i2Im〈u,v〉W (v)W (u) (32)
Γ(U2)Γ(U1) = Γ(U2U1) (33)
Γ(U)W (u)Γ−1(U) = W (Uu) (34)
W (su)W (tu) = W ((s+ t)u), s, t ∈ R (35)
Basic observables on Γs(Rf,out+ ) are defined through one parameter subgroups in the algebra
of Weyl operators. Thus, if u is an element of Rf,out+ , Eq. (35) implies that {W (tu)}t∈R
is a continuous, one parameter unitary group on Γs(Rf,out+ ). This group has a self-adjoint
generator p(u) so that
W (tu) = e−ip(u)t
and p(u) is a basic observable on the Fock space Γs(Rf,out+ ). Setting
q(u) := −p(iu)
one defines the operators
a(u) :=
1
2
(q(u) + ip(u)) , a†(u) :=
1
2
(q(u)− ip(u))
which act, respectively, as annihilation and creation operators on Γs(Rf,out+ ). Another type
of basic observables on Γs(Rf,out+ ) follows from the fact that if {U(t)}t∈R , U(t) = e−iHt is a
continuous, one parameter unitary group on Rf,out+ with a self-adjoint generator H, then Eq.
(33) implies that {Γ(U(t))}t∈R =
{
Γ(e−iHt)
}
t∈R
is a continuous, one parameter unitary group
defined on Γs(Rf,out+ ) . We denote the self-adjoint generator of this group by λ(H) so that
Γ(e−iHt) = e−iλ(H)t
and λ(H) is a basic observable on Γs(Rf,out+ ). One may think about λ(H) as a lifting of the
observable H from Rf,out+ to the Fock space Γs(Rf,out+ ). Amongst the observables of the later
type we shall consider in particular those associated with orthogonal projections in Rf,out+ .
Thus, if P : Rf,out+ 7→ Rf,out+ is an orthogonal projection then λ(P ) is the corresponding
observable on Γs(Rf,out+ ). It can be shown that λ(P ) has a natural interpretation as the
observable that counts the number of quanta in a state f ∈ Γs(Rf,out+ ) for which the question
defined by the projection P (i.e., the question of whether they belong to the range of P ) is
answered in the affirmative (Ref .). In other words, if P⊥ := I
Rf,out+
− P , so that Rf,out+ =(
PRf,out+
)
⊕
(
P⊥Rf,out+
)
and hence
Γs(Rf,out+ ) = Γs
(
PRf,out+
)
⊗ Γs
(
P⊥Rf,out+
)
,
18
then λ(P ) is the observable counting the number of quanta in Γs
(
PRf,out+
)
and λ(P⊥) is the
observable counting the number of quanta in Γs
(
P⊥Rf,out+
)
.
Now, note that by the orthognal direct sum decomposition Rf,out+ = Hs,outp0 ⊕ Df,out+ we
have a decomposition of the Fock space Γs(Rf,out+ ) into a tensor product
Γs(Rf,out+ ) = Γs(Hs,outp0 )⊗ Γs(Df,out+ )
let P+ be the orthogonal projection in L
2(R,Hp0) on the closed subspace L2(R+,Hp0) and
let P⊥+ := IL2(R,Hp0 ) − P+, so that P⊥+ is the orthogonal projection in L2(R,Hp0) on the
closed subspace L2(R−,Hp0). Since Rf,out+ = Hs,outp0 ⊕ Df,out+ with Df,out+ = L2(R+,Hp0) and
Hs,outp0 ⊂ L2(R−,Hsp0) we find that P˜+ := P+|Rf,out+ is the orthogonal projection in R
f,out
+
on Df,out+ and P˜⊥+ := P⊥+
∣∣
Rf,out+
is the orthogonal projection in Rf,out+ on Hs,outp0 so that, in
particular, we have P˜+ + P˜
⊥
+ = IRf,out+
and
Γs(Rf,out+ ) = Γs(Hs,outp0 )⊗ Γs(Df,out+ ) = Γs
(
P˜+Rf,out+
)
⊗ Γs
(
P˜⊥+Rf,out+
)
The second quantization λ(P˜+) and λ(P˜
⊥
+ ) are then observables on Γs(Rf,out+ ) counting, re-
spectively, the number of quanta in Γs(Df,out+ ) and Γs(Hs,outp0 ). Note also that we have
e−iλ(P˜+)te−iλ(P˜
⊥
+ )t = Γ(e−iP˜+t)Γ(e−iP˜
⊥
+ t) = Γ(e−iP˜+te−iP˜
⊥
+ t) =
= Γ(e−i(P˜++P˜
⊥
+ )t) = Γ(e
−iI
R
f,out
+
t
) = e
−iλ(I
R
f,out
+
)t
from which we get that
λ(P˜+) + λ(P˜
⊥
+ ) = λ(IRf,out+
)
where λ(I
Rf,out+
) is the observable counting the total number of quanta in Γs(Rf,out+ ).
Our next step following the identification of the observables counting the number of quanta
in Γs(Df,out+ ) and Γs(Hs,outp0 ) is the lifting of the isometric evolution
{
Uˆ(τ)
}
τ≥0
from Rf,out+
to the Fock space Γs(Rf,out+ ) and the analysis of the effect of this evolution in Γs(Df,out+ ) and
Γs(Hs,outp0 ). For a general contraction operator C : Rf,out+ 7→ Rf,out+ the lifting of the action of
C into the Weyl algera is denoted by Γ0(C) and defined by
Γ0(C)W (u) = e
1
2
(
‖Cu‖2
R
f,out
+
−‖u‖2
R
f,out
+
)
W (Cu)
Note that if C1 and C2 are contractions we have
Γ0(C2)Γ0(C1)W (u) = e
1
2
(
‖C1u‖2
R
f,out
+
−‖u‖2
R
f,out
+
)
Γ0(C2)W (C1u) =
= e
1
2
(
‖C1u‖2
R
f,out
+
−‖u‖2
R
f,out
+
)
e
1
2
(
‖C2C1u‖2
R
f,out
+
−‖C1u‖2
R
f,out
+
)
W (C2C1u) =
= e
1
2
(
‖C2C1u‖2
R
f,out
+
−‖u‖2
R
f,out
+
)
W (C2C1u) = Γ0(C2C1)W (u)
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from which we obtain a composition rule Γ0(C2)Γ0(C1) = Γ0(C2C1), extending the composi-
tion rule in Eq. (33) above. Note also that, since an exponential vector e(v) is given by the
action of a Weyl operator on the vacuum state e(0) by
e(v) = e
1
2
‖v‖2
R
f,out
+ W (v)e(0)
then we may extend the action of Γ0(C) to exponential vectors via
Γ0(C)e(v) := e
1
2
‖v‖2
R
f,out
+ [Γ0(C)W (v)]e(0) = e
1
2
‖v‖2
R
f,out
+ e
1
2
(
‖Cv‖2
R
f,out
+
−‖v‖2
R
f,out
+
)
W (Cv)e(0) =
= e
1
2
‖Cv‖2
R
f,out
+ e
− 1
2
‖Cv‖2
R
f,out
+ e(Cv) = e(Cv)
If we now take for the contraction operators the elements Uˆ(τ) of the isometric evolution{
Uˆ(τ)
}
τ≥0
we obtain
Γ0(Uˆ (τ2)Γ0(Uˆ(τ1)) = Γ0(Uˆ(τ2)Uˆ(τ1)) = Γ0(Uˆ(τ2 + τ1)), τ2, τ1 ≥ 0
and
Γ0(Uˆ(τ))e(v) = e(Uˆ (τ)v), τ ≥ 0, v ∈ Rf,out+
This defines a lifting of the evolution
{
Uˆ(τ)
}
τ≥0
into the Weyl algebra and, hence, into
Γs(Rf,out+ ).
Given an eigenvector u−ηj ,rj ∈ Hsp0 of the stable semigroup
{
Z˜f (τ)
}
τ≥0
satisfying
Z˜f (τ)u
−
ηj ,rj = e
−ηjτu
−
ηj ,rj , τ ≥ 0,
we apply the unitary mapping Vˆ+ : Hsp0 7→ Hs,outp0 embedding Hsp0 and the semigroup{
Z˜f (τ)
}
τ≥0
into Rf,out+ . Thus, if
Zf (τ) = Vˆ
∗
+Z˜f (τ)Vˆ+ = PHs,outp0
Uˆ(τ)PHs,outp0
= P˜⊥+ Uˆ(τ)P˜
⊥
+ , τ ≥ 0
then
Zf (τ)Vˆ+u
−
ηj ,rj = e
−ηjτ Vˆ+u
−
ηj ,rj , τ ≥ 0 .
If we now apply second quantiztion then Vˆ+u
−
ηj ,rj is mapped into an exponential vector
e(Vˆ+u
−
ηj ,rj) ∈ Γs(Rf,out+ ) and the isometric dilation evolution
{
Uˆ(τ)
}
τ≥0
is lifted into the
evolution
{
Γ0(Uˆ (τ))
}
τ≥0
in Γs(Rf,out+ ). For any observable A on Γs(Rf,out+ ) the expectation
value of A in the evolved state Γ0(Uˆ (τ))e(Vˆ+u
−
ηj ,rj ) is, of course, given by
〈Γ0(Uˆ(τ))e(Vˆ+u−ηj ,rj), AΓ0(Uˆ (τ))e(Vˆ+u−ηj ,rj )〉Γs(Rf,out+ ) =
= 〈e(Uˆ (τ)Vˆ+u−ηj ,rj ), Ae(Uˆ (τ)Vˆ+u−ηj ,rj)〉Γs(Rf,out+ )
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For 0 < s < 1 define on Γs(Hsp0) the operator sλ(P˜
⊥
+ ) and recall that λ(P˜⊥+ ) is the operator
counting the number of quanta in Γs(Hs,outp0 ). Calculating the above expectation value with
A = sλ(P˜
⊥
+ ) we obtain
〈Γ0(Uˆ(τ))e(Vˆ+u−ηj ,rj), sλ(P˜
⊥
+ )Γ0(Uˆ(τ))e(Vˆ+u
−
ηj ,rj)〉Γs(Rf,out+ ) =
= 〈e(Uˆ (τ)Vˆ+u−ηj ,rj), e(sP˜
⊥
+ Uˆ(τ)Vˆ+u
−
ηj ,rj)〉Γs(Rf,out+ ) =
= 〈e(Uˆ (τ)Vˆ+u−ηj ,rj), e(e(ln s)P˜
⊥
+ Uˆ(τ)Vˆ+u
−
ηj ,rj )〉Γs(Rf,out+ ) =
= 〈e(Uˆ (τ)Vˆ+u−ηj ,rj), e([e(ln s)P˜⊥+ + P˜+]Uˆ(τ)Vˆ+u−ηj ,rj)〉Γs(Rf,out+ ) =
= 〈e(Uˆ (τ)Vˆ+u−ηj ,rj), e([(s − 1)P˜⊥+ + IRf,out+ ]Uˆ(τ)Vˆ+u
−
ηj ,rj)〉Γs(Rf,out+ ) =
= e
〈Uˆ (τ)Vˆ+u
−
ηj ,rj
, [(s−1)P˜⊥+ +IRf,out+
]Uˆ(τ)Vˆ+u
−
ηj ,rj
〉
R
f,out
+ =
= e
〈Uˆ(τ)Vˆ+u
−
ηj ,rj
, (s−1)P˜⊥+ Uˆ(τ)Vˆ+u
−
ηj ,rj
〉
R
f,out
+
+〈Vˆ+u
−
ηj,rj
,Vˆ+u
−
ηj ,rj
〉
R
f,out
+ =
= e
(s−1)‖P˜⊥+ Uˆ(τ)P˜
⊥
+ Vˆ+u
−
ηj,rj
‖2
R
f,out
+
+‖Vˆ+u
−
ηj,rj
‖2
R
f,out
+ =
= e
(s−1)‖Zf (τ)Vˆ+u
−
ηj ,rj
‖2
R
f,out
+
+‖Vˆ+u
−
ηj ,rj
‖2
R
f,out
+ = e
(s−1)e−2ηjτ‖Vˆ+u
−
ηj ,rj
‖2
R
f,out
+
+‖Vˆ+u
−
ηj ,rj
‖2
R
f,out
+ =
= e
‖Vˆ+u
−
ηj ,rj
‖2
R
f,out
+
(1−e−2ηjτ (1−s))
= e
‖u−ηj ,rj ‖
2
Hsp0
(1−e−2ηjτ (1−s))
The right hand side of the last equation is a generating function for a pure death process in
which the number of quanta in Γs(Hs,outp0 ), counted by λ(P˜⊥+ ), decays monotonically over time.
Since λ(P˜+) + λ(P˜
⊥
+ ) = λ(IRf,out+
) and since λ(I
Rf,out+
) counts the total number of quanta in
Γs(Rf,out+ ) which is conserved under the evolution by
{
Γ0(Uˆ(τ))
}
τ≥0
, we conclude that the
number of quanta counted by λ(P˜+), i.e., the number of quanta in Γs(Df,out+ ) monotonically
increases over time, that is, the quanta emitted by the system is absorbed in the Fock space
Γs(Df,out+ ). This shows that the stable motion of
{
Z˜f (τ)
}
τ≥0
is induced by the emission of
quanta into the dynamical environment described by the Fock space Γs(Df,out+ ). Similar results
are obtained with respect to the isometric dilation of the unstable semigroup
{
Z˜b(τ)
}
τ≤0
in
the space Rb,out+ = Hu,outp0 ⊕ Db,out+ and the corresponding Fock space obtained in the process
of second quantiaztion
Γs(Rb,out+ ) = Γs(Hu,outp0 )⊗ Γs(Db,out+ )
In this case the quanta emitted from Γs(Hu,outp0 ) when applying the (lifting of the) backward
isometric evolution is absorbed in the environment Γs(Db,out+ ). If we consider this later emission
process in reversed direction of time, i.e., for forward propagation, we obtain a process of
absorption of quanta from the environment Γs(Db,out+ ) into the system Γs(Hu,outp0 ), inducing
the instability of the motion associated with the unstable semigroup
{
Z˜b(τ)
}
τ≤0
.
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4 Conclusions
We have studied the stability of the trajectories generated by a Hamiltonian of the form of
Eq. (1). The local stability of such a system can be described by the geodesic deviation
associated with these trajectories. It is well known that the analysis of such a system is
based on the identification of the second covariant derivative of the geodesic deviation vector
with the structure of a harmonic oscillator. This argument is generally based on an implicit
assumption that in the limit of locally flat coordinate system in the neighborhood of a point
the geodesic deviation equation is well approximated by an oscillator equation. We have shown
that this result can, in fact, be rigorously derived by means of an explicit unitary map of the
geodesic deviation equation into a parametric oscillator equation. By transcribing this second
order parametric oscillator equation into the corresponding form of a first order dynamical
system, one finds that stable and unstable behavior are clearly separated. This construction,
furthermore, supplies a symplectic form for the system of dynamical variables, which then
lends itself to a second quantization which permits the identification of the excitation modes
with the dynamical behavior of the system.
Assuming that the curvature tensor entering into the geodesic deviation equation is slowly
changing we locally approximate the behavior of the solution of the dynamical system corre-
sponding to the geodesic deviation equation in terms of a forward contractive semigroup for
the stable part of the evolution and a backward contractive semigroup for the unstable part
of the evolution. We then apply a Sz.-Nagy-Foias dilation procedure to obtain an isometric
dilation of both the forward and backward semigroups. The dilation of these semigroups leads
to an understanding of the dynamical behavior of the system in terms of an interaction of the
system with a field representing an evironment.
The dilation procedure introduces degrees of freedom associated with the stability of the
system. Second quantization of the dilated system provides an interpretation of the dynamical
behavior of the original system. The stability of the stable part of the original system is
associated with the emission of quanta into an environment corresponding to the additional
degrees of freedom introduced in the dilation process. Similarly, the instability of the unstable
part of the evolution is associated with the absorption of quanta.
The structure we have described constitutes an embedding of a conservative physical sys-
tem into a larger system with quantized degrees of freedom which provides an interpretation
of the instabilities of the original system. As in the case of the damped harmonic oscillator
[M] where the qunatized degrees of freedom associated with the dilation may be put into
correspondence with radiation due to the friction in the oscillator, we could imagine that
the quantized degrees of freedom of the instabilities of a dynamical system have observable
consequences which might be seen in intrinsic thermodynamic properties of the system. The
treatment carried out in this work could, moreover, provide a rigorous framework for the con-
siderations of Kandrup et. al. [KSB] based on the work of Cassetti et. al. [CCCP] on the
association of the behavior of chaotic systems with thermodynamic properties.
Appendix A: Unitary and isometric dilations of contractive semi-
groups
Let {Z(τ)}τ∈[0,∞) be a continuous, strongly contractive, semigroup on a Hilbert space H
satisfying s- limτ→∞ Z(τ) = 0, i.e., for every ψ ∈ H we have limτ→∞ ‖Z(τ)ψ‖ = 0. According
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to the Sz.-Nagy-Foias theory of contraction operators and contractive semigroups on Hilbert
space [SzNF] for such a semigroup there exists an isometric dilation, i.e., there exists a Hilbert
space R+, an isometric semigroup {U+(τ)}τ≥0 defined on R+, a subspace H+ ⊂ R+ and an
isometric isomorphism V+ : H 7→ H+ such that
Z(τ) = V ∗+Z+(τ)V+, τ ≥ 0,
where
Z+(τ) := PH+U+(τ)PH+ , τ ≥ 0,
and PH+ is the orthogonal projection in R+ on the subspace H+. Therefore, for τ ≥ 0, Z(τ)
is unitarily equivalent to the projection of U+(τ) onto the subspace H+ ⊂ R+ representing
H. The isometric dilation is called minimal if R+ = ∨τ≥0U+(τ)H+. We refer to R+ as the
dilation Hilbert space for the isometric dilation and to {U+(τ)}τ∈[0,∞) as an isometric dilation
of the semigroup {Z(τ)}τ≥0. The dilation Hilbert space R+ is naturally decomposed into two
orthogonal subspaces
R+ = H+ ⊕D+
and, moreover, D+ is invariant under U+(τ) for τ ≥ 0.
According to the Sz.-Nagy-Foias theory an isometric dilation of the semigroup {Z(τ)}τ≥0
can be extended into a unitary dilation of the same semigroup, i.e., there exists a Hilbert
space R and a unitary evolution group {U(τ)}τ∈R defined on R, such that R+ ⊂ R and for
each τ ≥ 0, U+(τ) = U(τ)|R+ . Denoting D− = R⊖R+ we have
R = D− ⊕R+ = D− ⊕H+ ⊕D+ (36)
and
Z+(τ) = PH+U(τ)PH+ , τ ≥ 0
We refer to R as the dilation Hilbert space for the unitary dilation and to {U(τ)}τ∈R as
the unitary dilation of the semigroup {Z(τ)}τ≥0. The unitary dilation is called minimal if
R = ∨t∈RU(τ)H+. The minimal isometric and unitary dilations of a given semigroup are
unique up to unitary equivalence. Note that, since R+ ⊂ R is invariant under U(τ) for τ ≥ 0
then D− is invariant under U∗(τ) = U(−τ) for τ ≥ 0. Thus, in the decomposition of R in
Eq. (36) the subspaces D− and D+ are stable under the evolution U(τ) for τ ≤ 0 and τ ≥ 0
respectively.
We construct below two different representations of the unitary and isometric dilations
of a semigroup {Z(τ)}τ∈[0,∞) with the properties stated above. Denote the generator of
{Z(τ)}τ∈[0,∞) by B and decompose B into B = B+ + iB−, where B+ := 12(B + B∗) and
B− :=
1
2i (B − B∗) are self-adjoint so that Z(τ) = e−iBτ = e−iB+τ+B−τ , τ ≥ 0. Since
the semigroup is strongly contractive and its strong limit is zero the dissipative part of the
generator B, i.e., the operator (−B−) = i2(B −B∗) is positive definite, i.e., we have
(ψ, (−B−)ψ)H > 0, ∀ψ ∈ H, ψ 6= 0
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(ψ, (−B−)ψ)H = −(ψ, 1
2i
(B −B∗)ψ)H = 1
2i
(ψ, (B∗ −B)ψ)H =
=
1
2i
(ψ, B∗ψ)H − 1
2i
(ψ, Bψ)H =
1
2i
(Bψ, ψ)H − 1
2i
(ψ, Bψ)H =
=
1
2
[−i(Bψ, ψ)H + i(ψ, Bψ)H] = 1
2
[(iBψ, ψ)H + (ψ, iBψ)H] = −1
2
(
d
dτ
‖Z(τ)ψ‖2
)∣∣∣∣
t=0
> 0
Let R˜ be the Hilbert space of all vector valued functions defined on R with values in H and
inner product defined by
〈f, g〉R˜ :=
∞ˆ
−∞
(f(t), i(B −B∗)g(t))H dt, f, g ∈ R˜
and with the corresponding norm
‖f‖2
R˜
=
∞ˆ
−∞
(f(t), i(B −B∗)f(t))H dt =
∞ˆ
−∞
(f(t), (−2B−)f(t))H dt =
=
∞ˆ
−∞
((−2B−)1/2f(t), (−2B−)1/2f(t))H dt =
∞ˆ
−∞
‖(−2B−)1/2f(t)‖2H dt, f ∈ R˜
On R˜ define the evolution group
{
U˜(τ)
}
τ∈R
by
[U˜ (τ)g](t) = g(t− τ), g ∈ R˜ . (37)
Now define a mapping V˜+ : H 7→ R˜ by
[V˜+ψ](t) = Θ(−t)Z(−t)ψ =
{
Z(−t)ψ, t ≤ 0
0, t > 0
}
, t ∈ R, ψ ∈ H .
We have
〈V˜+φ, V˜+ψ〉R˜ = i
ˆ ∞
−∞
dt (Θ(−t)Z(−t)φ, (B −B∗)Θ(−t)Z(−t)ψ)H =
= i
ˆ 0
−∞
dt (Z(−t)φ, (B −B∗)Z(−t)ψ)H = i
∞ˆ
0
dt (Z(t)φ, (B −B∗)Z(t)ψ)H =
=
∞ˆ
0
dt [(Z(t)φ, iBZ(t)ψ)H + (iBZ(t)φ,Z(t)ψ)H] = −
∞ˆ
0
dt
d
dt
(Z(t)φ,Z(t)ψ) =
= (Z(0)φ,Z(0)ψ)H = (φ,ψ)H
Clearly V˜+ is one to one and, hence, V˜+ defines a unitary embedding of H into R˜. Moreover,{
U˜(τ)
}
τ∈R
is a unitary dilation of the semigroup {Z(τ)}τ∈[0,∞) with respect to this embedding
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and R˜ is the dilation Hilbert space. Indeed, for any τ ≥ 0 we have
〈V˜+φ, U˜ (τ)V˜+ψ〉R˜ =
∞ˆ
−∞
dt ([V˜+φ](t), i(B −B∗)[U˜ (τ)(V˜+ψ)](t))H =
=
∞ˆ
−∞
dt ([V˜+φ](t), i(B −B∗)[V˜+ψ](t− τ))H =
=
∞ˆ
−∞
dt (Θ(−t)Z(−t)φ, i(B −B∗)Θ(−t+ τ)Z(−t+ τ)ψ)H =
=
0ˆ
−∞
dt (Z(−t)φ, i(B −B∗)Z(−t+ τ)ψ)H =
∞ˆ
0
dt (Z(t)φ, i(B −B∗)Z(t+ τ)ψ)H =
=
∞ˆ
0
dt (Z(t)φ, i(B −B∗)Z(t)Z(τ)ψ)H = (φ,Z(τ)ψ)H
Now define a mapping L : R˜ 7→ L2(R;H)
(Lg)(t) := (−2B−)1/2g(t), g ∈ R˜, t ∈ R . (38)
With this definition we have
〈g, g′〉R˜ :=
ˆ ∞
−∞
dt (g(t), i(B −B∗)g′(t))H =
ˆ ∞
−∞
dt (g(t), (−2B−)g′(t))H =
=
ˆ ∞
−∞
dt ((−2B−)1/2g(t), (−2B−)1/2g′(t))H =
ˆ ∞
−∞
dt ([Lg](t), [Lg′](t))H = 〈Lg,Lg′〉L2(R,H)
Let Uˆ(τ) be the transformation of the evolution U˜(τ) by L from R˜ into L2(R;H). We have
[Uˆ(τ)Lg](t) = [LU˜(τ)g](t) = (−2B−)1/2[U˜(τ)g](t) = (−2B−)1/2g(t− τ) = [Lg](t− τ)
so that Uˆ(τ) is again translation. We continue to construct an embedding of H into L2(R;H)
via a map Vˆ+ : H 7→ L2(R;H) defined by
Vˆ+ := LV˜+.
Indeed we have
〈Vˆ+φ, Vˆ+ψ〉L2(R;H) = 〈LV˜+φ,LV˜+ψ〉L2(R;H) = 〈V˜+φ, V˜+ψ〉R˜ = (φ,ψ)H
The mapping Vˆ+ is given explicitely by
[Vˆ+ψ](t) = [LV+ψ](t) = (−2B−)1/2Θ(−t)Z(−t)ψ =
{
(−2B−)1/2Z(−t)ψ, t ≤ 0
0 t > 0
One can easily verify that with the use of the mapping Vˆ+ and the evolution
{
Uˆ(τ)
}
τ∈R
we
again obtain a dilation of the semigroup {Z(τ)}τ∈[0,∞) , i.e.,
〈Vˆ+φ, Uˆ(τ)Vˆ+ψ〉L2(R;H) = (φ, Z(τ)ψ)H, τ ≥ 0 ,
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thus,
{
Uˆ(τ)
}
τ∈R
is a unitary dilation of {Z(τ)}τ∈[0,∞) in the dilation Hilbert space L2(R;H).
We call this representation of the unitary dilation of {Z(τ)}τ∈[0,∞) in L2(R;H) the outgoing
representation. If a unitary dilation of the semigroup {Z(τ)}τ∈[0,∞) is given by a unitary
evolution group {U(τ)}τ∈R defined on a dilation Hilbert space R with an embedding of H
into R given by a mapping V+ then we denote by Wˆ+ : R 7→ L2(R,H) the unitary mapping
of the unitary dilation in R onto the outgoing representation. Denoting
Dout− := Wˆ+D−, Hout := Vˆ+H = Wˆ+H+, Dout+ := Wˆ+D+,
we have
Dout− = L2(R−,H)⊖Hout, Hout ⊂ L2(R−,H), Dout+ = L2(R+,H),
so that
L2(R,H) = Dout− ⊕Hout ⊕Dout+
Moreover, we have
Uˆ(τ) = Wˆ+U(τ)Wˆ
−1
+ ,
so that U(τ) is represented in this represntation by translation to the right by τ units. We
observe that the isometric dilation of {Z(τ)}τ∈[0,∞) is obtained by projection from R onto R+.
If the projection onto the subspace D− ⊂ R is denoted by P− and we denote P⊥− = I − P−,
then the Hilbert space for the isometric dilation is given by R+ = P⊥−R and the isometric
semigroup {U+(τ)}τ∈[0,∞), dilating {Z(τ)}τ∈[0,∞) in R+, is given by U+(τ) = P⊥−U(τ)P⊥− . In
the outgoing representation R+ is represented by a subspace Rout+ ⊂ L2(R,H) given by
Rout+ = Hout ⊕Dout+
and {U+(τ)}τ∈[0,∞) is represented by
Uout+ (τ) = P
⊥,out
− U(τ)P
⊥,out
− = U(τ)P
⊥,out
− , τ ≥ 0
where the second equality is due to the invariance of Rout+ under U(τ) for τ ≥ 0.
We now construct a second representation, called the incoming representation, of the
unitary dilation of {Z(τ)}τ∈[0,∞). The dilation Hilbert space in this representation is again
L2(R,H). Consider first the Hilbert space R˜ defined above and the evolution group
{
U˜(τ)
}
τ∈R
defined on R˜ in Eq. (37). Define a mapping V− : H 7→ R˜ by
[V−ψ](t) = Θ(t)Z
∗(t)ψ =
{
0, t < 0
Z∗(t)ψ, t ≥ 0
}
, t ∈ R, ψ ∈ H .
We have
〈V−φ, V−ψ〉R˜ =
ˆ ∞
−∞
dt (Θ(t)Z∗(t)φ, i(B −B∗)Θ(t)Z∗(t)ψ)H =
=
ˆ ∞
0
dt (Z∗(t)φ, i(B −B∗)Z∗(t)ψ)H =
= −
∞ˆ
0
dt [(Z∗(t)φ, iB∗Z∗(t)ψ)H + (iB
∗Z(t)φ,Z(t)ψ)H] = −
∞ˆ
0
dt
d
dt
(Z∗(t)φ,Z∗(t)ψ) =
= (Z∗(0)φ,Z∗(0)ψ)H = (φ,ψ)H
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Clearly V− is one to one and, hence, V− is a unitary embedding of H into R˜. Moreover,{
U˜(τ)
}
τ∈R
is a unitary dilation of the semigroup {Z(τ)}τ∈[0,∞) with respect to this embedding
and R˜ is the dilation Hilbert space. Indeed, for any τ ≥ 0 we have
〈V−φ, U˜ (τ)V−ψ〉R˜ =
∞ˆ
−∞
dt ([V−φ](t), i(B −B∗)[U˜ (τ)V−ψ](t))H =
=
∞ˆ
−∞
dt ([V−φ](t), i(B −B∗)[V−ψ](t− τ))H =
=
∞ˆ
−∞
dt (Θ(t)Z∗(t)φ, i(B −B∗)Θ(t− τ)Z∗(t− τ)ψ)H =
=
∞ˆ
τ
dt (Z∗(t)φ, i(B −B∗)Z∗(t− τ)ψ)H =
∞ˆ
0
dt˜ (Z∗(t˜+ τ)φ, i(B −B∗)Z∗(t˜)ψ)H =
=
∞ˆ
0
dt˜ (Z∗(t˜)Z∗(τ)φ, i(B −B∗)Z∗(t˜)ψ)H = (Z∗(τ)φ,ψ)H = (φ,Z(τ)ψ)H
We continue to construct an embedding of H into L2(R;H) via a map Vˆ− : H 7→ L2(R;H)
defined by
Vˆ− := LV−
where L : R˜ 7→ L2(R;H) is the mapping defined above in Eq. (38). Indeed we have
〈Vˆ−φ, Vˆ−ψ〉L2(R;H) = 〈LV−φ,LV−ψ〉L2(R;H) = 〈V−φ, V−ψ〉R˜ = (φ,ψ)H
The mapping Vˆ− is given explicitely by
[Vˆ−ψ](t) = [LV−ψ](t) = (−2B−)1/2Θ(t)Z∗(t)ψ =
{
0, t < 0
(−2B−)1/2Z∗(t)ψ, t ≥ 0
Leting Uˆ(τ) be the transformation of the evolution U˜(τ) by L from R˜ into L2(R;H), as above,
one can verify that with the use of the mapping Vˆ− and the evolution
{
Uˆ(τ)
}
a∈R
we again
obtain a unitary dilation of the semigroup {Z(τ)}τ∈[0,∞) , i.e.,
〈Vˆ−φ, Uˆ(τ)Vˆ−ψ〉L2(R;H) = (φ, Z(τ)ψ)H, τ ≥ 0.
Let a unitary dilation of the semigroup {Z(τ)}τ∈[0,∞) be given by a unitary evolution group
{U(τ)}τ∈R defined on a dilation Hilbert space R with an embedding of H into R given by a
mapping V+. We denote by Wˆ− : R 7→ L2(R,H) the unitary mapping of the unitary dilation
in R onto the incoming representation. Denoting
Din− := Wˆ−D−, , Hin := Vˆ−H = Wˆ−H+, Din+ := Wˆ−D+
we have
Din− = L2(R−,H), Hin ⊂ L2(R+,H), Din+ = L2(R+,H)⊖Hin,
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so that
L2(R,H) = Din− ⊕Hin ⊕Din+
Moreover, we have
Uˆ(τ) = Wˆ−U(τ)Wˆ
−1
− ,
so that U(τ) is represented by translation to the right by τ units. We observe that in the
incoming representation R+ is represented by a subspace Rin+ ⊂ L2(R,H) given by
Rin+ = Hin ⊕Din+ = L2(R+,H)
and {U+(τ)}τ∈[0,∞) is represented by
U in+ (τ) = P
⊥,in
− U(τ)P
⊥,in
− = U(τ)P
⊥,in
− , τ ≥ 0
where the second equality is due to the invariance of Rin+ under U(τ) for τ ≥ 0.
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