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Abstract 
Auditory and visual stimuli presented at intervals of about 300 m sec often produce miss errors in one 
or the other channel, which result from a bottleneck in a neural circuit associated with executive 
memory. The present study examined the possibility that cross-modal interference could carry over to 
performance units that transpire over 3 min or longer. An N-back task performed by 113 
undergraduates with simultaneous auditory and visual stimuli was organised into 1-min blocks of 20 
trials in 2-back and 3-back conditions. Results showed that impairment of visual processing was more 
frequent than impairment of auditory processing under conditions of fatigue. A substantial number of 
person blocks showed no such interference, however. Bottlenecks during early stages of processing 
may have more extensive effects on later processing than previously recognised. Further research 
should consider perceptual cycling in longer term tasks involving complex stimuli. 
Keywords:  
Attention, resource theory, schema theory, auditory displays, visual displays 
1. Introduction 
According to resource theory (Wickens 2002, 2008), two tasks are less likely to conflict and produce a 
bottleneck when performed simultaneously if the two tasks require different resources at the 
perception, processing, and motor responses phases of cognitive activity. A combination of an auditory 
and a visual task would be a prototype example of a pair of tasks that would be relatively unlikely to 
conflict. The principle and prototype example would be consistent with the theory of working memory 
(Baddeley 2003), which specifies an executive function and mental workspace function; the latter is 
divided between audio and visual channels, known as the phonological loop and the visuospatial 
sketchpad, respectively, and the other mental workspace areas that can be recruited by the executive 
function for use as needed. In contrast to what one would expect from resource theory, experimental 
conditions are coming to the foreground whereby auditory and visual signals arriving simultaneously 
can have inhibitory effects on each other. The events, known as attentional blink, have been observed 
at the levels of responses to single-mode stimuli presented in rapid succession (∼300 m sec), 
responses to dual-mode stimuli presented in rapid succession, and neural activation (Dux and 
Marois 2009; Haroush, Deouell, and Hochstein 2011; Kelly and Dux 2011; Marti, Sigman, and 
Dehaene 2012; Raymond, Shapiro, and Arnell 1992; Theeuwes et al. 2007). The typical blink 
experiment involves a stimulus recognition task and thus does not appear to place a high demand on 
working memory. 
The objective of the present study is to determine the extent to which the cross-modal interference 
that is associated with attentional blink is visible in larger aggregates of task performance than the 
simple stimulus and response. Further study of the interference phenomenon could inform the design 
and use of person--machine systems where auditory and visual signals are (1) streaming 
simultaneously; (2) used redundantly to signal an event, e.g. in a vigilance task; or (3) used conjointly to 
identify stimuli that meet two different criteria for a single response. The present experiment is an 
example of (1), with the new objective of examining whether the interference phenomenon carries 
over to phases of cognition that transpire beyond than the first half-second after stimulus onset and 
persist for several minutes afterwards. The pertinent theoretical issues are developed next in four 
segments: 
1. Cross-modal blink, similar phenomena, and the possible relationship of the effects to fatigue 
are described. One recent study is examined that indicates that cross-modal blink and 
interference in longer task cycles may very well be connected. 
2. The possible role of cross-modal interference in N-back tasks, which places a higher demand on 
memory than the standard experimental design and also requires longer time intervals 
between the initial stimuli and responses. An N-back task was used in the experiment 
presented here. Note that there is no inherent connection between the blink phenomenon 
and N-back tasks. Rather, N-back tasks require the perceptual recognition of stimuli which is 
followed by further cognitive operations within working memory. It was possible to fashion 
an N-back task for this experiment; however, that required attention to both an auditory and 
visual stimulus stream simultaneously. The time allowed to respond to the bimodal stimuli was 
3 sec, which was well outside the 300 m sec or less in which the cross-modal attentional blink 
effect occurs. 
3. The premise of the experiment is that cross-modal interference can persist for repeated stimuli 
that transpire over 1–3 min or longer. There are two parts to the explanation for why such 
persistence could occur, based on the current state of science. First, perceptual cycle theory 
(Neisser 1976) is introduced as a plausible explanation for how the cross-modal inhibition that 
occurs in blink studies could persist in cognitive activities that transpire over longer time 
horizons. Second, some recent work in neurocognitive dynamics supports both perceptual 
cycling theory and explains the longer term impact of interference further. The neurological 
mechanisms engage a cycling pattern of their own that consists of activation and inhibition. 
That type of cycling pattern appears to explain the functioning of the bottleneck circuit that was 
recently discovered as the essential cause of the basic attentional blink phenomenon. 
4. The fourth step integrates the foregoing themes with broader issues concerning bottlenecks 
and fatigue. 
2. Some connected cognitive processes 
2.1. Blink and related phenomena 
The blocking effect (Bills 1931) was observed when an operator viewed a stream of discrete stimuli 
over an extended period of time and gave a response. When fatigue sets in the operator could miss a 
stimulus entirely; response time would go to infinity for that trial and then return to the normal range 
for the subsequent trial. The phenomenon has been looking for an explanation in cognitive fatigue 
research ever since (Ackerman 2011). The discontinuity in performance during blocking was 
interpreted as one of several examples of catastrophic shifts in performance under conditions of 
fatigue (Guastello and McGee 1987). Catastrophic shifts imply two control parameters; one control 
parameter would be the amount of work done during the time on task, and the other would be an 
ability that compensated for the fatigue induced in the resource that was primary to the task 
(Guastello 2003; Guastello, Boeh, Gorin et al. 2013; Guastello, Boeh, Schimmels et al. 2012; Guastello, 
Boeh, Shumaker, and Schimmels 2012; Guastello, Malon et al. 2014; Guastello et al. in press; Guastello, 
Shircel et al. 2013). When the operator assumes greater workload during a given period of time, 
greater fatigue can be expected; a functional relationship between time on task, workload, and fatigue 
has been recently identified (Ahmed et al. 2014). Bills' blocking effect, however, has not been 
explained much further since it was first reported. 
The attentional blink is one of the two similar phenomena that have been observed during the first 
half-second of the presentation of the signals or stimuli; the companion phenomenon is the 
interstimulus refractory period (IRP). Like the single neuron that cannot fire twice in response to two 
stimuli that arrive too-close together in time, neural circuits in the prefrontal gyrus appear to have the 
same limitation in re-orienting to a stimulus appearing at an interval less than one half-second. IRPs are 
more evident when either auditory or visual stimuli appear in rapid succession. When interstimulus 
intervals exceed the IRPs, which are less than 300 m sec, however, an attentional blink with either the 
auditory, visual, or cross-modal audiovisual stimuli can occur (Marti et al. 2012). 
Not all experimental participants exhibit attentional blink under the same experimental conditions, 
leading some researchers to study individual differences (Kelly and Dux 2011; MacLean and 
Arnell 2010; Van Dam, Earleywine, and Alterriba 2012). If the participant does not miss the stimulus 
altogether, there is still a slightly extended response time to one or the other stimulus. When cross-
modal blink does occur, however, auditory stimuli interrupt visuals more often than vice versa 
(Haroush et al. 2011; Marti et al. 2012). The alleged source of conflict between stimuli is that, although 
the auditory and visual circuits start in separate places, they both bottleneck through a common circuit 
that is associated with the executive functions of working memory (Figure 1). The circuits that are 
responsible for IRPs are thought to be the same as those responsible for attentional blink. The circuits 
separate again as later processing continues. 
Figure 1. Schematic of the neural system that produces IRP, cross-modal blink, and possibly interference at later 
stages of processing. 
 
 
In an ergonomics application, Mkrtchyan et al. (2012) attempted to induce periodic attention to a 
display for a vigilance task by adding auditory cues. In one experimental condition, the display was 
equipped with an auditory alert that signalled events on the screen that required responses such as 
destroying an enemy target; no auditory alerts were produced in the second condition. Target events 
were planned to occur in a cyclic fashion over time. The study was intended to determine whether the 
auditory alerts would improve performance overall and whether they would exaggerate cyclic 
attention to the task compared to distraction activities. Participants were permitted to engage in 
distractions while working, such as doing tasks on their laptops, or using cell phones for data but not 
actual phone calls; snacks and soft drinks were also provided as distractions. 
The results showed that the performance was actually better without the auditory alert, which was 
inconsistent with the time-honoured principle of redundancy enhancing reliability. Participants were 
also classified as directed in their attention to the task, divided in attention, or distracted based on an 
analysis of videotapes of their behaviour while working on the task. The auditory alerts did not 
improve attention to the task, except in the case of one out of the nine participants who was the most 
distracted. Although Mkrtchyan et al.'s study did not specifically address attentional blink or 
subsequent interference, either one could have been responsible for the conflict they observed when 
auditory cues were added to the visual cues. 
2.2. Attentional blink in N-back tasks 
Of the several hundred studies on attentional blink, we are aware of only one attempt (Wynna et 
al. 2006) to explore the connection between the events of the first half-second and events in 
subsequent processing in working memory that could be captured in an N-back experimental task. In 
an N-back task, the research participants attend to a series of auditory or visual stimuli and need to 
remember whether they saw a particular stimulus just previously (1-back), two events previously (2-
back), three events ago (3-back), etc. N-back tasks are thought to place a strong demand on the 
executive function component of working memory (Kane and Engle 2002), particularly the updating 
function. Performance on N-back tasks would thus be susceptible to fatigue effects (Logie 2011), which 
are usually observed as performance decrements over time (Ackerman 2011; Guastello et al. in press; 
Guastello Boeh, Shumaker, and Schimmels 2012; Guastello, Boeh et al. 2012, 2013; Guastello, Malon et 
al. 2014; Guastello and McGee 1987). 
Our search of the experimental literature indicated that previous studies that used N-back tasks for 
different purposes seldom used tasks more difficult than 2-back. The present experiment involved 
tasks in 2-back and 3-back modes with auditory and visual stimuli presenting simultaneously. 
Importantly, N-back tasks involve memory processes that extend beyond the first 500 m sec. 
Associations between current and remembered stimuli could involve processes extending up to 9 sec 
in the 3-back task used here. Furthermore, the present study investigated whether cross-modal 
interference can occur at behavioural aggregates of 60 sec (20 stimulus--response units). If 
interference occurs at larger aggregates, it could have some useful implications for design of interfaces 
that involve auditory and visual stimuli. 
The concern with aggregation stems from the principle of time ecologies (Koehler 2003). Many 
dynamic events result from processes at different time scales (Guastello 2010; Koehler 2003; 
Mandelbrot 1997; Zaheer, Albert, and Zaheer 1999), or come into better focus when a large enough 
time scale is adopted (Guastello, Peressini, and Bond 2011). Patterns in neural activity, intention, 
memory, and those of machine systems all combine to produce holistic time series of system 
performance. The combinational structure can result from the synchronisation of cognitive and other 
processes, or from other emergent processes in person--system interaction, and there is no a priori 
reason to assume that the resulting pattern is faster, slower, or the average of contributing temporal 
patterns. Although there are limits to the number of temporal dynamics that can be assessed in one 
experimental study, the concept of time ecologies is compelling enough to investigate the possibility 
that aggregates of stimulus--response patterns that are larger than the single trials in a standard blink 
study can exist and be informative. In the particular case of N-back tasks, the task itself requires 
memory of stimuli over two or three trials, and is thus likely to induce a level of patterning. Extended 
time working on such tasks is plausibly embedded within a broader temporal dynamics associated with 
cognitive workload and fatigue. 
2.3. Perceptual cycling 
Perceptual cycle theory (Neisser 1976) offers some plausible descriptions and explanations of events 
that occur beyond the first 500 m sec, form aggregations, and cycle in their behaviour, particularly 
when auditory--visual inhibition occurs. The events appear to be self-organising from the bottom-up 
and top-down. 
2.3.1. Cognitive principles 
A common feature of perceptual cycle theory and ecological psychology (Gibson 1979) is that people 
are actively looking for affordances. Attention to one target in the environment diverts attention from 
other potential targets. Perception and attention are essentially the same process, according to 
Neisser (1976), who proposed, furthermore, that there is no need to assume that there is a separate 
cognitive filter operating. Divided attention and distracted attention were sufficient explanations for 
incomplete or degraded perception–action outcomes. 
The perceptual cycle is a sequence of anticipation, explorations, and information pickup. If the 
perceived target connects to something meaningful to the active search, the response ensues. The 
ability to recognise and respond to affordances requires schemata, which are mental structures of 
perceptual elements that are essentially template recognition processes. The perception–action 
combination is also learned and consolidated and completes the cycle. The perception–action 
sequences are the core elements of recognition-primed decision-making (Klein 1989). 
Schemata involve anticipation of what to expect and do next, and further connections between 
perceptual cycles and situation awareness have been made (Stanton, Chamber, and Piggott 2001). A 
possible negative consequence of the cycle is that incorrect schemata can be activated, at which time 
the incorrect action sequence proceeds like the proverbial freight train rolling downhill (Plant and 
Stanton 2012). The amount of time it takes to find and execute a schema can be substantial (Spivey 
and Dale 2006); it would depend on its rule complexity, and thus its demand on working memory, and 
the ambiguity of the perceptual target. The availability of an existing schema could pre-empt the 
development of a new schema when needed, although new schemata can eventually differentiate 
given enough experience. 
In an illustrative experiment, Ye, Cardwell, and Mark (2009) showed the experimental participants a 
variety of objects, each of which had one or two affordances that were not part of the original design 
intention of the object. An example would be the use of a drinking glass that could be used to dig sand 
or pound a cracker or other object. The participants were able to find one affordance, but often failed 
to find two when the two were present. Once one schema was activated it was not readily changed. 
Dual affordances were more difficult to detect if the affordances required grasping the object in 
different ways; in other words, the action portion of the schemata was different. 
The key points of Ye et al.'s experiments were, for the present purposes, are as follows. (1) Perceptual 
cycles are relatively intact. (2) One schema needs to be executed before a different one (for another 
affordance) can be engaged. (3) The schematic inhibition (or interference) bears some resemblance 
with cross-modal attentional blink, but on a longer time horizon. Although there might not be a 
cognitive filter operating on the perception of affordances, the circuit that is responsible for the 
bottleneck in blink could be responsible for limiting the number of schemata that can be executed at 
once. 
2.3.2. Neurocognitive cycling 
The onset of the stimuli that trigger the schemata is marked by the onset of gamma-band 
electroencephalogram (EEG) activity that is produced by excitatory and inhibitory oscillations in neural 
activity (Baird 1999; Bressler and Freeman 1980; Ward 2004; Whittle 2010). The gamma activity 
observed in the blink process is independent of the P300 wave activity that is commonly associated 
with workload events, according to Batterink, Karns, and Neville (2012). When multiple schemata are 
engaged by the flow of stimuli, oscillation functions coordinate and synchronise (Ward 2004; 
Whittle 2010). Furthermore, there is some concern that the cyclical timing of stimuli in psychology 
experiments also induces oscillations of cognitive functions that synchronise with the natural ones. 
Dynamically, the experimental medium induces a strong oscillator, whereas the natural world is more 
likely to offer stimuli on a chaotic basis (Gregson 1992; Hancock 2013). Forcing oscillation is, 
incidentally, one of the several effective means for controlling chaos (Guastello 2006; Ott, Grebogi, and 
Yorke 1990). The level of synchronisation between neural structures is relatively modest, however, 
compared to the rigid entrainment that can be produced in mathematical experiments (Whittle 2010). 
The level of synchronisation depends, at least in part, on the similarity of the schemata and whether 
they generate equal activity levels in the cortex at the same time (Baird 1999). The distinctiveness of 
one stimulus compared to another appearing in rapid succession would be one source of de-
synchronisation produced by different activity levels (Schadow et al. 2007). 
The principle of minimum entropy (Hong 2010; Guastello, Gorin et al. 2013; Guastello, Reiter, et 
al. 2014) or free energy (Friston 2010) appears to be operating here. Neural aggregates gravitate 
toward the greatest efficiency by finding and using the smallest number of degrees of freedom that 
accomplishes the goal sufficiently. By the same token, a certain amount of variability needs to remain 
to respond properly to the range of stimuli and situations that could be encountered. Thus, the 
reduction of degrees of freedom, which occurs with practice, serves to reduce the number or 
complexity of schemata. The accommodation of distinctive stimuli, however, would raise the number 
of degrees of freedom or the complexity of schemata. 
It also appears that learning processes can shape both the synchronisation of schemata and the 
schemata themselves, resulting in an interesting emergent process. Some blink studies used visual 
stimuli in which the targets had two distinctive features, but the two features appeared in stimuli that 
were presented close together in time within the attentional blink window. After a sufficient number 
of trials was presented in that fashion, the two target features were perceived as an iconic whole 
containing both features, and the experimental participants had difficulty reporting which of the two 
target features appeared first (Akyurek et al. 2012). Thus, another example of self-organisation occurs 
when the two features merge into an intact object. Thus, the participants could perceive the two 
target features from the same mode but could not process them separately. Simultaneous auditory 
and visual stimuli have not been reported to form a similar gestalt, however. Rather, the opposite 
appears to be true in the experiments on cross-modal blink. Thus, a different process is probably 
underlying the cross-modal effects, which could be closer to the gamma desynchronisation induced by 
distinctive stimuli during attention cycling. 
It is now possible to assemble the foregoing ideas into a plausible explanation for interference 
phenomena. Because activation–inhibition cycles are pervasive in neural architecture, the cycle is 
probably the core mechanism behind the functioning of the bottleneck circuit that starts the 
perceptual phase of the attentional blink process, allowing either auditory or visual information to pass 
through while inhibiting the other. Again, not everyone is susceptible to cross-modal blink, so there are 
instances where both types of stimuli pass through correctly, which also means that working 
memory could process both types of stimuli. As mentioned earlier, the circuit that is responsible for 
blink could likely be responsible for the number of schemata executed at the same time. If a learning 
process is involved, the schemata for anticipating stimuli and responding to them would be 
differentially developed. The differential development would in turn be responsible for other 
interference effects on performance observed over extended periods of time. 
A connection between interference and fatigue was made earlier. Because fatigue and practice effects 
are occurring simultaneously at different rates and pushing performance in different directions, the 
effect of interference would probably not be clearly visible until after a phase of learning (of schemata) 
has completed. Underneath the performance decline is a reduction in the degrees of freedom used to 
perform and an increase in variability in performance. At this point, the individual stops performing the 
task or redistributes degrees of freedom in an advantageous manner (Hong 2010). Redistribution can 
take different forms depending on what the task allows, but one manifestation is akin to a second-
wind effect when performance improves again (Guastello, Boeh et al. 2013). For the present purposes, 
it would be advisable to study interference phenomena during an epoch of fatigue rather than an 
epoch of learning or redistribution. 
2.4. The location of bottlenecks 
Efforts to uncover and locate the presence of bottlenecks have been an integral part of the research on 
cognitive channel capacity since the beginning of those investigations (Kantowitz 1985; Pashler and 
Johnston 1998; Welford 1952, 1980). One such bottleneck was identified in the earliest processing 
stage by manipulating stimulus onset asynchrony, which is the common denominator in IRP and cross-
model blink. When the presentation times of two stimuli are too close together, the response time to 
the second stimulus is impaired, but as the asynchrony becomes greater, the impairment reduces to an 
asymptotic minimum (Pashler and Johnston 1998). 
The general rule took shape that stimuli that relied on different resources lessen the odds of incurring 
a bottleneck, but limits to channel capacity were still apparent, nonetheless. The quantification of 
channel capacity remains elusive, however, and workload measurements are at best relative to the 
task combinations being investigated (Guastello 2014, 115). 
There is also evidence to support the existence of bottlenecks in the middle stages of cognitive 
processing that are independent of those found during the first 300 m sec of stimulus onset (Johnson, 
McCann and Remington 1995). Cognitive strategies such as chunking input for ‘batch processing’ can 
also help avoid bottlenecks during the processing phase. A batch from one task proceeds through the 
central process before the batch from the second task (Pashler and Johnston 1998). If the stimulus flow 
is relatively unpredictable, batching can reduce the number of task switches required in a given 
amount of time and thus reduce fatigue (Guastello, Gorin et al. 2012). Batching and buffering would 
denote attention cycling at an intermediate stage of processing if it did not already occur at the initial 
stage. 
Although brain circuitry involves massively parallel processing, the bottlenecks themselves are pockets 
of serial processing (Marti et al. 2012; Pashler and Johnston 1998). The neural structures thought to be 
responsible for the bottlenecks have only begun to be identifiable through brain imaging technologies. 
Marti et al. (2012) found a bottleneck circuit in an area of the prefrontal cortex that is also associated 
with decision-making. That particular finding strongly suggests the involvement of the executive 
functions of working memory, which in turn suggests that cross-modal interference could be more 
pronounced under conditions of fatigue. Furthermore, even if the stimulus stream consisted of a single 
mode (e.g. visual) and the IRPs were not excessively short, the stimuli would still be routed through the 
critical circuit which, if fatigued, could produce the blocking effect initially reported by Bills (1931). 
Because brain circuitry involves massively parallel processing, however, it is possible that individual 
differences could explain whether a particular bottleneck could occur for some people and not others, 
and whether specific combination stimulus or task features are always responsible for triggering the 
bottleneck. Such differences could explain the reports that cross-modal blink does not happen to all 
experimental subjects, as mentioned earlier. Individual differences that capture an individual's 
elasticity versus rigidity of response to changing workloads in broader circumstances are currently 
under investigation (Guastello, Shircel, Malon, and Timm 2015; MacLean and Arnell 2010). 
2.5. Hypotheses 
The N-back task used in this experiment presented auditory and visual stimuli simultaneously. The two 
primary hypotheses for this study were as follows. (1) Cross-modal interference could be detected at 
aggregation levels of 20 trials of an N-back task, which constituted approximately one min in real time. 
(2) Consistent with previous results (Haroush et al. 2011; Marti et al. 2012), auditory detection or 
processing should interfere with visual processing more often than vice versa. More specifically, we 
expected that the extended sequences of visual errors would be more prevalent than the extended 
series of auditory errors. 
The analysis of the present experimental data was designed to allow for the possibility that cross-
modal interference did not happen to all participants, which was also reported in previous studies. 
Also, because fatigue was implicated in the blocking effect, which bears some resemblance to blink, a 
trend analysis of performance over 15 blocks of 20 trials was conducted to ascertain the point where 
the amount of time on task required for learning the task ended and the onset of fatigue began. A pilot 
study (not reported here) suggested that a substantial performance decrement occurred at the eighth 
block and was followed by performance improvements. It was important for this study not to conflate 
errors associated with incomplete learning with those that could result from interference in working 
memory. 
One group of analyses was based on all participants' responses to six blocks of trials pooled together. A 
second group of analyses examined within-person differences in auditory versus visual errors over the 
six blocks of trials. In both cases, if decrements in visual and auditory performance were proportional 
to each other (in the sense of r) or more consistent than inconsistent (in the sense of χ2), the results 
would favour an interpretation of the performance decrements arising from cognitive workload or 
fatigue. If there were a negative correlation between auditory and visual performance, or inconsistent 
performance deficits in both modalities, an inhibitory or interference effect was in operation. Also in 
both cases, the previous research indicated the possibility that the negative or inhibitory effects would 
only be evident after the people who showed no cross-modal effect in either modality were excluded 
from the analysis, which would signify the presence of a moderating effect. The origins of the 
moderating effect have not been identified yet, but the extant literature indicates that it exists. 
3. Method 
Participants were 113 undergraduates from a Midwestern University. Of that number 34 were male, 
and 79 were female. Their mean age was 19.35 years; 96.4% were between the age of 18 and 22. 
The N-back task was a configuration that was available from the Brain Workshop interactive web site 
(Hoskinson and Toomin 2012). Participants were seated in front of a desktop computer with a 33-cm 
diagonal monitor. The stimuli consisted of an auditory and a visual element. The auditory element was 
a spoken letter of the alphabet. There were two possible visual stimuli, depending on the random 
assignment of participants to experimental conditions. Participants in one condition viewed stimuli 
consisting of six solid geometric figures (semi-circle, square, triangle, pentagon, five-pointed star, and 
hexagon). In the second condition, they viewed stimuli consisting of 24 cartoon faces, an example of 
which appears in Figure 2. The visual stimuli were presented in blue in the centre of the display against 
a white background. The comparison of performance between the conditions using geometric and 
cartoon faces was based on findings that attentional blink was less severe when the visual stimuli were 
faces with emotional content (deJong et al. 2009; Musch, Engel, and Schneider 2012; Van Dam et 
al. 2012). The available set of 24 faces was also more comparable to the number of letters in the 
alphabet that were used in the auditory stimuli. Stimuli were randomly chosen by the programme 
except when it wanted to display a correct N-back. 
Figure 2. Example of a cartoon face stimulus. 
 
 
The participants completed 15 blocks of 20 trials in the 2-back mode, and 15 blocks of 20 trials in the 3-
back mode on a desktop computer within a controlled laboratory setting. There were no scheduled 
rest periods except for the time required to load the 3-back task, which required less than 1 min. The 
auditory and visual stimuli were presented at 3-sec intervals from the beginning of one stimulus to the 
beginning of the other. 
The visual stimulus appeared for 500 m sec in the middle of the screen and then disappeared. The 
duration of the auditory stimuli was also 500 m sec. The instructions for which key to press remained 
at the bottom of the screen for the duration of the session. The system automatically recorded the 
accuracy rates for the audio, visual, and total performance measures. Participants received feedback 
about their accuracy on all three measures at the end of each block of trials. 
The participants were instructed to press the J key if the auditory stimulus matched the N-back, and 
the L key if the visual stimulus matched the N-back. The system could accept both key presses during 
the interval or simultaneously. The streams of stimuli were programmed to include 12.5% ‘trick’ or 
‘interference’ trials such that auditory and visual stimuli would repeat but at the wrong N, either one 
step too soon or one step too late. The responses for the first two stimuli in 2-back and the first three 
stimuli in 3-back were not counted toward the accuracy rate. 
The baseline accuracy rate, which could be obtained by responding ‘yes’ to all stimuli, was 4 per block, 
or 22%–24% depending on whether it was a 2-back or 3-back and a small amount of random variation 
in the algorithm that generated stimuli. The minimum accuracy rate obtained by the participants in the 
blocks of trials used for the interference-related analyses was 0.0%, which was obtained by 5%–21% of 
participants, with the percentage of participants depending on the block, N, and audio or visual nature 
of the stimuli. 
4. Results 
4.1. Performance trends 
The goals of the analysis of variance (ANOVA) analyses were to determine the critical range of blocks of 
trials when fatigue set in and to determine whether the geometrics or cartoon faces produced any 
differential effect on performance. Thus, the dependent measure was the accuracy rate of 
performance on both auditory and visual stimuli together. The 2-back and 3-back data were analysed 
separately because of the large number of degrees of freedom that would be spent on possible 
interaction terms. The ANOVA models had one repeated effect and one fixed effect. The repeated 
effect was blocks of trials, 15 levels. The fixed effect was a type of visual stimuli, 2 levels. 
For the 2-back task, there was a significant main effect for blocks of trials (F(14, 1554) = 5.01, p < 
.01, ηp2 = .04). There were significant polynomial trends up to the fifth order (F(1, 1554) = 3.56, p < 
.10, ηp2 = .03), meaning that there were four bends in the performance curve; Figure 3 illustrates the 
performance curve for auditory and visual accuracies combined. Tukey's post hoc tests (using p < .05) 
showed that block 1 was different from all other blocks. Block 2 was different from blocks 10, 11, 14, 
and 15. Block 4 was different from block 14. Blocks 5 and 7 were both different from blocks 11 and 14, 
and block 8 was different from block 14. None of the other comparisons were statistically significant. 
There were thus two conclusions from the temporal patterns. First, block 1 was clearly a learning trial. 
Second, there were fatigue recovery dynamics occurring such that there were peaks in performance at 
trials 11 and 14, and troughs in performance at blocks 5, 7, and 8. 
Figure 3. Mean per cent accuracy for auditory and visual stimuli combined for 15 blocks of trials for the 2-back 
and 3-back tasks. 
 
 
The main effect for type of visual stimulus was not significant for the 2-back task (F(1, 111) = 0.00). The 
interaction between blocks and type of visual stimulus was not significant either (F(14, 1554) = 0.73). 
For the 3-back task, the main effect for blocks of trials was not significant (F(14, 1526) = 1.00). The 
linear trend was significant, however, and indicated an upward trend in performance (F(1, 1526) = 
4.13, p < .01, ηp2 = .04; Figure 3). The other polynomial trends were not significant. An interaction 
between blocks and type of visual stimuli was significant, but the effect was very small (F(14, 1526) = 
1.66. p < .10, ηp2 = .01). Inasmuch as the interaction was probably very idiosyncratic and not readily 
explained, it was not pursued further. 
4.2. Interference 
Based on the results of the pilot study and the ANOVA results with the larger controlled sample, three 
blocks of trials were selected for analyses from the middle of the time series – blocks 7, 8, and 9 from 
both the 2-back and 3-back tasks. The full time series of auditory and visual performances are shown 
in Figure 4 for reference purposes. 
Figure 4. Mean per cent accuracy for auditory and visual stimuli separately on 15 blocks of trials for the 2-back 
(upper) and 3-back (lower) tasks. 
 
 
The histograms for blocks 7, 8, and 9 (Figures 5 and 6) illustrated bimodality whereby the people who 
performed at 0% accuracy for the entire block of trials were separating from the others. The effect was 
more pronounced for the visual stimuli. 
Figure 5. Histograms of per cent accuracy for auditory (left column) and visual stimuli (right column) on critical 





Figure 6. Histograms of per cent accuracy for auditory (left column) and visual stimuli (right column) on critical 




The frequencies of these auditory and visual interferences were organised for chi-square tests as 
follows. Data from all 113 participants in blocks 7, 8, and 9 of both the 2-back and 3-back tasks were 
organised into a 2 × 2 format (Table 1). Auditory and visual stimuli were dichotomised as complete 
errors (score = 0%) or less than complete error (score ≥ 1%). There were a total of 130 complete visual 
errors and 39 complete auditory errors. 
Table 1. Number of participants with complete visual and auditory error. 
 Visual accuracy = 0% Visual accuracy ≥ 1% Row total 
Auditory 11 28 39 
Accuracy = 0%       
Auditory 119 520 639 
Accuracy ≥ 1%       
Column total 130 548 678 
 
The first test was a measure of association between complete errors on auditory and visual stimuli. A 
significant association would show whether complete errors were consistent on both channels or 
inconsistent. If they were consistent, then the higher error rates could be relegated to fatigue or other 
sources of human error rather than the conflict between modalities. The test was not significant, 
however, (χ2 = 2.18; p > .05). 
Given that prior experimental evidence showed that not all research participants experienced 
interference, the problem was reframed as two questions: if the individuals showed complete error on 
auditory stimuli, were they more or less likely to show complete error on visual stimuli? If the 
individuals showed complete error on visual stimuli, were they more or less likely to do so on auditory 
stimuli? The tests showed that those who showed complete error on auditory stimuli were less likely to 
do so on visual stimuli (χ2 = 7.41, p < .01). Furthermore, those who showed complete error on visual 
stimuli were more likely not to do so on auditory stimuli (χ2 = 109.86, p < .001). The latter effect was 
stronger than the former; complete visual error was more prevalent than complete auditory error, 
which was also consistent with previous research results. 
4.3. Within-person analyses 
The foregoing analyses were based on all participants' responses to six blocks of trials. The next 
analyses examined within-person differences in complete auditory versus complete visual error over 
the six blocks of trials. Performance scores for each person on each block were dichotomised so that a 
complete auditory error on a block was scored 0 and 1 otherwise. The scores were summed over the 
six blocks to create a variable totally wrong auditory blocks, which had a range of 0–6. The same 
scoring procedure was applied to visual performance data to create a variable totally wrong visual 
blocks. 
Frequency distributions for the two totally wrong variables appear in Figure 7. Of the 113 participants, 
84 did not exhibit complete errors on the auditory stimuli on any of the six blocks (score = 6). Only 45, 
however, did not exhibit complete errors on the visual stimuli on any of the six blocks. Three 
participants exhibited complete errors on auditory stimuli on three or more blocks, and 13 had 
exhibited complete errors on visual stimuli on three on more blocks. The likelihood χ2 test (42.022, df = 
6, Cramer's V = .43, p < .001) indicated that the two distributions were significantly different. Thus, 
from the perspective of individual analysis over six blocks of trials, interference is more likely on visual 
stimuli than on auditory stimuli. 
Figure 7. Histograms of totally wrong blocks for auditory and visual errors occurring over the six critical blocks of 




If there was an auditory-to-visual inhibition effect, there should be a negative correlation between 
totally wrong auditory blocks and totally wrong visual blocks. A scatterplot (Figure 8) showed that the 
join distribution was not bivariate normal. The correlation, nonetheless, was actually positive (r = 
.21 p < .05) indicating that errors in one modality were proportional to errors in the other modality. 
The positive correlation would suggest that the participants' errors were the result of workload 
demand or fatigue. 
Figure 8. Scatter plot of total auditory error and total visual error over the six critical blocks of trials. Low scores 
indicate that the participant completed several blocks of trials that were completely inaccurate. 
 
 
The positive correlation could have been produced, however, by the clump of 34 cases that did not 
produce totally wrong blocks in either mode, and the one outlier who produced totally wrong 
responses on five out of the six audio blocks and all six visual blocks. When those cases were dropped, 
the correlation based on the remaining 78 of cases dropped to .13 (NS). Although the results did not 
support a direct oscillation or inhibition effect, they did support the distinction between individuals 
who showed interference and those whose errors could arise from cognitive workload or fatigue. 
5. Discussion 
5.1. What was learned? 
The objective of the study was to examine the possible existence of cross-modal interference in 
cognitive task sequences that were longer term than single stimulus events in which blink has been 
reported previously. The interference effect would have important implications for theories of 
cognitive workload as well as for practical application. Although cognitive fatigue was not a primary 
focus of the present study, recent studies now support the notion that the behavioural effects of 
workload, practice, fatigue, and recovery are intertwined. Thus, the experimental results reported here 
were predicated on situations where fatigue was likely and learning and recovery effects were less 
likely. It now appears that workload or fatigue effects moderate other cognitive events; this possibility 
needs to be explored further. 
In an examination of the previous studies concerning attentional blink, it was necessary to separate the 
effect called ‘blink’ into two subtypes that were better characterised by IRP and those of the cross-
modal variety; the latter were of concern here. Cross-modal blink involves some cycling between 
attention to auditory and visual stimuli, although the length and consistency of this particular cycle are 
still to be determined. Neurological evidence (Marti et al. 2012) indicates that there is a bottleneck 
circuit involved in both IRP and cross-modal blink and that there are other widespread oscillatory 
functions (Whittle 2010) that either give rise to, or are affected by cyclic attention and engagement of 
schemata. 
Longer term tasks with dual-mode stimuli now appear susceptible to cross-modal interference, but 
also involve cognitive-behaviour units that engage after the critical period of 300 m sec and cycle 
between one perception–action schema and another. 
The results of the present study showed that cross-modal interference does occur when mixed 
auditory and visual stimuli are processed simultaneously and that the effect is prominent at 
behavioural aggregates (blocks) of 20 trials, as evidenced by the visible bimodality in most of the 
histograms in Figures 5 and 6. A comparison with the histograms in Figure 7, however, indicates that 
individuals who produced wrong responses on a full block of trials are usually not the same ones who 
produced totally wrong responses on the other blocks of trials. Totally wrong responses in the visual 
channel were observed on the six blocks tested, however, for 11.5% of the participants for three out of 
six min (six blocks) of work time studied. Consistent with previous studies on attentional blink, 
interference on the N-back task did not happen to all experimental participants under the same 
conditions. Furthermore, auditory and visual interferences both occur, but are unlikely to occur 
simultaneously. Auditory stimuli tend to inhibit visuals more often than vice versa. 
The negative proportionality (correlation) between auditory and visual performances that would have 
supported a simple inhibitory effect between the two modalities within individuals was not found. If 
the interference effect were simply a manifestation of cognitive workload or fatigue, then decrements 
and peaks in performance in both modalities would be positively correlated within persons, which was 
roughly the case. The relationship was held together, however, by the extreme performers who did not 
exhibit interference in either mode for all six blocks of trials and one who did so on all six blocks in the 
visual mode and five out of the six blocks in the auditory mode. The pattern of results obtained here 
would be consistent with the interpretation that, after eliminating the contributions of fatigue, 
attention cycles between auditory and visual stimuli under conditions of high short-term demand, and 
that the cycles were of irregular intensity and duration across individuals. More finely grained time-
series analyses would be needed to determine a more specific non-linear pattern if one exists. 
5.2. Limitations and future research 
Several features of the present study could be changed in future research to enhance the 
generalisability of the cross-modal interference phenomenon in larger perception–action sequences. 
Within the N-back type of experiment, the visual component could be changed so that single target 
images appear in different spatial locations on the screen; this manipulation would inform whether 
cross-modal inhibition extends to spatial perceptions as well as shape perception. Similarly, the audio 
stimuli could be changed from spoken letters of the alphabet to tones or tone patterns. 
Different types of tasks could be studied that emulate other types of real-world tasks. N-back tasks, for 
instance, would be representative of vigilance or security functions where the operator needs to 
recognise people or events that crossed the visual screen in the recent past. Once can anticipate, 
however, that there might be a trade-off between the realism or ecological validity of an experimental 
task and the ability to discern clear-cut examples of an isolated cognitive process. Perception–action 
schemata can vary in complexity, and the complexity could have some impact on the cross-modal 
interference at the start of each cycle. Cross-modal blink has only been studied experimentally with 
simplistic perception–action requirements; studies that were framed around attentional cycles have 
imposed deeper perception--action requirements on the participants (e.g. Ye et al. 2009). 
Finally, there is the role of cross-modal interference in pragmatic ergonomic phenomena. In Mkrtchyan 
et al.'s (2012) experimental interface, one would have thought that the rule of redundancy improving 
reliability would apply to the introduction of an auditory alert to a primarily visual task. The opposite 
happened instead, and future research should explore the extent to which cross-modal interference is 
equally likely for conjoint and disjointed stimuli (the latter were used in the present experiment) and 
where the rule of redundancy improving reliability continues to hold. It was not clear why Mkrtchyan 
et al. attempted to induce cycling between the task and distractions, but their finding that the attempt 
only worked on the most distracted participant is informative and suggests that further conflicts 
between on-task functions and distractions should be explored further from the framework of 
perceptual cycle theory. Their study and the present one also raise another issue, which is that the use 
of rigid periodicity in the presentation of stimuli in experiments may be at odds with the temporal 
presentation of real-world affordances. 
5.3. Theoretical implications 
Cross-modal blink presented a boundary condition for resource theory (Wickens 2002, 2008) and thus 
a potential problem in ergonomics (Theeuwes et al. 2007). The typical task in a cross-modal blink 
experiment presented stimuli in different modes and required minimum cognitive processing. Thus, if 
bottlenecks were unlikely because of the different stimulus modes, the blink phenomenon presented a 
contradiction. 
The present study added on a challenging memory demand that was applied to both auditory and 
visual channels. The resources required at the earliest stage of processing were also different in the 
sense that one was language-based and the other was pictorial recognition. The subsequent processing 
schema that was applied to both channels consisted of four basic steps: hold stimulus in memory, 
update the short list in memory, match, and respond. By applying the same schema to two different 
channels, the N-back task did present an opportunity for task switching, which would imply that at 
least one other schema was in play. We now know from recent studies (Guastello, Gorin et 
al. 2012, 2013) that there is substantial variability in the task-switching schemata that people could 
adopt, and that their task-switching schemata are often sub-optimal. The memory schemata do not by 
themselves present any additional boundary conditions to resource theory. Rather, the important 
point is that the bias against visual processing persisted beyond the initial perception phase of the 
cognitive process. 
The conditions covered by resource theory, nevertheless, aptly explain the events occurring 
subsequently to the bottleneck circuit where the mainstay of the more complex work activities is 
actually taking place. It also appears to be consistent with the 81% of observations (based on Table 1) 
where interference did not occur. Resource theory was probably never intended to apply to responses 
to multiple stimuli occurring within the first 300 msec associated with the IRP. The events occurring 
between 0.5 and 3.0 sec or a 3-min span of 60 trials are another matter, and thus the target of the 
present investigation. Three min could be a critical interval in urgent vigilance tasks or other human–
computer interactions. 
Although resource theory and the working explanation of attentional blink are both primarily centred 
on load issues, fatigue could be responsible for lowering load capacity. Fatigue could also arise from 
overworking the circuit that is responsible for bottlenecks when they occur. The dynamics of fatigue 
and workload in the N-back task were investigated further in another study (Guastello et al., in press). 
It now appears that several individual differences in cognitive flexibility are responsible in part for 
changes in performance when the workload shifted from 2-back to 3-back. Other individual differences 
in fluid intelligence partly explained the patterns of learning the task, susceptibility to fatigue and the 
phase shift associated with recovery from fatigue. The phase shift that seemed to have occurred after 
block 9 was similar to temporal patterns that were reported earlier (Guastello, Boeh et al. 2013) and 
interpreted as reorganisations of available degrees of freedom in cognitive or neural processes 
(Guastello, Boeh, Shumaker and Schimmels 2012). On the other hand, the actual cognitive degrees of 
freedom are not directly visible in every type of experimental task, which presents a challenge for 
designing future experiments. 
It is possible that when put into a sufficient workload or fatigue-inducing constriction, attention cycles 
between stimuli coming in from different sensory channels or from different sources that utilise the 
same channels. This much is expected from Neisser's (1976) and Gibson's (1979) contributions 
concerning perceptual cycling, schemata, and affordances. The greater degree of visual versus auditory 
impairment, in either the standard cross-modal blink or the form observed in working memory, 
indicates that the process is one of the forced oscillator rather than a pure oscillator. A parameter 
would need to be identified that controls the forcing level. Another situational difference is whether 
the auditory and visual stimuli are separate flows pertaining to separate tasks or whether the auditory 
and visual cues are interpreted simultaneously to produce a conjoint response that requires both cues 
to be present to map to an accurate response. The schemata would be less connected in the disjointed 
tasks than the conjoint task. 
The concept of time ecologies was useful for supporting, or at least suggesting, the main hypothesis 
that cross-modal interference would be observed at broader time scales than those used in 
experimental designs in which cross-modal blink has been studied to date. Furthermore, there were 
positive and negative changes in performance that were observed over still longer time scales that 
were at least partially related to learning, fatigue, and recovery from fatigue. At the other end of the 
time ecology, neurological columns are rife with oscillatory dynamics that are moderately coupled and 
synchronised. Although there is no clear path between elementary neurological dynamics and cycles in 
the use of schemata, it would be likely that one could emerge from the other, and further studies 
would be warranted on this point. 
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