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Introduction
L’objectif de cette the`se est d’e´tudier les lois de conservation scalaires a` ﬂux discon-
tinu. Ces e´quations interviennent, par exemple, lors de la mode´lisation d’un e´coulement
unidimensionnel d’un ﬂuide compose´ de deux phases (par exemple eau/huile) dans
un milieu poreux he´te´roge`ne soumis a` la gravitation. Ces e´quations sont de la forme :
∂tu(t, x) + ∂x
(
g(x, u(t, x)
)
= 0, t ∈ R+, x ∈ R,
u(0, x) = u0(x), u0 ∈ L∞(R).
(1)
ou` u : [0,+∞) × R → R est l’inconnue et g la fonction ﬂux discontinue par rapport
a` x et lipschitzienne par rapport a` u.
L’e´tude de l’e´quation (1) consiste a` donner un sens mathe´matique a` la solution u, a`
obtenir un re´sultat d’existence et d’unicite´ d’une solution et enﬁn a` mettre en oeuvre
des sche´mas nume´riques qui comple`tent l’e´tude the´orique et qui permettent de valider
le mode`le.
Rappels historiques sur les lois de conservation
De`s les anne´es 50, les lois de conservation scalaires du premier ordre, qui sont des
e´quations aux de´rive´es partielles de la forme
∂tu+ ∂x
(
F (t, x, u)
)
= 0,
ont e´te´ e´tudie´es pour des ﬂux F de classe C1. Pour analyser les comportements des
solutions de cette e´quation, la notion de courbe caracte´ristique a e´te´ introduite. On
va supposer pour simpliﬁer la pre´sentation que F (t, x, u) = f(u) ou` f est une fonction
re´gulie`re de R a` valeurs dans R. L’e´quation devient :
∂tu+ ∂x
(
f(u)
)
= 0. (2)
Pour e´tudier le proble`me de Cauchy associe´ a` l’e´quation (2), on se donne e´galement
une condition initiale u0 : R → R. Maintenant, admettons que l’on cherche une
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solution re´gulie`re du proble`me (2) : on suppose que u est de classe C1 et borne´e sur
[0, T ]×R pour T > 0. On veut alors calculer la solution u au point (t1, x1) ∈ [0, T ]×R.
On note X la solution de l’e´quation diﬀe´rentielle suivante :
dX
dt
(t) = f ′(u(t,X(t))), 0 ≤ t ≤ t1,
X(t1) = x1.
D’apre`s le the´ore`me de Cauchy-Lipschitz d’une part, et parce que f ′(u) est borne´e
d’autre part, il existe une solution X de´ﬁnie sur [0, t1]. On pose a(t) = u(t,X(t)),
sachant que u est suppose´e de classe C1, on a alors :
da
dt
(t) = ∂tu(t,X(t)) +
dX
dt
(t)∂x
(
u(t,X(t))
)
= ∂t
(
u(t,X(t))
)
+ f ′(u(t,X(t)))∂x
(
u(t,X(t))
)
= ∂t
(
u(t,X(t))
)
+ ∂x
(
f(u)
)
(t,X(t))
= 0.
On obtient que a est constante et u(t1, x1) = a(t1) = a(0) = u0(X(0)). De plus
dX
dt = f
′(a(t)) = cste, donc X est aﬃne : X(t) = f ′(a(0))(t− t1) + x1. On peut alors
conclure que u est constante le long de la droite de pente 1/f ′(u0(X(0))) passant
par (0,X(0)) dans le plan (t, x) et sa valeur le long de cette droite est u0(X(0)). Le
graphe de X est la courbe caracte´ristique de u associe´e au point (t1, x1).
On remarque que si deux caracte´ristiques se rencontrent en un point (t∗, x∗), la
solution u ne peut pas eˆtre re´gulie`re en ce point de rencontre (t∗, x∗) (elle prendrait
deux valeurs distinctes). Donc la notion de solution re´gulie`re n’est pas adapte´e au
proble`me (2). En eﬀet, si l’on conside`re l’e´quation de Burgers avec une condition
initiale de´croissante : 
∂tu+ ∂x
(
u2/2
)
= 0,
u0(x) = −x
(3)
Les courbes caracte´ristiques sont des droites satisfaisant X(t) = X(0) + t u0(X(0)).
Les courbes caracte´ristiques associe´es au point (0,−1) et (0, 1) se croisent en (0, 1).
Donc aucune solution re´gulie`re en tout temps du proble`me (3) ne peut exister.
D’ou` la ne´cessite´ d’introduire la notion de solution faible associe´e au proble`me (2) :
De´finition 1. Une fonction u ∈ L∞(R+×R) est une solution faible du proble`me (2),
avec pour donne´e initiale u0 ∈ L∞(R), si ∀ϕ ∈ C∞c (R+ × R) :∫
R+
∫
R
[u(t, x)∂tϕ(t, x) + f(u(t, x))∂xϕ(t, x)] dt dx +
∫
R
u0(x)ϕ(0, x) dx = 0. (4)
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On montre que le proble`me (2) admet une solution faible mais cette solution faible
n’est pas unique comme le montre l’exemple suivant. On conside`re l’e´quation de
Burgers avec une condition initiale constante par morceaux, comme suit :
∂tu+ ∂x
(
u2/2
)
= 0,
u0(x) =
{ −1 si x < 0
1 si x ≥ 0.
(5)
On peut construire au moins deux solutions faibles du proble`me (5). La premie`re est
celle qui reste e´gale a` u0 pour tout t > 0, c’est a` dire :
u(t, x) =
{ −1 si x < 0
1 si x ≥ 0.
En eﬀet, u ∈ L∞((0, T ) ×R) et on a :∫ T
0
∫ 0
−∞
(u∂tϕ+ f(u)∂xϕ)dxdt +
∫ 0
−∞
u0(x)ϕ(0, x)dx =
∫ T
0
f(−1)ϕ(t, 0)dt,∫ T
0
∫ +∞
0
(u∂tϕ+ f(u)∂xϕ)dxdt +
∫ +∞
0
u0(x)ϕ(0, x)dx = −
∫ T
0
f(1)ϕ(t, 0)dt,
En sommant ces deux e´galite´s, on obtient que u est solution faible puisque f(1) =
f(−1).
La deuxie`me solution est donne´e par :
u(t, x) =

−1 si x/t < −1
x/t si −1 ≤ x/t ≤ 1
1 si x/t ≥ 1.
On ve´riﬁe que v est aussi solution faible du proble`me de Burgers (5).
La notion de solution faible ne suﬃt donc pas a` de´terminer la solution physiquement
observe´e car elle n’est pas unique.
Un crite`re d’origine physique (les conditions d’entropies) a e´te´ introduit pour se´lectionner
une unique solution faible au proble`me d’e´volution (2). Sous sa forme la plus ge´ne´rale,
il a e´te´ e´crit par Kruzhkov [Kru70] comme suit :
De´finition 2. Soit u0 ∈ L∞(R; [0, 1]). Une fonction u appartenant a` L∞(R+ ×
R; [0, 1]) est une solution entropique du proble`me (2) si elle satisfait les ine´galite´s
entropiques suivantes : pour tout κ ∈ [0, 1], pour toute fonction positive ϕ ∈ C∞c (R+×
R), ∫ ∞
0
∫
R
|u(t, x)− κ| ∂tϕ(t, x) dx dt +
∫ ∞
0
∫
R
Φ(u(t, x), κ) ∂xϕ(t, x) dx dt
+
∫
R
|u0(x)− κ|ϕ(0, x) dx ≥ 0, (6)
ou` Φ est le flux entropique associe´ aux entropies de Kruzhkov,
Φ(u, κ) = sgn(u− κ)(g(u) − g(κ)).
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Remarque 1. On rappelle la de´finition de la fonction sgn : R → R
sgn(x) =

−1 si x < 0,
0 si x = 0,
1 si x > 0.
En supposant le ﬂux f localement lipschitzien, Kruzhkov a de´montre´ l’existence et
l’unicite´ d’une solution entropique pour le proble`me (2) [Kru70].
On peut alors se demander d’ou` vient cette de´ﬁnition. D’un point de vue physique, si
on prend en compte en plus des phe´nome`mes d’e´change les phe´nome`nes de diﬀusion,
le nouveau proble`me nous conduit a` l’e´tude d’une e´quation du type
∂tu
ε + ∂x
(
f(uε)
)− ε ∂xxuε = 0, (7)
ou` ε > 0 est un parame`tre petit devant les autres grandeurs. On remarque que si
ε = 0, l’e´quation (7) donne l’e´quation (2).
L’e´tude des e´quations paraboliques e´tant connue dans les anne´es 70, on sait que pour
u0 ∈ BV (R) 1, pour tout ε > 0, il existe une unique solution faible du proble`me (7)
uε. De plus, l’e´quation parabolique a un eﬀet re´gularisant sur la solution : pour tout
ε > 0, uε est inﬁniment de´rivable sur (0, T ) × R. Enﬁn, on sait que la famille (uε)
converge vers u dans L1loc((0, T ) × R).
Maintenant, pourquoi la fonction u satisfait-elle les ine´galite´s (6) ? Soit η une fonction
convexe de classe C2 sur R, soit Φ′ = η′f ′. Multiplions l’e´quation (7) par η′(uε), on
obtient :
∂t
(
η(uε)
)
+ ∂x
(
Φ(uε)
)− ε∂xx(η(uε)) = −εη′′(uε)|∂x(uε)|2 ≤ 0.
En multipliant cette dernie`re e´quation par une fonction test positive ϕ ∈ C∞c ([0, T )×
R), puis en faisant une inte´gration par partie, on obtient :∫ T
0
∫
R
η(uε) ∂tϕ+Φ(u
ε) ∂xϕdt dx +
∫
R
η(u0(x)) dx ≥
∫ T
0
∫
R
ε∂x
(
η(uε)
)
∂xϕdt dx.
En faisant tendre ε vers 0, formellement, la fonction u satisfait :∫ T
0
∫
R
η(u) ∂tϕ+Φ(u) ∂xϕdt dx+
∫
R
η(u0(x)) dx ≥ 0.
Cette dernie`re ine´galite´ est vraie pour n’importe quelle fonction convexe C2 et par
approximation des fonctions s → |s − κ|, κ ∈ R, on obtient que u satisfait les
ine´galite´s (6).
Voila` donc les principales caracte´ristiques de l’e´tude des lois de conservation de la
forme (2). Je vais maintenant pre´senter les spe´ciﬁcite´s des lois de conservation a` ﬂux
discontinu.
1Une fonction v ∈ L1loc(R) est a` variation borne´e, c.a.d. v ∈ BV (R) si |v|BV (R) =
sup
{ ∫
R
v(x)ϕx(x) dx, ϕ ∈ C
1
c (R, R), |ϕ(x)| ≤ 1, ∀x ∈ R
}
< +∞.
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Loi de conservation a` flux discontinu
L’e´tude des lois de conservation a` ﬂux discontinu est un sujet re´cent. Les travaux ont
commence´ il y a une dizaine d’anne´es. Les comportements de sche´mas nume´riques ont
e´te´ e´tudie´s dans ([Tow00, AJV04]), puis ont e´te´ introduites des notions de solutions
([Tow00, KRT02b]), et l’existence de ces solutions a e´te´ e´tablie par passage a` la limite
sur les sche´mas nume´riques. Toutefois, dans tous les travaux traitant d’existence de
solution ou d’unicite´ de solution, la fonction ﬂux e´tait suppose´e convexe ou concave
et/ou vraiment non line´aire.
On notera que les e´quations de transport line´aire a` ﬂux discontinu avaient e´te´ e´tudie´es
sous la forme non conservative :
∂tu+ a(t, x)∂xu = 0,
avec a borne´e discontinue dans [BJ98]. En supposant la fonction a continue par
morceaux, ces auteurs e´tablissent l’existence d’une solution ainsi que la description
de telles solutions le long des lignes de discontinuite´.
Toutefois, en ce qui concerne les lois de conservation a` ﬂux discontinu telles que le
proble`me (1), aucun re´sultat d’existence et d’unicite´ de solution dans un meˆme espace
fonctionnel n’avait e´te´ e´tabli jusqu’en 2003 [SV03], malgre´ une notion de solution
entropique introduite par [Tow00]. Essayons de comprendre pourquoi.
Le premier constat a` faire est que le proble`me line´aire est mal pose´. En eﬀet, conside´r-
ons l’e´quation ∂tu + ∂x(k(x)u) = 0 avec k(x) = sgn(x). Alors, a` l’aide des ca-
racte´ristiques, on voit que u n’est pas unique.
Mode`le physique
En fait, pour obtenir un proble`me bien pose´, il faut partir du mode`le. On conside`re
l’e´coulement unidimensionnel d’un ﬂuide dans un milieu he´te´roge`ne (sable/argile)
compose´ de deux phases, par exemple eau et huile, soumis a` la force gravitationnelle
(voir Fig. 1). Si on suppose que ce ﬂuide suit la loi de Darcy, on obtient le syste`me
d’e´quations suivant :
Γ(x)∂tu− ∂x(kλw(∂xp+ ρwG)) = 0, (8)
Γ(x)∂t(1− u)− ∂x(kλo(∂xp+ ρoG)) = 0. (9)
On a choisi un syste`me carte´sien de coordonne´es tel que la force gravitationnelle soit
dirige´e dans la direction des x positifs. On note u la saturation de l’eau et 1 − u
la saturation de l’huile, ρw et ρo les densite´s respectives de l’eau et de l’huile, p la
pression des ﬂuides, λw = kw/(ρwµw) et λo = ko/(ρoµo) ou` µw et µa sont les viscosite´s
respectives des deux ﬂuides, kw et ko sont les perme´abilite´s relatives des deux phases
eau et huile. Enﬁn, on note G l’acce´le´ration gravitationnelle, k la perme´abilite´ absolue
du milieu et Γ la porosite´.
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Fig. 1 – Mode´lisation de l’e´coulement Huile/Eau en milieu he´te´roge`ne
En ajoutant les e´quations (8) et (9), on obtient ∂xQ = 0 ou`
Q = k(λw + λo)∂xp+ kλwρwG+ kλoρoG
est le ﬂux total. En supposant que l’e´coulement est stationnaire, on exprime ∂xp
comme une fonction de Q. On remplace alors ∂xp dans (8), et on obtient :
Γ(x)∂tu+ ∂x
(
k
λwλo
λw + λo
(ρo − ρw)G+ λw
λw + λo
(−Q)
)
= 0.
Pour le mode`le Γ est une fonction discontinue en x, mais on va supposer pour sim-
pliﬁer l’analyse mathe´matique que Γ ≡ cst ≡ 1 (en re´alite´ cela ne change pas fonda-
mentalement l’analyse). On obtient alors la loi de conservation suivante :
∂tu+ ∂x
(
k(x)g(u) + f(u)
)
= 0,
avec 
g(u) := (ρo − ρw) λw(u)λo(u)
λw(u) + λo(u)
G ,
f(u) := (−Q) λw(u)
λw(u) + λo(u)
.
Comme le ﬂux Q est constant, il a un signe et on suppose, par exemple, qu’il est
ne´gatif. Enﬁn, les fonctions λw et λo sont les perme´abilite´s relatives des deux phases
et satisfont les hypothe`ses suivantes (cf. [GMT96]] :
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1. λw ∈ C1([0, 1]) est croissante et satisfait λw(0) = 0,
2. λo ∈ C1([0, 1]) est de´croissante et satisfait λo(1) = 0,
3. Il existe α > 0 tel que λw(u) + λo(u) > α pour tout u ∈ [0, 1].
Finalement, on obtient le proble`me de Cauchy suivant a` e´tudier :{
∂tu+ ∂x
(
k(x)g(u) + f(u)
)
= 0, (t, x) ∈ R+ × R,
u(0, x) = u0(x), u0 ∈ L∞(R; [0, 1]).
(10)
Les fonctions f , g et k satisfont les hypothe`ses suivantes :
(H1) g ∈ C1([0, 1]), est positive et g(0) = g(1) = 0 ,
(H2) f ∈ C1([0, 1]), est croissante et f(0) = 0 ,
(H3) k est la fonction discontinue de´ﬁnie par :
k(x) =
{
kL si x < 0
kR si x > 0
avec kL, kR > 0 et kL 6= kR .
L’hypothe`se sur les valeurs des fonctions ﬂux en 0 et 1 est ne´cessaire (et suﬃsante)
pour que le proble`me (10) soit bien pose´. Notamment, cette hypothe`se assure que les
deux fonctions constantes respectivement e´gale a` 0 ou a` 1, sont solutions du proble`me
alors que les constantes, en ge´ne´ral ne le sont pas a` cause de la discontinuite´ de la
fonction k. Du point de vue physique, cela traduit le fait que si au temps initiale le
ﬂuide n’est compose´ que d’eau (u0 ≡ 1) ou que d’huile (u0 ≡ 1), au cours du temps,
la saturation du ﬂuide reste constante (le ﬂuide est toujours compose´ que d’huile ou
que d’eau.) Le mode`le permet donc de poser correctement le proble`me.
Premier re´sultat d’existence et d’unicite´
Le premier re´sultat d’existence et d’unicite´ de solution du proble`me (10) est duˆ a` N.
Seguin et J. Vovelle [SV03]. Ils ont introduit une notion de solution entropique pour
ce proble`me dans la cas g(u) = u(1−u) et f = 0, notion e´quivalente a` celle introduite
par Towers [Tow00].
Pour e´tablir l’existence d’une solution entropique, ils obtiennent une estimation BV
sur Φ(uε, 1/2), ou` uε est la solution entropique d’un proble`me approche´ du proble`me
(10). Puis, du fait que Φ(., 1/2) soit une fonction de Temple [Tem82], ils obtiennent
la convergence d’une sous-famille de (uε) vers une solution entropique du proble`me
(10).
La preuve d’unicite´ comprend deux e´tapes. Tout d’abord, graˆce aux re´sultats de
Kruzhkov sur la comparaison de deux solutions entropiques d’une loi de conserva-
tion a` ﬂux lipschitzien, ils peuvent comparer deux solutions en dehors d’un compact
contenant {x = 0} (la fonction k est constante en dehors d’un tel compact). Dans un
deuxie`me temps, par passage a` la limite sur les fonctions tests, en utilisant l’existence
de traces pour une solution entropique le long de la ligne de discontinuite´ de k, la
comparaison de deux solutions entropiques est de´duite. L’unicite´ est une conse´quence
imme´diate. L’existence de ces fonctions traces le long de la ligne {x = 0} pour une
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solution entropique est obtenue en utilisant un re´sultat duˆ a` Vasseur [Vas01]. Toute-
fois, ce re´sultat n’est valable que si g est vraiment non line´aire en u, c’est a` dire que
la de´rive´e seconde de g ne s’annule pas sur un intervalle ouvert de [0, 1], (ce qui est
le cas pour la fonction u→ u(1− u)).
Cette premie`re e´tude est a` la base du travail de ma the`se.
Sche´ma volumes finis
Un deuxie`me point de la the`se a e´te´ consacre´ a` l’e´tude de certains sche´mas nume´riques
pour le proble`me (10). La me´thode des volumes ﬁnis est une me´thode d’analyse
nume´rique et adapte´e aux lois de conservation parce qu’elle conserve les ﬂux nume´-
riques.
Le principe ge´ne´ral de cette me´thode sur la loi de conservation (2) est le suivant. Le
domaine R est de´coupe´ en volume de controˆle Ki =]xi−1/2, xi+1/2[ ou` (xi+1/2)i∈Z est
une suite de re´els strictement croissante, et le segment [0, T ] est partitionne´ comme
suit :
0 = t0 < t1 < ... < tN−1 < tN = T.
Pour la suite, on note hi = xi+1/2 − xi−1/2 et kn = tn+1 − tn.
Si on inte`gre l’e´quation (2) sur [tn, tn+1]×Ki, on obtient∫
Ki
(
u(tn+1, x)− u(tn, x)) dx+ ∫ tn+1
tn
(
f(u(t, xi+1/2))− f(u(t, xi−1/2))
)
dt = 0. (11)
On note uni la valeur approche´e de u(t
n, xi) (ou` xi est un point de Ki), valeur
construite par le sche´ma. Si on remplace dans (11) u(tn, x) et u(tn+1, x) par uni et
un+1i dans la premie`re inte´grale et le ﬂux f(u(t, xi+1/2)) par le ﬂux nume´rique ϕ
n
i+1/2,
on obtient :
hi(u
n+1
i − uni ) + kn(ϕni+1/2 − ϕni−1/2) = 0.
Remarque 2. Par construction, les sche´mas volumes finis conservent le flux car
f(u(t, x+i+1/2) est approche´ comme f(u(t, x
−
i+1/2)). Ces sche´mas sont donc adapte´s
aux lois de conservation.
Le choix de ϕni+1/2 de´termine la me´thode des volumes ﬁnis employe´e. Par exemple
pour une me´thode explicite monotone a` trois points, on suppose que ϕni+1/2 =
F (uni , u
n
i+1) ou` F : R
2 → R est croissante par rapport a` sa premie`re variable et
de´croissante par rapport a` sa seconde.
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Dans ce cas, le sche´ma s’e´crit :
un+1i = u
n
i −
kn
hi
(F (uni , u
n
i+1)− F (uni−1, uni )) = 0. (12)
On remarque alors que connaissant les trois valeurs uni−1, u
n
i et u
n
i+1, on construit
un+1i .
L’e´tude de ce type de sche´mas a fait l’objet de nombreux travaux (cf. [EGH00] pour
re´fe´rence).
Apre`s avoir situe´ le cadre ge´ne´ral de mon travail de the`se, je propose maintenant une
introduction de chaque chapitre de ce manuscrit.
Chapitre 1
Comme on l’a vu pre´ce´demment, l’existence et l’unicite´ d’une solution entropique
pour le proble`me (10) n’ont e´te´ e´tablies que si la fonction g est concave et vraiment
non line´aire (avec un seul maximum sur [0, 1]), comme g(u) = u(1 − u)). On notera
que les preuves d’existence et d’unicite´ propose´es dans [SV03] utilisent fortement ces
hypothe`ses sur g.
L’objectif est donc de ge´ne´raliser ce travail pour une fonction g ne satisfaisant que
l’hypothe`se (H1) (cf page 6) et d’ajouter la fonction f dans le ﬂux.
Tout d’abord, une bonne notion de solution entropique a duˆ eˆtre introduite.
De´finition 3. Soit u0 ∈ L∞(R; [0, 1]). Une fonction u appartenant a` L∞(R+ ×
R; [0, 1]) est une solution entropique du proble`me (10) si elle satisfait les ine´galite´s
entropiques suivantes : pour tout κ ∈ [0, 1], pour toute fonction positive ϕ ∈ C∞c (R+×
R), ∫ ∞
0
∫
R
|u(t, x)− κ| ∂tϕ(t, x) dx dt
+
∫ ∞
0
∫
R
(
k(x)Φ(u(t, x), κ) + Ψ(u(t, x), κ)
)
∂xϕ(t, x) dx dt
+
∫
R
|u0(x)− κ|ϕ(0, x) dx + |kL − kR|
∫ ∞
0
g(κ)ϕ(t, 0) dt ≥ 0, (13)
ou` Φ et ψ sont est les flux entropiques associe´s aux entropies de Kruzhkov,
Φ(u, κ) = sgn(u− κ)(g(u) − g(κ)), Ψ(u, κ) = sgn(u− κ)(f(u) − f(κ)).
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Cette de´ﬁnition est celle donne´e par J.D. Towers dans le cas d’une fonction g convexe
et f = 0. Elle est aussi valable pour une fonction g quelconque, ni convexe, ni concave.
Le premier re´sultat obtenu ge´ne´ralise donc cette notion de solution entropique pour
le proble`me (10).
L’existence et l’unicite´ d’une solution entropique ont e´te´ e´tablies pour une fonction
ﬂux g vraiment non line´aire satisfaisant (H1) et pour une fonction f satisfaisant (H2).
Ces re´sultats sont pre´sente´s dans le chapitre 1 :
The´ore`me 1. Soit u0 ∈ L∞(R) telle que 0 ≤ u0 ≤ 1 p.p. sur R. En supposant g vrai-
ment non line´aire, il existe une solution entropique u ∈ L∞(R+×R) du proble`me (10).
The´ore`me 2. Soient u0, v0 appartenant a` L
∞(R) telles que 0 ≤ u0, v0 ≤ 1 p.p. On
suppose que u ∈ L∞(R+ × R) et v ∈ L∞(R+ × R) sont deux solutions entropiques
du proble`me (10), avec comme conditions initiales respectives u0 et v0. Alors, en
supposant g vraiment non line´aire, pour tout R,T > 0, on a l’ine´galite´ suivante :∫ T
0
∫ R
−R
|u(t, x)− v(t, x)| dx dt ≤ T
∫ R+TM
−R−TM
|u0(x)− v0(x)| dx, (14)
ou` M = max(kL, kR) sup
u∈[0,1]
|g′(u)|+ sup
u∈[0,1]
|f ′(u)|.
Remarque 3. L’hypothe`se ”g vraiment non line´aire” n’est pas donne´e par le mode`le.
Nous en avons eu besoin pour des raisons techniques.
Pour e´tablir l’existence d’une solution entropique, on introduit un proble`me (1ε)
qui est une loi de conservation avec la fonction k re´gularise´e. Graˆce aux re´sultats
duˆs a` Kruzhkov, on obtient l’existence et l’unicite´ de uε, solution entropique du
proble`me (1ε). Une estimation BV sur γ(u
ε) est alors e´tablie, ou` γ(s) =
∫ s
0 |g′(s)|ds.
Il existe alors une sous-suite de γ(uε) qui converge presque partout. Pour obtenir la
convergence d’une sous-suite de uε, on utilise une conse´quence de ”g vraiment non
line´aire” qui nous donne que γ inversible.
On remarque que pour une loi de conservation avec la fonction k constante, si on
a une condition initiale dans BV (R), alors u ∈ BV ([0, T ] × R) pour tout T > 0.
Par contre pour le proble`me (10), aucune estimation BV n’a pu eˆtre obtenue sur la
solution entropique directement, le proble`me reste ouvert.
Finalement, le cheminement de preuve consistant a` utiliser la compacite´ dans l’espace
BV utilise l’hypothe`se sur g vraiment non line´aire.
Pour l’unicite´, dans un premier temps, on a voulu adapter au proble`me (10) la preuve
d’unicite´ de Kruzhkov par de´doublement de variables. Pour cela, en remarquant que
la fonction k est constante en dehors d’un compact contenant {x = 0}, la comparaison
de deux solutions entropiques est connue [Kru70]. En passant alors a` la limite sur les
fonctions tests, la comparaison entre deux solutions entropiques du proble`me (10) est
alors possible, mais il faut pour cela connaˆıtre les limites des solutions entropiques
en x = 0− et x = 0+. On utilise un re´sultat duˆ a` Vasseur [Vas01], sur l’existence
de traces fortes des solutions, mais ce re´sultat n’est valable que si g est vraiment
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non line´aire. Finalement, par ce sche´ma de preuve, pour e´tablir la comparaison entre
deux solutions entropiques et par la` meˆme l’unicite´ d’une telle solution, l’hypothe`se
sur g vraiment non line´aire est ne´cessaire.
En conclusion, on a obtenu l’existence et l’unicite´ d’une solution entropique pour le
proble`me (10) sans hypothe`se de convexite´ ou concavite´ sur g. Toutefois, l’hypothe`se
sur g vraiment non line´aire ne semble que technique et non lie´e au proble`me.
Ce travail a e´te´ publie´ dans la revue Advances in Diﬀerential Equation ([Bac04]).
Chapitre 2
L’objectif de ce travail, en collaboration avec Julien Vovelle, est de lever l’hypothe`se
de vraiment non line´arite´ faite sur g. L’existence et l’unicite´ d’une solution entropique
ont ainsi e´te´ obtenues sous les seules hypothe`ses du mode`le (H1), (H2) et (H3).
The´ore`me 3. Soit u0 ∈ L∞(R) telle que 0 ≤ u0 ≤ 1 p.p. sur R. Alors, il existe une
unique solution entropique u ∈ L∞(R+ × R) du proble`me (10).
Ces re´sultats ont ne´cessite´ de conside´rer le proble`me comme un proble`me nouveau
et de s’e´carter des me´thodes et des outils du premier chapitre. Pour l’existence, on a
introduit la notion de solution processus entropique pour le proble`me (10) (ou notion
a` valeurs mesures [DiP85]). Cette notion a e´te´ introduite par R. Eymard, T. Galloue¨t
et R. Herbin [EGH00], pour une loi de conservation a` ﬂux lipschitzien. On a donc
e´tendue cette notion au proble`me (10) comme suit :
De´finition 4. Soit u0 ∈ L∞(R; [0, 1]). Une fonction u appartenant a` L∞(R+ ×
R × (0, 1); [0, 1]) est une solution entropique du proble`me (10) si elle satisfait les
ine´galite´s entropiques suivantes : pour tout κ ∈ [0, 1], pour toute fonction positive
ϕ ∈ C∞c (R+ × R),∫ 1
0
∫ ∞
0
∫
R
|u(t, x, α) − κ| ∂tϕ(t, x) dx dt dα
+
∫ 1
0
∫ ∞
0
∫
R
(
k(x)Φ(u(t, x, α), κ) + Ψ(u(t, x, α), κ)
)
∂xϕ(t, x) dx dt dα
+
∫
R
|u0(x)− κ|ϕ(0, x) dx + |kL − kR|
∫ ∞
0
g(κ)ϕ(t, 0) dt ≥ 0.
Pourquoi introduire cette notion ? Cette notion est une notion a` priori plus faible
que celle de solution entropique. Cet outil est essentiel dans l’e´tude de la convergence
d’approximations ayant peu de proprie´te´s de compacite´. En eﬀet, on peut justiﬁer
le passage a` la limite dans une e´quation approche´e, en se basant uniquement sur
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une estimation L∞. L’existence d’une solution processus entropique est alors obtenue
pour g qui peut eˆtre constante sur des intervalles ouvert de [0, 1].
D’autre part, pour e´tablir la comparaison entre deux solutions processus entropiques,
le proble`me ne pouvait plus eˆtre conside´re´ comme dans le premier chapitre. En eﬀet,
comme on l’a vu, cette approche ne´cessite l’existence de traces des solutions le long
de la ligne {x = 0}. Or, l’existence des traces des solutions n’est pas e´tablie pour
g quelconque. L’existence de traces n’est assure´e que si g est vraiment non line´aire.
De plus, dans le cas ou` kL = kR et g non vraiment non line´aire, Oleinik, en 1957, a
montre´ que si on regarde les proble`mes sur R+ × R− et sur R+ × R+, il n’y a pas
existence de traces de la solution entropique sur les bords si la donne´e initiale est
seulement dans L∞ ([Ole56, Ole57]).
Il a donc fallu aborder le proble`me diﬀe´remment. On a essaye´ d’adapter la preuve de
de´doublement de variables mais aucun re´sultat satisfaisant n’a e´te´ obtenu. On s’est
alors inte´resse´ a` la notion de solution cine´tique. Cette notion est a e´te´ introduite dans
plusieurs travaux ([Bre83, GM83, LPT94]) pour une loi de conservation a` ﬂux lip-
schitzien. Une preuve d’unicite´ d’une solution cine´tique a e´te´ e´tablie par B. Perthame
[Per98]. On a alors e´tendu cette notion a` celle de solution processus cine´tique pour
le proble`me (10), notion e´quivalente a` celle de solution processus entropique :
De´finition 5. Soient a et b les fonctions de´rive´es des fonctions flux :
a(ξ) := g′(ξ) , b(ξ) := f ′(ξ) , ξ ∈ R .
Soit u0 ∈ L∞(R; [0, 1]) et u ∈ L∞(Q× (0, 1)).
Soient h± et h
0
± les fonctions d’e´quilibre associe´es a` u et u0 :
h±(t, x, α, ξ) = sgn±(u(t, x, α) − ξ), h0±(x, ξ) = sgn±(u0(x)− ξ) .
La fonction u est une solution processus cine´tique du proble`me (10) s’il existe m± ∈
C(Rξ;w ∗ −M+(Q¯)) telle que m+(·, ξ) qui s’annule pour ξ grand (resp. m−(·, ξ) qui
s”annule pour −ξ grand) et telle que pour toute fonction ϕ ∈ C∞c (R3),∫ 1
0
∫
Q×Rξ
h±(∂t + (k(x)a(ξ) + b(ξ))∂x)ϕdt dx dξ dα+
∫
Rx×Rξ
h0±ϕ|t=0 dx dξ
− (kL − kR)±
∫
Σ×Rξ
a(ξ)ϕ|x=0 dx dξ =
∫
Q¯×Rξ
∂ξϕdm±. (15)
Ces outils ont e´te´ adapte´s au proble`me (10) et ont permis d’obtenir l’unicite´ d’une
solution processus entropique et l’e´quivalence entre les notions de solution entropique,
processus entropique et processus cine´tique.
La comparaison de deux solutions processus cine´tiques et celle de deux solutions
processus entropiques sont lie´es. En eﬀet, soient u et v deux solutions entropiques
du proble`me (16) et h±, j±, respectivement, les fonctions d’e´quilibre associe´es. On a
alors : ∫
R
h±(t, x, λ, ξ) j∓(t, x, α, ξ) dξ = (u(t, x, λ)− v(t, x, α))± ∀t, x, λ, α.
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Comparer u et v revient donc a` comparer h± et j∓. Comme l’e´quation (15) est line´aire,
les fonctions d’e´quilibre d’une solution processus cine´tique admettent des fonctions
traces le long de la ligne de discontinuite´ de k, pour une fonction ﬂux g quelconque.
On peut alors comparer h± et j∓ en dehors d’un compact contenant {x = 0} (k est
constante en dehors d’un tel compact), puis par passage a` la limite et en utilisant les
fonctions traces des fonctions d’e´quilibre, la comparaison est e´tablie sur R.
The´ore`me 4. Soit u0 ∈ L∞(R; [0, 1]). Sous les hypothe`ses (H1), (H2) et (H3), il
existe une unique solution entropique u ∈ L∞(R+ × R; [0, 1]) du proble`me (10).
Ainsi dans ce travail, nous avons e´tabli l’existence et l’unicite´ d’une solution entro-
pique pour le proble`me (10). Ce proble`me est donc bien pose´ sous les seules hy-
pothe`ses du mode`le. De plus, nous avons introduit de nouvelles notions de solution
toutes e´quivalentes a` celle de solution entropique.
Ce travail a donne´ lieu a` un article accepte´ pour une publication dans la revue
Communications in Partial Diﬀerential Equations [BV05].
Chapitre 3
L’objectif de cette troisie`me partie est de pre´senter un sche´ma volume ﬁni adapte´
au proble`me (10) et d’e´tablir la convergence du sche´ma vers la solution entropique.
En eﬀet, cette preuve de convergence n’a jamais e´te´ faite et pourtant de nombreux
industriels utilisent des sche´mas de ce type pour e´tudier le comportement de leur
mode`le.
En eﬀet, depuis une dizaine d’anne´es, plusieurs travaux pre´sentaient des sche´mas
nume´riques pour les lois de conservation a` ﬂux discontinu ([Tow00, Tow01, KRT02b,
AJV04]). Dans ([Tow00, Tow01]), l’auteur pre´sente un sche´ma a` maillage de´cale´ pour
la fonction k et e´tablit la convergence d’une sous-suite, mais pas la convergence du
sche´ma.
Notre analyse inclut les sche´mas ”scheme 1”, ”scheme 2” et ”Godunov scheme”
pre´sente´s dans [SV03], et les preuves peuvent eˆtre adapte´es pour un maillage de´cale´
sur la fonction k comme le proposait Towers. De fait, on montre que les sche´mas
utilise´s par les industriels et le sche´ma de Godunov, qui a de meilleures proprie´te´s de
convergence, convergent tous vers la solution entropique du proble`me (10).
The´ore`me 5. On se donne une suite de maillages Tn dont la taille tend vers ze´ro
lorsque n tend vers l’infini. Pour chaque maillage, on note un la fonction constante
par maille construite par le sche´ma. Sous les hypothe`ses (H1), (H2) et (H3), la suite
(un)n∈N converge vers l’unique solution entropique du proble`me (10), dans tout les
espaces Lploc(R+ × R) pour p ∈ [1,+∞[.
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Cette analyse est comple´te´e par quelques essais nume´riques. Il est pre´sente´ trois types
de sche´mas : le sche´ma de Godunov, le sche´ma VFRoe-ncv et un troisie`me nomme´
God/VFRoe-ncv. Ces trois sche´mas sont teste´s pour deux fonctions g. Le premier
test est eﬀectue´ avec une fonction g ni convexe, ni concave qui admet deux maxi-
mums locaux et un minimum local. Le deuxie`me test concerne une fonction line´aire
par morceaux. Ce deuxie`me test a deux objectifs. Tout d’abord, cela met en e´vidence
que l’hypothe`se sur g vraiment non line´aire (qui est impose´e dans tous les travaux
ante´rieurs) n’est pas ne´cessaire.
Deuxie`mement, l’e´tude de lois de conservation a` ﬂux discontinu peut eˆtre vue comme
un travail pre´liminaire a` l’e´tude des syste`mes re´sonnants [IT86]. Le proble`me (10)
peut eˆtre introduit comme un syste`me re´sonnant (syste`me dont le caracte`re hyper-
bolique peut eˆtre mis en de´faut). En eﬀet, l’e´quation (10) ( si on suppose f = 0 pour
simpliﬁer) peut se re´e´crire :
∂tu+ ∂x
(
k(x)g(u)
)
= 0, ∂tk = 0,
dont la matrice caracte´ristique est :(
kg′(u) g(u)
0 0
)
On remarque alors que cette matrice n’est pas diagonalisable pour les valeurs ou` g′
s’annule.
Pour les deux se´ries de tests, on observe un comportement similaire des trois sche´mas
et une convergence, en norme L1 discre`te, a` l’ordre 1. Enﬁn, on remarquera que cette
estimation d’erreur n’est que nume´rique, aucune analyse n’a permis a` l’heure actuelle
d’obtenir une estimation d’erreur.
Ce travail a fait l’objet d’une pre´sentation avec acte au colloque Fourth Finite Vo-
lume for Complex Applications, en juillet 2005. De plus, une version comple´te´e a e´te´
soumise pour publication.
Chapitres 4 et 5
Les chapitres 4 et 5 concernent l’analyse de la loi de conservation a` ﬂux discontinu
suivante : 
∂tu+ ∂x
(
g(x, u) + f(u)
)
= 0, (t, x) ∈ R+ × R,
u(0, x) = u0(x), u0 ∈ L∞(R; [0, 1]).
(16)
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Les fonctions f et g satisfaisant les hypothe`ses suivantes :
(H4) g est la fonction discontinue de´ﬁnie par
g(x, u) =
{
gL(u) si x < 0
gR(u) si x > 0
avec gL 6= gR,
gL, gR ∈ Lip([0, 1]) et gL(0) = gR(0) = gL(1) = gR(1) = 0,
(H5) f ∈ Lip([0, 1]).
On remarque que cette loi de conservation est une ge´ne´ralisation du proble`me (10).
Pour cela, il suﬃt de prendre comme fonction gL = kLg et gR = kRg. Dans ([KR01,
AJV04]), les auteurs pre´sentent une analyse de convergence, mais aucune preuve n’est
e´tablie. De meˆme que pour le proble`me (10), aucun re´sultat d’existence et d’unicite´
de solution n’a e´te´ obtenu sous les hypothe`ses (H4) et (H5). On notera toutefois
que paralle`lement et inde´pendamment du travail pre´sente´, une premie`re preuve de
convergence du sche´ma Lax-Friedrichs a e´te´ e´tablie en supposant que le ﬂux e´tait
vraiment non line´aire [KT04].
Dans ces deux chapitres, je pre´sente un re´sultat d’existence et d’unicite´ de solution
entropique, et une preuve de convergence d’un sche´ma volume ﬁni. Pour cela, de
nouveaux points d’analyse sont ne´cessaires.
Tout d’abord, si on revient au mode`le de´crit pre´ce´demment pour le proble`me (10),
on suppose que la perme´abilite´ absolue du milieu k de´pend de x et les perme´abilite´s
relatives ne de´pendent que de u. Dans ce nouveau proble`me, on suppose que la
perme´abilite´ absolue de´pend de x, que les perme´abilite´s relatives de´pendent du milieu
et du ﬂuide (donc de x et de u), et que le ﬂux total est nul, en rappelant que u est
la saturation de l’eau (et 1− u la saturation de l’huile), d’ou` la forme de g.
On remarque que le signe des fonctions gL et gR est quelconque. Par contre, les
fonctions gL et gR s’annulent en 0 et 1 (comme pour la fonction g dans les trois
premiers chapitres). Toutefois, cette hypothe`se est cohe´rente avec le mode`le car elle
traduit le fait que lors de l’e´coulement, en pre´sence d’un seul des deux ﬂuides, le ﬂux
est inde´pendant de x. De plus, cette hypothe`se est suﬃsante pour que le proble`me
soit bien pose´ dans les deux mode`les.
La notion de solution processus entropique a duˆ eˆtre ge´ne´ralise´e au nouveau proble`me
(16) :
De´finition 6. Soit u0 ∈ L∞(R) telle que 0 ≤ u0 ≤ 1 p.p. sur R. Une fonction
u ∈ L∞(R+×R× (0, 1); [0, 1]) est une solution processus entropique du proble`me (16)
si elle satisfait les ine´galite´s entropiques suivantes : pour tout κ ∈ [0, 1], pour toute
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fonction positive ϕ ∈ C∞c (R+ × R),∫ 1
0
∫ ∞
0
∫
R
(u(t, x, α) − κ)± ∂tϕ(t, x) dt dx dα
+
∫ 1
0
∫ ∞
0
∫
R
(
Φ±(x, u(t, x, α), κ) + Ψ±(u(t, x, α), κ)
)
∂xϕ(t, x) dx dt dα
+
∫
R
(u0(x)− κ)± ϕ(0, x) dx +
∫ ∞
0
(gL(κ)− gR(κ))± ϕ(t, 0) dt ≥ 0, (17)
avec Φ± et Ψ± les flux entropiques associe´es aux entropies de Kruzhkov,
Φ±(x, u, κ) = sgn±(u− κ)(g(x, u) − g(x, κ)),
Ψ±(u, κ) = sgn±(u− κ)(f(u) − f(κ)).
Dans ce cadre, l’unicite´ d’une solution processus entropique du proble`me (16) a e´te´
e´tablie sous la forme suivante :
The´ore`me 6. Soient u (resp. v ∈ L∞(R+ × R × (0, 1))) une solution entropique
du proble`me (16), associe´e a` la condition initiale u0 ∈ L∞(R; [0, 1]) (resp. v0 ∈
L∞(R; [0, 1])). Alors, sous les hypothe`ses (H4) et (H5), pour tout R,T > 0, on a∫ 1
0
∫ 1
0
∫ T
0
∫ R
−R
(u(t, x, α) − v(t, x, λ))± dx dt dα dλ ≤ T
∫ R+CT
−R−CT
(u0(x)− v0(x))±dx,
avec C := max{Lip(gL, )Lip(gR)}+ Lip(f).
La preuve d’unicite´ a ne´cessite´ de prendre en compte le fait que les courbes de gL et
de gR, sur [0, 1], pouvaient se croiser, ce qui n’e´tait pas le cas pour les fonctions kLg
et kRg (l’une e´tant toujours au dessus de l’autre suivant le signe de kL − kR). Mais
un the´ore`me de comparaison des solutions processus entropiques, puis des solutions
entropiques du proble`me (16) a tout de meˆme e´te´ obtenu. De plus, on en de´duit
qu’une solution processus entropique est en fait une solution entropique.
Dans le chapitre 5, je propose un sche´ma volume ﬁni explicite pour le proble`me (16).
Le sche´ma conside´re´ est toujours monotone. Le point de´licat est de de´ﬁnir un ﬂux a`
l’interface {x = 0}. On a alors introduit un crite`re de monotonie qui est satisfait par
les sche´mas de´ja` e´tudie´s au chapitre 3 pour le proble`me (10).
L’analyse de convergence est faite en plusieurs e´tapes. Tout d’abord, la monotonie
du sche´ma et les ine´galite´s entropiques discre`tes, satisfaites par la solution approche´e
construite par le sche´ma, sont obtenues. Puis, une estimation BV faible sur la solution
approche´e est obtenue. Cette estimation est a` la base de la preuve de convergence et
peut-eˆtre vu formellement comme suit :
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Remarque 4. Approcher une solution du proble`me (16) par une me´thode volumes
finis (pour simplifier a` pas constants h et k) est e´quivalent a` approcher une solution
du proble`me (16) par une solution du proble`me parabolique suivant :
∂tu+ ∂x
(
gε(x, u) + f(u)
)− ε∂xxu = 0 (18)
ou` ε = (h− k)/2 sous une condition CFL.
On suppose alors que u est assez re´gulie`re, qu’elle et sa fonction de´rive´e admettent
des limites nulles lorsque x→ ±∞ et que gε est une fonction re´gulie`re qui approche
g (quand ε tend vers ze´ro) telle que gε(x, u) = g(x, u) pour |x| > ε, u ∈ [0, 1] et
gε(x, u) ∈ [gL(u), gR(u)] ou ∈ [gL(u), gR(u)] pour |x| ≤ ε, u ∈ [0, 1].
Si on multiplie (18) par u et qu’on inte`gre sur (0, T )× R, on obtient :
1
2
∫
R
u2(T, x) dx − 1
2
∫
R
u2(0, x) dx +
∫ T
0
∫
R
ε(∂xu)
2(t, x) dx dt
+
∫ T
0
∫
R
∂x
(
gε(x, u) + f(u)
)
u dx dt = 0.
En utilisant la re´gularite´ de u on a :∫ T
0
∫
R
∂x(f(u))u dx dt = 0.
On a aussi ∂x(g
ε(x, u))u = gεx(x, u)u + ∂ug¯
ε avec g¯ε une fonction re´gulie`re de´finie
par : ∂ug¯
ε = u∂u(g
ε)(x, u). On en de´duit :
∣∣ ∫ T
0
∫
R
∂xg
ε(x, u)u dx dt
∣∣ ≤ ||u||∞||∂xgε||1 ≤ C1.
Finalement, on a montre´, formellement, que pour T suffisamment grand :∫ T
0
∫
R
ε(∂xu)
2(t, x) dx dt ≤ C2
avec C2 qui ne de´pend que de g, f et u0. C’est la variante continue de l’estimation
BV-faible obtenue sur les solutions discre`tes dans le chapitre 5.
Enﬁn, a` l’aide de l’estimation BV faible, l’existence d’une solution processus entro-
pique est de´duite.
The´ore`me 7. Soit u0 ∈ L∞(R; [0, 1]). On se donne une suite de maillage Tn dont la
taille tend vers ze´ro lorsque n tend vers l’infini. Pour chaque maillage, on note un la
fonction constante par maille construite par le sche´ma. Sous les hypothe`ses (H4) et
(H5), la suite (un)n∈N admet une sous-suite convergente vers v ∈ L∞(R+×R; [0, 1])
pour la topologie faible-⋆ non line´aire. De plus, la fonction v est une solution processus
entropique du proble`me (16).
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L’existence est donc obtenue diﬀe´remment que celle de´montre´e dans le chapitre 2.
Toutefois, la meˆme de´marche de preuve que dans le chapitre 2 est aussi valable et
pre´sente´e. Finalement, la solution processus entropique s’ave`re eˆtre la solution entro-
pique (par les re´sultats pre´sente´s dans le chapitre 4), ce qui entraˆıne la convergence de
la me´thode des volumes ﬁnis pour la topologie non line´aire faible-⋆ dans L∞, puis a`
l’aide de la non line´arite´, la convergence est e´tablie dans tous les espaces Lploc(R+×R)
pour p ∈ [1,+∞[. Ce re´sultat est re´sume´ dans le the´ore`me suivant :
The´ore`me 8. On se donne une suite de maillages Tn dont la taille tend vers ze´ro
lorsque n tend vers l’infini. Pour chaque maillage, on note un la fonction constante
par maille construite par le sche´ma. Sous les hypothe`ses (H4) et (H5), la suite
(un)n∈N converge vers l’unique solution entropique du proble`me (16), dans tous les
espaces Lploc(R+ × R) pour p ∈ [1,+∞[.
Ce travail a e´te´ soumis pour publication.
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Chapter 1
Analyse d’une loi de
conservation a` flux discontinu
vraiment non line´aire
1.1 Introduction
We study here a model of conservation law with a ﬂux function with discontinuous
coeﬃcients, namely the equation ∂tu + ∂x
(
k(x)g(u) + f(u)
)
= 0. We prove the
existence and the uniqueness of an entropy solution in L∞(R+ × R) for u0, the
initial condition, in L∞(R). We provide some physical background for the study of
this equation. In particular, g is not assume to be convex nor concave and k is a
discontinuous function.
The issues of existence, uniqueness and entropy conditions for hyperbolic conservation
laws with discontinuous coeﬃcients are investigated. The Cauchy problem writes:{
∂tu+ ∂x
(
k(x)g(u) + f(u)
)
= 0, (t, x) ∈ R+ × R,
u(0, x) = u0(x),
(1.1)
with initial value u0 ∈ L∞(R) and a.e. (t, x) ∈ R+ × R, 0 ≤ u(t, x) ≤ 1.
The functions f , g and k are supposed to satisfy the following hypotheses:
(H1) g ∈ C1([0, 1]), is non-negative and g(0) = g(1) = 0 ,
(H2) f ∈ C1([0, 1]), is non-decreasing and f(0) = 0 ,
(H3) g ≡ 0 or g is genuinely nonlinear, i.e., if I is a non-empty open interval in [0, 1],
g′′ = 0 on I ⇒ g ≡ 0,
(H4) k is a discontinuous function deﬁned by k(x) =
{
kL if x < 0
kR if x > 0
with kL, kR >
0 and kL 6= kR .
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What underlies these hypotheses is our aim at giving and analyzing a model for a
two-phase ﬂow in porous media with distinct permeabilities (e.g. sand/clay). Let
us precise this fact [GMT96]: we consider the ﬂow (vertical and one-dimensional)
of two immiscible ﬂuids. We assume that the ﬂow of both ﬂuids can be adequately
described by Darcy’s law and that capillarity forces can be neglected. Then, from
the equations of conservation of mass we deduce the following system:
Γ(x)∂tu− ∂x(kλw(∂xp+ ρwG)) = 0, (1.2)
Γ(x)∂t(1− u)− ∂x(kλo(∂xp+ ρoG)) = 0. (1.3)
Here, we choose a Cartesian system of coordinates such that the gravitational force
points in the positive x-direction. We denote by u the saturation of the phase w, so
that 1−u is the saturation of the phase o. Herein, ρw and ρo respectively denote the
ﬂuid densities of the phases w and o, p is the pressure of the ﬂuids, λw = kw/(ρwµw)
and λo = ko/(ρoµo) where µw and µo are the respective viscosities and kw, ko are the
relative permeabilities of the phases w and o. We denote by G the acceleration of
gravity, by k the absolute permeability and by Γ the porosity.
The addition of (1.2) and (1.3) gives ∂xQ = 0 where
Q = k(λw + λo)∂xp+ kλwρwG+ kλoρoG (1.4)
is the total ﬂow. We suppose that this ﬂow is stationary. It is thus constant with
respect to x and t. By (1.4), ∂xp can be written as a function of Q which, plugged
in (1.2) leads to
Γ(x)∂tu+ ∂x
(
k
λwλo
λw + λo
(ρo − ρw)G+ λw
λw + λo
(−Q)
)
= 0. (1.5)
The function Γ is a discontinuous function of x but assuming Γ ≡ cst ≡ 1 does not
change the mathematical analysis of the problem, without loss of generality we hence
assume Γ = cst.
We thus obtain the form of equation (1.1) with
g(u) := (ρo − ρw) λw(u)λo(u)
λw(u) + λo(u)
G ,
f(u) := (−Q) λw(u)
λw(u) + λo(u)
.
(1.6)
The total ﬂow being constant, it has a constant sign. We suppose for example
−Q ≥ 0. Like relative permeabilities, the functions λw and λo satisfy ([GMT96])
1. λw ∈ C1([0, 1]) is a non-decreasing function such that λw(0) = 0,
2. λo ∈ C1([0, 1]) is a non-increasing function such that λo(1) = 0,
3. there exists α > 0 such as λw(u) + λo(u) > α for every u ∈ [0, 1].
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Functions f and g deﬁned in hence (1.6) satisfy hypotheses (H1) and (H2).
Hypothesis (H3) has no physical basis. However, we need it to prove existence of
strong traces for an entropy solution to problem (1.1): we use a result of Vasseur
[Vas01], which allows to show the uniqueness of an entropy solution to problem (1.1).
Hypothesis (H3) is also necessary in the proof of Theorem 1.2.
Notice that we take care to study the equation ∂tu + ∂x
(
k(x)g(u) + f(u)
)
= 0 on
a physical background. This is a way to ensure that the Cauchy problem (1.1)
makes sense. Indeed, this is not always the case. Consider for example the problem
∂tu + ∂x(k(x)u) = 0 with k(x) = −sgn(x): the computation of the solution of the
Cauchy problem along the characteristic lines shows that this one cannot be speciﬁed
in the domain {t > 0 , |x| < t}.
The interpretation of hypothesis (H4) for the model of a two-phase ﬂow is the fol-
lowing: the ﬂuids move in diﬀerent porous media (e.g. in sand for x < 0 and clay
for x > 0) which permeabilities are distinct. Let us recall that our interest lies in the
analysis of the conservation law ut+(k(x)g(u)+f(u))x = 0 where k is a discontinuous
function and that, from that point of view, the elementary case where k is piecewise
constant is relevant: the main features of conservation laws with discontinuous coeﬃ-
cients stand out. In particular, the question of the entropy condition satisﬁed by the
potential solution on the line {x = 0}, line of discontinuity of the function k, arises.
In the analysis of problem (1.1), this question is probably the ﬁrst to require an
answer, insofar as it rules the admissibility of solutions. Indeed, in the case where
the function k is regular, or constant on R, entropy conditions have been speciﬁed
and proved to constitute accurate admissibility criteria for solutions of (1.1) [Ole57,
Kru70]. In the study of problem (1.1) with the discontinuous function k deﬁned in
(H4), the admissible solutions are of course subject to entropy conditions away from
{x = 0} and the point is to identify conditions on {x = 0} that should be satisﬁed.
Since the beginning of the 80’s, several answers have been given to this issue. The
account of these solutions ﬁrst requires some mathematical setting: suppose that
the function u ∈ L∞(R+ × R) under consideration is a weak solution of (1.1), i.e.
solution in D′(R+ × R), and admits some traces γu+(t) and γu−(t) ∈ L∞(R+) at
x = 0+ and x = 0− respectively (this the case if u|Q± ∈ L∞ ∩ BV (Q±), where
Q+ = (0,+∞) × (0,+∞) and Q− = (0,+∞) × (−∞, 0) for example). Then, from
the fact that u is a weak solution of (1.1) the Rankine-Hugoniot relation
kLg(γu
−) + f(γu−) = kRg(γu
+) + f(γu+) (1.7)
is easily deduced. This relation is still too weak to constitute an accurate criterion of
selection. Additional criteria have been given in the case f = 0, g′′ < 0 and g′(u⋆) = 0,
ﬁrst by Isaacson and Temple [IT86, IT92] and Temple [Tem82]. The authors give the
following geometrical condition: in the (u, k) plane, a state (γu−, kL) being given,
deﬁne
S0 = {(γu+, kR) ; kLg(γu−) + f(γu−) = kRg(γu+) + f(γu+)}. (1.8)
The condition then reads:
S0 ∩ {(u, k) ;u = u⋆} = ∅. (1.9)
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In [KR95], Klingenberg and Risebro give the wave criterion, inspired of Oleinik con-
ditions [Ole56, Ole57],
∂x(k(x)g
′(u)) ≤ C(1 + 1
t
) .
In [Tow00], Towers gives the analytical condition
[g′(γu+)]+ · [g′(γu−)]− = 0 (1.10)
(where [a]± is, respectively, the positive and negative part of a real function a). Notice
that this condition is equivalent to the non crossing condition given by Isaacson and
Temple in [IT86, IT92], at least when the initial condition of (1.1) is a Riemann data:
u0(x) =
{
uL if x < 0
uR if x > 0,
(Indeed, if one takes into account the fact that the state uR (resp. uL) has to be
linked to the state γu+ (resp. γu−) by (classical) admissible waves, then the non
crossing condition of Isaacson and Temple is equivalent to the condition of Towers.)
An other important feature of problem (1.1) is highlighted in [Tem82, IT86]. Indeed,
by adding the equation kt = 0 to (1.1), Isaacson and Temple actually solve the
Riemann problem associated to the system
∂tU + ∂xF (U) = 0
where U = (u, k)T and F (U) = (kg(u) + f(u), 0)T . This system is viewed as a
prototype of resonant hyperbolic systems, that is a system for which eigenvalues can
coincide. Indeed, the derivative of the ﬂux, DF (U), has two eigenvalues kg′(u)+f ′(u)
and 0 which can coincide and, in that case, DF (U) =
(
0 ⋆
0 0
)
is not diagonalizable
on R. The connection between scalar conservation laws with discontinuous coeﬃ-
cients and resonant hyperbolic systems has not only a theoretical interest, it also has
applications to their numerical approximations, see [LTW95a, Tow01, SV03]. We
refer to [Tem82, IT86, IT92, GL03] for further references and results on the Riemann
problem for resonant hyperbolic systems.
In fact, in [Tem82, IT86, LTW95a, Tow01, SV03], one takes f = 0, so that the ﬁrst
eigenvalue kg′(u) of DF (U) vanishes if and only if g′(u) = 0. Besides, g′ has only
one point of cancellation, u⋆, which value governs the entropy condition at {x = 0}:
the pertinence of this additional entropy condition is therefore thoroughly related to
the occurrence of resonance.
Regarding problem (1.1), we have (brieﬂy) discussed the questions of entropy con-
ditions and resonant hyperbolic systems. An other issue at stake here is the possi-
bility to give global weak entropy conditions, i-e, entropy conditions in D′, as (1.11)
for example, in opposition to local entropy conditions (1.9), (1.10). To clarify our
terminology, let us come back on the historical progression in the investigation of
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entropy conditions for (classical) scalar conservation laws ut+ (h(u))x = 0 with, say,
h′′ ≥ α > 0: in 1956-1957 [Ole56, Ole57], Ole˘ınik ﬁrst gave the entropy condition
u(t, x′)− u(t, x)
x′ − x ≤
1
αt
,
which we qualify as “local” while the work of Volpert and Kruzhkov [Vol67, Kru70] led
to the well-known “global” entropy condition ∂t|u−κ|+∂x[sgn(u−κ)(h(u)−h(κ))] ≤ 0
in D′.
This point is of importance as the validity of local entropy conditions for approxima-
tions (in particular numerical approximations) of the solution u can be very diﬃcult
to check, whereas global entropy conditions are much simpler to evaluate for an ap-
proximate solution. Global entropy conditions are therefore a powerful and essential
tool in the analysis of the convergence of approximations of (1.1). The elaboration of
the deﬁnition of a weak entropy solution is a considerable advance in the analysis of
scalar conservation laws with discontinuous coeﬃcient. In the case where f = 0 and
g has a unique local maximum, this step was accomplished by Towers in [Tow00].
For general functions f and g satisfying hypotheses (H1) to (H4), we show that this
deﬁnition remains accurate (see Deﬁnition 1.11), as, ﬁrst, a L1 contraction property
for such entropy solutions holds (Theorem 1.1) and, second, such entropy solutions
exist (Theorem 1.3) and are limit of the approximation trough the regularization of
the coeﬃcient k (Theorem 1.2). The proof of the convergence of this approximation
relies on the use of a Temple function as introduced by Temple in [Tem82].
Indeed, given an initial datum u0 ∈ L∞ ∩ BV (R), the BV semi-norm ||u(·, 0+)||BV
of the entropy solution u of problem (1.1) at time t = 0+ may not be bounded
[LTW95b]. It is known that, in the case where the function k is regular, the BV
semi-norm of entropy solutions with initial data in L∞ ∩ BV (R) remains bounded
with time. Consequently, still in the case where the function k is regular, approx-
imations of entropy solutions have also bounded BV semi-norm and this provides
a criterion of compactness in L1. For discontinuous k, BV bounds are satisﬁed
not by the entropy solution u but by the new unknown H(u) to be deﬁned in the
sequel, usually called a Temple function. Such functions have a wide range of appli-
cations: the study of the Riemann problem for resonant hyperbolic systems [IT86],
the analysis of the convergence of approximations given by the Glimm scheme, Go-
dunov method [LTW95b, LTW95a]; the design and the analysis of a front tracking
algorithm [KR95], the convergence of numerical schemes [Tow00, Tow01]; the con-
vergence of the approximation by regularization of the coeﬃcient k in [SV03] and in
the present paper (see the deﬁnitions (1.40) and (1.41) of the functions F− and F+
in the proof of Theorem 1.2).
As already mentioned, the analysis of problem (1.1) (or analysis of related problems
as in [KRT02b]) is usually performed under the restrictive assumptions f = 0 and
g′′ < 0 (or g has a single local maximum) and that g ≡ 0 or g is genuinely nonlinear.
These assumptions are not satisﬁed by the present model. Here, we solely assume that
g is genuinely nonlinear which seems in our opinion, technical and is used essentially
to obtain existence of traces for the solution on {x = 0} (see [Vas01] below).
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The paper is structured as follows. In Section 1.2, we give the deﬁnition of entropy
solution. In Section 1.3, the uniqueness of such solutions is proved. In Section 1.4,
the convergence of the approximation of (1.1) is analyzed which follows from the
regularization of coeﬃcient k: via the use of a Temple function, we prove the con-
vergence of this approximation (and, at the same time, the existence of an entropy
solution) when u0 is BV . Existence in the case u0 ∈ L∞(R) then follows.
Notice that, independently of our work, an analysis of the equation ∂tu+∂xf(γ(x), u) =
∂xxA(u), where γ is a discontinuous function and A is a non-decreasing Lipschitz con-
tinuous function, was performed by Karlsen, Risebro and Towers [KRT03]. In this
work, they improved the range of admissible functions f for which uniqueness of the
entropy solution can be addressed.
1.2 Definition of an entropy solution
Definition 1.1. Let u0 ∈ L∞(R), with 0 ≤ u0 ≤ 1 a.e. on R. A function u in
L∞(R+×R) is said to be an entropy solution of problem (1.1) if it satisfies 0 ≤ u ≤ 1
a.e. and the following entropy inequalities : for all κ ∈ [0, 1], for all non-negative
function ϕ ∈ C∞c (R+ × R),∫ ∞
0
∫
R
|u(t, x)− κ| ∂tϕ(t, x)
+
∫ ∞
0
∫
R
(
k(x)Φ(u(t, x), κ) + Ψ(u(t, x), κ)
)
∂xϕ(t, x) dx dt
+
∫
R
|u0(x)− κ|ϕ(0, x) dx
+ |kL − kR|
∫ ∞
0
g(κ)ϕ(t, 0) dt ≥ 0, (1.11)
where respectively Φ and Ψ denote the entropy flux associated with the
Kruzhkov entropy,
Φ(u, κ) = sgn(u− κ)(g(u) − g(κ)),
Ψ(u, κ) = sgn(u− κ)(f(u) − f(κ)).
Remark 1.1. An entropy solution of (1.1) is a weak solution of (1.1), i.e., for all
non-negative ϕ ∈ C∞c (R+ × R)∫ ∞
0
∫
R
u(t, x) ∂tϕ(t, x) + (k(x) g(u(t, x) + f(u(t, x)) ∂xϕ(t, x) dx dt
+
∫
R
u0(x)ϕ(0, x) dx = 0.
1.3 Uniqueness of an entropy solution
Theorem 1.1. Let u0, v0 in L
∞(R) such that 0 ≤ u0, v0 ≤ 1 a.e. We suppose
that u ∈ L∞(R+ × R) and v ∈ L∞(R+ × R) are two entropy solutions of problem
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(1.1), with initial conditions u0 and v0, respectively. Then, for every R,T > 0, the
following estimate holds :∫ T
0
∫ R
−R
|u(t, x) − v(t, x)| dx dt ≤ T
∫ R+TM
−R−TM
|u0(x)− v0(x)| dx, (1.12)
where M = max(kL, kR) sup
u∈[0,1]
|g′(u)|+ sup
u∈[0,1]
|f ′(u)|.
Proof of Theorem 1.1 :
The classical proof of uniqueness of Kruzhkov applies without changes to prove that,
if u and v are two entropy solutions of problem (1.1), if ϕ is non-negative function
of C∞c (R+ × R) which vanishes in a neighborhood of the line {x = 0} when k is
discontinuous, then the following inequality holds
∫ ∞
0
∫
R
|u(t, x)− v(t, x)|∂tϕ(t, x)
+
∫ ∞
0
∫
R
(k(x)Φ(u(t, x), v(t, x)) + Ψ(u(t, x), v(t, x)))∂xϕ(t, x) dx dt
+
∫
R
|u0(x)− v0(x)|ϕ(0, x) dx ≥ 0. (1.13)
Now, consider any non-negative function ψ in C∞c (R+ × R) and, for ε > 0, set
ϕ(t, x) = ψ(t, x)(1 − ωε(x)) where the function ωε is deﬁned by
ωε(x) =

0 si 2ε < |x|,
−|x|+2ε
ε si ε ≤ |x| ≤ 2ε,
1 si |x| < ε.
By use of Lebesgue dominated convergence theorem and passing to the limit ε → 0
in the inequality (1.13), we obtain∫ ∞
0
∫
R
|u(t, x) − v(t, x)|∂tψ(t, x)
+
∫ ∞
0
∫
R
(k(x)Φ(u(t, x), v(t, x)) + Ψ(u(t, x), v(t, x)))∂xψ(t, x) dx dt
+
∫
R
|u0(x)− v0(x)|ψ(0, x) dx − J ≥ 0, (1.14)
where
J := lim sup
ε→0
Jε
= lim sup
ε→0
∫ ∞
0
∫
R
(k(x)Φ(u, v) + Ψ(u, v))ψ(t, x)ω′ε(x) dx dt.
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We now prove that J is non-negative.
First, we evaluate J . In fact, Jε can explicitly computed :
Jε =
1
ε
∫ ∞
0
∫ −ε
−2ε
(kLΦ(u, v) + Ψ(u, v))ψ(t, x) dx dt
− 1
ε
∫ ∞
0
∫ 2ε
ε
(kRΦ(u, v) + Ψ(u, v))ψ(t, x) dx dt. (1.15)
In order to estimate this term Jε, we use the result of existence of strong traces for
solutions of non-degenerate conservations laws by Vasseur [Vas01]. Here, hypothesis
(H3) on g is used. We however believe that hypothesis (H3) is superﬂuous and that
the estimate (1.12) is true without such an hypothesis. The proofs uses the following
lemma which is adopted from lemma in Vasseur [Vas01]:
Lemma 1.1. Let u ∈ L∞(R+ × R) be an entropy solution to problem (1.1) with
initial condition u0 ∈ L∞(R), 0 ≤ u0 ≤ 1 a.e. on R. Then the function u admits
strong traces on the line {x = 0}, that is : there exists two functions γu− and γu+
in L∞(0,+∞) such that, for every compact K of (0,+∞),
lim
ε→0
1
ε
∫ −ε
−2ε
∫
K
|u(t, x)− γu−(t)| dx dt = 0, (1.16)
lim
ε→0
1
ε
∫ 2ε
ε
∫
K
|u(t, x)− γu+(t)| dx dt = 0. (1.17)
From (1.16) and (1.17), we will deduce :
lim
ε→0
1
ε
∫ ∞
0
∫ −ε
−2ε
(kLΦ(u, v) + Ψ(u, v))ψ(t, x) dx dt
=
∫ ∞
0
(kLΦ(γu
−, γv−) + Ψ(γu−, γv−))ψ(t, 0) dt, (1.18)
Let K a compact such that supp ψ ⊂ K × R, let ε > 0 then
|1
ε
∫ ∞
0
∫ −ε
−2ε
(kLΦ(u, v) + Ψ(u, v))ψ(t, x) dx dt
−
∫ ∞
0
(kLΦ(γu
−, γv−) + Ψ(γu−, γv−))ψ(t, 0) dt|
≤ kL
∫
K
∫ −ε
−2ε
|Φ(u, v)ψ(t, x) − Φ(γu−, γv−)ψ(t, 0)| dx dt
+
∫
K
∫ −ε
−2ε
|Ψ(u, v)ψ(t, x) −Ψ(γu−, γv−)ψ(t, 0) |dx dt
≤ kL
∫
K
αε(t) dt +
∫
K
βε(t) dt (1.19)
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where
αε(t) =
1
ε
∫ −ε
−2ε
|Φ(u, v)ψ(t, x) −Φ(γu−, γv−)ψ(t, 0)| dx
and
βε(t) =
1
ε
∫ −ε
−2ε
|Ψ(u, v)ψ(t, x) −Ψ(γu−, γv−)ψ(t, 0)| dx.
Remark 1.2. By noting M1g = maxu∈[0,1] |g′(u)|, we have |Φ(a, b) − Φ(a′, b)| ≤
M1g |a− a′| and |Φ(a, b)− Φ(a, b′)| ≤M1g |b− b′|, for all a, a′, b, b′ ∈ [0, 1].
Then, there exists C > 0 such that:∫
K
|Φ(u, v)ψ(t, x) − Φ(γu−, γv−)ψ(t, 0)| dt
≤
∫
K
|Φ(u, v) − Φ(γu−, v)|ψ(t, x) dt
+
∫
K
|Φ(γu−, v)||ψ(t, x) − ψ(t, 0)| dt
+
∫
K
|Φ(γu−, v)− Φ(γu−, γv−)|ψ(t, 0) dt
≤ C( ∫
K
|u(t, x)− γu−(t)| dt +
∫
K
|ψ(t, x) − ψ(t, 0)| dt
+
∫
K
|v(t, x) − γv−(t)| dt)
By using theorem of Fubini-Tonelli, lemma 1.1 and the regularity of function ψ, we
get: ∫
K
αε(t) dt −→ε→0 0.
In the same way, this yields: ∫
K
βε(t) dt −→ε→0 0.
Finally, we obtain (1.18).
In the same way, we have :
lim
ε→0
1
ε
∫ ∞
0
∫ 2ε
ε
(kRΦ(u, v) + Ψ(u, v))ψ(t, x) dx dt
=
∫ ∞
0
(kRΦ(γu
+, γv+) + Ψ(γu+, γv+))ψ(t, 0) dt. (1.20)
Then, J is well deﬁned and this yields:
J =
∫ ∞
0
[kLΦ(γu
−, γv−) + Ψ(γu−, γv−)
− kRΦ(γu+, γv+)−Ψ(γu+, γv+)]ψ(t, 0)dt. (1.21)
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With this formula, we can actually determine the sign of J , J ≥ 0: if we replace ϕ
by ϕωε as the test function in (1.11) it yields:∫ ∞
0
∫
R
|u(t, x) − κ|∂tϕ(t, x)ωε(x)dxdt
+
∫ ∞
0
∫
R
(k(x)Φ(u(t, x), κ) + Ψ(u(t, x), κ)∂xϕ(t, x)ωε(x)dxdt
+
∫ ∞
0
∫
R
(k(x)Φ(u(t, x), κ) + Ψ(u(t, x), κ)ϕ(t, x)ω′ε(x)dxdt
+
∫
R
|u0(x)− κ|ϕ(0, x)ωε(x)dx
+ |kL − kR|
∫ ∞
0
g(κ)ϕ(t, 0)dt ≥ 0. (1.22)
Since ωε(x)→ε→0 0, by Lebesgue dominated convergence theorem both the ﬁrst and
the forth terms tend to 0 when ε→ 0. Furthermore, with Lemma 1.1, we also have:
lim
ε→0
∫ ∞
0
∫
R
(k(x)Φ(u(t, x), κ) + Ψ(u(t, x), κ))ϕ(t, x)ω′ε(x)dxdt
=
∫ ∞
0
(kLΦ(γu
−, κ)− kRΦ(γu+, κ) + Ψ(γu−, κ)−Ψ(γu+, κ))ϕ(t, 0)dt.
Eventually, passing to the limit ε→ 0 in (1.22), we obtain:∫ ∞
0
(kLΦ(γu
−, κ)− kRΦ(γu+, κ) + Ψ(γu−, κ)−Ψ(γu+, κ))ϕ(t, 0)dt
+ |kL − kR|
∫ ∞
0
g(κ)ϕ(t, 0)dt ≥ 0, ∀ϕ ∈ C∞c (R+ × R), ϕ ≥ 0.
Consequently, for every κ ∈ [0, 1], u entropy solution of problem (1.1), the following
inequality holds:
Iu(κ) := kLΦ(γu
−, κ) + Ψ(γu−, κ) − kRΦ(γu+, κ)−Ψ(γu+, κ)
+ |kL − kR|g(κ) ≥ 0. (1.23)
By choosing κ = 0 in inequality (1.23), we have:
kLg(γu
−) + f(γu−)− (kRg(γu+) + f(γu+)) ≥ 0,
since g(0) = 0, f(0) = 0, and since γu+ ≥ 0, γu− ≥ 0 a.e.
Similarly, choosing κ = 1 in inequality (1.23) leads to:
−kLg(γu−)− (f(γu−)− f(1))− [−kRg(γu+)− (f(γu+)− f(1))] ≥ 0
=⇒ kLg(γu−) + f(γu−)− (kRg(γu+) + f(γu+)) ≤ 0.
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Therefore, the following Rankine-Hugoniot relation holds
kLg(γu
−) + f(γu−) = kRg(γu
+) + f(γu+). (1.24)
Let us now prove, using (1.24) and (1.23), that J ≥ 0. Suppose for example that
kL > kR. We must discern several cases:
• sgn(γu− − γv−) = sgn(γu+ − γv+) = s, then
J = s[kLg(γu
−) + f(γu−)− kLg(γv−)− f(γv−)]
− s[kRg(γu+)− kRg(γv+) + f(γu+)− f(γv+)]
= 0 by (1.24) for u and v.
• γu− ≥ γv− and γu+ < γv+, then by (1.24)
J = 2kL(g(γu
−)− g(γv−)) + 2(f(γu−)− f(γv−))
= 2kR(g(γu
+)− g(γv+)) + 2(f(γu+)− f(γv+)).
1. γv+ ≤ γu− implies γu+ < γv+ ≤ γu−, by choosing κ = γv+ in Iu we have
2(kR(g(γu
+) + f(γu+))− 2(kRg(γv+) + f(γv+)) ≥ 0 =⇒ J ≥ 0,
2. γv+ > γu− implies γv− ≤ γu− < γv+, by choosing κ = γu− in Iv we
obtain
2(kLg(γu
−) + f(γu−))− 2(kLg(γv−) + f(γv−)) ≥ 0 =⇒ J ≥ 0,
• γu− < γv− and γu+ ≥ γv+, and by (1.24)
J = 2kL(g(γv
−)− g(γu−)) + 2(f(γv−)− f(γu−))
= 2kR(g(γv
+)− g(γu+)) + 2(f(γv+)− f(γu+)).
1. γv− ≤ γu+ implies γu− < γv− ≤ γu+, by choosing κ = γv− in Iu we
obtain
2(kLg(γv
−) + f(γv−))− 2(kLg(γu−) + f(γu−)) ≥ 0 =⇒ J ≥ 0,
2. γv− > γu+ implies γv+ ≤ γu+ < γv−, by choosing κ = γu+ in Iv we
obtain
2(kRg(γv
+) + f(γv+))− 2(kRg(γu+) + f(γu+)) ≥ 0 =⇒ J ≥ 0.
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Finally, for all non-negative ψ ∈ C∞c (R+ × R), we reach∫ ∞
0
∫
R
|u(t, x)− v(t, x)|ψt(t, x)
+
∫ ∞
0
∫
R
(k(x)Φ(u(t, x), v(t, x)) + Ψ(u(t, x), v(t, x)))ψx(t, x) dx dt
+
∫
R
|u0(x)− v0(x)|ψ(0, x) dx ≥ 0.
It is then classical to derive inequality (1.12). This concludes the proof of Theo-
rem 1.1.
1.4 Existence of an entropy solution
To prove the existence of an entropy solution to problem (1.1), we use the existence of
an entropy solution in the case where the function k is regularized and then pass to the
limit. Let us consider a sequence (kε)ε of regular functions converging to the function
k. We suppose that ∀ε > 0 the function kε is regular monotone non-decreasing, or
non-increasing according to the sign of kR − kL, and satisﬁes{
kε(x) = kL if x ≤ −ε,
kε(x) = kR if x ≥ ε.
Then, by the result of Kruzhkov [Kru70], we know that for any initial condition
u0 ∈ L∞(R, [0, 1]) there exists an unique entropy solution uε to problem (1.25) :
∂tu+ ∂x
(
kε(x)g(u) + f(u)
)
= 0, (t, x) ∈ R+ × R,
u(0, x) = u0(x).
(1.25)
The solution uε of problem (1.25) satisﬁes: for all non-negative ϕ ∈ C∞c (R+×R) and
for all κ ∈ [0, 1] ∫ +∞
0
∫
R
|uε(t, x)− κ|∂tϕ(t, x)
+
∫ +∞
0
∫
R
(
kε(x)Φ(uε(t, x), κ) + Ψ(uε(t, x), κ)
)
∂xϕ(t, x)dtdx
+
∫
R
|u0(x)− κ|ϕ(0, x)dx
−
∫ +∞
0
∫
R
k′ε(x)sgn(uε(t, x)− κ)g(κ)ϕ(t, x)dxdt ≥ 0.
Remark 1.3. The solution of (1.25) satisfies 0 ≤ uε ≤ 1 a.e. in R+ × R.
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1.4.1 BV Estimates
In this paragraph, we assume that u0 ∈ BV (R) and we show that the sequence (uε)ε
converges in L1loc(R+ × R) to a function u ∈ L∞(R+ × R).
Lemma 1.2. Assume u0 ∈ BV (R) and 0 ≤ u0 ≤ 1 a.e. in R. Then the solution
uε of problem (1.25) satisfies the following BV estimate : for any T > 0, for any
κ ∈ [0, 1], there exists C > 0 depending only on T, kL, kR such that
|kεΦ(uε, κ) + Ψ(uε, κ)|BV ((0,T )×R) ≤ C(|u0|BV (R) + |kL − kR|). (1.26)
Definition 1.2. A function v ∈ L1loc(I) is of bounded variation, i.e. v ∈ BV (I), if
|v|BV (I) = sup
{∫
I
v divϕ, ϕ ∈ C1c (I), ||ϕ||∞ ≤ 1
}
< +∞.
Proof of Lemma 1.2.
First we assume that u0 ∈ C∞c (R, [0, 1]).
Let vµ denote the solution of the viscous approximation of problem (1.25), that is{
∂tv + ∂x
(
kε(x)g(v) + f(v)
)− µ∂xxv = 0, (t, x) ∈ R+ × R,
v(0, x) = u0(x).
(1.27)
Then, as (1.27) is a parabolic equation, there exists a unique solution vµ which is
smooth. Moreover, it satisﬁes the following properties:
Lemma 1.3. • i). Let wµ be an other smooth solution of (1.27) with initial
condition w0, such that g(w(t,±∞)) = 0 and f(w(t,±∞)) = 0. Then,∫
R
(vµ(t, x)− wµ(t, x))− dx ≤
∫
R
(u0(x)− w0(x))− dx, ∀t ≥ 0. (1.28)
• ii). The solution vµ satisfies 0 ≤ vµ ≤ 1 in R+ × R.
• iii). For all R,T > 0, there exists a constant CT,R such as
µ
∫ T
0
∫ R
−R
|∂xvµ|2 dx dt ≤ CT,R. (1.29)
For the proof of the ﬁrst point, let ηα denote a smooth approximation of the
function v 7→ v− deﬁned by
ηα(v) =

α− v if v ≤ −2α,
v2/4α if −2α ≤ v ≤ 0,
0 if 0 ≤ v.
Multiplying the equation
∂t(v
µ − wµ) + ∂x
(
kεg(v
µ)− kεg(wµ) + f(vµ)− f(wµ)
)
= µ∂xx(v
µ − wµ)
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by η
′
α(v
µ − wµ) and denoting
Aµ = ∂tηα(v
µ − wµ)
+∂x[η
′
α(v
µ − wµ)(kεg(vµ)− kεg(wµ) + f(vµ)− f(wµ))]
−η′′α(vµ − wµ)[kεg(vµ)− kεg(wµ) + f(vµ)− f(wµ)],
we have
Aµ = µ∂xxηα(v
µ − wµ)− µη′′α(vµ −wµ)[∂x(vµ − wµ)]2 ≤ µ∂xxηα(vµ − wµ).
We integrate this last inequality over (0, t) × R. We note that g(v(t,±∞)) = 0
because v(t, .) decreases rapidly to zero when x → ±∞. Note furthermore that
g(w(t,±∞)) = 0, f(w(t,±∞)) = 0 by hypothesis. We hence obtain∫
R
ηα(v
µ − wµ) dx−
∫
R
ηα(u0 − w0) dx
≤
∫ t
0
∫
R
η
′′
α(v
µ − wµ)[kεg(vµ)− kεg(wµ) + f(vµ)− f(wµ)]
∂x(v
µ − wµ) dx dt
≤ C
∫ t
0
∫
R
η
′′
α(v
µ − wµ)[kε|vµ − wµ|+ |vµ)− wµ|]|∂x(vµ − wµ)| dx dt,
where C = max( max
u∈[0,1]
|g′(u)|, max
u∈[0,1]
|f ′(u)|).
Letting α tend to zero yields (1.28).
We use inequality (1.28) to estimate a lower bound on the solution in L∞. As
g(0) = 0 and f(0) = 0, the constant function 0 is a solution to (1.27) with initial
condition 0, therefore one has∫
R
(vµ)−dx ≤
∫
R
(u0)
−dx = 0.
Consequently, vµ ≥ 0 a.e. in R+ × R.
To prove that vµ ≤ 1, we use the following equalities
∂t(v
µ − 1) = ∂tvµ, ∂xx(vµ − 1) = ∂xxvµ, ∂x
(
f(vµ)− f(1)) = ∂x(f(vµ)).
Since g(1)=0, we obtain
∂t(v
µ − 1) + ∂x
(
kε(x)(g(v
µ)− g(1)) + f(vµ)− f(1)
)
− µ∂xx(vµ − 1) = 0
=⇒ ∂t(vµ − 1) + ∂x
(
kε(x)(g(v
µ)− g(1)) + f(vµ)− f(1)
)
= ∂xx(v
µ − 1).
We can then derive
∫
R
(vµ − 1)+ dx ≤
∫
R
(u0 − 1)+dx following the same procedure
that yields inequality (1.28). This yields vµ ≤ 1 a.e. in R+ × R.
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We have hence proved ii) of Lemma 1.3.
To prove the last point of Lemma 1.3, multiply (1.27) by vµ, integrate over [0, T ]×R.
This yields ∫ T
0
1
2
∂t
∫
R
vµ2 dxdt +
∫ T
0
∫
R
∂x
(
kεg(v
µ) + f(vµ)
)
vµdxdt
−µ
∫ T
0
∫
R
vµ∂xxv
µ dxdt = 0.
Since vµ(±∞) = 0 and ∂xvµ(±∞) = 0∫ T
0
1
2
∂t
∫
R
vµ2 dxdt =
1
2
∫
R
vµ2(T, x)dx− 1
2
∫
R
u20(x)dx.
We have
1
2
∫
R
vµ2(T, x)dx− 1
2
∫
R
u20(x)dx+
∫ T
0
∫
R
∂x
(
kεg(v
µ) + f(vµ)
)
vµdxdt
−µ
∫ T
0
∫
R
∂xv
µ2dxdt = 0,
and therefore obtain∫ T
0
∫
R
∂x
(
kεg(v
µ) + f(vµ)
)
vµdx+ µ
∫ T
0
∫
R
∂xv
µ2 ≤ 1
2
∫
R
u20(x)dx < +∞. (1.30)
We now prove the existence of a constant C > 0 such that
I :=
∫ T
0
∫
R
∂x
(
kεg(v
µ) + f(vµ)
)
vµdxdt ≤ TC|kε|BV (R). (1.31)
Since vµ(±∞) = 0, we have
I = −
∫ T
0
∫
R
(
kεg(v
µ) + f(vµ)
)
∂xv
µdxdt
and, setting G(u) =
∫ u
0
g(s)ds and F (u) =
∫ u
0
f(s)ds,
I = −
∫ T
0
∫
R
kε∂xG(v
µ)dxdt −
∫ T
0
∫
R
∂xF (v
µ)dxdt.
On the one hand, ∫ T
0
∫
R
∂xF (v
µ)dxdt = 0
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because F (vµ(±∞)) = F (0) = 0.
On the other hand, since G(0) = 0, we have
I = −
∫ T
0
∫
R
kε∂xG(v
µ)dxdt
=
∫ T
0
∫
R
k′εG(v
µ)dxdt
≤ T max
v∈[0,1]
|G(v)||kε|BV (R)
≤ T max
v∈[0,1]
|G(v)||kL − kR|
which proves (1.31). Using inequalities (1.30) and (1.31), inequality (1.29) follows.
We now turn to the BV-estimate and, to this purpose, we ﬁrst give a bound on the
L1−norm of vµt . For h > 0, the function wµ(t, x) = vµ(t + h, x) is a solution of
equation (1.27) with initial condition vµ(h, .). Using the result of comparison (1.28)
with s 7→ |s| instead of s 7→ s−, we obtain∫
R
|vµ(t+ h, x)− vµ(t, x)|dx ≤
∫
R
|vµ(h, x)− u0(x)|dx, for every t ≥ 0.
Dividing this inequality by h and letting h tend to 0+ yields∫
R
|∂tvµ(t, x)|dx ≤
∫
R
|∂tvµ(0, x)|dx, for every t ≥ 0.
We denote by Mg = sup
u∈[0,1]
|g(u)|, M1g = sup
u∈[0,1]
|g′(u)|, M1f = sup
u∈[0,1]
|f ′(u)|.
Since, vµt (0, x) = −kε(x)g(u0(x)) − kε(x)g′(u0(x))u′0 − f ′(u0(x))u
′
0 + µu
′′
0(x) and
|kε(x)|BV (R) =
∫
R
|k′ε(x)|dx, we obtain a bound on the L1-norm
∫
R
|∂tvµ(t, x)|dx ≤Mg|kε(x)|BV (R) + (max(kL, kR)M1g +M1f )|u0|BV (R)
+ µ
∫
R
|u′′0(x)|dx. (1.32)
We can now prove estimate (1.26). Let κ ∈ [0, 1], multiplying equation (1.27) by
sgn(vµ − κ) yields
∂x(kεΦ(v
µ, κ) + Ψ(vµ, κ)) ≤ Sµ1 + Sµ2 + Sµ
in D′((0, T ) × R), with
Sµ1 = −∂t|vµ − κ|, Sµ2 = k
′
εsgn(v
µ − κ)g(κ) and Sµ = µ∂xx|vµ − κ|.
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We evaluate each distribution on a test function ϕ ∈ C∞c ((0, T ) × R) such that 0 ≤
ϕ ≤ 1. From L1 estimate of ∂tvµ (1.32), we deduce that
< Sµ1 , ϕ >≤ T
(
Mg|kε|BV (R) +M |u0|BV (R) + µ
∫
R
|u′′0(x)|dx
)
(1.33)
where M := max(kL, kR)M
1
g +M
1
f . Moreover, we have
< Sµ2 , ϕ >≤
T
4
|kε|BV (R). (1.34)
From energy estimate (1.29) and from the Cauchy-Schwartz inequality, we deduce
that
< Sµ, ϕ >≤ Cϕ||∂xϕ||L2(R)
√
µ, (1.35)
where Cϕ depends on the support of ϕ.
Now, it is known that lim
µ→0
vµ = uε in L
1
loc((0,+∞) × R) [Kru70].
Therefore, Sµ1 , S
µ
2 , S
µ converge in D′((0, T )×R). From (1.35), we deduce Sµ → 0, so
that ∂x(kεΦ(uε, κ) + Ψ(uε, κ)) ≤ S1 + S2 holds with
< S1, ϕ > ≤ T
(
Mg|kε|BV (R) +M |u0|BV (R)
)
,
< S2, ϕ > ≤ T
4
|kε|BV (R),
for every ϕ ∈ C∞c ((0, T ) × R) such that 0 ≤ ϕ ≤ 1.
Hence for all ϕ in C∞c ((0, T ) × R),
| < ∂x
(
kεφ(uε) + Ψ(uε)
)
, φ > |
≤ T (4Mg|kε|BV (R) + 2M |u0|BV (R))
≤ T (4Mg|kL − kR|+ 2M |u0|BV (R)) . (1.36)
Finally, as u0, kε ∈ BV (R) and |kε|BV (R) ≤ |kL−kR|, we know that (uε)t are measures
uniformly bounded with respect to ǫ. Moreover as g, f ∈ C1([0, 1]), we deduce that
(kεΦ(uε, κ)+Ψ(uε, κ))t are measures on [0, T ]×R uniformly bounded with respect to ǫ.
Therefore, there exists C depending only on f, g, T, such as for all ϕ ∈ C∞c ((0, T )×R),
0 ≤ ϕ ≤ 1,
| < ∂t
(
kεΦ(uε) + Ψ(uε)
)
, ϕ > | ≤ C|u0|BV (R). (1.37)
From (1.36) and (1.37), we see that (kεΦ(uε, κ) + Ψ(uε, κ)) ∈ BV ((0, T ) × R) and
|kεΦ(uε, κ) + Ψ(uε, κ)|BV ((0,T )×R)
≤ T (4Mg|kL − kR|+ 2M |u0|BV (R))+ C|u0|BV (R). (1.38)
We thus obtain a uniform BV-estimate on the sequence
(kεΦ(uε, κ)+Ψ(uε, κ))ε if u0 ∈ C∞c (R). The same result, for u0 ∈ BV (R) is obtained
by a density argument.
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1.4.2 Existence for u0 in BV (R)
Theorem 1.2. Let u0 ∈ BV (R) be such that 0 ≤ u0 ≤ 1 a.e. in R. Then there exists
an unique entropy solution u to problem (1.1) in L∞(R+ ×R).
Proof of Theorem 1.2:
Let η be a regular function such that η(x) = sgn(x), if |x| > 1. Let T > 0.
Let
H−(u) =
∫ 1
0
kL∂ση(g
′(σ))(Φ(u, σ) − g(σ)) dσ
+
∫ 1
0
∂ση(f
′(σ))(Ψ(u, σ) − f(σ)) dσ. (1.39)
With this function H−, we build a Temple function F− such that (F−(uε))ǫ will is
bounded in ∈ BV ((0, T ) × R−). After one integration by parts, we obtain
H−(u) = 2F−(u) + kLη(g
′(1))g(u) + η(f ′(1))f(u)
− kLη(g′(0))g(u) + η(f ′(0))f(u)
where,
F−(u) = 2
∫ u
0
kLη(g
′(σ))g′(σ) + η(f ′(σ))f ′(σ)dσ. (1.40)
As g is genuinely non linear (Hypothesis H3) and f is non-decreasing, F− is an in-
vertible function. But, physically, we can suppose that f is strictly increasing and in
such case function F− is an invertible function too, even if g′ cancel or not and then
hypothesis (H3) is not necessary.
On the one hand, we have kLη(g
′(1))g(u)+η(f ′(1))f(u) and kLη(g
′(1))g(u)+η(f ′(1))f(u)
in BV (R+ × R∗−) with (1.38).
On the other hand, we get H−(uε) ∈ BV ((0, T ) × R∗−). Let ϕ ∈ C∞c ((0, T ) × R),
x < 0. There exists C > 0 such that, for ε suﬃciently small,
| < H−(uε), ∂tϕ+ ∂xϕ > | ≤ C(
∫ 1
0
|∂ση(g′(σ))| + |∂ση(f ′(σ))|dσ)||ϕ||∞
< +∞.
Finally, (F−(uε))ε is bounded in BV ((0, T ) × R∗−). By Helly’s Theorem, there ex-
ists a subsequence of (F−(uε))ε that converges in L
1
loc((0, T ) × R∗−) and a.e. to
U− := F−(u−) when ε tends to zero.
In the same way, we build F+, with
F+(u) = 2
∫ u
0
kRη(g
′(σ))g′(σ) + η(f ′(σ))f ′(σ)dσ, (1.41)
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such that and (F+(uε))ε is bounded in BV ((0, T )×R∗+). There exists a subsequence
of (F+(uε))ε that converges in L
1
loc((0, T ) × R∗+) and a.e. to U+ := F+(u+).
Consequently, we deﬁne a function v in L∞((0, T ) × R) by:
v := u− if x < 0 and v := u+ if x > 0.
With F− and F+ invertible, we see that the sequence (uε)ε converges to v in L
1
loc((0, T )×
R) and a.e. in (0, T ) × R.
On the other hand, from as vµ converges to uε a.e. as µ tends to 0, we deduce from
Lemma 1.3 that the sequence (uε)ε is bounded in L
∞((0, T )×R). Hence there exists
a subsequence of (uε)ε that converges to u for the weak star topology.
Finally, as (uε)ε converges to v a.e. in (0, T )× R, we can claim that u = v a.e.
We conclude that (uε)ε converges to u a.e. on (0, T ) × R and u ∈ L∞((0, T ) × R).
Moreover, as 0 ≤ uε ≤ 1 a.e., we have the following inequality
0 ≤ u ≤ 1 a.e. in (0, T )× R.
We now show that u is the entropy solution of problem (1.1). Let κ ∈ [0, 1] and ϕ
be a non-negative function of C∞c (R+ ×R). Let T be such that ϕ(t, x) = 0 for every
(t, x) ∈ [T,+∞)×R. For every ε > 0, the function uε satisﬁes the following entropy
inequality : ∫ ∞
0
∫
R
|uε(t, x)− κ| ∂tϕ(t, x)
+
∫ ∞
0
∫
R
(kε(x)Φ(uε(t, x), κ) + Ψ(uε(t, x), κ)) ∂xϕ(t, x) dx dt
+
∫
R
|u0(x)− κ|ϕ(0, x) dx
−
∫ ∞
0
∫
R
k′ε(x)sgn(uε(t, x)− κ)g(κ)ϕ(t, x) dx dt ≥ 0, (1.42)
As uε converges to u a.e. on [0, T ]×R , uε converges to u in L1loc([0, T ]×R), so the ﬁrst
term in inequality (1.42) converges to the ﬁrst term in inequality (1.11) as ε tends
to 0. The estimate |sgn(uε(t, x) − κ)| ≤ 1 implies that |
∫∞
0
∫
R
k′ε(x)sgn(uε(t, x) −
κ)g(κ)ϕ(t, x) dx dt| ≤ Iε, where
Iε =
∫∞
0
∫
R
|k′ε(x)| g(κ)ϕ(t, x) dx dt. Hence, we obtain∫ ∞
0
∫
R
|uε(t, x)− κ| ∂tϕ(t, x)
+
∫ ∞
0
∫
R
(kε(x)Φ(uε(t, x), κ) + Ψ(uε(t, x), κ)) ∂xϕ(t, x) dx dt
+
∫
R
|u0(x)− κ|ϕ(0, x) dx − Iε ≥ 0, (1.43)
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To conclude, we use the fact that the monotony of the function kε is set by the sign
of kL − kR. Several integrations by parts yield
Iε = sgn(kR − kL)
∫ ∞
0
∫
R
k′ε(x) g(κ)ϕ(t, x) dx dt,
= −sgn(kR − kL)
∫ ∞
0
∫
R
kε(x) g(κ) ∂xϕ(t, x) dx dt,
and we obtain
lim
ε→0
Iε = −sgn(kR − kL)
∫ ∞
0
∫
R
k(x) g(κ) ∂xϕ(t, x) dx dt
= |kR − kL|
∫ ∞
0
g(κ)ϕ(t, 0) dt. (1.44)
Remark 1.4. This last results justifies the definition of an entropy solution we gave
in Definition 1.1. The entropy inequality is obtained as the limit of the inequality
entropy in the regular case.
If ε tends to 0 in inequality (1.43), with (1.44), we obtain inequality (1.11). Eventu-
ally, we see that u is an entropy solution.
Remark 1.5. In the proof we saw that if the initial condition u0 is in BV (R), then
the sequence (uε)ε is compact in L
1
loc([0, T ]×R) for every T > 0 and has at least one
limit point value, which is an entropy solution of problem (1.1). It is the uniqueness
of an entropy solution that ensures the whole sequence (uε)ε converges to u.
1.4.3 Existence for u0 in L
∞(R)
Theorem 1.3. Suppose that u0 ∈ L∞(R) such that 0 ≤ u0 ≤ 1 a.e. in R. Then
there exists an unique entropy solution u of problem (1.1) in L∞(R+ × R).
Proof of Theorem 1.3. Let (ρn)n∈N be a classical sequence of molliﬁers, such
that is ρn = nρ(n·) with ρ ∈ C∞c (R) such that ρ is non-negative,
∫
R
ρ(x)dx = 1 and
supp(ρ) ⊂ [−1, 1]. Deﬁne the sequence
un0 = ρn ∗ (χ(−n,n)u0).
We have the classical result:
Lemma 1.4. For every n ∈ N, un0 ∈ L∞(R, [0, 1]) ∩ BV (R) and limn→+∞u
n
0 = u0 in
L1loc(R).
Proof of Lemma 1.4: Let n ∈ N∗,
un0 (x) =
∫
R
ρn(x− y)χ[−n,n]u0(y)dy
≤
∫ n
−n
ρn(x− y)dy, because 0 ≤ u0 ≤ 1 a.e.
≤
∫
R
ρn(x− y)dy = 1.
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then 0 ≤ uα0 ≤ 1. Showing un0 ∈ BV (R) :∫
R
|∂xun0 (x)|dx ≤
∫ 1/α
−1/α
|u0(y)|
∫
R
n2|ρ′(x− y
α
)|dxdy
≤ C n||u0||L∞ × 2n < +∞
As ∂xu
n
0 ∈ L1(R), un0 ∈ BV (R).
For the last point, let K a compact of R, by using the theorem of Fubini-Tonelli, this
yields:∫
K
|un0 (x)− u0(x)|dx ≤
∫ n
−n
ρn(y)
∫
K
|u0(x− y)− u0(x)|dxdy
≤
∫ 1
−1
ρ(y)
∫
K
|u0(x− y/n)− u0(x)|dxdy
−→n→+∞ 0.
Therefore, if un denotes the entropy solution corresponding to the initial data un0 ,
then the sequence (un)n∈N is a Cauchy sequence in L
1
loc((0, T ) × R) by the estimate
(1.12) ∫ T
0
∫ R
−R
|un(t, x)− um(t, x)| dx dt ≤ T
∫ R+MT
−R−MT
|un0 (x)− um0 (x)| dx,
for every R,T > 0. Consequently, the sequence (un)n∈N is convergent. Denote by u
its limit in L1loc(R+ × R). The function u is an entropy solution of problem (1.1).
This concludes the proof.
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Chapter 2
Analyse d’une loi de
conservation a` flux discontinu
Ce travail a e´te´ fait en collaboration avec Julien Vovelle.
2.1 Introduction
In this paper, we investigate the issue of existence, uniqueness and entropy conditions
for hyperbolic conservation laws with discontinuous coeﬃcients. We consider the
following Cauchy problem:
∂tu+ ∂x
(
k(x)g(u) + f(u)
)
= 0, (t, x) ∈ R+ × R,
u(0, x) = u0(x) ,
(2.1)
with initial value u0 ∈ L∞(R; [0, 1]). The functions f , g and k are supposed to satisfy
the following hypotheses:
(H1) g ∈ C1([0, 1]) is non-negative and g(0) = g(1) = 0,
(H2) f ∈ C1([0, 1]) and f(0) = 0,
(H3) k is the discontinuous function deﬁned by
k(x) =
{
kL if x < 0
kR if x > 0
with kL, kR > 0 and kL 6= kR .
We introduce the time - space domain Q := (0,+∞)×R and the curve (a line here)
of discontinuity of the function k in the time - space domain, Σ := (0,+∞) × {0}.
The particular shape of the functions f , g and k described through the hypotheses
(H1), (H2), (H3) is given by a model for two-phase ﬂow in porous media with distinct
permeabilities. We refer to [GMT96] for the description of the model and to [Bac04]
for the adaptation to our notation. Let us just claim here that, in this context, the
hypotheses on f , g and k are natural. We also remark that no hypothesis of convexity
or genuine non-linearity on g is assumed, which is a new point in comparison with
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all the preceding works on the subject (see in particular [KR95, Kaa99, KRT02b,
KRT02b, KRT03, Tow01, SV03, KT04, Bac04]).
To justify further the hypotheses (H1), (H2), (H3), notice that we take care to study
the equation ∂tu+ ∂x(k(x)g(u) + f(u)) = 0 on a physical background. This is a way
to ensure that Cauchy problem (2.1) makes sense. Indeed, this is not always the
case. Consider for example the problem ∂tu + ∂x(k(x)u) = 0 with k(x) = −sgn(x):
the computation of the solution of the Cauchy problem along the characteristic lines
shows that this one cannot be speciﬁed in the domain {t > 0 , |x| < t}. Other
physical models lead to the study of problem (2.1) (sedimentation process, traﬃc
ﬂow... [BKRT04]); the analysis of problem (2.1) has also to be related to the study of
resonant hyperbolic systems of conservation laws (systems of the form ∂tu+∂xF (u) =
0, in 1D, for which the matrix DF (u) has real eigenvalues whose multiplicity happen
to vary at some state u∗). Indeed, adding the equation kt = 0 to the equation
∂tu + ∂x(kg(u) + f(u)) = 0, one gets a 2 × 2 systems with resonance at a state u∗
such that kg′(u∗) + f ′(u∗) = 0.
Since the beginning of the 80’s, problem (2.1) (and, more generally, the Cauchy
problem associated to the conservation law ∂tu+∂x(A(x, u)) = 0 with a ﬂux function
A possibly discontinuous with respect to the x-variable) has been the subject of
various works of analysis (deﬁnition of solution, existence, uniqueness, properties of
solutions, convergence of approximations...). We refer to the introductory part of
[KRT02b, KRT02b, Bac04] for description of this latter, and also to the introductory
part of the recent paper [AP04] as regards the issue of uniqueness of solutions in
particular.
Indeed, the question of uniqueness of solutions to (2.1) may have been not completely
settled yet, and the purpose of this present work is the investigation of the question of
uniqueness (stability) for problem (2.1). Indeed, we believe that a result of uniqueness
should satisfy the two following points:
• (R1) no particular structural hypothesis on the data or on the solution is re-
quired;
• (R2) the proof is the most algebraic as possible.
In item (R1), by reference to some ’particular structural hypothesis’, we have in
mind hypotheses as : “g genuinely non-linear”, or “the solution admits strong traces
aside Σ”, additional hypotheses that were present in all the preceding works dealing
with uniqueness for problem (2.1) (see for example [KRT03, KT04, Bac04]). In item
(R2), we have in mind the proof of the L1-contraction property for problem (2.1) in
the case where k is constant, proof of Kruzhkov by the technique of the doubling of
variables, which is completely algebraic. It is this algebraic character which makes
this proof so adaptable to the proof of error estimates (Kuznetsov, [Kuz76]). Our
investigations of a proof of uniqueness respecting the two preceding requirements has
led us to introduce various equivalent formulation of solution. In section 2.2, we
recall the deﬁnition of entropy solution to problem (2.1) given by Towers [Tow00].
In section 2.3.2, we explain why this notion is not exactly appropriate for the proof
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of a uniqueness result (very shortly : “the constants are not solutions of (2.1)”)
and, inspired by the works of Portilheiro [Por03a, Por03b] and Perthame, Souganidis
[PS03], we introduce the equivalent notion of so-called ”χ-compared solution”. We
explain why this notion is also not well adapted to our goal and, in section 2.3.3,
we introduce the equivalent notion of kinetic solution. Kinetic solutions for scalar
conservation laws (problem (2.1) with k constant) have been introduced by Lions,
Perthame, Tadmor [LPT94] and a proof of uniqueness of entropy solutions of such
problems which rests on the use of this tool has been given by Perthame in [Per98].
We adapt this notion to the case where k is discontinuous and prove the following
theorem (entropy solutions to Problem 2.1 are deﬁned in Deﬁnition 2.1):
Theorem 2.1. Under Hypotheses (H1)-(H2)-(H3), L1 comparison holds for the
Cauchy problem (2.1): if u and v ∈ L∞(Q) are two entropy solutions of problem (2.1),
associated to the initial data u0 and v0 ∈ L∞(R; [0, 1]) respectively and R,T > 0, then∫ T
0
∫ R
−R
|u(t, x)− v(t, x)| dx dt ≤ T
∫ R+CT
−R−CT
|u0(x)− v0(x)| dx
with C := max{kL, kR} max{|g′(u)|; 0 ≤ u ≤ 1}+max{|f ′(u)|; 0 ≤ u ≤ 1}.
Therefore, we manage to satisfy ﬁrst point (R1) of the two requirements concerning
the proof of uniqueness. However, it turns out that, despite our diﬀerent attempts,
second point (R2) is not completely satisﬁed (see Remark 2.5 for discussion of this
aspect).
Our attempts to develop a proof of uniqueness for problem (2.1) which satisﬁes the
two preceding requirement (R1) and (R2) were also motivated by our will to develop
the tools of nonlinear analysis that are the notions of “generalized weak entropy
solutions” (introduced by DiPerna with the measure-valued solutions [DiP85], exten-
sively used by Eymard, Galloue¨t, Herbin for the study of the Finite Volume Method
under the form of entropy process solution [EGH00]). These tools are essential in
the analysis of several approximations to nonlinear ﬁrst-order hyperbolic problems.
In subsection 2.2.2, we explain how these tools are involved in the proof of the con-
vergence of approximations to nonlinear scalar conservation laws, how they allow to
compensate the possible weak compactness estimates on the approximate solutions
by a robust result of comparison for entropy solutions (from which follows the im-
portance of the proof of uniqueness for entropy solutions) and illustrate our work by
proving the existence of weak entropy solutions via the proof of the convergence of the
solution of problem (2.1) with a regularized coeﬃcient k (Theorem 2.4). Notice that,
as a by-product of this technique for the analysis of the convergence of approxima-
tions, no use of “Temple functions” or singular mapping technique is required here.
Simple (and natural) L∞ estimates are suﬃcient to prove the convergence. Let us
also insist on the fact that the tools of nonlinear analysis that we will discuss in this
work in subsection 2.2.2 are not related to the technique of compensated compact-
ness, in particular no superﬂuous (with regard to the question of the convergence of
approximation) hypothesis as “g completely nonlinear” will be required in the proof
of the convergence of approximation.
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2.2 Entropy solution - Entropy process solution
Generically, the discontinuity of k enforces the instantaneous apparition of disconti-
nuities in the solution of problem (2.1) (whatever the regularity of the initial datum
may be), therefore weak solutions have to be considered, with the additional property
to satisfy entropy inequality to ensure uniqueness (selection of shocks, or physical dis-
continuities, among possible discontinuities). The deﬁnition of entropy solutions for
problem (2.1) has been given by Towers [Tow00].
2.2.1 Entropy solution
Definition 2.1. Let u0 ∈ L∞(R) with 0 ≤ u0 ≤ 1 a.e. on R.
1. A function u ∈ L∞(Q) is said to be an entropy subsolution (resp. entropy
supersolution) of problem (2.1) if it satisfies the following entropy inequalities
: for all κ ∈ [0, 1], for all non-negative function ϕ ∈ C∞c (R+ × R),∫ ∞
0
∫
R
(u(t, x)− κ)± ∂tϕ(t, x) dt dx
+
∫ ∞
0
∫
R
(
k(x)Φ±(u(t, x), κ) + Ψ±(u(t, x), κ)
)
∂xϕ(t, x) dx dt
+
∫
R
(u0(x)− κ)± ϕ(0, x) dx
+ (kL − kR)±
∫ ∞
0
g(κ)ϕ(t, 0) dt ≥ 0, (2.2)
where respectively Φ± and Ψ± denote the entropy flux associated with the Kruzhkov
entropy,
Φ±(u, κ) = sgn±(u− κ)(g(u) − g(κ)),
Ψ±(u, κ) = sgn±(u− κ)(f(u)− f(κ)).
2. The function u ∈ L∞(Q) is an entropy solution of the problem (2.1) if it is
both an entropy subsolution and an entropy supersolution.
Remark 2.1. Let u ∈ L∞(Q) be an entropy subsolution. By choosing κ = 1 in (2.2),
it is easy to see that u ≤ 1 a.e. Similarly, if u ∈ L∞(Q) is an entropy supersolution
then u ≥ 0 a.e. Therefore, if u ∈ L∞(Q) is an entropy solution then 0 ≤ u ≤ 1
a.e. (which is expected, owing to the physical origin of the equation, in which the
unknown u is typically a saturation) and g(u), f(u) and also Φ(u, κ),Ψ(u, κ) are well
defined. To let the definition of entropy subsolution and entropy supersolution make
sense, we implicitly continue the functions f and g on R, for example by setting g = 0
on R \ [0, 1], f = 0 on (−∞, 0), f = f(1) on (1,+∞). Also notice that an entropy
solution of (2.1) is a weak solution of (2.1), ie: for all non-negative ϕ ∈ C∞c (R+×R)∫ +∞
0
∫
R
u(t, x)∂tϕ(t, x) +
(
k(x)g(u(t, x)) + f(u(t, x))
)
∂xϕ(t, x) dt dx
+
∫
R
u0(x)ϕ(0, x) dx = 0.
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This equality is a consequence of the two inequalities obtained, first by developing
the entropy inequality written for subsolution with κ = 0, second by developing the
entropy inequality written for supersolution written with κ = 1 on the basis of the
bound 0 ≤ u ≤ 1 a.e. Similarly, if a function u ∈ L∞(Q) satisfies 0 ≤ u ≤ 1 a.e. on
the one hand and the entropy inequalities with classical Kruzhkov entropies: for all
κ ∈ [0, 1], for all non-negative ϕ ∈ C∞c (R+ × R),∫ ∞
0
∫
R
|u(t, x)− κ| ∂tϕ(t, x) dt dx
+
∫ ∞
0
∫
R
(
k(x)Φ(u(t, x), κ) + Ψ(u(t, x), κ)
)
∂xϕ(t, x) dx dt
+
∫
R
|u0(x)− κ|ϕ(0, x) dx + |kR − kL|
∫ ∞
0
g(κ)ϕ(t, 0) dt ≥ 0, (2.3)
on the other hand, then u is a weak solution of problem (2.1) and therefore satisfies
(2.2) (indeed u+ = (|u|+ u)/2 and u− = (|u| − u)/2). Conversely, by adding the two
inequalities of (2.2), we see that u ∈ L∞(Q) is an entropy solution to problem (2.1)
if, and only if, it satisfies 0 ≤ u ≤ 1 a.e. and (2.3).
It has been proved in diﬀerent works ([Tow00, KR01, KRT02b, SV03, Bac04]) that
this notion of entropy solution is the accurate notion of solution for problem (2.1)
(existence, uniqueness, consistence with approximations... holds).
2.2.2 Approximation of problem (2.1)
Consider the problem of the approximation of problem (2.1) (by the ﬁnite volume
method [Tow00, Tow01, SV03, KT04], by viscous regularization, or by regularization
of the coeﬃcient k – this last situation will be considered here). More precisely,
we suppose that we are in the following position : (uε) is a sequence of solutions
of approximate problems to problem (2.1). Speciﬁcally, we suppose that the ap-
proximate problem under consideration is consistent enough with problem (2.1) to
ensure, ﬁrst, the existence of approximate entropy inequalities: for all κ ∈ [0, 1], for
all non-negative function ϕ ∈ C∞c (R+ × R),∫ ∞
0
∫
R
(uε(t, x)− κ)± ∂tϕ(t, x) dt dx
+
∫ ∞
0
∫
R
(k(x)Φ±(uε(t, x), κ) + Ψ±(uε(t, x), κ)) ∂xϕ(t, x) dx dt
+
∫
R
(u0(x)− κ)± ϕ(0, x) dx
+ (kL − kR)±
∫ ∞
0
g(κ)ϕ(t, 0) dt ≥ −ηε(ϕ), (2.4)
where lim
ε→0
ηε(ϕ) = 0, and, second, the respect of the natural bounds for the solution
of (2.1):
0 ≤ uε ≤ 1 a.e. (2.5)
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To prove the convergence of (uε) to the entropy solution u of problem (2.1), a possible
approach consists in i) proving the strong (in L1loc for example) convergence of (u
ε)
to a function uˆ, ii) passing to the limit in (2.4) to prove that uˆ is an entropy solution,
iii) using the uniqueness of entropy solution to show uˆ = u.
Notice that, in step ii), one has to pass to the limit in the non-linear terms Φ±(uε, κ)
and Ψ±(uε, κ), which seemingly requires a result of strong convergence in step i).
Unfortunately, such a result of strong convergence is itself deduced from a result of
strong compactness, which requires in some way or other, a priori estimates on the
derivatives of the solution uε. These estimates are particularly diﬃcult to obtain for
approximate solutions to problem (2.1) (in fact, it is not possible to get such BV
estimates on uε: one proves BV estimates on G(uε), G being an accurate invertible
function : a Temple function (also called “singular mapping”) [Tow01, Bac04]). A
possible way to bypass these diﬃculties is to use the method of the compensated com-
pactness. This has been done in [KRT02b, KT04]. By the method of compensated
compactness, one can show a regularizing eﬀect of conservation laws, since it yields a
result of strong convergence of the solution with an hypothesis of weak convergence
of the data (see also the application of kinetic formulation of conservation laws by
Perthame on that point [Per02]). However this requires an hypothesis of complete
nonlinearity of the ﬂux function which is superﬂuous when the mere question of the
convergence of approximations of the problem is analysed. Let us detail our approach
to this question:
A second approach to the proof of the convergence of (uε) to u is i’) use the simple
estimate (2.5) to deduce the convergence of uε in an very weak sense (to be precised)
to a function uˆ, ii’) pass to the limit in (2.4) to prove that uˆ is a kind of entropy solu-
tion to problem (2.1), iii’) use a reinforced principle of uniqueness for problem (2.1)
to show that uˆ = u (u entropy solution of problem (2.1)) and that the convergence
of uε is strong.
Let us be more speciﬁc about points i’), ii’) and iii’). The weak convergence of uε
which is alluded to in point i) is the so-called nonlinear weak-∗ convergence:
Definition 2.2. Let Ω be an open subset of RN (N ≥ 1), (un)n∈N ⊂ L∞(Ω) and
u ∈ L∞(Ω × (0, 1)). The sequence (un)n∈N converges towards u in the ”nonlinear
weak-⋆ sense” if∫
Ω
g(un(x))ψ(x) dx →
∫ 1
0
∫
Ω
g(u(x, α))ψ(x)dxdα, as n→ +∞
∀ψ ∈ L1(Ω), ∀g ∈ C(R,R). (2.6)
Otherwise speaking, the sequence (un) converges to u ∈ L∞(Ω × (0, 1)) in the
nonlinear weak-⋆ sense if, for every g ∈ C(R,R), the nonlinear expression g(un)
converges in L∞(Ω) weak-∗ to a limit which has the structure
∫ 1
0
g(u(·, α))dα. The
fact is, that any bounded sequence of L∞(Ω) has a subsequence converging in the
nonlinear weak-∗ sense:
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Theorem 2.2. Let Ω be an open subset of RN (N ≥ 1) and (un)n∈N be a bounded
sequence of L∞(Ω). Then (un)n∈N admits a subsequence converging in the nonlinear
weak-⋆ sense.
This result is established in [EGH00]. It can be proved via the introduction of the
concept of measured-valued solutions, which makes reference to the original work of
DiPerna [DiP85].
Remark 2.2. If the nonlinear weak-∗ limit u of a bounded sequence (un) of L∞(Ω) (Ω
open bounded subset of RN) happen to not depend on the variable α, the convergence
is strong : indeed, the choice of the nonlinearity g(u) = u2 shows that ||un||2 converges
to ||u||2 and therefore that (un) converges to u in the Hilbert space L2(Ω). The strong
convergence of (un) to u in L
p(Ω) (1 ≤ p < +∞) then follows from the L∞ bound on
(un).
In view of Theorem 2.2 and 2.5, we see that the function uˆ considered in i’) and ii’)
is what we call an entropy process solution, according to the following deﬁnition:
Definition 2.3. Let u0 ∈ L∞(R) with 0 ≤ u0 ≤ 1 a.e. on R. Let u ∈ L∞(Q×(0, 1)).
1. The function u is a weak entropy process subsolution (resp. weak entropy pro-
cess supersolution) of problem (2.1) if for any κ ∈ [0, 1] and any ϕ ∈ C∞c (R2),
ϕ ≥ 0, ∫ 1
0
∫
Q
(u(t, x, λ) − κ)±∂tϕ(t, x)dtdxdλ
+
∫ 1
0
∫
Q
[
k(x)Φ±(u(t, x, λ), κ) + Ψ±(u(t, x, λ), κ)
]
∂xϕ(t, x)dtdxdλ
+
∫
R
(u0(x)− κ)±ϕ(0, x)dx
+ (kL − kR)±
∫ +∞
0
g(κ)ϕ(t, 0)dt ≥ 0. (2.7)
2. The function u is a weak entropy process solution of (2.1) if it is both a weak
entropy process subsolution and a weak entropy process supersolution.
A remark analogous to remark 2.1 applies to this deﬁnition of entropy process solu-
tion. In particular, any entropy process solution satisﬁes 0 ≤ u ≤ 1 a.e.
In point iii’), we speak of a reinforced principle of uniqueness insofar as we have in
mind a result of the kind: if u and v ∈ L∞(Q× (0, 1)) are entropy process solutions
of problem (2.1), then u(t, x, λ) = v(t, x, ζ) for a.e. (t, x, λ, ζ) ∈ Q× (0, 1) × (0, 1).
Integrating this last equality with respect to ζ ∈ (0, 1) (resp. λ ∈ (0, 1)) shows that u
(resp. v) actually does not depend on the additional variable λ (resp. ζ) and therefore
is a real entropy solution to problem (2.1). This result also yields the uniqueness of
entropy solutions (for, if u and v ∈ L∞(Q) are entropy solutions then the functions
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(t, x, λ) 7→ u(t, x) and (t, x, ζ) 7→ v(t, x) are entropy process solution). Consequently,
by this “reinforced principle of uniqueness”, the limit of (a subsequence of) uε, which
is known to be an entropy process solution turns out to be an entropy solution, and
in fact the entropy process solution of problem (2.1). By remark 2.2, the convergence
is strong in Lploc(Q) for any 1 ≤ p < +∞ and, by uniqueness of the limit, the whole
sequence uε converges.
The advantages of this approach to the proof of the convergence of approximations
is that it relaxes the need for a priori estimates on the approximate solutions and
focus the diﬃculties on the comparison of solution (or comparison of ’generalized so-
lutions’). This explains in part why we insist on the proof of uniqueness for entropy
(process) solution in this present work. Before coming to this very proof of unique-
ness, let us state our main result and, then, an application of the method previously
described:
Theorem 2.3 (Comparison). Assume hypotheses (H1), (H2), (H3). Let u (resp.
v ∈ L∞(Q× (0, 1))) be an entropy process subsolution (resp. entropy process superso-
lution) of problem (2.1), associated to the initial conditions u0 ∈ L∞(R; [0, 1]) (resp.
v0 ∈ L∞(R; [0, 1])). Then, given R,T > 0, one has∫ 1
0
∫ 1
0
∫ T
0
∫ R
−R
(u(t, x, λ) − v(t, x, ζ))+dxdtdλdζ ≤
T
∫ R+CT
−R−CT
(u0(x)− v0(x))+dx, (2.8)
where C := max{kR, kL}Lip(g) + Lip(f).
In particular, if u0 = v0, we obtain u(t, x, λ) = v(t, x, ζ) for a.e. (t, x, λ, ζ) ∈
Q× (0, 1) × (0, 1) as desired. Note also that Theorem 2.1 is an easy consequence of
Theorem 3.6.
Consider now the approximation of problem (2.1) by regularization of the coeﬃcient
k: {
∂tu+ ∂x
(
kε(x)g(u
ε) + f(uε)
)
= 0 (t, x) ∈ Q
uε(0, x) = u0(x), x ∈ R ,
(2.9)
where (kε)ε is a sequence of regular functions converging to the function k such
that: ∀ε > 0, the function kε is regular, monotone non-decreasing or non-increasing,
according to the sign of kR − kL and satisﬁes{
kε(x) = kL if x ≤ −ε,
kε(x) = kR if x ≥ ε.
Results of Kruzhkov [Kru70] ensure that there exists a unique entropy solution uε ∈
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L∞(Q) to problem (2.9), which, besides, satisﬁes the following entropy inequalities:∫ ∞
0
∫
R
(uε(t, x)− κ)± ∂tϕt(t, x) dt dx
+
∫ ∞
0
∫
R
(k(x)Φ±(uε(t, x), κ) + Ψ±(uε(t, x), κ)) ∂xϕ(t, x) dx dt
+
∫
R
(u0(x)− κ)± ϕ(0, x) dx
−
∫ ∞
0
∫
R
k′ε(x)sgn±(u
ε − κ)g(κ)ϕdx dt ≥ 0. (2.10)
From this entropy inequalities, the choice κ = 0 or 1 and an appropriate choice of
test-function, follows (2.5) for uε.
• In fact, by choosing κ = 0 in (2.10) (with the semi-entropies u 7→ (u − k)−).
Since (u0 − κ)− = 0 a.e. and g(0) = 0, we have∫
R
∫ ∞
0
(uε)−∂tϕ+ (k(x)Φ
−(uε, 0) + Ψ−(uε, 0))∂xϕdx dt ≥ 0 . (2.11)
Let R,T > 0, let r ∈ C∞c (R+) be such that: r is non-increasing, r ≡ 1 on
[0, R+ LT ], r ≡ 0 on [R+ LT +1,+∞) with  L = max{1, kL, kR}Lip(g)+Lip(f).
The choice ϕ(x, t) =
T − t
T
χ(0,T )(t)r(|x|+  Lt) in (2.11) gives
− 1
T
∫
R
∫ T
0
(uε)−r(|x|+ ωt) dx dt
+
∫
R
∫ T
0
T − t
T
r′(|x|+  Lt)(
 L(uε)− + sgn(x)
(
K(x)Φ−(uε, 0) + Ψ−(uε, 0)
)) ≥ 0 .
Since |Φ−(uε, 0)| ≤ Lip(g)(uε)−, |Ψ−(uε, 0)| ≤ Lip(f)(uε)− and since r′(|x| +
 Lt) ≤ 0 the second term of the left hand-side of the previous inequality is non-
negative. Since r(|x|+  Lt) = 1 , ∀(x, t) ∈ (−R,R)× (0, T ) and since r ≥ 0, the
ﬁrst term is upper bounded by − 1T
∫ R
−R
∫ T
0
(uε)− dx dt which is, by consequent,
non-negative. Therefore, we have (uε)− = 0 on (−R,R) × (0, T ). Letting
R,T → +∞, we have uε ≥ 0 a.e.
• Similarly, by choosing κ = 1 in (2.10) (with the semi-entropies u 7→ (u− 1)+),
we prove uε ≤ 1 a.e.
On the other hand, notice that, since g(κ)ϕ ≥ 0, we have
−k′ε(x)sgn±(uε − κ)g(κ)ϕ ≤ [k′ε(x)]∓g(κ)ϕ .
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As the function kε is monotone non-decreasing or non-increasing according to the
sign of kR − kL, we have [k′ε(x)]∓ = sgn∓(kL − kR)k′ε(x). Therefore, the last term in
equality (2.10) admits the bound
−
∫ ∞
0
∫
R
k′ε(x)sgn±(u
ε − κ)g(κ)ϕdx dt
≤ sgn∓(kL − kR)
∫ ∞
0
∫ ε
−ε
k′ε(x)g(κ)ϕdx dt
= sgn±(kL − kR)
∫ ∞
0
g(κ)(kLϕ(t,−ε) − kRϕ(t, ε))dt + η1ε(ϕ)
where
η1ε(ϕ) :=
∣∣∣∣sgn±(kL − kR)∫ ∞
0
∫ ε
−ε
kε(x)g(κ)∂xϕdx dt
∣∣∣∣
≤ 2g(κ)max{kL, kR}
∫ ∞
0
max{|∂xϕ(t, x)| ; x ∈ R}dt ε . (2.12)
This simple estimate shows that (2.4) holds true, with ηε(ϕ) := η
1
ε(ϕ) + η
2
ε(ϕ) where
η2ε(ϕ) := (kL − kR)±
∫ ∞
0
g(κ)ϕ(t, 0)dt
− sgn±(kL − kR)
∫ ∞
0
g(κ)(kLϕ(t,−ε) − kRϕ(t, ε))dt
tends to 0 with ε. The application of the method previously described (points i’), ii’),
iii’)) then shows that these simple estimates ensure that sequence (uε) converges in
Lploc(Q) for every 1 ≤ p < +∞ to the entropy solution of problem (2.1). In particular,
we have the following result:
Theorem 2.4. Assume Hypotheses (H1), (H2), (H3); let u0 ∈ L∞(R; [0, 1]). There
exists a unique entropy solution to problem (2.1).
In addition to the concept of entropy process solution and to the result of Theo-
rem (2.2), the heart of this method is Theorem (3.6); in what follows, we now explain
our attempts to give a proof of uniqueness likely to be generalized to a proof of
theorem (3.6), a proof satisfying also requirements (R1) and (R2) discussed in the
introduction.
2.3 Several concepts of solutions
We present diﬀerent concept of solutions to problem (2.1). Each one brings a new
point of view and a possible new proof of uniqueness. This point is discussed and, of
course, we prove that the new concept introduced is equivalent to notion of entropy
solution.
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2.3.1 Entropy solution
Entropy solution with regular entropies
For problem (2.1) in the case k Lipschitz, it is a classical fact that the formulation
with Kruzhkov entropies is equivalent to the formulation with regular entropies. Here,
the term corresponding to the term related to the discontinuity of k in the entropy
formulation with regular entropies is not clear at ﬁrst sight and we detail this relation
in the following proposition:
Proposition 2.1. Let u0 ∈ L∞(R; [0, 1]) and u ∈ L∞(R+ × R) satisfying 0 ≤ u ≤ 1
a.e. on R+ ×R . The function u is an entropy solution of problem (2.1) if and only
if u satisfies the following inequalities: for all convex function η ∈ C2([0, 1]), for all
non-negative function ϕ ∈ C∞c (R+ × R),∫ ∞
0
∫
R
η(u(t, x))∂tϕ(t, x) + (k(x)Φ(u(t, x)) + Ψ(u(t, x))) ∂xϕ(t, x) dx dt
+
∫
R
η(u0(x))ϕ(0, x) dx
+ [(kL − kR)−Φ(0)− (kL − kR)+Φ(1)]
∫ ∞
0
ϕ(t, 0) dt ≥ 0, (2.13)
where respectively Φ, Ψ denote the entropy flux associated with the entropy η, i.e.
Φ′ = η′g′ and Ψ′ = η′f ′.
The entropy inequalities (2.2) follow from (2.13) by approximation of the semi Kruzhkov
entropies by regularized entropies, while, conversely, (2.13) is a consequence of (2.2)
and the following lemma:
Lemma 2.1. For every convex function η ∈ C2([0, 1]), there exists a sequence (ηn)n∈N∗
of functions of the form ηn(s) = cns + dn +
∑In
i=1 α
n
i (u − κni )+ with αni ≥ 0 for all
i = 1..n, cn, dn ∈ R such that (η′n)n∈N∗ and (ηn)n∈N∗ converge locally uniformly to
η′ and η respectively.
Proof of Lemma 2.1:
Let n ∈ N∗, we deﬁne for all i = 1..n,
αi =
∫ i
n
i−1
n
η′′(t)dt,
and
ηn(s) = η
′(0)s +
n∑
i=1
αi(u− κi)+.
We have η′n(s) = η
′(0) +
∑n
i=1 αisgn+(s − κi). For s ∈ [0, 1], there exists i ∈ [1, n],
such as i/n ≤ n ≤ (i+ 1)/n. Then
η′n(s) = η
′(0) +
∑
i≤nt
αi = η
′(0) +
∫ i/n
0
η′′(t)dt = η′(i/n),
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so
η′n(s)− η′(s) = η′(i/n) − η′(s).
Finally, we get for all s ∈ [0, 1], |η′n(s)−η′(s)| ≤ ||η′′||∞ 1n , so (η′n)n converge uniformly
to η′.
Moreover, ηn(0) = 0 = η(0), so (ηn)n converge uniformly to η.
Proof of Proposition 2.1:
I. We suppose that u satisﬁes (2.13). Let ϕ ∈ Cc(R+ × R).
We take η(u) = (u − κ)+, with κ ∈ R. Let ηα denote the smooth approximation of
the function v 7→ v+ deﬁned by
ηα(v) =

0 if v ≤ 0,
v2/4α if 0 ≤ v ≤ 2α,
v − α if 2α ≤ v.
By use Lebesgue dominated convergence theorem, and passing to the limit in (2.13)
when α→ 0, we have
∫ ∞
0
∫
R
(u(t, x) − κ)+∂tϕ(t, x) dt dx
+
∫ ∞
0
∫
R
k(x) sgn+(u(t, x) − κ)(g(u(t, x)) − g(κ))∂xϕ(t, x) dt dx
+
∫ ∞
0
∫
R
sgn+(u(t, x) − κ)(f(u(t, x)) − f(κ)) ∂xϕ(t, x) dt dx
+
∫
R
(u0(x)− κ)+ ϕ(0, x) dx
+ [(kR − kL)+Φ(1)− (kR − kL)−Φ(0)]
∫ ∞
0
ϕ(t, 0) dt ≥ 0, (2.14)
with Φ(1) = sgn+(1−κ)(g(1)−g(κ)) = −g(κ) and Φ(0) = sgn+(0−κ)(g(0)−g(κ)) =
0. So it yields,
∫ ∞
0
∫
R
(u(t, x)− κ)+∂tϕ(t, x) dx dt
+
∫ ∞
0
∫
R
k(x) sgn+(u(t, x)− κ)(g(u(t, x)) − g(κ)) ∂xϕ(t, x) dt dx
+
∫ ∞
0
∫
R
sgn+(u(t, x)− κ)(f(u(t, x)) − f(κ)) ∂xϕ(t, x) dt dx
+
∫
R
(u0(x)− κ)+ ϕ(0, x) dx + [−(kR − kL)+g(κ)]
∫ ∞
0
ϕ(t, 0) dt ≥ 0,
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but −(kR − kL)+ = (kR − kL)−. Then following:∫ ∞
0
∫
R
(u(t, x) − κ)+∂tϕ(t, x) dxdt
+
∫ ∞
0
∫
R
k(x) sgn+(u(t, x) − κ)(g(u(t, x)) − g(κ))) ∂xϕ(t, x) dt dx
+
∫ ∞
0
∫
R
sgn+(u(t, x) − κ)(f(u(t, x)) − f(κ))) ∂xϕ(t, x) dx dt
+
∫
R
(u0(x)− κ)+ ϕ(0, x) dx
+ (kR − kL)−
∫ ∞
0
g(κ)ϕ(t, 0) dt ≥ 0. (2.15)
In the same way with the entropy u 7→ (u− κ)−, we obtain∫ ∞
0
∫
R
(u(t, x) − κ)−∂tϕ(t, x) dxdt
+
∫ ∞
0
∫
R
k(x) sgn−(u(t, x) − κ)(g(u(t, x)) − g(κ)) ∂xϕ(t, x) dt dx
+
∫ ∞
0
∫
R
sgn−(u(t, x) − κ)(f(u(t, x)) − f(κ))) ∂xϕ(t, x) dx dt
+
∫
R
(u0(x)− κ)− ϕ(0, x) dx + (kR − kL)+g(κ)
∫ ∞
0
ϕ(t, 0) dt ≥ 0. (2.16)
Then with (2.15) and (2.16), we have shown that u is an entropy solution because it
satisﬁes two inequalities (2.1).
II. We suppose that u is an entropy solution.
Let η a convex function, η = η(0) + η¯ with η¯ convex such as η¯(0) = 0. With
Lemma 2.1, let (η¯n)n a sequence which converge uniformly to η¯ and (η¯
′
n)n to η¯
′ with
η¯n = η¯
′(0)s+
∑n
i=1 αi(u− κi)+, αi ∈ R+. Let ϕ ∈ C∞c (R+ ×R) non-negative.
By adding the inequality (2.1) for all κi, i = 1 · · ·n and by use u is a weak solution,
we obtain:∫
R
∫
R+
η¯n(u(t, x))∂tϕ(t, x) + k(x)Φ¯n(u(t, x)) + Ψ¯n(u(t, x))∂xϕ(t, x) dt dx
+
∫
R
η¯n(u0(x))ϕ(0, x) dx
+ [(kR − kL)+Φ¯n(0)− (kR − kL)−Φ¯n(1)]
∫
R
ϕ(t, 0) dt ≥ 0.
Moreover, η′n converges to η¯
′, so Φ¯′n converges to Φ¯
′ and Ψ¯′n converges to Ψ¯
′.
On the other hand, we can choose for all n, Φ¯n(0) = Φ¯(0) and Ψ¯n(0) = Ψ¯(0), so Φ¯n
and Ψ¯n respectively converge uniformly to Φ¯ and Ψ¯.
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By use Lebesgue dominated convergence theorem, we obtain∫
R
∫
R+
η¯(u(t, x))∂tϕ(t, x) + k(x)Φ¯(u(t, x)) + Ψ¯(u(t, x))∂xϕ(t, x)dtdx
+
∫
R
η¯(u0(x))ϕ(0, x)dx
+ [(kR − kL)+Φ¯(0) − (kR − kL)−Φ¯(1)]
∫
R
ϕ(t, 0)dt ≥ 0,
with Φ¯′ = η¯′g′ = η′g′ = Φ and Ψ¯′ = η¯′f ′ = η′f ′ = Ψ′f ′.
This yields:∫
R
∫
R+
η¯(u(t, x))∂tϕ(t, x) + k(x)Φ(u(t, x)) + Ψ(u(t, x))∂xϕ(t, x)dtdx
+
∫
R
η¯(u0(x))ϕ(0, x)dx
+ [(kR − kL)+Φ(0)− (kR − kL)−Φ(1)]
∫
R
ϕ(t, 0)dt ≥ 0. (2.17)
On the other hand,∫
R
∫
R+
η(0)∂tϕ(t, x) +
∫
R
η(0)ϕ(0, x)dx = 0. (2.18)
By add (2.17) and (2.18), we obtain:∫
R
∫
R+
η(u(t, x))∂tϕ(t, x) + k(x)Φ(u(t, x)) + Ψ(u(t, x))∂xϕ(t, x)dtdx
+
∫
R
η(u0(x))ϕ(0, x)dx
+ [(kR − kL)+Φ(0)− (kL − kR)+Φ(1)]
∫
R
ϕ(t, 0)dt ≥ 0. (2.19)
Finally, u satisﬁes (2.13).
Uniqueness for entropy solution
The technique of the doubling of variable introduced by Kruzhkov [Kru70] to prove
the uniqueness of entropy solutions in the case where k is constant (or Lipschitz
continuous at least) satisﬁes the points (R1) and (R2) discussed in the introduction.
Unfortunately, we do not know how to adapt this technique to the case considered
here (k discontinuous). It is possible to use this technique to compare two entropy
solutions away from the line of discontinuity Σ of k, but then, in order to compare
the two solutions in the vicinity of Σ, one has to ensure the existence of traces of
the functions, existence which rests on superﬂuous hypotheses (e.g. ﬁnite number of
discontinuities in the solution [Tow00], g genuinely nonlinear [Bac04]...).
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The technical obstruction to the eﬃciency of the doubling of variables method is the
fact that, if ρε is an approximation of the unit, then (kR∂x+ kL∂y)ρε(x− y) vanishes
only if kL = kR. But, fundamentally, the copy of the technique of the doubling of
variable of Kruzhkov is ineﬃcient because constants are not solutions of problem (2.1)
(to be solution, a constant κ should at least satisﬁes the Rankine-Hugoniot relation
kLg(κ) = kRg(κ) on Σ, i.e. g(κ) = 0).
Indeed, the basis of the technique of Kruzhkov (in the case where k is a constant
function) is to start from a result of comparison between any entropy solution and
the particular entropy solution that is a constant function, to deduce comparison
between any two entropy solutions.
Here, one should therefore start from a formulation of solution which already contains
a result of comparison between the solution and a particular class of solution C.
This is what we do in the next subsection, where, after Portilheiro [Por03a] and
Perthame and Souganidis [PS03], we introduce a notion of ”χ-compared solution” for
problem (2.1). In that case, the particular class of functions C under consideration is
the one of regular functions χ(x)
(
such functions are solutions of the equation with
source term ∂tχ+ ∂x
(
k(x)g(χ) + f(χ)
)
= S, where S := ∂x
(
k(x)g(χ) + f(χ)
))
.
However, a natural choice for C would be the class of stationary solutions to prob-
lem (2.1). This choice turns to be accurate as soon as the class C so deﬁned is large
enough. Unfortunately, this is not the case in the context of our analysis, i.e. under
hypotheses (H1), (H2), (H3), because certain values of the interval [0, 1], in which
entropy solutions take their values, are out of reach by means of stationary solution.
Let us be more speciﬁc on this point by considering the example g(u) = u(1 − u),
f = 0, kL > kR. If w is a stationary entropy solution to problem (2.1) then w is
constant aside Σ (w(x) = w± if x > 0, resp. x < 0), and the Rankine-Hugoniot
relation kLg(w−) = kRg(w+) (together with an additional entropy condition) holds.
This Rankine-Hugoniot relation implies w− /∈ (a, 1 − a) where a ∈ (0, 1/2) is such
that kLg(a) = kRmax g = kRg(1/2). Therefore, on x < 0, the values in (a, 1− a) are
not reachable by stationary solutions while an entropy solution may well take these
values (at least for x < 0 far from 0).
Yet, notice that, in a diﬀerent context (and therefore on a diﬀerent physical back-
ground) such a program of comparison of solution via the use of comparison with the
particular class of stationary solutions has been realized by Audusse and Perthame in
a recent work [AP04]. This yields a very interesting proof of comparison of solutions.
To conclude, let us add that one may also consider the class C of stationary solutions
to problem (2.1) with non-homogeneous source term. Such an idea is in connection
with the ideas developed in the theory of mild solutions to evolution problems [Be´n72].
We do not know how to deduce a result of comparison (satisfying (R1) and (R2))
from such considerations.
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2.3.2 χ-compared solution
Definition, equivalence with entropy solution
We introduce the notion of“χ-compared solution” brieﬂy described in the previous
subsection.
Definition 2.4. Let u0 ∈ L∞(R; [0, 1]). Let u ∈ L∞(Q).
• The function u is a“χ-compared subsolution ” (resp.“χ-compared supersolu-
tion”) of problem (2.1) if for all χ ∈ C∞c (R), ϕ ∈ C∞c (R+ × R) non-negative,
κ ∈ R such that ∀x ∈ R, 0 ≤ κ+ χ(x) ≤ 1, we have∫ +∞
0
∫
R
(u(t, x)− κ− χ(x))±∂tϕ(t, x)dtdx
+
∫ +∞
0
∫
R
[k(x)Φ±(u(t, x), κ + χ(x))
+Ψ±(u(t, x), κ + χ(x))]∂xϕ(t, x)dtdx
−
∫ +∞
0
∫
R
sgn±(u− κ− χ(x))k(x)∂x
(
g(κ + χ(x))
)
ϕ(t, x)dtdx
+
∫ +∞
0
∫
R
sgn±(u− κ− χ(x))∂x
(
f(κ+ χ(x))
)
ϕ(t, x)dtdx
+ (kL − kR)±
∫ +∞
0
g(κ+ χ(0))ϕ(t, 0)dt
+
∫
R
(u0(x)− κ− χ(x))±ϕ(0, x)dx ≥ 0. (2.20)
• The function u is a χ-compared solution of (2.1) if it is both a χ-compared
subsolution and supersolution.
Of course, a χ-compared solution u to the problem (2.1) is also an entropy solution
(take χ = 0), in particular 0 ≤ u ≤ 1 a.e. The converse is true:
Theorem 2.5. Assume Hypotheses (H1), (H2), (H3). Let u0 ∈ L∞(R; [0, 1]). If
u ∈ L∞(Q) is an entropy solution to problem (2.1), then u is a χ-compared solution
of problem (2.1).
Proof of Theorem 2.5:
Let ϕ, θ ∈ C∞c (R+×R,R+), Ψ ∈ C∞c (R,R+) such that supp(Ψ)⊂ [−1, 1] and
∫
R
Ψ(x)dx =
1.
Let ηα be a regularization of the function s 7→ s+. It is the entropy function.
Let χ ∈ C∞c (R,R+), κ ∈ R such that ∀y ∈ R, 0 ≤ χ(y) + κ ≤ 1. We know that u
satisﬁes the inequalities (2.13).
For ε > 0, choose the test function 1εΨ(
x−y
ε )ϕ(t, y) in (2.13) and integrate the result
with respect to y to get:
I1 + I2 + I3 + I4 + I5 ≥ 0.
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In a ﬁrst step, we study each term when ε tends to zero.
1. We study I1:
I1 =
∫
R
∫
R
∫ +∞
0
ηα(u(t, x)− κ− χ(y))∂tϕ(t, y)1
ε
Ψ(
x− y
ε
)dxdydt.
Let z = x−yε , ∫
R
ηα(u(t, x)− κ− χ(y))∂tϕ(t, y)1
ε
Ψ(
x− y
ε
)dy
=
∫
R
ηα(u(t, x)− κ− χ(x− εz))∂tϕ(t, x− εz)Ψ(z)dz.
Then
|
∫
R
ηα(u(t, x) − κ− χ(x− εz))∂tϕ(t, x− εz)Ψ(z)dz
−ηα(u(t, x)− κ− χ(x))∂tϕ(t, x)|
= |
∫
R
(
ηα(u(t, x) − κ− χ(x− εz))∂tϕ(t, x− εz)
−ηα(u(t, x)− κ− χ(x))∂tϕ(t, x)
)
Ψ(z)dz|
≤
∫
{|z|≤1}
|ηα(u(t, x)− κ− χ(x− εz))∂tϕ(t, x − εz)
−ηα(u(t, x)− κ− χ(x))∂tϕ(t, x)|Ψ(z)dz,
but
ηα(u(t, x) − κ− χ(x− εz))∂tϕ(t, x− εz)− ηα(u(t, x)− κ− χ(x))∂tϕ(t, x)→ε→0 0,
and
|ηα(u(t, x)− κ− χ(x− εz))∂tϕ(t, x− εz)− ηα(u(t, x)− κ− χ(x))∂tϕ(t, x)|
≤ (||u||∞ + κ+ ||χ||∞)Θ(t, x),
where Θ(t, x) = max
x−1≤z≤x+1
|ϕ(t, z)| and Θ ∈ Cc(R+ × R), so by use Lebesgue domi-
nated convergence theorem, we obtain
lim
ε→0
I1 =
∫
R
∫ +∞
0
ηα(u(t, x)− κ− χ(x))∂tϕ(t, x)dxdt. (2.21)
2. We study I2:
I2 =
∫
R
∫
R
∫ +∞
0
k(x)Φα(u(t, x), κ − χ(y))ϕ(t, y) 1
ε2
Ψ′(
x− y
ε
)dxdydt, (2.22)
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with Φα(u, κ) =
∫ u
κ η
′
α(s− κ)g′(s)ds.
I2 = −
∫
R
∫
R
∫ +∞
0
k(x)Φα(u(t, x), κ + χ(y))ϕ(t, y)
1
ε
∂y[Ψ(
x− y
ε
)]dxdydt
=
∫
R
∫
R
∫ +∞
0
k(x)∂κΦα(u(t, x), κ + χ(y))χ
′(y)ϕ(t, y)
1
ε
Ψ(
x− y
ε
)dxdydt
+
∫
R
∫
R
∫ +∞
0
k(x)Φα(u(t, x), κ + χ(y))∂xϕ(t, y)
1
ε
Ψ(
x− y
ε
)dxdydt, (2.23)
with an integration by parts.
We study each term of the previous equality. First, we have∫
R
∫
R
∫ +∞
0
k(x)∂κΦα(u(t, x), κ + χ(y))χ
′(y)ϕ(t, y)
1
ε
Ψ(
x− y
ε
)dxdydt
=
∫
R
∫
R
∫ +∞
0
k(x)∂κΦα(u(t, x), κ + χ(x− εz))χ′(x− εz)
ϕ(t, y)Ψ(z)dxdzdt,
with ∂κΦα(u, κ) = −
∫ u
κ η
′′
α(s− κ)g′(s)ds so that
∂κΦα(u(t, x), κ + χ(x− εz))χ′(x− εz)ϕ(t, x − εz)
→ε→0 ∂κΦα(u(t, x), κ + χ(x))χ′(x)ϕ(t, x),
and
|∂κΦα(u(t, x), κ + χ(x− εz))χ′(x− εz)ϕ(t, x − εz)Ψ(z)|
≤ Θ(t, x)||χ′||∞||g′||∞Ψ(z),
with the left term is in L1(R ×R× R+).
By use of the Lebesgue dominated convergence theorem we obtain:
lim
ε→0
∫
R
∫
R
∫ +∞
0
k(x)∂κΦα(u(t, x), κ + χ(y))χ
′(y)ϕ(t, y)
1
ε
Ψ(
x− y
ε
)dxdydt
=
∫
R
∫ +∞
0
k(x)∂κΦα(u(t, x), κ + χ(x))χ
′(x)ϕ(t, y)dxdt.
In the same way, the second term of (2.23) yields:∫
R
∫
R
∫ +∞
0
k(x)Φα(u(t, x), κ + χ(y))∂xϕ(t, y)
1
ε
Ψ(
x− y
ε
)dxdydt
=
∫
R
∫
R
∫ +∞
0
k(x)Φα(u(t, x), κ + χ(x− εz))∂xϕ(t, x − εz)Ψ(z)dxdzdt
→ε→0
∫
R
∫ +∞
0
k(x)Φα(u(t, x), κ + χ(x))∂xϕ(t, x)dxdt.
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Finally, we obtain
lim
ε→0
I2 =
∫
R
∫ +∞
0
k(x)∂κΦα(u(t, x), κ + χ(x))χ
′(x)ϕ(t, x)dxdt
+
∫
R
∫ +∞
0
k(x)Φα(u(t, x), κ + χ(x))∂xϕ(t, x)dxdt . (2.24)
3. We study I3:
I3 =
∫
R
∫
R
∫ +∞
0
Ψα(u(t, x), κ − χ(y))ϕ(t, y) 1
ε2
Ψ′(
x− y
ε
)dxdydt,
with Ψα(u, κ) =
∫ u
κ η
′(s− κ)f ′(s)ds.
In the same way that for I2, replacing g by f , we show that:
lim
ε→0
I3 =
∫
R
∫ +∞
0
∂κΨα(u(t, x), κ + χ(x))χ
′(x)ϕ(t, x)dxdt
+
∫
R
∫ +∞
0
Ψα(u(t, x), κ + χ(x))∂xϕ(t, x)dxdt. (2.25)
4. We study I4:
By use Lebesgue dominated convergence theorem, we show:
I4 =
∫
R
∫
R
ηα(u0(x)− κ− χ(y))ϕ(0, y)1
ε
Ψ(
x− y
ε
)dxdy
→ε→0
∫
R
ηα(u0(x)− κ− χ(x))ϕ(0, x)dx. (2.26)
5. We study I5:
In the same way, the term I5 becomes:
I5 =
∫
R
∫ +∞
0
(kL − kR)−Φα(0, κ + χ(y))ϕ(t, y)1
ε
Ψ(
−y
ε
)dydt
−
∫
R
∫ +∞
0
(kL − kR)+φα(1, κ + χ(y))ϕ(t, y)1
ε
Ψ(
−y
ε
)dydt
→ε→0
∫ +∞
0
(kL − kR)−Φα(0, κ + χ(0))ϕ(t, 0)dt
−
∫ +∞
0
(kL − kR)+φα(1, κ + χ(0))ϕ(t, 0)dt. (2.27)
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We conclude with (2.21), (2.24), (2.25) (2.26) and (2.27), for all α > 0:∫
R
∫ +∞
0
ηα(u(t, x) − κ− χ(x))∂tϕ(t, x)dxdt
+
∫
R
∫ +∞
0
k(x)∂κΦα(u(t, x), κ + χ)χ
′(x)ϕ(t, x)dxdt
+
∫
R
∫ +∞
0
∂κΨα(u(t, x), κ + χ(x))χ
′(x)ϕ(t, x)dxdt
+
∫
R
∫ +∞
0
k(x)Φα(u(t, x), κ + χ(x))ϕ(t, x)dxdt
+
∫
R
∫ +∞
0
Ψα(u(t, x), κ + χ(x))ϕ(t, x)dxdt
+
∫
R
ηα(u0(x), κ+ χ(x))ϕ(0, x)dx
+
∫ +∞
0
(
(kL − kR)−Φα(0, κ + χ(0)) − (kL − kR)+Φα(1, κ + χ(0))
)
ϕ(t, 0)dt ≥ 0.
In a second step, we pass to the limit when α tends to zero. We study each term
separately.
• The ﬁrst term is
Iα1 =
∫
R
∫ +∞
0
ηα(u(t, x)− κ− χ(x))∂tϕ(t, x)dxdt . (2.28)
Since |ηα(u(t, x)−κ−χ(x))∂tϕ(t, x)| ≤ 2|∂tϕ(t, x)| which is integrable on R+×R
and ηα(u(t, x)− κ− χ(x))∂tϕ(t, x)→α→0 sgn+(u(t, x)− κ− χ(x))∂tϕ(t, x), we
have:
lim
α→0
Iα1 =
∫
R
∫ +∞
0
(u(t, x)− κ− χ(x))+∂tϕ(t, x)dxdt. (2.29)
• We study the term
Iα2 =
∫
R
∫ +∞
0
k(x)∂κΦα(u(t, x), κ + χ(x))χ
′(x)ϕ(t, x)dxdt.
We have ∂κΦα(u, κ) = −
∫ u
κ η
′′
α(s−κ)g′(s)ds. After discussion of the respective
positions of κ and s :
1. If u ≤ κ, ∂κΦα(u, κ) = 0
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2. If u > κ, then there exists α0 such as ∀α ≤ α0, 2α < u− κ and then
∂κΦα(u, κ) = − 1
2α
∫ 2α
κ
g′(s)ds→α→0 −g′(κ),
because g′ is continuous.
This follows
∂κΦα(u, κ)→α→0 −sgn+(u− κ)g′(κ).
Moreover there existsM > 0 such that |k(x)∂κΦα(u(t, x), κ+χ(x))χ′(x)ϕ(t, x)| ≤
Mϕ(t, x), so by use of the Lebesgue dominated convergence theorem, this yields:
lim
α→0
Iα2 =
−
∫
R
∫ +∞
0
sgn+(u(−κ− χ(x))k(x)∂x
(
g(κ + χ(x))
)
ϕ(t, x) dxdt. (2.30)
• We study the term
Iα3 =
∫
R
∫ +∞
0
∂κΨα(u(t, x), κ + χ(x))χ
′(x)ϕ(t, x)dxdt.
Replacing g by f in the study of term I2, we obtain:
lim
α→0
Iα3 =
−
∫
R
∫ +∞
0
sgn+(u(t, x)− κ− χ(x))∂x
(
f(κ+ χ(x))
)
ϕ(t, x)dxdt. (2.31)
• We study the term
Iα4 =
∫
R
∫ +∞
0
k(x)Φα(u(t, x), κ + χ(x))ϕ(t, x)dxdt.
For the term Iα4 , we have
Φα(u, κ)→α→0 sgn+(u− κ)(g(u) − g(κ)) = Φ+(u, κ). (2.32)
By using Lebesgue dominated convergence theorem, we obtain:
lim
α→0
Iα4 =
∫
R
∫ +∞
0
k(x)Φ+(u(t, x), κ + χ(x))ϕ(t, x)dxdt (2.33)
• In the same way
Iα5 =
∫
R
∫ +∞
0
k(x)Φα(u(t, x), κ + χ(x))ϕ(t, x)dxdt.
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We have
Ψα(u, κ)→α→0 sgn+(u− κ)(f(u)− f(κ)). (2.34)
By using Lebesgue dominated convergence theorem, we have:
lim
α→0
Iα5 =
∫
R
∫ +∞
0
Ψ+(u(t, x), κ + χ(x))ϕ(t, x)dxdt. (2.35)
• The limit of the term
Iα6 =
∫
R
ηα(u0(x), κ+ χ(x))ϕ(0, x)dx
is obtained by using Lebesgue dominated convergence theorem:
lim
α→0
Iα6 =
∫
R
sgn+(u0 − κ− χ(x))ϕ(0, x)dx. (2.36)
• Eventually, by (2.32), (2.34), we have lim
α→0
Φα(0, κ + χ(x)) = 0 and
lim
α→0
Φα(1, κ + χ(0)) = −g(κ + χ(0)) so that
lim
α→0
Iα7 =
∫ +∞
0
(kL − kR)+g(κ + χ(0))ϕ(t, 0)dt. (2.37)
We conclude with (2.29),(2.30),(2.31),(2.33), (2.35), (2.36) and (2.37) :∫
R
∫ +∞
0
(u(t, x) − κ− χ(x))+∂tϕ(t, x)dxdt
+
∫
R
∫ +∞
0
sgn+(u− κ− χ(x))
(k(x)(g(u) − g(κ)) + (f(u)− f(κ))ϕ(t, x)dxdt
−
∫
R
∫ +∞
0
sgn+(u− κ− χ(x))
[k(x)∂x(g(κ + χ(x))) + ∂x(f(κ+ χ(x)))]ϕ(t, x)dxdt
+
∫
R
(u0 − κ− χ(x))+ϕ(0, x)dx
+ (kL − kR)+g(κ + χ(0))
∫ +∞
0
ϕ(t, 0)dt ≥ 0.
We do the same reasoning with the non-positive semi entropy to conclude that u is
a χ-compared solution.
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Uniqueness via χ-compared solution
Contrary to the derivative ∂x, which is weighted by the function k(x), the derivative
∂t has the constant coeﬃcient 1 in the weak form of conservation law (2.1), and
it is therefore possible to show by the method of the doubling of variable that, if
u ∈ L∞(Q) is a χ-compared solution to problem (2.1), then u can be compared to
any regular (say C1(Q)) solution ψ of the equation ψt + (k(x)g(ψ) + f(ψ))x = S
(where, by deﬁnition, the source term S is the ﬁrst member of the equation): for
every nonnegative ϕ ∈ C∞c (R2),∫ +∞
0
∫
R
(u− ψ)±∂tϕdtdx
+
∫ +∞
0
∫
R
[k(x)Φ±(u, ψ) + Ψ±(u, ψ)]∂xϕdtdx
−
∫ +∞
0
∫
R
sgn±(u− ψ)k(x)∂x(g(ψ)) + ∂x(f(ψ))ϕdtdx
+ (kL − kR)±
∫ +∞
0
g(ψ(t, 0))ϕ(t, 0)dt
+
∫
R
(u0(x)− ψ(0, x))±ϕ(0, x)dx ≥ 0. (2.38)
The next step on the way of Theorem 2.1 would then be the deduction from (2.38)
of the comparison between two entropy process solutions (without requiring one of
them to be regular). The way to proceed is an unsolved question for the moment.
Notice that, even in the case where k is constant, and as emphasized by Portilheiro,
this remains an unsolved problem. In particular, and in this last case k constant, one
could think to approximate any entropy solution v by a sequence of regular function
ψε in L1loc(Q), such that
∂tψ
ε + ∂x(g(ψ
ε)) = Sε, (2.39)
with ||Sε||L1loc(Q) small with respect to ε (then, passing to the limit in the equation∫ +∞
0
∫
R
(u− ψε)±∂tϕ+Φ±(u, ψε)∂xϕdtdx
−
∫ +∞
0
∫
R
sgn±(u− ψε)Sεϕdtdx
+
∫
R
(u0(x)− ψε(0, x))±ϕ(0, x)dx ≥ 0, (2.40)
the analogous to (2.38) in the case k constant, f = 0, one would obtain the comparison
between u and v.) Let us highlight the fact that such a result of approximation is
wrong: in case the entropy solution v has a shock, it requires a source term of strength
O(1) (with respect to ε) in (2.39) to approach v by ψε regular. The reason is that,
in presence of a shock, the entropy solution actually dissipates entropy while the
solution ψε of (2.39) dissipates entropy with an order ||Sε||L1loc(Q). We justify this
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assertion on the example of the Burgers-Hopf equation with a stationary shock :
g(u) = u2/2 here and we let v0, the initial datum, be equal to x 7→ −sgn(x) on the
interval [−2, 2]. Suppose also −1 ≤ v0 ≤ 1 a.e. and v0 with compact support; then,
by ﬁnite speed of propagation, the entropy solution v of the equation vt+(g(v))x = 0
with initial condition v|t=0 = v0, equals x 7→ −sgn(x) for (x, t) ∈ [−1, 1] × [0, T1],
T1 = 1. Let η(u) = u
2 and let Φ : u 7→ u3/3 be the corresponding entropy ﬂux. Let
ϕ be the test function deﬁned by ϕ(x, t) = θ(x)µ(t), where
θ(x) =
{ −|x|+ 1 if x ∈ [−1, 1],
0 else,
µ ∈ C1c (0, T1) ,
∫ T1
0
µ = 1 .
We compute ∫ +∞
0
∫
R
η(v)∂tϕ+Φ(v)∂xϕdx dt = 2/3 . (2.41)
On the other hand, if ψε is a regular function which solves (2.39) with, say, Sε
with compact support, ||Sε||L1(Q) as well as ψε|t=0 − v0 small with respect to ε then
(by comparison of entropy solutions of non-homogeneous scalar conservation laws)
ψε is close to v in L1loc(Q). Suppose also the sequence (ψ
ε) uniformly bounded
with respect to ε in L∞(Q) (this is consistent with the maximum principle for scalar
conservation laws), then, by the dominated convergence theorem,
∫ +∞
0
∫
R
η(ψε)∂tϕ+
Φ(ψε)∂xϕdx dt is close to the left hand-side of (2.41) for ε small. But this former
quantity can also be computed by multiplying (2.39) by η′(ψε), using the chain-rule
for derivative of composed functions, multiplying the result by ϕ and then integrating
by parts (operation which are licit for ψε is required to be regular). Therefore 2/3
is close to the quantity − ∫ +∞0 ∫R η′(ψε)Sεϕdx dt which is bounded by C||Sε||L1(Q),
and this yields the contradiction with the hypothesis ||Sε||L1(Q) small with respect
to ε.
2.3.3 Kinetic solution
The concept of χ-compared solution did not bring technical facilities to the proof of
Theorem 2.1, and, regarding this problem, the technique of the doubling of variable
is partly unsuccessful. Therefore, on the basis of the works of Lions, Perthame
and Tadmor [LPT94] and Perthame [Per98] we have introduced a concept of kinetic
solution to problem (2.1), and then proved Theorem 2.1. In fact, this proof can be
adapted to show Theorem 3.6 and we have directly deﬁned a notion of kinetic process
solution. We deﬁne it and show its equivalence with the notion of entropy process
solution in subsections 2.3.3, 2.3.3, 2.3.3, then prove Theorem 3.6 in subsection 2.3.4.
Kinetic and equilibrium functions
If Ω is a subset of Rm (m ≥ 1) and u : Ω→ R is measurable, the equilibrium function
χu associated to u is the function Ω×R ∋ (x, ξ) 7→ sgn+(u(x)− ξ)+ sgn−(ξ). Notice
that χu is measurable and that χu ∈ L∞(Ω × R; [−1, 1]). More generally, a kinetic
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function is a function h ∈ L∞(Ω× R) such that:
0 6 h(x, ξ)sgn(ξ) 6 1,
∂ξh(x, ξ) = δ(ξ) − νx(ξ) (2.42)
where ν is a Young measure. For an equilibrium function, νx(ξ) = δ(ξ−u(x)). In the
following, we also consider two functions associated with any kinetic one:
h+(x, ξ) = h(x, ξ)− sgn−(ξ),
h−(x, ξ) = h(x, ξ)− sgn+(ξ).
For equilibrium functions, we have, for a.e. ξ ∈ R :
h+(x, ξ) = sgn+(u(x)− ξ),
h−(x, ξ) = sgn−(u(x)− ξ).
For X a locally compact Hausdorﬀ space, M+(X) denotes the set of positive Borel
measures on X which are ﬁnite on compact subsets of X or, equivalently (by Riesz
representation theorem) the cone of nonnegative linear form on Cc(X). Therefore
m ∈ C(Rξ;w ∗ −M+(X)) means m(ξ) ∈ M+(X) for every ξ ∈ R and, for every
ϕ ∈ Cc(X),
ξ 7→
∫
X
ϕdm(ξ)
is continuous.
Kinetic solution
Denote by a and b the derivatives of the ﬂux functions:
a(ξ) := g′(ξ) , b(ξ) := f ′(ξ) , ξ ∈ R .
We recall that, since f and g have been continued by constants outside the interval
[0, 1], these functions a and b are deﬁned everywhere, except possibly at 0 and 1 and
that they vanish outside [0, 1].
Definition 2.5. Let u0 ∈ L∞(R; [0, 1]) and u ∈ L∞(Q× (0, 1)).
1. Let h and h0 be the equilibrium functions associated with u and u0:
h(t, x, λ, ξ) = χu(t,x,λ)(ξ) , h
0(x, ξ) = χu0(x)(ξ) .
The function u is a kinetic process subsolution (resp. kinetic process super-
solution) of (2.1) if there exists m± ∈ C(Rξ;w ∗ −M+(Q¯)) such that m+(·, ξ)
vanishes for large ξ (resp. m−(·, ξ) vanishes for large −ξ) and such that for
any ϕ ∈ C∞c (R3),∫ 1
0
∫
Q×Rξ
h±(∂t + (k(x)a(ξ) + b(ξ))∂x)ϕ+
∫
Rx×Rξ
h0±ϕ|t=0
− (kL − kR)±
∫
Σ×Rξ
a(ξ)ϕ|x=0 =
∫
Q¯×Rξ
∂ξϕdm±. (2.43)
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2. The function u is a kinetic process solution of (2.1) if it is both a kinetic process
subsolution and process supersolution.
Remark 2.3. In the right hand-side of (2.43), m± is defined by:
∀φ ∈ Cc(Q¯× Rξ) ,
∫
Q¯×Rξ
φdm± :=
∫
R
dξ
∫
Q¯
φ(·, ξ)dm±(ξ)
and, since m± ∈ C(Rξ;w ∗ −M+(Q¯)), we have m± ∈M+(Q¯× Rξ).
Remark 2.4. Notice that the class of admissible test-functions in (2.43) is larger
than C∞c (R3). Indeed, since m+(ξ) vanishes for large ξ, any function φ ∈ C∞(R3)
such that supp(φ) ⊂ K × [−R,+∞) for K a compact of Q¯ and R ∈ R is admissible
in (2.43) written for subsolutions. Similarly, any function φ ∈ C∞(R3) such that
supp(φ) ⊂ K × (−∞, R) for K a compact of Q¯ and R ∈ R is admissible in (2.43)
written for supersolutions.
Equivalence of the two notions
Theorem 2.6. The notions of weak entropy process and kinetic process semi-solutions
are equivalent.
We prove that the notions of weak entropy process and kinetic process subsolu-
tions are equivalent. Let u ∈ L∞(Q × (0, 1)) be a weak entropy process subsolution
of (2.1). For κ ∈ R, deﬁne the linear form mκ+ on C∞c (Q¯) by:
mκ+(ϕ) =
∫ 1
0
∫
Q
(u(t, x, λ) − κ)+∂tϕ(t, x)dtdxdλ
+
∫ 1
0
∫
Q
(k(x)Φ+(u(t, x, λ), κ) + Ψ(u(t, x, λ), κ))∂xϕ(t, x)dtdxdλ
+
∫
R
(u0(x)− κ)+ϕ(0, x)dx + (kL − kR)+
∫
Σ
g(κ)ϕ(t, 0)dt (2.44)
Let κ ∈ R be ﬁxed. Since u is a weak entropy process subsolution (resp. weak entropy
process supersolution), mκ+ is nonnegative. It therefore induces a nonnegative linear
form on Cc(Q¯) which can be represented by a Borel measure, still denoted mκ+. We
set m+(ξ) = mξ+ (ξ ∈ R). For K a compact subset of Q¯, there exists a nonnegative
ϕ ∈ C∞c (Q¯) such that ϕ(t, x) = 1 for all (t, x) ∈ K. If |κ| ≤ R (R > 0) we thus have,
by (2.44):
mκ+(K) ≤ mκ+(ϕ) ≤ CR (2.45)
where the constant CR depends on R (and ϕ) only. This yields m+ ∈ C(Rξ;w ∗
−M+(Q¯)). Indeed, if (ξn) is a sequence of real numbers converging to ξ ∈ R, then
there exists R > 0 such that |ξn| ≤ R for every n and, by (2.45), m+(ϕ, ξn) is
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bounded and nonnegative for every nonnegative ϕ ∈ Cc(Q¯). By the Banach-Steinhaus
theorem, there exists m+∞ ∈M+(Q¯) such that m+(ϕ, ξn)→ m+∞(ϕ) as n→ +∞ for
every ϕ ∈ Cc(Q¯). By (2.44), we have m+∞(ϕ) = m+(ϕ, ξ) for every ϕ ∈ C∞c (Q¯), this
remains true for ϕ ∈ Cc(Q¯) by density: therefore m+ ∈ C(Rξ;w ∗−M+(Q¯)). Besides,
from (2.44), and the fact that u ≤ A a.e. for an A ∈ R (u ∈ L∞(Q × (0, 1)) by
hypotheses, it appears that m+(ξ) vanishes for ξ > A, in particular for large ξ.
Let φ ∈ C∞c (R3). We compute with an integration by part:∫
Q¯×Rξ
∂ξφ(t, x, ξ)dm+(t, x, ξ)
=
∫ 1
0
∫
Q×Rξ
(u− ξ)+∂t∂ξφ+ (k(x)Φ+(u, ξ) + Ψ(u, ξ))∂x∂ξφ
+
∫
R×Rξ
(u0 − ξ)+∂ξφ|t=0 + (kL − kR)+
∫
Σ
g(ξ)∂ξφ|x=0
=
∫ 1
0
∫
Q×Rξ
sgn+(u− ξ)(∂tφ+ (k(x)a(ξ) + b(ξ))∂xφ)
+
∫
R×Rξ
sgn+(u0 − ξ)φ|t=0 − (kL − kR)+
∫
Σ
a(ξ)φ|x=0
=
∫ 1
0
∫
Q×Rξ
h+ (∂tφ+ (k(x)a(ξ) + b(ξ)) ∂xφ)
+
∫
R×Rξ
h0+φ|t=0 − (kL − kR)+
∫
Σ
a(ξ)φ|x=0 .
Therefore u is a kinetic process subsolution.
Conversely, suppose that u ∈ L∞(Q × (0, 1)) is a kinetic process subsolution. For
κ ∈ R, let ξ 7→ En(ξ) be a smooth and convex approximation of ξ 7→ (ξ − κ)+ such
that |E′n(ξ)| ≤ 1 for any positive integer n. Let Ψ be a smooth function with sup-
port in [−2, 2], values in [0, 1] and that equals 1 on [−1, 1]. Next, let ϕ ∈ C∞c (R2),
and deﬁne Ψn(ξ) = Ψ(ξ/n). Now apply (2.43) to the test function φ(t, x, ξ) =
ϕ(t, x)Ψn(ξ)E
′
n(ξ) :∫ 1
0
∫
Q
[∫
Rξ
ΨnE
′
nh+
]
∂tϕ+
[∫
Rξ
(k(x)a(ξ) + b(ξ))ΨnE
′
nh+
]
∂xϕ
+
∫
R
[∫
Rξ
ΨnE
′
nh
0
+
]
ϕ|t=0 − (kL − kR)+
∫
Σ
[∫
Rξ
ΨnE
′
na(ξ)
]
ϕ|x=0
=
∫
Q¯×Rξ
ϕ[Ψ′nE
′
n +ΨnE
′′
n]dm+.
If moreover ϕ is assumed to be nonnegative, then
∫
Q¯×Rξ
ϕΨnE
′′
ndm+ ≥ 0 and letting
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n→ +∞, we get:∫ 1
0
∫
Q
(u(t, x, λ) − κ)+∂tϕ(t, x)
+
∫ 1
0
∫
Q
(k(x)Φ+(u(t, x, λ), κ) + Ψ+(u(t, x, λ), κ))∂xϕ(t, x)dtdxdλ
+
∫
R
(u0(x)− κ)+ϕ(0, x)dx + (kL − kR)+
∫ +∞
0
g(κ)ϕ(t, 0)dt ≥ 0,
which is (4.6).
2.3.4 Proof of Theorem 3.6
Kinetic traces
We introduce two functions: regularization and cut-oﬀ function. Let ρ ∈ C∞c (0, 1)
be a nonnegative function with mass 1. For a small parameter ε, we deﬁne the
regularizing kernel ρε by
ρε(x) =
1
ε
ρ
(x
ε
)
and the cut-oﬀ function ωε by
ωε(x) =
∫ |x|
0
ρε(σ)dσ .
Proposition 2.2. Let h ∈ L∞(Q× (0, 1)×Rξ) satisfy (2.43). Then there exists two
functions hτ0± ∈ L∞(Q× (0, 1) × Rξ) and Υ± ∈ L∞(Σ× (0, 1) × Rξ) such that, up to
subsequences:
lim
η→0+
∫ 1
0
∫
Rx×Rξ
[∫ +∞
0
h±(t)ω
′
η(t)dt
]
θ =
∫ 1
0
∫
Rx×Rξ
hτ0± θ, (2.46)
lim
η→0+
∫ 1
0
∫
Σ×Rξ
[∫
R
(k(x)a(ξ) + b(ξ))h±(x)ω
′
η(x)dx
]
ψ =
∫ 1
0
∫
Σ×Rξ
Υ±ψ (2.47)
for any θ ∈ L1c(Rx×(0, 1)×Rξ) and any ψ ∈ L1c(Σ×(0, 1)×Rξ) (the subsequences with
respect to η are independent of θ and ψ respectively). Besides, denoting by mτ0± (resp.
m±) the restriction of m± to {0}×Rx× [0, 1]×Rξ (resp. [0,+∞)×{0}× [0, 1]×Rξ ),
we have: ∀θ ∈ C∞c (Rx × Rξ), ∀ψ ∈ C∞c ([0,+∞) × Rξ)∫ 1
0
∫
Rx×Rξ
hτ0± θ =
∫
Rx×Rξ
h0±θ −
∫
Rx×Rξ
∂ξθdm
τ0
± (2.48)
and∫ 1
0
∫
Σ×Rξ
Υ±ψ = −(kL − kR)±
∫ 1
0
∫
Σ×Rξ
a(ξ)ψ −
∫
[0,+∞)×Rξ
∂ξψdm± . (2.49)
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The existence of hτ0± and Υ± follows from the local uniform boundedness of∫ +∞
0 h±(t)ω
′
η(t)dt and
∫
R
(a(ξ)k(x)+ b(ξ))h±(x)ω
′
η(x)dx in L
∞(Rx× (0, 1)×Rξ) and
L∞(Σ× (0, 1)×Rξ) respectively. To prove (2.48), replace φ in (2.43) by the function
(t, x, ξ) 7→ θ(x, ξ)(1 − ωη)(t), for θ ∈ C∞c (Rx × Rξ) and pass to the limit on η in the
equation thus obtained. Similarly, use the test function (t, x, ξ) 7→ ψ(t, ξ)(1− ωη)(x)
in (2.43) to get (2.49).
Regularization, comparison
Suppose kL < kR. Let h and j denote the equilibrium functions associated with u
and v respectively and denote by m+ and q− the associated entropy defect measure.
For φ ∈ C∞c (R3), we have∫ 1
0
∫
Q×Rξ
h+(∂t + (k(x)a(ξ) + b(ξ))∂x)φ+
∫
Rx×Rξ
h0+φ|t=0
− (kL − kR)
∫
Σ×Rξ
a(ξ)φ|x=0 =
∫
Q¯×Rξ
∂ξφdm+ (2.50)
and ∫ 1
0
∫
Q×Rξ
j−(∂t + (k(x)a(ξ) + b(ξ))∂x)φ+
∫
Rx×Rξ
j0−φ|t=0
=
∫
Q¯×Rξ
∂ξφdq−. (2.51)
Let θ ∈ C∞c (R3) be a test function with compact support in R∗t ×R∗x ×Rξ (θ vanishes
in a neighborhood of Rt×{0}×Rξ and in a neighborhood of {0}×Rx×Rξ). Denote
by ρβ,ν,σ the function (t, x) 7→ ρβ(−t)ρν(x)ρσ(ξ) and by γβ,ν,σ the function (t, x) 7→
ρβ,ν,σ(−t,−x,−ξ). For ν small enough, the function (t, x) 7→ θ ⋆ γβ,ν,σ still vanishes
on Rt×{0}×Rξ and {0}×Rx×Rξ so that we can specify this test function in (2.51)
to obtain ∫ 1
0
∫
R3
(sgn+(t)j−) ⋆ ρβ,ν,σ∂tθ
+
∫ 1
0
∫
R3
(
a(ξ)(sgn+(t)k(x)j−) + b(ξ)(sgn+(t)j−)
)
⋆ ρβ,ν,σ∂xθ
=
∫
R3
∂ξθ d(sgn+(t)q−) ⋆ ρβ,ν,σ.
Still for ν small enough, we have (sgn+(t)k(x)j−) ⋆ ρβ,ν,σ∂xθ = k(x)(sgn+(t)j−) ⋆
ρβ,ν,σ∂xθ and therefore get the regularized equation∫ 1
0
∫
R3
jβ,ν,σ− (t, x, ζ, ξ)(∂t + (k(x)a(ξ) + b(ξ))∂x)θ(t, x, ξ)
=
∫
R3
∂ξθ(t, x, ξ) dq
β,ν,σ
− (t, x, ξ), (2.52)
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where jβ,ν,σ− = (sgn+(t)j−) ⋆ ρβ,ν,σ, q
β,ν,σ
− = (sgn+(t)q−) ⋆ ρβ,ν,σ. Similarly, with
obvious notations, the following regularized kinetic equation is satisﬁed by h+ (for ε
small enough):
∫ 1
0
∫
R3
hα,ε,δ+ (t, x, λ, ξ)(∂t + (k(x)a(ξ) + b(ξ))∂x)θ(t, x, ξ)
=
∫
R3
∂ξθ(t, x, ξ) dm
α,ε,δ
+ (t, x, ξ) . (2.53)
Let ϕ1 ∈ C∞c (R2) be a nonnegative function with compact support in R∗t × R∗x × Rξ.
We apply (2.52) to the test function θ = −jβ,ν,σ− ϕ and integrate the result with
respect to ζ ∈ [0, 1] (notice that, although this test function does not vanish for large
ξ, it is admissible by Remark 2.4), apply (2.53) to the test function θ = −hα,ε,δ+ ϕ and
integrate the result with respect to λ ∈ [0, 1] (admissible by Remark 2.4) and sum
the two resulting equations to get
∫ 1
0
∫ 1
0
∫
R3
ϕ1(∂t + (k(x)a(ξ) + b(ξ))∂x)(−hα,ε,δ+ jβ,ν,σ− )
+ 2
∫
R3
(−hα,ε,δ+ jβ,ν,σ− )(∂t + (k(x)a(ξ) + b(ξ))∂x)ϕ1
=
∫ 1
0
dζ
∫
R3
ϕ1∂ξ(−jβ,ν,σ− )dmα,ε,δ+
+
∫ 1
0
dλ
∫
R3
ϕ1∂ξ(−hα,ε,δ+ )dqβ,ν,σ− . (2.54)
Since mα,ε,δ+ , q
β,ν,σ
− ≥ 0 and ∂ξ(−jβ,ν,σ− ), ∂ξ(−hα,ε,δ+ ) ≥ 0, the right hand-side of (2.54)
is nonnegative. We integrate by parts with respect to (t, x) in the left hand-side
(an operation which is admissible since ϕ1 vanishes in the vicinity of the line of
discontinuity of the coeﬃcient k) to get
∫ 1
0
∫ 1
0
∫
R3
(−hα,ε,δ+ jβ,ν,σ− )(∂t + (k(x)a(ξ) + b(ξ))∂x)ϕ1 ≥ 0
and letting α, ε, δ tends to zero, we have:
∫ 1
0
∫ 1
0
∫
R3
(−sgn+(t)h+jβ,ν,σ− )(∂t + (k(x)a(ξ) + b(ξ))∂x)ϕ1 ≥ 0 . (2.55)
Let us now remove the condition imposed on the test function: let ϕ ∈ C∞c (R2)
be a nonnegative function, replace ϕ1 by (t, x) 7→ ϕ(t, x)ωη(t)ωη˜(x) in (2.55), use
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Proposition 2.2 and pass to the limit on accurate subsequences on η and η˜ to get∫ 1
0
∫ 1
0
∫
R3
(−sgn+(t)h+jβ,ν,σ− )(∂t + (k(x)a(ξ) + b(ξ))∂x)ϕ
+
∫ 1
0
∫ 1
0
∫
Rx×Rξ
hτ0+ (x, λ, ξ)(−jβ,ν,σ− (0, x, ζ, ξ))ϕ(0, x) dx dξ dλ dζ
+
∫ 1
0
∫ 1
0
∫
Σ×Rξ
Υ+(t, λ, ξ)(−jβ,ν,σ− (t, 0, ζ, ξ))ϕ(t, 0) dt dξ dλ dζ
≥ 0 . (2.56)
By (2.49), and since kL < kR, we have∫ 1
0
∫ 1
0
∫
Σ×Rξ
Υ+(t, λ, ξ)(−jβ,ν,σ− (t, 0, ζ, ξ))ϕ(t, 0) dt dξ dλ dζ
= −
∫ 1
0
∫ 1
0
∫
Σ×Rξ
ϕ(t, 0)∂ξ(−jβ,ν,σ− (t, 0, ζ, ξ))dm+ dt dξ dλ dζ ≤ 0 .
Similarly, by (2.48), we get∫ 1
0
∫ 1
0
∫
Rx×Rξ
hτ0+ (x, λ, ξ)(−jβ,ν,σ− (0, x, ζ, ξ))ϕ(0, x) dx dξ dλ dζ
≤
∫ 1
0
∫ 1
0
∫
Rx×Rξ
h0+(x, ξ)(−jβ,ν,σ− (0, x, ζ, ξ))ϕ(0, x) dx dξ dλ dζ
=
∫ 1
0
∫
Rx×Rξ
h0+(x, ξ)(−jβ,ν,σ− (0, x, ζ, ξ))ϕ(0, x) dx dξ dζ
and ∫ 1
0
∫ 1
0
∫
R3
(−sgn+(t)h+jβ,ν,σ− )(∂t + (k(x)a(ξ) + b(ξ))∂x)ϕ
+
∫ 1
0
∫
Rx×Rξ
h0+(x, ξ)(−jβ,ν,σ− (0, x, ζ, ξ))ϕ(0, x) dx dξ dζ ≥ 0 .
We let ν, σ → 0 in this last inequality, to get∫ 1
0
∫ 1
0
∫
R3
(−sgn+(t)h+jβ−)(∂t + (k(x)a(ξ) + b(ξ))∂x)ϕ
+
∫ 1
0
∫
Rx×Rξ
f0+(x, ξ)(h
β
−(0, x, ζ, ξ))ϕ(0, x) dx dξ dζ ≥ 0
and now compute the limit as β → 0 of the remaining terms. First,
lim
β→0
∫ 1
0
∫ 1
0
∫
R3
(−sgn+(t)h+jβ−)(∂t + (k(x)a(ξ) + b(ξ))∂x)ϕ
=
∫ 1
0
∫ 1
0
∫
R3
(−sgn+(t)h+j−)(∂t + (k(x)a(ξ) + b(ξ))∂x)ϕ ,
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second, ∫ 1
0
∫
Rx×Rξ
h0+(x, ξ)(−jβ−(0, x, ζ, ξ))ϕ(0, x) dx dξ dζ
=
∫ 1
0
∫
Rx×Rξ
∫ ∞
0
h0+(x, ξ)(−j−(s, x, ζ, ξ))ρβ(s)ϕ(0, x) dx dξ dζ
=
∫ 1
0
∫
Rx×Rξ
∫ ∞
0
h0+(x, ξ)(−j−(s, x, ζ, ξ))ω′β(s)ϕ(0, x) dx dξ dζ
and therefore, for an appropriate subsequence, we have by Proposition 2.2,
lim
β→0
∫ 1
0
∫
Rx×Rξ
h0+(x, ξ)(−jβ−(0, x, ζ, ξ))ϕ(0, x) dx dξ dζ
=
∫ 1
0
∫
Rx×Rξ
h0+(x, ξ)(−jτ0− (x, ζ, ξ))ϕ(0, x) dx dξ dζ.
The trace jτ0− satisfy the identity
jτ0− = j
0
− + ∂ξq
0
−
from which we deduce∫ 1
0
∫
Rx×Rξ
h0+(x, ξ)(−jτ0− (x, ζ, ξ))ϕ(0, x) dx dξ ζ
≤
∫
Rx×Rξ
h0+(x, ξ)(−j0−(x, ξ))ϕ(0, x) dx dξ .
Collecting the previous results, and using the identities∫
R
h+(−j−)dξ = (u− v)+ ,
∫
R
h0+(−j0−)dξ = (u0 − v0)+ ,∫
R
a(ξ)h+(−j−)dξ = Φ+(u, v) ,
∫
R
b(ξ)h+(−j−)dξ = Ψ+(u, v)
eventually leads to the inequality∫ 1
0
∫ 1
0
∫ ∞
0
∫
R
(u− v)+∂tϕ
+
∫ 1
0
∫ 1
0
∫ ∞
0
∫
R
(k(x)Φ+(u, v) + Ψ+(u, v))∂xϕdx dt dλ dζ
+
∫
R
(u0 − v0)+ϕ(0, x)dx ≥ 0
from which (2.8) is classically deduced. This concludes the proof of Theorem 3.6.
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Remark 2.5. Notice that, insofar as the proof of (2.8) uses the weak notion of traces
introduced in subsection 2.3.4, it has not a complete algebraic character. Although
this weak notion of traces – natural in the context of kinetic solution – allows us to
satisfy the first requirement (R1) discussed in the introduction, the requirement (R2)
is not satisfied. This could be an obstacle to the possible analysis of error estimates
for approximations of problem (2.1).
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Chapter 3
Sche´ma Volume Fini pour une
loi de conservation a` flux
discontinu
3.1 Introduction
The notion of entropy solution, and the convergence of ﬁnite volume scheme are
presented for the following hyperbolic conservation law:{
∂tu+ ∂x
(
k(x)g(u) + f(u)
)
= 0, (t, x) ∈ R+ × R,
u(0, x) = u0(x) ,
(3.1)
with initial value u0 ∈ L∞(R; [0, 1]). And ﬁnally, several numerical results are intro-
duced.
The functions f , g and k are supposed to satisfy the following hypotheses :
(H1) g ∈ Lip([0, 1]) is non-negative and g(0) = g(1) = 0,
(H2) f ∈ Lip([0, 1]),
(H3) k is the discontinuous function deﬁned by
k(x) =
{
kL if x < 0
kR if x > 0
with kL, kR > 0 and kL 6= kR .
The particular shape of the functions f , g and k described through the hypotheses
(H1), (H2), (H3) is given by a model for two-phase ﬂow in porous media with dis-
tinct permeabilities (see [Bac04]). Let us just claim here that, in this context, the
hypotheses on f , g and k are natural.
No hypothesis of convexity or genuine non-linearity on g is assumed, which is a
new point in comparison with all the preceding works on the subject (see by example
[Tow00, Tow01, KT04, SV03, Bac04]). Indeed, these preceding works assume that the
entropy solution must have traces along the line {x = 0}. To guarantee the existence
of these traces, they impose that g is genuinely non linear. Without the hypothesis on
80 Chapitre 3. Sche´ma Volume Fini pour une loi de conservation a` ﬂux discontinu
g genuinely non linear, these traces of function can not be considered. A new diﬃculty
is introduced. Indeed, problem (3.1) can not be considered as two conservation laws
with Lipschitz continuous ﬂux on each side of the line {x = 0}, because this approach
seems to need the trace of the solution (see by example [KRT03, SV03, Bac04]).
Moreover, in [Tow00] and in [Tow01], it is only proved that a subsequence of the
approximation function, build with the scheme, converges to an entropy solution.
In [KT04], authors prove the convergence of the Lax-Friedrichs scheme without ex-
traction of a subsequence but they still assume that g is genuinely non linear. In
fact, they need g genuinely non linear to show the uniqueness of entropy solution,
and the uniqueness permits to conclude that the whole sequence converges to the
entropy solution. Recently, in [AV03, AJV04], the authors present some studies for
a generalized problem for the following hyperbolic conservation law:{
∂tu+ ∂x(g(x, u)) = 0, (t, x) ∈ R+ × R,
u(0, x) = u0(x) ,
(3.2)
with
g(x, u) =
{
gL(u) if x < 0,
gR(u) if x > 0,
such that gL(0) = gR(0) = gR(1) = gR(0). Assuming gL and gR convexs, an explicit
formula of the solution to problem (3.2) is given.
To begin, the notion of entropy solution to problem (3.1) is recalled. Generically,
the discontinuity of k enforces the instantaneous apparition of discontinuities in the
solution to problem (3.1) (whatever the regularity of the initial value may be). In
order to ensure uniqueness, weak solutions satisfying entropy inequalities have to be
considered.
Definition 3.1. Let u0 ∈ L∞(R) with 0 ≤ u0 ≤ 1 a.e. on R. A function u ∈
L∞(R+ × R) is said to be an entropy solution to problem (3.1) if it satisfies the
following entropy inequalities : for all κ ∈ [0, 1], for all non-negative function ϕ ∈
C∞c (R+ × R), ∫ ∞
0
∫
R
|u(t, x)− κ| ∂tϕ(t, x) dt dx
+
∫ ∞
0
∫
R
(k(x)Φ(u(t, x), κ) + Ψ(u(t, x), κ)) ∂xϕ(t, x) dx dt
+
∫
R
|u0(x)− κ|ϕ(0, x) dx + |kL − kR|
∫ ∞
0
g(κ)ϕ(t, 0) dt ≥ 0, (3.3)
where respectively Φ and Ψ denote the entropy flux associated with the Kruzhkov
entropy:
Φ(u, κ) = sgn(u− κ)(g(u) − g(κ)),
and Ψ(u, κ) = sgn(u− κ)(f(u)− f(κ)).
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Remark 3.1. Let u ∈ L∞(R+ × R) be an entropy solution. Choosing κ = 1 in
inequality (3.3) and using g(1) = 0, it is easy to see that u ≤ 1 a.e.. Similarly,
choosing κ = 0 in inequality (3.3), we obtain u ≥ 0 a.e.. Then 0 ≤ u ≤ 1 a.e.. This
property will also be satisfied by the approximated solution given by the scheme (see
Lemma 3.1).
This paper is divided into two main parts. First, the convergence of the scheme is
established. In section 3.2, the scheme is presented : this scheme is Euler explicit
in time and ﬁnite volume in space. Both discretizations (in time and in space) are
of ﬁrst order. The aim of subsection 3.2.3 is to establish a stability property which
is veriﬁed by the approximate solution given by the scheme (see Theorem 3.1). In
subsection 3.2.5, some discrete entropy inequalities which are satisﬁed by the ap-
proximated solution are established. In particular, the monotonicity of the scheme is
introduced in subsection 3.2.2 is used.
By use of stability property of the scheme, in section 3.3, the existence of entropy
process solution is established. This notion appears as a generalization of entropy
solution. The convergence of a subsequence to an entropy process solution is proved.
Finally, using the theorem of comparison between two entropy process solutions es-
tablished in [BV05], the equivalence of entropy solution and entropy process solution
and the uniqueness of entropy solution are deduced. Then, the convergence of the
scheme to the unique entropy solution to problem (3.1) is obtained.
Secondly, some numerical results are presented. On the one hand, the behaviour
of Godunov scheme and VFRoe-ncv scheme is studied with g nor concave neither
convex. The approximated function build with this scheme converges to the entropy
solution. We observe, numerically, a ﬁrst order convergence.
On the other hand, problem (3.1), setting f = 0, is equivalent to the 2× 2 resonant
system : {
∂tu+ ∂x
(
k(x)g(u)
)
= 0,
∂tk = 0.
(3.4)
This system is resonant for all values where g′ is equal to zero. In fact, if the function
g is constant on an interval I included in [0, 1], system (3.4) is resonant on I. However,
for such a function g, we show that problem (3.1) is well posed. Godunov, VFRoe-
ncv schemes are presented. The convergence of these schemes is observed although
the VFRoe-ncv scheme is not monotone. Moreover, all these schemes have the same
behaviour.
3.2 Finite volume scheme
3.2.1 Presentation of the scheme
Definition 3.2. An admissible mesh T of R is given by an increasing sequence of
real values (xi+1/2)i∈Z, such that R =
⋃
i∈Z[xi−1/2, xi+1/2]. The mesh T is the set of
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T = {Ki, i ∈ Z} of subsets of R defined by Ki = (xi−1/2, xi+1/2) for all i ∈ Z. The
length of Ki is denoted by hi, and set h = size(T ) = supi∈Z hi.
Let T be an admissible mesh in the sense of Deﬁnition 3.2 and let ∆t ∈ R∗+ be
the time step. To ﬁx the notation, one assumes that x1/2 = 0.
In the general case, the ﬁnite volume scheme for the discretization of problem (3.1)
can be written: ∀i ∈ Z, ∀n ∈ N
hi
∆t
(un+1i − uni ) +H(uni , uni+1, ki, ki+1)−H(uni−1, uni , ki−1, ki) = 0,
u0i =
1
hi
∫
Ki
u0(x)dx, ki =
1
hi
∫
Ki
k(x)dx,
(3.5)
where uni is expected to be an approximation of u at time tn = n∆t in cell Ki.
The quantity H(uni , u
n
i+1, ki, ki+1) is the numerical ﬂux at point xi+1/2 and time tn
associated to the function k(x)g(u) + f(u).
The formulation (3.5) is equivalent to:
un+1i = G(u
n
i−1, u
n
i , u
n
i+1, ki−1, ki, ki+1). (3.6)
The approximated ﬁnite volume solution is deﬁned by
uT ,∆t(x, t) = u
n
i for x ∈ Ki and t ∈ [nk, (n + 1)k). (3.7)
The ﬂux functions satisfy the following hypotheses :
(H4) Flux adapted to the function g: ∀u, v ∈ [0, 1], H(u, v, kL, kL) = HL(u, v),
H(u, v, kR, kR) = HR(u, v), H(0, 0, kL, kR) = H(1, 1, kL, kR) = 0 andHL(0, 0) =
HL(1, 1) = HR(0, 0) = HR(1, 1) = 0.
(H5) Regularity: The function H is locally Lipschitz continuous from R4 to R and
admits as Lipschitz constant Lk,g,f only depending of k, g and f .
(H6) Consistency : ∀u ∈ [0, 1], HL(u, u) = kLg(u)+f(u) and HR(u, u) = kRg(u)+
f(u).
(H7) Monotonicity: (u, v, k1, k2) 7→ H(u, v, k1, k2), from [0, 1]4 to R, is nondecreas-
ing with respect to u, k1, k2, and nonincreasing with respect to v.
3.2.2 Monotonicity of the scheme and L∞ estimate
Lemma 3.1. Let T be an admissible mesh in the sense of Definition 3.2 and let
∆t ∈ R∗+ be the time step. Let u0 ∈ L∞(R) with 0 ≤ u0 ≤ 1 a.e. on R.
Let uT ,∆t be the finite volume approximated solution defined by (3.7). Under the CFL
condition
∆t ≤ infi∈Z hi
2Lk,g,f
(3.8)
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the function G is nondecreasing with respect to its three first arguments and the
approximation uT ,∆t satisfies
0 ≤ uT , k ≤ 1 for a.e. x ∈ R and a.e. t ∈ R+. (3.9)
For the proof, we assume for simplicity that G is C1. Under the CFL condition, the
partial diﬀerentials of G deﬁned by (3.6) are non negative. Then, the monotonicity of
function G and the following equalities : G(0, 0, 0, ., ., .) = 0 and G(1, 1, 1, ., ., .) = 1
are used.
G is nondecreasing with respect to its three ﬁrst arguments :
•
∂G
∂uni
= 1− ∆t
hi
Hu(u
n
i , u
n
i+1, ki, ki+1) +
∆t
hi
(Hv(u
n
i−1, u
n
i , ki−1, ki)
≥ 1− 2∆t
hi
Lk,g,f ≥ 0,
under the CFL condition.
•
∂G
∂uni+1
= −∆t
hi
Hv(u
n
i , u
n
i+1, ki, ki+1) ≥ 0,
because H is nonincreasing with respect to its second argument.
•
∂G
∂uni−1
=
∆t
hi
Hu(u
n
i−1, u
n
i , ki−1, ki) ≥ 0,
because H is nondecreasing with respect to its ﬁrst argument.
By hypothesis, 0 ≤ u0i ≤ 1 a.e. on R. For all i in Z, using monotonicity argument,
we obtain :
G(0, 0, 0, ki−1 , ki, ki+1) ≤ u1i = G(u0i , u0i−1, u0i+1, ki−1, ki, ki+1)
≤ G(1, 1, 1, ki−1 , ki, ki+1)
with G(0, 0, 0, ki−1 , ki, ki+1) = 0 and G(1, 1, 1, ki−1 , ki, ki+1) = 1, because g(0) =
g(1) = 0 (see (H1)).
Inequality (3.9) is deduced by induction on n.
3.2.3 Weak BV estimates
Theorem 3.1. Let ξ ∈ (0, 1) and α ∈ (0, 1) be given values. Let T be an admissible
mesh in the sense of Definition 3.2 such that αh ≤ hi for all i ∈ Z. Let ∆t ∈ R∗+
satisfying the CFL condition
∆t ≤ (1− ξ)α infi∈Z hi
2Lk,g,f
. (3.10)
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Let {uni , i ∈ Z, n ∈ N} be given by the finite volume scheme (3.5). Let R ∈ R∗+ and
T ∈ R∗+ and assume h < R and ∆t < T . Let i0, i2 ∈ Z and NT ∈ N such that:
−R ∈ K¯i0 , R ∈ K¯i2 and T ∈]NT∆t, (NT + 1)∆t]. Then there exists C ∈ R∗+, only
depending on g, f , R, T , u0, ξ and α, such that
NT∑
n=0
∆t
−1∑
i=i0
max
(p,q)∈C(uni ,u
n
i+1)
|kLg(p) + f(p)−HL(p, q)|
+ max
(p,q)∈C(uni ,u
n
i+1)
|kLg(q) + f(q)−HL(p, q)|
+
NT∑
n=0
∆t
i2∑
i=1
max
(p,q)∈C(uni ,u
n
i+1)
|kRg(q) + f(q)−HR(p, q)|
+ max
(p,q)∈C(uni ,u
n
i+1)
|kRg(q) + f(q)−HR(p, q)| ≤ C√
h
, (3.11)
with for a, b real values, C(a, b) = {(p, q) ∈ [a⊥b, a⊤b]; (q − p)(b− a) ≥ 0}.
To establish this estimate, some tools introduced in [EGH00] for conservation laws
are used. But in this preceding work, they strongly use that k is Lipschitz continuous
which is not the case in this work. Firstly, we focus the study on the left and on the
right on the line {x = 0}. Secondly, the scheme is studied around {x = 0}.
3.2.4 Proof of Theorem 3.1
In order to prove (3.11), equality (3.5) is multiplied by hiu
n
i and the result is summed
over i = i0, . . . ,−1 or over i = 1, . . . , i2, and over n = 0, . . . ,NT .
Remark 3.2. In this part, Cj denotes constant only depending on k, g, f , T , R, u0,
ξ, α.
On the one hand, for i = i0, . . . ,−1, ki−1 = ki = ki+1 = kL , the sum gives:
B1 +B2 = 0
where
B1 =
NT∑
n=0
−1∑
i=i0
hi(u
n+1
i − uni )uni , (3.12)
B2 =
NT∑
n=0
−1∑
i=i0
∆t
(
HL(u
n
i , u
n
i+1)−HL(uni−1, uni )
)
uni . (3.13)
Each term is studied separately.
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1. Study of term B2
A change of index permits to obtain:
B2 =
NT∑
n=0
−1∑
i=i0
∆t(HL(u
n
i , u
n
i+1)− (kLg(uni ) + f(uni )))uni
−
NT∑
n=0
−1∑
i=i0
∆t(HL(u
n
i−1, u
n
i )− (kLg(uni ) + f(uni )))uni
=
NT∑
n=0
−1∑
i=i0
∆t(HL(u
n
i , u
n
i+1)− (kLg(uni ) + f(uni )))uni
−
NT∑
n=0
−2∑
i=i0−1
∆t(HL(u
n
i , u
n
i+1)− (kLg(uni+1) + f(uni+1)))uni+1
=
NT∑
n=0
−1∑
i=i0
∆t(HL(u
n
i , u
n
i+1)− (kLg(uni ) + f(uni )))uni
−(HL(uni , uni+1)− (kLg(uni+1) + f(uni+1)))uni+1
−
NT∑
n=0
∆t(HL(u
n
i0−1, u
n
i0)− (kLg(uni0) + f(uni0)))uni0
+
NT∑
n=0
∆t(HL(u
n
−1, u
n
0 )− (kLg(un0 ) + f(un0 )))un0
= B12 +B
2
2 ,
with
B12 =
NT∑
n=0
−1∑
i=i0
∆t
((
HL(u
n
i , u
n
i+1)− (kLg(uni ) + f(uni ))
)
uni
−(HL(uni , uni+1)− (kLg(uni+1) + f(uni+1)))uni+1),
and
|B22 | ≤ C1.
Denoting by ΦL a primitive of the function (.)kLg
′(.) + (.)f ′(.), an integration
by parts yields, for all a, b real values
ΦL(b)− ΦL(a) =
∫ b
a
s (kLg
′(s) + f ′(s)) ds
= a
(
HL(a, b)− (kLg(a) + f(a))
)
− b(HL(a, b)− (kLg(b) + f(b)))
−
∫ b
a
(
kLg(s) + f(s)−HL(a, b)
)
ds.
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Then, B12 becomes :
B12 =
NT∑
n=0
∆t
−1∑
i=i0
ΦL(u
n
i+1)− ΦL(uni+1)
+
NT∑
n=0
∆t
−1∑
i=i0
∫ uni+1
uni
(
kLg(s) + f(s)−HL(uni , uni+1)
)
ds
= B1,12 +B
1,2
2 ,
with, immediately |B1,12 | ≤ C2. For study term B1,22 , one needs the following
result:
Lemma 3.2. Let f ∈ C(R) and j ∈ C(R2) Lipschitz continuous which satisfies
for all s ∈ R j(s, s) = f(s) and which is nondecreasing with respect to its first
argument and nonincreasing with respect to its second argument. Let j1 and j2
be the Lipschitz constants of j with respect to its two variables. Let (a, b) ∈ R2,
then f and j satisfy the following inequality :∫ b
a
(
f(s)− j(a, b)) ds ≥ 1
2(j1 + j2)
(
max
(p,q)∈C(a,b)
(
f(p)− j(p, q))2
+ max
(p,q)∈C(a,b)
(
f(q)− j(p, q))2).
The reader can ﬁnd the proof of this lemma in the Handbook of numerical
analysis [EGH00] (page 915).
Using HL(s, s) = kLg(s) + f(s) with HL nondecreasing with respect to its ﬁrst
argument and nonincreasing with respect to its second argument, and applying
Lemma 3.2 to kLg + f and HL, B
1,2
2 , we get
B1,22 ≥
1
2Lk,g,f
NT∑
n=0
∆t
−1∑
i=i0
(
max
(p,q)∈C(uni ,u
n
i+1)
(
kLg(p) + f(p)−HL(p, q)
)2
+ max
(p,q)∈C(uni ,u
n
i+1)
(
kLg(q) + f(q)−HL(p, q)
)2)
.
Then, this yields
B2 ≥ 1
2Lk,g,f
NT∑
n=0
∆t
−1∑
i=i0
(
max
(p,q)∈C(uni ,u
n
i+1)
(
kLg(p) + f(p)−HL(p, q)
)2
+ max
(p,q)∈C(uni ,u
n
i+1)
(
kLg(q) + f(q)−HL(p, q)
)2)
−(C1 + C2). (3.14)
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2. Study of B1
Using the deﬁnition of B1 (3.12), one has
B1 = −1
2
NT∑
n=0
−1∑
i=i0
(un+1i − uni )2 −
1
2
−1∑
i=i0
(u0i )
2 +
1
2
−1∑
i=i0
(uNT+1i )
2
≥ −1
2
NT∑
n=0
−1∑
i=i0
(un+1i − uni )2 −
1
2
−1∑
i=i0
(u0i )
2. (3.15)
Using scheme (3.5), for i ∈ {i0, . . . , −1}, with the CFL condition (3.10), this
yields
hi(u
n+1
i − uni )2 =
∆t2
hi
(
[HL(u
n
i , u
n
i+1)− (gL(uni ) + f(uni ))]
−[HL(uni−1, uni )− (gL(uni ) + f(uni ))]
)2
≤ (1− ξ)∆t
Lk,g,f
×
(
[HL(u
n
i , u
n
i+1)− (kLg(uni ) + f(uni ))]2
+[HL(u
n
i−1, u
n
i )− (kLg(uni ) + f(uni ))]2
)
.
Then
1
2
NT∑
n=0
−1∑
i=i0
hi(u
n+1
i − uni )2
≤ (1− ξ)
2Lk,g,f
(NT∑
n=0
∆t
−1∑
i=i0
[HL(u
n
i , u
n
i+1)− (kLg(uni ) + f(uni ))]2
+[HL(u
n
i , u
n
i+1)− (kLg(uni+1) + f(uni+1))]2
)
+C5
≤ (1− ξ)
2Lk,g,f
×
(NT∑
n=0
∆t
−1∑
i=i0
max
(p,q)∈C(uni ,u
n
i+1)
[kLg(p) + f(p)−HL(p, q)]2
+ max
(p,q)∈C(uni ,u
n
i+1)
[kLg(q) + f(q)−HL(p, q)]2
)
+C5. (3.16)
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Using the preceding inequality, equation (3.15) gives
B1 ≥ −(1− ξ)
2Lk,g,f
×
(NT∑
n=0
∆t
−1∑
i=i0
max
(p,q)∈C(uni ,u
n
i+1)
[kLg(p) + f(p)−HL(p, q)]2
+ max
(p,q)∈C(uni ,u
n
i+1)
[kLg(q) + f(q)−HL(p, q)]2
)
− C6,
(3.17)
with C6 = C5 +
1
2
−1∑
i=i0
(u0i )
2.
3. Final estimate
Adding (3.14) and (3.17) and using B1 +B2 = 0, this yields
0 = B1 +B2
≥ ξ
2Lk,g,f
×
NT∑
n=0
∆t
−1∑
i=i0
max
(p,q)∈C(uni ,u
n
i+1)
[kLg(p) + f(p)−HL(p, q)]2
+ max
(p,q)∈C(uni ,u
n
i+1)
[kLg(q) + f(q)−HL(p, q)]2
− C¯7.
Then
NT∑
n=0
∆t
−1∑
i=i0
max
(p,q)∈C(uni ,u
n
i+1)
[kLg(p) + f(p)−HL(p, q)]2
+ max
(p,q)∈C(uni ,u
n
i+1)
[kLg(q) + f(q)−HL(p, q)]2 ≤ C7.
(3.18)
On the second hand, for i = 2, . . . , i2, ki−1 = ki = ki+1 = kR , in the same man-
ner as above
NT∑
n=0
∆t
i2∑
i=2
max
(p,q)∈C(uni ,u
n
i+1)
[kRg(p) + f(p)−HR(p, q)]2
+ max
(p,q)∈C(uni ,u
n
i+1)
[kRg(q) + f(q)−HR(p, q)]2 ≤ C8. (3.19)
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Moreover
NT∑
n=0
∆t max
(p,q)∈C(un1 ,u
n
2 )
[kRg(p) + f(p)−HR(p, q)]2
+ max
(p,q)∈C(un1 ,u
n
2 )
[kRg(q) + f(q)−HR(p, q)]2 ≤ C9, (3.20)
because
NT∑
n=0
∆t ≤ T .
Finally, adding (3.18), (3.19) and (3.20), this yields:
NT∑
n=0
∆t
−1∑
i=i0
max
(p,q)∈C(uni ,u
n
i+1)
[kLg(p) + f(p)−HL(p, q)]2
+ max
(p,q)∈C(uni ,u
n
i+1)
[kLg(q) + f(q)−HL(p, q)]2
+
NT∑
n=0
∆t
i2∑
i=1
max
(p,q)∈C(uni ,u
n
i+1)
[kRg(p) + f(p)−HR(p, q)]2
+ max
(p,q)∈C(uni ,u
n
i+1)
[kRg(q) + f(q)−HR(p, q)]2 ≤ C12.
To obtain estimate (3.11) and conclude the proof of Theorem 3.1, it is suﬃcient to
apply the Cauchy-Schwartz inequality to the preceding inequality.
3.2.5 Discrete entropy inequalities
Theorem 3.2. Under (H4) to (H7), let T be an admissible mesh in the sense of
Definition 3.2 and ∆t ∈ R∗+ the time step. Let {uni , i ∈ Z, n ∈ N} be given by (3.5);
then for all κ ∈ [0, 1], i ∈ Z and n ∈ N, the following inequality holds :
|un+1i − κ| ≤ |uni − κ| −
∆t
hi
(Gn
i+ 1
2
−Gn
i− 1
2
) +
∆t
hi
|∆hi| (3.21)
with
Gn
i+ 1
2
= H(uni ⊤κ, uni+1⊤κ, ki, ki+1)−H(uni ⊥κ, uni+1⊥κ, ki, ki+1),
and |∆hi| = |H(κ, κ, ki, ki+1)−H(κ, κ, ki−1, ki)|.
The proof is based on the monotonicity of the scheme and on the following equality:
u⊤κ− u⊥κ = |u− κ| with u⊤κ = max(u, κ) and u⊥κ = min(u, κ).
Let i ∈ Z, n ∈ N, κ ∈ [0, 1] and λi := ∆t
hi
.
The proof is divided into two steps according to the sign of ∆hi.
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1. Assume that ∆hi ≥ 0.
On the one hand, by monotonicity, this yields :
un+1i − λi∆hi ≤ un+1i = G(uni−1, uni , uni , ki−1, ki, ki+1)
≤ G(uni−1⊤κ, uni ⊤κ, uni+1⊤κ, ki−1, ki, ki+1) (3.22)
and
κ− λi∆hi ≤ G(uni−1⊤κ, uni ⊤κ, uni+1⊤κ, ki−1, ki, ki+1), (3.23)
then with (3.22) and (3.23)
(un+1i − λi∆hi)⊤(κ− λi∆hi) ≤ G(uni−1⊤κ, uni ⊤κ, uni+1⊤κ, ki−1, ki, ki+1),
and
(un+1i ⊤κ) ≤ G(uni−1⊤κ, uni ⊤κ, uni+1⊤κ, ki−1, ki, ki+1) + λi∆hi. (3.24)
On the other hand,
κ ≥ κ− λi∆hi ≥ G(uni−1⊥κ, uni ⊥κ, uni+1⊥κ, ki−1, ki, ki+1),
and
un+1i ≥ G(uni−1⊥κ, uni ⊥κ, uni+1⊥κ, ki−1, ki, ki+1),
then
un+1i ⊥κ ≥ G(uni−1⊥κ, uni ⊥κ, uni ⊥κ, ki−1, ki, ki+1). (3.25)
Finally, combining (3.24) and (3.25) yields :
|un+1i − κ| = (un+1i ⊤κ)− (un+1i ⊥κ)
≤ G(uni−1⊤κ, uni ⊤κ, uni+1⊤κ, ki−1, ki, ki+1)
−G(uni−1⊥κ, uni ⊥κ, uni+1⊥κ, ki−1, ki, ki+1)
+λi∆h
i
≤ G(uni−1⊤κ, uni ⊤κ, uni+1⊤κ, ki−1, ki, ki+1)
−G(uni−1⊥κ, uni ⊥κ, uni+1⊥κ, ki−1, ki, ki+1)
+λi |∆hi|. (3.26)
2. If ∆hi ≤ 0, in the same manner
|un+1i − κ| = (un+1i ⊤κ)− (un+1i ⊥κ)
≤ G(uni−1⊤κ, uni ⊤κ, uni+1⊤κ, ki−1, ki, ki+1)
−G(uni−1⊥κ, uni ⊥κ, uni+1⊥κ, ki−1, ki, ki+1)
−λi∆hi
≤ G(uni−1⊤κ, uni ⊤κ, uni+1⊤κ, ki−1, ki, ki+1)
−G(uni−1⊥κ, uni ⊥κ, uni+1⊥κ, ki−1, ki, ki+1)
+λi |∆hi|. (3.27)
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Eventually, this yields for all κ ∈ [0, 1]
|un+1i − κ| ≤ G(uni−1⊤κ, uni ⊤κ, uni+1⊤κ, ki−1, ki, ki+1)
−G(uni−1⊥κ, uni ⊥κ, uni+1⊥κ, ki−1, ki, ki+1)
+λi |∆hi|.
Eventually,
G(uni−1⊤κ, uni ⊤κ, uni+1⊤κ, ki−1, ki, ki+1)− G(uni−1⊥κ, uni ⊥κ, uni+1⊥κ, ki−1, ki, ki+1)
= |uni − κ| − λi
(
Gn
i+ 1
2
−Gn
i− 1
2
)
.
Then, for all κ ∈ [0, 1], i ∈ Z and n ∈ N
|un+1i − κ| ≤ |uni − κ| − λi
(
Gn
i+ 1
2
−Gn
i− 1
2
)
+ λi |∆hi|.
3.3 Entropy process solution
Now the convergence of the scheme to an entropy process solution is presented. This
convergence result is obtained in the sense of “nonlinear weak-⋆ convergence”, deﬁned
in [EGH00], which is a convenient way to understand the convergence towards a
Young’s measure (see [DiP85]):
Definition 3.3. Let Ω be an open subset of RN (N ≥ 1), (un)n∈N ⊂ L∞(Ω) and
u ∈ L∞(Ω × (0, 1)). The sequence (un)n∈N converges to u in the nonlinear weak-⋆
sense if ∫
Ω
h(un(x))ψ(x) dx →
∫ 1
0
∫
Ω
h(u(x, α))ψ(x)dx dα, as n→ +∞
∀ψ ∈ L1(Ω), ∀h ∈ C(R,R). (3.28)
Otherwise speaking, the sequence (un)n∈N converges to u ∈ L∞(Ω × (0, 1)) in the
nonlinear weak-⋆ sense if, for every h ∈ C(R,R), the nonlinear expression g(un)
converges in L∞(Ω) weak-⋆ to a limit which has the structure
∫ 1
0 h(u(·, α))dα. The
fact is, that any bounded sequence of L∞(Ω) has a subsequence converging in the
nonlinear weak-∗ sense :
Theorem 3.3. Let Ω be an open subset of RN (N ≥ 1) and (un)n∈N be a bounded
sequence of L∞(Ω). Then (un)n∈N admits a subsequence converging in the nonlinear
weak-⋆ sense.
The notion of entropy process solution is adapted to problem (3.1) as follows :
Definition 3.4. Let u0 ∈ L∞(R) with 0 ≤ u0 ≤ 1 a.e. in R. Let u ∈ L∞(R∗+ ×
R× (0, 1)). The function u is an entropy process solution of problem (3.1) if for any
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κ ∈ [0, 1] and any ϕ ∈ C∞c (R+ × R) non negative,∫ ∞
0
∫
R
∫ 1
0
|u(t, x, α) − κ| ∂tϕ(t, x) dt dx dα
+
∫ ∞
0
∫
R
∫ 1
0
(k(x)Φ(u(t, x, α), κ) + Ψ(u(t, x, α), κ)) ∂xϕ(t, x) dx dt dα
+
∫
R
|u0(x)− κ|ϕ(0, x) dx + |kL − kR|
∫ ∞
0
g(κ)ϕ(t, 0) dt ≥ 0. (3.29)
Theorem 3.4. Let u0 ∈ L∞(R) with 0 ≤ u0 ≤ 1 a.e. in R. Let ξ ∈ (0, 1) and
α ∈ (0, 1) be given. Let (Tm)m∈N be a sequence of an admissible mesh in the sense of
Definition 3.2 such that for all m ∈ N, i ∈ N, α size(Tm) ≤ hmi . Let (∆tm)m∈N be a
sequence of real positive values satisfying the CFL condition (3.10).
For all m ∈ N, let uTm,∆tm be the finite volume approximated solution defined by (3.7).
Then a subsequence of (uTm,∆tm)m∈N converges towards v ∈ L∞(R+ × R× (0, 1)) in
the weak-⋆ nonlinear sense, as h¯m := size(Tm) → 0 and v is an entropy process
solution to problem (3.1).
3.3.1 Proof of Theorem 3.4
By monotonicity of the scheme and as 0 ≤ u0 ≤ 1 a.e., |uTm,∆tm | ≤ 1 for all m ∈ N.
Then by convergence in the non linear weak-⋆ sense, there exists a subsequence of
(uTm,∆tm)m∈N and v ∈ L∞(R+ × R× (0, 1)) such that this subsequence converges to
v in the weak-⋆ nonlinear sense.
To establish that v is an entropy process solution, equation (3.21) is multiplied by
1
∆t
∫ tn+1
tn
∫
Ki
ϕ(t, x) dt dx and one sums over i and n. The new issues (compared
in [EGH00]) are the study around x = 0 and the study of the last term given by∑
i∈Z
∑
n∈N
|∆hi| 1
hi
∫ tn+1
tn
∫
Ki
ϕ(t, x) dt dx.
Let ϕ ∈ C∞c (R+ × R,R+) and m ∈ N. Let Tm = T and ∆tm = ∆t. As supp(ϕ) is
compact, there exists T > 0 and R > 0 such that suppϕ ⊂ [0,T] × [−R + h,R− h].
Let i0, i2 and NT be as deﬁned in Theorem 3.1.
Let κ ∈ [0, 1], multiplying equation (3.21) by 1
∆t
∫ tn+1
tn
∫
Ki
ϕ(t, x) dt dx, and summing
over i = i0, . . . , i2 and n = 0, . . . , NT , yields :
A1 +A2 ≤ A3.
Each term is studied separately.
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Study of term A1
A1 =
i2∑
i=i0
NT∑
n=0
(
|un+1i − κ| − |uni − κ|
) 1
∆t
∫ tn+1
tn
∫
Ki
ϕ(t, x) dt dx
= −
i2∑
i=i0
NT∑
n=0
|uni − κ|
∫ tn+1
tn
∫
Ki
ϕ(t+∆t, x)− ϕ(t, x)
∆t
dt dx
−
i2∑
i=i0
|u0i − κ|
1
∆t
∫ k
0
∫
Ki
ϕ(t, x) dt dx
= B1 +B2. (3.30)
In fact, for this term, the convergence of uT ,∆t to v for the weak-⋆ non linear con-
vergence as h tends to zero is used.
On the one hand
B2 = −
i2∑
i=i0
|u0i − κ|
1
∆t
∫ k
0
∫
Ki
ϕ(t, x) dt dx
= − 1
∆t
∫ k
0
∫ R
−R
|uT ,0 − κ|ϕ(t, x) dt dx, (3.31)
with uT ,0 =
∑
i∈Z u
0
i 1Ki .
However uT ,0 converges towards u0 in L
1
loc(R) and
1
∆t
∫ ∆t
0
ϕ(t, x) dt converges to-
wards ϕ(0, x) as size(T ) tends to zero. This yields
B2 →
∫
R
|u0(x)− κ|ϕ(0, x) dt dx, as h tends to zero.,
On the other hand,
B1 = −
i2∑
i=i0
NT∑
n=0
|uni − κ|
∫ tn+1
tn
∫
Ki
ϕ(t+∆t, x)− ϕ(t, x)
∆t
dt dx
= −
i2∑
i=i0
NT∑
n=0
∫ tn+1
tn
∫
Ki
|uT ,k(t, x)− κ|ϕ(t +∆t, x)− ϕ(t, x)
∆t
dt dx
= −
∫ T
0
∫ R
−R
|uT ,k(t, x)− κ|ϕ(t+∆t, x)− ϕ(t, x)
∆t
dt dx.
uT ,k converges towards v in the nonlinear weak-⋆ sense as h→ 0, then∫ T
0
∫ R
−R
|uT ,k(t, x)− κ| dt dx →
h→0
∫ T
0
∫ R
−R
∫ 1
0
|v(t, x, α) − κ| dt dx.
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and by use of the regularity of the function ϕ
ϕ(t+∆t, x)− ϕ(t, x)
∆t
→
h→0
∂tϕ(t, x).
then
B1 →
h→0
−
∫ T
0
∫ R
−R
∫ 1
0
|v(t, x, α) − κ|∂tϕ(t, x) dt dx.
One concludes
lim
h→0
A1 = −
∫ T
0
∫
R
∫ 1
0
|v(t, x, α) − κ|∂tϕ(t, x) dt dx dα
−
∫ T
0
|u0(x)− κ|ϕ(0, x) dx. (3.32)
Study of term A2
Term A2 is deﬁned by:
A2 = −
i2∑
i=i0
NT∑
n=0
1
hi
(Gni+1/2 −Gni−1/2)
∫ tn+1
tn
∫
Ki
ϕ(t, x) dt dx
= −
i2−1∑
i=i0+1
NT∑
n=0
1
hi
(Gni+1/2 −Gni−1/2)
∫ tn+1
tn
∫
Ki
ϕ(t, x) dt dx, (3.33)
because supp(ϕ) ⊂ [−R+ h,R − h].
This term A2 is new compared with a conservation law with Lipschitz continuous
ﬂux function. The discontinuity of the function k introduces new diﬃculties. Then,
several steps are needed to establish that
lim
h→0
A2 = −
∫ 1
0
∫ ∞
0
∫
R
(
k(x)Φ(v(t, x, α), κ) + Ψ(v(t, x, α), κ)
)
∂xϕ(t, x) dx dt dα.
• At ﬁrst
lim
h→0
|A2 −A20| = 0 (3.34)
with A20 deﬁned as follows:
A20 = −
i2∑
i=i0
NT∑
n=0
Gni+1/2
∫ tn+1
tn
∫
Ki
∂xϕ(t, x) dt dx
= −
i2−1∑
i=i0+1
NT∑
n=0
(
Gni+1/2 −Gni−1/2
) ∫ tn+1
tn
ϕ(t, xi+1/2) dt.
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The diﬀerence between these terms is majored as follows:
|A2 −A20|
≤
i2−1∑
i=i0+1
NT∑
n=0
∣∣Gni+1/2 −Gni−1/2∣∣∫ tn+1
tn
(∣∣ϕ(t, xi+1/2)− 1hi
∫
Ki
ϕ(t, x) dx
∣∣) dt
≤
i2−1∑
i=i0+1
NT∑
n=0
∣∣Gni+1/2 −Gni−1/2∣∣
(∫ tn+1
tn
1
hi
∫
Ki
∣∣ϕ(t, xi+1/2)− ϕ(t, x)∣∣ dx) dt
≤
i2−1∑
i=i0+1
NT∑
n=0
∣∣Gni+1/2 −Gni−1/2∣∣Lip(ϕ)∆t h
≤ Lip(ϕ)h
( −2∑
i=i0+1
NT∑
n=0
∆t
∣∣Gni+1/2 −Gni−1/2∣∣
+
i2−1∑
2
NT∑
n=0
∆t
∣∣Gni+1/2 −Gni−1/2∣∣)
+ Lip(ϕ)h
1∑
i=−1
NT∑
n=0
∆t
∣∣Gni+1/2 −Gni−1/2∣∣. (3.35)
∗ For i = i0, · · · ,−2, ki = ki+1 = kL and
|Gni+1/2 −Gni−1/2| ≤ |HL(uni ⊤κ, uni+1⊤κ)− (kLg(uni ⊤κ) + f(uni ⊤κ))|
+ |HL(uni ⊥κ, uni+1⊥κ)− (kLg(uni ⊥κ) + f(uni ⊥κ))|
+ |HL(uni−1⊤κ, uni ⊤κ)− (kLg(uni ⊤κ) + f(uni ⊤κ))|
+ |HL(uni−1⊥κ, uni ⊥κ)− (kLg(uni ⊥κ) + f(uni ⊥κ))|.
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then
−2∑
i=i0+1
NT∑
n=0
k|Gni+1/2 −Gni−1/2|
≤ 2
−1∑
i=i0
NT∑
n=0
k
(|HL(uni , uni+1)− (gL(uni ) + f(uni ))|
+|HL(uni , uni+1)− (kLg(uni+1) + f(uni+1))|
)
≤ 2
−1∑
i=i0
NT∑
n=0
k
(
max
(p,q)∈C(uni ,u
n
i+1)
|kLg(p) + f(p)−HL(p, q)|
+ max
(p,q)∈C(uni ,u
n
i+1)
|kLg(q) + f(q)−HL(p, q)|
)
≤ 2C 1√
h
(3.36)
using the weak-BV estimate (3.11).
∗ For i = 2, · · · , i2, ki−1 = ki = ki+1 = kR. In the same manner as above
i2−1∑
i=2
NT∑
n=0
∆t|Gni+1/2 −Gni−1/2|
≤ 2
i2∑
i=1
NT∑
n=0
∆t
(|HR(uni , uni+1)− (kRg(uni ) + f(uni ))|
+|HR(uni , uni+1)− (kRg(uni+1) + f(uni+1))|
)
≤ 2
i2∑
i=1
NT∑
n=0
∆t
(
max
(p,q)∈C(uni ,u
n
i+1)
|kRg(p) + f(p)−HR(p, q)|
+ max
(p,q)∈C(uni ,u
n
i+1)
|kRg(q) + f(q)−HR(p, q)|
)
≤ 2C 1√
h
. (3.37)
∗ We can notice that
1∑
i=−1
NT∑
n=0
∆t
∣∣Gni+1/2 −Gni−1/2∣∣ ≤ C NT∑
n=0
∆t ≤ CT (3.38)
∗ Finally, with (3.36), (3.37) and (3.38), inequality (3.35) becomes:
|A2 −A20| ≤ C
√
h −→ 0, as h→ 0.
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• Now, we will prove that
lim
h→0
|A20 − A¯20| = 0 (3.39)
with A¯20 deﬁned as follows:
A¯20 := −
∫ t
0
∫
R
(
k(x)Φ(v, κ) + Ψ(v, κ)
)
∂xϕ(t, x) dt dx
= −
i2∑
i=i0
NT∑
n=0
∫ tn+1
tn
∫
Ki
(
k(x)Φ(v, κ) + Ψ(v, κ)
)
∂xϕ(t, x) dt dx
The proof of this equality has to take into account the diﬀerent value of i.
∗ For i = i0, · · · ,−1, one has ki−1 = ki = kL,
∗ For i = 1, · · · , i2, one has ki−1 = ki = kR,
So A20 = A
1
20 +A
2
20 +A
3
20 and A¯20 = A¯
1
20 + A¯
2
20 + A¯
3
20 with
A120 = −
−1∑
i=i0
NT∑
n=0
Gn
i+ 1
2
∫ tn+1
tn
∫
Ki
∂xϕ(t, x) dt dx
= −
−1∑
i=i0
NT∑
n=0
∫ tn+1
tn
∫
Ki
(
HL(u
n
i ⊤κ, uni+1⊤κ)
−HL(uni ⊥κ, uni+1⊥κ)
)
∂xϕ(t, x) dt dx,
A220 = −
NT∑
n=0
∫ tn+1
tn
∫
K0
(
H(un0⊤κ, un1⊤κ, kL, kR)−H(un0⊥κ, un1⊥κ, kL, kR)
)
∂xϕ(t, x) dt dx,
A320 = −
i2∑
i=1
NT∑
n=0
Gn
i+ 1
2
∫ tn+1
tn
∫
Ki
∂xϕ(t, x) dt dx
= −
i2∑
i=1
NT∑
n=0
∫ tn+1
tn
∫
Ki
(
HR(u
n
i ⊤κ, uni+1⊤κ)
−HR(uni ⊥κ, uni+1⊥κ)
)
∂xϕ(t, x) dt dx,
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and
A¯120 = −
−1∑
i=i0
NT∑
n=0
∫ tn+1
tn
∫
Ki
∫ 1
0
(
gL(v⊤κ) − gL(v⊥κ)
+f(v⊤κ)− f(v⊥κ)) ∂xϕ(t, x) dt dx dα,
A¯220 = −
NT∑
n=0
∫ tn+1
tn
∫
K0
∫ 1
0
(
k(x)Φ(v, κ) + Ψ(v, κ)
)
∂xϕ(t, x) dt dxdα,
A¯320 = −
i2∑
i=1
NT∑
n=0
∫ tn+1
tn
∫
Ki
∫ 1
0
(
gR(v⊤κ)− gR(v⊥κ)
+f(v⊤κ)− f(v⊥κ)) ∂xϕ(t, x) dt dx dα.
∗ At ﬁrst, the diﬀerence A120 − A¯120 is studied :
|A120 − A¯120| ≤
−1∑
i=i0
NT∑
n=0
∫ tn+1
tn
∫
Ki
∫ 1
0
∣∣∣(HL(uni ⊤κ, uni+1⊤κ)−HL(uni ⊥κ, uni+1⊥κ))
−(gL(v⊤κ) − gL(v⊥κ) + f(v⊤κ)− f(v⊥κ))∣∣∣|∂xϕ(t, x)| dt dx dα
We can notice that ∣∣∣(HL(uni ⊤κ, uni+1⊤κ)−HL(uni ⊥κ, uni+1⊥κ))
−(gL(v⊤κ) − kLg(v⊥κ) + f(v⊤κ)− f(v⊥κ))∣∣∣
≤ ∣∣HL(uni ⊤κ, uni+1⊤κ)− (kLg + f)(uni ⊤κ)∣∣
+
∣∣(gL + f)(uni ⊤κ)− (kLg + f)(v⊤κ)∣∣
+
∣∣HL(uni ⊥κ, uni+1⊥κ)− (kLg + f)(uni ⊥κ)∣∣
+
∣∣(gL + f)(uni ⊥κ)− (kLg + f)(v⊥κ)∣∣. (3.40)
Moreover, an individually study shows
|HL(uni ⊤κ, uni+1⊤κ)−HL(uni ⊤κ, uni ⊤κ)| ≤
max
(p,q)∈C(uni ,u
n
i+1)
|kLg(p) + f(p)−HL(p, q)|,
and
|HL(uni ⊥κ, uni+1⊥κ)−HL(uni ⊥κ, uni ⊥κ)| ≤
max
(p,q)∈C(uni ,u
n
i+1)
|kLg(p) + f(p)−HL(p, q)|.
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Then, equation (3.40) becomes:
∣∣∣(HL(uni ⊤κ, uni+1⊤κ)−HL(uni ⊥κ, uni+1⊥κ))
−(gL(v⊤κ)− kLg(v⊥κ) + f(v⊤κ)− f(v⊥κ))∣∣∣
≤ 2 max
(p,q)∈C(uni ,u
n
i+1)
|kLg(p) + f(p)−HL(p, q)|
+(max{kL, kR}Lip(g) + Lip(f))
∣∣(uni ⊤κ)− (v⊤κ)∣∣
+(max{kL, kR}Lip(g) + Lip(f))
∣∣(uni ⊥κ)− (v⊥κ)∣∣
≤ 2 max
(p,q)∈C(uni ,u
n
i+1)
|kLg(p) + f(p)−HL(p, q)|
+2 (max{kL, kR}Lip(g) + Lip(f))
∣∣uni − v∣∣.
Finally
∣∣A120 − A¯120∣∣
≤ 2||∂xϕ||∞
−1∑
i=i0
NT∑
n=0
∆t hi max
(p,q)∈C(uni ,u
n
i+1)
|kLg(p) + f(p)−HL(p, q)|
+ 2||∂xϕ||∞
−1∑
i=i0
NT∑
n=0
(max{kL, kR}Lip(g) + Lip(f))
∫ tn+1
tn
∫
Ki
∫ 1
0
∣∣uni − v(t, x, α)∣∣ dt dx dα
≤ 2h||∂xϕ||∞
−1∑
i=i0
NT∑
n=0
∆t max
(p,q)∈C(uni ,u
n
i+1)
|kLg(p) + f(p)−HL(p, q)|
+ 2||∂xϕ||∞(max{kL, kR}Lip(g) + Lip(f))
−1∑
i=i0
NT∑
n=0
∫ tn+1
tn
∫
Ki
∫ 1
0
∣∣uT , k(t, x) − v(t, x, α)∣∣ dt dx dα.
As the nonlinear weak-⋆ convergence implies that uT , k converges to v in
L1loc(R+ × R× [0, 1]), and using estimate (3.11), we can conclude that
lim
h→0
|A120 − A¯120| = 0.
∗ By the same way, by replacing HL by HR and kL by kR, we obtain
lim
h→0
|A320 − A¯320| = 0
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∗ It remains to study the limit of A220 and A¯220.
|A220| ≤
NT∑
n=0
∫ tn+1
tn
∫
K0
∣∣H(un0⊤κ, un1⊤κ, kL, kR)−H(un0⊥κ, un1⊥κ, kL, kR)∣∣
|∂xϕ(t, x)| dt dx
≤ C||∂xϕ||∞
NT∑
n=0
∫ tn+1
tn
∫
K0
dt dx
≤ C||∂xϕ||∞Th0
≤ C||∂xϕ||∞Th −→ 0, as h→ 0,
and
|A¯220| ≤
NT∑
n=0
∫ tn+1
tn
∫
K0
∫ 1
0
|(k(x)Φ(v, κ) + Ψ(v, κ)) ∂xϕ(t, x)| dt dxdα
≤ C||∂xϕ||∞
NT∑
n=0
∫ tn+1
tn
∫
K0
∫ 1
0
dt dxdα
≤ C||∂xϕ||∞Th −→ 0, as h→ 0.
To conclude, equality (3.39) had been shown.
• With (3.34) and (3.39), we obtain
lim
h→0
A2 = −
∫ t
0
∫
R
(k(x)Φ(v, κ) + Ψ(v, κ)) ∂xϕ(t, x) dt dx. (3.41)
Study of term A3
Term A3 is deﬁned by
A3 =
i2∑
i=i0
NT∑
n=0
|∆hi|
∫ tn+1
tn
1
hi
∫
Ki
ϕ(t, x) dt dx. (3.42)
To ﬁnd its limit, A3 is divided it into three terms according to values of i.
1. For i ∈ {i0, . . . ,−1}, ∆hi = H(κ, κ, kL, kL)−H(κ, κ, kL, kL) = 0,
2. For i ∈ {2, . . . , i2}, ∆hi = H(κ, κ, kR, kR)−H(κ, κ, kR, kR) = 0,
3. |∆h0| = |H(κ, κ, kL, kR)−H(κ, κ, kL, kL)| = |H(κ, κ, kL, kR)− kLg(κ) + f(κ)|,
and |∆h1| = |H(κ, κ, kR, kR)−H(κ, κ, kL, kR)| = |kRg(κ)+f(κ)−H(κ, κ, kL , kR)|.
Assuming kL > kR, (it is similar if kL < kR), with hypothesis (H4)
|∆h0| = (kLg(κ) + f(κ))−H(κ, κ, kL, kR)
and |∆h1| = H(κ, κ, kL, kR)− (kRg(κ) + f(κ)).
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Moreover
|∆h0|
∫
K0
ϕ(t, x)dx + |∆h1|
∫
K1
ϕ(t, x)dx
= g(κ)
(
kL
∫ 0
x−1/2
ϕ(t, 0) dx − kR
∫ x3/2
0
ϕ(t, 0)dx
)
+(H(κ, κ, kL, kR)− f(κ))
(∫ x3/2
0
ϕ(t, 0) dx −
∫ 0
x−1/2
ϕ(t, 0) dx
)
→ g(κ)(kL − kR)ϕ(t, 0), as h tends to 0.
Finally
lim
h→0
A3 = (kL − kR)g(κ)
∫ +∞
0
ϕ(t, 0) dt
= |kL − kR|g(κ)
∫ +∞
0
ϕ(t, 0) dt. (3.43)
Final estimate
Using A1 + A2 ≤ A3 and the limits established in previous sections (see equa-
tions (3.32), (3.41) and (3.43)), the function v satisﬁes the following inequality: for
all κ ∈ [0, 1], for all ϕ ∈ C∞c (R+ × R,R+)∫ 1
0
∫ ∞
0
∫
R
|v(t, x, α) − κ| ∂tϕ(t, x) dα dt dx
+
∫ 1
0
∫ ∞
0
∫
R
(k(x)Φ(v(t, x, α), κ) + Ψ(v(t, x, α), κ)) ∂xϕ(t, x) dα dx dt
+
∫
R
|u0(x)− κ|ϕ(0, x) dx +
∫ ∞
0
|kL − kR|g(κ)ϕ(t, 0) dt ≥ 0.
So the function v ∈ L∞(R+ × R× [0, 1]) is a weak entropy process solution to prob-
lem (3.1).
3.4 Convergence of the scheme
Theorem 3.5. Let u0 ∈ L∞(R) with 0 ≤ u0 ≤ 1 a.e. in R. Let u ∈ L∞(R+ × R)
the unique entropy solution to problem (3.1). Let ξ ∈ (0, 1) and α ∈ (0, 1) be given.
Let T be an admissible mesh in the sense of Definition 3.2 such that αh ≤ hi for all
i ∈ Z. Let ∆t > 0 satisfying the CFL condition (3.10).
Let uT ,∆t be the finite volume approximated solution defined by (3.7). Then uT ,∆t →
u in Lploc(R+ × R) for all 1 ≤ p <∞ (and in L∞(R+ × R) for the weak-⋆ topology),
as h = size(T )→ 0.
To establish this result, a theorem of comparison between two entropy process solu-
tions is used. This comparison is obtained in a previous work [BV05] :
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Theorem 3.6 (Comparison). Under hypotheses (H1), (H2), (H3), let u and v ∈
L∞(Q× (0, 1)) be entropy process solutions of problem (3.1), associated to the initial
conditions u0 ∈ L∞(R; [0, 1]) (resp. v0 ∈ L∞(R; [0, 1])). Then, with R,T > 0∫ 1
0
∫ 1
0
∫ T
0
∫ R
−R
(u(t, x, λ) − v(t, x, ζ))+dxdtdλdζ ≤ T
∫ R+CT
−R−CT
(u0(x)− v0(x))+dx,
(3.44)
where C := max{kR, kL}Lip(g) + Lip(f).
Corollary 3.1. If u and v ∈ L∞(Q× (0, 1)) are entropy process solutions of problem
(3.1), then u(t, x, λ) = v(t, x, ζ) for a.e. (t, x, λ, ζ) ∈ Q× (0, 1) × (0, 1). So u = v is
a classical entropy solution.
Proof of Theorem 3.5:
Let (Tm)m∈N a sequence of admissible mesh and (∆tm)m∈N a sequence of real positive
values such that for all m, ∆tm satisﬁes the CFL condition (3.10). We assume that
size(Tm) = hm → 0.
Using Theorem 3.4 ans Corollary 3.1, a subsequence of (uTm,∆tm)m∈N converges to-
wards an entropy process solution. Using Theorem 3.6, the entropy process solution
is unique and is the entropy solution to problem (3.1). Then the subsequence con-
verges towards the unique entropy solution to problem (3.1). Finally, as the sequence
has a unique value of adherence, the whole sequence (uTm,∆tm)m∈N converges towards
the entropy solution to problem (3.1) for the weak-⋆ non linear topology.
Then ∫ ∞
0
∫
R
h(uTm,∆tm(t, x))ψ(t, x) dx dt →
∫ ∞
0
∫
R
h(u(t, x))ψ(t, x) dx dt
∀ψ ∈ L1(R+ × R), ∀h ∈ C(R,R). (3.45)
Setting h(s) = s2 in (3.45) and then h(s) = s and ψu instead of ψ in (3.45) one
obtains: ∫ ∞
0
∫
R
(
uTm,∆tm(t, x)− u(t, x)
)2
ψ(t, x) dx dt → 0, as m→∞,
for any function ψ ∈ L1(R+ × R). From equation (3.45), and thanks to the L∞
boundedness of (uTm,∆tm)m∈N, the sequence (uTm,∆t)m∈N converges to u in L
p
loc(R+×
R) for all p ∈ [1,∞[.
3.5 Numerical methods
All the methods presented in this section are Finite Volume methods (see [EGH00])
for the hyperbolic equation (3.1) (with f is equal to zero, to simplify because the
discontinuity of the ﬂux doesn’t concern the ﬂux f), as scheme (3.5) presented in
section 3.2.
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For the sake of the simplicity, the presentation is restricted to uniform meshes (all
methods may be naturally extended to non-uniform meshes). Let h be the space step,
with h = xi+1/2 − xi−1/2, i ∈ Z, and let ∆t be the time step, with ∆t = tn+1 − tn,
n ∈ N. Besides, let uni denote the approximation of 1∆x
∫ xi+1/2
xi−1/2
u(tn, x) dx.
Integrating equation (3.1) over the cell ]xi−1/2, xi+1/2[×[tn, tn+1[ yields:
un+1i = u
n
i −
∆t
h
(
ϕni+1/2 − ϕni−1/2
)
where ϕni+1/2 is the numerical ﬂux through the interface {xi+1/2} × [tn, tn+1[. We
recall that the function k is approximated by a piecewise constant function. The
numerical ﬂux ϕni+1/2 depends on ki, ki+1, u
n
i , u
n+1
i .
Moreover, the CFL condition imposed in Theorem of convergence 3.4 is satisﬁed.
Notice that all the methods presented here rely on conservative schemes, since the
problem is conservative. Finally, all the presented schemes are three-points schemes.
3.5.1 The Godunov scheme
The Godunov scheme [God59] is based on the resolution of the Riemann problem at
each interface of the mesh. In fact we remark that problem (3.1), assuming f = 0,
can be considered as the following resonant problem:
∂tu+ ∂x
(
k(x)g(u)
)
= 0, ∂t = 0. (3.46)
The Godunov Method applied to this resonant system had been studied by Lin,
Temple and Wang ([LTW95a], [LTW95b]). A speciﬁc Godunov scheme associated to
problem (3.1) had been studied by Towers using a discretization of k staggered with
respect to u ([Tow00], [Tow01] ). Here, we consider the Godunov Method applied to
the following 2× 2 system:
∂tu+ ∂x
(
k(x)g(u)
)
= 0,
∂tk = 0, t > t
n, x ∈ R,
u(0, x) =
{
uni if x < xi+1/2
uni+1 if x > xi+1/2
, k(x) =
{
ki if x < xi+1/2
ki+1 if x > xi+1/2
.
Let uni+1/2
(
(x − xi+1/2)/(t − tn); ki, ki+1, uni , uni+1
)
be the exact solution to the Rie-
mann problem (see section 3.8 for an explicit presentation of the solution). Since
the function k is discontinuous through the interface {xi+1/2} × [tn, tn+1[, the so-
lution uni+1/2 is discontinuous through this interface too. However, the problem is
conservative, so the ﬂux function is continuous through this interface, and writes:
ϕni+1/2 = kig(u
n
i+1/2(0
−; ki, ki+1, u
n
i , u
n
i+1))
= ki+1g(u
n
i+1/2(0
+; ki, ki+1, u
n
i , u
n
i+1)). (3.47)
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Remark 3.3. To evaluate the numerical flux ϕni+1/2, we don’t have to calculate the
exact solution uni+1/2 but only this value at x = 0
− or at x = 0+. As we remark in
the section 3.8, it is simpler.
Remark 3.4. In the examples presented in section 3.6 and 3.7, we can show that
the Godunov scheme is monotone.
3.5.2 The VFRoe-ncv scheme
If we don’t want to solve the Riemann problem at each step of the scheme, an
alternative scheme is presented. This scheme is an approximate Godunov scheme,
based on the exact solution to a linearized Riemann problem. A VFRoe-ncv scheme
is deﬁned by a change of variables (see [BGH00] and [GHS02]). The new variable is
denoted by θ(k, u). For problem (3.1), we take θ(k, u) = kg(u) for the new variable.
If v is deﬁned by v(t, x) = θ(k(x), u(t, x)), the VFRoe-ncv scheme is based on the
exact resolution of the following linearized Riemann problem:
∂tv +
(
kˆ g′(uˆ)
)
∂xv = 0, t > t
n, x ∈ R,
v(0, x) =
{
θ(ki, u
n
i ) if x < xi+1/2
θ(ki+1, u
n
i+1) if x > xi+1/2
,
(3.48)
where kˆ = (ki + ki+1)/2 and uˆ = (u
n
i + u
n
i+1)/2. As the Godunov scheme, the ﬂux
(which is represented by v) is continuous through the interface {xi+1/2}× [tn× tn+1[
(this property is obtained by the good choice of θ). If vni+1/2
(
(x − xi+1/2)/(t −
tn); ki, ki+1, u
n
i , u
n
i+1
)
is the exact solution to Riemann problem (3.48), as the function
k is positive, the numerical ﬂux of the VFRoe-ncv scheme is:
ϕni+1/2 = v
n
i+1/2(0; ki, ki+1, u
n
i , u
n
i+1)
=
{
θ(κi, u
n
i ) if g
′(uˆ) > 0
θ(ki+1, u
n
i+1) if g
′(uˆ) < 0,
(3.49)
We can remark that the VFRoe-ncv scheme is reduced to the well-known upwind
scheme for problem (3.48).
Finally, as function g is not genuinely nonlinear, the function g′ can be equal to zero
on an interval included in [0, 1]. Then, if g′(uˆ) = 0, problem (3.48) is not ill-posed,
we take for the numerical ﬂux
ϕni+1/2 = (kig(u
n
i ) + ki+1g(u
n
i+1))/2. (3.50)
3.5.3 The God/VFRoe-ncv scheme
We will remark in section 3.8, that the resolution of the Riemann problem at the
interface {x1/2} × [tn, tn+1[ where k is discontinuous, is long and diﬃcult, then we
introduce the God/VFRoe scheme.
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For i < 0 and i > 0, the numerical ﬂux is the Godunov ﬂux (deﬁned in subsection 3.5.1
with (3.47)):
ϕni+1/2 = kig(u
n
i+1/2(0
−; ki, ki+1, u
n
i , u
n
i+1)
= ki+1g(u
n
i+1/2(0
+; ki, ki+1, u
n
i , u
n
i+1), (3.51)
and for i = 0, the numerical ﬂux is the VFRoe-ncv ﬂux (deﬁned in subsection 3.5.2
with (3.49) and (3.50)):
ϕni+1/2 = v
n
i+1/2(0; ki, ki+1, u
n
i , u
n
i+1) if g
′(uˆ) 6= 0,
ϕni+1/2 = (kig(u
n
i ) + ki+1g(u
n
i+1))/2 if g
′(uˆ) = 0. (3.52)
3.6 Numerical results for nor convex neither concave
flux function
In this section, numerical results with g nor concave neither convex are presented.
The graph of g is the following :
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Figure 3.1: Graph of g and kLg, kRg
For numerical tests, g is given by g(u) = −23.57u4 + 48.33u3 − 32.45u2 + 7.69x.
In the two following tests, the Riemann problem is numerically solved. The length
of the domain is 10m. The mesh is composed of 100 cells and the CFL condition is
set to 0.05. The variable u is plotted, in order to appreciate the behaviour of the
Godunov scheme through the interface {x/t = 0}.
The initial conditions of the ﬁrst Riemann problem are kL = 1.5, kR = 1, uL = 0.53
and uR = 0.4. The results of Fig. 3.2 are plotted at t = 4s. The analytic solution to
this Riemann problem is given in section 3.8. The numerical approximations provided
by the three schemes are similar. We can observe that the three schemes present only
one point in the shock between uL and u(t = 4s, 0
−), moreover this point is in the
interval given by [uL, u(t = 4s, 0
−)].
The initial conditions of the second Riemann problem are kL = 1.5, kR = 1, uL = 0.53
and uR = 0.9. The results of Fig. 3.3 are plotted at t = 1s. The analytic solution to
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Figure 3.2: kL = 1.5, kR = 1, uL = 0.538, uR = 0.4, 100 cells.
this Riemann problem is given in section 3.8. The numerical approximation provided
by the three schemes are similar and we observe the same behaviour than for the ﬁrst
Riemann problem presented.
3.7 Numerical results for a piecewise linear flux function
In this section, the function g is deﬁned as follows:
g(u) =

4u if 0 ≤ u ≤ 1/4,
1 if 1/4 ≤ u ≤ 3/4,
−4u− 4 if 3/4 ≤ u ≤ 1,
(3.53)
We have already remark that problem (3.1) can be considered as the following reso-
nant system:
∂tu+ ∂x
(
k(x)g(u)
)
= 0, ∂tk = 0. (3.54)
We notice that the system is resonant for u ∈ [1/4, 3/4]. We will show that the
numerical methods are stable in spite of the resonance of the problem.
In the following test, the Riemann problem is numerically solved. The length of the
domain is 10m. The mesh is composed of 100 cells and the CFL condition is set to
0.12. The variable u is presented in order to appreciate the behaviour of the Godunov
and the VFRoe-ncv scheme through the interface x/t = 0.
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Figure 3.3: kL = 1.5, kR = 1, uL = 0.53, uR = 0.9, 100 cells.
The initial conditions of the two Riemann problems are kL = 1.5, kR = 1, uL = 3/8
and uR = 5/8. We remark that uL, uR ∈ [1/4, 3/4]. The results of Fig. 3.4 are plotted
at t = 2s. The analytic solution to this Riemann problem is given in section 3.8. The
numerical approximations provided by the Godunov scheme and the VFRoe scheme
are similar. We may notice that the VFRoe-scheme introduce an error in the shock
between uL and u(t = 2, x = 0
−). This error is due to the fact that g′(uL) = 0 and
g′(u(t = 2, x = 0−)) 6= 0 and isn’t due to the discontinuity of function k. Moreover,
the behaviour of the scheme God/VFRoe, described in section 3.5.3, is similar that
the behaviour of the Godunov scheme. This error is corrected. Then, even if g is
constant on an interval included in [0, 1], the behaviour of the schemes are similar as
our attends.
We study now the ability of the schemes to converge towards the entropy solution.
On the one hand, with Theorem 3.4 and as the Godunov scheme is monotone and
satisﬁes hypothesis (H7), we know that the approximated solution given by this
scheme converges to the entropy solution. But we don’t know the order of this
scheme. On the other hand, we don’t know if the two others schemes are monotone,
then Theorem 3.4 can’t be use.
The computation of this test are based on the Riemann problem exposed just above.
Some measurements of the numerical error provide that the methods tends to zero as
∆x tends to zero. The L1 discrete norm deﬁned as follows: ∆x
∑
i=1..N |uni −uex(xi)|
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Figure 3.4: kL = 1.5, kR = 1, uL = 3/8, uR = 5/8, 50 cells
is used. But, numerical tests provided by all schemes presented are same behaviour.
Several meshes are considering: involving 50, 100, 500, 1000. The axes of Fig. 3.5 have
a logarithmic-scale. We observe a ﬁrst order convergence for all schemes presented.
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Figure 3.5: Error estimate in norm L1
Remark 3.5. We can observe the same results for g presented in section 3.6.
3.8 The Riemann problem
In this section, the exact solution to the Riemann problem is presented :
∂tu+ ∂x
(
k(x)g(u)
)
= 0, x ∈ R, t ∈ R+
u(t = 0, x) =
{
uL if x < 0
uR if x < 0
, k(x) =
{
uL if x < 0
uR if x < 0
,
where kL, kR ∈ R∗+ and uL, uR ∈ [0, 1]. We note that a general approach of this
Riemann problem is given in [Die95].
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3.8.1 Local entropy condition of the entropy solution
In order to know if a function u is the unique entropy solution of Riemann prob-
lem (3.55), we have to verify that the function u satisﬁes entropy inequalities (3.3).
These conditions are diﬃcult to satisfy. We can establish equivalent local conditions.
In the following, we assume that if u ∈ L∞(R+ × R) is an entropy solution, then
u admits some traces along the line {x = 0} (see [SV03, Bac04]). Let us deﬁne
u− = u(t, x = 0−) and u+ = u(t, x = 0+). We can remark that u− and u+ are
constant. Moreover, in the proof of uniqueness (see [SV03, Bac04]) some properties
satisﬁed by the function u are established :
1. ∀κ ∈ [0, 1], Iu(κ) ≥ 0 with
Iu(κ) = kLΦ(u
−, κ)− kRΦ(u+, κ) + |kL − kR|g(κ),
2. The Rankine-Hugoniot relation
kLg(u
−) = kRg(u
+). (3.55)
If a function u ∈ L∞(R+ × R; [0, 1]) satisﬁes these two conditions and if u is a weak
solution to problem (3.1) (with f equal to zero):∫
R+
∫
R
u(t, x)∂tϕ(t, x) + k(x)g(u(t, x))∂xϕ(t, x) dt dx +
∫
R
u0(x)ϕ(0, x) dx = 0,
then the function u is the unique entropy solution to this problem. Now, we use these
two conditions to solve the Riemann problem (3.55). To describe the solution, we
assume for instance kL > kR.
Let uL, uR ∈ [0, 1]. Let u ∈ L∞(R+×R; [0, 1]) be the entropy solution to the Riemann
problem (3.55). Then u satisﬁes:
For t ≥ 0, x < 0:
- u is the unique entropy solution to:
∂tu+ ∂x
(
kLg(u)
)
= 0 t ∈ R+, x ∈ R∗−,
u(t = 0, x) = uL x ∈ R∗−
u(t, x = 0−) = u− t ∈ R+
(3.56)
- If u contains a rarefaction wave, g′(u(t, x)) must be negative for t ∈ R+, x ∈ R∗−.
- If u contains a shock wave, the speed of the shock must be negative.
For t ≥ 0, x > 0:
- u is the unique entropy solution to:
∂tu+ ∂x
(
kRg(u)
)
= 0 t ∈ R+, x ∈ R∗+,
u(t = 0, x) = uR x ∈ R∗+
u(t, x = 0+) = u+ t ∈ R+
(3.57)
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- If u contains a rarefaction wave, g′(u(t, x)) must be positive for t ∈ R+, x ∈ R∗+.
- If u contains a shock wave, the speed of the shock must be positive.
For t ≥ 0, x = 0:
- kLg(u
−) = kRg(u
+),
- if u− ≤ u+, we only need to verify: ∀κ ∈ [u−, u+]
Iu(κ) = −kLg(u−) + kLg(κ) − kRg(u+) + kRg(κ) + kLg(κ) − kRg(κ)
= 2kL(g(κ) − g(u−)) ≥ 0,
using the Rankine-Hugoniot relation (3.55).
- if u− > u+, we only need to verify: ∀κ ∈ [u+, u−]
Iu(κ) = kLg(u
−)− kLg(κ) + kRg(u+)− kRg(κ) + kLg(κ) − kRg(κ)
= 2kR(g(u
+)− g(κ)) ≥ 0,
using the Rankine-Hugoniot relation (3.55).
3.8.2 Solution to the Riemann problem with g nor concave neither
convex
In this section, the entropy solution to Riemann problem (3.55) is described, with g
nor concave neither convex. The function g admits two local maximums in α and in
γ and one local minimum in β with α ≤ β ≤ γ such that g(α) > g(γ) > g(β). A
graph of g is represented in Fig. 3.1.
When the function k is equal to k0, the construction of the solution to the Riemann
problem is necessary. Let ul and ur two diﬀerent states in [0, 1]. We link ul and ur
by a shock wave and/or a rarefaction wave. We don’t describe all possible situation,
but we refer to [Ser96] for more details.
Then, the construction of the solution to Riemann problem (3.55) is reduced to the
determination of u− and u+. We only focus on the case kLg(β) > kRg(α) (for
others case, the solution may be constructed by the same way). In fact, with this
assumption, the couple of root of kLg(u
−) = kRg(u
+) are reduced to two possibilities
in several cases:
• if uL ≤ α:
– if uR ≤ α and kLg(uL) ≤ kRg(α):
∗ u− = uL,
∗ u+ is the smallest root of kRg(u+) = kLg(uL) and u+ and uR are
linked by a shock wave if kLg(uL) > kRg(uR) or by a rarefaction wave
if kLg(uL) < kRg(uR).
– if uR ≤ α and kLg(uL) > kRg(α):
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∗ u− is the greatest root of kLg(u−) = kRg(α) and uL and u− are linked
by a shock wave,
∗ u+ = α and u+ and uR are linked by a rarefaction wave.
– if α < uR ≤ β and kLg(uL) < kRg(uR):
∗ u− = uL,
∗ u+ is the smallest root of kRg(u+) = kLg(uL) and u+ and uR are
linked by a shock wave.
– if α < uR ≤ β, kLg(uL) > kRg(uR) and g(uR) < g(γ)
and kLg(uL) > kRg(γ):
∗ u− is the greatest root of kLg(u−) = kRg(γ) and u− and uL are linked
by a shock wave,
∗ u+ = γ and u+ and uR are linked by a shock wave.
– if α < uR ≤ β, kLg(uL) > kRg(uR) and g(uR) < g(γ)
and kLg(uL) ≤ kRg(γ):
∗ u− = uL is the greatest root of kLg(u−) = kRg(γ) and u− and uL are
linked by a shock wave,
∗ u+ is the root of kLg(uL) = kRg(u+) included in [α, β] and u+ and
uR are linked by a shock wave.
– if α < uR ≤ β, kLg(uL) > kRg(uR) and g(uR) ≥ g(γ):
∗ u− is the greatest root of kLg(u−) = kRg(uR) and u− and uL are
linked by a shock wave,
∗ u+ = uR.
– if β < uR ≤ γ and kLg(uL) < kRg(β):
∗ u− = uL,
∗ u+ is the smallest root of kRg(u+) = kLg(uL) and u+ and uR are
linked by a shock wave, then a rarefaction wave.
– if β < uR ≤ γ and kLg(uL) = kRg(β):
∗ u− = uL,
∗ u+ = β and u+ and uR are linked by a rarefaction wave.
– if β < uR ≤ γ and kLg(uL) > kRg(β) and kLg(uL) < kRg(uR):
∗ u− = uL,
∗ u+ is the root of kLg(uL) = kRg(u+) in the interval [α, β], and u+
and uR are linked by a shock wave.
– if β < uR ≤ γ and kLg(uL) > kRg(β) and kLg(uL) = kRg(uR):
∗ u− = uL,
∗ u+ = uR.
– if β < uR ≤ γ and kLg(uL) > kRg(β) and kLg(uL) > kRg(uR)
and kLg(uL) ≤ kRg(γ):
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∗ u− = uL
∗ u+ is the root of kLg(uL) = kRg(u+) in [β, γ], and u+ and uR are
linked by a rarefaction wave.
– if β < uR ≤ γ and kLg(uL) > kRg(β) and kLg(uL) > kRg(uR)
and kLg(uL) > kRg(γ):
∗ u− is the greatest root of kLg(u−) = kRg(γ), and uL et u− are linked
by a shock wave.
∗ u+ = γ, and u+ and uR are linked by a rarefaction wave.
– uR > γ and kLg(uL) ≤ kRg(β) and kLg(uL) ≤ g(uR):
∗ u− = uL,
∗ u+ is the smallest root of kLg(uL) = kRg(u+) and u+ and uR are
linked by a shock.
– uR > γ and kLg(uL) ≤ kRg(β) and kLg(uL) > g(uR):
∗ u− is the greatest root of kLg(u−) = kRg(uR), and u− and uL are
linked by a shock.
∗ u+ = uR.
– uR > γ and kLg(uL) > kRg(β) and kLg(uL) ≤ kRg(uR):
∗ u− = uL is the greatest root of kRg(uR) = kLg(u−) and uL and u−
are linked by a shock,
∗ u+ is the root of kLg(uL) = kRg(u+) included in [β, γ], and u+ and
uR are linked by a shock wave.
– uR > γ and kLg(uL) > kRg(β) and kLg(uL) > kRg(uR):
∗ u− is the greatest root of kRg(uR) = kLg(u−) and uL and u− are
linked by a shock wave,
∗ u+ = uR.
• if α < uL ≤ γ:
– if uR ≤ α:
∗ u− is the greatest root of kLg(u−) = kRg(α), and uL and u− are linked
by a rarefaction wave and then a shock wave,
∗ u+ = α and u+ and uR are linked by a rarefaction wave.
– if α < uR ≤ β and kRg(uR) ≥ kRg(γ):
∗ u− is the greatest root of kLg(u−) = kRg(uR), and uL and u− are
linked by a rarefaction wave and then a shock wave,
∗ u+ = uR.
– if α < uR ≤ β and kRg(uR) < kRg(γ):
∗ u− is the greatest root of kLg(u−) = kRg(γ), and uL and u− are linked
by a rarefaction wave and then a shock wave,
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∗ u+ = γ, and u+ and uR are linked by a shock wave.
– if β < uR ≤ γ:
∗ u− is the greatest root of kLg(u−) = kRg(γ), and uL and u− are linked
by a rarefaction wave and then a shock wave,
∗ u+ = γ, and u+ and uR are linked by a shock wave.
– if γ < uR:
∗ u− is the greatest root of kLg(u−) = kRg(γ), and uL and u− are linked
by a shock wave,
∗ u+ = uR.
• if γ < uL:
– if uR ≤ α:
∗ u− is the greatest root of kLg(u−) = kRg(α), and uL and u− are
linked by a shock wave if kLg(uL) < kRg(uR) or by a rarefaction wave
if kLg(uL) > kRg(uR),
∗ u+ = α and u+ and uR are linked by a rarefaction wave.
– if α < uR ≤ β and kRg(uR) ≥ kRg(γ):
∗ u− is the greatest root of kLg(u−) = kRg(uR), and uL and u− are
linked by a shock wave if kLg(uL) < kRg(uR) or by a rarefaction wave
if kLg(uL) > kRg(uR),
∗ u+ = uR.
– if α < uR ≤ β and kRg(uR) < kRg(γ):
∗ u− is the greatest root of kLg(u−) = kRg(γ), and uL and u− are
linked by a shock wave if kLg(uL) < kRg(γ) or by a rarefaction wave
if kLg(uL) > kRg(γ),
∗ u+ = γ, and u+ and uR are linked by a shock wave.
– if β < uR ≤ γ:
∗ u− is the greatest root of kLg(u−) = kRg(γ), and uL and u− are
linked by a shock wave if kLg(uL) < kRg(γ) or by a rarefaction wave
if kLg(uL) > kRg(γ),
∗ u+ = γ, and u+ and uR are linked by a shock wave.
– if uR > γ:
∗ u− is the greatest root of kLg(u−) = kRg(uR), and uL and u− are
linked by a shock wave if kLg(uL) < kRg(uR) or by a rarefaction wave
if kLg(uL) > kRg(uR),
∗ u+ = uR.
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3.8.3 Explicit form of the solution to the Riemann problem with g
piecewise linear
In this section, we describe the entropy solution of Riemann problem (3.55), with g
deﬁned as in section 3.7 (see Eq. (3.53)).
We ﬁrst present the construction when the function k is constant equal to k0. Let ul
and ur be two diﬀerent states in [0, 1]. We link ul and ur by a shock wave in all case
because g is piecewise linear:
u(t, x) =

ul if x/t < k0
g(ul)− g(ur)
ul − ur
ur if x/t > k0
g(ul)− g(ur)
ul − ur
(3.58)
The construction of the solution to the Riemann problem is reduced to the determi-
nation of u− and u+. We only focus on the case kL > kR (if kL < kR, the solution
may be constructed by the same way).
• if uL < 1/4
– if uR ≤ 1/4 and kLg(uL) ≤ kRg(1/4):
∗ u− = uL
∗ u+ is the smallest root of kLg(uL) = kRg(u+), and u+ and uR are
linked by a shock wave (deﬁned by (3.58) with ul = u
+, ur = uR and
k0 = kR).
– if uR < 1/4 and kLg(uL) > kRg(1/4):
∗ u− is the greatest root of kLg(u−) = kRg(3/4) and u− and uL are
linked by a shock wave (deﬁned by (3.58) with ul = uL, u
− = ur and
k0 = kL),
∗ u+ = 1/4 and u+ and uR are linked by a shock wave (deﬁned by (3.58)
with ul = u
+, ur = uR and k0 = kR).
– if uR = 1/4 and kLg(uL) > kRg(1/4):
∗ u− is the greatest root of kLg(u−) = kRg(3/4) and u− and uL are
linked by a shock wave (deﬁned by (3.58) with ul = uL, u
− = ur and
k0 = kL),
∗ u+ = uR.
– 1/4 < uR ≤ 3/4 and kLg(uL) < kRg(1/4):
∗ u− = uL,
∗ u+ is the smallest root of kLg(uL) = kRg(u+) and u+ and uR are
linked by a shock wave (deﬁned by (3.58) with ul = u
+, ur = uR and
k0 = kR).
– 1/4 < uR ≤ 3/4 and kLg(uL) = kRg(1/4):
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∗ u− = uL,
∗ u+ = uR.
– 1/4 < uR ≤ 3/4 and kLg(uL) > kRg(1/4):
∗ u− is the greatest root of kLg(u−) = kRg(3/4) and u− and uL are
linked by a shock wave (deﬁned by (3.58) with ul = uL, u
− = ur and
k0 = kL),
∗ u+ = uR .
– uR > 3/4 and kLg(uL) < kRg(uR):
∗ u− = uL,
∗ u+ is the smallest root of kLg(uL) = kRg(u+) and u+ and uR are
linked by a shock wave (deﬁned by (3.58) with ul = u
+, ur = uR and
k0 = kR).
– uR > 3/4 and kLg(uL) = kRg(uR):
∗ u− = uL,
∗ u+ = uR.
– uR > 3/4 and kLg(uL) > kRg(uR):
∗ u− is the greatest root of kLg(u−) = kRg(uR) and u− and uL are
linked by a shock wave (deﬁned by (3.58) with ul = uL, u
− = ur and
k0 = kL),
∗ u+ = uR.
• 1/4 ≤ uL ≤ 3/4:
– uR < 1/4:
∗ u− is the greatest root of kLg(u−) = kRg(1/4) and u− and uL are
linked by a shock wave (deﬁned by (3.58) with ul = uL, u
− = ur and
k0 = kL),
∗ u+ = 1/4 and u+ and uR are linked by shock wave.
– 1/4 ≤ uR:
∗ u− is the greatest root of kLg(u−) = kRg(uR) and u− and uL are
linked by a shock wave (deﬁned by (3.58) with ul = uL, u
− = ur and
k0 = kL),
∗ u+ = uR.
• uL > 3/4:
– uR < 1/4 and kLg(uL) > kRg(uR):
∗ u− is the greatest root of kLg(u−) = kRg(1/4) and u− and uL are
linked by a shock wave (deﬁned by (3.58) with ul = uL, u
− = ur and
k0 = kL),
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∗ u+ = 1/4, and u+ and uR are linked by a shock wave.
– uR < 1/4 and kLg(uL) ≤ kRg(uR):
∗ u− is the smallest root of kLg(u−) = kRg(uR) and u− and uL are
linked by a shock wave (deﬁned by (3.58) with ul = uL, u
− = ur and
k0 = kL),
∗ u+ = 1/4, u+ and uR are linked by a shock wave.
– uR < 1/4 and kLg(uL) < kRg(uR):
∗ u− is the smallest root of kLg(u−) = kRg(uR) and u− and uL are
linked by a shock wave (deﬁned by (3.58) with ul = uL, u
− = ur and
k0 = kL),
∗ u+ = uR.
– 1/4 ≤ uR:
∗ u− is the greatest root of kLg(u−) = kRg(uR) and u− and uL are
linked by a shock wave (deﬁned by (3.58) with ul = uL, u
− = ur and
k0 = kL),
∗ u+ = uR.
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Chapter 4
Analyse d’une loi de
conservation a` flux discontinu de
la forme g(x, u) : Unicite´ de la
solution entropique
Abstract : In this paper, one studies a hyperbolic scalar equation in one
space dimension with a ﬂux function which is discontinuous with respect
to the space variable. In the ﬁrst part, one presents a convenient deﬁnition
of weak entropy solution which ensures a uniqueness result. In the second
part of this paper, one proves the convergence of some numerical results,
whose a by product is the existence of a weak entropy solution.
4.1 Introduction
The Cauchy problem writes :{
∂tu+ ∂x
(
g(x, u) + f(u)
)
= 0, (t, x) ∈ R+ × R,
u(0, x) = u0(x) ,
(4.1)
with initial value u0 ∈ L∞(R; [0, 1]). The functions f and g are supposed to satisfy
the following hypotheses :
(H1) g is the discontinuous function deﬁned by
g(x, u) =
{
gL(u) if x < 0
gR(u) if x > 0
with gL 6= gR,
gL, gR ∈ Lip([0, 1]) and gL(0) = gR(0) = gL(1) = gR(1) = 0,
(H2) f ∈ Lip([0, 1]).
One introduces the time - space domain Q := (0,+∞)×R and the line of discontinuity
of the function g in the time - space domain, Σ := (0,+∞) × {0}.
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Conservation laws with discontinuous ﬂux function appear in the modeling of a two
phase ﬂow in porous media. The particular shape of function g comes from the model
described in [GMT96] and [Bac04] in the particular case g(x, u) = k(x)g¯(u) with k a
discontinuous function with respect to x. In this paper, the model takes into account
relative permeabilities of two phases which depend with respect to x, what explains
that g depends with respect to x and u a more global way. One just remarks that
these hypotheses are natural with this model. One does not assume hypothesis of
convexity or genuine non-linearity on g.
To study conservation law, a ﬁnite volume scheme is well adapted : one has been
interested in this scheme for problem (4.1). One wants to know if there is convergence
of the scheme and uniqueness of the “well” solution, under natural hypotheses. The
notion of entropy solution is introduced for problem (4.1) with Deﬁnition 4.1.
The aim of this paper, in part I, is to show the uniqueness of the entropy solution
with function g which isn’t genuinely non linear with respect to u. This last point
is a new point compared with preceding works on the subject (see in particular
[AV02, Bac04, KR95, KRT03, SV03]). However, in [BV05], a new point of view for
this type of problem is brought with g(x, u) = k(x)g¯(u) where k satisﬁes k(x) = kL for
x < 0 and k(x) = kR for x > 0 with kL 6= kR. In this last work, one obtains existence
and uniqueness of entropy solution without hypothesis of convexity nor genuine non
linearity on g¯. In this paper, the proof of the uniqueness is adapted and generalized
to problem (4.1). Considering that g¯ is not genuinely non linear brings as a main
diﬃculty : the traces of entropy solution along the line of discontinuity of function k
can not be considered. This implies that one can not consider problem (4.1) as two
problems on both sides of the line {x = 0}. In particular, if g is assumed genuinely
non linear, the technic of doubling variables of Kruzhkov for conservation law can be
adapted to prove the uniqueness of entropy solution of problem (4.1). In fact, two
entropy solutions are compared outside a neighborhood of {x = 0} and by using the
existence of traces of entropy solution, one obtains a comparison on R by passing to
the limit on the support of the test function (see [Bac04, KRT03, SV03]). In this
work (and in [BV05]), because g is not assumed genuinely non linear, this technic of
doubling variables fails.
The main result of this paper is the following comparison between two entropy solu-
tions :
Theorem 4.1. Assume hypotheses (H1), (H2). Let u (resp. v ∈ L∞(Q)) be entropy
solution of problem (4.1), associated to the initial conditions u0 ∈ L∞(R; [0, 1]) (resp.
v0 ∈ L∞(R; [0, 1])). Then, given R,T > 0, one has∫ T
0
∫ R
−R
(u(t, x) − v(t, x))±dxdt ≤ T
∫ R+CT
−R−CT
(u0(x)− v0(x))±dx, (4.2)
where C := max{Lip(gL, )Lip(gR)}+ Lip(f).
However, Theorem 4.1 is not directly established. In fact, in part II of this paper, the
existence of entropy solution is not obtained by the convergence of the ﬁnite volume
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scheme. The study of the scheme just permits to obtain the existence of entropy
process solution. This notion is “weaker” than the entropy solution. This notion
of entropy process solution is justiﬁed and introduced in section 4.2, and a theorem
of comparison between two entropy process solutions is obtained (see Theorem 4.3).
And ﬁnally, Theorem 4.1 is an easy consequence of Theorem 4.3 (see remark 4.2).
To establish this comparison between two entropy process solution, one uses some
tools which are introduced in [BV05]. As the technic of doubling variables to prove
the uniqueness of entropy solution of problem (4.1) and other attempts for g(x, u) =
k(x)g¯(u) in [BV05] have failed, one introduces the notion of kinetic process solution
of problem (4.1). This notion is equivalent to the notion of entropy process solution
(see section 4.3). Kinetic solution, for conservation laws with g Lipschitz continuous,
has been introduced by Lions, Perthame, Tadmor [LPT94] and a proof of uniqueness
of entropy solution has been established by Perthame in [Per98]. For conservation
laws with discontinuous ﬂux function, this notion has been introduced in [BV05] to
establish the uniqueness of entropy solution to problem (4.1) with g(x, u) = k(x)g¯(u),
and one adapts this notion to the new generalized problem (4.1).
4.2 Notion of solution
4.2.1 Entropy solution
Once problem (4.1) written and justiﬁed, the deﬁnition of entropy solution is intro-
duced. In [BV05, Tow00] the non-negativity of the functions k and g implies that the
term (kL − kR)±
∫ +∞
0 g(κ)ϕ(t, 0) dt is non negative. For problem (4.1), the notion of
entropy solution is deﬁned as follows :
Definition 4.1. Let u0 ∈ L∞(R) with 0 ≤ u0 ≤ 1 a.e. on R. A function u ∈
L∞(Q; [0, 1]) is said to be an entropy solution of problem (4.1) if it satisfies the
following entropy inequalities : for all κ ∈ [0, 1], for all non-negative function ϕ ∈
C∞c (R+ × R), ∫ ∞
0
∫
R
(u(t, x) − κ)± ∂tϕ(t, x) dt dx
+
∫ ∞
0
∫
R
(Φ±(x, u(t, x), κ) + Ψ±(u(t, x), κ)) ∂xϕ(t, x) dx dt
+
∫
R
(u0(x)− κ)± ϕ(0, x) dx
+
∫ ∞
0
(gL(κ) − gR(κ))± ϕ(t, 0) dt ≥ 0, (4.3)
where respectively Φ± and Ψ± denote the entropy flux associated with the Kruzhkov
entropy,
Φ±(x, u, κ) = sgn±(u− κ)(g(x, u) − g(x, κ)),
Ψ±(u, κ) = sgn±(u− κ)(f(u)− f(κ)).
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One just makes the reader notice that : An entropy solution of (4.1) is a weak
solution of (4.1), i.e. : for all non-negative ϕ ∈ C∞c (R+ × R)∫ +∞
0
∫
R
u(t, x)∂tϕ(t, x) + (g(x, u(t, x)) + f(u(t, x)))∂xϕ(t, x) dt dx
+
∫
R
u0(x)ϕ(0, x) dx = 0.
This equality is a consequence of the two inequalities obtained, ﬁrst by developing the
entropy inequality written with κ = 0, second by developing the entropy inequality
written with κ = 1 on the basis of the bound 0 ≤ u ≤ 1 a.e. Similarly, if a function
u ∈ L∞(Q) satisﬁes 0 ≤ u ≤ 1 a.e. on the one hand and the entropy inequalities with
classical Kruzhkov entropies : for all κ ∈ [0, 1], for all non-negative ϕ ∈ C∞c (R+×R),∫ ∞
0
∫
R
|u(t, x)− κ| ∂tϕ(t, x) dt dx
+
∫ ∞
0
∫
R
(Φ(x, u(t, x), κ) + Ψ(u(t, x), κ)) ∂xϕ(t, x) dx dt
+
∫
R
|u0(x)− κ|ϕ(0, x) dx + |gR(κ) − gL(κ)|
∫ ∞
0
ϕ(t, 0) dt ≥ 0, (4.4)
on the other hand, then u is a weak solution of problem (4.1) and therefore satisﬁes
(4.3) (indeed u+ = (|u|+ u)/2 and u− = (|u| − u)/2). Conversely, by adding the two
inequalities of (4.3), we see that u ∈ L∞(Q) is an entropy solution to problem (4.1)
if, and only if, it satisﬁes 0 ≤ u ≤ 1 a.e. and (4.4).
4.2.2 Entropy process solution
The following result is established by R. Eymard T. Galloue¨t and R. Herbin (see
[EGH00]). It is a result based on Young measure and a result of Di Perna (see
[DiP85]). It explains the introduction of entropy process solution.
Theorem 4.2. Let Ω be an open subset of RN (N ≥ 1) and (un)n∈N be a bounded
sequence of L∞(Ω). Then (un)n∈N admits a subsequence, already noted (un)n∈N,
converging in the nonlinear weak-⋆ sense, i.e. :∫
Ω
h(un(x))ψ(x) dx→
∫ 1
0
∫
Ω
h(u(x, α))ψ(x)dx dα, as n→ +∞
∀ψ ∈ L1(Ω), ∀h ∈ C(R,R). (4.5)
Theorem 4.2 is recalled to explain the introduction of the deﬁnition of entropy process
solution for problem (4.1). This kind of convergence permits to pass to the limit in
the numerical scheme and thus to show the existence of an entropy process solution
(see part II). Then, to conclude to the convergence of the scheme, the uniqueness
of entropy process solution is suﬃcient. The deﬁnition of entropy process solution
follows :
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Definition 4.2. Let u0 ∈ L∞(R) with 0 ≤ u0 ≤ 1 a.e. on R. Let u ∈ L∞(Q ×
(0, 1); [0, 1]). The function u is an entropy process solution of problem (4.1) if for
any κ ∈ [0, 1] and any ϕ ∈ C∞c (R2), ϕ ≥ 0,∫ 1
0
∫
Q
(u(t, x, λ) − κ)±∂tϕ(t, x)dtdxdλ
+
∫ 1
0
∫
Q
[
Φ±(x, u(t, x, λ), κ) + Ψ±(u(t, x, λ), κ)
]
∂xϕ(t, x)dtdxdλ
+
∫
R
(u0(x)− κ)±ϕ(0, x)dx
+ (gL(κ)− gR(κ))±
∫ +∞
0
ϕ(t, 0)dt ≥ 0. (4.6)
Remark 4.1. Let u0 ∈ L∞(R) with 0 ≤ u0 ≤ 1 a.e. on R and u ∈ L∞(Q ×
(0, 1); [0, 1]). The function u is an entropy process solution of problem (4.1) iff for
any κ ∈ [0, 1] and any ϕ ∈ C∞c (R2), ϕ ≥ 0,∫ 1
0
∫
Q
|u(t, x, λ) − κ|∂tϕ(t, x)dtdxdλ
+
∫ 1
0
∫
Q
[Φ(x, u(t, x, λ), κ) + Ψ(u(t, x, λ), κ)] ∂xϕ(t, x)dtdxdλ
+
∫
R
|u0(x)− κ|ϕ(0, x)dx + |gL(κ) − gR(κ)|
∫ +∞
0
ϕ(t, 0)dt ≥ 0.
4.3 Uniqueness of entropy process solution
To establish Theorem 4.3, the main diﬃculty, compared in previous work [BV05], is
that the functions gL and gR can cross on [0, 1]. In the proof of uniqueness in [BV05],
one assumes (for instance) that kL > kR, it rises that ∀κ ∈ [0, 1] kLg¯(κ) > kRg¯(κ)
which is an important point of the proof. This permits, when the entropy solution
u satisﬁes inequality (4.3) with the half entropy s → (s − κ)−, having the term
(kL− kR)− = 0. Then, considering g(x, u) instead of k(x)g¯(u) brings a new diﬃculty
in the proof of the uniqueness of entropy solution. To circumvent this diﬃculty,
functions θ+ := χ{ξ: gL(ξ)−gR(ξ)<0} and 1− θ+ are introduced. The result follows :
Theorem 4.3 (Comparison). Assume hypotheses (H1), (H2). Let u (resp. v ∈
L∞(Q× (0, 1))) be entropy process solution of problem (4.1), associated to the initial
conditions u0 ∈ L∞(R; [0, 1]) (resp. v0 ∈ L∞(R; [0, 1])). Then, given R,T > 0, one
has ∫ 1
0
∫ 1
0
∫ T
0
∫ R
−R
(u(t, x, λ) − v(t, x, ζ))±dxdtdλdζ
≤ T
∫ R+CT
−R−CT
(u0(x)− v0(x))±dx, (4.7)
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where C := max{Lip(gL, )Lip(gR)}+ Lip(f).
Remark 4.2. One remarks that if u0 = v0 in Theorem 4.3, one obtains u(t, x, λ) =
v(t, x, ζ) for a.e. (t, x, λ, ζ) ∈ Q× (0, 1) × (0, 1) as desired. Then u does not depend
on λ, i.e. ∀λ u(t, x, λ) = u(t, x) with u ∈ L∞(R+ × R). And finally, Theorem 4.1 is
immediately deduced by Theorem 4.3.
We have not able to establish the inequality (4.7), with the habitual technic dou-
bling variables. To establish this comparison, one introduces an equivalent notion :
kinetic solution, motivated by the result of Perthame ([Per98]) as one explains in the
introduction and in [BV05].
4.4 Kinetic solution
4.4.1 Equilibrium functions
If Ω is a subset of Rm (m ≥ 1) and u : Ω→ R is measurable, the equilibrium function
χu associated to u is the function Ω×R ∋ (x, ξ) 7→ sgn+(u(x)− ξ)+ sgn−(ξ). Notice
that χu is measurable and that χu ∈ L∞(Ω × R; [−1, 1]). In the following, one also
considers for equilibrium functions, for a.e. ξ ∈ R :
h+(x, ξ) = sgn+(u(x)− ξ),
h−(x, ξ) = sgn−(u(x)− ξ).
For X = Q¯, M+(X) denotes the set of positive Radon measures on X (which are
ﬁnite on compact subsets of X) or, equivalently (by Riesz representation theorem)
the cone of nonnegative linear form on Cc(X). Therefore m ∈ C(Rξ;w ∗ −M+(X))
means m(ξ) ∈M+(X) for every ξ ∈ R and, for every ϕ ∈ Cc(X),
ξ 7→
∫
X
ϕdm(ξ)
is continuous.
4.4.2 Kinetic solution
Denote by a and b the derivatives of the ﬂux functions (deﬁned a.e.) :
a(x, ξ) := ∂ug(x, ξ) , b(ξ) := f
′(ξ) , ξ ∈ R .
Definition 4.3. Let u0 ∈ L∞(R; [0, 1]) and u ∈ L∞(Q× (0, 1)). Let h and h0 be the
equilibrium functions associated with u and u0 :
h(t, x, λ, ξ) = χu(t,x,λ)(ξ) , h
0(x, ξ) = χu0(x)(ξ) .
The function u is a kinetic process solution of (4.1) if there exists m± ∈ C(Rξ;w ∗
−M+(Q¯)) such that m+ (·, ξ) vanishes for large
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ξ (resp. m−(·, ξ) vanishes for large −ξ) and such that for any ϕ ∈ C∞c (R3),
∫ 1
0
∫
Q×Rξ
h±(∂t + (a(x, ξ) + b(ξ))∂x)ϕ+
∫
Rx×Rξ
h0±ϕ|t=0
−
∫
Σ×Rξ
∂ξ(gL(ξ)− gR(ξ))±ϕ|x=0 =
∫
Q¯×Rξ
∂ξϕdm±. (4.8)
Proposition 4.1. The notions of entropy process solution and kinetic process solu-
tion are be equivalent.
This proof of this equivalence is obtain similarly than in [BV05].
Let u ∈ L∞(Q× (0, 1)) be a weak entropy process solution of (4.1). For κ ∈ R, deﬁne
the linear form mκ+ on C∞c (Q¯) by :
mκ+(ϕ) =
∫ 1
0
∫
Q
(u(t, x, λ) − κ)+∂tϕ(t, x)dtdxdλ
+
∫ 1
0
∫
Q
(Φ+(x, u(t, x, λ), κ) + Ψ(u(t, x, λ), κ))∂xϕ(t, x)dtdxdλ
+
∫
R
(u0(x)− κ)+ϕ(0, x)dx +
∫
Σ
(gL(κ)− gR(κ))+ϕ(t, 0)dt. (4.9)
Let κ ∈ R be ﬁxed. Since u is a weak entropy process solution, mκ+ is nonnegative.
It therefore induces a nonnegative linear form on Cc(Q¯) which can be represented by
a Borel measure, still denoted mκ+. We set m
+(ξ) = mξ+ (ξ ∈ R). For K a compact
subset of Q¯, there exists a nonnegative ϕ ∈ C∞c (Q¯) such that ϕ(t, x) = 1 for all
(t, x) ∈ K. If |κ| ≤ R (R > 0) we thus have, by (4.9) :
mκ+(K) ≤ mκ+(ϕ) ≤ CR (4.10)
where the constant CR depends on R (and ϕ) only. This yields m+ ∈ C(Rξ;w ∗
−M+(Q¯)). Indeed, if (ξn) is a sequence of real numbers converging to ξ ∈ R, then
there exists R > 0 such that |ξn| ≤ R for every n and, by (4.10),m+(ϕ, ξn) is bounded
and nonnegative for every nonnegative ϕ ∈ Cc(Q¯). By the Banach-Steinhaus theorem,
there exists m+∞ ∈ M+(Q¯) such that m+(ϕ, ξn) → m+∞(ϕ) as n → +∞ for every
ϕ ∈ Cc(Q¯). By (4.9), we have m+∞(ϕ) = m+(ϕ, ξ) for every ϕ ∈ C∞c (Q¯), this remains
true for ϕ ∈ Cc(Q¯) by density : therefore m+ ∈ C(Rξ;w ∗ −M+(Q¯)). Besides, from
(4.9), and the fact that u ≤ A a.e. for an A ∈ R (u ∈ L∞(Q× (0, 1)) by hypotheses,
it appears that m+(ξ) vanishes for ξ > A, in particular for large ξ.
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Let φ ∈ C∞c (R3). We compute with an integration by part :∫
Q¯×Rξ
∂ξφ(t, x, ξ)dm+(t, x, ξ)
=
∫ 1
0
∫
Q×Rξ
(u− ξ)+∂t∂ξφ+ (Φ+(x, u, ξ) + Ψ(u, ξ))∂x∂ξφ
+
∫
R×Rξ
(u0 − ξ)+∂ξφ|t=0 +
∫
Σ
(gL(ξ)− gR(ξ))+∂ξφ|x=0
=
∫ 1
0
∫
Q×Rξ
sgn+(u− ξ)(∂tφ+ (a(x, ξ) + b(ξ))∂xφ)
+
∫
R×Rξ
sgn+(u0 − ξ)φ|t=0 −
∫
Σ
∂ξ(gL(ξ)− gR(ξ))+φ|x=0
=
∫ 1
0
∫
Q×Rξ
h+ (∂tφ+ (a(x, ξ) + b(ξ)) ∂xφ)
+
∫
R×Rξ
h0+φ|t=0 −
∫
Σ
∂ξ(gL(ξ)− gR(ξ))+φ|x=0.
Therefore u is a kinetic process subsolution.
Conversely, suppose that u ∈ L∞(Q× (0, 1)) is a kinetic process solution. For κ ∈ R,
let ξ 7→ En(ξ) be a smooth and convex approximation of ξ 7→ (ξ − κ)+ such that
|E′n(ξ)| ≤ 1 for any positive integer n. Let Ψ be a smooth function with support in
[−2, 2], values in [0, 1] and that equals 1 on [−1, 1]. Next, let ϕ ∈ C∞c (R2), and deﬁne
Ψn(ξ) = Ψ(ξ/n). Now apply (4.8) to the test function φ(t, x, ξ) = ϕ(t, x)Ψn(ξ)E
′
n(ξ) :∫ 1
0
∫
Q
[∫
Rξ
ΨnE
′
nh+
]
∂tϕ+
[∫
Rξ
(k(x)a(ξ) + b(ξ))ΨnE
′
nh+
]
∂xϕ
+
∫
R
[∫
Rξ
ΨnE
′
nh
0
+
]
ϕ|t=0 −
∫
Σ
[∫
Rξ
Ψn∂ξ(gL(ξ)− gR(ξ))+E′n
]
ϕ|x=0
=
∫
Q¯×Rξ
ϕ[Ψ′nE
′
n +ΨnE
′′
n]dm+.
If moreover ϕ is assumed to be nonnegative, then
∫
Q¯×Rξ
ϕΨnE
′′
ndm+ ≥ 0 and letting
n→ +∞, we get :∫ 1
0
∫
Q
(u(t, x, λ) − κ)+∂tϕ(t, x)
+
∫ 1
0
∫
Q
(Φ+(x, u(t, x, λ), κ) + Ψ+(u(t, x, λ), κ))∂xϕ(t, x)dtdxdλ
+
∫
R
(u0(x)− κ)+ϕ(0, x)dx + (gL(κ)− gR(κ))+
∫ +∞
0
ϕ(t, 0)dt ≥ 0,
which is (4.6).
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Traces of equilibrium function
One introduces two functions : regularization and cut-oﬀ function. Let ρ ∈ C∞c (0, 1)
be a nonnegative function with mass 1. For a small parameter ε, the regularizing
kernel ρε is deﬁned by
ρε(x) =
1
ε
ρ
(x
ε
)
and the cut-oﬀ function ωε by
ωε(x) =
∫ |x|
0
ρε(σ)dσ .
Proposition 4.2. Let h ∈ L∞(Q× (0, 1) × Rξ) satisfy (4.8). Then there exists two
functions hτ0± ∈ L∞(Q× (0, 1) × Rξ) and Υ± ∈ L∞(Σ× (0, 1) ×Rξ) such that, up to
subsequences :
lim
η→0+
∫ 1
0
∫
Rx×Rξ
[∫ +∞
0
h±(t)ω
′
η(t)dt
]
θ =
∫ 1
0
∫
Rx×Rξ
hτ0± θ, (4.11)
lim
η→0+
∫ 1
0
∫
Σ×Rξ
[∫
R
(a(x, ξ) + b(ξ))h±(x)ω
′
η(x)dx
]
ψ =
∫ 1
0
∫
Σ×Rξ
Υ±ψ (4.12)
for any θ ∈ L1c(Rx×(0, 1)×Rξ) and any ψ ∈ L1c(Σ×(0, 1)×Rξ) (the subsequences with
respect to η are independent of θ and ψ respectively). Besides, denoting by mτ0± (resp.
m±) the restriction of m± to {0}×Rx× [0, 1]×Rξ (resp. [0,+∞)×{0}× [0, 1]×Rξ ),
one has : ∀θ ∈ C∞c (Rx ×Rξ), ∀ψ ∈ C∞c ([0,+∞)× Rξ)∫ 1
0
∫
Rx×Rξ
hτ0± θ =
∫
Rx×Rξ
h0±θ −
∫
Rx×Rξ
∂ξθdm
τ0
± (4.13)
and∫ 1
0
∫
Σ×Rξ
Υ±ψ = −
∫ 1
0
∫
Σ×Rξ
∂ξ(gL(ξ)− gR(ξ))±ψ −
∫
[0,+∞)×Rξ
∂ξψdm± . (4.14)
The existence of hτ0± and Υ± follows from the local uniform boundedness of∫ +∞
0 h±(t)ω
′
η(t)dt and
∫
R
(a(ξ)k(x) + b(ξ)h±()ω
′
η(x)dx in L
∞(Rx × (0, 1) × Rξ) and
L∞(Σ× (0, 1)× Rξ) respectively. To prove (4.13), replace φ in (4.8) by the function
(t, x, ξ) 7→ θ(x, ξ)(1 − ωη)(t), for θ ∈ C∞c (Rx × Rξ) and pass to the limit on η in the
equation thus obtained. Similarly, use the test function (t, x, ξ) 7→ ψ(t, ξ)(1− ωη)(x)
in (4.8) to get (4.14).
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4.5 Proof of Theorem : Comparison
Let h+ and j− denote the equilibrium functions associated with u and v respectively
and denote by m+ and q− the associated entropy defect measure. For φ ∈ C∞c (R3)
with compact support in R∗t × R∗x × Rξ, one has∫ 1
0
∫
Q×Rξ
h+(∂t + (a(x, ξ) + b(ξ))∂x)φ =
∫
Q¯×Rξ
∂ξφdm+ (4.15)
and ∫ 1
0
∫
Q×Rξ
j−(∂t + (a(x, ξ) + b(ξ))∂x)φ =
∫
Q¯×Rξ
∂ξφdq−. (4.16)
Let θ ∈ C∞c (R3) be a test function with compact support in R∗t ×R∗x×Rξ (θ vanishes
in a neighborhood of Rt×{0}×Rξ and in a neighborhood of {0}×Rx×Rξ). Denote
by ρβ,ν,σ the function (t, x) 7→ ρβ(−t)ρν(x)ρσ(ξ) and by γβ,ν,σ the function (t, x) 7→
ρβ,ν,σ(−t,−x,−ξ). For ν small enough, the function (t, x) 7→ θ ⋆ γβ,ν,σ still vanishes
on Rt × {0} × Rξ and {0} × Rx × Rξ so that one can specify this test function in
(4.16) to obtain ∫ 1
0
∫
R3
(sgn+(t)j−) ⋆ ρβ,ν,σ∂tθ
+
∫ 1
0
∫
R3
(
a(x, ξ)(sgn+(t)j−) + b(ξ)(sgn+(t)j−)
)
⋆ ρβ,ν,σ∂xθ
=
∫
R3
∂ξθ d(sgn+(t)q−) ⋆ ρβ,ν,σ.
Still for ν small enough, one has
(sgn+(t)a(x, ξ)j−) ⋆ ρβ,ν,σ∂xθ = a(x, ξ)(sgn+(t)j−) ⋆ ρβ,ν,σ∂xθ +Q
β,ν,σ
− (t, x, ξ)∂xθ
with
Qβ,ν,σ− (t, x, ξ) = (sgn+(t)a(x, ξ)j−) ⋆ ρβ,ν,σ − a(x, ξ)(sgn+(t)j−) ⋆ ρβ,ν,σ
.
Remark 4.3. By using Lebesgue dominated convergence theorem, one has
lim
β,ν,σ→0
Qβ,ν,σ− (t, x, ξ)→ 0 and lim
β,ν→0
( lim
σ→0
∂xQ
β,ν,σ
− (t, x, ξ)) = 0.
The regularized equation follows :∫ 1
0
∫
Rd+1
jβ,ν,σ− (t, x, ζ, ξ)(∂t + (a(x, ξ) + b(ξ))∂x)θ(t, x, ξ)
+
∫ 1
0
∫
R3
Qβ,ν,σ− (t, x, ξ)∂xθ(t, x, ξ) =
∫
R3
∂ξθ(t, x, ξ) dq
β,ν,σ
− (t, x, ξ),
(4.17)
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where jβ,ν,σ− = (sgn+(t)j−) ⋆ ρβ,ν,σ, q
β,ν,σ
− = (sgn+(t)q−) ⋆ ρβ,ν,σ. Similarly, with
obvious notations, the following regularized kinetic equation is satisﬁed by h+ (for ε
small enough) :∫ 1
0
∫
R3
hα,ε,δ+ (t, x, λ, ξ)(∂t + (a(x, ξ) + b(ξ))∂x)θ(t, x, ξ)
+
∫ 1
0
∫
R3
Hα,ε,δ+ (t, x, ξ)∂xθ(t, x, ξ) =
∫
R3
∂ξθ(t, x, ξ) dm
α,ε,δ
+ (t, x, ξ) ,
(4.18)
with
lim
α,ε,σ→0
Hα,ε,δ+ = 0.
To compare two solutions, A+ = {ξ : (gL(ξ)−gR(ξ))+ = 0} = {ξ : gL(ξ)−gR(ξ) < 0}
is introduced. A+ is open and included in [0, 1] and let θ+ = χA+ . The aim is to take
this function θ+ (resp. (1 − θ+)) as a test function to eliminate, in a ﬁrst time, the
term ∂ξ(gL(ξ)−gR(ξ))+ (resp. ∂ξ(gL(ξ)−gR(ξ))−) in the deﬁnition of kinetic process
solution. In a second time, one studies separately the new term which appears when
one forgets θ+.
As θ+ is not regular, a sequence of function (θ+n )n∈N is introduced which converges
to θ+ such that for all n ∈ N, θ+n = 0 on (A+)c. Then Lemma 4.1 follows :
Lemma 4.1. There exists a sequence (θ+n )n∈N such that 0 ≤ θ+n ≤ θ+ (i.e. θ+n = 0
on (A+)c), θ+n ∈ C1(R) for all n ∈ N and (θ+n )n∈N converges to θ+ a.e.
Proof of Lemma 4.1 :
A is open and include in [0, 1], then A+ =
∞⋃
i=0
Ii with Ii an opened interval and
I¯i ∩ I¯j = ∅ for i 6= j. One notes An =
n⋃
i=0
Ii, then χAn ր χA+ = θ+.
Let n > 0, An is a ﬁnished union of disjointed intervals so one can build a regular
function θ+n such that
0 ≤ θ+n ≤ χAn and ||θ+n − χAn ||L1 ≤
1
n
.
This yields
||θ+n − θ+||L1 ≤ ||θ+n − χAn ||L1 + ||χA+ − χAn ||L1 → 0 with n→ +∞
then θ+n converges towards θ
+ and 0 ≤ θ+n ≤ θ+.
Remark 4.4. One notes that on ∂Ii, gL = gR for all i by construction. Moreover one
can define a sequence of disjointed intervals (Ji)i∈N such that [0, 1] =
∞⋃
i=0
Ii ∪
∞⋃
i=0
J¯i
and one also has on ∂Ji, gL = gR for all i.
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Let ψ ∈ C2c (R) such that ψ(x) = 1 for all x ∈ [−1, 1] and ψ(x) = 0 for all |x| > 2. Let
ψR(x) = ψ(x/R) for all R > 0.
Let ϕ1 ∈ C∞c (R2) be a nonnegative function with compact support in R∗t × R∗x × Rξ.
One applies (4.18) to the test function θ = −jβ,ν,σ− ϕ1 θ+n ψR and integrates the result
with respect to ζ ∈ [0, 1]; one applies (4.17) to the test function θ = −hα,ε,δ+ ϕ1 θ+n ψR
and integrates the result with respect to λ ∈ [0, 1]. Finally, one sums the two resulting
equations to get
∫ 1
0
∫ 1
0
∫
R3
ϕ1θ
+
n ψR(∂t + (a(x, ξ) + b(ξ))∂x)(−hα,ε,δ+ jβ,ν,σ− )
+ 2
∫
R3
(−hα,ε,δ+ jβ,ν,σ− )θ+n ψR(∂t + (a(x, ξ) + b(ξ))∂x)ϕ1
+
∫ 1
0
∫
R3
Qβ,ν,σ− ∂x(−hα,ε,δ+ θ+n ψRϕ1) +
∫ 1
0
∫
R3
Hα,ε,δ+ ∂x(−jβ,ν,σ− θ+n ψRϕ1)
=
∫ 1
0
dζ
∫
R3
ϕ1∂ξ(−jβ,ν,σ− )θ+n ψR dmα,ε,δ+
+
∫ 1
0
dλ
∫
R3
ϕ1∂ξ(−hα,ε,δ+ )θ+n ψR dqβ,ν,σ−
+
∫ 1
0
dζ
∫
R3
ϕ1∂ξ(θ
+
n ψR)(−jβ,ν,σ− )dmα,ε,δ+
+
∫ 1
0
dλ
∫
R3
ϕ1∂ξ(θ
+
n ψR)(−hα,ε,δ+ ) dqβ,ν,σ− . (4.19)
Since mα,ε,δ+ , q
β,ν,σ
− ≥ 0 and ∂ξ(−jβ,ν,σ− ), ∂ξ(−hα,ε,δ+ ) ≥ 0, the ﬁrst two terms of the
right hand-side of (4.19) are nonnegative. One integrates by parts with respect to
(t, x) in the left hand-side (an operation which is admissible since ϕ1 vanishes in the
neighborhood of the line of discontinuity of the function g) to get
∫ 1
0
∫ 1
0
∫
R3
(−hα,ε,δ+ jβ,ν,σ− )θ+n ψR(∂t + (a(x, ξ) + b(ξ))∂x)ϕ1
+
∫ 1
0
∫
R3
∂x(Q
β,ν,σ
− )h
α,ε,δ
+ θ
+
n ψRϕ1
+
∫ 1
0
∫
R3
Hα,ε,δ+ ∂x(−jβ,ν,σ− θ+n ψRϕ1)
≥
∫ 1
0
dζ
∫
R3
ϕ1∂ξ(θ
+
n ψR)(−jβ,ν,σ− )dmα,ε,δ+
+
∫ 1
0
dλ
∫
R3
ϕ1∂ξ(θ
+
n ψR)(−hα,ε,δ+ ) dqβ,ν,σ− .
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Let α, ε, δ tend to zero, one recalls that lim
α,ε,δ→0
Hα,ε,δ+ = 0, this yields :
∫ 1
0
∫ 1
0
∫
R3
(−sgn+(t)h+jβ,ν,σ− )θ+n ψR(∂t + (a(x, ξ) + b(ξ))∂x)ϕ1
+
∫ 1
0
∫
R3
∂x(Q
β,ν,σ
− )h+θ
+
n ψRϕ1
≥
∫ 1
0
dζ
∫
R3
ϕ1∂ξ(θ
+
n ψR)(−jβ,ν,σ− )dm+
+
∫ 1
0
dλ
∫
R3
ϕ1∂ξ(θ
+
n ψR)(−h+) dqβ,ν,σ− . (4.20)
Let us now remove the condition imposed on the test function : let ϕ ∈ C∞c (R2)
be a nonnegative function, replace ϕ1 by (t, x) 7→ ϕ(t, x)ωη(t)ωη˜(x) in (4.20), use
Proposition 4.2 and pass to the limit on accurate subsequences on η and η˜ to get
∫ 1
0
∫ 1
0
∫
R3
(−sgn+(t)h+jβ,ν,σ− )θ+n ψR(∂t + (a(x, ξ) + b(ξ))∂x)ϕ
+
∫ 1
0
∫
R3
∂x(Q
β,ν,σ
− )h+θ
+
n ψRϕ
+
∫ 1
0
∫ 1
0
∫
Rx×Rξ
hτ0+ (x, λ, ξ)(−jβ,ν,σ− (0, x, ζ, ξ))θ+n ψRϕ(0, x) dx dξ dλ dζ
+
∫ 1
0
∫ 1
0
∫
Σ×Rξ
Υ+(t, λ, ξ)(−jβ,ν,σ− (t, 0, ζ, ξ))θ+n ψRϕ(t, 0) dt dξ dλ dζ
≥
∫ 1
0
dζ
∫
R3
ϕ∂ξ(θ
+
n ψR)(−jβ,ν,σ− )dm+
+
∫ 1
0
dλ
∫
R3
ϕ∂ξ(θ
+
n ψR)(−h+) dqβ,ν,σ− . (4.21)
By (4.14), and since θ+n = 0 on {ξ : (gL − gR)+ 6= 0}, one has
∫ 1
0
∫ 1
0
∫
Σ×Rξ
Υ+(t, λ, ξ)(−jβ,ν,σ− (t, 0, ζ, ξ))ϕ(t, 0)θ+n ψR dt dξ dλ dζ
= −
∫ 1
0
∫ 1
0
∫
Σ×Rξ
ϕ(t, 0)∂ξ(−jβ,ν,σ− (t, 0, ζ, ξ))dm+ dt dξ dλ dζ
−
∫ 1
0
∫ 1
0
∫
Σ×Rξ
ϕ(t, 0)∂ξ(θ
+
n ψR)(−jβ,ν,σ− (t, 0, ζ, ξ))dm+ dt dξ dλ dζ
≤ −
∫ 1
0
∫
Σ×Rξ
ϕ(t, 0)∂ξ(θ
+
n ψR)(−jβ,ν,σ− (t, 0, ζ, ξ))dm+ dt dξ dζ,
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because ∂ξ(−jβ,ν,σ− (t, 0, ζ, ξ)) ≥ 0. Similarly, by (4.13), one gets∫ 1
0
∫ 1
0
∫
Rx×Rξ
hτ0+ (x, λ, ξ)(−jβ,ν,σ− (0, x, ζ, ξ))θ+n ψRϕ(0, x) dx dξ dλ dζ
≤
∫ 1
0
∫ 1
0
∫
Rx×Rξ
h0+(x, ξ)(−jβ,ν,σ− (0, x, ζ, ξ))θ+n ψRϕ(0, x) dx dξ dλ dζ
−
∫ 1
0
∫ 1
0
∫
Rx×Rξ
∂ξ(θ
+
n ψR)(−jβ,ν,σ− (0, x, ζ, ξ))ϕ(0, x) dx dξ dλ dζ
≤
∫ 1
0
∫
Rx×Rξ
h0+(x, ξ)(−jβ,ν,σ− (0, x, ζ, ξ))θ+n ψRϕ(0, x) dx dξ dζ
−
∫ 1
0
∫
Rx×Rξ
∂ξ(θ
+
n ψR)(−jβ,ν,σ− (0, x, ζ, ξ))ϕ(0, x) dx dξ dζ,
and ﬁnally (4.21) becomes :∫ 1
0
∫ 1
0
∫
R3
(−sgn+(t)h+jβ,ν,σ− )θ+n ψR(∂t + (a(x, ξ) + b(ξ))∂x)ϕ
+
∫ 1
0
∫
R3
∂x(Q
β,ν,σ
− )h+θ
+
n ψRϕdx dt dξ dζ
+
∫ 1
0
∫
Rx×Rξ
h0+(x, ξ)(−jβ,ν,σ− (0, x, ζ, ξ))θ+n ψRϕ(0, x) dx dξ dζ
≥
∫ 1
0
∫
Rx×Rξ
∂ξ(θ
+
n ψR)(−jβ,ν,σ− (0, x, ζ, ξ))ϕ(0, x) dx dξ dζ
+
∫ 1
0
∫
Σ×Rξ
ϕ(t, 0)∂ξ(θ
+
n ψR)(−jβ,ν,σ− (t, 0, ζ, ξ))dm+ dt dξ dζ
+
∫ 1
0
dζ
∫
R3
ϕ1∂ξ(θ
+
n ψR)(−jβ,ν,σ− )dm+
+
∫ 1
0
dλ
∫
R3
ϕ1∂ξ(θ
+
n ψR)(−h+) dqβ,ν,σ− . (4.22)
In this step of the proof, the comparison between u and v on {ξ : gL(ξ)− gR(ξ) < 0}
is obtained by using h+ and j−. In the same way, by using function (1 − θ+n ), the
comparison on {ξ : gL(ξ) − gR(ξ) ≥ 0} is obtained. And since on the support of
(1− θ+), it is (gL(ξ)− gR(ξ))− = 0, one compares, at the beginning, h− and j−. By
using, h− = h+ − 1, a comparison between h+ and j− on the support of (1− θ+) is
obtained, which permits to conclude.
Let θ ∈ C∞c (R3) be a test function with compact support in R∗t × R∗x × Rξ. In the
same manner as in (4.17), one obtains∫ 1
0
∫
R3
jβ,ν,σ− (t, x, ζ, ξ)(∂t + (a(x, ξ) + b(ξ))∂x)θ(t, x, ξ)
+
∫ 1
0
∫
R3
Qβ,ν,σ− ∂xθ =
∫
R3
∂ξθ(t, x, ξ) dq
β,ν,σ
− (t, x, ξ), (4.23)
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and
∫ 1
0
∫
R3
hα,ε,δ− (t, x, λ, ξ)(∂t + (a(x, ξ) + b(ξ))∂x)θ(t, x, ξ)
+
∫ 1
0
∫
R3
Hα,ε,δ− ∂xθ =
∫
R3
∂ξθ(t, x, ξ) dm
α,ε,δ
− (t, x, ξ) , (4.24)
with
lim
β,ν→0
( lim
σ→0
∂x(Q
β,ν,σ
− )) = 0 and lim
α,ε,δ→0
Hα,ε,δ− = 0. (4.25)
Let ϕ1 ∈ C∞c (R2) be a nonnegative function with compact support in R∗t × R∗x × Rξ.
One applies (4.24) to the test function θ = −jβ,ν,σ− ϕ1 (1 − θ+n )ψR and integrates
the result with respect to ζ ∈ [0, 1]; one applies (4.23) to the test function θ =
−hα,ε,δ− ϕ1 (1−θ+n )ψR and integrates the result with respect to λ ∈ [0, 1]. Finally, one
sums the two resulting equations to get
∫ 1
0
∫ 1
0
∫
R3
ϕ1(1− θ+n )ψR(∂t + (a(x, ξ) + b(ξ))∂x)(−hα,ε,δ− jβ,ν,σ− )
+ 2
∫
R3
(−hα,ε,δ− jβ,ν,σ− )(1 − θ+n )ψR(∂t + (a(x, ξ) + b(ξ))∂x)ϕ1
+
∫ 1
0
∫
R3
Qβ,ν,σ− ∂x(−hα,ε,δ+ (1− θ+n )ψRϕ1)
+
∫ 1
0
∫
R3
Hα,ε,δ− ∂x(−jβ,ν,σ− (1− θ+n )ψRϕ1)
=
∫ 1
0
dζ
∫
R3
ϕ1∂ξ(−jβ,ν,σ− )(1− θ+n )ψR dmα,ε,δ−
+
∫ 1
0
dλ
∫
R3
ϕ1∂ξ(−hα,ε,δ− )(1− θ+n )ψR dqβ,ν,σ−
+
∫ 1
0
dζ
∫
R3
ϕ1∂ξ((1− θ+n )ψR)(−jβ,ν,σ− )dmα,ε,δ−
+
∫ 1
0
dλ
∫
R3
ϕ1∂ξ((1 − θ+n )ψR)(−hα,ε,δ− ) dqβ,ν,σ− . (4.26)
Since mα,ε,δ− , q
β,ν,σ
− ≥ 0 and ∂ξ(−jβ,ν,σ− ), ∂ξ(−hα,ε,δ− ) ≥ 0, the ﬁrst two terms of the
right hand-side of (4.26) are nonnegative. One integrates by parts with respect to
(t, x) in the left hand-side (an operation which is admissible since ϕ1 vanishes in the
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neighborhood of the line of discontinuity of the function g) to get∫ 1
0
∫ 1
0
∫
R3
(−hα,ε,δ− jβ,ν,σ− )(1− θ+n )ψR(∂t + (a(x, ξ) + b(ξ))∂x)ϕ1
+
∫ 1
0
∫
R3
∂x(Q
β,ν,σ
− )h
α,ε,δ
+ (1− θ+n )ψRϕ1
+
∫ 1
0
∫
R3
Hα,ε,δ− ∂x(−jβ,ν,σ− (1− θ+n )ψRϕ1)
≥
∫ 1
0
dζ
∫
R3
ϕ1∂ξ((1 − θ+n )ψR)(−jβ,ν,σ− )dmα,ε,δ−
+
∫ 1
0
dλ
∫
R3
ϕ1∂ξ((1− θ+n )ψR)(−hα,ε,δ− ) dqβ,ν,σ− . (4.27)
Let α, ε, δ tend to zero, by using (4.25), one has :∫ 1
0
∫ 1
0
∫
R3
(−h−jβ,ν,σ− )(1− θ+n )ψR(∂t + (a(x, ξ) + b(ξ))∂x)ϕ1
+
∫ 1
0
∫
R3
∂x(Q
β,ν,σ
− )h+(1− θ+n )ψRϕ1
≥
∫ 1
0
dζ
∫
R3
ϕ1∂ξ((1 − θ+n )ψR)(−jβ,ν,σ− )dm−
+
∫ 1
0
dλ
∫
R3
ϕ1∂ξ((1− θ+n )ψR)(−h−) dqβ,ν,σ− . (4.28)
Let us now remove the condition imposed on the test function : let ϕ ∈ C∞c (R2)
be a nonnegative function, replace ϕ1 by (t, x) 7→ ϕ(t, x)ωη(t)ωη˜(x) in (4.28), use
Proposition 4.2 and pass to the limit on accurate subsequences on η and η˜ to get∫ 1
0
∫ 1
0
∫
R3
(−sgn+(t)h−jβ,ν,σ− )(1− θ+n )ψR(∂t + (a(x, ξ) + b(ξ))∂x)ϕ
+
∫ 1
0
∫
R3
∂x(Q
β,ν,σ
− )h+(1− θ+n )ψRϕ
+
∫ 1
0
∫ 1
0
∫
Rx×Rξ
hτ0− (x, λ, ξ)(−jβ,ν,σ− (0, x, ζ, ξ))(1 − θ+n )
ψRϕ(0, x) dx dξ dλ dζ
+
∫ 1
0
∫ 1
0
∫
Σ×Rξ
Υ−(t, λ, ξ)(−jβ,ν,σ− (t, 0, ζ, ξ))(1 − θ+n )
ψRϕ(t, 0) dt dξ dλ dζ
≥
∫ 1
0
dζ
∫
R3
ϕ∂ξ((1− θ+n )ψR)(−jβ,ν,σ− )dm−
+
∫ 1
0
dλ
∫
R3
ϕ∂ξ((1− θ+n )ψR)(−h−) dqβ,ν,σ− . (4.29)
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One obtains a comparison between h− and j
β,µ,σ
− with the traces of equilibrium
function of h− on the support of (1 − θ+n ). Then, in the formulation which deﬁnes
hτ0− and Γ−, the term with (gL(ξ)− gR(ξ))− = 0. However, one can compare u and v
by using h+ and j−, (because one remarks that
∫
R
h+(−j−) dξ = (u− v)+). Then in
the previous inequality, one wants to replace h− by h+ both in the ﬁrst and in the
last terms, by using the equality h− = h+ − 1. On the one hand one has :
∫ 1
0
∫ 1
0
∫
R3
(−sgn+(t)h−jβ,ν,σ− )(1− θ+n )ψR(∂t + (a(x, ξ) + b(ξ))∂x)ϕ
=
∫ 1
0
∫ 1
0
∫
R3
(−sgn+(t)h+jβ,ν,σ− )(1− θ+n )ψR(∂t + (a(x, ξ) + b(ξ))∂x)ϕ
+
∫ 1
0
∫
R3
(sgn+(t)j
β,ν,σ
− )(1 − θ+n )ψR(∂t + (a(x, ξ) + b(ξ))∂x)ϕ. (4.30)
The ﬁrst term is the term one wants to keep. One studies the second term
∫ 1
0
∫
R3
(sgn+(t)j
β,ν,σ
− )(1− θ+n )ψR(∂t + (a(x, ξ) + b(ξ))∂x)ϕ
=
∫ 1
0
∫
R3
(sgn+(t)j−)
(
(∂t + (a(x, ξ) + b(ξ))∂x)(1− θ+n )ψRϕ
)
∗ γβ,ν,σ
=
∫ 1
0
∫
R3
(sgn+(t)j−)(∂t + (a(x, ξ) + b(ξ))∂x)
(
(1− θ+n )ψRϕ
) ∗ γβ,ν,σ
+ Rn,Rβ,ν,σ, (4.31)
with
R
n,R
β,ν,σ =
∫ 1
0
∫
R3
(sgn+(t)j−)(∂t + (a(x, ξ) + b(ξ))∂x)
(
(1− θ+n )ψRϕ
) ∗ γβ,ν,σ
−
∫ 1
0
∫
R3
(sgn+(t)j−)
(
(∂t + (a(x, ξ) + b(ξ))∂x)(1− θ+n )ψRϕ
)
∗ γβ,ν,σ.
By using Lebesgue dominated convergence theorem, one remarks that
lim
β,ν,σ→0
( lim
R→+∞
( lim
n→+∞
R
n,R
β,ν,σ))) = 0.
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By using (4.8) for j− (i.e. v is a kinetic solution), this yields :
∫ 1
0
∫
R3
(sgn+(t)j−)(∂t + (a(x, ξ) + b(ξ))∂x)
(
(1− θ+n )ψRϕ
) ∗ γβ,ν,σ
= −
∫
Rx×Rξ
j0−
(
(1− θ+n )ψRϕ
) ∗ γβ,ν,σ)|t=0
+
∫
Σ×Rξ
∂ξ(gL(ξ)− gR(ξ))−
(
(1− θ+n )ψRϕ
) ∗ γβ,ν,σ)|x=0
+
∫
Q¯×Rξ
∂ξ
(
(1− θ+n )ψRϕ
) ∗ γβ,ν,σ)dq−
≤
∫
Σ×Rξ
∂ξ(gL(ξ)− gR(ξ))−
(
(1− θ+n )ψRϕ
) ∗ γβ,ν,σ)|x=0
+
∫
Q¯×Rξ
∂ξ((1− θ+n )ψR)ϕdqβ,ν,σ− ,
because j0−
(
(1− θ+n )ψRϕ
) ∗ γβ,ν,σ) ≥ 0.
Finally, (4.29) becomes :
∫ 1
0
∫ 1
0
∫
R3
(−sgn+(t)h−jβ,ν,σ− )(1− θ+n )ψR(∂t + (a(x, ξ) + b(ξ))∂x)ϕ
≤
∫ 1
0
∫ 1
0
∫
R3
(−sgn+(t)h+jβ,ν,σ− )(1− θ+n )ψR(∂t + (a(x, ξ) + b(ξ))∂x)ϕ
+
∫ 1
0
∫
R3
∂ξ((1− θ+n )ψR)ϕdqβ,ν,σ−
+
∫
Σ×Rξ
∂ξ(gL(ξ)− gR(ξ))−
(
(1− θ+n )ψRϕ
) ∗ γβ,ν,σ)|x=0 + Rn,Rβ,ν,σ. (4.32)
On the other hand
∫ 1
0
dλ
∫
R3
ϕ∂ξ((1− θ+n )ψR)(−h−) dqβ,ν,σ−
=
∫ 1
0
dλ
∫
R3
ϕ∂ξ((1− θ+n )ψR)(−h+) dqβ,ν,σ−
+
∫ 1
0
∫
R3
∂ξ((1− θ+n )ψR)ϕdqβ,ν,σ− . (4.33)
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Then (4.27) becomes∫ 1
0
∫ 1
0
∫
R3
(−sgn+(t)h+jβ,ν,σ− )(1− θ+n )ψR(∂t + (a(x, ξ) + b(ξ))∂x)ϕ
+
∫ 1
0
∫
R3
∂x(Q
β,ν,σ
− )h+(1− θ+n )ψRϕ
+
∫ 1
0
∫
R3
∂ξ((1− θ+n )ψR)ϕdqβ,ν,σ−
+
∫
Σ×Rξ
∂ξ(gL(ξ)− gR(ξ))−
(
(1− θ+n )ψRϕ
) ∗ γβ,ν,σ)|x=0 + Rn,Rβ,ν,σ
+
∫ 1
0
∫ 1
0
∫
Rx×Rξ
hτ0− (x, λ, ξ)(−jβ,ν,σ− (0, x, ζ, ξ))(1 − θ+n )ψRϕ(0, x) dx dξ dλ dζ
+
∫ 1
0
∫ 1
0
∫
Σ×Rξ
Υ−(t, λ, ξ)(−jβ,ν,σ− (t, 0, ζ, ξ))(1 − θ+n )ψRϕ(t, 0) dt dξ dλ dζ
≥
∫ 1
0
dζ
∫
R3
ϕ∂ξ((1 − θ+n )ψR)(−jβ,ν,σ− )dm−
+
∫ 1
0
dλ
∫
R3
ϕ∂ξ((1− θ+n )ψR)(−h+) dqβ,ν,σ−
+
∫ 1
0
∫
R3
∂ξ((1− θ+n )ψR)ϕdqβ,ν,σ− . (4.34)
After simpliﬁcation, this yields :∫ 1
0
∫ 1
0
∫
R3
(−sgn+(t)h+jβ,ν,σ− )(1− θ+n )ψR(∂t + (a(x, ξ) + b(ξ))∂x)ϕ
+
∫ 1
0
∫
R3
∂x(Q
β,ν,σ
− )h+(1− θ+n )ψRϕ
+
∫
Σ×Rξ
∂ξ(gL(ξ)− gR(ξ))−
(
(1− θ+n )ψRϕ
) ∗ γβ,ν,σ)|x=0 + Rn,Rβ,ν,σ
+
∫ 1
0
∫ 1
0
∫
Rx×Rξ
hτ0− (x, λ, ξ)(−jβ,ν,σ− (0, x, ζ, ξ))(1 − θ+n )ψRϕ(0, x) dx dξ dλ dζ
+
∫ 1
0
∫ 1
0
∫
Σ×Rξ
Υ−(t, λ, ξ)(j
β,ν,σ
− (t, 0, ζ, ξ))(1 − θ+n )ψRϕ(t, 0) dt dξ dλ dζ
≥
∫ 1
0
dζ
∫
R3
ϕ∂ξ((1 − θ+n )ψR)(−jβ,ν,σ− )dm−
+
∫ 1
0
dλ
∫
R3
ϕ∂ξ((1− θ+n )ψR)(−h+) dqβ,ν,σ− . (4.35)
Now, it remains to study terms where the trace of equilibrium function appear. At
ﬁrst, one studies the term with the space-trace function. By (4.14), and by using the
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equality m− = m+ and since 1− θ+n = 0 on {ξ : (gL − gR)+ 6= 0}, we have
∫ 1
0
∫ 1
0
∫
Σ×Rξ
Υ−(t, λ, ξ)(−jβ,ν,σ− (t, 0, ζ, ξ))ϕx=0(1− θ+n )ψR dt dξ dλ dζ
= −
∫ 1
0
∫ 1
0
∫
Σ×Rξ
∂ξ(gL(ξ)− gR(ξ))(−jβ,ν,σ− (t, 0, ζ, ξ))ϕ(t, 0)
(1− θ+n )ψR dt dξ dλ dζ
−
∫ 1
0
∫ 1
0
∫
Σ×Rξ
ϕ(t, 0)∂ξ(−jβ,ν,σ− (t, 0, ζ, ξ))(1 − θ+n )ψRdm+ dt dξ dλ dζ
−
∫ 1
0
∫ 1
0
∫
Σ×Rξ
ϕ(t, 0)∂ξ((1 − θ+n )ψR)(−jβ,ν,σ− (t, 0, ζ, ξ))dm+ dt dξ dλ dζ
≤ −
∫ 1
0
∫ 1
0
∫
Σ×Rξ
∂ξ(gL(ξ)− gR(ξ))(−jβ,ν,σ− (t, 0, ζ, ξ))ϕ(t, 0)
(1− θ+n )ψR dt dξ dλ dζ
−
∫ 1
0
∫
Σ×Rξ
ϕ(t, 0)∂ξ((1− θ+n )ψR)(−jβ,ν,σ− (t, 0, ζ, ξ))dm+ dt dξ dζ ,
because ∂ξ(−jβ,ν,σ− (t, 0, ζ, ξ)) ≥ 0. Secondly, one studies the time-trace function of
equilibrium function h−. By (4.13), one gets :
∫ 1
0
∫ 1
0
∫
Rx×Rξ
hτ0− (x, λ, ξ)(−jβ,ν,σ− (0, x, ζ, ξ))(1 − θ+n )
ψRϕ(0, x) dx dξ dλ dζ
≤
∫ 1
0
∫
Rx×Rξ
h0−(x, ξ)(−jβ,ν,σ− (0, x, ζ, ξ))(1 − θ+n )ψRϕ(0, x) dx dξ dζ
−
∫ 1
0
∫
Rx×Rξ
∂ξ((1− θ+n )ψR)(−jβ,ν,σ− (0, x, ζ, ξ))ϕ(0, x) dx dξ dζ.
Always in the aim to compare u and v by using h+ and j−, one uses the equality
h0− = −1+h0+, and as (−jβ,ν,σ− (0, x, ζ, ξ))(1−θ+n )ψRϕ(0, x) ≥ 0, and the last inequality
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becomes ∫ 1
0
∫ 1
0
∫
Rx×Rξ
hτ0− (x, λ, ξ)(−jβ,ν,σ− (0, x, ζ, ξ))(1 − θ+n )
ψRϕ(0, x) dx dξ dλ dζ
≤
∫ 1
0
∫
Rx×Rξ
h0+(x, ξ)(−jβ,ν,σ− (0, x, ζ, ξ))(1 − θ+n )ψRϕ(0, x) dx dξ dζ
−
∫ 1
0
∫
Rx×Rξ
(−jβ,ν,σ− (0, x, ζ, ξ))(1 − θ+n )ψRϕ(0, x) dx dξ dζ
−
∫ 1
0
∫
Rx×Rξ
∂ξ((1− θ+n )ψR)(−jβ,ν,σ− (0, x, ζ, ξ))ϕ(0, x) dx dξ dζ
≤
∫ 1
0
∫
Rx×Rξ
h0+(x, ξ)(−jβ,ν,σ− (0, x, ζ, ξ))(1 − θ+n )ψRϕ(0, x) dx dξ dζ
−
∫ 1
0
∫
Rx×Rξ
∂ξ((1− θ+n )ψR)(−jβ,ν,σ− (0, x, ζ, ξ))ϕ(0, x) dx dξ dζ,
Finally, using m+ = m− (because an entropy process solution is a weak solution),
(4.35) becomes∫ 1
0
∫ 1
0
∫
R3
(−sgn+(t)h+jβ,ν,σ− )(1 − θ+n )ψR(∂t + (a(x, ξ) + b(ξ))∂x)ϕ
+
∫ 1
0
∫
R3
∂x(Q
β,ν,σ
− )h+(1− θ+n )ψRϕ
+
∫
Σ×Rξ
∂ξ(gL(ξ)− gR(ξ))−
(
(1− θ+n )ψRϕ
) ∗ γβ,ν,σ)|x=0 + Rn,Rβ,ν,σ
+
∫ 1
0
∫
Rx×Rξ
h0+(x, ξ)(−jβ,ν,σ− (0, x, ζ, ξ))(1 − θ+n )ψRϕ(0, x) dx dξ dζ
≥
∫ 1
0
∫
Rx×Rξ
∂ξ((1− θ+n )ψR)(−jβ,ν,σ− (0, x, ζ, ξ))ϕ(0, x) dx dξ dζ
+
∫ 1
0
∫
Σ×Rξ
ϕ(t, 0)∂ξ((1− θ+n )ψR)(−jβ,ν,σ− (t, 0, ζ, ξ))dm+ dt dξ dζ
+
∫ 1
0
∫
Σ×Rξ
∂ξ(gL(ξ)− gR(ξ))(−jβ,ν,σ− (t, 0, ζ, ξ))ϕ(t, 0)(1 − θ+n )ψR dt dξ dζ
+
∫ 1
0
dζ
∫
R3
ϕ∂ξ((1− θ+n )ψR)(−jβ,ν,σ− )dm+
+
∫ 1
0
dλ
∫
R3
ϕ∂ξ((1 − θ+n )ψR)(−h+) dqβ,ν,σ− . (4.36)
In this step of the proof, a comparison between (4.22) and (4.36) leads to sum these
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inequalities. By using ∂ξ(θ
+
n + (1− θ+n )) = 0, this yields∫ 1
0
∫ 1
0
∫
R3
(−sgn+(t)h+jβ,ν,σ− )ψR(∂t + (a(x, ξ) + b(ξ))∂x)ϕ
+
∫ 1
0
∫
R3
∂x(Q
β,ν,σ
− )h+θ
+
n ψRϕ
+
∫ 1
0
∫
R3
∂x(Q
β,ν,σ
− )h+(1− θ+n )ψRϕ
+
∫
Σ×Rξ
∂ξ(gL(ξ)− gR(ξ))−
(
(1− θ+n )ψRϕ
) ∗ γβ,ν,σ)|x=0 + Rn,Rβ,ν,σ
+
∫ 1
0
∫
Rx×Rξ
h0+(x, ξ)(−jβ,ν,σ− (0, x, ζ, ξ))ψRϕ(0, x) dx dξ dζ
≥
∫ 1
0
∫
Rx×Rξ
∂ξ(ψR)(−jβ,ν,σ− (0, x, ζ, ξ))ϕ(0, x) dx dξ dζ
+
∫ 1
0
∫
Σ×Rξ
ϕ(t, 0)∂ξ(ψR)(−jβ,ν,σ− (t, 0, ζ, ξ))dm+ dt dξ dζ
+
∫ 1
0
∫
Σ×Rξ
∂ξ(gL(ξ)− gR(ξ))(−jβ,ν,σ− (t, 0, ζ, ξ))ϕ(t, 0)(1 − θ+n )ψR dt dξ dζ
+
∫ 1
0
dζ
∫
R3
ϕ∂ξ(ψR)(−jβ,ν,σ− )dm+
+
∫ 1
0
dλ
∫
R3
ϕ∂ξ((ψR)(−h+) dqβ,ν,σ− . (4.37)
Now one can pass to the limit on n in (4.37). Indeed, the regularity of function θ+n
is not necessary. The only term which brings diﬃculties is :
∫ 1
0
∫
Σ×Rξ
∂ξ(gL(ξ)− gR(ξ))(−jβ,ν,σ− (t, 0, ζ, ξ))ϕ(t, 0)(1 − θ+n )ψR dt dξ dζ
=
∫ 1
0
∫ +∞
0
∫
{ξ:gL(ξ)−gR(ξ)<0}
∂ξ(gL(ξ)− gR(ξ))(−jβ,ν,σ− (t, 0, ζ, ξ))ϕ(t, 0)
(1− θ+n )ψR dt dξ dζ,
but on {ξ : gL(ξ)− gR(ξ) < 0}, (1− θ+n ) tends to zero when n tends to inﬁnity, then
by using the Lebesgue dominated convergence Theorem, this yields :
∫ 1
0
∫
Σ×Rξ
∂ξ(gL(ξ)− gR(ξ))(−jβ,ν,σ− (t, 0, ζ, ξ))ϕ(t, 0)
(1− θ+n )ψR dt dξ dζ −→n→+∞ 0.
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So when n tends to inﬁnity, (4.37) becomes :∫ 1
0
∫ 1
0
∫
R3
(−sgn+(t)h+jβ,ν,σ− )ψR(∂t + (a(x, ξ) + b(ξ))∂x)ϕ
+
∫ 1
0
∫
R3
∂x(Q
β,ν,σ
− )h+ψRϕ
+
∫
Σ×Rξ
∂ξ(gL(ξ)− gR(ξ))−
(
(1− θ+)ψRϕ
) ∗ γβ,ν,σ)|x=0 + RRβ,ν,σ
+
∫ 1
0
∫
Rx×Rξ
h0+(x, ξ)(−jβ,ν,σ− (0, x, ζ, ξ))ψRϕ(0, x) dx dξ dζ
≥
∫ 1
0
∫
Rx×Rξ
∂ξ(ψR)(−jβ,ν,σ− (0, x, ζ, ξ))ϕ(0, x) dx dξ dζ
+
∫ 1
0
∫
Σ×Rξ
ϕ(t, 0)∂ξ(ψR)(−jβ,ν,σ− (t, 0, ζ, ξ))dm+ dt dξ dζ
+
∫ 1
0
dζ
∫
R3
ϕ∂ξ(ψR)(−jβ,ν,σ− )dm+
+
∫ 1
0
dλ
∫
R3
ϕ∂ξ((ψR)(−h+) dqβ,ν,σ− . (4.38)
Finally, one remarks that ∂ξψR(ξ) =
1
R
ψ′(ξ/R) tends to zero when R tends to inﬁnity
and ψR(ξ)→ 1; by using Lebesgue dominated convergence Theorem, (4.38) becomes∫ 1
0
∫ 1
0
∫
R3
(−sgn+(t)h+jβ,ν,σ− )(∂t + (a(x, ξ) + b(ξ))∂x)ϕ
+
∫ 1
0
∫
R3
∂x(Q
β,ν,σ
− )h+ϕ
+
∫ 1
0
∫
Rx×Rξ
h0+(x, ξ)(−jβ,ν,σ− (0, x, ζ, ξ))ϕ(0, x) dx dξ dζ
+
∫
Σ×Rξ
∂ξ(gL(ξ)− gR(ξ))−
(
(1− θ+)ϕ) ∗ γβ,ν,σ)|x=0 + Rβ,ν,σ ≥ 0,
with
Rβ,ν,σ =
∫ 1
0
∫
R3
(sgn+(t)j−)(∂t + (a(x, ξ) + b(ξ))∂x)
(
(1− θ+)ϕ) ∗ γβ,ν,σ
−
∫ 1
0
∫
R3
(sgn+(t)j−)
(
(∂t + (a(x, ξ) + b(ξ))∂x)(1 − θ+)ϕ
)
∗ γβ,ν,σ.
Remark 4.5. The function ψR are introduced in order to assure the well definition
of the considered integrals.
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Now, one passes to the limit on β, ν, σ.
In (4.38), σ → 0, then ν → 0, using (4.25), this yields :∫ 1
0
∫ 1
0
∫
R3
(−sgn+(t)h+jβ−)(∂t + (a(ξ) + b(ξ))∂x)ϕ
+
∫ 1
0
∫
Rx×Rξ
h0+(x, ξ)(j
β
−(0, x, ζ, ξ))ϕ(0, x) dx dξ dζ
+
∫
Σ×Rξ
∂ξ(gL(ξ)− gR(ξ))−
(
(1− θ+)ϕ) ∗ ρβ(t))|x=0
+ Rβ ≥ 0 (4.39)
The limit as β → 0 of the remaining terms is studied. First,
lim
β→0
∫ 1
0
∫ 1
0
∫
R3
(−sgn+(t)h+jβ−)(∂t + (a(x, ξ) + b(ξ))∂x)ϕ
=
∫ 1
0
∫ 1
0
∫
R3
(−sgn+(t)h+j−)(∂t + (a(x, ξ) + b(ξ))∂x)ϕ .
Secondly, ∫ 1
0
∫
Rx×Rξ
h0+(x, ξ)(−jβ−(0, x, ζ, ξ))ϕ(0, x) dx dξ dζ
=
∫ 1
0
∫
Rx×Rξ
∫ ∞
0
h0+(x, ξ)(−j−(s, x, ζ, ξ))ρβ(s)ϕ(0, x) dx dξ dζ
=
∫ 1
0
∫
Rx×Rξ
∫ ∞
0
h0+(x, ξ)(−j−(s, x, ζ, ξ))ω′β(s)ϕ(0, x) dx dξ dζ,
therefore, for an appropriate subsequence, by Proposition 4.2, this yields
lim
β→0
∫ 1
0
∫
Rx×Rξ
h0+(x, ξ)(−jβ−(0, x, ζ, ξ))ϕ(0, x) dx dξ dζ
=
∫ 1
0
∫
Rx×Rξ
h0+(x, ξ)(−jτ0− (x, ζ, ξ))ϕ(0, x) dx dξ dζ.
The trace jτ0− satisﬁes the identity
jτ0− = j
0
− + ∂ξq
0
−
from which one deduces∫ 1
0
∫
Rx×Rξ
h0+(x, ξ)(−jτ0− (x, ζ, ξ))ϕ(0, x) dx dξ ζ
≤
∫
Rx×Rξ
h0+(x, ξ)(−j0−(x, ξ))ϕ(0, x) dx dξ .
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Finally by using lim
β→0
Rβ = 0, (4.39) becomes
∫ 1
0
∫ 1
0
∫
R3
(−sgn+(t)h+j−)(∂t + (a(ξ) + b(ξ))∂x)ϕ
+
∫
Rx×Rξ
h0+(x, ξ)(−j0−(x, ξ))ϕ(0, x) dx dξ
+
∫
Σ×Rξ
∂ξ(gL(ξ)− gR(ξ))−
(
(1− θ+)ϕ)
|x=0
≥ 0. (4.40)
To conclude, the last term becomes :∫
Σ×Rξ
∂ξ(gL(ξ)− gR(ξ))−
(
(1− θ+)ϕ)
|x=0
=
∫ ∞
0
∫
[0,1]
∂ξ(gL(ξ)− gR(ξ))−(1− θ+)ϕ(t, 0)
=
∫ ∞
0
ϕ(t, 0)
∫
[0,1]
∂ξ(gL(ξ)− gR(ξ))−(1− θ+),
with ∫
[0,1]
∂ξ(gL(ξ)− gR(ξ))−(1− θ+) = lim
m→+∞
m∑
i=0
∫
Ji
∂ξ(gL(ξ)− gR(ξ)) dξ,
and for all i ∫
Ji
∂ξ(gL(ξ)− gR(ξ)) dξ = 0,
because on ∂Ji, gR = gL (see remark 4.4).
Then, ∫ 1
0
∫ 1
0
∫
R3
(−sgn+(t)h+j−)(∂t + (a(x, ξ) + b(ξ))∂x)ϕ
+
∫
Rx×Rξ
h0+(x, ξ)(−j0−(x, ξ))ϕ(0, x) dx dξ ≥ 0. (4.41)
Collecting the previous results, and using the identities∫
R
h+(−j−)dξ = (u− v)+ ,
∫
R
h0+(−j0−)dξ = (u0 − v0)+ ,∫
R
a(x, ξ)h+(−j−)dξ = Φ+(x, u, v) ,
∫
R
b(ξ)h+(−j−)dξ = Ψ+(u, v),
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lead to the inequality∫ 1
0
∫ 1
0
∫ ∞
0
∫
R
(u− v)+∂tϕ
+
∫ 1
0
∫ 1
0
∫ ∞
0
∫
R
(Φ+(x, u, v) + Ψ+(u, v))∂xϕdx dt dλ dζ
+
∫
R
(u0 − v0)+ϕ(0, x)dx ≥ 0.
Finally, it’s classical to obtain∫ 1
0
∫ 1
0
∫ T
0
∫ R
−R
(u(t, x, λ)− v(t, x, ζ))+dxdtdλdζ
≤ T
∫ R+CT
−R−CT
(u0(x)− v0(x))+dx.
In the same way, the same result with the half entropy (u− κ)− is obtained.
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Chapter 5
Analyse d’une loi de
conservation a` flux discontinu de
la forme g(x, u): Existence d’une
solution entropique et
convergence d’un sche´ma
Volume Fini
Abstract : In this paper, one studies a hyperbolic scalar equation in one
space dimension with a ﬂux function which is discontinuous with respect
to the space variable. In the ﬁrst part, one presents a convenient deﬁnition
of weak entropy solution which ensures a uniqueness result. In the second
part of this paper, one proves the convergence of some numerical results,
whose a by product is the existence of a weak entropy solution.
5.1 Introduction
The Cauchy problem writes :

∂tu+ ∂x
(
g(x, u) + f(u)
)
= 0, (t, x) ∈ R+ × R,
u(0, x) = u0(x) ,
(5.1)
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with initial value u0 ∈ L∞(R; [0, 1]). The functions f and g are supposed to satisfy
the following hypotheses :
(H1) g is the discontinuous function deﬁned by
g(x, u) =
{
gL(u) if x < 0
gR(u) if x > 0
with gL 6= gR,
gL, gR ∈ Lip([0, 1]) and gL(0) = gR(0) = gL(1) = gR(1) = 0,
(H2) f ∈ Lip([0, 1]).
One introduces the time - space domain Q := (0,+∞)×R and the line of discontinuity
of the function g in the time - space domain, Σ := (0,+∞) × {0}.
One refers to the introduction of part I for the model of problem (5.1).
To study conservation law, ﬁnite volume scheme is well adapted. In this paper, one
has been interested in this scheme for problem (5.1). One wants to know if there is
convergence of the scheme and uniqueness of the “well” solution, i.e. entropy solution
(see Deﬁnition 5.1), under natural hypotheses.
The uniqueness of entropy solution is established in part I, then the aim of this paper
is to show the existence and the convergence of the scheme to the unique entropy
solution. One speciﬁes that the function g isn’t genuinely non linear with respect to
u. This last point is a new point compared with preceding works on the subject (see
in particular [KR95, Tow01, KRT02a, KRT02b, KRT03, SV03, AJV04, Bac04]). In
[BV05], the existence and the uniqueness have been established without assuming g
genuinely non linear. However, the existence is not established with the convergence
of a scheme. In particular, to establish the existence of entropy solution and to show
the convergence of the scheme one does not use Temple function (as in [KR95, Tow00,
Tow01, KRT02a, KRT02b, KRT03, SV03, Bac04]) because, principally,
∫ s
0 |g′(s)| ds
is not invertible if g is not genuinely non linear and moreover the existence of traces of
entropy solution along the line {x = 0} is not assumed. In fact, with g not genuinely
non linear, one don’t know if these traces exist.
The deﬁnition of entropy solution is remained :
Definition 5.1. Let u0 ∈ L∞(R) with 0 ≤ u0 ≤ 1 a.e. on R. A function u ∈
L∞(Q; [0, 1]) is said to be an entropy solution of problem (5.1) if it satisfies the
following entropy inequalities : for all κ ∈ [0, 1], for all non-negative function ϕ ∈
C∞c (R+ × R),∫ ∞
0
∫
R
(u(t, x)− κ)± ∂tϕ(t, x) dt dx
+
∫ ∞
0
∫
R
(Φ±(x, u(t, x), κ) + Ψ±(u(t, x), κ)) ∂xϕ(t, x) dx dt
+
∫
R
(u0(x)− κ)± ϕ(0, x) dx +
∫ ∞
0
(gL(κ)− gR(κ))± ϕ(t, 0) dt ≥ 0, (5.2)
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where respectively Φ± and Ψ± denote the entropy flux associated with the Kruzhkov
entropy,
Φ±(x, u, κ) = sgn±(u− κ)(g(x, u) − g(x, κ)),
Ψ±(u, κ) = sgn±(u− κ)(f(u)− f(κ)).
The scheme for problem (5.1) considered is in ﬁrst order Euler scheme explicit in
time and ﬁnite volume scheme in space (see subsection 5.2.1). In section 5.3, the
main property of this scheme is established : the “weak-BV estimate”. This estimate
permits to establish the existence of entropy process solution (see subsection 5.4.2)
diﬀerently that in [BV05] and the convergence of the scheme.
One remarks that there exists some studies of this point, in the case of g(x, u) =
k(x)g¯(u) with k discontinuous function and g¯ is genuinely non linear or convex (see
by example [Tow00, Tow01]). But it is just proved that a subsequence of the approx-
imated function converges to a weak solution. In [AJV04], the authors establish the
same result with gL and gR which only have one maximum on [0, 1] and not a local
minimum (in particular, they impose that gL and gR are genuinely nonlinear).
In addition, in several works ([KRT02b, KRT03, KT04]), a conservation law with
discontinuous ﬂux function is introduced diﬀerently : the authors are interested in
the problem ∂tu + ∂xf(k, u) = 0 with k a discontinuous function in space time.
This problem is equivalent to a 2 × 2 resonant (non-strictly hyperbolic) system of
conservation law
∂tk = 0 and ∂tu+ ∂xf(k, u) = 0.
In [LTW95], the authors are interested in Glimm and Godunov scheme and in
[KR95, KR01], in front tracking scheme. It is proved that these diﬀerent schemes
converge to a weak solution for such a problem and they assume that f is convex
or genuinely non linear with respect to u. Recently, in [KRT03], the authors have
established the existence and the uniqueness of entropy solution for the problem
∂tu+ ∂xf(k(x, t), u) = 0 with k piecewise Lipschitz continuous and f genuinely non
linear with respect to u. For such a problem, in [KT04], the authors have proved, for
the ﬁrst time, the convergence of the Lax-Friedrichs scheme to the entropy solution
that they introduced in previous work ([KRT03]). Nevertheless, they always assume
that the entropy solution must have some traces along the line of discontinuity of
function k and that g is genuinely non linear.
In this paper, one proves that the approximated function, built with monotone ﬁnite
volume scheme, converges to the unique entropy solution (see section 5.5). By using
the convergence of the scheme, the existence of entropy process solution is obtained
diﬀerently from [BV05] (see subsection 5.4.2). To establish this results, one uses
some tools introduced by R. Eymard, T. Galloue¨t and R. Herbin (see [EGH00])
since Theorem 5.3, and by C. Chainais Hillaret and S. Champier in [CHC01] for
conservation law with g Lipschitz continuous function.
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5.2 Finite volume scheme
5.2.1 Presentation of the scheme
In this section, problem (5.1) is approximated by a ﬁnite volume scheme. Several
works deal with this subject (see [Tow00, Tow01, SV03, AJV04, KT04]). In this
paper, it is a general approach which includes previous works ([Tow00, Tow01, SV03,
KT04]). However, in [KT04], the problem which is considered is not exactly the
same: ut + f(k, u)x = 0 with k a discontinuous function on x. But the ideas, which
are in our works, can be adapted for such a problem.
The deﬁnition of the mesh in space writes :
Definition 5.2. An admissible mesh T of R is given by an increasing sequence of
real values (xi+1/2)i∈Z, such that R =
⋃
i∈Z[xi−1/2, xi+1/2] and satisfies x1/2 = 0. The
mesh T is the set of T = {Ki, i ∈ Z} of subsets of R defined by Ki = (xi−1/2, xi+1/2)
for all i ∈ Z. The length of Ki is denoted by hi, so that hi = xi+1/2 − xi−1/2 for all
i ∈ Z. One notes h = size(T ) = supi∈Z hi.
Remark 5.1. The choice of x1/2 = 0 does not lose generality.
Consider an admissible mesh T in the sense of Deﬁnition 5.2 and let k ∈ R∗+ be the
time step. In the general case, the ﬁnite volume 3-points scheme for the discretization
of problem (5.1) can be written : ∀i ∈ Z, ∀n ∈ N
hi
k
(un+1i − uni ) +Qi+1/2(uni , uni+1)−Qi−1/2(uni−1, uni ) = 0,
u0i =
1
hi
∫
Ki
u0(x) dx,
(5.3)
where uni is expected to be an approximation of u at time tn = nk in cell Ki. The
quantity Gi+1/2(u
n
i , u
n
i+1) is the numerical ﬂux at point xi+1/2 and time tn associated
to the function g(x, u) + f(u).
The approximate ﬁnite volume solution is deﬁned by
uT ,k(x, t) = u
n
i for x ∈ Ki and t ∈ [nk, (n + 1)k). (5.4)
The writing (5.3) is equivalent to :
un+1i := Hi(u
n
i−1, u
n
i , u
n
i+1)
= uni −
k
hi
(Qi+1/2(u
n
i , u
n
i+1)−Qi−1/2(uni−1, uni )). (5.5)
The ﬂux functions satisfy the following hypotheses :
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(H3) Flux adapted to g :
∗ ∀i ≤ −1, Qi+1/2 = QL, ∀i ≥ 1, Qi+1/2 = QR,
∗ ∀κ ∈ [0, 1], Q1/2(κ, κ) ∈ [gR(κ) + f(κ), gL(κ) + f(κ)] or Q1/2(κ, κ) ∈ [gL(κ) +
f(κ), gR(κ) + f(κ)].
(H4) Regularity of flux functions : Functions QL, QR and Q1/2 are locally Lip-
schitz continuous from R2 to R and respectively admits for Lipschitz constant
LL only depending of gL and f , LR only depending of gR and f , L1/2 only
depending of g and f .
(H5) Consistency of flux QL and QR : ∀u ∈ [0, 1], QL(u, u) = gL(u) + f(u) and
QR(u, u) = gR(u) + f(u).
(H6) Monotonicity (u, v) 7→ QL(u, v), (u, v) 7→ QR(u, v), and (u, v) 7→ Q1/2(u, v)
from [0, 1]2 to R, are nondecreasing respect to u and nonincreasing with respect
to v.
Remark 5.2. Hypothesis (H3) is satisfied by the schemes called scheme 1, scheme 2
and the Godunov scheme are be presented in [SV03] , for g(u) = u(1−u) and f = 0.
In fact, for the Godunov scheme, the authors impose the continuity of the numerical
flux through the interface as follows :
∗ Q1/2(un0 , un1 ) = QL(un0 , un1−) = QR(un1+, un2 ) with gL(un1−) = gR(un1+).
and this hypothesis implies the second point of hypothesis (H3) for the Godunov
scheme. In [AJV04], schemes which are presented also satisfies all these hypothe-
ses.
In [Tow00, Tow01], the author considers a staggered scheme which satisfies (H3)
(with theses notations, if one takes x0 = 0). Then, the study presented here requires
several adaptations to establish the convergence of this staggered scheme to the unique
entropy solution of problem (5.1).
5.2.2 Monotonicity of the scheme and L∞ estimate
Hypothesis (H7) ensures the monotonicity of the scheme under CFL condition (5.6)
and this hypothesis is satisﬁed in all schemes presented in previous works ([Tow00,
Tow01, AJV04]. The monotonicity permits to establish the L∞ estimate under the
CFL condition (5.6). One remarks that this property of the scheme is classical in the
theory of the numerical schemes for conservation law with continuous ﬂux function
(see [EGH00]).
Lemma 5.1. Let T be an admissible mesh in the sense of Definition 5.2 and let
k ∈ R∗+ be the time step. Let u0 ∈ L∞(R) with 0 ≤ u0 ≤ 1 a.e. on R.
Let uT ,k be the finite volume approximate solution defined by (5.4). Under the CFL
condition
k ≤ infi∈Z hi
2max{LL, LR, L1/2}
, (5.6)
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the function Hi, for all i ∈ Z is nondecreasing with respect this all arguments and the
approximation uT ,k satisfies
0 ≤ uT , k ≤ 1 for a.e. x ∈ R and a.e. t ∈ R+, (5.7)
as the entropy solution associated with initial condition u0.
One wants to show that Hi, which is deﬁned by (5.5), is nondecreasing with
respect to all these arguments. To simplify, one assumes that for all i ∈ Z, Qi+1/2 is
C1. This yields :
•
∂Hi
∂uni
= 1− k
hi
(Qi+1/2)u(u
n
i , u
n
i+1) +
k
hi
(Qi−1/2)v(u
n
i−1, u
n
i )
≥ 1− 2 k
hi
max{LgL , LgR , L1/2} ≥ 0,
under the CFL condition.
•
∂Hi
∂uni+1
= − k
hi
(Qi+1/2)v(u
n
i , u
n
i+1) ≥ 0,
because Qi+1/2 is nonincreasing with respect to it second argument.
•
∂Hi
∂uni−1
=
k
hi
(Qi−1/2)u(u
n
i−1, u
n
i ) ≥ 0,
because Qi−1/2 is nondecreasing with respect to it ﬁrst argument.
By hypothesis, 0 ≤ u0i ≤ 1 a.e. on R, then for all i ∈ Z, by monotonicity one obtains
:
Hi(0, 0, 0) ≤ u1i = Hi(u0i , u0i−1, u0i+1) ≤ Hi(1, 1, 1)
with Hi(0, 0, 0) = 0 and Hi(1, 1, 1) = 1, because gL and gR are equal to zero in 0 and
in 1 (see (H1)).
By induction on n, this gives (5.7).
5.2.3 Discrete entropy inequalities
In this part, some entropy inequalities satisﬁed by the approximate solution are estab-
lished by using the monotonicity of the scheme (this point is classical, see [EGH00])
and by using the value of Hi(κ, κ, κ) 6= κ, generally.
This entropy inequalities are satisﬁed on each cell [tn, tn+1[×Ki.
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Theorem 5.1. Under (H3) to (H7), let T be an admissible mesh in the sense of
Definition 5.2 and k ∈ R∗+ be the time step. Let {uni , i ∈ Z, n ∈ N} be given by (5.3);
then for all κ ∈ [0, 1], i ∈ Z and n ∈ N, the following inequality holds :
|un+1i − κ| ≤ |uni − κ| −
k
hi
(Gn
i+ 1
2
−Gn
i− 1
2
) +
k
hi
|δi| (5.8)
with
Gn
i+ 1
2
= Qi+1/2(u
n
i ⊤κ, uni+1⊤κ)−Qi+1/2(uni ⊥κ, uni+1⊥κ),
δi = Qi+1/2(κ, κ) −Qi−1/2(κ, κ).
Remark 5.3. It is clear, with hypothesis (H3), that δi 6= 0 just for i = 0 and i = 1.
Proof :
Let i ∈ Z, n ∈ N, κ ∈ [0, 1] and λi := k
hi
.
The proof is based on the monotonicity of the scheme, on the equality : a⊤b−a⊥b =
|a− b| (for all a, b real values) and on the value of Hi(κ, κ, κ) = κ− λi δi.
The proof is divided in two steps according to the sign of δi.
1. Assume that δi ≥ 0.
On the one hand, by monotonicity, one gets :
un+1i − λi δi ≤ un+1i = Hi(uni−1, uni , uni )
≤ Hi(uni−1⊤κ, uni ⊤κ, uni+1⊤κ) (5.9)
and
κ− λi δi ≤ Hi(uni−1⊤κ, uni ⊤κ, uni+1⊤κ), (5.10)
then with (5.9) and (5.10)
(un+1i − λi δi)⊤(κ− λi δi) ≤ Hi(uni−1⊤κ, uni ⊤κ, uni+1⊤κ),
and
(un+1i ⊤κ) ≤ Hi(uni−1⊤κ, uni ⊤κ, uni+1⊤κ) + λi δi. (5.11)
On the other hand,
κ ≥ κ− λi δi ≥ Hi(uni−1⊥κ, uni ⊥κ, uni+1⊥κ),
and
un+1i ≥ Hi(uni−1⊥κ, uni ⊥κ, uni+1⊥κ),
then
un+1i ⊥κ ≥ Hi(uni−1⊥κ, uni ⊥κ, uni ⊥κ). (5.12)
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Finally, withdrawing (5.11) and (5.12) this yields :
|un+1i − κ| = (un+1i ⊤κ)− (un+1i ⊥κ)
≤ Hi(uni−1⊤κ, uni ⊤κ, uni+1⊤κ)
−Hi(uni−1⊥κ, uni ⊥κ, uni+1⊥κ)
+λiδi
≤ Hi(uni−1⊤κ, uni ⊤κ, uni+1⊤κ)
−Hi(uni−1⊥κ, uni ⊥κ, uni+1⊥κ)
+λi |δi|. (5.13)
2. If δi ≤ 0, one proceeds in the same manner to obtain (5.13) : one gets
|un+1i − κ| = (un+1i ⊤κ)− (un+1i ⊥κ)
≤ Hi(uni−1⊤κ, uni ⊤κ, uni+1⊤κ)
−Hi(uni−1⊥κ, uni ⊥κ, uni+1⊥κ)
−λiδi
≤ Hi(uni−1⊤κ, uni ⊤κ, uni+1⊤κ)
−Hi(uni−1⊥κ, uni ⊥κ, uni+1⊥κ)
+λi |δi|. (5.14)
Eventually, this yields for all κ ∈ [0, 1]
|un+1i − κ| ≤ Hi(uni−1⊤κ, uni ⊤κ, uni+1⊤κ)
−Hi(uni−1⊥κ, uni ⊥κ, uni+1⊥κ)
+λi |δi|.
Eventually,
Hi(u
n
i−1⊤κ, uni ⊤κ, uni+1⊤κ)− Hi(uni−1⊥κ, uni ⊥κ, uni+1⊥κ)
= |uni − κ| − λi
(
Gn
i+ 1
2
−Gn
i− 1
2
)
.
Then, forall κ ∈ [0, 1], i ∈ Z and n ∈ N
|un+1i − κ| ≤ |uni − κ| − λi
(
Gn
i+ 1
2
−Gn
i− 1
2
)
+ λi |δi|.
5.3 Weak BV estimate
In this section, an estimate on the discrete derivates of the approximation solution
are established. It is called “weak-BV estimate”. This weak-BV estimate is a crucial
point for the proof of convergence of the scheme. For conservation law with continuous
ﬂux function gL = gR, the proof of the weak BV estimate is established by R.
Eymard, T. Galloue¨t and R. Herbin (see [EGH00]). Here, their methods are adapted
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to problem (5.1), the problem is considered as two problem : on the left and on
the right of line {x = 0} (because in this domain one has a conservation law with
Lipschitz continuous ﬂux function). Then, a study of the scheme around {x = 0} is
necessary.
In what follows, one introduces :
Definition 5.3. Let a, b be real values, then one defines
C(a, b) = {(p, q) ∈ [a⊥b, a⊤b]; (q − p)(b− a) ≥ 0}.
Theorem 5.2. Let ξ ∈ (0, 1) and α ∈ (0, 1) be given value. Let T be an admissible
mesh in the sense of Definition 5.2 such that for all i ∈ Z αh ≤ hi. Let k ∈ R∗+
satisfying the CFL condition
k ≤ (1− ξ)αh
2max{LL, LR, L1/2}
. (5.15)
Let {uni , i ∈ Z, n ∈ N} be given by the finite volume scheme (5.3). Let R ∈ R∗+ and
T ∈ R∗+ and assume h < R and k < T . Let i0, i2 ∈ Z and NT ∈ N be such that
−R ∈ K¯i0 , R ∈ K¯i2 and T ∈ (NT k, (NT + 1)k]. Then there exists C ∈ R∗+, only
depending on g, f , R, T , u0, ξ and α, such that
NT∑
n=0
k
−1∑
i=i0
max
(p,q)∈C(uni ,u
n
i+1)
|gL(p) + f(p)−QL(p, q)|
+ max
(p,q)∈C(uni ,u
n
i+1)
|gL(q) + f(q)−QL(p, q)|
+
NT∑
n=0
k
i2∑
i=1
max
(p,q)∈C(uni ,u
n
i+1)
|gR(p) + f(p)−QR(p, q)
+ max
(p,q)∈C(uni ,u
n
i+1)
|gR(q) + f(q)−QR(p, q)| ≤ C√
h
. (5.16)
Remark 5.4 (Formal derivations of the weak BV estimate). Approximating
the solution of problem (5.1) by the finite volume scheme (5.3) (with hi = h for all
i, for the sake simplicity), is equivalent (as far as approximation is concerned) to
solving the equation (5.17)
∂tu+ ∂x
(
gε(x, u) + f(u)
)− ε∂xxu = 0 (5.17)
where ε = (h− k)/2 under the CFL condition (5.15). One assumes that u is regular
enough, with null limits for u(t, x) and its derivates as x → ±∞ and gε a regular
function which approximates g when ε tends to zero such that gε(x, u) = g(x, u) for
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|x| > ε, u ∈ [0, 1] and gε(x, u) ∈ [gL(u), gR(u)] or ∈ [gL(u), gR(u)] for |x| ≤ ε,
u ∈ [0, 1]. Multiplying (5.17) by u and summing over (0, T ) × R yields
1
2
∫
R
u2(T, x) dx− 1
2
∫
R
u2(0, x) dx +
∫ T
0
∫
R
ε(∂xu)
2(t, x) dx dt
+
∫ T
0
∫
R
∂x
(
gε(x, u) + f(u)
)
u dx dt = 0
On the one hand, one remarks by the regularity of function u that∫ T
0
∫
R
∂x(f(u))u dx dt = 0.
On the other hand, ∂x(g
ε(x, u))u = ∂xg
ε(x, u)u + ∂ug¯
ε with g¯ε a regular function
defined by ∂ug¯
ε = u∂ug
ε(x, u). This yields :
∣∣ ∫ T
0
∫
R
∂xg
ε(x, u)u dx dt
∣∣ ≤ ||u||∞||∂xgε||1 ≤ C1.
Finally, one obtains with T sufficiently large :∫ T
0
∫
R
ε(∂xu)
2(t, x) dx dt ≤ C2
with C2 depending only on g, f and u0. This is the continuous analogous of (5.16)
and one remarks that one just needs that u0 ∈ L∞(R) to obtain this estimate.
5.3.1 Proof of Theorem 5.2
In order to prove (5.16), one multiplies equality (5.3) by hiu
n
i and sums the result
over i = i0, . . . ,−1 or over i = 1, . . . , i2, and over n = 0, . . . ,NT .
Remark 5.5. In this part, Cj denotes constants only depending on g, f , T , R, u0,
ξ, α.
On the one hand, for i = i0, . . . ,−1, Qi+1/2 = QL and Qi−1/2 = QL , the sum gives
:
B1 +B2 = 0
where
B1 =
NT∑
n=0
−1∑
i=i0
hi(u
n+1
i − uni )uni , (5.18)
B2 =
NT∑
n=0
−1∑
i=i0
k
(
QL(u
n
i , u
n
i+1)−QL(uni−1, uni )
)
uni . (5.19)
We will study each term separately.
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1. Study of term B2
A change of index permits to obtain :
B2 =
NT∑
n=0
−1∑
i=i0
k(QL(u
n
i , u
n
i+1)− (gL(uni ) + f(uni )))uni
−
NT∑
n=0
−1∑
i=i0
k(QL(u
n
i−1, u
n
i )− (gL(uni ) + f(uni )))uni
=
NT∑
n=0
−1∑
i=i0
k(QL(u
n
i , u
n
i+1)− (gL(uni ) + f(uni )))uni
−
NT∑
n=0
−2∑
i=i0−1
k(QL(u
n
i , u
n
i+1)− (gL(uni+1) + f(uni+1)))uni+1
=
NT∑
n=0
−1∑
i=i0
k(QL(u
n
i , u
n
i+1)− (gL(uni ) + f(uni )))uni
−(QL(uni , uni+1)− (gL(uni+1) + f(uni+1)))uni+1
−
NT∑
n=0
k(QL(u
n
i0−1, u
n
i0)− (gL(uni0) + f(uni0)))uni0
+
NT∑
n=0
k(QL(u
n
−1, u
n
0 )− (gL(un0 ) + f(un0 )))un0
= B12 +B
2
2 ,
with
B12 =
NT∑
n=0
−1∑
i=i0
k
((
QL(u
n
i , u
n
i+1)− (gL(uni ) + f(uni ))
)
uni
−(QL(uni , uni+1)− (gL(uni+1) + f(uni+1)))uni+1),
and
|B22 | ≤ C1.
Denoting by ΦL a primitive of the function (.)g
′
L(.)+ (.)f
′(.), an integration by
parts yields, for all a, b real values
ΦL(b)−ΦL(a) =
∫ b
a
s (g′L(s) + f
′(s)) ds
= a
(
QL(a, b)− (gL(a) + f(a))
)
− b(QL(a, b) − (gL(b) + f(b)))
−
∫ b
a
(
gL(s) + f(s)−QL(a, b)
)
ds.
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Then, B12 becomes :
B12 =
NT∑
n=0
k
−1∑
i=i0
ΦL(u
n
i+1)− ΦL(uni+1)
+
NT∑
n=0
k
−1∑
i=i0
∫ uni+1
uni
(
gL(s) + f(s)−QL(uni , uni+1)
)
ds
= B1,12 +B
1,2
2 ,
with, immediately |B1,12 | ≤ C2. For study term B1,22 , one need the following
result :
Lemma 5.2. Let f ∈ C(R) and j ∈ C(R2) Lipschitz continuous which satisfies
for all s ∈ R j(s, s) = f(s) and which is nondecreasing with respect it first
argument and nonincreasing with respect it second argument. Let j1 and j2 be
the Lipschitz constants of j with respect to its two. Let (a, b) ∈ R2, then f and
j satisfy the following inequality :∫ b
a
(
f(s)− j(a, b)) ds ≥ 1
2(j1 + j2)
(
max
(p,q)∈C(a,b)
(
f(p)− j(p, q))2
+ max
(p,q)∈C(a,b)
(
f(q)− j(p, q))2).
The reader can ﬁnd the proof of this lemma in the Handbook of numerical
analysis [EGH00] (page 915).
By using QL(s, s) = gL(s)+f(s) and QL nondecreasing with respect it ﬁrst ar-
gument and nonincreasing with respect it second argument. Applying Lemma 5.2
to gL + f and QL, B
1,2
2 gives :
B1,22 ≥
1
2LL
NT∑
n=0
k
−1∑
i=i0
(
max
(p,q)∈C(uni ,u
n
i+1)
(
gL(p) + f(p)−QL(p, q)
)2
+ max
(p,q)∈C(uni ,u
n
i+1)
(
gL(q) + f(q)−QL(p, q)
)2)
.
Then, this yields :
B2 ≥ 1
2LL
NT∑
n=0
k
−1∑
i=i0
(
max
(p,q)∈C(uni ,u
n
i+1)
(
gL(p) + f(p)−QL(p, q)
)2
+ max
(p,q)∈C(uni ,u
n
i+1)
(
gL(q) + f(q)−QL(p, q)
)2)
−(C1 + C2). (5.20)
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2. Study of B1
By using the deﬁnition of B1 (5.18), one has
B1 = −1
2
NT∑
n=0
−1∑
i=i0
(un+1i − uni )2 −
1
2
−1∑
i=i0
(u0i )
2 +
1
2
−1∑
i=i0
(uNT+1i )
2
≥ −1
2
NT∑
n=0
−1∑
i=i0
(un+1i − uni )2 −
1
2
−1∑
i=i0
(u0i )
2. (5.21)
By using scheme (5.3), for i ∈ {i0, . . . , −1}, with the CFL condition (5.15),
this yields
hi(u
n+1
i − uni )2 =
k2
hi
(
[QL(u
n
i , u
n
i+1)− (gL(uni ) + f(uni ))]
−[QL(uni−1, uni )− (gL(uni ) + f(uni ))]
)2
≤ (1− ξ)k
max{LL, LR, L1/2}
×
(
[QL(u
n
i , u
n
i+1)− (gL(uni ) + f(uni ))]2
+[QL(u
n
i−1, u
n
i )− (gL(uni ) + f(uni ))]2
)
.
Moreover, one has
NT∑
n=0
k
−1∑
i=i0
[QL(u
n
i , u
n
i+1)− (gL(uni+1) + f(uni+1))]2
−[QL(uni−1, uni )− (gL(uni ) + f(uni ))]2 ≤ C4.
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Then, one obtains
1
2
NT∑
n=0
−1∑
i=i0
hi(u
n+1
i − uni )2
≤ (1− ξ)
2max{LL, LR, L1/2}
(NT∑
n=0
k
−1∑
i=i0
[QL(u
n
i , u
n
i+1)− (gL(uni ) + f(uni ))]2
+[QL(u
n
i , u
n
i+1)− (gL(uni+1) + f(uni+1))]2
)
+C5
≤ (1− ξ)
2max{LL, LR, L1/2}
×
(NT∑
n=0
k
−1∑
i=i0
max
(p,q)∈C(uni ,u
n
i+1)
[gL(p) + f(p)−QL(p, q)]2
+ max
(p,q)∈C(uni ,u
n
i+1)
[gL(q) + f(q)−QL(p, q)]2
)
+C5. (5.22)
By using the preceding inequality, (5.21) gives
B1 ≥ − (1− ξ)
2max{LL, LR, L1/2}
×
(NT∑
n=0
k
−1∑
i=i0
max
(p,q)∈C(uni ,u
n
i+1)
[gL(p) + f(p)−QL(p, q)]2
+ max
(p,q)∈C(uni ,u
n
i+1)
[gL(q) + f(q)−QL(p, q)]2
)
− C6,
(5.23)
with C6 = C5 +
1
2
−1∑
i=i0
(u0i )
2.
3. Final estimate
By adding (5.20) and (5.23) and by using B1 +B2 = 0, this yields :
0 = B1 +B2
≥ ξ
2max{LL, LR, L1/2}
×
NT∑
n=0
k
−1∑
i=i0
max
(p,q)∈C(uni ,u
n
i+1)
[gL(p) + f(p)−QL(p, q)]2
+ max
(p,q)∈C(uni ,u
n
i+1)
[gL(q) + f(q)−QL(p, q)]2
− C¯7.
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Then, one obtains :
NT∑
n=0
k
−1∑
i=i0
max
(p,q)∈C(uni ,u
n
i+1)
[gL(p) + f(p)−QL(p, q)]2
+ max
(p,q)∈C(uni ,u
n
i+1)
[gL(q) + f(q)−QL(p, q)]2 ≤ C7.
(5.24)
For i = 2, . . . , i2, Qi+1/2 = QR and Qi−1/2 = QR , in the same manner as bellows,
one shows :
NT∑
n=0
k
i2∑
i=2
max
(p,q)∈C(uni ,u
n
i+1)
[gR(p) + f(p)−QR(p, q)]2
+ max
(p,q)∈C(uni ,u
n
i+1)
[gR(q) + f(q)−QR(p, q)]2 ≤ C8. (5.25)
Moreover
NT∑
n=0
k max
(p,q)∈C(un1 ,u
n
2 )
[gR(p) + f(p)−QR(p, q)]2
+ max
(p,q)∈C(un1 ,u
n
2 )
[gR(q) + f(q)−QR(p, q)]2 ≤ C9, (5.26)
because
NT∑
n=0
k ≤ T .
Finally, adding (5.24), (5.25) and (5.26), this yields :
NT∑
n=0
k
−1∑
i=i0
max
(p,q)∈C(uni ,u
n
i+1)
[gL(p) + f(p)−QL(p, q)]2
+ max
(p,q)∈C(uni ,u
n
i+1)
[gL(q) + f(q)−QL(p, q)]2
+
NT∑
n=0
k
i2∑
i=1
max
(p,q)∈C(uni ,u
n
i+1)
[gR(p) + f(p)−QR(p, q)]2
+ max
(p,q)∈C(uni ,u
n
i+1)
[gR(q) + f(q)−QR(p, q)]2 ≤ C12.
To obtain estimate (5.16) and conclude the proof of Theorem 5.2, it is suﬃcient to
apply the Cauchy-Schwartz inequality to the preceding inequality.
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5.4 Entropy process solution
5.4.1 A property of bounded sequences in L∞(R+ × R)
Definition 5.4. Let Ω be an open subset of RN (N ≥ 1), (un)n∈N ⊂ L∞(Ω) and
u ∈ L∞(Ω × (0, 1)). The sequence (un)n∈N converges towards u in the nonlinear
weak-⋆ sense if∫
Ω
h(un(x))ψ(x) dx→
∫ 1
0
∫
Ω
h(u(x, α))ψ(x)dx dα, as n→ +∞
∀ψ ∈ L1(Ω), ∀h ∈ C(R,R). (5.27)
Otherwise speaking, the sequence (un)n∈N converges to u ∈ L∞(Ω × (0, 1)) in the
nonlinear weak-⋆ sense if, for every h ∈ C(R,R), the nonlinear expression g(un)
converges in L∞(Ω) weak-∗ to a limit which has the structure ∫ 10 h(u(·, α))dα. The
fact is, that any bounded sequence of L∞(Ω) has a subsequence converging in the
nonlinear weak-∗ sense :
Theorem 5.3. Let Ω be an open subset of RN (N ≥ 1) and (un)n∈N be a bounded
sequence of L∞(Ω). Then (un)n∈N admits a subsequence converging in the nonlinear
weak-⋆ sense.
This result is established by R. Eymard T. Galloue¨t and R. Herbin (see [EGH00]).
It is a result based on Young measure and a result of Di Perna (see [DiP85]).
This kind of convergence permits to pass to the limit in the numerical scheme and
thus to show the existence of an entropy process solution, as follows.
5.4.2 Existence of entropy process solution
The notion of entropy process solution is introduced. This notion appears when one
considers the convergence of the scheme by using the weak-⋆ non linear convergence.
Definition 5.5. Let u0 ∈ L∞(R) with 0 ≤ u0 ≤ 1 a.e. on R. Let u ∈ L∞(Q ×
(0, 1); [0, 1]). The function u is an entropy process solution of problem (5.1) if for
any κ ∈ [0, 1] and any ϕ ∈ C∞c (R2), ϕ ≥ 0,∫ 1
0
∫
Q
(u(t, x, λ) − κ)±∂tϕ(t, x)dtdxdλ
+
∫ 1
0
∫
Q
[
Φ±(x, u(t, x, λ), κ) + Ψ±(u(t, x, λ), κ)
]
∂xϕ(t, x)dtdxdλ
+
∫
R
(u0(x)− κ)±ϕ(0, x)dx
+ (gL(κ)− gR(κ))±
∫ +∞
0
ϕ(t, 0)dt ≥ 0. (5.28)
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Remark 5.6. Let u0 ∈ L∞(R) with 0 ≤ u0 ≤ 1 a.e. on R and u ∈ L∞(Q ×
(0, 1); [0, 1]). The function u is an entropy process solution of problem (5.1) iff for
any κ ∈ [0, 1] and any ϕ ∈ C∞c (R2), ϕ ≥ 0,∫ 1
0
∫
Q
|u(t, x, λ) − κ|∂tϕ(t, x)dtdxdλ
+
∫ 1
0
∫
Q
[Φ(x, u(t, x, λ), κ) + Ψ(u(t, x, λ), κ)] ∂xϕ(t, x)dtdxdλ
+
∫
R
|u0(x)− κ|ϕ(0, x)dx + |gL(κ) − gR(κ)|
∫ +∞
0
ϕ(t, 0)dt ≥ 0.
In following Theorem 5.4, the existence of entropy process solution by convergence
of the scheme is established.
Theorem 5.4. Let u0 ∈ L∞(R) with 0 ≤ u0 ≤ 1 a.e. on R. Let ξ ∈ (0, 1) and
α ∈ (0, 1). Let (Tm, km)m be a sequence of admissible meshes and time steps such
that for all m ∈ N, for all i ∈ Z αsize(Tm) ≤ hmi . Assume that km satisfies (5.15),
for T = Tm and k = km, and size(Tm)→ 0 as m→ +∞.
Let uTm,km be the finite volume approximate solution defined by (5.4). Then there
exists v ∈ L∞(R+×R× (0, 1)) and a subsequence of (uTm,km)m∈N which converges to
v for the weak-⋆ nonlinear convergence as hm = size(Tm) → 0, and v is an entropy
process solution.
By Lemma 5.1, the sequence (uTm,km)m∈N is bounded by 1 in L
∞(R∗+×R). Therefore,
by Theorem 5.3, there exists v ∈ L∞(R∗+ × R × (0, 1)) such that a subsequence of
(uTm,km)m∈N converges, as m tends to ∞, towards v in the nonlinear weak-⋆ sense.
In fact, function v is an entropy process solution to problem (5.1).
Remark 5.7. This proof of existence of entropy process solution is based on some
tools used in [EGH00] to prove the existence of entropy solution of a conservation law
with a Lipschitz continuous flux function. To establish that v is an entropy process
solution, (5.8) is multiplied by
1
k
∫ tn+1
tn
∫
Ki
ϕ(t, x) dt dx and one sums on i and n.
One studies each term separately. The main new points (compared with [EGH00])
are the study around {x = 0} (see subsection 5.4.2) and the study of the last term
of discrete entropy inequality (5.8) given by
∑
i∈Z
∑
n∈N
|δi| 1
hi
∫ tn+1
tn
∫
Ki
ϕ(t, x) dt dx (see
subsection 5.4.2).
Let ϕ ∈ C∞c (R+ × R,R+), m ∈ N. Let Tm = T et km = k. As supp(ϕ) is compact,
there exists T > 0 and R > 0 such that suppϕ ⊂ [0,T] × [−R + h,R− h]. Let i0, i2
and NT as deﬁned in Theorem 5.2.
Let κ ∈ [0, 1], multiplying (5.8) by 1
k
∫ tn+1
tn
∫
Ki
ϕ(t, x) dt dx, and summing for i =
i0, . . . , i2 and n = 0, . . . , NT , yields :
A1 +A2 ≤ A3.
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We will study each term separately.
Study of term A1
A1 =
i2∑
i=i0
NT∑
n=0
(
|un+1i − κ| − |uni − κ|
) 1
k
∫ tn+1
tn
∫
Ki
ϕ(t, x) dt dx
= −
i2∑
i=i0
NT∑
n=0
|uni − κ|
∫ tn+1
tn
∫
Ki
ϕ(t+ k, x)− ϕ(t, x)
k
dt dx
−
i2∑
i=i0
|u0i − κ|
1
k
∫ k
0
∫
Ki
ϕ(t, x) dt dx
= B1 +B2. (5.29)
In fact, for this term, one just uses the fact that uT ,k converges to v for the weak-⋆
non linear convergence as h tends to zero.
On the one hand, one gets
B2 = −
i2∑
i=i0
|u0i − κ|
1
k
∫ k
0
∫
Ki
ϕ(t, x) dt dx
= −1
k
∫ k
0
∫ R
−R
|uT ,0 − κ|ϕ(t, x) dt dx, (5.30)
with uT ,0 =
∑
i∈Z u
0
i 1Ki .
However uT ,0 converges towards u0 in L
1
loc(R) and
1
k
∫ k
0
ϕ(t, x) dt converges towards
ϕ(0, x) when size(T ) tends to zero. This yields :
B2 →
∫
R
|u0(x)− κ|ϕ(0, x) dt dx, with h tends to zero.,
On the other hand,
B1 = −
i2∑
i=i0
NT∑
n=0
|uni − κ|
∫ tn+1
tn
∫
Ki
ϕ(t+ k, x)− ϕ(t, x)
k
dt dx
= −
i2∑
i=i0
NT∑
n=0
∫ tn+1
tn
∫
Ki
|u k(t, x) − κ|ϕ(t + k, x)− ϕ(t, x)
k
dt dx
= −
∫ T
0
∫ R
−R
|uT ,k(t, x)− κ|ϕ(t + k, x) − ϕ(t, x)
k
dt dx.
uT ,k converges towards v in the nonlinear weak-⋆ sense wit h→ 0, then∫ T
0
∫ R
−R
|uT ,k(t, x)− κ| dt dx→h→0
∫ T
0
∫ R
−R
∫ 1
0
|v(t, x, α) − κ| dt dx.
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and by use the regularity if the function ϕ, one gets : Moreover
ϕ(t+ k, x)− ϕ(t, x)
k
→h→0 ∂tϕ(t, x).
then
B1 →h→0 −
∫ T
0
∫ R
−R
∫ 1
0
|v(t, x, α) − κ|∂tϕ(t, x) dt dx.
One concludes
lim
h→0
A1 = −
∫ T
0
∫
R
∫ 1
0
|v(t, x, α) − κ|∂tϕ(t, x) dt dx dα
−
∫ T
0
|u0(x)− κ|ϕ(0, x) dx. (5.31)
Study of term A2
Term A2 is deﬁned by :
A2 = −
i2∑
i=i0
NT∑
n=0
1
hi
(Qni+1/2 −Qni−1/2)
∫ tn+1
tn
∫
Ki
ϕ(t, x) dt dx
= −
i2−1∑
i=i0+1
NT∑
n=0
1
hi
(Qni+1/2 −Qni−1/2)
∫ tn+1
tn
∫
Ki
ϕ(t, x) dt dx, (5.32)
because supp(ϕ) ⊂ [−R+ h,R − h].
The discontinuity of function g and the deﬁnition of Qni+1/2 bring diﬃculties. Then,
ones speciﬁes various steps to establish that
lim
h→0
A2 = −
∫ 1
0
∫ ∞
0
∫
R
(
Φ(x, v(t, x, α), κ) + Ψ(v(t, x, α), κ)
)
∂xϕ(t, x) dx dt dα.
• At ﬁrst, one proves :
lim
h→0
|A2 −A20| = 0 (5.33)
with A20 deﬁned as follows :
A20 = −
i2∑
i=i0
NT∑
n=0
Qni+1/2
∫ tn+1
tn
∫
Ki
∂xϕ(t, x) dt dx
= −
i2−1∑
i=i0+1
NT∑
n=0
(
Qni+1/2 −Qni−1/2
) ∫ tn+1
tn
ϕ(t, xi+1/2) dt.
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The diﬀerence between these terms is majored as follows :
|A2 −A20|
≤
i2−1∑
i=i0+1
NT∑
n=0
∣∣Qni+1/2 −Qni−1/2∣∣∫ tn+1
tn
(∣∣ϕ(t, xi+1/2)− 1hi
∫
Ki
ϕ(t, x) dx
∣∣) dt
≤
i2−1∑
i=i0+1
NT∑
n=0
∣∣Qni+1/2 −Qni−1/2∣∣
(∫ tn+1
tn
1
hi
∫
Ki
∣∣ϕ(t, xi+1/2)− ϕ(t, x)∣∣ dx) dt
≤
i2−1∑
i=i0+1
NT∑
n=0
∣∣Qni+1/2 −Qni−1/2∣∣Lip(ϕ) k h
≤ Lip(ϕ)h
( −2∑
i=i0+1
NT∑
n=0
k
∣∣Qni+1/2 −Qni−1/2∣∣
+
i2−1∑
2
NT∑
n=0
k
∣∣Qni+1/2 −Qni−1/2∣∣)
+ Lip(ϕ)h
1∑
i=−1
NT∑
n=0
k
∣∣Qni+1/2 −Qni−1/2∣∣. (5.34)
∗ For i = i0, · · · ,−2, Qi+1/2 = Qi−1/2 = QL and
|Qni+1/2 −Qni−1/2| ≤ |QL(uni ⊤κ, uni+1⊤κ)− (gL(uni ⊤κ) + f(uni ⊤κ))|
+ |QL(uni ⊥κ, uni+1⊥κ)− (gL(uni ⊥κ) + f(uni ⊥κ))|
+ |QL(uni−1⊤κ, uni ⊤κ)− (gL(uni ⊤κ) + f(uni ⊤κ))|
+ |QL(uni−1⊥κ, uni ⊥κ)− (gL(uni ⊥κ) + f(uni ⊥κ))|.
A study case by case, shows that
|QL(uni ⊤κ, uni+1⊤κ)− (gL(uni ⊤κ) + f(uni ⊤κ))|
≤ |QL(uni , uni+1)− (gL(uni ) + f(uni ))|,
|QL(uni ⊥κ, uni+1⊥κ)− (gL(uni ⊥κ) + f(uni ⊥κ))|
≤ |QL(uni , uni+1)− (gL(uni ) + f(uni ))|,
|QL(uni−1⊤κ, uni ⊥κ)− (gL(uni ⊤κ) + f(uni ⊤κ))|
≤ |QL(uni−1, uni )− (gL(uni ) + f(uni ))|,
|QL(uni−1⊥κ, uni ⊥κ)− (gL(uni ⊤κ) + f(uni ⊤κ))|
≤ |QL(uni−1, uni )− (gL(uni ) + f(uni ))|,
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then
−2∑
i=i0+1
NT∑
n=0
k|Qni+1/2 −Qni−1/2|
≤ 2
−1∑
i=i0
NT∑
n=0
k
(|QL(uni , uni+1)− (gL(uni ) + f(uni ))|
+|QL(uni , uni+1)− (gL(uni+1) + f(uni+1))|
)
≤ 2
−1∑
i=i0
NT∑
n=0
k
(
max
(p,q)∈C(uni ,u
n
i+1)
|gL(p) + f(p)−QL(p, q)|
+ max
(p,q)∈C(uni ,u
n
i+1)
|gL(q) + f(q)−QL(p, q)|
)
≤ 2C 1√
h
(5.35)
by using the weak-BV estimate (5.16).
∗ For i = 2, · · · , i2, Qi+1/2 = Qi−1/2 = QR. In the same manner as what precedes,
one obtains :
i2−1∑
i=2
NT∑
n=0
k|Qni+1/2 −Qni−1/2|
≤ 2
i2∑
i=1
NT∑
n=0
k
(|QR(uni , uni+1)− (gR(uni ) + f(uni ))|
+|QR(uni , uni+1)− (gR(uni+1) + f(uni+1))|
)
≤ 2
i2∑
i=1
NT∑
n=0
k
(
max
(p,q)∈C(uni ,u
n
i+1)
|gR(p) + f(p)−QR(p, q)|
+ max
(p,q)∈C(uni ,u
n
i+1)
|gR(q) + f(q)−QR(p, q)|
)
≤ 2C 1√
h
. (5.36)
∗ One remarks :
1∑
i=−1
NT∑
n=0
k
∣∣Qni+1/2 −Qni−1/2∣∣ ≤ C NT∑
n=0
k ≤ CT (5.37)
∗ Finally, with (5.35), (5.36) and (5.37), (5.34) becomes :
|A2 −A20| ≤ C
√
h −→ 0, when h→ 0.
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• Now, one shows that
lim
h→0
|A20 − A¯20| = 0 (5.38)
with A¯20 deﬁned as follows :
A¯20 := −
∫ t
0
∫
R
(
Φ(x, v, κ) + Ψ(v, κ)
)
∂xϕ(t, x) dt dx
= −
i2∑
i=i0
NT∑
n=0
∫ tn+1
tn
∫
Ki
(
Φ(x, v, κ) + Ψ(v, κ)
)
∂xϕ(t, x) dt dx
To prove this equality, one proceeds according to the value of i.
∗ For i = i0, · · · ,−1, one has Qi+1/2 = QL and for all x ∈ Ki, Φ(x, v, κ) =
ΦL(v, κ) = gL(v⊤κ)− gL(v⊥κ) and Ψ(v, κ) = f(v⊤κ)− f(v⊥κ).
∗ For i = 1, · · · , i2, one has Qi+1/2 = QR and for all x ∈ Ki, Φ(x, v, κ) =
ΦR(v, κ) = gR(v⊤κ)− gR(v⊥κ) and Ψ(v, κ) = f(v⊤κ)− f(v⊥κ).
One obtains A20 = A
1
20 +A
2
20 +A
3
20 and A¯20 = A¯
1
20 + A¯
2
20 + A¯
3
20 with
A120 = −
−1∑
i=i0
NT∑
n=0
Gn
i+ 1
2
∫ tn+1
tn
∫
Ki
∂xϕ(t, x) dt dx
= −
−1∑
i=i0
NT∑
n=0
∫ tn+1
tn
∫
Ki
(
QL(u
n
i ⊤κ, uni+1⊤κ)
−QL(uni ⊥κ, uni+1⊥κ)
)
∂xϕ(t, x) dt dx,
A220 = −
NT∑
n=0
∫ tn+1
tn
∫
K0
(
Q1/2(u
n
0⊤κ, un1⊤κ)−Q1/2(un0⊥κ, un1⊥κ)
)
∂xϕ(t, x) dt dx,
A320 = −
i2∑
i=1
NT∑
n=0
Gn
i+ 1
2
∫ tn+1
tn
∫
Ki
∂xϕ(t, x) dt dx
= −
i2∑
i=1
NT∑
n=0
∫ tn+1
tn
∫
Ki
(
QR(u
n
i ⊤κ, uni+1⊤κ)
−QR(uni ⊥κ, uni+1⊥κ)
)
∂xϕ(t, x) dt dx,
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and
A¯120 = −
−1∑
i=i0
NT∑
n=0
∫ tn+1
tn
∫
Ki
∫ 1
0
(
gL(v⊤κ) − gL(v⊥κ)
+f(v⊤κ)− f(v⊥κ)) ∂xϕ(t, x) dt dx dα,
A¯220 = −
NT∑
n=0
∫ tn+1
tn
∫
K0
∫ 1
0
(
Φ(x, v, κ) + Ψ(v, κ)
)
∂xϕ(t, x) dt dxdα,
A¯320 = −
i2∑
i=1
NT∑
n=0
∫ tn+1
tn
∫
Ki
∫ 1
0
(
gR(v⊤κ)− gR(v⊥κ)
+f(v⊤κ)− f(v⊥κ)) ∂xϕ(t, x) dt dx dα.
∗ At ﬁrst, one studies the diﬀerence A120 − A¯120 :
|A120 − A¯120| ≤
−1∑
i=i0
NT∑
n=0
∫ tn+1
tn
∫
Ki
∫ 1
0
∣∣∣(QL(uni ⊤κ, uni+1⊤κ)−QL(uni ⊥κ, uni+1⊥κ))
−(gL(v⊤κ)− gL(v⊥κ) + f(v⊤κ)− f(v⊥κ))∣∣∣|∂xϕ(t, x)| dt dx dα
One has ∣∣∣(QL(uni ⊤κ, uni+1⊤κ)−QL(uni ⊥κ, uni+1⊥κ))
−(gL(v⊤κ)− gL(v⊥κ) + f(v⊤κ)− f(v⊥κ))∣∣∣
≤ ∣∣QL(uni ⊤κ, uni+1⊤κ)− (gL + f)(uni ⊤κ)∣∣
+
∣∣(gL + f)(uni ⊤κ)− (gL + f)(v⊤κ)∣∣
+
∣∣QL(uni ⊥κ, uni+1⊥κ)− (gL + f)(uni ⊥κ)∣∣
+
∣∣(gL + f)(uni ⊥κ)− (gL + f)(v⊥κ)∣∣. (5.39)
Moreover,
QL(u
n
i ⊤κ, uni+1⊤κ)− gL(uni ⊤κ)
=

0 if κ ≥ uni and κ ≥ uni+1
QL(u
n
i ⊤κ, uni+1⊤κ)− gL(uni ⊤κ) if κ ∈ [uni , uni+1] and uni ≤ uni+1
QL(u
n
i ⊤κ, uni+1⊤κ)− gL(uni ⊤κ) if κ ∈ [uni+1, uni ] and uni+1 ≤ uni
QL(u
n
i , u
n
i+1)− gL(uni ) if κ < uni and κ < uni+1
In all cases, this yields :
|QL(uni ⊤κ, uni+1⊤κ)−QL(uni ⊤κ, uni ⊤κ)| ≤
max
(p,q)∈C(uni ,u
n
i+1)
|gL(p) + f(p)−QL(p, q)|,
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and
|QL(uni ⊥κ, uni+1⊥κ)−QL(uni ⊥κ, uni ⊥κ)| ≤
max
(p,q)∈C(uni ,u
n
i+1)
|gL(p) + f(p)−QL(p, q)|.
Then, (5.39) becomes :∣∣∣(QL(uni ⊤κ, uni+1⊤κ)−QL(uni ⊥κ, uni+1⊥κ))
−(gL(v⊤κ) − gL(v⊥κ) + f(v⊤κ)− f(v⊥κ))∣∣∣
≤ 2 max
(p,q)∈C(uni ,u
n
i+1)
|gL(p) + f(p)−QL(p, q)|
+(Lip(gL) + Lip(f))
∣∣(uni ⊤κ)− (v⊤κ)∣∣
+(Lip(gL) + Lip(f))
∣∣(uni ⊥κ)− (v⊥κ)∣∣
≤ 2 max
(p,q)∈C(uni ,u
n
i+1)
|gL(p) + f(p)−QL(p, q)|
+2 (Lip(gL) + Lip(f))
∣∣uni − v∣∣.
Finally, one obtains :∣∣A120 − A¯120∣∣
≤ 2||∂xϕ||∞
−1∑
i=i0
NT∑
n=0
khi max
(p,q)∈C(uni ,u
n
i+1)
|gL(p) + f(p)−QL(p, q)|
+ 2||∂xϕ||∞
−1∑
i=i0
NT∑
n=0
(Lip(gL) + Lip(f))
∫ tn+1
tn
∫
Ki
∫ 1
0
∣∣uni − v(t, x, α)∣∣ dt dx dα
≤ 2h||∂xϕ||∞
−1∑
i=i0
NT∑
n=0
k max
(p,q)∈C(uni ,u
n
i+1)
|gL(p) + f(p)−QL(p, q)|
+ 2||∂xϕ||∞(Lip(gL) + Lip(f))
−1∑
i=i0
NT∑
n=0
∫ tn+1
tn
∫
Ki
∫ 1
0
∣∣uT , k(t, x)− v(t, x, α)∣∣ dt dx dα.
By using the estimate (5.16) and the nonlinear weak-⋆ convergence which implies
that uT , k converges to v in L
1
loc(R+ × R× [0, 1]), this yields lim
h→0
|A120 − A¯120| = 0.
∗ In the same manner, by replacingQL byQR and gL by gR, one shows lim
h→0
|A320 − A¯320| = 0
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∗ It remains to study the limit of A220 and A¯220. One has
|A220| ≤
NT∑
n=0
∫ tn+1
tn
∫
K0
∣∣Q1/2(un0⊤κ, un1⊤κ)−Q1/2(un0⊥κ, un1⊥κ)∣∣
|∂xϕ(t, x)| dt dx
≤ C||∂xϕ||∞
NT∑
n=0
∫ tn+1
tn
∫
K0
dt dx
≤ C||∂xϕ||∞Th0
≤ C||∂xϕ||∞Th −→ 0, when h→ 0,
and
|A¯220| ≤
NT∑
n=0
∫ tn+1
tn
∫
K0
∫ 1
0
|(Φ(x, v, κ) + Ψ(v, κ)) ∂xϕ(t, x)| dt dxdα
≤ C||∂xϕ||∞
NT∑
n=0
∫ tn+1
tn
∫
K0
∫ 1
0
dt dxdα
≤ C||∂xϕ||∞Th −→ 0, when h→ 0.
To sum up, one has shown (5.38).
• With (5.33) and (5.38), one concludes that
lim
h→0
A2 = −
∫ t
0
∫
R
(Φ(x, v, κ) + Ψ(v, κ)) ∂xϕ(t, x) dt dx. (5.40)
Study of term A3
Term A3 is deﬁned by
A3 =
i2∑
i=i0
NT∑
n=0
|δi|
∫ tn+1
tn
1
hi
∫
Ki
ϕ(t, x) dt dx. (5.41)
To ﬁnd the limit of A3, one will divide it into three parts according to values of i.
1. For i ∈ {i0, . . . ,−1}, δi = Qi+1/2(κ, κ)−Qi−1/2(κ, κ) = QL(κ, κ)−QL(κ, κ) = 0,
2. For i ∈ {2, . . . , i2}, δi = Qi+1/2(κ, κ)−Qi−1/2(κ, κ) = QR(κ, κ)−QR(κ, κ) = 0,
3. |δ0| = |Q1/2(κ, κ) − Q−1/2(κ, κ)| = |Q1/2(κ, κ) − QL(κ, κ)| = |Q1/2(κ, κ) −
(gL(κ)+f(κ))|, and |δ1| = |Q3/2(κ, κ)−Q1/2(κ, κ)| = |QR(κ, κ)−Q1/2(κ, κ)| =
|gR(κ) + f(κ)−Q1/2(κ, κ)|.
Assuming gL(κ) > gR(κ), (it is similar if gL(κ) ≤ gR(κ)), with hypothesis (H3), this
yields :
|δ0| = gL(κ) + f(κ)−Q1/2(κ, κ) and |δ1| = Q1/2(κ, κ) − (gR(κ) + f(κ)).
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Then,
A3 =
∫ T
0
( 1
h0
∫
K0
(gL(κ) + f(κ)−Q1/2(κ, κ))ϕ(t, x) dx
+
1
h1
∫
K1
(Q1/2(κ, κ) − gR(κ)− f(κ))ϕ(t, x) dx
)
= gL(κ)
∫ T
0
1
h0
∫ 0
x−1/2
ϕ(t, x) dx dt − gR(κ)
∫ T
0
1
h1
∫ x3/2
0
ϕ(t, x) dx dt
− (Q1/2(κ, κ) − f(κ))
∫ T
0
( 1
h0
∫ 0
x−1/2
ϕ(t, x) dx − 1
h1
∫ x3/2
0
ϕ(t, x) dx
)
dt.
(5.42)
By continuity of function ϕ,
1
h0
∫ 0
x−1/2
ϕ(t, x) dx and
1
h1
∫ x3/2
0
ϕ(t, x) dx tend to ϕ(t, 0)
when h tends to zero. This yields :
lim
h→0
A3 =
(
gL(κ)− gR(κ)
) ∫ +∞
0
ϕ(t, 0) dt
= |gL(κ)− gR(κ)|
∫ +∞
0
ϕ(t, 0) dt. (5.43)
Final estimate
By using that A1 + A2 ≤ A3 and the limits established in previous sections ((5.31),
(5.40) and (5.43)), one concludes that function v satisﬁes : for all κ ∈ [0, 1], for all
ϕ ∈ C∞c (R+ × R,R+)∫ 1
0
∫ ∞
0
∫
R
|v(t, x, α) − κ| ∂tϕ(t, x) dα dt dx
+
∫ 1
0
∫ ∞
0
∫
R
(Φ(x, v(t, x, α), κ) + Ψ(v(t, x, α), κ)) ∂xϕ(t, x) dα dx dt
+
∫
R
|u0(x)− κ|ϕ(0, x) dx +
∫ ∞
0
|gL(κ)− gR(κ)|ϕ(t, 0) dt ≥ 0.
Finally, one shows that function v ∈ L∞(R+ × R × [0, 1]) is a weak entropy process
solution of problem (5.1).
Remark 5.8. In this work, the existence of entropy solution is obtained differently
from [BV05] : one uses the approximation built with numerical scheme and one proves
the convergence of the scheme. However, if gn is an approximation of function g, such
that gn is Lipschitz continuous for all n, one can prove, similarly as in [BV05] the
existence of entropy solution.
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5.4.3 An other approximation of problem (5.1)
In this part, the existence of entropy process solution to problem (5.1) is established
diﬀerently. This other proof does not use the numerical scheme and then can be
presented an interest if one does not introduce the numerical scheme. This proof is
deduced by the proof of existence in [BV05].
Let H the Heaveside function deﬁned by :
H(x) =
{
0 if x < 0
1 if x ≥ 0.
Let (Hn)n∈N a sequence of regular non decreasing functions such as this sequence
converges towards H. Then, one deﬁnes the sequence of functions (gn)n∈N : for all
n ∈ N
gn(x, u) = Hn(x)gR(u) + (1−Hn(x))gL(u) ∀(x, u) ∈ R× [0, 1].
Then (gn)n∈N converges to g on R × [0, 1] and for all n ∈ N, for all κ ∈ [0, 1] gn(., κ)
is monotone according to the sign of gL(κ)− gR(κ).
Considers the following regularized problem :{
∂tu
n + ∂x
(
gn(x, u
n) + f(un)
)
= 0 (t, x) ∈ Q
un(0, x) = u0(x), x ∈ R ,
(5.44)
Results of Kruzhkov in [Kru70] ensure that there exists an unique entropy solution
un ∈ L∞(Q) to problem (5.1), which, besides, satisﬁes the following entropy inequal-
ities : ∫ ∞
0
∫
R
(un(t, x)− κ)± ∂tϕ(t, x) dt dx
+
∫ ∞
0
∫
R
(Φ±n (x, u
n(t, x), κ) + Ψ±(un(t, x), κ)) ∂xϕ(t, x) dx dt
+
∫
R
(u0(x)− κ)± ϕ(0, x) dx
−
∫ ∞
0
∫
R
sgn±(u
n − κ)∂x((gn(x, κ))ϕ(t, x) dx dt ≥ 0. (5.45)
with
Φ±n (x, u, κ) = sgn±(u− κ)(gn(x, u)− gn(x, κ)).
Proposition 5.1. Let u0 ∈ L∞(R; [0, 1]). Then, for all n ∈ N, the entropy solution
un ∈ L∞(Q) of problem (5.44) satisfies :
0 ≤ un ≤ 1 a.e.
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One introduces too L = max(Lip(gR),Lip(gL)) + Lip(f).
One choices κ = 0 in (2.10), since (u0 − 0)− = 0 and gn(x, 0) = 0, this follows :
∫ ∞
0
∫
R
(un(t, x))− ∂tϕ(t, x) dt dx
+
∫ ∞
0
∫
R
(Φ−n (x, u
n(t, x), 0) + Ψ±(un(t, x), 0)) ∂xϕ(t, x) dx dt ≥ 0
. (5.46)
Let R,T > 0, let r ∈ C∞c (R+) be such that : r is non-decreasing, r ≡ 1 on [0, R+L],
r ≡ 0 on [R + LT + 1,+∞). The choice ϕ(x, t) = T−tT χ(0, T )(t)r(|x| + Lt) in (5.46)
gives
− 1
T
∫
R
∫ T
0
(un)−r(|x|+ ωt) dx dt
+
∫
R
∫ T
0
T − t
T
r′(|x|+ Lt)(
L(un)− + sgn(x)
(
Φ−n (x, u
n, 0) + Ψ−n (u
n, 0)
) ) ≥ 0 .
Since |Φ−n (un, 0)| ≤ max(Lip(gL),Lip(gR))u−, |Ψ−(u, 0)| ≤ Lip(f)u− and since r′(|x|+
Lt) ≤ 0 the second term of the left hand-side of the previous inequality is non-
negative. Since r(|x| + Lt) = 1 , ∀(x, t) ∈ (−R,R) × (0, T ) and since r ≥ 0, the
ﬁrst term is upper bounded by − 1
T
∫ R
−R
∫ T
0
u− dx dt which is, by consequent, non-
negative. Therefore, we have u− = 0 on (−R,R) × (0, T ). Letting R,T → +∞, we
have u ≥ 0 a.e.
Similarly, by choosing κ = 1 in (2.10) (with the semi-entropies u 7→ (un − 1)+), one
proves un ≤ 1 a.e.
With Proposition 5.1, this yields :
Proposition 5.2. There exists a subsequence of (un)n∈N, already noted (un)n∈N, and
u ∈ L∞(R+×R×[0, 1]) such as (un)n∈N converges to u in the nonlinear weak-⋆ sense.
Moreover, u is an entropy process solution of problem (5.1).
One recalls that for all n ∈ N, un satisﬁes (2.10), then one studies the limit of each
term of this inequality.
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On the one hand, by nonlinear weak-⋆ convergence, this yields :∫ ∞
0
∫
R
(un(t, x)− κ)± ∂tϕ(t, x) dt dx
+
∫ ∞
0
∫
R
(Φ±n (u
n(t, x), κ) + Ψ±(un(t, x), κ)) ∂xϕ(t, x) dx dt
=⇒n→∞
∫ 1
0
∫ ∞
0
∫
R
(u(t, x, α) − κ)± ∂tϕ(t, x)dα dt dx
+
∫ 1
0
∫ ∞
0
∫
R
(Φ±(x, u(t, x, α), κ) + Ψ±(u(t, x, α), κ))
∂xϕ(t, x) dα dx dt.
On the other hand, notice that
−sgn±(un − κ)∂x(gn(x, κ))ϕ ≤ [∂x(gn(x, κ)]∓ϕ.
As the function gn(., κ) is monotone non-decreasing or non-increasing according to
the sign of gR(κ) − gL(κ), we have [∂x(gn(x, κ))]∓ = sgn∓(gL(κ) − gR(κ))H ′n(x).
Therefore, the last term in equality (2.10) admits the bound
−
∫ ∞
0
∫
R
sgn±(u
ε − κ)∂x(gn(x, κ))ϕ(t, x) dx dt
≤ sgn∓(gL(κ) − gR(κ))
∫ ∞
0
∫ ε
R
H ′n(x)ϕ(t, x) dx dt
= sgn±(gL(κ) − gR(κ))
∫ ∞
0
∫
R
Hn(x)∂xϕ(t, x) dt dx
−→n→∞ (gL(κ) − gR(κ))±
∫ ∞
0
ϕ(t, 0) dt.
Then, with n tends to inﬁnity, (2.10) gets that u satisﬁes 0 ≤ u ≤ 1 a.e. and :
∫ 1
0
∫ ∞
0
∫
R
(u(t, x, α) − κ)± ∂tϕ(t, x)dα dt dx
+
∫ 1
0
∫ ∞
0
∫
R
(Φ±(x, u(t, x, α), κ) + Ψ±(u(t, x, α), κ)) ∂xϕ(t, x) dα dx dt.
+
∫
R
(u0(x)− κ)± ϕ(0, x) dt
+ (gL(κ)− gR(κ))±
∫ ∞
0
ϕ(t, 0) dt ≥ 0,
∀κ ∈ [0, 1], ∀ϕ ∈ C∞c (R+ × R,R+).
To conclude, u ∈ L∞(R+ × R× (0, 1)) is an entropy process solution.
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5.5 Consequences of uniqueness
5.5.1 Existence of entropy solution
In part I, it is proved that the entropy process solution is the entropy solution (see
section “Uniqueness of entropy process solution” of chapter 4). Then, this yields :
Theorem 5.5. Let u0 ∈ L∞(R) with 0 ≤ u0 ≤ 1 a.e. on R. Then there exists
u ∈ L∞(R+ × R; [0, 1]) entropy solution of problem (5.1).
5.5.2 Convergence of the scheme
Theorem 5.6. Let u0 ∈ L∞(R) with 0 ≤ u0 ≤ 1 a.e. on R. Let u ∈ L∞(R+ ×R) be
the unique entropy solution of problem (5.1). Let ξ ∈ (0, 1) and α ∈ (0, 1) be given
values. Let (Tm, km)m be a sequence of admissible meshes and time steps such that
for all m ∈ N, for all i ∈ Z, α size(Tm) ≤ hmi . Assume that km satisfies the CFL
condition (5.15), for T = Tm and k = km, and size(Tm)→ 0 as m→ +∞.
Let uTm,km be the finite volume approximate solution defined by (5.4). Then the
sequence (uTm,km)m∈N converges to u in L
p
loc(R+ × R) for all p ∈ [1,∞) (and in
L∞(R+ × R) for the weak-⋆ topology) as hm = size(Tm)→ 0.
By Theorem 5.4, one knows that a subsequence of (uTm,km)m∈N converges to the
entropy process solution. By uniqueness of entropy process solution, established
in chapter 4, the whole sequence that converges to the entropy process solution.
Moreover, one remarks that the entropy process solution is in fact the entropy so-
lution. Then, the sequence (uTm,km)m∈N converges to the unique entropy solution
u ∈ L∞(R+ × R) for the weak-⋆ nonlinear convergence. Moreover, this yields :∫ ∞
0
∫
R
h(uTm,km(t, x))ψ(t, x) dx dt →
∫ ∞
0
∫
R
h(u(t, x))ψ(t, x) dx dt
∀ψ ∈ L1(R+ ×R), ∀h ∈ C(R,R). (5.47)
Taking h(s) = s2 in (5.47) and then h(s) = s and ψu instead of ψ in (5.47) one
obtains : ∫ ∞
0
∫
R
(
uTm,km(t, x) − u(t, x)
)2
ψ(t, x) dx dt→ 0, as m→∞,
for any function ψ ∈ L1(R+ × R). From (5.47), and thanks to the L∞ boundedness
of (uTm,km)m∈N, the convergence of (uTm,km)m∈N towards u in L
p
loc(R+ × R) for all
p ∈ [1,∞) is deduced.
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