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Abstract—Somewhat similar to wind farms, commercial wave
energy will be realized using farms of devices. However, for
wave farms, both constructive and destructive interference may
occur between individual devices; whereas, for wind farms, only
destructive interference occurs. In order to maximize constructive
interference, the layout of the wave farm must be optimized. In
addition, power absorption may be improved by applying a control
system technology to the farm of devices. As with many applica-
tions, there is a tendency in wave energy to separate the design
of the array layout from the design of an energy maximizing con-
trol system. In this paper, we show that integrating the activities
of optimal array layout design and control design are crucial if the
full potential of the wave farm is to be realized. In particular, we
show that a layout optimized without knowledge of the control sys-
tem to be used can be inferior to the extent of recovering 40% less
energy than a farm layout optimized with knowledge of the control
system. This loss is significantly more than the difference in perfor-
mance between a simple and a very complex control strategy.
Index Terms—Control of arrays, optimal array layout, power
optimization, wave energy farm.
I. INTRODUCTION
T HE COMMERCIAL operation of most designed waveenergy converters (WECs) relies on the deployment of
wave farms. On a wave farm, multiple units are connected
together in an array to provide a significant contribution of
electricity to power grids and also to provide some power
smoothing. Therefore, each single converter is subject to waves
that have been radiated or diffracted from other converters, in
addition to external (incident) waves. The effect of array inter-
actions on the energy absorption may be either constructive or
destructive, depending on whether the averaged energy of each
unit in the array is higher or lower than the energy of isolated
units. Such an effect is usually quantified by the q factor [1].
The q factor is defined as [1]
q =
W
nWs
(1)
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where W is the total energy absorbed by the array, Ws is the
energy absorbed for a single isolated device, and n is the num-
ber of units in the array. If wave interactions have a constructive
effect on the absorbed energy, then q > 1 and, if the effect is
destructive, q < 1.
Many research studies on wave energy farms have been
performed over the last few decades and the development
of optimal array layouts still remains a challenging problem.
Overall, the optimal layout is a function of the hydrodynamic
interactions (amount of power), cost of moorings [2] and elec-
trical interconnections [3], smoothing properties (quality of
power) and maintainable costs. In this paper, we focus on the
optimal hydrodynamical array layout.
Focusing primarily on closely spaced arrays and point
absorber devices, pioneering studies on wave farms have shown
that the array performance (or the q factor) depends on the fre-
quencies of the incident waves and on the array layout [1], [4],
[5]. Since these pioneering studies, some theoretical research
on aspects of the hydrodynamic characteristics of wave farms
have been presented, e.g., [6]–[9].
Recent research on optimal hydrodynamical array layouts
has studied the influence of different factors on array perfor-
mance. For example, factors such as configuration, separating
distance, number of units, and wave direction are analyzed for
different wave climates in [10]. However, given that devices
in a wave farm can experience both destructive and construc-
tive interference, separating distance has been shown to be a
key factor in obtaining the highest q factor values [10]. In [11],
Engström et al. showed that the variance of the power produc-
tion for rectangular arrays is, on average, three times higher
than the variance of the power for circular arrays. The spatial
configuration is also investigated in [12], where two different
methods based on genetic algorithms and parabolic intersection
methods have been proposed to optimize an array layout with
five devices. In addition, it has been shown that the average of
the q factor over incident wave directions from 0 to 2π is always
equal to unity [13]. This means that arrays with high values
of q at some wave directions are associated with unfavourable
values at some other directions.
A number of studies have investigated the influence of con-
trol strategies on wave energy array performance. Focusing
on suboptimal strategies based on linear damping [14], [15],
it has been shown that the increase in the average interaction
factor for irregular waves (IW) may be less than that regu-
lar wave (RW) analysis suggests, but it is not insignificant.
Different strategies based on model-predictive control [16],
[17] have shown that higher performance improvements can be
achieved when the controllers of each unit run cooperatively by
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transmitting information to each other. However, the focus of
all of these array control studies is to design the control to max-
imize the power capture for a given array layout. This approach
follows the standard sequential design procedure, where appli-
cation systems are designed by application specialists and the
control system is subsequently added. In this study, we consider
simultaneous design of the array layout and control system.
By virtue of conservation of energy, a WEC must interact
with the waves such as to reduce the amount of wave energy that
is otherwise present in the sea. The device must be able to gen-
erate waves, which interfere destructively with the sea waves
[18]. Thus, in order to absorb power, a certain fraction of the
excitation power arriving at the device is necessarily returned to
the sea as radiated power. The radiated wave interferes with the
incident wave and the resulting wave, which propagates beyond
the device, transports less power than the incident wave [18].
Control strategies for optimizing the absorbed energy mod-
ify the oscillation of each device and consequently, the radiated
wave patterns are also modified. For RW and optimum oscil-
lation conditions of the body, the radiated power equals the
absorbed power [19]. Therefore, it is expected that the optimal
hydrodynamical array layout will be different, depending on
whether the WEC is controlled or not and how it is controlled.
In particular, some (global) control strategies can take array
interactions into account [16] while other (independent) strate-
gies do not. In this paper, we show that highly suboptimal array
layouts result from optimizing the array layout for one particu-
lar controller (or no controller) and subsequently employing a
different one. To illustrate the impact of such effects, the influ-
ence of three different control strategies on the optimal array
layout is evaluated. The control strategies employed are: pas-
sive control (PC), global control (GC), and independent control
(IC). GC and IC algorithms considered in this study were pro-
posed in [16]. Since these strategies are model-based control
strategies, the formulation of the hydrodynamic model pre-
sented here follows the hydrodynamic model formulation of
[16]. A preliminary study examining the effect of control strate-
gies on optimal wave farm layout was presented in [20], which
compared global array control to passive damping, for a fixed
incident wave angle.
II. EQUATIONS OF MOTION
Linear hydrodynamic theory and heave oscillatory motion
are assumed. In such a case, the motion of the floating bodies
can be described by the Cummins equation [21]
Mtx¨(t) +Bvx˙(t) +
∫ ∞
0
K(t− τ)x˙(τ)dτ + Shx(t) = f(t)
(2)
with Mt = [M+Mr(∞)], f(t) = fe(t) + fp(t), and the ker-
nel of the convolution term (fluid memory term) expressed
as
K(t− τ) = 2
π
∫ ∞
0
Br(ω) cos[ω(t− τ)]dω (3)
where
x(t) ∈ Rn is the vector of vertical positions of the n
bodies;
M ∈ Rn×n is the mass matrix of the system and
Mr(∞) ∈ Rn×n is the added mass
matrix, defined with the asymptotic
values of the added masses at infinite
frequency;
Sh ∈ Rn×n is the hydrodynamic stiffness matrix;
Bv ∈ Rn×n is the viscous damping matrix,
Br(ω) ∈ Rn×n is the radiation resistance
matrix, and ω is the wave frequency;
fe(t) is the vector of excitation forces. The
excitation force is calculated as
fe(t) = F−1{Fe(ω)η(ω)}, where η(ω)
is the Fourier transform of the wave
elevation and Fe(ω) is the excitation
force transfer function. The excitation
power is the energy delivered by the
incoming waves to each device, i.e.,
Pe(t) = fe(t)x˙(t) [19];
fp(t) is the vector of power take-off (PTO)
forces. fp(t) is described in the next
section according to the control strategy
applied to the WEC.
Matrices Fe(ω), Br(ω), Mr(∞), and Sh are computed
using the boundary element solver WAMIT [22]. The viscous
damping matrix Bv is given by Bv = BvIn, where In is the
identity matrix of order n. From Lorentz linearization [23], the
coefficient Bv is calculated for an isolated device as
Bv =
ρCdA
2
∫ T
0
x˙2(t)|x˙(t)|dt∫ T
0
x˙2(t)dt
(4)
where ρ is the fluid density, Cd is the drag coefficient, A is
the area of the body projected onto the plane orthogonal to the
velocity x˙, and T is the time interval.
In order to more easily formulate the control problem, the
system equations are discretized by approximating the velocity
and the PTO force with a linear combination of basis functions.
Following the procedure from [16], trigonometric functions are
chosen as basis functions. Then, the PTO force and the velocity
are, respectively, approximated with the truncated zero-mean
Fourier series
x˙k(t) ≈
N/2∑
nf=1
ν
nf ,c
k cos(nfω0t) + ν
nf ,s
k sin(nfω0t) (5)
fp,k(t) ≈
N/2∑
nf=1
φ
nf ,c
k cos(nfω0t) + φ
nf ,s
k sin(nfω0t) (6)
where ω0 is the fundamental frequency of the Fourier series, νk
and φk are, respectively, the Fourier coefficients of the velocity
and the PTO force of the kth device, and N is the total number
of components.
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The best approximation of the solution for the equation of
motion (2) is sought by applying the Galerkin method (see [24]
for more details), and the result is the linear system
GX = P + E (7)
where X represents the vector of velocities, P represents the
vector of PTO forces, E is the vector of excitation forces and G
is the matrix of hydrodynamical coefficients of the system. X ,
P , E , and G are, respectively, defined for n units as
X =
⎡
⎢⎢⎢⎣
X1
X2
.
.
.
Xn
⎤
⎥⎥⎥⎦ P =
⎡
⎢⎢⎢⎣
P1
P2
.
.
.
Pn
⎤
⎥⎥⎥⎦ E =
⎡
⎢⎢⎢⎣
E1
E2
.
.
.
En
⎤
⎥⎥⎥⎦
G =
⎡
⎢⎢⎢⎣
G11 G12 . . . G1n
G21 G22 . . . G2n
.
.
.
.
.
.
.
.
.
.
.
.
Gn1 Gn2 . . . Gnn
⎤
⎥⎥⎥⎦ .
(8)
The vectors Xk and Pk are the vectors of the Fourier coef-
ficients of the velocity and PTO force of the kth device,
respectively. The vectors are arranged as
Xk =
[
ν1,ck , ν
1,s
k , ν
2,c
k , ν
2,s
k , . . . , ν
N
2 ,c
k , ν
N
2 ,s
k
]T
Pk =
[
φ1,ck , φ
1,s
k , φ
2,c
k , φ
2,s
k , . . . , φ
N
2 ,c
k , φ
N
2 ,s
k
]T
.
The elements of the vectors Ek are the Fourier coefficients of
the excitation force on the kth device and are arranged in the
same manner as the vectors Xk and Pk. The matrices Gik ∈
RN×N composing the matrix G are block diagonal, where each
of the N/2 square blocks is of size two and the l-th block is
defined as
Glik =
[
Dlik C
l
ik
−Clik Dlik
]
for l = 1, . . . , N/2
Dlik = Br,ik(lω0) + Bv,ik
Clik = lω0 (Mik +Mr,ik(lω0))− Sh,ik/(lω0).
(9)
Bv,ik, Mik, Sh,ik and Br,ik(ω) are, respectively, the elements of
the matrices Bv , M, Sh, and Br(ω). Mr,ik(ω) are the elements
of the added mass matrix Mr(ω), which is also computed by
the solver WAMIT.
III. OPTIMIZATION OF THE ARRAY LAYOUT
A. Optimization Problem
The optimal hydrodynamic design of wave farms should
maximize constructive interference between the units [6], or
maximize the q factor. The q factor (1) is a dimensionless num-
ber, which represents the average energy of each unit in the
array normalized by the energy captured by a single device. A
q factor of unity indicates that, on average, each device in the
array is capturing the same power as an isolated device.
The total energy absorbed by the array, over a time interval
T , is the sum of the energy absorbed by each body [16]
W = −
n∑
k=1
∫ T
0
x˙k(t)fp,k(t)dt (10)
where fp,k is the PTO force (determined by the control strat-
egy) applied to each floating body k. The energy absorbed by
a single device (Ws) is a particular case of (10) and (2) with
n = 1. Note that Ws is calculated following the same scenario
considered for the arrays, i.e., same incident waves and con-
trol algorithm employed. Following the notation of (7), the total
energy absorbed (10) is rewritten [16] as
W = −PT X (11)
where X and P are, respectively, the vectors of the Fourier
coefficients of the velocity and PTO force.
This work studies the optimal distance between the units in
a wave farm and the optimal array orientation, for a given array
configuration and different control strategies. Thus, the opti-
mal array layout problem is defined as: Determine the optimal
parameters (separating distance/array orientation) that maxi-
mize the q factor (1), for different controllers. The PTO force
calculations are described next for PC, GC, and IC.
B. Passive Control
A generic PTO system with a linear damper (Bp ∈ R+) is
considered. The PTO forces are given in the time domain by
fp,k(t) = −Bp x˙k(t) . (12)
From (7), the Fourier coefficients of the PTO forces are
P = −BX (13)
where B = Bp IkN and IkN is the identity matrix of order kN .
For PC, the coefficient Bp is given by
Bp =
√
(Br(ω))2 + (ω(M +Mr(ω))− Sh/ω)2 (14)
where ω is the frequency of the incident wave. In this case,
M , Br, Mr, and Sh are the mass, radiation damping, added
mass and hydrostatic stiffness coefficients of an isolated device,
respectively. Equation (14) represents optimal linear damping
when the bodies are subjected to incident RW [19]. IW are
not defined by a single frequency in the time-domain. For this
reason, a frequency that best characterizes the wave spectrum
should be selected. Here, Bp is tuned to the peak frequency of
the spectrum ωp for each sea state.
C. Global Control
The GC strategy is aware of the full array system. In this
case, the PTO forces are obtained by solving the optimal energy
absorption problem, defined as: Maximize the performance
function (11) subject to (7). We assume that the wave excitation
is known completely into the future, or can be forecast, and G
is nonsingular. Then, the optimal force coefficients P∗, which
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maximize the array absorbed energy, are obtained by solving
the optimization problem [16]
P∗ = argmax
P
(−PTG−1P − PTG−1E) (15)
where P , G, and E are defined in (7).
D. Independent Control
IC assumes that each device is equipped with its own indi-
vidual controller and excitation force estimator [16]. Each
controller uses the model of a single isolated unit, having no
communication with other devices in the array or any knowl-
edge of them. Therefore, the optimal PTO force coefficients are
obtained by solving each individual optimization problem for
the kth body
P ∗k = argmax
Pk
(−PTk G−1s Pk − PTk G−1s E¯k) (16)
with cost functions
Wk = −PkT Xk (17)
where Gs ∈ RN×N is analogous to the matrix G in (7), but now
calculated using the hydrodynamic coefficients of a single iso-
lated device, and E¯k is the excitation force measured by the
estimator on body k. It is assumed that the excitation force esti-
mator on each device cannot discern the excitation force due to
incoming waves from the radiation generated by other bodies
(for more details see [16]).
IV. SENSITIVITY OF THE OPTIMAL ARRAY LAYOUT
TO DIFFERENT CONTROL STRATEGIES
This section examines the sensitivity of the optimal array lay-
out to the following control strategies: PC, GC, and IC. The aim
is to investigate how the controllers affect the optimal distance
d between the units, and the optimal array orientation β. In par-
ticular, we aim to show that the optimal array layout is highly
dependent on the control strategy employed.
Simulation with RW and IW is performed. The RW are
defined by wave height H and period Tw. The IW are calculated
as a linear combination of RW using a Bretschneider spec-
trum envelope, defined by significant wave height Hs, and peak
period Tp. The optimal layout parameters are determined via
simulations with a complete set of possible values of d/r and β,
where r is the device radius. As a result, a clear overview of the
mapping between the q factor and the optimization parameters
(d/r and β) can be observed.
A. Candidate Array Layouts
Fig. 1 illustrates the array layouts considered, where β is the
incident wave direction. Layout 1 (L1) has two floating bodies,
Layout 2 (L2) is a linear array of three bodies, Layout 3 (L3) is
composed of three bodies placed at the vertices of an equilateral
triangle, and Layout 4 (L4) is a square array of four floating
bodies. All arrays are composed of heaving cylinder devices,
with a number of different device geometries considered. Each
geometry has approximately the same volume (≈160 πm3),
but different radius r, draught h, and resonance period Tr, as
described in Table I.
Fig. 1. Top view of array layouts and incident wave direction β.
TABLE I
SET OF CYLINDERS CONSIDERED
B. Influence of the Distance
Here, the aim is to investigate how the optimal values of the
separating distance change, as different control strategies are
considered. For each simulation, the direction of propagation
of the waves β is constant. In order to avoid shadowing effects,
a different value of β is considered depending on the configura-
tion of the arrays: β = 90◦ for linear configurations (L1–L2),
β = 0◦ for L3, and β = 45◦ for L4.
Initially, we consider the simplest array layout L1, geometry
G2, and RW (H = 1 m; Tw = 9 s). Fig. 2 shows the evolu-
tion of the q factor and the total energy absorbed W versus
d/r for β = 90◦. Different optimal d/r values are obtained
for different control strategies, especially between GC and PC
strategies. From Fig. 2, it is clear that maximizing the q factor
also maximizes the total absorbed energy for a certain incident
wave regime and control strategy. Although GC and IC show
lower q factor values than PC at some d/r ratios [Fig. 2(a)], the
active controllers result in higher captured energy levels than
the passive controller [Fig. 2(b)].
Table II summarizes the simulation results for the simplest
array layout, considering the three geometries in Table I. It can
be noted that the optimal values of d/r are larger for geometries
with strong radiation properties (e.g., G1, which has a large
d/r ratio) and higher when the periods of the incident wave are
longer. Comparing the results for GC and PC, larger distances
are required on GC for optimal configuration, but when Tw→
Tr the optimal distances are the same. In this case, the devices
are at resonance with the waves and the control strategies exert
no effort.
Fig. 3 shows the evolution of the q factor versus d/r for
β = 90◦ and IW (Hs = 1 m; Tp = 9 s). Note that the q factor
is more sensitive to GC (and IC) than PC. Actually, both GC
and IC actively modify the dynamics of each device, resulting
in more exaggerated motion of the bodies and more absorbed
energy than PC, as illustrated in Fig. 2(b). As a result, the active
controllers cause more constructive or destructive effects than
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Fig. 2. L1, G2: (a) evolution of the q factor and (b) evolution of the total
absorbed energy by the array versus d/r for constant β = 90◦ (RW: H = 1 m;
Tw = 9 s).
TABLE II
L1—OPTIMAL VALUES OF d/r (RW: H = 1 M AND β = 90◦)
PC, when different d/r ratios are considered. In addition, the
evolution of the q factor for the IC strategy is not significantly
different from GC (same optimal values for d/r) and is omitted
from the following analysis.
Table III summarizes the optimal d/r values for the array
layout L1 considering the three geometries and different
Fig. 3. L1, G2: evolution of the q factor versus d/r for constant β = 90◦
(IW: Hs = 1 m; Tp = 9 s).
TABLE III
L1—OPTIMAL VALUES OF d/r (IW: Hs = 1 M AND β = 90◦)
TABLE IV
L2—OPTIMAL VALUES OF d/r (IW: Hs = 1 M AND β = 90◦)
TABLE V
L3—OPTIMAL VALUES OF d/r (IW: Hs = 1 M AND β = 0◦)
TABLE VI
L4—OPTIMAL VALUES OF d/r (IW: Hs = 1 M AND β = 45◦)
periods of incident IW. The relative difference between the opti-
mal d/r values for GC and PC is greater for longer periods and
smaller when Tp → Tr, as the control strategies do not exert
much effort in such a case.
Tables IV–VI summarize the optimal d/r values for GC and
PC, respectively, for the array layouts L2–L4, also for the IW
case. The results in Table IV for L2 are similar to those obtained
for L1, since both are linear arrays. However, the optimal d/r
values are greater as the number of WECs increases and the
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Fig. 4. L1, G2: evolution of the q factor for different values of d/r and β.
(a) GC. (b) PC (IW: Hs = 1 m; Tp = 7 s).
interactions become more complex. Exceptions occur when PC
is applied to the triangular and square layouts, for geometry G1.
C. Influence of Array Orientation
Figs. 4–7 illustrate the evolution of the q factor for dif-
ferent values of d/r ratios and angles β, layouts L1–L4 and
geometry G2, when the WECs are subject to IW with Hs = 1 m
and Tp = 7 s. In this case, Tp > Tr and the effect of different
control strategies on the optimal layout can be better observed.
For linear arrays, the optimal β is 90◦ for both GC and PC
strategies, as can be seen in Figs. 4 and 5. For symmetry rea-
sons, the wave direction affects the interactions in the same way
for both bodies, as shown in [25]. The influence of the incident
wave direction on the linear arrays are almost the same for
both strategies, except that GC shows a higher q factor sensitiv-
ity, as explained previously in Section IV-B. For the triangular
array (L3), the optimal β values for both control strategies are
achieved for 0◦, 30◦, 60◦, or 90◦, when the wave direction is
aligned with one side of the triangle. In addition, the optimal β
is 45◦ for the square array (L4).
Although the optimal array orientations for the studied con-
figurations are the same for both GC and PC strategies, the
evolution of the q factor is different for each strategy, as is illus-
trated in Figs. 6 and 7. The GC curve for array L4, e.g., shows a
maximum peak at β = 45◦, d/r ≈ 27 [Fig. 7(a)]. Nevertheless,
the PC curve [Fig. 7(b)] shows a maximum peak at β = 45◦,
d/r ≈ 23 and a minimum peak at β = 45◦, d/r ≈ 10. This can
Fig. 5. L2, G2: evolution of the q factor for different values of d/r and β.
(a) GC. (b) PC (IW: Hs = 1 m; Tp = 7 s).
be explained by the fact that the q factor curve is an asymp-
totic curve for a constant β and variable d/r ratios [as can be
observed in Figs. 2(a) and 3]. The evolution of each of the q
factor curves in Figs. 4–7 are smoother or more oscillatory,
depending on the interactions between the devices.
V. DISCUSSION
Different control strategies affect interactions between the
devices in a wave farm in different ways. However, despite
different q factor variations with d/r for different control
strategies, radiation effects become negligible for larger device
separations, so q → 1 for all control strategies as d/r increases.
Figs. 2(a) and 3 clearly illustrate this behavior.
The most significant issue is that the optimal d/r values for
the GC and PC strategies are quite different, especially for Tp >
Tr. However, the optimal wave farm orientation is not directly
influenced by the control strategy applied to the WECs. The
influence of wave farm orientation depends on the configuration
used for the arrays (i.e., linear, triangular or square), with the
control strategy having only a minor effect.
As the number of devices increases and the configuration
changes, the interaction between the devices is more com-
plex and the optimal d/r values are generally greater than the
values for the two-body linear array case. Fig. 8 illustrates a
comparison between the optimal array layouts for the four con-
figurations studied, when PC and GC are applied to the WEC
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Fig. 6. L3, G2: evolution of the q factor for different values of d/r and β.
(a) GC. (b) PC (IW: Hs = 1 m; Tp = 7 s).
farm (G2; IW: Hs = 1 m; Tp = 7 s). Note the significant dif-
ference for the optimal separating distances, for the PC- or the
GC-controlled cases.
To highlight the impact of not including the control strat-
egy at the layout optimization stage, we design optimal array
layouts assuming no control, subsequently apply GC, and com-
pare with the case where the optimal array layout is designed
assuming GC is in place (the “control aware” case). The energy
absorbed by the arrays is denoted by Enc and Egc for the
two cases, respectively. Fig. 9 shows the ratio Egc/Enc for the
four layout configurations. Clearly, the energy capture in the
“control aware” case is superior to the “control ignorant” case
(Egc/Enc ≥ 1 in all cases), with an improvement of up to 40%
in some cases. For linear arrays, in particular, the average ben-
efit of control aware layout design (across all Tp) is over 19%
and 16%, for L1 and L2 layouts, respectively. We note that such
performance improvements are significantly greater than any
that can be obtained by improved control design ([26] reports
an improvement of 8.2% using model predictive control in com-
parison to a simple controller), or extension of independent to
GC ([16] reports an average improvement of 10–20% for GC
over IC).
In wave farm deployment, the study of the control-informed
optimal array layout should consider the mean wave direction
and the statistical sea states occurrence of a specific site. Then,
the best layout can be defined after running simulations for a
different set of wave parameters, e.g., significant wave height
and peak period.
Fig. 7. L4, G2: evolution of the q factor for different values of d/r and β.
(a) GC. (b) PC (IW: Hs = 1 m; Tp = 7 s).
Fig. 8. Top view of optimal arrays configurations for PC (shaded) and GC
(unshaded). (a) L1 (scale 1:100). (b) L2 (scale 1:100). (c) L3 (scale 1:200).
(d) L4 (scale 1:400).
VI. CONCLUSION
Consideration of the control scheme is not the only deciding
factor in optimal WEC array layout. Other factors may have
high priority, including mooring and electrical infrastructure
configurations, which have major economic impact. However,
the particular control strategy employed clearly does have a
causal effect on optimal array separating distances and needs
to be considered, together with these other design factors.
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Fig. 9. Ratio between Egc and Enc (IW: Hs = 1 m).
It is well known that control schemes play an important role
in the performance improvement of WECs. However, this paper
demonstrates that it is vital to consider the control system to
be employed at the array layout stage if the full economic
potential of a wave farm is to be realized. In particular, it is
demonstrated that the performance improvement from optimal
control-informed layout can be up to 40%, which is very sig-
nificant, considering the current struggle for wave energy to
demonstrate economic viability.
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