Thermalization of quark-gluon plasmas in heavy-ion collisions is a difficult theoretical problem. One theoretical goal has been to understand the physics of thermalization in the relatively simplifying limit of arbitrarily high energy collisions, where the running coupling α s is weak. One of the current roadblocks to achieving this goal is lack of knowledge about the behavior of plasma instabilities when particle distributions are highly anisotropic. In particular, it has not been known how the magnetic fields generated by plasma instabilities scale with anisotropy. In this paper, we use numerical simulations in a first attempt to determine this scaling.
I. INTRODUCTION AND RESULTS
How do non-abelian plasmas that start far from equilibrium, such as quark-gluon plasmas produced in heavy ion collisions, equilibrate? This question has proven difficult to answer in detail even in the theoretical simplifying limit of weak coupling, appropriate to arbitrarily high energy collisions. A pathbreaking first attempt was made by Baier, Mueller, Schiff, and Son [1] , who analyzed equilibration in the weak coupling limit via scattering processes of individual particles. The resulting picture of quark-gluon plasma equilibration is known as the bottom-up scenario. It was later realized, however, that collective effects in the form of magnetic plasma instabilities, known as Weibel or filamentary instabilities, necessarily play a role in bottom-up equilibration [2] .
1 These instabilities have long been known in traditional plasma physics [5] , but their non-abelian counterparts develop somewhat differently. The effect of non-abelian interactions on the late-time development of plasma instabilities has been studied over the past few years with numerical simulations [6] [7] [8] [9] [10] [11] [12] [13] . A great deal has been learned, but these simulations have not significantly explored the extremely non-equilibrium conditions relevant to the initial phase of bottom-up thermalization.
In particular, Weibel instabilities are generated by anisotropic distributions of plasma particle momenta, as measured in local plasma rest frames. So far, simulations have mostly focused on the case of moderate anisotropy. 2 The bottom-up scenario, however, generates parametrically extreme anisotropies early on, before thermalization is achieved. Thermalization, of course, eventually produces isotropic (thermal) momentum distributions in local plasma rest frames. As an example, in the original bottom-up scenario (ignoring plasma instabilities), at one particular pre-thermalization moment of the expansion, the local distribution of particle velocities looks like a pancake in momentum space, with
where g is the QCD coupling constant and z is the beam direction. Formally, in the limit of arbitrarily weak coupling g, this represents extreme anisotropy. To understand equilibration in the weak coupling limit, one must therefore understand the development of plasma instabilities for the case of extreme anisotropy, p z /p ⊥ ≪ 1. The purpose of this paper is to make a first attempt to explore this limit using numerical simulations. Discussion of weak-coupling thermalization starts from the saturation picture of highenergy heavy ion collisions, where there is initially a non-perturbatively large phase-space density f ∼ 1/g 2 of low x gluons with momentum of order the saturation scale Q s . These initial gluons are the "hard" particles in discussions of thermalization. We formally consider the case where Q s is so large that the running coupling α s (Q s ) can be treated as arbitrarily small. Bottom-up thermalization describes what happens as the plasma subsequently expands one-dimensionally between the two retreating pancakes of nuclear debris. The expansion reduces the density of hard particles enough that one can treat them perturbatively for times τ ≫ 1/Q s . In the first stage of the original bottom-up picture of thermalization, 1 For a sample of earlier discussions of the possible role of Weibel instabilities in quark-gluon plasma thermalization, see Refs. [3, 4] . 2 Two exceptions are the paper of Bödeker and Rummukainen [11] , with similar methods and aims to the current work, and the paper by Dumitru, Nara, and Strickland [10] , which focuses on an initially perfectly planar distribution which is allowed to dynamically broaden with time.
which corresponded to 1 ≪ Q s τ ≪ g −3 , the one-dimensional expansion effectively red-shifts the component p z of hard particle momenta along the beam axis, as measured in local plasma rest frames. For free particles, the expansion would drive the system away from local anisotropy as p z p ∼ (Q s τ ) −1 .
(free streaming) (1.2)
However, small-angle 2→2 collisions between the hard particles tend to broaden p z /p, softening the anisotropy to
(original bottom-up) (1.3) in the original bottom-up analysis of Baier et al. [1] . This is a balance between onedimensional expansion driving the system away from isotropy and collisions driving it towards isotropy. In Baier et al.'s analysis, this relatively simple state of affairs continues until parametrically late times Q s τ ∼ g −3 , when other interesting things start to happen to bring about the eventual thermalization of the plasma.
Plasma instabilities already play a role in the relatively simple first stage of bottomup thermalization, however, and we will focus on this stage to motivate our investigation. In particular, plasma instabilities provide another mechanism to drive the system towards isotropy, and they change the exponent in (1.3). Weibel instabilities are associated with the creation of large, soft magnetic fields, which randomly bend the directions of the particles. How much bending occurs depends on the size of these magnetic fields B. Unfortunately, the parametric size of B in the case of extreme anisotropy (p z /p ≪ 1) has not been clear. As an example, there are two different guesses that have been made in the literature [14, 15] , which would modify the original first-stage bottom-up behavior (1.3) to
The goal of this paper is to make a first attempt at resolving the issue by measuring the dependence of the soft magnetic fields B, caused by non-abelian Weibel instabilities, on the anisotropy of the hard particle distribution.
A. Review: The limiting size of unstable magnetic fields Let f 0 (p) be the phase-space distribution of particles in the plasma, so that the density n is
For moderately anisotropic f 0 (p), there is a single parametric scale of soft physics in the plasma which characterizes plasmon masses, Debye screening, and Weibel instabilities. For definiteness, we can take the scale of soft physics to be the effective mass m ∞ of hard gluons in the plasma, given by [16, 17] 6) where there is an implicit sum over species, t R is a group factor, and ν counts the number of non-color degrees of freedom (e.g. spin) for a given species. 3 For moderately anisotropic f 0 , the typical instability wavenumber k unstable and growth rate γ are both of order m ∞ . Perturbation theory can be used to study the growth of instabilities from small seed fields. These instabilities cease to grow when their magnetic fields become large enough that their non-abelian self-interaction becomes important and perturbation theory breaks down [7, 12] . Crudely speaking, that happens when gauge fields become important in soft covariant derivatives
and
We write B with an asterisk subscript to denote, roughly speaking, the limiting size of the magnetic fields associated with unstable modes. This excludes other (higher momentum) modes which are excited at late times, associated with a cascade of plasmons that we will review later. For extremely anisotropic distributions f 0 (p), we have an additional parameter in the problem: the amount of anisotropy. Motivated by the application to bottom-up thermalization, we will focus on oblate distributions that are axi-symmetric about the beam axis z, and we will roughly characterize the amount of anisotropy by the typical magnitude
Since θ is parametrically small in the first stage of bottom-up thermalization, we need to know how the physics of instabilities depends parametrically on θ. A perturbative analysis of the instability shows that typical unstable modes have wave numbers k and growth rates γ of order [2] (
where
is the maximum value of k for unstable modes. 3 For a plasma of gluons, ν = 2 and t R = 3. The ν s in Ref. [17] is this paper's ν times the dimension of the particle's color representation. 4 A way to remember this is as follows. The physical role of the scale m ∞ in the context of instability growth is that 1/m ∞ is the time scale for currents to build up large enough to have important back-reaction on the fields. That γ ∝ m ∞ follows immediately. Currents only build up if particles remain in a coherent region of single-sign field for this time scale. In time 1/m ∞ , particles travel a transverse distance 1/m ∞ , so k ⊥ ∼ m ∞ ; but they only travel a z distance of ∼ θ/m ∞ , so k z ∼ m ∞ /θ. This is illustrated in Fig. 1 .
A schematic picture of a hard particle crossing a region of coherent magnetic field.
What has been unclear is the size of the fields when unstable modes become nonperturbatively large and cease to grow. Here is a simple, hand-waving generalization of (1.8) which reproduces a conjecture made in Ref. [15] . Soft covariant derivatives D z = ∂ z − igA z and D ⊥ = ∂ ⊥ − igA ⊥ will become non-perturbative when 13) corresponding to magnetic fields
The transverse fields dominate, with
Other arguments for the result (1.16) can be found in Ref. [15] . 5 In contrast, an earlier discussion by Ref. [14] assumed that B * ∼ m 2 ∞ /g as in (1.8) . One of our goals will be to distinguish these two possibilities using simulations to investigate the exponent ν in Here we show a third magnetic scale for comparison, the Nielsen-Olesen limit. It is associated with Nielsen-Olesen instabilities and is discussed in Appendix A. As in Refs. [14, 15] , one can use (1.17) to parametrically determine how particle scattering from these fields broadens p z /p, and balance this against the one-dimensional expansion to determine how p z /p scales with time. In a chaotic system, the coherence length of the unstable magnetic fields will be of order their wavelength, and so be of order
in the transverse and z directions, as depicted qualitatively in Fig. 1 . The particles have velocity (v ⊥ , v z ) ∼ (1, θ) and will take time δt ∼ 1/m ∞ to cross such a region. In that time, the magnetic force F will change the particle's p z by δp z ∼ F z t ∼ gB * l ⊥ ∼ gB * /m ∞ . In time τ , the particle will random walk through N ∼ τ /l ⊥ such changes, giving a total change of order
This will broaden the particle distribution to
Now we just need to know how m ∞ depends on time. This was determined for the first stage of bottom-up thermalization by very simple arguments in the original work of Baier et al. [1] and remains unchanged in the presence of plasma instabilities. Comparing (1.5) and (1.6), one sees that m
In the first stage of bottom-up, there is no significant change in the number of hard particles, and so hard particle number density n dilutes from this initial value by the scale factor Q s τ of one-dimensional expansion, so that n ∼ Q 3 s /g 2 (Q s τ ). Putting everything together,
Inserting this into (1.22) produces the scaling (1.4) of p z /p with time quoted in the introduction. Table I A summarizes a variety of weak-coupling predictions for the first phase of the original bottom-up scenario [1] as well as its modification due to instabilities as conjectured in Ref. [15] , corresponding to the limiting field (1.16) above. Here, we have defined the dimensionless timeτ ≡ Q s τ . Since many readers may be more familiar with equilibrium plasma physics than with the scales of bottom-up thermalization, we also show, for the sake of qualitative comparison, what similar scales would be for (i) an equilibrium plasma at temperature T , and (ii) a "squashed" equilibrium plasma which has the same density n ∼ T 3 and typical energy p ∼ T of particles but has particle momenta distributed anisotropically with p z /p ≪ 1. In the thermal case, the hierarchy of different mass scales is controlled by the small parameter g. In the bottom-up case, it is instead controlled by the small parameter (Q s τ ) −1 . Note that the bottom-up scales satisfy the hierarchy that the instability growth rate is parametrically faster than both the expansion rate 6 and the rate for individual general thermal squashed original guess thermal bottom-up Ref. [15] hard particle momenta p T T Q s no change particle isotropy θ≡p z /p 1 θ ≪ 1τ −1/3τ −1/8 hard particle density n T 3 T 3τ −1 Q 3 s /g 2 no change phase space density f n/θp 3 1 θ −1τ −2/3 /g 2τ −7/8 /g 2 hard plasmon mass m ∞ g 2 n/p gT gTτ −1/2 Q s no change particle collision rate 
of the original bottom-up thermalization scenario of Baier et al. [1] , and (iv) the changes to bottom-up due to instabilities based on the conjectured dynamics of Ref. [15] . In this table,τ ≡ Q s τ and the phase space density f refers to the largest values of f (p) (and not to the angular-averaged values). The "particle collision rate" refers to the rate of individual (incoherent), small-angle 2 → 2 scattering of hard particles from each other. The instability wave number refers to k ∼ k z . In contrast, k ⊥ ∼ m ∞ as discussed in the text. An asterisk ( * ) indicates general formulas that apply only to moderate to extreme anisotropy and not to isotropic or nearly isotropic situations.
(incoherent) 2→2 hard particle collisions. For the purpose of determining the limiting B * of (1.17) in the specific context of bottom-up thermalization in the weak coupling limit, this hierarchy allows one to ignore the effects of both expansion and individual collisions when simulating plasma instabilities [2] .
B. Overview of simulation method and what we measure
In order to cleanly separate scales in the weak-coupling limit, simulations are carried out for the hard-loop effective theory of soft excitations as in Refs. [6, 7, 12, 20] . This effective theory is a non-abelian version of the linearized Vlasov equations of traditional plasma physics, which are based on collisionless kinetic theory for hard particles coupled to a soft, classical gauge field. We use the formulation of Ref. [13] , where the equations are
Here, the field W a (v, x) represents the net (adjoint) color of all particles moving in direction v at point x. The first equation is the Yang-Mills field equation, with W (v) giving rise to a current. The second equation, derived in this form in Ref. [12] , shows how electric and magnetic fields can polarize the colorless distribution of particles to create a net color moving in each direction. In this equation, Ω(v) is a static quantity which parametrizes the angular distribution of the initial, background distribution f 0 (p) of hard particles. W (v, x, t) is generated by small fluctuations of f (p) from f 0 (p). (For the particular weak-coupling questions treated here, it is allowable to treat the hard particle fluctuations as small.) The dynamics of the soft fields is equivalent to that of hard-loop effective theory [20] . The use of classical equations (1.24) can be justified for the applications at hand because deBroglie wavelengths of the hard particles are parametrically small compared to the soft physics distance scales, and because the instability causes the soft gauge fields to grow parametrically large enough to be classical.
To discretize these equations for simulation, we follow the methods of Refs. [12, 13] , with a small but important change discussed in Sec. III to allow us to more efficiently simulate the case of extremely anisotropic distributions. Also, like previous studies of Weibel instabilities, all of our simulations will be for SU(2) gauge theory for reasons of computational simplicity. We expect this to be qualitatively similar to SU(3) gauge theory; we are not aware of any reason why they would be different. Fig. 2 shows an example from Ref. [12] , showing the total energy density in soft magnetic fields as a function of time. This particular simulation was for moderate anisotropy and started from tiny initial conditions for the gauge fields. There is exponential growth at early times, due to the instability, and linear growth at late times. The linear growth does not represent continued growth of the unstable modes. Instead, the unstable modes stop growing but, through interactions, pump energy into a cascade of increasingly higher momentum, stable modes [13] . This cascade takes the form of a gas of plasma excitations of the classical gauge field with momentum q k unstable , which are perturbative for q ≫ k unstable . At late times, the total classical magnetic field energy density
2 is dominated by the energy of these perturbative plasma excitations, rather than the energy density E B * ∼ 
B
2 at late times and take a square root to find the limiting size B * of the magnetic fields associated with unstable modes. And it is the soft fields k ∼ k unstable , not the higher momentum plasmon excitations, which dominate the scattering of hard particles and so determine the evolution (1.17) relevant to bottom-up thermalization [15] : Even though the k ∼ k unstable modes carry less energy, they are more effective at scattering. To determine what we really want to know, we need some measurement other than the total magnetic energy density at a single late time.
In this paper, we will use an indirect method to investigate anisotropy dependence which is relatively easy to implement. We will measure the slope dE B tot /dt of the late-time linear growth of the total magnetic energy density and determine how it scales with anisotropy. Here is a model of how one might expect this slope to behave. The source of increasing total magnetic energy comes from the unstable modes, which take energy from the hard particles and, through interactions, dump it into the cascade of plasmons. As a thought experiment, imagine that half the energy density E B * in the unstable modes were abruptly transferred to the cascade of plasmons. How long would it take the unstable modes to grow back to their original, limiting size? Parametrically, the time should be of order the inverse instability growth rate
∞ . (Even though this is a perturbative estimate of the growth rate, it should still be parametrically correct in the region where perturbation theory starts to break down.) So the rate energy is pumped into the cascade can be expected to be of order γE where we have used the parametrization (1.17) of B * . By measuring how this slope scales with θ, we can extract the desired exponent ν that determines B * , assuming that the physical argument for (1.25) is correct.
Following Ref.
[13], we will generally start our simulations with large initial gauge fields so that we can quickly and easily get to the late-time limiting behavior. For extremely anisotropic hard particle distributions, this is a non-trivial choice: recent simulations [11] starting instead from tiny initial gauge fields find qualitatively different behavior. We will return to this point in Sec. II, where we argue that large initial conditions are appropriate to understanding how bottom-up thermalization is modified by instabilities.
We should note that the limiting field B * we have used to present a qualitative picture of the physics of instabilities is not a precisely defined quantity. Unlike the total magnetic field B tot , we know of no unique, convention-independent, gauge-invariant definition of the magnitude of B * , and so B * is only useful for parametric estimates. In contrast, the observable (1.25) discussed above is gauge-invariant. Fig. 3 shows an example of the total magnetic energy density E B tot vs. time for three different anisotropies, starting from strong, non-perturbative initial conditions which we shall detail later. One way to parametrize the amount of anisotropy is to rewrite (1.12) as
C. Overview of Results
where we compute m ∞ /k max perturbatively for each background hard particle velocity distribution Ω(v) [i.e. each distribution f 0 (p)] that we simulate. Fig. 3 shows increasing slope for increasing anisotropy. We will then rewrite the scaling form (1.25) in the form where we take γ * to be the largest unstable mode growth rate computed in perturbation theory. (This rate approaches m ∞ / √ 2 in the limit of extreme anisotropy [2] , but we have chosen to keep γ * explicit in our formula because the approach to this limit is a bit slow. Details will be given in Sec. III A.) Fig. 4 shows the left-hand side of (1.27) vs. our measure m ∞ /k max of anisotropy for a variety of different simulations, plotted with exponents ν = . Each point has systematic errors of order 15%. The ν = 1 version plausibly approaches a constant in the extreme anisotropy limit m ∞ /k max → 0. The ν = . Of the three possibilities ν = 0, 1, and 2 considered in (1.18), we conclude that only ν = 1 is consistent with this measurement.
II. LARGE VS. SMALL INITIAL CONDITIONS
We have initialized our simulations with large initial gauge fields. In contrast, many simulations in the past, such as Fig. 2 , have started from tiny initial gauge fields in order to observe the crossover from perturbative, exponential growth of instabilities to the limiting late-time behavior. Fig. 5 shows the difference for moderate anisotropy: we have superposed the tiny initial condition simulation of Fig. 2 (Ref. [12] ) with an otherwise identical simulation starting from large intitial conditions. For tiny initial conditions, there is a significant spurt of continued exponential-like growth even after the field strength reaches non-perturbatively large values. It is only later, at much higher energy, that linear growth finally sets in. Bödeker and Rummukainen [11] have found that this spurt of post-nonperturbative exponential growth for tiny initial conditions becomes much more significant for extreme anisotropy. In their simulations for extreme anisotropy, they see only exponentiallike growth at late times; they do not see late-time linear behavior at all. It is possible that the late-time behavior is ultimately linear but sets in at such large field energy that their simulations cannot reproduce it because of lattice spacing artifacts. But regardless, the full story of the development of plasma instabilities appears to be qualitatively different depending on whether or not one starts with large or tiny initial conditions. Which type of initial condition is relevant to a new scenario of bottom-up thermalization? We argue that it is the case of non-perturbatively large initial conditions that we have investigated in this paper. Consider some time τ 1 in the first stage of a new bottom-up scenario that accounts for instabilities, with Q s τ 1 ≫ 1. We've already reviewed how the instability growth rate is large compared to the expansion rate 1/τ 1 , and so the unstable modes will have grown to become non-perturbatively big (or perhaps larger). This population of unstable modes is depicted very crudely by the curve in the cartoon of Fig. 6 . (In addition, higher momentum modes may be populated due to having been unstable at earlier times, or due to interactions.) It's important to note that the unstable modes will grow to non-perturbative size regardless of how small the initial seed fields for those unstable modes are, because the instability growth rate is fast and quantum fluctuations will seed the unstable modes even if nothing else does.
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Now consider what happens a little later, at time τ 2 ≡ 2τ 1 . The set of unstable modes 7 In more detail, quantum fluctuations by themselves would correspond to fluctuations of order A ∼ k max in the size of typical unstable modes. The instability would cause these to grow to non-perturbative size A ∼ k max /g in time of order γ −1 times the log of the size ratio:
This time is much shorter than the life τ of the system when Q s τ ≫ ln 2 (1/g), which we can roughly think of as the condition Q s τ ≫ 1 for the applicability of bottom-up thermalization, since we have generally not tried to keep track of logarithms in discussions of scales. shrinks a bit in k space. Specifically, combining (1.12), (1.22) , and (1.23), we have
For definiteness, consider ν = 1, for which k max ∼ Q s (Q s τ ) −3/8 . Then k max decreases by a factor of 2 −3/8 ≃ 0.77 when time τ increases by a factor of 2, The unstable modes at the later time τ 2 are therefore shown by the shaded area in Fig. 6 , and we see that they are already initialized with non-perturbatively large fields because of the earlier instability growth at time τ 1 .
We have tried to make our argument general: Regardless of whether we start with large or small seeds for instability growth at τ = τ 1 , we will then get large seeds for instability growth at later times such as τ 2 = 2τ 1 . But the same argument means that we had large seeds at τ 1 also because of yet earlier instability growth at time τ 1 /2. We can follow this argument all the way back to times of order the saturation time, when all the relevant modes of the fields started non-perturbatively large. We conclude that the typical unstable modes have high occupancies at all times during the initial stage of the new bottom-up scenario.
III. SIMULATING EXTREME ANISOTROPY
To simulate the non-abelian Vlasov equations (1.24), we need to discretize the arguments x and v of the fields W (x, v, t) and A(x, t). For x, we put the system on a spatial lattice. For velocity v, we follow Refs. [12, 13, 21] and expand in spherical harmonics Y ℓm (v), truncating the expansion at some maximum value ℓ max of ℓ:
where our convention is to normalize the spherical harmonics so that the angular average of
(We place the hat overŶ ℓm as a reminder of this non-standard normalization convention.) The axi-symmetric, hard particle background velocity distribution Ω(v) has the expansion
where the P ℓ (x) are Legendre polynomials. The explicit form of the equations of motion (1.24) in terms of the W ℓm 's is given in Ref. [12] . In practice, we must choose ℓ max large enough to obtain results close to the ℓ max → ∞ limit. More anisotropic distributions Ω(v) will require larger ℓ max and therefore greater computational resources (both memory and time, to store and evolve more W ℓm 's). Below, we first describe our choice of distributions Ω(v) to simulate. Then we explain and justify our method for making simulations of very anisotropic distributions practical, which is to reduce the number of W ℓm 's by limiting m to |m| ≤ m max with m max ≃ 6.
A. Choice of hard particle distribution f 0 (p) For a given maximum ℓ, we would like to find a velocity distribution Ω(v) of hard particles which is as anisotropic (θ ∼ |v z | ≪ 1) as possible. To be physical, Ω(v) should be nonnegative. 8 After some experimentation, we settled on the following form, parametrized by an integer order N Ω :
where the normalization N is chosen to satisfy our convention that the angular average Ω 0 of Ω(v) is one. We choose the α i to minimize v the maximum unstable wavenumber. γ * is the largest perturbative growth rate of the field modes A(k) and corresponds to wavenumber k * . The corresponding perturbative growth rate of magnetic energy is 2γ * .
The expansion of Ω(v) involves spherical harmonics with l ≤ L Ω ≡ 2N Ω , and the corresponding coefficients Ω l are listed in Appendix B for various choices of N Ω . We will see later, looking at the ℓ max dependence of results, that we can get close to the ℓ max → ∞ limit for a given N Ω using ℓ max 1.5 L Ω = 3N Ω . Table II Fig. 7 shows, for different values of N Ω , the perturbative growth rates of unstable modes as a function of wavenumber k in the case that k points exactly along the beam direction. For each distribution, k max denotes the largest unstable momentum, γ * is the largest growth rate, and k * is the corresponding momentum. Figs. 8 and 9 show k max , 1/(v z ) rms , and γ * vs. N Ω . For comparison, the moderately anisotropic distribution previously simulated in Refs. [12, 13] is roughly comparable to our N Ω = 3 distribution, and the most extremely anisotropic distribution simulated in Ref. [11] is roughly comparable to our N Ω = 15 distribution. Table  II . Solid (dashed) black lines are odd (even) N Ω , staring with N Ω = 1 at the bottom and running up to N Ω = 25 at the top. The horizontal dotted line is the maximum possible γ, which is 1/ √ 2, and the dashed line approaching it is the case N Ω = ∞, given in Ref. [2] . 
B. A reduced set of Y ℓm 's
The expansion of extremely anisotropic distributions Ω(v z ) in spherical harmonics Y ℓm (v) requires large ℓ values but, due to the axial symmetry of the distribution, only the m value m = 0. The dynamics (1.24b) of the fluctuations W (v, x, t) in the distribution, however, will create W lm 's with non-zero values of m. We might hope that only small m values turn out to be significant. Though there will be a lot of rapid variation in how W (v, x, t) depends on v z , because we are studying the case of extreme anisotropy, there might be relatively smooth dependence on (v x , v y ). We will verify this picture below using simulation data, and also give some qualitative arguments why one might expect it. We can take advantage of this smooth dependence by placing an upper bound |m| ≤ m max on the range of m we include of Ref. [11] has (v z ) rms = η/ √ 3 = 0.0864. Also, the notation m in our simulations, so that the expansion (3.1) of W becomes
For unrestricted m's, the total number of W ℓm at each lattice site (and so the resources required for the simulations) would grow quadratically with ℓ max . For a fixed bound |m| ≤ m max , however, they only grow linearly for large ℓ max , making simulations of extreme anisotropy practical. Fig. 10 shows an example of linear growth of total magnetic field energy for N Ω = 7 simulations with ℓ max = 24 and several different values of m max . As can be seen, m max = 6 is large enough to reproduce the correct (m max → ∞) slope, and this is the value of m max we will use in our simulations.
In previous work on simulations for moderate anisotropy [13] , we found that the systematic errors arising from a finite cut off ℓ max on ℓ could be reduced by damping the dynamics of modes with ℓ near the cut-off. We have slightly improved this method and extended it to apply also to the new cut-off m max on m. Details are given in Appendix C. Such damping has been used in all the simulations reported in this paper.
The real test of the viability of using relatively small m max cut-offs comes from simulations, such as Fig. 10 . However, one can get some rough idea of why it can work by considering perturbative formulas for some of the important features of unstable modes and the resulting cascade of plasmons. If we treat the gauge field perturbatively in the W equation (1.24b), replacing D µ by ∂ µ , we can Fourier transform from (x, t) to (k, ω) and then solve for W :
Together, the factors to the right of the (ω − v · k) −1 in this formula only generate v ⊥ dependence with |m| ≤ 1. All higher m components in the result for W are generated by the factor
Now consider the dominant unstable mode. As mentioned earlier, this mode has k along the z axis (for the type of anisotropy we consider), and so k ⊥ = 0. Then the factor (3.6) has no v ⊥ dependence, and so the W field which describes the dominant instability involves only |m| ≤ 1.
As another example, consider the dispersion relation of transverse plasmons. A standard method for deriving the dispersion relation is to insert the result for W into the Yang-Mills equation (1.24a), which generates the hard-loop self-energy correction to the vacuum relation ω 2 = k 2 . How much will we disturb this dispersion relation if we throw away modes of W with m > m max ? For high momentum plasmons (k ≫ m ∞ ), such as those that dominate the cascade at late times, the effect is tiny simply because all medium effects to the dispersion relation are tiny in this limit. For very low momentum plasmons (k ≪ ω ∼ m ∞ ), we can ignore the v · k altogether in (3.6), and then the W field will again have only |m| ≤ 1 components. It is only for intermediate momentum plasmons (k ∼ m ∞ ) that finite m max does violence to the plasmon dispersion relation. However, (3.6) is a fairly smooth function of v ⊥ in this regime because the denominator never gets close to zero for k ∼ m ∞ plasmons (ω and ω − k are both of order m ∞ ), and so (3.6) and therefore W can be reasonably approximated by a superposition of relatively low m's.
Finally, we should check that we have chosen large enough values of ℓ max in our simulations. In general, we find that ℓ max ∼ 3N Ω is quite adequate. As an example, Fig. 11 shows the ℓ max dependence of N Ω = 7 simulations for fixed m max = 6. Our standard simulation choice for ℓ max is 24 for N Ω = 7. See Table III for our default simulation parameters in other cases.
C. Initial conditions
Following Ref. [13] , we use strong, non-perturbative initial conditions for the magnetic field B, so that the system starts linear energy growth behavior as quickly as possible. The electric and W fields are, for simplicity, initialized to zero. In order to see the linear energy growth associated with cascade development as early as possible, it is advantageous to choose initial conditions which do not significantly populate modes with large wavenumber. Table II . Other default parameters include m max = 6, initial temperature T = k max /g 2 , and initial smearing wavenumber k smear = k max . The simulations below the horizontal line correspond to the crosses in Fig. 4 .
In the moderate anisotropy simulations of Ref. [13] , the initial magnetic field was constructed by taking a thermal initial state with temperature T = 2m ∞ /g 2 and then performing gauge-invariant smearing (sometimes called cooling) of the configuration to eliminate wavenumbers k ≫ m ∞ . In perturbative language, this cooling corresponds to replacing the initial thermal field A therm by
where τ = 1/k 2 smear is the smearing parameter. In Ref. [13] , we chose k smear = 2m ∞ . Here, we follow a similar procedure, but the unstable modes that we want to initially populate are generally more extremely anisotropic, having (k ⊥ , k z ) ∼ (m ∞ , k max ) with k max ≫ m ∞ . We have found that it helps to arrange a related anisotropy of our initial fields by squeezing the initial distribution in the z direction. In perturbative language, our initial choice corresponds to
where s is the squeezing factor. 10 In our simulations, we have generally chosen T = k max /g 2 , k smear = k max , and s between 1.5 and 3.5 depending on the amount of anisotropy. See Table  III for our default simulation parameters.
D. Lattice spacing and volume
It is important to check that the lattice volume is large enough to be in the infinite volume limit and the spacing is small enough to be in the continuum limit; otherwise the lattice calculation is not simulating the desired continuum physics. It would be prohibitive to check this at every lattice spacing, so we have "spot checked" this at a few levels of anisotropy, with the most thorough study at N Ω = 7 and N Ω = 15.
For highly anisotropic lattices, the physical scales possibly relevant to out problem parametrically span a range from m ∞ to k max . One might worry that, as particle distributions are taken more and more anisotropic, it becomes harder and harder to span these scales with a computationally practical lattice. Naively, to be perfectly safe, we would like physical lattice dimensions L ≫ 2π/m ∞ and lattice spacings a ≪ 2π/k max . In this section, we'll see how well we do with lattices of practical size.
Physical volume
Figs. 12 and 13 show the volume dependence, at fixed lattice spacing, of the evolution of magnetic energy with time. The first figure is for the N Ω =7 hard particle distribution. The second figure is for N Ω =15, the second most anisotropic distribution included in our results of Fig. 4 . Our default lattice size of 64 2 × 32 corresponds to approximately (15.6/m ∞ ) 2 × (7.8/m ∞ ) for N Ω = 7 and (8.2/m ∞ ) 2 × (4.1/m ∞ ) for N Ω = 15. For small volumes, the simulations produced exponential rather than linear growth. 11 But linear growth appears at 10 Our technical procedure is to choose the initial magnetic field by the usual procedure but pretending that the lattice is asymmetric with lattice spacing a ⊥ = a/s in the transverse directions, compared to a along the z axis. We then re-interpret the resulting initial condition as living on the symmetric lattice (a z = a ⊥ ) used in our simulations. 11 These are small volumes with periodic boundary conditions. One should not expect this small-volume exponential growth behavior for a comparably small volume of hard particles in infinite space, surrounded by FIG. 12: Linear growth of the total magnetic energy with time for several different physical volumes, at fixed lattice spacing, for the hard particle distribution N Ω = 7. large enough volume, and a comparison of the large volume curves suggests that our default lattice size of 64 2 × 32 is adequate, even for our highly anisotropic distributions. In order to be able to run our simulations on desktop computers, we by default took the physical lattice size L z in the z direction to be half that in the x and y directions. This choice is motivated by the fact that, in the highly anisotropic case, unstable modes have parametrically smaller wavelength in the z direction (∼ 1/k max ) than in the perpendicular directions (∼ 1/m ∞ ). Of course, that doesn't exclude the possibility that stable modes with vacuum. In that case the hard particles would escape the small volume within the time scale characteristic of the instability growth. size k x ∼ k y ∼ k z ∼ 1/m ∞ might be important in the development of linear growth, and so we should investigate the matter with simulations. Fig. 14 isolates the effect of varying L z while holding the L x and L y fixed. (Note that L x = L y is smaller here than in Fig. 12 .) An L z that is half of L x = L y appears adequate for reproducing the large-L z linear slope. Fig. 15 shows how our simulations depend on lattice spacing for fixed physical volume, for the distributions N Ω = 7 and N Ω = 15. In order to isolate the effect of lattice spacing, we have used the same initial conditions for all these simulations. More precisely, we generated initial conditions for the finest lattice (96×96×48), and then we used blocking to generate similar initial conditions for the coarser lattices.
Lattice spacing
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At all but the finest lattice spacing in Fig. 15a , one can see some curvature to the late-time "linear" growth behavior. This curvature is a lattice artifact, but it means that we need a procedure for extracting a single "slope" from such simulations, in order to present results such as Fig. 4 . Note that the coarsest lattice spacing results in Fig. 15 look like sections of tanh curves, after an initial transient. Inspired by this observation, we have chosen to fit each of our energy curves to the form for γ * t > 10. The parameters of the fit are s, t 0 , and t 1 . We take the slope σ (the slope of the tanh at zero argument) to be our result for dE B tot /dt. The curving of the tanh is controlled by t 1 , and t 1 should go to infinity as we approach the continuum limit. Fig. 16 shows the tanh fits for the simulations of Fig. 15a : the fits work extremely well. The solid circles in Fig. 17 show how the fit of the slope σ depends on the lattice spacing. The x axis is chosen to be the square of the lattice spacing because the discretization errors in our lattice implementation first arise at this order. Extrapolating by eye to the continuum limit, we estimate that our default lattice spacing of ak max = 1 for these distributions has lattice spacing errors no larger than roughly 10%. In contrast, the open circles in Figs. 17 show the behavior of 1/t 1 , which is a lattice artifact and approaches zero in the continuum limit (corresponding to purely linear growth).
IV. CONCLUSION
The goal of this paper has been to understand how, in the weak coupling limit, the latetime behavior of Weibel instabilities scales with hard particle anisotropy. We can use the smallness of θ ≡ v z , characterizing the angular distribution of hard particles, as a measure of anisotropy. Through simulations, we have examined the slope dE Of course, it would be better not to rely on such indirect arguments. A goal for future work should be to check the consistency of this conclusion with alternative measurements. At one time, it was conjectured that exponential instability growth would continue beyond the point where non-abelian interactions became important because the fields would dynamically align themselves into a commuting set of color directions [22] . The fields would then be effectively abelian and could continue growing, just like the purely abelian case shown by the dashed line in Fig. 2 . This conjecture seemed borne out by early simulations in one spatial dimension [6] , such as shown by the dotted line in that figure. At the time, Berndt Müller [23] predicted that three-dimensional instability growth would eventually have to stop because, even if the gauge fields did abelianize, Nielsen-Olesen instabilities [24] would eventually destroy nearly-abelian configurations as the fields continue to grow.
In this appendix, we will discuss the largest field strength allowed for nearly-abelian Weibel unstable modes before Nielsen-Olesen instabilities appear. A brief review of NielsenOlesen instabilities in the context of Weibel instabilities for moderate anisotropy can be found in Ref. [25] . Here, we generalize to the case of extreme anisotropy.
First imagine a situation where there was a large, constant, homogeneous magnetic field B 0 that lies within an abelian subgroup of the non-abelian gauge group. In our application, this could represent a large magnetic field that was created by the Weibel instability and that might have abelianized due to non-linear dynamics, and that we are looking at this field on small enough time and distance scales that we can treat it as constant. For the sake of definiteness, consider SU(2) gauge theory and a background magnetic field
where a is the adjoint color index. Now one can investigate the dispersion relation of fluctuations about this background field, including fluctuations involving other, non-commuting color directions. Ignoring hard particle effects, the result is [24] 
where q is the component of momentum parallel to B 0 ; n is the Landau orbit quantum number for circular motion in the plane transverse to B 0 ; m s = 0 or ±1 is the component, in the direction of B 0 , of the spin of a gauge excitation; and Q = 0 or ±1 is the charge of that excitation under the color generator T 3 . The last term in (A2) represents the interaction energy of a gauge particle's magnetic moment with the magnetic field. If we look at the lowest Landau orbits (n = 0) and the sector Q = m s = ±1, we get
ω 2 is then negative for q ≤ √ gB 0 . This is the Nielsen-Olesen instability. In our application, the magnetic fields are not homogeneous. In order to make that approximation, the radius associated with the lowest Landau orbit should be small enough to fit in a region of roughly constant magnetic field. This radius is R ∼ 1/ √ gB 0 . The dominant Weibel-unstable modes have B roughly orthogonal to the z axis, and wavenumber of order (k ⊥ , k z ) ∼ (m ∞ , k max ). So, to produce the Nielsen-Olesen instability, we need both R ≪ 1/k ⊥ and R ≪ 1/k z . In the case of extreme anisotropy, the latter is the stricter constraint, equivalent to 1
which requires
As the magnetic field grows, Nielsen-Olesen instabilities will then first appear for
This corresponds to the case ν = 2 in (1.17).
There are a few approximations left to check. First, the Nielsen-Olesen analysis assumed that B 0 was constant in time. The typical Nielsen-Olesen instability growth times generated by (A3) will be of order (−ω 2 ) −1/2 ∼ 1/ √ gB. This will be small compared to the (abelianized) Weibel instability growth time γ
∞ when (A5) is satisfied. Secondly, we have ignored hard particle effects throughout. In general, the magnitude of the soft self-energy Π due to hard particles can be as large as order k
2 , depending on direction and ω/k. But this is small enough that Π will be a small correction to gB 0 in the dispersion relation (A3) when (A5) is satisfied.
The results of this paper suggest that ν = 1 rather than ν = 2. It may well be that Nielsen-Olesen effects limit the Weibel instability growth of nearly abelian fields. The results of this paper simply suggest that, if one starts with large amplitude, nonperturbative, nonabelian initial conditions, then generic non-perturbative interactions are sufficient to stop growth earlier, at lower field strength than (A6).
APPENDIX B: THE COEFFICIENTS Ω ℓ
In principle, anyone who wanted to know the specific values of Ω l for our distributions could reproduce them from the procedure outlined in the text. However, we found that avoiding numerical round-off errors in determining Ω l for large N Ω required some care. So we will explicitly give our distributions here. Various perturbative results for instabilities can be calculated directly from the Ω l 's using the following formula for the transverse gluon self-energy in the special case that the gluon momentum k points along the beam axis [12] : 
Here, Q l (η) is the Legendre function of the second kind defined so that it is regular at η = ∞ and the cut is chosen to run from −1 to +1. For example, Q 0 (z) = 
For a given distribution Ω(θ), one can solve this equation numerically for each k, which is how Fig. 7 was produced. By scanning over k, the largest growth rate γ = Im ω and corresponding wavenumber k * can be found. The remaining parameters in Table II are given in terms of the Ω l as
and [2] k max = − lim In previous work for moderate anisotropy [13] , we found we could reduce errors from a finite ℓ max cut-off by damping ℓ modes near the cut-off. There, we modified the equations of motion for the W ℓm 's to
where Θ(z) is the step function. This introduced damping for all modes with ℓ between ℓ damp and ℓ max . We chose
