Optimal checkpointing interval for two-level recovery schemes  by Naruse, Kenichiro et al.
ELSEVIER 
An Intemallonal Journal 
Available online at www.sciencedirect.com computers & 
.=,. .== @o. . . c . .  mathematics 
with applications 
Computers and Mathematics with Applications 51 (2006) 371-376 
www.elsevier.com/locate/camwa 
Optimal Checkpointing Interval 
for Two-Level Recovery Schemes 
KENICHIRO NARUSE 
Department of Industrial Engineering 
Aichi Institute of Technology 
1247 Yachigusa, Yagusa-cho 
Toyota 470-0392, Japan 
qO480I@aitech, ac. jp 
SHIZUKA UMEMURA 
Department  of Information Network Engineering 
Aichi Inst i tute of Technology, 
1247 Yachigusa, Yagusa-cho 
Toyota 470-0392, Japan 
SAYORI NAKAGAWA 
Inst itute of Consumer Sciences and Human Life 
Kinjo Gakuin University 
1723 Omori 2-chome, Moriyama-ku 
Nagoya 463-8521, Japan 
Abst rac t - - I t  is important o design computer systems to tolerate some failures. This paper 
proposes two-level recovery schemes, soft checkpoint (SC) and hard checkpoint (HC), which are 
useful to recover from failures. Soft checkpoint is less reliable and less overhead than those of HC, 
and is set up between HCs to reduce the overhead of the process. The total expected overhead of one 
cycle from HC to HC is obtained, using Markov renewal processes, and an optimal interval which 
minimizes it is computed. It is shown in a numerical example that a two-level recovery scheme can 
achieve a good performance. (~ 2006 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
In computer  and  database  in fo rmat ion  systems,  some errors often occur  due to noises, human 
errors,  software bugs, and  hardware  faults, and  make these systems inherent ly  unrel iable.  In such 
cases, it is impor tant  to restore a cons is tent  s ta te  by ro l lback recovery techniques.  Checkpo in t  is 
the  most  effective recovery mechan ism which stores a cons is tent  s ta te  in the  secondary  storage 
at  su i tab le  t imes.  Even  if fai lures occur,  the  process goes back to checkpo int  and can resume its 
normal  operat ion  [1-3]. L ing et al. [4] made a good survey of  such checkpo int  prob lems.  
Va idya [5,6] cons idered two-level recovery schemes in which N-checkpoint can recover from 
several  number  of fai lures, and  1-checkpoint is taken  between N-checkpo in t  and  can recover from 
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only a single failure. He presented an analytical approach for evaluating performance of two- 
level schemes, using a Markov chain. Further, Ssu et al. [7] described an adaptive protocol that 
manages torage for base stations in mobile environments where soft checkpoint  is saved in a 
mobile host, e.g., in a local disk or flash memory, and hard checkpoint  is saved in a base station. 
Soft checkpoints will be lost if a mobile host fails, however, hard checkpoints can survive but 
have higher overheads ince they must be transmitted through the wireless channels. 
This paper considers two-level recovery schemes based on the proposed scheme of Vaidya [5]. 
Soft checkpoint (SC) and hard checkpoint (HC) which are useful to recover from only one failure 
and several failures, respectively. SC are set up at periodic intervals between HC, and are less 
reliable and less overhead than those of HCs. We discuss a checkpointing interval of SC when 
HC are placed on the beginning and end of the process. The total expected overhead of one cycle 
from HC to HC is obtained, using Markov renewal processes [8], and an opt imal interval which 
minimizes it numerically computed. It is shown in a numerical example that  two-level schemes 
reduce the total overhead of the process. 
2. TWO-LEVEL  RECOVERY SCHEMES 
Suppose that S is an original execution time of one process or task which does not include the 
overheads of retries and checkpoint generations. Then, to tolerate some failures, we consider two 
different ypes of checkpoints. 
Sof t  checkpoint  (SC) can recover from some kinds of failures and its overhead is small. 
Hard checkpoint  (HC) can recover from any kinds of failures and its overhead is large. 
We propose the two-level recovery scheme with the following assumptions. 
1. The original execution time of one process is S. We divide S equally into N time intervals 
where T - S /N ,  and take (N - 1)SC every at times kT  (k = 1,2 . . . . .  N - 1), and two 
HC at t ime 0 and time NT,  i.e., SC1, SC2 . . . .  ,SCN-1 are set up between HC0 and HCN 
(Figure 1). 
2. Failures of the process occur at constant rate A(A > 0), i.e., the process has a failure time 
distr ibution F( t )  = 1 - e -At  and F( t )  = 1 - F( t )  = e -At .  
3. If failures occur between HC0 and SC1, then the process is rolled back to HC0 and begins 
its re-execution. If failures occur between SCj and SCj+I (j  = 1, 2 , . . . ,  N - 1), then the 
process is rolled back to SCj where SCN = HCN. 
(i) The process can recover from their failures with probabi l i ty q (0 _< q _< 1) and begins 
its re-execution from SCj. 
(ii) The process cannot recover with probabil i ty i - q, and further, is rolled back to HC0 
and begins its re-execution. 
4. If there is no failure between SCj and SCj+I (j  = 0, 1 , . . . ,  N - 1) where SC0 - HC0, the 
process goes forward and begins its execution from SCj+I.  
5. The process ends when it attains to HCN. 
HCo SC1 SC2 SC3 
J, S 
. . . . . .  SCN-I HCN 
Figure 1. Soft checkpoints between hard checkpoints. Figure 2. Transition diagram between states. 
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3. PERFORMANCE ANALYS IS  
We define the following states of the process. 
State 0: The process begins to execute its processing from HC0. 
State j :  Tile process begins to execute its processing from SCj (j  = 1, 2 , . . . ,  N - 1). 
State N: The process attains to HCN and ends. 
The process states defined above form a Markov renewal process [8] in which state N is an 
absorbing state. All states are regeneration points and the transit ion diagram between states 
is shown in Figure 2. Let Qij(t) ( i , j  = 0, 1, 2 , . . . ,  N) be one-step transit ion probabil it ies of a 
Markov renewal process. Then, by the similar method of Yasui et al. [9], mass functions Qij(t) 
from state i at t ime 0 to state j at t ime t are 
Qoo(t) = i t F(u) dD(u), (1) 
Qjj+l(t) =/o  t F (u)dD(u)  (j = O, 1 , . . . ,N -  1), (2) 
Qjj(t) = q /o t F(u) dD(u) (j = 1 ,2 , . . . ,N  - 1), (3) 
Qjo(t) = (1 - q) /o  t F(u) dO(u) (j  = 1 ,2 , . . . ,N -  1), (4) 
where D(t) is a degenerate distr ibution placing unit mass at T, i.e., D(t) - 1 for t > T, and 0 
for t < T. 
Further, let r be the Laplace-Stieltjes transform of any function (I)(t), i.e., 
~0 ~176 
r - e -*t d~(t), 
fbr s _> 0. Then, the LS transforms of Q~j(t) are, from (1)-(4), 
qoo(s) = e-sT F(T) ,  
qjj+l (s) = e-sTF'(T) 
qjj(s) = e-~TqF(T) 
qjo(s) = e-~T(1 -- q)V(T)  
( j=0 ,1 , . . . ,N -1) ,  
( j=1 ,2  . . . . .  N - l ) ,  





Denoting How (t) by the first-passage t ime distr ibution from state 0 to state N, its LS transform 
is given by 
q12(s) qg- lg (S )  
how(s) = qol(s)- l--a~l(s x ... • 
1 qN-1W-I(S) 
q12(s) q_jo(s) ] how(S) + qoo(s)+ qm(s) 1_q l l ( s  ) x . . .  x 
j=l 
To simplify equations, we put that qjo - ao(s), qjj(s) - al (s)  and qjj+l(s) = a2(s). Then, we 
easily have that qoo(s) = ao(s) + al(s) and a0(0) + al(0) A- a2(0) -- 1. Using these notations and 
solving (9) for how(s), 
a2(s) (a2(s)/(1 -a l ( s ) ) )  N-1 
how(S) = 1--ao(s)--a,(s)--[ao(s)a2(s)/(1--al(s)--a2(s))] [1--(a2(s)/(1--al(S)))W-1] " (10) 
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It is evident that  hoN(O) = 1. Thus, the mean first-passage t ime from state 0 to state N is 
j - (N -1)  
loN = lim l -- hoN(s) T ~_1(  ['(T) "~ (N = 1 ,2 , . . . ) .  (11) 
~o  s -- _P(T) ~\ j=0 1 -  qF(T) /  
Moreover, the LS transform of the expected number  of return ing to state 0 is given by a renewal 
equation, 
N--1 ql2(S) 
mH(s) = qoo(S) -5 E qOI(S) i _ -q-~l(s)  X . - .  X 
j= l  
Solving this equat ion and arranging it, we have 
qjo(s) [1 -5 mH(S)]. 
i - qjj (s) 
(12) 
N-1 
ao(s) + al (s )  + ao(s) E (a2(s)/(1 - al (s) ) )  J
mH(S) = j=1 (13)  N- I  
1 - ao(s) - al (s )  -- ao(s) ~ (a2(s)/(1 - al(s))) j
j= l  
Thus, the expected number  of return ing to state 0 is 
1 - F(T)  (_F(T)/(1 - qF(T))) N-1 
ACH -- l im rag(S) = 
s~0 
(N = 1,2 . . . .  ). (14) 
ff'(T) (ff '(T)/(1 - qF(T))) N-1 
Note that  MH represents the expected number  of rollbacks to HC unti l  the process ends. 
Next, we compute the expected number  of rollbacks to SC. The expected numbers  of returning 
to state j when the process transits from state j to state j -5 1 and state 0 are, respectively, 
oo qjj (8)qj j+l  (8) 
~'~2-.., i[qjJ ( s)li q j j+ l ( s) -- -~ = ~ ' 
i=1 
oo 
E i[qjj ( s ) l iq jo  (s) -- qjj (s)qjo (s) 
i=l 
Thus, the LS transform of the expected number  of return ing to state j ( j  = 1, 2 , . . . ,  N - 1) is 
N-1 ql2(s) qj-lj(S) qjj(s)[qjj+l(s) + qjO(S)] 
mS(s)  = E qm(s) 1 - -~( -s )  x . . .  x 1 -- q j -u - l ( s )  [1 -- qj j(s)] 2 
j= l  
(15)  
N-1 q12(s) qj-U(S) qjO(S) 
-5 qOO(S) -5 E q01(S) 1 _ qll(S) X . . .  X 1 -- qj- l j - l (S)  1 -- qjj(s) mS(s). 
j= l  
Solving this equation, we have 
(al(s)a2(s)[ao(s) -I- a2(s)]/<1 - al(s))) (1 - (a2(s)/(1 - al<s))) N- l ) / (1  - al(s) - a2(s)) 
ms(s) = (16) 
1 - ao(s )  - e l (s )  - ao(s )e2(s )  (1  - (e2(s ) / (1  - a l ( s ) ) )  W- l )  / (1 - a l ( s )  - e~(s ) )  
Therefore, the expected number  of return ing to state j ( j  = 1, 2 , . . . ,  N - 1) is, for 0 < q < 1, 
q 1 - (_~(T)/(1 - qF(T))) N- '  
Ms : l im ms(s) - (N = 1, 2, ), (17) 
~--,o l -q  (~ ' (T ) / ( I _qF(T ) ) )  g-1 "'" 
and for q= 1, 
(N -  1)F(T)  (N = 1 ,2 , . . . ) .  (18) 
Ms - ['(T) 
Note also that  Ms represents the expected number  of rollbacks to SC unt i l  the process ends. 
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4. EXPECTED OVERHEAD 
Assume that the overheads for rollbacks to HC and SC are  CH and Cs (Cs < CH),  respectively, 
and CT for setting up one SC. The other overheads except CH, Cs and CT would be neglected 
because they are small. Then, the total expected overhead is from (11), (14), and (17), 
C(N) - log -t- CHMH + CsMs "+" (Y - 1)CT - S 
N-1 
T + CH + [T + qF(T)Cs] E (F(T) / (1  - qF(T))) j
j=a  (19)  
z 
F(T)  (F(T) / (1  - qF(T))) N-1 
- CH + (N-  1 )CT  - S (N  = 1 ,2 , . . . ) .  
In particular, when N = 1, i.e., SC is not set up, 
S + CHF(S) 
c(1)  - 
F(S) 
When q = 1, i.e., SC can recover from all failures, 
- s .  (20) 
S + F(T)[CH + (N - 1)Cs] 
C(N) = F(T) + (N - 1)CT -- S, 
and when q = 0, i .e. ,  SC cannot recover from any failures, 
C(N) - I - [fi'(T)]N (F-- -{-CH ) (N1)CT  - - 
5. NUMERICAL  EXAMPLE 
(21) 
(22) 
We compute an optimal number N* of SC which minimizes the total expected overhead C(N). 
Since F(t)  = 1 - e -'xt and T = S/N, equation (19) becomes 
N-1  
AS/N + ACH + [AS/N +q(1-e  -~s/N)ACs] E [e-~S/N/( 1 -q (1 -e -As /N) ) ]  j 
Ac (N) = j=l 
- q (1 - 
-ACH + (N  -- 1) AC T -- AS (N = 1 ,2 , . . . ) .  
Table 1 gives the optimal number N* for q = 0.0, 0.2, 0.4, 0.6, 0.8, 1.0, and ACT = 0.0001, 
0.0005, 0.001, 0.005 when AS = 0.1, ACH = 0.001, and ACs = 0.0002. For example, when 
q = 0.8 and ACT = 5 x 10 -4 , the optimal number is N* = 4 and the resulting overhead is 
AC(4) = 4.866 x 10 -3, i.e., we should take 3SCs between HCs. It is evident hat optimal N* 
decrease and their overheads C(N*) increase as the overhead CT increases. This also indicates 
that N* increase as q increase, because SC becomes useful to recover from failures. Further, 
the overhead of two-level schemes is smaller than that of one-level scheme in the case of N = 1. 
From this example, two-level recovery schemes would achieve better performances as compared 
to one-level scheme. 
Tab le  I. Opt ima l  number  N* and  tota l  expected  overhead C(N*) when AS = 0.1, 
ACH = 0.001, ACs = 0.0002. 
ACT = 1 x 10 -4  AC T = 5 • 10 -4  ACT = i • 10 -3  
q 
N* AC(N*)  x 10 a N* AC(N*)  x 103 N* AC(N*)  • 103 
0.0 7 6.610 3 8.028 2 8.927 
0.2 7 5.656 4 7.280 3 8.301 
0.4 9 4.735 4 6.470 3 7.577 
0.6 9 3.792 4 5.665 3 6.857 
0.8 12 2.871 4 4.866 3 6.140 
1.0 12 1.903 5 4.056 3 5.426 
AC T = 5 x 10 -3  
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6. CONCLUSIONS 
We have taken  two types of checkpoints  as the  fault  to le rance  techn ique  of recovery mechan ism 
and obta ined  the  to ta l  expected  overhead of one cycle f rom HC to HC, us ing Markov  renewal 
processes. Fur ther ,  we have computed  numer ica l ly  the  opt ima l  interval  of SC between HCs 
which min imizes  the  to ta l  overhead.  I t  has  been shown in a numer ica l  example  that  two-level 
recovery schemes would be more  useful to recover from failures. Moreover ,  by mak ing  su i tab le  
modi f icat ion and  fur ther  extens ion,  th is  model  would be appl ied to s torage management  in mobi le 
env i ronments  [7], and  o ther  computer  and  database  in fo rmat ion  systems.  
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