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The number of personal computers we use every day has increased significantly the last 
couple of years, where the common model is a setup where each device has its own storage 
with separate files and applications. This forces the user to think in a certain way about files 
and applications, where they are to a degree bound to a device unless the user specifically 
moves the files, or installs/uninstalls the applications.  
This thesis aims to explore the possibility of changing the way we interact with our files and 
applications, by attempting to sever the connection between device and file (both data and 
application file) in the users mind.  
In this thesis an option where all devices are aware of each other’s files and applications, and 
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Figure	103	Time	spent	synchronizing	applications	over	loopback	
The	experiment	was	then	re-executed	over	Wi-Fi,	with	the	packets	sent	via	the	router	
and	back.	Unfortunately,	timeouts	started	to	occur	when	the	number	of	applications	was	
high	in	combination	with	many	devices,	thus	the	lack	of	data	for	two	of	the	lines.		
	
	
Figure	104	Time	spent	synchronizing	applications	with	communications	passing	by	the	router	on	LAN	
The	graph	for	two	devices	appear	to	be	quite	similar	between	the	two	data	sets,	with	
both	ending	in	the	180	seconds	area	with	75.000	applications,	and	with	a	similar	incline.	
Much	the	same	can	be	said	for	10	devices,	though	the	prototype	timed	out	when	
attempting	75.000	applications.	There	is	as	expected	a	slight	increase	in	time	when	
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running	over	LAN,	though	quite	small;	An	average	increase	of	4	%	for	two	devices,	and	5	
%	for	10	devices	based	on	the	values	for	the	runs	that	finished	properly.		
On	the	other	hand,	20	devices	had	a	huge	increase	of	64	%	based	on	the	tests	up	to	
10.000	applications.	It	is	worth	noting	that	the	increase	is	most	noticeable	in	the	area	
around	the	beginning	of	the	incline	of	the	curve	as	the	incline	hits	slightly	earlier	due	to	
the	increased	time	spent	in	communication.	As	the	prototype	times	out	just	after	the	
point	of	breakdown,	the	performance	hit	seems	greater	than	it	really	would	have	been	if	
it	was	capable	of	surviving.	For	comparison,	when	based	on	the	same	data	points	10	
devices	had	an	increase	of	40	%,	while	two	devices	had	1	%.	It	is	thus	reasonable	to	
believe	the	difference	would	have	evened	out	had	the	prototype	been	capable	of	
continuing	on	with	higher	values.		
Note	that	some	significant	fluctuation	(though	within	reasonable	intervals)	in	the	times	
for	500	-	5000	applications	when	running	20	devices	did	occur	when	routing	the	
packets	over	LAN.	But	they	were	inconsistent	and	the	amount	and	direction	varied	from	
day	to	day,	and	between	reboots.	A	variation	in	the	networks	environment	is	likely	to	
blame.	Never	the	less,	the	results	from	this	experiment	shows	the	system	to	be	feasible,	
as	the	times	are	reasonable,	and	the	likelihood	of	having	more	than	10.000	applications	
installed	on	a	single	device	is	small.	
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5 Discussion	
5.1 Coordinator	Versus	Complete	Decentralization	
A	design	with	a	coordinator	enforcing	consistency	was	chosen	for	the	prototype.	It	is	not	
clear	that	it	is	the	best	design,	as	it	comes	with	a	couple	of	negative	effects;	In	the	real	
world,	failure	and	connection	break	down	is	a	likely	event.	Having	a	solution	that	tends	
towards	a	centralized	design	creates	a	single	point	of	failure	unless	good	solutions	for	
handling	these	scenarios	are	created.	And	even	if	you	have	a	good	way	of	surviving	these	
problems,	network	splitting	would	create	further	difficult	challenges	to	tackle.	
However,	the	design	used	in	the	prototype	does	give	simplicity	and	ensure	
synchronization,	more	so	than	what	would	have	been	easily	implemented	with	a	
completely	decentralized	system.	The	system	only	ever	being	used	by	a	single	user	with	
his/her	personal	devices	also	significantly	reduces	risks	of	failures	and	conflicts.	It	also	
implies	that	scalability	is	not	important,	as	the	number	of	devices	involved	is	likely	be	in	
the	tens	at	most.		
The	final	implemented	prototype	does	not	handle	these	scenarios	very	well,	but	it	
should	not	be	very	difficult	to	ensure	that	it	does.	The	prototype	is	currently	set	to	exit	
when	a	communication	error	occurs,	which	could	be	changed	to	just	cancelling	the	
operation	and	re-evaluating	the	connections	to	the	other	daemons.	A	new	coordinator	
can	be	chosen	if	the	previous	one	was	lost,	and	the	state	of	the	entire	system	re-evaluate	
as	if	it	was	setting	up	for	the	first	time.	When	a	daemon	comes	back	online,	any	changes	
to	files	that	were	saved	to	disk	but	not	committed	before	the	crash	would	be	applied.	
The	challenge	would	be	changes	to	metadata.	As	the	prototype	stands,	metadata	of	
devices	that	were	lost	would	also	be	lost	during	re-evaluation.	A	possible	solution	is	to	
let	the	new	coordinator	keep	the	view	it	had	prior	to	the	crash,	and	if	none	of	the	
daemons	lay	claim	to	files	that	it	does	not	have	locally	either,	the	files	are	assumed	to	be	
out	of	reach	until	a	the	device	reconnects	or	a	device	lays	claim	to	the	files.		
Most	of	these	points	were	originally	done	and	the	functions	are	to	some	extent	there,	but	
were	deactivated	and	set	to	its	current	state	during	debugging,	testing	and	
experimentation	to	make	it	more	transparent.	
5.2 OS	and	Applications	Interface	
A	problem	for	a	system	like	this	is	how	to	efficiently	notice	changes	in	files.	In	this	thesis,	
we	let	the	user	interact	with	our	own	interface	in	order	to	have	full	control	over	which	
applications	and	files	the	user	can	see,	as	well	as	keep	track	of	what	files	and	
applications	are	opened.	It	is	however	necessary	that	the	applications	run	have	an	
interface	for	interacting	with	the	system,	otherwise	the	remote	access	functionality	
would	not	work,	and	the	system	would	be	unable	to	detect	changes	done	by	local	
applications.	Thus	the	prototype	only	allows	for	opening	files	that	may	be	opened	in	the	
text	editor	created	for	this	project.	In	other	words	taking	a	solution	that	is	explicitly	not	
transparent	to	the	applications.	
It	is	clear	that	any	application	that	is	to	be	used	remotely	must	have	an	interface	that	lets	
the	networked	system	communicate	with	it;	however,	it	should	be	possible	to	enable	
other	applications	that	are	only	to	be	run	locally.	Currently	the	problem	is	that	there	is	
no	easy	way	for	the	SDTPS-system	to	track	changes	applied	to	files	by	the	only	local	
applications	that	do	not	communicate	with	our	modules.	We	could	of	course	scan	the	
entire	FS	for	changes,	but	it	is	a	very	inefficient	solution	and	would	eat	up	resources.	A	
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better	solution	would	be	a	subscribe	feature	implemented	in	the	OS.	The	processes	
could	let	the	OS	know	that	it	is	paying	attention	to	specific	files,	thus	whenever	a	change	
occurs	in	a	file,	the	OS	triggers	an	event	letting	the	processes	know	about	the	change.	
This	way	only	the	applications	the	user	needs	to	run	remotely	needs	to	be	changed	to	
have	an	interface	for	communicating	with	the	SDTPS-system,	while	whenever	all	other	
applications	apply	changes,	the	OS	automatically	lets	the	system	know.		Such	a	feature	
would	be	generally	useful	in	several	use	cases,	not	just	for	a	device	transparent	system.	
For	example	an	image	catalogue	application	could	subscribe	to	the	images	the	user	has	
added	and	automatically	update	its	catalogue	whenever	an	image	is	changed,	while	just	
keeping	all	the	other	images	as	they	were.	There	would	be	no	need	to	use	resources	on	
going	through	all	the	folders	and	catalogues	in	the	system	except	for	the	first	time	when	
the	user	adds	them.	
Another	implicitly	transparent	solution	with	regards	to	the	application	would	be	to	alter	
the	libraries	the	application	makes	use	of	for	saving,	having	all	saving	operations	go	by	
our	own	code.	
A	graph	showing	the	flow	of	changes	in	the	current	prototype	was	given	under	the	
implementation	section.	The	proposed	changes	would	enable	an	implementation	with	a	
flow	similar	to	one	of	the	flows	in	the	following	graph:	
	
Figure	105	Possible	change	tracker	flows	given	a	file	subscription	system	or	editing	of	saving	libraries	
5.3 Automatic	Versus	Manual	Refresh/Synchronization	
The	prototype	makes	use	of	a	manual	refresh	function,	which	there	is	many	ways	of	
implementing.	The	prototype	is	implemented	in	such	a	way	that	a	"profane"	daemon	
may	not	commit	updates	without	the	coordinator/consistency	enforcers’	permission.	
Thus	the	system	could	push	the	updates	to	the	consistency	enforcer	as	soon	as	they	are	
done	and	let	the	enforcer	put	them	in	a	queue,	then	when	the	user	refreshes	the	changes	
are	pushed	to	the	entire	network.	Or	the	changes	could	be	queued	locally	on	each	
daemon,	and	then	pushed	to	the	consistency	enforcer	whenever	a	refresh	operation	is	
made.		
A	third	option	is	to	let	the	profane	daemons	commit	changes	locally	and	thus	create	a	
local	view	that	is	merged	with	the	other	devices	upon	refresh.	
The	first	option	ensures	high	consistency.	All	changes	across	the	network	are	applied	in	
chronological	order	on	all	devices.	The	amount	of	traffic	and	extra	memory	used	in	the	
consistency	enforcer	would	be	linearly	related	to	number	of	changes,	if	the	changes	are	
few	between	each	refresh,	so	is	the	amount	of	traffic	and	size	of	extra	memory	used.	
However,	if	a	huge	amount	of	changes	are	done	between	each	refresh,	so	is	the	amount	
of	traffic	and	size	of	memory	used.	
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The	second	option	does	not	guarantee	that	all	changes	from	different	devices	are	
applied	in	chronological	order,	but	all	changes	from	a	single	device	will	be	applied	
chronologically.	Thus	consistency	should	still	be	enforced,	as	a	file	may	only	be	stored	at	
a	single	device	at	a	time,	meaning	all	changes	for	a	single	file	will	be	applied	in	order.	
This	option	has	much	the	same	characteristics	as	the	first	option;	only	difference	is	the	
memory	usage	is	not	concentrated	at	the	consistency	enforcer.	
The	third	options	offers	a	more	predictable	and	likely	larger	amount	of	traffic,	but	
probably	less	extra	memory	overhead	as	it	is	only	necessary	to	keep	track	of	what	files	
are	present	locally,	not	the	changes	in	their	entirety.	It	would	give	an	amount	of	traffic	
proportionate	to	the	number	of	files	across	the	networked	devices,	thus	as	long	as	the	
number	of	changes	between	refreshes	are	fewer	than	the	number	of	files	across	the	
network,	either	one	of	the	two	first	options	will	have	less	traffic	overhead.	But	it	is	
possible	to	reduce	this	traffic	overhead	somewhat	by	not	refreshing	the	SSV	of	every	
device	when	a	refresh	request	is	received,	only	the	devices	the	request	came	from.	This	
is	more	difficult	for	the	first	two	options	as,	as	it	is	the	change	that	is	sent	when	
synchronizing,	not	the	new	view.	The	coordinator	would	have	to	keep	track	of	which	
devices	have	received	each	update,	and	keep	it	until	every	single	devices	is	
synchronized.	The	prototype	makes	use	of	the	second	method	during	normal	
synchronizations,	but	the	third	method	when	a	new	daemon	joins.	
	
Automatic	refresh,	or	simply	continuous	synchronization	is	also	a	possibility.	Meaning	
whenever	the	change	detector	sees	a	change	in	a	file	or	in	the	application	list,	the	local	
daemon	pushes	the	update	right	away.	The	problem	with	this	option	is	the	likelihood	of	
frustration	for	the	user	if	resources	and	network	traffic	slows	him/her	down	with	the	
user	having	little	control	over	it.	Letting	the	user	decide	when	the	system	synchronizes	
ensures	that	the	user	has	increased	control	over	his/her	own	resources	and	that	it	does	
not	affect	the	performance	of	the	devices	and	the	network	at	an	inconvenient	time.	
5.4 Batching	and	Caching	
A	feature	that	the	prototype	lacks	that	likely	would	help	reduce	traffic	overhead	is	the	
batching	of	messages,	particularly	when	using	manual	refresh	anyhow,	meaning	updates	
have	to	wait	anyhow.	As	it	stands,	the	prototype	synchronizes	updates	independently	
from	each	other.	It	could	possibly	be	as	simple	as	sending	the	queue	and	letting	the	
coordinator	pop	it,	rather	than	pop	the	queue	locally,	and	send	them	one	by	one.	
The	coordinator	could	then	wait	until	all	the	queues	received	had	been	fully	exhausted	
before	forwarding	the	changes.	Such	an	implementation	would	also	let	the	coordinator	
have	a	better	overview	over	progress	of	the	synchronization	process,	something	that	is	
somewhat	lacking	in	the	current	implementation.	
	
Furthermore,	the	efficiency	of	the	system	could	likely	be	increased	by	the	use	of	caching.	
For	example,	daemon	through	which	a	file	has	been	opened	recently	could	keep	the	
position	of	the	file	so	querying	the	coordinator	when	the	file	is	reopened	is	unnecessary.		
Caching	of	pages/views	in	the	remote	access	interface	also	has	some	potential,	and	in	
fact	even	pre-fetching	is	possible	here.	When	the	interface	is	started,	the	local	daemon	
could	keep	track	of	previous	pages	and	store	them	locally	while	the	file	is	open.	At	the	
same	time,	the	next	page	could	always	be	fetched	and	kept	in	memory	in	case	the	user	
wants	to	advance	through	the	file.	Caching	of	pages	would	likely	reduce	the	perceived	
loading	time	of	each	page	radically,	but	would	also	require	redesigning	of	the	
application.	
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5.5 Remote	Application	Access	
The	remote	application	access	is	not	a	new	topic,	but	the	aim	during	work	on	this	
project	was	to	look	at	it	from	a	fresh	angle.	The	thought	behind	the	solution	used	in	the	
prototype	was	to	avoid	having	to	transfer	a	copy	of	the	file	from	the	remote	host	to	the	
local	device	where	the	user	is	working.	Instead	the	goal	was	to	work	with	the	file	on	the	
host	and	apply	the	changes	locally	where	the	file	habituates.	One	way	would	be	to	send	a	
picture	of	the	application	interface;	similar	to	the	way	X	Window	does	it	[18].	That	
would	however	be	a	very	inefficient	solution	in	many	cases,	thus	a	more	tailored	
approach	is	likely	to	reduce	the	traffic	load	significantly.	A	local	GUI	communicating	with	
the	remote	device,	running	the	actual	application	is	a	much	more	efficient	solution	with	
for	example	text	processing.	The	remote	host	can	be	limited	to	only	sending	the	part	of	
the	file	that	is	actually	visible	on	the	GUI	the	user	is	interacting	with,	thus	avoid	sending	
the	file	in	its	entirety.	Operations	can	then	be	sent	from	the	GUI	the	user	is	interacting	
with	back	to	the	application	where	they	are	applied	on	the	original	file.	The	prototype	
tries	to	find	the	position	of	each	change,	and	sends	the	position	and	the	operation	
requested	to	the	application	where	the	application	applies	the	changes	to	its	local	file.	
However,	there	are	cases	where	different	approaches	must	be	taken,	such	as	image	post	
processing.	Sending	the	image	over	to	the	GUI	might	be	necessary	in	some	cases,	but	the	
core	of	applying	the	operation	on	the	file	at	the	device	where	the	file	resides	can	still	be	
kept.	In	fact	in	the	case	of	editing	an	image,	just	sending	a	picture	of	the	entire	GUI	
running	the	application	might	be	the	most	efficient	solution.	
But	for	this	to	be	feasible	in	the	real	world,	any	application	that	is	to	be	run	remotely	by	
merely	sending	operations	and	small	intervals	of	a	file	must	have	an	API	for	
communicating	with	the	remote	access	system.	In	other	words,	corporations	such	as	
Microsoft	and	Apple	would	need	to	agree	to	implement	such	APIs,	or	a	reliance	on	
equivalent	open	source	applications	would	be	necessary.		
5.6 Security	
Any	system	that	connects	several	devices	together	will	have	security	issues.	With	this	
system,	the	threat	of	someone	using	it	to	hack	your	personal	files	is	of	course	always	
there,	and	theft	is	a	real	possibility.		
A	hacker	could	easily	figure	out	the	ports	the	prototype	is	using,	and	get	a	way	in.	The	
daemon	can	then	be	dissected	in	memory	using	a	debugger	to	find	valid	commands,	as	
they	are	hard	coded	strings	constants.	The	attacker	at	this	point	has	full	access	to	the	
victims'	files,	and	potentially	applications.	All	communications	are	also	in	plain	text.	
Obviously	any	real	implementation	must	handle	communications	more	carefully;	though	
a	cabled	setup	would	increase	the	security	of	the	network,	but	hinder	the	use	cases	
drastically.	
A	thief	would	be	able	to	access	all	your	files	on	all	your	devices	easily,	and	launch	
applications	on	devices	that	are	still	in	your	possession.		
It	is	clear	that	anyone	attempting	to	implement	and	deploy	a	similar	system	would	need	
to	take	security	measures.		
A	feature	allowing	the	user	to	kick	devices	out	of	the	network	of	devices	in	cases	where	
a	device	is	compromised	and	the	owner	has	no	physical	access	to	it	would	be	very	
useful.	Though	any	unwelcome	person	could	also	abuse	this	feature	with	access	to	one	
device,	so	perhaps	it	would	be	necessary	to	either	identify	the	owner	through	a	
password,	or	use	a	quorum	system	so	that	you	need	physical	access	to	more	than	one	
device	to	commit	administrative	changes.	
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It	is	also	possible	that	it	would	be	best	to	limit	what	type	of	applications	the	system	
allows	the	user	to	run	remotely.	Perhaps	it	should	only	be	possible	to	run	applications	
that	are	designed	for	processing	files,	such	as	photo	editing	and	text	processing.	Access	
to	the	OS'	administrative	application	could	cause	serious	harm	to	all	a	persons	devices	if	
only	a	single	device	is	compromised.	
5.7 	Environment	for	the	Experiments	
The	environment	in	which	the	experiments	were	conducted	may	not	have	been	the	
optimal	one,	as	it	in	some	aspects	does	not	reflect	a	realistic	scenario.	However,	the	
environment	used	should	give	a	significant	worse	result	than	what	would've	been	
measured	in	a	realistic	scenario,	thus	the	experiments	can	show	the	thesis'	relevance.	
A	realistic	scenario,	where	each	daemon	and	its	dependent	processes	runs	on	different	
devices,	would	see	significantly	less	pressure	on	the	CPU	and	memory	on	the	individual	
devices,	and	all	the	traffic	for	the	entire	prototype	would	not	have	to	pass	through	a	
single	network	device,	twice!	This	would	at	the	very	least	imply	that	breakdown	and	
resource	exhaustion	related	crashes	would	be	delayed	greatly,	giving	the	prototype	a	
much	better	ability	to	survive.		
Furthermore,	the	local	area	network	that	the	experiments	were	run	on	had	several	
personal	device	connected	to	it,	some	of	which	could	have	been	using	network	traffic	
during	the	process	of	experimentation	affecting	the	results.	Some	of	the	experiments	did	
as	mentioned	see	a	decent	amount	of	variance	in	the	results	when	running	over	the	
wireless	network.	

	 91	
6 Future	Work	
6.1 Relocation	and	Device	Transparency	
For	a	distributed	storage	to	work	in	the	real	world,	complete	device	transparency	is	
unlikely	to	be	feasible.	Devices	disconnect,	get	turned	off,	or	become	out	of	range	in	
reality,	and	complete	transparency	may	thus	cause	files	that	are	essential	to	the	user	to	
become	unavailable.	Thus	users	will	almost	certainly	want	some	control	over	where	
specific	files	are,	or	at	least	specify	where	to	store	groups	of	files.	A	management	system	
similar	to	that	of	Perspective	[6]	would	allow	for	more	control	in	line	with	this	thesis	
objective.		
An	interface	where	the	user	can	view	specific	files	or	group	of	files	in	a	tree	of	folders	
under	the	devices	would	allow	for	more	specific	and	intuitive	control.	Here	the	user	
could	for	example	drag	and	drop	files	to	different	parts	of	the	network,	say	drag	file	X	on	
device	Alfa	to	device	Beta.	However	as	stated	in	[4],	the	user	is	rarely	very	good	at	
predicting	which	files	he/she	is	likely	to	use	on	what	device,	thus	an	automated	AI	
system	for	example	based	on	a	neural	network	is	feasible.	The	system	could	then	be	
taught	were	to	put	certain	files	while	there	is	full	connectivity,	later	giving	the	user	
access	to	the	files	he/she	wants	when	there	is	no	connectivity	while	still	being	fully	
device-transparent	to	the	user.	
6.2 Completely	Decoupling	Application	from	Device	
An	interesting	topic	to	do	more	research	on	would	be	the	possibility	of	handling	
applications	in	the	same	way	as	you	handle	files	normally,	as	in	moving	applications	
between	devices	similarly	to	how	you	can	move	files	between	devices.	The	design	
discussed	in	this	thesis	only	decouples	access	from	device,	but	not	functionality,	in	that	
the	data	file	and	the	application	files	must	be	on	the	same	device.	To	achieve	the	highest	
level	of	transparency,	data	file	and	application	files	should	both	be	decoupled	from	the	
union	of	device	and	each	other.	
There	are	of	course	some	issues	that	would	arise,	such	as	both	software	and	hardware	
compatibility,	but	some	of	the	problems	could	possibly	be	solved	through	virtual	
machines	and	emulation	etc.		
There	are	some	software	developers	who	have	tried	to	explore	this	concept	to	some	
extent,	but	their	systems	seem	limited	and	appear	lack	fluidity.	[34]	
Other	solutions	could	also	be	looked	into,	such	as	designs	similar	to	that	of	the	one	
discussed	in	this	thesis	with	the	users	device	connected	to	the	device	with	the	
application,	which	in	turn	is	connected	to	the	device	with	the	data	file.	This	could	also	
prove	difficult	to	implement	in	an	elegant	way,	as	the	file	in	its	entirety	would	likely	
have	to	be	given	to	the	device	with	the	application,	breaking	with	part	of	the	philosophy	
behind	this	thesis.	
6.3 Pick	and	Choose	Application	
A	necessary	feature	for	a	distributed	personal	system	aiming	to	incorporate	applications	
would	be	to	allow	for	opening	of	files	in	different	applications.	In	this	project	only	
implementation	of	a	single	application	was	done,	thus	the	consequences	of	having	more	
than	a	single	application	capable	of	opening	a	file	was	not	thoroughly	explored.	A	
scheme	for	deciding	which	application	to	use	in	different	scenarios	must	be	made,	and	
the	possibility	of	letting	the	user	choose	what	application	to	open	a	given	file	in	could	be	
very	useful.	
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Also,	as	mentioned	in	the	discussion,	ways	of	making	the	proposed	system	work	with	
other	types	of	applications	than	text	processing	needs	to	be	looked	into.	For	the	most	
complex	cases,	sending	a	picture	is	possible,	but	sending	just	parts	of	the	file,	or	subsets	
of	data	would	in	most	cases	be	preferable	for	reduced	communications	overhead.	
The	experiments	also	proved	that	using	the	system	profiler	on	OS	X	to	retrieve	a	list	of	
application	files	was	very	inefficient.	Alternative	solutions	might	reduce	resource	usage	
significantly.	
6.4 Coordinator	Evaluation	
The	topic	of	electing	the	best	coordinator	was	not	looked	adequately	into	in	this	thesis.	
Mostly	intrinsic	factors	were	used	in	the	prototype,	with	the	exception	of	battery	
percentage.	Hardware	of	devices,	and	energy	efficiency	would've	been	interesting	and	
useful	to	include,	though	they	are	factors	that	may	be	a	bit	more	challenging	to	
implement	in	a	simple	manner,	as	there	are	many	types	of	hardware	that	would	need	to	
be	evaluated	differently	depending	on	brand	for	accuracy,	and	energy	efficiency	is	
difficult	to	get	accurate	information	on	for	all	device	types.	
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7 Conclusion	
This	thesis	introduced	an	idea	for	a	distributed	personal	storage	system,	which	aims	to	
provide	access	to	all	files,	both	data	and	application	files,	of	a	single	user	across	all	of	the	
person’s	devices.	An	architecture	and	a	design	for	such	a	system	has	been	proposed,	and	
a	prototype	was	implemented	and	experimented	upon.	The	experiments	seem	to	
indicate	that	the	system	could	work	in	the	intended	environment,	with	break	down	
occurring	late	enough	for	it	to	be	relevant.	All	though	the	experiments	have	somewhat	
depressing	results	(that	can	partially	be	blamed	on	the	environment	they	were	run	in),	
times	and	resource	usages	show	that	the	architecture	is	possible	to	work	with.	
As	it	stands,	the	prototype	is	in	no	way	in	a	condition	where	it	could	be	deployed	and	
used	actively,	as	some	of	the	conditions	for	it	to	function	optimally	are	not	present	in	the	
current	operating	systems,	and	applications	need	to	communicate	with	the	system	for	
the	remote	access	system	to	work.	Furthermore,	ways	to	implement	the	remote	access	
system	with	various	types	of	applications	other	than	text	processing	needs	to	be	looked	
into.	A	GUI	with	necessary	functionality	is	not	included	in	the	prototype	either,	and	the	
barebones	GUI	that	has	been	implemented	will	likely	not	work	optimally	on	mobile	
devices.	
However,	experiments	at	least	indicate	that	the	ideas	presented	in	this	thesis	are	worth	
pursuing	further,	and	develop	into	a	working	system	providing	flexibility	and	
accessibility	for	the	user,	in	an	environment	that	studies	have	shown	is	simpler	and	less	
complex	for	the	unlearned	user	to	interact	with.	The	architecture	and	design	is	in	
principle	simple,	though	the	prototype	implementation	may	have	become	more	complex	
than	what	would've	been	strictly	necessary.	The	experiments	thus	may	reflect	to	larger	
degree	the	implementation	than	the	actual	architecture	and	design.	

	 95	
References	
[1] 		 Cisco.	2015.	Visual	Networking	Index.	Available	at:	
http://www.cisco.com/c/en/us/solutions/service-provider/visual-networking-
index-vni/index.html#~completeforecast.	[Accessed	24.	February	16].	
[2] 		 Google.	2016.	World	Development	Indicators.	Available	at:	
https://www.google.no/publicdata/explore?ds=d5bncppjof8f9_&hl=en&dl=en.	
[Accessed	24.	February	16].	
[3] 		 Julie	Bort.	2013.	We'll	each	have	5	Internet	devices	(and	more	predictions	
from	Cisco).	Available	at:	http://www.businessinsider.com/cisco-predicts-
mobile-2013-5?op=1&IR=T.	[Accessed	24.	February	16].	
[4] 		 Jacob	Strauss	et	al,	(2011).	Eyo:	Device-Transparent	Personal	Storage.	In	
Usenix	Annual	Technical	Conference.	Portland,	OR,	USA,	17th	June.	Berkley,	CA,	
USA:	USENIX	Association.	1-14.	
[5] 	 Tej	Chajed	et	al,	(2015).	Amber:	Decoupling	User	Data	from	Web	
Applications.	In	HotOS	15.	Kartause	Ittingen,	Switzerland,	19.	May.	Berkley,	CA,	
USA:	USENIX	Association.	1-6.	
[6] 	 Brandon	Salmon	et	al,	(2008).	Perspective:	Semantic	Data	Management	for	
the	Home.	In	CMU-PDL-08-105.	Pittsburgh,	PA,	USA:	Parallel	Data	Laboratory,	
Carnegie	Mellon	University.	1-22.	
[7] 	 Computer	Hope.	Distributed	systems	definition.	Available	at:	
http://www.computerhope.com/jargon/d/distribs.htm.	[Accessed	2.	March	16].	
[8] 	 Otto	J.	Anshus,	(2015).	Lecture	on	Transparancy	&	the	Definition	of	
Distributed	Systems.	In	COMP3200,	Distributed	System	Fundamentals.	Tromsø,	
Norway.	
[9] 	 The	Go	Programming	Language.	Documentation.	Available	at:	
https://golang.org/doc/.	[Accessed	3.	March	16].	
[10] Texlution.	Why	Golang	is	doomed	to	succeed.	Available	at:	
https://texlution.com/post/why-go-is-doomed-to-succeed/.	[Accessed	3.	March	
16].	
[11] Google	Trends.	Golang.	Available	at:	
https://www.google.com/trends/explore#q=golang.	[Accessed	3.	March	16].	
[12] w3schools.com.	Javascript	Introduction.	Available	at:	
http://www.w3schools.com/js/js_intro.asp.	[Accessed	6.	March	16].	
[13] Douglas	Crockford.	A	Survey	of	the	JavaScript	Programming	Language.	
Available	at:	http://javascript.crockford.com/survey.html.	[Accessed	6.	March	
16].	
[14] Qt.	Qt	Documentation:	QML	Applications.	Available	at:	http://doc.qt.io/qt-
5/qmlapplications.html.	[Accessed	6.	March	16].	
[15] GitHub.	QML	support	for	the	Go	language.	Available	at:	
https://github.com/go-qml/qml.	[Accessed	6.	March	16].	
[16] DevNation,	YouTube.	DevNation	2015	-	Vincent	Batts	-	Golang:	The	good,	
the	bad,	&	the	ugly.	Available	at:	
https://www.youtube.com/watch?v=cMYhGNofHA4.	[Accessed	10.	March	16].	
[17] Computer	Hope.	TCP/IP.	Available	at:	
http://www.computerhope.com/jargon/t/tcpip.htm.	[Accessed	11.	March	16].	
[18] X.Org	Foundation.	X.Org.	Available	at:	http://www.x.org/wiki/.	[Accessed	
13.	March	16]	
	 96	
[19] Apple.	MacBook	Air	(13-inch,	mid	2012)	-	Technical	Specifications.	
Available	at:	https://support.apple.com/kb/SP670?locale=en_US.	[Accessed	10.	
April	16]	
[20] Apple.	OS	X	Man	Pages:	route.	Available	at:	
https://developer.apple.com/library/mac/documentation/Darwin/Reference/M
anPages/man8/route.8.html.	[Accessed	10.	April	16]	
[21] Apple.	OS	X	Man	Pages:	top.	Available	at:	
https://developer.apple.com/library/mac/documentation/Darwin/Reference/M
anPages/man1/top.1.html.	[Accessed	10.	April	16]	
[22] Apple.	OS	X	Man	Pages:	ps.	Available	at:	
https://developer.apple.com/library/mac/documentation/Darwin/Reference/M
anPages/man1/ps.1.html.	[Accessed	10.	April	16]	
[23] TechTarget	-	SearchNetworking.	Definition:	routing	table.	Available	at:	
http://searchnetworking.techtarget.com/definition/routing-table.	[Accessed	10.	
April	16]	
[24] GitHub,	Speedlimit.	Issue:	Not	work	on	Yosemite	OSX	10.10.	Available	at:	
https://github.com/mschrag/speedlimit/issues/13.	[Accessed	10.	April	16]	
[25] Apple	Developer	Downloads.	Hardware	IO	Tools	Search.	Available	at:	
https://developer.apple.com/downloads/?q=Hardware%20IO%20Tools.	
[Accessed	10.	April	16]	
[26] Wireshark.	Download	Wireshark.	Available	at:	
https://www.wireshark.org/#download.	[Accessed	10.	April	16]	
[27] Wireshark.	Wireshark	Frequently	Asked	Questions.	Available	at:	
https://www.wireshark.org/faq.html.	[Accessed	10.	April	16]	
[28] FileCatalyst.	Today's	Media	File	Sizes	-	What's	Average?.	Available	at:	
http://filecatalyst.com/todays-media-file-sizes-whats-average/.	[Accessed	11.	
April	16]	
[29] Apple.	OS	X	Man	Pages:	system_profiler.	Available	at:	
https://developer.apple.com/library/mac/documentation/Darwin/Reference/M
anPages/man8/system_profiler.8.html.	[Accessed	15.	April	16]	
[30] Apple.	OS	X	Man	Pages:	pmset.	Available	at:	
https://developer.apple.com/library/mac/documentation/Darwin/Reference/M
anPages/man1/pmset.1.html.	[Accessed	15.	April	16]	
[31] w3school.com:	HTML	Introduction.	Available	at:	
http://www.w3schools.com/html/html_intro.asp.	[Accessed	17.	April	16]	
[32] Webopedia:	HTTP.	Available	at:	
http://www.webopedia.com/TERM/H/HTTP.html	[Accessed	19.	April	16]	
[33] Wikipedia:	Hypertext	Transfer	Protocol.	Available	at:	
https://en.wikipedia.org/wiki/Hypertext_Transfer_Protocol.	[Accessed	19.	April	
16]	
[34] The	Guardian:	How	can	I	move	my	files	and	programs	to	a	new	PC?	
Available	at:	
https://www.theguardian.com/technology/askjack/2015/sep/17/move-files-
programs-to-new-pc-windows-10.	[Accessed	19.	April]	
[35] Karen	Bjoerndalen,	(2014).	The	Distributed	Personal	Computer.	UiT	The	
Arctic	University	of	Norway.	Tromsoe,	Norway,	15th	January.	Tromsoe,	Norway:	
Masters	Thesis,	UiT	The	Arctic	University	of	Norway.	1-58.	
[36] Joe	McKendrick.	2013.	10	Quotes	on	Cloud	Computing	That	Really	Say	it	
All.	Available	at:	http://www.forbes.com/sites/joemckendrick/2013/03/24/10-
	 97	
quotes-on-cloud-computing-that-really-say-it-all/#6441bfff2102.	[Accessed	3.	
May	16].	
