Abstract-This letter adopts long short-term memory(LSTM) to predict sea surface temperature(SST), which is the first attempt, to our knowledge, to use recurrent neural network to solve the problem of SST prediction, and to make one week and one month daily prediction. We formulate the SST prediction problem as a time series regression problem. LSTM is a special kind of recurrent neural network, which introduces gate mechanism into vanilla RNN to prevent the vanished or exploding gradient problem. It has strong ability to model the temporal relationship of time series data and can handle the long-term dependency problem well. The proposed network architecture is composed of two kinds of layers: LSTM layer and fullconnected dense layer. LSTM layer is utilized to model the time series relationship. Full-connected layer is utilized to map the output of LSTM layer to a final prediction. We explore the optimal setting of this architecture by experiments and report the accuracy of coastal seas of China to confirm the effectiveness of the proposed method. In addition, we also show its online updated characteristics.
I. INTRODUCTION
S EA surface temperature, SST for short, is an important parameter in the energy balance system of the earth's surface, and it is also a critical indicator to measure the sea water heat. It plays an important role in the process of the earth's surface and atmosphere interaction. Sea occupies three quarters of the global area, therefore SST has inestimable influence on the global climate and the biological systems. In recent years, people focus more and more on sea surface temperature. The prediction of SST becomes a hot research increasingly. It is also an important and fundamental problem in many application domains such as forecasting ocean weather and climate, offshore activities like fishing and mining, ocean environment protection, ocean military affairs, etc. It is significant in science research and application to predict accurate temporal and spatial distribution for SST. However, its prediction accuracy is always low because of many uncertain factors especially in coastal seas. Q. Zhang is also with the Department of Science and Information, Agriculture University of Qingdao, Qingdao 266109, China.
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Many methods have been published to predict the sea surface temperature. These methods can be generally classified into two categories according to the different point of view to create models [1] . One is based on physics, also known as numerical model. The other is based on data, also called datadriven model. The former tries to utilize a series of differential equations to describe the variation of SST, which is usually sophisticated and demands increasing computational effort and time. In addition, numerical model differs in different sea areas. While the latter tries to learn the model from data. Some learning methods were used such as linear regression [2] , Support Vector Machines [3] , Neural Network [1] , etc.
This letter focuses on the second way to predict SST, which uses long short-term memory (LSTM) to model time series of SST data. Long short-term memory is a special kind of recurrent neural network (RNN), which is a class of artificial neural network where connections between units form a directed cycle. This creates an internal state of the network which allows it to exhibit dynamic temporal behavior. Unlike feedforward neural networks, RNNs can use their internal memory to process arbitrary sequences of inputs [4] . However, vanilla RNN is difficult to train and suffers a lot about vanishing or exploding gradient problem, which can not solve the long-term dependency problem. While LSTM introduces gate mechanism to prevent backpropagated errors from vanishing or exploding, which has been subsequently proved to be more effective than conventional RNNs [5] .
In this letter, a LSTM based prediction method for SST is proposed. Our main contributions are twofold: 1) a LSTM based network is properly designed with full connected layer to form a regression model for SST prediction. LSTM layer is utilized to catch the temporal relationship among SST time series data. Full connected layer is utilized to map the output of LSTM layer to a final prediction. 2) SST changes relatively stable in ocean, while more fluctuated in coastal seas. We focus on the latter, and report the prediction accuracy beyond the existing methods, which confirms the effectiveness of the proposed method.
The remainder of this letter is organized as follows. Section II gives the problem formulation and describes the proposed method in detail. Experimental results on Bohai SST Dataset, which is chosen from NOAA OI SST V2 High Resolution Dataset are reported in Section III. Finally, Section IV concludes this letter. 
B. Long short-term memory
To capture the temporal relationship among time series data, we adopt LSTM to do this job. This subsection introduces LSTM briefly.
LSTM was first proposed by Hochreiter in 1997 [6] . It is a specific recurrent neural network architecture that was designed to model sequences and their long-range dependencies more accurately than conventional RNNs. LSTM can process a sequence of input and output pairs (x i , y i ) n i=1 . For each pair (x i , y i ), the LSTM cell takes a new input x i and the hidden vector h i−1 from the last time step, then produces an estimate outputŷ i for the target output y i given all the previous input sequence x 1 , x 2 , · · · , x i also with a new hidden vector h i and a new memory vector m i . Fig. 1 shows the structure of a LSTM cell. The whole computation can be defined by a series of equations as follows [7] : 
where σ is the sigmoid function,
are the recurrent weight matrices, and
c are the corresponding bias terms. H in R 2d is the concatenation of the new input x i and the previous hidden vector h i−1 :
The key to LSTM is the cell state, i.e. memory vector m and m in Equation (1), which can remember long-term information. The LSTM does have the ability to remove or add information to the cell state, carefully regulated by structures called gates. The gates in Equation (1) are i, f, o, c, representing input gate, forget gate, output gate and a control gate. Input gate can decide how much input information enter the current cell. Forget gate can decide how much information be forgotten for the previous memory vector m i−1 , while the control gate can decide to write new information into the new memory vector m i modulated by the input gate. Output gate can decide what information will be output from current cell.
Followed the work of [8] , we also use a whole function LST M () as shorthand for Equation (1):
where W concatenates the four weight matrices
C. Basic LSTM blocks
We combine LSTM with full-connected layer to build a basic LSTM block. Fig. 2 shows the structure of a basic LSTM block. There are two basic neural layers in a block. LSTM layer can capture the temporal relationship, i.e. the regulate variation among the time series SST values. While the output of LSTM layer is a vector i.e. the hidden vector of the last time step, we use a full-connected layer to make a better abstraction and combination for the output vector, and reduce its dimensionality meanwhile map the reduced vector to a final prediction. Fig. 3 shows a full-connected layer. The computation can be defined as follows:
where the definition of function LST M () is as Eqation (3), h l is the hidden vector in the last time step of LSTM, W f c is the weight matrices in full-connection layer, and b f c is the corresponding bias terms.
This kind of block can predict future SST for a single grid, given all the historical SST values of this grid. But it's still not enough. We need to predict SST for an area. So we can use the basic LSTM blocks to construct the whole network. Fig. 4 shows the architecture of the network. It's like a cuboid: the x axis stands for latitude, the y axis stands for longitude, and the z axis is time direction. Each grid is corresponding to a grid in real data. Actually the grids in the same place along the time axis form a basic block. We omit the connections between layers for clarity.
D. Network architecture

III. EXPERIMENTAL RESULTS AND DISCUSSIONS
A. Study area and data
We use NOAA High Resolution SST data provided by the NOAA/OAR/ESRL PSD, Boulder, Colorado, USA, from their Web site at http://www.esrl.noaa.gov/psd/ [9] . This data set contains daily values from 1981/09 to 2016/11 (12868 days total), and covers the global ocean from 89.875S to 89.875N, 0.125E to 359.875E, which is 0.25 degree latitude multiplied by 0.25 degree longitude global grid (1440x720).
As we all know, the temperature varies relatively stable in far ocean, while fluctuates more greatly in coastal seas. So we focus on the coastal seas near China to evaluate the proposed method. Bohai sea is the innermost gulf of the Yellow Sea and Korea Bay on the coast of Northeastern and North China.
It is approximately 78,000 km 2 in area and its proximity to Beijing, the capital of China, makes it one of the busiest [10] . Bohai sea covers from 37.07N to 41N, 117.35E to 121.10E. We take the corresponding subset to the Bohai sea from the dataset mentioned above to form a 16 by 15 grid and contains a total of 12868 daily values, named Bohai SST Dataset.
B. Experimental Setup
Since we formulate the SST prediction as a sequence prediction problem, i.e. using historical observations to predict the future, we should determine how long the historical observations are to be used to predict the future. Of course the longer the length is, the better the prediction will be, while the more computation it will need. Here we use about 4 times of the prediction length to be the length of the historical observations according to the characteristics of the periodical change of temperature data. In addition, there are still other important values to be determined: the number of layers for LSTM layer l r and full-connected layer l f c , which will determine the whole structure of the network. Also the corresponding number of hidden units denoted by units r should be determined together.
According to these aspects mentioned above, we first design a simple but important experiment to determine the critical values for l r ,l f c and units r, using the basic LSTM block to predict the SST for a single position. Then we evaluate the proposed method on area SST prediction for Bohai sea.
Once we determine the structure of the network, there are still other critical things to be determined in order to train the network, i.e. the optimization method, the learning rate, the batch size, etc. The traditional optimization method for deep network is stochastic gradient descent (SGD), which is the batch version of gradient descent. The batch method can speed up the convergence of network training. Here we adopt Adagrad optimization method [11] , which can adapt the learning rate to the parameters, performing larger updates for infrequent and smaller updates for frequent parameters. Dean et al. [12] have found that Adagrad greatly improved the robustness of SGD and used it for training large-scale neural networks. We set the initial learning rate as 0.1, and the batch size as 100 in the following experiments.
The division of training set, validation set and test set are as follows. The data from 1981 to 2012.8 (11323 days) is used as training set, the data from 2012.9 to 2012.10 (122 days) is the validation set, and the data from 2013 to 2015 (1095 days) is the test set. We will test for one week (7 days)and one month (30 days) to evaluate the prediction performance. The data of 2016 (328 days) is reserved for another comparison.
Results of another traditional regression model, i.e. support vector regression (SVR), for SST prediction is given for comparison purpose. We run the experiments under the environment of Intel(R) Core(TM)2 Quad CPU Q9550 @2.83GHz, 6G RAM, Ubuntu 16.10 64 bits operating system, and Python 2.7. The proposed network is implemented by TensorFlow 0.11 [13] . SVR is implemented by Scikit-learn [14] .
The performance evaluation of SST prediction is a fundamental issue. In this letter, we use root of mean squared error (RMSE), one of the most commonly used measurement as the evaluation metric to measure the effectiveness of different methods. In addition, we define a metric to evaluate the prediction accuracy as follows:
|prediction − true value| true value (5) where n is the prediction length. RMSE is the smaller the better, while ACC is the opposite. Here RMSE and ACC can be regarded as absolute error and relative error. And for area prediction, we use the area average RMSE and area average ACC.
C. Determination of parameters
We randomly choose 5 positions in Bohai Sea denoted as p 1 , p 2 , ..., p 5 to predict 7 days' SST values with lead time of one month (30 days). Firstly, we fix l r and l f c as 1, units f c as 7, and choose a proper value for units r from {3,4,5,6}. Table I shows the results on five positions with different values of nunits r. The boldface items in the table represent the best performance, i.e. the smallest RMSE and the largest ACC. It can be seen from the results that the most best performance occurs when units r = 6.
In this experiment, the best performance occurs when units r = 6 in three positions p 1 , p 2 and p 3 , while occurs when units r = 5 at p 5 and units r = 7 at p 4 . But we can see that the difference of RMSE and ACC is not too large. So in the following experiments, we set units r6 as 6.
Then, we also use the SST sequences from the same five positions to choose a proper value for l r from {1,2,3}. The other two parameters are set by unit r = 6, and l f c = 1. Table II shows the results on five positions with different values of l r . The boldface items in the table represent the best performance. It can be seen from the results that the best performance occurs when l r = 1. The reason may due to the increasing weights numbers with increasing recurrent LSTM layers, which our data is insufficient to train so many weights. Actually, experiences show that the recurrent LSTM layer is not the more the better. And during the experiments we find that more LSTM layers are more likely to get unstable results. So in the following experiments, we set l r as 1.
Lastly, we still use the SST sequences from the same five positions to choose a proper value for l f c from {1,2}. Though the number of the hidden units of the full-connected layer is tricky. Table III shows the results with different l f c s. The numbers in the square brackets stand for the number of the hidden units. The boldface items in the table represent the best performance. It can be seen from the results that it achieve the most best performance when l f c = 1. The reason may be the same: more layers means more weights to be trained and more computation it needs. So in the following experiments, we set l f c as 1, and the number of its hidden units is set the same as the prediction length.
D. Results and Analysis
We use Bohai SST data set to do this experiment, and compare the proposed method to a classical regression methods SVR [15] . The setting is as follows. For LSTM network, we set k = 10, 15, 30, 120f orl = 1, 3, 7, 30represently, andl r = 1, l f c = 1. For SVR, we use the RBF kernel and set the kernel width σ = 1.6 which is chosen by cross validation on validation set. Table IV shows the results. The boldface items in the table represent the best performance, i.e. the smallest area average RMSE and the largest area average ACC. It can be seen from the results that the LSTM network achieve the best prediction performance. And Fig.5 shows the SST prediction at one position using two different methods. In order to see the results clearly, we only show the prediction results for one year. Green line represents the true value. Red line represents the prediction results of the LSTM network, and blue line represents the prediction results of SVR with RBF kernel.
E. Online model update
In this experiment, we want to show the online characteristics of the proposed method. We have SST values of 328 days in 2016. We call the model trained above original model, and Table V shows the results of SST prediction for 2016 using these two different models. The updated model performs the best as expected. This shows a kind of online characteristics of the proposed method: performing prediction, collecting true observations, feeding the true observations back into the model to update it, and going on. While other regression models like SVR don't have such characteristics: when collecting new observations, the model could only be retrained from scratch, which will waste additional computing resources.
IV. CONCLUSION
In this letter, we formulate the prediction of SST as a time series regression problem, and propose a LSTM based network to model the temporal relationship of SST to predict the future value. This is the first time, to our knowledge, to use recurrent neural network to solve the prediction problem of SST. The proposed network utilizes LSTM layer to model the time series data, and full-connected layer to map the output of LSTM layer to a final prediction. We explore the And furthermore, the proposed network is independent of the resolution of data. If a high resolution prediction is wanted, all that is needed is to provide a high resolution training data to the network. Once we get the predicted SST values in the future, it can be used in many applications including ocean front prediction, abnormal event prediction, etc.
