Abstract. We derive the quantum Teichmüller space, previously constructed by Kashaev and by Fock and Chekhov, from tensor products of a single canonical representation of the modular double of the quantum plane. We show that the quantum dilogarithm function appears naturally in the decomposition of the tensor square, the quantum mutation operator arises from the tensor cube, the pentagon identity from the tensor fourth power of the canonical representation, and an operator of order three from isomorphisms between canonical representation and its left and right duals. We also show that the quantum universal Teichmüller space is realized in the infinite tensor power of the canonical representation naturally indexed by rational numbers including the infinity. This suggests a relation to the same index set in the classification of projective modules over the quantum torus, the unitary counterpart of the quantum plane, and points to a new quantization of the universal Teichmüller space.
It was known for a long time that the Teichmüller space of an oriented surface, with possible punctures and boundaries, possesses a canonical Weil-Petersson symplectic form (see [A] , [Wol] ). But only more recently Kashaev [K1] and, independently, Fock and Chekhov [F] , [CF] were able to construct a quantization of the classical Teichmüller space. This quantization was achieved thanks to an ingenious systems of coordinates, first studied by Thurston [Th] and Penner [P1] , that are based on ideal triangulations of an oriented surface equipped with a hyperbolic metric. In the Kashaev variant of the Penner coordinates the canonical Poisson structure has a diagonal form and its quantization is given by the Heisenberg algebra
indexed by the set of ideal triangles I. The Fock-Chekhov quantization can be easily derived from Kashaev's via a Heisenberg subalgebra of (1.1) in a certain basis corresponding to quantization of Thurston coordinates (see [GuL] ). The key point of the Kashaev and Fock-Chekhov quantization is the verification of the consistency of the quantization under the change of the ideal triangulations. In the Kashaev approach this consistency follows from a certain projective representation of the group G I with generators a j , t jk , p jk , where j, k belong to a finite set I, with the relations for all j, k, ℓ ∈ I a 3 j = e, (1.2) a j t jk a k = a k t kj a j , (1.3) t jk a j t kj = a j a k p jk , (1.4) t kℓ t jk = t jk t jℓ t kℓ , (1.5) and p jk satisfies the relations of an involution of j, k ∈ I in the permutation group of the set I (here p jk is not to be confused with one of the Heisenberg generator p j as in (1.1)). The projective representation of G I can be viewed as a representation of the central extension G I of G I with the corresponding generators a j , t jk , p jk and the central element z satisfying the same relations (1.2), (1.3), (1.5), and a modification of (1.4): t jk a j t kj = z a j a k p jk (1.6) with z represented by the identity times ζ = e −2πi(b+b −1 ) 2 /24 .
The main ingredient of the Kashaev representation of the group G I , as well as of the FockChekhov construction, is the remarkable function introduced previously by Faddeev and Kashaev under the name of quantum dilogarithm [FaK] . Though this function, in different guises, was known long time ago [B] , [Sh] , it became especially important since the works of Faddeev and Kashaev [FaK] , [Fa] and its central role in quantization of the Teichmüller spaces [K1] , [K2] , [F] , [CF] . In fact the main goal of the Faddeev-Kashaev paper [FaK] was to quantize the Rogers pentagon identity for the classical dilogarithm function thus providing a representation of the subgroup of G I with the generators t jk , j, k ∈ I, and the relations (1.5).
Though the representation of the group G I via the quantum dilogarithm does provide a quantization of the Teichmüller space the formulas involved in the construction look ad hoc and require further elucidation. In particular, it is well known that the pentagon identity arises from an associativity constraint for a tensor category. If the tensor category is also rigid it yields in addition a duality constraint which satisfies some additional relations. This leads to a natural question: is the representation of the group G I and therefore the quantum Teichmüller space originate from a special rigid tensor category? In this paper we show that it is indeed the case and the appropriate rigid tensor category comes from the representation theory of a rather basic Hopf algebra associated to the quantum plane! The latter is the noncompact version of the modular quantum torus and is generated by the four self-adjoint operators X, Y, X, Y satisfying the following relations (cf. [Fa] To ensure a nontrivial tensor category we define the comultiplication as follows
(1.11) From (1.11) and the counit ǫ(X) = 1 = ǫ( X), ǫ(Y ) = 0 = ǫ( Y ), the antipode S is uniquely determined, yielding a Hopf algebra structure on B, which can be viewed as the Borel subalgebra of the modular double of U q (sl(2, R)).
The key property of H crucial to our construction is that its tensor square is decomposed into a direct integral of irreducible representations equivalent to H. As a result we obtain an isomorphism (1.12) where M ∼ = Hom B(H, H ⊗ H) is the "multiplicity" space. After an identification of H and M with L 2 (R) we can express (1.12) by a certain integral transform based on the quantum dilogarithm function. Then the canonical isomorphism (H 1 ⊗ H 2 ) ⊗ H 3 ∼ = H 1 ⊗ (H 2 ⊗ H 3 ) (1. which is often referred to as 'quantum mutation operator', and it can be explicitly identified using the realization M ∼ = L 2 (R) . By construction, the operator T satisfies the pentagon identity (1.5).
Another important property of H that we use is isomorphism with the dual representations
where H ′ (resp. ′ H) denotes the dual space with the action of the quantum plane algebra defined to be dual to π • S (resp. π • S −1 ). The pairing gives the intertwining operators becomes an explicit operator in L 2 (R) . The natural requirement that ′ H ′ ∼ = H is the identity map implies that A 3 = 1 representing (1.2). One can also deduce two other relations (1.3) and (1.6) that involve both operators T and A. Thus tensor products of a single representation of the quantum plane and its equivalent dual yield a faithful representation of the group G I .
To compare our representation of the group G I with the original Kashaev projective representation we embed our operator A into a one-parameter family of operators A (m) that differ from A by the factor e π(m−1)(b+b
(1) . We show that for any m ∈ R, the pair of operators T, A
(m) provides a representation of the group G I with the central element z represented by the identity times ζ 1−m 2 . Note that the Kashaev original representation of G I by certain explicit operators T jk , A j , j, k ∈ I, yields the central extension corresponding to m = 0. One of the main results of this paper is the equivalence of our representation of the group G I realized by T jk , A (0) j , j, k ∈ I and the Kashaev representation. More explicitly, we find a unitary operator U in L 2 (R) such that
Considering unitary transformation of the one-parameter family
we are able to extend the Kashaev representation for all values m ∈ R, of the central extension.
As soon as we have a representation of G I we can apply it to quantization of Teichmüller space for various surfaces as it was done in the original work [K1] , [F] , [CF] . In this paper we consider just a simple example of a disk with n distinguished points on the boundary to illustrate an advantage of a representation theoretic approach. Though our quantization of the Teichmüller space is equivalent to the one of Kashaev we do not need to use an initial triangulation of the surface; the independence of the quantum Teichmüller space on a triangulation is built into our construction.
Moreover, our construction can be generalized to higher rank quantum algebras that are the modular doubles of the Borel subalgebras of quantum groups U q g and can be applied to quantization of higher Teichmüller spaces, previously constructed in [FG] .
We conclude the paper with the quantization of the universal Teichmüller space which can be viewed as a limit of the example of a disk with n distinguished points on the boundary when n tends to infinity, and we obtain
It is interesting to note that Q = Q ∪ {∞} ∼ = Γ ∞ \P SL 2 (Z), where Γ ∞ is the subgroup of upper triangular matrices, also appears as a natural index set in the classification of the projective modules for the quantum torus, which can be viewed as a unitary counterpart of the quantum plane. This observation leads us to conjecture a new quantization of the universal Teichmüller space, discussed at the end of our paper.
Quantum dilogarithm
2.1. Introduction to quantum dilogarithm. We mainly follow [Ru1] and [Ru2] for technical reference for this section; readers should consult those two papers for any omitted details. Fix b ∈ (0, ∞) with b 2 / ∈ Q; we will use the following symbols frequently throughout this paper:
For z ∈ C, the symbols ℜz and ℑz will mean real part and imaginary part of z, respectively. Consider the function G defined as
In the strip |ℑz| < a, the function G is a well-defined (it's not difficult to prove the convergence of the integral) analytic function with no zeros in the strip, satisfying the functional equations
By using (2.2), G can be analytically continued to the entire complex plane to a meromorphic function with simple zeros at
and simple poles at −z kl . This meromorphic function G is actually the unique "minimal" solution of (2.2) with G(0) = 1; here "minimal" means ln G(z) is polynomially bounded in
It is easy to see from (2.1) that |G(x)| = 1 for all x ∈ R, and
Asymptotic behavior of G is
where the implied constant can be chosen uniformly for ℑz varying over compact subsets of R. Note that the defining relations (2.2) can be written as
In this paper, we will take advantage of the following two functions:
We can find out from (2.4) that the defining relations for S R (z) and S L (z) are
±1 p is the shift operator (by the amount ib ±1 ), i.e. e
−2πb
±1 p f (z) = f (z + ib ±1 ). Using this, the above relations for S R and S L can be written as
Observe that the Fourier transform maps z to −p and p to z. Thus, it sends the defining relations of S L exactly to those of S R . By uniqueness, the Fourier transform of S L has to coincide with S R up to a constant. Ruijsenaars [Ru2] made precise sense of this:
By taking suitable limits of ℑz and ℑw in (2.8), we obtain some specializations of (2.8), which make sense as functionals on W ⊂ L 2 (R, dx), the space of finite C-linear combinations of the functions e −Ax 2 /2+Bx P (x), where P (x) is a polynomial in x, and A ∈ R >0 , B ∈ C. (2.9)
The elements of W rapidly decrease at ±∞, and are analytic; moreover, W is closed under the Fourier transform. When dealing with integrals whose integrands have poles on the real line, we will modify the contour of integration near the poles, so that the contour takes a detour around the pole via a small half circle. To specify whether the small half circle is located above or below the pole, we introduce the notation R ∼ du ∩v , which means the modified contour avoids the pole v via a small half circle above v (it could've been also denoted by Ωv ∼ du); similarly, the symbol du ∪v will mean that the contour is modified with small half circle below v, throughout the paper. When there are multiple poles on the real line, we use combination of these symbols, e.g. R ∼ du ∩v1∪v2 . (2.13) as functionals on W , in the following sense: when evaluating on elements of W , we always avoid the pole x = 0 of G(x − ia) from above; for example, (2.10) is in the sense of
Corollary 2.2. One has
14)
Proof. By using (2.3), the dominated convergence theorem (applied as ℑw ց 0) allows us to obtain (2.8) (equality as functions) for the case ℑw = 0 (then we need 0 < ℑz < a). Then, we multiply f (z) = e −Az 2 +Bz P (z) to both sides of (2.8) (for ℑw = 0) and integrate w.r.t. ℜz. Using (2.3) and the decaying property of f , we can prove that the integrands of LHS and RHS are both integrable. Hence we can use Fubini's theorem for LHS, to switch the order of integration (dℜz and du ∩0 ). Now, modify the contour on the RHS to (dℜz) ∩0 ; this is possible because we don't hit the pole of G by doing so. Using (2.3) and the decaying property of f and F
−1
ℜz f (inverse Fourier transform of f w.r.t. ℜz), we can show that it's possible to use the dominated convergence theorem as ℑz ց 0, which yields (2.14). Note that the contour for RHS shouldn't be modified to (dℜz) ∪0 instead, because then the contour will hit the pole z = 0 of G(z − ia) either when we modify the contour from dℜz to (dℜz) ∪0 , or when we take the limit ℑz ց 0. Then, (2.11) is obtained by Fourier transform applied to (2.10); putting the Fourier transform of f (x) = e −Ax 2 +Bx P (x) (where P is a polynomial) into the place of f in (2.14) yields the result:
For (2.12): as done above, taking the limit ℑw ց 0 for (2.8) can be performed without difficulty.
We then proceed as we did to obtain (2.14), to get
2 +Bx P (x). Putting the Fourier transform of f into the place of f in (2.15) yields the result for (2.13): Woronowicz [Wor] proves a formula equivalent to another specialization obtained by taking limit as ℑw ր a and ℑz ց 0.
Volkov [V] asserts that the "tau-binomial theorem" can be proved similarly as the Fourier transform formula (2.8); one specialization of the tau-binomial formula is as follows. 
Proposition 2.4. One has
Volkov [V] also asserts that sending w to p − y in (2.16) yields:
Proposition 2.5. One has 
for f ∈ W , and similarly for (2.17).
Ruijsenaars [Ru2] proves Proposition 2.5 without using (2.16); see Corollary 2.7 in the next subsection. Different people use different versions of the quantum dilogarithm; see Appendix A of [Ru2] for details.
2.2. Quantum dilogarithm integral transformation. Define
where S R and S L are as defined in (2.5) and (2.6). Then it's easy to check
where p y = 1 2πi d dy . As in eq (3.36) of [Ru2] , define the integral transformations T R and T L by
where W is as in (2.9). The integrals are well-defined due to asymptotic property (2.3) and decaying property of φ ∈ W . 
for φ ∈ W , and similarly for the second equality of (2.24).
We will study integral transformations slightly modified from T L , T R .
3. Modular double of quantum plane Hopf algebra 3.1. The quantum plane. The quantum plane, the principal object of our study, is the free algebra over C generated by two elements X and Y with relation XY = q 2 Y X, where
equipped with a * -structure given by X * = X and Y * = Y . As explained in [Sc] , this algebra can be viewed as the coordinate algebra of the 'quantum two-dimensional real vector space'. Meanwhile, its unitary counterpart, 'the quantum torus', has the * -structure given by X * = X −1 and Y * = Y −1 , and can be viewed as the coordinate algebra of the 'quantum twodimensional torus'.
Recall that a Hopf * -algebra is a Hopf algebra B over C equipped with a * -algebra structure which is compatible with the coalgebra structure, i.e. the comultiplication and the counit are * -homomorphisms. A * -structure on B is a conjugate-linear map * :
Definition 3.1. (quantum plane) The Hopf * -algebra B q is defined as:
and B q is defined as its subalgebra generated by X, Y .
'B' stands for the 'Borel subalgebra' of U q (sl(2, R)).
Proposition 3.2. The algebra B q indeed satisfies the Hopf * -algebra axioms.
We now study a class of operator representations of B q . A class of "well-behaved" representations of B q by operators on a Hilbert space is classified in [Sc] ; they are named "integrable" representations. If we further require that the operators representing X and Y be positive definite, then there exists a unique irreducible representation having these properties up to unitary equivalence; this representation is given by the actions
For the treatment about domain of π, we follow Goncharov's approach [G] . We first let B q act via π on the dense subspace W of L 2 (R, dx), as defined in (2.9). Then π(X), π(Y ) are symmetric unbounded operators on W . A quick summary of results of [Sc] is as follows:
. Furthermore, such π is uniquely determined up to unitary equivalence.
3.2.
The modular double of the quantum plane. Let q = e πib 2 , b > 0, b 2 / ∈ Q, as in (3.1). For the special complex number q = e πib −2 , the two quantum plane algebras B q and B q can be put together nicely to form 'the modular double', the notion first introduced by Faddeev ([Fa] ) : Definition 3.4. (modular double of quantum plane) The Hopf * -algebra Bis defined as:
and Bis defined as its subalgebra generated by X, Y, X, Y . Whenever clear from the context, B will denote Bthroughout. Proposition 3.6. The algebra Bsatisfies the Hopf * -algebra axioms.
We now let B act on W , by letting X, Y act in a similar manner as in (3.2), with b replaced by b −1 . Then W is a representation of the * -algebra B via the action π. Denote by (·, ·) the inner product of L 2 (R).
The Schwartz space S B for the * -algebra B is the common domain of definition of operators from B in L 2 (R) (via action π). Given s ∈ S B and u ∈ B, since the functional w → (f, π(u)w) defined on a dense subspace W of L 2 (R) is continuous, by Riesz representation theorem there exists a unique g ∈ L 2 (R) such that (s, π(u)w) = (g, w) for all w ∈ W . Let π(u * )s := g; this is how elements of B act on S B via π. This Schwartz space S B has a natural topology given by seminorms One can interpret Theorem 3.8 by saying that the * -algebra B is essentially self-adjoint in L 2 (R) (via π). See [G] for proofs and other details.
We now define "integrable" representations for the modular double B = B:
of positive definite operators on a Hilbert space defines an "integrable" representation of (the * -algebra) B, if all of the following are satisfied: 
where the common domain of operators π(u) (u ∈ B) is S B .
Remark 3.11. One has (π ⊗2 (∆X)) 
Intertwining operators and their relations
4.1. Intertwining operator for tensor product decomposition. For two representations (π j , V j ) of B, j = 1, 2, the coproduct of B allows us to define tensor product representation π 12
We take V j ∼ = H (as in Proposition 3.10), j = 1, 2, and decompose V 1 ⊗ V 2 into irreducibles. One obtains
in some sense, hence this class of B-representations as in Proposition 3.10 (with single simple object) is closed under tensor product. The purpose of this section is to establish (4.1) in the following form
where M is understood as a "multiplicity" module. Recall H ≡ L 2 (R) as vector spaces. We will realize M also as L 2 (R) by establishing the isomorphism (4.2); the explicit formula for the isomorphism (both directions) is given in this subsection.
Definition 4.1. For real variables α, x, x 1 , x 2 , define a distribution kernel α x x 1 x 2 and its inverse α x x 1 x 2 as follow:
where E R , E L are as defined in (2.19) and (2.20).
Our space of distributions will be S * B , the topological dual to the Schwartz space S B studied in subsection 3.2. In actual proofs of identities about distributions, it will be sufficient and convenient to evaluate the distributions on W instead of on S B , in virtue of Theorem 3.8. We denote by , the pairing between distributions and the test functions. In this paper, the 'transpose' (or 'dual') of an operator A on S B is denoted by
The main result of this subsection is the following theorem: 
where the isomorphism is explicitly given by the unitary maps
realized as integral transformations with distribution kernels defined in Definition 4.1 
(4.9) (similarly for H 1,2 ) Moreover, the maps F 1,2 , H 1,2 are inverses to each other, i.e.
Proof. First, we can show that the maps F 1,2 and H 1,2 are well-defined on W ⊗ W , using (2.3) and the decaying property of elements of W ⊗ W ; then we extend to L 2 (R 2 ) by continuity (using unitarity of F 1,2 and H 1,2 ). Unitarity of F 1,2 and H 1,2 follows from Theorem 2.6 (i.e. unitarity of the transformations T R and T L ) and the unitarity of Fourier transformation. It now suffices to prove that H 1,2 intertwines the B-action, and is the inverse mapping of F 1,2 .
Let's first prove the intertwining property. Observe that
2 ) for j = 1, 2 and for all ϕ ∈ W ⊗ W . Note that π(u) leaves W invariant, for any u ∈ B; thus, for ϕ ∈ W ⊗ W we have π(u 2 )ϕ ∈ W ⊗ W , and therefore
Hence it's enough to prove the intertwining property for u = X, Y, X, Y .
Since Fourier transform preserves W , we get that for ϕ(α, x) ∈ W ⊗ W , the inner integral for the expression (4.8) for H 1,2 ϕ, as a function in x, is E L (x 2 − x 1 , x − x 1 ) times an element of W . Put π(X)ϕ(α, x) = ϕ(α, x+ ib) in place of ϕ. Using (2.3) and the decaying property of elements of W , we can move the contour for x by the amount −ib; when doing this, x doesn't hit its pole at x 2 , and the contour for x can now be just straight line (after shifting the contour). Since α x x 1 x 2 is expressed only in terms of α, (x − x 1 ), (x 2 − x 1 ) (see (4.4)), it's clear that
Similar proof goes for intertwining property for the action of X.
From property (2.22) of E L , we can deduce
Similar proof goes for intertwining property for the action of Y .
To prove that F 1,2 and H 1,2 are inverses to each other, we use Corollary 2.7 and
where ϕ α in the fourth line and on means the Fourier transform of ϕ w.r.t. α variable.
Remark 4.3. In the above proof, when proving the intertwining property for X and X, we shifted contours of integration (see (4.14)); if we try to prove the same for X −1 and X −1 , we will gain an additional term from residue (since in this case we pass through a pole when shifting the contour). This is why we omitted X −1 when considering representations, as mentioned in Remark 3.12.
Remark 4.4. We can define the corresponding Schwartz spaces for both sides H⊗H and M ⊗H (according to B-action on those spaces). Then, using similar proof as in §2.4 of [G] , one can prove that the unitary mapping F 1,2 (resp. H 1,2 ) maps the Schwartz space for H ⊗ H to that for M ⊗ H (resp. vice versa).
Remark 3.11 follows from (4.13) and the following proposition (see e.g. Lemma 3 of [ByT] ), which is essentially a special case of tau-binomial formula (see (2.16)):
4.2. Relation between intertwining operators for triple tensor products. For three representations (π j , V j ) of B, j = 1, 2, 3, the coproduct of B allows us to define representation on
For the case V j ∼ = H (j = 1, 2, 3) as in Proposition 3.10, we can decompose this triple tensor product into direct integral of irreducible representations H, using the intertwining operator we obtained in §4.1. There are two canonical ways to do this, as follow:
where we give indices to the multiplicity modules M by H j ⊗H k ∼ = M ℓ jk ⊗H ℓ . Each isomorphism can be realized as integral transformation with some distribution kernel (see §4.1), as each space H j and M ℓ jk is realized as L 2 (R); we give the variable names as follows:
By composing isomorphisms in (4.16) and (4.17), we obtain the isomorphism (4.18) realized by the unitary map
as distributions. Readers can easily find out the precise meaning of (4.19), following definitions of F 1,2 and H 1,2 .
Proposition 4.6. One has χ ts (β, α, x 6 , A, B, x 7 ) = δ(x 6 − x 7 )T (β, α, A, B) as distributions, where
, and (4.20)
Proof. We will now compute χ ts (β, α, x 6 , A, B, x 7 ) as distributions, to obtain the asserted result. One can also perform the computation in a more detailed way, in a similar manner as done in the proof of Theorem 4.2 (when proving F 1,2 is inverse to H 1,2 ).
By putting in the definitions (4.3) and (4.4), we get
where χ ts is shorthand for χ ts (β, α, x 6 , A, B, x 7 ), and
We integrate with respect to the variable x 3 first, using tau-binomial theorem (2.16)
for w = x 6 − x 5 + x 2 − x 4 . Then,
Integrating w.r.t. x 1 yields the factor δ(α − B + x 4 + x 2 − x 5 − x 7 ), because R e 2πixy dx = δ(y) as distributions, for real variable y. Then, integrating w.r.t x 2 has the effect of replacing all x 2 by −α + B − x 4 + x 5 + x 7 . Thus
From (2.18) we have
Now that we have δ(x 7 − x 6 ), we can replace x 6 's by x 7 's outside δ(x 7 − x 6 ), which makes sense for distributions. Therefore
Change of variables: set X = −α + B − 2(x 4 − x 7 ). Then 
, and
where
2 ) and ζ b = ζ −1 e πi/12 , results in
This modification of F 1,2 and H 1,2 is meaningful in the sense that now taking the limit as b → 0 (in some sense) yields classical results; details about this limit will appear in [I] . If we take out G b (a + iα) in the definition of the new kernels, then the resulting χ ts is just
This whole remark is due to Ivan Ip.
Thus it now makes sense to identify the indices 6 and 7 in (4.16), (4.17), and in (4.18). We just proved that the mapping
(where T is as in (4.20)) makes the following diagram to commute: (4.23) where the maps F are as in Theorem 4.2, and F 12,3 , F 1,23 can be understood as F 4,3 , F 1,5 respectively, and P (12) is permutation of the two factors. All four arrows in the above diagram intertwine the B-actions.
It is often convenient to encode facts in representation theory using various geometric pictures. We'll use the ones considered by Kashaev for quantization of the Teichmüller spaces [K1] . The full relation of representation theory of quantum plane and Kashaev's quantization will be revealed in the subsequent sections. When we have tensor product of four copies of representations H, we can consider the following commutative diagram (where all maps are identities):
If we translate the commutativity of the above diagram into the language of multiplicity modules M and the operators T, we will get the "pentagon equation" for T, which can be illustrated as in Figure 3 . When writing in terms of multiplicity modules, we use 1, 2, 3 instead of j, k, ℓ (then 1, 2, 3 mean first, second, third factors in the tensor product of three multiplicity modules, respectively): ′ (we will discuss in the next paragraph which version of a dual space should be used) into a representation of B (with action denoted by ρ ′ ) via
where , is the natural pairing between V ′ and V . The reason why (4.26) yields a well-defined action ρ ′ is that S is an anti-automorphism (i.e. reverses the product order). Thus, we can replace S by S −1 in (4.26) to get a new action on the dual space, which we denote by ′ ρ (prime on the upper left). Then, the following two mappings given by natural pairing commute with the action of B:
where C on the right-hand-sides is the trivial representation.
We now study the dual of the representation H ≡ L 2 (R) (as in Proposition 3.10). We realize the space H ′ as the Hilbert space L 2 (R), similarly as we did for H. Using the natural pairing between H ′ and H given by
we formally have from (4.26) that
where (π(S(u))) t is the transpose of the operator π(S(u)). This makes sense for f, g ∈ W , for example (see (2.9) for definition of W ). From this we can define the π ′ action to be As done in §3.2, we first let the action π ′ as in (4.28) be defined on the dense subspace W , and we define the Schwartz space S B ′ to be the space of all g ∈ L 2 (R) so that
on W is continuous in L 2 -norm, for any chosen u in B, where (·, ·) is the inner product of L 2 (R). The Schwartz space S B ′ is the common domain of the operators π ′ (u) for u ∈ B. The space S B ′ is equipped with a topology defined in a similar manner as that for S B (see §3.2), and a result analogous to Theorem 3.8 can also be proved.
By replacing S by S −1 , we obtain the 'left dual' ′ H realized as L 2 (R), where the actions are given by
Again, ′ π can first be defined on W ⊂ L 2 (R), and then the Schwartz space S′ B can be defined and given the topology in the similar way as for S B ′ ; also, a result analogous to Theorem 3.8 can be proved.
Throughout this subsection, the spaces H, H ′ , ′ H will always be realized as 
where each map is defined on a dense subspace of L 2 (R), e.g. on W . Furthermore,
Proof. First, the four maps are well-defined on W , because of the decaying property of elements of W . From (4.29) we can observe
for u = X, Y, X, Y and for every w ∈ W , therefore for all u ∈ B. Hence the intertwining property. It is routine to show
as distributions, hence (4.30).
To complete the proof, we should prove that each mappping is well-defined on the corresponding Schwartz space, maps the Schwartz space to the other Schwartz space (corresponding to the codomain of the mapping), and intertwines the B-action. It suffices prove the first assertion, i.e. that each mapping is well-defined on the corresponding Schwartz space, because then similar proof as in §2.4 of [G] yields the latter two results. It's easy to see that each of the four mappings differ from a unitary mapping by e −2πap (times a constant of modulus 1); for example, C ′ = e 
Now, we modify the Schwartz space S B by replacing B by B∪{(X X) 1/2 } in Definition 3.7, in the sense that we require for any f in the new Schwartz space that the functional w → (f, e −2πap w) on W be continuous in addition to the functionals w → (f, π(u)w) for u ∈ B. Then the operator e −2πap is well-defined on the new Schwartz space. We also modify S B ′ and S′ B in a similar manner. Then the four mappings are well-defined on corresponding Schwartz spaces, hence a similar proof as in §2.4 of [G] yields the desired results, as mentioned.
Proposition 4.12. The operators
C ′ , D ′ , ′ C, ′ D defined in Proposition 4.11 satisfy (C ′ )(C ′ ) = (C ′ )( ′ D) = ( ′ D)(C ′ ) = e −4πap , (D ′ )(D ′ ) = (D ′ )( ′ C) = ( ′ C)(D ′ ) = e 4πap , (4.33) (C ′ g)(y), (D ′ f )(x) = e −4πapy g(y), f (x) , ( ′ Cg)(z), ( ′ Df )(x) = g(z), e −4πapx f (x) , (4.34) (C ′ g)(y), ( ′ Df )(x) = g(y), f (x) .
(4.35)
Observe that (4.33) provides isomorphisms H ∼ = H ′′ and H ∼ = ′′ H. Proof of (4.33)-(4.35) is straightforward from k(y, x) = e 4πapy k(x, y), K(y, x) = e 4πapy K(x, y), and (4.32).
We will now construct an operator A : M 
as the restriction to the B-invariant subspace of the mapping
given by the following composition: (4.41) where the first arrow just comes from Proposition 4.11, and the more important second arrow E 123 comes from the two canonical B-isomorphisms (defined for any three B-representations (4.42) where the first isomorphism is due to the pairing map V 1 ⊗ ′ V 1 → C, and the second one is due to the pairing map V ′ 1 ⊗ V 1 → C; thus E 123 is given by E 123 : ϕ(z 1 , x 2 , x 3 ) → ϕ(y 1 , x 2 , x 3 ). Now, define the map A 
where the three diagonal arrows are all ′ C ⊗ id ⊗ D ′ as in (4.41). Recall that A ijk are defined so that the diagram (4.45) commutes.
Observe that the composition of the six non-horizontal arrows of the diagram (4.45) is
where the subscripts of ′ C and D ′ indicate the variable names (hence operators having distinct subscripts commute) and the domain H 1 ⊗ H 2 ⊗ H ′ 3 and the codomain
, then from the invariance under the action of X, X we have e 2πb ±1 (px 1 +px 2 +py 3 ) ϕ(x 1 , x 2 , y 3 ) = ϕ(x 1 , x 2 , y 3 ), which yields e 4πa(px 1 +px 2 +py 3 ) ϕ(x 1 , x 2 , y 3 ) = ϕ(x 1 , x 2 , y 3 ).
Thus, the composition of the six non-horizontal arrows of the diagram (4.45) applied to invariant elements is the identity map (if the first and last spaces are considered identical), and hence so is that of the three horizontal arrows. Following the definition of A as in (4.44) (for three possible cyclic permutations of the indices) and also (4.43), we get that We can compute the explicit formula for A, using its definition (4.44):
is given by: 
Multiply σ Y 1 x 2 x 3 to both sides and integrate w.r.t. x 2 , x 3 along a suitable contour: from (4.12), we get 48) as distributions. We put e −2πapα φ(α) into the place of φ(α), and let R(σ, y 1 , Y 1 ) be the RHS of (4.48). By putting in all the definitions (see (4.3), (4.4), and (4.29)) and simplifying, we get
(we moved e −2πapα by transposing w.r.t. α variable; shift the contour of α by −ia) where
We first integrate w.r.t. x 1 , using
√ r , r > 0, (4.49) which holds as distributions. By taking complex conjugate, we get a similar formula for the case r < 0, which we will also refer to as just (4.49) throughout this paper. Performing (4.49) for the variable x 1 yields
By a simple change of variables for the Fourier transform formula (2.11) we get
2 ) e πa(u+x2) , for u = x 3 − y 1 :
. Because of the δ(y 1 −Y 1 ) factor, we can replace all Y 1 's by y 1 's in ( * A 4 ); so ( * A 4 ) can be replaced by πi(α 2 + 3(x 2 − y 1 ) 2 + 2(α − σ)(x 2 − y 1 )). Use change of variables x 2 → X 2 = x 2 − y 1 , and integrate w.r.t. X 2 using (4.49):
Therefore we just proved
e −πi/6 ), which amounts to (4.46).
We now prove the following useful property of A:
Proposition 4.16. If A, p, x are thought of as acting on L 2 (R, dx), then
Proof. We use (4.50). For convenience, let A (0) := ζ −1 Ae −2πapα (this definition is in accordance with the one that will appear later), so that
is an (unitary) integral transformation with distribution kernel c 0 J(α, β), where c 0 = e −πi/12 / √ 3 and J(α, β) = e πi(2α 2 /3+2αβ/3−β 2 /3) . Note for any real number m that
For φ ∈ W 's, we thus get (by transposing)
which together with (4.52) yields (4.51). 
Actually, (4.51) uniquely determines the operator A (constant is fixed by A 3 = id).
The A operator can be encoded geometrically as in Figure 4 . We will now study some more properties of the A operator in the next subsection.
Relations involving T and A.
Recall that we proved that T satisfies pentagon equation (Proposition 4.8), and that A 3 = id (Proposition 4.14). In this subsection, we prove two relations involving both T and A.
We can check if the diagram Before formulating and proving this assertion, we introduce another formulation of T operator, for convenience. Suppose that the situation is as in (4.23), and define T Hom to be the unique mapping which makes the following diagram to commute:
where T is as in (4.22) and I jkℓ are as in (4.38). Using the similar idea as in (4.38), from the two explicit isomorphisms (4.16) and (4.17) (as studied in that subsection) we get a canonical identification of M (4.58) where h 1 ∈ Hom B (H ℓ , H 1 ⊗ H m ) and h 2 ∈ Hom B (H m , H 2 ⊗ H 3 ), and let
So, assume (4.59) and (4.58). In view of (4.43), the four equations in (4.59) mean
In view of (4.56), the equation (4.58) means (
2 ) to both sides, and use (4.30))
, invariance property under the action of X and X yields e
as distributions, which is equivalent to (F 2 ⊗id)F 1 = (id⊗H 1 )H 2 , which is again equivalent to (4.60) in view of (4.56). Thus, the diagram (4.57) commutes, as desired.
Lastly, we can check if the diagram
commutes, where P (12) is permutation of the two factors. Geometrically, this is encoded as in Figure 6 . In view of diagrams (4.44) and (4.54), it suffices to prove the commutativity of the diagram (4.63).
Proof. Consider the diagram
As we did in the proof of Proposition 4.18, let
where h 1 ∈ Hom B (H ℓ , H 1 ⊗ H m ) and h 2 ∈ Hom B (H m , H 2 ⊗ H 3 ), and let
We use the maps J ijk :
, similarly as in the proof of Proposition 4.18, to define the following (be careful that a same symbol may have a different definition than as in the proof of Proposition 4.18):
What we should prove is that (4.65) and (4.64) imply
So, assume (4.65) and (4.64). In view of (4.43), the three equations in (4.65) mean
In view of (4.56), the equation (4.64) means (f 1 ⊗ id)f 2 = (id ⊗ h 2 )h 1 , hence
. Therefore, as distributions,
and use (4.30))
Thus we obtained
as distributions, which is equivalent to (id⊗ F 2 )F 1 = (h 2 ⊗ id)H 1 , which is again equivalent to (4.66) in view of (4.56). Thus, the diagram (4.63) commutes, as desired.
The summary of Propositions 4.8, 4.14, 4.18, and 4.19 is:
Theorem 4.20. The operators T, A satisfy 
, T 12 and T 21 (for j = 1, 2) as acting on L 2 (R, dx 1 )⊗L 2 (R, dx 2 ). For the first relation, we view p, x, A as acting on L 2 (R, dx) . In this proof, the result (4.51) (from Proposition 4.16) is constantly used:
Observe that In this proof, we also use the conjugation action of T 12 on the heisenberg generators p j , x j , as studied in Proposition 5.4; among them, we use 
2 . Note also that 
2 +iχ , the operator T 12 acts on L 2 (R 2 , dx 1 dx 2 ), and the operator A on L 2 (R, dx). The operator A can be realized as integral transformation (e.g. as in [K2] ):
Theorem 5.1. (Kashaev [K2] ) The operators T, A satisfy
where ζ = e −πia Definition 5.2. For an index set I, the Kashaev group G I associated to I is the group with generators a j , t jk , p jk (j, k ∈ I), with the relations for all j, k, ℓ ∈ I a 3 j = e, a j t jk a k = a k t kj a j , t jk a j t kj = a j a k p jk , t kℓ t jk = t jk t jℓ t kℓ , and p j,k satisfies the relations of an involution of j, k ∈ I in the permutation group of the set I. We also define the central extension G I of G I with the corresponding generators a j , t jk , p jk and the central element z satisfying the same relations as G I except t jk a j t kj = a j a k p jk , which is replaced by We will now construct a family ( T, A (m) ) of representations of the central extension G I of the Kashaev group, having Kashaev's pair of operators ( T, A) as its member, and prove the (unitary) equivalence of the family with another one, namely (T, A (m) ).
Conjugation action on Heisenberg generators.
As a preliminary, we study how the operators T and A act on the Heisenberg generators p j , x j by conjugation:
Proposition 5.3. For any ℓ ∈ R, one has
Proof. The last two relations about A is already mentioned by Kashaev ([K3] ). We use the following: for a function f (that has a necessary analytic continuation) and for ℓ ∈ R, one has
The first three relations will be obtained as corollary of Proposition 5.4 and Theorem 5.6, hence we only prove the fourth one (though it's equally easy to get the first three here). Using (5.4), one can get
Thus, using the above obtained formulas and functional equations of Ψ b :
we obtain (x1−p1+p2) ).
Kashaev's operator T serves as a quantum version of the mutation operator corresponding to a certain change of triangulation of a punctured surface (see [K1] and [GuL] ); Proposition 5.3 shows the action of T on the generators of the quantized algebra. We will see in the following proposition that our T 12 acts (by conjugation) on the same generators with p replaced by −p and x by −x − 2p exactly in the same way as Kashaev's T 12 . This suggests that our T can also be viewed as a quantum mutation operator.
Proof. The last two relations about A (0) come immediately from (4.52), and the fourth relation about T 12 can be obtained from Proposition 5.3 and Theorem 5.6. Recall that T 12 is realized as an integral transformation with distribution kernel T (β, α, A, B) (see (4.20) for its definition). For brevity, T (β, α, A, B) will be denoted by T .
), and that
Hence e ℓ(p β +pα+pB ) T = T (above shows T depends only on A, (A − B) ), and that
hence it's easy to see that e 2πm(p β +pA+pB ) T = e πm(β−A−B) e πim 2 /2 T, for any m ∈ R; using BCH formula, we get
Note that G(α + β + A − 2B) = G(α + (β + A) − 2B), and that (m) ). In the next subsection we prove that these two families are equivalent.
Equivalence of the two families
It is easy to show that these two are indeed inverses to each other, and that (5.12) if U and U −1 are understood as acting on L 2 (R, dx). Using U , we can consider the unitary transformation U from ⊗ j∈I H j (here I is an index set, as in Definition 5.2) to itself such that
for every j ∈ I. We are now ready to prove the following theorem: Proof. It suffices to prove
because from (4.69), (5.9), (5.12), and (5.14) we can get
for any real number m.
Recall (5.2) for the definition of A. We now compute
as follows:
2 e πi(−β 2 /2−3y
(by (4.50), (4.69))
From (5.13), we first note that
Our aim is to realize (5.15) as an integral transformation and to compute its distribution kernel. To do this, we introduce some transformations:
2 +2πixy ϕ(y)dy.
Then it's easy to show that indeed above defined U ′ and (U ′ ) −1 are inverses to each other, and
The idea is to put the identity operators (U ′ ) −1 U ′ and U U −1 appropriately, and use (5.12) and (5.16). First, let's compute I(
One might wonder where the modified Heisenberg pair (−p, −x−2p) (acting on the multiplicity modules M ) come from. Consider the following elements of the fraction field of B ⊗ B:
and also Z 1 and Z 2 , obtained by replacing X, Y by X, Y in definition of Z 1 and Z 2 , respectively. It's easy to check that all these four elements commute with ∆X and ∆Y , and
where the last two relations are as operators (represented via π ⊗2 ).
By first letting these four elements act on H ⊗ H by π ⊗ π and then transferring these actions to M ⊗H via the isomorphism H⊗H ∼ −→ M ⊗H, we find out that these elements act only on M (not on H), and the actions of Z 1 , Z 2 , Z 1 , Z 2 are e 2πbpα , e 2πb(−α−2pα) , e 6. Finite-dimensional and universal quantum Teichmüller spaces 6.1. Quantum Teichmüller spaces of Riemann surfaces. In general one can define a quantization of the Teichmüller space of genus g surfaces with s punctures and r boundary components with (δ 1 , δ 2 , . . . , δ r ) distinguished points [P4] . We'll consider first a simple example of a disk with n distinguished points on the boundary, which we'll view as an n-gon.
Let the edges of the n-gon be enumerated counterclockwise from 0 to n − 1, where i-th edge corresponds to the representation H i ∼ = H. The special role of the 0-edge is accounted in the decoration of the n-gon with n − 2 dots near all vertices except the endpoints of the 0-edge. It is well known that various triangulations of n-gon are in one-to-one correspondence with various arrangements of brackets (i.e. parentheses) in the product H 1 ⊗ H 2 ⊗ · · · ⊗ H n−1 , where the role of dots is as in Figure 1 . Note that a choice of triangulation also uniquely determines the placement of each dot near every vertex in a particular triangle of the triangulation. For example, the decorated triangulation of a 6-gon as in Figure By forgetting the brackets, we are now able to identify the quantum Teichmüller space of an n-gon directly with the space of intertwining operators Combining two pictures together we obtain a quantization of an n-gon with a distinguished oriented diagonal rather than an edge. In this case the quantum Teichmüller space becomes Hom(H sm ⊗ · · · ⊗ H s1 , H r1 ⊗ · · · ⊗ H r k ), (6.3) where k + m = n. As in Figure 8 , the distinguished diagonal divides the edges into two ordered Note that the decoration of the n-gon with the diagonal has n − 2 dots near all vertices except the endpoints of this diagonal.
Constructions of quantum Teichmüller spaces for a more general bordered surface with punctures from the representation H of the quantum plane are similar [K1] [GuL] [CF] . We will now consider another important example: construction of the quantum universal Teichmüller space, which can be viewed as a certain limit of the quantum Teichmüller spaces of n-gons when n tends to infinity. 6.2. Quantum universal Teichmüller space. Penner introduced in [P2] the "largest" version of the universal Teichmüller space Homeo + (S 1 )/Möb(S 1 ) modeled on the group of orientation preserving homeomorphisms of the unit circle factored by the Möbius group; he also constructed a parametrization of this space using the Farey tessellation (which is a triangulation of the hyperbolic plane; see Figure 9 ) with the distinguished oriented edge that connects the 0-vertex to the ∞-vertex.
The vertices of the Farey tessellation are marked by the rational numbers including ∞: Q = Q∪{∞}. The ideal triangles of the Farey tessellation are in a natural one-to-one correspondence with nonzero rational numbers: Q × = Q \ {0}. The correspondence is obtained by assigning to a triangle its "intermediate" vertex in the upper or lower semicircle.
To construct the quantum universal Teichmüller space we consider the Farey tessellation as an inductive limit of n-gons, all containing the oriented edge from 0 to ∞. Suppose that a fixed n-gon has vertices at the points 0, ∞, and r 2 , r 3 , . . . , r k ∈ Q >0 and s 2 , s 3 , . . . , s m ∈ Q <0 , k + m = n. We set r 1 = 0, s 1 = ∞, and we'll also mark the edges by the same rational numbers This completes our construction of the quantum universal Teichmüller space. Note that it is invariant under the action of the modular group, which acts naturally on the basis of H.
One can look for an intrinsic geometric realization of the space H related to the Farey tessellation that determines the coordinates of the classical Teichmüller space. Penner in [P3] proposed wavelet bases for the space of all complex-valued functions defined on the unit circle S 1 . These wavelet bases are naturally indexed by the edges of the Farey tessellation, which are in one-toone correspondence with Q\{0, 1, ∞}, and three more real coordinates that parametrize the Lie algebra of the Möbius group. This brings us very close back to more traditional quantizations of two "smaller" versions of the universal Teichmüller spaces Dif f + (S 1 )/Möb(S 1 ) [KiY] and QS + (S 1 )/Möb(S 1 ) [NS] , modeled on the groups of orientation preserving diffeomorphisms and quasi-symmetric homeomorphisms of the unit circle.
Our construction, however, suggests one more (at this moment only heuristic) candidate for the quantum universal Teichmüller space. It comes out from another remarkable appearance of the rational numbers as a natural index set in the classification of the projective modules for the quantum torus [Co] , which can be viewed as a unitary counterpart of the quantum plane. The projective modules E r , r ∈ Q, can be extended to bimodules over another quantum torus with where a b c d ∈ P SL 2 (Z) is a representative of a coset in Γ ∞ \P SL 2 (Z) ∼ = Q, and Γ ∞ is the subgroup of upper triangular matrices. These bimodules give rise to a Morita equivalence of quantum tori for all q in (6.9) [R] , [Co] . For r = 0 we obtain the modular double as the one studied in our paper, for r = ∞, E ∞ is the free module, i.e. the quantum torus algebra itself. The coincidence mentioned above leads to another version of the quantum universal Teichmüller space in the unitary case, namely (6.10) where the tensor product can be defined as in the case of the quantum plane though the unitarity is no longer preserved. Since E ∞ is the quantum torus algebra itself (6.10) simplifies to just the tensor product of all projective, but not free, modules ⊗ r∈Q E r . (6.11) Returning back to the quantum plane, we conjecture that the Morita equivalence for q as in (6.9) still holds, in an appropriate sense, and the tensor product of the corresponding bimodules as in (6.11) gives rise to another quantization of the universal Teichmüller space.
