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 Περίληψη 
Ο κατανεμημένος ή παράλληλος υπολογισμός μιας εφαρμογής προσφέρει 
πολλά πλεονεκτήματα και η συνεταιριστική και ταυτόχρονη επεξεργασία 
δεδομένων από περισσότερους από ένα επεξεργαστές αποσκοπεί στη γρήγορη 
επίλυση σύνθετων υπολογιστικών προβλημάτων. 
Σε αυτή την Διπλωματική Εργασία, πραγματοποιήθηκε μία προσπάθεια να 
αναλυθούν τα εργαλεία που διαθέτουν τα προγράμματα MATLAB R2007b [1] και 
GNU Octave (version 2.9.13) [2] για ανάπτυξη προγραμμάτων τα οποία 
υπολογίζονται με κατανεμημένη και παράλληλη επεξεργασία. 
Πιο συγκεκριμένα για το MATLAB στην εργασία αυτή επικεντρωθήκαμε στην 
εργαλειοθήκη Distributed Computing ToolboxTM [3], η οποία διαθέτει συναρτήσεις 
για τη δημιουργία και εκτέλεση κατανεμημένων και παράλληλων εργασιών. 
Περιληπτικά, πρέπει να αναφερθεί ότι μία κατανεμημένη εργασία διαχωρίζεται σε 
διεργασίες, οι οποίες στέλνονται μέσω ενός δρομολογητή ή ενός διαχειριστή 
εργασιών στους εργάτες. Ενώ, μία παράλληλη εργασία στο MATLAB αποτελείται 
μόνο από μία διεργασία, η οποία περιέχει τις κατάλληλες εντολές για να 
κατανέμει την εργασία στα εργαστήρια, όπου και θα εκτελεστεί παράλληλα. 
Για το GNU Octave επικεντρωθήκαμε στο πακέτο Multicore [4] καθώς και στο 
MPI Toolbox του Octave [5] για τις παράλληλες εργασίες. Περιληπτικά, το πακέτο 
Multicore χρησιμοποιεί συγκεκριμένες συναρτήσεις, οι οποίες επιτρέπουν στο 
χρήστη να τρέξει παράλληλα τον κώδικα του χρησιμοποιώντας διάφορες 
διεργασίες. Ενώ, το MPI Toolbox του Octave χρησιμοποιεί το πρότυπο MPI–1.2 
[6] καθώς και τις πιο χρήσιμες εντολές από το πρότυπο MPI–2.0 με σκοπό την 
παραλληλοποίηση ενός προγράμματος. 
 Κατά τη συγγραφή της εργασίας αυτής πειραματιστήκαμε και αναπτύξαμε 
ένα πλήθος τυπικών εφαρμογών, οι οποίες αποτελούν παραδείγματα 
κατανεμημένων και παράλληλων εργασιών. Οι εφαρμογές αυτές οδήγησαν στην 
επιβεβαίωση του γεγονότος ότι η κατανεμημένη και η παράλληλη επεξεργασία 
δεδομένων μπορεί να μας δώσει καλύτερα αποτελέσματα από ότι η σειριακή 
επεξεργασία. Αλλά, αποτελούν και μία σημαντική αναφορά, η οποία δίνει τη 
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δυνατότητα στον αναγνώστη να κατανοήσει ευκολότερα την κατανεμημένη και 
παράλληλη επεξεργασία δεδομένων μέσω των προγραμμάτων MATLAB και 
Octave. 
Σκοπός αυτής της εργασίας, αρχικά, είναι να δώσει μια εκτεταμένη και 
κατατοπιστική περιγραφή των εργαλείων, που διαθέτουν τα προγράμματα 
MATLAB και Octave, για τη δημιουργία κατανεμημένων και παράλληλων 
εργασιών. Αλλά και να παρουσιάσει υλοποιημένες τυπικές εφαρμογές, οι οποίες 
θα συμβάλλουν στην παρουσίαση και στην ευκολότερη κατανόηση της 
λειτουργίας των εργαλείων αυτών. 
Τέλος, το κυριότερο συμπέρασμα που προκύπτει από την συγγραφή της 
εργασίας αυτής, αλλά και από τη δημιουργία και την εκτέλεση των τυπικών 
προγραμμάτων είναι το γεγονός ότι η κατανεμημένη και η παράλληλη εργασία 
μπορεί να μας προσφέρει πολύ καλύτερες επιδόσεις από ότι η σειριακή 
επεξεργασία, εάν και ο τομέας αυτός βρίσκεται σε αρχικό στάδιο, αλλά και σε 
συνεχή ανάπτυξη. 
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 1. Εισαγωγή 
1.1. Κίνητρα που οδήγησαν στη συγκεκριμένη μελέτη 
Η πρόοδος η οποία έχει συντελεστεί, τα τελευταία χρόνια, στους υπολογιστές 
με την αύξηση του αριθμού πυρήνων που διαθέτουν, καθώς και η χρήση 
εξωτερικών συστοιχιών από υπολογιστές έχει οδηγήσει στην ραγδαία ανάπτυξη 
του κατανεμημένου και παράλληλου προγραμματισμού [8]. Η ιδέα της κατανομής 
μίας μεθόδου ή ενός αλγορίθμου σε πολλούς επεξεργαστές και η ταυτόχρονη 
εκτέλεση της από αυτούς είναι ιδιαίτερα ελκυστική. Με τον τρόπο αυτό, δίνεται η 
δυνατότητα να αυξηθούν οι επιδόσεις ενός προγράμματος με την εκμετάλλευση 
της υπολογιστικής ισχύος περισσοτέρων του ενός επεξεργαστών. Το κυριότερο 
πρόβλημα που παρουσιάζεται, στις κατανεμημένες εργασίες, είναι ότι αυτοί οι 
επεξεργαστές δεν μοιράζονται κάποιον κοινό φυσικό χώρο διευθύνσεων για την 
αποθήκευση των δεδομένων με αποτέλεσμα οι ενέργειες μιας διεργασίας που 
εκτελείται σε έναν επεξεργαστή να μην είναι ορατές από διεργασίες άλλων 
επεξεργαστών. Αυτό το πρόβλημα λύνεται, στις παράλληλες εργασίες, με τη 
χρήση παράλληλων βιβλιοθηκών, οι οποίες επιτρέπουν τη μεταβίβαση 
μηνυμάτων για την επικοινωνία μεταξύ των επεξεργαστών.  
Τα προγράμματα MATLAB και Octave χρησιμοποιούν έτοιμες παράλληλες 
συναρτήσεις, οι οποίες έχουν αναπτυχθεί με σκοπό την κατανομή ή τον 
παραλληλισμό μίας εργασίας. Τα εργαλεία αυτά, εξελίσσονται με γρήγορους 
ρυθμούς, σε μία διαρκή προσπάθεια βελτιστοποίησης της αποτελεσματικότητας 
τους. Για το λόγο αυτό, συνίσταται η σπουδαιότητα του θέματος αυτού και 
αποτέλεσε την αιτία για να ασχοληθώ με το συγκεκριμένο θέμα. 
 
1.2. Σύντομη Επισκόπηση 
Στο σημείο αυτό της εργασίας αξίζει να αναφερθεί ότι έχουν υλοποιηθεί 
πολλές προσπάθειες δημιουργίας διεπαφών για κατανεμημένες και παράλληλες 
εργασίες από τα προγράμματα MATLAB και Octave. Δυστυχώς, όμως, δεν είναι 
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 ιδιαίτερα εύκολο για κάποιον, που επιθυμεί, να βρει συγκεντρωμένες τις 
προσπάθειες αυτές και κυρίως να αποκτήσει υλοποιημένα παραδείγματα τους, 
τα οποία θα τον βοηθήσουν να τις κατανοήσει ευκολότερα. Το γεγονός αυτό 
ισχύει ιδιαίτερα για το Octave, το οποίο διανέμεται ελεύθερα και οι κυριότερες 
πηγές πληροφοριών για αυτό είναι οι ιστοσελίδες του Octave [2] και του Octave-
Forge [4], [7], καθώς επίσης και οι λίστες με email που διαθέτει [9]. 
Η συγκεκριμένη εργασία παρουσιάζει τις εργαλεία που διαθέτουν τα 
προγράμματα MATLAB R2007b [1] και GNU Octave (version 2.9.13) [2] για 
ανάπτυξη προγραμμάτων που υπολογίζονται με κατανεμημένη και παράλληλη 
επεξεργασία. 
Πιο συγκεκριμένα για το MATLAB παρουσιάζεται η εργαλειοθήκη Distributed 
Computing ToolboxTM [3] και οι συναρτήσεις που διαθέτει για τη δημιουργία και 
εκτέλεση κατανεμημένων και παράλληλων εργασιών. Για το Octave 
παρουσιάζεται το πακέτο Multicore [4] καθώς και το MPI Toolbox [5] που διαθέτει 
για τις παράλληλες εργασίες. 
 
1.3. Δομή της εργασίας 
Η παρούσα εργασία είναι χωρισμένη σε 8 κεφάλαια. Στο Κεφάλαιο 2 
παρουσιάζεται μία εισαγωγή για το MATLAB και για τα παράλληλα υπολογιστικά 
του συστήματα. Στη συνέχεια παρατίθενται περιπτώσεις χρήσης των 
παράλληλων υπολογιστικών συστημάτων, αλλά και λύσεις χαρακτηριστικών 
προβλημάτων με τη χρήση των συστημάτων αυτών. 
Στο Κεφάλαιο 3 παρουσιάζεται μία εισαγωγή στον παράλληλο 
προγραμματισμό μέσω του προγράμματος MATLAB. Παρατίθενται 
παραδείγματα για την αποσαφήνιση της χρήσης της εργαλειοθήκης Distributed 
Computing ToolboxTM. Παρουσιάζεται ο κύκλος ζωής που έχει μία εργασία, ο 
προγραμματισμός σύμφωνα με ρυθμίσεις που έχει θέσει ο χρήστης, καθώς και η 
δυνατότητα παράλληλης επισκόπησης που δίνει στο χρήστη το MATLAB. 
Παραδείγματα κατανεμημένων και παράλληλων παρουσιάζονται στο 
Κεφάλαιο 4. Συγκεκριμένα, παρουσιάζεται η χρήση των παράλληλων βρόχων 
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(parfor) και η διαδραστική παράλληλη λειτουργία (pmode) του MATLAB. Καθώς 
και παραδείγματα ανάπτυξης κατανεμημένης και παράλληλης εργασίας. 
Στο Κεφάλαιο 5 παρουσιάζεται μία εισαγωγική περιγραφή του προγράμματος 
Octave, καθώς και περιπτώσεις χρήσης του MPI Toolbox του Octave. 
Στο Κεφάλαιο 6 παρουσιάζεται το πακέτο Multicore του Octave. 
Συγκεκριμένα, παρουσιάζονται οι συναρτήσεις που περιέχονται στο πακέτο αυτό 
καθώς και ένα τυπικό παράδειγμα χρήσης του. 
Στο Κεφάλαιο 7 παρουσιάζεται το MPI Toolbox που έχει αναπτυχθεί για το 
Octave. Γίνεται αναφορά στο πρότυπο MPI, αλλά και σε παλαιότερες 
προσπάθειες ανάπτυξης παρόμοιων πακέτων για το Octave. Δίνονται 
λεπτομέρειες ενσωμάτωσης του toolbox. Και τέλος, παρουσιάζονται οι 
κυριότερες συναρτήσεις του toolbox και παρατίθεται τυπικά παραδείγματα 
χρήσης του. 
Στο Κεφάλαιο 8 παρατίθεται ένα πρόβλημα πολλαπλασιασμού τετραγωνικών 
πινάκων. Στη συνέχεια παρουσιάζονται οι εφαρμογές, σε MATLAB και Octave, 
για παράλληλο υπολογισμό του προβλήματος. Παρουσιάζονται τα αποτελέσματα 
του συνολικού παράλληλου χρόνου εκτέλεσης για το MATLAB και για το Octave 
και πραγματοποιείται σύγκριση μεταξύ τους. 
Τέλος, στο Κεφάλαιο 9 παρατίθεται μία σύντομη ανασκόπηση της εργασίας 
αυτής.  
Στα Παραρτήματα ο αναγνώστης έχει τη δυνατότητα να έρθει σε επαφή με 
τυπικά παραδείγματα εφαρμογών, οι οποίες θα τον διευκολύνουν στην ανάπτυξη 
δικών του εφαρμογών με τη χρήση των προγραμμάτων MATLAB και Octave. 
 
 2. MATLAB R2007b  
2.1. Εισαγωγή 
Η MATLAB είναι μια υψηλού επιπέδου τεχνική γλώσσα υπολογισμού και ένα 
διαλογικό περιβάλλον για την ανάπτυξη αλγορίθμων, την απεικόνιση στοιχείων, 
την ανάλυση στοιχείων, και τον αριθμητικό υπολογισμό. Χρησιμοποιώντας το 
προϊόν MATLAB, υπάρχει η δυνατότητα επίλυσης τεχνικών προβλημάτων 
υπολογισμού γρηγορότερα από ότι με τις παραδοσιακές γλώσσες 
προγραμματισμού, όπως η C, η C++, και η Fortran. 
Το MATLAB μπορεί να χρησιμοποιηθεί σε ένα ευρύ φάσμα εφαρμογών όπως 
στην επεξεργασία σημάτων, ήχου και εικόνας, χρηματοοικονομικών 
επικοινωνιών, Συστημάτων Αυτομάτου Ελέγχου, βελτιστοποίησης της 
υπολογιστικής βιολογίας κ.α.. Οι πρόσθετες εργαλειοθήκες (συλλογές έτοιμου 
κώδικα) επεκτείνουν το περιβάλλον MATLAB για να λύσουν τις ιδιαίτερες 
κατηγορίες προβλημάτων σε αυτούς τους τομείς εφαρμογής. 
Το MATLAB παρέχει διάφορα χαρακτηριστικά γνωρίσματα για την 
τεκμηρίωση και τη διανομή μίας εργασίας. Παρέχει, ακόμα, τη δυνατότητα 
ενσωμάτωσης του κώδικα MATLAB σε άλλες γλώσσες και εφαρμογές, και τη 
δυνατότητα διανομής των αλγορίθμων και των εφαρμογών του. 
 
2.2. Παράλληλα Υπολογιστικά Συστήματα του MATLAB R2007b 
Τα παράλληλα υπολογιστικά συστήματα επιτρέπουν στον χρήστη της 
εφαρμογής MATLAB να μεταφέρει το φόρτο εργασίας από μία σύνοδο του 
MATLAB (τον πελάτη) σε άλλες συνόδους του MATLAB, οι οποίες ονομάζονται 
εργάτες (workers) ή εργαστήρια (labs). Ο χρήστης έχει τη δυνατότητα να 
χρησιμοποιήσει μεγάλο πλήθος εργατών ή εργαστηρίων ώστε να επωφεληθεί 
από την κατανεμημένη ή την παράλληλη επεξεργασία, αντίστοιχα. Έχει τη 
δυνατότητα να χρησιμοποιήσει έναν μόνο εργάτη ή εργαστήριο για να 
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 επωφεληθεί από την υπολογιστική ισχύ ενός επιπλέον υπολογιστή, είτε απλά για 
να διατηρήσει την αρχική σύνοδο πελάτη του MATLAB ελεύθερη. 
Η εργαλειοθήκη Distributed Computing ToolboxTM επιτρέπει στον χρήστη να 
χρησιμοποιήσει στο τοπικό του μηχάνημα, εκτός από τη αρχική σύνοδο πελάτη 
του MATLAB, τέσσερις επιπλέον εργάτες ή εργαστήρια. Το λογισμικό MATLAB® 
Distributed Computing ServerTM [10] επιτρέπει στον χρήστη να χρησιμοποιήσει 
όσους περισσότερους εργάτες ή εργαστήρια, από μία απομακρυσμένη συστοιχία 
υπολογιστών, του επιτρέπει η άδεια του. 
 
2.3. Τυπικές Περιπτώσεις Χρήσης των Παράλληλων 
Υπολογιστικών Συστημάτων του MATLAB R2007b 
2.3.1. Παράλληλοι βρόχοι-for (parfor) 
Πολλές εφαρμογές εμπεριέχουν τμήματα κώδικα τα οποία επαναλαμβάνονται. 
Συχνά σε τέτοιες περιπτώσεις για να αποφευχθεί η επανάληψη χρησιμοποιείται 
ένας βρόχος-for. Η δυνατότητα της παράλληλης εκτέλεσης κώδικα, σε έναν 
υπολογιστή ή σε μία συστοιχία υπολογιστών, μπορεί να βελτιώσει σημαντικά την 
απόδοση σε πολλές περιπτώσεις. Οι σημαντικότερες περιπτώσεις όπου υπάρχει 
η δυνατότητα να παρουσιαστεί σημαντική βελτίωση είναι οι εξής: 
 
• Εφαρμογές σάρωσης παραμέτρων 
- Πολλαπλές επαναλήψεις: Ένας βρόχος υπάρχει περίπτωση να απαιτεί 
πολύ ώρα για την εκτέλεση του, επειδή συνίσταται από πολλαπλές 
επαναλήψεις. Κάθε επανάληψη είναι πιθανό να εκτελείται σε πολύ μικρό 
χρονικό διάστημα, αλλά για την ολοκλήρωση χιλιάδων ή εκατομμυρίων 
επαναλήψεων σειριακά απαιτείται αρκετός χρόνος. 
- Μακροσκελής επαναλήψεις: Ένας βρόχος υπάρχει πιθανότητα να μην 
εμπεριέχει μεγάλο πλήθος επαναλήψεων, αλλά η κάθε επανάληψη του να 
απαιτεί  σημαντικό χρόνο για την εκτέλεση της. 
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 • Ακολουθίες από ελέγχους με ανεξάρτητα τμήματα κώδικα 
Εφαρμογές, οι οποίες τρέχουν μία ακολουθία από ασυσχέτιστες διεργασίες, 
έχουν την δυνατότητα να εκτελεστούν ταυτόχρονα σε ξεχωριστούς πόρους 
του συστήματος. Σε περιπτώσεις όπου συνδυάζονται ασυσχέτιστες 
διεργασίες ο βρόχος-for υπάρχει περίπτωση να μην χρησιμοποιείται, αλλά 
ένας παράλληλος βρόχος-for πιθανότατα μπορεί να αποτελέσει την 
κατάλληλη λύση. 
 
Η εργαλειοθήκη Distributed Computing ToolboxTM βελτιώνει την απόδοση 
εκτέλεσης ενός τέτοιου βρόχου επιτρέποντας διάφορους εργάτες του MATLAB να 
εκτελούν μεμονωμένες επαναλήψεις του βρόχου ταυτόχρονα (Parallel for-Loops 
[3]). Για παράδειγμα, ένας βρόχος που αποτελείται από 100 επαναλήψεις μπορεί 
να εκτελεστεί ταυτόχρονα από μία συστοιχία με 20 εργάτες MATLAB, ώστε κάθε 
εργάτης να εκτελεί μόνο 5 επαναλήψεις του βρόχου. Η βελτίωση, όμως, που 
παρατηρείται στην ταχύτητα της εκτέλεσης δεν είναι ίση με 20 φορές και αυτό 
οφείλεται στις επικεφαλίδες επικοινωνίας και στην δικτυακή συμφόρηση. Παρόλα 
αυτά, η βελτίωση στην ταχύτητα εκτέλεσης είναι σημαντική. Ακόμα και εάν ο 
χρήστης διαθέτει ένα πολυπύρηνο μηχάνημα, όπου ο κάθε πυρήνας είναι ένας 
εργάτης, μπορεί να παρατηρήσει αξιόλογη βελτίωση της απόδοσης του 
προγράμματος του. 
 
2.3.2. Μεταφορά Φόρτου Εργασίας 
Δουλεύοντας διαδραστικά σε μία σύνοδο MATLAB, μπορεί κανείς να 
μεταφέρει το φόρτο εργασίας στη σύνοδο ενός MATLAB εργάτη. Η εντολή για να 
γίνει αυτή η εργασία είναι ασύγχρονη, που σημαίνει ότι η τρέχουσα σύνοδος 
MATLAB δεν έχει μπλοκάρει και μπορεί κανείς να συνεχίσει τη δική του 
διαδραστική σύνοδο ενώ ο εργάτης MATLAB είναι απασχολημένος εκτελώντας 
τον κώδικα. Ο εργάτης MATLAB μπορεί είτε να εκτελεστεί στο ίδιο μηχάνημα με 
τον πελάτη, είτε σε  μία απομακρυσμένη συστοιχία υπολογιστών (Evaluating 
Functions in a Cluster [3]). 
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2.3.3. Τεράστια Σύνολα Δεδομένων 
Εάν ένας πίνακας είναι υπερβολικά μεγάλος για τη μνήμη ενός υπολογιστή, 
δεν είναι δυνατόν να τον διαχειριστεί εύκολα μία μοναδική σύνοδος του MATLAB. 
Η εργαλειοθήκη Distributed Computing ToolboxTM επιτρέπει την κατανομή του 
πίνακα σε ένα πλήθος εργαστηρίων του MATLAB, έτσι ώστε κάθε εργαστήριο να 
περιλαμβάνει μόνο ένα τμήμα του πίνακα. Παρόλα αυτά, υπάρχει η δυνατότητα 
να αντιμετωπιστεί ολόκληρος ο πίνακας ως μία οντότητα. Κάθε εργαστήριο 
χειρίζεται μόνο ένα μέρος από τον πίνακα και όλα τα εργαστήρια έχουν τη 
δυνατότητα να μεταφέρουν δεδομένα μεταξύ τους όποτε είναι απαραίτητο, όπως 
για παράδειγμα στον πολλαπλασιασμό πινάκων. Ένας τεράστιος αριθμός από 
λειτουργίες και συναρτήσεις πινάκων έχουν αναπτυχθεί και βελτιωθεί ώστε ο 
χρήστης του MATLAB να έχει τη δυνατότητα να δουλεύει με κατανεμημένους 
πίνακες (Parallel Math > Using MATLAB® Functions on Distributed Arrays [3]). 
 
2.4. Λύση Τυπικών Προβλημάτων με το MATLAB R2007b 
2.4.1. Εκτελώντας Διαδραστικά έναν Παράλληλο Βρόχο 
Στην ενότητα αυτή παρουσιάζεται ο τρόπος σύμφωνα με τον οποίο μπορεί να 
μετατραπεί ένας σειριακός βρόχος-for σε παράλληλο βρόχο-for (Parallel for-
Loops [3]). Παρατίθεται, επίσης, ένα παράδειγμα για την ευκολότερη κατανόηση 
της μετατροπής αυτής. Στο παράδειγμα αυτό ο βρόχος δεν έχει πολλές 
επαναλήψεις και για αυτό το λόγο δεν χρειάζεται πολλή ώρα για να εκτελεστεί, 
θέτει, όμως, τους κανόνες για μεγαλύτερους βρόχους. 
 
1) Υποθέστε ότι ο κώδικάς σας περιλαμβάνει ένα βρόχο για να δημιουργήσει ένα 
ημιτονοειδές κύμα και να παραστήσει γραφικά τη μορφή του κύματος. 
clear A; 
for i=1:1024 
   A(i) = sin(i*2*pi/1024); 
end 
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 plot(A); 
 
2) Για να εκτελεστεί διαδραστικά κώδικας ο οποίος περιλαμβάνει έναν 
παράλληλο βρόχο, αρχικά θα πρέπει να ανοιχτεί μία μονάδα μνήμης (pool) 
του MATLAB. Η μνήμη αυτή διατηρεί μία συλλογή από συνόδους εργατών 
MATLAB για να εκτελέσουν τις επαναλήψεις των βρόχων. Η μονάδα μνήμης 
MATLAB μπορεί να αποτελείται από συνόδους MATLAB που εκτελούνται σε 
τοπικό υπολογιστή ή σε απομακρυσμένη συστοιχία υπολογιστών: 
matlabpool open; 
 
3) Με τη διατήρηση της μονάδας μνήμης (pool) MATLAB, υπάρχει η δυνατότητα 
να τροποποιηθεί ο κώδικας ώστε να εκτελεί έναν παράλληλο βρόχο 
χρησιμοποιώντας την εντολή parfor: 
clear A; 
parfor (i=1:1024) 
A(i) = sin(i*2*pi/1024); 
end 
plot(A); 
 
Η μόνη διαφοροποίηση σε αυτό τον βρόχο είναι η λέξη-κλειδί parfor αντί για 
την for. Μετά την εκτέλεση του βρόχου, τα αποτελέσματα έχουν την ίδια μορφή 
με εκείνα που προκύπτουν από τον σειριακό βρόχο-for. 
 
Σημείωση. Το σώμα ενός parfor-βρόχου δεν μπορεί να περιέχει έναν άλλο parfor-βρόχο 
(nested loops). Εντούτοις, μπορεί να καλέσει μία συνάρτηση που να περιέχει έναν άλλο 
parfor-βρόχο. 
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Εικόνα 1: Εκτέλεση ενός παράλληλου βρόχου. 
 
Όταν οι επαναλήψεις εκτελούνται παράλληλα σε συνόδους MATLAB, κάθε 
επανάληψη πρέπει να είναι εξ ολοκλήρου ανεξάρτητη από τις υπόλοιπες. Ο 
εργάτης, ο οποίος υπολογίζει την τιμή για το στοιχείο του πίνακα Α(100) μπορεί 
να μην είναι ο ίδιος με εκείνον που υπολογίζει το στοιχείο του πίνακα Α(500). 
Επίσης, δεν είναι εξασφαλισμένη η σειρά, το στοιχείο Α(900) υπάρχει πιθανότητα 
να υπολογιστεί πριν να υπολογιστεί το στοιχείο Α(400). Το μοναδικό μέρος στο 
οποίο είναι διαθέσιμες οι τιμές όλων των στοιχείων του πίνακα Α, είναι η σύνοδος 
πελάτη του MATLAB, εφόσον τα δεδομένα επιστραφούν από τους εργάτες 
MATLAB και ολοκληρωθεί ο βρόχος. 
 
4) Όταν ολοκληρωθεί ο κώδικας, θα πρέπει να κλείσει η μονάδα μνήμης 
MATLAB και να αποδεσμευτούν οι εργάτες. 
matlabpool close; 
 
2.4.2. Κατανεμημένοι Πίνακες και Παράλληλη Λειτουργία (pmode) 
Ένας κατανεμημένος πίνακας διαμερίζεται ανάμεσα στους εργάτες του 
MATLAB, έτσι ώστε καμία σύνοδος του  MATLAB να μην χρειάζεται να 
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φιλοξενήσει ολόκληρο τον πίνακα στη μνήμη της ή να εκτελέσει υπολογισμούς 
για κάθε στοιχείο του πίνακα (Interactive Parallel Mode [3]). Η χρήση ενός τέτοιου 
πίνακα παρέχει τη δυνατότητα εκμετάλλευσης του παράλληλου υπολογισμού 
μίας συστοιχίας καθώς και των πόρων μνήμης της. 
Ένας κατανεμημένος πίνακας δίνει τη δυνατότητα σε έναν χρήστη να τον 
επεξεργαστεί διαδραστικά χρησιμοποιώντας την παράλληλη λειτουργία του  
MATLAB (pmode). Υπάρχει, όμως, η δυνατότητα να χρησιμοποιηθούν 
παράλληλες εργασίες για μη διαδραστικές προγραμματιστικές λύσεις, στις οποίες 
χρησιμοποιούνται κατανεμημένοι πίνακες. 
 
 3. Εισαγωγή στον Παράλληλο Προγραμματισμό μέσω 
του MATLAB R2007b 
3.1. Εισαγωγή 
Η εργαλειοθήκη Distributed Computing ToolboxTM καθώς και το λογισμικό 
MATLAB® Distributed Computing ServerTM παρέχουν τη δυνατότητα σε ένα 
χρήστη να συντονίσει και να εκτελέσει λειτουργίες του MATLAB ταυτόχρονα σε 
μία απομακρυσμένη συστοιχία υπολογιστών ή στο πλήθος πυρήνων ενός 
υπολογιστή. Με τον τρόπο αυτό επιταχύνεται η εκτέλεση μεγάλων εργασιών 
(jobs) στο MATLAB. 
Μία εργασία (job) είναι μια διαδικασία μεγάλου μεγέθους, η οποία πρέπει να 
εκτελεστεί στην σύνοδο του MATLAB. Η εργασία μπορεί να διαχωριστεί σε 
τμήματα, τα οποία ονομάζονται διεργασίες (tasks). Ο χρήστης έχει την 
δυνατότητα να αποφασίσει τον τρόπο με τον οποίο θα διαχωρίσει την εργασία 
του σε διεργασίες. Μία εργασία μπορεί να διαχωριστεί σε πανομοιότυπες 
διεργασίες, αλλά αυτό δεν είναι απαραίτητο. 
Η σύνοδος του MATLAB στην οποία ορίζεται η εργασία με τις αντίστοιχες 
διεργασίες ονομάζεται σύνοδος πελάτη (client session). Συνήθως, η σύνοδος 
αυτή βρίσκεται στον υπολογιστή όπου βρίσκεται και το πρόγραμμα του MATLAB. 
Η σύνοδος πελάτης χρησιμοποιεί την εργαλειοθήκη Distributed Computing 
ToolboxTM για να οριστούν οι εργασίες και οι διεργασίες. Το λογισμικό MATLAB® 
Distributed Computing ServerTM είναι που συμβάλλει στην εκτέλεση μίας 
εργασίας, σε μία απομακρυσμένη συστοιχία υπολογιστών, υπολογίζοντας κάθε 
μία από τις διεργασίες και επιστρέφοντας το αποτέλεσμα στη σύνοδο πελάτη. 
Ο διαχειριστής εργασιών (job manager) είναι το τμήμα της μηχανής του 
MATLAB που συντονίζει την εκτέλεση των εργασιών και τον υπολογισμός των 
διεργασιών τους. Ο διαχειριστής εργασιών διανέμει της διεργασίες για να 
υπολογιστούν στις διάφορες συνόδους του MATLAB που ονομάζονται εργάτες ή 
εργαστήρια. Η χρήση του διαχειριστή εργασιών του MathWorksTM είναι 
προαιρετική, η διανομή των διεργασιών στους εργάτες μπορεί να 
 19
 πραγματοποιηθεί και από τον τοπικό δρομολογητή ή από εξωτερικούς 
δρομολογητές όπως ο Microsoft® Windows® Computer Cluster Server (CCS) [11] 
ή ο Platform LSF [12]. 
 
 
Εικόνα 2: Σύνδεση της συνόδου πελάτη με τους εργάτες μίας συστοιχίας μέσω 
ενός δρομολογητή ή διαχειριστή εργασιών. 
 
3.1.1. Διαχειριστές εργασιών, Εργάτες και Πελάτες 
Ο διαχειριστής εργασιών έχει τη δυνατότητα να τρέξει σε οποιοδήποτε 
μηχάνημα στο δίκτυο. Ο διαχειριστής εργασιών εκτελεί τις εργασίες με την σειρά 
με την οποία έχουν υποβληθεί, εκτός και εάν κάποια εργασία έχει προωθηθεί 
(promoted), υποβιβαστεί (demoted), ακυρωθεί (canceled) ή καταστραφεί 
(destroyed). 
Κάθε εργάτης λαμβάνει μία διεργασία από την εργασία που εκτελείται μέσω 
του διαχειριστή εργασιών, εκτελεί την διεργασία, επιστρέφει το αποτέλεσμα στο 
διαχειριστή εργασιών και λαμβάνει μία νέα διεργασία. Όταν όλες οι διεργασίες 
έχουν ανατεθεί σε εργάτες, ο διαχειριστής εργασιών ξεκινάει την εκτέλεση της 
επόμενης εργασίας παρέχοντας την στον επόμενο διαθέσιμο εργάτη. 
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 Η εγκατάσταση του MATLAB® Distributed Computing ServerTM λογισμικού, 
πραγματοποιείται όταν χρησιμοποιείται μία εξωτερική συστοιχία υπολογιστών. 
Συνήθως, η συστοιχία περιλαμβάνει μεγάλο πλήθος εργατών όπου όλοι έχουν τη 
δυνατότητα να εκτελέσουν διεργασίες παράλληλα, επιταχύνοντας με τον τρόπο 
αυτό την εκτέλεση πολύ μεγάλων εργασιών του MATLAB. Γενικά δεν είναι 
σημαντικό το ποιος εργάτης εκτελεί μία συγκεκριμένη διεργασία. Οι εργάτες 
υπολογίζουν τις διεργασίες μία-μία, επιστρέφοντας τα αποτελέσματα στο 
διαχειριστή εργασιών. Έπειτα, ο διαχειριστής εργασιών επιστρέφει τα 
αποτελέσματα όλων των διεργασιών στην εργασία της συνόδου πελάτη. 
 
Σημείωση: Για τον έλεγχο μίας εφαρμογής τοπικά ή για κάποιον άλλο λόγο υπάρχει η 
δυνατότητα να οριστεί ένας υπολογιστής ως πελάτης, εργάτης και διαχειριστής εργασίας. 
Υπάρχει ακόμα η δυνατότητα να υπάρχουν περισσότερες από μία σύνοδοι εργάτες ή 
διαχειριστές εργασιών σε έναν υπολογιστή. 
 
 
Εικόνα 3: Η διαδρομή των εργασιών, των διεργασιών και των αποτελεσμάτων. 
 
Ένα δίκτυο μεγάλου μεγέθους μπορεί να περιλαμβάνει διάφορους 
διαχειριστές εργασίας καθώς και συνόδους πελάτη. Κάθε μία από τις συνόδους 
πελάτη έχει τη δυνατότητα να δημιουργήσει, να εκτελέσει και να προσπελάσει 
εργασίες από οποιονδήποτε διαχειριστή εργασιών. Αντιθέτως, μία σύνοδος 
εργάτη είναι καταχωρημένη και αφιερωμένη μόνο σε έναν διαχειριστή εργασιών 
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 κάθε φορά. Η Εικόνα 4 που ακολουθεί παρουσιάζει την διαμόρφωση που μπορεί 
να έχει ένα δίκτυο με πολλαπλούς διαχειριστές εργασιών. 
 
 
Εικόνα 4: Διαμόρφωση δικτύου με πολλαπλούς διαχειριστές εργασιών. 
 
3.1.2. Τοπικός Δρομολογητής 
Ένα χαρακτηριστικό της εργαλειοθήκης Distributed Computing ToolboxTM 
είναι η δυνατότητα να τρέχει έναν τοπικό δρομολογητή και έως τέσσερις εργάτες 
ή εργαστήρια στον υπολογιστή πελάτη. Το χαρακτηριστικό αυτό δίνει τη 
δυνατότητα να εκτελούνται κατανεμημένες και παράλληλες εργασίες χωρίς να 
απαιτείται μία απομακρυσμένη συστοιχία ή το λογισμικό MATLAB® Distributed 
Computing ServerTM. Στην περίπτωση αυτή, όλες οι ενέργειες που απαιτούνται 
για τον πελάτη, τον δρομολογητή και τον υπολογισμό των διεργασιών 
εκτελούνται στον ίδιο υπολογιστή. 
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 3.1.3. Εξωτερικοί Δρομολογητές 
Μία εναλλακτική λύση για τη χρήση του διαχειριστή εργασιών του 
MathWorksTM, είναι η χρήση εξωτερικών δρομολογητών. Ένας τέτοιος 
εξωτερικός δρομολογητής μπορεί να είναι ο Microsoft Windows Compute Cluster 
Server (CSS) [11], ο Platform LSF [12], ο Portable Batch System (PBS) Pro® 
[13], ο mpiexec [14] καθώς και αρκετοί ακόμα. 
 
3.1.4. Επιλέγοντας μεταξύ ενός Εξωτερικού Δρομολογητή και ενός 
Διαχειριστή Εργασιών 
Όταν ένας χρήστης αποφασίζει να χρησιμοποιήσει έναν δρομολογητή ή τον 
διαχειριστή εργασιών του MathWorksTM για να διανέμει τις διεργασίες του θα 
πρέπει να εξετάσει τα παρακάτω: 
• Μήπως η συστοιχία έχει ήδη κάποιον δρομολογητή; 
Εάν υπάρχει ήδη κάποιος δρομολογητής, υπάρχει η δυνατότητα να 
χρησιμοποιηθεί ως μέσο ελέγχου της πρόσβασης στην συστοιχία. Εφόσον, 
μάλιστα ο ήδη υπάρχων δρομολογητής μπορεί να είναι το ίδιο εύκολος στην 
χρήση του όπως και ο διαχειριστής εργασιών, δεν υπάρχει λόγος να εμπλακεί 
ο επιπλέον διαχειριστής. 
• Είναι ο χειρισμός των παράλληλων εργασιών το μοναδικό που απαιτείται στη 
διαχείριση της συστοιχίας; 
Ο διαχειριστής εργασιών του MathWorksTM έχει σχεδιαστεί ειδικά για τις 
παράλληλες υπολογιστικές εφαρμογές του MathWorksTM. Εάν δεν είναι 
απαραίτητες άλλες προγραμματιστικές διεργασίες, τότε ένας εξωτερικός 
δρομολογητής δεν θα προσφέρει σημαντικά πλεονεκτήματα. 
• Εάν υπάρχει ήδη κοινή διαχείριση αρχείων στη συστοιχία; 
Ο διαχειριστής εργασιών του MathWorksTM έχει τη δυνατότητα να χειριστεί 
την κοινή διαχείριση φακέλων και αρχείων για τις παράλληλες υπολογιστικές 
εφαρμογές. 
• Υπάρχουν ανησυχίες για την ασφάλεια; 
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 Ένας δρομολογητής μπορεί να ρυθμιστεί έτσι ώστε να διευθετήσει 
συγκεκριμένες απαιτήσεις ασφάλειας. 
• Πόσοι κόμβοι υπάρχουν στη συστοιχία; 
Εάν μία συστοιχία είναι πολύ μεγάλη, πιθανότατα θα έχει κάποιον 
δρομολογητή. Διαφορετικά κάποιος μπορεί να συμβουλευτεί τις παρουσιάσεις 
του MathWorksTM για να λύσει τις απορίες του σχετικά με το μέγεθος της 
συστοιχίας και την διαχείριση εργασιών. 
• Ποιος διαχειρίζεται τη συστοιχία; 
Το άτομο το οποίο διαχειρίζεται τη συστοιχία υπάρχει πιθανότητα να έχει 
συγκεκριμένες προτιμήσεις για τον τρόπο με το οποίο θα προγραμματίζονται 
οι εργασίες. 
• Είναι απαραίτητο να καταγράφεται η πρόοδος των εργασιών ή να υπάρχει 
άμεση πρόσβαση σε δεδομένα; 
Μία εργασία που τρέχει μέσω του διαχειριστή εργασιών μπορεί να 
υποστηρίζει διάφορα συμβάντα (events) και επανακλήσεις (callbacks), έτσι 
ώστε συγκεκριμένες συναρτήσεις να έχουν τη δυνατότητα να τρέχουν καθώς 
κάθε εργασία και διεργασία μεταβαίνει από μία κατάσταση σε μία άλλη. 
 
3.1.5. Λειτουργίες σε ανομοιογενής πλατφόρμες ή ετερογενής 
συστοιχίες 
Η εργαλειοθήκη Distributed Computing ToolboxTM και το MATLAB Distributed 
Computing ServerTM υποστηρίζονται στα λειτουργικά συστήματα Windows, 
UNIX®, Macintosh®. Ανομοιογενής πλατφόρμες υποστηρίζονται, έτσι ώστε οι 
πελάτες, οι διαχειριστές εργασιών και οι εργάτες να μην είναι απαραίτητο να 
βρίσκονται στην ίδια πλατφόρμα. Μία συστοιχία έχει τη δυνατότητα να 
αποτελείται από υπολογιστές των 32-bit και των 64-bit, εφόσον τα δεδομένα δεν 
υπερβαίνουν τους περιορισμούς που τίθενται από τα συστήματα των 32-bit. 
 
3.1.6. Υπηρεσία mdce 
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 Εάν χρησιμοποιείται ο διαχειριστής εργασιών του MathWorksTM, κάθε 
υπολογιστής ο οποίος φιλοξενεί μία σύνοδο εργάτη ή διαχειριστή εργασιών 
πρέπει να τρέχει την υπηρεσία mdce. 
Η mdce υπηρεσία ελέγχει τις συνόδους εργάτη και διαχειριστή εργασιών και 
τις επαναφέρει κάθε φορά που, οι υπολογιστές στους οποίους φιλοξενούνται, 
καταρρέουν. Εάν κάποιος εργάτης ή διαχειριστής εργασιών καταρρεύσει, τότε η 
mdce υπηρεσία ξεκινάει ξανά, αυτόματα επανεκκινούνται οι σύνοδοι του 
διαχειριστή εργασιών και του εργάτη ώστε να ανακτηθούν οι σύνοδοι αυτές μέχρι 
τη στιγμή που κατέρρευσε το σύστημα. 
 
3.1.7. Διαθέσιμες λειτουργίες στον υπολογιστή-πελάτη 
Μία σύνοδος πελάτη επικοινωνεί με τον διαχειριστή εργασιών καλώντας 
μεθόδους και ρυθμίζοντας τις ιδιότητες από ένα αντικείμενο του διαχειριστή 
εργασιών (job manager object). Επίσης, μία σύνοδος πελάτη μπορεί να έχει 
πρόσβαση σε πληροφορίες που αφορούν μία σύνοδο εργάτη μέσω του 
αντικειμένου εργάτη (worker object). 
Όταν δημιουργείται μία εργασία στη σύνοδο πελάτη, η εργασία στην 
πραγματικότητα υπάρχει στο διαχειριστή εργασίας ή στην τοποθεσία δεδομένων 
του δρομολογητή. Η σύνοδος πελάτη έχει πρόσβαση στην εργασία μέσω του 
αντικειμένου εργασίας (job object). Παρομοίως, οι διεργασίες οι οποίες ορίζονται 
σε μία εργασία στη σύνοδο πελάτη υπάρχουν στο διαχειριστή εργασίας ή στην 
τοποθεσία δεδομένων του δρομολογητή και η πρόσβαση σε αυτές 
πραγματοποιείται μέσω των αντικειμένων διεργασίας (task objects). 
 
3.2. Χρήση της εργαλειοθήκης Distributed Computing 
ToolboxTM 
Στην ενότητα αυτή παρατίθενται δύο απλά παραδείγματα κώδικα 
υπολογισμού μίας εργασίας από πλήθος εργατών. Με τη βοήθεια των 
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 παραδειγμάτων αυτών περιγράφονται εισαγωγικά οι δυνατότητες της 
εργαλειοθήκης Distributed Computing ToolboxTM. 
3.2.1. Παράδειγμα: Υπολογίζοντας μία βασική συνάρτηση 
Η συνάρτηση dfeval επιτρέπει τον υπολογισμό μίας συνάρτησης σε μία 
συστοιχία εργατών χωρίς να οριστούν ξεχωριστά οι εργασίες και οι διεργασίες 
από κάποιον χρήστη. Όταν διαχωριστεί μία εργασία σε όμοιες διεργασίες, η 
χρήση της dfeval ίσως είναι ο πιο κατάλληλος τρόπος να τρέξει η εργασία. Ο 
ακόλουθος κώδικας χρησιμοποιεί έναν τοπικό δρομολογητή στον υπολογιστή 
πελάτη για τη συνάρτηση dfeval. 
results = dfeval(@sum, {[1 1] [2 2] [3 3]}, 
'Configuration', 'local') 
results = 
[2] 
[4] 
[6] 
 
Το παράδειγμα αυτό εκτελεί μία εργασία ως τρεις διεργασίες σε τρεις 
διαφορετικές συνόδους εργατών του MATLAB, μεταδίδοντας τα αποτελέσματα 
στη σύνοδο από όπου έτρεξε η συνάρτηση dfeval. 
 
3.2.2. Παράδειγμα: Προγραμματίζοντας μία βασική εργασία με 
έναν τοπικό δρομολογητή 
Σε μερικές περιπτώσεις, κρίνεται απαραίτητο να οριστούν ξεχωριστές 
διεργασίες για μία εργασία, είτε επειδή πρέπει να υπολογίσουν διαφορετικές 
συναρτήσεις, είτε επειδή έχουν μοναδικά ορίσματα. Για να προγραμματιστεί μία 
εργασία αυτού του είδους, η σύνοδος πελάτης της εργαλειοθήκης Distributed 
Computing ToolboxΤΜ θα πρέπει να εκτελέσει συγκεκριμένα βήματα. 
Στο παράδειγμα που ακολουθεί διευκρινίζονται τα βασικά βήματα της 
δημιουργίας και εκτέλεσης μίας κατανεμημένης εργασίας, η οποία περιλαμβάνει 
μερικές διεργασίες. Κάθε διεργασία υπολογίζει τη συνάρτηση sum για έναν 
πίνακα που δέχεται ως είσοδο. 
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 1) Προσδιορίστε έναν δρομολογητή. Χρησιμοποιείστε την εντολή findResource 
για να υποδείξετε ότι χρησιμοποιείτε έναν τοπικό δρομολογητή και 
δημιουργήστε το αντικείμενο myscheduler, το οποίο αντιπροσωπεύει τον 
δρομολογητή. 
myscheduler = findResource('scheduler', 'type', 'local'); 
 
2) Δημιουργήστε μία εργασία myjob στον δρομολογητή. 
myjob = createJob(myscheduler); 
 
3) Δημιουργήστε τρεις διεργασίες μέσα στην εργασία myjob. Καθεμία διεργασία 
υπολογίζει το άθροισμα των στοιχείων ενός πίνακα με τη βοήθεια της 
συνάρτησης sum, η οποία δέχεται ως όρισμα εισόδου έναν πίνακα. 
createTask(myjob, @sum, 1, {[1 1]}); 
createTask(myjob, @sum, 1, {[2 2]}); 
createTask(myjob, @sum, 1, {[3 3]}); 
 
4) Προωθήστε την εργασία στην ουρά αξιολόγησης του δρομολογητή. Ο 
δρομολογητής, έπειτα, κατανέμει τις διεργασίες τις εργασίας στους εργάτες 
του MATLAB οι οποίοι είναι διαθέσιμοι. Ο τοπικός δρομολογητής ουσιαστικά 
εκκινεί μία σύνοδο εργατών του MATLAB για κάθε διεργασία, έως και 
τέσσερις ταυτόχρονα. 
submit(myjob); 
 
5) Περιμένετε μέχρι την ολοκλήρωση της εργασίας, έπειτα λάβετε τα 
αποτελέσματα από όλες τις διεργασίες της εργασίας. 
waitForState(j); 
results = getAllOutputArguments(myjob) 
results = 
[2] 
[4] 
[6] 
 
6) Καταστρέψτε την εργασία. Όταν έχετε τα αποτελέσματα, μπορείτε να 
αφαιρέσετε μόνιμα την εργασία από την τοποθεσία δεδομένων του 
δρομολογητή. 
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 destroy(myjob); 
 
3.3. Ο κύκλος ζωής μίας Εργασίας 
Όταν δημιουργείται και εκτελείται μία εργασία περνάει από διάφορα στάδια 
(Life Cycle of a Job [3]). Το στάδιο στο οποίο βρίσκεται μία εργασία 
αποθηκεύεται στην ιδιότητα του αντικειμένου της εργασίας με το όνομα State. Η 
ιδιότητα αυτή του αντικειμένου της εργασίας μπορεί να πάρει τις τιμές: εκκρεμής 
(pending), αναμένει στη σειρά προτεραιότητας (queued), εκτελείται (running) ή 
τελείωσε (finished). Κάθε ένα από τα στάδια αυτά περιγράφεται με συντομία στην 
ενότητα αυτή. 
Η Εικόνα 5 απεικονίζει τα στάδια κατά τον κύκλο ζωής μίας εργασίας. Στο 
διαχειριστή εργασιών ή στο δρομολογητή, οι εργασίες απεικονίζονται 
κατηγοριοποιημένες σύμφωνα με την κατάσταση τους. Μερικές από τις 
συναρτήσεις που μπορούν να χρησιμοποιηθούν κατά τη διαχείριση μίας 
εργασίας είναι οι εξής: δημιουργία εργασίας (createJob), προώθηση εργασίας 
(submit) και λήψη όλων των αποτελεσμάτων (getAllOutputArguments). 
 
 
Εικόνα 5: Τα στάδια και ο κύκλος ζωής μίας εργασίας. 
 
3.3.1. Στάδια μίας εργασίας 
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 Ο Πίνακας 1 περιγράφει περιληπτικά κάθε στάδιο του κύκλου ζωής μίας 
εργασίας. 
 
Πίνακας 1: Τα στάδια του κύκλου ζωής μίας εργασίας. 
Στάδιο Εργασίας Περιγραφή 
Εκκρεμής (pending) Μπορεί να δημιουργηθεί μία εργασία στο 
δρομολογητή με τη συνάρτηση createJob στη 
σύνοδο πελάτης της εργαλειοθήκης Distributed 
Computing ToolboxΤΜ. Το πρώτο στάδιο της 
εργασίας είναι το εκκρεμής. Το στάδιο αυτό είναι 
όταν καθορίζεται η εργασία με την προσθήκη 
διεργασιών σε αυτή. 
Αναμένει στη σειρά 
προτεραιότητας 
(queued) 
Όταν εκτελείται η συνάρτηση  submit στην 
εργασία, ο δρομολογητής τοποθετεί την εργασία 
σε μία σειρά. Ο δρομολογητής εκτελεί τις εργασίες 
που βρίσκονται σε αυτή τη σειρά, σύμφωνα με την 
θέση τους. Πρώτα εκτελεί την εργασία που έφτασε 
πρώτη στη σειρά, όταν τελειώσει η εκτέλεση της 
εργασίας αυτής φεύγει από τη σειρά και όλες οι 
εργασίες ανεβαίνουν μία θέση. Έπειτα, εκτελείται η 
εργασία που έφτασε δεύτερη στη σειρά και 
σταδιακά εκτελούνται όλες οι εργασίες της σειράς. 
Η θέση μίας εργασίας μπορεί να αλλάξει 
χρησιμοποιώντας τις συναρτήσεις promote και 
demote. 
Εκτελείται (running) Όταν μία εργασία φτάσει στην πρώτη θέση της 
σειράς, τότε ο δρομολογητής κατανέμει τις 
διεργασίες της εργασίας στις συνόδους εργάτες 
για να υπολογιστούν. εάν είναι διαθέσιμοι 
περισσότεροι εργάτες από όσους χρειάζεται μία 
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 εργασία για να ολοκληρωθεί, τότε ο δρομολογητής 
ξεκινάει την εκτέλεση της επόμενης εργασίας. 
Επομένως, υπάρχει πιθανότητα να εκτελούνται 
περισσότερες από μία εργασίες ταυτόχρονα. 
Τελείωσε (finished) Όταν όλες οι διεργασίες μίας εργασίας έχουν 
υπολογιστεί, τότε η εργασία μεταβαίνει στην 
κατάσταση  finished. Στο στάδιο αυτό υπάρχει η 
δυνατότητα να παραληφθούν όλα τα 
αποτελέσματα, με τη συνάρτηση  
getAllOutputArguments. 
Απέτυχε (failed) Όταν χρησιμοποιείται ένας εξωτερικός 
δρομολογητής μία εργασία μπορεί να αποτύχει. 
Αυτό συμβαίνει όταν ο δρομολογητής ανταμώσει 
σφάλμα κατά την προσπάθεια εκτέλεσης των 
εντολών της εργασίας ή κατά την πρόσβαση του 
σε απαραίτητα αρχεία. 
Καταστράφηκε 
(destroyed) 
Όταν τα δεδομένα μίας εργασίας έχουν μεταφερθεί 
από την τοποθεσία δεδομένων ή από τον 
διαχειριστή εργασίας, τότε η κατάσταση της 
εργασίας στη σύνοδο πελάτης είναι destroyed. Η 
κατάσταση αυτή είναι διαθέσιμη μόνο όσο το 
αντικείμενο της εργασίας παραμένει στη σύνοδο 
πελάτης. 
 
Είναι αξιοσημείωτο το γεγονός ότι όταν τελειώσει μία εργασία, εξακολουθεί να 
παραμένει στο διαχειριστή εργασίας, ακόμα και όταν έχουν διαγραφεί όλα τα 
αντικείμενα εργασιών στη σύνοδο πελάτης. Ο διαχειριστής εργασίας ή ο 
δρομολογητής διατηρεί όλες τις εργασίες που έχουν εκτελεστεί μέχρις ότου 
επανεκκινηθεί και μεταβεί σε κατάσταση όπου δεν περιέχει τίποτα. Συνεπώς, 
υπάρχει η δυνατότητα να ανακτηθούν πληροφορίες σχετικές με μία εργασία σε 
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 κάποια μεταγενέστερη χρονική στιγμή ή σε κάποια άλλη σύνοδο πελάτη, με την 
προυπόθεση ότι δεν έχει επανεκκινηθεί ο διαχειριστής εργασιών. 
 
3.4. Προγραμματίζοντας σύμφωνα με τις ρυθμίσεις του χρήστη 
3.4.1. Καθορισμός ρυθμίσεων 
Οι ρυθμίσεις (configurations) επιτρέπουν στο χρήστη να ορίσει συγκεκριμένες 
παραμέτρους και ιδιότητες και εφαρμόζουν τις επιλογές του όταν δημιουργούνται 
αντικείμενα στον πελάτη του MATLAB (Programming with User Configurations 
[3]). Οι συναρτήσεις του MATLAB, οι οποίες υποστηρίζουν την χρήση των 
ρυθμίσεων αυτών είναι οι εξής: 
 
• batch (υποστηρίζει και τις προκαθορισμένες ρυθμίσεις) 
• createJob (υποστηρίζει και τις προκαθορισμένες ρυθμίσεις) 
• createMatlabBPoolJob (υποστηρίζει και τις προκαθορισμένες ρυθμίσεις) 
• createParallelJob (υποστηρίζει και τις προκαθορισμένες ρυθμίσεις) 
• createTask 
• dfeval 
• dfevalasync 
• findResource 
• matlabpool (υποστηρίζει και τις προκαθορισμένες ρυθμίσεις) 
• pmode (υποστηρίζει και τις προκαθορισμένες ρυθμίσεις) 
• set 
 
Ο χρήστης μπορεί να δημιουργήσει και να τροποποιήσει τις ρυθμίσεις από 
των Διαχειριστή Ρυθμίσεων (Configuration Manager) του MATLAB. Ο χρήστης 
έχει πρόσβαση στο Διαχειριστή Ρυθμίσεων χρησιμοποιώντας το μενού 
Distributed στην επιφάνεια εργασίας του MATLAB. Για να ανοίξει ο Διαχειριστής 
Ρυθμίσεων ο χρήστης πρέπει να πατήσει Distributed > Manage 
Configurations. 
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Εικόνα 6: Επιλογή του Διαχειριστή Ρυθμίσεων. 
 
Την πρώτη φορά που θα ανοίξει ο Διαχειριστής Ρυθμίσεων, περιέχει μόνο μία 
ρύθμιση η οποία ονομάζεται local (Εικόνα 7). Η ρύθμιση αυτή είναι η 
προεπιλεγμένη ρύθμιση και περιέχει μόνο τις προεπιλεγμένες επιλογές. 
 
 
Εικόνα 7: Ο Διαχειριστής Ρυθμίσεων. 
 
Στη συνέχεια ακολουθεί ένα παράδειγμα το οποίο παρέχει πληροφορίες για 
το πως μπορεί να δημιουργηθεί και να τροποποιηθεί μία ρύθμιση 
χρησιμοποιώντας το Διαχειριστή Ρυθμίσεων. 
 
3.4.2. Παράδειγμα – Δημιουργία και Τροποποίηση των Ρυθμίσεων 
του Χρήστη 
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 Στο παράδειγμα αυτό υποθέτουμε ότι ο χρήστης επιθυμεί να δημιουργήσει 
μία ρύθμιση με σκοπό να ορίσει μερικές ιδιότητες για μερικές εργασίες που θα 
εκτελεστούν από έναν διαχειριστή εργασιών. 
 
1) Στο Διαχειριστή Ρυθμίσεων πατήστε File > New > jobmanager. Η ενέργεια 
αυτή καθορίζει ότι ο χρήστης επιθυμεί μία νέα ρύθμιση στην οποία ο 
δρομολογητής θα είναι ένας διαχειριστής εργασιών, όπως παρουσιάζεται και 
στην Εικόνα 8. 
 
 
Εικόνα 8: Δημιουργία νέου Διαχειριστή Εργασιών. 
 
Η ενέργεια αυτή ανοίγει ένα νέο παράθυρο με τίτλο Διαχειριστής Εργασιών 
Ρύθμιση Ιδιοτήτων (Job Manager Configuration Properties). 
 
2) Εισάγετε το όνομα της ρύθμισης “MyJobManagerConfiguration” και μία 
περιγραφή όπως φαίνεται και στην Εικόνα 9. Στην καρτέλα δρομολογητής 
(Scheduler), εισάγετε το όνομα του εξυπηρετητή (job manager hostname) για 
τον υπολογιστή στον οποίο τρέχει ο διαχειριστής ενεργειών, καθώς και το 
όνομα του διαχειριστή εργασιών (job manager name). Εάν εισάγετε 
πληροφορίες για κάποιον πραγματικό διαχειριστή εργασιών, ο οποίος τρέχει 
ήδη στο διαδίκτυο, τότε θα πρέπει να εισάγετε το όνομα του και την 
τοποθεσία του. 
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Εικόνα 9: Ρύθμιση Ιδιοτήτων του Διαχειριστή Ενεργειών (1). 
 
3) Στην καρτέλα Εργασίες (Jobs), εισάγετε 4 και 4 για το μέγιστο και ελάχιστο 
αριθμό εργατών, αντίστοιχα (Εικόνα 10). Η ενέργεια αυτή καθορίζει ότι οι 
εργασίες οι οποίες θα χρησιμοποιούν αυτή τη ρύθμιση, θα απαιτούν το 
ελάχιστο τέσσερις εργάτες και δεν θα χρησιμοποιούν περισσότερους από 
τέσσερις εργάτες. Επομένως, μία εργασία θα τρέχει σε ακριβώς τέσσερις 
εργάτες. Στην καρτέλα αυτή δίνεται η δυνατότητα να συμπληρώσετε αρχεία 
και καταλόγους, τα οποία από τη σύνοδο πελάτης στους υπόλοιπους 
υπολογιστές μίας συστοιχίας (File Dependencies). Καθώς και η δυνατότητα 
να προσθέσετε καταλόγους στις συνόδους εργατών μίας συστοιχίας 
υπολογιστών (Path Dependencies). Στην καρτέλα (Tasks) μπορείτε να 
εισάγετε έναν μέγιστο χρόνο στον οποίο θα τερματίζεται μία διεργασία εάν η 
εκτέλεση της διαρκέσει περισσότερο. Τέλος, στην καρτέλα (Callback 
Functions) μπορείτε να επανεκαλέσετε μία συνάρτηση μόλις μία 
εργασία/διεργασία σας έχει τελειώσει ή αναμένει στη σειρά προτεραιότητας ή 
εκτελείται. 
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Εικόνα 10: Ρύθμιση Ιδιοτήτων του Διαχειριστή Ενεργειών (2). 
 
4) Πατήστε OK για να σώσετε τη ρύθμιση και να κλείσετε το παράθυρο. Η νέα 
ρύθμιση τώρα εμφανίζεται στη λίστα του Διαχειριστή Ρυθμίσεων. 
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5) Για να δημιουργήσετε μία όμοια ρύθμιση με ελάχιστες διαφορές, έχετε τη 
δυνατότητα να δημιουργήσετε ένα ακριβές αντίγραφο μίας ήδη υπάρχουσας 
ρύθμισης και να τροποποιήσετε μόνο τα κομμάτια που επιθυμείτε. Η ενέργεια 
αυτή γίνεται με πάτημα του δεξιού πλήκτρου του ποντικιού πάνω σε μία ήδη 
υπάρχουσα ρύθμιση και επιλέγοντας Duplicate, όπως παρουσιάζεται και στην 
Εικόνα 11. 
 
 
Εικόνα 11: Δημιουργία όμοιας ρύθμισης. 
 
3.4.3. Εξαγωγή και Εισαγωγή Ρυθμίσεων 
Οι παράλληλες ρυθμίσεις αποθηκεύονται σαν τμήμα των προτιμήσεων του 
MATLAB του χρήστη, οπότε γενικά είναι διαθέσιμες για κάθε χρήστη ανεξάρτητα. 
Για να γίνει μία παράλληλη ρύθμιση διαθέσιμη σε κάποιον άλλον χρήστη, τότε 
υπάρχει η δυνατότητα από κάποιον χρήστη να εξάγει την ιδιότητα αυτή σε ένα 
ξεχωριστό .mat αρχείο. 
Για να εξάγετε μία παράλληλη ρύθμιση: 
1) Στο Διαχειριστή Ρυθμίσεων, επιλέξτε τη ρύθμιση που επιθυμείτε να 
εξάγετε. 
2) Πατήστε File > Export. 
3) Στο παράθυρο διαλόγου Export Configuration, καθορίστε μία 
τοποθεσία και ένα όνομα για το αρχείο. 
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Η εισαγωγή των ρυθμίσεων από άλλους χρήστες γίνεται ως εξής: 
1) Στο Διαχειριστή Ρυθμίσεων, πατήστε File > Import. 
2) Στο παράθυρο διαλόγου Import Configuration, αναζητήστε το .mat 
αρχείο που περιέχει τις ρυθμίσεις που επιθυμείτε να εισάγετε. Επιλέξτε 
το αρχείο και πατήστε Import. 
 
3.4.4. Εφαρμογή των Ρυθμίσεων στον Κώδικα του Υπολογιστή 
Πελάτη. 
Στον πελάτη MATLAB όπου δημιουργούνται και ορίζονται τα παράλληλα 
υπολογιστικά αντικείμενα, υπάρχει η δυνατότητα να χρησιμοποιηθούν ρυθμίσεις 
κατά τη δημιουργία αντικειμένων ή να εφαρμοστούν ρυθμίσεις σε αντικείμενα 
που υπάρχουν ήδη. 
 
3.4.4.1. Επιλογή Προκαθορισμένης Ρύθμισης 
Μερικές συναρτήσεις του MATLAB υποστηρίζουν προκαθορισμένες 
ρυθμίσεις. Υπάρχουν διάφοροι τρόποι για να επιλέξει κάποιος χρήστης τη 
ρύθμιση που επιθυμεί, οι οποίες είναι οι εξής: 
 
• Στην επιφάνεια εργασίας του MATLAB, πατήστε Parallel > Select 
Configuration και από εκεί μπορείτε να επιλέξετε τη ρύθμιση που 
επιθυμείτε. 
• Στο Διαχειριστή Ρυθμίσεων, η στήλη Default υποδεικνύει ποια ρύθμιση 
είναι επιλεγμένη. Ο χρήστης από το σημείο αυτό μπορεί να επιλέξει τη 
ρύθμιση που επιθυμεί. 
• Μπορείτε να θέσετε τη ρύθμιση που επιθυμείτε μέσω του προγράμματος 
σας με την εντολή defaultParallelConfig. Οι παρακάτω εντολές μπορούν 
να κάνουν το ίδιο πράγμα: 
defaultParallelConfig(‘MyJobManagerConfiguration’) 
matlabpool open 
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 και 
matlabpool open MyJobManagerConfiguration 
 
3.4.4.2. Αναζητώντας Δρομολογητές 
Όταν εκτελείται η συνάρτηση findResource, υπάρχει η δυνατότητα να επιλεγεί 
κάποια ρύθμιση για να προσδιοριστεί ένας συγκεκριμένος δρομολογητής και 
συγκεκριμένες ιδιότητες. Για παράδειγμα: 
jobmanager = findResource(‘scheduler’, ‘Configuration’, 
‘our_jobmanager’) 
 
Η εντολή αυτή βρίσκει το δρομολογητή, κάποιας ρύθμισης, με το όνομα 
our_jobmanager και θέτει τις τιμές των ιδιοτήτων του αντικειμένου του 
δρομολογητή ίσες με αυτές της ρύθμισης. Το πλεονέκτημα των ρυθμίσεων είναι 
ότι ο χρήστης έχει τη δυνατότητα να τροποποιεί τις επιλογές του δρομολογητή 
χωρίς να αλλάζει το κώδικα της εφαρμογής MATLAB. 
Για κάποιον εξωτερικό δρομολογητή, όπως ο Platform LSF®, η εντολή θα έχει 
την εξής μορφή: 
lsfscheduler = findResource(‘scheduler’, ‘Configuration’, 
‘my_lsf_config’); 
 
3.4.4.3. Δημιουργώντας Εργασίες 
Οι ιδιότητες των αντικειμένων του δρομολογητή, της εργασίας και της 
διεργασίας μπορεί να καθοριστεί σε μία ρύθμιση, για το λόγο αυτό δεν χρειάζεται 
να οριστούν μέσα στην εφαρμογή. Επομένως, ο κώδικας μπορεί να 
οποιονδήποτε τύπο δρομολογητή. Για παράδειγμα: 
job1 = createJob(sched, ‘Configuration’, 
‘MyConfiguration’) 
 
Στη ρύθμιση που ονομάζεται MyConfiguration πρέπει να έχουν οριστεί όλες οι 
ιδιότητες που είναι κατάλληλες για το δρομολογητή. 
 
 38
 3.5. Παράλληλη Επισκόπηση μέσω του MATLAB R2007b 
3.5.1. Εισαγωγή 
Το MATLAB R007b παρέχει τη δυνατότητα της παράλληλης επισκόπησης 
ενός προγράμματος μέσω του parallel profiler (Using the Parallel Profiler [3]). Η 
παράλληλη επισκόπηση είναι μία επέκταση της εντολής profile ειδικά για 
παράλληλες εργασίες. Δίνει τη δυνατότητα σε έναν χρήστη να δει πόσο χρόνο 
χρειάστηκε κάθε εργαστήριο για να υπολογίσει κάθε συνάρτηση και πόσο χρόνο 
για να επικοινωνήσει ή για να περιμένει για επικοινωνία με άλλα εργαστήρια.  
 
Σημείωση. Ο parallel profiler λειτουργεί σε παράλληλες εργασίες, συμπεριλαμβανομένων 
των εσωτερικών pmode. Δεν λειτουργεί για βρόχους-parfor. 
 
3.5.2. Συλλογή των Δεδομένων μέσω της Παράλληλης 
Επισκόπησης 
Για την έναρξη της παράλληλης επισκόπησης, ο χρήστης θα πρέπει να 
χρησιμοποιήσει την εντολή mpiprofile κατά τη διάρκεια μίας παράλληλης 
εργασίας. Για να εκκινήσει ο χρήστης τον parallel profiler και να αρχίσει να 
συλλέγει δεδομένα θα πρέπει να εισάγει είτε στο αρχείο .m της παράλληλης 
εργασίας, είτε στο Παράθυρο Παράλληλων Εντολών (Parallel Command 
Window) την ακόλουθει εντολή: 
P>> mpiprofile on 
 
Από την εντολή αυτή και μετά ο profiler συλλέγει πληροφορίες σχετικά με την 
εκτέλεση του κώδικα σε κάθε εργαστήριο καθώς και για την επικοινωνία μεταξύ 
των εργαστηρίων. Οι πληροφορίες αυτές περιλαμβάνουν: 
• Το χρόνο εκτέλεσης κάθε συνάρτησης σε κάθε εργαστήριο 
• Το χρόνο εκτέλεσης κάθε γραμμής κώδικα για κάθε συνάρτηση 
• Το πλήθος των δεδομένων τα οποία μεταφέρονται μεταξύ κάθε 
εργαστηρίου 
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 • Το χρόνο που σπαταλάει κάθε εργαστήριο περιμένοντας για ανάκτηση 
επικοινωνίας 
 
3.5.3. Προβολή των Δεδομένων μέσω της Παράλληλης 
Επισκόπησης 
Για να ανοίξει ο parallel profile viewer κατά τη διάρκεια της παράλληλης 
λειτουργίας (pmode), ο χρήστης θα πρέπει να εισάγει στο Παράθυρο 
Παράλληλων Εντολών την εντολή: 
P>> mpiprofile viewer 
 
Στο σημείο αυτό ακολουθεί ένα παράδειγμα το οποίο παρουσιάζει μερικά από 
τα χαρακτηριστικά του parallel profile viewer. Το παράδειγμα αυτό εκτελείται σε 
μία σύνοδο pmode σε τέσσερα τοπικά εργαστήρια. 
 
Εκκίνηση της συνόδου pmode εισάγοντας στο Παράθυρο Εντολών του 
MATLAB (MATLAB Command Window) την εντολή: 
pmode start local 4 
 
Όταν το Παράθυρο Παράλληλων Εντολών (pmode) εμφανιστεί, τότε 
πληκτρολογήστε τον κώδικα, όπως παρουσιάζεται στην Εικόνα 12. 
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Εικόνα 12: Δημιουργία κώδικα σε παράλληλη λειτουργία. 
 
Η τελευταία εντολή ανοίγει το παράθυρο του Profiler, το οποίο αρχικά δείχνει 
την Parallel Profile Summary για το εργαστήριο 1 (Εικόνα 13). 
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Εικόνα 13: Περίληψη των συναρτήσεων μέσω της Παράλληλης Επισκόπησης. 
 
Ο Πίνακας 2 παρουσιάζει μία περιγραφή για τις επικεφαλίδες των στηλών, οι 
οποίες παρουσιάζονται κατά την περίληψη των συναρτήσεων μέσω της 
Παράλληλης Επισκόπησης. 
 
Πίνακας 2: Οι επικεφαλίδες των στηλών της περίληψης. 
Επικεφαλίδα Στήλης Περιγραφή 
Calls Πόσες φορές μία συνάρτηση καλέστηκε μέσα στο 
συγκεκριμένο εργαστήριο 
Total Time Ο συνολικός χρόνος που χρειάστηκε το 
συγκεκριμένο εργαστήριο να εκτελέσει τη 
συνάρτηση 
Self Time Ο χρόνος που ξόδεψε το συγκεκριμένο εργαστήριο 
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 μέσα στη συνάρτηση, χωρίς να 
συμπεριλαμβάνονται υπό-συναρτήσεις της 
Total Comm Time Ο συνολικός χρόνος που χρειάστηκε το 
συγκεκριμένο εργαστήριο για να μεταφέρει 
δεδομένα στα υπόλοιπα εργαστήρια, 
συμπεριλαμβανομένου του χρόνου που χρειάστηκε 
για να δεχτεί δεδομένα 
Self Comm Waiting Time Ο χρόνος που χρειάστηκε το συγκεκριμένο 
εργαστήριο να περιμένει κατά τη διάρκεια μίας 
συνάρτησης για να λάβει δεδομένα από άλλα 
εργαστήρια 
Total Interlab Data Το πλήθος των δεδομένων τα οποία μεταφέρθηκαν 
από και προς το συγκεκριμένο εργαστήριο για μία 
συνάρτηση 
Computation Time Ratio Το ποσοστό του χρόνου που χρειάστηκε ο 
υπολογισμός μίας συνάρτησης σε σχέση με το 
συνολικό χρόνο, ο οποίος συμπεριλαμβάνει το 
χρόνο επικοινωνίας που απαιτήθηκε για αυτή τη 
συνάτηση 
Total Time Plot Γραφική αναπαράσταση, η οποία απεικονίζει το 
σχετικό μέγεθος του Self Time, του Self Comm 
Waiting Time και του Total Time μίας συνάρτησης 
στο συγκεκριμένο εργαστήριο 
 
Επιλέγοντας το όνομα οποιασδήποτε συνάρτησης, παρουσιάζονται 
λεπτομέρειες σχετικές με την εκτέλεση της συνάρτησης (Εικόνα 14). 
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Εικόνα 14: Προβολή των λεπτομερειών των συναρτήσεων. 
 
Ο κώδικας, ο οποίος απεικονίζεται στην αναφορά προέρχεται από τη σύνοδο 
πελάτη. Εάν ο κώδικας έχει τροποποιηθεί στη σύνοδο πελάτη κατά τη διάρκεια 
που η παράλληλη εργασία τρέχει στα εργαστήρια ή εάν τα εργαστήρια τρέχουν 
διαφορετική έκδοση κάποιας συνάρτησης, τότε η αναφορά μπορεί να μην 
απεικονίζει με ακρίβεια τον κώδικα που εκτελέστηκε. 
Ο χρήστης έχει τη δυνατότητα να απεικονίσει πληροφορίες για κάθε ένα από 
τα εργαστήρια ή να χρησιμοποιήσει τα πλήκτρα σύγκρισης για να απεικονίσει 
πληροφορίες για διάφορα εργαστήρια ταυτόχρονα. Δύο πλήκτρα παρέχουν 
Επιλογή Αυτόματης Σύγκρισης (Automatic Comparison Control). Τα πλήκτρα 
αυτά επιτρέπουν στο χρήστη να συγκρίνει δεδομένα από τα εργαστήρια που 
ξόδεψαν τον περισσότερο και τον λιγότερο χρόνο να εκτελέσουν τον κώδικα ή 
τον περισσότερο και τον λιγότερο χρόνο για τις επικοινωνίες με άλλα εργαστήρια. 
Η Επιλογή Χειροκίνητης Σύγκρισης (Manual Comparison Selection) επιτρέπει 
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 στο χρήστη να συγκρίνει δεδομένα από συγκεκριμένα εργαστήρια ή από 
εργαστήρια με συγκεκριμένα κριτήρια. 
Η Εικόνα 15 απεικονίζει το αποτέλεσμα της χρήσης Επιλογής Αυτόματης 
Σύγκρισης (max vs. min Time). Η σύγκριση παρουσιάζει τα δεδομένα του 
εργαστηρίου 1 και του εργαστηρίου 4, επειδή τα δύο αυτά εργαστήρια ξόδεψαν 
τον περισσότερο και τον λιγότερο χρόνο, αντίστοιχα, για την εκτέλεση του 
κώδικα. 
 
 
Εικόνα 15: Επιλογή Αυτόματης Σύγκρισης. 
 
Η Εικόνα 16 απεικονίζει την περίληψη όλων των συναρτήσεων, οι οποίες 
εκτελέστηκαν κατά τη διάρκεια του χρόνου που εκτελούνταν ο profiler. Με την 
Επιλογή Χειροκίνητης Σύγκρισης του max time Aggregate συγκεντρώνονται όλα 
τα δεδομένα από όλα τα εργαστήρια και για όλες τις συναρτήσεις για να 
διευκρινιστεί ποιο εργαστήριο ξόδεψε τον περισσότερο χρόνο και σε ποια 
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 συνάρτηση. Δίπλα από το όνομα κάθε συνάρτησης γράφεται το όνομα του 
εργαστηρίου που ξόδεψε τον περισσότερο χρόνο για να την εκτελέσει. 
 
 
Εικόνα 16: Επιλογή Χειροκίνητης Σύγκρισης του max time Aggregate. 
 
Η Εικόνα 17 παρουσιάζει την περίληψη της αναφοράς για τα εργαστήρια τα 
οποία ξόδεψαν τον περισσότερο και τον λιγότερο χρόνο για κάθε συνάρτηση. Η 
Επιλογή Χειροκίνητης Σύγκρισης του max time Aggregate σε σύγκριση με τον 
min Time >0 Aggregate παράγει αυτού του είδους την περίληψη. 
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Εικόνα 17: Επιλογή Χειροκίνητης Σύγκρισης του max time Aggregate σε 
σύγκριση με τον min Time >0 Aggregate. 
 
Επιλέγοντας το όνομα μίας συνάρτησης από την παραπάνω περίληψη 
αναφοράς ο χρήστης λαμβάνει μία πιο λεπτομερή σύγκριση. Η πιο λεπτομερή 
σύγκριση περιλαμβάνει κάθε γραμμή των δεδομένων και των δύο εργαστηρίων 
(Εικόνα 18). 
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Εικόνα 18: Λεπτομερής σύγκριση των δεδομένων. 
 
Ο χρήστης έχει τη δυνατότητα να δει τα ιστογράμματα το χρόνου που 
ξοδεύτηκε από κάθε εργαστήριο για κάθε μία συνάρτηση. Επιλέγοντας Plot Time 
Histograms απεικονίζονται τα ιστογράμματα του μέγιστου συνολικού χρόνου για 
όλες τις συναρτήσεις, του μέγιστου χρόνου επικοινωνίας για όλες τις συναρτήσεις 
και του μέγιστου χρόνου αναμονής μέχρι την επικοινωνία για όλες τις 
συναρτήσεις (Εικόνα 19). 
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Εικόνα 19: Ιστογράμματα χρόνου. 
 
Ο χρήστης, επίσης, έχει τη δυνατότητα να δει την απεικόνιση της 
επικοινωνίας, επιλέγοντας Plot All PerLab Communication. Κατά την επιλογή του 
αυτή παρουσιάζονται πόσα δεδομένα έχει δεχτεί κάποιο εργαστήριο από τα 
υπόλοιπα για όλες τις συναρτήσεις, ποιος ήταν ο χρόνος επικοινωνίας για να 
δεχτεί αυτά τα δεδομένα κάποιο εργαστήριο και ο χρόνος αναμονής μέχρι την 
επικοινωνία (Εικόνα 20). 
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Εικόνα 20: Επικοινωνία μεταξύ των εργαστηρίων. 
 
Τέλος, εάν ο χρήστης επιθυμεί να δει μόνο την απεικόνιση του χρόνου 
επικοινωνίας μεταξύ των εργαστηρίων έχει τη δυνατότητα να επιλέξει Plot 
CommTimePerLab (Εικόνα 21). 
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Εικόνα 21: Χρόνος επικοινωνίας μεταξύ των εργαστηρίων. 
 
Οι απεικονίσεις, οι οποίες προαναφέρθηκαν δίνουν τη δυνατότητα σε κάποιον 
χρήστη να καθορίσει το βέλτιστο τρόπο κατανομής μίας εργασίας στα 
εργαστήρια, μεταβάλλοντας, ίσως, τον τρόπο κατανομής ενός πίνακα. 
 
 4. Παραδείγματα Κατανεμημένων και Παράλληλων 
Εργασιών στο MATLAB R2007b 
Στην ενότητα αυτή, παρατίθενται παραδείγματα κώδικα κατανεμημένων και 
παράλληλων εργασιών, οι οποίες αναπτύχθηκαν με τη χρήση του προγράμματος 
MATLAB. Τα παραδείγματα αυτά υλοποιήθηκαν σε υπολογιστή με λογισμικό το 
Ubuntu 7.10 και 4 επεξεργαστές Intel® CoreTM2 Quad CPU 2.400GHz. 
 
4.1. Παράλληλοι βρόχοι-for 
4.1.1. Εισαγωγή 
Η βασική ιδέα για τον τρόπο λειτουργίας ενός παράλληλου βρόχου-for 
(parfor) στο λογισμικό του MATLAB είναι ίδια με αυτή του βρόχου-for του 
MATLAB (Parallel for-Loops [3]). Δηλαδή, το λογισμικό MATLAB εκτελεί μία 
σειρά από δηλώσεις (το σώμα του βρόχου) σε ένα πεδίο τιμών. Τμήμα του 
βρόχου  parfor εκτελείται στη σύνοδο πελάτης, όπου ο βρόχος ορίστηκε, ενώ 
άλλο τμήμα του βρόχου εκτελείται στις συνόδους εργάτες του  MATLAB. Τα 
απαραίτητα δεδομένα τα οποία αφορούν τον parfor βρόχο στέλνονται από τον 
πελάτη στους εργάτες, όπου γίνεται και το μεγαλύτερο μέρος του υπολογισμού, 
και τα αποτελέσματα επιστρέφονται στον πελάτη, όπου πραγματοποιείται και η 
ένωση όλων των αποτελεσμάτων. 
Με τη μέθοδο αυτή, οι εργάτες του MATLAB έχουν τη δυνατότητα να 
υπολογίζουν κατά την ίδια χρονική στιγμή τον ίδιο βρόχο. Για το λόγο αυτό, ο 
παράλληλος βρόχος μπορεί να προσφέρει πολύ καλύτερη απόδοση από τον 
απλό βρόχο-for. 
Κάθε εκτέλεση του σώματος του parfor βρόχου είναι μία επανάληψη του 
βρόχου. Οι εργάτες του MATLAB δεν έχουν συγκεκριμένη σειρά με την οποία 
υπολογίζουν τις επαναλήψεις, κάθε επανάληψη εκτελείται ανεξάρτητα από τις 
υπόλοιπες. 
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 4.1.2. Πότε χρησιμοποιείται ο parfor βρόχος 
Ένας παράλληλος βρόχος είναι χρήσιμος σε περιπτώσεις όπου είναι 
απαραίτητες πολλές επαναλήψεις. Ο παράλληλος βρόχος χωρίζει τις συνολικές 
επαναλήψεις του βρόχου σε ομάδες, έτσι ώστε κάθε εργάτης να εκτελέσει ένα 
τμήμα του συνολικού αριθμού επαναλήψεων. Οι παράλληλοι βρόχοι, επίσης, 
είναι χρήσιμοι όταν υπάρχουν επαναλήψεις που χρειάζονται αρκετό χρόνο για να 
εκτελεστούν. 
Δεν είναι δυνατόν να χρησιμοποιηθεί ένας παράλληλος βρόχος όταν μία 
επανάληψη εξαρτάται από το αποτέλεσμα άλλων επαναλήψεων. Κάθε 
επανάληψη θα πρέπει να είναι ανεξάρτητη από τις υπόλοιπες. Επίσης, εξαιτίας 
του χρόνου που δαπανάται κατά την επικοινωνία του πελάτη με τους εργάτες, ο 
παράλληλος βρόχος δεν προσφέρει κανένα πλεονέκτημα όταν χρησιμοποιείται 
για μικρό πλήθος επαναλήψεων. 
 
4.1.3. Διαχείριση των πόρων του MATLAB: matlabpool 
Πριν την εκτέλεση ενός παράλληλου βρόχου θα πρέπει να οριστεί ένας 
αριθμός εργατών, που θα εκτελέσουν το βρόχο. Από το δρομολογητή εξαρτάται 
εάν οι εργάτες θα ανήκουν σε συστοιχία υπολογιστών ή εάν τρέχουν στο τοπικό 
μηχάνημα. Η επιλογή του δρομολογητή και ο καθορισμός των ρυθμίσεων έχει 
αναφερθεί σε προηγούμενο κεφάλαιο. 
Η δέσμευση των τοπικών εργατών του MATLAB που θα χρησιμοποιηθούν για 
τον υπολογισμό των επαναλήψεων του βρόχου πραγματοποιείται με την εντολή: 
matlabpool 
ή 
matlabpool open 
 
Με τη χρήση μίας εκ των παραπάνω εντολών ξεκινούν τέσσερις σύνοδοι 
εργατών του MATLAB στον τοπικό υπολογιστή. Στις συνόδους αυτές θα 
κατανεμηθούν οι επαναλήψεις του παράλληλου βρόχου για να εκτελεστούν. 
Όταν εκτελεστεί ο παράλληλος βρόχος τότε θα πρέπει να αποδεσμευτούν οι 
σύνοδοι εργατών του MATLAB. Αυτό πραγματοποιείται με την παρακάτω εντολή: 
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matlabpool close 
 
Σημείωση. Εάν δεν εκτελεστεί αρχικά η εντολή MATLABpool τότε ο παράλληλος βρόχος 
εκτελείται σειριακά στη σύνοδο πελάτη χωρίς να ακολουθεί τη σειρά των επαναλήψεων. 
 
Τα παραδείγματα που ακολουθούν παράγουν το ίδιο αποτέλεσμα. Η 
εκτέλεση, όμως, του αριστερού κώδικα κάνει πολύ περισσότερο χρόνο διότι δεν 
έχουν δεσμευτεί οι σύνοδοι εργατών του MATLAB στον τοπικό υπολογιστή.
tic 
x = 0; 
parfor (i=1:40000000) 
 x = x + i; 
end 
toc 
 
(Elapsed time is 39.559475 
seconds.) 
matlabpool open 
tic 
x = 0; 
parfor (i=1:40000000) 
 x = x+ i; 
end 
toc 
matlabpool close 
 
(Elapsed time is 6.892746 
seconds.)
 
Στην Εικόνα 22 παρουσιάζεται οι χρήση των πυρήνων του τοπικού 
υπολογιστή κατά τη διάρκεια εκτέλεσης κάθε ενός από τα παραπάνω 
προγράμματα. Είναι εμφανής η μείωση του χρόνου εκτέλεσης του 
προγράμματος, όταν χρησιμοποιούνται και οι 4 πυρήνες ταυτόχρονα. 
 
  
(α) 
 
(β) 
Εικόνα 22: Εκτέλεση παράλληλου βρόχου (α): χωρίς δέσμευση εργατών,  
(β): με δέσμευση εργατών. 
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 4.1.4. Εξειδικευμένα θέματα 
Σε έναν παράλληλο βρόχο μία μεταβλητή ταξινομείται αυτόματα σε μία από 
τις  κατηγορίες που αναφέρονται παρακάτω. Εάν μία μεταβλητή δεν μπορεί να 
ταξινομηθεί αποκλειστικά σε μία κατηγορία ή παραβιάζει τους περιορισμούς της 
κατηγορίας, τότε ο παράλληλος βρόχος παράγει σφάλμα. Ο Πίνακας 3 
παρουσιάζει τις κατηγορίες στις οποίες μπορεί να ανήκει μία μεταβλητή καθώς 
και μία σύντομη περιγραφή τους. 
 
Πίνακας 3: Κατηγορίες μεταβλητών ενός παράλληλου βρόχου. 
Κατηγορία μεταβλητής Περιγραφή 
Βρόχου (Loop) Λειτουργεί ως δείκτης του βρόχου για πίνακες. 
Τεμαχισμένη (Sliced) Ένας πίνακας του οποίου τα τμήματα 
χρησιμοποιούνται σε διαφορετικές επαναλήψεις του 
βρόχου. 
Διαδεδομένη (Broadcast) Μία μεταβλητή, η οποία ορίζεται πριν τον 
παράλληλο βρόχο και της οποίας η τιμή 
χρησιμοποιείται μέσα στο βρόχο, αλλά δεν 
επανακαθορίζεται. 
Μειούμενη (Reduction) Συσσώρευση μίας τιμής κατά τις επαναλήψεις του 
βρόχου, ανεξάρτητα από τη σειρά των 
επαναλήψεων. 
Προσωρινή (Temporary) Μεταβλητή, η οποία δημιουργείται μέσα στον 
παράλληλο βρόχο και αντίθετα με τις τεμαχισμένες 
και τις μειούμενες δεν είναι διαθέσιμη έξω από το 
βρόχο. 
 
Στην Εικόνα 23 παρουσιάζονται όλες οι κατηγορίες των μεταβλητών σε ένα 
τμήμα κώδικα. 
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 Εικόνα 23: Κατηγορίες μεταβλητών ενός παράλληλου βρόχου. 
 
4.2. Διαδραστική Παράλληλη Λειτουργία (pmode) 
Στην παράγραφο αυτή χρησιμοποιείται ο τοπικός δρομολογητής και τρέχει 
τέσσερα εργαστήρια στο τοπικό μηχάνημα μέσω του MATLAB (Interactive 
Parallel Mode [3]). Για την παράλληλη λειτουργία δεν απαιτείται εξωτερική 
συστοιχία ή δρομολογητής, μπορούν να χρησιμοποιηθούν οι πυρήνες του 
τοπικού υπολογιστή. 
 
1) Για να ξεκινήσει η παράλληλη λειτουργία (pmode) πληκτρολογούμε την εξής 
εντολή: 
pmode start local 4 
 
Η εντολή αυτή ξεκινά τέσσερα τοπικά εργαστήρια, δημιουργεί μία παράλληλη 
εργασία για να εκτελεστεί σε αυτά τα εργαστήρια και ανοίγει το Παράθυρο 
Παράλληλων Εντολών. 
 
2) Εάν τεθεί μία μεταβλητή στη παράλληλη λειτουργία, τότε τίθεται σε όλα τα 
εργαστήρια. 
P>> x = pi 
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 3) Μία μεταβλητή, όμως, δεν είναι απαραίτητο να έχει την ίδια τιμή σε όλα τα 
εργαστήρια. Η συνάρτηση labindex επιστρέφει την ταυτότητα κάθε 
εργαστηρίου το οποίο ανήκει στην παράλληλη εργασία. με την παρακάτω 
εντολή η μεταβλητή x λαμβάνει διαφορετική τιμή σε κάθε εργαστήριο. 
Συγκεκριμένα, λαμβάνει ως τιμή τον αριθμό του εργαστηρίου. 
P>> x = labindex 
 
4) Η συνάρτηση numlabs επιστρέφει το συνολικό αριθμό των εργαστηρίων που 
χρησιμοποιούνται στην παράλληλη εργασία. 
P>> all = numlabs 
 
 
Εικόνα 24: Απεικόνιση του Παραθύρου Παράλληλων Εντολών (1). 
 
5) Με τις παρακάτω εντολές, αρχικά, δημιουργείται ο ίδιος πίνακας σε όλα τα 
εργαστήρια. Έπειτα αποκτά διαφορετική τιμή σε κάθε εργαστήριο. 
P>> segment = [1 2; 3 4; 5 6] 
P>> segment = segment + 10 * labindex 
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6) Ο πίνακας που δημιουργήθηκε στο προηγούμενο βήμα είναι ανεξάρτητος σε 
κάθε εργαστήριο, παρόλο που έχει το ίδιο όνομα σε όλα τα εργαστήρια. 
Υπάρχει, όμως, η δυνατότητα να δημιουργηθεί ένας πίνακας και να 
κατανεμηθεί στα εργαστήρια. Η συνάρτηση, η οποία κατανέμει έναν πίνακα 
στα εργαστήρια είναι η εξής: 
P>> whole = distribute(magic(numlabs)) 
 
7) Μετά τη χρήση της συνάρτησης distribute κάθε υπολογισμός που θα αφορά 
τον πίνακα whole θα πραγματοποιείται για κάθε τμήμα του πίνακα στο 
αντίστοιχο εργαστήριο. Όπως φαίνεται και με την εντολή που ακολουθεί. 
P>> whole = whole + 1000 
 
8) Παρόλο που ο κατανεμημένος πίνακας επιτρέπει στον χρήστη να τον 
διαχειρίζεται εξ ολοκλήρου, ο χρήστης έχει, επίσης τη δυνατότητα να 
χρησιμοποιήσει τη συνάρτηση local για να έχει πρόσβαση μόνο σε ένα τμήμα 
του κατανεμημένου πίνακα σε ένα συγκεκριμένο εργαστήριο. 
P>> section = local(whole) 
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Εικόνα 25: Απεικόνιση του Παραθύρου Παράλληλων Εντολών (2). 
 
9) Ο χρήστης έχει, ακόμα, τη δυνατότητα να συλλέξει ολόκληρο τον 
κατανεμημένο πίνακα σε μία περιοχή εργασίας. αυτό επιτυγχάνεται με τη 
συνάρτηση gather. 
P>> combined = gather(whole) 
 
10) Πρέπει να σημειωθεί, όμως, το γεγονός ότι η χρήση της συνάρτησης gather 
συλλέγει τον κατανεμημένο πίνακα στις περιοχές εργασίας όλων των 
εργαστηρίων. Εάν, ο χρήστης επιθυμεί ο κατανεμημένος πίνακας να 
συλλεχθεί στο χώρο εργασίας ενός μόνο εργαστηρίου θα πρέπει να 
πληκτρολογήσει την αντίστοιχη εντολή, όπως παρουσιάζεται παρακάτω. 
P>> combined2 = gather(whole, 1) 
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Εικόνα 26: Απεικόνιση του Παραθύρου Παράλληλων Εντολών (3). 
 
11) Ο χρήστης, έχει τη δυνατότητα να αντιγράψει οποιονδήποτε πίνακα ή 
μεταβλητή από ένα συγκεκριμένο εργαστήριο στο χώρο εργασίας του 
MATLAB. Αυτή η δυνατότητα χρησιμοποιείται, συνήθως, σε περιπτώσεις 
όπου ο χρήστης επιθυμεί να απεικονίσει κάποια δεδομένα (plot). Η 
απεικόνιση δεδομένων μπορεί να πραγματοποιηθεί στον υπολογιστή πελάτη, 
δεν μπορεί, όμως, να πραγματοποιηθεί στα εργαστήρια. Η παρακάτω εντολή 
αντιγράφει τον πίνακα combined2 του εργαστηρίου 1 στην περιοχή εργασίας 
του MATLAB. 
pmode lab2client combined2 1 
 
Πρέπει να σημειωθεί ότι η παραπάνω εντολή εκτελείται στο Παράθυρο 
Εντολών του MATLAB. 
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 12) Πολλές συναρτήσεις, οι οποίες χρησιμοποιούνται για τους πίνακες του 
MATLAB μπορούν να χρησιμοποιηθούν και για τους κατανεμημένους 
πίνακες. Για παράδειγμα, η συνάρτηση eye δημιουργεί ένα μοναδιαίο πίνακα. 
με τις εντολές που ακολουθούν μπορεί ο χρήστης να δημιουργήσει και να 
κατανέμει έναν μοναδιαίο πίνακα. 
>>P distobj = darray() 
>>P I = eye(7, distobj) 
 
13) Εάν απαιτείται η κατανομή του πίνακα σε διαφορετική διάσταση, τότε ο 
χρήστης μπορεί να χρησιμοποιήσει τη συνάρτηση redistribute. 
P>> I = redistribute(I, 1) 
 
 
Εικόνα 27: Απεικόνιση του Παραθύρου Παράλληλων Εντολών (4). 
 
14) Για να τερματιστεί η παράλληλη λειτουργία και να επιστρέψει ο χρήστης στο 
MATLAB αρκεί να εκτελέσει την παρακάτω εντολή. 
P>> pmode exit 
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4.3. Προγραμματισμός Κατανεμημένης Εργασίας 
4.3.1. Με χρήση ενός τοπικού δρομολογητή 
Ορισμένες εργασίες απαιτούν περισσότερο έλεγχο, όχι μόνο τη 
λειτουργικότητα που προσφέρει η συνάρτηση dfeval. Ο χρήστης πρέπει να 
προγραμματίσει όλα τα βήματα για τη δημιουργία και την εκτέλεση της εργασίας. 
Ο τοπικός δρομολογητής επιτρέπει στο χρήστη τη δημιουργία και την εκτέλεση 
εργασιών χωρίς να είναι απαραίτητο να χρησιμοποιήσει μία εξωτερική συστοιχία 
υπολογιστών. 
Στην ενότητα αυτή θα παρουσιαστούν με λεπτομέρειες τα βήματα μίας 
τυπικής προγραμματιστικής συνόδου με την εργαλειοθήκη Distributed Computing 
ToolboxTM χρησιμοποιώντας έναν τοπικό δρομολογητή (Programming Distributed 
Jobs [3]). 
 
4.3.1.1. Δημιουργία ενός αντικειμένου δρομολογητή 
Με τη χρήση της συνάρτησης findResource δημιουργείται ένα αντικείμενο στη 
σύνοδο του MATLAB το οποίο αντιπροσωπεύει τον τοπικό δρομολογητή. 
myscheduler = findResource(‘scheduler’, ‘type’, ‘local’) 
 
Στην παραπάνω εντολή δεν χρησιμοποιήθηκε ερωτηματικό στο τέλος της και 
για το λόγο αυτό στο Παράθυρο Εντολών του MATLAB παρουσιάζονται 
πληροφορίες σχετικές με τον τοπικό δρομολογητή. 
Local Scheduler Information 
=========================== 
 
                      Type : local 
             ClusterOsType : unix 
              DataLocation : 
/home/achatzia/.MATLAB/R2007b/mdce_local_sched... 
       HasSharedFilesystem : true 
 
- Assigned Jobs 
           Number Pending  : 212 
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            Number Queued   : 0 
           Number Running  : 0 
           Number Finished : 163 
 
- Local Specific Properties 
         ClusterMATLABRoot : /opt/MATLAB 
 
4.3.1.2. Δημιουργία μίας εργασίας 
Ο χρήστης μπορεί να δημιουργήσει μία εργασία χρησιμοποιώντας τη 
συνάρτηση createJob. Η συνάρτηση αυτή δημιουργεί μία εργασία στην 
τοποθεσία δεδομένων του δρομολογητή, δημιουργεί ένα αντικείμενο της 
εργασίας myjob στη σύνοδο πελάτη και εάν παραβλεφθεί το ερωτηματικό στο 
τέλος της εντολής, τότε παρουσιάζει και πληροφορίες σχετικές με την εργασία. 
myjob = createJob(myscheduler) 
 
Job ID 487 Information 
====================== 
 
                  UserName : achatzia 
                     State : pending 
                SubmitTime :  
                 StartTime :  
          Running Duration :  
 
- Data Dependencies 
          FileDependencies : {} 
          PathDependencies : {} 
 
- Associated Task(s) 
           Number Pending  : 0 
           Number Running  : 0 
           Number Finished : 0 
          TaskID of errors :  
 
4.3.1.3. Δημιουργία Διεργασιών 
Εφόσον ο χρήστης δημιουργεί την εργασία που επιθυμεί, έπειτα δημιουργεί τι 
διεργασίες με τη χρήση της συνάρτησης createTask. οι διεργασίες ορίζουν τις 
συναρτήσεις που θα υπολογιστούν από τους εργάτες κατά την εκτέλεση της 
εργασίας. Συνήθως, οι διεργασίες μίας  εργασίας είναι πανομοιότυπες. 
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  createTask(myjob, @rand, 1, {{3,3} {3,3} {3,3} {3,3}}) 
 
Οι πληροφορίες που παρουσιάζονται για την παραπάνω εντολή είναι οι εξής: 
Tasks: 4 by 1 
    ============= 
 
 Task ID   State     End Time     Function Name    Error  
 -------------------------------------------------------- 
    1      pending                @rand                   
    2      pending                @rand                   
    3      pending                @rand                   
    4      pending                @rand                   
 
4.3.1.4. Κατάθεση μίας εργασίας στο δρομολογητή 
Για να εκτελεστεί μία εργασία και να υπολογιστούν οι διεργασίες της πρέπει 
να κατατεθεί η εργασία αυτή στο δρομολογητή με τη χρήση της συνάρτησης 
submit 
submit(myjob) 
 
Με την εκτέλεση της εντολής αυτής, ο τοπικός δρομολογητής εκκινεί τέσσερις 
συνόδους εργάτες. Έπειτα, κατανέμει τις διεργασίες της εργασίας myjob στους 
εργάτες για να υπολογιστούν. 
 
4.3.1.5. Ανάκτηση των αποτελεσμάτων της εργασίας 
Τα αποτελέσματα από τον υπολογισμό κάθε διεργασίας αποθηκεύονται με τη 
μορφή πίνακα στην ιδιότητα OutputArguments του κάθε αντικειμένου διεργασίας. 
Ο χρήστης θα πρέπει να περιμένει μέχρι να ολοκληρωθεί η εργασία για να 
χρησιμοποιήσει τη συνάρτηση getAllOutputArguments για να ανακτήσει τα 
αποτελέσματα από όλες τις διεργασίες της εργασίας.  
waitForState(myjob) 
results = getAllOutputArguments(myjob) 
 
Για την απεικόνιση των αποτελεσμάτων αρκεί ο χρήστης να πληκτρολογήσει: 
results{:} 
Και θα λάβει στην οθόνη του τα αποτελέσματα. 
ans = 
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     0.5488    0.5449    0.4376 
    0.7152    0.4237    0.8918 
    0.6028    0.6459    0.9637 
 
ans = 
    0.9173    0.4809    0.4626 
    0.6839    0.4612    0.8009 
    0.8661    0.1562    0.2155 
 
ans = 
    0.2951    0.6902    0.9602 
    0.0990    0.7010    0.7780 
    0.3277    0.3821    0.9143 
 
ans = 
    0.3527    0.4783    0.9689 
    0.9411    0.5647    0.4288 
    0.3007    0.0864    0.0360 
 
4.3.1.6. Η συμπεριφορά του τοπικού δρομολογητή 
Ο τοπικός δρομολογητής εκτελείται στη σύνοδο πελάτη του MATLAB, για το 
λόγο αυτό δεν είναι απαραίτητο να ξεκινήσει μία ξεχωριστεί διαδικασία 
δρομολογητή. Όταν ο χρήστης καταθέσει μία εργασία για να υπολογιστεί από τον 
τοπικό δρομολογητή, τότε ο δρομολογητής εκκινεί μία σύνοδο εργάτη για κάθε 
διεργασία. Οι σύνοδοι εργάτη δεν μπορούν να υπερβαίνουν σε αριθμό τις 
τέσσερις. Επομένως όταν υπάρχουν περισσότερες από τέσσερις διεργασίες, ο 
δρομολογητής περιμένει μέχρι κάποιος εργάτης να ολοκληρώσει τον υπολογισμό 
μίας διεργασίας για να του στείλει κάποια άλλη. Ο τοπικός δρομολογητής δεν έχει 
καμία συνεργασία με άλλον δρομολογητή, ούτε με άλλους εργάτες που μπορεί να 
τρέχουν στον τοπικό υπολογιστή. Πολλαπλές σύνοδοι του MATLAB μπορούν να 
ξεκινήσουν σε έναν τοπικό υπολογιστή  κάθε μία το δικό της δρομολογητή, ο 
οποίος θα έχει τους δικούς του εργάτες. Όμως, οι σύνοδοι αυτές δεν έχουν τη 
δυνατότητα να συνεργαστούν μεταξύ τους. Επομένως, ο χρήστης δεν μπορεί να 
συνδυάσει τοπικές συνόδους με σκοπό να αυξήσει το μέγεθος μίας συστοιχίας. 
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 4.4. Προγραμματισμός Παράλληλης Εργασίας 
Παράλληλες εργασίες είναι αυτές κατά τις οποίες οι εργάτες (ή τα εργαστήρια) 
έχουν τη δυνατότητα να επικοινωνούν μεταξύ τους κατά τον υπολογισμό των 
διεργασιών τους (Programming Parallel Jobs [3]). 
4.4.1. Εισαγωγή 
Μία παράλληλη εργασία αποτελείται από μία μοναδική διεργασία οι οποία 
εκτελείται ταυτόχρονα σε ένα πλήθος εργατών. Συγκεκριμένα, η διεργασία 
αντιγράφεται σε κάθε εργάτη. Έτσι, κάθε εργάτης έχει τη δυνατότητα να εκτελέσει 
τη διεργασία για διαφορετικό σύνολο δεδομένων ή να εκτελέσει ένα συγκεκριμένο 
τμήμα από ένα τεράστιο σύνολο δεδομένων. 
Τα στάδια δημιουργίας και εκτέλεσης μίας παράλληλης εργασίας είναι όμοια 
με αυτά της κατανεμημένης εργασίας. 
1) Εύρεση ενός δρομολογητή 
2) Δημιουργία μίας παράλληλης εργασίας 
3) Δημιουργία μίας διεργασίας 
4) Κατάθεση της εργασίας για εκτέλεση 
5) Ανάκτηση των αποτελεσμάτων 
 
Ο Πίνακας 4 παρουσιάζει περιληπτικά τις διαφορές μεταξύ των 
κατανεμημένων και των παράλληλων εργασιών. 
 
Πίνακας 4: Διαφορές μεταξύ των κατανεμημένων και των παράλληλων εργασιών. 
Κατανεμημένη Εργασία Παράλληλη Εργασία 
Οι σύνοδοι του MATLAB ονομάζονται 
εργάτες και εκτελούν τις διεργασίες 
αλλά δεν επικοινωνούν μεταξύ τους. 
Οι σύνοδοι του MATLAB ονομάζονται 
εργαστήρια και επικοινωνούν μεταξύ 
τους όταν εκτελούν τις διεργασίες 
τους. 
Ο χρήστης μπορεί να ορίσει όσες Ο χρήστης μπορεί να ορίσει μόνο μία 
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 διεργασίες επιθυμεί στην εργασία. διεργασία. Αντίγραφα της διεργασίας 
αυτής εκτελούνται σε όλα τα 
εργαστήρια της παράλληλης 
εργασίας. 
Δεν είναι απαραίτητο οι διεργασίες να 
εκτελούνται ταυτόχρονα. Οι 
διεργασίες κατανέμονται στους 
εργάτες όταν αυτοί είναι διαθέσιμοι. 
Επομένως, ένας εργάτης μπορεί να 
εκτελέσει διάφορες διεργασίες κατά τη 
διάρκεια μίας εργασίας. 
Οι διεργασίες εκτελούνται 
ταυτόχρονα. Επομένως, ο χρήστης 
έχει τη δυνατότητα να εκτελέσει μία 
εργασία σε όσα εργαστήρια είναι 
διαθέσιμα κατά το χρόνο εκτέλεσης 
της εργασίας. Η εκκίνηση μίας 
εργασίας μπορεί να καθυστερήσει 
μέχρι ο απαραίτητος αριθμός των 
εργαστηρίων να είναι διαθέσιμος. 
 
Κατά την εκτέλεση μίας παράλληλης εργασίας, ο χρήστης μπορεί να 
χρησιμοποιήσει οποιονδήποτε τύπο δρομολογητή επιθυμεί. Στην ενότητα αυτή 
διευκρινίζεται ο τρόπος που δημιουργείται μία παράλληλη εργασία, ενώ 
ταυτόχρονα παρουσιάζονται ορισμένα παραδείγματα παράλληλων εργασιών. 
 
4.4.2. Οι κυριότερες εντολές για τη δημιουργία του κώδικα της 
διεργασίας 
Η διαβίβαση δεδομένων μεταξύ των εργαστηρίων μίας παράλληλης εργασίας 
πραγματοποιείται με τη χρήση των κατάλληλων συναρτήσεων. Οι κυριότερες 
από αυτές τις συναρτήσεις είναι οι εξής: 
 
numlabs 
Επιστρέφει το συνολικό αριθμό των εργαστηρίων που λειτουργούν 
παράλληλα στην τρέχουσα εργασία 
 
labindex 
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 Χρησιμοποιείται για τη διευκρίνηση του αριθμού που χαρακτηρίζει κάθε 
εργαστήριο. 
 
labSend(data, destination, tag) 
Χρησιμοποιείται για την αποστολή δεδομένων σε προκαθορισμένο 
παραλήπτη – εργαστήριο. Η μεταβλητή data είναι τα δεδομένα ου στέλνονται σε 
συγκεκριμένο εργαστήριο. Η μεταβλητή destination είναι ο αριθμός 
(labindex) του  εργαστηρίου που θα λάβει τα δεδομένα. Η μεταβλητή tag είναι 
μια ετικέτα που μπορεί να διευκρινίσει ποιο δεδομένο αποστέλλεται. 
 
data = labReceive(source,tag) 
Χρησιμοποιείται για τη λήψη δεδομένων από έναν προκαθορισμένο αποτολέα 
– εργαστήριο. Η μεταβλητή data είναι τα δεδομένα που λαμβάνονται από ένα 
συγκεκριμένο εργαστήριο. Η μεταβλητή source είναι ο αριθμός (labindex) του  
εργαστηρίου που στέλνει τα δεδομένα. Η μεταβλητή tag είναι ένα επίθεμα το 
οποίο μπορεί να διευκρινίσει ποιο δεδομένο παραλαμβάνεται. 
 
labBroadcast(senderlab, data) 
Χρησιμοποιείται για την αποστολή δεδομένων από το κεντρικό εργαστήριο 
προς τα υπόλοιπα. Η μεταβλητή senderlab είναι ο αριθμός (labindex) του 
κεντρικού εργαστηρίου που στέλνει τα δεδομένα. Η μεταβλητή data είναι τα 
δεδομένα που στέλνονται από το κεντρικό εργαστήριο. Για να λάβει ένα 
εργαστήριο δεδομένα που έχουν σταλεί με τη χρήση της εντολή labBroadcast 
πρέπει να χρησιμοποιήσει την ίδια την εντολή labBroadcast(senderlab) και 
όχι την εντολή labReceive. 
 
is_data_availiable = labProbe(source, tag) 
Η εντολή αυτή χρησιμεύει στον έλεγχο των εισερχόμενων μηνυμάτων χωρίς 
να προηγηθεί η λήψη τους. Η μεταβλητή is_data_availiable είναι ένας 
αριθμός (0 ή 1), ο οποίος δείχνει εάν κάποιο μήνυμα είναι έτοιμο για να 
παραληφθεί. Η μεταβλητή source είναι ο αριθμός (labindex) του  εργαστηρίου 
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 που στέλνει τα δεδομένα. Η μεταβλητή tag είναι ένα επίθεμα το οποίο μπορεί να 
διευκρινίσει ποιο δεδομένο παραλαμβάνεται. 
 
labBarrier 
Η εντολή αυτή αποτελεί την πιο απλή μορφή συλλογικής επικοινωνίας. Δεν 
σχετίζεται με την ανταλλαγή δεδομένων, αλλά αντίθετα παρέχει έναν μηχανισμό 
για το συγχρονισμό όλων των εργαστηρίων που την καλούν. Κάθε εργαστήριο 
σταματάει προσωρινά έως ότου όλες οι διεργασίες να καλέσουν τη συνάρτηση 
αυτή. 
 
4.4.3. Οι κυριότερες εντολές για τη δημιουργία κώδικα στη σύνοδο 
πελάτη 
Όπως συμβαίνει και στις κατανεμημένες εργασίες, ο χρήστης πρέπει να 
αναζητήσει έναν δρομολογητή και να δημιουργήσει ένα αντικείμενο δρομολογητή, 
στη σύνοδο πελάτη του MATLAB, χρησιμοποιώντας τη συνάρτηση findResource. 
Υπάρχουν κάποιες μικρές διαφορές στα ορίσματα που δέχεται η συνάρτηση 
findResource, ανάλογα με τον τύπο δρομολογητή που θα χρησιμοποιηθεί, αλλά 
με τον καθορισμό των ρυθμίσεων οι διαφορές αυτές εξαλείφονται. 
 
1) Στον κώδικα στη σύνοδο πελάτη, αρχικά, ο χρήστης δημιουργεί το αντικείμενο 
του δρομολογητή. 
myscheduler = findResource( ‘scheduler’, ‘configuration’, 
‘local’ ); 
 
Στην παραπάνω εντολή αντί να χρησιμοποιηθεί η μεταβλητή 'local' θα μπορούσε 
να χρησιμοποιηθεί το όνομα οποιασδήποτε ρύθμισης έχει δημιουργηθεί από το 
χρήστη. 
 
2) Όταν το αντικείμενο δρομολογητή έχει δημιουργηθεί, ο χρήστης μπορεί να 
δημιουργήσει το αντικείμενο της εργασίας που επιθυμεί με τη χρήση της 
συνάρτησης createParallelJob. 
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myPjob = createParallelJob( myscheduler ); 
 
3) Στο σημείο αυτό υποθέτουμε ότι ο κώδικας της διεργασίας βρίσκεται στο 
αρχείο myfunction.m. Για να αντιγραφεί και να γίνει διαθέσιμος σε κάθε 
εργαστήριο ο κώδικας αυτός θα πρέπει ο χρήστης να εκτελέσει την ακόλουθη 
εντολή. 
set( myPjob, ‘FileDependencies’, {myfunction.m} ); 
 
4) Στο σημείο αυτό ο χρήστης έχει τη δυνατότητα να ορίσει και άλλες ιδιότητες 
της εργασίας, όπως για παράδειγμα τον αριθμό των εργατών που θα 
χρησιμοποιηθούν. Οι ιδιότητες αυτές, όπως έχει προαναφερθεί μπορούν να 
οριστούν και από τις ρυθμίσεις του χρήστη. Με τις εντολές που ακολουθούν 
ορίζεται ότι θα χρησιμοποιηθούν τέσσερα εργαστήρια για την εκτέλεση της 
εργασίας. 
set( myPjob, ‘MaximumNumberOfWorkers’, 4 ); 
set( myPjob, ‘MinimumNumberOfWorkers’, 4 ); 
 
5) Ο χρήστης στο σημείο αυτό μπορεί να δημιουργήσει την διεργασία της 
παράλληλης εργασίας του με τη συνάρτηση createTask. Στη συγκεκριμένη 
εντολή επιστρέφεται μόνο ένα όρισμα εξόδου από κάθε εργαστήριο και δεν 
υπάρχουν ορίσματα εισόδου. 
mytask = creatTask( myPjob, @myfunction, 1, {} ); 
 
6) Ο χρήστης καταθέτει την παράλληλη εργασία για να εκτελεστεί με την εντολή 
submit. 
submit( myPjob); 
 
7) Τέλος, ο χρήστης πρέπει να περιμένει μέχρι την ολοκλήρωση της 
παράλληλης εργασίας για να ανακτήσει τα αποτελέσματα. 
waitForState(myPjob); 
results = getAllOutputArguments(myPjob); 
 
Παραδείγματα παράλληλων εργασιών παρουσιάζονται στο Παράρτημα Α. 
 
 5. GNU Octave 
5.1. Εισαγωγή 
Η GNU Octave είναι μια υψηλού επιπέδου γλώσσα, η οποία προορίζεται 
κυρίως για αριθμητικούς υπολογισμούς. Παρέχει μια διεπαφή με κυρίαρχο 
στοιχείο το Παράθυρο Εντολών. Χρησιμοποιείται, κυρίως, για την επίλυση 
γραμμικών και μη γραμμικών αριθμητικών προβλημάτων.  Αλλά και για την 
εκτέλεση άλλων αριθμητικών πειραμάτων χρησιμοποιώντας μια γλώσσα που 
είναι συμβατή επί το πλείστον με το MATLAB. Υπάρχει η δυνατότητα να 
χρησιμοποιηθεί και ως batch-oriented γλώσσα. 
 
5.2. Σχετικά με την Octave 
Η αρχική ιδέα για το πρόγραμμα Octave συλλήφθηκε περίπου το 1988. Στην 
αρχή προοριζόταν να χρησιμοποιηθεί για τις απαιτήσεις μίας σειράς μαθημάτων 
που αφορούσαν το σχεδιασμό χημικών αντιδραστήρων. Η ανάπτυξη του 
προγράμματος με τη μορφή που έχει σήμερα άρχισε από John W. Eaton το 
1992. Η πρώτη λειτουργικά ολοκληρωμένη έκδοση του Octave παρουσιάστηκε 
στις 17 Φεβρουαρίου 1994. 
Η GNU Octave, σήμερα, διαθέτει εκτεταμένα εργαλεία για την επίλυση κοινών 
προβλημάτων που αφορούν την αριθμητική γραμμική άλγεβρα, για την ανεύρεση 
των ριζών από μη γραμμικές εξισώσεις, για την ενσωμάτωση συνηθισμένων 
συναρτήσεων, για τη χρήση πολυωνύμων και για την ενσωμάτωση 
συνηθισμένων διαφορικών – αλγεβρικών εξισώσεων. Είναι εύκολα επεκτάσιμη 
και προσαρμόσιμη μέσω συναρτήσεων, οι οποίες καθορίζονται από το χρήστη 
της Octave και είναι γραμμένες είτε στη γλώσσα Octave, είτε σε άλλες γλώσσες 
(MATLAB). 
Τα τεχνικά χαρακτηριστικά της γλώσσας Octave είναι τα εξής: 
• Έχει γραφτεί σε γλώσσα C++ και χρησιμοποιεί τις βιβλιοθήκες STL. 
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 • Έχει ένα μεταγλωττιστή που χρησιμοποιεί για την μεταγλώττιση των 
προγραμμάτων. 
• Είναι επεκτάσιμη χρησιμοποιώντας δυναμικά φορτώσιμες ενότητες 
• Ο μεταγλωττιστής της Octave χρησιμοποιεί την gnuplot και το λογισμικό 
Grace για να μπορέσει να δημιουργήσει εικόνες, γραφικές παραστάσεις 
και διαγράμματα. 
 
Τέλος, πρέπει να αναφερθεί ότι είναι ελεύθερο λογισμικό, το οποίο μπορεί να 
διανεμηθεί και/ή να τροποποιηθεί υπό τους όρους της General Public Licence 
(GPL) [15]. 
 
5.3. Παράλληλη Επεξεργασία μέσω του Octave 
Τα εργαλεία για παράλληλη επεξεργασία που διαθέτει το Octave είναι, 
συνήθως, βασισμένα σε εργαλεία του MATLAB. 
Τα σημαντικότερα εργαλεία που διαθέτει το Octave για τον παραλληλισμό 
προγραμμάτων είναι το πακέτο Multicore και το MPI Toolbox. Περιληπτικά, το 
πακέτο Multicore του Octave χρησιμοποιεί κάποιες συναρτήσεις για την 
πραγματοποίηση παράλληλης επεξεργασίας σε πολλαπλούς πυρήνες σε ένα 
μόνο μηχάνημα ή με πολλούς υπολογιστές που έχουν πρόσβαση σε έναν κοινό 
κατάλογο. Το MPI Toolbox του Octave, το οποίο ουσιαστικά αποτελεί το 
σημαντικότερο εργαλείο του Octave για παράλληλη επεξεργασία, χρησιμοποιεί 
το πρότυπο MPI. Το πρότυπο MPI (Message Passing Interface) είναι ένα 
πρωτόκολλο επικοινωνίας που χρησιμοποιεί μία σειρά συναρτήσεων οι οποίες 
μέσω της ανταλλαγής μηνυμάτων μεταξύ υπολογιστών δίνουν τη δυνατότητα 
παράλληλης εκτέλεσης μίας εφαρμογής. 
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 5.4. Τυπικές Περιπτώσεις Χρήσης της Παράλληλης 
Επεξεργασίας μέσω του Octave 
Όπως έχει αναφερθεί στην προηγούμενη ενότητα το πρωτόκολλο 
επικοινωνίας MPI είναι το σημαντικότερο εργαλείο του Octave για παράλληλη 
επεξεργασία. Το πρότυπο αυτό είναι κατάλληλο για την υλοποίηση εφαρμογών, 
οι οποίες είτε περιέχουν μεγάλο πλήθος δεδομένων, είτε περιέχουν μεγάλο 
πλήθος εντολών, είτε έναν συνδυασμό των παραπάνω. Στη συνέχεια 
αναπτύσσονται κάποια μοντέλα στα οποία έχει τη δυνατότητα να χρησιμοποιηθεί 
το πρότυπο MPI και μέσω της παράλληλης επεξεργασίας να προσφέρει 
σημαντική ελάττωση στο χρόνο εκτέλεσης τους. 
 
5.4.1. Το μοντέλο Απλή Εντολή Πολλαπλά Δεδομένα (ΑΕΠΔ) 
Το μοντέλο αυτό (Single Instruction Multiple Data, SIMD) αναφέρεται σε μία 
απλή εντολή, η οποία εκτελείται σε διαφορετικά δεδομένα. Μία τυπική 
περίπτωση, όπου κάποιος μπορεί να συναντήσει το μοντέλο αυτό είναι ένας 
βρόχος που η επαναλήψεις του είναι ανεξάρτητες μεταξύ τους. 
Ένας βρόχος, όπως έχει αναφερθεί και στην αντίστοιχη ενότητα του MATLAB, 
μπορεί είτε να έχει πολλαπλές επαναλήψεις, είτε να έχει μακροσκελής 
επαναλήψεις. Σε κάθε περίπτωση το πρότυπο MPI δίνει τη δυνατότητα 
βελτίωσης τέτοιων βρόχων, επιτρέποντας διάφορες διεργασίες να εκτελούν 
μεμονωμένες επαναλήψεις του βρόχου ταυτόχρονα. Η βελτίωση, δηλαδή στο 
μοντέλο αυτό πραγματοποιείται με τον παραλληλισμό των δεδομένων. 
 
5.4.2. Το μοντέλο Πολλαπλές Εντολές Πολλαπλά Δεδομένα (ΠΕΠΔ) 
Το μοντέλο αυτό (Multiple Instructions Multiple Data, MIMD) αναφέρεται σε 
πολλαπλές εντολές, οι οποίες εκτελούνται σε διαφορετικά δεδομένα. Υπάρχει 
περίπτωση, σε μία εφαρμογή, να βρίσκεται μία σειρά διαφορετικών εντολών οι 
οποίες εκτελούνται σε διαφορετικά δεδομένα.  
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 Όπως και στην περίπτωση των βρόχων, μπορεί είτε το πλήθος των εντολών 
αυτών να είναι μεγάλο, είτε κάθε μία από τις εντολές να απαιτεί πολύ χρόνο για 
να εκτελεστεί. Και στις δύο περιπτώσεις η σειριακή εκτέλεση των εντολών αυτών 
απαιτεί σημαντικό χρόνο για να ολοκληρωθεί. Το πρότυπο MPI δίνει τη 
δυνατότητα βελτίωσης τέτοιων τμημάτων κώδικα, επιτρέποντας διάφορες 
διεργασίες να εκτελούν ταυτόχρονα τέτοιες εντολές. Η βελτίωση, δηλαδή στο 
μοντέλο αυτό πραγματοποιείται με τον παραλληλισμό των εντολών. 
 
5.4.3. Το μοντέλο Απλό Πρόγραμμα Πολλαπλά Δεδομένα (ΑΠΠΔ) 
Το μοντέλο αυτό (Single Program Multiple Data, SPMD) αναφέρεται στο ίδιο 
πρόγραμμα, το οποίο εκτελείται σε διαφορετικά δεδομένα, χωρίς όμως να 
απαιτείται συγχρονισμός σε επίπεδο εντολής. Υπάρχει περίπτωση, σε μία 
εφαρμογή να καλείται πολλές φορές μία συνάρτηση που εκτελείται σε 
διαφορετικά δεδομένα. 
Η σειριακή εκτέλεση μίας τέτοιας συνάρτησης είναι χρονοβόρα. Το πρότυπο 
MPI δίνει τη δυνατότητα βελτίωσης μίας τέτοιας εφαρμογής, εκτελώντας 
παράλληλα το πρόγραμμα που εκτελείται σε διαφορετικά δεδομένα. Η βελτίωση, 
δηλαδή στο μοντέλο αυτό πραγματοποιείται με τον παραλληλισμό του 
προγράμματος. Μία απεικόνιση του μοντέλου αυτού παρουσιάζεται στην Εικόνα 
28. 
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Εικόνα 28: Μοντέλο Απλό Πρόγραμμα Πολλαπλά Δεδομένα (ΑΠΠΔ). 
 
 
Σημείωση: Εάν επιβληθεί πλήρης συγχρονισμός σε επίπεδο εντολής τότε το μοντέλο ΑΠΠΔ - 
SPMD μπορεί να μεταπέσει σε ΑΕΠΔ - SIMD. Εάν επιβληθεί εκτέλεση διαφορετικού τμήματος 
του προγράμματος σε κάθε επεξεργαστή τότε το ΑΠΠΔ - SPMD μπορεί να μεταπέσει σε 
ΠΕΠΔ - MIMD. 
 
 
 
 
 6. Το πακέτο Multicore του Octave 
Στην ενότητα αυτή περιγράφεται το πακέτο Multicore του Octave [4]. Το 
πακέτο αυτό επιτρέπει στον χρήστη του Octave να υπολογίσει μία συνάρτηση 
παράλληλα χρησιμοποιώντας διάφορες διεργασίες.  
 
6.1. Εισαγωγή 
Το Octave περιέχει ορισμένα πακέτα, τα οποία είναι χωρισμένα σε 
συγκεκριμένες ομάδες. Οι ομάδες αυτές είναι οι εξής: 
• Main repository 
• Extra packages 
• Native Translations 
• Non-free packages 
 
Στην ομάδα Extra packages βρίσκεται το πακέτο Multicore. 
Οι τελευταίες εκδόσεις του MATLAB (ξεκινώντας από την R2007a) 
περιλαμβάνουν υποστήριξη για πολλαπλούς πυρήνες. Ωστόσο, το MATLAB έχει 
τη δυνατότητα να χρησιμοποιήσει το πλεονέκτημα των πολλαπλών πυρήνων σε  
συγκεκριμένους υπολογισμούς όπως η FFT ή η FIR λειτουργία φιλτραρίσματος. 
Το MATLAB δεν θα είναι ποτέ σε θέση να προσδιορίσει εάν, για παράδειγμα, οι 
διαδοχικές κλήσεις σε έναν βρόχο-for είναι ανεξάρτητες η μία από την άλλη. Με 
αυτό το πακέτο, παρέχονται κάποιες συναρτήσεις του MATLAB για την 
πραγματοποίηση παράλληλης επεξεργασίας σε πολλαπλούς πυρήνες σε ένα 
μόνο μηχάνημα ή με πολλούς υπολογιστές που έχουν πρόσβαση σε έναν κοινό 
κατάλογο. 
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 6.2. Συναρτήσεις που περιέχονται στο πακέτο Multicore 
Η χρήση διάφορων διεργασιών με σκοπό την παράλληλη εκτέλεση ενός 
κώδικα με τη χρήση του πακέτου Multicore πραγματοποιείται με τη χρήση των 
κατάλληλων συναρτήσεων. Οι συναρτήσεις αυτές είναι οι εξής: 
 
startmulticoremaster.m 
Λαμβάνει τη συνάρτηση και τις παραμέτρους της και υπολογίζει το 
αποτέλεσμα. Τα αρχεία που περιέχουν πληροφορίες σχετικά με το ποια 
συνάρτηση είναι για να  εκτελεστεί και με ποιες παραμέτρους, αποθηκεύονται σε 
ένα φάκελο και διαβάζονται από τις διεργασίες εργάτες. Τα αποτελέσματα 
σώζονται από τη διεργασία εργάτη με σκοπό να διαβαστούν αργότερα. 
 
startmulticoreslave.m 
Φορτώνει τα αρχεία που δημιουργούνται από τη συνάρτηση 
startmulticoremaster.m και αξιολογεί τη συγκεκριμένη συνάρτηση. Τα 
αποτελέσματα σώζονται σε αρχεία στον ίδιο κατάλογο. 
 
setfilesemaphore.m, removefilesemaphore.m και 
deletewithsemaphores.m 
Είναι πολύ σημαντικό να αποφευχθεί το γεγονός ότι διάφορες διεργασίες 
MATLAB μπορεί να προσπαθήσουν να ανοίξουν/διαγράψουν/ εγγράψουν σε ένα 
αρχείο ταυτόχρονα. Χρησιμοποιώντας μια απλή τεχνική semaphore, η 
αποκλειστική πρόσβαση σε ένα αρχείο είναι εγγυημένη. 
 
existfile.m, existfile.c 
Έλεγχος εάν ένα αρχείο υπάρχει. Για τη χρήση του ταχύτερου αρχείου MEX, 
ο χρήστης μπορεί να πληκτρολογήσει "MEX-setup", να επιλέξει τον builtin Lcc 
μεταγλωτιστή και να πληκτρολογήσει "mex existfile.c" για τη μεταγλώττιση του 
αρχείου. Ωστόσο, το πακέτο λειτουργεί και χωρίς τη χρήση του αρχείου MEX. 
 
findfiles.m 
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 Επιστρέφει μία λίστα από ονόματα αρχείων που ταιριάζουν με μια 
συγκεκριμένη προδιαγραφή σε έναν πίνακα. 
 
getusername.m 
Επιστρέφει το όνομα του χρήστη. 
 
tempdir2.m 
Επιστρέφει το όνομα του προσωρινού καταλόγου. 
 
6.3. Παράδειγμα Χρήσης του πακέτου Multicore 
Στην ενότητα αυτή παρουσιάζεται ένα παράδειγμα εάν ο χρήστης έχει 
πολλαπλές κλήσεις συνάρτησης που είναι ανεξάρτητες η μία της άλλης. Έστω ότι 
ο κώδικας είναι ο εξής: 
resultCell = cell(size(parameterCell)); 
for k=1:numel(parameterCell) 
resultCell{k} = myfun(parameterCell{k}); 
end 
 
Τότε ο βρόχος-for μπορεί να αντικατασταθεί από την εξής εντολή: 
resultCell = startmulticoremaster(@myfun, parameterCell); 
 
Η συνάρτηση αυτή επιτρέπει στο χρήστη να υπολογίσει το βρόχο παράλληλα 
χρησιμοποιώντας διάφορες διεργασίες. Το μόνο που χρειάζεται να γίνει στις 
άλλες διεργασίες του MATLAB είναι να εκτελεστεί η εντολή: 
startmulticoreslave; 
 
Δεν υπάρχουν ειδικά toolboxes που να χρησιμοποιούνται, δεν είναι 
απαραίτητη η σύνταξη MEX–αρχείων, όλα είναι προγραμματισμένα στην απλή 
και ανεξάρτητη πλατφόρμα του MATLAB. Αν μία διεργασία εργάτη τερματιστεί, ο 
εκτέλεση του βρόχου δεν τερματίζεται. 
Η επικοινωνία μεταξύ των διαδικασιών, πράγμα το οποίο γίνεται με τη χρήση 
του συστήματος αρχείων, προκαλεί κάποια επιβάρυνση. Για το λόγο αυτό, 
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βελτίωση στην ταχύτητα εκτέλεσης μίας συνάρτησης θα παρατηρηθεί μόνο όταν 
η συνάρτηση αυτή απαιτεί πολύ χρόνο.  Επίσης, σε περίπτωση υπολογισμού 
τεράστιου αριθμού συναρτήσεων, όπου ο κάθε υπολογισμός συνάρτησης 
χρειάζεται μόνο ένα κλάσμα του δευτερολέπτου, η χρήση αυτού του πακέτου θα 
προσφέρει μείωση του απαιτούμενου χρόνου. 
 
 
 7. Το MPI Toolbox του Octave 
Στην ενότητα αυτή περιγράφεται η LAM/MPI διεπαφή για το 
προγραμματιστικό περιβάλλον του Octave. Η διεπαφή αυτή είναι όμοια με το MPI 
Toolbox (MPITB) του MATLAB. Στο σημείο αυτό, θα πρέπει να σημειωθεί ότι αν 
και έχει πραγματοποιηθεί μία σειρά προσπαθειών από προγραμματιστές, δεν 
έχει υλοποιηθεί ακόμη ολοκληρωμένη MPI διεπαφή για το Octave.  
Το λογισμικό Parallel Knoppix [16], το οποίο έχει εγκατεστημένη την 
εφαρμογή GNU Octave (χρήση του MPITB), χρησιμοποιήθηκε στα πλαίσια της 
εργασίας αυτής με σκοπό την ανάπτυξη εφαρμογών με τη χρήση του MPITB του 
Octave. 
 
7.1. Εισαγωγή 
Η διαβίβαση μηνυμάτων είναι πλέον ένας διαδεδομένος τρόπος για την 
ανάπτυξη κώδικα για παράλληλο υπολογισμό. Η πιο διαδεδομένη παράλληλη 
βιβλιοθήκη είναι το πρότυπο MPI [6]. Μέσω του MPI υπάρχει η δυνατότητα 
διαβίβασης οδηγιών και δεδομένων μεταξύ διαφορετικών υπολογιστικών 
διεργασιών. 
Το πρότυπο MPI έχει χρησιμοποιηθεί σε αρκετά πακέτα, τα σημαντικότερα 
από τα οποία είναι τα εξής: 
• OpenMPI [17] 
• LAM/MPI [18] 
• MPICH [19] 
 
Τα πακέτα αυτά παρέχουν βιβλιοθήκες από συναρτήσεις της γλώσσας C 
καθώς και υπορουτίνες της Fortran, που μπορούν να χρησιμοποιηθούν μέσα 
από προγράμματα. Πολλές γλώσσες υψηλού επιπέδου έχουν τη δυνατότητα να 
συνδέονται με συναρτήσεις χαμηλού επιπέδου της C και της Fortran. Για 
παράδειγμα, οι γλώσσες υψηλού επιπέδου MATLAB, Octave, Ox, Python και R 
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 έχουν τις απαραίτητες επεκτάσεις οι οποίες επιτρέπουν τη χρήση του προτύπου 
MPI. 
 
7.1.1. Ιστορία του πρωτόκολλου MPI 
Το MPI είναι πρωτόκολλο επικοινωνίας μέσω μηνυμάτων. Δεν πρόκειται για 
κάποιο μοντέλο επικοινωνίας μέσω μηνυμάτων, αλλά ούτε και για κάποιο 
συγκεκριμένο υλοποιημένο προϊόν κάποιας εταιρίας. Μπορούμε να το 
χρησιμοποιήσουμε για να έχουμε παράλληλους υπολογιστές, συστοιχίες 
υπολογιστών. Μας παρέχει την mpi.h βιβλιοθήκη που υπάρχουν ρουτίνες 
υλοποιημένες προς χρήση των προγραμματιστών. 
Το πρωτόκολλο MPI έχει δημιουργηθεί από προσπάθειες πολλών ατόμων και 
ομάδων διάρκειας 2 χρόνων, από το 1992 μέχρι το 1994. Δίνοντας τις κύριες 
χρονικές εξέλιξης του MPI: 
• 1980 – αρχές 1990: Αναπτύσσονται διάφορα ασυμβίβαστα εργαλεία 
λογισμικού για να δημιουργούνται παράλληλα προγράμματα 
χρησιμοποιώντας κατανεμημένη μνήμη (distributed memory). Συνήθως, 
όμως, αφήνοντας σε δεύτερη μοίρα την απόδοση, φορητότητα ,την 
λειτουργικότητα αλλά και την τιμή. 
• Απρίλης 1992: Εργαστηριακή ομάδα που εργάζεται στα πρότυπα για 
Επικοινωνία μέσω Μηνυμάτων (Message Passing) σε ένα περιβάλλον 
κατανεμημένης μνήμης που υποστηρίζεται από το Κέντρο για την Έρευνα 
για παράλληλο υπολογισμό στο Williamsburg της Βιρτζίνια. Τα βασικά 
χαρακτηριστικά γνωρίσματα επικεντρώνονταν ουσιαστικά σε ένα πρότυπο 
μήνυμα που περνά τη διεπαφή και μια ομάδα εργασίας που 
δημιουργήθηκε για να συνεχίσει τη διαδικασία  
• Νοέμβριος 1992: Εργαστηριακή ομάδα δημιουργείται στην Μινεάπολη, 
στην Αμερική. Εκεί δημιουργείται το πρώτο πρότυπο MPI–1. 
• Νοέμβριος 1993: Το πρότυπο MPI–1 παρουσιάζεται και επίσημα σε 
συνέδρια για Supercomputing. 
 
 82
 Το MPI αποτελείται από πρότυπα βιβλιοθηκών, όπως παρουσιάζεται και στην 
Εικόνα 29, βασισμένα στη συναίνεση του forum MPI που έχει πάνω από 40 
συμμετέχουσες οργανώσεις συμπεριλαμβανομένων των υπεύθυνων για την 
ανάπτυξη και των χρηστών βιβλιοθηκών λογισμικού ερευνητές και προμηθευτών. 
 
 
Εικόνα 29: Δημιουργία του προτύπου MPI. 
 
7.1.2. Γενική Περιγραφή του MPI 
Ο αρχικός στόχος του MPI ήταν να καθιερωθούν φορητά, αποδοτικά 
πρότυπα για μεταβίβαση μηνυμάτων μέσω δικτύου (message passing), όπως 
παρουσιάζεται και στην Εικόνα 30, και που θα χρησιμοποιηθούν ευρέως για το 
γράψιμο μηνύματος που περνά στα προγράμματα διάφορα δεδομένα. 
Γι’ αυτό το λόγο το MPI είναι το πρώτο πρότυπο που αναπτύχθηκε, 
ανεξαρτήτως προμηθευτών, για διάδοση μηνυμάτων μέσω δικτύου. Τα 
πλεονεκτήματα ανάπτυξης λογισμικού που να είναι υπεύθυνο για διάδοση 
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 μηνυμάτων χρησιμοποιώντας MPI πλησιάζει κατά πολύ στην σχεδίαση στόχων 
φορητότητας , αποδοτικότητας και ευελιξίας. Κάτι που πρέπει να τονιστεί είναι ότι 
το MPI δεν ανήκει στα IEEE ή ISO πρότυπα, αλλά έχει στην πραγματικότητα, 
γίνει πρότυπο βιομηχανίας για γράψιμο εφαρμογών που χρησιμοποιούν 
μηνύματα διάδοσης. 
Λόγοι για να χρησιμοποιήσει κάποιος το MPI είναι οι εξής: 
1) Τυποποίηση: Το MPI είναι το μοναδικό πρωτόκολλο για μηνύματα μέσω 
δικτύου (message passing) που μπορεί να θεωρηθεί ως πρότυπο. 
Υποστηρίζεται ουσιαστικά σε όλες τις HPC πλατφόρμες. Πρακτικά έχει 
αντικαταστήσει όλες τις προηγούμενες βιβλιοθήκες που ήταν υλοποιημένες 
για διανομή μηνύματος μέσω δικτύου (message passing) 
2) Φορητότητα: Δεν υπάρχει λόγος να αλλάξει ο κώδικας μίας εφαρμογής όταν 
πρέπει να μεταφερθεί η εφαρμογή αυτή σε διαφορετική πλατφόρμα που 
υποστηρίζει MPI πρότυπο. 
3) Ευκαιρίες απόδοσης: Οι εφαρμογές προμηθευτών πρέπει να είναι σε θέση να 
εκμεταλλευτούν τα εγγενή χαρακτηριστικά γνωρίσματα του υλικού που έχουν 
για να βελτιστοποιήσουν την απόδοση. 
4) Λειτουργικότητα: Περισσότερες από 115 ρουτίνες είναι υλοποιημένες και 
καθορισμένες. 
5) Διαθεσιμότητα: Μια ποικιλία από εφαρμογές είναι διαθέσιμες τόσο για προς 
προμηθευτές όσο και προς δημόσια χρήση. 
 
Το πρότυπο MPI είναι ένα πρότυπο μεταβίβασης μηνυμάτων για τον 
προγραμματισμό εφαρμογών παράλληλης επεξεργασίας. Το πρότυπο αυτό 
καθορίζει τη σύνταξη ενός αριθμού συναρτήσεων, οι οποίες χρησιμεύουν στην 
κατασκευή προγραμμάτων μεταβίβασης μηνυμάτων σε διάφορες γλώσσες 
προγραμματισμού. 
Ένα πρόγραμμα γραμμένο με βάση το πρότυπο του MPI αποτελείται από 
πολλές διεργασίες, οι οποίες εκτελούνται παράλληλα. Κάθε διεργασία εκτελεί ένα 
τμήμα του προγράμματος χρησιμοποιώντας τη δική της θέση μνήμης και 
επικοινωνεί με τις υπόλοιπες διεργασίες μέσω της μεταβίβασης μηνυμάτων. Ο 
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 προγραμματιστής έχει τη δυνατότητα να καλέσει τις κατάλληλες συναρτήσεις 
αποστολής και παραλαβής μηνυμάτων μέσα από την εφαρμογή που 
αναπτύσσει. Ενώ, όλες οι λεπτομέρειες συντονίζονται από το ίδιο το MPI 
απλοποιώντας έτσι την διαδικασία. Το μοντέλο έχει γίνει εξαιρετικά δημοφιλές με 
το πέρασμα του χρόνου λόγω της ευκολίας χρήσης του και του μεγάλου αριθμού 
από πλατφόρμες που το υποστηρίζουν. Τα προγράμματα που είναι γραμμένα με 
αυτό τον τρόπο μπορούν να εκτελούνται σε διαφορετικές αρχιτεκτονικές 
υπολογιστών, ενώ ο εκτελέσιμος κώδικας που παράγεται είναι πολύ αποδοτικός. 
Στην Εικόνα 30 παρουσιάζεται η μορφή του προτύπου MPI. 
 
Εικόνα 30: Η μορφή του προτύπου MPI. 
 
7.1.3. Προγραμματιστικό Μοντέλο 
Το MPI χρησιμοποιείται κυρίως σε κατανεμημένα μοντέλα μνήμης 
παράλληλου προγραμματισμού (distributed memory parallel programming 
models). Επιπλέον , το MPI χρησιμοποιείται συνήθως, για υλοποίηση σε μερικά 
μοντέλα κοινής μνήμης, όπως Data Parallel, πάνω σε κατανεμημένης 
μνήμης(distributed memory) αρχιτεκτονικές. 
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 Πλατφόρμες Υλικού(Hardware Platforms): [1-11] 
•  Κατανεμημένη Μνήμη (Distributed Memory): Το ΜPI αρχικά στόχευε σε 
συστήματα κατανεμημένης μνήμης. 
• Κοινή Μνήμη (Shared Memory): Όταν τα συστήματα κοινής μνήμης έγιναν 
διάσημα, κυρίως οι SMP/NUMA αρχιτεκτονικές , οι MPI υλοποιήσεις 
εμφανίστηκαν και για αυτά τα συστήματα. 
• Υβριδικά Συστήματα (Hybrid): Το MPI τώρα πλέον χρησιμοποιείται σε 
κοινές παράλληλες αρχιτεκτονικές συμπεριλαμβανομένου παράλληλων 
μηχανών , SMP clusters , workstation clusters και ετερογενών δικτύων. 
• Ο παραλληλισμός είναι ρητός: Ο προγραμματιστής είναι υπεύθυνος να 
προσδιορίσει σωστά τον παραλληλισμό και να υλοποίει παράλληλους 
αλγόριθμους χρησιμοποιώντας MPI. 
• Ο αριθμός των διεργασιών που τρέχουν σε ένα παράλληλο πρόγραμμα 
είναι σταθερός. Καινούργιες διεργασίες δεν μπορούν να γεννηθούν 
δυναμικά κατά την διάρκεια που τρέχει η εφαρμογή (run time). 
 
7.1.4. Δομή Προγράμματος MPI 
Η δομή ενός προγράμματος, το οποίο αναπτύσσεται με τη βοήθεια του MPI 
διαγράφεται όπως φαίνεται στην Εικόνα 31. Πρώτα θα πρέπει να αρχικοποιηθεί 
το περιβάλλον του MPI, στην συνέχεια πρέπει να αναπτυχθεί η όποια δουλεία 
που πρέπει να εκτελεστεί, με μεταβίβαση μηνυμάτων, και τέλος πρέπει να 
τερματιστεί το MPI περιβάλλον. 
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Εικόνα 31: Δομή προγράμματος ΜΡΙ. 
 
7.2. Παλαιότερες Προσπάθειες Ανάπτυξης Πακέτων που 
Χρησιμοποιούν Παράλληλες Βιβλιοθήκες για το Octave 
Οι κυριότερες πηγές πληροφοριών για την εντόπιση των προηγούμενων 
παράλληλων πρωτοτύπων είναι οι ιστοσελίδες του Octave [2] και του Octave-
Forge [4], [7], καθώς επίσης και οι λίστες με email [9] και οι μηχανές αναζήτησης 
του Διαδικτύου. Στην ενότητα αυτή παρουσιάζονται περιληπτικά τέσσερα 
παράλληλα πακέτα που αναπτύχθηκαν για το Octave και είναι τα εξής: 
• PVM for Octave [20] 
Αναπτύχθηκε από τον R.A. Lippert και αποτελείται από ένα αρχείο pvm.cc 
το οποίο μπορεί να μεταγλωττιστεί χρησιμοποιώντας απλά το εργαλείο 
mkoctfile του Octave. Θα απαιτούσε μία γενικότερη αναδιάρθρωση εάν 
προσαρμοστεί σε μια τρέχουσα έκδοση του Octave. 
• Octave-MPI patches [21] 
Αναπτύχθηκε από τον Andy Jacobson και αποτελείται από 7 αρχεία που 
μπορούν να φορτωθούν και 12 patches για την έκδοση του Octave-2.1.31. 
Θα απαιτούσε μία γενικότερη αναδιάρθρωση εάν προσαρμοστεί σε μια 
τρέχουσα έκδοση του Octave. 
• Parallel Octave [4], [7], [22] 
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 Αναπτύχθηκε από τον Hayato Fujiwara και αποτελεί ένα πλήρες 
αυτορυθμιζόμενο πακέτο, το οποίο δημιουργεί 18 συναρτήσεις MPI που 
μπορούν να φορτωθούν και 1 εσωτερικό wrapper που τρέχει στις 
διεργασίες εργατών. 
• D–Octave [23] 
Αναπτύχθηκε από τον J.D. Cole και αποτελείται από 6 συναρτήσεις MPI 
που μπορούν να φορτωθούν και 2 νέες δεσμευμένες λέξεις (29 patches) 
για το Octave-2.1.45. Οι συναρτήσεις της διασύνδεσης είναι 
mpi_init/_finalize, mpi_comm_rank/_comm_size, mpi_send/_recv, αλλά 
καμία οδηγία δεν δίνεται για τον τρόπο που μπορεί να δημιουργηθεί μια 
παράλληλη εφαρμογή. 
 
7.3. Δημιουργία του MPI Toolbox για το Octave 
Πρόσφατα δημιουργήθηκε μία έκδοση του MPITB του MATLAB για το Octave. 
Το toolbox αυτό δίνει τη δυνατότητα να χρησιμοποιηθεί η βιβλιοθήκη MPI μέσα 
από το περιβάλλον του Octave. Συνεπώς, οι χρήστες του Octave έχουν τη 
δυνατότητα να αναπτύξουν παράλληλες εφαρμογές σε μία συστοιχία με 
λογισμικό Linux. 
Η ανάπτυξη μίας ολοκληρωμένης διεπαφής για την παράλληλη 
προγραμματιστική βιβλιοθήκη για το Octave δεν είχε πραγματοποιηθεί πριν την 
ανάπτυξη του MPITB [24]. Στις λίστες επικοινωνίας μέσω email του Octave 
καταγράφονται ελάχιστες από τις μερικώς επιτυχημένες προσπάθειες που 
πραγματοποιήθηκαν με σκοπό την ανάπτυξη διεπαφής που να χρησιμοποιεί την 
παράλληλη προγραμματιστική βιβλιοθήκη. Δυστυχώς, μερικές από αυτές δεν 
δημοσιεύτηκαν ποτέ [25] και άλλες βρίσκονται σε ιστοσελίδες οι οποίες 
παρουσιάζουν σφάλμα. 
Το MPITB αποτελείται από αρχεία κώδικα (85 αρχεία .m) και συναρτήσεις 
που μπορούν να φορτωθούν (160 αρχεία .oct). Το MPITB έχει τη δυνατότητα να 
ανταπεξέλθει στις απαιτήσεις της κοινότητας χρηστών του Octave για δημιουργία 
διεπαφής για τις παράλληλες προγραμματιστικές βιβλιοθήκες. Το MPITB έχει 
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 υλοποιημένο όλο το πρότυπο MPI–1.2 καθώς και τις πιο χρήσιμες εντολές από 
το πρότυπο MPI–2.0. 
 
7.4. Λεπτομέρειες ενσωμάτωσης του MPITB 
Οι κυριότερες λεπτομέρειες ενσωμάτωσης του MPITB είναι οι εξής: 
• Αρχεία που μπορούν να φορτωθούν: Για κάθε κλήση του MPI από το 
περιβάλλον του Octave ένα αρχείο .oct δημιουργείται, το οποίο περιέχει το 
έγγραφο κειμένου που θα χρησιμοποιηθεί για την κλήση του MPI και καλεί 
το ανάλογο πρότυπο κλήσης. Ο κώδικας για το αρχείο που μπορεί να 
φορτωθεί περιέχει το πολύ ακριβώς δύο αρχεία. Το ένα από αυτά τα 
αρχεία είναι το κοινό αρχείο mpitb.h και συνήθως περιλαμβάνεται και μία 
συγκεκριμένη συνάρτηση (Send.h, Topo.h, Info.h κ.τ.λ.), η οποία 
χρησιμοποιείται. 
• Πρότυπο κλήσης: Οι κλήσεις του MPI έχουν κατηγοριοποιηθεί σύμφωνα 
με την υπογραφή εισόδου-εξόδου και για το λόγο αυτό μία  
προεπεξεργαστική εντολή δημιουργείται για κάθε κλάση. Η εντολή αυτή 
του πρότυπου κλήσης λαμβάνει το όνομα της συνάρτησης ως όρισμα και 
το αντικαθιστά σε όλο τον κώδικα της συνάρτηση που καλέστηκε. 
• Δημιουργία τμημάτων κώδικα: Ακολουθώντας το κριτήριο ότι δεν θα 
πρέπει να γράφεται ένα τμήμα κώδικα δύο φορές, κάθε κομμάτι από 
κώδικα το οποίο περιλαμβάνεται τουλάχιστον δύο φορές προωθείται από 
μόνο του για τη δημιουργία τμήματος κώδικα. Με τον τρόπο αυτό 
δημιουργείται μία εντολή, η οποία αντικαθιστά το συγκεκριμένο κομμάτι 
κώδικα. Το χαρακτηριστικό αυτό κάνει τη συντήρηση του MPITB πιο 
εύκολη, διότι η ανίχνευση λαθών και η τροποποίηση κώδικα 
πραγματοποιείται σε μοναδικά σημεία. 
• Συμπεριλαμβανόμενα αρχεία: Η δημιουργία τμημάτων κώδικα και τα 
πρότυπα κλήσης ομαδοποιούνται, με σκοπό μόνο οι συναρτήσεις οι 
οποίες τα χρησιμοποιούν να τα προεπεξεργάζονται. Όταν ένα τμήμα 
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 κώδικα ή ένα πρότυπο κλήσης υπάρχουν σε δύο ή περισσότερες τέτοιες 
ομάδες, τότε μεταφέρονται σε ένα κοινό συμπεριλαμβανόμενο αρχείο. 
• Δείκτες σε δεδομένα: Το MPI απαιτεί δείκτες σε ενδιάμεσους 
αποθηκευτικούς χώρους από/προς τους οποίους μεταφέρονται 
πληροφορίες που διαβάζονται/γράφονται. Για πίνακες, ο δείκτης και το 
μέγεθος λαμβάνονται μέσα από μεθόδους όπως η data() και η capacity(), 
οι οποίες είναι οι ίδιες για όλους τους τύπους πινάκων του Octave. Για 
μονοδιάστατες μεταβλητές χρησιμοποιείται η ενθυλάκωση C++ 
δεδομένων, η οποία λαμβάνει τη διεύθυνση του αντικειμένου ως το σημείο 
εκκίνησης της μονοδιάστατης μεταβλητής. Τέλος, χρησιμοποιούνται και 
μηχανισμοί αντιγραφής, οι οποίοι λαμβάνουν υπόψιν τους, με τη χρήση 
της μεθόδου make_unique(), εάν μία μεταβλητή του Octave είναι κοινή ή 
όχι. 
 
7.5. Οι κυριότερες συναρτήσεις του MPITB 
Η διαβίβαση οδηγιών και δεδομένων μεταξύ διαφορετικών υπολογιστικών 
διεργασιών πραγματοποιείται με τη χρήση των κατάλληλων συναρτήσεων. Οι 
κυριότερες από αυτές είναι οι εξής: 
 
MPI_Init; 
Πραγματοποιεί την αρχικοποίηση του περιβάλλοντος MPI. Πριν κληθεί 
οποιαδήποτε άλλη συνάρτηση, πρέπει πρώτα να κληθεί η MPI_Init ώστε να 
αρχικοποιηθεί το περιβάλλον MPI. 
 
comm = MPI_COMM_WORLD; 
Δημιουργία του προκαθορισμένου περιβάλλοντος επικοινωνιών 
MPI_COMM_WORLD, το οποίο περιλαμβάνει όλες τις διεργασίες. Ουσιαστικά 
αποτελεί μία τεχνική ομαδοποίησης των διεργασιών. Η ομαδοποίηση αυτή 
παρουσιάζεται και στην Εικόνα 32, όπου απεικονίζεται το προκαθορισμένο 
περιβάλλον επικοινωνιών. 
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Εικόνα 32: Το Προκαθορισμένο Περιβάλλον Επικοινωνιών 
MPI_COMM_WORLD. 
 
comm_size = MPI_Comm_size(comm); 
Χρησιμοποιείται για να διευκρινιστεί ο αριθμός των διεργασιών που 
περιλαμβάνονται στο προκαθορισμένο περιβάλλον επικοινωνιών. 
 
my_rank = MPI_Comm_rank(comm); 
Χρησιμοποιείται από μία διεργασία με σκοπό τη διευκρίνηση του αριθμού που 
τη χαρακτηρίζει. 
Μέσα στον προκαθορισμένο περιβάλλον επικοινωνιών κάθε διεργασία έχει 
έναν μοναδικό ακέραιο αριθμό το οποίο της ορίζει το σύστημα όταν αυτή καλείται. 
Η τάξη (rank) μερικές φορές καλείται και “process ID”. Η τάξη(rank) είναι 
συνεχόμενη και αρχίζει από το μηδέν. Χρησιμοποιείται από το προγραμματιστή 
για να μπορέσει να προσδιορίσει την πηγή και τον προορισμό ενός μηνύματος. 
Συχνά χρησιμοποιείται υπό όρους από την εφαρμογή για να ελεγχθεί η εκτέλεση 
προγράμματος (if rank=0 do this / if rank=1 do that). 
 
MPI_Send(var, dest, tag, comm); 
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 Χρησιμοποιείται για την αποστολή ενός μηνύματος σε προκαθορισμένο 
παραλήπτη – διεργασία. Η μεταβλητή dest είναι ο αριθμός (my_rank) της 
διεργασίας που θα λάβει το μήνυμα. Η μεταβλητή tag είναι ένα επίθεμα το οποίο 
μπορεί να διευκρινίσει ποια μεταβλητή αποστέλλεται. Η μεταβλητή comm είναι το 
προκαθορισμένο περιβάλλον επικοινωνιών. Τέλος η μεταβλητή var είναι το 
μήνυμα που στέλνεται σε συγκεκριμένη διεργασία. 
 
MPI_Recv(var, source, tag, comm); 
Χρησιμοποιείται για τη λήψη ενός μηνύματος από έναν προκαθορισμένο 
αποστολέα – διεργασία. Η μεταβλητή source είναι ο αριθμός (my_rank) της 
διεργασίας που στέλνει το μήνυμα. Η μεταβλητή tag είναι ένα επίθεμα το οποίο 
μπορεί να διευκρινίσει ποια μεταβλητή παραλαμβάνεται. Η μεταβλητή comm είναι 
το προκαθορισμένο περιβάλλον επικοινωνιών. Τέλος η μεταβλητή var είναι το 
μήνυμα που λαμβάνεται από μία συγκεκριμένη διεργασία. 
 
 
Εικόνα 33: Μεταβίβαση μηνύματος με τις συναρτήσεις send και recv. 
 
MPI_Bcast(var, source, comm); 
Χρησιμοποιείται για την αποστολή ενός μηνύματος από τη κεντρική διεργασία 
προς τις υπόλοιπες. Η μεταβλητή source είναι ο αριθμός (my_rank) της 
κεντρικής διεργασίας που στέλνει το μήνυμα. Η μεταβλητή comm είναι το 
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 προκαθορισμένο περιβάλλον επικοινωνιών. Τέλος η μεταβλητή var είναι το 
μήνυμα που στέλνεται από την κεντρική διεργασία. Για να λάβει μία διεργασία 
ένα μήνυμα το οποίο έχει σταλεί με τη χρήση της εντολή MPI_Bcast πρέπει να 
χρησιμοποιήσει την ίδια την εντολή MPI_Bcast και όχι την εντολή MPI_Recv. 
 
 
Εικόνα 34: Η συνάρτηση MPI_Bcast. 
 
MPI_Abort(comm, int); 
Η χρήση αυτής της εντολής προκαλεί ακύρωση/τερματισμό όλων των 
διεργασιών οι οποίες εκτελούνται. Η μεταβλητή comm είναι το προκαθορισμένο 
περιβάλλον επικοινωνιών. Η μεταβλητή int είναι ένας ακέραιος αριθμός, ο 
οποίος θα επιστραφεί όταν κληθεί η εντολή αυτή. 
 
MPI_Probe(source, tag, comm); 
Η εντολή αυτή χρησιμεύει στον έλεγχο των εισερχόμενων μηνυμάτων χωρίς 
να προηγηθεί η λήψη τους. Η μεταβλητή source είναι ο αριθμός (my_rank) της 
διεργασίας που στέλνει το μήνυμα. Η μεταβλητή tag είναι ένα επίθεμα το οποίο 
μπορεί να διευκρινίσει ποια μεταβλητή παραλαμβάνεται. Η μεταβλητή comm είναι 
το προκαθορισμένο περιβάλλον επικοινωνιών. 
 
MPI_Barrier(comm); 
Η εντολή αυτή αποτελεί την πιο απλή μορφή συλλογικής επικοινωνίας. Δεν 
σχετίζεται με την ανταλλαγή δεδομένων, αλλά αντίθετα παρέχει έναν μηχανισμό 
για το συγχρονισμό όλων των διεργασιών που την καλούν. Κάθε διεργασία 
σταματάει προσωρινά έως ότου όλες οι διεργασίες να καλέσουν τη συνάρτηση 
αυτή. Η μεταβλητή comm είναι το προκαθορισμένο περιβάλλον επικοινωνιών. 
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Εικόνα 35: Η συνάρτηση MPI_Barrier αναγκάζει τις διεργασίες να 
συγχρονιστούν. 
 
MPI_Scatter(svar, rvar, root, comm); 
Η εντολή αυτή μοιάζει με την MPI_Bcast με τη διαφορά ότι κάθε διεργασία 
λαμβάνει διαφορετικά δεδομένα. Η μεταβλητή svar είναι το μήνυμα που 
αποστέλλεται από την κύρια διεργασία. Η μεταβλητή rvar είναι είναι το μήνυμα 
που λαμβάνεται από κάθε διεργασία. Η μεταβλητή root είναι ο αριθμός 
(my_rank) της κύριας διεργασίας. Τέλος, η μεταβλητή comm είναι το 
προκαθορισμένο περιβάλλον επικοινωνιών. 
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Εικόνα 36: Η συνάρτηση MPI_Scatter. 
 
MPI_Gather(svar, rvar, root, comm); 
Με την εντολή αυτή κάθε διεργασία στέλνει ένα μήνυμα στην κύρια διεργασία. 
Η διεργασία αυτή λαμβάνει τα μηνύματα και τα αποθηκεύει με αριθμητική σειρά. 
Η μεταβλητή svar είναι το μήνυμα που αποστέλλεται προς την κύρια διεργασία. 
Η μεταβλητή rvar είναι είναι το μήνυμα που λαμβάνεται από την κύρια 
διεργασία. Η μεταβλητή root είναι ο αριθμός (my_rank) της κύριας διεργασίας. 
Τέλος, η μεταβλητή comm είναι το προκαθορισμένο περιβάλλον επικοινωνιών. 
 
 
Εικόνα 37: Η συνάρτηση MPI_Gather. 
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 MPI_Reduce(svar, rvar, op, root, comm); 
Η εντολή αυτή συνδυάζει το μήνυμα που αποστέλλει μία διεργασία 
χρησιμοποιώντας έναν τελεστή (op) και επιστρέφει τη συνδυασμένη τιμή στη 
μεταβλητή rvar της διεργασίας root. Τέλος, η μεταβλητή comm είναι το 
προκαθορισμένο περιβάλλον επικοινωνιών. 
 
Ο Πίνακας 5 παρουσιάζει τους σημαντικότερους τελεστές, οι οποίοι είναι 
διαθέσιμοι για την εντολή MPI_Reduce στο πρόγραμμα Octave. 
 
Πίνακας 5: Διαθέσιμοι τελεστές του MPI_Reduce. 
Όνομα Τελεστή 
MPI_MAX, MPI_MIN, MPI_SUM, MPI_PROD 
MPI_LAND, MPI_LOR, MPI_LXOR 
MPI_BAND, MPI_BOR, MPI_BXOR 
MPI_REPLACE 
MPI_OP_NULL 
 
 
MPI_Finalize; 
Καλείται στο τέλος ενός MPI προγράμματος με σκοπό την έξοδο από το 
περιβάλλον MPI. 
 
7.6. Παραδείγματα Χρήσης του MPITB του Octave 
Στην προηγούμενη ενότητα παρουσιάστηκαν οι σημαντικότερες συναρτήσεις, 
οι οποίες χρησιμοποιούνται στο MPITB του Octave. Στην ενότητα αυτή θα 
αναπτυχθούν κάποιες τυπικές εφαρμογές και κάποια σχόλια για τις συναρτήσεις, 
με σκοπό την ευκολότερη κατανόηση του MPI Toolbox και γενικότερα του 
προτύπου MPI. 
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7.6.1. Παράδειγμα: Εκτύπωση μηνύματος από κάθε διεργασία 
Στην ενότητα αυτή παρουσιάζεται ένα απλό παράδειγμα χρήσης του MPITB 
στο οποίο πραγματοποιείται αρχικοποίηση του περιβάλλοντος MPI. 
Δημιουργείται το προκαθορισμένο περιβάλλον επικοινωνιών MPI_COMM_WORLD, 
το οποίο περιλαμβάνει όλες τις διεργασίες. Διευκρινίζεται ο αριθμός των 
διεργασιών που περιλαμβάνονται στο προκαθορισμένο περιβάλλον 
επικοινωνιών. Διευκρινίζεται ο αριθμός που χαρακτηρίζει την κάθε διεργασία. 
Τυπώνεται το μήνυμα “Hello World from rank: my_rank”, όπου my_rank 
είναι ο αριθμός της διεργασίας που τυπώνει το μήνυμα. Τέλος, τερματίζεται το 
πρόγραμμα MPI και πραγματοποιείται έξοδος από το περιβάλλον MPI. 
 
% Initialize MPI environment 
MPI_Init; 
 
% Create MPI_COMM_WORLD 
comm = MPI_COMM_WORLD; 
 
% Get the size of the processes 
size = MPI_Comm_size(comm); 
 
% Get the rank of the process 
my_rank = MPI_Comm_rank(comm); 
 
% Display a message 
disp([‘Hello World from rank: ’,num2str(my_rank)]); 
 
% Finalize MPI environment 
MPI_Finalize; 
 
 
7.6.2. Ρουτίνες για Point-to-Point επικοινωνία 
Τυπικά οι διαδικασίες Point-to-Point στο MPI περιέχουν μεταβίβαση 
μηνύματος (messaging passing) μεταξύ δύο , και μόνο δύο , MPI διεργασιών. Η 
μία εκτελεί την αποστολή του μηνύματος και η άλλη παραλαμβάνει το μήνυμα. 
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 Υπάρχουν, όμως, διαφορετικοί τρόποι για ρουτίνες αποστολής και 
παραλαβής ενός μηνύματος. Για παράδειγμα η αποστολή/παραλαβή μπορεί να 
γίνει με τις εξής συναρτήσεις: 
• Ανασταλτικές συναρτήσεις 
Τα μηνύματα που μεταβιβάζονται με αυτού του είδους τις συναρτήσεις 
στέλνονται/επιστρέφονται όταν μπορούν να χρησιμοποιηθούν χωρίς να 
υπάρχει κίνδυνος να καταστραφούν. 
• Μη – ανασταλτικές συναρτήσεις 
Τα μηνύματα που μεταβιβάζονται με αυτού του είδους τις συναρτήσεις 
στέλνονται/επιστρέφονται ”αμέσως”, χωρίς κανένα έλεγχο για ασφαλή 
χρήση τους. 
 
Υπάρχουν ακόμη και οι τύποι αποστολής μηνυμάτων. 
• Τυπική 
Δεν υποθέτει ότι η αντίστοιχη παραλαβή έχει ξεκινήσει. Το μέγεθος του 
απομονωτή δεν ορίζεται από το MPI. Αν διατίθεται απομονωτής, η 
αποστολή μπορεί να ολοκληρωθεί πριν ξεκινήσει η παραλαβή. 
• Απομονωμένη 
Η αποστολή μπορεί να ξεκινήσει και να επιστρέψει πριν ξεκινήσει η 
αντίστοιχη παραλαβή. Αναγκαίος ο ορισμός μεγέθους απομονωτή μέσω 
της συνάρτησης MPI_Buffer_attach(). 
• Σύγχρονη 
Η αποστολή και η παραλαβή ξεκινούν ανεξάρτητα αλλά ολοκληρώνονται 
μαζί. 
• Αναμονής 
Η αποστολή μπορεί να ξεκινήσει μόνο αν η αντίστοιχη παραλαβή έχει 
ξεκινήσει, αλλιώς η αποστολή προκαλεί σφάλμα. Προσοχή στη χρήση. 
 
Αποθήκευση (Buffering) : 
Σε ένα τέλειο σενάριο κάθε αποστολή που πραγματοποιείται θα πρέπει να 
είναι τέλεια συγχρονισμένη με την αντίστοιχη παραλαβή. Αλλά αυτό το σενάριο 
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 σπάνια υλοποιείται στην πραγματικότητα. Με κάποιο τρόπο, σχεδόν πάντα, η 
υλοποίηση του MPI θα πρέπει να είναι έτοιμη να αντιμετωπίσει τυχόν 
αποθήκευση δεδομένων όταν οι δυο διεργασίες, που ανταλλάσουν το μήνυμα, 
είναι ασυγχρόνιστες. Η υλοποίηση του MPI αποφασίζει τι θα γίνει στο μήνυμα σε 
τέτοιες περιπτώσεις. Τυπικά , δεσμεύεται ένας χώρος, ο απομονωτής (buffer), 
μέσα στον οποίο αποθηκεύεται το μήνυμα μέχρι να παραληφθεί από τη δεύτερη 
διεργασία. Η διαδικασία αυτή απεικονίζεται στην . 
 
 
Εικόνα 38: Αποστολή μηνύματος μέσω ενός απομονωτή. 
 
Ο αποθηκευμένος χώρος του συστήματος είναι: 
• Αδιαφανής προς τον προγραμματιστή και διαχειρίζεται πλήρως από το 
MPI 
• Ένας πεπερασμένος πόρος που μπορεί εύκολα να εξαντληθεί 
• Συχνά μυστήριος και όχι καλά τεκμηριωμένος 
• Μπορεί να υπάρχει και από την μεριά του αποστολέα ή από την μεριά του 
παραλήπτη ή και από τους δύο. 
• Κάτι που μπορεί να βελτιώσει την απόδοση του προγράμματος γιατί 
επιτρέπει την ασύγχρονη αποστολή και παραλαβή. 
 
Το MPI φυσικά προσφέρει και στο χρήστη να μπορεί να διαχειριστεί ένα 
διαφορετικό απομονωτή (user buffer) για δικούς του σκοπούς. 
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 Ανασταλτικές / Μη Ανασταλτικές: 
Όπως έχει ήδη αναφερθεί οι MPI Point-to-Point ρουτίνες μπορούν να 
πραγματοποιηθούν είτε με ανασταλτικές συναρτήσεις είτε με μη ανασταλτικές 
συναρτήσεις. 
 
• Ανασταλτικές 
o Μια ρουτίνα ανασταλτικής αποστολής θα επιστρέψει μόνο όταν είναι 
ασφαλές να τροποποιήσει το χώρο αποθήκευσης της εφαρμογής 
(application buffer). Ασφαλές σημαίνει ότι οτιδήποτε τροποποιήσεις δεν 
θα βλάψουν τα μηνύματα που θα θέλει να παραλάβει ο παραλήπτης. 
Ασφαλές δεν σημαίνει ότι τα μηνύματα έχουν ήδη παραληφθεί μπορεί 
να βρίσκονται αποθηκευμένα στο χώρο αποθήκευσης του 
συστήματος(system buffer). 
o Μια ανασταλτική αποστολή είναι συγχρονισμένη που σημαίνει ότι 
περιέχει handshaking με τον παραλήπτη για να διασφαλιστεί η ασφαλής 
μεταφορά του μηνύματος. 
o Μια ανασταλτική αποστολή μπορεί να είναι ασυγχρόνιστη αν ο χώρος 
αποθήκευσης του συστήματος χρησιμοποιείται για να αποθηκεύει τα 
μηνύματα και τέλος να τα στέλνει στον παραλήπτη. 
o Μια ανασταλτική λήψη μπορεί να επιστρέψει αφού έχουν ληφθεί τα 
δεδομένα και είναι έτοιμα για να χρησιμοποιηθούν από το πρόγραμμα. 
 
• Μη Ανασταλτικές 
o Οι ρουτίνες μη- ανασταλτικής αποστολής και λήψης δεν 
συμπεριφέρονται όμοια με τις ρουτίνες ανασταλτικής αποστολής και 
λήψης. Δεν περιμένουν καμία επικοινωνία να ολοκληρωθεί με την 
πλευρά του παραλήπτη, όπως αντιγραφή μηνύματος από την τοπική 
μνήμη του χρήστη στην κοινή μνήμη του συστήματος. 
o Μη ανασταλτικές εφαρμογές απλά ζητούν από την βιβλιοθήκη MPI να 
εκτελεί την διεργασία όποτε μπορεί να την εκτελέσει. Ο χρήστης δεν 
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 μπορεί να ξέρει πότε θα την εκτελέσει αυτήν την διεργασία χωρίς να 
χρησιμοποιήσει τις ρουτίνες για αναμονή (wait). 
o Δεν είναι ασφαλές η τροποποίηση της μνήμης μίας εφαρμογής με 
σκοπό να γνωρίζει ο προγραμματιστής ότι η μη ανασταλτική διεργασία 
που ζήτησε όντως εκτελέστηκε από την βιβλιοθήκη. Υπάρχουν ρουτίνες 
αναμονής (wait) για αυτό το σκοπό. 
o o Μη ανασταλτική επικοινωνία χρησιμοποιείται πρώτιστα σε 
υπολογισμό επικάλυψης με την επικοινωνία και εκμεταλλεύεται τυχόν 
βελτιστοποίηση της απόδοσης. 
 
Σειρά προτεραιότητας 
• Το MPI διασφαλίζει ότι τα μηνύματα δεν θα προσπεράσει το ένα το άλλο. 
• Εάν ο αποστολέας στείλει δύο μηνύματα (Μήνυμα1, Μήνυμα2) 
συνεχόμενα στο ίδιο προορισμό και τα δυο αντιστοιχούν στον ίδιο 
παραλήπτη , ο παραλήπτης θα λάβει πρώτα το Μήνυμα1 και μετά το 
Μήνυμα2. 
• Αν ο παραλήπτης θέσει δύο λήψεις σε διαδοχή και οι δύο για το ίδιο 
μήνυμα τότε θα παραλάβει πρώτα το Λήψη1και μετά το Λήψη2. 
• Οι κανόνες παραλαβής και αποστολής που αναφέρθηκαν πιο πάνω δεν 
ισχύουν εάν υπάρχει μεγάλος αριθμός threads που συμμετάσχουν στις 
διαδικασίες επικοινωνίας. 
 
7.6.3. Παράδειγμα: Χρήση ανασταλτικών συναρτήσεων 
Στην ενότητα αυτή παρουσιάζεται ένα απλό παράδειγμα χρήσης του MPITB 
στο οποίο πραγματοποιείται αρχικοποίηση του περιβάλλοντος MPI. 
Δημιουργείται το προκαθορισμένο περιβάλλον επικοινωνιών MPI_COMM_WORLD, 
το οποίο περιλαμβάνει 2 διεργασίες. Διευκρινίζεται ο αριθμός των διεργασιών 
που περιλαμβάνονται στο προκαθορισμένο περιβάλλον επικοινωνιών. 
Διευκρινίζεται ο αριθμός που χαρακτηρίζει την κάθε διεργασία. Στη συνέχεια η 
διεργασία 0 στέλνει, με την ανασταλτική συνάρτηση MPI_Send, στη διεργασία 1 
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 μία μεταβλητή με τιμή 0. Η διεργασία αυτή λαμβάνει, με την ανασταλτική 
συνάρτηση MPI_Recv, τη μεταβλητή, μεταβάλλει την τιμή της και την στέλνει 
πάλι στη διεργασία 0. Τέλος, τερματίζεται το πρόγραμμα MPI και 
πραγματοποιείται έξοδος από το περιβάλλον MPI. 
 
% Initialize MPI environment 
MPI_Init; 
 
% Create MPI_COMM_WORLD 
comm = MPI_COMM_WORLD; 
 
% Get the size of the processes 
size = MPI_Comm_size(comm); 
 
% Get the rank of the process 
my_rank = MPI_Comm_rank(comm); 
 
if (my_rank == 0) 
    x = 0; 
    MPI_Send(x, 1, comm); 
    MPI_Recv(new_x, 1, comm); 
 
elseif (my_rank == 1) 
    MPI_Recv(r_x, 0, comm); 
    s_x = r_x + my_rank; 
    MPI_Send(s_x, 0, comm); 
end 
 
% Finalize MPI environment 
MPI_Finalize; 
 
 
7.6.4. Ρουτίνες Συλλογικής Επικοινωνίας  
Όλες ή καμία (All or None) 
Η συλλογική μεταβίβαση μηνυμάτων περιλαμβάνει όλες τις διεργασίες που 
περιέχονται σε ένα συγκεκριμένο προκαθορισμένο περιβάλλον επικοινωνιών. 
Όλες οι διεργασίες είναι εξ ορισμού, όπως έχει ήδη αναφερθεί, στο 
προκαθορισμένο περιβάλλον επικοινωνιών MPI_COMM_WORLD. Είναι ευθύνη 
του προγραμματιστή να διασφαλίσει ότι όλες οι διεργασίες που βρίσκονται σε ένα 
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 προκαθορισμένο περιβάλλον επικοινωνιών πρέπει να συμμετάσχουν σε μια 
συλλογική επικοινωνία. 
 
Τύποι των Συλλογικών Λειτουργιών 
• Συγχρονισμός: Οι διαδικασίες περιμένουν μέχρι όλα τα μέλη της ομάδας 
(διεργασίες) έχουν φτάσει στο σημείο συγχρονισμού (barrier). 
• Μετακίνηση Δεδομένων: Υπάρχουν συναρτήσεις με την βοηθεια των 
οποίων ο χρήστης έχει τη δυνατότητα να στέλνει/λαμβάνει μηνύματα 
από/προς όλες τις διεργασίες (broadcast, scatter/gather). 
• Συλλογικός Υπολογισμός: Ένα μέλος από την ομάδα, δηλαδή μία 
διεργασία, συλλέγει τα δεδομένα από τα υπόλοιπα μέλη και εκτελεί 
διαδικασίες (min, max, add, multiply κ.λ.π). 
 
Εκτιμήσεις και περιορισμοί Προγραμματισμού 
• Οι συλλογικές ρουτίνες είναι φραγμένες. 
• Οι συλλογικές λειτουργίες δεν παίρνουν tag επιθέματα. 
• Οι συλλογικές λειτουργίες μέσα στα υποσύνολα των λειτουργιών 
ολοκληρώνονται πρώτα με το να χωρίζουν υποσύνολα και να 
δημιουργούν καινούργιες ομάδες και μετά ενώνοντας τις καινούργιες 
ομάδες σε καινούργια προκαθορισμένα περιβάλλοντα επικοινωνιών. 
• Μπορούν να χρησιμοποιηθούν μόνο με ήδη ορισμένους τύπους 
δεδομένων (data types). 
 
7.6.5. Παράδειγμα: Χρήση της συνάρτησης συλλογικής 
επικοινωνίας MPI_Bcast 
Στην ενότητα αυτή παρουσιάζεται ένα απλό παράδειγμα χρήσης του MPITB 
στο οποίο πραγματοποιείται αρχικοποίηση του περιβάλλοντος MPI. 
Δημιουργείται το προκαθορισμένο περιβάλλον επικοινωνιών MPI_COMM_WORLD, 
το οποίο περιλαμβάνει όλες τις διεργασίες. Διευκρινίζεται ο αριθμός των 
διεργασιών που περιλαμβάνονται στο προκαθορισμένο περιβάλλον 
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 επικοινωνιών. Διευκρινίζεται ο αριθμός που χαρακτηρίζει την κάθε διεργασία. Στη 
συνέχεια η διεργασία 0 καθορίζει τις τριών μεταβλητών (a, b, c). Οι μεταβλητές 
αυτές στέλνονται σε όλες τις διεργασίες με τη βοήθεια της συνάρτησης 
συλλογικής επικοινωνίας MPI_Bcast. Και κάθε διεργασία τυπώνει ένα μήνυμα με 
τον αριθμό της και με τις μεταβλητές που έλαβε. Τέλος, τερματίζεται το 
πρόγραμμα MPI και πραγματοποιείται έξοδος από το περιβάλλον MPI. 
 
% Initialize MPI environment 
MPI_Init; 
 
% Create MPI_COMM_WORLD 
comm = MPI_COMM_WORLD; 
 
% Get the size of the processes 
size = MPI_Comm_size(comm); 
 
% Get the rank of the process 
my_rank = MPI_Comm_rank(comm); 
 
a = 0; 
b = 0; 
c = 0; 
 
if (my_rank == 0) 
    a = 1; 
    b = 2; 
    c = 3; 
end 
 
MPI_Bcast(a, 0, comm); 
MPI_Bcast(b, 0, comm); 
MPI_Bcast(c, 0, comm); 
 
disp([‘My rank is: ’,num2str(my_rank), ‘ and I received 
the values ’, num2str(a), ‘, ’ num2str(b), ‘, ’ 
num2str(c)]); 
 
% Finalize MPI environment 
MPI_Finalize; 
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 7.6.6. Παράδειγμα: Χρήση της συνάρτησης συλλογικής 
επικοινωνίας MPI_Gather 
Στην ενότητα αυτή παρουσιάζεται ένα απλό παράδειγμα χρήσης του MPITB 
στο οποίο πραγματοποιείται αρχικοποίηση του περιβάλλοντος MPI. 
Δημιουργείται το προκαθορισμένο περιβάλλον επικοινωνιών MPI_COMM_WORLD, 
το οποίο περιλαμβάνει όλες τις διεργασίες. Διευκρινίζεται ο αριθμός των 
διεργασιών που περιλαμβάνονται στο προκαθορισμένο περιβάλλον 
επικοινωνιών. Διευκρινίζεται ο αριθμός που χαρακτηρίζει την κάθε διεργασία. Στη 
συνέχεια σε κάθε διεργασία καθορίζει μία μεταβλητή (a). Η μεταβλητή αυτή, από 
κάθε διεργασία, στέλνεται στη διεργασία 0 με τη βοήθεια της συνάρτησης 
συλλογικής επικοινωνίας MPI_Gather. Και η διεργασία 0 τυπώνει ένα μήνυμα με 
τις μεταβλητές που έλαβε. Τέλος, τερματίζεται το πρόγραμμα MPI και 
πραγματοποιείται έξοδος από το περιβάλλον MPI. 
 
% Initialize MPI environment 
MPI_Init; 
 
% Create MPI_COMM_WORLD 
comm = MPI_COMM_WORLD; 
 
% Get the size of the processes 
size = MPI_Comm_size(comm); 
 
% Get the rank of the process 
my_rank = MPI_Comm_rank(comm); 
 
x = zeros(size,1); 
a = my_rank; 
 
MPI_Gather(x, a, 0, comm); 
 
if (my_rank == 0) 
    for i=0:1:(size-1) 
        disp([num2str(x(i,1)), ‘, ’]); 
    end 
end 
 
% Finalize MPI environment 
MPI_Finalize; 
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Περισσότερα παραδείγματα παράλληλων εργασιών παρουσιάζονται στο 
Παράρτημα Β. 
 
 8. Σύγκριση MATLAB και Octave 
Στην ενότητα αυτή παρουσιάζεται ένα πρόβλημα που αφορά τον 
πολλαπλασιασμό δύο τετραγωνικών πινάκων. Για την παράλληλη υλοποίηση του 
προβλήματος αυτού χρησιμοποιήθηκε η εργαλειοθήκη Distributed Computing 
ToolboxTM του MATLAB, καθώς και η εργαλειοθήκη MPI Toolbox του Octave σε 
υπολογιστή με λογισμικό το Ubuntu 7.10 και 4 επεξεργαστές Intel® CoreTM2 
Quad CPU 2.400GHz. 
 
8.1. Περιγραφή του προβλήματος 
Το πρόβλημα με το οποίο πραγματεύεται η ενότητα αυτή είναι το εξής. Ο 
συντονιστής δημιουργεί έναν πίνακα Α μεγέθους ΝxΝ με τυχαίες τιμές. Με το 
τέλος της δημιουργίας του πίνακα Α, ο συντονιστής εκπέμπει τον πίνακα στους 
εργαζόμενους κατά γραμμές. Στη συνέχεια, ο συντονιστής δημιουργεί και έναν 
πίνακα Β μεγέθους ΝxΝ, με τυχαίες τιμές, και σε κάθε εργαζόμενο εκπέμπει 
αρχικά μία μεταβλητή (sb), η οποία προσδιορίζει το τμήμα του πίνακα Β που 
πρόκειται να στείλει. Και έπειτα ένα τμήμα του πίνακα Β, το οποίο αποτελείται 
από sb γραμμές και Ν στήλες. Ο κάθε εργαζόμενος έχει λάβει από τον 
συντονιστή τον πίνακα Α, την στιγμή που λαμβάνει την προσδιοριστική 
μεταβλητή (sb) και το τμήμα του πίνακα Β εκτελεί τον αλγόριθμο 
πολλαπλασιασμού πινάκων ανάμεσα στο τμήμα του πίνακα Β και τον πίνακα Α. 
Μετά την εκτέλεση του αλγορίθμου πολλαπλασιασμού παράγεται ένα πίνακας C 
μεγέθους ΝxΝ, τον οποίο ο εργαζόμενος εκπέμπει τον συντονιστή. Τελικά, ο 
συντονιστής αθροίζει τον πίνακα C που έλαβε από τον εργαζόμενο, με τους 
αντίστοιχους πίνακες και ελέγχει εάν έχει φτάσει στο τέλος του πίνακα Β. Εάν έχει 
φτάσει στο τέλος του πίνακα Β τελειώνει η εργασία του πολλαπλασιασμού των 
πινάκων. Ειδάλλως, στέλνει στους εργαζόμενους ένα νέο τμήμα του πίνακα Β, 
και η μέθοδος επαναλαμβάνεται. 
 
 107
 8.2. Διαδικασία Διεξαγωγής των Πειραμάτων – Αποτελέσματα 
Το πρόβλημα πολλαπλασιασμού δύο πινάκων το οποίο πραγματεύεται η 
ενότητα αυτή, αφορά πίνακες μεγάλου μεγέθους. Συγκεκριμένα 
χρησιμοποιήθηκαν πίνακες με μεγέθη από 4500x4500 μέχρι και 15000x15000. 
Για τέτοια μεγέθη πινάκων ο πολλαπλασιασμός C=A*B επιστρέφει μήνυμα 
σφάλματος, λόγω έλλειψης μνήμης. Για το λόγο αυτό, στην ενότητα αυτή, οι 
εργαζόμενοι πραγματοποιούν πολλαπλασιασμούς μεταξύ του πίνακα Α και ενός 
τμήματος του πίνακα Β. Το κάθε τμήμα του πίνακα Β επιλέχθηκε να έχει μέγεθος 
sb=100 γραμμές και N στήλες. 
 
Χρόνος Πολλαπλασιασμού των Πινάκων Α και Β 
Ο Πίνακας 6 περιέχει τους χρόνους που απαιτεί το MATLAB και το Octave 
για να πραγματοποιήσουν έναν απλό πολλαπλασιασμό με τον πίνακα Α και ένα 
τμήμα του πίνακα Β (A*Bpart=Cpart). 
 
Πίνακας 6: Χρόνοι του πολλαπλασιασμού του πίνακα Α με ένα τμήμα του Β. 
Ν MATLAB time Octave time 
0.77 1.76 4500 
6000 1.40 3.12 
7500 2.15 4.86 
9000 3.11 7.28 
10500 4.23 9.48 
12000 5.52 13.09 
13500 6.97 15.66 
15000 8.56 19.31 
 
Όπως αναφέρθηκε στην αρχή της ενότητας αυτής, ο υπολογιστής που 
χρησιμοποιήθηκε για τη διεξαγωγή των πειραμάτων έχει τέσσερις πυρήνες. Κατά 
τη διάρκεια των πειραμάτων ο ένας πυρήνας είχε το ρόλο του συντονιστή ενώ οι 
υπόλοιποι τρεις πυρήνες (p) είχαν το ρόλο των εργαζομένων. Επομένως, οι 
συνολικοί πολλαπλασιασμοί που θα πραγματοποιηθούν για την επίλυση του 
 108
 συγκεκριμένου προβλήματος θα είναι: (N/sb)/p. Ο Πίνακας 7 περιέχει τους 
συνολικούς χρόνους που απαιτήθηκαν για τον πολλαπλασιασμό των πινάκων Α 
και Β. 
 
Πίνακας 7: Συνολικοί χρόνοι πολλαπλασιασμού του πίνακα Α με τον Β. 
Ν (N/sb)/p MATLAB time Octave time 
(4500/100)/3=154500 0.77*15=11.55 1.76*15=26.4 
6000 20 28 62.4 
7500 25 53.75 121.5 
9000 30 93.3 218.4 
10500 35 148.05 331.8 
12000 40 220.8 523.6 
13500 45 313.65 704.7 
15000 50 428 965.5 
 
Ο Πίνακας 6 και ο Πίνακας 7 μας οδηγούν στο συμπέρασμα ότι ο χρόνος 
εκτέλεσης ενός πολλαπλασιασμού με τη χρήση του προγράμματος MATLAB 
είναι τουλάχιστον 2 φορές μικρότερος από το χρόνο εκτέλεσης του ίδιου 
πολλαπλασιασμού με το πρόγραμμα Octave. 
 
Χρόνος Επικοινωνίας  
Ο συνολικός παράλληλος χρόνος εκτέλεσης του πολλαπλασιασμού δύο 
πινάκων, με τη χρήση της εργαλειοθήκης Distributed Computing ToolboxTM του 
MATLAB, και της εργαλειοθήκη MPI Toolbox του Octave, δεν περιλαμβάνει μόνο 
το συνολικό χρόνο του πολλαπλασιασμού των δύο πινάκων, αλλά και τους 
χρόνους μεταβίβασης μηνυμάτων μεταξύ του συντονιστή και των εργαζομένων. 
Όμως, το λογισμικό Parallel Knoppix [16], το οποίο έχει εγκατεστημένη την 
εφαρμογή GNU Octave (χρήση του MPITB), δεν είχε τη δυνατότητα να 
εγκατασταθεί στον ίδιο υπολογιστή που χρησιμοποιήθηκε και το MATLAB. Για το 
λόγο αυτό, δημιουργήθηκε το αντίστοιχο πρόγραμμα στη γλώσσα C και 
χρησιμοποιήθηκε το Open MPI [17] για τη μέτρηση των χρόνων μεταβίβασης 
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 μηνυμάτων που αφορούν το Octave. Το Open MPI χρησιμοποιήθηκε, διότι τα 
δίκτυα που υποστηρίζει είναι τα εξής: 
• TCP / ethernet 
• Shared memory 
• Loopback (send-to-self) 
• Myrinet / GM 
• Myrinet / MX 
• Infiniband / OpenIB 
• Infiniband / mVAPI 
• Portals 
 
Στα πειράματα που εκτελέσαμε για τον υπολογισμό του χρόνου 
επικοινωνίας, χρησιμοποιήθηκε η εντολή: 
mpirun –np 4 a.out 
 
Το Open MPI, όμως, όπως έχει αναφερθεί έχει τη δυνατότητα χρήσης κοινής 
μνήμης (shared memory). Για να επιτευχθεί αυτό η εντολή που μπορεί να 
χρησιμοποιηθεί είναι η εξής: 
mpirun –np 4 –mca btl self,sm a.out 
 
Όμως, σε σύγκριση με την προηγούμενη εντολή σε διάφορα πειράματα που 
πραγματοποιήσαμε δεν παρατηρήθηκε διαφορά στους χρόνους επικοινωνίας. 
Ίσως, να υπάρχουν και άλλες εντολές που εκμεταλλεύονται με καλύτερο τρόπο 
την shared memory ενός συστήματος, όπως το δικό μας το οποίο διαθέτει 
τέσσερις πυρήνες. Επειδή, όμως, είναι καινούργια εφαρμογή και ανοιχτού 
λογισμικού υπάρχει ελλιπής πληροφόρηση. Επομένως, χρειάζεται περισσότερη 
διερεύνηση για την αύξηση της απόδοσης του Open MPI, αλλά δεν αποτελεί 
αντικείμενο μελέτης της συγκεκριμένης εργασίας.  
Οι χρόνοι, που μετρήθηκαν με την χρήση των εντολών που 
προαναφέρθηκαν είναι συγκρίσιμοι με τους αντίστοιχους στο MATLAB και 
χρησιμοποιήθηκαν για την εξαγωγή των συμπερασμάτων μας. 
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Ο Πίνακας 8 περιέχει τους χρόνους επικοινωνίας για την αποστολή του 
πίνακα Α (Broadcast), για την αποστολή όλων των τμημάτων του πίνακα Β 
(Send/Receive), αλλά και για την λήψη των αποτελεσμάτων, δηλαδή των 
τμημάτων του πίνακα C. Στην τελευταία στήλη περιέχεται το άθροισμα των 
παραπάνω χρόνων. 
 
Πίνακας 8: Χρόνοι Επικοινωνίας για την Αποστολή/Λήψη των Πινάκων Α, Β και C. 
Ν Πρόγραμμα 
Αποστολή 
του 
πίνακα Α 
Αποστολή 
του 
πίνακα B 
Λήψη του 
πίνακα C Σύνολο 
MATLAB 0.01 0.02 24.5 24.53 
4500 
Octave 0.27 0.21 14.77 15.25 
MATLAB 0.02 0.04 43.55 43.61 
6000 
Octave 0.43 0.35 31.27 32.05 
MATLAB 0.03 0.05 68.05 68.13 
7500 
Octave 0.7 0.54 64.86 66.1 
MATLAB 0.04 0.08 98.02 98.14 
9000 
Octave 1.06 0.78 101.47 103.31 
MATLAB 0.05 0.11 133.38 133.54 
10500 
Octave 1.35 1.06 173.48 175.89 
MATLAB 0.07 0.14 174.22 174.43 
12000 
Octave 1.74 1.4 256.42 259.56 
MATLAB 0.09 0.18 220.53 220.8 
13500 
Octave 2.21 1.87 354.53 358.61 
MATLAB 0.11 0.23 272.19 272.53 
15000 
Octave 2.87 2.31 437.69 442.87 
 
 
Χρόνος Δημιουργίας και Καταστροφής Διεργασιών 
Τέλος, για την μέτρηση του συνολικού παράλληλου χρόνου εκτέλεσης θα 
πρέπει να υπολογιστεί και ο χρόνος δημιουργίας και καταστροφής των 
διεργασιών. Στο MATLAB υπάρχει η δυνατότητα να μετρηθεί ο χρόνος 
δημιουργίας διεργασιών, ο οποίος περιλαμβάνει τις εντολές: 
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 • sched = findResource('scheduler', 'configuration', 'local'); 
• pjob = createParallelJob(sched); 
• set(pjob, 'FileDependencies', {'finaltest.m'}); 
• set(pjob, 'MaximumNumberOfWorkers', 4); 
• set(pjob, 'MinimumNumberOfWorkers', 4); 
• t = createTask(pjob, @finaltest, 1, {}); 
 
Και ο χρόνος καταστροφής διεργασιών, ο οποίος περιλαμβάνει τις εντολές: 
• waitForState(pjob); 
• results = getAllOutputArguments(pjob); 
• destroy(pjob); 
 
Όμως, για το Octave μπορεί να μετρηθεί μόνο ο χρόνος δημιουργίας 
διεργασιών, που περιλαμβάνει τις εντολές: 
• MPI_Status status; 
• MPI_Init(&argc, &argv); 
• MPI_Comm_size(MPI_COMM_WORLD, &numprocs); 
• MPI_Comm_rank(MPI_COMM_WORLD, &rank); 
 
Αλλά δεν μπορεί να μετρηθεί ο χρόνος καταστροφής των διεργασιών που 
περιλαμβάνει την εντολή: 
• MPI_Finalize(); 
 
Ο Πίνακας 9 περιέχει τους χρόνους δημιουργίας και καταστροφής 
διεργασιών και το άθροισμα τους. 
 
Πίνακας 9: Χρόνοι Δημιουργίας και Καταστροφής Διεργασιών. 
 
Χρόνος 
Δημιουργίας
Χρόνος 
Καταστροφής Σύνολο 
Διεργασιών Διεργασιών 
MATLAB 0.66 1.56 2.22 
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 2.04 Octave – 2.04 
 
 
 
Συνολικός Παράλληλος Χρόνος Εκτέλεσης 
Ο συνολικός παράλληλος χρόνος εκτέλεσης του πολλαπλασιασμού των 
πινάκων Α και Β είναι ίσος με το άθροισμα του χρόνου πολλαπλασιασμού, του 
χρόνου επικοινωνίας και του χρόνου δημιουργίας και καταστροφής διεργασιών. 
Ο Πίνακας 10 περιέχει τον συνολικό παράλληλο χρόνο εκτέλεσης του 
πολλαπλασιασμού των πινάκων Α και Β. 
 
Πίνακας 10: Συνολικός Παράλληλος Χρόνος Εκτέλεσης του Πολλαπλασιασμού 
των Πινάκων Α και Β. 
Ν MATLAB time Octave time 
38.3 43.69 4500 
6000 73.83 96.49 
7500 124.1 189.64 
9000 193.66 323.75 
10500 283.81 509.73 
12000 397.45 785.2 
13500 536.67 1065.35 
15000 702.78 1410.41 
 
 
8.3. Συμπεράσματα 
Στην πρώτη φάση της διεξαγωγής των πειραμάτων υπολογίστηκαν οι χρόνοι 
για τον πολλαπλασιασμό των πινάκων Α και Β. Στην Εικόνα 39 παρουσιάζονται 
τα αποτελέσματα του Πίνακα 7. Το συμπέρασμα που προκύπτει από την εικόνα 
αυτή είναι ότι το MATLAB διαθέτει πολύ πιο αποτελεσματικές συναρτήσεις για 
τον πολλαπλασιασμό πινάκων από ότι το Octave. 
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Εικόνα 39: Συνολικοί χρόνοι πολλαπλασιασμού του πίνακα Α με τον Β. 
 
Ο συνολικός χρόνος επικοινωνίας για την αποστολή των πινάκων Α και Β και 
τη λήψη του πίνακα C για τα προγράμματα MATLAB και Octave παρουσιάζεται 
στην Εικόνα 40. Είναι φανερό πως, αρχικά, οι χρόνοι επικοινωνίας των δύο 
προγραμμάτων είναι σχεδόν ίσοι, με το Octave να υπερτερεί. Στη συνέχεια, 
όμως, οι χρόνοι επικοινωνίας του Octave καταλήγουν να είναι μέχρι και 1,5 
φορές μεγαλύτεροι από τους αντίστοιχους του MATLAB. 
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Εικόνα 40: Χρόνοι Επικοινωνίας για την Αποστολή/Λήψη των Πινάκων Α, Β και C. 
 
Στην Εικόνα 41 παρουσιάζεται ο συνολικός παράλληλος χρόνος εκτέλεσης 
των προγραμμάτων MATLAB και Octave. Παρατηρούμε ότι ενώ για μικρά μεγέθη 
πινάκων οι χρόνοι είναι σχεδόν ίσοι, για μεγάλα μεγέθη πινάκων το MATLAB 
υπερτερεί του προγράμματος Octave. 
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Εικόνα 41: Συνολικός Παράλληλος Χρόνος Εκτέλεσης του Πολλαπλασιασμού των 
Πινάκων Α και Β. 
 
Τέλος, πραγματοποιείται μία σύγκριση για κάθε ένα από τα προγράμματα 
MATLAB και Octave ανάμεσα στο χρόνο που χρειάζονται να εκτελέσουν τον 
πολλαπλασιασμό των πινάκων Α και Β και στο χρόνο επικοινωνίας για την 
αποστολή/λήψη των πινάκων Α, Β και C. Παρατηρούμε, στην Εικόνα 42 (α) πως 
στο MATLAB ο χρόνος μεταβίβασης μηνυμάτων είναι μεγαλύτερος από το χρόνο 
πολλαπλασιασμού, για μικρά μεγέθη πινάκων. Όσο αυξάνεται το μέγεθος των 
πινάκων, όμως, ο χρόνος μεταβίβασης μηνυμάτων ελαττώνεται σημαντικά σε 
σχέση με το χρόνο πολλαπλασιασμού των πινάκων. Αντιθέτως, στην Εικόνα 42 
(β), στο Octave, ο χρόνος μεταβίβασης μηνυμάτων είναι πάντα μικρότερος του 
χρόνου πολλαπλασιασμού των πινάκων. Όμως, και στο πρόγραμμα Octave όσο 
μεγαλώνουν τα μεγέθη των πινάκων τόσο αυξάνει και η διαφορά του χρόνου 
πολλαπλασιασμού πινάκων με το χρόνο μεταβίβασης μηνυμάτων. 
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(α) 
 
 
(β) 
Εικόνα 42: Σύγκριση των χρόνων για τον Πολλαπλασιασμό Πινάκων και για τη 
Μεταβίβαση Μηνυμάτων για τα προγράμματα (α) MATLAB και (β) Octave. 
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Οι κώδικες, οι οποίοι αναπτύχθηκαν για την πραγματοποίηση των 
πειραμάτων και τη διεξαγωγή των συμπερασμάτων της ενότητας αυτής 
παρατίθενται στο Παράρτημα Γ. 
 
8.4. Πείραμα με χρήση του Open MP 
Ο συνολικός παράλληλος χρόνος εκτέλεσης που υπολογίστηκε για το 
πρόγραμμα Octave, στα προηγούμενα πειράματα, περιλαμβάνει και τους 
χρόνους επικοινωνίας, οι οποίοι υπολογίστηκαν με την βοήθεια του Open MPI 
[17]. Για το λόγο αυτό πραγματοποιήθηκαν και μερικά ακόμα πειράματα στα 
οποία χρησιμοποιήθηκε και το Open MP [26] για την υλοποίηση του παράλληλου 
πολλαπλασιασμού των πινάκων Α και Β. Το Open MP χρησιμοποιεί κοινή μνήμη 
(shared memory) και τον gcc (4.2) μεταγλωττιστή. Ο Πίνακας 11 παρουσιάζει 
τους συνολικούς παράλληλους χρόνους εκτέλεσης των πειραμάτων για διάφορα 
μεγέθη των πινάκων Α και Β. 
 
Πίνακας 11: Συνολικός Παράλληλος Χρόνος Εκτέλεσης του Πολλαπλασιασμού 
των Πινάκων Α και Β με χρήση του Open MP. 
Ν Open MP time 
4500 99.15 
226.80 6000 
428.75 7500 
676.80 9000 
3693.55 10500 
 
Για μεγάλα μεγέθη των πινάκων Α και Β παρατηρούμε ότι ο χρόνος αυξάνει 
δραματικά. Το γεγονός αυτό κάνει το Open MP να μην αποτελεί τη βέλτιστη 
επιλογή προγράμματος για παράλληλο προγραμματισμό σε σχέση με τα 
προγράμματα MATLAB και Octave. Το Open MP, όμως, όπως και το Open MPI 
είναι καινούργιες εφαρμογές ανοιχτού λογισμικού και για αυτό το λόγο η 
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 πληροφόρηση που υπάρχει είναι ελλιπής. Αυτό το αναφέρουμε, διότι, με 
περαιτέρω διερεύνηση και με τη χρήση κατάλληλων ρυθμίσεων, υπάρχει 
πιθανότητα να παρουσιάζουν πολύ καλύτερες επιδόσεις από αυτές που έχουμε 
καταγράψει στην εργασία αυτή. Η διερεύνηση, όμως, αυτή δεν αποτελεί 
αντικείμενο της συγκεκριμένης εργασίας. 
Η Εικόνα 43 παρουσιάζει τους συνολικούς παράλληλους χρόνους εκτέλεσης 
του πολλαπλασιασμού των πινάκων Α και Β σε σύγκριση με τα προγράμματα 
MATLAB και Octave. 
 
 
Εικόνα 43: Συνολικός Παράλληλος Χρόνος Εκτέλεσης του Πολλαπλασιασμού των 
Πινάκων Α και Β. 
 
Στην Εικόνα 43 παρατηρούμε τη διαφορά ανάμεσα στο Open MP και στα 
προγράμματα MATLAB  και Octave. Στο σημείο αυτό θα πρέπει να αναφέρουμε 
ότι οι χρόνοι που μετρήθηκαν με τη χρήση του Open MP δεν χαρακτηρίζονται, ως 
απόλυτα αξιόπιστοι χρόνοι. Το γεγονός αυτό είναι απόρροια ενός πλήθους 
πειραμάτων που εκτελέστηκαν και έδειξαν ότι κατά τη μέτρηση του συνολικού 
παράλληλου χρόνου εκτέλεσης του πειράματος δεν αφαιρείται ο τυχαίος 
υπολογιστικός φόρτος του συστήματος. Επίσης, για τη μέτρηση του συνολικού 
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παράλληλου χρόνου εκτέλεσης των πειραμάτων με τη χρήση του Open MP 
χρησιμοποιήθηκε η εντολή omp_get_wtime(), ενώ στα προγράμματα MATLAB 
και Octave χρησιμοποιήθηκε η εντολή cputime. 
 
Ο κώδικας, ο οποίος αναπτύχθηκε για την πραγματοποίηση των πειραμάτων 
και τη διεξαγωγή των συμπερασμάτων της ενότητας αυτής παρατίθεται στο 
Παράρτημα Δ. 
 
 9. Συμπεράσματα 
Σε αυτή τη Διπλωματική Εργασία έχουν παρουσιαστεί οι δυνατότητες που 
παρέχουν τα προγράμματα MATLAB R2007b και GNU Octave (version 2.9.13), 
με τη χρήση παράλληλων βιβλιοθηκών, για ανάπτυξη προγραμμάτων που 
υπολογίζονται με κατανεμημένη και παράλληλη επεξεργασία. Με σκοπό την 
πλήρη κατανόηση των εργαλείων των προγραμμάτων MATLAB και Octave 
υλοποιήθηκαν και ορισμένες τυπικές εφαρμογές σε υπολογιστή του 
Πανεπιστημίου Μακεδονίας. Ο υπολογιστής που χρησιμοποιήθηκε έχει ως 
λογισμικό το Ubuntu 7.10 καθώς και 4 επεξεργαστές Intel® CoreTM2 Quad CPU 
2.400GHz. 
Με την υλοποίηση της εργασίας αυτής έχουμε αναπτύξει, μελετήσει και 
αφομοιώσει τα εξής σημαντικά σημεία: 
• Τα παράλληλα υπολογιστικά συστήματα επιτρέπουν τη μεταφορά του 
φόρτου εργασίας από έναν επεξεργαστή σε πολλούς. Ο χρήστης των 
συστημάτων αυτών έχει τη δυνατότητα να χρησιμοποιήσει μεγάλο πλήθος 
επεξεργαστών με σκοπό τη δραστική μείωση του χρόνου εκτέλεσης μίας 
εφαρμογής. 
• Ο κεντρικός πυρήνας των περισσοτέρων παραδοσιακών αλγορίθμων 
αποτελείται από σειρές φωλιασμένων βρόχων, που εκτελούν 
πολύπλοκους χειρισμούς πινάκων για να παράγουν κάποιο αριθμητικό 
αποτέλεσμα. Η δημιουργία κατανεμημένων και παράλληλων 
προγραμμάτων οδηγεί στην αναδιοργάνωση αυτών των σειριακών 
αλγόριθμων, ώστε οι φωλιασμένοι βρόχοι να εκτελούνται παράλληλα είτε 
επειδή οι βρόχοι είναι ανεξάρτητοι μεταξύ τους είτε με την κατανομή των 
πινάκων σε πλήθος επεξεργαστών. 
• Για την εκμετάλλευση την υπολογιστικής δύναμης πλήθους επεξεργαστών 
μέσω του κατανεμημένου και του παράλληλου προγραμματισμού, θα 
πρέπει να έχουν σχεδιαστεί αποδοτικοί αλγόριθμοι με τη χρήση των 
κατάλληλων εντολών. Οι εντολές αυτές μπορεί να διαφέρουν, ανάλογα με 
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την παράλληλη βιβλιοθήκη που χρησιμοποιείται, αλλά η λογική ανάπτυξης 
κατανεμημένων και παράλληλων αλγορίθμων παραμένει η ίδια. 
• Αναφορικά με το προγράμματα MATLAB και Octave. Το MATLAB, είναι 
ένα εμπορικό προϊόν και για αυτό το λόγο κάποιος χρήστης του θα πρέπει 
να αγοράσει μία άδεια για κάθε διεργασία που θέλει να τρέξει σε μία 
εξωτερική συστοιχία υπολογιστών. Επομένως, το κόστος χρήσης του 
MATLAB μπορεί να γίνει απαγορευτικό, ανάλογα με τις απαιτήσεις του 
χρήστη. Το Octave, το οποίο διανέμεται δωρεάν υπό τους όρους της 
General Public Licence (GPL) [15], διαθέτει σημαντικό πλεονέκτημα ως 
προς το MATLAB, όσον αφορά το κόστος. Όσον αφορά όμως την 
ανάπτυξη νέων ή ήδη υπαρχόντων εργαλείων για παράλληλη 
επεξεργασία, για το MATLAB πραγματοποιείται με ραγδαίους ρυθμούς. 
Παραδείγματα τέτοιων εργαλείων αναλύθηκαν στα κεφάλαια που 
προηγήθηκαν. Δυστυχώς, όμως για το Octave η ανάπτυξη εργαλείων για 
παράλληλη επεξεργασία πραγματοποιείται με, σχετικά, αργούς ρυθμούς. 
Αυτό έχει σαν αποτέλεσμα το Octave να μην έχει ενσωματωμένα, ακόμη, 
τόσο αποτελεσματικά εργαλεία παράλληλης επεξεργασίας όσο το 
MATLAB. 
 
Μελλοντική έρευνα που θα μπορούσε να προταθεί ύστερα από την ανάπτυξη 
αυτής της εργασίας είναι η ανάπτυξη και εκτέλεση μίας πραγματικής εφαρμογής, 
η οποία να απαιτεί τον υπολογισμό μεγάλου όγκου δεδομένων, ώστε να υπάρχει 
η δυνατότητα να μελετηθεί περισσότερο η συμπεριφορά ενός παράλληλου 
συστήματος σε πραγματικές συνθήκες. 
 
 Βιβλιογραφία 
 
[1] The MathWorksTM (Accelerating the pace of engineering and science) 
(http://www.mathworks.com/) 
[2] GNU Octave 
(http://www.gnu.org/software/octave/) 
[3] MATLAB Distributed Computing ToolboxTM 
(http://www.mathworks.com/access/helpdesk/help/toolbox/distcomp/index.html?/access/he
lpdesk/help/toolbox/distcomp/) 
[4] Octave-Forge – Extra packages for GNU Octave 
(http://octave.sourceforge.net/) 
[5] Ferna´ndez, J., Anguita, M., Mota, S., Can˜as, A., Ortigosa, E., Rojas, F.J., 
2004. MPI toolbox for octave. In: Proceedings of the 6th International 
Conference on High Performance Computing for Computational Science, 
June 2004, Valencia, Spain. 
(http://atc.ugr.es/~javier/investigacion/papers/VecPar04.pdf) 
[6] The Message Passing Interface (MPI) standard 
(http://www-unix.mcs.anl.gov/mpi/) 
[7] Kienzle, P. et al: Octave-Forge repository 
(http://www.octave.org/octave-lists/archive/octave-sources.2001/msg00010.html) 
[8] Parallel Distributed Processing Laboratory 
(http://www.it.uom.gr/) 
[9] Octave Mailing Lists Archives 
(http://velveeta.che.wisc.edu/octave/lists/archive/) 
[10] MATLAB® Distributed Computing ServerTM 
(http://www.mathworks.com/products/distriben/) 
[11] Microsoft Windows Compute Cluster Server (CSS) 
(http://www.mathworks.com/products/distriben/supported/sched/windows_ccs.html) 
[12] Platform LSF 
(http://www.mathworks.com/products/distribtb/supported/sched/platform.html) 
[13] Portable Batch System (PBS) 
(http://www.mathworks.com/products/distriben/supported/sched/pbs.html) 
 123
  124
[14] mpiexec Scheduler 
(http://www.mathworks.com/products/distribtb/supported/sched/mpiexec.html) 
[15] GNU General Public License 
(http://www.gnu.org/licenses/gpl.html) 
[16] Parallel Knoppix 
(http://idea.uab.es/mcreel/ParallelKnoppix/) 
[17] Open MPI: Open Source High Performance Computing 
(http://www.open-mpi.org/) 
[18] LAM/MPI Parallel Computing 
(http://www.lam-mpi.org/) 
[19] W. Gropp, E. Lusk, N. Doss, A. Skjellum, A high-performance, portable 
implementation of the MPI message passing interface standard, Parallel 
Computing 22 (6) (1996) 789–828 
[20] Lippert, R.: PVM for Octave 
(http://www.octave.org/octave-lists/archive/octave-maintainers.1999/msg00084.html) 
[21] Jacobson, A.: “MPI: The example of R” 
(http://www.octave.org/octave-lists/archive/octave-maintainers.2003/msg00049.html) 
[22] Fujiwara, H.: Parallel Octave package 
(http://www.higuchi.ecei.tohoku.ac.jp/octave/) 
[23] Cole, J.D.: D–Octave package 
(http://www.octave.org/octave-lists/archive/octave-maintainers.2003/msg00080.html) 
[24] Eaton, J.W.; Rawlings, J.B.: “Ten years of Octave –Recent developments 
and plans for the future”, in DSC 2003 Proceedings of the 3rd Int.Wshp. on 
Dstr.Stat.C, March 2003, Vienna, Austria 
(http://www.ci.tuwien.ac.at/Conferences/DSC-2003/Proceedings/EatonRawlings.pdf) 
[25] Verstak, A.: MPI bindings 
(http://velveeta.che.wisc.edu/octave/lists/archive//help-octave.2001/msg00433.html) 
[26] Open MP 
(http://openmp.org/wp/) 
 
 Παράρτημα Α: Παραδείγματα παράλληλων εργασιών με 
το MATLAB R2007b 
 
Παράδειγμα 1 
Στο παράδειγμα αυτό το εργαστήριο 1 μεταδίδει (broadcast) στα υπόλοιπα 
εργαστήρια έναν πίνακα. Έπειτα, κάθε εργαστήριο υπολογίζει το άθροισμα της 
στήλης του πίνακα αυτού που ο αριθμός της ισούται με τον αριθμό του 
εργαστηρίου. Τέλος, με τη βοήθεια της συνάρτησης gplus κάθε εργαστήριο 
υπολογίζει το άθροισμα των παραπάνω αθροισμάτων. Επομένως, σε κάθε 
εργαστήριο η τιμή του αποτελέσματος είναι η ίδια. 
 
Κώδικας της συνόδου πελάτη 
clear all; 
 
sched = findResource('scheduler', 'configuration', 
'local'); 
 
pjob = createParallelJob(sched); 
 
set(pjob, 'FileDependencies', { ‘myexample1.m'}); 
 
set(pjob, 'MaximumNumberOfWorkers', 4); 
set(pjob, 'MinimumNumberOfWorkers', 4); 
 
t = createTask(pjob, @ myexample1, 1, {}); 
 
submit(pjob); 
 
waitForState(pjob); 
 
results = getAllOutputArguments(pjob) 
 
Κώδικας της συνάρτησης διεργασίας  
function total_sum = myexample1 
 
if labindex == 1 
     % Broadcast magic square to other labs 
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      A = labBroadcast(1,magic(numlabs)); 
      
else 
     % Receive Broadcast on other labs 
     A = labBroadcast(1); 
end 
 
% Calculate sum of column identified by labindex for this 
lab 
column_sum = sum(A(:,labindex)); 
 
% Calculate total sum by combining column sum from all 
labs 
total_sum = gplus(column_sum); 
 
 
Παράδειγμα 2 
Στο παράδειγμα αυτό το εργαστήριο 1 μεταδίδει (broadcast) στα υπόλοιπα 
εργαστήρια έναν πίνακα. Έπειτα, κάθε εργαστήριο, συμπεριλαμβανομένου και 
του εργαστηρίου 1, υπολογίζει το άθροισμα της στήλης του πίνακα αυτού που ο 
αριθμός της ισούται με τον αριθμό του εργαστηρίου. Τα εργαστήρια, εκτός του 
εργαστηρίου 1, στέλνουν (labSend) στο εργαστήριο 1 το αποτέλεσμα του 
αθροίσματος. Τέλος, το εργαστήριο 1 λαμβάνει (labReceive) τα αθροίσματα από 
τα υπόλοιπα εργαστήρια και υπολογίζει το άθροισμα των παραπάνω 
αποτελεσμάτων. Επομένως, μόνο στο εργαστήριο 1 υπάρχει η τιμή του τελικού 
αποτελέσματος. 
 
Κώδικας της συνόδου πελάτη 
clear all; 
 
sched = findResource('scheduler', 'configuration', 
'local'); 
 
pjob = createParallelJob(sched); 
 
set(pjob, 'FileDependencies', { ‘myexample2.m'}); 
 
set(pjob, 'MaximumNumberOfWorkers', 4); 
set(pjob, 'MinimumNumberOfWorkers', 4); 
 
 126
 t = createTask(pjob, @ myexample2, 1, {}); 
 
submit(pjob); 
 
waitForState(pjob); 
 
results = getAllOutputArguments(pjob) 
 
Κώδικας της συνάρτησης διεργασίας  
function total_sum = myexample2 
 
if labindex == 1 
    % Broadcast magic square to other labs 
    A = labBroadcast(1,magic(numlabs)); 
     
    total_sum = sum(A(:,labindex)); 
     
    % Calculate total sum by combining column sum from 
all labs 
    for otherLab = 2:numlabs 
        total_sum = total_sum + labReceive(otherLab); 
    end 
     
else 
    % Receive Broadcast on other labs 
    A = labBroadcast(1); 
 
    % Calculate sum of column identified by labindex for 
this lab 
    column_sum = sum(A(:,labindex)); 
 
    labSend(column_sum, 1); 
end 
 
 
Παράδειγμα 3 
Στο παράδειγμα αυτό δημιουργούνται δύο πίνακες (Α και Β). Το εργαστήριο 
1 μεταδίδει (broadcast) στα υπόλοιπα εργαστήρια τον πίνακα Α και στέλνει 
(labSend) σε κάθε εργαστήριο ξεχωριστά τη στήλη του πίνακα Β που ο αριθμός 
της ισούται με τον αριθμό του εργαστηρίου. Έπειτα, κάθε εργαστήριο, 
συμπεριλαμβανομένου και του εργαστηρίου 1, υπολογίζει το γινόμενο του πίνακα 
Α με τη στήλη του πίνακα Β που έχει διαθέσιμη. Τα εργαστήρια, εκτός του 
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 εργαστηρίου 1, στέλνουν (labSend) στο εργαστήριο 1 το αποτέλεσμα του 
γινομένου, που είναι ένας πίνακας στήλη. Τέλος, το εργαστήριο 1 λαμβάνει 
(labReceive) τα γινόμενα από τα υπόλοιπα εργαστήρια και συνθέτει τον τελικό 
πίνακα C που είναι και το τελικό αποτέλεσμα του πολλαπλασιασμού των 
πινάκων Α και Β. 
 
Κώδικας της συνόδου πελάτη 
clear all; 
 
sched = findResource('scheduler', 'configuration', 
'local'); 
 
pjob = createParallelJob(sched); 
 
set(pjob, 'FileDependencies', { ‘myexample3.m'}); 
 
set(pjob, 'MaximumNumberOfWorkers', 4); 
set(pjob, 'MinimumNumberOfWorkers', 4); 
 
t = createTask(pjob, @ myexample3, 1, {}); 
 
submit(pjob); 
 
waitForState(pjob); 
 
results = getAllOutputArguments(pjob) 
 
Κώδικας της συνάρτησης διεργασίας  
function C = myexample3 
 
if labindex == 1 
     
    % Broadcast magic square to other labs 
    A = labBroadcast(1,magic(numlabs)); 
    % Create B 
    B = magic(numlabs); 
     
    % Send appropriate column of B to other labs 
    for otherLab = 2:numlabs 
        labSend(B(:, otherLab), otherLab); 
    end 
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     % Calculate appropriate column of C 
    C(:,1) = A(:,:) * B(:, labindex); 
     
    % Receive appropriate column of C from other labs 
    for otherLab = 2:numlabs 
        C(:,otherLab) = labReceive(otherLab); 
    end 
     
else 
    % Receive Broadcast on other labs 
    A = labBroadcast(1); 
 
    % Calculate appropriate column of C 
    C(:,:) = A(:,:) * labReceive(1); 
 
    % Send appropriate column of C to master 
    labSend(C, 1); 
end 
 
 
Παράδειγμα 4 
Στο παράδειγμα αυτό δημιουργούνται δύο πίνακες (Α και Β), οι οποίοι έχουν 
μέγεθος NxN. Κάθε εργαστήριο θα υπολογίσει το γινόμενο του πίνακα Α με ένα 
τμήμα του πίνακα Β, το οποίο αποτελείται από sb στήλες. Αρχικά, το εργαστήριο 
1 μεταδίδει (broadcast) στα υπόλοιπα εργαστήρια το μέγεθος των πινάκων (Ν) 
και τον αριθμό στηλών που θα έχει ο πίνακας Β (sb). Έπειτα, μεταδίδει 
(broadcast) ταυτόχρονα στα υπόλοιπα εργαστήρια τον πίνακα Α και στέλνει 
(labSend) σε κάθε εργαστήριο το τμήμα του πίνακα Β που του αντιστοιχεί. 
Έπειτα, κάθε εργαστήριο, συμπεριλαμβανομένου και του εργαστηρίου 1, 
υπολογίζει το γινόμενο του πίνακα Α με το τμήμα του πίνακα Β που έχει στη 
διάθεση του. Τα εργαστήρια, εκτός του εργαστηρίου 1, στέλνουν (labSend) στο 
εργαστήριο 1 το αποτέλεσμα του γινομένου, που είναι ένας πίνακας με sb 
στήλες. Τέλος, το εργαστήριο 1 λαμβάνει (labReceive) τα γινόμενα από τα 
υπόλοιπα εργαστήρια και συνθέτει τον τελικό πίνακα C που είναι και το τελικό 
αποτέλεσμα του πολλαπλασιασμού των πινάκων Α και Β. 
 
Κώδικας της συνόδου πελάτη  
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 clear all; 
 
sched = findResource('scheduler', 'configuration', 
'local'); 
 
pjob = createParallelJob(sched); 
 
set(pjob, 'FileDependencies', { ‘myexample4.m'}); 
 
set(pjob, 'MaximumNumberOfWorkers', 4); 
set(pjob, 'MinimumNumberOfWorkers', 4); 
 
t = createTask(pjob, @ myexample4, 1, {}); 
 
submit(pjob); 
 
waitForState(pjob); 
 
results = getAllOutputArguments(pjob) 
 
Κώδικας της συνάρτησης διεργασίας 
function C = myexample4 
 
if labindex == 1 
    % The size of sb segments 
    sb = 64; % rows 
    % The number of the rows and the columns 
    N = sb*numlabs; 
         
    % Broadcast N, sb to other labs 
    labBroadcast(1, N); 
    labBroadcast(1, sb); 
     
else 
    % Receive Broadcast N, sb on other labs 
    N = labBroadcast(1); 
    sb = labBroadcast(1); 
end 
 
% Initialize arrays 
A = zeros(N,N); 
 
if labindex == 1 
     
    % Initialize arrays 
    B = zeros(N,N); 
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 % Initialize array elements (values 1-10) 
    for i = 1:1:N 
        for j = 1:1:N 
            A(i,j) = ceil(rand() * 10); 
            B(i,j) = ceil(rand() * 10); 
        end 
    end 
     
    % Broadcast A to other labs 
    labBroadcast(1, A); 
     
    % Pointer to B 
    segment_rows = sb; 
    % Send appropriate column of B to other labs 
    for otherLab = 2:numlabs 
        labSend(B(:, (segment_rows+1):(segment_rows+sb)), 
otherLab); 
        segment_rows = segment_rows + sb; 
    end 
     
    % Calculate appropriate column of C 
    C(:,1:sb) = A(:,:) * B(:, 1:sb); 
     
    % Pointer to B 
    segment_rows = sb; 
    % Receive appropriate column of C from other labs 
    for otherLab = 2:numlabs 
        C(:,(segment_rows+1):(segment_rows+sb)) = 
labReceive(otherLab); 
        segment_rows = segment_rows + sb; 
    end 
     
else 
    % Receive Broadcast on other labs 
    A = labBroadcast(1); 
 
    % Calculate appropriate column of C 
    C(:,:) = A(:,:) * labReceive(1); 
 
    % Send appropriate column of C to master 
    labSend(C, 1); 
end 
 
 
Παράδειγμα 5 
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 Στο παράδειγμα αυτό δημιουργούνται δύο πίνακες (Α και Β), οι οποίοι έχουν 
μέγεθος NxN. Κάθε εργαστήριο θα υπολογίσει το γινόμενο του πίνακα Α με ένα 
τμήμα του πίνακα Β, το οποίο αποτελείται από sb γραμμές. Αρχικά, το 
εργαστήριο 1 μεταδίδει (broadcast) στα υπόλοιπα εργαστήρια το μέγεθος των 
πινάκων (Ν) και τον αριθμό γραμμών που θα έχει ο πίνακας Β (sb). Έπειτα, 
μεταδίδει (broadcast) ταυτόχρονα στα υπόλοιπα εργαστήρια τον πίνακα Α 
(γραμμή-γραμμή) και στέλνει (labSend) σε κάθε εργαστήριο το τμήμα του πίνακα 
Β που του αντιστοιχεί. Έπειτα, κάθε εργαστήριο, συμπεριλαμβανομένου και του 
εργαστηρίου 1, υπολογίζει το γινόμενο του πίνακα Α με το τμήμα του πίνακα Β 
που έχει στη διάθεση του. Τα εργαστήρια, εκτός του εργαστηρίου 1, στέλνουν 
(labSend) στο εργαστήριο 1 το αποτέλεσμα του γινομένου, που είναι ένας 
πίνακας μεγέθους NxN. Τέλος, το εργαστήριο 1 λαμβάνει (labReceive) τα 
γινόμενα από τα υπόλοιπα εργαστήρια και συνθέτει τον τελικό πίνακα C που 
είναι και το τελικό αποτέλεσμα του πολλαπλασιασμού των πινάκων Α και Β. 
 
Κώδικας της συνόδου πελάτη  
clear all; 
 
sched = findResource('scheduler', 'configuration', 
'local'); 
 
pjob = createParallelJob(sched); 
 
set(pjob, 'FileDependencies', { ‘myexample5.m'}); 
 
set(pjob, 'MaximumNumberOfWorkers', 4); 
set(pjob, 'MinimumNumberOfWorkers', 4); 
 
t = createTask(pjob, @ myexample5, 1, {}); 
 
submit(pjob); 
 
waitForState(pjob); 
 
results = getAllOutputArguments(pjob) 
 
Κώδικας της συνάρτησης διεργασίας 
function C = myexample5 
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if labindex == 1 
    % The size of sb segments 
    sb = 32; % rows 
    % The number of the rows and the columns 
    N = sb*numlabs; 
         
    % Broadcast N, p, sb to other labs 
    labBroadcast(1, N); 
    labBroadcast(1, sb); 
     
else 
    % Receive Broadcast N, p, sb on other labs 
    N = labBroadcast(1); 
    sb = labBroadcast(1); 
end 
 
% Initialize arrays 
A = zeros(N,N); 
C = zeros(N,N); 
 
if labindex == 1 
     
    % Initialize arrays 
    B = zeros(N,N); 
  
    % Initialize array elements (values 1-10) 
    for i = 1:1:N 
        for j = 1:1:N 
            A(i,j) = ceil(rand() * 10); 
            B(i,j) = ceil(rand() * 10); 
        end 
    end 
     
    % Broadcast each column of A 
    for i = 1:1:N 
        labBroadcast(1, A(:,i)); 
    end 
     
    % Pointer to B 
    segment_rows = sb; 
    % Send appropriate column of B to other labs 
    for otherLab = 2:numlabs 
        labSend(segment_rows, otherLab); 
        labSend(B((segment_rows+1):(segment_rows+sb), :), 
otherLab); 
        segment_rows = segment_rows + sb; 
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    end 
 
    Bpart = B(1:sb, :); 
    % Computing C in master 
    for i = 1:1:N 
        for j = 1:1:N 
 
            for k = 1:1:sb 
                C(i,j) = C(i,j) + (A(i, k) * Bpart(k,j) 
); 
            end 
 
        end 
    end 
     
    % Receive C from other labs 
    for otherLab = 2:numlabs 
        C = C + labReceive(otherLab); 
    end 
     
else 
    % Receive Broadcast column of A on other labs 
    for i = 1:1:N 
        A(:,i) = labBroadcast(1); 
    end 
 
    segment_rows = labReceive(1); 
    Bpart = labReceive(1); 
    % Computing C in otherlab 
    for i = 1:1:N 
        for j = 1:1:N 
 
            for k = 1:1:sb 
                C(i,j) = C(i,j) + (A(i, k+segment_rows) * 
Bpart(k,j) ); 
            end 
 
        end 
    end 
 
    % Send C to master 
    labSend(C, 1); 
end 
 
 Παράρτημα Β: Παραδείγματα παράλληλων εργασιών με 
το GNU Octave 
 
Παράδειγμα 1 
Στο παράδειγμα αυτό δημιουργείται το προκαθορισμένο περιβάλλον 
επικοινωνιών MPI_COMM_WORLD, το οποίο περιλαμβάνει όλες τις διεργασίες. 
Διευκρινίζεται ο αριθμός των διεργασιών που περιλαμβάνονται στο 
προκαθορισμένο περιβάλλον επικοινωνιών. Διευκρινίζεται ο αριθμός που 
χαρακτηρίζει την κάθε διεργασία. Ορίζεται ένα εύρος τιμών, του οποίου θα 
υπολογιστεί το άθροισμα, για κάθε διεργασία. Όλες οι διεργασίες υπολογίζουν το 
άθροισμα των συγκεκριμένων αριθμών που τους δόθηκαν. Όλες οι διεργασίες, 
εκτός από τη διεργασία 0, στέλνουν το αποτέλεσμα του αθροίσματος. Η 
διεργασία 0 υπολογίζει το τελικό άθροισμα των αριθμών από 1 έως 10000. 
 
Κώδικας 
% Initialize MPI environment 
MPI_Init; 
 
% Create MPI_COMM_WORLD 
comm = MPI_COMM_WORLD; 
 
% Get the size of the processes 
size = MPI_Comm_size(comm); 
 
% Get the rank of the process 
my_rank = MPI_Comm_rank(comm); 
 
% Create a unique tag id for this message 
tag = 1; 
 
sum = 0; 
startval = 1000 * (my_rank/size) + 1; 
endval = 1000 * ((my_rank + 1)/size); 
 
for i = startval:1:endval 
    sum = sum + i; 
end 
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if my_rank ~= 0 
    MPI_Send(sum, 0, tag, comm); 
 
else 
    for j = 1:1:(size-1) 
        MPI_Recv(accum, j, tag, comm); 
        sum = sum + accum; 
    end 
end 
 
% Finalize MPI environment 
MPI_Finalize; 
 
 
Παράδειγμα 2 
Στο παράδειγμα αυτό δημιουργείται το προκαθορισμένο περιβάλλον 
επικοινωνιών MPI_COMM_WORLD, το οποίο περιλαμβάνει όλες τις διεργασίες. 
Διευκρινίζεται ο αριθμός των διεργασιών που περιλαμβάνονται στο 
προκαθορισμένο περιβάλλον επικοινωνιών. Διευκρινίζεται ο αριθμός που 
χαρακτηρίζει την κάθε διεργασία. Η διεργασία 0 μεταδίδει (broadcast) στις 
υπόλοιπα διεργασίες έναν πίνακα. Έπειτα, κάθε διεργασία, 
συμπεριλαμβανομένης και της διεργασίας 0, υπολογίζει το άθροισμα της στήλης 
του πίνακα αυτού που ο αριθμός της ισούται με τον αριθμό της. Οι διεργασίες, 
εκτός της 0, στέλνουν (MPI_Send) στη διεργασία 0 το αποτέλεσμα του 
αθροίσματος. Τέλος, η διεργασία 0 λαμβάνει (MPI_Recv) τα αθροίσματα από τα 
υπόλοιπες διεργασίες και υπολογίζει το άθροισμα των παραπάνω 
αποτελεσμάτων. 
 
Κώδικας 
% Initialize MPI environment 
MPI_Init; 
 
% Create MPI_COMM_WORLD 
comm = MPI_COMM_WORLD; 
 
% Get the size of the processes 
size = MPI_Comm_size(comm); 
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% Get the rank of the process 
my_rank = MPI_Comm_rank(comm); 
 
% Create unique tags id for the messages 
tag = 1; 
 
if my_rank == 0 
    Α = magic(size); 
end 
 
% Broadcast magic square to other processes 
MPI_Bcast(A, 0, comm); 
 
if my_rank == 0 
    % Calculate the sum of column my_rank 
    total_sum = sum(A(:,my_rank+1)); 
     
    % Calculate totalsum by combining sums from all 
processes 
    for j = 1:1:(size-1) 
        MPI_Recv(column_sum, j, tag, comm); 
        total_sum = total_sum + column_sum; 
    end 
     
else 
    % Calculate sum of column identified by my_rank for 
this process 
    column_sum = sum(A(:,my_rank+1)); 
 
    MPI_Send(column_sum, 0, tag, comm); 
end 
 
% Finalize MPI environment 
MPI_Finalize; 
 
 
Παράδειγμα 3 
Στο παράδειγμα αυτό δημιουργείται το προκαθορισμένο περιβάλλον 
επικοινωνιών MPI_COMM_WORLD, το οποίο περιλαμβάνει όλες τις διεργασίες. 
Διευκρινίζεται ο αριθμός των διεργασιών που περιλαμβάνονται στο 
προκαθορισμένο περιβάλλον επικοινωνιών. Διευκρινίζεται ο αριθμός που 
χαρακτηρίζει την κάθε διεργασία. Στη διεργασία 0 δημιουργούνται δύο πίνακες (Α 
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 και Β). Η διεργασία αυτή μεταδίδει (broadcast) στις υπόλοιπες διεργασίες τον 
πίνακα Α και στέλνει (MPI_Send) σε κάθε διεργασία ξεχωριστά τη στήλη του 
πίνακα Β που ο αριθμός της ισούται με τον αριθμό της διεργασίας. Έπειτα, κάθε 
διεργασία, συμπεριλαμβανομένης και της 0, υπολογίζει το γινόμενο του πίνακα Α 
με τη στήλη του πίνακα Β που έχει διαθέσιμη. Οι διεργασίες, εκτός της 0, 
στέλνουν (MPI_Send) στη διεργασία 0 το αποτέλεσμα του γινομένου, που είναι 
ένας πίνακας στήλη. Τέλος, η διεργασία 0 λαμβάνει (MPI_Recv) τα γινόμενα από 
τις υπόλοιπες διεργασίες και συνθέτει τον τελικό πίνακα C που είναι και το τελικό 
αποτέλεσμα του πολλαπλασιασμού των πινάκων Α και Β.  
 
Κώδικας 
% Initialize MPI environment 
MPI_Init; 
 
% Create MPI_COMM_WORLD 
comm = MPI_COMM_WORLD; 
 
% Get the size of the processes 
size = MPI_Comm_size(comm); 
 
% Get the rank of the process 
my_rank = MPI_Comm_rank(comm); 
 
% Create unique tags id for the messages 
tag1 = 1; 
tag2 = 2; 
 
if my_rank == 0 
    % Create A 
    Α = magic(size); 
    % Create B 
    B = magic(size); 
end 
 
% Broadcast A to other processes 
MPI_Bcast(A, 0, comm); 
 
if my_rank == 0 
    for j = 1:1:(size-1) 
        MPI_Send(B(:,j+1), j, tag1, comm); 
    end 
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    % Calculate appropriate column of C 
    C(:,1) = A(:,:) * B(:, my_rank+1); 
     
        % Receive appropriate column of C from other 
processes 
    for j = 1:1:(size-1) 
        MPI_Recv(myC, j, tag2, comm); 
        C(:,j+1) = myC(:,:); 
    end 
     
else 
    % Calculate appropriate column of C 
    MPI_Recv(myB, 0, tag1, comm); 
    myC(:,:) = A(:,:) * myB(:,:); 
 
    % Send appropriate column of C to root 
    MPI_Send(myC, 0, tag2, comm); 
end 
 
% Finalize MPI environment 
MPI_Finalize; 
 
 
Παράδειγμα 4 
Στο παράδειγμα αυτό δημιουργείται το προκαθορισμένο περιβάλλον 
επικοινωνιών MPI_COMM_WORLD, το οποίο περιλαμβάνει όλες τις διεργασίες. 
Διευκρινίζεται ο αριθμός των διεργασιών που περιλαμβάνονται στο 
προκαθορισμένο περιβάλλον επικοινωνιών. Διευκρινίζεται ο αριθμός που 
χαρακτηρίζει την κάθε διεργασία. Στη διεργασία 0 δημιουργούνται δύο πίνακες (Α 
και Β), οι οποίοι έχουν μέγεθος NxN. Κάθε διεργασία θα υπολογίσει το γινόμενο 
του πίνακα Α με ένα τμήμα του πίνακα Β, το οποίο αποτελείται από sb στήλες. Η 
διεργασία 0 μεταδίδει (broadcast) στις υπόλοιπες διεργασίες το μέγεθος των 
πινάκων (Ν) και τον αριθμό στηλών που θα έχει ο πίνακας Β (sb) και τον πίνακα 
Α. Έπειτα, στέλνει (MPI_Send) σε κάθε διεργασία ξεχωριστά το τμήμα του 
πίνακα Β που της αντιστοιχεί. Έπειτα, κάθε διεργασία, συμπεριλαμβανομένης και 
της 0, υπολογίζει το γινόμενο του πίνακα Α με το τμήμα του πίνακα Β που έχει 
διαθέσιμο. Οι διεργασίες, εκτός της 0, στέλνουν (MPI_Send) στη διεργασία 0 το 
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 αποτέλεσμα του γινομένου, που είναι ένας πίνακας με sb στήλες. Τέλος, η 
διεργασία 0 λαμβάνει (MPI_Recv) τα γινόμενα από τις υπόλοιπες διεργασίες και 
συνθέτει τον τελικό πίνακα C που είναι και το τελικό αποτέλεσμα του 
πολλαπλασιασμού των πινάκων Α και Β. 
 
Κώδικας 
% Initialize MPI environment 
MPI_Init; 
 
% Create MPI_COMM_WORLD 
comm = MPI_COMM_WORLD; 
 
% Get the size of the processes 
size = MPI_Comm_size(comm); 
 
% Get the rank of the process 
my_rank = MPI_Comm_rank(comm); 
 
% Create unique tags id for the messages 
tag1 = 1; 
tag2 = 2; 
 
if my_rank == 0 
    % The size of sb segments 
    sb = 64; % rows 
    % The number of the rows and the columns 
    N = sb*size; 
    % Create A, B 
    Α = zeros(N,N); 
    B = zeros(N,N); 
    % Initialize array elements (values 1-10) 
    for i = 1:1:N 
        for j = 1:1:N 
            A(i,j) = ceil(rand() * 10); 
            B(i,j) = ceil(rand() * 10); 
        end 
    end 
end 
 
% Broadcast N, sb, A to other processes 
MPI_Bcast(N, 0, comm); 
MPI_Bcast(sb, 0, comm); 
MPI_Bcast(A, 0, comm); 
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 if my_rank == 0 
    % Pointer to B 
    segment_rows = sb; 
    % Send appropriate column of B to other processes 
    for j = 1:1:(size-1) 
        MPI_Send(B(:,(segment_rows+1):(segment_rows+sb)), 
j, tag1, comm); 
        segment_rows = segment_rows + sb; 
    end 
 
    % Calculate appropriate column of C 
    C(:,1:sb) = A(:,:) * B(:, 1:sb); 
 
    % Pointer to B 
    segment_rows = sb; 
    % Receive appropriate column of C from other 
processes 
    for j = 1:1:(size-1) 
        MPI_Recv(myC, j, tag2, comm); 
        C(:,(segment_rows+1):(segment_rows+sb)) = 
myC(:,:); 
        segment_rows = segment_rows + sb; 
    end 
 
else 
    % Calculate appropriate column of C 
    MPI_Recv(myB, 0, tag1, comm); 
    myC(:,:) = A(:,:) * myB(:,:); 
 
    % Send appropriate column of C to root 
    MPI_Send(myC, 0, tag2, comm); 
end 
 
% Finalize MPI environment 
MPI_Finalize; 
 
 
Παράδειγμα 5 
Στο παράδειγμα αυτό δημιουργείται το προκαθορισμένο περιβάλλον 
επικοινωνιών MPI_COMM_WORLD, το οποίο περιλαμβάνει όλες τις διεργασίες. 
Διευκρινίζεται ο αριθμός των διεργασιών που περιλαμβάνονται στο 
προκαθορισμένο περιβάλλον επικοινωνιών. Διευκρινίζεται ο αριθμός που 
χαρακτηρίζει την κάθε διεργασία. Στη διεργασία 0 δημιουργούνται δύο πίνακες (Α 
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 και Β), οι οποίοι έχουν μέγεθος NxN. Κάθε διεργασία θα υπολογίσει το γινόμενο 
του πίνακα Α με ένα τμήμα του πίνακα Β, το οποίο αποτελείται από sb γραμμές. 
Η διεργασία 0 μεταδίδει (broadcast) στις υπόλοιπες διεργασίες το μέγεθος των 
πινάκων (Ν) και τον αριθμό στηλών που θα έχει ο πίνακας Β (sb) και τον πίνακα 
Α (γραμμή-γραμμή). Έπειτα, στέλνει (MPI_Send) σε κάθε διεργασία ξεχωριστά το 
τμήμα του πίνακα Β που της αντιστοιχεί. Έπειτα, κάθε διεργασία, 
συμπεριλαμβανομένης και της 0, υπολογίζει το γινόμενο του πίνακα Α με το 
τμήμα του πίνακα Β που έχει διαθέσιμο. Οι διεργασίες, εκτός της 0, στέλνουν 
(MPI_Send) στη διεργασία 0 το αποτέλεσμα του γινομένου, που είναι ένας 
πίνακας μεγέθους NxN. Τέλος, η διεργασία 0 λαμβάνει (MPI_Recv) τα γινόμενα 
από τις υπόλοιπες διεργασίες και συνθέτει τον τελικό πίνακα C που είναι και το 
τελικό αποτέλεσμα του πολλαπλασιασμού των πινάκων Α και Β. 
 
Κώδικας 
% Initialize MPI environment 
MPI_Init; 
 
% Create MPI_COMM_WORLD 
comm = MPI_COMM_WORLD; 
 
% Get the size of the processes 
size = MPI_Comm_size(comm); 
 
% Get the rank of the process 
my_rank = MPI_Comm_rank(comm); 
 
% Create unique tags id for the messages 
tag0 = 0; 
tag1 = 1; 
tag2 = 2; 
 
if my_rank == 0 
    % The size of sb segments 
    sb = 32; % rows 
    % The number of the rows and the columns 
    N = sb*size; 
    % Create A, B 
    Α = zeros(N,N); 
    B = zeros(N,N); 
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     % Initialize array elements (values 1-10) 
    for i = 1:1:N 
        for j = 1:1:N 
            A(i,j) = ceil(rand() * 10); 
            B(i,j) = ceil(rand() * 10); 
        end 
    end 
end 
 
C = zeros(N,N); 
 
% Broadcast N, sb, A to other processes 
MPI_Bcast(N, 0, comm); 
MPI_Bcast(sb, 0, comm); 
for i = 1:1:N 
    MPI_Bcast(A(:,i), 0, comm); 
end 
 
if my_rank == 0 
    % Pointer to B 
    segment_rows = sb; 
    % Send appropriate part of B to other processes 
    for j = 1:1:(size-1) 
        MPI_Send(segment_rows, j, tag0, comm); 
        MPI_Send(B((segment_rows+1):(segment_rows+sb),:), 
j, tag1, comm); 
        segment_rows = segment_rows + sb; 
    end 
 
    % Calculate C in root 
    Bpart = B(1:sb, :); 
    % Computing C in master 
    for i = 1:1:N 
        for j = 1:1:N 
 
            for k = 1:1:sb 
                C(i,j) = C(i,j) + (A(i, k)*Bpart(k,j) ); 
            end 
 
        end 
    end 
 
    % Receive C from other processes 
    for j = 1:1:(size-1) 
        MPI_Recv(myC, j, tag2, comm); 
        C = C + myC; 
    end 
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else 
    MPI_Recv(segment_rows, 0, tag0, comm); 
    MPI_Recv(Bpart, 0, tag1, comm); 
 
    % Computing C in other processes 
    for i = 1:1:N 
        for j = 1:1:N 
 
            for k = 1:1:sb 
                C(i,j) = C(i,j) + (A(i, k+segment_rows) * 
Bpart(k,j) ); 
            end 
 
        end 
    end 
 
    % Send C to root 
    MPI_Send(C, 0, tag2, comm); 
end 
 
% Finalize MPI environment 
MPI_Finalize; 
 
 Παράρτημα Γ: Εφαρμογές των Προγραμμάτων MATLAB 
και Octave 
Στην ενότητα αυτή παρουσιάζονται οι κώδικες που αναπτύχθηκαν σε 
MATLAB, σε Octave και σε Open MPI για την εξαγωγή των συμπερασμάτων του 
Κεφαλαίου 8. 
 
Ο κώδικας της εφαρμογής στο MATLAB 
 
• Κώδικας της συνόδου πελάτης 
clear all; 
 
starttime = cputime; 
 
sched = findResource('scheduler', 'configuration', 
'local'); 
 
pjob = createParallelJob(sched); 
 
set(pjob, 'FileDependencies', {'finaltest.m'}); 
 
set(pjob, 'MaximumNumberOfWorkers', 4); 
set(pjob, 'MinimumNumberOfWorkers', 4); 
 
t = createTask(pjob, @finaltest, 1, {}); 
 
submit(pjob); 
 
waitForState(pjob); 
 
results = getAllOutputArguments(pjob); 
 
mytime = cputime - starttime; 
disp(mytime); 
 
• Κώδικας της συνάρτησης διεργασίας  
function [C] = finaltest 
 
if labindex == 1 
    % starttime = cputime; 
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    % The size of sb segments 
    sb = 100; % rows 
    % The number of the rows and the columns 
    N = 24000; 
    % The number of the total iterations 
    iterations = (N/sb)/(numlabs-1); 
         
    % Broadcast N, sb, iterations to other labs 
    labBroadcast(1, N); 
    labBroadcast(1, sb); 
    labBroadcast(1, iterations); 
     
else 
    % Receive Broadcast N, sb, iterations on other labs 
    N = labBroadcast(1); 
    sb = labBroadcast(1); 
    iterations = labBroadcast(1); 
end 
 
% Initialize arrays 
A = zeros(N,N); 
Bpart = zeros(sb,N); 
Cpart = zeros(N,N); 
 
if labindex == 1 
     
    % Initialize arrays 
    B = zeros(N,N); 
    C = zeros(N,N); 
     
 % Initialize array elements (values 1-2) 
    for i = 1:1:N 
        for j = 1:1:N 
            A(i,j) = ceil(rand() * 2); 
            B(i,j) = ceil(rand() * 2); 
        end 
    end 
     
    % Broadcast A (line-by-line) to other labs 
    for i = 1:1:N 
        labBroadcast(1, A(:,i)); 
    end 
     
else 
     
    % Receive Broadcast A on other labs 
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     for i = 1:1:N 
        A(:,i) = labBroadcast(1); 
    end 
     
end 
 
 
if labindex == 1 
     
    % Pointer to B 
    segment_rows = 0; % +sb 
    % Send appropriate part of B to other labs 
    for iter = 1:1:iterations 
         
        for otherLab = 2:1:numlabs 
             
            for i=1:1:sb 
                Bpart(i,:) = B(i+segment_rows,:); 
            end 
             
            % iter is used as tag 
            labSend(segment_rows, otherLab, iter); 
            for i=1:1:N 
                labSend(Bpart(:,i), otherLab, iter); 
            end 
 
            segment_rows = segment_rows + sb; 
 
        end 
 
        % Receive appropriate part of C from other labs 
        for otherLab = 2:1:numlabs 
 
            for i=1:1:N 
                Cpart(:,i) = labReceive(otherLab, iter); 
            end 
             
            C(:,:) = C(:,:) + Cpart(:,:); 
 
        end 
         
    end 
     
else 
     
    for iter = 1:1:iterations 
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         segment_rows = labReceive(1, iter); 
        for i=1:1:N 
            Bpart(:,i) = labReceive(1, iter); 
        end 
 
        % Calculate appropriate Cpart 
        for i=1:1:N 
            for j=1:1:N 
                Cpart(i,j) = 0; 
                for k=1:1:sb 
                    Cpart(i,j) = Cpart(i,j) + 
A(i,k+segment_rows) * Bpart(k,j); 
                end 
            end 
        end 
 
        % Send appropriate part of C to master 
         for i=1:1:N 
            labSend(Cpart(:,i), 1, iter); 
         end 
    end 
     
end 
 
 
Ο κώδικας της εφαρμογής στο Octave 
 
% Initialize MPI environment 
MPI_Init; 
% Create MPI_COMM_WORLD 
comm = MPI_COMM_WORLD; 
% Get the size of the processes 
size = MPI_Comm_size(comm); 
% Get the rank of the process 
my_rank = MPI_Comm_rank(comm); 
 
if my_rank == 0 
    % The size of sb segments 
    sb = 100; % rows 
    % The number of the rows and the columns 
    N = 24000; 
    % The number of the total iterations 
    iterations = (N/sb)/(size-1); 
end 
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 % Broadcast N, sb, iterations to other labs 
MPI_Bcast(sb, 0, comm); 
MPI_Bcast(N, 0, comm); 
MPI_Bcast(iterations, 0, comm); 
 
% Initialize arrays 
A = zeros(N,N); 
Bpart = zeros(sb,N); 
Cpart = zeros(N,N); 
 
if my_rank == 0 
     
    % Initialize arrays 
    B = zeros(N,N); 
    C = zeros(N,N); 
     
    % Initialize array elements (values 1-2) 
    for i = 1:1:N 
        for j = 1:1:N 
            A(i,j) = ceil(rand() * 2); 
            B(i,j) = ceil(rand() * 2); 
        end 
    end 
 
end     
     
% Broadcast A (line-by-line) to other labs 
for i = 1:1:N 
    MPI_Bcast(A(:,i), 0, comm); 
end 
     
if my_rank == 0 
     
    % Pointer to B 
    segment_rows = 0; % +sb 
    % Send appropriate part of B to other labs 
    for iter = 1:1:iterations 
         
        for otherRank = 1:1:(size-1) 
             
            for i=1:1:sb 
                Bpart(i,:) = B(i+segment_rows,:); 
            end 
 
            % iter is used as tag 
            MPI_Send(segment_rows, otherRank, iter, 
comm); 
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             for i=1:1:N 
                MPI_Send(Bpart(:,i), otherRank, iter, 
comm); 
            end 
 
            segment_rows = segment_rows + sb; 
 
        end 
 
        % Receive appropriate part of C from other labs 
        for otherRank = 1:1:(size-1) 
 
            for i=1:1:N 
                MPI_Recv(Cpart(:,i), otherRank, iter, 
comm); 
            end 
             
            C(:,:) = C(:,:) + Cpart(:,:); 
 
        end 
         
    end 
 
    mytime = cputime - starttime; 
     
else 
     
    for iter = 1:1:iterations 
         
        MPI_Recv(segment_rows, 0, iter, comm); 
        for i=1:1:N 
            MPI_Recv(Bpart(:,i), 0, iter, comm); 
        end 
 
        % Calculate appropriate Cpart 
        for i=1:1:N 
            for j=1:1:N 
                Cpart(i,j) = 0; 
                for k=1:1:sb 
                    Cpart(i,j) = Cpart(i,j) + 
A(i,k+segment_rows) * Bpart(k,j); 
                end 
            end 
        end 
 
        % Send appropriate part of C to master 
         for i=1:1:N 
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             MPI_Send(Cpart(:,i), 0, iter, comm); 
         end 
    end 
     
end 
 
 
Ο κώδικας της εφαρμογής σε Open MPI 
 
#include <stdlib.h> 
#include <stdio.h> 
#include <mpi.h> 
 
/* Desmeysi mnimis pinaka */ 
int** allocateArray(int n,int m) 
{ 
        int** array; 
        int i; 
 
        array = (int**)malloc(n*sizeof(int*)); 
        for(i=0; i<n; i++) 
                array[i] = (int*)malloc(m*sizeof(int)); 
 
        return array; 
} 
 
/* Apodesmeyshs mnimis pinaka */ 
void freeArray (int **array, int n) 
{ 
        int i; 
        for (i=0; i<n; i++) { 
                free (array[i]); 
        } 
        free (array); 
} 
 
int main(int argc, char *argv[]) { 
 
 int i,j,k,m, index, iter; 
 int  numprocs, rank, N, sb, iterations, segment_rows; 
 int     **A, **B, **C, **Bpart, **Cpart, **Bpart2; 
 double starttime, endtime, mytime; 
  
 MPI_Status status; 
 MPI_Init(&argc, &argv); 
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  MPI_Comm_size(MPI_COMM_WORLD, &numprocs); 
 MPI_Comm_rank(MPI_COMM_WORLD, &rank); 
 //MPI_Get_processor_name(processor_name, &namelen); 
 
 /* master code */ 
 if (rank == 0) { 
 
  N = 4500; 
  sb = 100; 
  iterations = (N/sb)/(numprocs-1); 
 } 
 
 /* Broadcasting metablites koines gia olous */ 
 MPI_Bcast(&N, 1, MPI_INT, 0, MPI_COMM_WORLD); 
 MPI_Bcast(&sb, 1, MPI_INT, 0, MPI_COMM_WORLD); 
 MPI_Bcast(&iterations, 1, MPI_INT, 0, MPI_COMM_WORLD); 
 
 /* Desmeysi mnimis gia pinakes */ 
 A = allocateArray(N,N); 
 Bpart = allocateArray(sb,N); 
 Cpart = allocateArray(N,N); 
 
 if (rank == 0) 
 { 
  /* Desmeysi mnimis gia pinakes */ 
  B = allocateArray(N,N); 
  C = allocateArray(N,N); 
   
  for (i=0; i<N; i++){ 
   for (j=0; j<N; j++){ 
    A[i][j] = 1;//(int)(rand() % 10 + 1); 
    B[i][j] = 1;//(int)(rand() % 10 + 1); 
    C[i][j] = 0; 
   } 
  } 
 } 
 
 for (index=0; index<N; index++) 
 { 
  MPI_Bcast(&A[index][0], N, MPI_INT, 0, 
MPI_COMM_WORLD); 
 } 
 
 if (rank == 0) 
 { 
  /* Apodesmeysi tis mnimis toy pinaka A ston 
MASTER */ 
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   freeArray(A,N); 
  segment_rows = 0;//+sb 
 
  for (iter=0;iter<iterations;iter++) 
  { 
   for (k=1; k<numprocs; k++) 
   { 
    for (i=0; i<sb; i++){ 
     for (j=0; j<N; j++){ 
 
      Bpart[i][j] = 
B[i+segment_rows][j]; 
     } 
    } 
 
    /* Apostoli toy segment_rows se kathe 
worker */ 
   
 MPI_Send(&segment_rows,1,MPI_INT,k,iter,MPI_COMM_WORLD
); 
    /* Apostoli kommatiou toy B se kathe 
worker */ 
    for (index=0; index<sb; index++) 
    {     
    
 MPI_Send(&Bpart[index][0],N,MPI_INT,k,iter,MPI_COMM_WO
RLD); 
    } 
 
    segment_rows += sb; 
 
   } 
 
   for (k=1; k<numprocs; k++) 
   { 
    for (index=0; index<N; index++) 
    { 
    
 MPI_Recv(&Cpart[index][0],N,MPI_INT,MPI_ANY_SOURCE,ite
r,MPI_COMM_WORLD,&status); 
    } 
     
    /* Ypologismos toy telikou C */ 
    for (i=0; i<N; i++){ 
     for (j=0; j<N; j++){ 
      C[i][j] += Cpart[i][j]; 
     } 
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     } 
   } 
 
  } 
 } 
 
 if(rank!=0) { 
 
  int i,j,k; 
  Bpart2 = allocateArray(sb,N); 
 
 
  for (iter=0;iter<iterations;iter++) 
  { 
 
   /* Lipsi toy segment_rows */ 
  
 MPI_Recv(&segment_rows,1,MPI_INT,0,iter,MPI_COMM_WORLD
,&status); 
 
   /* Lipsi toy kommatiou toy B */ 
   for (index=0; index<sb; index++) 
   { 
   
 MPI_Recv(&Bpart2[index][0],N,MPI_INT,0,iter,MPI_COMM_W
ORLD,&status); 
   } 
 
   /* Computing the appropriate part of C */ 
   for (i=0; i<N; i++){ 
    for (j=0; j<N; j++){ 
 
     Cpart[i][j] = 0; 
 
     for (k=0; k<sb; k++){ 
 
      Cpart[i][j] += 
A[i][k+segment_rows] * Bpart2[k][j]; 
     } 
    } 
   } 
 
   /* Send the part of the C to the master */ 
   for (index=0; index<N; index++) 
   { 
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 MPI_Send(&Cpart[index][0],N,MPI_INT,0,iter,MPI_COMM_WO
RLD); 
   } 
 
  } 
 
  freeArray(Bpart2,sb); 
 
 } 
 Παράρτημα Δ: Εφαρμογή του Open MP 
 
• Κώδικας του αρχείου .sh 
 
#!/bin/bash 
# 
gcc -fopenmp mxm.c 
mv a.out mxm 
# 
#  Request 3 thread. 
# 
OMP_NUM_THREADS=3 
export OMP_NUM_THREADS 
./mxm > mxm_output_nt3.txt 
echo "Program output written to mxm_output_nt3.txt" 
# 
#  Discard the executable. 
# 
rm mxm 
 
 
• Κώδικας του αρχείου .c 
 
# include <stdlib.h> 
# include <stdio.h> 
# include <math.h> 
# include <time.h> 
# include <omp.h> 
 
int main ( int argc, char *argv[] ); 
void r8_mxm ( int l, int m, int n ); 
double r8_uniform_01 ( int *seed ); 
void timestamp ( ); 
 
/********************************************************
**********************/ 
 
int main ( int argc, char *argv[] ) 
 
/********************************************************
**********************/ 
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 /* 
  Purpose: 
 
    MAIN is the main program for MXM. 
 
  Modified: 
 
    13 February 2008 
 
  Author: 
 
    John Burkardt 
*/ 
{ 
  int id; 
  int l; 
  int m; 
  int n; 
 
  timestamp ( ); 
 
  printf ( "\n" ); 
  printf ( "MXM\n" ); 
  printf ( "  C/OpenMP version.\n" ); 
  printf ( "\n" ); 
  printf ( "  Matrix multiplication tests.\n" ); 
 
  printf ( "\n" ); 
  printf ( "  The number of processors available:\n" ); 
  printf ( "  OMP_GET_NUM_PROCS () = %d\n", 
omp_get_num_procs ( ) ); 
 
#pragma omp parallel private ( id )   
  { 
    id = omp_get_thread_num ( ); 
 
    if ( id == 0 ) 
    { 
      printf ( "\n" ); 
      printf ( "  Calling OMP_GET_NUM_THREADS inside a\n" 
); 
      printf ( "  parallel region, we get the number 
of\n" ); 
      printf ( "  threads is %d\n", omp_get_num_threads ( 
) ); 
    } 
  } 
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  l = 700; 
  m = 700; 
  n = 700; 
 
  r8_mxm ( l, m, n ); 
 
  printf ( "\n" ); 
  printf ( "MXM:\n" ); 
  printf ( "  Normal end of execution.\n" ); 
  printf ( "\n" ); 
  timestamp ( ); 
 
  return 0; 
} 
/********************************************************
**********************/ 
 
void r8_mxm ( int l, int m, int n ) 
 
/********************************************************
**********************/ 
/* 
  Purpose: 
 
    R8_MXM carries out a matrix-matrix multiplication in 
R8 arithmetic. 
 
  Discussion: 
 
    A(LxN) = B(LxM) * C(MxN). 
 
  Modified: 
 
    13 February 2008 
 
  Author: 
 
    John Burkardt 
 
  Parameters: 
 
    Input, int L, M, N, the dimensions that specify the 
sizes of the 
    A, B, and C matrices. 
*/ 
{ 
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   double *a; 
  double *b; 
  double *c; 
  int i; 
  int j; 
  int k; 
  int ops; 
  double rate; 
  int seed; 
  double time_begin; 
  double time_elapsed; 
  double time_stop; 
/* 
  Allocate the matrices. 
*/ 
  a = ( double * ) malloc ( l * n * sizeof ( double ) ); 
  b = ( double * ) malloc ( l * m * sizeof ( double ) ); 
  c = ( double * ) malloc ( m * n * sizeof ( double ) ); 
/* 
  Assign values to the B and C matrices. 
*/ 
  seed = 123456789; 
 
  for ( k = 0; k < l * m; k++ ) 
  { 
    b[k] = r8_uniform_01 ( &seed ); 
  } 
 
  for ( k = 0; k < m * n; k++ ) 
  { 
    c[k] = r8_uniform_01 ( &seed ); 
  } 
/* 
  Compute A = B * C. 
*/ 
   
time_begin = omp_get_wtime ( ); 
 
#pragma omp parallel shared(a,b,c,l,m,n) private(i,j,k) 
#pragma omp parallel for 
  for ( j = 0; j < n; j++) 
  { 
    for ( i = 0; i < l; i++ ) 
    { 
      a[i+j*l] = 0.0; 
      for ( k = 0; k < m; k++ ) 
      { 
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         a[i+j*l] = a[i+j*l] + b[i+k*l] * c[k+j*m]; 
      } 
    } 
  } 
  time_stop = omp_get_wtime ( ); 
/* 
  Report. 
*/ 
  ops = l * n * ( 2 * m ); 
  time_elapsed = time_stop - time_begin; 
  rate = ( double ) ( ops ) / time_elapsed / 1000000.0; 
 
  printf ( "\n" ); 
  printf ( "R8_MXM matrix multiplication timing.\n" ); 
  printf ( "  A(LxN) = B(LxM) * C(MxN).\n" ); 
  printf ( "  L = %d\n", l ); 
  printf ( "  M = %d\n", m ); 
  printf ( "  N = %d\n", n ); 
  printf ( "  Floating point OPS roughly %l\n", ops ); 
  printf ( "  Elapsed time dT = %f\n", time_elapsed ); 
  printf ( "  Rate = MegaOPS/dT = %f\n", rate ); 
 
  free ( a ); 
  free ( b ); 
  free ( c ); 
 
  return; 
} 
/********************************************************
**********************/ 
 
double r8_uniform_01 ( int *seed ) 
 
/********************************************************
**********************/ 
/* 
  Purpose: 
 
    R8_UNIFORM_01 is a unit pseudorandom R8. 
 
  Discussion: 
 
    This routine implements the recursion 
 
      seed = 16807 * seed mod ( 2**31 - 1 ) 
      unif = seed / ( 2**31 - 1 ) 
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     The integer arithmetic never requires more than 32 
bits, 
    including a sign bit. 
 
  Modified: 
 
    11 August 2004 
 
  Author: 
 
    John Burkardt 
 
  Reference: 
 
    Paul Bratley, Bennett Fox, Linus Schrage, 
    A Guide to Simulation, 
    Springer Verlag, pages 201-202, 1983. 
 
    Bennett Fox, 
    Algorithm 647: 
    Implementation and Relative Efficiency of Quasirandom 
    Sequence Generators, 
    ACM Transactions on Mathematical Software, 
    Volume 12, Number 4, pages 362-376, 1986. 
 
  Parameters: 
 
    Input/output, int *SEED, a seed for the random number 
generator. 
 
    Output, double R8_UNIFORM_01, a new pseudorandom 
variate, strictly between 
    0 and 1. 
*/ 
{ 
  int k; 
  double r; 
 
  k = *seed / 127773; 
 
  *seed = 16807 * ( *seed - k * 127773 ) - k * 2836; 
 
  if ( *seed < 0 ) 
  { 
    *seed = *seed + 2147483647; 
  } 
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   r = ( double ) ( *seed ) * 4.656612875E-10; 
 
  return r; 
} 
/********************************************************
**********************/ 
 
void timestamp ( void ) 
 
/********************************************************
**********************/ 
/* 
  Purpose: 
 
    TIMESTAMP prints the current YMDHMS date as a time 
stamp. 
 
  Example: 
 
    31 May 2001 09:45:54 AM 
 
  Modified: 
 
    24 September 2003 
 
  Author: 
 
    John Burkardt 
 
  Parameters: 
 
    None 
*/ 
{ 
# define TIME_SIZE 40 
 
  static char time_buffer[TIME_SIZE]; 
  const struct tm *tm; 
  size_t len; 
  time_t now; 
 
  now = time ( NULL ); 
  tm = localtime ( &now ); 
 
  len = strftime ( time_buffer, TIME_SIZE, "%d %B %Y 
%I:%M:%S %p", tm ); 
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  printf ( "%s\n", time_buffer ); 
 
  return; 
# undef TIME_SIZE 
} 
 
