I. INTRODUCTION
Subsampling is a simple image compression inethod where only a subset of the pixels is retained. Uniform subsampling saves regularly spaced pixel locations. Nonuniform dubsampling assigns more samples to important regions of the image, enhancing their resolution in reconstruction. In [2] , adaptive subsampling was presented.
Here the image is divided into blocks and each is assigned a subsampling mode depending on the rate-distortion of that block. This may result in discontinuities in the sampling grid.
In this work it is assumed that some portions of the image are known a priori to be more important than others. WS is derived so that there are more samples in these portions than in other areas. Classes o f images where t,his sort of a priori knowledge may be available are data bases of human faces where the (visually important) face is centered, or in industrial inspection photographs where the part of interest is known to always be located in a particular part of the image. The paper is organized as follows. In Section 11-A an approach to uniform subsampling starting with an AR( 1) model is presented. Section 11-B describes the proposed nonuniform subsampling scheme. Section 11-C discusses signal bandlimiting to prevent aliasing eflects. In Section 11-D experimental results including subjective and objective evaluations are presented. Section 111-A extends the compression achieved by WS using lossless predictive coding. Section 111-B shows simulation results combining WS with lotssless compression. Finally, Section IV presents conclusions and future work.
WEIGHTED SUBSAMPLING (WS)
The input signals are assumed to be finite length digital signals and are denoted z E R N . The subsampling problem is t o select a subset of the components of 2 which represents the entire signal. In the remainder of.this work analysis is done on one dimensional signals and the results are extended to two diinensions by first sampling horizontally, then vertically.
A . UNIFORM SUBSAMPLING
One of the ways that uniform subsampling can be derived for digital images is to start with the AR(1) model. The autocorrelation matrix (&) is N x N and the element in its ith row and jth column is pli-jl, i.e. 
B. NONUNIFORM WEIGHTED SUBSAMPLING (WS)
In the previous section all spatial locations are given the same weight. In this section more importance is placed on certain pixel locations using a weighting function. A typical weighting function is shown in Fig. 1 . Here pixels in the center are more important than pixels on the sides. The weighted signal is:
Where W ( i ) is the weighting function. The autocorrelation matrix of the weighted signal U is:
Selecting the 121 eigenvectors of R,, with the largest eigenvalues and putting them as columns in matrix& the task is to find M rows of this matrix which are independent. 
C. PROJECTING ONTO THE SELECTED SUBSPACE OR BANDLIMITING
In the above sections the signal vector whose components are selected, i.e. the signal which is subsampled, is xpl not -256 Fig. 2 . Selected pixel locations representing the nonuniform subsampling pattern.
x the original signal. zp can easily be obtained from x using Equation 1, however the projection operation will involve 2 ( N x M ) operations. Since subsampling is usually thought of as a low complexity operation, this is excessive. To ease this concern a space varying linear lowpass filter is used to "bandlimit" the signal. This is thought to be sufficiently close to projection to ease aliasing concerns. Fig. 3 shows the block diagram of WS using the space varying filter. Image reconstruction is accomplished by appropriate zero stuffing followed by space varying filtering. inal image. The compressed images using WS and uniform subsampling are shown in Fig. 7 and Fig. 8 respectively. Both techniques use the same number of samples. Clearly, WS is subjectively superior to the uniform subsampiing at the center of the image. In terms of objective measure, the peak signal-to-noise ratio (PSNR) was computed from where N 2 denotes the number of pixels in the original image, and k ( i , j ) represents the reconstructed value of the original z ( i , j ) . Results show that WS has lower reconstruction error than uniform subsampling in the central region. Table I shows the PSNR ,taken over this region as well as over the entire image.
D. EXPERIMENTAL RESULTS

A
LOSSLESS COMPRESSION This section extends the compression achieved by WS
using predictive lossless compression. Here switched prediction based on the density of the subsampling pattern is used. Suitable predictors and Huffman codes [ 6 ] , [7] are designed and simulation verifies the efficacy of this method. 
Image region
A . LOSSIJESS PRELIICTIVE CODING
Predictive coding is a standard lossless compression method [NI. Here we use adaptive linear prediction also a well established method [l] . A-' Using these filters a prediction image is constructed. it is subtracted from the original and the difference or residue i s compressed using a Huffman code.
-a. EXPERIMENTXL RESULTS
' A -The test images used in this section are Lena and girl shown in figures 4 and 10 respectively. The prediction error of the non-uniformly subsampled lena using adaptive -prediction is shown in Figure 11 . The error image is lossiessly compressed using a Huffman code. A preset typical Huffman code is designed using several facial images. Thus the Huffman codebook need not be sent. Table I1 shows the bit rate achieved by combining WS with lossless compression. Note that the Lena image was outside the test $Et used to design the Huffman code. Girl was in the test Xet. Here the prediction coefficients have been quantized td' 8 bits and their cost has been added in. average bpp using a typical 1 / / Coded imaee 1 meset Huffman codebook /I 
