Abstract. In this paper we construct Ricci-positive metrics on the connected sum of products of arbitrarily many spheres. Specifically we construct Ricci-positive metrics on the connected sum of any products of a manifold N with arbitrarily many spheres, where each sphere has dimension at least 3 and N is any closed manifold of dimension at least 2 that admits a Ricci-positive metric which after deleting a disk has round and convex boundary. Examples of such N are spheres as well as complex, quaternionic, and octonionic projective spaces.
It is a well known consequence of Myer's Theorem that it is not possible to achieve Ricci-positive connected sums by a local deformation of the metric in the style of [10] , so whether or not Ricci-positive metrics exist on a connected sum necessarily relies on the global nature of the metrics on each of the summands. Previously in [4] , we showed how the work of [15] gives sufficient conditions on the metrics to insured the existence of Ricci-positive connected sum (Proposition 1.2 below).
The basic examples of closed Ricci-positive manifolds are the homogeneous spaces (spheres and projective spaces) and their products. In this paper we seek to answer the very narrow question:
which connected sums of products of spheres and projective spaces 1 admit Ricci-positive metrics?
Other than the restriction on fundamental group, there is no known obstruction to the existence of Ricci-positive metrics on connected sums of this type. There have been a number results towards answering this question; Ricci-positive metrics have been constructed on: P n #P n in [5, 7] , [17] , # k (S n × S m ) with n, m ≥ 2 in [18] , # k Σ n with Σ n ∈ bP 4n 2 in [21] , # k CP 2 in [15, 14] , # k i=1 (S n i × S m i ) with n i , m i ≥ 3 in [22] , # k P n in [4] , and # k (P n × S m ) in [4] . While we still do not have a complete answer to this question, the techniques of this paper are successful in proving the following. Moreover X# RP n and X#L n admit Ricci-positive metrics, where L n is any lens space.
We emphasize that it is possible to allow the d and the d i to vary from summand to summand in the above construction. As far as the author knows, this is the first example of Ricci-positive metrics on connected sums of products of arbitrarily many spaces. It gives a partial answers to a question in [22] , if it is possible to construct Ricci-positive metrics on sums of the form:
Theorem A shows that it is possible for n > 4. While Theorem A goes a long way to answering our main question, it leaves three large open questions about Ricci-positive connected sums:
1 Where the orientation is taken to be the same on all projective spaces.
2 See [12] . 3 For the octonionic projective plane see [11, Example 4 .47] for a definition, and see [11, Corollary 4L.10] for an explanation why there are no higher octonionic projective spaces. Whenever OP 2 is involved, we will assume the dimension is d = 16.
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(1) Is it possible to include more than one factor of S 2 in each summand? (2) Is it possible to include projective spaces as more than one factor in each summand? for which the standard action of O(d + 1) on S d is free when restricted to G. There exists is a Ricci-positive on the following space.
In particular, 5 one can take S d /G to be S d , RP d , or any d-dimensional lens space.
We should note that Theorem B provides an affirmative answer to our previous question [4, Question 4.7] , that there does exist odd-dimensional manifolds M n for which M n \D n admits a Ricci-positive metric with round, convex boundary. Previously, in [4] , we only had an application of Proposition 1.2 when d was even, in which case their are no quotients of S d other than RP d . In every odd 4 Excluding RP n , [4, Corollary 4.9] no such metric exists on RP n . 5 One can consult the list of known spherical space forms S n /G, and check whether G can be realized as such a subgroup. We will outline in detail the approach taken to construct these metrics in Section 1.3, but let us briefly motivate the two technical constructions, Theorems C and D, used in the proof.
The first difficulty with constructing such metrics is that, to use the metric of the hypothesized metric on N n \ D n to construct metrics on (N n × S m ) \ D n+m , one must consider decompositions of the following kind
where D n ×D m is a manifold with corners. While (1) is not the decomposition we use in this paper, it motivates the question: when can one glue together two Ricci-positive Riemannian manifolds with corners so that the resulting smooth manifold with boundary has positive Ricci curvature
and convex boundary? In [15] , Perelman showed that one can glue together two Ricci-positive
Riemannian manifolds along isometric boundaries provided the difference in principle curvatures along boundary is positive (see Theorem 1.1 below). In addition to this hypothesis, for manifolds with corners we must also assume that the angles made at the corner are not too large. Specifically we claim the following. We should note that the trace of Theorem C is proven by Gromov in [9, Section 11.3], i.e. replace both in the hypotheses and conclusions any mention of "Ricci" with "scalar" and any mention of "principal" with "mean."
While we will show Theorem C can be used to construct Ricci-positive metrics on (N n × S m ) \ D n+m with convex boundaries, it does nothing to ensure that the boundary be round. Thus the remaining difficulty in proving Theorem B is to analyze the resulting boundary metric and then to show that we may deform the metric near the boundary to be round while preserving Riccipositivity and boundary convexity. In our particular situation, we will have constructed the metric on (N n × S m ) \ D n+m out of warped product metrics, so we state the following theorem which gives a sufficient condition for deforming boundaries with warped product metrics. 
is Ricci-positive for all λ ∈ [0, 1], then there is a Ricci-positive metric on M n+m with convex boundary isometric to (S n+m−1 , g 1 ).
We note that the hypothesis that g λ be Ricci-positive is nontrivial, as we do not even know if the space of Ricci-positive doubly warped product metrics is path connected.
While the examples of Ricci-positive metrics are still relatively sparse, it is believed that the space of all Ricci-positive metrics on a fixed smooth manifold is topologically rich provided it is non-empty. For instance, in [2] , it was shown that the rational cohomology of the space of Riccipositive metrics is nontrivial for any space X = X#(# g (S n × S n )) where X is spin, g is sufficiently large, n ≡ 0, 1, 2 mod 8 and sufficiently large, and provided that there exists a single Ricci-positive metric on X. Thus Theorem A gives infinitely many new examples of such spaces, in particular one can take X as any connected sum of products of CP n (n must be odd in order to be spin), HP n , OP 2 , or S n with arbitrarily many spheres. Take also for example [6] , which claims that for any spin manifold of dimension 6 or more the space of Ricci-positive metrics has infinitely many nontrivial homotopy groups provided it is nonempty. Again, taking connected sums of appropriate products (avoiding CP 2k ), Theorem A provides infinitely many new examples.
Acknowledgments. I would like to thank my advisor Boris Botvinnik for encouraging me to extend [4, Theorem A ] to Theorem A above. I would also like to thank Christine Escher for comments about Section 2.
1.2. Summary of Previous Work. As mentioned, the approach to proving Theorem B relies on our previous work in [4] , which in turn relies on the work of [15] . In this section we will quote the results that we need in our proof of Theorem B, sketching proofs where necessary.
The first result, is the main technical theorem of [15] used in the construction of Ricci-positive metrics on # k CP 2 is a gluing theorem for Ricci-positive metrics, which gives a sufficient condition to glue together Ricci-positive manifolds along isometric boundaries in terms of the principle curvatures of the boundaries. For n ≥ 3, let (M n i , g i ) be two Ricci-positive Riemannian manifolds with isometric boundaries N i . Suppose that the difference in corresponding principle curvatures between the N i is everywhere positive, then there is a Ricci-positive metric g on M 1 ∪ N M 2 which agrees with the g i away from N .
7 Theorem 1.1, as stated here, is not explicitly claimed in [15] . This claim roughly reflects the second paragraph of Section 4 in [15] . for which the standard action of O(n + 1) on S n is free when restricted to G. Then there exists a Ricci-positive metric on
.
In particular, we may take S n /G to be S n , RP n , or any n-dimensional lens space.
While we do not need to understand the proof of Proposition 1.2 we will need to understand the technical construction of metric on S n \ k D n . 
so that the boundary components are all isometric to (S m , ds 2 m ) with principal curvatures all greater than −ρ.
Note that the metric g docking (ρ) is far from being round. After deleting k disjoint geodesic balls from the round sphere and scaling so that the boundaries have radius 1 the principal curvatures are approximately − cos(1/k). Whereas g docking (ρ) has arbitrarily small principal curvatures independent of k. This ability to take ρ arbitrarily small is essential to the proof of Proposition 1.3 (at least in the case G = {I}) which uses Theorem 1.1 to attach the (N n i \D n , g i ) to (S n \ k D n , g docking (ρ)). One should think of this as docking k distinct satellites into a large docking station. As we want to assume that N n \D n is convex but not assume a specific lower bound the construction of g docking (ρ) is essential.
The inclusion of S n /G in Proposition 1.2 for nontrivial G follows by constructing a similar metric g docking (ρ) on S n /G (see [4, Section 4.3] for details). Thus S n /G can play the role of the docking station but can never play the role of the satellite [4, Corollary 4.9] , this is the principal difficulty with answering our third question above: one would need to construct a docking station type metric
In the course of proving Theorem B we will need to understand the nature of the metric g docking (ρ), which is itself made up of two Ricci-positive manifolds glued together using Theorem 8 In [4] the dependence of g docking on ρ is omitted from the notation, but is essential in the application to prove Proposition 1.2. We should also note, that as stated here we have scaled the metric of [4] by (λ/ρ) 2 . 1.1. Proposition 3.1 below summarizes the technical constructions of [15] with the least amount of detail necessary for our application. We will refer to Proposition 3.1 throughout our proof of Theorem B, but we will explain now how Proposition 3.1 can be used to prove Proposition 1.3.
Proof of Proposition 1.3. By removing the k geodesic balls of radius r centered along the subspace t = 0 we have a Ricci-positive metric on (S m+1 \ k D m+1 , g ambient (ρ)) so that each boundary component is isometric to the boundary of ([0, k] × S m , g neck (ρ)) at a = k. Moreover the principal curvatures are such that we may glue k copies of the neck to this ambient space using Theorem 1.1 to produce a metric g glue (ρ). As this only alters the metric near site of gluing, the resulting boundary components are all isometric are all (S m , (ρ 2 /λ 2 )ds 2 m ) with principal curvatures all −λ. Scaling g glue (ρ) by (λ/ρ) 2 , yields the desired metric g docking (ρ).
Utilizing Proposition 1.3 and a topological observation of [18] in [4] we were able to modify Proposition 1.2 to include sums of products. To begin we must make two topological observations. For p ∈ S m+1 , let ι p,r : S n−1 × D m+1 → S n−1 × S m+1 denote the embedding of a normal neighborhood of S n−1 × {p} of radius r. Clearly, we can find as many disjoint embeddings of this kind as we like. Performing surgery on any one of the ι p,r yields the sphere, i.e.
All other ι q,r factor through this surgery to produce embeddings S n−1 ×D m+1 → S n+m , which now must be nullhomotopic. It is then an elementary fact that performing surgery on nullhomotopic embeddings is the same as taking a connected sum (see [4, Lemma 4.14] ), which for S n+m yields
With these two topological observations, we can now give a proof.
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Proof of Proposition 1.4 in the case k = 1. To begin, note that ds 2 n−1 +g docking (ρ) is a Ricci-positive metric on S n−1 × (S m+1 \ 2 D m+1 ) with two boundary components both isometric to (S n−1 × S m , ds 2 n−1 + ds 2 m ) and principal curvatures all bounded below by −ρ. Take any Ricci-positive metric on D n × S m with nonnegative definite boundary so that the boundary is isometric to (S n−1 × S m , ds 2 n−1 + ds 2 m ), there are many warped product metrics which work (we will be more specific in Section 4.1). Next take the hypothesized metric on N n \ D n and scale it so that the boundary has radius 1, call this metric g and consider g + ds 2 m on (N n \ D n ) × S m ). This metric is also is Ricci-positive with nonnegative definite boundary isometric to
. By Lemma 5.1 below, we can alter these metrics on both D n × S m and (N n \ D n ) × S m so that the boundary becomes convex. Note that for ρ sufficiently small that Theorem 1.1 now applies and we may glue together S m+1 \ 2 D m+1 to D n ×S m and (N n \D n )×S m to produce a Ricci-positive metric. By (2) and (3) the resulting smooth manifold is diffeomorphic
The rest of [15] and [14] The metrics constructed on punctured projective space in [5] , [17] , [15] , and [4] can all be described as Riemannian submersions, the Ricci curvature of which can be computed using [13] . See [4, Section 2, Appendix B] or [23] for detailed accounts of the sorts of Riemannian submersions needed to prove Theorem 1.5.
While it is not strictly necessary for this paper, our main result of [4] follows from Propositions • a connected sum of CP d/2 , HP d/4 , and OP 2 with at most one RP d .
• a connected sum of
×S m , and OP 2 ×S m .
1.3.
Outline of the proof of Theorem B. In this section we outline for the proof of Theorem B. Instead of (1) we will use (2) and (3) as our model for (N n × S m ) \ D n+m in the following way.
Note that, if we can find a disk D n+m embedded in S n+m which contains the other embedding ι q,r : S n−1 × D m+1 used the proof of Proposition 1.4, then we may perform the surgery as in (3) on the image of D n+m to produce (N n × S m ) \ D n+m . Using this idea we propose that Theorem B can be proven in two steps. Let (S n+m , g sphere (ρ)) denote the metric constructed on S n+m in the proof of Proposition 1.4 by performing surgery on ι p,r .
The first step is to prove the following. Lemma 1.7. For all ρ > 0, there is an embedding ι : D n+m → S n+m such that the boundary is nonnegative definite with respect to g sphere (ρ), and there is an embedding ι q,r :
This last claim in Lemma 1.7 allows us to perform surgery on ι q,r inside of D n+m as in (3) while preserving Ricci-positivity. The result will be a Ricci-positive metric on (N n × S m ) \ D n+m , which by Lemma 1.7 will have nonnegative definite boundary. Using Lemma 5.1 below we can alter this metric slightly so that the boundary is actually convex.
The second step is prove the following.
Lemma 1.8. The metric ι * g sphere (ρ) of Lemma 1.7 restricted to S n+m−1 is a doubly warped product metric g 0 , moreover there are doubly warped product metrics g 1 and g 2 , such that Theorem D can be applied twice to deform the boundary from g 0 to g 1 , and then from g 1 to g 2 .
After proving Lemmas 1.7 and 1.8, Theorem B follows. While it may seem that we have completely removed the need for manifolds with corners from our proof of Theorem B, implicit to Lemma 1.7 is the fact that D n+m intersected with the various manifolds with boundaries used to construct g sphere (ρ). Generically, the intersection of codimension 0 manifolds with boundary produces manifolds with codimension 2 corners, we will think of these intersections as a decomposition of D n+m as a union of manifolds with corners (see figure 1 ). While we could reasonably attempt to describe the embedding ι : D n+m → S n+m after constructing g sphere (ρ) and verify directly it satisfies the claims of Lemmas 1.7 and 1.8, it is most natural to describe embeddings of these manifolds with corners into the respective manifolds with boundaries and then to apply Theorem C.
To begin, let us recall the decomposition of S n+m used in the proof of Proposition 1.4 to produce g sphere (ρ). The decomposition needed to construct g docking (ρ) breaks up the space S m+1 \ D m+1
into two pieces, the latter two terms in equation (4) below.
Note that the middle term on the righthand-side of (4) is just a collar neighborhood of the boundary of either of the other two terms. While this is needed for the metric construction, topologically it may be omitted to see that this equation agrees with (2) above.
Within (4) we would like to embed D n+m . Denote by B m+1 + the upper half-ball with corners.
The decomposition of the disk we would like to consider is:
Where each of these terms are manifolds with corners identified along one of their faces and we are assuming we have smoothed the remaining corners. The embedding we propose for Lemma 1.7, is glued together out of embeddings of each term in (5) into the corresponding term of (4). Specifically, we will construct the following three embeddings of manifolds with corners into manifolds with boundaries. (5) and (4) if such embeddings agree along common faces, they will descend to an embedding ι :
Thus Theorem C is still a crucial component in ensuring the metric properties satisfy Lemma 1.7.
1.4. Outline of Paper. We start in Section 2 by giving basic terminology for the manifolds with codimensions 2 corners we will be considering, as well as setting up the notation for normal coordinates we will need in the proof of Theorem C, and computing the second fundamental form of each boundary component.
In Section 3 we focus exclusively on constructing
) in Sections 3.1 and 3.2 respectively. Then we study in Section 3.3 how these two embeddings can be glued together using Theorem 1.1 and Theorem C to describe an
Next, in Section 4 we describe the metric on D n × S m , the final piece in (4). In Section 4.1
we construct a metric g cores (ρ) on D n × S m that can be glued with Theorem 1.1 to the metric g docking (ρ), to construct the metric g sphere (ρ) on S n+m . In Section 4.2 we define the embedding ι cores . In section 4.3 we describe how the three embeddings ι cores , ι neck , and ι ambient fit together to define the embedding ι : D n+m → S n+m of Lemma 1.7. And in Section 4.4 we give a qualitative description of the resutling boundary metric.
Finally, in Section 5 we prove Lemma 1.8. We should emphasize that the first step in proving Lemma 1.8, has already been carried out at this point by giving a concrete description of the boundary metric in Section 4.4. Beginning in Section 5.1, we note that it is possible to deform a nonnegative definite boundary to be convex. In Sections 5.2 and 5.3, we explicitly construct the metrics g 1 and g 2 in Lemma 1.8. 
Manifolds with Corners
As we are interested in the situation of manifolds with corners embedded in manifolds with boundary, we will rephrase Theorem C in this situation. But from the definition, it is always possible to isometrically embed a manifold with corners inside a non-compact manifold with boundary, and since all the conditions involved in Theorem C are local and open, proving the version for embedded submanifolds will prove the intrinsic case.
A smooth manifold with corners is a topological space together with charts whose image are
Restricting to the case k = 1, gives smooth manifolds with boundary. In our situation we are only interested in the transverse intersection of codimension 0 submanifolds with boundaries, which results in the case k = 2. Certainly Theorem C can be generalized to higher codimension corners, but for our purposes we can avoid this by the iterative nature of Theorem B.
Manifolds with Codimension 2 Corners.
To start, let us define the class of manifolds with corners we are considering. For the purpose of this paper, a manifold with corners X n is a smooth manifold with boundary, where the boundary is a union of two smooth manifolds with boundary Y n−1 and Y n−1 along their common boundary Z n−2 , which we refer to as the corner of Figure 2 . A schematic of a manifold with corners X n . Figure 3 . A schematic demonstrating the distinction between inner and outer boundaries of X n .
We say that a manifold with corners is embedded within a manifold M n with boundary N n−1 , if
. This is not the most general definition of manifold with corners, but is sufficient for our purposes.
If we suppose that we have two manifolds with corners X n i for i = 1, 2 embedded in manifolds with boundary M n i so that there is an orientation reversing diffeomorphism of the boundaries N i which restrict to diffeomorphisms of the boundaries Y n−1 i . Then we can form a smooth, closed
Restricting this identification to X n i results in a smooth manifold
so that a agrees with the normal coordinates of N n−1 1 → M n 1 for the metric g 1 when a ≤ 0 and agrees with normal coordinates of N n−1 2 → M n 2 for the metric g 2 when a ≥ 0. We can assume that b is chosen to be everywhere normal to a so that the metric takes the form
where
The most we can assume is that (a, b) agree with normal coordinates for
can be realized in these coordinates as follows. There are smooth
are the graph of this function, and X i is the sub level set, i.e.
2.3. The Second Fundamental forms. As X n i has two boundary components, there are two second fundamental forms which we will denote II i and II i for Y i and Y i respectively. By defintion, 
Proof. Let v and w be coordinate vector fields of Z. The boundary Y n−1 has one tangent vector τ which lies in the (a, b)-plane. To begin note that the vector ∂ a +φ(a)∂ b is tangent to Y n−1 , and that −φ(a)µ 2 (a, b)∂ a + ∂ b is normal to this. Thus the unit tangent and normal are therefore
We will let τ a , τ b , ν a , and ν b denote the coefficients of ∂ a and ∂ b that appear in the above expressions of τ and ν (which are both functions of a and b).
Next we compute the Christoffel symbols of the metric da 2 + µ 2 (a, b)db 2 + g(a, b). As ν = ν a ∂ a + ν b ∂ b , will only need to compute symbols of the form Γ a * * and Γ b * * , the only nonzero ones of this form are
Using this Christoffel symbol computation, one can check that
One can compute that
Combining all these together yields the equation for II(τ, τ ) above.
Then noting that II(v,
We are now ready to state our version of Theorem C for manifolds with corners embedded in manifolds with boundaries, using the notation of this section.
Lemma 2.2. Suppose (M n i , g i ) are two manifold satisfying the hypotheses of Theorem 1.1, suppose moreover there is an embedded manifold with corners X n i → M n i such that the isometry f :
. Assume moreover that II i > 0 for i = 1, 2, and that φ 1 (0)−φ 2 (0) > 0. Then there exists a Ricci-positive metric g on the smooth M n 1 ∪ N n−1 M n 2 that agrees with g i away from N n−1 , and there is a smooth function φ that defines a smooth manifold with boundary X n 0 ∪ f X n 1 , such that II > 0.
Note that restricted to Z n−2 the metrics g i become da 2 + db 2 + h i (a, b). Thus the fact that
and so the dihedral angle between Y 1 and Y 2 is less than π. Thus Theorem C is a special case of Lemma 2.2.
Embedding in the Docking Station
In this section we would like to specify an embedding of a manifold with corners B (
(a) is positively curved, (b) the geodesic balls of radius r centered along the subspace t = 0 for the metric are (2) the metric
(a) has positive Ricci curvature, In the proof of Proposition 1.3, we see that g docking (ρ) is made up of two metrics glued together using Theorem 1.1 under the following decomposition:
Thus B m+1 + will similarly be decomposed as
In this section we will describe two embeddings that satisfy the hypotheses of Lemma A.3 with respect to the metrics g neck (ρ) and g ambient (ρ):
After which we will conclude the existence of an embedding ι docking :
with convex boundary and good boundary metric summarized in Proposition 3.7 below. 9 The construction of g neck (ρ) in [15] , is the one aspect of our construction that cannot be reduced to dimension m = 2. This is why we cannot assert Theorem A with di = 2. Figure 5 . A schematic of the embedding id×ι neck : S n−1 ×I ×D m → S n−1 ×I ×S m given by the grey region.
3.1. Embedding in the Neck. To begin we define ι neck We will use the coordinates
Define the image of ι neck by
In the notation of Section 2.1,
We would like to study the metric properties of ι * neck g neck (ρ). As mentioned in Section 2. 
We would like to record one more fact about the embeddings ι neck , specifically that the metric ι * neck g neck (ρ) restricted to Y 1 takes the form
Note that from (2f) of Proposition 3.1 that the second derivative of B(a) cos(−b 0 ) is negative, which we record in the following corollary. Figure 6 . A schematic of the embedding id×ι ambient :
given by the grey region. The small dotted circle indicates a geodesic ball contained in the interior.
3.2.
Embedding in the Ambient Space. Next we would like to describe ι ambient . We will consider the coordinates
We would like to delete from S m+1 a geodesic ball of radius r centered at (0, 0)
Note that these coordinates do not agree with those in Section 2.2 as ∂ t is not normal to the boundary of a geodesic ball.
Other than having convex boundary, we would like to specify ι ambient so that the interior contains another geodesic ball of radius r, so that the embedding we will eventually construct for D n+m → S n+m will satisfy Lemma 1.7, in particular that we have an isometric embeddings of (S n−1 × D m+1 , ds 2 n−1 + g ambient (ρ)). Consider a geodesic ball of radius r centered at (0, x 0 ) ∈ [0, 1] × [0, 2π]. By symmetry of the metric, the boundary of any geodesic ball centered at (0, x 0 ) can be realized as (r 1 (s), x 0 + r 2 (s), q), where (r 1 (s), r 2 (s)) is the unit length parameterization of the boundary of the geodesic disk in the (x, t) plane centered at (0, 0). The metric of such geodesic balls is clearly of the form
We now want to describe an embedding
To start we will embed the
) be a curve in the (x, t)-plane that starts at the point (r 1 (s 0 ), r 2 (s 0 )) where it meets (r 1 (s), r 2 (s)) perpendicularly, and ends at the (0, x 1 ) where it meets the x-axis perpendicularly. Define
We have specified D m 1 and D m 2 , the intersect perpendicularly in the set
That this bounds a smooth B m+1 + is straightforward observation that topologically the boundary is an S m , which in this case is clearly nullhomotopic. Therefore it bounds region whose interior is a smooth ball, so the resulting manifold with corners is diffeomorphic to B m+1 + . We will denote
As mentioned in Section 2.3, the second fundamental form II of Y 2 agrees with that of S m+1 \ D m+1 , which by Proposition 3.1 satisfies II > −g ambient (ρ). To compute II, we will specify (γ 1 (s), γ 2 (s)) to also be a portion of geodesic ball.
Proposition 3.4. One can choose r small enough so that there exists a (γ 1 (s), γ 2 (s)) so that II is nonnegative definite and so that s 0 is any point for which r 2 (s 0 ) > 0.
Proof. Let (γ 1 (s), γ 2 (s)) parameterize a geodesic ball of radius 2r + δ centered at (0, c). A straightforward computation yields
Thus as long as 2r + δ < π/2 we have the first term is positive, and so II is positive everywhere except when γ 2 (s) = 0.
Clearly if c − x 0 < δ, then this ball contains the third geodesic ball of radius r within it. By changing δ and c it is possible to intersect the curve (r 1 (s), r 2 (s)) perpendicularly at any point, and as long as r < π/4 to begin with it is both possible to achieved both these things while keeping 2r + δ < π/2.
We also would like to record the properties of φ 2 (a) (the function which defines Y 2 as in Section 2.3) and second s-derivative of g ambient (ρ) restricted to Y 2 .
Corollary 3.5. The function φ 2 (a) which defines Y 2 as in Section 2.3, satisfies φ 2 (0) = 0. Assuming the hypotheses of Proposition 3.4 are satisfied, and the metric g ambient (ρ) restricted to Y 2 is
Proof. Because (γ 1 (s), γ 2 (s)) is assumed to be perpendicular to Y 2 , this means that φ 2 (0) = 0.
If (γ 1 (s), γ 2 (s)) is arc-length parameterization of the boundary of a geodesic ball then the metric restricted to this boundary is isometric to ds 2 + R 2 (γ 2 (s))ds 2 m−1 , a warped product metric. On the other hand the metric g ambient (ρ) has positive sectional curvature, and by Proposition 3.4 we can assume that II 2 ≥ 0. It follows that the intrinsic sectional curvature of this boundary is also positive. The sectional curvature of a warped product metric is positive only if ∂ 2 s R(γ 2 (s)) < 0 (see [16, Section 4.2.3] ).
3.3. Assembling the Docking Station. As noted in the proof of Proposition 1.3, we can glue the metrics g neck (ρ) and g ambient (ρ) using Theorem 1.1 to produce a metric g glue (ρ) which after scaling by (λ/ρ) 2 yields g docking (ρ), in this section we would like to glue together the embeddings ι neck and ι ambient using the corollary to Theorem C (Corollary A.3). While the application is straightforward, we take time to record specifically the form of metric on the boundary constructed in this way. 
Proof. Note that in the proof of Theorem C, if the metrics are of the form
Then the resulting smooth metric will also take this form as the defining differential equations (of 
For (S m+1 \ D m+1 , g ambient (ρ)), the coordinate a will be the arc-length of geodesics emanating from (x, t) = (0, 0), thus the metric takes the form da 2 + g(a), where g(a) is a metric on the level sets of a (all diffeomorphic to S m ). If we let b denote the arclength of the normal curves to these geodesics starting from t = 0, then we clearly have some functions τ (a, b) = t and χ(a, b) = x, and so
We can therefore assume that g glue (ρ) is also of the form 
By Corollary 3.2, we have II
For s ∈ [0, P 0 ] for some P 0 . By Corollary A.3 F (s) < 0 for all s < P 0 .
The conditions at s = P 0 follow from the fact that g ambient (ρ) is a warped product metric on Consider, (λ/ρ) 2 g glue (ρ), if we set ρx/λ = s, then restricted to the boundary 
Attaching the Core
In this section we describe the embedding ι : D n+m → S n+m of Lemma 1.7. In Section 4.1 we construct the metric g sphere (ρ), and in Section 4.2 we describe the embedding ι core , which in Section 4.3 completes the construction of ι. Finally, we record the metric properties of the induced boundary metric in Section 4.4.
4.1. The Metric on S n+m . In the proof of Proposition 1.4 above, any Ricci-positive metric on D n × S m with convex boundary isometric to a product or round metrics was sufficient to glue to
For Lemma 1.8 we need to be more specific. Let k 1 (a) be a function defined
Clearly such a function exists.
Consider the following metric on
Lemma 4.1. If ρ is sufficiently small then g core (ρ) has positive Ricci curvature. Moreover,
So it is possible to glue g core (ρ) to sin 2 (π/2 − ξ)ds 2 n−1 + (λ/ρ) 2 g glue for all γ. Let g sphere (ρ) be the corresponding metric which by (2) is defined on S n+m .
Proof. Clearly g core (ρ) smoothly converges to ds 2 n + ds 2 m−1 as ρ → 0. As (D n × S m−1 , ds 2 n + ds 2 m−1 ) has positive Ricci curvature, it follows that g core (ρ) will have positive Ricci curvature for ρ sufficiently small. 
4.2.
Embedding in the Cores. We need to specify an embedding ι core :
We will use the coordinates
The embedding is given in these coordinates by 
As mentioned in Section 2.3, the second fundamental form II 0 of Y 0 agrees with D n × S m , which was computed in Lemma 4.1. To compute II 0 we apply Lemma 2.1 with
Corollary 4.2. The outer second fundamental form of
As −π/2 < −b 0 < 0, we see that II 0 > 0.
4.3.
The embedding of the disk. Note that a is a global parameter for both D n × S m and S n−1 × [0, k] × S m , and we have chosen the same boundary function φ 0 (a) = φ 1 (a) = −b 0 for ι core and ι neck . This already is a smooth function, so we do not need to apply Theorem C in this instance.
Let ι : D n+m → S n+m be the embedding defined as follows. By gluing together ι neck and ι ambient using Corollary A.3 in Proposition 3.7 we have specified an embedding (4) and (5) this descends to a smooth embedding
At this point, we have proven Lemma 1.7.
Proof of Lemma 1.7. Note that by Corollaries 3.7 and 4.2, that the second fundamental form II of D n+m with respect to ι * g sphere (ρ) is nonnegative definite. By construction of the embedding we have produced boundary diffeomorphic
, which is clearly isometric to ds 2 n−1 + g docking (ρ), as desired.
f (t) Figure 9 . A graph of the functions h(t) and f (t) of Proposition 4.3. and f (x) such that
We claim that h(x) and f (x) can be described as follows. (1) the metric g = dt 2 + h 2 (t)ds 2 n−1 + f 2 (t)ds 2 m−1 defines a smooth metric on S n+m−1 which agrees with g sphere (ρ) restricted to ι(S n+m−1 )
Proof. For all γ = ρ cos(−b 0 ) we construct the metric g sphere (ρ), and set h(t) and f (t) to be the functions defined so that (1) is true. Set T 2 = π/2 − ξ + ε + δ, and set T 3 = π/2 − ξ + λP 0 /ρ. It is clear that h(t) = sin 2 (π/2 − ξ) for all t > T 2 , thus (2) is immediate, and in particular we may extend h(t) to all of [0, ∞) by letting it be constant for t > T 2 .
Clearly f (t) agrees with k 2 (t) for t > T 2 , and so f (t) < 0 for t > T 2 by Proposition 3.7. There must be some T 1 < T 2 such that f (t) < 0 for t > T 1 proving (4) and (5) above.
A careful study of applying Theorem 1.1 to g core (ρ) and g docking (ρ), looking at the warping function for ds 2 n−1 we see that h(x) is made up of a cubic polynomial interpolation between cos x and cos(π/2 − ξ) and a quintic smoothing of the two C 1 points. Using Lemma A.1 we see that h (x) = −O(1/ε) in the interpolating region, and so is negative. Then looking at (3) of Lemma
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A.2 we see that second derivative of the quintic interpolation is a convex combination of the second derivative on either side of the C 1 point, and is therefore negative for all t < T 2 . Thus (3) follows.
Note that if k 1 (π/2−ξ) is close enough to ρ, then f (π/2−ξ−ε−δ) = k 1 (π/2−ξ−ε−δ) cos(x 0 ) < γ and f (T 2 ) < k 2 (0) = γ. A similar analysis of Theorem 1.1, applied to the functions B(t) and k(t) will show that the resulting smooth function will have its derivative decreasing rom k 1 (t) to k 2 (t), it follows that f (t) < γ for π/2 − ξ − ε − δ ≤ t ≤ T 2 , and as f (t) = k 1 (t) for t < π/2 − ξ − ε we have f (t) < γ for t ≤ T 2 . This proves (6) . Clearly, (7) and (8) are corollaries of (6), keeping in mind that f (π/2 − ξ) is O(ε, δ) close to cos(b 0 ).
While the construction of the functions f (t) and h(t) are quite intricate, we will only need the qualitative description given in the claim of Proposition 4.3 going forward.
Deforming the Boundary of the Disk
In the previous section we proved Lemma One can find such a family χ δ (ν) using standard cutoff functions.
Define a family of metrics
Condition (1) on χ δ (ν) ensures that this is a family of smooth metrics, and Condition (3) on χ δ (ν) ensures thatg δ converges uniformly to g as δ → 0. Figure 10 . A graph of the functionf (t).
One can compute
By condition (2), χ δ (0)χ δ (0)g 0 is a positive definite form on N n−1 , and by assumption χ 2 δ (0) II is nonnegative definite. It follows that II δ is positive definite for all δ.
Finally, asg δ converges uniformly to g, Ricg δ converges pointwise to Ric g , and therefore if δ is small enough theng δ will have positive Ricci curvature. Fix such a δ 0 and sog =g δ 0 satisfies the claim.
Path to Positively
Curved. We will show that any warped product metric whose warping functions satisfy the conditions of Proposition 4.3 can be connected to a positively curved doubly warped product metric.
Lemma 5.2. For γ sufficiently small, there are functionsf andh defined on [0, T 3 ] such that f (t) < 0 andh (t) < 0, and such that the metric
Proof. Note that by assumption, f (t) has a unique inflection point at t = T 1 . Letf (t) be a function such thatf (T 1 ) = f (T 1 ) andf (T 1 ) = −ε. Because f (T 3 ) = 0 and f (t) < 0 for T 1 < t < T 3 , if ε is small enough note that the straight line starting at (T 1 , f (T 1 )) with slope −ε must intersect the line going through (T 3 , 0) with slope −1 above the t-axis. Thus it is possible to makef (t) decreasing and concave such thatf (even) (T 3 ) = 0 andf (T 3 ) = −1 by smoothing the corner on these two line segments. And clearly is possible to extendf (t) smoothly to [0,
andf (odd) (0) = 0. Moreover we can assume thatf (t) > f (t) for t ∈ [0, T 1 ] and f (t) >f (t) for
, we can also choosef such that it also satisfies (5), (6) , and (7) of Proposition 4.3.
Leth(t) = h(t).
Let f λ (t) = (1 − λ)f (t) + λf (t), note that h λ (t) = h(t). Let θ i and φ i denote local orthonormal frames tangent to S m−1 and S n−1 respectively, then the sectional curvatures are
For t > T 2 , note that f λ (t) < 0 for all λ and h (t) = h (t) = 0. Because f λ (T 3 ) = −1 for all λ, it must be that −1 < f λ (t) < 0 for T 2 < t < T 3 . Thus we see that, for T 2 < t < T 3 that all sectional curvatures are positive except for K λ (∂ t , φ) = K λ (θ, φ) = 0, thus Ric λ is positive definite for all
For t < T 2 , note that f λ (t) also satisfies (5), (6), and (7) of Lemma 4.3 as they are all convex conditions and by assumption f andf satisfy them. Plugging this into the curvature equation
If γ is sufficiently small each of these curvatures is clearly positive.
5.3.
Path to Round. In this section we prove that any positively curved doubly warped product metric is connected to the round metric through a path of Ricci-positive metrics.
] is a metric on S n+m−1 such that f (t), h (t) ≤ 0 with positive Ricci curvature, then
has positive Ricci curvature for all λ ∈ [0, 1].
Proof. For simplicity write,
Note that f λ (t) < 0 and h λ (t) < 0 for all λ ∈ (0, 1] and t ∈ (0, πT /2), thus K λ (∂ t , θ) > 0 and K λ (∂ t , φ) > 0 for all λ ∈ (0, 1]. Because In this section we prove our gluing lemma with corners, Lemma 2.2 and consequently Theorem C. The proof runs parallel to the proof of Theorem 1.1 in [3, Theorem 2] . The smoothing of the metric occurs in three stages: on a neighborhood of N i replace the metric so that it is smooth at N but only C 1 at two disjoint submanifolds, then replace the metric on a neighborhood of each of these submanifolds so that the metric is everywhere C 2 , and then noting that Ric g is a second order quantity, a smooth approximation will satisfy the claim. Our proof of Theorem C follows the same three steps, where we smooth the boundary function φ at the same as g in the same way, arguing at each step that II > 0.
In Section A.1 we give the precise definition of the two-step smoothing described above, and then carry out the smoothing and the proof of Lemma 2.2 in Section A.2. In Section A.3, we give a corollary to Lemma 2.2 in a special case, that will be necessary in our proof of Theorem B (specifically in Section 3.3 above).
A.1. Polynomial splines. To begin, we must summarize the two technical lemmas that allow the two-step smoothing process. Both follow from the work in [3, Section 2], used to prove a version of Theorem 1.1 for compact families. They both describe the affect of replacing a section of a bundle with polynomial splines, Lemma A.1 concerns the first-order spline and Lemma A.2 concerns the second-order spline. We will apply these lemmas both to the metrics as well as the boundary functions.
Lemma A.1. [3, Proof of Lemma 1] Let Q(a) be a continuous family of sections of any bundle parametrized by a ∈ R, which is smooth away from a = 0. Suppose that F (a) is a family of sections that is cubic in a on the interval [−ε, ε] defined by the differential equation
Let D be any differential operator for the underlying bundle.
Proof. It suffices to prove the claim for the identity operator D = id. For simplicity, we will let l 0 and r 0 denote the values of F (a) at−ε or ε and l 1 and r 1 denote the values of F (a) at −ε or ε,
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where F (a) is any section of a bundle that varies smoothly with a ∈ [−ε, ε]. Suppose that F (a) is a cubic polynomial in a (as in Lemma A.1), then one can find F (a) explicitly as
See [3, proof of Lemma 1]. Applying L'Hospital's shows that
Note that −(1/2) ≤ (6a 2 − 2ε 2 )/4ε 2 ≤ 1. Thus we can use (8) to write
Applying (8) again yields
Thus claim (2) follows. If we integrate (2) we conclude F (+ε) − F (−ε) = O(ε), thus (1) follows.
And by differentiating (2) one gets (3).
If we assume that Q (0) exists, then we conclude that Q (ε) − Q (−ε) = O(ε). And so (2) collapses to (a). Taking the limit of (2) as ε → 0 and using l'Hospital's Rule yields (b).
Lemma A.2. [3, Proof of Theorem 2 continued] Let Q(a) be a once-differentiable family of sections of any bundle parametrized by a ∈ R, which is smooth away from a = 0. Suppose that F (a) is a family of sections that is quintic in a on the interval [−δ, δ] defined by the differential equation
Let D be any differential operator for the underlying bundle. Then
Proof. For simplicity let F (a) be a smooth section of a bundle varying smoothly in a ∈ [−δ, δ], which is quintic in a. Let l i = F (i) (−δ) and r i = F (i) (δ), then one can find F (a) explicitly as
See [3, Equation (2.8)]. In particular, if we set p(a) = (5a 3 + 3a)/δ, then p(a) ∈ [−2, 2] and so
Thus (3) is immediate. Integrating (3) yields (1) and (2) when D = Id. First, we consider II(τ, τ ). From 2.1 we have
By Lemma A.1 every term above except φ (a) can be bounded in terms of the extreme values of the respective φ i and µ i at a = ±ε. By (3) of Lemma A.1, −φ (a) → ∞ as ε → 0. Thus we see that II(τ, τ ) > 0 for ε sufficiently small.
Next we would like to show that II(v, v) > 0 for a ∈ [−ε, ε]. Because we are assuming these are normal coordinates for Z n−2 , we are assuming that µ(0, 0) = 1, moreover by (1) we can assume
. Thus Lemma 2.1 restricted to T Z n−2 , shows that the inequality II > 0 is equivalent to the positivity of
As we are assuming II i > 0 for i = 1, 2 we are assuming for a ∈ [−ε, ε] that
By (1) of Lemma A.1 we see thath b (a, 0) = ∂ b h i (a, 0) + O(ε). Substituting this into (12) and taking convex combination of the equations for i = 1 at a = −ε and i = 2 at a = ε shows that that
We claim that the producth a (a, 0)φ (a) satisfies the following inequality
This follows from (9) of Lemma A.1. Becauseh a (a, 0) andφ (a) are both arbitrarily close to linear functions in a, their product is arbitrarily close to a quadratic. By hypothesis,
0) > 0, thus these two linear functions are decreasing. Equation (14) follows because the product of two decreasing linear functions is concave up.
Applying inequality (14) to (11), yields
Which by (13) is positive if ε is small enough.
At this point we have a C 1 metricg and boundary functionφ which are smooth away from a = ±ε, such that the C 1 boundary has II > 0 for a ∈ [−ε, ε]. But outside this intervalg andφ agree with the g i and φ i , and II i > 0 by assumption. and toφ at a = ±ε with the same small δ > 0. For simplicity, we will translate the a-coordinate so that ±ε is moved to 0, after which each case will be treated identically. Replaceφ(a),μ(a, b),
with second-order spline as in Lemma A.2, so that the new choicesφ,μ, and h are C 2 at t = ±δ.
Considering II(v, w) for v, w ∈ T Z n−2 , by Lemma 2.1 and Lemma A.2 we see that every term for II(v, w) with respect toĝ andφ is O(δ)-close to the value of II(v, w) with respect toφ andg.
By the above, we conclude that II remains positive definite restricted to T Z n−2 forφ andĝ.
It remains to show that II(τ, τ ) > 0 with respect toφ andĝ. Note that Lemma 2.1 can be rewritten as 
It remains to see thatĨI(τ, τ ) > 0; the proof proceeds similarly to showing II(v, v) > 0 for v ∈ T Z n−2 . We have shown above that
Taking the convex combination of this inequality at a = ±δ combination yields
But by (3) of Lemma A.2 this can be rewritten as
But by Lemma A.2 this is O(δ)-close to II(τ, τ ), thus we conclude II(τ, τ ) > 0 for δ small enough.
We have shown that there is a C 2 metricĝ, such that the boundary defined byφ has II > 0.
C ∞ -Smoothing. Clearly Ric and II are only second order inĝ andφ (see Lemma 2.1 for the latter), thus it is possible to find a smooth metric and smooth function arbitrarily close in the C 2 topology, which by openness will still satisfy Ric > 0 and II > 0.
A.3. A borderline case. While Theorem C is the most natural generalization of Theorem 1.1, the situation we encounter in the proof of Theorem B, specifically in Section 3.3 is the borderline case when φ 1 (0) = φ 2 (0) = 0. By openness one may alter φ 1 slightly so that φ 1 (0) > 0 without upsetting II > 0 and Ric g > 0. Thus Lemma 2.2 immediately applies.
In order to prove Lemma 1.8, we need to do consider one further condition: the intrinsic concavity of the boundary metric constructed on Y = Y 1 ∪ Z Y 2 by Theorem C. In the corner charts, the boundary metric becomes
Thus we can ask about the sign of ∂ 2 s h(a(s), b(s)). In our application to Lemma 1.8, h(a(s), b(s)) = f 2 (s)ds 2 n−1 + h 2 (s)ds 2 m−1 for two smooth functions f and h. As Theorem D requires a family of such boundary metrics that are Ricci-positive, which in particular requires concavity of f or h, we are interested in studying whether the condition ∂ 2 s h(a(s), b(s)) < 0 is stable under the smoothing process of Theorem C. While one might hope this condition is stable under the hypotheses of Theorem C, it seems that this is not the case. This is because ∂ 2 s h(a(s), b(s)) is determined both by the derivatives and second derivatives of h(a, b) and φ(a), which can interact in a way that results in positive ∂ 2 s h(a(s), b(s)) if there is not assumed to be some compatibility between the conditions onĨI i and ∂ i (a). The case φ i (0) = 0 allows the contribution of φ (a) to be dominated by the contribution of ∂ 2 a h(a, b). . Suppose that II 1 +f * II 2 > 0, that II i > 0, and that φ i (0) = 0, then there exists a Riccipositive metric g on M 1 ∪ f M 2 such that X 1 ∪ f X 2 is a smooth manifold with boundaryỸ 1 ∪ fỸ2 such thatĨI > 0, for some smooth function φ(a). Moreover φ(a) and g agree with φ i and g i away from N i . Note that by the proof of Lemma 2.2 that these choice of metrics and functions are Ricci-positive with convex boundaries for ε and δ sufficiently small. In what follows, we will ensure, in addition to this that ∂ 2 s h(a(s), b(s)) < 0 is satisfied as well, at which point we will have proven the claim. We begin by computing ∂ 2 s h i (a i (s), b i (s)) in terms of the metric components µ(a, b), h(a, b), and the boundary function φ. Let ψ(a) denote the arclength of the path (a, φ(a)), then clearly
Suppose moreover that boundary metrics
If s denotes the arclength parameterization, then a(s) = ψ −1 (s), and b(s) = φ • a(s). It's straightforward to compute
And so the s-derivatives of a and b are
Finally we compute the s-derivatives of the g i ,
For a moment, we must revisit the proof of Lemma 2.2. We claim that ε(ξ) can be chosen such
where C is independent of ξ. Indeed, the boundary function has no affect on Ricci-curvature, so it suffices to show that II > 0 for some fixed C independent of ξ. Note that the positivity of II(v, w) restricted to v, w ∈ T Z n−2 is determined simply by controlling the error term in (9) .
But by (7), one can transparently see that the error term decreases with ξ and ε. Thus we can assume II(v, w) is positive definite restricted to v, w ∈ T Z n−2 , independently of ξ. For II(τ, τ ), we needed to take ε sufficiently small so that the term involvingχ (a) dominates the other term.
Note that, by Lemma A.1, that all other functions in the expression for II(τ, τ ) in Lemma 2.1 can be bounded independently of ξ and ε. Thus for every point p in [−ε, ε] × Z n−2 there is some C p such that II(τ, τ ) > 0 ifχ (a) < −C p . Let C be the supremum over all such p, and let ε(ξ) be the corresponding choice that ensures thatχ (a) < −C, which exists by equation (3) . Note that ε(ξ) → 0 as ξ → 0.
Applying equation (15) toχ(a) andg, we note that all terms are bounded independently of ξ other than (∂ 2 ah )(a, b), and that its coefficient is positive. By (3), we deduce that (∂ 2 sh (a(s), b(s)) → −∞ as ε → 0 and consequently as ξ → 0. We deduce that, if ξ is small enough, that ∂ 2 sh (a(s), b(s)) < 0. Next, we apply equation (15) (15) with itself at ±ε(ξ) ± δ(ξ) preserves negativity, which by (3) is O(δ(ξ))-close to the value of ∂ 2 sĥ (a(s), b(s)). We conclude that ∂ 2 sĥ (a(s), b(s)) < 0 if ξ is sufficiently small. It is clear from (15) 
is only a second order quantity, so we may choose smooth metric g and function χ arbitrarily close toĝ andχ with respect to the C 2 topology, for which (i) g| t=t 0 = g 0 and g| t=t 1 = r 2 g 1 , 1 may be applied to M n and [t 0 , t 1 ] × S n+m−1 at t = t 0 , and the remaining boundary at t = t 1 is convex and isometric to r 2 g 1 . Scaling the resulting metric by (1/r) gives the desired metricg.
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The rest of this section is devoted to constructing g convex of Proposition B.1.
B.1. The Form of the Metric. Let us begin by describing the class of metrics that we will use to construct g convex . Let g λ be defined as in Theorem D then let to belong to [1, 2] rather than [0, 1] is so we can define λ(t) in terms of their logarithmic derivative (which we will see is convenient for curvature computations).
Let us, for simplicity, redefine g λ for λ ∈ [1, 2] as
This linear reparameterization preserves all of the hypotheses about g λ in Theorem D. For ease of notation define
where f i (x) and h i (x) are as in Theorem D. Then we have
Let T , X, Σ i , and S i be a local orthonormal frame to g convex tangent respectively to ∂ t , ∂ x , S k−1 , S n−1 , and S m−1 .
B.2.
Outline for the Proof of Proposition B.1. Very roughly the function λ(t) is used for elongating the metric dλ 2 + g λ on the cylinder so that the principal curvatures are everywhere arbitrarily small. The function R(t) is used to bend this cylinder in a way that makes all principal curvature positive. Moreover, by making this bend severe enough the Ricci curvatures are dominated by the curvatures in the time directions. While this is the affect that the functions R(t) and λ(t) have in the proof of Proposition B.1, it is by no means obvious that these affects are achievable. The idea is to set up R(t) and λ(t) (motivated by the proof of [15, Assertion] ) in such a way as to stretch and bend the cylinder simultaneously over any interval [t 0 , t 1 ], and to study the asymptotic behavior of II t and Ric g as t 0 → ∞ and t 1 − t 0 → ∞. The key to positivity of II t and Ric g is that we can let R(t) become arbitrarily large while λ(t) ∈ [1, 2] , this is what actually allows for a balance between bending and stretching.
In section B.3 we begin by computing the relevant curvatures for any metric in the form (16) .
The second fundamental form takes the following form (see Proposition B.2 below).
And the Ricci tensor takes the following form (see Corollary B.5 below).
In Section B.4, we set up the choice of R(t) and λ(t) on [t 0 , t 1 ] for which g convex in (16) satisfies condition (i) for all 2 < t 0 < t 1 . To motivate the precise definition (see Definition B.6), let us focus on satisfying condition (iii) of Proposition B.1. In order for | II t 0 | < ε, we see from (17) above that we need something like
This would imply that II t → 0, and so, for all ε > 0, there exists a t 0 sufficiently large so that (iii)
of Proposition B.1 would be satisfied.
In section B.4 below, we note that
Thus to guarantee (18), we define R and λ by differential equations of the form
where γ i (t) = O(1/t), and the initial condition is R(t 0 ) = λ(t 0 ) = 1. As we need R(t 1 ) = r, γ 2 (t) cannot be arbitrary, it must depend on t 0 , t 1 , and r. Similarly as we want λ(t 1 ) = 2, γ 2 (t) cannot be arbitrary, it must depend on t 0 and t 1 .
In Section B.5 we consider condition (iv) of Proposition B.1. Note that we have no control over the sign of F t , H t , F tt , or H tt as they are all determined by g λ , and in general the sign of each can vary for different x values. From (17) and (19) we see that, to guarantee condition (iv), we must choose R in such a way that R R dominates λ λ . It is convenient to take αγ 1 = βγ 2 = γ(t) for a fixed function γ(t), where α is a constant that depends on γ, r, t 0 , and t 1 and β is a constant depending on γ, t 0 , and t 1 . The exact formula for α and β can be found below in (26). This is exactly the choice of R and λ we take in Definition B.6. The key observation is that 1/α is proportional to ln r/β (observed in equation (32) below), and so by choosing r large enough one can assume, for any γ, t 0 , and t 1 , that
Thus by choosing r large, from (17) we see that condition (iv) is satisfied.
As explained, if we assume that γ/α, γ/β = O(1/t), then condition (iii) is satisfied. Assumption B.7 below is roughly this assumption, and Corollary B.8 claims that, for r suitable large, and γ 36 satisfying Assumption B.7, that g convex satisfies conditions (i), (iii), and (iv) of Proposition B.1 for all t 0 sufficiently large.
In section B.6, we turn to condition (ii) of Proposition B.1. In the above formula for Ric g the only term that could possibly dominate is the terms involving R R , which by (19) will have negative coefficient if r is chosen large enough. If one assumes that γ < 0 (this is Assumption B.9 below) then substituting γ for R and λ using (19) and (20) the above formulas for Ric g all reduce to the following (see Corollary B.10 below for exact formulas).
Again, for r large enough the coefficient of γ will be negative (again this follows from (32) below).
Thus if we assume that −γ /α dominates O(γ/α, γ/β) 2 , then for t 0 large enough Ric g > 0. This is roughly the content of Assumption B.11 below, and Corollary B.12, claims that for suitably large r, if γ satisfies Assumptions B.7, B.9, and B.11, that g convex satisfies all conditions of Proposition B.1.
In Section B.7, the only remaining thing to check is that such a choice of γ(t) exists for which Assumptions B.7, B.9, and B.11 are satisfied. It is a straightforward check in Proposition B.13
that the function γ(t) = 1/(t 2 ln t) suffices. The only subtlety elided in this discussion is that α and β both depend γ(t), t 0 , and t 1 in such a way that 1/α and 1/β might blow up as t 0 → ∞ and 
Next we compute K g for those vectors tangent to S n+m−1 .
Proposition B.3. If g convex is as defined in (16) , then the sectional curvatures not involving T are as follows. Moreover, the curvature tensor has no nonzero terms of the form R(A, B, B, C) not
Proof. To begin, we compute the curvature of the level sets of t. For a fixed t, the metric dx 2 + F 2 (t, x)ds 2 k−1 + H 2 (t, x)ds 2 n−1 is just doubly warped product so by [16, Section 4.2.4] we have K t (X, Σ) = − F xx (t, x) F (t, x) , K t (X, S) = − H xx (t, x) H(t, x) ,
, K t (Σ, S) = − F x (t, x)H x (t, x) F (t, x)H(t, x) .
And there are no other terms in the curvature tensor. Note that the affect of scaling this metric by R 2 scales the sectional curvature by 1/R 2 .
The equations in Proposition B.3 follows by applying Gauss' formula to K t /R 2 and II t from (22) .
Finally, we compute those curvatures involving T .
Proposition B.4. If g convex is as in (16) , then the sectional curvatures involving T are as follows.
Moreover the curvature tensor has no nonzero terms of the form R(A, T, T, B). Using (22) we can compute the right-hand side of (23), which shows R(−, T, T, Corollary B.5. Let g convex be as in (16) , the nonzero Ricci curvatures are as follows
B.4. The Choice of R and λ. Notice that for any choice of R(t) and λ(t), that g convex as in (16) satisfies (i) of Proposition B.1. We now define R(t) and λ(t) in such a way that depends on the interval [t 0 , t 1 ], the end value R(t 1 ) = r, and a to-be-determined smooth function γ(t).
Definition B.6. For all 2 < t 0 < t 1 , r > 1, and γ : (2, ∞) → R + define R(t) and λ(t) to satisfy the differential equation (26) α = ∆(t 0 , t 1 ) ln r and β = ∆(t 0 , t 1 ) ln 2 .
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We would like to see how this choice of λ and R affects the formulas of Corollary B.5. To do this, we first express F and H and their derivatives in terms of λ. Note that these are finite quantities as the denominator is only 0 if h 0 = h 1 = 0, at which point the numerator also vanishes. Using L'Hospital's, we check that the limit as x approaches 0 or b is 0.
B.5. Bounding Principal Curvatures. Using Definition B.6, we can bound II t in absolute value in terms of γ using (22):
Similarly we can bound II t below
In order to satisfy (iii) of Proposition B.1 we need | II t 0 | < ε for any ε. Recall from 26 that α and β depend on γ, [t 0 , t 1 ], and r. Imagine choosing γ(t) and [t 0 , k(t 0 )], for some function k(t), so that, for any choice of r, we have Clearly by (27), this implies that, for all ε > 0 there exists t 0 such that | II t 0 | < ε. Unpacking (29) using (26), we see that we require γ(t) and k(t 0 ) to satisfy the following (30) lim Assumption B.7. We have chosen γ(t) so that there exists a function k(t 0 ) > t 0 for which (30) holds.
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In order to satisfy (iv) of Proposition B.1 we need II t 1 > 0. From (28) this amounts to
Again, unpacking (31) using (26), we see that we require (32) ln r − c f ln 2 > 0 and ln r − c h ln 2 > 0.
Clearly we can choose r > 0 independently of γ, t 0 , and t 1 so that (32) is satisfied.
Corollary B.8. If we have chosen γ(t) and t 1 = k(t 0 ) to satisfy Assumption B.7, then for r > 0 depending only on g λ of Theorem D, the metric g convex defined by (16) in terms of the functions R(t) and λ(t) defined in terms of γ, t 0 , t 1 , and r as in Definition B.6, then g convex satisfies conditions (i), (iii), and (iv) for all sufficiently large t 0 .
Proof. By Definition B.6, R(t 0 ) = λ(t 0 ) = 1, R(t 1 ) = r, and λ(t 1 ) = 2 for any choice of γ, t 0 , t 1 , and r. It is clear from (16) that g convex satisfies (i).
Next, to see that g convex satisfies (iv), choose r > 0 so that equation (32) is true for any choice of t 0 , k(t 0 ), and γ(t). By (28), equation (32) implies that II t > 0 for all t ≥ t 0 > T . In particular, II t 1 > 0 for t 1 = k(t 0 ). Thus (iv) holds for all sufficiently large t 0 . We are ready now to use our definition of λ and R to bound the Ricci curvatures of g convex below in terms of γ, α, β, c f , and c h . In order to do so, we need to make an assumption about the definite sign of γ and γ .
Assumption B.9. γ > 0 and γ < 0, where γ is the function used to define R and λ in (24).
With these sign conventions for γ and γ we have 
