Abstract. We develop the (co)homological tools that make effective the construction of the quaternionic Darmon points introduced by Matthew Greenberg. In addition, we use the overconvergent cohomology techniques of Pollack-Pollack to allow for the efficient calculation of such points. Finally, we provide the first numerical evidence supporting the conjectures on their rationality.
Introduction
Let E be an elliptic curve over Q of conductor N and let p be a prime dividing N exactly. Consider a factorization of the form N = pDM , with D the product of an even (possibly zero) number of distinct primes and (D, M ) = 1. Let K be a real quadratic field in which all primes dividing M are split, and all primes dividing pD are inert. Denote by H p = K p \ Q p the K p -points of the p-adic upper half plane.
In the case D = 1, Darmon introduced in the seminal article [Dar01] a construction of local points P τ ∈ E(K p ) associated to elements τ ∈ K ∩ H p , defined as certain Coleman integrals of the modular form attached to E. He conjectured these points to be rational over certain ring class fields of K, and to behave in many aspects as the classical Heegner points arising from quadratic imaginary fields. A proof of these conjectures would certainly shed new light on new instances of the Birch-Swinnerton-Dyer conjecture. The reader can consult [Dar01, Section 5] and [DG02, Section 4] for a discussion of this circle of ideas.
These conjectures are supported by some partial theoretical results such as [BD09] , but at the moment the main evidence comes from explicit numerical computations. Darmon-Green [DG02] provided the first systematic algorithm and numerical calculations for curves satisfying the additional restriction that M = 1. Using overconvergent methods in the evaluation of the integrals Darmon-Pollack [DP06] were able to give a much faster algorithm, which in practice can be used (assuming Darmon's conjectures) as an efficient method for computing algebraic points of infinite order on E(K ab ). The restriction M = 1 in these algorithms was dispensed with in [GM14] , which allowed to provide numerical evidence for curves of non-prime conductor.
In the case D > 1, Greenberg [Gre09] proposed a construction of Darmon-like points in E(K p ), by means of certain p-adic integrals related to modular forms on quaternion division algebras of discriminant D. He also conjectured that these points behave in many aspects as Heegner points and, in particular, that they are rational over ring class fields of K.
Greenberg's conjecture was motivated by the analogy with [Dar01] , but up to now there was no numerical evidence of the rationality of such points in the quaternionic case D > 1. In fact, as Greenberg points out in [Gre09, Section 12] , the lack of sufficiently developed algorithms for computing in the cohomology of arithmetic groups has prevented the finding of any such evidence. The main purpose of the present work is precisely to provide an explicit algorithm that allows for the effective computation of the quaternionic p-adic Darmon points introduced by Greenberg. Actually, the aim of the article is threefold. Firstly, we develop the (co)homological methods that make effective the construction of [Gre09] . Secondly, we relate the p-adic integrals that appear in the construction to certain overconvergent cohomology classes, in order to derive an efficient algorithm for the computation of the quaternionic Darmon points. Finally, we gather extensive evidence supporting the rationality conjectures of [Gre09] .
In order to describe more precisely the contents of the article, it is useful to briefly recall the structure of Greenberg's construction (a more complete and detailed account will be given in Section 3). Let B/Q be the indefinite quaternion algebra of discriminant D. Let also R 0 (M ) ⊂ B be an Eichler order of level M , and denote by Γ the group of reduced norm 1 units in R 0 (M )⊗ Z Z[1/p]. The construction of the point P τ ∈ E(K p ) can be divided into three stages:
(1) The construction a certain cohomology class µ E ∈ H 1 (Γ, Meas(P 1 (Q p ), Z)) canonically attached to E, where Meas(P 1 (Q p ), Z) denotes the Z-valued measures of P 1 (Q p ); (2) The construction of a homology class c τ ∈ H 1 (Γ, Div 0 H p ), associated to the element τ ∈ H p ; and (3) Finally, the construction of a natural K × p -valued integration pairing × , between the above cohomology and homology groups. The point P τ is then defined as the image under Tate's isomorphism K × p / q E ≃ E(K p ) of the quantity J τ := × c τ , µ E ∈ K × p . Section 2 is devoted to background material and to fix certain choices on the (co)homology groups that will be useful in our algorithms, and in Section 3 we give a more detailed description of the construction of Greenberg. The main contributions of this work are presented in Sections 4, 5, and 6.
In Section 4 we provide algorithms for computing the homology class c τ and the cohomology class µ E . That is to say, we give explicit methods for working with the (co)homology groups arising in the construction, which allow for the effective numerical calculation of µ E and c τ in concrete examples. This already gives rise to an algorithm for the calculation of the point P τ , since the integration pairing × c τ , µ E can then be computed by the well known method of Riemann products. We end Section 4 with a detailed concrete calculation of a Darmon point P τ by means of this algorithm.
Although the method of Riemann products is completely explicit and can be used in principle to evaluate the integration pairing, it has the drawback of being computationally inefficient. In fact, its running time depends exponentially on the number of p-adic digits of accuracy to which the output is desired. This is the problem that we address in Section 5, in which we give an efficient, polynomial-time, algorithm for computing the integration pairing × , . This method is based on the overconvergent cohomology lifting theorems of [PP09] , and can be seen as a generalization to the quaternionic setting of the overconvergent modular symbols method of [DP06] . Used in conjunction with the algorithms of Section 4 for the homology and cohomology classes, it provides an efficient algorithm for computing the quaternionic Darmon points.
Finally, in Section 6 we provide extensive calculations and numerical evidence in support of the conjectured rationality of Greenberg's Darmon points, which were computed using an implementation in Sage ([S + 13]) and Magma ([BCP97]) of the algorithms described in Sections 4 and 5.
Notation. The following notation shall be in force throughout the article. Let E be an elliptic curve over Q of conductor N and let p be a prime dividing N exactly. The conductor is factored as N = pDM , where D > 1 is the product of an even number of distinct primes and M and D are relatively prime. Let K be a real quadratic field in which all primes dividing M are split and all primes dividing pD are inert, and let O K be the ring of integers of K.
Let B be the quaternion algebra over Q of discriminant D. For every ℓ | pM we fix an algebra isomorphism
Preliminaries on Hecke operators, the Bruhat-Tits tree, and measures
All the material in this section is well-known. We present it particularized to our setting and we fix certain choices that will be important especially in Section 5.2.
2.1. Hecke operators on homology and cohomology. We recall first some well-known facts on group (co)homology which can all be found for example in [Bro82] . This will also fix the notation to be used in the sequel.
Let G be a group and V a commutative left G-module. The groups of 1-chains and 2-chains are defined, respectively, as
The boundary maps are induced by the formulas, for g and h in G and v ∈ V ,
We denote by Z 1 (G, V ) = ker ∂ 1 the group of 1-cycles, by B 1 (G, V ) = im ∂ 2 the group of 1-boundaries, and by H 1 (G, V ) = Z 1 /B 1 the first homology group of G with coefficients in V .
Dually, one defines the group of 1-cochains C 1 (G, V ), the group of 1-coboundaries B 1 (G, V ), the group of 1-cocycles Z 1 (G, V ) and the first cohomology group H 1 (G, V ) = Z 1 /B 1 . We are mainly interested in the (co)homology of the group G = Γ D 0 (pM ). Consider also the semigroup Σ 0 (pM ) defined as
(pM )-action on V extends to an action of the semigroup Σ 0 (pM ). Then there are natural Hecke operators acting on
, V ) whose definition we proceed to recall, following [AS86] .
The operators T ℓ and U ℓ . Let ℓ be a prime not dividing D, and let g(ℓ) ∈ Σ 0 (pM ) be an element of reduced norm ℓ. The double coset Γ
for certain g i ∈ Σ 0 (pM ) of reduced norm ℓ. The number of cosets in (2.3), i.e., the cardinal of I ℓ , is ℓ + 1 if ℓ ∤ pM and ℓ otherwise. Let
We remark that i → γ · i is a permutation of I ℓ . Decomposition (2.3) induces maps T ℓ on 1-chains and 1-cochains as follows: for a chain c
The map T ℓ on chains (resp. cochains) respects cycles and boundaries (resp. cocycles and coboundaries). The Hecke operators are the induced endomorphisms on homology and cohomology which do not depend neither on the choice of g(ℓ) nor on the representatives g i of (2.3). Following the usual notational conventions if ℓ | pM we set U ℓ = T ℓ . We remark that the operators T ℓ and U ℓ on homology and cohomology are independent of the choices made in the definition. However, as maps on chains and cochains (and even as maps on cycles and cocycles) they do depend on these choices.
In §5 it will be important to work with the U p -operator on cochains obtained by means of a specific decomposition (2.3) which we now describe. In order to do so, we next fix a choice of certain elements of Σ 0 (pM ); these elements (and the notation for them) shall be in force for the rest of the article.
• Let Υ = {γ 0 , . . . , γ p } be a system of representatives for Γ
for some u i belonging to
Also, let ω ∞ ∈ R(pM ) be an element of reduced norm −1 that normalizes Γ D 0 (pM ).
• Finally, set
We remark that
Observe that π ∈ Σ 0 (pM ) has reduced norm p; we will work with the Hecke operator on cycles and cocycles associated to the double coset Γ D 0 (pM )πΓ D 0 (pM ). One checks that the s i defined above decompose it into right cosets, namely
Atkin-Lehner involutions. The Atkin-Lehner involutions at p on cycles and cocycles are given by the formulas:
Similarly, Atkin-Lehner involutions at infinity are defined as:
These formulas induce well-defined involutions on the homology H 1 (Γ D 0 (pM ), V ) and on the cohomology
Hecke algebras. 
The degree character deg :
Thanks to the modularity theorem of [Wil95] , [BCDT01] the elliptic curve E/Q defines two characters λ
Remark 2.1. There are also Hecke operators acting on H 1 (Γ, V ) and H 1 (Γ, V ). They are defined similarly, but using double cosets of the form Γg ′ (ℓ)Γ (this time g ′ (ℓ) is an element of R of reduced norm ℓ); see, e.g., [LRV12, §2] for more details. For our purposes it is enough to say that for ℓ ∤ pM one can choose g(ℓ) ∈ R 0 (pM ) and g ′ (ℓ) ∈ R elements of reduced norm ℓ such that the decompositions
hold with the same choice of g i ∈ Σ 0 (pM ). Thus formulas (2.4) also give the T ℓ operator on H 1 (Γ, V ) and H 1 (Γ, V ) in this case.
2.2. The Bruhat-Tits Tree. Let T be the Bruhat-Tits tree of PGL 2 (Q p ) and denote by V its set of vertices and by E its set of (directed) edges. It is well known that T is a (p + 1)-regular tree.
In addition V can be identified with the set of homothety classes of Z p -lattices in Q 2 p , and directed edges with ordered pairs of vertices (v 1 , v 2 ) such that v 1 and v 2 can be represented by lattices Λ 1 , Λ 2 with pΛ 1 Λ 2 Λ 1 . For e = (v 1 , v 2 ) ∈ E we denote by s(e) = v 1 the source of e, by t(e) = v 1 its target and byē = (v 2 , v 1 ) its opposite.
Let v * be the vertex represented by Z 2 p , letv * be the one represented by Z p ⊕ pZ p , and let e * be the edge (v * ,v * ). A vertex v is said to be even (resp. odd) if its distance d(v, v * ) to v * is even (resp. odd), and e ∈ E is said to be even (resp. odd) if s(e) is even (resp. odd). We denote by V + (resp. V − ) the set of even (resp. odd) vertices and by E + (resp. E − ) the set of even (resp. odd) edges.
The group GL 2 (Q p ) acts on Q p by fractional linear transformations
This induces an action of GL 2 (Q p ) on Z p -lattices, which gives rise to an action of GL 2 (Q p ) on V that preserves distance, thus inducing an action on T and on E.
We can make Γ act on T by means of the fixed isomorphism
We denote this action simply as g(v) and g(e), for g ∈ Γ and v ∈ V, e ∈ E. Strong approximation, using the fact that B is unramified at infinity, implies that Γ acts transitively on E + . A fundamental domain (in the sense of [Ser80, §4.1]) for this action is given by
, where ⋆ denotes "amalgamated product". In particular, the maps g → g −1 (e * ) and
In the following we will fix a convenient system of coset representatives of Γ 
Lemma 2.2. We have
Proof. Clearly the set {1, ω 
By construction Y = {γ e } e∈E + is a radial system. Indeed, by definition a radial system is one satisfying conditions 1, 2, and 3 above for some set of representatives for Γ
What we have done is to fix a choice of radial system by choosing {γ 0 , . . . , γ p } and {γ 0 , . . . ,γ p } as such representatives, and adding conditions 4 and 5 to make the choice unique. Figure 1 shows the first even edges of T labeled with representatives of Y, in the simple case p = 2.
2.3. Measures on P 1 (Q p ). Let B(P 1 (Q p )) be the set of compact-open balls in P 1 (Q p ), which forms a basis for the topology of P 1 (Q p ). There is a GL 2 (Q p )-equivariant bijection
Under this bijection an open ball U e is contained in U e ′ if and only if there is a path (directed and without backtracking) in T having initial edge e and final edge e ′ . The following basic lemma will be useful in Section 5. We denote by |U | the diameter of an open ball U ∈ B(P 1 (Q p )).
Lemma 2.4. Let g i = s
Then for all r ≥ 0:
Proof. We do induction on r, and note that the case of r = 0 is trivial since both sets consist of only one open, namely Z p .
Note that g −1 i Z p ⊂ Z p , and actually
Figure 1. Vertices and edges of the Bruhat-Tits tree labeled using the radial system (p = 2). Blue vertices are even and red ones are odd, and only the even edges are shown.
This follows from the local form of the g i as in (2.8): for i ≥1, ι p (g
. Therefore, we obtain the inclusion ⊇ in (2.13). The set B(Z p , p −r ) has size p r , so it only remains to show that:
Again, the previous decomposition of Z p and the induction hypothesis prove the above claim.
From the above lemma we deduce:
Corollary 2.5.
(1) An open ball U e corresponding to an even edge e is contained in Z p if and only if γ e is of the form γ e =γ i1 γ j1 · · ·γ in γ jn , with all i k , j k ∈ {1, . . . , p} and some n ≥ 0. 
with all i k , j k ∈ {1, . . . , p}, and some n ≥ 0.
Now the first claim follows from the fact that even edges correspond to balls of diameter p −2n for some n ≥ 0 and the lemma. The second claim is similar.
Let Meas 0 (P 1 (Q p ), Z) denote the set of Z-valued measures on P 1 (Q p ) of total measure 0. It acquires the structure of left GL 2 (Q p )-module as follows: for m ∈ Meas 0 (P
Let F (E, Z) denote the set of functions from E to Z and let
A Z-valued harmonic cocycle is a function c ∈ F 0 (E, Z) such that
c(e) = 0 for all v ∈ V.
The bijection E ↔ B(P 1 (Q p )) induces an identification between Meas 0 (P 1 (Q p ), Z) and F har (Z).
Remark 2.6. The module F har (Z) also appears in the theory of modular forms. Indeed, the JacquetLanglands correspondence and the theory of Cerednik-Drinfeld relate harmonic cocycles that are invariant with respect to arithmetic subgroups of definite quaternion algebras of discriminant D to pD-new modular forms (see, e.g., [Dar04, §5] ). However, in this work we only consider indefinite quaternion algebras. In this case, the corresponding invariant harmonic cocycles are trivial, and one needs to look at higher cohomology groups (cf. §3 below), hence deviating from the more classical theory.
Quaternionic p-adic Darmon points
This section is devoted to reviewing Greenberg's construction of quaternionic p-adic Darmon points [Gre09] in the case of elliptic curves over Q. Recall that in this setting E is an elliptic curve over Q of conductor N = pDM , and K a real quadratic field in which all primes dividing pD are inert and all primes dividing M are split.
The method attaches to any embedding of
, which is the image under Tate's uniformization map of a certain quantity J ψ ∈ K × p . The construction of J ψ can be divided into three stages:
(
, where × , is a certain "integration pairing" . We describe each one of the steps separately.
3.1. The cohomology class attached to E. Recall the two characters λ ± E of the Hecke algebra associated to E in (2.12). Choose a sign σ ∈ {±} and consider the character λ = λ σ E . If we denote by
λ is free of rank 1. In fact, the coboundary group
(1)
and (4) the image of ϕ is not contained in any proper ideal of Z. The cocycle ϕ is uniquely determined, up to sign, by these conditions and therefore me may and do fix such a cocycle ϕ. The following theorem can be seen as a generalization of [DP06, Proposition 1.3] to the case where B is a division algebra.
In addition, [μ] is uniquely determined by this conditions.
One can think of the cocycleμ as a "system of measures": for any γ ∈ Γ there is an associated measureμ γ . A cocycleμ as in the above theorem can be explicitly constructed by applying the methods of [LRV12, §4.2] as follows. First of all we need to define a related cocycle µ = µ E , which will actually play an important role in our explicit algorithms. Given e ∈ E + and g ∈ Γ let h(g, e) be the element of Γ D 0 (pM ) defined by the equation
Recall Y = {γ e } e∈E + the radial system fixed in Definition 2.3. For g ∈ Γ let µ g ∈ F (E 0 , Z) be the function defined by
This condition already determines the values of µ g (e) for e ∈ E − , for if µ g belongs to F 0 (E, Z) then µ g (e) = −µ g (ē) andē ∈ E + . The map g → µ g defined this way turns out to be a 1-cocycle. Fix a prime r not dividing N and set t r = (T r − r − 1) ∈ T (pD) . The following proposition, which essentially restates results of [Gre09] and [LRV12] 
The system Y used to define µ is radial, and by [LRV12, Proposition 4.8] this implies that µ g belongs to F har (Z) for all g ∈ Γ. In particular [µ] can be viewed as an element of H 1 (Γ, F har (Z)). The natural map
is surjective but not injective: its kernel is
Since λ arises from a cuspidal eigenform, λ(T r ) is not r + 1 = deg(T r ) and thus T r − r − 1 projects to the complementary of Q ⊗ H 1 (Γ, F har (Z)) deg , and that it acts as multiplication by
In view of this result there exists an integer c r such that
. We abuse the notation to denote c −1 r t r simply as t r , so that we have an equality
Remark 3.3. In fact, the cohomology class of [μ] ∈ H 1 (Γ, F 0 (E, Z)) is nothing but the image of ϕ under the isomorphisms
where the first isomorphism is given by Shapiro's Lemma and the second comes from the isomorphism coind
Since p is inert in K the action has two fixed points; let τ ψ ∈ H p be one of them. Let also ε K ∈ O × K be a unit of norm 1, and set γ ψ = ψ(ε K ). Since γ ψ τ ψ = τ ψ , the element γ ψ ⊗ τ ψ belongs to
we obtain the long exact sequence in Γ-homology
where δ is the connecting homomorphism. The group H 1 (Γ, Z) is isomorphic to the abelianization of Γ, which is finite (see, e.g., [LRV13, §2] ). If we let e Γ denote its exponent, then e Γ [γ ψ ⊗ τ ψ ] has a preimage [c ψ ] ∈ H 1 (Γ, Div 0 H p ), and this is the homology class attached to ψ we were looking for.
Remark 3.4. The homology class [c ψ ] is well-defined up to elements in δ (H 2 (Γ, Z)).
Integration pairing and Darmon points. Let
The multiplicative integral of f with respect to m is defined as the limit of Riemann products
where the limit is taken over increasingly finer finite coverings U of P 1 (Q p ) by compact-opens, and t U is any sample point in U . If U ⊂ P 1 (Q p ) it is customary to denote
t−τ1 ). Observe that f D is well-defined up to multiplication by scalars in K × p ; nevertheless, since these scalars integrate to 1 there is a well defined pairing Div
By cup product this defines a pairing
which is equivariant for the Hecke action:
where [μ] = t r [µ] is the cohomology class associated to E in Section 3.1. It turns out that L is a lattice in K × p [Gre09, Proposition 30]. The following key result, which was independently proven by Dasgupta-Greenberg and Longo-Rotger-Vigni, relates L to the Tate lattice of E.
Theorem 3.5 ([DG12],[LRV12]). The lattice L is commensurable to the Tate lattice
Thanks to this theorem one can find an isogeny
Tate's uniformization map and let
Observe that J ψ is a well-defined quantity in K × /L thanks to Remark 3.4.
Conjecture 3.6 (Greenberg). The local point
More precisely, it is rational over the narrow Hilbert class field H
Remark 3.7. The integration pairing is equivariant with respect to the Hecke action, so J ψ can also be computed as
4. The effective computation of quaternionic p-adic Darmon points
In this section we present the explicit algorithms that allow for the effective calculation of the quaternionic p-adic Darmon points. As we reviewed in §3, this amounts to compute the cohomology class associated to the elliptic curve, the homology class corresponding to an optimal embedding, and the integration pairing.
In §4.1 we show how to compute the cohomology class (the main algorithmic result is given in Theorem 4.1), and in §4.2 how to compute the homology class (the main algorithm is stated as Theorem 4.2). In fact, these two algorithms are already enough to compute the Darmon points, as one can then evaluate the integration pairing via Riemann products, which can be thought of as the most naive method of integration. This is briefly recalled in §4.3.
Finally, in §4.4 we illustrate the use of this method by giving a detailed explicit example of a Darmon point calculated with the algorithms introduced this section, together with Riemann products for approximating the integrals. This also serves as a motivation for Section 5, because even though in principle is possible to compute the integrals using Riemann products, it is too computationally costly. Section 5 will be devoted to an efficient method for calculating the type of integrals arising in p-adic Darmon points. Note that we have
, and that the finitely generated abelian group Γ D 0 (pM ) ab is easy to calculate from an explicit presentation of Γ D 0 (pM ). Using this description and formula (2.4) one can algorithmically compute the Hecke action on
for more details). Using the Atkin-Lehner operator W p one computes the p-new part of the group H 1 (Γ D 0 (pM ), Z), and one then proceeds to diagonalize it with respect to several Hecke operators T ℓ , until the common eigenspace corresponding to λ has rank 2. In practice, a few values of ℓ are usually enough. Then the space where the Atkin-Lehner operator W ∞ acts with sign σ ∈ {±1} has rank 1, and we can take ϕ to be one of its generators.
The final step is to compute the values of µ by means of formula (3.2). In order to do so, one needs to be able to express any element g ∈ Γ as g = h(g)γ e , where h(g) ∈ Γ D 0 (pM ) and γ e ∈ Y.
In the next theorem we show that this can be, indeed, computed in an algorithmic fashion.
Theorem 4.1. There is an algorithm that, given g ∈ Γ, outputs h(g) ∈ Γ D 0 (pM ) and γ e ∈ Y such that g = h(g)γ e , in time proportional to the distance from e * to e = g −1 (e * )
In order to describe the algorithm and prove its correctness, it is useful to recall the notion of distance between lattices (cf. [Ser80, Chapter II, §1.1]). If Λ and Λ ′ are lattices in Q 2 p there exists a basis {b 1 , b 2 } for Λ such that {p x b 1 , p y b 2 } is a basis for Λ ′ for certain x, y ∈ Z. Then the distance d(Λ, Λ ′ ) is defined to be |x − y|. It is independent of the choice for {b 1 , b 2 }, and it only depends on the homothety classes of Λ and Λ ′ . In addition, this notion of distance coincides with the distance in the Bruhat-Tits tree; that is to say, if Λ and Λ ′ represent vertices v and v
+ an element g ∈ Γ is associated with e = g −1 (e * ) ∈ E + . Its source s(e) = g −1 (v * ) is then represented by the lattice g −1 (Z p ⊕ Z p ), and its target t(e) = g −1 (v *
We may identify g with its associated edge e = g −1 (e * ), and use expressions such as d(s(g), v * ) or d(t(g), v * ). We say that e (or g) is an outward edge if d(s(g), v * ) < d(t(g), v * ) and that it is inward otherwise. Observe that one can easily determine whether g is inward or outward by means of formula (4.1).
Proof of Theorem 4.1. Given an element g ∈ Γ let e be the edge g −1 (e * ). It is enough to compute the representative γ e ∈ Y, since then h(g) = gγ Every time we run step 2 the distance d(s(g), v * ) decreases, so the algorithm terminates. The representative γ e is then the product of all the γ i andγ j computed in each step. Finally, it is clear that the number of stages is d(s(e), v * ).
Computation of the homology class. Given the real quadratic field K and its ring of integers
, the first step is to compute an embedding of Z[1/p]-algebras O K ֒→ R. In fact, thanks to our running assumptions on K we can find Z-algebra embeddings O K ֒→ R 0 (M ). Computing them in practice amounts to finding elements in B whose reduced norm and trace coincide with that of ω, and one can use the routines of Magma [BCP97] to compute them (e.g. the routine Embed( , )).
Every embedding ψ 0 : O K ֒→ R 0 (M ) induces ψ : O K ֒→ R via the inclusion R 0 (M ) ⊂ R, giving rise to the 1-cycle γ ψ ⊗ τ ψ in Z 1 (Γ, Div H p ) via the process described in Section 3.2. Denote by e Γ the exponent of H 1 (Γ, Z), so that the element
lifts under deg * to an element [c ψ ] ∈ H 1 (Γ, Div 0 H p ) (cf. the exact sequence (3.4)). We devote the rest of this subsection to describe an algorithm for computing c ψ . Note that once c ψ is found, it is easy to computec ψ by means of formula (2.4).
Let X | R be a presentation of Γ, where X = {x 1 , . . . , x n } are the generators and R = {r 1 , . . . , r m } the relations. It can be explicitly computed by means of Voight's algorithms, which provide presentations for Γ p y i ω p : y i ∈ Y }, and a set of relationsŜ is that in which theŷ i satisfy the same relations as the y i . Then each z ∈ Z can be expressed as a word in the generators of Y , that we denote α(z), and as a word in the generators ofŶ , that we denotê α(z). If we let S Z = {α(z)α(z)
Any g ∈ Γ D 0 (M ) can be expressed as a word in Y by means of Voight's algorithm [Voi09] . Combining this with the algorithm of Theorem 4.1 we obtain an algorithm for expressing any g ∈ Γ as a word in X.
The following notation will be useful in describing the algorithm for computing c ψ : If w is a word and x ∈ X, we define v x (w) ∈ Z as the sum of the exponents of x appearing in w. We also set v X (w) = (v x1 (w), . . . , v xn (w)). For example, if w = x , which represents the same element γ eΓ ψ ∈ Γ, but which satisfies v X (w ′ ) = 0. In what follows we write ≡ to mean equality up to boundaries. The algorithm of Theorem 4.2 below provides a way to find elements x i ∈ Γ and D i ∈ Div 0 (H p ) such that
and therefore to compute c ψ =
There exists an algorithm that, given g ∈ Γ represented by a word w and given D ∈ Div H p , computes elements
The proof of this theorem consists on making systematic use of the following Lemma.
Lemma 4.3. The following relations hold true in Z 1 (Γ, Div H p ).
Proof. The first statement is direct from the relation in homology (cf. (2.1)). Note that D ′ = g −1 D has the same degree as D.
Next, observe that:
so we obtain
, which is the third statement. The second statement is proven using induction on k, and the last statement is a particular case of the second and third ones.
Proof of Theorem 4.2. Suppose that
it is a word representing g. Repeated applications of Lemma 4.3, part 1 allow to express:
Using Lemma 4.3, part 2 the above can be rewritten as
Finally, one can collect the terms involving each of the generators x ∈ X, to obtain: 
4.3.
Computation of the integration pairing via Riemann products. In §4.1 and §4.2 we have seen how to compute in practice the cocycle µ attached to E and the cycle c ψ attached to an optimal embedding. The integration pairing then gives the Darmon point attached to ψ. That is to say,
can be numerically approximated by a partial Riemann product, which for a covering U of
Suppose that D = τ 2 − τ 1 ∈ Div 0 H p , and that we want to compute the integral
with an accuracy of p −n . The size of the covering U is determined by the affinoids in which τ 1 and τ 2 lie. To be more precise, let r be a positive integer such that none of the elements τ 1 , τ 2 , ω p τ 1 , ω p τ 2 is congruent to an integer modulo p r . That is to say, such that
Observe that we can find such an r because τ 1 , τ 2 , ω p τ 1 , ω p τ 2 do not belong to Q p . The function f D (t) is locally constant modulo p n when restricted to open balls of diameter p −(n+r) . Therefore, in order to obtain the value of J ψ correct modulo p n it is enough to consider a finite covering U n+r of P 1 (Q p ) consisting of open balls of diameter p −(n+r) . Since µ g is defined as an element of F 0 (E, Z) ≃ F (E + , Z) it is useful to describe this covering of P 1 (Q p ) in terms of E + as follows. Note that
t Z p of diameter 1/p. In Corollary 2.5 we have described a covering B(Z p , p −n ) of Z p , and therefore one obtains the corresponding covering of P 1 (Q p ) as:
where the indexes i m , j m vary over {1, . . . , p} and t varies over {0, . . . , p}.
A numerical example.
We let p = 13, D = 2 · 3, and M = 1. Consider the elliptic curve with Cremona label "78a1":
, which is the quadratic field with smallest discriminant satisfying that 2, 3 and 13 are inert in K. One observes that the point P = (−2, 12 √ 5 + 1) ∈ E(K) generates the free part of E(K).
Let B be the quaternion algebra ramified precisely at 2 and 3. It can be given as the Q-algebra Q i, j , with relations i 2 = 6, j 2 = −1, ij = −ji. Let ι 13 be the Q-algebra embedding of B → M 2 (Q 13 ) which sends:
with ρ being the unique square root of 95 in Q 13 which satisfies ρ ≡ 2 (mod 13). Let R 0 (1) ⊂ B be the maximal order with generators {1, i, (1 + i + j)/2, (i + k)/2}, and let ψ : O K ֒→ R 0 (1) be the embedding that sends √ 5 ∈ K to −i − j. This yields:
τ ψ = (11g + 9) + (12g + 7) · 13 + (12g + 11) · 13 2 + (12g + 12) · 13 3 + (12g + 7) · 13
where g ∈ K 13 satisfies g 2 − g − 1 = 0, and γ ψ = (3 − i − j)/2. The element γ ψ does not belong to the commutator subgroup of Γ Finally, we compute the integration pairing using Riemann products on coverings consisting of those opens of diameter 13 −n for n ∈ {1, 2, 3}. Table 1 gives the time that this computation took in our test computer. Observe that the number of evaluations grows exponentially in n, and therefore so does the time it takes to complete the integration. We obtain the value J ψ = (3g+2)13+(g+9)13 2 +O(13 3 ) and, after applying the Tate parametrization, obtain P ψ ∈ E(K 13 ) having coordinates (x, y) = (11 + 8 · 13 + 5 · 13 2 + O(13 3 ), (11g + 2) + (7g + 11) · 13 + (7g + 12) · 13 2 + O(13 3 )).
This point agrees with 48 · P up to the working precision of three 13-adic digits. Note that 48 = 12 · (5 + 1 − a 5 (E)). The factor of 5 + 1 − a 5 (E) appears because of the application of t 5 , and the factor of 12 appears because it was needed to kill the torsion of Γ 6 0 (1) ab . Although the previous computation gives evidence in support of the conjecture, the result is not very satisfying. Firstly, an approximation modulo 13 3 could conceivably come from a numerical coincidence. More importantly, a previous knowledge of a generator for E(K) was needed, and finding such a point is a hard problem in general. If we had a way to obtain a much better approximation, we could use algebraic recognition routines to guess the algebraic point. This is in fact the goal of the next section.
The integration pairing via overconvergent cohomology
We continue with the notation of §4.3. Namely, µ denotes the cohomology class associated to E andc ψ the homology class associated to an optimal embedding ψ, which is of the form
for some g k ∈ Γ and τ k , τ ′ k ∈ H p . Therefore, the integrals involved in the computation of J ψ are of the form
, with g ∈ Γ and τ 1 , τ 2 ∈ H p . (5.1)
The goal of this section is to provide an algorithm for computing these integrals based on the overconvergent cohomology lifting theorems of [PP09] which is more efficient than evaluating the Riemann products. In fact, the complexity of the overconvergent method that we present is polynomial in the number of p-adic digits of accuracy, whereas computing via Riemann sums is of exponential complexity.
Since the type of integrals that can be directly computed by means of overconvergent cohomology are not exactly of the form (5.1), we first need to perform certain transformations and reductions. Thus the method that we next describe can be divided into the following two steps:
(1) Reduce the problem of computing integrals of the form (5.1) to that of computing the socalled moments of µ at elements of Γ D 0 (pM ). That is to say, express the integrals of (5.1) in terms of integrals of the form
(2) Give an algorithm for computing the integrals (5.2) by means of the overconvergent cohomology lifting techniques of [PP09] .
These two steps are explained in §5.1 and §5.2, respectively.
5.1. From general integrals to moments. The first step in order to express integrals of the form (5.1) in terms of the moments (5.2) is to consider covers of P 1 (Q p ) such that the integrand is analytic on each of the opens. Before fixing our choice of cover, we begin by proving a lemma that we will need in this process.
Lemma 5.1. Suppose that γ ∈ Γ is of the form γ =γ k1 γ k2γk3 · · · for some k ℓ ∈ {1, . . . , p}. Then µ γ|Zp = 0 (i.e., the restriction of µ γ to Z p is 0).
Proof.
It is enough to show that µ γ (U e ) = 0 for all U e contained in Z p . By Corollary 2.5 if U e = γ −1 e Z p is contained in Z p then γ e =γ i1 γ j1 · · ·γ ir γ jr for some i s , j s ∈ {1, . . . , p}. Then we see that
from which we see that γ e γ belongs to our system of representatives Y for Γ D 0 (pM )\Γ. Therefore, from the identity γ e γ = 1·γ e γ and the definition of µ (see (3.2)) we obtain that µ γ (U e ) = ϕ 1 = 0.
Let r be a positive integer such that none of the elements τ 1 , τ 2 , ω p τ 1 , ω p τ 2 is congruent to an integer modulo p r , as in (4.3). Consider a covering of P 1 (Q p ) of the form
with the i m , j m varying over {1, . . . , p}, and such that every open has diameter ≤ p −(r+1) . Using this covering for breaking the integral (5.1) we are reduced to consider integrals of the form
, for g ∈ Γ and t ∈ {0, . . . , p}, i s , j s ∈ {1, . . . , p}.
To lighten the notation set α =γ i1 γ j1 · · ·γ in γ jnγt . Then we have that
where we have used the cocycle property of µ and the fact that µ α|Zp = 0 by Lemma 5.1. Therefore,
α −1 t−τ1 , we have reduced the problem to compute integrals of the form
The next step is to express the above integrals in terms of integrals with respect to measures of the form µ g0 , where g 0 ∈ Γ D 0 (pM ). For instance, if we write g = g 0 γ with g 0 ∈ Γ D 0 (pM ) and γ ∈ Y, Proposition 5.2 below asserts that, under a certain condition on γ, we have an equality
Recall that an edge e ∈ E is said to be inward if d(t(e), e * ) < d(s(e), e * ). Given g ∈ Γ the edge g −1 (e * ) is inward if and only if g = g 0 γ with g 0 ∈ Γ D 0 (pM ) and γ ∈ Y of the form γ =γ t γ i1γi2 · · · for some t, i 1 , . . . , i n ∈ {1, . . . , p}. Proof. By Lemma 5.1 the measure µ γ is 0 when restricted to Z p . By the cocycle condition we have that
0 U ) = 0 and we see that g 0 µ γ is 0 when restricted to Z p .
Suppose now that g −1 (e * ) is outward, so that we can not directly apply Proposition 5.2. In this case observe that (γ i g) −1 (e * ) is inward for all i ∈ {1, . . . , p}. Thus we can write
and apply Proposition 5.2 to each of the integrals in the last term. Summing up, we have expressed any integral as in (5.1) as a product of integrals of the form
where φ i := φ 0 (γ −1 i t) for i = 0, 1, . . . , p. Next, we show that the functions φ i (t) are analytic on Z p , thanks to our choice of the covering of P 1 (Q p ). We begin by analyzing φ 0 (t), since the result for the other φ i (t) will follow easily from this case.
α −1 t−τ1 is analytic on Z p and has a series expansion of the form
with the α n belonging to O p , the ring of integers of K p , for all n ≥ 1.
which is the stabilizer of Z p under the action GL 2 (Q p ) in the set of balls of P 1 (Q p ). Observe that if a function φ(t) satisfies the conclusions of the lemma, then also φ(γt) does for all γ ∈ J. There are two cases to consider:
for some u 0 ∈ J. Then, by our previous remark we can replace t by u 0 t, and we find that
. Now the key point is that by our choice of r in (4.3) we have that v p (i − τ 2 ) < r, so that
≥ 2, and we result follows by taking the power series expansion in the above expression.
and the argument is exactly the same as before by noting that
for some i, and that our choice of r also works well for ω p τ 1 and ω p τ 2 . 
Proof. The result is clear for i = 0. For i > 0 observe thatγ i is (up to an element in J) locally of the form
. Thus we can assume that
and the result follows directly from Lemma 5.3 (note the factor p 2n in the series expansion (5.5)).
At this point, we have reduced to compute integrals of the form
Let log be the unique homomorphism log :
n /n and log(p) = 0. Its kernel is p Z × U, where U denotes the group of roots of unity in K × p . Observe that the series of φ(t) converges for t ∈ Z p and is constant modulo p vp(α0)+1 . Thus the integral I of (5.8) can be computed as
where ζ is the Teichmüller lift of the unit part of I modulo p, which can be computed as the Riemann product in the covering of Z p by balls of diameter p −1 . Therefore, it only remains to compute the logarithm of I, which is the additive integral log I = Zp log φ(t)dµ g (t). (5.9)
Observe that log φ(t) is analytic on Z p and it has a series expansion of the form
Let µ g | Zp denote the measure on Z p obtained by restriction of µ g , and let ω g (n) denote its n-th moment:
We see that the additive integral of (5.9) can be expressed as
for some β n ∈ O p . Now, suppose that we want to evaluate (5.10) modulo p M ; i.e., we want to compute the first M p-adic digits of (5.10). For this it is enough to compute, for each i = 0, 1, . . . , M ′ , the moment ω g (i) to an accuracy of p M ′′ −i , where
Summing up, we have reduced the problem of computing integrals as in (5.1) to that of computing moments of the form
In the next subsection we present an algorithm for computing the moments (5.11) based on overconvergent cohomology.
5.2.
Computing the moments via overconvergent cohomology. We present an algorithm for efficiently computing the moments ω g (n) = Zp t n dµ g (t) for g ∈ Γ D 0 (pM ), based on the overconvergent cohomology methods of Pollack-Pollack [PP09] . We begin by slightly adapting the lifting results of [PP09, §3] (because we need to lift cocycles rather than just cohomology classes), and then we will show how to compute the moments µ by means of the lifted overconvergent cocycles.
Consider the module D of locally-analytic Z p -valued distributions on Z p . That is to say, given a distribution ν ∈ D and a locally analytic function h : Z p → Z p we have that ν(h(t)) ∈ Z p , and the map h(t) → ν(h(t)) is linear and continuous. Let Σ 0 (p) be the subsemigroup of B
It acts on the left on D as follows: if h(t) is a locally analytic function on
where
. On cocycles, it is given explicitly by formula (2.11).
The module D is equipped with the decreasing filtration
which enjoys the following key properties:
Lemma 5.5.
Proof. If ν lies in Fil n D for all n then it is necessarily the 0 distribution, and this gives the first property. As for the second, we shall see that π · ν(
where the e j ∈ Z p arise from the series expansion of 1/(c 0 pt i + 1). Since ν ∈ Fil n D we have that
Thanks to these two properties we are in the setting of [PP09, §3] , in which very general lifting theorems for cohomology classes hold. However, we will need the following slightly refined version of [PP09, Theorem 3.1], as we are interested in lifting cocycles rather than cohomology classes.
Θ is a lift of θ 0 ), and (2) Θ is an eigen-cocycle for U p with eigenvalue α.
As in [PP09] , before proving this we state two lemmas that are, in fact, key to the proof.
Proof. This is identical to the proof of [PP09, Lemma 3.3]. Proof of proposition 5.6. The proof is essentially the same as in [PP09] , but keeping track of the cocycles and not just the cohomology classes. It is important to mention that the proof is actually constructive, and it provides with a very efficient method for algorithmically computing such lifts. First we show the existence of Θ. Letθ 0 ∈ C r (Γ D 0 (pM ), D) be an arbitrary lift of θ 0 , and for n > 0 defineθ n := α −n U n pθ 0 . Since θ 0 is a cocycle andθ 0 is a lift of θ 0 , we have that
by Lemma 5.7 this takes values in Fil n D. Let θ n be the image ofθ n in
We have seen that, in fact,
, and we see that U p θ n = αθ n . Also, it is easy to see thatθ n −θ n−1 is in
. Then we can define Θ as
. By construction Θ lifts θ 0 and U p Θ = αΘ. Now in order to prove uniqueness, let
be an element that lifts θ 0 and such that U p Θ ′ = αΘ ′ . The difference Θ − Θ ′ will be an element in the kernel of
We will apply Proposition 5.6 to the cocycle ϕ = ϕ E ∈ Z 1 (Γ D 0 (pM ), Z) attached to E (and to a choice of sign at infinity) that we fixed in §3.1. Indeed, since
Thus ϕ can be naturally seen, after extending scalars to Z p , as a 1-cocycle
Since U p ϕ = a p ϕ with a p ∈ {±1}, as a direct application of Proposition 5.6 we have: 
, and we can think of it as an approximation to the desired Φ, correct up to an element of
. . , g t be the generators of Γ D 0 (pM ), explicitly provided by Voight's algorithms [Voi09] . If g ∈ Γ D 0 (pM ) we can express Φ g in terms of the Φ gj by means of the cocycle relation of Φ. A possible choice forΦ is then the chain determined by:
The action of a p U p is computed by means of formula (2.11). After k iterations only the values a pΦgj (t i ) with i ≤ k will be different from 0, and the resulting chain will be equal to Φ modulo Fil k D. Namely, we will have computed the quantities
The next step is to show that Φ g (t i ) is equal to the moment ω g (i) for any g ∈ Γ D 0 (pM ). This means that the moments ω g (i) (mod p k−i+1 ) for g ∈ Γ D 0 (pM ) can be computed by the method explained above.
Proposition 5.10. Let h be an analytic function on
We will show that Ψ is a cocycle, which lifts ϕ, and which satisfies U p Ψ = a p Ψ. This will finish the proof, because the uniqueness part of Proposition 5.6 will imply that Ψ = Φ. That Φ lifts ϕ is an immediate consequence of property 4 of Theorem 3.1. The cocycle property of µ implies that of Ψ:
where the second equality follows from a change of variables and the fact that g −1 Z p = Z p for all g ∈ Γ D 0 (pM ). As for the last claim, it follows from the computation:
where the equality ( * ) is justified by Lemma 5.13 below.
We remark that Lemma 5.13, although of a technical nature, provides the key calculation in the proof of the above proposition. Before proving it, we need two easy lemmas.
Lemma 5.11. Suppose γ e ∈ Y is of the form γ e =γ i1 γ j1 · · ·γ in γ jn with all
Proof. We will see it by induction. If n = 1 we have that γ e =γ i1 γ j1 , and then
For n > 1 we write γ e = γ e ′γ in γ jn , where γ e ′ =γ i1 γ j1 · · ·γ in−1 γ jn−1 . Then
pγ in γ jn ω p ) and now the result follows directly from the induction hypothesis.
Lemma 5.12. Let γ e ∈ Y be such that U e ⊆ Z p . Then ω −1 p γ e ω p γ k belongs to Y for all k = 0, . . . , p.
Proof. The statement is clear if γ e = 1. If γ e = 1, then by Corollary 2.5 we have that γ e is of the form γ e =γ i1 γ j1 · · ·γ in γ jn . Now by Lemma 5.11 we see that For each k = 1, . . . , p we have:
that is to say, the measures µ t k (g) and a p s −1 k µ g coincide when restricted to Z p . Proof. It is enough to show that for every U e ⊂ Z p one has
(5.14)
Recall that U e = γ 
Therefore, the measure on the right-hand side of (5.14) can be computed as µ g (s k U e ) = −µ g ((ω 
Implementation and numerical evidence
We have implemented 1 the algorithms of Sections 4 and 5 in Sage [S + 13] and Magma [BCP97] . Thanks to the overconvergent method we have been able to compute the integrals up to a precision of p 60 , although one can easily reach much higher precision if needed. Recall the sample calculation of Section 4.4, which we have recalculated using the overconvergent method. In Table 2 we list the time t 1 that it took to lift the original cocycle to the target precision n, and the time t 2 that it took to integrate the cycle to obtain J τ with the target precision. One observes, as expected from the analysis carried out in [DP06] and which would easily carry over to our setting, that the complexity of the algorithms is polynomial (indeed quadratic). Note also that, while it took 1158 seconds to obtain 3 digits of precision using Riemann products, it took less than a third of this time to obtain 55 digits of precision using the overconvergent method.
n t 1 (s) t 2 (s) t 1 + t 2 (s) 5 11  6  17  10  24  7  31  15  36  9  45  20  55  12  67  25  78  16  94  30  108  21  129  35  149  26  175  40  191  32  223  45  245  39  284  50  307  46  353  55  395  55  450   Table 2 . Running time increases sub-quadratically with the precision n.
Another salient feature of the overconvergent method is that one can regard the lifting of the cohomology class as a precomputation which depends only on the elliptic curve and the prime p. Note that, as the table indicates, this is what dominates the computing time. With this precomputation at hand, one can perform several integrals of different cycles (that is, yielding points attached to different real quadratic fields) with little extra effort. All this allows for a direct computation of rational points, as opposite to the example of §4.4, in which the low precision only permitted to compare the computed Darmon point with an algebraic point previously found by naive search.
Indeed, let J τ ∈ K × p be a Darmon point and let P τ ∈ E(K p ) denote its image under Tate's uniformization, whose coordinates conjecturally belong to a number field H. Using the algorithms described in this article on can compute an approximation to J τ , and therefore to P τ . Then one can try to recognize its coordinates as algebraic numbers via standard reconstruction techniques (see for instance [DP06, §1.6]). For this to work, the number of correct digits one needs to know of J τ is roughly the height of P τ .
One difficulty that arises in this method is that P τ is usually a multiple of the generator of E(H)/E(H) tors , say P τ = nP ′ τ . Therefore, P τ might have very large height, even if the generator 1 The code is available at https://github.com/mmasdeu/darmonpoints. P ′ τ had small height. In this case it is easier to reconstruct P ′ τ , which has smaller height. Note that P ′ τ is the image under Tate's uniformization of an element of the form
where ζ is some Teichmüller representative in K p . Therefore, since we can compute good approximations to log J τ , we can try to reconstruct J ′ τ by trial and error on ζ. As a first example, consider the curve with Cremona label 78a1 with equation E : y 2 + xy = x 3 + x 2 − 19x + 685. Table 3 lists points on E(Q( √ d K )) for those discriminants d K < 600 in which 2, 3 and 13 are inert and such that K = Q( √ d K ) has class number one. They are computed using the plus character λ + E and optimal embeddings of the maximal order O K . Observe that the points are defined over K rather than over abelian extensions, since the class number is one. Table 4 lists similar computations for the curve with Cremona label 110a1 and equation E : y 2 + xy + y = x 3 + x 2 + 10x − 45.
Observe that some of the points, e.g. the one over Q( √ 237), could have not been found by naive search methods due to their height. Table 5 shows the same points computed with the different factorization of the conductor 110, namely p = 11 and D = 10. Note that for d K = 277 we were not able to recognize the point. This is probably due to the fact that the working precision (p 60 in this case) is lower, since p = 5 instead of p = 11. In these two cases the points obtained are twice the expected multiple of the generator. Table 6 is another example with D = 6, but in this case some of the points obtained (note e.g. d K = 269) have considerable height.
The examples shown above have in common that the group H 1 (Γ D 0 (M ), Z) is finite. Although our algorithms do not require this condition to be true, the implementation is greatly simplified in this case. However, our implementation works in a broader range of cases. As an example, we have computed an example with D = 15, where the above group has Z-rank 1: consider the elliptic curve with Cremona label 285c1 (285 = 19 · 15) given by the equation E : y 2 + xy = x 3 + x 2 + 23x − 176.
Working with p = 19 and precision 19 60 , our algorithm has been able to recover the point: 
