Web application. With the growth of SNS in application, the web security is facing more serious threats and the leak of individual privacy is a major one. Because of vast number of unlabeled data and small amount of labeled data in SNS web, the availability of data is relatively poor for the study of SNS privacy preservation. In order to solve the above problem, this paper proposed an ELM ensemble algorithm based on Bagging combined with semi-supervised Seeds set clustering for privacy preserving. The main process is as follows: first, the ensemble ELM is used to label the unlabeled data to enlarge the scale of Seeds set; second, the Seeds set is used to initialize the center of clustering; and finally, the algorithm adopts semi-supervised clustering to achieve K-anonymity. Experimental results show that the method can improve the usability of the released data while preserving privacy.
I. INTRODUCTION
Social network service (SNS) is a new emerging Web application form. As a new internet business model, SNS has become a hot topic and aroused interest from the public. In the United States, SNS Facebook beat Google and became the largest website in America. Statistics show that 7.07% of American Internet users visit SNS. Until 2011, the number of SNS web site users in China is up to 235 million. At the same time, several problems in SNS site have gradually emerged, especially which involve user's privacy issues. In December 2011, CSDN, Renren nets and many others SNS web sits in China encountered hacker attacks, leading to 43 million users' privacy leak out. If the privacy information is used by criminals, it will cause a lot of trouble for SNS users, such as spam harassment, fake identity fraud, human flesh search, etc.
The K-anonymity model can achieve the purpose of preventing privacy [1] . It demands that the release of data cannot be distinguished in the presence of at least K records in quasi identifier, so that the attacker cannot distinguish the privacy information of specific individuals, thus protecting personal privacy. It needs data privacy in quasi identifier of the attribute values for generalized data processing, in order to eliminate link attack. Currently, the K-anonymity model research focuses on the protection of personal privacy information, meanwhile, improves the availability of data.
G.Aggarwal's research shows that, the optimal data anonymity problem (i.e., in the realization of sensitive attribute anonymous protection at the same time, the information loss minimization) is a NP hard [2, 3] . Focusing on how to reduce the information loss when anonymous protection, researchers have put forward a variety of heuristic data anonymous algorithms. The advantage of the heuristic algorithms is that they can be used universally in many anonymous rules. V.Iyengar proposed an algorithm based on incompletely random search method, to solve the K-anonymity of combination flooding problem [4] . K.LeFevre provided a practical framework for implementing one model of K-anonymity, called full-domain generalization [5] . R.Bayardo proposed a new approach to exploring the space of possible anonymity that tames the combinatorial analysis of the problem, and developed data-management strategies to reduce reliance on expensive operations such as sorting [6] . T.Iwuchukwu observed that since building an index over a data set leads to a natural partitioning of the data set, K-anonymity can be introduced by enforcing a minimum occupancy threshold on partitions [7] .
The above works achieved K-anonymity mainly through generalizations and suppressions. However, the technologies have been proved low efficiency and the data availability is relatively poor. In recent years, clustering algorithms are applied to K-anonymity, which make up for the deficiency of the generalization and suppressions technology. S.L.Hansen presented an efficient polynomial time algorithm to solve the univariate microaggregation problem. Optimal partitions are shown to correspond to shortest paths in a network [8] .
A.Sonlanas proposed a new blocking method based on 2d-trees for intelligently partitioning very large data sets for microaggregation [9] . J.Domingo-ferrer extended the use of microaggregation for K-anonymity to implement the recent property of p-sensitive K-anonymity in a more unified and less disruptive way [10] .
The traditional clustering for the initial value is sensitive, i.e., different initial value can lead to different clustering results, and sometimes the clustering is in local optimum, not the global optimal. Aiming at this problem, this paper proposed an ELM ensemble algorithm based on Bagging combined with semi-supervised Seeds set clustering for privacy preserving. Experimental results show that the proposed method can improve the usability of the released data and preserve privacy at the same time.
II. CONCEPT OF K-ANONYMITY K-anonymity is a privacy protection technology. The objective of K-anonymous is to make every tuple of privacy-related attributes in a published table identical to at least (k-1) other tuples. As a result, no privacy-related information can be easily inferred. Generalization and suppressions are traditional technology of K-anonymous, but they have low efficiency and the data availability is relatively poor. Therefore, clustering algorithm is applied to the K-anonymity. In order to comprehend Kanonymity better, we introduce the following definitions [11] .
DEFINITION 1 (K-anonymity) A dataset is said to satisfy K-anonymity for k>1 if, for each combination of values of quasi-identifiers (e.g. name, address, age, gender, etc.), at least k records exist in the dataset sharing that combination. DEFINITION 2 (Median) Given an ordinal scale C= {c 1 <c 2 <…<c o }, the median of the set S= {a 1 , a 2 , …, a n }(with a i ∈C)is the category that occupies the central position in S once S is ordered. In terms of frequencies, the median is a category such that its predecessors and successors in the ordered S have equal frequency. DEFINITION 3 (Quasi-identifier Attribute Set) A quasi-identifier attribute set is a set of attributes in a table that potentially reveal private information, possibly by joining with other tables. DEFINITION 4 (equivalence class) An equivalence class of a table with respect to an attribute set is the set of all tuples in the table containing identical values for the attribute set.
DEFINITION 5 (K-anonymity Property) A table is Kanonymous with respect to a quasi identifier if the size of every equivalence class with respect to the attribute set is K or more.
The main objective of the k-anonymity model is thus to transform a table so that no one can make highprobability associations between records in the table and the corresponding entities. In order to achieve this goal, the k-anonymity model requires that any record in a table be indistinguishable from at least (k−1) other records with respect to the pre-determined quasi-identifier. A group of records that are indistinguishable to each other is often referred to as an equivalence class. By enforcing the k-anonymity requirement, it is guaranteed that even though an adversary knows that a k-anonymous table contains the record of a particular individual and also knows some of the quasi-identifier attribute values of the individual, he/she cannot determine which record in the table corresponds to the individual with a probability greater than 1/k.
The key idea underlying our approach is that the Kanonymization problem can be viewed as a clustering problem. Clustering is the problem of partitioning a set of objects into groups such that objects in the same group are more similar to each other than objects in other groups with respect to some defined similarity criteria. Intuitively, an optimal solution of the k-anonymization problem is indeed a set of equivalence classes such that records in the same equivalence class are very similar to each other, thus requiring a minimum generalization.
Realizing the anonymous by clustering algorithm is divided into two steps. (1) Data anonymous can be regarded as specific constrained clustering problems which satisfied the requirements of anonymous model. K-anonymity clustering is obvious difference from the general clustering problem. The traditional clustering methods are not suitable for solving data anonymity. It requires the number of class be fixed. However, K-anonymity clustering problem does not limit the number of classes, and contains at least K records compulsorily. In the situation that Anonymous model satisfy the requirements, groups object is similar as much as possible and different groups object is not similar as much as possible [12] .
At the heart of every clustering problem are the distance functions that measure the dissimilarities among data points and the cost function which the clustering problem tries to minimize. The distance functions are usually determined by the type of data being clustered, while the cost function is defined by the specific objective of the clustering problem. In this section, we describe our distance and cost functions which have been specifically tailored for the K-anonymization problem.
The data can be divided into two categories: continuous data (such as zip code, income, etc) and categorical data (such as color, position titles, etc). Different types of data require different similarity measurement and center definition.
(1) Definition of continuous data distance Continuous data usually use the Euclidean distance definitions. It is defined as
Information loss in the single equivalent class is defined as
, where
Information loss in all equivalence classes is defined as
where g is the number of categories. To meet the K-anonymity model at the same time, the smaller LL is, the stronger internal homogeneity is.
(2) Categorical data distance definition The data from the relatively simple type definition IF
Because of vast number of unlabeled data and small amount of labeled data in SNS web, limited training data does not provide enough data distribution information, so the cluster of data can not be satisfied with the anonymous results. Therefore, this paper proposes to use semi-supervised clustering method to solve the problem of K-anonymity.
Clustering algorithms try to find the structure information in unlabeled data to construct a classifier, which need no prior knowledge and be seen as one of unsupervised learning usually. Because of no labeled information on data distribution, when the objective function is unsuitable to data set, clustering methods may give useless partition results in practical problems. Semisupervised clustering using little prior knowledge to improve the performance of clustering algorithms became a novel hotpot in machine learning recent years Semi-supervised clustering algorithm can be divided into three categories:
(1) Constrained-based. The method uses supervised information to constrain clustering search process. By using the given labeled data set or other constraints to carry out clustering, the method can get more heuristic information and reduce the searching blindness. Its direct target is to make a better clustering effect. The typical algorithm is Seeded-K-means and Constrained-K-means [13] . Wagstaff et al proposed semi-supervised algorithm COP-K-means [14] .
(2) Similarity measurement-based. The method makes use of labeled data to meet the marker or constraint distance measure function, and its main purpose is to meet certain conditions given distance function for clustering. The typical algorithm is that Klein gave a method for inducing spatial effects of pairwise constraints and had demonstrated that it substantially outperforms previous approaches, exhibiting behavior which is both quantitatively superior and qualitatively more natural [15] .
(3) Combination of the former two methods [16, 17] . The typical algorithm is MPC-K-means [18] . The algorithm is integration method based on the constraints and the similarity measurement. The algorithm introduces pairwise constraints as supervisory information. Reflecting in the objective function is to increase C which does not satisfy the penalty. In order to join algorithm based on the similarity thought, it introduces a symmetric positive definite matrix, using new parameters of Euclidean distance.
Jia LV proposed a novel semi-supervised ,which can not only handle semi-supervised binary classification problem but also deal with semi-supervised multi-class classification problem [19] . Tao Guo proposed a algorithm, which combines graph-based semi-supervised learning with collaboration-training [20] .
As classical clustering algorithms, K-means and fuzzy c-means have been widely used in many fields. To the integrality of our paper, firstly, we give a short review of K-means. Let X is the dataset of N samples and D dimensions. 
Based on classical K-means, Basu et al proposed a semi-supervised K-means method, using a small amount of labeled data. A seeds set is introduced which contain a little labeled data and assume that all K clusters are covered. In each cluster there is typically at least one seed point. Assign the instances in seeds set to K clusters to give an initial partition, optimize the objective function using EM algorithm and gain much better result than classical K-means.
Using seed set, Basu gave two semi-supervised Kmeans algorithms: Constrained-K-means and Seeded-Kmeans. In Constrained-K-means, the cluster memberships of the data points in the seeds set are not re-computed and thus the cluster labels of the seed data remain unchanged, and only the labels of the non-seed data are re-estimated.
In Seeded-K-means, the user-specified labeling of the seed data may be changed. 
Ⅳ. THE ENSEMBLE ELM ALGORITHM BASED ON BAGGING
Semi-supervised clustering algorithm based on seed set is affected by Seeds set size and quality. In this paper, we use ELM to train the learner and label unlabeled data with a small amount of labeled data, and utilize Bagging algorithm to integrate the ELM learner, so as to improve the accuracy of the mark and generalization ability.
A. Elm (Extrem Learning Machine)
ELM algorithm was proposed by G.B Huang in 2004 [21] .It is a new learning scheme of feed forward neural network. Before training, ELM set weights and bias values from hidden layer to the input layer. The output layer weight generates a unique solution. The essence of algorithm does not need to adjust the hidden layer but try to reach the minimum training error and minimum output weight. This algorithm has better generalization performance. The learning speed is very fast.
For N arbitrary distinct samples The learning speed of ELM is extremely fast. It can train SLFNs much faster than classical learning algorithms. Previously, it seems that there exists a virtual speed barrier which most (if not all) classic learning algorithms cannot break through and it is not unusual to take very long time to train a feed forward network using classic learning algorithms even for simple applications. Unlike the traditional classic gradient-based learning algorithms which intend to reach minimum training error but do not consider the magnitude of weights, the ELM tends to reach not only the smallest training error but also the smallest norm of weights. Thus, the proposed ELM tends to have the better generalization performance for feed forward neural networks. Unlike the traditional classic gradient-based learning algorithms which only work for differentiable activation functions, the ELM learning algorithm can be used to train SLFNs with nondifferentiable activation functions
B. The Design Of Ensemble Learner
Considering accuracy rate of a single weak learner is not high, we use the learner for integration, so the accurate rate is improved. Ensemble learning is a combination learner method, making the learner exhibit better performance than a single learner. To enhance the learner generalization ability, on one hand we should improve the generalization ability of single ELM, on the other hand, we should increase the difference between training set.
An ensemble is itself a supervised learning algorithm, because it can be trained and then used to make predictions. The trained ensemble, therefore, represents a single hypothesis. This hypothesis, however, is not necessarily contained within the hypothesis space of the models from which it is built. Thus, ensembles can be shown to have more flexibility in the functions they can represent. This flexibility can, in theory, enable them to over-fit the training data more than a single model would, but in practice, some ensemble techniques (especially bagging) tend to reduce problems related to over-fitting of the training data.
Empirically, ensembles tend to yield better results when there is a significant diversity among the models [22] . Many ensemble methods, therefore, seek to promote diversity among the models they combine [23, 24] . Although perhaps non-intuitive, more random algorithms (like random decision trees) can be used to produce a stronger ensemble than very deliberate algorithms (like entropy-reducing decision trees) [25] . Using a variety of strong learning algorithms, however, has been shown to be more effective than using techniques that attempt to dumb-down the models in order to promote diversity.
Bootstrap aggregating, often abbreviated as bagging, involves having each model in the ensemble vote with equal weight. In order to promote model variance, bagging trains each model in the ensemble using a randomly drawn subset of the training set. As an example, the random forest algorithm combines random decision trees with bagging to achieve very high classification accuracy [26] . Boosting involves incrementally building an ensemble by training each new model instance to emphasize the training instances that previous models mis-classified. In some cases, boosting has been shown to yield better accuracy than bagging, but it also tends to be more likely to over-fit the training data. By far, the most common implementation of Boosting is Adaboost, although some newer algorithms are reported to achieve better results.
The existing ensemble methods get bigger difference degree of individual networks through the disturbance training data. For example, by boosting the network training set is determined by the prior network performance. The sample which is misjudged by existing network will probably appear in the new network training set [27] . The Bagging algorithm is the basis for repeated sampling. The algorithm trains the network using examples which are randomly sampled from the original training. The algorithm increases discrimination of integration, by repeating the selection of training set, in order to enhance the generalization ability [28] . Gang Zhang proposed to ensemble with base learners trained by both labeled and unlabeled data, by adopting data dependant kernel mapping [29] . This paper uses ensemble ELM based on the Bagging to mark unlabeled data. As follows:
(1) We randomly sample 1/2 samples from the training data set (have back samples) and train the ELM learner by the samples. The classifier is marked as ht t h . 
C. Semi-Supervised Clustering Based On Elm-Bagging
As mentioned above, this paper proposes an ELM ensemble algorithm based on Bagging combined with semi-supervised Seeds set clustering for privacy preserving. The main process is as follows: firstly the ensemble ELM is used to label the unlabeled data to enlarge the scale of Seeds set, secondly seeds set is used to initialize the center of clustering. Finally, the algorithm adopts semi-supervised clustering to achieve Kanonymity. Specific algorithm is described as follows:
Input: data set } ,..., , { We do our experiment on the Adult Database from the UCI Machine Learning Repository. The data set comprises part of the United States census data. Adult data set is privacy protection referenc9;e test set. We remove tuples with missing values and there are 45,222 tuples in data set. In order to verify the effectiveness of the proposed algorithm, we randomly select two groups of data to make the same test, respectively 500 and 1000. In the test, age, fnlwgt and education-num should be quasi identifier and salary should be sensitive attributes. Considering the different effect of different identifiers for anonymity, we make all the data normalized, such as formula:
In the experiment, let the initial label rate be 10%, then by the ELM-Bagging algorithm Seeds will be increased to 20%, 30%,40%, 50%. Algorithm makes semisupervised clustering based on Seeds sets and computes information loss.
An ensemble learner of the generalization ability is up to output difference degree of each learner. In the circumstance that the outputs are accurate, ELM guarantees the difference of output by adjusting the parameters. From the statistical machine learning perspective, when the base learner number is large, ensemble learner output results become closer to the expected value, however, when the base learner number increases, learning calculation time and complexity will increase. In conclusion, experiment trains seven base learners. By adjusting the hidden neurons, algorithm make sure each learner of accuracy higher than 80%, otherwise you will add too much noise, influencing clustering effect.
Ensemble learning is a powerful machine learning paradigm which has exhibited apparent advantages in many applications. By using multiple learners, the generalization ability of an ensemble can be much better than that of a single learner. A serious deficiency of current ensemble methods is the lack of comprehensibility, i.e., the knowledge learned by ensembles is not understandable to the user. Improving the comprehensibility of ensemble is an important yet largely understudied direction. Another important issue is that currently no diversity measure is satisfying although it is known that diversity plays an important role in ensembles. If those issues can be addressed well, ensemble learning will be able to contribute more to more applications. Ensemble learning has already been used in diverse applications such as optical character recognition, text categorization, face recognition, computer-aided medical diagnosis, gene expression analysis, etc. Actually, ensemble learning can be used wherever machine learning techniques can be used.
First, the algorithm expands seeds through ELMBagging. Because ELM is an extremely fast learner, so the time cost is negligible in this part. The time cost is mainly concentrated on the redistribution of data points and calculating the number of iterative clustering center. We assume that the data set size is n, dimension is D, and iterative number is m, therefore, the algorithm complexity is O (mknd) in the worst condition. 500 data ( We can see from the results, when the label rate is same, along with the anonymity number increasing, the quantity loss of information increases gradually. This is because the K-anonymity itself is an NP hard. And in order to get better effectiveness of privacy protection, it will increase the quantity loss of information. But when the anonymity number is same, along with the Seeds set size increasing, the quantity loss of information reduces. This is because the ELM ensemble learner can make Seeds set size increase and improve quality, in the mean time supervising the clustering process effectively. Ultimately it can improve the performance of clustering effect.
Ⅵ. CONCLUSION
Social network service (SNS) is a new emerging Web application form. As a new internet business model, SNS has become a hot topic and aroused interest from the public. For this kind of network privacy security problem, this paper adopt K-anonymous model for privacy protection and propose an ELM ensemble algorithm based on Bagging combined with semi-supervised Seeds set clustering. In SNS, there is vast unlabeled data with a few labeled data. This method can train the unlabeled data by the ELM-Bagging algorithm, increasing the labeled data size. It can supervise and guide the completed anonymous task. Experimental results show that, the method can effectively protect the personal privacy, and along with the marker information continues to expand, the quantity of information loss reduces gradually. At the same time, because the ELM ensemble learner is very fast, the method did not increase the time complexity of the algorithm than the general method which is semi-supervised clustering.
In the future, we will consider K-degrees anonymity to protect privacy in SNS. K-degrees anonymity and traditional K-anonymity is very similar, and the difference is that it focuses the "degree" nodes in topological structure. To meet the K-degrees anonymity, for each node, there are at least k-1 nodes which have the same degree in the network.
