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1. В ведение
Рассмотрим стандартную  задачу  регуляризации Тихонова:
Q (x ,a ) = \\Лх -  й|2 + <ar||jcj|2 min , 
представляю щ ую  нахождение регуляризованного реш ения системы 
уравнений
А х  =  b , (1)
где А  е  R mxn, Ь €  R " ', т > п ,  а  > О параметр регуляризации, | | |  - 
евклидова векторная норма.
Известно, что задача о  м инимизации сглаживаю щ его функционала 
Тихонова Q ( x ,o r )  м ожет быть сведена к нормальной системе уравнений 
(или уравнению  Эйлера):
( А Т А  +  ссЕ )х  =  А г Ъ (2)
Решение системы (2) называют регуляризованным псевдореш ением системы
(О-
Рассмотрим три основных способа получения регуляризованного 
псевдореш ения системы (1):
•  на основе нормальной системы уравнений (2);
•  на основе сингулярного разлож ения матрицы системы А  [1];
•  на основе расш иренной регуляризованной нормальной системы [2].
В данной работе дан сравнительны й анализ этих трёх методов для
различных классов задач. М етод, использую щ ий сингулярное разложение, 
описан, например, в [1]. Для реш ения системы нормальных уравнений 
использовано разлож ение Х олесского, так как матрица системы (2) является 
симметричной положительно определённой при лю бом (X >  0 .  В работе 
используется расш иренная регуляризованная система нормальных 
уравнений, предложенная в [2], которая имеет вид:
^  Y  y ) J b\  о)
A r - c o E j { x )  1̂ 0)  
где Е т , Е п единичные матрицы, порядка, соответственно, т  и п ,  
параметр регуляризации (о — л [ а  .
Достоинством  расш иренной регуляризованной нормальной системы 
(3) является то, что
^ , ) = ( 6 т '  +1” , 1 
V "min + а> )
где к 2 ( А  спектральное число обусловленности матрицы А  , S m3X ( а )  , 
- соответственно, максимальное и минимальное сингулярные числа 
матрицы А ,  А ш - матрица системы (3 ) [2].
Для реш ения системы (3) использую тся подходы, на основе трёх 
матричных разложений: L U , Q R  (на основе отраж ений Хаусхолдера) и
L D L1 Последнее представляет собой модификацию  разложения 
Холесского для знаконеопределённых матриц , которая описана в [3].
2. Ч и слен н ы й  э ксп ер и м ен т
Л и н ей н ы е  с и стем ы  с в о зм ущ ен и ем  в  в ек то р е  п рав ой  части
Первая группа тестов представляет собой реш ение следующей 
системы:
А х  =  b lrue + ‘£ ,
где Ь1гие -  точное значение правой части, £  возмущ ения вектора правой 
части.
Подразумевается, что при отсутствии погреш ности правой части д  
данная система совместная и имеет единственное реш ение, однако наличие 
погрешности д елает её несовместной. М атрица системы А  плохо 
обусловлена, поэтом у для повы ш ения точности  нахож дения псевдорешения 
системы требуется регуляризация.
/ .  Восст ановление одном ерного сигнала
М атраца А  и вектор х  получаю тся путём дискретизации на
л  Л
интервале — —  <  S , t  ъ  —  функций:
a ( s , r )  =  ( c o s ( s ) + c o s ( ( ) ) ^ 5 ^ j  , 
и  =  ;r(sin(.s) +  sin(/)),
* ( /)=  2 е ^ " " лУ + e '2l" (, iY , 
вектор правой части b lnie =  А х  .
О тносительная погреш ность реш ений, полученных рассматриваемыми 
численными алгоритмами, для этой задачи при размерности матрицы А  
равной 64 и уровне ш ума 0,05 приведена в табл. 1. Число обусловленности
Таблица 1. Относительная погрешность решений задачи восстановления одномерного















L D L T
10 0.9506 0.9506 0.9506 0,9506 0,9506
5 0.8440 0,8440 0,8440 0.8440 0,8440
l 0,3887 0,3887 0,3887 0,3887 0,3887
0,5 0,2471 0,2471 0,2471 0,2471 0,2471
0.1 0,1908 0.1908 0,1908 0,1908 0.1908
0,05 0,2927 0,2927 0,2927 0,2927 0,2927
0.01 0,9904 0,9904 0,9904 0.9904 0,9904
0,005 2,5029 2,5029 2,5029 2.5029 2,5029
2. Интегральное уравнение Ф редгольм а первого рода  
Матрица А  и векторы Ь1гие и X  получены дискретизацией 
интегрального уравнения Ф редгольма первого рода b (s )  =  ja ( s , t )x ( t )d l  > где
-б
b ( s ) = ( 6 - '] » j f t + i - C D s [ 5 . |
Результаты, полученные для этого тестового примера при размерах 
матрицы А  равной 32  и уровне ш ума 0,1, представлены в табл. 2. Число 
обусловленности матрицы системы cond(A ) = 2,6669х 10J ■
Таблица 2. Относительная погрешность решений уравнения Фрелгольма первою рода 










L D L '
10 0,7985 0,7985 0,7985 0.7985 0.7985
5 0,5371 0,5371 0,5371 0,5371 0.5370
1 0,0837 0,0837 0,0837 0.0837 0,0827
0,5 0,1451 0.1451 0,1451 0,1451 0.1457
0.1 0,7971 0,7971 0.7971 0,7971 0,7699
0,05 1.6539 1.6539 1.6539 1,6539 1,7003
0,01 15,2092 15.2092 15.2092 15,2092 14,7956
! 0,005 29,9268 29.9268 29,9268 29,9268 29,4448
С и стем ы  с плохо обусловленной  м атр и ц ей
Рассмотрим систему с матрицей Гильберта. Д анная система будет 
совместной и определённой, однако плохая обусловленность матрицы 
системы не позволяет реш ить её напрямую . О тносительная погрешность 
решений, полученной д ля матрицы Гильберта порядка 32 приведена в табл.З. 
Число обусловленности матрицы системы cond{A)= 1,4542x1020 •














L D L r
10 9,7658 х К Г 1 9 ,7 6 5 8 x 1 0 ” ' 9 ,7 658x10” ' 9 ,7658x10 ' 1 9 ,7658x10“'
1 5 ,3739x10"' 5 ,3 7 3 9 x 1 0 ” ' 5 ,37 3 9 x 1 0 "' 5 ,3739x10”' 5 ,3739x10 1
10 '1 1 ,6232x10"' 1 ,6232x10"' 1 ,6232x10”' 1 ,6232x10”' 1,6232x10” '
10‘3 1 ,4947x10"2 1 ,4947x10"2 1 ,4947x10"2 1 ,4947x10 ”2 1,4947x10 ”2
10‘5 1,4485x10 '3 1,4487x10"3 1,4487x10 ' 3 1 ,4487хЮ ”3 2,0262x10”'
ю~7 3,6381 х  10 -2 1,4 ] 05 х 10 "4 1,4105 х 10 _4 1,4105 х 10”4 1,7678x10 '
1 0 '9 1 ,7387x10 ‘5 1,7408x10 '5 1,7374x10 ‘5 1,7678x10"
10‘ " 4,5851 х 1 0 '6 6 ,9798x10 ‘6 2 ,5 4 0 7 x 1 0 '5 1,7678x10"
1 0 " '3 3 ,5864x10 -4 6,0532х10~4 3,0973x10 -3 2,5000x10"
10‘ 15 7 ,6580x10"3 2 ,8558x10"2 2 ,7948x10"' 2,5151хЮ‘
Л и н ей н ы е  с и стем ы  с м атр и ц ей  н еполного  м аш и н н о го  ранга
Третий класс тестовы х задач будет содерж ать систему, матрица 
которой имеет неполный м аш инный р ан г [4, с.66].
Рассмотрим следую щ ую  несовместную  систему линейных уравнений, 
заданную своей м атрицей А  и  вектором  правой части Ъ :
1 1  1 - 9 4  3
1 1 1 106
е R * ,  ь =
1 1 1,00000001 6,00000003
\ 1 ,0000002 1 6 ,0 0 0 0 0 0 4 ,
Точное псевдореш ение такой  системы уравнений х  =  (1,2,3)Т . 
Решения, полученные рассматриваемыми численными алгоритмами и их 
относительные погреш ности приведены в табл. 4.
Таблица 4. Решения и их относительная погрешность для задачи неполного 















L D L T
ю  ■' 3 ,7 7 9 7 x 1 0 '' 3 ,7797x10"' 3 ,7 7 9 7 x 1 0 '’ 3 ,7 7 9 7 x 1 0 '’ 3,7797x10''
10"3 3 ,7 7 9 6 x 1 0 '' 3 ,7 7 9 6 x 1 0 '' 3 ,7 7 9 6 x 1 0 '’ 3 ,7 7 9 6 x 1 0 '' 3,7796x10''
10"5 3 ,7 795x10’' 3 ,7 7 8 5 x 1 0 '' 3 ,7 7 9 6 x 1 0 '' 3 ,7 7 9 6 x 1 0 '' 3,7796x10''
10"7 3 ,0 8 7 8 x 1 0 '' 7 ,9 5 3 3 x 1 0 '' 3 ,7 669x10’’ 4 ,0 8 1 6 x 1 0 '' 3,9187x10''
10"9 3,3507 хЮ 2 1 ,1 194х10 '2 1,4162х103 5,7586x10''
10"" 3 ,4 5 3 1х102 8,8793x10 '7 1,5246x10 5 5,9669x10 '5
10~13 3,453 lx  102 8,3925хЮ ‘10 1,1333 х 10 7 7,2989x10 '7
ю - 15 3 ,4531хЮ 2 8,3925х10‘10 7 ,6146х 107 7,2988х Ю’7
10"17 3 ,4531хЮ 2 8,3925x10 '10 4 ,0 8 4 6 x 1 0 9 7 ,1 6 3 4 х 1 0 '7
1 0 '19 3 ,4531хЮ 2 8 ,3 9 2 5 х 1 0 'ш 3,8796хЮ 9 9,2317 х  Ю'9
10-21 3 ,4531 х 10 2 8,3925x10 '10 3 ,8776хЮ 9 7 ,1634x10 '7
3. А н али з по л у ч ен н ы х  р е зу л ь т а то в  и осн о в н ы е  вы вод ы
Полученные результаты численных экспериментов показывают, что 
использование регуляризованных расш иренных нормальны х систем 
позволяет расш ирить класс реш аемы х задач. Так, в примере (4) для задачи с 
матрицей неполного маш инного ранга реш ение удалось получить только с 
использованием регуляризованных расш иренны х нормальны х систем.
Для реш ения расш иренных нормальны х систем вида (3) наиболее 
стабильные по точности результаты показал метод, основанный на L U  
разложении. При этом использовались стандартные подпрограммы из пакета 
Matlab.
Следует такж е отметить, что реш ение систем линейных 
алгебраических уравнений при помощ и L U  -разлож ения является широко 
используемым и в настояш ее время сущ ествует больш ое число стандартных 
пакетов и подпрограмм, реализую щ их его, в  том  числе для векторных и 
параллельных компьютеров.
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