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Abstract 
Keil, J.M. and D. Schaefer, P,n optimal algorithm for finding dominating cycles in circular.arc 
graphs, Discrete Applied Mathematics 36 (1992) 25-34. 
A subset D of the ve-tices of a graph is a dominating cycle if(i) every vertex not in D is adjacent 
to a vertex in D, tind (ii) the subgraph induced by D has a Hamiltonian cycle. In this paper we 
present an optimal @(II log n) time algorithm for the problem of finding 1 minimum cardinaiity 
dominating cycle in a circular-arc graph. 
1. Introduction 
A set D of vertices is a dominating set for a graph G = (V, E) if every vertex not 
in D is adjacent o a vertex in D. The problem of finding the minimum cardinality 
dominating set is NP-complete on many classes of graphs [2,6,7, lo], but there are 
other classes; :.rJch as k-trees (fixed k) [5], strongly chordal graphs [8], permutation 
graphs [9], and circular-arc graphs [l] for which polynomial time algorithms exist. 
A dominating set S is a dominating cycle if the subgraph induced by S has a 
Hamiltonian cycle. The problem of finding a minimum cardinality dominating cycle 
is known to be NP-complete for planar graphs [141, split graphs [4], bipartite graphs 
[4] and 2-CUBS [7]. A linear algorithm for finding minimum cardinality dominating 
cycles in 2-trees was developed in [13]; this was later extended to handle two- 
connected outerplanar graphs [ 141 and series-parallel graphs [4]. Recently, poly- 
nomial time algorithms for the problem have been developed for permutation 
graphs 131 and l-CUBS [7]. 
A graph G is an intersection graph if there exists a one-to-one correspondence be- 
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tween its vertices and a family F of sets such that two vertices are adjacent in the 
graph if and only if their two corresponding sets intersect. If F is a family of inter- 
vals of the real line, then G is called an interval graph [ 1 I]. If F is a family of arcs 
on the unit circle, then G is called a circular-arc graph [ 111. 
In this paper we present an optimal O(n log n) time algorithm for the problem of 
finding a minimum cardinality dominating cycle in a circular-arc graph. 
2. Interval graphs 
We first develop an algorithm for finding minimum cardinality dominating cycles 
in interval graphs, a subclass of the class of circular-arc graphs. Let G be the interval 
graph associated with the set of intervals I = (I,, I= . . . , I,, > where Ii = [Ii,, Ii,]. Let s 
be the mterval in I with the minimum right endpoint and let t be the interval in I 
with maximum left endpoint. Also let s1 be the interval which intersects  with the 
maximum right endpoint and tl be the interval which intersects t with the minimum 
left endpoint. The following lemma shows how s1 and t, relate to minimum 
dominating cycles for interval graphs. 
Lemma 2.1. I’f an interval graph G has a dominating cycle, 
rnininlurn dominating cycle for G which contains sI and t, . 
then there exists a 
Proof. Any dominating cycle for G must either include s or an interval that in- 
tersects . Thus if a minimum dominating cycle for G does not Ldntain sl it must 
contain either s or another interval x which intersects . Clearly s or x can be replac- 
ed by s1 in the cycle. We can likewise introduce t, into any minimum dominating 
cycle for G. q 
Given an interval graph G that has a dominating cycle, we have, from Lemma 
2.1, that there exists a minimum dominating cycle for G which consists of two ver- 
tices corresponding to sI and tl plus two vertex disjoint paths from q to tl. This 
suggests the following algorithm for finding a minimum dominating cycle in an in- 
terval graph. 
Algorithm 1. 
Input: A set I of intervals, which provide an interval model for the in- 
terval graph G. 
Output: Either 
(a) L; sequence of hia-vais from i which correspond to a minimum 
dominating cycle for G or 
1. 
2. 
(b) failure, if G has no dominating cycle. 
Let {I,,Iz, . . . . I,,) be an ordering of I by increasing left endpoint. 
Locate 
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3. 
4. 
5. 
0 s the interval with minimum right endpoint 
0 l the interval with maximum left endpoint 
0 si the interval intersecting s with maximum right endpoint 
0 t, the interval intersecting t with minimum left endpoint 
if s1 intersects I, then 
if an interval u intersects both s1 and t1 then 
report slut, as the minimum dominating cycle 
else report failure. 
(Otherwise we must find two disjoint sequences of intervals correspon- 
ding to two vertex disjoint paths from sl to tt , the A path and the B 
path1 
kprev := 1; &:=s,; &:=s,; i:=O; j :=O; RA :=sl; &:=sr; 
loop 
if A, I BjK then 
if AiRLIl, then 
report that siAtA,...AirrB’Bj_ I . ..B.s, is a minimum dominating 
cycle for G 
else (the A path must be extended) 
begin 
(Find RA the interval intersecting Ai with llraximum right 
endpoint} 
for k := kprev to n do 
if Ik does not intersect Ai then 
begin kprev := k; exit for loop end 
else 
if IkK>R,,w then 
begin 
if I?,,> RBK then l?~ := R,,; 
RA := Ik 
end 
else if IkR > RBK then RB := Ik 
end-for; 
if RAHSAiR then return (failure); 
i:=i+ 1; Ai :=RA; 
end 
else 
{similar code to the above when it is the B path which may 
need to be extended} 
end-loop. 
Analysis. Step 1 of the algorithm requires O(n log n) time to sort the intervals. Steps 
2, 3 and 4 can be computed in O(n) time. In step 5 each interval in I is examined 
at most once for possible inclusion in the dominating cycle, thus O(n) time is re- 
quired. Altogether the algorithm runs in O(n log 11) time in the worst case. 
Prr& uf correctness. The correctness of the algorithm follows from the following 
theorem. 
Theorem 2.2. Given an interval graph G, if G has a dominating cycie, Algorithm 
I will r’etrrw c: sequence of intervals corresponding to a rninirnurn dominating cycle 
for G, otherwise Aigosithu 1 rcili’ return frrilwe. 
Proof. The theorem follows from the following claim. 
Claim. lf G 11tf . a dominating cycle, then the path A;A, 1 ...Alsl BI B?...Bj, formed 
after i + j iterations of the loop ilr step 5 oj Algorithm I, is a subpath of a rninirmm 
dornimting c:rrle for G which corltairrs t, . 
Proof of Claim. N’e proceed by induction on i t j. As a basis step ne consider the 
case where i+ j =O. From Lemma 2.1 we know that if G has a dominating cycle, 
there is a minimum dominating cycle for G which contains s1 and II. 
As an inducti\,e assumption, we assume that if G has a dominating cycle, then 
there is a minimum dominating cycle D, for G, of length L which contains I, and 
the path .4 ,... A+, BI...R, \\here L >!t- j+ 2. Without loss of generality assume 
.4,H I BIK. Hating built up !hl: path P,, = A, . . . A l.sI B, . ../I. Algorithm I will next try 
to extend the ,4 path to R,,, where R I is the interval intersecting Ai with maximum 
right endpoint which does not lie in P,,. Ii R,.,, 5 AIR, then the A path cannot be 
extended and Algorithm I correctly reports failure, as G cannot have contained a 
dominating cycle P,, and 0 and thus G cannot have contained any dominating cycle. 
At this point ~\t’ find the following lemma useful. 
Proof. Any cycle in G containing sI and t, must contain vertices whose corre- 
sponding inter\al\ collectively coi’er all points in the interval [sR, t,.]. We know that 
every interval in I ha5 a? least one endpoint in this interval. *I 
Proof of l’l~eorem 2.2 (continued). We have that D is of the form tId,,d,J_i... 
d,. ,A ,..., 4,s, B,B,...B,e,. !e, _ ,...e,,tl. WC know that c/~ for li > i + I cannot in- 
tersect A, or the intervals c/, + ,d, + ‘.. dA , could, by Lemma 2.3, tie removed from 
L? contradicting the minimality of D. Likewise we know that ek for k>j+ 1 cannot 
intersect BJ. We have then that there are three possibilities for the location of &. 
IfR,=cl+ 19 then, by the inductive assumption, D is a minimum dominating cycle 
for G containing t, and the path A I+ IAi...A,Sl B, ..mBj is as required. If D does not 
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contain Rn, then by replacing d;, I by R,, in D, a minimum dominating cycle, D’, 
is formed which contains tl and Pi+ I,j. The third possibility is that RA = ej+ I. In 
this case the roles of the d path and the e path can be exchanged. The cycle 
D’= t,eqeq_ ,... ej+ ,Ai...AIsIRIS2...Bjdi+ l... dpt, will be, by Lemma 2.3 and the in- 
ductive assumption, a minimum dominating cycle for G containing t, and P,+ l,j as 
required. Cl 
3. Circular-arc graphs 
We now turn to the more general problem of finding a minimum dominating cycle 
in a circular-arc graph. Let G be a circular-arc graph with associated circular-arc 
model F= (AI,&, . ..> A,,] consisting of a family of n arcs on a circle of cir- 
cumference one. We assume that an origin is arbitrarily chosen for a clockwise coor- 
dinate system. Each arc Ai can then be denoted by [ai, 6j], aj, bjE [0, 1) where aj is 
the coordinate of the counterclockwise ndpoint and bj is the coordinate of the 
clockwise endpoint. An arc Ai covers a position x if either ajS;YI b; or (ai> bi and 
(XZO~ or XI bj)). An arc Aj covers an arc Aj if [aj, bj] covers every position in 
[aj, bj]. A set of arcs whose union equals the entire circle is said to cover the circle. 
If the set F of arcs does not cover the entire circle, then the corresponding 
circular-arc graph G is an interval graph and a minimum dominating cycle can be 
found as in the previous section. Lee and Lee [ 121 have an O(n log n) time algorithm 
which will determine whether or not a set of arcs covers the circle. In the following 
we will therefore assume that the set F of arcs, which serve as the circular-arc model 
for a circular-arc graph G, cover the circle. 
Given the set Fof circular arcs the algorithm of Lee and Lee [ 121 mentioned above 
will compute a minimum subset S of F which will cover the circle. Furthermore S 
is returned ordered so that the set of vertices in G corresponding to the arcs in S 
form a cycle in G if IS 12 3. Clearly, if the arcs corresponding to a cycle in G cover 
the circle, then the cycle is a dominating cycle. Therefore, if three or more arcs are 
required to cover the circle, and if a minimum dominating cycle for G exists whose 
corresponding arcs cover the circle, then the algorithm of Lee and Lee [ 121 returns 
a set of arcs corresponding to a minimum dominating cycle for G. It would be useful 
to know when a minimum dominating cycle, C, for G would exist w:;ose correspon- 
ding arcs cover the circle. The following lemma is useful. 
Lemma 3.1. Given a circular-arc graph G (whose circular-arc model covers the cir- 
cle) which has a minirnutn dominating cycle D such that 1 D 1~ 5 then G has a 
minimum dominating cycle D’ whose corresponding arcs form a minimm arc cover 
of the circle. 
Proof. If the arcs corresponding to D do not cover the circle, then there is a par- 
ticular position x not covered by any arc corresponding to a vertex in D. Without 
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loss of generality, let us assume x is located at the origin. Let B be the arc in D with 
maximum clockwise coordinate bB. Let A be the arc in D with minimum counter- 
clockwise coordinate aA. D consists of two vertex disjoint paths from A to b. Since 
D contains at least five vertices the longest of these two paths must contain at least 
two intermediate vertices. This long path, P, can be replaced by a path joining A 
and B whose corresponding arcs cover the arc [b,,aA]. Since the entire circle is 
covered by arcs in I= we know there is such a path. Consider the shortest such path 
Q. If Q contains three or more intermediate arcs, a middle arc will correspond to 
a vertex not adjacent o a vertex in D, contradicting the fact that D is a minimum 
dominating cycle. Thus Q may only contain two arcs. Thus by removing P (of size 
at least 2) from D and replacing it with Q (of size at most 2) we will have formed 
a cycle D’ in G whose corresponding arcs cover the circle. Since any cycle whose car 
responding arcs cover the circle is a dominating cycle and since 1 D’ 1 s 1 D 1 we have 
that D’ is a minimum dominating cycle as required. q 
From Lemma 3.1, we know that if G has a minimum dominating cycle D such 
that 1 D / I 5, we can compute it in O(n log n) time using the algorithm of Lee and 
Lee [ 121. !t remains to show how to compute minimum dominating cycles of size 
3 01’ 4. 
Let us first consider how to determine whether or not a circular-arc graph has a 
minimum dominating cycle of size 3. We note that a dominating cycle of size 3 is 
always a minimum dominating cycle. We begin by using the algorithm of Lee and 
Lee 1121 to determine aminimum circle covering, S, for C. We then consider several 
cases dependmg upon the size of S. 
Case 1: IS ! = 1. In this case we have one arc, A, which covers the entire circle. 
There will be a dominating cycle ABC for G of size 3 if and only if two arcs B and 
C in F- (A > intersect. This can easily be determined in O(n log n) time by sorting 
the endpoints or’ the arcs in F- (A ! and performing a circular sweep. 
Case 2: IS I = 2. Here we have two arcs, A and B which together cover the circle. 
If there exists a dominating 3-cycle which contains both A and B, then the third arc 
C in the cycle must intersect both A and B. Any arc which intersects both A and 
B will either cover an endpoint of A or B or will be covered by arc [aA, b,] or arc 
[as, b,,J. Thus arc C can be located in O(n) time, if it exists. 
If there does not exist a dominating 3-cycle for G which contains both A and B 
there cannot exist an arc in F which intersects both A and B. We have then that each 
arc in F- {A, B} is wholly covered by either A or B. If both A and B cover arcs, 
say X and Y respectively, then no cycle in G can dominate both X and Y and thus 
G does not have a dominating 3-cycle. If F- (A, B} is covered by one arc, say A, 
then there will be a dominating 3-cycle AfQ for G if and only if two arcs P and 
Q in F- (A, B) intersect. This can be determined in linear time as in Case 1. 
Case 3: /S 1 = 3. In this case the three arcs in S cover the circle and correspond 
to a cycle in G. They will thus form a dominating cycle for G of size 3. 
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Case 4: iS I= 4. In this case, if G has a dominating 3-cycle, D, then the arc? cor- 
responding to D do not cover the circle. In particular, there is a position X, say the 
origin, not covered by an arc corresponding to a vertex in D. Let A be the arc in 
D with minimum counterclockwise coordinate aA. If A is not maximal it can be 
replaced in D by a covering maximal arc. We may thus assume that A is a maximal 
arc. 
We know arc A by itself does not dominate every arc in F since IS ) = 4. Therefore 
D must contain an arc B that intersects A and extends clockwise from A. Lee and 
Lee [ 121 define the successor of a maximal arc Ai to be the maximal arc Aj such 
that ajE A, and no counterclockwise ndpoint of a maximal arc lies in the arc 
(aj, &I. If B# S(A), the successor of A, we may use the cycle AS(A)B as a 
minimum dominating 3-cycle. We have then that if G ha5 a dominating cycle, it may 
consists of a maximal arc A, its successor B and a third arc C -which intersects both 
A and B. 
To determine whether or not +G has a dominating 3-cycle ach maximal arc is con- 
sidered as a potential arc A. Given A and its successor B, they form part of a 
dominating 3-cycle if and only if (i) there exists an arc C adjacent to both A and 
B, and (ii) there does not exist an arc Z which does not intersect either A or B. The 
maximal arcs in F and their successors can be determined in O(n log n) time [ 121, 
thus it only remains to show how conditions (i) and (ii) can be efficiently tested. 
Given A and B, arc C will either have an endpoint in the intersection of A and 
B or will cover the intersection of A and B. In the first case C can be found in con- 
stant time from A and B once the endpoints of all the arcs have been sorted. If arc 
C covers the intersection of A and B we may assume that C is maximal. C can then 
be taken to be the arc immediately prior to B in a list of the maximal arcs in F sorted 
by counterclockwise ndpoints. 
To test the second condition we need only test whether A intersects Z(B), where 
Z(B) is the arc Z in F which does not intersect B and minimizes the distance from 
bB to bz measured clockwise from hB. We can compute Z(A,) for each arc A; in F 
in linear time using the following algorithm. As noted earlier, since IS 1 = 4 we may 
assume that no single arc in F dominates every other arc and thus Z(A,) exists for 
each arc Ai in F. 
Algorithm 2. 
(We assume the arcs have been sorted so they are indexed from 0 to 
n - 1 in increasing order of clockwise endpoints. Note that j need not 
be incremented more than 2n times) 
i:=O; j:= 1; 
while ic n do 
if Ai and Aj intersect hen j := j + 1 mod n 
else begin Z(.4i) :=j; i:= i+ I end 
Case 5: ISI 25. 
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Claim. In this case no dominating 3-cycle for G exists. 
Proof of Claim. No 3-cycle exists which covers the circle or we would have (S 1 TS 3. 
Let us assume to the contrary that a dominating 3-cycle, D, exists for G which does 
not cover a position X, say the origin. As before let B be the arc in D with maximum 
clockwise coordinate bs and let A be the arc in D with minimum counterclockwise 
coordinate. Since D is a cycle, A and B intersect. Any set of arcs which covers the 
circle and contains A and B must contain at least three additional arcs, one of 
which, Y, is disjoint from both A and B. But then Y is not dominated by any arc 
in D contradicting the assumption that a dominating 3-cycle D exists. El 
We now turn to the task of determining whether or not a circular-arc graph has 
a minimum dominating cycle of size 4. We again begin by using the algorithm of 
Lee and Lee [12] to determine a minimum arc covering S for the circle C. There are 
several cases depending upon the size of S. 
Case 1: (S 1s 4. If /S ) s 3, then, as we have just seen, G either has a dominating 
cycle of size 3 or no dominating cycle at all. If IS 1 = 4, then the four arcs in S corre- 
spond to the required 4-cycle in G. 
Case 2: IS I= 5. In this case, if G has a dominating 4-cycle D, the arcs correspon- 
ding to D do not cover the circle. In particular, there is a position x not covered 
by an arc corresponding to a vertex in D. Without loss of generality we assume that 
x is located at the origin. Let B be the arc in D with maximum clockwise coordinate 
and A be the arc in D with minimum counterclockwise coordinate. If either A or 
B are contained in larger arcs, they can be replaced in D by a maximal covering arc. 
Since 1 S j = 5 we know that A and B do not intersect. 
We have then that D consists of two disjoint maximal arcs A and B joined by arcs 
P and Q which each intersect both A and B. The successor of A can serve as arc 
P as it will intersect B iZ any arc in Fintersects both A and B. Arc Q is more difficult 
to characterize. If Q is maximal it can be located as the arc immediately prior to 
P in a list of the maximal arcs in F‘sorted by counterclockwise ndpoints. As Q may 
not be maximal, we need a procedure which will, for each potential maximal arc 
A, locate the nonmaximal arc Q which intersects A, with maximum clockwise 
endpoint. 
If F’ is F with maximal arcs removed, then Q will be maximal with respect o the 
arcs in F’. Thus if the maximal arcs in F’ are sorted by counterclockwise endpoint, 
Q will be the arc wir;l maximum counterclockwise coordinate a0 such that ao< bA. 
The nonmaximal candidates for Q for all potential arcs A can thus be computed in 
O(rz log n) time in total. 
Given a potential arc A, we have shown how the corresponding arcs P and Q can 
be quickly identified. Arc B can be replaced by the arc intersecting Q with maximum 
clockwise coordinate. If Q is maximal, B will be the successor of Q, otherwise B can 
be located in a list of the mLnima1 arcs in F sorted by counterclockwise coordinate. 
B will be the arc with maximum counterclockwise coordinate aB such that as< 6,. 
Claim. In th!.s case no dominating 4-cycle for G exists. 
Proof of Claim. The proof proceeds as a generalization of the proof that if IS ) ~5, 
no dominating 3-cycle for G exists and is omitted. El 
Remark. Note that if D is the minimum dominating cycle for G and S is a minimum 
circlecoverforcsuchthat jSIL3,wehavethat IS/-l~lDI~/S(.Infact lDl=[Sl 
unless the arcs corresponding to D do not cover the circle. This can occur only when 
(s 
4. Lower bound 
Fittditig clotrtittctliti,c: cycli5 itt citwlttr-utr pupfts 33 . I 
This search can be performed i:: O(n log n) time. 
To determine whether of not C L~ has a minimum dominating 4-cycle which does 
not cover the circle each maxima; arc i:, i;on&fered as a potential arc A. For each 
such arc the corresponding arcs P, Q and 8 arc determined. If one of P, Q or B 
does not exist or if Z(B) does not intersect arc A, then APBQ does not form a 
ominating cycle. The total time required is 0(r1 log n), 
CtiAe 3: ISi 26. 
Theorem 4.1. Given a set Fof n arcs on a circle, Q(n log n) time is required to deter- 
mine whether the circular-arc graph G corresponding to the set F has a dominating 
cycle, under the algebraic omputation tree computational modei. 
Proof. We reduce the compactness decision problem, [ 151, to the problem of com- 
puting a dominating cycle. The compactness decision problem is defined as follows. 
Given a set I of n intervals on a base interval [a, b] determine if the union of these 
intervals is equal to the base interval [a, b]. This problem has been shown to require 
Q(n log n) time under the linear decision tree model [ 151. To perform the reduction 
we map the base interval [a, b] to the arc [0,1/2] and the intervals in I to the cor- 
responding subarcs. We also add arcs [0.5,0.6], [0.6,0.7], [0.7,0.8], [O&0.9) and 
[0.9,0.0]. Clearly for this set of arcs the size of a minimum circle covering is greater 
than or equal to 6 if any circle covering exists. Thus by Case 5 in the discussion of 
dominating 3-cycles, Case 4 in the discussion of dominating 4-cycles and Lemma 
3.1, G has a dominating cycle if and only if the compactness decision problem has 
a positive sohttion. rl 
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