We refine and advance the study of the local structure of idempotent finite algebras started in [A.Bulatov, The Graph of a Relational Structure and Constraint Satisfaction Problems, LICS, 2004]. We introduce a graph-like structure on an arbitrary finite idempotent algebra omitting type 1. We show that this graph is connected, its edges can be classified into 3 types corresponding to the local behavior (semilattice, majority, or affine) of certain term operations, and that the structure of the algebra can be 'improved' without introducing type 1 by choosing an appropriate reduct of the original algebra. Then we refine this structure demonstrating that the edges of the graph of an algebra can be made 'thin', that is, there are term operations that behave very similar to semilattice, majority, or affine operations on 2-element subsets of the algebra. Finally, we prove certain connectivity properties of the refined structures.
Introduction
The study of the Constraint Satisfaction Problem (CSP) and especially the Dichotomy Conjecture triggered a wave of research in universal algebra, as it turns out that the algebraic approach to the CSP developed in [15, 20] is the most prolific one in this area. These developments have led to a number of strong results about the CSP, see, e.g., [1, 4, 5, 8, 10, 12, 14, 19] . However, successful application of the algebraic approach also requires new results about the structure of finite algebras. Two ways to describe this structure have been proposed. One is based on absorption properties [2, 3] and has led not only to new results on the CSP, but also to significant developments in universal algebra itself.
In this paper we refine and advance the alternative approach originally developed in [7, 11, 16] , which is based on the local structure of finite algebras. This approach identifies subalgebras or factors of an algebra having 'good' term operations, that is, operations of one of the three types: semilattice, majority, or affine. It then explores the graph or hypergraph formed by such subalgebras, and exploits its connectivity properties. In a nutshell, this method stems from the early study of the CSP over so called conservative algebras [10] , and has led to a much simpler proof of the dichotomy conjecture for conservative algebras [13] and to a characterization of CSPs solvable by consistency algorithms [9] . In spite of these applications the original methods suffers from a number of drawbacks that make its use difficult. In the present paper we refine many of the constructions and fix the deficiencies of the original method. As in [7, 16] an edge is a pair of elements a, b such that there is a factor algebra of the subalgebra generated by a, b that has an operation which is semilattice, majority, or affine on the blocks containing a, b; this operation determines the type of edge ab. In this paper we allow edges to have more than one type if there are several factors witnessing different types. The main difference from the previous results is the introduction of oriented thin majority and afiine edges. An edge ab is said to thin if there is a term operation that is semilattice on {a, b}, or there is a term operation that satisfies the identities of a majority or affine term (say, in variables x, y) on {a, b}, but only when x = a and y = b. Oriented thin edges allow us to prove a stronger version of the connectivity of the graph related to an algbera. This updated approach makes it possible to give a much simpler proof of the result of [9] (see also [4] ), however, this is a subject of subsequent papers.
Preliminaries
In terminology and notation we follow the standard texts on universal algebra [17, 22] . We also assume familiarity with the basics of the tame congruence theory [18] . All algebras in this paper are assumed to be finite, idempotent, and omitting type 1.
Algebras will be denoted by A, B, etc. The subalgebra of an algebra A generated by a set B ⊆ A is denoted Sg A (B), or if A is clear from the context simply by Sg(B). The set of term operations of algebra A is denoted by Term(A). Subalgebras of direct products are often considered as relations. An element (a tuple) of A 1 × · · · × A n is denoted in boldface, say, a, and its ith component is referred to as a [i] , that is, a = (a [1] , . . . , a[n]). The set {1, . . . , n} will be denoted by [n] . For I ⊆ [n], say, I = {i 1 , . . . , i k }, i 1 < · · · < i k , by pr I a we denote the k-tuple (a[i 1 ], . . . , a[i k ]), and for R ⊆ A 1 × · · · × A n by pr I R we denote the set {pr I a | a ∈ R}. If I = {i} or I = {i, j} we write pr i , pr ij rather than pr I . The tuple pr I a and relation pr I R are called the projections of a and R on I. A subalgebra (a relation) R of A 1 × · · · × A n is said to be a subdirect product of A 1 , . . . , A n if pr i R = A i for every i ∈ [n]. For a congruence α of A and a ∈ A, by a α we denote the α-block containing a, and by A/ α the factor algebra modulo α. For B ⊆ A 2 , the congruence generated by B will be denoted by Cg A (B) or just Cg(B). By 0 A , 1 A we denote the least (i.e. the equality relation), and the greatest (i.e. the total relation) congruence of A, respectively. Again, we often simplify this notation to 0, 1.
Graph: Thick edges

The three types of edges
Let A be an algebra with universe A. We introduce graph G(A) as follows. The vertex set is the set A. A pair ab of vertices is a edge if and only if there exists a congruence θ of Sg(a, b) and a term operation of A such that either f / θ is an affine operation on Sg(a, b)/ θ , or f / θ is a semilattice operation on {a θ , b θ }, or f / θ is a majority operation on {a θ , b θ }.
If there exists a congruence and a term operation of A such that f / θ is a semilattice operation on {a θ , b θ } then ab is said to have the semilattice type. An edge ab is of majority type if there are a congruence θ and f ∈ Term(A) (a term operation of A, respectively) such that f / θ is a majority operation on {a θ , b θ }. Finally, ab has the affine type if there are a congruence θ and f ∈ Term(A) (a term operation of A, respectively) such that f / θ is an affine operation on a, b / θ . In all cases we say that congruence θ witnesses the type of edge ab.
Note that, for every edge ab of G(A), there is the associated pair a θ , b θ from the factor structure. We will need both of these types of pairs and will sometimes call a θ , b θ a thick edge (see Fig. 1 ). The smallest congruence certifying the type of an edge ab will be denoted by θ ab .
Note also that a pair ab may have more than one type witnessed by different congruences θ. Sometimes we need a stricter version of type. A pair ab is strictly semilattice if it is semilattice; ab is said to be strictly majority, if it is majority but not semilattice. Finally, pair ab is said to be strictly affine if it is affine, but not semilattice or majority.
General connectivity
Theorem 1 If an idempotent algebra A omits type 1, then G(B) is connected for every subalgebra of A.
Let A = (A; F ) be an idempotent algebra. Recall that a tolerance of A is a binary reflexive and symmetric relation compatible with A. The transitive closure of a tolerance is a congruence of A. In particular, if A is simple then the transitive closure of every its tolerance different from the equality relation is the total relation. If a tolerance satisfies this condition then we say that it is connected. Let τ be a tolerance. A set B ⊆ A maximal with respect of inclusion and such that B 2 ⊆ τ is said to be a class of τ . We will need the following simple observation.
Lemma 2 Every class of a tolerance of an idempotent algebra is a subalgebra.
Clearly, the universe of an algebra A along with the family of all its proper subalgebras forms a hypergraph denoted by H(A). Lemma 2 implies that, for a simple idempotent algebra A, the hypergraph H(A) is connected unless A is tolerance free. In the latter case it can be disconnected.
If α is a congruence of a finite algebra A and R is a compatible binary relation, then the α-closure of R is defined to be α • R • α. A relation equal to its α-closure is said to be α-closed. If (α, β) is a prime quotient of A, then the basic tolerance for (α, β) (see [18] , Chapter 5) is the α-closure of the relation α ∪ {N 2 | N is an (α, β)-trace} if typ(α, β) ∈ {2, 3}, and it is the α-closure of the compatible relation generated by α ∪ {N 2 | N is an (α, β)-trace} if typ(α, β) ∈ {4, 5}. The basic tolerance is the smallest α-closed tolerance τ of A such that α = τ ⊆ β.
Let (α, β) is a prime quotient of A. An (α, β)-quasi-order is a compatible reflexive and transitive relation R such that R∩R −1 = α, and the transitive closure of R ∪ R −1 is β. The quotient (α, β) is said to be orderable if there exists an (α, β)-quasi-order. By Theorem 5.26 of [18] , (α, β) is orderable if and only if typ(α, β) ∈ {4, 5}.
Recall that an element a of an algebra A is said to be absorbing if whenever t(x, y 1 , . . . , y n ) is an (n + 1)-ary term operation of A such that t depends on x and (b 1 , . . . , b n ) ∈ A n , then t(a, b 1 , . . . , b n ) = a. A congruence θ of A 2 is said to be skew if it is the kernel of no projection mapping of A 2 onto its factors. If A is a simple idempotent algebra, then the result of [21] states that one of the following holds: (a) A is term equivalent to a module; (b) A has an absorbing element; or (c) A 2 has no skew congruence.
We also need the following easy observation.
Lemma 3
Let R be an n-ary compatible relation on A such that, for any i ∈ {1, . . . , n}, pr i R = A. Then, for any i ∈ [n], the relation tol i = {(a, b) | there are a 1 , . . . , a i−1 , a i+1 , . . . , a n ∈ A such that (a 1 , . . . , a i−1 , a, a i+1 , . . . , a n ), (a 1 , . . . , a i−1 , b, a i+1 , . . . , a n ) ∈ R} is a tolerance of A.
Tolerance of the form tol i will be called link tolerance, or ith link tolerance Proposition 4 Let A be a simple idempotent algebra. (4) If A = Sg(a, b), typ(A) = 3 and A is tolerance free, then either a, b are connected in H(A), or there is a binary term operation f or a ternary term operation g such that f is a semilattice operation on {a, b}, or g is a majority operation on {a, b}.
Proof: (1) By Theorem 5.26 of [18] , there exists (0, 1)-quasi-order ≤ on A, which is, clearly, just a compatible partial order. Let a ≤ b ∈ A be such that a ≤ c ≤ b implies c = a or c = b. We claim that {a, b} is a subalgebra of A. Indeed, for any term operation f (x 1 , . . . , x n ) of A and any a 1 , . . . , a n ∈ {a, b}, we have a = f (a, . . . , a) ≤ f (a 1 , . . . , a n ) ≤ f (b, . . . , b) = b. Finally, it follows from Lemma 5.24(3) and Theorem 5.26(2) that ≤ is connected.
(2) Follows straightforwardly from Lemma 2 and the fact that the transitive closure of any proper tolerance of A is the total relation. Consider the relation R generated by (a, b), (b, a). By the assumption made, R is not the graph of a bijective mapping. By Lemma 3, tol 1 , tol 2 are tolerances of A different from the equality relation. Thus, they are the total relation. Therefore, there is c ∈ A such that (a, c), (b, c) ∈ R. If both Sg(a, c), Sg(b, c) are proper subalgebras of A, then a, b are connected in H(A). Otherwise, let, say, Sg(a, c) = A. Since (b, a), (b, c) ∈ R and A is idempotent, (b, d) ∈ R for any d ∈ A. In particular, (b, b) ∈ R. This means that there is a binary term operation f such that f (a, b) = f (b, a) = b, as required. CASE 2. There is an automorphism ϕ of A such that ϕ(a) = b and ϕ(b) = a.
Consider the ternary relation R generated by (a, a, b), (a, b, a), (b, a, a) . As in the previous case, if we show that (a, a, a) ∈ R, then the result follows. Let also S = {(c, ϕ(c)) | c ∈ A} denotes the graph of an automorphism ϕ with ϕ(a) = b and ϕ(b) = a.
Since typ(A) = 3 and A is tolerance free, every pair c, d ∈ A is a trace. Therefore, there is a polynomial operation g(x) with g(a) = c, g(b) = d and, hence, there is a term operation f (x, y, z) such that f (a, b, x) = g(x). For this operation we have
Next we show that tol 3 cannot be the equality relation. Suppose for contradiction that it is. Then the relation θ = {((c 1 ,
It cannot be a skew congruence, hence, it is kernel of the projection of A 2 onto one of its factors. Without loss of generality let θ = {((c 1 , d 1 ), (c 2 , d 2 )) | c 1 = c 2 }. This means that, for any e ∈ A and any (c 1 , d 1 , e), (c 2 , d 2 , e) ∈ R, we have c 1 = c 2 . However, (a, b, a), (b, a, a) ∈ R, a contradiction. The same argument applies when
Thus, tol 3 is the total relation, and there is (c,
Take a term operation g(x, y, z) such that g(a, b, c) = c ′ and g(a, b,
. Such an operation exists whenever c = ϕ −1 (d), because every pair of elements of A is a trace. Then
What is left is to show that there are c, d such that (c, d, a) ∈ R and c = ϕ −1 (d).
Let Sg(a, c) = A, and h such that h(a, c) = b. Since R is symmetric with respect to any permutation of coordinates,
Thus, (a, a, a) ∈ R which means that there is a term operation
f is a majority operation on {a, b}. ✷ Proof:[Theorem 1] Suppose for contradiction that G(A) is disconnected. Let B be a minimal subalgebra of A such that G(B) is disconnected. Since the graph of every proper subalgebra of B is connected, B is 2-generated, say, B = Sg(a, b). Let θ be a maximal congruence of B.
Clearly, if G(B/ θ ) is connected then G(B) is connected. Therefore, B/ θ is tolerance free and of type 3. Take c, d
In the former case c, d are connected because every proper subalgebra of B/ θ gives rise to a proper subalgebra of B. In the latter case cd is an edge of G(B). Thus, G(B) is connected, a contradiction. ✷
Adding thick edges
Generally, an edge, or even a thick edge is not a subalgebra. However, we show that every idempotent algebra A omitting type 1 has a reduct A ′ such that A ′ also omits type one, but every its edge of semilattice or majority type is a subalgebra of A ′ . Moreover, some type restrictions are also observed. We say that G(A) is semilattice (semilattice/majority)-connected if every two vertices in G(A) are connected by a path consisting of semilattice (semilattice and strict majority) edges. For short we will abbreviate it to s-connected and sm-connected. We prove Theorem 5 by induction on the 'structure' of the algebra. The base case of this induction is given by strictly simple algebras. Recall that a simple algebra whose proper subalgebras are all 1-element is said to be strictly simple. We need the description of finite idempotent strictly simple algebras given in [23] .
Theorem 5 Let
Let G be a permutation group acting on a set A. By R(G) we denote the set of operations on A preserving each relation of the form {(a, g(a)) | a ∈ A} where g ∈ G, and F(G) denotes the set of idempotent members of R(G).
Let K A = (A; +, K) be a finite dimensional vector space over a finite field K, T (A) the group of translations {x + a | a ∈ A}, and End K A the endomorphism ring of K A. Then one can consider A as a module over End K A. This module is denoted by (End K A) A.
Finally, let F 0 k denote the set of all operations preserving the relation
where 0 is some fixed element of A, and let
Theorem 6 ([23]) A finite strictly simple idempotent algebra A is term equivalent to one of the following algebras:
(a) (A, F(G)) for a permutation group G on A such that every nonidentity member of G has at most one fixed point;
, some element 0 ∈ A and some permutation group G acting on A such that 0 is the unique fixed point of every nonidentity member of G;
(d) (A, F ) where |A| = 2 and F contains a semilattice operation; (e) a two-element algebra with an empty set of basic operations.
It can be easily shown (see e.g. [15] ) that in case (c) A has a term zero-multiplication operation, that a binary operation h such that h(x, y) = 0 whenever x = y. Proof:[of Theorem 5.] Let ab be an edge of semilattice type and f is a term operation such that f / θ ab is a semilattice operation on B ′ = {a θ ab , b θ ab }. We will omit index θ ab everywhere it does not lead to a confusion. Let A ′ = (A; F ′ ) where F ′ is the set of binary term operations g of A such that g/ θ ab on B ′ is either a projection or equals f / θ ab . The subalgebra of A generated by a set B ⊆ A will be denoted by Sg old (B), while the subalgebra of A ′ generated by the same set will be denote by Sg new (B). In general, Sg new (B) ⊆ Sg old (B).
For every x ∈ A, we consider the unary operation g x (y) = f (x, y). There is a natural number n x such that g nx x is an idempotent transformation of A. Let n be the least common multiple of the n x , x ∈ A and
We prove that, for any c, d ∈ A, the graph G(Sg new (c, d)) is connected. Moreover, if for every subalgebra B of A, G(B) is s-connected, then this holds also for every subalgebra of A ′ . We proceed by induction on order ideals of Sub(A ′ ). To prove the base case for induction, suppose that for c, d ∈ A ′ , the algebra Sg new (c, d) is strictly simple. By Theorem 6, we have to consider five cases.
Then there is a term operation g of A which is either an affine or majority or semilattice operation on {c, d}. The operation
in the first two cases or g ′ (x, y) = g(f (x, y), f (y, x) in the latter case belong to F ′ and is an affine or majority or semilattice operation on {c, d} respectively.
There is nothing to prove in this case.
The operation f on Sg new (c, d) has the form f (x, y) = px + (1 − p)y and either p or 1 − p is invertible. Suppose that p is invertible and p n = 1 for a certain n. Then set
.
) is a strictly simple algebra. If B is 2-element then we get one of the previous cases. Otherwise, B either has a zero-multiplication operation h or it is of the form (B; F (H)) for a certain permutation group H. In the former case, h(f (x, y), f (y, x)) belongs to F ′ and is a zero-multiplication operation on B. In the latter case, B has an operation which is either a semilattice or majority operation on {c, d}. Arguing as above we get an operation of A ′ which is semilattice or majority on {c, d} respectively. If there is no automorphism ϕ in H such that ϕ(c) = d and ϕ(d) = c, then, by Proposition 4, A ′ has a term operation g which is a semilattice operation on {c, d}. So, let us suppose that there is an automorphism swapping c and d.
If Sg old (c, d) has no operation which is semilattice on {c, d} then we are done. Otherwise, let g be a term operation of A semilattice on {c, d} and h a term operation of A ′ majority on {c, d}. If one of h(x, x, y), h(x, y, x), h(y, x, x) is a semilattice operation on B ′ then we proceed as before. Otherwise, h is a projection on B ′ ; without loss of generality let it be the first projection. Then h ′ (x, y) = f (h(x, y, y), h(y, y, x)) equals f on B ′ and is a projection on {c, d}. We complete the proof as before. Now, suppose that the claim proved for all proper subalgebras of C = Sg new (c, d). We consider two cases. CASE 1.1. There is a maximal congruence θ of C such that f / θ is commutative on C/ θ .
Suppose that, for a certain (c ′ , d ′ ) ∈ D and a ternary term operation g of C,
The elements c and d are connected by a path c = e 1 , e 2 , . . . , e k = d in G. Thus, it is enough to show that if Sg old (c, d) is connected by edges of semilattice, majority or affine type in G, then so is Sg new (c, d). We may assume cd is an edge. Let θ be a maximal congruence of Sg old (c, d) witnessing that it is an edge and θ ′ a maximal congruence of If Sg old (c, d) has no operation which is semilattice on {c θ ′ , d θ ′ } then we are done. Otherwise, let g be a term operation of A semilattice on
is a semilattice operation on B ′ then we proceed as before. Otherwise, h is a projection on B ′ ; without loss of generality let it be the first projection. Then h ′ (x, y) = f (h(x, y, y), h(y, y, x)) equals f on B ′ and is a projection on {c θ ′ , d θ ′ }. We complete the proof as before. Now let ab be of majority type and m a term operation such that m/ θ ab is a majority operation on B ′ = {a θ ab , b θ ab }. Let A ′ = (A; F ′ ) where F ′ is the set of binary and ternary term operations g of A such that g/ θ ab on B ′ is either a projection or equals m/ θ ab . As before, the subalgebra of A generated by a set B ⊆ A will be denoted by Sg old (B), while the subalgebra of A ′ generated by the same set will be denote by Sg new (B). In general, Sg new (B) ⊆ Sg old (B). Claim 2. m can be chosen to satisfy the identity m(x, m(x, y, z), m(x, y, z)) = m(x, y, z).
For every x ∈ A, we consider the unary operation g x (y) = m(x, y, y). There is a natural number n x such that g nx x is an idempotent transformation of A. Let n be the least common multiple of the n x , x ∈ A, and
m(x, . . . , y, z), m(x, y, z) . . .))).
Finally, as is easily seen h is a majority operation on B ′ .
We proceed by induction on order ideals of Sub(A ′ ). To prove the base case for induction, suppose that for c, d ∈ A ′ , the algebra Sg new (c, d) is strictly simple. By Theorem 6, we have to consider five cases.
As is easily seen, the operation g ′ (x, y, z) = g(m(x, y, z), m(y, z, x)) equals m on B ′ ; hence, it belongs to F ′ . However, g ′ (c, d, d) = g(c, d) ∈ {c, d}, a contradiction with the assumption made. Thus, Sg old (c, d) = {c, d}.
in the first two cases or g ′ (x, y) = g(m(x, y, z), m(y, z, x) in the latter case belong to F ′ and is an affine or majority or semilattice operation on {c, d} respectively.
The operation m on Sg new (c, d) has the form m(x, y, z) = px + qy + (1 − p − q)z and either p or q or 1 − p − q is invertible. Suppose that p is invertible and p n = 1 for a certain n. Then set
n times (x, y, y) . . . , y, y), z, t).
We have, m ′ (x, y, z, t) = x + (p − 1)y + qz + (1 − p − q)t on Sg new (c, d) and m ′ (x, y, z, t) = m(y, z, t) on B ′ . Let k be the characteristics of the ring K. We set y, z, t) . . . , y, z, t), y, z, t).
For the operation m ′′ we have m ′′ (x, y, z, t) = x+k(p− x, y, z) )). Therefore, B = Sg old (c, d) is a strictly simple algebra. If B is 2-element then we get one of the previous cases. Otherwise, B either has a zero-multiplication operation h or it is of the form (B; R(H)) for a certain permutation group H. In the former case, h(m ′′ (x, x, y, z), m ′′ (y, x, y, z)) belongs to F ′ and is a zero-multiplication operation on B. In the latter case, B has an operation which is either a semilattice or majority operation on {c, d}. Arguing as above we get an operation of A ′ which is semilattice or majority on {c, d} respectively. If there is no automorphism ϕ in H such that ϕ(c) = d and ϕ(d) = c, then, by Proposition 4, A ′ has a term operation g which is a semilattice operation on {c, d}. So, let us suppose that there is an automorphism swapping c and d.
If Sg old (c, d) has no operation which is semilattice on {c, d} then we are done. Otherwise, let g be a term operation of A semilattice on {c, d} and h a term operation of A ′ majority on {c, d}. If h can be chosen such that it is a majority operation on B ′ then we proceed as before. Otherwise, h is either a projection or minority or 2/3-minority operation on B ′ . In the two latter case one of h(x, y, y), h(y, y, x), h(y, x, y) is the first projection on B ′ and the second projection on {c, d}; let it be h(x, y, y). Then h ′ (x, y, z) = m(h(x, y, y), h(y, y, y), h(z, y, y)) equals m on B ′ and is a projection on {c, d}. We complete the proof as before. Now, suppose that the claim proved for all proper subalgebras of C = Sg new (c, d). We consider two cases. CASE 2.1. There is a maximal congruence θ of C such that m(x, y, y) = m(y, x, y) = m(y, y, x) in C/ θ .
We consider the algebra B = Sg new (c, d)/ θ . By the results of [21] , B is either a set or term equivalent to a module or has an absorbing element or B 2 has no skew congruence. The algebra B cannot be a set, because m is not a projection on B
Hence, 2 )x + 4p 2 y = px + 2py
This implies 2p 2 = (4p 2 − 2p) = 0 and hence 2p = 0. Comparing this with the equality 3p = 1 we conclude that the Abelian group of B has period 2, and m(x, y, z) is the minority operation x + y + z.
As is easily seen, h(x, y) = m(x, y, y) is the second projection on B ′ and the first projection on B. Moreover, h can be chosen such that h(h(x, y), y) = h(x, y). By the induction hypothesis, c and h(c, d) are connected by edges (and these edges are of the semilattice and majority types if they are such in A). Let us suppose first that h(c, d) ). The operation g(h(x, y), y) = y on B ′ and 
generates the total congruence of C. 
If, for every pair
(g(c, d, c ′′ ), g(c, d, d ′′ )), where (c ′′ , d ′′ ) ∈ D and g is a term operation of A ′ , the subalgebra Sg old (g(c, d, c ′′ ), g(c, d, d ′′ )) of A ′ isa proper subalgebra of Sg old (c, d), then H(C) is connected and, therefore c, d are connected by induction hypothesis. Indeed, if Sg new(g(c, d, c ′′ ), g(c, d, d ′′ )) = C, then c, d ∈ Sg old (g(c, d, c ′′ ), g(c, d, d ′′ )). Therefore, Sg old (g(c, d, c ′′ ), g(c, d, d ′′ )) = Sg old (c, d). Suppose that, for a certain (c ′ , d ′ ) ∈ Dand a ternary term operation g of C, we have Sg old (g(c, d, c ′ ), g(c, d, d ′ )) = Sg old (c, d). Then, for any e ∈ Sg old (c, d), there is a term operation of A such that h(g(c, d, c ′ ), g(c, d, d= m(c ′′ , d ′′ , d ′′ ), d ′ = m(d ′′ , c ′′ , d ′′ ) for cer- tain c ′′ , d ′′ ∈ C. Consider h ′ (x, y, z, t) = h(g(x,
y, m(z, t, t)), g(x, y, m(t, z, t))).
We have h ′ B ′(x, y, z, t) = g(x, y, m(z, t, t)), hence, h ′ ∈ F ′ . On the other hand,
The elements c and d are connected by a path c = e 1 , e 2 , . . . , e k = d in G (Sg old (c, d) ). Thus, it is enough to show that if Sg old (c, d) is connected by edges of semilattice, majority or affine type in G, then so is Sg new (c, d). Assume cd is an edge. Let θ be a maximal congruence of Sg old (c, d) witnessing that it is an edge and θ ′ a maximal congruence of Sg new (c, d) containing θ.
If B = Sg new (c, d)/ θ ′ is affine or 2-element we proceed in the same way as in the base case of induction. If typ(B) ∈ {4, 5} then c θ ′ , d θ ′ are connected by a chain of 2-element subalgebras, and the result follows from induction hypothesis.
So, suppose that typ(B) = 3. If H(B) is connected then we are done by induction hypothesis. Otherwise we use Proposition 4. ✷
Unified operations
To conclude this section we prove that the polymorphisms (or term operations) certifying the strict type of edges can be significantly unifying (cf. Proposition 2 from [6] ). Proof: Show first that there is an operation f that is semilattice on each semilattice edge. Let B 1 , . . . , B n be the list of all semilattice edges in the graph G(A). To avoid clumsy notation we shall denote the operation (f / θ ab ) Bj , B j = Sg(a, b) simply by f B j . Let also f 1 , . . . , f n be the list of term operations of the algebra such that f i B i is a semilattice operation. Notice that every binary idempotent operation on a 2-element set is either a projection or a semilattice operation, and every binary operation of a module can be represented in the form px + (1 − p)y. Since each f is idempotent, for any i, j, f i B j is either a projection, or a semilattice operation. We prove by induction, that the operation f i constructed via the following rules is a semilattice operation on B 1 , . . . , B i :
Theorem 7 Let
The base case of induction, i = 1 holds by the choice of f 1 . Suppose that f i−1 satisfies the required conditions. If
that is a semilattice operation on B i . Let B i = {a, b}, and f i−1 a semilattice operation such that
hence, f i is again a semilattice operation. Thus, for each edge B, f n B is a semilattice operation if B is red and either a semilattice operation or a projection or px + (1 − p)y otherwise. However, if B is not red, then the subalgebra with the universe B has no semilattice operation, therefore, f n B is a projection or px + (1 − p)y whenever B is yellow or blue. Arguing as in the previous section, one can transform f n such that it become a projection on blue edges. Finally, it is easy to check that f (x, y) = f n (f n (x, y), x) satisfies the conditions of the proposition . Now let B 1 , . . . , B k , C 1 , . . . , C l be the lists of all yellow and all blue edges respectively, and g 1 , . . . , g k , h 1 , . . . , h l the lists of term operations of the algebra such that g i B i is an affine operation, and h i C i is the minority operation. Notice first, that since neither B i = (B i ; F B i ) nor C i = (C i ; F C i ) has a term semilattice operation, every their binary term operation is either a projection or, for blue edges an operation of the form px + (1 − p)y. Therefore, for any i, j, g i B j (x, y, y), g i B j (y, x, y), g i B j (y, y, x), h i B j (x, y, y), h i B j (y, x, y), h i B j (y, y, x) ∈ {x, y}, and g i C j (x, y, y), g i C j (y, x, y), g i C j (y, y, x),h i C j (x, y, y), h i C j (y, x, y), h i C j (y, y, x) ∈ {x, y, px+ (1− p)y}. This means that the operations g i B j , h i B j are of one of the following types: a projection, the minority operation, the majority operation, a 2/3-minority operation, that is an operation satisfying the equalities m(x, y, y) = y, m(y, x, y) = m(y, y, x) = x or similar.
First we prove by induction that for every 1 ≤ j ≤ k there is an operation g j (x, y, z) which is majority on B i for i ≤ j. The operation g 1 = g 1 gives the base case of induction. Let us assume that g j−1 is already found. If g j−1 B j is the majority operation, set g j = g j−1 . Otherwise, it is either a projection, or a 2/3-minority operation, or the minority operation. In all these case its variables can be permuted such that g j−1 B j (x, y, y) = x. Then the operation p(x, y) = g j−1 (x, y, y) satisfies the conditions p B j (x, y) = x, and p B i (x, y) = y for all i < j. It is not hard to see that the operation
satisfies the required conditions. Further, consider the operation g k . Its restriction g k C j
, 1 ≤ j ≤ l, is either a projection, or the minority operation. If g k C j is an operation px+qy +(1−p−q)z, then using the methods of the previous section we can derive an operation p(x, y) such that p B i (x, y) = y for all 1 ≤ i ≤ k, and p C j (x, y) = x. The operation
can be assumed to be a projection for all 1 ≤ i ≤ l. Then for the operation
(y, x, y), g
Finally, to make g ′′ acting correctly on red edges we set
The operation g is as required. Next we show that for any 1 ≤ j ≤ l there is h j such that h j C i is an affine operation for i ≤ j. As usual, h 1 = h 1 gives the base case of induction. If h j−1 is obtained, then if h j−1 C j is an affine operation then set h j = h j−1 . Otherwise, h j−1 C j = px + qy + (1 − p − q)z. One of the coefficients is invertible, let p is invertible and p n = 1. Then set
n times (x, t, t), t, t . . . t, t), y, z);
If q is invertible then repeating the procedure above we get h ′′′ (x, y, z) which an affine operation on all the C i , i ≤ j. Otherwise, 1 + q is invertible, therefore, applying the same procedure to h ′′ (x, x, y) we get an operation h ′′′ (x, y) such that h ′′′ C j = x and h ′′′ C i = y for i < j. Then to obtain the required operation we set h j = h ′′′ (h j (x, y, z), h j−1 (x, y, z)).
Finally, set p(x, y) = g(x, y, y),
As is easily seen h satisfies the conditions required. ✷ ≡ a, 
Semilattice edges
In this section we focus on (strict) semilattice edges of the graph G(A). Note first that if one fix a term operation f such that f is a semilattice operation on every thick semilattice edge of G(A), then one can define an orientation of every semilattice edge. A semilattice edge ab is oriented from a to b if f (a θ ab , b θ ab ) = f (b θ ab , a θ ab ) = b θ ab . Clearly, the orientation strongly depends on the choice of the term operation f . The graph G(A) oriented according to a term operation f will be denoted by G f (A). We then can define semilattice-connected and strongly semilattice-connected components of G f (A). We will also use the natural order on the set of strongly semilattice-connected components of G f (A): for components A, B, A ≤ B if there is a directed path in G f (A) consisting of semilattice edges and connecting a vertex from A with a vertex from B.
We shall now improve the choice of operation f and restrict the kind of semilattice edges we will use later. First we show that those semilattice edges ab for which θ ab is not the equality relation can be thrown out of the graph G(A) such that the graph remains connected. Therefore, we can assume that every semilattice edge ab is such that f is a semilattice operation on {a, b}.
Proposition 9 Let
A be a finite algebra omitting type 1, f a binary term operation semilattice on every (thick) semilattice edge and such that f (x, f (x, y)) = f (x, y), and G ′ (A) the subgraph of G(A) obtained by omitting semilattice edges ab such that θ ab is not the equality relation. Then
Proof: Firstly, by Theorem 5 we may assume that every thick semilattice edge of A is a subalgebra. It suffices to show that for any semilattice edge ab (in G f (A)), the veritces a, b are connected (s-connected or sm-connected) in G ′ (A). So, assume A = Sg(a, b) and ab is a semilattice edge in G f (A). We proceed by induction on order ideals of the lattice Sub(A) of subalgebras of A. The base case of induction, when Sg(a, b) is strictly simple is obvious, because Sg(a, b) = {a, b} and there is a semilattice operation on this algebra.
Let θ be the maximal congruence of Sg(a, b) witnessing that ab is an edge. , f (b, a) ). Otherwise there is a term operation t such that t(a, f (b, a)) = b. Then, for the operation t ′ (x, y) = t(x, f (y, x)), we have
Thus, there is a semilattice operation on {a, b}, hence t ′ {a,b} = f {a,b} . ✷ The graph G ′ (A) oriented according to a binary term operation f will be denoted by G ′ f (A). Semilattice edges ab such that θ ab is the equality relation will be called thin semilattice edges. Using Proposition 9 we are able to impose more restrictions on the term operation f .
Proposition 10
Let A be a finite algebra omitting type 1. There is a binary term operation f of A such that f is a semilattice operation on every thick semilattice edge of G (A) and, for any a, b ∈ A, either a = f (a, b) or the pair (a, f (a, b) ) is a semilattice edge of G ′ f (A).
Proof: Let f be a binary term operation such that f is semilattice on every semilattice edge and f (x, f (x, y)) = f (x, y). Let a, b ∈ A be such that f (a, b) = a, and set b 0 = f (a, b) and , f (a, b) ) = f (a, b) = b 0 , and for any i > 0 , f (a, f (b i−1 , a) f (y, x)) ). For this operation we have
This means that ab is a semilattice edge, and the congruence witnessing it is the equality relation. By the choice of f , it is a semilattice operation on any such pair.
Let k be the maximal among the numbers chosen as before in Claim 2 for all pairs a, b with f (a, b) = a. Let f 0 = f , and
is a semilattice edge witnessed by the equality relation.
If
We proceed by induction. Since B k = B k+1 , where the B i are constructed as before, by Claim 2 f (a, c) = f (c, a) = c. This gives the base case of induction.
Claim 3 is proved.
To complete the proof it suffices to check that f ′ is a semilattice operation on every (thick) semilattice edge of G(A). However, this is straightforward from the construction of f ′ . ✷ It will be convenient for us to denote binary operation f that satisfies the conditions of Theorem 7, Lemma 8(1), and Proposition 10 by ·, that is, to write x · y or just xy for f (x, y). The fact that ab is a thin semilattice edge we will also denote by a ≤ b. In other words, a ≤ b if and only if ab = ba = b.
Lemma 11
Let ab be a thick semilattice edge, θ the congruence of Sg(a, b) that witnesses this, and c ∈ a θ . Then there is d ∈ b θ such that cd is a thin semilattice edge.
Proof: By Proposition 10 cb = c or c ≤ cb. Since d = cb ∈ b θ the former option is impossible. Therefore cd is a thin semilattice edge. ✷
Thin majority edges
Here we introduce thin majority edges in a way similar to thin semilattice edges, although in a weaker sense.
Lemma 12
Let A be an algebra, ab a majority edge in it, and θ the congruence of Sg(a, b) witnessing that. Then there is b ′ ∈ b θ and a ternary term operation 
The operation g from Theorem 7 does not have to satisfy any specific conditions on the set {a, b}, except what follows from its definition. Also, thin majority edges are directed, since a, b in Lemma 12 occur asymmetrically.
Corollary 13
For any strict majority edge ab, where θ is a witnessing congruence, there is b ′ ∈ b θ such that ab ′ is a thin majority edge.
We now consider the interaction of term operations on thin edges in different similar algebras. 
Lemma 14 Let
Proof: Let R be the subalgebra of b 2 , a 3 ) . Since a 1 b 1 satisfies condition (c) of the definition of thin majority edges,
The result follows. Proof: Let R be the subalgebra of A 1 × A 2 generated by (b, c), (a, d). Since ab satisfies condition (c) of the definition of thin majority edges,
as g is the first projection on semilattice edges. Therefore t(x, y) = g(x, y, y) satisfies the conditions. ✷ Consider relation R generated by pairs 
Thin affine edges
where
The result follows. ✷
Connectivity
Let A be an algebra omitting type 1. A path in A is a sequence a 0 , a 1 , . . . , a k such that a i−1 a i is a thin edge for all i ∈ [k] (note that thin edges are always assumed to be directed). We will distinguish paths of several types depending on what types of edges are allowed. If a i−1 ≤ a i for i ∈ [k] then the path is called a semilattice or s-path. If for every i ∈ [k] either a i−1 ≤ a i or a i−1 a i is a thin affine edge then the path is called affine-semilattice or as-path. Similarly, if only semilattice and thin majority edges are allowed we have a semilattice-majority or sm-path. We say that a is connected to b, a, b ∈ A, if there is a path a = a 0 , a 1 , . . . , a k = b. If this path is semilattice (aftine-semilattice, semilattice-majority) then a is said to be s-connected (or as-connected, or sm-connected) to b. We denote this by a ⊑ b (for s-connectivity), a ⊑ as b and a ⊑ sm b for as-and sm-connectivity, respectively. Let G ′′ s (A) denote the digraph whose nodes are the elements of A, and the arcs are the thin semilattice edges. The strongly connected component of G s (A) containing a ∈ A will be denoted by a. The set of strongly connected components of G s (A) are ordered in the natural way (if a ≤ b then a ≤ b), the elements belonging to maximal ones will be called maximal, and the set of all maximal elements from A by max(A). In a similar way we construct the graph G as (A) by including all the thin semilattice and affine edges. The strongly connected component of G as (A) containing a ∈ A will be denoted by as(a). A maximal strongly connected component of this graph is called an as-component, an element from an as-component is called as-maximal, and the set of all as-maximal elements is denoted by amax(A).
In this section we show that all maximal elements are connected to each other. The undirected connectivity easily follows from the definitions, so the challenge is to prove directed connectivity, as defined above. We start with an auxiliary lemma.
Let for some (a 1 , . . . , a i−1 , a i+1 , . . . , a k )}. A = Sg(a, b) be simple, a, b ∈ max(A), and R a subdirect square of A. Let also S = tol 2 R be the tolerance defined by {(c, d) ∈ A 2 | (e, c), (e, d) ∈ R for some e}. If S is a connected tolerance then there is a se-
Lemma 21 Let
Proof: We start with any sequence
) ∈ S connecting a and b. Such a sequence exists because S is a connected tolerance. We prove by induction on k. The base case of induction is obvious by the choice of a. Suppose d i is maximal. Let d i+1 = e 1 ≤ . . . ≤ e s be a semilattice path and e s a maximal element. Let also (b j , e j ) ∈ R be extensions of the e j and (a q , d q ), (a q , d q+1 ) ∈ R for q ∈ [k − 1]. Then for each q, i ≤ q ≤ k − 1, we construct the sequence a q = a 1 q ≤ . . . ≤ a s q and for each q, i ≤ q ≤ k, the sequence
Then observing that
, and
we get that
∈ R for any i ≤ q ≤ n − 1. Note also that d s i+1 is a maximal element. Continuing in a similar way we also can guarantee that a s q is a maximal element.
This process replaces d i+1 with a maximal element. However, d i is also replaced with another element, and we need to restore the connection of d i with the preceding elements. , and
and p j+1 q
i+1 is a maximal element, and r t n belongs to the same maximal component as b. CLAIM 2. A can be assumed simple. Suppose A is not simple and α is its maximal congruence. Let B = A/ α . By the induction hypothesis a α is connected to b α , that is, there is a sequence a α = a 0 , a 1 , . . . , a k = b α such that a i ≤ a i+1 or a i a i+1 is a thin affine or majority edge in B. We will choose some a i ∈ max(a i ), where a i is viewed as a subalgebra of A, such that a i is connected to a i+1 in A. Set a 1 = a.
Depending on whether a i a i+1 is a semilattice, affine, or majority edge, use Lemma 11, 16, or 12 to choose a i+1 ∈ a i+1 such that a i a i+1 is a thin edge.
It remains to show that a k is connected to b. Since b is maximal, it suffices to take elements a ′ , b ′ maximal in b α and such that a k ⊑ a ′ and b ⊑ b ′ . Then a k is connected to b ′ by the induction hypothesis, and b ′ is connected to b in A, as b ′ ∈ b. If Sg(a ′ , b ′ ) ⊂ Sg(a, b) for some a ′ ∈ a, b ′ ∈ b, then by the induction hypothesis a ′′ is connected to b ′′ for some a ′′ ∈ a, b ′′ ∈ b. Therefore a is also connected to b.
Let R be the binary relation generated by (a, b) and (b, a) . We consider two cases. CASE 1. R is not the graph of a mapping, or, in other words, there is no automorphism of A that maps a to b and b to a.
Consider the tolerance Q = tol 1 R = {(c, d) ∈ A 2 | there is e with (c, e), (d, e) ∈ R} induced by R on A. Since A is simple and R is not the graph of a mapping, Q is a connected tolerance. There are again two options. SUBCASE 1A. For every e ∈ A the set B e = {d | (d, e) ∈ R} = A.
There are e 1 , . . . , e k ∈ A such that a ∈ B e 1 , b ∈ B e k , and B e i ∩ B e i+1 = ∅ for SUBCASE 1B. There is e ∈ A such that A × {e} ⊆ R.
By Lemma 21 there are a ′ ∈ a, b ′ ∈ b, and a maximal element e ′ such that (a ′ , e ′ ), (b ′ , e ′ ) ∈ R. Since A = Sg(a ′ , b ′ ), we have A × {e ′ } ⊆ R. Thus, e can be assumed maximal. We have therefore (a, b), (a, e), (b, e), (b, a) ∈ R. If both Sg(b, e) and Sg(e, a) are proper subalgebras of A, then proceed as in Subcase 1a. Otherwise suppose Sg(b, e) = A. This means {a} × A ⊆ R, and, in particular, (a, a) ∈ R. Therefore there is a binary term operation f such that f (a, b) = f (b, a) = a, that is b ≤ a. Since both elements are maximal, b ∈ a, implying they are connected. CASE 2. R is the graph of a mapping, or, in other words, there is an automorphism of A that maps a to b and b to a.
There are two cases to consider. SUBCASE 2A. There is no nonmaximal element c ≤ a ′ or c ≤ b ′ for any a ′ ∈ a, b ′ ∈ b.
If there is a maximal d such that d ′ ≤ d for some nonmaximal d ′ ∈ A (that is, A = max(A)), then by Case 1 and Subcase 2b a is connected to d and d is connected to b. Suppose all elements in A are maximal. By Theorem 1 and Proposition 9 there are a = a 1 , a 2 , . . . , a k = b such that for any i ∈ [k − 1] either a i a i+1 is an affine or majority edge (not a thin edge), or a i ≤ a i+1 , or a i+1 ≤ a i .
In the latter two cases a i+1 ∈ a i , and therefore there is a semilattice path from a i to a i+1 . We need to show that if a i a i+1 is an affine or majority edge then a i is connected to a i+1 . Let θ be a congruence of B = Sg(a i , a i+1 ) witnessing that a i a i+1 is an affine or majority edge. By Lemmas 12 and 16 there is b ∈ a θ i+1 such that a i b is a thin edge. Then take c, d ∈ max(B) such that b ⊑ c and a i+1 ⊑ d. By the induction hypothesis c is connected to d. Finally, as all elements in A are maximal, d is connected with a i+1 in A with a semilattice path. SUBCASE 2B. There is a nonmaximal element c with c ≤ a ′ or c ≤ b ′ for some a ′ ∈ a or b ′ ∈ b. In particular, this happens whenever there is a nonmaximal element c with c ⊑ a or c ⊑ b.
Note first that we may assume that, for any b ′ ∈ b, there is an automorphism that sends b ′ to a and a to b ′ , as otherwise we are in the conditions of Case 1. Recall that we also assume Sg(a, b ′ ) = A. Because of this and the automorphism swapping a and b, without loss of generality we may assume that there is nonmaximal c ≤ b. Consider Sg(a, c).
If Sg(a, c) = A, consider the relation Q generated by (a, c), (c, a). Since c is not maximal, Q cannot be the graph of an automorphism. Therefore Q induces a nontrivial tolerance on A that, in particular, connects a and b, and we either complete as in Case 1, or show that c ≤ a, which is a contradiction, as Sg(a, c) = {a, c} in this case. 
