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a b s t r a c t
A mathematical model for migration of haematopoietic stem cells towards their niche
in the bone marrow has been proposed in the literature. It consists of a chemotaxis
systemof partial differential equationswith nonhomogeneous boundary conditions and an
additional ordinary differential equation on a part of the computational boundary. The aim
of the current work is to extend appropriately a second order positivity preserving central
upwind scheme, originally proposed for a chemotaxis system with zero-flux boundary
conditions and to apply it for the numerical solution of the considered problem. This paper
introduces a first glance of such modification and outlines open questions in the handling
of the nonlinear boundary conditions in a way that preserves the positivity of the solution.
The presented numerical tests illustrate the need of the development of new specialized
schemes for more complex chemotaxis systems.
© 2012 Elsevier Ltd. All rights reserved.
1. Motivation
Computer modelling (CM) has become a classical investigation tool in various real life areas, where the trial–error
approach is not applicable. In particular, CM can be very useful in every day clinical practice, where questions related
to understanding and predicting of human physiological processes in health and disease have to be answered. Current
work is related to haematology when tumours and blood diseases (including leukaemia) are treated by an autologous
haematopoietic stem cells (HSCs) transplantation. The latter means that: first the HSCs are mobilized from their niche in
the bone marrow to the patient’s peripheral blood and extracted out of the body; then the HSCs are stored under special
conditions, while the patient is treated (by chemotherapy or total body irradiation) to eradicate his/her malignant cell
population; and finally the patient’s own HSCs are reinfused to his/her peripheral blood, from where they find the bone
marrow niche and resume the normal haematopoiesis (i.e. the production and regulation of all types of blood cells under
the action of specific proteins, known as cytokines and growth factors). This therapeutic procedure is possible because of
the two main properties of the HSCs, illustrated schematically in Fig. 1: (a) rapid migratory activity and ability to enter and
exit their niche in the bone marrow and (b) high self-renewal and differentiation capacity, responsible for the production
and regulation of the three blood cell types. Adequate computer models for the processes after transplantation would be
helpful for issues like: understanding better theHSCsmigration anddifferentiation processes; predicting the effect of various
treatment options for specific blood diseases; shortening the period in which the patient is missing their effective immune
system.
During the CM procedure, the starting model of the considered real (physical, biochemical, etc.) process is transformed
to a mathematical model adequate to the results of planned and/or performed experiments. Various factors are involved
in the mobilization and homing processes (see, e.g. [1–3]). It has been shown that the human HSCs migrate in vitro and
in vivo following the gradient of a chemotactic factor SDF-1 (stromal cell-derived factor-1) produced by stroma cells. This
fact is taken into account in the mathematical model for the chemotactic movement of HSCs towards their niche, proposed
E-mail address: gery@parallel.bas.bg.
URL: http://parallel.bas.bg/∼gery.
0898-1221/$ – see front matter© 2012 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2012.02.045
338 G. Bencheva / Computers and Mathematics with Applications 64 (2012) 337–349
Fig. 1. Main properties of haematopoietic stem cells.
in [4]. It consists of a nonlinear system of chemotaxis equations coupled with an ordinary differential equation (ODE) on
the boundary of the domain in the presence of nonhomogeneous boundary conditions. The unknowns of the system are the
concentrations of HSCs, of SDF-1, and of the stem cells bound to the stroma cells.
The next two steps in CM are first to apply an appropriate numerical method for discretization of the mathematical
model and then to develop (or to choose among already existing) efficient methods and algorithms for a solution of the
resulting large systems of algebraic equations and high-performance computer programs for their implementation. Our
attention is focused on the numerical solution of the model from [4]. Various classical numerical methods applied directly
to a general chemotaxis system and in particular to the HSCs migration model may lead to numerical instabilities and loss
of the positivity property of the solution. Such an example is shown in [5], where the model from [4] is implemented using
commercial software COMSOL Multiphysics [6]. A finite-volume method, based on a second-order positivity preserving
central-upwind scheme is proposed by Chertock and Kurganov in [7] for a class of chemotaxis and haptotaxis models with
homogeneous Neumann conditions. Other authors [8,9] have also developed special methods for taxis-diffusion-reaction
problems. All of them consider chemotaxis equations with zero-flux boundary conditions and therefore their methods are
not directly applicable in our case. The goal in the current work is to modify appropriately the approach of Chertock and
Kurganov for numerical solution of the HSCsmigrationmodel in [4]. This paper introduces a first glance of suchmodification
and outlines open questions for the approximation of the nonhomogeneous boundary conditions preserving the positivity
property.
The last stage of CM consists of numerical experiments, visualization and an analysis of the obtained results. The aim is
to verify the created computer model and to evaluate its reliability for the study of the original process. If an improvement
of the model is needed, then a part (or all) of the described steps are performed again. The numerical tests presented in the
paper illustrate the need of the development of new specialized schemes for more complex chemotaxis systems.
2. Mathematical model
For the sake of completeness, we present in the current section the investigated mathematical model, as it is proposed
in [4]. The following system of equations have to be solved to simulate the in vitro HSCs migration towards the gradient of
SDF-1, produced by stroma cells:
st = ∇ · (ε∇s− s∇χ(a)), in (0, T )×Ω, (1)
at = Da∆a− γ as, in (0, T )×Ω, (2)
bt = c1s− c2b, on (0, T )× Γ1, (3)
−(ε∂νs− sχ ′(a)∂νa) =

c1s− c2b, on (0, T )× Γ1,
0, on (0, T )× Γ2, (4)
Da∂νa =

β(t, b)c(x), on (0, T )× Γ1,
0, on (0, T )× Γ2, (5)
s(0, x) = s0(x), a(0, x) = a0(x) inΩ, and b(0, x) = b0(x) on Γ1. (6)
The computational domain Ω ∈ R2 of class C1 represents the Terasaki well, where the experiment in vitro has been
performed. Its boundary ∂Ω = Γ1 ∪ Γ2 consists of two parts, where Γ1 ∩ Γ2 = ∅ and Γ2 is a closed set. The stroma
cells are cultivated in the part Γ1 of the boundary and the stem cells are placed at the opposite part of the domain. The
time variable, the space variable and the outer unit normal to the boundary ∂Ω are denoted respectively by t , x = (x, y)
and ν. The unknowns of the model are the concentration s(t, x) ≥ 0 of the stem cells in the domain Ω , the concentration
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Fig. 2. Summary of notations used in (1)–(6) (left) and computational domain (right) with stroma cells at part Γ1 and HSCs at part of Γ2 opposite to Γ1 .
a(t, x) ≥ 0 of the chemoattractant (SDF-1), and the concentration b(t, x) ≥ 0 of the stem cells bound to the stroma cells
at the boundary part Γ1. A summary of the used notations and their meaning as well as an illustration of the computational
domain are given in Fig. 2. More details on the interpretation of the equations and the boundary conditions may be found
in [4]. We only mention here that: the concentration of the stroma cells is assumed to be fixed with respect to the time for
the investigations in [4]; the proportionality function β(t, b) for the production rate of the chemoattractant is a nonlinear
function that should yield positivity; and s0(x) is mostly considered to have its support near the zero-flux boundary Γ2.
Using the standard notations for Sobolev spaces (see, e.g., [10,11]), the following theorem is proved in [4]:
Theorem 1. Let the data of the model satisfy the assumptions
c ∈ H 12 (∂Ω), 0 ≤ c(x) ≤ c¯, x ∈ Γ1, c ≡ 0, x ∈ Γ2;
β ∈ C1(R,R× R), β(0, b0) = 0, 0 ≤ β(t, b) ≤ M, |βb(t, b)| ≤ Ms, |βt(t, b)| ≤ Mt;
χ ∈ χ ∈ C2(R) | 0 ≤ χ(a), 0 ≤ χ ′(a) ≤ Cχ , |χ ′′(a)| ≤ C ′χ , a ∈ R ;
s0 ∈ L∞+ (Ω), a0 ∈ L∞+ (Ω) ∩ H2(Ω), b0 ∈

b ∈ L∞+ (∂Ω) | b(x) = 0, x ∈ Γ2
 ∩ H 12 (Γ1).
(7)
Then there exists T > 0 and a unique weak solution (s, a, b) of the system (1)–(6). This solution is positive and has the additional
regularity properties a ∈ L2(0, T ;H2(Ω)) ∩ C([0, T ];H1(Ω)) ∩ L∞(0, T ; L∞(Ω)) and b ∈ C([0, T ]; L2(∂Ω)).
3. Numerical approximation
This section is devoted to the discretization of the system (1)–(6) using Finite VolumeMethod (FVM). The applied scheme
is proposed in [7] for a class of chemotaxis and haptotaxis models with homogeneous Neumann boundary conditions.
It is based on a second-order Godunov-type central-upwind scheme [12] for approximation of numerical fluxes, which
preserves the positivity of the solution. Our aim is tomodify the scheme from [7] for the case of non-homogeneous boundary
conditions. The first steps of such a modification are presented below and open issues are outlined.
3.1. Basic principles of finite volume method
The general idea of FVM is presented in a compact form in [11], more details may be found in [13,14]. To apply FVM, the
initial (system of) PDEs is written in a conservation form:
Ut + div F(U) = R(U), (8)
where the vector of the unknown functions is denoted by U, the tensor F(U) represents the flux function, which may also
depend on first derivatives ofU, andR(U) is the source term. The problem is completedwith appropriate initial and boundary
conditions. The computational domainΩ ∈ Rd (d = 1, 2, 3 in general case) is divided into control volumes (finite volumes,
grid cells) Ωi such that Ω¯ = ∪Mi=1 Ω¯i. An approximation to the integral of U over each of these volumes, known as cell-
averages Ui = 1|Ωi|

Ωi
U dΩ , is recorded. At each time step, Ui are updated using approximations to the flux through the
boundaries of the volumes. To obtain the semi-discrete system of ODEs in practice, the Eq. (8) is integrated over each control
volumeΩi. Using the divergence theorem, the integral of div F(U) onΩi is represented as a sum of integrals over the sides of
∂Ωi. Several issues have to be addressed to develop a particular finite volume scheme: concrete choice of control volumes;
representation of the unknown U in each control volume; numerical methods for evaluation of integrals and fluxes.
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Godunov-type schemes are projection evolution methods, consisting at each time step of three consecutive stages—
reconstruction, evolution and projection. First, a piecewise polynomial function U˜(tn, x), defined for all x, is reconstructed
from the piecewise constant data, computed at the previous time step, i.e. from the cell averages U¯ni . It can be discontinuous
only on the boundaries of the cells. The reconstruction is required to satisfy two basic properties—conservation of the
given cell averages and accuracy. Then, the equation is evolved exactly or approximately with this initial data to obtain
U˜(tn+1, x) a time ∆t later. Finally the solution is projected onto a space of piecewise constants, i.e. the new cell averages
U¯n+1i = 1|Ωi|

Ωi
U˜(tn+1, x) dΩ are obtained.
3.2. Initial system in conservation form
To apply the approach from [7] to the considered model, we first differentiate equation (2) with respect to x and y and
add two new equations for the variables p(t, x) := a(t, x)x and q(t, x) := a(t, x)y, with x = (x, y) ∈ Ω to the initial
chemotaxis system:
st +

s
∂χ
∂a
p

x
+

s
∂χ
∂a
q

y
= ∇ · (ε∇s),
at = Da∆a− γ as,
pt + (γ as)x = Da∆p,
qt + (γ as)y = Da∆q.
(9)
The needed initial and boundary conditions for p and q are obtained by differentiating on x and y the initial and boundary
conditions for a:
−(ε∂νs− sχ ′(a)∂νa) =

c1s− c2b, on (0, T )× Γ1,
0, on (0, T )× Γ2, (10)
Da∂νa =

β(t, b)c(x), on (0, T )× Γ1,
0, on (0, T )× Γ2, (11)
Da∂νp =

β(t, b)c(x)

x
, on (0, T )× Γ1,
0, on (0, T )× Γ2,
(12)
Da∂νq =

β(t, b)c(x)

y
, on (0, T )× Γ1,
0, on (0, T )× Γ2,
(13)
and s(0, x) = s0(x), a(0, x) = a0(x), p(0, x) = p0(x) ≡

a0(x)

x, q(0, x) = q0(x) ≡

a0(x)

y. The equation for the evolution
of b(t, x) and the related initial condition are not modified.
This system can be viewed as a system of advection diffusion reaction equations written in a conservation form
Ut + f(U)x + g(U)y = ∇ · (Λ∇U)+ R(U), (14)
where U = (s, a, p, q)T , f(U) = (s ∂χ
∂a p, 0, γ as, 0)
T , g(U) = (s ∂χ
∂a q, 0, 0, γ as)
T , Λ = diag(ε,Da,Da,Da), R(U) = (0,−γ as,
0, 0)T . All involved functions depend on t and x = (x, y). In addition this system can be written in the form (8) with a flux
represented as a sum of its convective and diffusive parts:
Ut + div F(U) = R(U), t ∈ (0, T ), x ∈ Ω,
∂νF = h(U, b, x, t), t ∈ (0, T ), x ∈ ∂Ω,
U(x, 0) = U0, x ∈ Ω,
bt = B(U, b), t ∈ (0, T ), x ∈ Γ1,
b(0, x) = b0(x), x ∈ Γ1,
b = 0, t ∈ (0, T ), x ∈ Γ2,
(15)
where F(U) = Fc(U) + Fd(U), Fc(U) = (f, g) and Fd(U) = −Λ∇U. The right-hand sides are U0 = (s0, a0, (a0)x, (a0)y)T ,
B = c1s− c2b and
h =

(c1s− c2b, β(t, b)c(x), (β(t, b)c(x))x, (β(t, b)c(x))y)T , on (0, T )× Γ1,
(0, 0, 0, 0)T , on (0, T )× Γ2. (16)
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Fig. 3. (a) Cell Cj,k and its boundary components. (b) Neighbouring cells.
The eigenvaluesλfi andλ
g
i of the Jacobians
∂f
∂U and
∂g
∂U respectively, are needed to compute the coefficients in the numerical
fluxes for the convective part of the system (14). Their values, with ω = γ asχ are as follows:
λf1(U) =
1
2

χp−

4ω + (χp)2

, λ
g
1(U) =
1
2

χq−

4ω + (χq)2

,
λf2(U) =
1
2

χp+

4ω + (χp)2

, λ
g
2(U) =
1
2

χq+

4ω + (χq)2

,
λf3,4(U) = 0, λg3,4(U) = 0. (17)
For γ > 0 (which is the case), we have ω ≥ 0 and the expressions under square roots in (17) are nonnegative, i.e. the
eigenvalues are real.
Remark 1. The numerical tests in [4], as well as the derivation of the scheme in [7] are made for the linear case of
chemotactic sensitivity function: χ(a) = χ a. According to the overview in [15], χ(a) may be found in the biological
literature in three more forms, namely
χ(a) = χ a
1+ c a , χ(a) =
χ a2
1+ c a2 , χ(a) = χ log(a+ c), (18)
with constants χ > 0 and c ≥ 1. For simplicity of notation in (17) and in the material below we replace the derivative ∂χ
∂a
with its value χ for the linear case, but the approach is applicable also for the nonlinear form of χ(a), where
∂χ
∂a
= χ
(1+ c a)2 ,
∂χ
∂a
= 2χ a
(1+ c a2)2 ,
∂χ
∂a
= χ
(a+ c) ln 10 . (19)
3.3. Semi-discrete scheme
Let Ω¯ = [0, A]×[0, B], A, B > 0 and∆x = ANx ,∆y = BNy . Assume also that the computational domain is divided into cells
Ω = ∪Cj,k, j = 1, . . . ,Nx, k = 1, . . . ,Ny, where Cj,k := [xj− 12 , xj+ 12 ] × [yk− 12 , yk+ 12 ], x 12 = 0, xNx+ 12 = A, xj+ 12 = xj− 12 +∆x,
y 1
2
= 0, yNy+ 12 = B, yk+ 12 = yk− 12 +∆y, and xj,k = (xj, yk). The sides of the boundary ∂Cj,k are denoted by Γ
E
j,k, Γ
W
j,k , Γ
N
j,k and
Γ Sj,k, (see Fig. 3a) and ∂Ω = Γ E ∪ Γ W ∪ Γ N ∪ Γ S .
Remark 2. The scheme in [7] is proposed for rectangularmeshes and tested on square domains. The numerical experiments
in [4] are performed for a rectangular domain. Therefore we consider in the current work as a first step the case of
rectangular domainΩ . The case of a non-rectangular but polygonal domain could be treated by a nine-point scheme FV9 (see
[14, pp. 35–36]) for quadrilateral meshes or by unstructured (admissible) meshes (see [14, Sections 3.1.2 and 4.1]). If and
how the approach could be extended to the case of a general domain and mesh is a subject of future investigations.
To obtain the semi-discrete scheme, the Eq. (14)written in the form (8) is integrated over each cell Cj,k, j = 1, . . . ,Nx, k =
1, . . . ,Ny:
Cj,k
Ut dxdy+

Cj,k
div (Fc + Fd) dxdy =

Cj,k
R dxdy. (20)
Dividing by |Cj,k| = ∆x∆y and applying the divergence theorem we get:
U¯j,k(t)

t +
1
∆x∆y

∂Cj,k
(Fc + Fd) · n dγ¯ = R¯j,k(t), (21)
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where U¯j,k(t) = 1∆x∆y

Cj,k
U(t, x, y) dxdy are the unknowns of the discrete system, the cell averages
R¯j,k(t) = 1∆x∆y

Cj,k
R(U(t, x, y)) dxdy ≈ R(U(t, xj, yk)) are computed using the midpoint rule and the outward unit vector
normal to the boundary of Cj,k is denoted by n. The cell averages U¯j,k(t) of the unknown functions are determined from a
system of ODEs obtained after approximation of the integrals Icj,k =

∂Cj,k
Fc · n dγ¯ and Idj,k =

∂Cj,k
Fd · n dγ¯ .
The piecewise linear reconstruction U˜ for U is obtained at each time step from U¯j,k(t) using: U˜(x, y) := U¯j,k+ (Ux)j,k(x−
xj) + (Uy)j,k(y − yk), (x, y) ∈ Cj,k. The approximations of Ux and Uy at each cell Cj,k are taken in such a way that U˜(x, y)
obtained at each time is conservative, nonoscillatory and positivity preserving.
The integrals Icj,k and I
d
j,k are represented as sums of integrals on Γ
E,W ,N,S
j,k :
Icj,k =

Γ Ej,k
Fc · nE dγ¯ +

ΓWj,k
Fc · nW dγ¯ +

Γ Nj,k
Fc · nN dγ¯ +

Γ Sj,k
Fc · nS dγ¯ , (22)
Idj,k =

Γ Ej,k
Fd · nE dγ¯ +

ΓWj,k
Fd · nW dγ¯ +

Γ Nj,k
Fd · nN dγ¯ +

Γ Sj,k
Fd · nS dγ¯ , (23)
where nE = (1, 0), nW = (−1, 0), nN = (0, 1), nS = (0,−1).
To determine the influence of the boundary conditions to the scheme, the cells are divided into two groups—one with
sides common with the boundary ofΩ (i.e. j = 1 or j = Nx or k = 1 or k = Ny, referred as boundary cells) and one without
(j = 2, . . . ,Nx−1, k = 2, . . . ,Ny−1, referred as interior cells). The equations for the interior cells are similar to the scheme
in [7]. Their derivation is presented below for completeness.
Interior cells. The integral of convective term for the interior cells, i.e. for j = 2, . . . ,Nx − 1, k = 2, . . . ,Ny − 1, is
Icj,k =
 y
k+ 12
y
k− 12
Fc,1(xj+ 12 , y)dy−
 y
k+ 12
y
k− 12
Fc,1(xj− 12 , y)dy+
 x
j+ 12
x
j− 12
Fc,2(x, yk+ 12 )dx−
 x
j+ 12
x
j− 12
Fc,2(x, yk− 12 )dx (24)
= ∆y(Hx
j+ 12 ,k
− Hx
j− 12 ,k
)+∆x(Hy
j,k+ 12
− Hy
j,k− 12
), (25)
where Hx
j+ 12 ,k
and Hy
j,k+ 12
are defined as
Hx
j+ 12 ,k
=
a+
j+ 12 ,k
f(UEj,k)− a−j+ 12 ,kf(U
W
j+1,k)
a+
j+ 12 ,k
− a−
j+ 12 ,k
+
a+
j+ 12 ,k
a−
j+ 12 ,k
a+
j+ 12 ,k
− a−
j+ 12 ,k

UWj+1,k − UEj,k

, (26)
Hy
j,k+ 12
=
b+
j,k+ 12
g(UNj,k)− b−j,k+ 12 g(U
S
j,k+1)
b+
j,k+ 12
− b−
j,k+ 12
+
b+
j,k+ 12
b−
j,k+ 12
b+
j,k+ 12
− b−
j,k+ 12

USj,k+1 − UNj,k

. (27)
Since all the eigenvalues of the Jacobians ∂f
∂U and
∂g
∂U are real, according to the definition in [7] the one-sided local speeds
a±
j+ 12 ,k
, b±
j,k+ 12
in x- and y-direction are
a+
j+ 12 ,k
= max(λf2(UEj,k), λf2(UWj+1,k), 0), a−j+ 12 ,k = min(λ
f
1(U
E
j,k), λ
f
1(U
W
j+1,k), 0),
b+
j,k+ 12
= max(λg2(UNj,k), λg2(USj,k+1), 0), b−j,k+ 12 = min(λ
g
1(U
N
j,k), λ
g
1(U
S
j,k+1), 0).
The values UE,W ,N,Sj,i are the point values of the piecewise linear reconstruction U˜ of U defined as
UEj,k := U˜(xj+ 12 − 0, yk) = U¯j,k +
∆x
2
(Ux)j,k,
UWj,k := U˜(xj− 12 + 0, yk) = U¯j,k −
∆x
2
(Ux)j,k,
UNj,k := U˜(xj, yk+ 12 − 0) = U¯j,k +
∆y
2
(Uy)j,k,
USj,k := U˜(xj, yk− 12 + 0) = U¯j,k −
∆y
2
(Uy)j,k.
Approximations of (Ux)j,k and (Uy)j,k at (j, k) are computed using a nonlinear limiter that would ensure a nonoscillatory
nature of the reconstruction U˜ and at the same time preserves its positivity. In [7] they are computed with
(Ux)j,k = minmod

Θ
U¯j,k − U¯j−1,k
∆x
,
U¯j+1,k − U¯j−1,k
2∆x
,Θ
U¯j+1,k − U¯j,k
∆x

,
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(Uy)j,k = minmod

Θ
U¯j,k − U¯j,k−1
∆y
,
U¯j,k+1 − U¯j,k−1
2∆y
,Θ
U¯j,k+1 − U¯j,k
∆y

, (28)
withΘ ∈ [1, 2] and minmod function, defined by
minmod(z1, z2, . . .) :=

min
j
{zj}, if zj > 0 ∀j,
max
j
{zj}, if zj < 0 ∀j,
0, otherwise.
The integral Idj,k for j = 2, . . . ,Nx − 1, k = 2, . . . ,Ny − 1 is computed in a similar way:
Idj,k =
 y
k+ 12
y
k− 12
Fd,1(xj+ 12 , y)dy−
 y
k+ 12
y
k− 12
Fd,1(xj− 12 , y)dy+
 x
j+ 12
x
j− 12
Fd,2(x, yk+ 12 )dx−
 x
j+ 12
x
j− 12
Fd,2(x, yk− 12 )dx (29)
= −∆y(Qx
j+ 12 ,k
− Qx
j− 12 ,k
)−∆x(Qy
j,k+ 12
− Qy
j,k− 12
), (30)
where
Qx
j+ 12 ,k
= Λ
∆x
(U¯j+1,k − U¯j,k), Qxj− 12 ,k =
Λ
∆x
(U¯j,k − U¯j−1,k), (31)
Qy
j,k+ 12
= Λ
∆y
(U¯j,k+1 − U¯j,k), Qyj,k− 12 =
Λ
∆y
(U¯j,k − U¯j,k−1). (32)
Taking (25) and (30) into account, the Eq. (21) for the case of interior cells becomes

U¯j,k

t = −
Hx
j+ 12 ,k
− Hx
j− 12 ,k
∆x
−
Hy
j,k+ 12
− Hy
j,k− 12
∆y
+
Qx
j+ 12 ,k
− Qx
j− 12 ,k
∆x
+
Qy
j,k+ 12
− Qy
j,k− 12
∆y
+ R¯j,k. (33)
Boundary cells. To compute the integrals Icj,k + Idj,k for the boundary cells, i.e. on Γ W1,k, Γ ENx,k, Γ Sj,1 and Γ Nj,Ny we introduce
the following notations. Let us denote with hE , hW , hN and hS the restrictions of h on Γ E , Γ W , Γ N and Γ S . Then from the
boundary conditions for Γ lj,k ∈ Γ l, where l ∈ {E,W ,N, S}we have

Γ lj,k
(Fc+Fd) ·nl dγ¯ =

Γ lj,k
hl dγ¯ . Following the notation
for U¯j,k and R¯j,k we define
h¯lj,k =
1
|Γ lj,k|

Γ lj,k
hl dγ¯ . (34)
Using that Γ W1,k ∈ Γ W , Γ ENx,k ∈ Γ E , Γ Sj,1 ∈ Γ S and Γ Nj,Ny ∈ Γ N , we obtain
ΓW1,k
(Fc + Fd) · nW dγ¯ =

ΓW1,k
hW dy = ∆yh¯W1,k, (35)
Γ ENx,k
(Fc + Fd) · nE dγ¯ =

Γ ENx,k
hE dy = ∆yh¯ENx,k, (36)
Γ Sj,1
(Fc + Fd) · nS dγ¯ =

Γ Sj,1
hS dx = ∆xh¯Sj,1, (37)
Γ Nj,Ny
(Fc + Fd) · nN dγ¯ =

Γ Nj,Ny
hN dx = ∆xh¯Nj,Ny . (38)
These relations are then replaced in
1
∆x∆y
(Icj,k + Idj,k) =
1
∆x∆y

l=E,W ,N,S

Γ lj,k
(Fc + Fd) · nl dγ¯ (39)
for appropriate values of j, k and l. For example, for j = 1 we have
1
∆x∆y
(Ic1,k + Id1,k) =
1
∆x∆y

l=E,W ,N,S

Γ l1,k
(Fc + Fd) · nl dγ¯
= 1
∆x∆y

∆yh¯W1,k +

l=E,N,S

Γ l1,k
(Fc + Fd) · nl dγ¯

= 1
∆x

Hx
1+ 12 ,k
− Qx
1+ 12 ,k
+ h¯W1,k

+ 1
∆y

Hy
1,k+ 12
− Hy
1,k− 12
− Qy
1,k+ 12
+ Qy
1,k− 12

.
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The integrals (IcNx,k + IdNx,k), (Icj,1 + Idj,1) and (Icj,Ny + Idj,Ny) are computed in a similar way. The equations for the boundary
cells are

U¯1,k

t =
Qx3
2 ,k
− Hx3
2 ,k
− h¯W1,k
∆x
−
Hy
1,k+ 12
− Hy
1,k− 12
∆y
+
Qy
1,k+ 12
− Qy
1,k− 12
∆y
+ R¯1,k, (40)

U¯Nx,k

t =
Hx
Nx− 12 ,k
− Qx
Nx− 12 ,k
− h¯ENx,k
∆x
−
Hy
Nx,k+ 12
− Hy
Nx,k− 12
∆y
+
Qy
Nx,k+ 12
− Qy
Nx,k− 12
∆y
+ R¯j,k, (41)

U¯j,1

t = −
Hx
j+ 12 ,1
− Hx
j− 12 ,1
∆x
+
Qy
j, 32
− Hy
j, 32
− h¯Sj,1
∆y
+
Qx
j+ 12 ,1
− Qx
j− 12 ,1
∆x
+ R¯j,k, (42)

U¯j,Ny

t = −
Hx
j+ 12 ,Ny
− Hx
j− 12 ,Ny
∆x
+
Hy
j,Ny− 12
− Qy
j,Ny− 12
− h¯Nj,Ny
∆y
+
Qx
j+ 12 ,Ny
− Qx
j− 12 ,Ny
∆x
+ R¯j,k. (43)
Let us note that these equations can be also obtained from (33) using the relations:
h¯ENx,k = −(QxNx+ 12 ,k − H
x
Nx+ 12 ,k
), h¯W1,k = (Qx1
2 ,k
− Hx1
2 ,k
),
h¯Nj,Ny = −(Qyj,Ny+ 12 − H
y
j,Ny+ 12
), h¯Sj,1 = (Qyj, 12 − H
y
j, 12
).
The system of ODEs that should be solved to compute U¯ consist of Eqs. (33) and (40)–(43), where the numerical fluxes
are definedwith (26), (27), (31) and (32) and 1
∆x (Q
x
j+ 12 ,k
−Qx
j− 12 ,k
) = Λ
(∆x)2
(U¯j+1,k−2U¯j,k+ U¯j−1,k) and 1∆y (Qyj,k+ 12 −Q
y
j,k− 12
) =
Λ
(∆y)2
(U¯j,k+1 − 2U¯j,k + U¯j,k−1).
The nonhomogeneous boundary conditions influence the discrete system in two ways. The first one is when the cell Cj,k
has a boundary on ∂Ω – then the related Eqs. (40)–(42) or (43) is changed with the related term h¯. If h does not depend on
U, then h¯ can be computed from (34) using the midpoint rule. If h depends on U, as it is in the considered initial model, then
an approximation of h¯ has to be constructed in an appropriate way to ensure the positivity of the solution. One possible
approach could be to use the computed solution for b(t, x) and another one could be to define an approximation of U on
the boundary and to use it for the computation of h¯. The second way in which the nonhomogeneous boundary conditions
influence the discrete system is when a neighbouring cell of Cj,k (see Fig. 3b), say Cj,k+1 has a boundary on ∂Ω – then in the
evaluation of (28) for Cj,k+1 will appear a term (e.g. U¯j,k+2) which will be out of the domain, i.e. that has to be computed
in a non-existing cell Cj,k+2. This term has to be expressed using h¯ and H flux. Due to the nonlinearity of the limiter and of
the problem as a whole, the evaluation of the exact expression for this term is still a challenge to be computed even with
software for symbolic computations like Mathematica. Its influence on the CFL condition and on the positivity property are
also open problems.
3.4. Time integration
The semi-discrete system have to be numerically solved by a sufficiently accurate and stable ODE solver. Due to the ODE
on part of the boundary the solution is divided into two steps—solve the ODE system for b on the boundary (its discretization
is aligned with the cells Cj,k with sides on Γ1) and use the solution to compute the boundary condition for the semi-discrete
system for U¯. Then solve the semi-discrete system and using the solution determine the right-hand side for the evolution
of b(t, x) for the next time step. Choosing an implicit ODE solver, although unconditionally stable, may affect the positivity
property of the solution, which is very important when real biomedical problems are considered. An analysis of the stability
and the positivity for the explicit Euler scheme and for the first order IMEX method is performed in [7]. The derived there
CFL-conditions might be restricted depending on the approximation of h¯ for the considered HSCs migration model.
4. Simulation results
To illustrate the importance of the specially designed methods for chemotaxis equations we present below results from
simulations performed with a classical numerical method based on a linear finite element approximation of the initial
boundary value problem and an implicit scheme for time integration. At the beginning of the section we present the values
of the model parameters used in the simulation. Then we discuss briefly how the model is implemented in the commercial
package COMSOL Multiphysics [6]. The last subsection is devoted to the obtained results and their analysis.
4.1. Example problem
We use the test data from [4], where rectangular domain Ω = (0, 1.5) × (0, 1) is considered. The stroma cells are
concentrated on the right boundary Γ1 = {x1 = 1.5}, where c(x2) = 0.01(1 + 0.2 sin(5πx2)). The function β(t, b) in the
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production rate of the chemoattractant is chosen as
β(t, b) = V (t)β∗(b) with β∗(b) = 0.005
0.005+ b2 and V (t) =

4t2(3− 4t) for t ≤ 0.5
1 for t > 0.5

. (44)
Numerical tests presented in the current paper are performed with χ(a) = log(a + 1) (i.e. the last type in (18) with
χ = c = 1), while in [4] it is χ(a) = 10a. Detailed comparative analysis of the solution behaviour with the four types of the
sensitivity function will be a subject of future investigations with a non-oscillatory and positivity preserving solver.
The rest of the parameters are taken as follows:
ε = 0.0015, Da = 2, γ = 0.1, c1 = 0.3, c2 = 0.5.
The initial conditions are a0 = 0, b0 = 0 and
s0(x1, x2) =

(1+ cos(5π(x1 − 0.4))) sin(πx2), 0.2 ≤ x1 ≤ 0.6,
0, otherwise.
4.2. Implementation
The model is implemented in the commercial package COMSOL Multiphysics [6]. The Partial Differential Equation (PDE)
mode is used, where the chemotaxis system is represented by a system of two PDEs with the feature of COMSOL to add
an ODE on part of the boundary for the third unknown of the model. The backward differentiation formula (BDF) or the
generalized α (GA) method can be used for the time integration. The system is solved with the default values for the time
dependent solver of COMSOL, with an automatic choice of the nonlinear solver. COMSOL provides a set of three direct and
five iterative solvers for the linearized system. For each of the iterative solvers there is a choice among six preconditioners
depending on the properties of the problem.
Results from our first experience with COMSOL Multiphysics are published in [5]. They were obtained with version 3.5a
of the package on a PC with Intel(R) Core(TM) 2 Duo CPU E8500 @ 3.16 GHz with 2 GB RAM. The BDF method was used
for the time integration. The solution was compared for two sizes of the triangular mesh with 1723 and 6643 degrees of
freedom (dof) respectively; two solvers—direct PARDISO and iterative GMRES with ILU preconditioner; and two choices of
the chemotactic sensitivity function χ = 10a and χ = log(a). There were oscillations and negative values of the solution
in all of them for small time intervals (0, T ). None of the tested methods at that time converged for a larger number of dof.
4.3. Results
In the current paper we present results with version 4.2 of COMSOL Multiphysics on a PC with Intel(R) Core(TM)
i5-2410M CPU @ 2.3 GHz with 6 GB RAM. The same (as in [5]) direct and iterative solvers are used for simulations but now
for both BDF and GA time integration methods and for finer meshes of three types. The investigated solvers are denoted by
GAD, i.e. generalized αmethodwith direct PARDISO solver; GAI, i.e. generalized αmethodwith iterative GMRES solver with
ILU preconditioner; and similarly for the BDF method—BDFD with the same direct and BDFI with the same iterative solver.
The considered meshes are denoted as follows:M1 is a triangular mesh obtained using the advancing front method;M2 is
a triangular mesh generated using the Delaunay method andM3 is a quadrilateral mesh. Let us note that the mesh used for
computations in [5] is of typeM1. For eachmesh a set of five predefined in COMSOL sizes is used: normal (denoted by n after
the type of the mesh, i.e.M1n,M2n orM3n), fine (f ), finer (fr), extra fine (ef ) and extremely fine (eef ). The mesh types are
illustrated in Fig. 4 with plots for their ‘‘normal’’ sizes. The notations and the corresponding number of elements (nel) and
the degrees of freedom (dof) for each mesh size are given in the first three columns of Table 1. The analysis of the solution
is made with respect to both the execution time and the behaviour of the oscillations and the negative values. In all cases
the simulation is performed for the interval [0, T ]with T = 100.
Execution times in seconds for the direct solver GAD and time plus number of iterations for the iterative one GAI are
presented in Table 1 for the investigated types and sizes of the meshes. The number of iterations for the segregated solver
of GAI are taken from the convergence plots, provided by the COMSOL interface during the simulation. It remains almost
constant with the change of mesh size, which is similar to the behaviour of the optimal preconditioners. The direct GAD
is the fastest in all cases. The execution time for M3 is the smallest one compared to the other meshes due to the smaller
number of dofs. The observations with respect to BDFD and BDFI are the following: (a) the increasing oscillations lead to
divergence of BDFD and BDFI for all M1 sizes and for the finest of M2 and M3 meshes; (b) in the rest of the cases BDFD and
BDFI converged for a longer time and higher number of iterations for BDFI; (c) the oscillations and the negative values in the
solution (when converged) appear earlier and disappear later than in GA.
To investigate the behaviour of the oscillations and negative values we use the plots at certain time steps defined by the
solver. Some of them are presented in Figs. 5 and 6 for extra fine meshes of the three types. In Fig. 5 the solution with GAD is
presented for T = 6.3 and T = 100. For small T there are oscillations in the solution which dissapear with larger time. This
is the general behaviour for all meshes and solvers except the cases when BDF diverges. For a given T < 100 the oscillations
differ with the mesh, which is illustrated in Fig. 6 for GAI method and T = 6.3. It is also seen that although there are no
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Fig. 4. Mesh types.
Table 1
Execution time in seconds for direct and iterative solvers.
Mesh Nel Dof GAD GAI
Time Time Iter
M1n 392 1 691 3 4 28
M1f 628 2 669 4 4 28
M1fr 1 256 5 243 4 6 28
M1ef 4 268 17 479 11 21 30
M1eef 16 976 68 709 20 118 30
M2n 620 2 603 3 4 28
M2f 1 008 4 189 4 5 28
M2fr 2 112 8 667 5 9 30
M2ef 7 160 29 047 9 34 30
M2eef 28 780 115 925 30 223 30
M3n 154 1 355 3 4 28
M3f 261 2 245 4 5 28
M3fr 518 4 363 4 6 28
M3ef 1 777 14 623 7 18 30
M3eef 7 225 58 605 19 113 30
negative values for b(6.3, x), and there are no oscillations for M3ef, the solution s(6.3, x) has negative values for all meshes.
Comparing Figs. 5 and 6 for the case of M1ef, it is seen that one and the same solution is obtained with GAD and GAI.
At time T = 100 the obtained solution looks in the same way for the tested meshes and solvers (when convergent)
and it has values in the intervals (according to the bars in the plots) s(100, x) ∈ [0.0142, 0.2835] and b(100, x) ∈
[8.887 × 10−3, 9.061 × 10−3]. In contrast to the results in [4] this solution does not match the pattern given by the
chemoattractant in terms of c(x). A possible reason for this fact is the influence of the oscillations and the negative values
that appear at earlier time steps. The latter are easier investigated for the population of the bound stem cells b(t, x). In
Table 2 are presented values of T at which oscillations and negative values are seen for the first Ts and the last Te time in the
population of the bound stem cells in all the testedmeshes. The caseswhen no oscillations or negative values are observed in
all the generated plots of b(t, x) for a given mesh size and solver are denoted by ‘‘no’’ in the corresponding line and column
of Table 2. The collected data shows that there is no significant difference between intervals obtained by GAD and GAI for a
given mesh size.
The general conclusion from the presented results is that the mesh M3 in a combination with GA method lead to
smaller oscillations and fewer negative values than other meshes, but they appear in the solution which is unacceptable
for the considered problem. The reason for this effect is that the used discretization and solution methods and/or software
parameters lead to numerical instabilities and loss of the positivity property of the solution.
5. Discussion and concluding remarks
The numerical tests in [4] are performed with a finite element tool Gascoigne (www.gascoigne.de) for solving partial
differential equations, developed in the Numerical Methods group of Prof. Dr. Rolf Rannacher, University of Heidelberg.
Their solution method for parabolic equations is based on the Rothe method with the explicit Euler scheme with constant
time steps. The limited access to Gascoigne (by the time of writing this manuscript, the request of the author for access
was rejected) does not allow us to compare in more detail the properties of the solvers implemented in it with those from
COMSOL Multiphysics.
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Fig. 5. Solution with GAD for ‘‘extra fine’’ triangular mesh M1ef.
Table 2
Time intervals with oscillations and negative values of solution for b(t, x).
Mesh GAD GAI
Osc. Neg. v. Osc. Neg. v.
Ts Te Ts Te Ts Te Ts Te
M1n 0.1 52.7 0.1 1.5 0.1 62.7 0.1 3.1
M1f 0.1 52.7 0.3 1.5 0.1 52.7 0.3 3.1
M1fr 0.1 52.7 0.1 3.1 0.1 42.7 0.1 3.1
M1ef 0.3 22.7 No No 0.3 22.7 No No
M1eef 0.3 12.7 No No 0.3 12.7 No No
M2n 0.1 72.7 0.1 3.1 0.1 72.7 0.1 3.1
M2f 0.1 72.7 0.1 3.1 0.1 72.7 0.1 3.1
M2fr 0.1 52.7 0.1 1.5 0.1 52.7 0.1 3.1
M2ef 0.3 22.7 No No 0.3 22.7 No No
M2eef 0.3 12.7 3.1 3.1 0.3 12.7 3.1 6.3
M3n 0.1 12.7 0.1 6.3 0.1 12.7 0.1 6.3
M3f 0.1 12.7 0.1 3.1 0.1 12.7 0.1 3.1
M3fr 0.1 3.1 0.1 1.5 0.1 3.1 0.1 1.5
M3ef 0.1 3.1 0.1 0.1 0.1 1.5 0.1 0.3
M3eef No No No No No No No No
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Fig. 6. Solution with GAI for ‘‘extra fine’’ meshes M1ef, M2ef and M3ef, T = 6.3.
The simulation results in the current paper are aimed to illustrate the need of the development of specialized numerical
schemes that preserve the positivity of the solution of a realistic chemotaxis model with non-linear boundary conditions.
First steps of the development of such scheme are presented in Section 3 and open issues are outlined. The simulation results
extend the ones published in [4,5] by comparison of two solver routines for three types of triangulations. The execution
time and the behaviour of the solution are investigated for five consecutive refinements of the meshes. The observed with
COMSOL oscillations and negative values of the unknowns for smaller times, are possibly due to numerical instabilities of
the usedmethods. The Rothemethod with the explicit Euler scheme, which (as it seems from the results in [4]) avoids them
is not included in the COMSOL solution methods. COMSOL Multiphysics provides a set of stabilization techniques to restore
the numerical stability, but the task to achieve this is not easier than to analyse the influence of the boundary condition in
the presented above FVM scheme.
Nonoscillatory and positivity preserving numerical scheme and software are needed to answer questions like ‘‘What are
the ranges for parameters where themodel works or fails?’’, ‘‘how does the velocity of HSCs depend on different parameters
of the model?’’, ‘‘how does the type of χ influence the solution?’’. The ongoing work on the topic include evaluation of the
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expressions depending on the boundary conditions in the flux limiters, studying possible changes of the limiter to simplify
the analysis, preserving the positivity, development of own software implementing the presented in this paper (first stages
of) FVM scheme.
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