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Abstract 
This project attempts to enlighten the question regarding consciousness in artificial 
intelligence (AI), according to two philosophers, namely John Rogers Searle and David John 
Chalmers. For the task of obtaining consciousness this project has focused on the 
connectionist multilayered artificial neural networks. The basic functionality and some 
learning algorithms will be explained in this project. 
The philosophers have two somewhat different points, where Chalmers is skeptical towards a 
premis from one of Searles arguments saying that a programme is insufficient for 
consciousness. The argument stems from Searles thought­experiment ‘the chinese room’. 
Chalmers then continues with connectionism and explains that it has two levels, one 
following syntax, and one higher semantic level which emerges from the syntactic level.  
The conclusion of the project is that we cannot give a final definition on consciousness, and 
that whatever it may be, it will most likely be obtainable by the connectionist models. 
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1. Indledning 
 
Inden for kunstig intelligens (KI) beskæftiger man sig for det meste med at få maskiner til at 
løse konkrete opgaver og til dels at efterligne menneskelige kognitive egenskaber. En af de 
egenskaber der er udfordrende at implementere, hos en kunstig intelligens, er den 
menneskelige bevidsthed, hvilken bliver uddybet senere i rapporten. Det skal ikke forvirres 
med selvbevidsthed som handler om at erkende sig selv og se sig selv i relation til 
omverdenen. 
I forsøgene på at udvikle kunstig intelligens er der forskellige paradigmer, indenfor 
hvilke man har forskellige opfattelser af hvordan man skaber kunstige intelligenser. 
Det mest populære af disse paradigmer er det konnektionistiske paradigme, der har 
fået meget inspiration fra det biologiske neurale netværk (hjernen). Hjernens opbygning 
bliver brugt som model for det kunstige neurale netværk.. Til optimering af neurale netværk 
bruges træningsalgoritmer som ‘Backpropagation’ og ‘Genetic Algorithms’. 
Denne meget ambitiøse forskning har vakt opsigt hos nogle filosoffer, herunder den 
amerikanske filosof John R. Searle, som er mest populære i denne sammenhæng. Searle 
indførte i 1980 begreberne svag og stærk KI, og er dermed også den første til at påstå at den 
stærke ikke kan skabes med moderne computere. 
Hovedargumentet i Searles tekst er at formel symbolmanipulation ikke er tilstrækkelig 
til at en kunstig intelligens kan have en bevidst forståelse [1]. John R. Searle er en af de 
største modstandere af idéen om stærk KI med moderne computere. 
Den australske filosof David J. Chalmers er et af dem som kritiserer Searles argument 
og mener at den ikke er endegyldigt. Chalmers argument baserer sig på den menneskelige 
hjerne, og han mener at hjernen også laver symbolmanipulation på det laveste niveau 
bestående af neuroner og at bevidstheden er et fænomen på et højerestående niveau. [10].   
 
Da opgaven er teoretisk og litteraturbaseret, er problemformuleringen afgrænset, ved at tage 
udgangspunkt i et af de dominerende paradigmer der anvendes inden for forskningen om 
kunstig intelligens, nemlig det konnektionistiske paradigme. 
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1.1 Problemformulering 
Hvordan kan der inden for det konnektionistiske paradigme argumenteres for og imod, hvad 
der kan give anledning til bevidst forståelse (bevidsthed) i kunstig intelligens? 
1.2 Afgrænsning 
Rapportens fokus ligger ved diskussionen om tilstedeværelse af bevidsthed i 
konnektionistiske neurale netværk. Der vil blive redegjort for hvordan netværkene fungerer 
og hvad idéen bag dem er. Vi vil i rapporten kun beskæftige os med flerlagede ‘feedforward’ 
neurale netværk og diskutere dem i forhold til en filosofisk vinkel på emnet. John Rogers 
Searles argument om symbolmanipulation, og herunder hans aksiomer, bliver inddraget og 
diskuteret i forhold til de konnektionistiske neurale netværk. David John Chalmers’ artikel 
"Subsymbolic computation and the Chinese room.", der diskuterer Searles aksiomer, er derfor 
også en væsentlig addition til rapportens diskussion. Denne pointe skal hjælpe til at besvare 
hvad der inden for det konnektionistiske paradigme kan give anledning til bevidsthed i 
kunstig intelligens. 
  
Det skal understreges, at der vil blive diskuteret bevidsthed, som nogle gange refereres til 
som bevidst forståelse, og altså ikke om intelligens eller selvbevidsthed. 
  
David John Chalmers navngav ‘The hard problem of consciousness’, hvilket der i denne 
rapport ikke vil blive diskuteret nærmere, da det omhandler ​hvorfor​ der kan være tale om 
bevidsthed, ikke ​om​ der kan være tale om bevidsthed. Og heller ikke specifikt kun i kunstige 
intelligenser [14]. Problemet bliver beskrevet i forhold til det biologiske, det vil sige i forhold 
til menneskets bevidsthed. Derfor bliver problemet ikke diskuteret i forhold til KI. 
1.3 Ordforklaringer 
Begrebet ”Symbol” defineres som et objekt/tegn eller et koncept, der repræsenterer eller står 
for en anden idé, et visuelt billede. Det kan være et tal, et bogstav, et ord osv. 
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Syntaks anvendes som begreb for at der på baggrund af formelle regler bliver manipuleret 
med symboler. Så syntaks refererer til symbolmanipulation.  
 
Semantik anvendes som begreb for at symbolerne er tildelt en mening og har en betydning, 
og dermed at der opnås en forståelse for dem. Så semantik refererer til forståelse. 
1.4 Semesterbinding 
Projektet dækker over semesterbinding ved at det omhandler de konnektionistiske neurale 
netværk der kendes fra datalogi, hvor vi diskutere og ser på deres evner i forhold til de 
filosofiske overvejelser og diskussioner omkring bevidstheden i netværkene og egentlig 
kunstige intelligenser generelt​. 
2. Kunstig intelligens 
Kunstig intelligens er en gren inden for computer videnskab, der beskæftiger sig med 
simulering af intelligent adfærd hos computere. Intelligent adfærd kan udtrykkes på mange 
måder, men det ses typisk i forbindelse med konkrete og repetitive opgaver, såsom 
mønstergenkendelse eller konstruktion af køretøjer. KI (kunstig intelligens) bruges også til 
‘datamining’, når store mængder data skal indekseres.  
Inden for filosofien skelnes der mellem to typer kunstig intelligens, kaldet svag og stærk KI. 
Det følgende afsnit er baseret på kapitlet ​Philosophical Foundations ​i ​bogen ​Artificial 
Intelligence: A Modern Approach. ​afsnittet indeholder en forklaring af svag og stærk KI.  
Vi vil her kigge på den filosofiske opdeling af kunstig intelligens som den svage og 
den stærke kunstige intelligens starter vi med at kigge på betydningen af simulering, da man 
med svag og stærk KI kan forstå dem som hhv. funktionel og strukturel simulering.  
 
2.1 Svag KI 
Den svage KI, også kaldet anvendt KI, kendetegnes ved at en maskine eller et program 
forsøger at løse konkrete opgaver. Det kunne for eksempel være at spille skak mod et 
menneske. Alle de typer kunstige intelligenser vi har udviklet indtil videre er alle 
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kategoriseret som svage. Den er altså i højeste grad anvendelig og en håndgribelig størrelse vi 
ser hver dag i den moderne vestlige verden. Svag KI kan sammenlignes med funktionel 
simulering. [9]. 
2.2 Stærk KI 
Den stærke KI, som hypotetisk maskine, er derimod ikke bare i stand til at efterligne 
menneskelig intelligens på samme niveau som den svage intelligens, men den har en bevidst 
forståelse. Det skal understreges, at det er et fænomen der primært diskuteres i filosofien. 
Denne form for KI er en strukturel simulering, hvor man forsøger at efterligne virkeligheden i 
forhold til opbygning og struktur. Denne simulering er oftest sværere at opnå end den 
funktionelle. 
  
Der er udfordringer ved at diagnosticere et program som værende stærk KI. Der findes på 
nuværende tidspunkt ikke en sigende, veldefineret metode til at efterprøve om der er tale om 
en stærk KI og der vil muligvis aldrig findes én. Et forsøg på at opstille et kriterium, som et 
program skal kunne opfylde for at kunne kaldes stærk KI, er Turing­testen. Turing­testen er 
en metode hvorpå man kan teste om en computer er i stand til at tænke som et menneske. Der 
er tre elementer i turing­testen: To mennesker og en computer. Det ene af menneskerne skal 
stille spørgsmål til både det andet menneske og til computeren. Efter et aftalt stykke tid, skal 
spørgsmålsgiveren afgøre, hvem der er mennesket og hvem der er computeren. Dette 
gentages mange gange. Computeren består testen, hvis spørgsmålsgiveren gætter rigtigt 50% 
af gangene eller derunder, og computeren tilskrives dermed at have kunstig intelligens [12]. 
Denne test er blevet kritiseret, fordi kriterierne stadig ikke er veldefinerede nok til, at man 
endegyldigt kan kalde programmet for at være bevidst forstående. 
  
Forskellen på svag og stærk KI i testen er med andre ord blot, om den svage KI er i stand til 
at udvise alle tegn på intelligens, og besvare alle spørgsmål/opgaver der viser tegn på 
intelligens. Den er per definition ikke i stand til have bevidst forståelse, hvorimod den stærke 
KI er. Ligeledes argumenteres der simpelt for, at det er problematisk at få en maskine til at 
have en bevidst forståelse, da maskinen ikke kan blive klogere end det vi har udviklet den til. 
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Den amerikanske filosof John R. Searle fremfører hertil det argument, at han mener at 
forskellen på computersimuleret intelligens og menneskelig intelligens er, at computeren 
mangler kausale egenskaber og den fysiske opbygning, som menneskehjernen besidder. Dette 
betragtes som en forudsætning for, at opnå bevidsthedsmæssige tilstande. Searle siger også, 
at man ikke ville kunne opnå en bevidst forståelse, når man blot forsøger at simulere den. 
Lige såvel som når der simuleres en brand, opnås der heller ikke varme og evnen til at 
brænde et nabolag ned. Opfattelsen af de input programmet modtager og manipulationen af 
symboler, uden at have nogen forståelse af disse, er ikke nok til at vise tegn på bevidst 
forståelse eller intentionalitet. På baggrund af dette introducerer han sit tankeeksperiment, 
kaldet det kinesiske rum. 
2.3 Det kinesiske rum og Schanks program 
Det kinesiske rum er et tankeeksperiment, fremsat af den amerikanske filosof John R. Searle. 
Med dette eksperiment forsøger Searle at demonstrere, hvorfor en maskine der udelukkende 
benytter sig af symbolmanipulation, ikke kan være intelligent, på trods af at den fremstår 
intelligent udefra [1]. 
  
Tankeeksperimentet er baseret på Roger Schanks program. Schanks program fungerer ved at 
programmet får fortalt en historie i form af input. Programmet bliver derefter stillet et 
spørgsmål om historien, der ikke er blevet forklaret eksplicit i teksten. Det er programmets 
opgave at give sit bedste bud på et svar, ud fra sin forståelse af sit input (historien). Et 
eksempel på en historie som programmet kunne få stillet spørgsmål om er: “En mand går ind 
på en restaurant og bestiller en burger. Han er tilfreds med burgeren og idet han forlader 
restauranten, efterlader han tjeneren en klækkelig sum drikkepenge”. Spørgsmålet kunne 
lyde: “Spiste manden burgeren?” [1] 
  
Searle mener ikke, at der i dette program er tale om forståelse og opstiller det kinesiske rum 
som forklaring på, hvordan Schanks program, i virkeligheden fungerer. Beskrivelsen af det 
kinesiske rum lyder som følger: 
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En person sidder inde i et rum og modtager tre sendinger breve. Formålet med disse 
sendinger er at personen i det kinesiske rum skal være i stand til at skrive kinesisk, så 
overbevisende at en kineser ikke ville kunne se forskel på en tekst skrevet af en person med 
kinesisk som modersmål og personen i det kinesiske rum. 
Den første sending består af en stor mængde kinesiske skriverier. Personen kan ikke et ord 
kinesisk, og ved intet om kinesiske skrifttegn. Den anden sending indeholder et sæt regler der 
beskriver sprogets grammatiske regler. Reglerne er skrevet på et sprog, personen i rummet 
forstår. Dette gør personen i stand til at identificerer symbolerne og skrive dem. 
Den tredje sending består af spørgsmål formuleret på kinesisk, hvilket personen i rummet nu 
kan svare på, eftersom han har fået den første og den anden sending. De svar som personen i 
rummet skriver tilbage, er svar på spørgsmålene og han træner nu sin evne til at manipulere 
de kinesiske symboler vha. af de tre givne sendinger. Der sendes nu svar frem og tilbage 
mellem rummet og menneskene uden for rummet. Efter en periode vil personen i rummet 
være så god til at svare på spørgsmålene at, et menneske med kinesisk som modersmål ikke 
ville kunne gennemskue at svarene var skrevet af en der ikke forstår kinesisk. [1] 
  
Senere skrev Searle artiklen ​"Is the brain’s mind a computer program" [11], som modsvar på 
den kritik, der var blevet rejst i forbindelse med formuleringen af det kinesiske rum. 
Tankeeksperimentet er efterfølgende blevet reduceret til fire aksiomer, der søger at forklare 
de grundlæggende principper på tankeeksperimentet. Aksiomerne lyder som følger [11]: 
  
Axiom 1: Computer programs are formal (syntactic). 
Axiom 2: Human minds have mental contents (semantics). 
Axiom 3: Syntax by itself is neither constitutive of nor sufficient for semantics. 
Axiom 4: Brains cause minds. 
  
Aksiomerne siger, at computerprogrammer er defineret ved en formel, syntaktisk struktur og 
de følger et sæt regler fremsat af programmørerne. Den menneskelige bevidsthed har mentalt 
indhold (semantik) og den kan altså arbejde med forståelse, og kan lægge dybere meninger til 
symboler. På denne måde definerer han kriterier for stærk KI, og giver et bud på hvad der 
forårsager bevidsthed. 
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De opstillede axiomer om det kinesiske rum bidrager således til belysningen af opgavens 
problemformulering med følgende konklusion – formuleret med Searles egne ord: 
  
Conclusion: Programs are neither constitutive of nor sufficient for minds. 
  
Konklusionen fremgår af Searle’s artikel ​"Is the brain’s mind a computer program."[11]. 
  
Konklusionen er baseret på de første 3 aksiomer og kan oversættes til at programmer hverken 
er konstitutive for eller tilstrækkelige til bevidsthed, hvilket er en anden måde hvorpå man 
kan skrive, at stærk KI ikke kan eksisterer i programmer. Searle forsøger ikke at vise, at 
computere ikke kan tænke. Searle mener at tankeeksperimentet viser, at mennesket i det 
kinesiske rum ikke har en forståelse for hvad han skriver, da der ikke er intentionalitet bag 
behandlingen af input. Dermed forstår programmet heller ikke de historier den besvarer 
spørgsmål om. Tankeeksperimentets pointe er, at en menneskeskabt intelligens ikke foretager 
sig andet end at følge de regler der er blevet opstillet af mennesker. Det er op til mennesket at 
fremstille opgaverne på en håndgribelig måde for computeren og det er de samme mennesker, 
der er i stand til at forstå hvordan computerens svar skal fortolkes, og dermed ikke 
computeren selv der danner sig en bevidst forståelse, men bare et godt samarbejde mellem 
programmørerne og maskinen. 
  
Searle konkluderer altså, at programmet ikke er i stand til at udvise nogen form for kognitive 
egenskaber og at programmet ikke er et eksempel på en stærk kunstig intelligens. Searle 
siger, at man ikke kan have et program der forstår, før det besidder intentionalitet og disse 
kausale egenskaber. 
2.4 ‘Consciousness’ ifølge Searle 
John R. Searle skriver i ‘The Mystery of Consciousness’, at der findes to former for 
bevidsthed. En generel bevidsthed, hvilken også kan besiddes af højerestående dyr: 
“Humans and higher animals are obviously conscious, but we do not know how far down the 
phylogenetic scale consciousness extends. “​ [2] 
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Og den menneskelige ‘selv­bevidsthed’ som er noget helt andet og meget sværere at definere. 
Hans definition af den generelle bevidsthed lyder som følger: 
  
“[...] “consciousness” refers to those states of sentience and awareness that typically begin 
when we awake from a dreamless sleep and continue until we go to sleep again, or fall into a 
coma or die or otherwise become “unconscious.” Dreams are a form of consciousness, 
though of course quite different from full waking states. Consciousness so defined switches 
off and on. [...] Consciousness so defined is an inner, first­person, qualitative phenomenon.” 
  
Searles definition er altså, at idet man ikke er ‘bevidstløs’, sover, er i koma eller død, så er 
man bevidst. Bevidstheden er binær; enten er man bevidst eller man er ikke bevidst. Det er 
tilstanden af opmærksomhed og evnen til at opfatte. 
  
I ‘​Bevidsthed, hjerner og programmer​’ nævner Searle at hverken personen i det kinesiske 
rum eller hele systemet besidder nogen intentionalitet. Han konkludere dermed at systemet, 
dvs. personen i det kinesiske rum med alle hans skriverier og regelbøger, stadigvæk ikke har 
en bevidsthed. Intentionaliteten er, ifølge Searle, en meget central ting for bevidstheden, men 
ikke lig med den [1]: ​“Intentionality is the power of minds to be about, to represent, or to 
stand for, things, properties and states of affairs.” 
  
Intentionalitet beskrives, som evnen til at lade bevidstheden omhandle, repræsentere eller stå 
for ting, egenskaber eller fænomener. 
  
Intentionalitet beskriver nogle aspekter af bevidsthed, der er tæt bundet med bevidstheden. 
Det er nogle mentale tilstande du er i, der siger noget om dit forhold til noget andet. 
Eksempelvis at du elsker en person, her er det at du elsker intentionaliteten, tilstanden, 
hvilken er rettet mod et objekt, altså personen. Intentionalitet skal ikke forveksles med at 
have en intention med de handlinger man foretager sig. Intentionalitet er ikke handlinger, 
men tilstande der er rettet mod noget [2]. 
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3. Paradigmer for kunstig intelligens 
Der kan siges at være i sær to paradigmer for kunstig intelligens: Det klassiske 
symbolparadigme og det konnektionistiske paradigme. I dette afsnit vil vi kort opridse hvad 
det klassiske symbolparadigme er og derefter forklare, hvorfor det konnektionistiske 
paradigme er interessant i kognitionsvidenskaben. 
3.1 Det klassiske symbolparadigme 
I det klassiske paradigme forsøger man at lave kunstig intelligens ved hjælp af prædikatslogik 
og beregningsprocesser udføres vha. syntaktisk symbolmanipulation. Idéen var at forskellige 
opgaver foregår i separate enheder, som sekventielt løser hver deres opgave. Det var derfor 
seriel manipulation af diskrete symboler bundet af regler i et syntaktisk struktureret system.  
 
3.2 Det konnektionistiske paradigme   
I modsætningen til det klassiske symbolparadigme antager konnektionisme, at kognition er et 
dynamisk system i form af et netværk. Konnektionismen beskæftiger sig med mentale 
tilstande som bevidsthed og intelligens og konnektionismen forsøger at forklare disse 
tilstande ved hjælp af kunstige neurale netværk. Konnektionismen har fået inspiration fra 
biologien og anvender viden om opbygningen af hjernen fra neurokemi og neuroanatomi. 
  
De biologiske neurale netværk består primært af to komponenter: Neuroner og aksoner. Et 
neuron er karakteriseret ved enten at være aktiv (affyre) eller at være inaktiv/slukket, på 
samme måde som en bit kan være 0 eller 1. Neuronerne forbundet til hinanden vha. aksoner, 
som vist på figuren nedenfor. Hjernen er opbygget af store netværk af neuroner, og hver 
neurons indflydelse på netværket er bestemt ud fra ”tykkelsen” af aksonerne der forbinder 
den med resten af netværket. 
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Kunstige neurale netværk består af neuroner og aksoner, på sammen måde som det 
biologiske, men neuroner kaldes noder, og aksoner kaldes forbindelser. Noderne i netværket 
har typisk to stadier, enten affyrer noden, ellers gør den ikke. Hver node i netværket summere 
alle de input den modtager og sammenligner summen med en tærskelværdi. Hvis summen af 
inputs er højere end tærskelværdien vil noden affyrer et signal videre i netværket, hvis ikke er 
forbindelsen slukket. 
  
Forbindelserne i netværket har hver en vægt tilknyttet for at simulerer ”tykkelsen” af 
forbindelsen. Vægten af forbindelsen ændre outputtet fra en node, alt efter hvor stor 
indflydelse noden har på det samlede netværk. Et kunstig neuralt netværk (KNN) inddeles i 
lag, et lag består af vilkårligt mange noder med tilhørende vilkårligt mange forbindelser til 
noderne i det næste lag. Et simpelt neuralt netværk kan illustreres på følgende måde:  
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Det konnektionistiske netværk består altså af indbyrdes forbundne enheder, der kan antage et 
aktiveringsniveau i området fra 0 til 1. En given enhed kan have vilkårligt mange inputs og 
lige så mange udgående forbindelser til andre enheder i netværket. Det følgende er en ligning 
der bruges til at beregne hvor stor indflydelse en enhed har på en anden:   
 
ni i = ∑
n
j=0
W j,i ∙ aj  
 
I denne ligning er  
 aktiveringen der bliver sendt fra enheden aj = j  
 vægten af forbindelsen mellem enhed  ogW j,i = j i   
 
Så ligningen udtrykker en sum over alle de input enheden   får.i  
 
KNN er en familie af modeller der på baggrund af de inputs netværket modtager, giver et 
specifikt output. Det der gør KNN interessant i forhold til diskussionen om bevidst forståelse 
hos kunstig intelligens er måde hvorved KNN er i stand til at optimere sit netværk til bedre at 
kunne løse specifikke opgaver. Ved at anvende træningsalgoritmer til at justere vægtene i 
netværket, er det muligt at indstille forbindelserne så programmet altid vil være i stand til at 
løse den pågældende opgave. Et eksempel på en opgave som et kunstigt neuralt netværk vil 
kunne trænes til at løse vha træningsalgoritmer kunne være at få en bil til at standse før den 
ramte en forhindring.  
(Måske noget om at de næste afsnit er en forklaring af hvordan disse algoritmer kan se ud) 
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3.2.1 Delta reglen  
Delta­reglen er en træningsalgoritme, der bruges til at optimere netværket, ved at justestere 
vægtene i netværket.  Denne algoritme anvendes til at finde de justerede vægte som at 
angives som  .vægtΔ iu   
 
vægt æringsrate  ønske )Δ i,j = l ∙ ( j − aj ∙ ai  
 
Denne algoritme består af følgende variabler, , ,  og  . Læringsraten eræringsratel nskeø j aj ai  
en konstant ændring der sker hver gang algoritmen benyttes til at ændre netværkets vægte. 
Læringsraten kan varieres alt efter programmørenes ønske, og kan være svær at finde frem til 
at praksis. For at algoritmen skal virke korrekt og sikre at netværks vægte indstilles mest 
optimalt er det essentielt at der bliver udvalgt den rigtige læringsrate, ellers risikerer man at 
netværket aldrig finder frem til den bedst mulige løsning. Den næste parameter er  ,nskeø j  
dette er et udtryk for hvilken værdi netværket forventes at give som output til et bestemt sæt 
inputs. Ønsket bruges hovedsageligt i forbindes med en træningsmetode kaldet supervised 
learning. Dette er en effektiv metode at træne netværket til at indstille netværket til at udføre 
en bestemt opgave, som man allerede kender svaret på.  er netværkets faktiske output til deaj  
givne inputs, og bruges sammen med det ønskede output til at udregne hvor stor forskel der 
er mellem dem. Dette er afgørende for hvordan vægtene skal justeres. Den sidste parameter i 
algoritmen er  som er inputtet der modtages.ai   
 
Her udregner den en vægtændring, som er lig med læringsraten ganget med  ganget medaj  
aktiveringen af ​I.  
Eksempel: Lad ​J​ og ​I være noder i netværket. Hvis ​J​ skulle​ være aktiv, men den ikke er det, 
og ​I er meget aktiv. Så vil delta­reglen forstærke forbindelsen mellem ​J​ og ​I, dermed vil ​J 
med større sandsynlighed være aktiv næste gang ​I er. 
3.2.2 Den Generelle delta regel 
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Den generelle delta regel er en algoritme der anvendes typisk på større netværk med gemte 
lag. Et gemt lag er en betegnelse for de lag der ligger mellem input og output laget. Et neuralt 
netværk kan have mange gemte lag, og antallet af disse er afgørende for hvor komplekse 
beregninger netværket kan foretage. Den generelle delta er forskellige fra delta reglen ved at i 
stedet for at ændre vægtene i forhold til netværkets egentlige output betragter denne 
algoritme alle vægtene i netværket som helhed og hvordan de gemte enheder er influeret af 
tidligere neuroners aktivitet. Ved at undersøge hvor stor indflydelse hver forbindelse i 
netværket har på den totale fejl for netværket muliggør det brugen af ‘Backpropagation 
Learning’. Backpropagation fungere ved at propagere baglæns igennem netværket for at 
udregne hvor meget vægtene i netværket skal ændres for hver gang der backpropageres, 
udregnes det ‘Total Error Signal’ (summen af de individuelle output­enheders fejlsignaler). 
  
Ud over de to ovennævnte træningsalgoritmer, findes der mange andre, der også benyttes til 
at forbedre kunstige neurale netværk. De kan inddeles i kategorier som vil blive forklaret i de 
følgende afsnit.  
3.3 Læringsmetoder 
I maskinlæring er der generelt fire forskellige måder hvorpå man kan lære en kunstig 
intelligens at løse opgaver på. Disse fire forskellige læringsmetoder er ‘Supervised learning’, 
‘Unsupervised learning’, ‘Semi­supervised learning’ og ‘Reinforcement learning’. Der findes 
flere forskellige måder, og det udvikler sig hele tiden, derfor ved vi ikke præcis hvor mange 
læringsmetoder der er i øjeblikket. De efterfølgende afsnit vil gennemgå de nævnte 
læringsmetoder. 
3.3.1 Supervised learning 
Denne læringsmetode, anvendes typisk i forbindelse med neurale netværk. Den bruges når 
man er interesseret i at programmet kommer frem til et bestemt svar. Det er supervised fordi 
programmøren allerede kender svaret på det spørgsmål som netværket forsøger at svare på. 
Supervised learning kan anvendes på to måder, enten modtager programmet inputs ellers har 
programmet allerede kendskab til det ønskede output altså systemets træningsdata. Her 
bruger systemet de input den modtager fra en gennemkørsel af programmet og sammenligner 
dem med de ønskede outputs og kan dermed justere netværket. Efterhånden kommer 
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outputtet fra netværket så til at stemmer overens med det ønskede output fra de samme 
inputs. Måden vægtene i netværket bliver justeret på er træningsmetoden backpropagation. 
3.3.2 Unsupervised learning 
Unsupervised learning er en læringsmetode der bruges i forbindelse med cluster analyser. 
Programmet har ikke nogen kendskab til hvad de forskellige inputs betyder men den har 
mulighed for at sortere data og lede gemte mønstre i data. Unsupervised learning er forskellig 
fra supervised learning på den måde at man ikke har et facit til at justere netværket efter. Det 
er derfor op til netværket selv at finde frem til hvordan de forskellige input skal “fortolkes” 
og rette algoritmen. Algoritmen har kun data selv at gå ud fra når de placeres i grupper. 
3.3.3 Semi­supervised learning 
Denne læringsmetode er en blanding af de to tidligere, og anvender begge metoder til at få 
mening ud af et datasæt. Data i sættet kan være en blanding af inputs, hvor nogle har labels 
og andet ikke har. Et eksempel på hvordan denne metode kunne anvendes i praksis kunne 
være først at anvende unsupervised learning til at opdele data i grupper. Derefter prøve at 
matche den data der har labels med dem der ikke har og så går ud fra at de data uden labels 
tilhører de labels som de ligner mest. Derefter ville man bruge supervised learning så 
algoritmen lærer noget af data. 
3.3.4 Reinforcement learning 
Reinforcement learning gives der i modsætning til supervised learning ikke nødvendigvis et 
facit men programmet har en idé om, om det resultat man får er bedre eller dårligere end det 
sidste resultat. På sammen måde som de andre læringsmetoder bruges den til at optimere 
netværkets algoritme. Eksempelvis kunne vi kigge på en genetisk algoritme, med henblik på 
at optimere en bils tider på hvor hurtigt den kan gennemfører en bane. Det vil være nemt at 
sammenligne om tiden for en gennemkørsel var bedre end den tidligere gennemkørsel. Klarer 
den banen hurtigere får den en højere score end sidste gang, og programmet lavet til altid at 
optimere i håbet om at få en højere score næste gang. 
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4. Chalmers og det konnektionistiske paradigme 
I det følgende afsnit vil vi inddrage den australske filosof David J. Chalmers, hvis 
hovedinteresse, inden for filosofien, er bevidsthed. Teksten ‘​Subsymbolic Computation and 
the Chinese Room’​, som Chalmers har skrevet er ment som et svar til John Searles argument 
om at symbolmanipulation ikke er tilstrækkelig til bevidst forståelse. Dermed vil vi forklare 
hvorfor Chalmers synes, at et kunstigt neuralt netværk godt kan have forståelse selvom der er 
symbolmanipulation i netværket. 
  
Chalmers forsøger primært at undersøge hvordan Searles argument passer til ​det 
klassiske symbolparadigme og det konnektionistiske paradigme. Han understreger at fordi 
disse to paradigmer er forskellige, så må Searles argument derfor også anvendes forskelligt 
[10]. Chalmers mener dette, fordi de to paradigmer har meget forskellige opfattelser af 
forholdet mellem syntaks og semantik.  
  
Først undersøger han hvordan argumentet passer til det klassiske symbolparadigme. 
Det klassiske symbolparadigme er kendetegnet ved at beregningsenhederne også er beregnet 
til at indeholde semantik, hvilket medfører at syntaks og semantik er på samme niveau. 
Derfor mener Chalmers, at det klassiske symbolparadigme er meget sårbar overfor Searles 
argument.  
  
Derefter undersøger han det konnektionistiske paradigme. ​Den grundlæggende ide 
bag dette paradigme er at engagere sig i algoritmiske processer på et ikke­semantisk niveau. 
Man håber er så at det semantiske niveau vil dukke op efter dette niveau. Konnektionisterne 
mener altså at det semantiske er emergent. Emergent betyder at ​det fremkommer som et 
resultat i et sammensat system, men at det ikke kan udledes at de enkelte deles egenskaber 
[15].​ Dermed er syntaks på et lavere niveau end semantik. Beregningsenhederne er på et laver 
niveau og på det højere niveau er der repræsentationer, og de er ikke beregnet til at indeholde 
semantik. Så repræsentationer er ikke direkte manipulerede, men snarer et indirekte resultat 
af manipulationer. Derfor mener Chalmers, at ​det konnektionistiske paradigme ikke er sårbar 
overfor Searle argument, og faktisk undviger den [10]. 
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Chalmers underbygger sit argument, om hvorfor Searles argument ikke gælder for det 
konnektionistiske paradigme, ved at betragte den menneskelige hjerne. Chalmers siger: 
  
“At some level, then, the brain is a rule­following, syntactic device. Nevertheless, it 
certainly possesses internal content, [...]” 
  
Med dette mener han at hjernes bevidsthed, på det højeste niveau, ser ud til at ​udvise 
adfærd, som er det modsatte af regelbaserede adfærd.​ Men ​på et lavere niveau er hjernen et 
fysisk grundlag, der består af enheder som elementarpartikler og elektriske ladninger, hvis 
handlinger er bestemt af fysikkens love, hvilke utvivlsomt er regelbaserede. 
  
I et konnektionistisk system er beregningniveauet og repræsentationsniveauet adskilt. 
Det at der foregår syntaks manipulering i niveauet hos den enkelte node, stopper det ikke, at 
der på niveauet hos distribuerede repræsentationer indeholder semantik. Dette er ligesom når 
cellerne i hjernen adlyder fysiske og kemiske love, stopper det ikke at der er semantik. 
  
Chalmers redefinerer også Searles 3. aksiom idét han finder Searles version for 
upræcist og egentlig forkert [10]. Så i stedet for ​“Syntax is never sufficient for semantics.” 
Skriver han: 
“Syntax, at a certain level, is never sufficient for semantic content at the same level”. 
 
5. Diskussion 
I det følgende afsnit bliver Searles aksiomer diskuteret i forhold til konnektionisme. Derefter 
bringes Chalmers modargumentation op og der diskuteres, hvorvidt der i virkeligheden kan 
være tale om stærk KI. Chalmers inddrager menneskehjernen, hvor der utvivlsomt er tale om 
semantik og bevidst forståelse. 
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Searle fremsatte tankeeksperimentet “Det kinesiske rum” i 1981 som efterfølgende er blevet 
reduceret til 3 aksiomer der forklare det grundlæggende princip og konklusionen på 
tankeeksperimentet. Som nævnt tidligere lyder de fire aksiomer således:” 
Axiom 1: Computer programs are formal (syntactic). 
Axiom 2: Human minds have mental contents (semantics). 
Axiom 3: Syntax by itself is neither constitutive of nor sufficient for semantics. 
Axiom 4: Brains cause minds.​” 
  
Med disse aksiomer forsøger Searle at opridse essensen af det kinesiske rum og dermed hele 
argumentet for at programmer ikke kan have semantik. Disse betingelser leder ham frem til 
konklusionen om, at en hvilken som helst instantiering af et program, der udelukkende 
manipulere med symboler, aldrig kan være i stand til at have en bevidsthed. 
  
Han sammenligner hjernen med hjertet og siger at spørgsmålet "kan vi bygge en kunstig 
intelligens der er bevidst?" er ligesom spørgsmålet "kan vi bygge et kunstigt hjerte, der 
pumper blod?" forskellen er bare at vi ved, hvordan man bygger kunstige hjerter, fordi vi ved, 
hvordan det biologiske hjerte fungerer. Hvorimod vi ikke ved, hvordan man bygger en 
kunstig hjerne, fordi vi ikke ved, hvordan hjernen fungerer. Searle påstår at, hvis vi vidste, 
hvordan hjernen fungerer, så ville han ikke se nogen hindring i at bygge en kunstig 
bevidsthed. Dette kan man drage tilbage til argumentet om de kausale egenskaber fra det 
kinesiske rum, ved at vi ved hvilke egenskaber der forårsager den ønskede egenskab af hjertet 
og kan dermed efterligne dem, når det kunstige hjerte bygges. På præcis den samme måde 
kan man sige, at vi ikke kender til de kausale egenskaber i hjernen og kan derfor ikke 
efterligne den ønskede egenskab, bevidstheden. [1] 
5.1 Delkonklusion på J. R. Searle 
Programmer er hverken nok til at kunne danne bevidst forståelse eller grundlæggende for 
bevidst forståelse, i hvert fald, hvis det kun foretager sig symbolmanipulation. Bevidstheden 
er dog ikke begrænset til biologiske systemer og kan muligvis findes andetsteds. Der bliver 
ikke sagt at computere ikke kan tænke eller være bevidste, da menneskets hjerne er en 
computer (eller maskine). Et system der kan foreårsage en bevidsthed, må kunne udvise 
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(mindst) så meget causal kraft, som en hjerne kan. Når vi ved hvordan hjernen fungerer og 
kender til dens kausale egenskaber osv, kan vi lave en kunstig bevidsthed ifølge Searle. 
 
En af fortalerne for konnektionismen, D. J. Chalmers, er en stor kritiker af Searle, og 
påstår at Searles konklusioner ikke er endegyldige, da det 3. aksiom er en falsk præmis 
(Syntax by itself is neither constitutive nor sufficient for semantics). 
  
Chalmers opdeler konnektionistiske netværk i to fundamentale niveauer, et niveau af 
beregningsenheder (selve netværket) og repræsentationer. For eksempel ville 
beregningsenhederne være noderne i KNN og repræsentationerne ville være 
aktiveringsmønstrene i KNN. Grundlæggende handler det om, at semantik er på et højere 
niveau, som opstår af systemets beregningsenheder, der foregår på et lavere niveau. 
Han modargumenterer Searles 3. aksiom ved at præsentere idéen om at hjernen også 
foretager sig symbolmanipulation, der følger et syntaktisk regelsæt, nemlig de fysiske og 
kemiske love der beskriver hvordan molekylerne, atomerne og de elektrokemiske signaler i 
hjernen skal opføre sig under disse bestemte omstændigheder. Searle mener at semantik er 
krævet for bevidst forståelse og at hjernen må have semantisk indhold, da vi ved at hjernen 
har bevidst forståelse. Derfor må vi kunne sige, at den også har semantisk indhold. Ifølge 
Chalmers er hjernen baseret på syntaks i form af fysiske love, og vi burde derfor være i stand 
til at lave semantik baseret på syntaks. Således lyder Chalmers argument for hvorfor vi, i 
teorien, burde være i stand til at skabe bevidst forståelse på en computer, der fungerer vha. 
syntaks, fordi den på det laveste niveau fungerer på samme måde som hjernen. Netværket har 
en forståelse for dens output, idet den kan genkende de kombinationer af noder den skal 
affyre, for at den opnår dette bestemte output. [10] 
  
Et af Searles hovedargumenter er, at en computer baseret på formel logik aldrig ville kunne 
have en forståelse med semantisk indhold, da formel logik er baseret på syntaks. Det er denne 
aksiom Chalmers argumenterer imod med udgangspunkt i påstanden om, at hjernen er baseret 
på fysiske love og derfor på det laveste niveau også er syntaktisk. Med dette argument mener 
Chalmers, at han har argumenteret mod Searles 3. aksiom, og at man derfor godt kan skabe 
en computer baseret på formel logik, der kan have forståelse med semantisk indhold. 
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5.2 Delkonklusion Chalmers 
Chalmers mener at konnektionisme kan have semantik, da det kan opdeles i to niveauer, hvor 
det første niveau er et syntaktisk niveau som består af noder og forbindelser og det andet 
niveau består af komplicerede netværk, som på den måde kan indeholde mange forskellige 
betydninger og forståelser. Forståelse i et KNN kan forklares ved at netværket danner 
forbindelser, som har en vis betydning for netværket. For eksempel kan KNN have en del af 
netværket der affyrer på en bestemt måde, hver gang KNN ser noget rødt og på en anden 
måde, når det ser noget blåt. På denne måde kan man sige, at netværket har en forståelse for 
farver. Det er så her han synes at konnektionisme bevæger sig i den rigtige retning. 
  
På trods af at Chalmers kritiserer Seales 3. aksiom, er der dog visse ligheder i deres opfattelse 
af den klassiske metode, som det kinesiske rum originalt er en kritik af. Både Searle og 
Chalmers mener at det ikke er muligt at skabe stærk KI ud fra den klassicistiske metode, fordi 
den udelukkende er baseret på syntaks og derfor ikke kan lave semantik. ​Chalmers mener 
heller ikke at det er muligt for klassicismen at skabe en stærk KI da han påstår at 
klassicismen kun foregår i et niveau da det alt sammen er baseret på symbolmanipulation. 
[10], men som Chalmers skriver i sit svar til searle:”Computation takes place at the level of 
nodes and connections between nodes, and the individual nodes and connections are not 
intended to carry any semantic burden alone. The semantic burden of the system lies at a 
higher level, that of the distributed representation.” [10]. Dette tyder på, at de er uenige om 
midlet hvorved den semantiske egenskab opstår. Searle foreslog i sit 4 aksiom at hjernen, og 
dens opbygning er årsagen til bevidsthed.  
6. Konklusion 
Hvordan defineres bevidsthed og ​hvordan kan der inden for det​ konnektionistiske paradigme 
argumenteres​ for og imod, hvad der kan give anledning til bevidsthed i kunstig intelligens? 
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På baggrund af vores teori og den efterfølgende diskussion kan vi konkludere, at stærk KI er 
besværlig at definere. Dette skyldes primært, at filosofferne ikke kan blive enige om en 
definition på bevidsthed. Det kan være stort set umuligt at vide, hvornår der egentligt kan 
være tale om bevidsthed i en kunstig intelligens, før vi blot definerer en vis struktur eller 
mekanisme som grundlæggende for bevidsthed. Selv da er det ikke sikkert, at vi har en 
bevidsthed, der er lig eller nær menneskets bevidsthed. 
 
Konnektionismens kunstige neurale netværk giver ifølge Chalmers en forklaring på, hvad der 
kunne give anledning til at forstå at KI kan have bevidsthed. For ham er det accepteret ved at 
have syntaks på de lavere niveauer i netværket, da det der giver anledning til bevidst 
forståelse (semantik) er det overliggende repræsentationsniveau. De to niveauer har 
forskellige opgaver og skal holdes adskilt og Chalmers argumenterer for, at den 
menneskelige hjerne fungerer på samme måde ­ ved at neuronerne hver især ikke er 
semantisk, men at denne egenskab først bliver mulig pga. størrelsen af netværk og 
variationerne af netværkets funktioner. Ifølge Chalmers kan det være muligt at skabe stærk 
kunstig intelligens med konnektionismen. 
 
Ifølge Searle skal en hjerne efterlignes tilstrækkeligt, før der kan være tale om bevidsthed i 
det givne tilfælde. Den retning konnektionismen har taget er altså idéel for hans synspunkt, vi 
mangler bare mere viden om hvordan hjernen fungerer før vi kan gengive bevidstheden 
kunstigt. Man mangler at finde ud af hvordan hjernen er bevidst, hvad der er de kausale 
egenskaber for bevidstheden og hvordan man får disse implementeret i et neuralt netværk 
eller i en kunstige hjerne, fordi man ifølge Searle ikke kan lave det med programmer. 
 
Efter arbejdet med Searle og Chalmers teorier omkring hvad der skal til for at skabe bevidst 
forståelse kan det konkluderes, at både Searle og Chalmers mener, at der skal være mere end 
syntaks til stede for at skabe stærk kunstig intelligens. De er derfor enige om at det klassiske 
paradigme ikke give anledning til bevidst forståelse. De kommer dog med hver deres bud på, 
hvad der kan give anledning til bevidst forståelse. Chalmers mener at vi allerede er i stand til 
at skabe semantik ved hjælp af konnektionisme. Searle mener, at man skal efterligne hjernen 
for at få de kausale egenskaber som hjernen besidder, for at få semantisk forståelse. Chalmers 
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mener ikke at konnektionisme nødvendigvis er svaret på hvordan man skaber en bevidst KI, 
men mener at konnektionismen er på rette vej. 
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