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EIGRP: Es un protocolo de enrutamiento por vector de distancia, propietario de 
Cisco, EIGRP que incluye funciones que no se encuentran en otros protocolos de 
vector de distancia, como RIP y el descubrimiento dinámico de vecinos, 
(características de los protocolos de estado de enlace) por lo que se lo conoce como 
un protocolo de enrutamiento de vector de distancia avanzado. Al igual que su 
predecesor IGRP, EIGRP es fácil de configurar y se puede adaptar a una amplia 
variedad de topologías de red. EIGRP es un IGRP mejorado debido a su rápida 
convergencia y la garantía de una topología sin bucles en todo momento. 
 
ETHERCHANNEL: Es una configuración creada por CISCO que permite suplir las 
necesidades de un mayor ancho de banda en los enlaces, redundancia de 
información, o balanceo de cargas entre otras funciones al permitir unir varios 
enlaces físicos como  un solo enlace lógico.  
 
INTERFAZ LOOPBACK: Es una interfaz lógica interna del router. Esta no se asigna 
a un puerto físico y, por lo tanto, nunca se puede conectar a otro dispositivo. Se la 
considera una interfaz de software que se coloca automáticamente en estado UP 
(activo), siempre que el router esté en funcionamiento. La interfaz loopback es útil 
para probar y administrar un dispositivo Cisco IOS, ya que asegura que por lo menos 
una interfaz esté siempre disponible. Por ejemplo, se puede usar con fines de 
prueba, como la prueba de procesos de routing interno, mediante la emulación de 
redes detrás del router. 
 
OSPF: Es un protocolo de estado de enlace basado en el estándar abierto. En un 
nivel alto, el funcionamiento de OSPF consta de tres elementos principales: 
descubrimiento de vecinos, intercambio de información de estado de enlace y 
cálculo de la mejor ruta. OSPF fue desarrollado por Internet Engineering Task Force 
(IETF) para superar las limitaciones de los protocolos de enrutamiento por vector de 
distancia. Una de las principales razones por las que OSPF se implementa en gran 
medida en las redes empresariales actuales es el hecho de que es un estándar 
abierto. 
 
SHOW IP ROUTE: Es una herramienta poderosa para examinar directamente la 
tabla de enrutamiento para determinar si existe una entrada para el host. 
use el comando show ip route en el modo EXEC del usuario o EXEC privilegiado 













En el presente trabajo de grado, se evidencia de manera práctica los conocimientos 
adquiridos de conmutación y enrutamiento vistos en  los dos módulos del diplomado 
de profundización CCNP de CISCO. Por medio de la simulación de los dos 
escenarios propuestos se ponen en práctica los comandos y  configuraciones vistas 
que a lo largo de este semestre contribuyeron a desarrollar las competencias 
necesarias como profesional en la Ingeniería Electrónica para diseñar, elaborar o 
administrar redes de sistemas ya sea en el ámbito laboral o doméstico.  
 











In the present degree work, the acquired knowledge of switching and routing seen 
in the two modules of the CISCO CCNP training is demonstrated in a practical way. 
Through the simulation of the two proposed scenarios, the commands and 
configurations seen are put into practice that throughout this semester contributed 
to developing the necessary skills as a professional in Electronic Engineering to 
design, develop or networking management either in the work or home environment. 
 





















El auge actual de las tecnologías de la información, internet de las cosas y la 
industria 4.0 ha generado una gran demanda de profesionales de las áreas de 
electrónica, sistemas y telecomunicaciones, capaces de diseñar, desarrollar y 
administrar los recursos necesarios para suplir las necesidades del mercado. El 
diplomado de profundización CCNP de CISCO de la UNAD, facilita la obtención de 
esas competencias teniendo como base la metodología teórico-práctica, empleando  
el uso de software de simulación como Packet Tracer, GNS3 y programación remota 
por medio del SmartLab, para llevar los conocimientos adquiridos en el estudio de 
las unidades del curso al desarrollo de laboratorios donde se aplican  los conceptos 
estudiados de enrutamiento y conmutación. 
 
En el escenario 1, se realizan las configuraciones que permiten el intercambio de 
paquetes de información entre enrutadores que además de estar en áreas físicas y 
redes distintas,  también tienen protocolos de enrutamiento diferentes. Sin embargo, 
gracias a los conocimientos adquiridos en el desarrollo de este curso se logra 
configurar al enrutador de borde, para que redistribuya las rutas del protocolo A en 
el protocolo B y viceversa, logrando así, el intercambio de información bajo los 
parámetros establecidos. 
 
En el escenario 2, se maneja el rol de Administrador de la red para configurar e 
interconectar los dispositivos del escenario y topología propuesta, siendo necesario 
utilizar los conceptos de Vlans y etherchannel para conformar los enlaces 
requeridos, asignar y/o revocar permisos a los diferentes elementos de la red, así 
como también definir qué equipo toma el papel de servidor y cuáles serían las rutas 

















































• 3 routers (Cisco IOS Release 15.2 or comparable) 





Step 0: Configuraciones iniciales de los Routers 1 al 5  
 
Router>enable     // ingreso al modo privilegiado 
Router#configure terminal   // ingreso al modo de configuración 
Enter configuration commands, one per line. End with CNTL/Z. 
Router(config)#hostname R1   // asigno el nombre al dispositivo 
R1(config)#no ip domain-lookup  // desactivo la búsqueda de DNS 
R1(config)#line con 0    // ingreso a la configuración de consola 
R1(config-line)#logging synchronous   // evito el desplazamiento de los comandos  




Step 1: Configuración de direcciones de las interfaces según la topología. 
 
 
Configuración en Router 1 
 
R1(config)#interface s0/0/0   
R1(config-if)#ip address 150.20.15.1 255.255.255.0  
R1(config-if)#clock rate 64000 
R1(config-if)#bandwidth 64 
R1(config-if)#no shutdown       
R1(config-if)#exit 
R1(config)#router ospf 1 
R1(config-router)#network 150.20.15.0  0.0.0.255 area 150 
 
 
En el paso anterior se ingresa a la interfaz serial 0/0/0 asignando la dirección ip - 
mascara de subred, la velocidad de transmisión de datos y el ancho de banda 
suministrados en la topología. Por último, se asigna esta dirección de Red al área 


















Como podemos observar en la figura 3 después de ingresar los comandos de 
configuración la interfaz cambia al estado down a la espera de la configuración del 
siguiente router del enlace 
 
De manera similar al enrutador 1 se procede a realizar la configuración de los demás 
router según lo solicitado en la topología se asignan las direcciones IP con mascara 
de subred, velocidad de transmisión, ancho de banda y se asignan las redes a las 
áreas de OSPF y EIGRP según corresponda. 
Para el caso del enrutador 3 una de sus interfaces pertenece al área de OSPF y la 








Configuración en Router 2 
 
R2(config)#interface s0/0/0 




R2(config-if)#ip address 150.20.20.1 255.255.255.0  




R2(config)#router ospf 1 
R2(config-router)#network 150.20.15.0  0.0.0.255 area 150 
R2(config-router)#network 150.20.20.0  0.0.0.255 area 150 
 
 
Configuración en Router 3 
 
R3(config)#interface s0/0/0 
R3(config-if)#ip address 150.20.20.2 255.255.255.0  
R3(config-if)#no shutdown 
R3(config-if)#exit 
R3(config)#router ospf 1 
R3(config-router)#network 150.20.20.0  0.0.0.255 area 150 
 
R3(config)#interface s0/0/1 
R3(config-if)#ip address 80.50.42.1 255.255.255.0  
R3(config-if)#no shutdown 
R3(config-if)#exit 
R3(config)#router eigrp 51 
R3(config-router)#network 80.50.42.0  0.0.0.255  
 
 
Como se puede apreciar en la configuración de R3 una de sus interfaces esta con 
el protocolo OSPF y la otra esta con el protocolo EIGRP por lo tanto es necesario 








R4(config-if)#ip address 80.50.42.2 255.255.255.0  













R4(config)#router eigrp 51 
R4(config-router)#network 80.50.42.0  0.0.0.255  
R4(config-router)#network 80.50.30.0  0.0.0.255 
 
 
Configuración en Router 5 
 
R5(config)#interface s0/0/0 
R5(config-if)#ip address 80.50.30.2 255.255.255.0  





R5(config)#router eigrp 51 
R5(config-router)#network 80.50.30.0  0.0.0.255 
 
 
Los router R4 y R5 pertenecen al AS 51 de EIGRP por lo que sus interfaces son 






Step 2: Creación de Interfaces de Loopback en R1 para participar                          




En la tabla 1 pueden visualizar las direcciones de las interfaces Loopback que 
fueron calculadas teniendo como base el CIDR suministrado /22, lo que equivale a 













Tabla 1. Interfaces Loopback en R1 
 
 
Router Interface IP Address/Mask 










A continuación, se configuran y habilitan las redes Loopback asignándoles  
las direcciones IP calculadas anteriormente, por último, se asignan estas 




R1(config-if)#ip address 20.1.0.1 255.255.252.0 
R1(config-if)#interface lo4 
R1(config-if)#ip address 20.1.4.1 255.255.252.0 
R1(config-if)# interface lo8 
R1(config-if)#ip address 20.1.8.1 255.255.252.0 
R1(config-if)# interface lo12 
R1(config-if)#ip address 20.1.12.1 255.255.252.0  
R1(config-if)#exit 
R1(config)#router ospf 1 
R1(config-router)#network 20.1.1.0  0.0.3.255 area 150 
R1(config-router)#network 20.1.4.0  0.0.3.255 area 150 
R1(config-router)#network 20.1.8.0  0.0.3.255 area 150 











En la figura 4 se puede observar la habilitación y cambio a estado activo en 









Step 3: Creación de Interfaces de Loopback en R5 para participar                         
en el AS 51 de EIGRP. 
 
 
De manera similar a lo realizado con el enrutador 1 se calculan y definen las 
direcciones de las interfaces Loopback para el enrutador R5 teniendo como base el 
CIDR suministrado /22, lo que equivale a 1022 direcciones de Host y se agregan al 
área 51 de EIGRP. 
 
Tabla 2. Interfaces Loopback en R5 
 
Router Interface IP Address/Mask 









R5(config)# interface lo0 
R5(config-if)#ip address 180.5.0.1 255.255.252.0 
R5(config-if)# interface lo4 
R5(config-if)#ip address 180.5.4.1  255.255.252.0 
R5(config-if)# interface lo8 
R5(config-if)#ip address 180.5.8.1 255.255.252.0 
R5(config-if)# interface lo12 
R5(config-if)#ip address 180.5.12.1 255.255.252.0  
R5(config-if)#exit 
R5(config)#router eigrp 51 
R5(config-router)#network 180.5.0.0  0.0.3.255  
R5(config-router)#network 180.5.4.0  0.0.3.255  
R5(config-router)#network 180.5.8.0  0.0.3.255  






En la figura 5 se puede observar cada una de las interfaces loopback 

















Step 4: tabla de enrutamiento de R3 mediante el comando Show ip route 
 
R3#show ip route  
 
Mediante el uso del comando Show IP route, se puede observar cómo los 
enrutadores están aprendiendo y agregando a su tabla de direcciones las redes 
creadas en los enrutadores 1 y 5 bajo los protocolos OSPF y EIGRP. 
 
El recuadro azul muestra las subnets loopbacks creadas provenientes del Router 
R1. 
 
En el recuadro verde de la figura se puede observar las subnets loopbacks 
creadas en el router R5. 
 








Step 5: Se configura R3 para redistribuir las rutas EIGRP en OSPF                   
usando el costo de 80000 y luego redistribuya las rutas OSPF en EIGRP                




Redistribución de eigrp en el área de ospf: 
 
R3(config)#router ospf 1 




Redistribución de ospf en el área de eigrp: 
 
R3(config)#router eigrp 51 




Mediante los comandos anteriores se configura el enrutador 3 como mediador/ 
traductor entre los dos protocolos de enrutamiento, este convierte y retransmite bajo 
los parámetros establecidos los paquetes de información creados en el área 150 de 
OSPF para un área 51 de EIGRP y a su vez los paquetes de información creados 
en el área 51 de EIGRP para el área 150 de OSPF. 
 
 
Step 6: Se verifica en R1 y R5 que las rutas del sistema autónomo opuesto existen 
en su tabla de enrutamiento mediante el comando show IP route. 
 
 
R1#show ip route  
 
Se utiliza el comando Show IP route en R1 para verificar que después de la 
configuración realizada en R3 para la redistribución de los paquetes, este consiga 
visualizar las subnets provenientes del área 51 de EIGRP. 
 
El recuadro verde de la figura 12 muestra el resultado de esta configuración ya que 
podemos observar cómo el enrutador R1 está aprendiendo y agregando a su tabla 
















De la misma forma se ejecuta el comando Show IP route en el enrutador R5 para 
verificar que este consiga ver las redes provenientes de R1 y agregue sus 
direcciones en la tabla de direcciones. 
 
 














Como se puede observar en la figura 8 las subnets provenientes de R1 ya 





























Como se puede observar en el recuadro azul de la figura 11  el envío de paquetes 





















Una empresa de comunicaciones presenta una estructura Core acorde a la 
topología de red, en donde el estudiante será el administrador de la red, el cual 
deberá configurar e interconectar entre sí cada uno de los dispositivos que forman 
parte del escenario, acorde con los lineamientos establecidos para el 
direccionamiento IP, EtherChannel, VLANs y demás aspectos que forman parte 
del escenario propuesto. 
 
 
Figura 12. ESCENARIO 2 












Parte 1: Configurar la red de acuerdo con las especificaciones. 
a. Apagar todas las interfaces en cada switch. 
 
Para el desarrollo de este laboratorio es necesario configurar solo las redes 
especificadas en la topología y de manera agrupada para formar los Port-channels 
por lo que se ingresa al modo de configuración, luego para abreviar la operación 
ingresamos a todas las interfaces con el comando range y empleamos el comando 
Shutdown para desactivar las interfaces. 
 
Switch DLS1 




Switch DLS2  








































En la figura 13 podemos visualizar como se aplicaron los comandos descritos 
anteriormente para colocar en estado bajo o apagado todas las interfaces de 
los Switchs. 
 
En la figura 19 se puede observar el estado de la topología de escenario 














b. Asignar un nombre a cada switch acorde con el escenario establecido. 
Se asignan los nombres a los dispositivos en la configuración inicial según 
la topología suministrada. 
 
Ingresando al modo de configuración de cada switch mediante el comando 































c. Configurar los puertos troncales y Port-channels tal como se muestra en el 
diagrama. 
 
1) La conexión entre DLS1 y DLS2 será un EtherChannel capa-3 
utilizando LACP. Para DLS1 se  utilizará la dirección IP 10.20.20.1/30 
y para DLS2 utilizará 10.20.20.2/30. 
 
 
Tabla 3. Configuración de puertos en DLS1 y DLS2 
 
 
Router Interface IP Address/Mask 
R1 Po12 DLS1 10.20.20.1/30 
Po12 DLS1 10.20.20.2/30 
 
A continuación, se aplican los comandos interface range para agrupar las 
interfaces fastEthernet 11 y 12 de los switchs DLS1 y DLS2 quienes formaran el 






Enter configuration commands, one per line. End with CNTL/Z. 
DLS1(config)#interface range f0/11-12 
DLS1(config-if-range)#no switchport 
DLS1(config-if-range)#channel-group 12 mode active 
DLS1(config-if-range)# 
Creating a port-channel interface Port-channel 12 
DLS1(config-if-range)#channel-protocol LACP 
DLS1(config-if-range)#no shut 
%LINK-5-CHANGED: Interface FastEthernet0/11, changed state to down 
%LINK-5-CHANGED: Interface FastEthernet0/12, changed state to down 
DLS1(config-if-range)#exit 
DLS1(config)#interface port-channel 12 





La configuración realizada Utilizando la tecnología EtherChannel para asignar dos 
enlaces físicos  FastEthernet0/11 y FastEthernet0/12 a un enlace lógico que 
llamaremos PortChannel 12 y asignando la característica de modo activo. 
 
Se puede observar en la figura 15 como las interfaces Fa0/11 y Fa0/12 cambian a 
estado bajo a la espera de la configuración del switch DLS2. 
 

























Enter configuration commands, one per line. End with CNTL/Z. 
DLS2(config)#interface range f0/11-12 
DLS2(config-if-range)#no switchport 
DLS2(config-if-range)#channel-group 12 mode active 
DLS2(config-if-range)# 




%LINK-5-CHANGED: Interface FastEthernet0/11, changed state to up 
%LINEPROTO-5-UPDOWN: Line protocol on Interface FastEthernet0/11, changed state to up 
%LINK-5-CHANGED: Interface FastEthernet0/12, changed state to up 
%LINEPROTO-5-UPDOWN: Line protocol on Interface FastEthernet0/12, changed state to up 
%LINK-5-CHANGED: Interface Port-channel12, changed state to up 
%LINEPROTO-5-UPDOWN: Line protocol on Interface Port-channel12, changed state to up 
DLS2(config-if-range)#exit 
DLS2(config)#interface port-channel 12 





De manera similar al punto anterior se realiza la configuración del Po 12 en el 
conmutador DLS2. 
Se puede observar mediante el mensaje de la consola donde las interfaces 
Fa0/11 y Fa0/12 cambian al estado arriba y a su vez también sube el estado del 
Port-channel 12 creado. 
Posterior a estos mensajes se asigna la dirección Ip y mascara de subred. 
 
2) Los Port-channels en las interfaces Fa0/7 y Fa0/8 utilizarán LACP. 
 
A continuación, se realiza la configuración de los enlaces troncales entre DLS1 
con ALS1 y DLS2 con ALS2 activando el protocolo dot1Q, así como también 
desactivando el DPT para minimizar errores de configuración.  
Seguido a esto se selecciona el protocolo LACP y se activa el channel-group 




Enter configuration commands, one per line. End with CNTL/Z. 
DLS1(config)#interface range f0/7-8 
DLS1(config-if-range)#switchport trunk encapsulation dot1q 
DLS1(config-if-range)#switchport mode trunk  
DLS1(config-if-range)#switchport nonegotiate 
DLS1(config-if-range)#channel-group 1 mode active 
DLS1(config-if-range)# 
Creating a port-channel interface Port-channel 1 
DLS1(config-if-range)#channel-protocol LACP 
DLS1(config-if-range)#no shut 
%LINK-5-CHANGED: Interface FastEthernet0/7, changed state to down 





Enter configuration commands, one per line. End with CNTL/Z. 
ALS1(config)#interface range f0/7-8 
ALS1(config-if-range)#switchport mode trunk 
ALS1(config-if-range)#switchport nonegotiate 
ALS1(config-if-range)#channel-protocol LACP 
ALS1(config-if-range)#channel-group 1 mode active 
ALS1(config-if-range)# 






%LINK-5-CHANGED: Interface FastEthernet0/7, changed state to up 
%LINEPROTO-5-UPDOWN: Line protocol on Interface FastEthernet0/7, changed state to up 
%LINK-5-CHANGED: Interface FastEthernet0/8, changed state to up 
%LINEPROTO-5-UPDOWN: Line protocol on Interface FastEthernet0/8, changed state to up 
%LINK-5-CHANGED: Interface Port-channel1, changed state to up 




Por medio de los mensajes de consola se puede observar la correcta 
configuración y cambio de estado de las interfaces Fa0/7 y Fa0/8 creando así el 





DLS2(config)#interface range f0/7-8 
DLS2(config-if-range)#switchport trunk encapsulation dot1q 
DLS2(config-if-range)#switchport mode trunk  
DLS2(config-if-range)#switchport nonegotiate 
DLS2(config-if-range)#channel-protocol LACP 
DLS2(config-if-range)#channel-group 2 mode active 
DLS2(config-if-range)# 
Creating a port-channel interface Port-channel 2 
DLS2(config-if-range)#no shut 
%LINK-5-CHANGED: Interface FastEthernet0/7, changed state to down 





Enter configuration commands, one per line. End with CNTL/Z. 
ALS2(config)#interface range f0/7-8 
ALS2(config-if-range)#switchport mode trunk 
ALS2(config-if-range)#switchport nonegotiate 
ALS2(config-if-range)#channel-protocol LACP 
ALS2(config-if-range)#channel-group 2 mode active 
ALS2(config-if-range)# 
Creating a port-channel interface Port-channel 2 
ALS2(config-if-range)#no shut 
ALS2(config-if-range)# 
%LINK-5-CHANGED: Interface FastEthernet0/7, changed state to up 
%LINEPROTO-5-UPDOWN: Line protocol on Interface FastEthernet0/7, changed state to up 
 
%LINK-5-CHANGED: Interface FastEthernet0/8, changed state to up 
%LINEPROTO-5-UPDOWN: Line protocol on Interface FastEthernet0/8, changed state to up 









Por medio de los mensajes de consola se puede observar la correcta 
configuración y cambio de estado de las interfaces Fa0/7 y Fa0/8 creando así el 





3) Los Port-channels en las interfaces F0/9 y fa0/10 utilizará PAgP. 
 
Las configuraciones realizadas a continuación para los Port-channels 3 y 4 se 
realizan de manera similar al punto anterior con los Portchannel 1 y 2, solo se 
tiene en cuenta que para estos enlaces el protocolo aplicado es PAgP y la 




DLS1(config)#interface range f0/9-10 
DLS1(config-if-range)#switchport trunk encapsulation dot1q 
DLS1(config-if-range)#switchport mode trunk  
DLS1(config-if-range)#switchport nonegotiate 
DLS1(config-if-range)#channel-protocol PAgP 
DLS1(config-if-range)#channel-group 4 mode desirable 
DLS1(config-if-range)# 
Creating a port-channel interface Port-channel 4 
DLS1(config-if-range)#no shut 
%LINK-5-CHANGED: Interface FastEthernet0/9, changed state to down 






DLS2(config)#interface range f0/9-10 
DLS2(config-if-range)#switchport trunk encapsulation dot1q 
DLS2(config-if-range)#switchport mode trunk  
DLS2(config-if-range)#switchport nonegotiate 
DLS2(config-if-range)#channel-protocol PAgP 





Creating a port-channel interface Port-channel 3 
DLS2(config-if-range)#no shut 
%LINK-5-CHANGED: Interface FastEthernet0/9, changed state to down 






ALS1(config)#interface range f0/9-10 
ALS1(config-if-range)#switchport mode trunk 
ALS1(config-if-range)#switchport nonegotiate 
ALS1(config-if-range)#channel-protocol PAgP 
ALS1(config-if-range)#channel-group 3 mode desirable 
ALS1(config-if-range)# 




%LINK-5-CHANGED: Interface FastEthernet0/9, changed state to up 
%LINEPROTO-5-UPDOWN: Line protocol on Interface FastEthernet0/9, changed state to up 
%LINK-5-CHANGED: Interface FastEthernet0/10, changed state to up 
%LINEPROTO-5-UPDOWN: Line protocol on Interface FastEthernet0/10, changed state to up 
%LINK-5-CHANGED: Interface Port-channel3, changed state to up 




Por medio de los mensajes de consola se puede observar la correcta 
configuración y cambio de estado de las interfaces Fa0/9 y Fa0/10 creando así el 







Enter configuration commands, one per line. End with CNTL/Z. 
ALS2(config)#interface range f0/9-10 
ALS2(config-if-range)#switchport mode trunk 
ALS2(config-if-range)#switchport nonegotiate 
ALS2(config-if-range)#channel-protocol PAgP 
ALS2(config-if-range)#channel-group 4 mode desirable  
ALS2(config-if-range)# 
Creating a port-channel interface Port-channel 4 
ALS2(config-if-range)#no shut 
ALS2(config-if-range)# 




%LINEPROTO-5-UPDOWN: Line protocol on Interface FastEthernet0/9, changed state to up 
%LINK-5-CHANGED: Interface FastEthernet0/10, changed state to up 
%LINEPROTO-5-UPDOWN: Line protocol on Interface FastEthernet0/10, changed state to up 
%LINK-5-CHANGED: Interface Port-channel4, changed state to up 
%LINEPROTO-5-UPDOWN: Line protocol on Interface Port-channel4, changed state to up 
ALS2(config-if-range)#exit 
 
De igual forma que con las configuraciones de los anteriores Port-channels se 
puede observar la correcta configuración y cambio de estado de las interfaces 
Fa0/9 y Fa0/10 creando así el Port-channel 4 que también pasa al estado activo. 
 
 
4) Todos los puertos troncales serán asignados a la VLAN 500 como la VLAN 
nativa. 
A continuación, se configura en cada uno de los switchs la vlan 500 como vlan 
nativa para asegurar que todos los dispositivos conectados puedan 
comunicarse con otros dispositivos desde cualquier puerto. 




Enter configuration commands, one per line. End with CNTL/Z. 
DLS1(config)#interface port-channel 1 
DLS1(config-if)#switchport trunk native vlan 500 
DLS1(config-if)#exit 
DLS1(config)#interface port-channel 4 




Enter configuration commands, one per line. End with CNTL/Z. 
DLS2(config)#interface port-channel 2 
DLS2(config-if)#switchport trunk native vlan 500 
DLS2(config-if)#exit 
DLS2(config)#interface port-channel 3 





Enter configuration commands, one per line. End with CNTL/Z. 
ALS1(config)#interface port-channel 1 





ALS1(config)#interface port-channel 3 




Enter configuration commands, one per line. End with CNTL/Z. 
ALS2(config)#interface port-channel 2 
ALS2(config-if)#switchport trunk native vlan 500 
ALS2(config-if)#exit 
ALS2(config)#interface port-channel 4 
ALS2(config-if)#switchport trunk native vlan 500 
ALS2(config-if)#exit 
 
En la Figura 16 se tiene como ejemplo la realización de los comandos 
anteriormente descritos para asignar los enlaces a la Vlan 500 como nativa.  
 








d. Configurar DLS1, ALS1, y ALS2 para utilizar VTP versión 3 
 
Por medio del comando Vtp domain asignamos el nombre de CISCO y agregamos 
una contraseña con el comando vtp pass, al intentar configurar el conmutador con 
la  versión 3 nos arroja un error debido a que este modelo de Switch solo soporta 
hasta la versión 2 en Packet tracer. 
 










Figura 18. Error en la configuración de VTP V3 en SmartLab 
 
 
Como se puede observar en la figura 18 también se intentó realizar la 
configuración de VTP v3 en los laboratorios de SmartLab sin éxito ya que estos 
dispositivos tampoco soportan la versión 3 de VTP. 
 
Por lo anterior se continua el desarrollo del laboratorio con la versión 2. 
 
1) Utilizar el nombre de dominio CISCO con la contraseña ccnp321 
La configuración del dominio es importante ya que sin esto no se permite realizar 
el cambio de versión de VTP. 









Enter configuration commands, one per line. End with CNTL/Z. 
DLS1(config)#vtp domain CISCO 
Changing VTP domain name from NULL to CISCO 
DLS1(config)#vtp pass ccnp321 
Setting device VLAN database password to ccnp321 
DLS1(config)#vtp version 3 
^ 
% Invalid input detected at '^' marker. 







Enter configuration commands, one per line. End with CNTL/Z. 
ALS1(config)# 
ALS1(config)# 
ALS1(config)#vtp domain CISCO 
Changing VTP domain name from NULL to CISCO 
ALS1(config)#vtp pass ccnp321 
Setting device VLAN database password to ccnp321 





Enter configuration commands, one per line. End with CNTL/Z. 
ALS2(config)#interface port-channel 2 
ALS2(config-if)#switchport trunk native vlan 500 
ALS2(config-if)#exit 
ALS2(config)#interface port-channel 4 





ALS2(config)#vtp domain CISCO 
Changing VTP domain name from NULL to CISCO 
ALS2(config)#vtp pass ccnp321 
Setting device VLAN database password to ccnp321 









2) Configurar DLS1 como servidor principal para las VLAN. 
Al establecer el modo server en DLS1 se organiza la jerarquía en la 
administración de la información de la red. 
 
DLS1#conf term 
Enter configuration commands, one per line. End with CNTL/Z. 
DLS1(config)#vtp mode server 
Setting device to VTP SERVER mode. 
 
 
Del mismo modo para asegurar que solo existe un servidor en la red se configuran 
los demás switchs como modo Cliente. 
 
3) Configurar ALS1 y ALS2 como clientes VTP. 
ALS1 
ALS1#conf terminal 
Enter configuration commands, one per line. End with CNTL/Z. 
ALS1(config)#vtp mode client 





Enter configuration commands, one per line. End with CNTL/Z. 
ALS2(config)#vtp mode client 
Setting device to VTP CLIENT mode. 
 
e. Configurar en el servidor principal las siguientes VLAN: 
 
Se realiza la configuración de las Vlan de la  tabla 4 en el switch DLS1 
 










600 NATIVA 420 PROVEEDORES 




240 CLIENTES 1050 VENTAS 





Enter configuration commands, one per line. End with CNTL/Z. 
DLS1(config)#vtp mode server 
















// Packet tracer no permite crear vlan de más de 3 dígitos en ese modo por lo que 
es necesario pasar al modo VTP transparent. 
 
DLS1(config)#VTP mode transparent 




























% Invalid input detected at '^' marker. 
DLS1(config-vlan)#exit 
 
// Packet tracer no soporta el comando para suspender una Vlan por lo que se 
procede a desactivar la vlan 420. 
 
DLS1(config)#vlan 420 
DLS1(config-vlan)#no vlan 420 
DLS1(config)#exit 
 







g. Configurar DLS2 en modo VTP transparente VTP utilizando VTP versión 
2, y configurar en DLS2 las mismas VLAN que en DLS1. 
 
DLS2(config)#vtp mode transparent 
Device mode already VTP TRANSPARENT. 


























// Al trabajar con la versión 2 y en modo transparente no presenta errores para la 
creación de las Vlan en el DLS2 aun cuando son de más de 3 dígitos. 
 
h. Suspender VLAN 420 en DLS2. 
// Packet tracer no soporta el comando para suspender una Vlan por lo que se 
procede a desactivar la vlan 420. 
 
DLS2(config)#vlan 420 












i. En DLS2, crear VLAN 567 con el nombre de PRODUCCION. La VLAN de 












j. Configurar DLS1 como Spanning tree root para las VLANs 1, 15, 420, 600, 
1050, 1112 y 3550 y como raíz secundaria para las VLAN 100 y 240. 
DLS1  
 
DLS1(config)#spanning-tree vlan 1,15,420,600,1050,1112,3550 root primary 
DLS1(config)#spanning-tree vlan 100,240 root secondary 
DLS1(config)#exit 
 








k. Configurar DLS2 como Spanning tree root para las VLAN 100 y 240 y 
como una raíz secundaria para  las VLAN 15, 420, 600, 1050, 11112 y 
3550. 
 
DLS2(config)#spanning-tree vlan 100,240 root primary 
DLS2(config)#spanning-tree vlan 1,15,420,600,1050,1112,3550 root secondary 
DLS2(config)#exit 
 
// Se configuran los canales prioritarios y secundarios en los conmutadores DLS1 
y DLS2. 
 
l. Configurar todos los puertos como troncales de tal forma que solamente 




DLS1(config)#interface port-channel 1 
DLS1(config-if)#switchport trunk allowed vlan 1,15,600,1050,1112,3550,100,240 
Command rejected: Bad VLAN list 
 
/// Packet tracer no soporta este comando con Vlans de mas de 3 dígitos. 
Se realiza la carga individual con las Vlan de 2 y 3 dígitos y son permitidas. 
 
DLS1(config-if)#switchport trunk allowed vlan 1 
DLS1(config-if)#switchport trunk allowed vlan 15 
DLS1(config-if)#switchport trunk allowed vlan 600 
DLS1(config-if)#switchport trunk allowed vlan 100 
DLS1(config-if)#switchport trunk allowed vlan 240 
 
DLS1(config)#interface port-channel 4 








Enter configuration commands, one per line. End with CNTL/Z. 
DLS2(config)#interface port-channel 2 
DLS2(config-if)#switchport trunk allowed vlan 1,15,420,600,100,240 
DLS2(config)#interface port-channel 3 




ALS1(config)#interface port-channel 1 
ALS1(config-if)#switchport trunk allowed vlan 1,15,420,600,100,240 
ALS1(config-if)#switchport trunk allowed vlan 1050 





Enter configuration commands, one per line. End with CNTL/Z. 
ALS2(config)#interface port-channel 2 
ALS2(config-if)#switchport trunk allowed vlan 1,15,420,600,100,240 
ALS2(config-if)#exit 
ALS2(config)#interface port-channel 4 
ALS2(config-if)#switchport trunk allowed vlan 1,15,420,600,100,240 
ALS2(config-if)#exit 
 
// Se atribuyen permisos a las Vlan descritas para restringir el flujo de datos solo 





m. Configurar las siguientes interfaces como puertos de acceso, asignados 









DLS1(config-if)#switchport access vlan 3550 
DLS1(config-if)#no shut 
DLS1(config-if)# 
%LINK-5-CHANGED: Interface FastEthernet0/6, changed state to up 
%LINEPROTO-5-UPDOWN: Line protocol on Interface FastEthernet0/6, changed 
state to up 
DLS1(config-if)#exit 
DLS1(config)#interface f0/15 
DLS1(config-if)#switchport access vlan 1112 
DLS1(config-if)#no shut 




// Se configura la puerta de acceso en cada uno de los conmutadores para los 
equipos HOST conectados a los mismos, permitiéndole el ingreso a la red 
configurada anteriormente. 
Se realiza esta operación de manera similar en todos los conmutadores teniendo 









Interfaz DLS1 DLS2 ALS1 ALS2 
Interfaz Fa0/6 3550 15, 1050 100, 1050 240 
Interfaz Fa0/15 1112 1112 1112 1112 











DLS2(config-if)#switchport access vlan 15 
DLS2(config-if)#switchport access vlan 1050 
DLS2(config-if)#no shut 
DLS2(config-if)# 
%LINK-5-CHANGED: Interface FastEthernet0/6, changed state to up 
%LINEPROTO-5-UPDOWN: Line protocol on Interface FastEthernet0/6, changed 
state to up 
DLS2(config-if)#interface f0/15 





%LINK-5-CHANGED: Interface FastEthernet0/15, changed state to down 
DLS2(config-if)#exit 
DLS2(config)#interface range f0/16-18 
DLS2(config-if-range)#switchport access vlan 567 
DLS2(config-if-range)#no shut 
%LINK-5-CHANGED: Interface FastEthernet0/16, changed state to down 
%LINK-5-CHANGED: Interface FastEthernet0/17, changed state to down 







ALS1(config-if)#switchport access vlan 100 
ALS1(config-if)#switchport access vlan 1050 
ALS1(config-if)#no shut 
ALS1(config-if)# 
%LINK-5-CHANGED: Interface FastEthernet0/6, changed state to up 
%LINEPROTO-5-UPDOWN: Line protocol on Interface FastEthernet0/6, changed 
state to up 
ALS1(config-if)#exit 
ALS1(config)#interface f0/15 
ALS1(config-if)#switchport access vlan 1112 
ALS1(config-if)#no shut 







ALS2(config-if)#switchport access vlan 240 
ALS2(config-if)#no shut 
ALS2(config-if)# 
%LINK-5-CHANGED: Interface FastEthernet0/6, changed state to up 
%LINEPROTO-5-UPDOWN: Line protocol on Interface FastEthernet0/6, changed 
state to up 
ALS2(config-if)#exit 
ALS2(config)#interface f0/15 
ALS2(config-if)#switchport access vlan 1112 
ALS2(config-if)#no shut 





Parte 2: Conectividad de red de prueba y las opciones configuradas. 
a. Verificar la existencia de las VLAN correctas en todos los switches y la 
asignación de puertos troncales y de acceso. 
DLS1 
DLS1#show vlan 







DLS1#show interface trunk 
 















ALS2#show interface trunk 
 
b. Verificar que el EtherChannel entre DLS1 y ALS1 está configurado 
correctamente. 
DLS1 
DLS1#show etherchannel summary 
 







ALS1#show etherchannel summary 
 
Figura 26. Verificación de estado del enlace EtherChannel 
 
 





















































Como podemos observar en la figura 30 la transmisión de paquetes 
desde el switch servidor se realiza de manera satisfactoria hacia los 






















Con el desarrollo de esta actividad se logró poner en práctica los conocimientos 
adquiridos sobre conmutación y enrutamiento durante el diplomado de 
profundización CCNP de CISCO, siendo este una herramienta clave de 
desenvolvimiento profesional en la actualidad del mercado laboral. 
 
Con la simulación del primer escenario se logró aplicar configuraciones que 
permitieron el intercambio de información entre dispositivos que pertenecen a 
diferentes locales  con distintos protocolos de enrutamiento utilizando la 
redistribución de protocolos en el router R3, el cual permitió que los dispositivos de 
una red aprendieran y agregaran las subnets  creadas en las otras redes.  Esta 
práctica recrea una situación muy probable de encontrar en el ámbito laboral, donde 
se tiene la necesidad de crear una red en diferentes locales, ciudades o países. Y 
aun cuando los equipos estén configurados con diferentes protocolos de 
enrutamiento, fue posible aplicar configuraciones que habiliten esa comunicación 
entre los equipos y a su vez brinden seguridad, velocidad y confiabilidad en la red.   
 
Por otra parte, durante el desarrollo de estos escenarios se pudo conocer las 
configuraciones posibles de cada uno de los protocolos de enrutamiento disponibles 
en el comercio como OSPF y EIGRP y sus métodos de cálculo para determinar la 
ruta de transmisión de los paquetes de información, para así aplicar según las 
necesidades del entorno, tamaño de la red, cantidad de sistemas autónomos o 
aplicación pretendida por el usuario final. 
 
En el segundo escenario se logró aplicar las diferentes estrategias disponibles para 
aumentar la capacidad de transmisión de los canales creando Port-Channels los 
cuales  brindan estabilidad y confiabilidad a la transmisión de la información al 
contar con enlaces redundantes, así como también balanceo de cargas y uso del 
ancho de banda. 
 
En este segundo escenario también se cuidó de la seguridad del sistema al poder 
restringir los accesos y la circulación de información de dispositivos Host que no 
estén claramente definidos en los equipos de conmutación. 
  
 
Por ultimo con el desarrollo de esta actividad se logro evidenciar la importancia y 
utilidad de conocer el manejo y administración de sistemas como cisco para 
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