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Abstract
In 1952 Dyson put forward a simple and powerful argument indicating that the perturbative
expansions of QED are asymptotic. His argument can be related to Chandrasekhar’s limit on
the mass of a star for stability against gravitational collapse. Combining these two arguments we
estimate the optimal number of terms of the QED series to be 3.1(137)3/2 ≈ 5000. For condensed
matter manifestations of QED in narrow band-gap semiconductors and Weyl semimetals the op-
timal number of terms is around 80 while in graphene the utility of the perturbation theory is
severely limited.
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I. INTRODUCTION
Quantum electrodynamics (QED) calculates measurable quantities through a power series
that expands in powers of the fine structure constant α = e2/~c. Over sixty years ago Dyson
[1] gave an argument indicating that QED series are asymptotic (i.e. there exists an optimal
number of terms that best approximates the physical quantity being computed; keeping
more terms does not improve but rather worsens the accuracy). Dyson argued that this
optimal number is of the order 1/α ≈ 137. Migdal and Krainov [2] reconsidered Dyson’s
argument and arrived at a different optimal number of terms of the order 1/α3/2 ≈ 1373/2.
Both estimates predict a very large number thus explaining why in practice the asymptotic
character of QED series does not limit the utility of the perturbation theory. The goal of
this paper is two-fold:
(i) First, we demonstrate how Dyson’s argument can be made quantitative. This allows
us to identify the origin of discrepancy between the two predictions [1, 2] and improve
the accuracy of the Migdal-Krainov estimate. The latter is made possible by reducing the
argument to mathematically identical problem of stability of a star against gravitational
collapse [3].
(ii) Second, we point out that QED is not the only context to which Dyson’s argument can
be applied. Certain condensed matter systems, specifically narrow band-gap semiconductors
[4], Weyl semimetals [5] and graphene [6] in their low-energy limit, mimic QED with vastly
different effective fine structure constants [7]. We show that in these systems the asymptotic
character of appropriate perturbative series is not necessarily of purely theoretical interest.
Specifically, in graphene the utility of the perturbation theory is severely limited.
II. DYSON’S ARGUMENT IN QED AND GRAVITATIONAL COLLAPSE CON-
NECTION
In order to demonstrate that physical quantities regarded as functions of α or equivalently
e2 have a singularity at e2 = 0 Dyson argued by contradiction. If we assume that there is no
singularity for e2 = 0, the value of any physical quantity at e2 = 0 should not depend on the
way e2 approaches zero – whether it is from the e2 > 0 or e2 < 0 domains. For e2 > 0 the
QED vacuum as a particle-free ground state is clearly stable. On the other hand, if e2 < 0
2
the particle-free vacuum is unstable and thus does not represent the lowest energy state of
the system. To clarify the meaning of the vacuum instability, Dyson interpreted the e2 < 0
situation as describing a fictitious world where like charges attract and unlike charges repel.
In such a world were a quantum fluctuation to create N electron-positron pairs, the repulsive
electrons and positrons would spatially separate while the attractive particles of the same
type would segregate together. For N ≫ 1 the total energy of the well separated electron
and positron regions will become lower than the energy of the particle-free vacuum because
the energy penalty in creating pairs (proportional to their number N), will be inevitably
compensated by the energy gain of attraction between like particles (proportional to the
number of pair interactions N(N − 1) ≈ N2). Thus there is a smallest number of pairs Nc
beyond which the vacuum is unstable with respect to creation of another pair. Since the
vacuum is stable in the real e2 > 0 world and unstable in the fictitious e2 < 0 world, e2 = 0
must be a singular point.
Dyson commented that the divergence of the QED series in the real world is associ-
ated with virtual processes in which large numbers of particles are involved. In the QED
perturbation series terms of the order αN ∝ e2N arise from processes involving N virtual
electron-positron loops which, as was argued by Migdal and Krainov [2], correspond to N
electron-positron pairs in the fictitious e2 < 0 world. In other words, creation of N electron-
positron pairs in the e2 < 0 world corresponds to the Nth order of the perturbation theory
in the physical world, suggesting that the critical number of pairs Nc becomes the optimal
number of terms of asymptotic QED series.
Even though the instability of the e2 < 0 vacuum has its origin in Coulomb attraction
of like charges overcoming the rest energy of pairs (2Nmc2), the critical pair number Nc
does not depend on the electron mass m. This a consequence of the quantum nature of
the problem (which puts a lower bound on the energy of a bound pair), and can be readily
inferred from dimensional analysis:
The problem is fully specified by the dimensionless parameters N , α, and by the electron
Compton wavelength λ = ~/mc. If there exists a critical number of pairs Nc, it can only be
a function of the remaining independent dimensionless parameters of the problem. However
there is only one length scale λ available, so that no dimensionless quantity can depend on
it. Therefore Nc cannot depend on λ, and thus is independent of the electron mass m; the
only possible outcome is Nc = f(α), where f is a yet unknown function which diverges in
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the non-interacting α→ 0 limit.
Dyson argued that a state whose energy is lower than that of the particle-free e2 < 0
vacuum can be constructed from well-separated regions of electrons and positrons ”without
using particularly small regions or high charge densities, so that the validity of the classical
Coulomb potential is not in doubt” [1]. However, relativistic treatment of the particle
dynamics is necessary, so that the Hamiltonian describing one of the regions occupied by N
like particles will be chosen in the semi-relativistic form
H = c
N∑
i=1
√
p2i + (mc)
2 − e2
∑
i<j
1
|ri − rj| (1)
i. e. the particles obey the relativistic dispersion relation but attract each other according
to the classical non-relativistic Coulomb law. The Hamiltonian (1) is implicit in Refs. [1, 2].
Its quantum-mechanical ground state is a result of the interplay between the degeneracy
pressure of confined fermions that tends to expand the region and the 1/r attraction among
them that causes contraction. A mathematically identical situation is encountered in the
study of the gravitational equilibrium of bodies of large mass [3] where it is known that
there is the Chandrasekhar-Landau (CL) mass limit, beyond which the degeneracy pressure
can no longer prevent gravitational collapse. The CL mass limit directly translates into an
expression for the optimal number of terms Nc of the QED series as explained below. The
relevance of the semi-relativistic Hamiltonian of the form (1) to the problem of gravitational
collapse was realized by Le´vy-Leblond [8] whose analysis we now follow.
If p is an average momentum of the particle while r is an average distance between the
particles, in the N ≫ 1 limit the total energy of the interacting system described by the
Hamiltonian (1) can be estimated as
E(N) ≃ Nc
√
p2 + (mc)2 − N
2e2
r
. (2)
The Pauli principle requires that there not be more than one fermion per de Broglie wave-
length ~/p. Then N particles will occupy the total volume of about N(~/p)3 and the average
distance between the particles (and the size of the region) is of the order r ≃ N1/3~/p which
transforms the expression (2) into
E(N) ≃ Nmc2
(√
x2 + 1− αN2/3x
)
, x =
p
mc
. (3)
Since the energy per particle depends on the particle number N through the αN2/3 combi-
nation and the critical number Nc can only depend on α, this gives the estimate of Migdal
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and Krainov, Nc ≃ α−3/2, whose origin is in the fermion nature of the particles. The original
analysis of Migdal and Krainov is similar except that they treat the cases of non-relativistic
x≪ 1 and ultra-relativistic x≫ 1 particles separately.
On the other hand, if the particles were bosons, the average distance between them
would be dictated by the uncertainty principle, r ≃ ~/p. Substituting this into Eq.(2)
would give an expression similar to (3) except that αN2/3 would be replaced by αN . This
reproduces Dyson’s estimate Nc ≃ α−1 whose origin is rooted in the bosonic nature of the
particles. Rigorous analysis of the Hamiltonian (1) conducted by Lieb and Yau [9] confirms
the relevance of the αN2/3 or αN combinations for fermions or bosons, respectively.
As a function of the free parameter x the function (3) has a minimum for N < Nc ≃ α−3/2
while for N > Nc the minimum does not exist and the energy can be made as negative as
needed by choosing large enough x: the Hamiltonian (1) is unbounded from below and the
system faces inevitable collapse analogous to the gravitational collapse [3]. Indeed, whenever
the minimum of (3) exists, the lowest energy of the two well-separated electron-positron
regions and the size of each region r0 can be estimated as
2E0 ≃ 2Nmc2
[
1−
(
N
Nc
)4/3]1/2
(4)
and
r0 ≃ λN2/3c N−1/3
[
1−
(
N
Nc
)4/3]1/2
(5)
respectively. Since the energy (4) is counted with respect to that of the particle-free vacuum,
the states with N < Nc have higher energy than that of the original vacuum and the latter
is stable. Therefore creation of the electron-positron pairs is not energetically favorable
until N reaches Nc. This is when both 2E0 and r0 vanish with the latter being analogous to
gravitational collapse [3]. Specifically the dependence of the size of the region on the number
of particles it contains (5) parallels the dependence of the radius of gravitating region on
its mass [3]. The correspondence between the N = Nc condition with that of gravitational
collapse can be further coraborated by looking at the ultra-relativistic (orm = 0) limit when
the estimate (3) becomes
E ′(N) ≃ Ncp
[
1−
(
N
Nc
)2/3]
. (6)
We now see that N = Nc corresponds to the state of neutral equilibrium when an arbitrary
region size is allowed. Incidentally, neutrality of the equilibrium guaranties that Nc can be
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determined from the semi-relativistic Hamiltonian (1) with Coulomb interaction chosen in
the classical non-relativistic form. For N > Nc the region would catastrophically contract
with the energy decreasing without bound which corresponds to rapid disintegration of the
vacuum. Since the ultra-relativistic case is exactly solvable and Nc is mass-independent, the
value of Nc follows from the expression for the CL mass limit [3]
Nc = 3.1α
−3/2 ≈ 5000. (7)
This improves on the Migdal-Krainov estimate of the optimal number of terms in QED
series and demonstrates once again that asymptotic nature of QED series is only of purely
theoretical interest. The first proof that the CL gravitational collapse formulas are correct
up to a reasonable numerical constant was given by Lieb and Thirring [10].
III. DYSON’S ARGUMENT FOR NARROW BAND-GAP SEMICONDUCTORS
AND WEYL SEMIMETALS
QED is not the only context to which the Dyson argument is relevant. Indeed, it is known
that the low-energy physics of narrow band-gap semiconductors [4] mimics that of QED [11].
Here excitation of an electron-hole pair parallels the creation of an electron-positron pair in
QED, with the band gap representing the combined rest energy of the particles. In a two-
band approximation (well obeyed in narrow band-gap semiconductors of the InSb type) the
low-energy electron (hole) dispersion law is pseudo-relativistic [4]
ε(p) = ±vF
√
p2 + (mbvF )2. (8)
Here the upper and lower signs correspond to the conduction and valence bands, respectively,
2mbv
2
F is the energy band gap that parallels twice the rest energy of a particle of massmb, the
effective band electron mass, and vF is the velocity of a high-momentum particle analogous
to the speed of light c. In the special case of zero band gap, mb = 0, Eq.(8) also describes
Weyl semimetals [5]. Application of Dyson’s argument to these systems entails studying the
ground-state properties of the Hamiltonian
H = vF
N∑
i=1
√
p2i + (mbvF )
2 − e
2
ǫ
∑
i<j
1
|ri − rj| (9)
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where ǫ is material’s dielectric constant. Apart from notational differences vF → c, mb →
m and e2/ǫ → e2, the Hamiltonians (1) and (9) are mathematically identical, and the
results (4)-(7) apply to the narrow band-gap semiconductors and Weyl semimetals with the
provision that QED’s fine structure constant α is to be replaced by material’s fine structure
β =
e2
~vF ǫ
. (10)
Compared to their vacuum electron-positron counterparts, electrons and holes in narrow
band-gap semiconductors are very light (mb ≃ 0.01m) and the limiting velocity vF is nearly
three orders of magnitude smaller than the speed of light (vF ≈ 4.3× 10−3c) [12]. Choosing
ǫ = 15 which is typical for narrow band-gap semiconductors [13] we find β = 0.11 which is
more than an order of magnitude larger than QED’s fine structure constant. Correspond-
ingly, the optimal number of terms of the perturbation theory in β in narrow band-gap
semiconductors is Nc ≈ 80 which is substantially smaller than its QED counterpart (7).
Weyl semimetals are expected to have material parameters, similar to those of narrow
band-gap semiconductors: vF ≃ 10−2c and ǫ ≃ 10 [5]. This means that their fine structure
constant is about the same, β ≃ 0.1, thus implying that Nc ≃ 80.
IV. DYSON’S ARGUMENT FOR GRAPHENE
Although the asymptotic character of perturbative series in narrow band-gap semicon-
ductors and Weyl semimetals is substantially more pronounced than in QED, this is still of
no practical relevance as Nc ≃ 80≫ 1. We now give an example of experimentally available
condensed matter system - graphene - where Dyson’s argument sets practical limitations on
the utility of the perturbation theory. First application of Dyson’s argument to graphene
was given in Ref. [14]; for the special case of suspended graphene our conclusions below
differ from those of Ref. [14].
Graphene is a two-dimensional semimetal with linear in momentum dispersion relation-
ship (see Eq.(8) with mb = 0) embedded into a three-dimensional space thus implying
that electrons and holes confined to two dimensions interact with each other according to
the three-dimensional Coulomb law. Application of Dyson’s argument to graphene entails
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studying ground-state properties of the Hamiltonian
H = vF
N∑
i=1
|pi| −
e2
ǫ
∑
i<j
1
|ri − rj| . (11)
Since the particles are now confined to two dimensions, the results (4)-(7) are not applicable
to graphene. Their counterparts can be found by proceeding along the same lines as before.
Indeed, the ground-state energy of N ≫ 1 massless fermions interacting according to the
Hamiltonian (11) can be estimated as
E ′(N) ≃ NvFp− N
2e2
ǫr
. (12)
The Pauli principle requires that N particles will occupy the total area of about N(~/p)2,
and the average distance between the particles (and the size of the region) is of the order
r ≃ N1/2~/p which transforms the expression (12) into
E ′(N) ≃ NvFp
[
1−
(
N
Nc
)1/2]
(13)
resembling Eq.(6) with
Nc = 0.7β
−2, (14)
the graphene counterpart of Eq.(7), having the meaning of the optimal number of terms of
the perturbation theory. The numerical factor of 0.7 was borrowed from Ref. [14] where
explicit solution of the two-dimensional collapse problem was given.
With e2/~vF ≈ 2.5 [6] the graphene fine structure constant is β ≈ 2.5/ǫ. If the screening
is solely due to graphene’s electrons (suspended graphene) one should use the value of ǫ = 5
[15]. Then β ≈ 0.5 and the optimal number of terms estimated from (14) is Nc ≈ 3. At this
point we recall that the theory developed here is applicable provided N ≫ 1. Having found
Nc ≈ 3 means that one is close to the verge of applicability of the theory and that the actual
number should not be taken literally. The consequence is that in suspended graphene the
utility of the perturbation theory in β is at best limited to only few lowest order terms. This
is in variance with conclusion of Ref.[14] which employed ǫ = 1; then β ≈ 2.5 thus implying
that the perturbation theory in the fine structure constant is never applicable.
For the case of graphene on quartz one should choose ǫ ≈ 2.5 [16]. Then one finds β ≈ 1
and Nc ≈ 0.7 with the implication that the perturbation theory in β is useless.
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An alternative and reliable expansion in (large) number of Dirac fermion species capable
of handling strong coupling problems like those offered by graphene was recently put forward
in Ref.[17].
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