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Introduction
Protandry-the maturation, arrival, or emergence of males before conspecific females-is common in many animal taxa (reviewed by Morbey and Ydenberg [2001] ). Darwin (1871) suggested that protandry had evolved in response to sexual selection favoring early activity in males, a hypothesis that has since been supported by several theoretical analyses (Wiklund and Fagerström 1977; Bulmer 1983; Iwasa et al. 1983; Iwasa and Haccou 1994) . These analyses have shown that, particularly when females mate only once, the optimal and evolutionarily stable male strat-* E-mail: jforrest@uottawa.ca.
Am. Nat. 2014. Vol. 184, pp. 338-351 . ᭧ 2014 by The University of Chicago. 0003-0147/2014/18403-55290$15.00. All rights reserved. DOI: 10.1086/677295 egy is to emerge somewhat earlier than females. Selection for earliness in males can be amplified when female condition declines over the course of a season (Kleckner et al. 1995) : males emerging early have greater access to large females, which survive longer and produce more eggs than smaller, later-emerging individuals.
Does a similar argument apply to plants? Several authors have noted that, among the 6% of angiosperm species with separate sexes (Renner and Ricklefs 1995) , males often flower earlier than females (Lloyd and Webb 1977; Bram and Quinn 2000 and references therein) . The phenomenon is analogous to protandry in animals, but it is rarely referred to as such; in plants, protandry normally refers to the earlier maturation of male organs within hermaphroditic flowers (Bawa and Beach 1981; Lloyd and Webb 1986) . Furthermore, the prevalence of earlier male flowering is uncertain. Lloyd and Webb (1977) noted that the many ways of quantifying flowering phenology (e.g., as date of flowering onset, date of peak or last flowering, or age at first reproduction) made any generalizations about relative timing of males and females dubious.
When earlier flowering onset is observed in males, a proximate explanation is often given: the greater reproductive effort of females necessitates a longer period of resource accumulation before the start of flowering (Lloyd and Webb 1977; Purrington and Schmitt 1998; Bram and Quinn 2000; Meagher and Delph 2001) . In other words, earlier flowering by males is a simple corollary of constraints on the timing of flowering in females and is not in itself adaptive. This argument assumes that the resources necessary for flowering are solely acquired during the current growing season and therefore makes most sense when applied to herbaceous species, especially annuals, in which seasonal flowering phenology is synonymous with age at first reproduction. It seems less applicable to perennial plants, especially those with storage organs that can fuel reproduction and allow flowering phenology to be decoupled from seasonality of resource accrual. (In zoological terminology, these are capital breeders.) In any case, the resource-acquisition argument fails to explain why selection would have maintained males that begin to flower before mates are available.
Adaptive (ultimate) explanations for early male flowering onset have also been suggested. Pollinator preference for early-flowering plants (see Elzinga et al. 2007 ) would favor males that begin flowering relatively early, particularly if pollinators become accustomed to visiting the same individuals (Bawa 1980; Stephenson and Bertin 1983) , but such behavior could favor early females as well. A potentially more general explanation invokes sexual selection: males that begin flowering early gain a precedence advantage by delivering pollen to stigmas that have not yet received pollen from other males (Stephenson and Bertin 1983; Burd and Head 1992; Stanton 1994) , in the same way that early male animals benefit from access to virgin females.
An additional argument can be made for sexual selection as a force driving early flowering onset in male plants. Competition among males for access to high-condition (i.e., large and fecund ; Herrera 1991; Blanckenhorn 2000) females is likely to be as important in plants as it is in animals. Just as in animals, seasonal declines in female condition would cause such competition to take the form of selection for earliness in males. Delph and Herlihy (2012) made a similar suggestion with respect to the dioecious Silene latifolia: in a year when females produced most of their flowers early in the season, sexual selection favored early flowering onset in males. Within-plant declines in seed set over the course of flowering could have the same effect (Stephenson and Bertin 1983; Kidyoo and McKey 2012) . However, the role of female condition in the evolution of flowering phenology has not been quantitatively evaluated, and the relative importance of amongand within-plant variation in resource status has not been investigated.
In this article, I first test whether males of dioecious plants indeed tend to flower earlier in the season than females. Although much of the literature on the evolution of flowering phenology focuses on timing of first flowering (e.g., Mungía-Rosas et al. 2011) , ecological studies often characterize the full flowering period of individual plants or populations. I therefore investigate entire populationlevel flowering distributions to obtain a fuller picture of sex differences in flowering time. I then review the relationship between flowering time and condition, or resource status, both within and among plants. I use this information to parameterize a simulation model of the evolution of flowering phenology in a dioecious plant. Using this model, I investigate the role of sexual selection (that is, male-male competition for access to high-quality mates) in the evolution of sex differences in flowering phenology.
Protandry in Dioecious Plants

Methods
To locate data on phenology of dioecious angiosperms, I searched the Web of Science database in January 2014 using the search terms "dioecy or dioecious" and "phenolog-". The search covered articles published between 1900 and late 2013, but only titles (not abstracts or keywords) were searchable for articles published before 1991. I also consulted any relevant articles from the literature cited sections of the articles located by the keyword search.
Comparison of phenologies requires that the flowering period be clearly defined; hence, studies of plants with indeterminate or aseasonal flowering schedules were discarded. Dioecious figs (Ficus spp.) were also excluded because of their specialized reproductive biology (for discussions of fig phenology, see Valdeyron and Lloyd 1979; Spencer et al. 1996; Patel and McKey 1998) .
Flowering phenologies can be reported in several ways (e.g., as proportion or number of individuals, stems, inflorescences, or buds in flower on a series of sampling dates; or as number of individuals having begun flowering on each sampling date). I considered all of these acceptable for comparing phenology of male and female plants, provided that the same method was used for both sexes and that counts were made on four or more sampling dates within a growing season. I included studies only if three or more individuals of each sex were sampled. For the one species (Aralia nudicaulis) for which suitable data were available from two studies (Barrett and Helenurm 1981; Flanagan and Moser 1985) , I used the study with more sampling dates (Barrett and Helenurm 1981) . In both studies, females flowered earlier than males.
For each study, I extracted data on male and female flowering phenology, using DataThief (ver. 1.6; Tummers 2006) where necessary to obtain numerical values. To allow comparison among studies, I converted count data for each sex on each date into cumulative proportions of flowering having occurred up to that date. I also converted days of the year into proportions of the flowering season, treating the first flowering date of either sex as the first day of the season for that species and the last flowering date as the last day of the season. For each sex of each species, I plotted cumulative flowering proportion versus proportion of the flowering season and then fit a logistic curve, using the glm function with logit link, in R (ver. 2.15.2; R Development Core Team 2012). From the fitted curves, I obtained the dates by which 25%, 50%, and 75% of flowering have occurred. These values provide a way to compare phenologies of different species on a standardized scale, and together they provide a picture of where in the flowering period (early, middle, or late) intersexual differences are greatest. Protandry is defined here as the mean difference between females and males in the time at which they reach a given flowering quartile. For nine species in which data were recorded from multiple sites or years, I used data from all sites and years meeting the criteria listed above. However, only one curve was fitted for each sex, such that no species was overrepresented in the overall analysis. Where phenology was reported in more than one way within a study, I used the method with the finest resolution (e.g., number of open flowers or inflorescences), since fewer studies reported data at the level of individual plants. In studies reporting both individual-level and finer-scale data, both metrics yielded similar patterns (Pearson correlations between curve quantiles obtained by different metrics, r p 0.97-0.99, N p 3 quantiles per sex per species).
To test for an overall difference in flowering phenology between males and females, I ran a mixed-model logistic regression on cumulative flowering proportion, using the glmer function with logit link in the R package lme4 (Bates et al. 2013) , with sex and proportion of the flowering season as fixed predictor variables and species as a random factor. I also tested whether the species in my data set could be treated as phylogenetically independent replicates, using the program Phylogenetic Independence (Abouheif 1999; Pavoine and Ricotta 2013) . This method tests for phylogenetic autocorrelation in a trait using only the information contained in the tree topology; it does not require branch lengths and does not assume a particular mode of character evolution. I tested for phylogenetic independence in three derived traits (the male-female difference at each flowering curve quantile: 25%, 50%, and 75%). The phylogeny was constructed from the angiosperm tree of Soltis et al. (2011) and further resolved using trees for Lindera (Fijridiyanto and Murakami 2009) and Arecaceae (Baker et al. 2009 ). One polytomy (the three species of Trichilia) was unresolved.
Results
Suitable data were available for 32 dioecious species in 20 angiosperm families (app. A; apps. A-E available online). All but one of the studies (Godley 1976) were conducted in the field; all but two were conducted with natural plant populations. One species was an annual; the rest were polycarpic perennials. Fifteen species were from temperate forest, grassland, or wetlands; five were from Mediterranean habitats; and 12 were from tropical forest. No family was represented by more than three species. Mean duration of the flowering season was 72 days. Sex differences in flowering phenology show substantial interspecific variation ( fig.  1 ), but on average, male plants flower earlier in the season than conspecific female plants (logistic regression, effect of sex: x 2 p 4.56, df p 1, P p .033). Protandry is most pronounced early in the flowering season (mean difference in twenty-fifth percentile date [‫ע‬SD] p 6.9% ‫ע‬ 11.6% of the flowering season; mean difference in fiftieth percentile date p 5.0% ‫ע‬ 9.5%; mean difference in seventy-fifth percentile date p 3.1% ‫ע‬ 8.5%). Significant phylogenetic signal was detected for sex differences in the fiftieth and seventy-fifth percentile dates (randomization tests, onetailed; P p .044 and .040, respectively) but not for the twenty-fifth percentile date (P p .12; app. B). Thus, the pattern of males reaching peak flowering before females may be due in large part to shared ancestry, but that of males flowering earlier than females at the start of the season is not.
There are exceptions to the pattern of generally earlier flowering by males. In Ilex opaca, the earlier flowering peak of females is apparently due to the prolonged and nonmodal flowering period of males; both sexes of that species initiate flowering at the same time (Carr 1991) . In windpollinated Rumex hastatulus, males actually initiate flowering later than females (at least in the greenhouse), likely because they have been selected to maximize height at flowering and thereby pollen dispersal and, therefore, to postpone reproduction in favor of growth (Pickup and Barrett 2012) . Barrett and Helenurm (1981) suggested that early flowering by females of Aralia nudicaulis might be the result of selection on the less showy female plants to flower before males, which might otherwise outcompete them for pollinators.
Size, Fecundity, and Flowering Phenology
The Within-Plant Relationship between Flowering Time and Resources
Within individual plants, flowers produced later in the growing season typically mature fewer seeds (Stephenson 1981; Diggle 1995) . Since Diggle's (1995) review, numerous additional studies have shown declines in seed mass, seed number, or fruit set over the course of flowering both in hermaphrodites and in female plants (e.g., Brunet 1996; Nishikawa 1998; Barrett et al. 1999; Ladio and Aizen 1999; Vallius 2000; Ishii and Sakai 2001; Huang et al. 2002; García 2003; Humphries and Addicott 2004; Kliber and Eckert 2004; Weis and Kossler 2004; Brown and McNeil 2006; Marshall et al. 2007; Buide 2008) . Reductions in fecundity range from approximately 10% (Mazer and Dawson 2001) to 90% (Barrett et al. 1999 ) over the course of flowering. Occasionally, declines are not observed (e.g., Byrne and Mazer 1990) , but there are few plants that regularly produce more or heavier fruit from later flowers (for two exceptions, see Berry and Calvo 1991; Vaughton 1993) . These patterns appear to be driven by resource limitation at the whole-plant level: later flowers are often smaller, suggesting that they obtain fewer maternal resources regardless of whether they are pollinated, and they are inferior competitors for maternal resources once they are pollinated (Thomson 1989; Diggle 1995) . Declines in seed size in later-produced fruit can have consequences for the next generation: smaller seeds are less likely to emerge as seedlings (Stanton 1984; Dawson and Ehleringer 1991) and survive to flowering (Stanton 1985; Tripathi and Khan 1990) .
The Among-Plant Relationship between Flowering Time and Resources
Studies conducted in the greenhouse or growth chamber often find a positive correlation between size and flowering onset (i.e., late flowering onset is associated with large size at flowering). Such findings are in accordance with the expectation from life-history theory of a trade-off between optimal age (young) and size (large) at reproduction (Dorn and Mitchell-Olds 1991; Colautti et al. 2010; Salomé et al. 2011) . However, in a meta-analysis of selection on flowering phenology, Mungía-Rosas et al. (2011) Hendry and Day (2005) , and in the Kingsolver et al. (2001) and Siepielski et al. (2009) data sets. Second, I searched the Web of Science database in January 2014, using the search terms ("plant size" and ("flowering phenology" or "flowering time")) or (("large-plant-" or "small-plant-") and "flower-" and ("earl-" or "late-")). Finally, I included any other suitable data sets I was aware of. I extracted correlations between size and date of first flowering, giving preference to correlations based on final size or size at reproduction rather than size at the start of the season. I focused on date of first flowering as opposed to date of peak flowering, both because this was the most commonly reported phenology metric and because it was the most relevant metric for the simulation model (below); however, it should be noted that correlations between size and peak flowering dates will differ from those between size and first flowering dates if first and peak dates are uncorrelated across individuals. When correlation coefficients could not be obtained from the published article, authors were contacted for access to raw data. I considered data from only a single site or year per study (that with the greatest sample size, or a random selection if sample sizes were equal). Most studies were of herbaceous, hermaphroditic species, but three were of woody plants, and two were of dioecious species (app. C); for the latter, I used data from female plants. Overall, 86% of the correlations (24 of 28, including all the woody and dioecious species) were negative, with a mean ‫ע‬ SD across studies of Ϫ0.31 ‫ע‬ 0.36 ( fig. 2 ; app. C). The only case of a strongly positive association between size and flowering time (r 1 0.5) came from the only data set in which fruit number (arguably an unreliable indicator of plant size) was the sole available size metric (Lönn et al. 2006) . I also calculated a weighted mean, using the meta-analytic approach of converting r values to z-scores, calculating a mean z-score using sample sizes (N Ϫ 3) of each study as weights (Rosenthal 1991) 
Simulated Evolution of Flowering Phenology in Dioecious Plants
The Model
To determine whether the temporal patterns in resource availability described above could give rise to the earlier male flowering observed in many dioecious plants, I developed a simulation model (R code, available online) of the evolution of flowering time in a plant with separate sexes. The model considers a diploid population of dioecious plants in which variation in date of first flowering is controlled by two unlinked multiallelic loci as well as by the size of the plant (which I treat as synonymous with its resource status or condition). In the model, N male and N female plants exchange gametes and produce seeds, the survival probability of which is determined by their resource status. In reality, flowering time is likely a multilocus trait in most plants (Buckler et al. 2009; Salomé et al. 2011) , and in Silene latifolia, at least one locus influencing flowering time appears to be sex linked (Scotti and Delph 2006) . Here, I have avoided specifying a genetic architecture of flowering time. Instead, the two genes controlling date of first flowering, F and M, have partially sex-limited expression, with the F locus expressed in females and the M locus in males. Expression of the opposite-sex locus is controlled by an intersexual genetic correlation, r g . An individual's genetic date of first flowering, F g , is the average of its four allelic values, weighted by their level of expression. Thus, for example, in males, In the simulated population, each individual produces one flower per day over a 5-day period (though I also explore flowering periods up to 20 days). On each day of flowering, a number A of pollinators visits the population, with each pollinator making up to five flower visits, the exact number determined by random draw. The identity of the visited flowers is determined by random sampling, with replacement, from the population of open flowers, weighted by a sex-specific "attractiveness" parameter, set at 1 for females and a for males. Each female flower contains 10 ovules (a value within the interquartile range reported by Burd et al. [2009] ). Pollination occurs if a female flower is visited by a pollinator that has previously visited a male flower within the same sequence of one to five visits. The model assumes that if pollination occurs, there is adequate pollen carryover for fertilization of all ovules. Although actual pollen carryover distributions are complex, substantial pollen carryover to the first four recipient flowers (as assumed here) is not unreasonable (Thomson and Plowright 1980; Richards et al. 2009 ). The model thus more closely simulates animal pollination than pollination by an abiotic vector, and the results are therefore more clearly applicable to animal-pollinated species (note that the majority of dioecious genera are reported to be insect pollinated; Renner and Ricklefs 1995) . An abiotic vector such as wind would also move pollen only among simultaneously flowering individuals (the key feature of a model of flowering time evolution), but floral attractiveness and pollen carryover would not be relevant.
If a given flower is pollinated, each ovule is fertilized by a male plant sampled randomly and with replacement from the population of currently open male flowers. All flowers open synchronously and for a single day, so there is no possibility of ovule preemption by early-flowering males. For each fertilization event, the haploid genotypes of the pollen grain and the ovule are determined by independent random draws from the two diploid parental genotypes; these unite to form the diploid genotype of the resulting offspring. Sex of the offspring is determined by a second random draw. I do not include mutation parameters in the model, because preliminary model runs indicated that evolutionary change was not limited by the mutational supply over the relatively short timescale (50 generations) of the simulation.
Each fertilized ovule is assigned the maternal plant's resource status, R m , decremented by an amount proportional to the day, D, in the maternal plant's flowering period on which that ovule was produced. A seed's resource status, R s , is thus given by R s p R m Ϫ wD, where w represents the slope of the decline in seed size or quality over the course of the mother's flowering period. The population of seeds then undergoes selection to maintain a constant population size of 2N, with each seed's probability of survival weighted by its resource status. Survival of female seeds is further weighted by a factor s. Thus, better endowed seeds are more likely to survive, and males and females may differ in their likelihood of survival. After selection, seeds are assigned a new, random resource status (as described above); thus, only offspring survival-and not offspring flowering time-is affected by maternal resource status.
Parameterization
The primary parameters of interest were w and a, the slopes of the within-and among-plant relationships be- tween flowering time and resource status. Values for w were chosen to represent typical rates of decline in seed mass or probability of seed maturation over the course of flowering within a plant (specifically, from no decline to a 64% decline), spread over a flowering period of 5 days (table 1) . Values for a were also chosen to cover the range of typical values observed in field studies (i.e., 0-0.8 days per 1% change in size); as for w, the most extreme reported values were not used. I also tested the effect of modifying pollinator abundance, A, and the population size parameter, N, since pollen limitation-or mate limitation in small populations (see Calabrese and Fagan 2004 )-might select against sex differences in flowering time. I similarly explored the extent to which the genetic correlation, r g , constrained the evolution of protandry. Default values of a and s were set to 1, representing no sex differences in attractiveness to pollinators or survival probability, respectively. Because male flowers are often larger and more fragrant than females in animal-pollinated species (Delph et al. 1996; Ashman 2009) , and because sex ratios of many dioecious plants are male biased, suggesting lower survival rates in females (Field et al. 2013) , I explored the effects of a 1 1 and s ! 1. For each set of parameter values, the model was run 25 times for 50 generations, and mean trait values for the last 10 generations were used to assess the effects of each parameter on the evolution of protandry (the difference between mean first flowering dates of females and males). under these conditions to being available to pollinate the earliest individuals.
Results
When
Increasing pollen limitation by decreasing pollinator abundance (A) does not prevent the evolution of protandry but does reduce its magnitude (1.8 ‫ע‬ 2.4 days [mean ‫ע‬ SD] for A p 1 vs. 3.3 ‫ע‬ 1.6 days for A p 50; fig. 5A ). Changing population size (N) has no detectable effect on mean levels of protandry, although outcomes are more variable at low N ( fig. 5D ). Increasing the intersexual genetic correlation for flowering onset, r g , strongly decreases the magnitude of protandry (to Ϫ0.1 ‫ע‬ 0.6 when r g p 1; fig.  5E ). When r g p 1, both males and females evolve earlier flowering (by 6.4 ‫ע‬ 2.8 days in males over 50 generations; 6.6 ‫ע‬ 2.9 days in females), showing that sexual selection for earliness in males drives a correlated response in females. Increasing a (relative attractiveness of males) has no consistent effect on protandry ( fig. 5B ). Although male attractiveness strengthens male-male competition, it also exacerbates pollen limitation in females, which are then selected to track male flowering time. Indeed, alleviating pollen limitation by increasing A (pollinator abundance) results in more pronounced protandry at high a ( fig. 5B) . Decreasing s (relative survival probability of females) has no measurable effect on protandry ( fig. 5F ). This is likely because, while poor survival of females intensifies male competition for mates, it also introduces a source of mortality that is unrelated to resource status, thereby weakening selection on flowering time.
Discussion
Protandry in Dioecious Plants
Males of most dioecious plant species begin and reach the peak of flowering before their female counterparts. Sex differences early in the flowering period are most pronounced and appear relatively unconstrained by phylogeny; toward the end of the flowering period, sex differences are reduced and show stronger phylogenetic signal. Because most available phenology data are counts of open flowers or flowering plants (as opposed to tallies of plants having flowered), individuals may have been counted on multiple sampling occasions. As a result, intersexual differences in flowering duration can affect cumulative flowering curves. Smaller differences between male and female flowering curves late in the season could therefore reflect greater flowering durations in males (see Barrett and Hough 2013) . Alternatively, they may be due to stronger phylogenetic constraints acting near the beginning of the fruiting period.
A greater need for resource acquisition in females prior to flowering may contribute to the prevalence of earlier flowering onset in males, but it is unlikely to be the whole story. The association between large size and early flowering onset in many plant populations shows that the longer preflowering growing period of later individuals does not, in fact, cause them to be larger at flowering than earlier conspecifics. For many plants, other sources of variation in size (e.g., microhabitat quality, age or availability of stored resources) must exceed the variation associated with an additional few days of growth. As shown here, these population-level associations between size and flowering time (captured by parameter a in the simulation model) can generate sexual selection on male phenology. This finding echoes results of animal studies showing that seasonal trends in condition, even if purely environmentally induced, have the potential to generate or strengthen sexual selection (Kirkpatrick et al. 1990; Kleckner et al. 1995) . The model would predict that opposite patterns of resource availability (i.e., seasonal increases in maternal condition) would drive sexual selection for later male flowering. It would be interesting to know whether the species with relatively late male flowering onset are also those with positive (or less negative) associations between female size and date of first flowering. Unfortunately, size-phenology data are unavailable for most of the dioecious species investigated here.
In the model, declining resource availability within maternal plants (w 1 0) sometimes favored earlier male flowering, but this effect was relatively small and was detectable only when population-level declines in condition were absent (a p 0). This finding appears to conflict with the results of Weis and Kossler (2004) and Delph and Herlihy (2012), who found that declining fruit production within plants yielded measurable sexual selection for earlier male flowering. However, the plants used in those studies experienced relatively homogeneous growing conditions (in a common garden or greenhouse, respectively), where among-plant variation in resource status would have been minimized. It seems likely that in natural plant populations, the effects of among-plant variation in condition (as summarized by the a parameter in the model) could trump the effects of within-plant variation.
In the simulations, several additional variables, including pollinator abundance, affected the extent to which males evolved earlier flowering than females. Most notably, a strong intersexual genetic correlation (r g ≥ 0.5) limited divergence between male and female traits. Little reduction in protandry was observed at r g p 0.14, the mean recorded for gender dimorphic species by Ashman and Majetic (2006;  fig. 5E ). However, the stronger genetic correlations observed in some species (e.g., close to 0.5 in gynodioecious Fragaria; Ashman 2005) do constrain the evolution of protandry in this model. Real plant populations exhibiting pronounced sex differences in flowering phenology have apparently overcome such genetic correlations (Poissant et al. 2010) , either by shifting genetic control of flowering time to the sex chromosomes (cf. Spigler et al. 2011) or by evolving sex-limited expression of flowering time genes (e.g., Scotti and Delph 2006) . Levels of protandry attained in the simulated populations tended to be less than those observed in nature, suggesting that factors other than seasonal declines in female resource status may also contribute to sex differences in flowering phenology. One such factor may be ovule preemption by the earliest pollen grains, a phenomenon not included in the model. I have explored the effect of allowing simulated female flowers to remain open longer than males (a pattern often observed in dioecious plants; Primack 1985) while maintaining the overall flowering period identical between the sexes. In these conditions, ovules may be preferentially fertilized by pollen reaching stigmas on the first day of flowering. Addition of a 1-day precedence advantage to this model increases the magnitude of protandry by approximately 0.3 days, all else being equal (app. E). Thus, ovule preemption can provide an additional advantage to early males (cf. Stanton 1994) , beyond the main variables considered here.
The model ignores factors other than genes and resource availability-such as temperature or photoperiod cuesthat can affect flowering time in real plant populations. Such synchronizing environmental cues may be responsible for the right-skewed flowering time distributions seen in many natural populations (Rathcke and Lacey 1985) . Right skew in flowering onset means that the bulk of a population's ovules are available early in the season, a factor that might add to selection in favor of early flowering in males. On the other hand, strong environmental effects reduce the heritability of flowering time and therefore the potential for adaptive response. It would also be interesting to explore the evolution of flower deployment schedules along with dates of first flowering, since it is clear that although the simulations produce reasonable differences in mean flowering onset between males and females, they do not capture the intersexual differences in flowering curve shapes (cf. fig. 1 and app. D) . Finally, in focusing on a population of annual plants with resource status assigned randomly at germination, the model ignores the complexities of resource acquisition and storage that occur in real populations of dioecious plants, many of which are woody perennials. The available data show no difference between woody and nonwoody plants in terms of population-level associations between size and flowering onset, but few data sets on woody plants exist. This is unfortunate, since woody dioecious plants differ in sexual size dimorphism from herbaceous species (Obeso 2002) , suggesting that these two groups employ different resource allocation strategies. Future modeling exercises focusing on perennial plants could explore how adaptive allocation to current-year reproduction versus future growth influences the evolution of sex differences in flowering phenology.
Implications for Hermaphrodites
If earlier flowering is often favored from a male perspective but not from a female perspective-as suggested by the pattern in dioecious species-what are the consequences for hermaphroditic plants, which experience selection through both male and female functions? Selection via siring success for relative earliness could, in principle, pull flowering times toward an earlier value than would be expected on the basis of selection via seed set (see Bedhomme et al. 2009 ). This was the result observed here for simulated populations with high intersexual genetic correlations: with r g p 1, both males and females evolved to flower approximately 6.5 days earlier, in the absence of any selection on flowering time in females. A similar result was obtained empirically in an experimental population of Fragaria, in which the predicted evolutionary response in female flowering time was largely driven by selection on the male function of hermaphrodites (Ashman 2005 ). Weis and Kossler (2004) also detected a selection differential for earlier flowering via siring success in a greenhouse population of hermaphroditic Brassica rapa, in this case attributed to within-plant declines in fecundity of seed parents.
Phenology and Life History
In this article, I have dealt with differences in seasonal timing of flowering between male and female plants. I have not addressed the question of how often or why males of dioecious species become reproductive at an earlier age than conspecific females (Lloyd and Webb 1977; Delph 1999) , a different question than that of seasonal phenology, at least in perennials. In annual plants, the life-history transition to reproductive maturity is synonymous with the seasonal transition to flowering, and in those species Lloyd and Webb's (1977) resource acquisition argument for later female flowering seems reasonable. However, the frequently negative association between flowering time and size in natural populations, including in several annuals ( fig. 2) , suggests that environmental heterogeneity in resource availability affects size more strongly than does the number of days of seasonal growth and, therefore, that intersexual differences in the time needed to reach flowering size might not be apparent in the field. In any case, most dioecious plants are perennials (Renner and Ricklefs 1995) , in which time to first flowering may be measured in years, and resources accrued in previous years might be a stronger determinant of seasonal phenology than the current season's growth. Sexual selection therefore seems a likely contributor to the evolution of early male flowering within seasons but perhaps not to their earlier lifetime onset of reproduction.
