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Abstract
The main purpose of this paper is to investigate the formal deﬁciency indices N7 of a
symmetric ﬁrst-order system
Jf 0 þ Bf ¼ lHf
on an interval I ; where I ¼ R or I ¼ R7: Here J;B;H are n  n matrix-valued functions and
the Hamiltonian HX0 may be singular even everywhere. We obtain two results for such a
system to have minimal numbers (N7 ¼ 0 if I ¼ R resp.N7 ¼ n if I ¼ Rþ) and a criterion
for their maximality N7 ¼ 2n for I ¼ Rþ (as well as the quasi-regularity). This covers the
Kac–Krein and de Branges (Trans. Amer. Math. Soc. 99 (1961) 118) theorems on 2 2
canonical systems and some results from Kogan and Rofe–Beketov (Proc. Roy. Soc.
Edinburgh Sect. A 74 (1974/75) 5). Some conditions for a canonical system to have
intermediate formal deﬁciency indices are presented, too.
We also obtain a generalization of the well known Titchmarsh–Sears theorem for second-
order Sturm–Liouville-type equations. This contains results due to Lidskii and Krein as
special cases.
We present two approaches to the above problems: one dealing with formal deﬁciency
indices and one dealing with (ordinary) deﬁciency indices. Our main (non-formal) approach is
based on the investigation of a symmetric linear relation Smin which is naturally associated to a
ﬁrst-order system. This approach works in the framework of extension theory and therefore
we investigate in detail the domain DðSnminÞ of Snmin: In particular, we prove the so called
regularity theorem for DðSnminÞ:
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As a byproduct of the regularity result we obtain very short proofs of (generalizations of)
the main results of the paper by Kogan and Rofe–Beketov (1974/75).
r 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
The main purpose of this paper is to investigate the formal deﬁciency indicesN7
of a symmetric ﬁrst-order system
JðxÞf 0ðxÞ þ BðxÞf ðxÞ ¼HðxÞgðxÞ ð1:1Þ
on an interval I ; where I ¼ R or I ¼ R7: Here J;B;H are n  n locally
integrable matrix-valued functions, JðxÞ is invertible and the Hamiltonian HX0
may be singular even everywhere. We obtain two results for such a system
to have minimal numbers (N7 ¼ 0 if I ¼ R resp.N7 ¼ n if I ¼ Rþ) and a criterion
for their maximality N7 ¼ 2n for I ¼ Rþ: Some conditions for a canonical system
to have intermediate numbers N7 are presented, too. We also obtain a
generalization of the well known Titchmarsh–Sears theorem for second-order
Sturm–Liouville type equations. This contains results due to Lidskii and Krein as
special cases.
If H is non-singular for almost all xAR then Eq. (1.1) induces a symmetric
operator in the space L2HðIÞ: However, certain difﬁculties arise if HX0 is
singular on subsets of positive Lebesgue measure. It turns out that the
appropriate framework to study (1.1) is the framework of symmetric linear
relations in Hilbert space (Deﬁnition 2.1). To outline this let L2HðIÞ be the
space of Cn-valued measurable functions f with
R
I
f nHfoN and denote by
L2HðIÞ the corresponding Hilbert space (equivalence classes!). Then (1.1) induces
minimal symmetric linear relations, Smin;Smin; in the spaces L
2
HðIÞ;L2HðIÞ in a
natural way.
This approach works in the framework of extension theory and therefore
we investigate in detail the domain DðSnminÞ of Snmin: In particular, we
prove (Theorem 2.4) that for each pair ff˜; *ggASnmin there exist representatives
f ; gAL2HðIÞ of f˜; *g such that f is absolutely continuous and consequently (1.1)
holds. This result (regularity result) improves and generalizes the results of Orcutt
[31, Theorems II.2.6 and IV.2.5] and Kac [15,16] and plays an essential role in the
sequel.
The major purpose of this paper is to generalize several criteria for essential self-
adjointness of ﬁrst- and second-order differential operators to the present setting.
We present two approaches to the above problems: one dealing with formal
deﬁciency indices and one dealing with (ordinary) deﬁciency indices. Our main (non-
formal) approach is based on Proposition 2.12 which describes DðSnminÞ: On the one
hand, we apply this result to prove several results on essential self-adjointness and
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deﬁciency indices of Smin: On the other hand, the regularity result allows us to
construct a bridge between the ‘‘formal’’ and ‘‘non-formal’’ approaches by
establishing a connection between the formal deﬁciency indices N7ðSminÞ and
the usual deﬁciency indices N7ðSminÞ: In turn this connection leads to very short
proofs of (generalizations of) the main results of the paper by Kogan and Rofe–
Beketov [19].
More precisely, the paper is organized as follows: In Section 2 we give a
brief overview of the theory of symmetric ﬁrst-order systems and introduce
symmetric linear relations associated with such systems. In Sections 2.3 and 2.4
we investigate the properties of DðSminÞ and DðSnminÞ: The results, in
particular regularity, are summarized in Propositions 2.10 and 2.12. In
Section 2.5 we brieﬂy discuss so called definite systems and present a criterion for
deﬁniteness.
In Section 2.6 we investigate the formal defect subspaces El :¼ ffAL2HðIÞ j Jf 0 þ
Bf ¼ lHf g: Namely, for arbitrary systems we establish (Proposition 2.19) the
equalities dim E7lðSminÞ ¼ N7ðSminÞ þ n 
 rank Smin which turn into the equalities
N7 ¼ dim E7l; lACþ; for deﬁnite systems.
This yields in particular that dim El is constant in C7 for an arbitrary (not
necessarily deﬁnite) system on an arbitrary interval (Proposition 2.20). For I ¼ Rþ
and, under more restrictive assumptions on a weight H to be of positive type for
I ¼ R; this fact is due to Kogan and Rofe–Beketov [19, Theorems 2.1, 2.3]. Thus, on
the one hand, Proposition 2.20 improves [19, Theorem 2.3] and, on the other hand, it
gives a new proof of [19, Theorem 2.1] which is considerably simpler than the
original proof. Thus, we present here very short proofs of two main results from [19,
Theorems 2.1, Theorem 2.3]. Our proofs depend, however, on the regularity
Theorem 2.4.
In Section 2.7 we consider deﬁnite systems. We improve previous results and
present the von Neumann formula for DðSnminÞ:
In Section 3 we discuss essential self-adjointness of the symmetric linear relation
Smin on the line. The essential self-adjointness criterion Theorem 3.2 requires thatH
is positive deﬁnite on a sufﬁciently large set. In Section 3.2 we deal with the case in
which (1.1) deﬁnes a symmetric operator.
The supplementary Section 4 is included for completeness. We present an
alternative proof of Theorem 3.2 using the well known hyperbolic equation
method.
Finally, Section 5 discusses in more detail the deﬁciency indices of the system Smin
on the half-line. Here using simple arguments based on the von Neumann formula
we establish a connection between deﬁciency indices of the system S considered on
the half-lines R7 and on the line respectively.
Combining this formula with the regularity results from Section 2 one immediately
obtains the corresponding formula for the formal deﬁciency indices from [19, Section
2.3]. Moreover, we generalize [19, Section 2.3] since our formula holds for arbitrary
(not necessarily deﬁnite) systems. This formula allows to translate results on the half-
line (about (formal) deﬁciency indices) into corresponding results for the line and
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vice versa. In Section 5.2 we present our ﬁrst main result on (formal) deﬁciency
indices. Namely, we present a criterion for essential self-adjointness in a case where
the Hamiltonian H is singular (Theorem 5.7). This applies in particular to second-
order Sturm–Liouville-type equations
Py :¼ 
 d
dx
AðxÞ
1dy
dx
þ QðxÞy
 
þ QnðxÞdy
dx
þ RðxÞy ¼ lHðxÞy; ð1:2Þ
where A;Q;R;HAL1locðRþÞ and AðxÞ is positive deﬁnite for all xARþ andHðxÞX0:
In order to present the statement we put
cðxÞ :¼ maxð1; jjAðxÞ

1=2HðxÞ
1=2jjÞ; detðAðxÞHðxÞÞa0;
N otherwise:
(
ð1:3Þ
Now the above-mentioned theorem reads:
Theorem 5.8. Let Pþy ¼ lHy be the equation of the form (1.2) with AðxÞ being
positive definite for xARþ; HX0 and cðxÞ be defined by (1.3). Suppose also that
V :¼ R 
 QnAQX
 qH where qXd > 0 andZ N
0
1
cðxÞq1=2ðxÞ dx ¼N
Z 0

N
1
cðxÞq1=2ðxÞ dx ¼N
 
: ð1:4Þ
Moreover, assume that one of the following two conditions is satisfied:
(1) q
1=2 is absolutely continuous and
d
dx
q
1=2ðxÞ
 cðxÞpC1 for xARþ;
(2) qðxÞ is monotone increasing (monotone decreasing).
Then N7ðPþÞ ¼ N7ðPþÞ ¼ nðN7ðP
Þ ¼ N7ðP
Þ ¼ nÞ:
Our criterion generalizes results due to Lidskii [28] (and coincides with it for
A ¼H ¼ I and Q ¼ 0) and Krein [21] (n ¼ 1; Q ¼ 0;A ¼ I and RX0) and may be
considered as an essential (in our opinion) generalization of the well known
Titchmarsh–Sears theorem [6]. We emphasize that this result is new even in the case
where the ‘‘Hamiltonian’’ H is non-singular everywhere.
Furthermore, in Sections 5.3 and 5.4 we present several other criteria which allow
to determine the deﬁciency indices on the half-line in several cases. In particular,
Theorem 5.14 and Corollary 5.18 which contain our second main result on deﬁciency
indices, state necessary and sufﬁcient conditions for a ﬁrst-order system to have
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maximal deﬁciency indices as well as to be quasi-regular. For example we state
Corollary 5.18 here explicitly:
Corollary 5.18. Let Sþ ¼ SþðJ;B;HÞ be a definite system (1.1) on Rþ with constant
J ¼ Jð0Þ and such that RN1 xjjBðxÞjj dxoN: Then for the system Sþ to have maximal
deficiency indices N7ðSþÞ ¼N7ðSþÞ ¼ n (as well as to be quasi-regular) it is
necessary and sufficient that
RN
0 trHðxÞ dxoN:
These criteria have been inspired by the Kac–Krein result announced (without
proof) in [17] (see also [7]) on 2 2 canonical systems with real Hamiltonian.
Our criteria cover this as well as some results on quasi-regularity from [19,
Section 3.2]. In fact, both Krein’s and Kac-Krein’s results state the uniqueness
of the spectral function of the corresponding equation on the half-line subject to
Dirichlet boundary condition at zero. The regularity result allows one to reformulate
these statements as statements on self-adjointness of the corresponding linear
relations.
Recently, the above-mentioned results from [16,17] have attracted a lot of
attention (see [14] and references therein).
Moreover, we present several examples which show the limits of the results.
Finally, in Section 5.5 we obtain several criteria (see Propositions 5.37 and 5.39)
for a matrix Sturm–Liouville equation of the form (1.2) to have maximal deﬁciency
indices (as well as to be quasi-regular). In the scalar case these results essentially
generalize the above-mentioned result by Krein (announced in [21], see also [17]) to
the case of the Sturm–Liouville-type equation (1.2) with Aa1; Q ¼ 0 and R semi-
bounded below. On the other hand, these results show that Krein’s result fails to be
true without the assumption RX
 qH where qXd > 0 if R is only semi-
bounded below but is not positive. Moreover, we present explicit counterexamples,
say R ¼ 
k2o0; HðxÞ ¼ ð1þ xÞ
2þe ð0peo1Þ showing that N7ðPþÞ ¼ 2; but
Krein’s condition
RN
0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
HðxÞp dx ¼N (coinciding with (1.4) for n ¼ A ¼ q ¼ 1)
holds.
In conclusion we mention few recent publications [9,20,23,33] close to our work
(see also references therein). The papers [23,33] are devoted to self-adjointness of
elliptic operators on complete manifolds.
In [20] several results on the deﬁciency indices N7ðLÞ of differential operators with
polynomial coefﬁcients have been obtained. In particular, in [20] Kostyuchenko and
Mirzoev have presented several examples of the operators with N7ðLÞ bigger than
the order of the operator L:
In [9, Theorem 3.7] Clark and Gesztesy have obtained a result close to our
Theorem 5.8 withH ¼ R > 0; Q ¼ 0 and under the assumption on the operator L to
be semibounded below.
We also mention the recent publication [11] where our results published as a
preprint [25] are applied in the investigation of Hamiltonian systems.
The preliminary version of our paper has already been published as a preprint [25].
The main results of the paper have been announced without proofs in [26].
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2. The symmetric linear relation induced by a ﬁrst-order system
2.1. Basic notations and the regularity theorem
In this section we introduce the basic notation about ﬁrst-order systems.
Denote by Mðn;CÞ the set of complex n  n matrices and let ICR be a (not
necessarily open) interval. We denote by ACðIÞ the set of all absolutely continuous
functions on I ; i.e. fAACðIÞ if f 0 exists a.e., is locally integrable, and f ðxÞ ¼R x
x0
f 0ðsÞ ds þ f ðx0Þ: If UCRn is an open set, we denote by ACðI ;UÞ the set of
U-valued functions whose components lie in ACðIÞ: Finally, if X is a function space
over I ; then Xcomp denotes the subspace consisting of those fAX with compact
support in I :
With these preparations we consider the ﬁrst-order system
JðxÞdf
dx
ðxÞ þ BðxÞf ðxÞ ¼HðxÞgðxÞ; ð2:1Þ
where J;B;H : I-Mðn;CÞ are matrix-valued functions such that:
JAACðI ;Mðn;CÞÞ; JðxÞ ¼ 
JðxÞn; det JðxÞa0 for xAI ;
BAL1locðI ;Mðn;CÞÞ; BðxÞn ¼ BðxÞ 
 J 0ðxÞ for xAI ;
HAL1locðI ;Mðn;CÞÞ; HðxÞ ¼HðxÞn; HðxÞX0 for xAI : ð2:2Þ
LetL2HðIÞ be the set of Borel–measurable Cn-valued functions satisfying /f ; fSH :
¼ R
I
f ðxÞnHðxÞf ðxÞ dxoN: It is well known (cf. e.g. [1, Section 9, 31]) that L2HðIÞ
is complete with respect to the semi-norm jjf jjH ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
/f ; fSH
p
: Moreover,L2HðIÞ is
the completion of CcompðI ;CnÞ with respect to jj  jjH:
We equip L2HðIÞ with the (semi-deﬁnite) scalar product
/f ; gSH :¼
Z
I
f ðxÞnHðxÞgðxÞ dx; ð2:3Þ
and put
L2HðIÞ :¼L2HðIÞ=ffAL2HðIÞ j jjf jjH ¼ 0g: ð2:4Þ
L2HðIÞ is a Hilbert space. For a function fAL2HðIÞ we will denote by f˜ the
corresponding class in L2HðIÞ: IfHðxÞ is invertible a.e. then a class f˜ contains at most
one continuous representative, hence if HðxÞ is invertible a.e. and f is continuous
then we will not distinguish between f and f˜:
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If in addition HðxÞ is invertible for almost all xAI and H
1;
BnH
1BAL1locðI ;Mðn;CÞÞ then (2.1) induces a symmetric operator
L :¼H
1 J d
dx
þ B
 
ð2:5Þ
in the Hilbert space L2HðIÞ with domain DðLÞ ¼ C1compðI ;CnÞ (cf. Section 3.2 below).
The symmetry is implied by Bn ¼ B 
 J 0 andHn ¼H:However, the interesting case
is the one where H is singular. If H is singular then (2.1) will in general neither
deﬁne an operator nor will it be densely deﬁned. Rather it will give rise to symmetric
linear relations, Smin resp. Smin; in L
2
HðIÞ resp. L2HðIÞ as follows: ff ; ggASmin if
and only if fAACcompðI ;CnÞ; gAL2H;comp and Jf 0 þ Bf ¼Hg:
For the reader’s convenience let us brieﬂy recall the deﬁnition of a symmetric
linear relation:
Deﬁnition 2.1. Let H be a linear space equipped with a positive semi-deﬁnite
hermitian sesqui-linear form /; S: A linear subspace SCH  H is called a
symmetric linear relation (s.l.r.) if for ffj; gjgAS; j ¼ 1; 2; one has /f1; g2S ¼
/f2; g1S:
For a s.l.r. S one deﬁnes, as usual, the domain DðSÞ :¼ ffAH j (gAHff ; ggASg;
the range imS :¼ fgAH j (fAHff ; ggASg; and the kernel kerS :¼
ffAH j ff ; 0gASg: Furthermore, the indeterminant part of S is deﬁned by Sð0Þ :
¼ fgAH j f0; ggASg ¼ ker ðS
1Þ:
Finally, the adjoint of S is Sn :¼ fff ; ggAH  H j 8ff;cgAS/f ;cS ¼ /g;fSg:
For example, the graph of an (unbounded) symmetric operator in a Hilbert space
H is a s.l.r.
Smin induces a symmetric linear relation, Smin; in L
2
HðIÞ in a fairly straightforward
way: ff˜; *ggASmin if and only if there exist representatives fAf˜; gA *g such that
ff ; ggASmin: Symmetric linear relations arising in this way have been studied
thoroughly in [31]. Unfortunately, [31] has not been published and therefore is not
widely available. The authors received a copy of [31] only after the present work had
been almost completed. We emphasize, however, that there is only a small overlap
between [31] and the present work.
In general, Smin will neither be densely deﬁned nor single valued:
Example 2.2. I ¼ ð0; 1Þ; B ¼ 0; J ¼ ð 0 1
1 0Þ; HðxÞ ¼ ð1 00 0Þ: If ff ; ggASmin then f 02 ¼
g1; f
0
1 ¼ 0; and since f is continuous with compact support we infer f1 ¼ 0: In view of
the special form of H this implies f˜ ¼ 0: Hence, the domain of S is f0g: Note that
since g1 ¼ f 02 we have
R
I
g1 ¼ 0:
Conversely, given *gAL2HðIÞ with
R
I
g1 ¼ 0 we put f2ðxÞ :¼
R x
0
g1ðsÞ ds and f1 ¼ 0:
Then ff ; ggASmin and hence f0; *gg ¼ ff˜; *ggASmin: Consequently, Smin ¼ f0g 
f *g j gAL2H;comp;
R
I
g1 ¼ 0g and Snmin ¼ fff˜; *gg j f ¼ const; gAL2HðIÞg:
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This example also shows that in general Smin is not closed:
Deﬁnition 2.3. We denote by S the closure of Smin; i.e. the minimal closed extension,
and we put Smax :¼ Snmin: Furthermore, we write ff ; ggASmax if f ; gAL2HðIÞ; f is
absolutely continuous, and Jf 0 þ Bf ¼Hg: Finally, let S be the closure of Smin
in Smax; i.e. ff ; ggAS if ff ; ggASmax and there exists a sequence
ðffn; gngÞnANCSmin such that jjf 
 fnjjH; jjg 
 gnjjH-0; as n-N: That is S ¼
fff ; ggASmax j ff˜; *ggASg:
IfHðxÞ is invertible a.e. then S will at least be a single-valued symmetric operator,
i.e. ff˜; *g1g; ff˜; *g2gAS implies *g1 ¼ *g2: We emphasize that S may be a densely deﬁned
operator even ifH is singular on a subset of positive Lebesgue measure, e.g. this is
the case for I ¼ Rþ if
R b
a HðtÞ dt is positive deﬁnite for all a; bA½0;NÞ; aob (see
[22]).
A complete description of the indeterminant part Sð0Þ ¼ fg j f0; ggASg for 2 2
canonical systems has been obtained in [15,16].
The relations S;S will be addressed as the symmetric linear relations of the ﬁrst-
order system (2.1). We will write
SðJ;B;HÞ ððresp: SðJ;B;HÞÞ ð2:6Þ
if we want to emphasize the dependence on J;B;H: Sometimes we will be sloppy
and also address system (2.1) by S:
Next, we discuss the regularity problem. In view of Deﬁnition 2.3 integration by
parts shows immediately that ff˜; *ggASmax (resp. S) if ff ; ggASmax (resp. S).
Denoting by p :L2HðIÞ-L2HðIÞ the quotient map, this means that
ðp"pÞðSmaxÞCSmax; ðp"pÞðSminÞCS: ð2:7Þ
A priori it is not clear whether equality holds. We call this the regularity theorem.
Theorem 2.4 (Regularity Theorem). Let ff˜; *ggASmax (resp. S). Then for each
representative gA *g there exists fAf˜ such that ff ; ggASmax (resp. S).
This theorem follows from Propositions 2.10 and 2.12 below. For deﬁnite systems
(cf. Deﬁnition 2.14) Theorem 2.4 has been proved by Orcutt [31, Theorems II.2.6
and IV.2.5]. Another proof for (not necessarily deﬁnite) 2 2 canonical systems was
given by Kac [16] in the deposited elaboration of [15]. We note that his proof is
rather long and can not be extended to n  n systems.
Though this important regularity result is partially known we present a proof
below since, on the one hand, both publications [15,31] are not very available in the
literature and, on the other hand, our presentation treats the most general (not
necessarily deﬁnite) case. Also we hope that our presentation is simpler and more
perspicuous.
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2.2. Gauge transformations and canonical forms
System (2.1) can be simpliﬁed and put into canonical form. The construction is
well known (see for instance [12] and especially [19, Section 1.3]). Since we will make
use of it heavily and to ﬁx some notation, let us brieﬂy recall this construction:
A ‘‘gauge transformation’’ UAACðI ;GLðn;CÞÞ induces a unitary map
CU :L2HðIÞ-L2 *HðIÞ; f/U
1f ; *H :¼ UnHU ; ð2:8Þ
and a simple computation shows that
CUSðJ;B;HÞCnU ¼SðJ˜; B˜; *HÞ; ð2:9Þ
where
J˜ ¼ UnJU ; B˜ ¼ UnJU 0 þ UnBU ; *H ¼ UnHU : ð2:10Þ
In a ﬁrst step one chooses UAACðI ;Mðn;CÞÞ such that UnJU ¼ Jð0Þ: Thus, we are
reduced to the case where J is a constant matrix.
In a second step pick x0AI and let Y ð:; lÞ : I-Mðn;CÞ be the solution of the
initial value problem
JY 0ðx; lÞ þ BðxÞYðx; lÞ ¼ lHðxÞY ðx; lÞ; Y ðx0; lÞ ¼ In: ð2:11Þ
Here, In denotes the n  n unit matrix. The existence of Y follows from the fact that
B and H are locally integrable. For Yðx; 0Þ we simply write YðxÞ: If gAL2H;locðIÞ
then, since
ﬃﬃﬃﬃﬃ
H
p
AL2locðI ;Mðn;CÞÞ; we have HgAL1locðI ;CnÞ: Thus, the solution of
the inhomogeneous initial value problem
Jy0ðx; lÞ þ BðxÞyðx; lÞ ¼ lHðxÞyðx; lÞ þHðxÞgðxÞ; yðx0; lÞ ¼ 0; ð2:12Þ
exists and is unique. Taking into account the well known (and easy to verify) formula
Yðx; %lÞnJYðx; lÞ ¼ J; lAC; ð2:13Þ
the variation of constants formula reads
yðx; lÞ ¼ ðKlgÞðxÞ ¼ Yðx; lÞ
Z x
x0
J
1Yðt; %lÞnHðtÞgðtÞ dt: ð2:14Þ
As with Y we write K instead of K0: Now we can choose Y as the gauge
transformation. In view of (2.13) and (2.10) the gauge transformation Y transforms
the system into a system S˜ with
J˜ ¼ Jð0Þ; B˜ ¼ 0; *H ¼ UnHU : ð2:15Þ
Such systems are called ‘‘canonical’’ in the literature.
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Another choice of gauge is possible if H is absolutely continuous and invertible.
Then the gauge U ¼H
1=2 turns the system into one with *H ¼ 1: The interesting
cases, however, are those with singular H:
Despite the existence of canonical forms obtained from appropriate gauges we
prefer to work in the framework of (2.1) since ﬁnding the canonical system
corresponding to the ﬁrst-order system (2.1) depends on ﬁnding the fundamental
system of solutions. Another reason for working in our framework is the following:
we will give criteria for S being essentially self-adjoint below. These criteria are only
sufﬁcient and not gauge invariant, hence it is desirable to have them at hand also for
ﬁrst-order systems which are not in canonical form. It would be nice, however, to
have a necessary and sufﬁcient characterization of essential self-adjointness. Such a
criterion would necessarily have to be gauge invariant. The discovery of such a
criterion, however, remains an open problem.
Some remarks are in order about why ﬁrst-order systems are interesting. First-
order systems are not as special as they seem to be. Namely, an arbitrary symmetric
nth-order system is unitarily equivalent to a symmetric ﬁrst-order system [19,31]. In
most cases, however, the Hamiltonian H of this ﬁrst-order system will be singular.
Instead of reproducing this result we will present two important examples. First, we
show how a second-order Sturm–Liouville-type (quasi-differential) equation can be
transformed into a system of the form (2.1).
Example 2.5. (1) We consider a weighted Sturm–Liouville-type (quasi-differential)
equation

 d
dx
AðxÞ
1 du
dx
ðxÞ þ QðxÞuðxÞ
 
þ QðxÞn du
dx
ðxÞ þ RðxÞuðxÞ ¼HðxÞvðxÞ; ð2:16Þ
where A;Q;R;HAL1locðI ;Mðn;CÞÞ; AðxÞ is positive deﬁnite for all xAI ; and
HðxÞX0: System (2.16) deﬁnes a symmetric linear relation as follows: fu; vgASmin if
and only if uAACcompðI ;CnÞ; A
1 dudx þ QuAACcompðI ;CnÞ; vAL2H;comp and (2.16)
holds. ‘‘Quasi-differential’’ means that du
dx
is not necessarily absolute continuous. As
for ﬁrst-order systems, let Smin :¼ ffu˜; *vg j fu; vgASming:
Next we introduce the ﬁrst-order system
J˜
f1
f2
 !0
þB˜ f1
f2
 !
¼ *H g1
g2
 !
; ð2:17Þ
J˜ :¼ 0 iIn
iIn 0
 !
; B˜ :¼ R 
 Q
nAQ 
iQnA
iAQ 
A
 !
; *H :¼ H 0
0 0
 !
; ð2:18Þ
and we denote by gSmin; S˜ the corresponding s.l.r. in L2 *HðIÞ;L2 *HðIÞ resp.
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If fu; vgASmin then fðu; iðA
1u0 þ QuÞ; ðv; 0ÞgAgSmin: Conversely, if fðf1; f2Þ;
ðg1; g2ÞgAgSmin then ff1; g1gASmin: Hence the unitary isomorphism
F : L2HðIÞ-L2 *HðIÞ; f˜/ gðf; 0Þ ð2:19Þ
implements a unitary equivalence between Smin and S˜min; i.e. ðF FÞnS˜minðF FÞ ¼
Smin:
Even if Smin is (the graph of) a densely deﬁned symmetric operator in the Hilbert
space L2HðIÞ the Hamiltonian *HðxÞ is singular everywhere.
(2) Consider a general ﬁrst-order system S ¼ SðJ;B;HÞ as in (2.1). We deﬁne the
square of Smin resp. Smin as follows:
S2min :¼ fff ; ggAL2HðIÞ L2HðIÞ j (hAL2HðIÞff ; hg; fh; ggASming;
S2min :¼ fff˜; *ggAL2HðIÞ  L2HðIÞ j (h˜AL2
H
ðIÞff˜; h˜g; fh˜; *ggASming: ð2:20Þ
The squares of S;S are deﬁned analogously. We remark ﬁrst that indeed
S2min ¼ fff˜; *gg j ff ; ggAS2ming;
S2 ¼ fff˜; *gg j ff ; ggAS2g: ð2:21Þ
To see this consider ff˜; *ggAS2 (resp. S2min). By deﬁnition there exists a h˜AL2HðIÞ such
that ff˜; h˜g; fh˜; *ggAS (resp. Smin). Let gA *g: By the regularity Theorem 2.4 there exists
hAh˜ such that fh; ggAS (resp. Smin; in this case the regularity theorem is not
needed). Again by the regularity theorem there exists fAf˜ such that ff ; hgAS (resp.
Smin). Thus ff ; ggAS2 (resp.S2min). Conversely, if ff ; ggAS2 (resp.S2min) then it is
clear that ff˜; *ggAS2 (resp. S2min).
Next let ff ; ggAS2min; that is there is a hAL2HðIÞ such that ff ; hgASmin and
fh; ggASmin: This is equivalent to the equation
0 J
J 0
 !
f
h
 !0
þ 0 B
B 
H
 !
f
h
 !
¼ H 0
0 0
 !
g
0
 !
ð2:22Þ
with f ; hAACcompðI ;CnÞ; gAL2H;comp: A similar argument as under 1. shows that
S2min is unitarily equivalent to SminðJ1;B1;H1Þ; where
J1 ¼
0 J
J 0
 !
; B1 ¼
0 B
B 
H
 !
; H1 ¼
H 0
0 0
 !
: ð2:23Þ
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Actually, this system is unitarily equivalent to a system of the form (2.18). Namely,
the gauge transformation
U :¼ In 0
0 iJ
1
 !
ð2:24Þ
transforms the system SminðJ1;B1;H1Þ into SminðJ˜; B˜; *HÞ; where
J˜ ¼ 0 iIn
iIn 0
 !
; B˜ ¼ 0 iB
nJ
1
iJ
1B 
ðJ
1ÞnHJ
1
 !
; *H ¼ H 0
0 0
 !
: ð2:25Þ
This can be checked using formulas (2.10).
Note that (2.25) is a special case of structure (2.18), except that the lower right
corner of B˜ is only positive semi-deﬁnite. This is not a surprise since heuristically
S2min can be viewed as a second-order system.
For future reference and to ﬁx some notation let us present a type of ﬁrst-order
systems which contains the two preceding examples as special cases. Consider the
system
J1f
0 þ B1f ¼ *Hg; ð2:26Þ
where
J1 ¼
0 Jn

J 0
 !
; B1 ¼
V B
Bn 
 J 0 
A
 !
; *H ¼ H 0
0 0
 !
: ð2:27Þ
We assume that (2.26) satisﬁes (2.2), that is
JAACðI ;Mðn;CÞÞ;V ;B;A;HAL1locðI ;Mðn;CÞÞ; det JðxÞa0; for xAI ; V ¼ Vn;A ¼
An; and HðxÞX0 for xAI :
As in the previous example, system (2.26) can be transformed quite explicitly
onto a system SðJ2;B2; *HÞ with J2 constant. We present two normal forms. The
gauge transformation (2.24) transforms the system SðJ1;B1; *HÞ onto SðJ2;B2; *HÞ;
where
J2 ¼
0 iIn
iIn 0
 !
; B2 ¼
V iðB 
 ðJnÞ0ÞðJ
1Þn

iJ
1ðBn 
 J 0Þ 
J
1AðJ
1Þn
 !
: ð2:28Þ
The gauge transformation
U :¼ In 0
0 iIn
 !
ð2:29Þ
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transforms the system SðJ2;B2; *HÞ onto SðJ3;B3; *HÞ; where
J3 ¼
0 
In
In 0
 !
; B3 ¼
V 
ðB 
 ðJnÞ0ÞðJ
1Þn

J
1ðBn 
 J 0Þ 
J
1AðJ
1Þn
 !
; ð2:30Þ
Note that the normal form (2.28) as well as (2.30) are special cases of (2.27).
These systems will serve as a source of examples and they will be discussed at
several places through the course of the paper.
2.3. The finite interval case, regularity
In this subsection we consider a ﬁnite interval I ¼ ða; bÞ; 
NoaoboN:
Moreover, we assume that H; BAL1ða; bÞ: In view of the previous discussion of
gauge transformations w.l.o.g. we may assume that JðxÞ ¼ Jð0Þ ¼: J is constant. We
denote by Yð:; lÞ the solution of (2.11) with x0 ¼ a:
We introduce the linear map
dl :L2HðIÞ-Cn;
g/JYðb; lÞ
1ðKlgÞðbÞ ¼
Z b
a
Yðt; %lÞnHðtÞgðtÞ dt: ð2:31Þ
Obviously, dl induces a map on L2HðIÞ: We will be sloppy here and do not
distinguish between dl and its induced map on L2HðIÞ: For d0 we just write d: Note
that since dl is continuous and since the target space Cn is ﬁnite dimensional we have
im dl ¼ dlðL2H;compðIÞÞ: ð2:32Þ
We have even more:
Lemma 2.6. L2H;comp-ker dl is dense in ker dl:
Proof. Let g1;y; gkAL2H;comp such that dlðg1Þ;y; dlðgkÞ is a basis of im dl: Then
we have topological direct sum splittings
L2H;comp ¼ ðL2H;comp-ker dlÞ6/g1;y; gkS;
L2HðIÞ ¼ ker dl6/g1;y; gkS: ð2:33Þ
This implies the claim. &
By 6 we will denote a (non-orthogonal) direct sum.
Corollary 2.7. Let ff ; ggASmax: Then, for ff˜; *gg to be in S it is sufficient that f ðaÞ ¼
f ðbÞ ¼ 0:
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Proof. f ðaÞ ¼ f ðbÞ ¼ 0 implies gAker d and, in view of the previous lemma, we may
choose a sequence ðgnÞCker d-L2H;comp with gn-g in L2HðIÞ: Then
KgnAACcompðI ;CnÞ and Kgn-Kg ¼ f in L2HðIÞ: Thus fgKgn ; *gngASmin and
fgKgn ; *gng-ff˜; *gg: &
We put
FðlÞ ¼ FðS; lÞ ¼
Z b
a
Y ðx; lÞnHðxÞY ðx; lÞ dx: ð2:34Þ
For Fð0Þ we just write F:
Lemma 2.8 (Cf. Kogan and Kofe–Beketov [19, Theorem 1.1]). kerFðlÞ; imFðlÞ are
independent of l; in particular rankFðlÞ is independent of l:
Proof. Fix l0; lAC and consider xAkerFðlÞ: Then we haveZ b
a
xnYðx; lÞnHðxÞYðx; lÞx dx ¼ 0 ð2:35Þ
and hence HðxÞY ðx; lÞx ¼ 0 for almost all xAI : Moreover, the function f ðxÞ ¼
Yðx; lÞx satisﬁes the differential equation
Jf 0ðxÞ þ Bf ðxÞ ¼ lHðxÞf ðxÞ ¼ 0 ¼ l0HðxÞf ðxÞ ð2:36Þ
for almost all xAR: Thus, by the uniqueness theorem for ﬁrst-order differential
equations we have f ðxÞ ¼ Yðx; l0Þf ðaÞ ¼ Yðx; l0Þx: Moreover, since xAkerFðlÞ;
0 ¼ xnFðlÞx ¼
Z b
a
f ðxÞnHðxÞf ðxÞdx ¼ xnFðl0Þx: ð2:37Þ
Since Fðl0ÞX0 we infer xAkerFðl0Þ:
Since l0; l were arbitrary we have proved that kerFðlÞ is independent of l: This
implies the rest of the assertions. &
The rank of F will play a crucial role, thus we put
rankðSÞ :¼ rankðSÞ :¼ rankðFÞ: ð2:38Þ
Lemma 2.9. im dl ¼ imF ¼ fxACn jHYx ¼ 0 a:e:g>:
Moreover, we have an orthogonal sum decomposition
L2HðIÞ ¼ ker dl"fYð:; %lÞx j xAimFg: ð2:39Þ
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Proof. First we prove (2.39). For any xACn and gAL2H;comp one has
/x; dlðgÞS ¼
Z b
a
xnY ðx; %lÞnHðxÞgðxÞ dx
¼
Z b
a
ðYðx; %lÞxÞnHðxÞgðxÞ dx ¼ /Y ð:; %lÞx; gSH; ð2:40Þ
hence dnlðxÞ ¼ Yð:; %lÞx: We note that Yð:; %lÞx ¼ 0 in L2HðIÞ (that is HY ð:; %lÞx ¼ 0Þ
for xAðim dlÞ>: Thus one infers
L2HðIÞ ¼ ker dl"im dnl ¼ ker dl"fYð:; %lÞx j xAim dlg: ð2:41Þ
It follows that each gAL2HðIÞ admits a unique decomposition
g ¼ g0 þ Y ð; %lÞxg; g0Aker dl; xgAim dl; ð2:42Þ
where xg is the unique element in im dl such that dlðY ð:; %lÞxgÞ ¼ dlðgÞ: Furthermore,
dlðgÞ ¼
Z b
a
Yðx; %lÞnHðxÞYðx; %lÞxg dx ¼ Fð%lÞxg; gAL2HðIÞ:
Hence im dlCimFð%lÞ ¼ imF: Since the opposite inclusion is obvious one gets
im dl ¼ imF: In view of (2.41) this relation implies (2.39). To complete the proof it
remains to note that kerF ¼ fxACn jHYx ¼ 0 a:e:g: &
Proposition 2.10. (1) For all lAC we have
imðSmax 
 lÞ ¼ L2HðIÞ;
imðS 
 lÞ ¼ pðker dlÞ ¼ pg j gAL2HðIÞ;
Z b
a
Yðx; %lÞnHðxÞgðxÞ dx ¼ 0
 
;
kerðS 
 lÞ ¼ f0g;
ker ðSmax 
 lÞ ¼ fpY ð:; lÞx j xAimFgCimF:
(2) If ff˜; *ggASmax then for each representative gA *g there exists fAf˜; fAACðI ;CnÞ;
such that Jf 0 þ Bf ¼Hg: In particular p2ðSmaxÞ :¼ ðp"pÞðSmaxÞ ¼ Smax:
(3) p2ðfff ; ggASmax j f ðaÞ ¼ f ðbÞ ¼ 0gÞ ¼ S: Moreover,
S ¼ ðp
12 SÞ-Sn ¼ fff ; ggASn j f ðaÞAkerF; f ðbÞ ¼ YðbÞf ðaÞg:
Proof. (1) If gAL2H;comp is arbitrary then fgKlg; *ggAðSmax 
 lÞ and we have proved
that im ðSmax 
 lÞ ¼ L2HðIÞ:
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If gAker dl then by Corollary 2.7 we have fgKlg; *ggAðS 
 lÞ; thus ker dlCim ðS 
 lÞ:
Since im ðSmin 
 lÞCker dl by deﬁnition and since dl is continuous we conclude
that im ðS 
 lÞCim ðSmin 
 lÞCker dl: We have proved ker dl ¼ im ðS 
 lÞ:
Furthermore we infer ker ðS 
 lÞ ¼ im ðSmax 
 %lÞ> ¼ f0g and ker ðSmax 
 lÞ ¼
im ðS 
 %lÞ> ¼ ðker d%lÞ> ¼ fpY ð:; lÞx j xAimFg; in view of (2.39).
(2) Let ff˜; *ggASmax and let fAf˜; gA *g: We put f1ðxÞ :¼ KgðxÞ: Then ff˜ 

f˜1; 0gASmax; i.e. f˜ 
 f˜1Aker Smax: Consequently, there is a xAimF such that f˜ ¼
f˜1 þ fYx and hence f2 :¼ f1 þ Yx is an absolutely continuous representative of f˜ which
satisﬁes Jf 02 þ Bf2 ¼Hg:
(3) Let ff˜; *ggASmax with representatives ff ; ggASmax: Then
f ðxÞ ¼ Y ðxÞf ðaÞ þ KgðxÞ: ð2:43Þ
If ff˜; *ggAS then by (1) we have gAker d and hence f ðbÞ ¼ YðbÞf ðaÞ: Moreover,
ffKg; *ggAS and thus f gYfðaÞ; 0gAker S ¼ f0g: This impliesHYf ðaÞ ¼ 0 a.e. and thus
f ðaÞAkerF:
Conversely, let f ðbÞ ¼ Y ðbÞf ðaÞ and f ðaÞAkerF: Then Kg ¼ f 
 Yf ðaÞ represents
the same element f˜AL2HðIÞ as f : Moreover f ðbÞ ¼ YðbÞf ðaÞ implies dðgÞ ¼ 0;
hence ff˜; *gg ¼ ffKg; *gg: Since KgðaÞ ¼ KgðbÞ ¼ 0 this argument also shows
p2ðfff ; ggASmax j f ðaÞ ¼ f ðbÞ ¼ 0gÞ ¼ S: &
2.4. Arbitrary intervals
Now we consider an arbitrary, ﬁnite or inﬁnite, interval ICR: Let J;B;H be
as in (2.2) with J ¼ Jð0Þ constant. We ﬁx a point x0AI and denote by Yðx; lÞ
solution (2.11). For any ﬁnite subinterval I˜CI; I :¼ I\@I ; we consider the matrix
FI˜ðlÞ :¼
Z
I˜
Yðx; lÞnHðxÞYðx; lÞ dx: ð2:44Þ
In view of Lemma 2.8 the range of FI˜ðlÞ is independent of l and as before we write
FI˜ instead of FI˜ð0Þ: Note, however, that FI˜ðlÞ depends on the choice of the base
point x0: I˜/FI˜ is an increasing map with values in the positive semi-deﬁnite
matrices. Moreover, in view of (2.44) FI˜ depends continuously on the endpoints of I˜:
Since the rank is a lower semi-continuous function on the space of n  n matrices we
infer that there exists a compact interval I0CI such that for any compact interval
I0CI˜CI we have
imFI0 ¼ imFI˜: ð2:45Þ
We then put (cf. (2.38))
rankðSÞ :¼ rankðSÞ :¼ rankFI0 : ð2:46Þ
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Somewhat sloppy, in view of (2.45), we will write kerF; imF for kerFI0 ; imFI0 : For
gAL2H;compðIÞ we put
dlðgÞ :¼
Z
I
Y ðx; %lÞnHðxÞgðxÞ dx: ð2:47Þ
Lemma 2.11. Let k ¼ rank ðSÞ: Then there exist g1;y; gkAL2H;comp such that there is
a direct sum decomposition
L2H;comp ¼ ker dl6/g1;y; gkS: ð2:48Þ
Proof. In view of Lemma 2.9 and the previous considerations we have im dl ¼
imFI0 : Hence, from (2.33) we infer that we may choose g1;y; gkAL
2
H;compðI0Þ such
that dlðg1Þ;y; dlðgkÞ is a basis of im dl: This implies the assertion. &
Now we are in the position to prove the analogue of Proposition 2.10 for general
intervals.
Proposition 2.12. Let S be the symmetric linear relation induced by the first-order
system (2.1) on an arbitrary interval I : Then:
(1) im ðSmin 
 lÞ*ker dl: Moreover, if I ¼ ½0; bÞ is left-closed (resp. I ¼ ða; 0 right-
closed) then im ðSmax 
 lÞ is dense in L2HðIÞ and ker ðS 
 lÞ ¼ f0g:
(2) If ff˜; *ggASmax then for each representative gA *g there exists fAf˜; fAACðI ;CnÞ;
such that Jf 0 þ Bf ¼Hg: In particular p2ðSmaxÞ ¼ Smax:
(3) Let I ¼ Rþ and let F0 and F1 be the matrices constructed in (2.44)–(2.46) with
respect to the base point cA½0;N and the intervals ½0; c and ½c;NÞ; respectively.
Suppose also that imðF0Þ ¼ imðF1Þ: Then for each xAimðJ
1FÞ there exists
ff ; ggASmax with compact support such that f ðcÞ ¼ x: Moreover, ff ; ggASmin if
c > 0:
(4) Let I ¼ R7 and let ff˜; *ggAS with representatives ff ; ggASmax: Then f ð0ÞAkerF:
Moreover, p2ðfff ; ggAS j f ð0Þ ¼ 0gÞ ¼ S:
Proof. For simplicity we will give the proof for l ¼ 0:
(1) Let I ¼ ½0; bÞ be left-closed and let gAL2H;comp: Then choose c > maxðsupp gÞ
and put
f ðxÞ :¼ YðxÞ
Z x
a
J
1YðtÞnHðtÞgðtÞ dt: ð2:49Þ
Since I is left-closed we then have ff˜; *ggASmax and hence L2H;compðIÞCim Smax: Thus
Smax has dense range and consequently ker S ¼ f0g:
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The same construction shows for any interval I that if gAker d-L2H;compðIÞ then
the function f has compact support in I and thus imSmin*ker d:
(2) Let f0Af˜ be any representative and put f1ðxÞ ¼ YðxÞ
R x
x0
J
1YðyÞnHðyÞgðyÞ dy:
Then f1 is absolutely continuous. Using integration by parts and (2.13) one obtains
for any pair fj;cgASminZ
I
f n1Hc ¼
Z
I
gnHj ¼
Z
I
f n0Hc: ð2:50Þ
By (1) we have imSmin*ker d; thus (2.50) impliesZ
I
ðf0 
 f1ÞnHc ¼ 0 for all cAker d: ð2:51Þ
Since the gj in Lemma 2.11 satisfy suppðgjÞCI0 we apply Lemmas 2.9 and 2.11 to
conclude that there is a xAimF such that for all cAL2H;comp one hasZ
I
ðf0 
 f1 
 YxÞnHc ¼ 0: ð2:52Þ
Note that by integration by parts one has
R
I
xnY ðxÞnHðxÞuðxÞ dx ¼ 0 for all
uAker d; even if suppðuÞ-ðI\I0Þa|: Eq. (2.52) implies that f ¼ f1 þ Yx is an
absolutely continuous representative of f˜ with Jf 0 þ Bf ¼Hg:
(3) We may assume that I0 ¼ ½a0; c and I1 ¼ ½c; a1 where a0 > 0: Then choose
Z0; Z1AC
n satisfying x ¼ J
1F0Z0 ¼ 
J
1F1Z1 and put
gðtÞ ¼ w0ðtÞY ðtÞZ0; tA½0; cÞ;
w1ðtÞY ðtÞZ1; tA½c;NÞ:
(
Here w0 and w1 are the characteristic functions of the intervals I0 ¼ ½a0; cÞ and I1 ¼
½c; a1; respectively. Then we deﬁne f by (2.49) with a replaced by a1: It is clear that
supp fC½0; a1 and
f ðcÞ ¼ J
1
Z c
a1
YðtÞnHðtÞgðtÞ dt ¼ 
J
1F1Z1 ¼ x:
Furthermore, for xA½0; a0 one gets
f ðxÞ ¼YðxÞJ
1
Z x
a1
YnðtÞHðtÞgðtÞ dt
¼ 
 YðxÞJ
1
Z c
a0
YnðtÞHðtÞYðtÞ dt Z0 þ
Z a1
c
YnðtÞHðtÞYðtÞdt Z1
 
¼ 
 YðxÞJ
1½F0Z0 þ F1Z1 ¼ 0:
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(4) Let xAim J
1F: According to (3) we may choose fj;cgASmax with
compact support such that jð0Þ ¼ x: For each ff˜; *ggAS we have on the one hand
ðj; gÞH ¼ ðc; f ÞH: Since j;c have compact support we may integrate by parts and
thus ﬁnd
0 ¼ jð0ÞnJf ð0Þ ¼ 
/Jjð0Þ; f ð0ÞS ¼ /Jx; f ð0ÞS:
Thus f ð0Þ is orthogonal to imF; that is f ð0ÞAkerF:
To prove the last assertion let ff˜; *ggAS with representatives ff ; ggAS: Then
f ð0ÞAkerF and hence f1 :¼ f 
 Yf ð0Þ is an absolutely continuous representative of
f : Moreover, Jf 01 þ Bf1 ¼ g and f1ð0Þ ¼ 0: Consequently, ff˜; *gg ¼ ff˜1; gg and
ff1; ggAS: &
Remark 2.13. The converse of (4) does not hold without further assumptions.
Roughly speaking the system has to be ‘‘in the limit point case’’ at inﬁnity. We will
give criteria under which this is true.
2.5. Definite first-order systems
Deﬁnition 2.14. System (2.1) is said to be definite on I if kerF ¼ f0g: In other words,
there is a compact subinterval I0CI such that for all intervals I0CI˜CI and all lAC
the matrix FI˜ðlÞ (cf. (2.44), Lemma 2.8) is invertible.
In other words, system (2.1) is deﬁnite if 0 is the only solution of
Jf 0 þ Bf ¼ 0; Hf ¼ 0
in L2HðIÞ:
The property of a system (2.1) to be deﬁnite is gauge invariant. For a
canonical system (J ¼ Jð0Þ; B ¼ 0) this property may be reformulated solely in
terms of the HamiltonianH: Namely, it is shown in [12,19] that a canonical system
is deﬁnite iff the Hamiltonian H is of positive type, that is
R
I0
H is invertible for
some I0:
Note also that system (2.1) is deﬁnite for arbitrary B and J if the HamiltonianH
is positive deﬁnite on a subset of positive Lebesgue measure. We emphasize however
that for a general system (2.1) being deﬁnite is a property of the system and depends
on J;B; too. The two examples show that the invertibility of
R
I0
H is unrelated toH
being of positive type.
The usefulness of the notion of deﬁniteness mainly stems from the following
fact:
Proposition 2.15. Assume that system (2.1) is definite. Let ff˜; *ggASmax: Moreover let
ffj; gjgASmax; j ¼ 1; 2; be representatives of ff˜; *gg; i.e. fjAf˜; gjA *g: Then f1 ¼ f2:
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Remark 2.16. Note that the Proposition does not say that f˜ has exactly one
absolutely continuous representative. In fact, it is easy to see that this is false. See the
third example below.
However, Proposition 2.15 allows to speak of the value of f˜ at a point, i.e. for xAR
put f˜ðxÞ :¼ f ðxÞ; where ff ; ggASmax is a representative of ff˜; *gg: Proposition 2.15
says that f˜ðxÞ is well-deﬁned independently of the choice of ff ; gg:
Proof. Consider fj;cg :¼ ff1 
 f2; g1 
 g2gASmax: Then f *j; *cg ¼ 0 and hence
Jj0 þ Bj ¼ 0; Hj ¼ 0: ð2:53Þ
Then the deﬁniteness implies j ¼ 0 and we are done. &
Example 2.17. (1) Let
J ¼ 0 1
1 0
 !
; B ¼ 
I2; HðxÞ ¼
cos2ðxÞ sinðxÞcosðxÞ
sinðxÞcosðxÞ sin2ðxÞ
 !
; ð2:54Þ
and I ¼ ½0; p: Then R p0 HðxÞ dx ¼ p2I2 is invertible. However, the function
f ðxÞ ¼ sinðxÞ
cosðxÞ
 !
ð2:55Þ
satisﬁes Jf 0 þ Bf ¼ 0 and Hf ¼ 0: Thus the system is not deﬁnite.
Note, that for this system we have
YðxÞ ¼ cosðxÞ 
sinðxÞ
sinðxÞ cosðxÞ
 !
: ð2:56Þ
Using this as gauge (cf. (2.15)) we obtain the corresponding canonical system
SðJ˜; B˜; *HÞ with J˜ ¼ J; B˜ ¼ 0; *H ¼ diagð1; 0Þ: It is clear that this system is not
deﬁnite.
(2) Let VAL1ðIÞ and put
J ¼ 0 
1
1 0
 !
; B ¼ V 0
0 
1
 !
; HðxÞ ¼ 1 0
0 0
 !
: ð2:57Þ
Then it is easy to check that L2HðIÞCL2ðIÞ; and the equation Jf 0 þ Bf ¼Hg is
equivalent to 
f 001 þ Vf1 ¼ g1: This shows that the system is equivalent to the
Schro¨dinger operator 
 d2
dx2
þ V on the interval I :
Now assume that I is a ﬁnite interval. Then
R
I
H is of rank one and hence not
invertible. We claim, however, that the system is deﬁnite. Namely, let Jf 0 þ Bf ¼ 0
and
R
I
f nHf ¼ 0: Then f1 ¼ 0 and since f2 ¼ f 01 we also have f2 ¼ 0:
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Another way of seeing this is to look at the fundamental system Y : Y is a Wronski
matrix
Y ¼ f g
f 0 g0
 !
; ð2:58Þ
thus
*H ¼ YnHY ¼ f
2 fg
fg g2
 !
: ð2:59Þ
Since f ; g are linearly independent the Cauchy–Schwarz–Bunyakovskii inequality
yields
R
I
*H > 0: This example is a special case of Example 2.5. See also Proposition
2.18 for a more general result on deﬁniteness.
(3) In (2) consider the special case V ¼ 0: Put f :¼ ð1
0
Þ; g ¼ 0: Then ff ; ggASmax:
However, ð1
1
Þ is a second absolutely continuous representative of f˜: This is an
example for the claim made in Remark 2.16.
The last example is a special case of the following deﬁniteness result for systems of
the form (2.28), (2.30).
Proposition 2.18. Let ICR be an interval. We consider the system SðJ˜; B˜; *HÞ; where
J˜ ¼ 0 
In
In 0
 !
; B˜ ¼ V B
Bn 
A
 !
; *H ¼ H 0
0 0
 !
ð2:60Þ
are as in (2.30). Assume that the set I0 :¼ fxAI j detðAðxÞHðxÞÞa0g has positive
Lebesgue measure. Then the system SðJ˜; B˜; *HÞ is definite.
Proof. Consider fAL2 *HðIÞ-ACðI ;C2nÞ satisfying
J˜f 0 þ B˜f ¼ 0;
Z
I
f n *Hf ¼ 0: ð2:61Þ
We have to show that f ¼ 0: Eq. (2.61) translates into
f 01 þ Bnf1 
 Af2 ¼ 0; ð2:62Þ

f 02 þ Bf2 þ Vf1 ¼ 0; ð2:63Þ
Z
I
f n1Hf1 ¼ 0: ð2:64Þ
Eq. (2.64) implies that Hf1 ¼ 0 a.e. Thus the set I1 :¼ fxAI j
detðAðxÞHðxÞÞa0; HðxÞf1ðxÞ ¼ 0g ¼ fxAI j detðAðxÞHðxÞÞa0; f1ðxÞ ¼ 0g has
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positive Lebesgue measure. A set of positive Lebesgue measure contains an
accumulation point of itself; the reason is that a subset of the reals which does not
contain an accumulation point of itself is at most countable. So let x0AI1 be an
accumulation point of I1: Then f1ðx0Þ ¼ f 01ðx0Þ ¼ 0 and by (2.62) Aðx0Þf2ðx0Þ ¼ 0:
Since Aðx0Þ is invertible we infer f1ðx0Þ ¼ f2ðx0Þ ¼ 0 and hence f ðx0Þ ¼ 0: Since f is a
solution of the homogeneous ﬁrst-order equation f˜0 þ B˜f ¼ 0 this implies f ¼ 0: &
2.6. Formal defect subspaces
In this section we present some results on the square-integrable solutions of the
system
JðxÞy0ðxÞ þ BðxÞyðxÞ ¼ lHðxÞyðxÞ: ð2:65Þ
Let
ElðSÞ :¼ ffAL2HðIÞ-ACðI ;CnÞ j Jf 0 þ Bf ¼ lHf g
¼ffAL2HðIÞ j ff ; lf gASng
¼ kerðSn 
 lÞ; ð2:66Þ
and denote by
N7ðSÞ :¼ dim E7iðSÞ ð2:67Þ
the formal deﬁciency indices of the system (2.1). Furthermore, for a symmetric linear
relation A in the Hilbert space H we denote by
ElðAÞ :¼ ffAH j ff ; lf gAAng; lAC;
¼ kerðAn 
 lÞ; ð2:68Þ
the defect subspace and by
N7ðAÞ :¼ dim E7iðAÞ ð2:69Þ
the deﬁciency indices of A: It is well known (see [1,30]) that
dim E7lðAÞ ¼ N7ðAÞ; lACþ :¼ fzAC j Im z > 0g: ð2:70Þ
We present however two simple proofs of (2.70).
The ﬁrst proof follows from the observation that the relation An 
 l is semi-
Fredholm for lAC\R: Thus dim ElðAÞ is locally constant on C\R (see [18]) and
therefore dim E7lðAÞ ¼ dim E7iðAÞ for lACþ: For another proof see Corollary 2.23
below.
There are situations in which it is clear that the formal defect spaces ElðSÞ and the
defect spaces ElðSÞ are isomorphic. This is, for instance, the case ifHðxÞ is invertible
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for almost all xAI : In general, the analogue of (2.70) for the dimensions of the
formal defect subspaces ElðSÞ holds. However, this is less trivial. The only proof we
know of so far is due to Kogan and Rofe–Beketov [19, Section 2]. It uses methods
from complex analysis and is rather technical. Here we can give a very simple proof
of this fact which is based on the regularity Theorem 2.4. Namely, the regularity
theorem allows to show a simple relation between the deﬁciency indices and the
formal deﬁciency indices:
Proposition 2.19. Given a general symmetric system (2.1) on an interval ICR: Then
for lAC we have
dim ElðSÞ ¼ dim ElðSÞ þ n 
 rank S: ð2:71Þ
In particular, if the system is definite then dim ElðSÞ ¼ dim ElðSÞ:
Proof. Consider f˜AElðSÞ: This means ff˜; lf˜gASmax and in view of Theorem 2.4 there
exists fAf˜; fAACðI ;CnÞ-L2HðIÞ such that Jf 0 þ Bf ¼ lHf : Thus fAElðSÞ: This
shows that the quotient map p : ElðSÞ-ElðSÞ is surjective.
Next let ff ; lf gAker p: This means that Jf 0 þ Bf ¼ lHf and f˜ ¼ 0: ThusHf ¼ 0:
Hence ker p consists of the solutions of Jf 0 þ Bf ¼ 0;Hf ¼ 0: This space is
isomorphic to kerF (cf. Sections 2.3 and 2.4) and hence dim ker p ¼ dim kerF ¼
n 
 rank S and we reach the conclusion. &
The following result was proved by Kogan and Rofe–Beketov for the half-line [19,
Theorem 2.1] and for systems on the line which are deﬁnite on both half-lines R7
[19, Corollary 2.2]. For general non-deﬁnite systems it seems to be new.
Proposition 2.20. Given a general symmetric system (2.1) on an interval ICR: Then
dim E7lðSÞ ¼ dim E7iðSÞ ¼: N7ðSÞ for lACþ:
Proof. This follows immediately from (2.70) and Proposition 2.19. &
For completeness we note the case of a ﬁnite interval:
Proposition 2.21. Let I ¼ ½a; b be a finite interval and S the symmetric linear relation
obtained from the first-order system (2.1), where B;HAL1ða; bÞ: Then N7ðSÞ ¼ n
and N7ðSÞ ¼ rank ðSÞ:
In particular N7ðSÞ ¼ N7ðSÞ ¼ n if the system S is definite.
Proof. It is clear that the differential equation (2.1) has n linear independent
solutions. HenceN7ðSÞ ¼ n: From Proposition 2.10 we infer that fYx is nonzero if
and only if xAimF: This implies N7ðSÞ ¼ rankF: &
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2.7. Definite systems and von Neumann formula
We start with the following generalization of the von Neumann formula.
Proposition 2.22. Let A be a closed symmetric linear relation in the Hilbert space H:
Then for each pair fl1; l2gACþ  C
 we have the following direct sum decomposition:
An ¼ A6Eˆl16Eˆl2 ; Eˆl ¼ fff ; lf g j fAElg: ð2:72Þ
Recall that 6 denotes a (non-orthogonal) direct sum of vector spaces.
Proof. We put Al1 :¼ A6Eˆl1 : It is clear that Al1 is a closed dissipative extension of
A; that is ACAl1CA
n and Imðf ; gÞX0 for any ff ; ggAAl1 : In fact, we show that Al1
is a maximal dissipative relation in H: To prove this fact it sufﬁces to check that
%l1ArðAl1Þ; where rðAl1Þ denotes the resolvent set of Al1 :
For a dissipative linear relation T and m ¼ a
 ibAC
 one has for ff ; ggAT
jjg 
 mf jj2 ¼ jjg 
 af jj2 þ 2b Imðf ; gÞ þ b2jjf jj2Xb2jjf jj2:
Hence Al1 
 l1I is injective with closed range and thus it sufﬁces to verify that
im ðAl1 
 %l1IÞ is dense in H:
Let j be orthogonal to im ðAl1 
 %l1IÞ; that is
/g 
 %l1f j jS ¼ 0 for ff ; ggAAl1 : ð2:73Þ
In particular, we have for ff ; ggAA
/g;jS ¼ /l1f ;jS ¼ /f ; l1jS:
Hence jAEl1 and fj; l1jgAEˆl1 : From the latter and (2.73) we infer 0 ¼ /l1j

%l1j;jS ¼ 
2i Im l1jjjjj2: Hence j ¼ 0: Summing up, we have proved that
C
CrðAl1Þ and hence Al1 is maximal dissipative.
On the other hand for each proper extension A˜;ACA˜CAn the inclusion mArðA˜Þ is
equivalent to the fact that A˜ is transversal2 to Am :¼ A6Eˆm (see [29]). Hence Al1 and
Al2 are transversal and this is equivalent to the direct sum decomposition (2.72). &
Now we can give the second proof of (2.70).
Corollary 2.23 (Akhiezer and Glazman [1]; Naimark [30]). With the previous
notations we have for all lACþ
dim E7l ¼ dim E7i: ð2:74Þ
2Two proper extensions A1 and A2 of A are called transversal if A1-A2 ¼ A and A1 þ A2 ¼ An:
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Proof. Let l2 ¼ 
i: It follows from (2.72), that for each l1ACþ
dim El1 ¼ dim An=ðA6Eˆ
iÞ: &
Remark 2.24. (1) Formula (2.72) with l2 ¼ %l1 is well known [3,10,31]. For l1 ¼ i ¼
%l2 the direct sum (2.72) is orthogonal
An ¼ A"Eˆi"Eˆ
i: ð2:75Þ
(2) The maximal dissipativity of the linear relation Al with lACþ is well known.
We presented the proof for the sake of completeness. Note, however, that our proof
of this fact as well as the proof of the well known Corollary 2.23 is simpler and
shorter than the known ones.
We continue in noting a simple lemma which is a generalization of a well known
result (cf. [30]) on symmetric operators to the case of symmetric linear relations.
Lemma 2.25. Let A be a closed symmetric linear relation in the Hilbert space H and
ker ðA 
 aIÞ ¼ f0g for some aAR: Then
dim EaðAÞ ¼ dim kerðAn 
 aIÞpN7ðAÞ: ð2:76Þ
Proof. Similar to the proof of Proposition 2.22 we put
A˜a :¼ A6EˆaðAÞ; EˆaðAÞ :¼ fff ; af g j fAEaðAÞg:
It is clear that A˜a is a symmetric extension of A and the subspaces A and EˆaðAÞ are
linearly independent since kerðA 
 aIÞ ¼ f0g: Therefore dimðA˜a=AÞ ¼ dim EaðAÞ:
On the other hand the von Neumann formula for linear relations (2.75) yields
dimðA˜a=AÞpminðNþ;N
Þ: Combining these relations we obtain (2.76). &
We return to the discussion of the relation S ¼ SðJ;B;HÞ: Denote by ExtsðSÞ
and ExtsðSÞ the set of closed symmetric extensions of Smin and Smin; respectively:
ExtsðSÞ ¼ f *S jSminC *SCSmax; *S is closed and symmetricg;
ExtsðSÞ ¼ fS˜ j SminCS˜CSmax; S˜ is closed and symmetricg: ð2:77Þ
Proposition 2.26. Assume that system (2.1) is definite on Rþ: Then:
(1) The quotient map p maps ElðSÞ isomorphically onto ElðSÞ for each lAC and
consequently N7ðSÞ ¼ N7ðSÞ:
(2) For each xACn and each aA½0;N there exists ff ; ggASn with compact support
such that f ðaÞ ¼ x: If a > 0 and the system S is definite both on ½0; a and ½a;N;
then ff ; gg can be chosen such that ff ; ggASmin:
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(3) If ff˜; *ggAS with representatives ff ; ggASmax then f ð0Þ ¼ 0; that is
DðSÞCffAACðRþ;CnÞ j f ð0Þ ¼ 0g:
(4) The quotient map p2 :¼ p"p maps Sn and S isomorphically onto Smax and S
respectively.
(5) For each pair fl1; l2gACþ  C
 the following analogue of the von Neumann
formula holds true
Smax ¼ S6 #El1ðSÞ6 #El2ðSÞ; #ElðSÞ :¼ fff ; lf g j fAElg: ð2:78Þ
For l1 ¼ i ¼ %l2 the direct sum decomposition (2.78) is orthogonal.
(6) The quotient map p2 :¼ p"p induces a bijective correspondence between
the sets ExtsðSÞ and ExtsðSÞ: Moreover, *S is self-adjoint iff S˜ is
self-adjoint.
(7) For each aAR the following inequality holds:
N7ðSÞXdim EaðSÞ ¼ NaðSÞ: ð2:79Þ
Proof. Condition (1) has been established in the proof of Proposition 2.19.
Condition (2) is implied by Proposition 2.12(3) since imF ¼ Cn:
Condition (3) is a special case of Proposition 2.12(4) since kerF ¼ 0:
Condition (4) Injectivity of the map p2 :Sn-Smax follows again from the
assumption that S is deﬁnite. Indeed, let ff˜; *ggASmax; fkAf˜; ffk; ggASn; k ¼ 1; 2:
Then f :¼ f1 
 f2 satisﬁes the homogeneous equation Jf 0 þ Bf ¼ 0; that is fAE0ðSÞ:
Since f1; f2Af˜ we have Hf ¼ 0 and therefore
R
I
f nðxÞHðxÞf ðxÞ dx ¼ 0: Since S is
deﬁnite the latter implies f ¼ 0:
Surjectivity has been established in Proposition 2.12.
Condition (5) is a consequence of (1),(4) and Proposition 2.22.
Condition (6) W.l.o.g. we may assume NþpN
: By deﬁniteness we then have
Nþ ¼ NþpN
 ¼N
: It follows from the von Neumann formula (2.78) with l1 ¼
%l2 ¼ i that each symmetric extension *S*S is given by the second Neumann
formula
*S ¼S"fðI þ VÞE0i; iðI 
 VÞE0ig; ð2:80Þ
where E0iCEi is a linear subspace and V is an isometric operator from E
0
i onto
VE0iCE
i: The corresponding symmetric extension S˜*S is given by
S˜ ¼ S"fðI þ VÞE0i ; iðI 
 VÞE0ig; E0i :¼ pE0iCEi: ð2:81Þ
It is clear from (1) that this establishes the asserted bijective correspondence. Cf. also
Proposition 2.15.
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Condition (7) We know from Proposition 2.12(1) that ker ðS 
 aIÞ ¼ f0g: Lemma
2.25 and (1) now imply
N7ðSÞ ¼ N7ðSÞXdim kerðSmax 
 aIÞ ¼ dim EaðSÞ: & ð2:82Þ
3. Essential self-adjointness on the line. First approach
3.1. Preliminaries and a first criterion for essential self-adjointness
In this section we study system (2.1) on the real line and discuss essential self-
adjointness. For the moment let ICR be an interval and S ¼ SðJ;B;HÞ be the
symmetric linear relation of the ﬁrst-order system (2.1). Let
ljðxÞ :¼ max
VCCn;dim V¼j
1
minf/HðxÞx; xS j x>V ; jjxjj ¼ 1g ð3:1Þ
be the jth eigenvalue of HðxÞ: Furthermore, we put
cðxÞ :¼ jjHðxÞ

1=2
JðxÞHðxÞ
1=2jj; detðHðxÞÞa0;
N otherwise:
(
ð3:2Þ
We have estimates
1
cðxÞpjjHðxÞ
1=2
JðxÞ
1HðxÞ1=2jjpjjJðxÞ
1jjlnðxÞ; ð3:3Þ
and, if detHðxÞa0;
cðxÞpjjJðxÞjjjjHðxÞ
1jj ¼ jjJðxÞjj
l1ðxÞ : ð3:4Þ
Thus we have for all xAR
l1ðxÞ
jjJðxÞjjp
1
cðxÞpjjJðxÞ

1jjlnðxÞ: ð3:5Þ
In view of (3.3) the function 1
cðxÞ is locally integrable. The signiﬁcance of cðxÞ
stems from the fact that if detðHðxÞÞa0 then for xACn we have the
estimate
xnJðxÞnHðxÞ
1JðxÞx ¼ jjHðxÞ
1=2JðxÞxjj2pcðxÞ2jjHðxÞ1=2xjj2
¼ cðxÞ2xnHðxÞx: ð3:6Þ
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Lemma 3.1. Let fAL1locðRÞ; f ðxÞX0; be a non-negative locally integrable function.
Assume in addition that Z N
0
f ðxÞ dx ¼ þN:
Then for nAN there exists an absolutely continuous function wnAACðRÞ with the
properties
(1) wnðxÞ ¼ 1; xpn;
(2) wnðxÞ ¼ 0; xXxn; for some xn;
(3) w0nAL
NðRÞ;
(4) jw0nðxÞjp1n f ðxÞ; for all xAR:
Proof. Fix nAN: By Levy’s theorem on monotone convergence we have
lim
C-þN
Z N
0
1
n
minðC; f ðxÞÞ dx ¼ þN;
and thus we may choose C > 0 such thatZ N
n
min C;
1
n
f ðxÞ
 
dxX2:
Now choose N large enough such that
Kn :¼
Z N
n
min C;
1
n
f ðxÞ
 
dxX1
and put
wnðxÞ :¼ 1

1
Kn
Z minðN;xÞ
minðn;xÞ
min C;
1
n
f ðsÞ
 
ds:
wn has the desired properties with xn ¼ N: &
Theorem 3.2. Let Smin ¼ SminðJ;B;HÞ be a first-order system (2.1) on the
interval I :
(1) Let I ¼ R and assume that
7
Z 7N
0
1
cðxÞ dx ¼ þN: ð3:7Þ
Then Smin is essentially self-adjoint, i.e. S ¼ Smax:
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(2) Let I ¼ Rþ and assume that Z N
0
1
cðxÞ dx ¼ þN: ð3:8Þ
Then for ff˜; *ggASmax there exists a sequence ffn; gngASmax such that f˜n-f˜;
*gn- *g in L
2
HðRþÞ and supp fn; supp gnC½0;NÞ compact. Moreover, for
ff˜j; *gjgASmax; j ¼ 1; 2 one has
/f˜1; *g2S
/ *g1; f˜2S ¼ 
f1ð0ÞnJf2ð0Þ: ð3:9Þ
Remark 3.3. Note that condition (3.7) (resp. (3.8)) implies that for each R > 0 there
exist subsets K7CR7\½
R;R (resp. KþCRþ\½0;R) of positive Lebesgue measure
such that the HamiltonianH is positive deﬁnite on K7 (resp. Kþ). In particular, the
corresponding system S is deﬁnite on R (resp. on Rþ).
Proof. (1) According to Lemma 3.1 let wn be absolutely continuous with bounded
derivative,
wnðxÞ ¼
1; jxjpn;
0; jxjXxn
(
and
jw0nðxÞjp
1
ncðxÞ:
For ff˜; *ggASmax we choose, according to Proposition 2.12, representatives
ff ; ggASmax and put
fn :¼ wnf :
Since w0n vanishes if HðxÞ is not invertible the function w0nHðxÞ
1JðxÞf is well
deﬁned. Moreover
jjw0nH
1Jf jj2L2
H
ðRÞp
Z
R
jw0nðxÞj2f ðxÞnJðxÞnHðxÞ
1JðxÞf ðxÞ dx
p sup
xAR
ðw0nðxÞcðxÞÞ2jjf jj2L2
H
ðRÞ
p 1
n2
jjf jj2L2
H
ðRÞ;
hence w0nHðxÞ
1JðxÞf lies in L2HðRÞ and it converges to 0 in L2HðRÞ: Finally, we
calculate
Jf 0n þ Bfn ¼ wnðJf 0 þ Bf Þ þ w0nJf
¼Hðwng þ w0nH
1Jf Þ
¼:Hgn:
Thus ffn; gngAS and limn-N ff˜n; *gng ¼ ff˜; *gg and the claim is proved.
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The proof of (2) proceeds along the same lines with minor modiﬁcations.
Eq. (3.9) follows from integration by parts if f2; g2 have compact support. To
prove it in general we consider f2;n ¼ wnf2 and g2;n ¼ wng2 þ w0H
1Jf2: Then (3.9)
holds true for ff˜1; *g1g and ff˜2;n; *g2;ng: Noting that f2;nð0Þ ¼ f2ð0Þ is independent of n
we obtain the result by taking the limit as n-N: &
Remark 3.4. Eq. (3.7) is not necessary for Smin to be essentially self-adjoint. Namely,
in the situation of Example 2.17(2). we have 1
cðxÞ ¼ 0: But there certainly exist V (e.g.
VALNðRÞ) such that the Schro¨dinger operator 
 d2
dx2
þ V and hence the Hamiltonian
in Example 2.17(2) are essentially self-adjoint.
See also Example 5.33 for a counterexample with a non-singular HamiltonianH:
Corollary 3.5. If J ¼ Jð0Þ is constant then condition (3.7) (resp. (3.8)) is implied by
7
Z 7N
0
l1ðxÞ dx ¼N resp:
Z N
0
l1ðxÞ dx ¼N
 
: ð3:10Þ
Hence (for J ¼ Jð0Þ) (3.10) implies the conclusions in Theorem 3.2.
Proof. This follows immediately from estimate (3.5). &
Remark 3.6. It is clear that Smin is essentially self-adjoint iff for each fADðSmaxÞ the
following limit exists:
lim
x-7N
f ðxÞnJðxÞf ðxÞ ¼ 0: ð3:11Þ
Condition (3.10) yields a stronger conclusion about DðSmaxÞ: In order to explain
it we denote by AC0ðR;CnÞ the set of those fAACðR;CnÞ such that there exist
sequences x7n -7N with limn-N /f ðx7n Þ; f ðx7n ÞS ¼ 0:
It is clear that under condition (3.10) DðSmaxÞCAC0ðR;CnÞ: The converse
assertion is also true if B ¼ 0 andHðxÞ ¼ diagðl1ðxÞ;y; lnðxÞÞ is a diagonal matrix
with eigenvalues l1ðxÞpyplnðxÞ: Indeed, if l1AL1ðRÞ then
f :¼ colð1; 0;y; 0ÞADðSmaxÞ but /f ðxÞ; f ðxÞS ¼ 1 and feAC0ðR;CnÞ:
Probably, (3.10) is equivalent to the inclusion DðSmaxÞCAC0ðR;CnÞ for an
arbitrary SmaxðJ;B;HÞ with constant J ¼ Jð0Þ:
However (3.10) is weaker than (3.7) as the following example shows:
Example 3.7. Let
HðxÞ ¼ diagðl1ðxÞ; l2ðxÞÞ; J ¼
0 1

1 0
 !
;
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where
l1ðxÞ ¼ ðjxj þ 2Þ
1ln
2ðjxj þ 2Þ; l2ðxÞ ¼ ð2þ jxjÞ
1:
Then l1ðxÞAL1ðRÞ; but
ðl1l2Þ1=2eL1ðR7Þ:
Since 7iðl1l2Þ1=2 are the eigenvalues of H1=2J
1H1=2 we infer that 1cðxÞ ¼
ðl1ðxÞl2ðxÞÞ1=2: Hence (3.7) is satisﬁed but l1AL1ðRÞ:
Furthermore, setting
f ¼ colðln1=4ð2þ jxjÞ; 0Þ; g ¼ colð0;
4
1 sgnðxÞ ln
3=4ð2þ jxjÞÞAL2HðRÞ
one gets ff ; ggASmax but /f ðxÞ; f ðxÞS ¼ ln1=2ð2þ jxjÞ-N as x-7N and
feAC0ðR;C2Þ:
3.2. The case of a symmetric operator
For completeness we brieﬂy comment on the case that system (2.1) deﬁnes a
symmetric linear operator containing at least the C1-functions with compact support
in its domain. Namely, let J;B;H be as in (2.2) and assume in addition thatHðxÞ is
invertible for all xAI and that HðxÞ
1;BnH
1B is locally integrable. In this case
each class f˜AL2HðIÞ contains at most one continuous representative. In particular
ACcompðI ;CnÞ may be viewed as a subset of L2HðIÞ:
Then we consider the differential operator
L :¼H
1 J d
dx
þ B
 
: ð3:12Þ
L maps DðLÞ :¼ C1compðI ;CnÞ into L2HðIÞ: Namely, if fAC1compðI ;CnÞ;K :¼
suppðf ÞCI then we estimate
jjH
1Jf 0jj2H ¼
Z
K
f 0ðxÞnJðxÞHðxÞ
1JðxÞf 0ðxÞ dx
 
p sup
xAK
jjJðxÞf 0ðxÞjj2
Z
K
jjHðxÞ
1jj dxoN ð3:13Þ
jjH
1Bf jj2H ¼
Z
K
f ðxÞnBðxÞnHðxÞ
1BðxÞf ðxÞ dx
p sup
xAK
jjf ðxÞjj2
Z
K
jjBðxÞnHðxÞ
1BðxÞjj dxoN:
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L is formally symmetric and in view of the regularity Theorem 2.4 the domain
DðLmaxÞ of Lmax :¼ Ln lies in ACðI ;CnÞ: Furthermore, for f ; gADðLmaxÞ and aob
we have Z b
a
ðLmax f ÞðxÞnHðxÞgðxÞ dx 

Z b
a
f ðxÞnHðxÞðLmaxgÞðxÞ dx
¼ 
f ðbÞnJðbÞgðbÞ þ f ðaÞnJðaÞgðaÞ: ð3:14Þ
In contrast to general ﬁrst-order systems the domain of Lmax is localizable in the
following sense: CN0 ðI ;CnÞ is dense in
DcompðLmaxÞ :¼ ffADðLmaxÞ j suppðf Þ is compactg ð3:15Þ
with respect to the graph norm of L: Namely, from (3.14) we infer that for
fADcompðLmaxÞ; gADðLmaxÞ we have /Lmaxf ; gS ¼ /f ;LmaxgS; i.e. fADðLnmaxÞ ¼
DðLnnÞ ¼ Dð %LÞ:
Summing up one arrives at the following result.
Theorem 3.8. Let I ¼ R and let HðxÞ be invertible for xAR: Assume also that H
1
and BnH
1B are locally integrable and (3.7) holds. Then the operator L is essentially
self-adjoint on CN0 ðR;CnÞCL2HðR;CnÞ:
Corollary 3.9. In the framework of Theorem 3.8 assume that JðxÞ is bounded on R and
that there exists a d > 0 such that HðxÞXd > 0 for xAR: Moreover, assume
BAL2locðR;Mðn;CÞÞ: Then L is essentially self-adjoint on
ACcompðR;CnÞCL2HðR;C2nÞ:
Proof. HðxÞXd > 0 implies that HðxÞ
1=2pd
1=2: Hence (3.7) holds since
jjHðxÞ
1=2JðxÞHðxÞ
1=2jjpCd
1: Moreover, from HðxÞXd > 0 we infer that
H
1 is bounded and hence BnHðxÞ
1Bp1d BnBAL1loc: Hence Theorem 3.8
applies. &
Corollary 3.10. In the framework of Theorem 3.8 let JðxÞ be bounded on R and let
HðxÞ ¼ TnðxÞH1ðxÞTðxÞ such that
(1) TðxÞ and H1ðxÞ are continuous on R;
(2) H1ðxÞXd > 0; xAR;
(3) TnðxÞQðxÞTðxÞ ¼ JðxÞ; where Q is continuous and bounded.
(4) BAL2locðR;Mðn;CÞ:
Then L is essentially self-adjoint on ACcompðR;CnÞCL2HðR;C2nÞ:
Proof. Since TnQT ¼ J it is clear that TðxÞ and QðxÞ are invertible for all x:
Furthermore, HðxÞ ¼ TnðxÞH1ðxÞTðxÞXdTnðxÞTðxÞ; hence HðxÞ > 0 for all x:
M. Lesch, M. Malamud / J. Differential Equations 189 (2003) 556–615 587
Setting KðxÞ :¼H
1=2ðxÞTnðxÞ; one has jjKðxÞjjpd
1=2 and thus
cðxÞp jjH
1=2ðxÞJðxÞH
1=2ðxÞjj
p jjKðxÞQðxÞKnðxÞjj
p d
1jjQðxÞjjpcd
1
since QðxÞ is bounded on R: Hence (3.7) is fulﬁlled and we reach the conclusion. &
Remark 3.11. (1) If HðxÞ is invertible for almost all xAR then by Theorem 3.2 the
operator Lmin deﬁned by (3.12) on
DðLminÞ ¼ DðSminÞ ¼ ffAACcompðR;CnÞ j LfAL2HðRÞg
is essentially self-adjoint under the only condition (3.7).
However, we cannot conclude the essential self-adjointness of L on CN0 ðR;Cn
without additional assumptions (like in Theorem 3.8) since in general C1compðR;CnÞ is
not contained in DðLminÞ:
(2) Corollaries 3.9 and 3.10 have been obtained by Sakhnovich [32] under the
additional assumptions B ¼ 0 and J ¼ Jð0Þ constant.
(3) In [24, Proposition 2.1] we established self-adjointness of the operator L with
H ¼ I and JðxÞ ¼ Jð0Þ being constant. This fact is well known. It is contained, e.g.,
as a very special case in a result due to Levitan and Otelbaev [27, Theorem 2].
Note, however, that the proof of Proposition 2.1 from [24] remains valid if JðxÞ is
non-constant and bounded on R: Corollary 3.9 is reduced to this result via the gauge
transformation (2.8) with U ¼H
1=2:
4. Essential self-adjointness on the line. Second approach
In this section we present a second proof of the essential self-adjointness of the
operator L :¼H
1ðJ d
dx
þ BÞ from Section 3.2. This second proof uses the hyperbolic
equation method (cf. [5,8]).
If the coefﬁcients of L are CN then the results of this section can be extracted from
the results in [8]. We emphasize that if the coefﬁcients of L are smooth then the
hyperbolic equation method even proves the essential self-adjointness of all powers
LnðnAZþÞ of the operator L [8].
We recall some deﬁnitions and results. Let H be a densely deﬁned operator in a
Hilbert space H: Recall that a vector function u : ½0;NÞ-H is called a strong
solution of the equation
du
dt
ðtÞ þ HuðtÞ ¼ 0; tAð0;NÞ; ð4:1Þ
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if u is strongly differentiable, uðtÞADðHÞ for each tAð0;NÞ and (4.1) is satisﬁed for
each tAð0;NÞ:
Our second proof of the essential self-adjointness is based on the following result
due to Berezanskii–Povzner (cf. also [8]).
Theorem 4.1 (Berezanskii [5, Theorem VI.1.7]). Let H be a symmetric operator in a
Hilbert space H: For the operator H to be essentially self-adjoint in H it is necessary
and sufficient that for some b > 0 the function u ¼ 0 is the only strong solution of the
Cauchy problems
du
dt
ðtÞ7ðiHÞnuðtÞ ¼ 0; tA½0; bÞ; uð0Þ ¼ 0: ð4:2Þ
We return to the operator L ¼H
1ðJ d
dx
þ BÞ from the previous Section 3.2.
For a real number a let a7ðtÞ be the unique solution of the initial value problem
y0ðtÞ ¼7cðyðtÞÞ; yð0Þ ¼ a: ð4:3Þ
Here, c is the function deﬁned in (3.2). Note that c and 1
c
are locally integrable and
hence the ﬁrst-order equation (4.3) with separated variables has a unique solution.
Moreover, if
7
Z 7N
0
1
cðxÞ dx ¼N ð4:4Þ
then the solutions a7ðtÞ exist for all tAR:
Proposition 4.2 (Local energy estimate). Let st be a strong solution of the
equation
d
dt
u 
 iLnu ¼ 0 ð4:5Þ
defined for jtjoe: Moreover, assume that for some aob the functions a7; b7 are
defined for jtjoe: Then the function
Fa;bðtÞ :¼
Z b
ðtÞ
aþðtÞ
stðxÞnHðxÞstðxÞ dx
is a decreasing function of t:
If additionally condition (4.4) is satisfied then suppðstÞC½a
ðtÞ; bþðtÞ whenever
suppðs0ÞC½a;b:
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Proof. It follows from (3.2) (cf. (3.6)) that
8iðsnt JnstÞðxÞ ¼7ðiJstðxÞ; stðxÞÞ
p jjHðxÞ
1=2JHðxÞ
1=2jj  jjHðxÞ1=2stðxÞjj2 ¼ cðxÞðsntHstÞðxÞ: ð4:6Þ
Differentiation by t and integration by parts yields in view of (3.14) and (4.6)
d
dt
Z b
ðtÞ
aþðtÞ
stðxÞnHðxÞstðxÞ dx
¼ 
cðb
ðtÞÞðsntHstÞðb
ðtÞÞ 
 cðaþðtÞÞðsntHstÞðaþðtÞÞ

 i
Z b
ðtÞ
aþðtÞ
ðLnstÞðxÞnHðxÞstðxÞ 
 stðxÞnHðxÞðLnstÞðxÞ dx
¼ 
cðb
ðtÞÞðsntHstÞðb
ðtÞÞ 
 cðaþðtÞÞðsntHstÞðaþðtÞÞ

 iðsnt JnstÞðb
ðtÞÞ þ iðsnt JnstÞðaþðtÞÞp0: ð4:7Þ
To prove the second assertion we choose an arbitrary g > b and consider the
segment ½b; g:
Fixing t ¼ t0 we get st0ðxÞ ¼ 0 for xA½bþðt0Þ; g
ðt0Þ due to decay of the function
Fb;gðtÞðX0Þ and the condition suppðs0ÞC½a; b:
On the other hand, it obviously follows from (4.4) that g
ðt0Þ-þN as g-þN:
Thus st0ðxÞ ¼ 0 for xA½bþðt0Þ;þNÞ: Similarly we get st0ðxÞ ¼ 0 for
xAð
N; a
ðt0Þ: &
Proposition 4.3 (Local existence). For each fADcompðLnÞ there exists an e > 0 and a
unique strong solution st; jtjoe; of Eq. (4.5) satisfying the initial condition uð0Þ ¼ f :
Moreover, if additionally condition (4.4) is satisfied then stADcompðLnÞ exists for all
tAR:
Proof. Assume that suppðf ÞC½
N;N for some N > 0: Choose a self-adjoint
extension, LN ; of L on the interval ½
2N; 2N: This is possible since in view of
Proposition 2.21 the deﬁciency indices of L on the ﬁnite interval ½
2N; 2N are given
by N7ðLÞ ¼ N7ðLÞ ¼ n:
Furthermore, since fADcompðLnÞCDðLNÞ the strong solution of the wave
equation for LN is given by stðxÞ :¼ eitLN f : A similar calculation as in the proof of
Proposition 4.2 shows that for 
2Noaobo2N the functionZ a
ðtÞ

2N
þ
Z 2N
bþðtÞ
 !
stðxÞnHðxÞstðxÞ dx
is a decreasing function of t: Hence for t small enough, st has compact support in
ð
2N; 2NÞ and hence can be extended by 0 to a strong solution of the wave
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equation for Ln: The uniqueness follows immediately from the local energy
estimate.
Heuristically condition (4.4) guarantees that the support of st cannot reach inﬁnity
in ﬁnite time. Local existence and the local energy estimate together with a standard
argument (cf. [8]) now yield global existence and stADðLnÞ for all tAR: &
Now we can give the
Second proof of Theorem 3.8. Choose an arbitrary bAð0;N: If (3.7) is fulﬁlled then
the previous result shows that for each fADcompðLnÞ and each t0Að0; bÞ there exists a
unique strong solution st;t0 ðtARÞ; of the Cauchy problem for the wave equation
d
dt
u 
 iLnu ¼ 0; uðt0Þ ¼ f ; tA½0; t0 and st;t0ADcompðLnÞ for all tA½0; t0: In view of the
remark after (3.15) we have DcompðLnÞCDð %LÞ: Thus, we can apply the abstract
Holmgren principle (see [5, Lemma VI.1.4]) and conclude that the Cauchy problem
(4.5) has the only solution u ¼ 0: Hence the result follows from Theorem 4.1. &
5. Defect numbers and essential self-adjointness on the half-line
In this section we present some results on the square-integrable solutions of the
system
JðxÞy0ðxÞ þ BðxÞyðxÞ ¼ lHðxÞyðxÞ ð5:1Þ
on the half-lines R7: As in Section 2 we associate with Eq. (5.1) the minimal
symmetric linear relations Smin;7 and Smin;7 in L
2
HðR7;CnÞ and L2HðR7;CnÞ
respectively; S7;S7;Smax;7;Smax;7 are deﬁned accordingly (cf. Deﬁnition 2.3). As
in Section 2 we denote by N7ðS7Þ :¼ dim E7iðS7Þ the formal deﬁciency indices
of system (5.1).
If in additionHðxÞ is invertible for almost all xAR7 then S7 is an operator. In
this case the formal defect subspace ElðSþÞ coincides with defect subspace ElðSþÞ
of the operator Sþ:
We denote by kþ :¼ kþðiJð0ÞÞ and k
 :¼ k
ðiJð0ÞÞ; respectively, the numbers of
positive and negative eigenvalues of the matrix iJð0Þ: Since det JðxÞa0 for xAI it is
clear that k7ðiJðxÞÞ does not depend on xAI ; k7ðiJð0ÞÞ ¼ k7ðiJðxÞÞ: In what
follows, we will write sometimes k7ðiJÞ instead of k7ðiJð0ÞÞ: Recall the well known
estimates (see [2, Theorem 9.11.1])
k7pN7ðSþÞpn; ð5:2aÞ
k7pN8ðS
Þpn; ð5:2bÞ
NþðS7Þ þN
ðS7ÞXn: ð5:2cÞ
Remark 5.1. These inequalities have been established in [2] by a generalization of the
well known Weyl analytic (circle-point) method. We note that in the case
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NþðSþÞ ¼N
ðSþÞ; kþ ¼ k
 ¼ n=2 they follow easily from the results of Section
2.7:
For simplicity let us assume that the system Sþ is deﬁnite on Rþ: Then by
Proposition 2.26(2) and (3) dimðSnþ=SþÞXn and by (2.78)NþðSþÞ þN
ðSþÞ ¼
dimðSnþ=SþÞXn: If NþðSþÞ ¼N
ðSþÞ then N7ðSþÞXn=2: These inequalities
imply (5.2) if kþðiJÞ ¼ k
ðiJÞ ¼ n=2:
However, we emphasize that we did not succeed to prove estimates (5.2) in full
generality in the framework of extension theory.
Finally, note that, e.g., if J
1H is real thenNþðSþÞ ¼N
ðSþÞ; cf. Proposition
5.23.
5.1. Minimal deficiency indices
Here we present a result on minimal possible deﬁciency (and formal deﬁciency)
indices. It may be directly obtained by combining Theorem 3.2 and Proposition 5.4
below but in order to demonstrate the ‘‘formal’’ approach we present a simple
independent proof.
Theorem 5.2. Let cðxÞ be the function defined in (3.2). If
Z N
0
1
cðxÞ dx ¼N resp:
Z 0

N
1
cðxÞ dx ¼N
 
; ð5:3Þ
then N7ðSþÞ ¼ N7ðSþÞ ¼ k7 (resp. N7ðS
Þ ¼ N7ðS
Þ ¼ k8).
Proof. It sufﬁces to prove the theorem for the linear relation Sþ: As noted in
Remark 3.3 it follows from (5.3) that Sþ is deﬁnite. Therefore by Proposition 2.26(1)
N7ðSþÞ ¼ N7ðSþÞ: Thus it sufﬁces to prove the assertions for N7ðSþÞ:
Let y be a solution of (5.1) with l ¼7i: Let ðakÞkANCRþ be any sequence
converging toN: Then integrating by parts and taking (2.2) into account one gets
jjyjj2H ¼
Z
Rþ
yðtÞnHðtÞyðtÞ dt
¼ lim
k-N

l
Z ak
0
ynðtÞJðtÞy0ðtÞ dt 
 l
Z ak
0
ynðtÞBðtÞyðtÞ dt
 
¼ lim
k-N
½
lynðtÞJðtÞyðtÞjak0 
 l
Z ak
0
ðJðtÞy0ðtÞÞnyðtÞ dt

þ l
Z ak
0
ynðtÞJ 0ðtÞyðtÞ dt 
 l
Z ak
0
ynðtÞBðtÞyðtÞ dt

¼ lim
k-N
½
lynðtÞJðtÞyðtÞjak0 

Z ak
0
ynðtÞHðtÞyðtÞ dt
 
: ð5:4Þ
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Thus limk-N yðakÞnJðakÞyðakÞ exists and
2jjyjj2H ¼ 
l lim
k-N
½ynðtÞJðtÞyðtÞjak0 : ð5:5Þ
On the other hand, we ﬁnd using (3.2)
jynðtÞJðtÞyðtÞjpcðtÞjjHðtÞ1=2yðtÞjj2: ð5:6Þ
We claim that there is a sequence ðakÞkANCRþ such that
limk-N cðakÞjjHðakÞ1=2yðakÞjj2 ¼ 0: For if this were not the case then we had an
estimate cðxÞjjHðxÞ1=2yðxÞjj2Xd > 0 for xXx0: This would contradict (5.3) andRN
0 jjHðxÞ1=2yðxÞjj2 dx ¼ jjyjj2HoN:
In view of (5.6) we have
lim
k-N
/yðakÞ; JðakÞyðakÞS ¼ 0: ð5:7Þ
Combining (5.5) and (5.7) one gets
2jjyjj2H ¼ /lJð0Þyð0Þ; yð0ÞSCn : ð5:8Þ
By the uniqueness theorem for ﬁrst-order differential equations the map
j : yðtÞ-yð0Þ is an embedding of E7ðSþÞ into Cn: Moreover, the quadratic form
/iJð0Þx; xS is positive (resp. negative) on jðEþðSþÞÞ (resp. jðE
ðS
ÞÞ). Since
k7ðiJÞ is just the number of positive (resp. negative) eigenvalues of the quadratic
form /iJð0Þx; xS we obtainN7ðS7Þpk7: On the other hand, we have in view of
(5.2c)
npNþðSþÞ þN
ðSþÞpkþ þ k
 ¼ n ð5:9Þ
and thus equality holds. We emphasize that although we did not prove (5.2) in full
generality relation (5.2c) was proved completely in Remark 5.1. &
Corollary 5.3. Let l1ðxÞ be the smallest eigenvalue of HðxÞ: If for some aX0Z N
a
l1ðxÞ dx ¼N
Z 
a

N
l1ðxÞ dx ¼N
 
; ð5:10Þ
then N7ðSþÞ ¼ N7ðSþÞ ¼ k7 (resp. N7ðS
Þ ¼ N7ðS
Þ ¼ k8).
Proof. This follows immediately from Corollary 3.5. &
Proposition 5.4. Assume that system (5.1) is definite on Rþ and R
: Denote by
S;Sþ;S
;S;Sþ; and S
 the symmetric linear relations associated to Eq. (5.1)
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in L2HðRÞ;L2HðR7Þ;L2HðRÞ;L2HðRÞ7; respectively. Then
N7ðSÞ ¼ N7ðSþÞ þ N7ðS
Þ 
 n; ð5:11aÞ
N7ðSÞ ¼N7ðSþÞ þN7ðS
Þ 
 n: ð5:11bÞ
Proof. It follows from deﬁniteness and Proposition 2.26(1) that (5.11a) and (5.11b)
are equivalent. Hence it sufﬁces to prove one of them.
We put S0 :¼Sþ"S
 and S0 :¼ Sþ"S
: By Proposition 2.26(3) we have
f ð0Þ ¼ 0 for each fADðS0Þ: Moreover, Proposition 2.26(2) implies that for each
xACn there exists ff ; ggAS with compact support such that f ð0Þ ¼ x: Hence
dimðS=S0Þ ¼ n: In view of Proposition 2.15 and Remark 2.16 the same argument
applies to S0 and S: Hence dimðS=S0Þ ¼ n:
On the other hand, since S is a closed symmetric extension of S0 it follows from
the second von Neumann formula (2.81) with S˜ and S replaced by S and S0;
respectively, that N7ðSÞ ¼ N7ðS0Þ 
 dim ðS=S0Þ ¼ N7ðS0Þ 
 n: Combining this
formula with the obvious equalities N7ðS0Þ ¼ N7ðSþÞ þ N7ðS
Þ we obtain (5.11a)
and thus also (5.11b). &
Remark 5.5. (1) The proof of the Proposition 5.4 is based essentially on the equality
dimðS=S0Þ ¼ n which is a consequence of Proposition 2.26. Note however that ifH
is positive deﬁnite on ½
a; a ða > 0Þ then this fact is obvious. Namely, ffj; gjgn1 forms
a basis of SðmodS0Þ if fjAACð½
a; a;CnÞ; supp fjC½
a; a; fjð0Þ ¼ fdkjgnk¼1 and
gj :¼ wH
1ðJf 0j þ BfjÞ; jAf1;y; ng: Here, w is a suitable cut-off function with
support in ½
a; a and wjsupp fj ¼ 1:
(2) Eq. (5.11b) is due to Kogan and Rofe–Beketov [19, Theorem 2.3]. Their proof
is analytical in character and close to that given by Bennewitz [4] for a similar
formula for the scalar equation Su ¼ lTu; when one of the operators S;T has a
strictly positive Dirichlet integral on the solutions.
Our proof, being operator-theoretic in character, is rather simple and follows that
of Glazman’s result on ordinary differential equations on the line [1,30].
(3) Proposition 5.4 leads to a simple relation between Theorems 3.2 and 5.2.
Indeed, combining (5.11), (5.2) and the obvious relation kþ þ k
 ¼ n we obtain the
equivalences
NþðSÞ ¼ 0 3 NþðS7Þ ¼ k7;
N
ðSÞ ¼ 0 3 N
ðS7Þ ¼ k8:
Thus Theorems 3.2 and 5.2 may be easily derived one from another.
(4) Eq. (5.11) may be wrong for non-deﬁnite systems. For example let
J ¼ 0 1
1 0
 !
; B ¼ 0; H ¼ 1 0
0 0
 !
: ð5:12Þ
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One immediately checks that
NþðS7Þ ¼ NþðSÞ ¼ N
ðS7Þ ¼ N
ðSÞ ¼ 0;
NþðS7Þ ¼NþðSÞ ¼N
ðS7Þ ¼N
ðSÞ ¼ 1: ð5:13Þ
Consequently, neither (5.11a) nor (5.11b) holds.
5.2. The case of a singular Hamiltonian
Next, we want to present a criterion for the deﬁciency indices to be minimal on the
half-line Rþ (resp. for essential self-adjointness on the line R) in a case where the
Hamiltonian is singular everywhere.
We consider the type of ﬁrst-order systems introduced in Example 2.5 and
thereafter. More precisely, we consider the ﬁrst-order system
J˜f 0 þ B˜f ¼ *Hg; ð5:14Þ
where
J˜ ¼ 0 J
n

J 0
 !
; B˜ ¼ V B
Bn 
 J 0 
A
 !
; *H ¼ H 0
0 0
 !
: ð5:15Þ
J;V ;A;B;H are assumed to satisfy the same assumptions as in (2.27). In addition, A
is assumed to be non-negative. Theorem 5.2 does not apply to this situation since *H
is singular at every point. It is clear that L2 *HðIÞ is canonically isomorphic to L2HðIÞ:
We put (cf. (2.6)) *Sþ ¼SþðJ˜; B˜; *HÞ: For simplicity we will consider the interval Rþ
only. For a function fAL2 *HðRÞ we denote by f1; f2 the ﬁrst resp. last n components.
We will use several times that if HðxÞ and AðxÞ are invertible then we can
estimate, for x; ZACn;
jxnJðxÞZjp jjAðxÞ1=2xjjjjAðxÞ
1=2JðxÞHðxÞ
1=2HðxÞ1=2Zjj
p jjAðxÞ
1=2JðxÞHðxÞ
1=2jj jjAðxÞ1=2xjj jjHðxÞ1=2Zjj: ð5:16Þ
Thus we put
cðxÞ :¼ maxð1; jjAðxÞ

1=2
JðxÞHðxÞ
1=2jjÞ; detðAðxÞHðxÞÞa0;
N otherwise:
(
ð5:17Þ
The self-adjointness criterion we are going to present will depend also on V : We
assume that there exists an absolutely continuous function qXd > 0 on R such that
VX
 qH: ð5:18Þ
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Theorem 5.6. Let AðxÞ be positive semi-definite for each xARþ and let cðxÞ be the
function defined in (5.17). Let qXd > 0 be a function on Rþ such that VX
 qH andZ N
0
1
cðxÞq1=2ðxÞ dx ¼N
Z 0

N
1
cðxÞq1=2ðxÞ dx ¼N
 
: ð5:19Þ
Moreover, assume that one of the following two conditions is satisfied:
(1) q is absolutely continuous and
d
dx
q
1=2ðxÞ
 cðxÞpC1 for xARþ;
(2) qðxÞ is non-decreasing (non-increasing).
Then N7ð *SþÞ ¼ N7ðS˜þÞ ¼ n ðN7ð *S
Þ ¼ N7ðS˜
Þ ¼ nÞ:
Proof. The set fxAR j detðAðxÞHðxÞÞa0g has positive Lebesgue measure in view of
(5.17) and (5.19). Therefore by Proposition 2.18 the system is deﬁnite. Hence it
sufﬁces to consider the formal deﬁciency indices.
(1) Let y be a solution of (5.14) with l ¼7i: We show that y2AL2q
1AðRþÞ:
Eq. (5.14) reads
Jny02 þ Vy1 þ By2 ¼ lHy1;
Jy01 
 Bny1 þ J 0y1 þ Ay2 ¼ 0: ð5:20Þ
It follows that
/Jny02; y1Sþ/Vy1; y1Sþ/By2; y1S ¼ l/Hy1; y1S;
/y2; Jy01Sþ/y2; J 0y1S
/By2; y1Sþ/y2;Ay2S ¼ 0: ð5:21Þ
Adding (5.21) and integrating from 0 to x one gets
FðxÞ2 :¼
Z x
0
qðtÞ
1yn2ðtÞAðtÞy2ðtÞ dt ¼ 

Z x
0
qðtÞ
1/y2ðtÞ; JðtÞy1ðtÞS0 dt


Z x
0
qðtÞ
1yn1ðtÞVðtÞy1ðtÞ dt þ l
Z x
0
qðtÞ
1yn1ðtÞHðtÞy1ðtÞ dt: ð5:22Þ
We put C2 ¼ qð0Þ
1jRe/y2ð0Þ; Jð0Þy1ð0ÞSj and recall (cf. (5.16)) that
c
1ðxÞj/y2ðxÞ; JðxÞy1ðxÞSjpjjHðxÞ1=2y1ðxÞjj  jjAðxÞ1=2y2ðxÞjj: ð5:23Þ
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Using this and the inequality jqðxÞ
3=2q0ðxÞcðxÞjpC1 we obtainZ x
0
1
qðtÞ
 0
/y2ðtÞ; JðtÞy1ðtÞS dt
 
p
Z x
0
q0ðtÞ
q2ðtÞ cðtÞjjH
1=2ðtÞy1ðtÞjj  jjA1=2ðtÞy2ðtÞjj dt
pC1
Z x
0
jjH1=2ðtÞy1ðtÞjj2dt
 1=2

Z x
0
qðtÞ
1jjAðtÞ1=2y2ðtÞjj2 dt
 1=2
p2
1C21 jjy1jj2H þ 2
1F2ðxÞ: ð5:24Þ
For brevity, we assume in the sequel that d ¼ 1 that is qðxÞX1: Now combining
(5.23) and (5.24) and integrating by parts we have
Re
Z x
0
qðtÞ
1/y2ðtÞ; JðtÞy1ðtÞS0 dt
 pC2 þ cðxÞjjH1=2y1ðxÞjj  jjA1=2y2ðxÞjj
þ 2
1C21 jjy1jj2H þ 2
1F 2ðxÞ: ð5:25Þ
Furthermore, the assumption VX
 qH yields 
 R x0 q
1yn1Vy1 dtpR x
0
yn1Hy1 dtpjjy1jj2H: Thus setting C3 :¼ C2 þ ð2
1C21 þ 1Þ  jjy1jj2H we infer from
(5.22) and (5.25) thatZ x
0
F2ðtÞdt
2cðtÞqðtÞ1=2
p
Z x
0
C3dt
cðtÞqðtÞ1=2
þ
Z x
0
1
qðtÞ1=2
jjH1=2y1ðtÞjj  jjA1=2y2ðtÞjj dt
p
Z x
0
C3dt
cðtÞqðtÞ1=2
þ jjy1jjH  FðxÞ: ð5:26Þ
We rewrite the latter inequality as
GðxÞ :¼
Z x
0
2
1c
1ðtÞqðtÞ
1=2½F2ðtÞ 
 2C3 dtpjjy1jjHFðxÞ; ð5:27Þ
or as
G2ðxÞpjjy1jj2Hð2cðxÞq1=2ðxÞG0ðxÞ þ 2C3Þ: ð5:28Þ
We claim that F 2ðtÞp2C3 for tARþ: Assuming the contrary one ﬁnds x0 such that
Fðx0Þ 
 2C3 ¼: d1 > 0; hence FðxÞ 
 2C3Xd1 for xXx0 since F is non-decreasing.
Therefore in view of condition (5.19) limx-N GðxÞ ¼N:
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On the other hand, choosing aARþ such that GðaÞX2C1=23 jjy1jjH; one derives
from (5.28)
1
2
Z x
a
dt
cðtÞq1=2ðtÞp
Z x
a
1
cðtÞqðtÞ1=2
½1
 2GðtÞ
2C3jjy1jj2H dt
p
Z x
a
2G0ðtÞ
G2ðtÞ dt ¼ 2GðaÞ

1 
 2GðxÞ
1p2GðaÞ
1:
This inequality contradicts condition (5.19). Thus q
1=2y2AL2AðRþÞ and
jjq
1=2y2jj2Ap2C3:
(2) Next, we estimate using (5.16)
j/yðxÞ; J˜ðxÞyðxÞSjp 2j/y2ðxÞ; JðxÞy1ðxÞSj
p cðxÞjjAðxÞ1=2y2ðxÞjj jjHðxÞ1=2y1ðxÞjj
p cðxÞqðxÞ1=2jjqðxÞ
1=2AðxÞ1=2y2ðxÞjj jjHðxÞy1ðxÞjj: ð5:29Þ
By (1) and Cauchy–Schwarz we know that jjqðxÞ
1=2AðxÞ1=2y2ðxÞjjjjHðxÞy1ðxÞjj is
integrable. In view of condition (5.19) we infer exactly as in the proof of Theorem 5.2
that there is a sequence ðakÞkANCRþ such that limk-N j/yðakÞ; J˜ðakÞyðakÞSj ¼ 0:
Also as in the proof of Theorem 5.2 one now completes the proof, noting that
k7ðJ˜Þ ¼ n:
(3) Now assume that condition (2) is satisﬁed. We reduce this case to the previous
one. For this purpose it sufﬁces to construct an absolutely continuous function q˜
such that q˜ðxÞXqðxÞ for xX0 and q˜ satisﬁes both (5.19) and (1).
Since c
1ðxÞpjjHðxÞ1=2J
1ðxÞAðxÞ1=2jjpjjHðxÞ1=2jj  jjAðxÞ1=2jj  jjJ
1ðxÞjj; one
gets that c
1AL1locðRþÞ: Therefore the function
t :¼ jðxÞ :¼
Z x
0
cðsÞ
1 ds ð5:30Þ
is absolutely continuous and monotone increasing for x > 0: Denote by c the
corresponding distribution function, cðtÞ :¼ mesfxARþ j jðxÞptg:
Next, we put q1 :¼ q3c and observe that q1 is monotone increasing because so are
q and c: Besides it is clear thatZ N
0
q1ðtÞ
1=2 dt ¼
Z N
0
qðxÞ
1=2cðxÞ
1 dx ¼N:
Following Rofe-Beketov [34] (see also [33]) one puts q˜1ðnÞ ¼ q1ðn þ 1Þ for nAZþ and
then extends q˜
1=2 to the semi-axis Rþ by linear interpolation:
q˜1ðln þ ð1
 lÞðn þ 1ÞÞ
1=2 ¼ lq˜1ðnÞ
1=2 þ ð1
 lÞq˜1ðn þ 1Þ
1=2; lA½0; 1:
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It is clear that q˜1ðxÞXq1ðxÞ for xX0: Moreover q˜
1=21 is globally Lipschitz,
d
dx
q˜1ðxÞ
1=2
 pC1 :¼ q
1=2ðcð0ÞÞ and Z
Rþ
q˜1ðtÞ
1=2 dt ¼N:
Finally, we put q˜ :¼ q˜13j and check that q˜ has the desired properties.
Indeed, q˜ðxÞ ¼ q˜1ðjðxÞÞXq1ðjðxÞÞ ¼ qðcðjðxÞÞÞXqðxÞ; since cðjðxÞÞXx; and
therefore VX
 q˜H: Further, q˜
1=2 is absolutely continuous because so is j and
q˜

1=2
1 is Lipschitz. Now it follows from (5.30) that
jðq˜
1=2ðxÞÞ0j ¼ jðq˜
1=21 Þ0ðjðxÞÞj  j0ðxÞpC1cðxÞ
1
and Z
Rþ
q˜ðxÞ
1=2cðxÞ
1 dx ¼
Z
Rþ
q˜1ðtÞ
1=2 dt ¼N;
which completes the proof. &
Combining Theorem 5.6 with Proposition 5.4 one arrives at the following self-
adjointness criterion on the line.
Theorem 5.7. Let J˜; B˜; *H be as in (5.15) with AX0: Let qXd > 0 be a function on R
such that VX
 qH and
7
Z 7N
0
1
cðxÞq1=2ðxÞ dx ¼N: ð5:31Þ
Moreover, assume that one of the following two conditions is satisfied:
(1) q is absolutely continuous and
d
dx
q
1=2ðxÞ
 cðxÞpC1 for xAR;
(2) qðxÞ is non-increasing on R
 and is non-decreasing on Rþ:
Then S˜min ¼ SminðJ˜; B˜; *HÞ is essentially self-adjoint.
We apply Theorem 5.6 to the investigation of weighted matrix Sturm–Liouville
(quasi-differential) equations with non-negative possibly singular (on some subsets
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of positive Lebesque measure) weight H
Py :¼ 
 d
dx
AðxÞ
1 dy
dx
þ QðxÞy
 
þ QnðxÞ dy
dx
þ RðxÞy ¼ lHðxÞy; ð5:32Þ
where A;Q;R;H satisfy the same assumptions as in Example 2.5.
Denote by N7ðPþÞ the formal deﬁciency indices of Eq. (5.32) considered on the
semi-axes Rþ; that is the number of linearly independent solutions of (5.32) (with
lAC7Þ belonging to L2HðRþÞ: By Proposition 2.20 N7ðPþÞ is well deﬁned, i.e. it
does not depend on 7lACþ:
Theorem 5.8. Let Pþy ¼ lHy be the equation of the form (5.32) with AðxÞ being
positive definite for xARþ; HX0 and cðxÞ be defined by (5.17) with J ¼ iI : Suppose
also that V :¼ R 
 QnAQX
 qH where qXd > 0 andZ N
0
1
cðxÞq1=2ðxÞ dx ¼N
Z 0

N
1
cðxÞq1=2ðxÞ dx ¼N
 
:
Moreover, assume that one of the following two conditions is satisfied:
(1) q
1=2 is absolutely continuous and
d
dx
q
1=2ðxÞ
 cðxÞpC1 for xARþ;
(2) qðxÞ is monotone increasing (monotone decreasing).
Then N7ðPþÞ ¼ N7ðPþÞ ¼ nðN7ðP
Þ ¼ N7ðP
Þ ¼ nÞ:
Proof. As elaborated in Example 2.5 system (5.32) can be transformed into the ﬁrst-
order system (5.14) SðJ˜; B˜; *HÞ with J˜; B˜; *H deﬁned in (2.18).
Namely, putting u :¼ y and v :¼ iðA
1y0 þ QyÞ; one reduces Eq. (5.32) to the
system
0 iI
iI 0
 !
u
v
 !0
þ R 
 Q
nAQ 
iQnA
iAQ 
A
 !
u
v
 !
¼ l H 0
0 0
 !
u
v
 !
: ð5:33Þ
Since the corresponding linear relations are unitarily equivalent, we apply Theorem
5.6 and we reach the conclusion. &
Remark 5.9. (1) Let VX0: In this case the proof of Theorem 5.6 simpliﬁes essentially
and one easily gets that y2AL2AðRþÞ and jjy2jj2ApjRe/Jð0Þy2ð0Þ; y1ð0ÞSj:
Moreover, let either VX0 or VX
 cI and H uniformly positive deﬁnite,
HXd > 0: Then we may put either q ¼ 1 or q ¼ c=d and Theorems 5.6 and 5.8 hold
under the only condition 7
R7N
0
1
cðxÞ dx ¼ þN:
M. Lesch, M. Malamud / J. Differential Equations 189 (2003) 556–615600
(2) Condition (5.31) is satisﬁed if jjJðxÞjj is bounded and
7
Z 7N
0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l1ðAðxÞÞl1ðHðxÞÞ
p
q1=2ðxÞ dx ¼N: ð5:34Þ
Corollary 5.10. Let Smin be the symmetric linear relation in L
2
HðRÞ induced by the
Sturm–Liouville-type (quasi-differential) equation (2.16). That is, A;Q;R;
HAL1locðI ;Mðn;CÞÞ; AðxÞ is positive definite for all xAR; and HðxÞX0:
Let cðxÞ be as defined in (5.17). Suppose that V :¼ R 
 QnAQX
 qH; where
qXd > 0 and
7
Z 7N
0
1
cðxÞq1=2ðxÞ dx ¼N:
Let also one of the following two conditions be satisfied:
(1) q
1=2 is absolutely continuous and
d
dx
q
1=2ðxÞ
 cðxÞpC1 for xARþ;
(2) qðxÞ is monotone increasing on Rþ and is monotone decreasing on R
:
Then Smin is essentially self-adjoint.
Proof. This follows immediately from Theorem 5.7 and Example 2.5. &
Remark 5.11. (1) Another reduction of Eq. (5.32) to the ﬁrst-order system has been
used in [12] for the investigation of the asymptotic behavior of eigenvalues of
boundary value problems for Eq. (5.32).
(2) Theorem 5.8 generalizes some known results. Namely, for Q ¼ 0; A ¼H ¼ In
and real R it has been obtained by Lidskii [28]. In turn for n ¼ 1
Lidskii’s result coincides with the well known Titchmarsh–Sears theorem
(see [6]).
On the other hand, if n ¼ 1; Q ¼ 0; A ¼ In and RX0 the statement of
Theorem 5.8 has been established by Krein [21] (see also [17]). In Remark 5.45
below we will discuss also Krein’s result for R semi-bounded below ðRX
 c  In;
c > 0Þ:
5.3. Maximal deficiency indices
Here we investigate the opposite case of maximal deﬁciency indices.
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Proposition 5.12. Let Sþ ¼ SþðJ; 0;HÞ be a canonical system ðB ¼ 0Þ with a
Hamiltonian HðxÞ ¼ ðhijðxÞÞni;j¼1 of positive type. IfZ N
0
hjjðxÞ dxoN for j ¼ 1;y; k; ð5:35Þ
then N7ðSþÞ ¼ N7ðSþÞXmaxfk7; kg:
Proof. The condition hjjAL1ðRþÞ is equivalent to the fact that the constant vector
uj :¼ fdpjgnp¼1 is in L2HðRþ;CnÞ: Thus E0ðSþÞ*spanfuj j 1pjpkg and
dim E0ðSþÞXk: Since H is of positive type the canonical system Sþ is deﬁnite.
Therefore by Proposition 2.26(1) we have N7ðSþÞ ¼ N7ðSþÞ and dim E0ðSþÞ ¼
dim E0ðSþÞXk: Now Proposition 2.26(7) implies the assertion. &
Corollary 5.13. Let Sþ ¼ SþðJ;B;HÞ be a definite system. Let YðxÞ ¼ Yðx; 0Þ be the
fundamental matrix solution of Eq. (5.1) (cf. (2.11)) and put *HðxÞ :¼
YnðxÞHðxÞYðxÞ ¼ ðh˜ijðxÞÞni;j¼1: If condition (5.35) is satisfied with hjj replaced by
h˜jj ; then N7ðSþÞ ¼ N7ðSþÞXk:
Proof. The gauge transformation Y transforms the system into a canonical one with
Hamiltonian *H and B˜ ¼ 0 (see (2.15)). A canonical system is deﬁnite if and only if
the Hamiltonian is of positive type. Hence *H is of positive type. Since a gauge
transformation preserves the deﬁciency indices we may apply Proposition 5.12 and
reach the conclusion. &
Theorem 5.14. Let Sþ ¼ SþðJ; 0;HÞ be a canonical system ðB ¼ 0Þ with a
Hamiltonian H of positive type on Rþ: For Eq. (5.1) to have maximal formal
deficiency indices N7ðSþÞ ¼ n it is necessary and sufficient thatZ N
0
trHðxÞ dxoN: ð5:36Þ
Proof. Sufficiency: Inequality (5.36) is equivalent to (5.35) with k ¼ n; hence by
Proposition 5.12 N7ðSþÞ ¼ n7ðSþÞXn: On other hand nXN7ðSþÞ and thus
N7ðSþÞ ¼ N7ðSþÞ ¼ n:
Necessity: Assume that N7ðSþÞ ¼ n: By Proposition 2.26(1) also N7ðSþÞ ¼ n
and in particular Sþ admits self-adjoint extensions. Fix one of them, say S˜þ ¼
S˜nþ*Sþ:
It follows from Proposition 2.26(6) that there exists a linear relation *Sþ in
L2HðRÞþ; satisfyingSþC *SþCSnþ and such that ðp"pÞ *Sþ ¼ S˜þ: To calculate the
resolvent ðS˜þ 
 lÞ
1 we have to ﬁnd the solution ff˜; *ggAS˜þ of the equation *g 
 lf˜ ¼
*c for an arbitrary *cAL2HðRÞþ; or what is the same, the solution ff ; ggA *Sþ of the
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equation Jf 0 
 lHf ¼Hc with f satisfying some (self-adjoint) boundary condi-
tions at zero and at inﬁnity. It is well known (see [2,19]) that
f ðx; lÞ ¼ 

Z N
0
Kðx; t; lÞHðtÞcðtÞ dt ¼: KlðcÞ; ð5:37Þ
where
Kðx; t; lÞ ¼ Yðx; lÞ½FðlÞ þ 1Rþðx 
 tÞJ
1Yðt; %lÞn: ð5:38Þ
Here Yðx; lÞ is the fundamental n  n matrix solution of (5.1) (with B ¼ 0) satisfying
the initial condition Y ð0; lÞ ¼ In and FðlÞ is some function.
It follows from (5.37) that KlðcÞ does not depend on the representative
cAL2HðRÞþ of *c: Thus Kl is well deﬁned on L2HðRþÞ and in view of (5.37)
f˜ ¼ ðS˜þ 
 lÞ
1 *c ¼ pKlðcÞ; lACþ,C
: ð5:39Þ
Combining (5.37)–(5.39) andN7ðSþÞ ¼ n we see that the resolvent ðS˜þ 
 lÞ
1 is a
Hilbert–Schmidt operator for lAC\R: Consequently the spectrum sðS˜þÞ is discrete.
Since Smax;þ=Sþ is ﬁnite dimensional the existence of a self-adjoint extension of Sþ
with compact resolvent implies that Sþ 
 l is a Fredholm relation of index n for all
lAC: On the other hand by Proposition 2.12(1) we have kerðSþ 
 aIÞ ¼ f0g for all
aAR: Therefore dim kerðSmax;þ 
 aIÞ ¼ n: In particular dim ker Smax;þ ¼ n and by
Proposition 2.26(1) we obtain dim E0ðSþÞ ¼ dim E0ðSþÞ ¼ n:
But since the system is canonical we have E0ðSþÞ ¼ spanfujgn1 with the constant
vectors uj ¼ fdpjgnp¼1: Thus ujAL2HðRþÞ for 1pjpn: This is equivalent to
hjjAL1ðRþÞ; 1pjpn; that is to inequality (5.36). &
To present the next result we recall the following deﬁnition.
Deﬁnition 5.15. A symmetric system (5.1) is said to be quasi-regular if
dim ElðSþÞ ¼ n for all lAC; that is N7ðSþÞ ¼ dimEaðSþÞ ¼ n for all aAR:
The following result is a reﬁnement of Theorem 5.14.
Theorem 5.16. Under the conditions of Theorem 5.14 the system Sþ is quasi-regular on
Rþ if and only if
R
Rþ
trHðxÞ dxoN:
Proof. It is clear thatN7ðSþÞ ¼ n if the system Sþ is quasi-regular. Conversely, if
N7ðSþÞ ¼ n then the relations dim EaðSþÞ ¼ n for aAR; have been established in
the proof of Theorem 5.14. &
The next corollary is derived from Theorem 5.16 exactly as Corollary 5.13 is
derived from Proposition 5.12.
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Corollary 5.17. Let Sþ ¼ SþðJ;B;HÞ be definite on Rþ and *H be as in Corollary
5.13. Then for the system Sþ to be quasi-regular it is necessary and sufficient thatZ N
a
tr *HðxÞ dxoN ð5:40Þ
Corollary 5.18. Let Sþ ¼ SþðJ;B;HÞ be a definite system on Rþ with constant J ¼
Jð0Þ and such that RN1 xjjBðxÞjj dxoN: Then for the system Sþ to be quasi-regular it
is necessary and sufficient that condition (5.36) is satisfied.
Proof. It follows from the assumption
RN
1
xjjBðxÞjj dxoN that there exists a
fundamental n  n matrix solution UðxÞ of the homogeneous equation JU 0ðxÞ þ
BðxÞUðxÞ ¼ 0 satisfying
UðxÞ ¼ In þ 0nð1Þ; x-N ð5:41Þ
where 0nð1Þ is an n  n matrix function with entries oð1Þ: This fact is well known and
can be checked easily (compare with the proof of Proposition 5.37). By Corollary
5.17 Sþ is quasi-regular iff
RN
0 trðUnðxÞHðxÞUðxÞÞ dxoN: In view of (5.41) the last
inequality is equivalent to inequality (5.36). &
Another criterion for the formal deﬁciency indices N7 to attain their maximum
values n simultaneously (and thus a criterion for system (5.1) to be quasi-regular) has
been obtained in [19]:
Proposition 5.19 (Kogan and Rofe-Beketov [19, Theorem 3.1]). System (5.1) is
quasi-regular on Rþ if and only if dim El0ðSþÞ ¼ n for some l0AC and
inf
0ptoN
sgnðImðl0ÞÞ
Z t
0
trðiJðtÞ
1HðtÞÞ dt
 
> 
N: ð5:42Þ
Remark 5.20. (1) We emphasize that Theorem 5.14 as well as the other results of this
subsection do not depend on J:
(2) For Theorem 5.14 (as well as for Proposition 5.12) to hold it is essential thatH
is of positive type. Otherwise counterexamples are easy to ﬁnd.
5.4. Intermediate case
Deﬁnition 5.21. Let A be a linear relation in a Hilbert space H and let j be an
involution (that is an anti-linear bijective map) in H: We will say that A is invariant
under j if ff ; ggAA implies fjf ; jggAA:
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Lemma 5.22. Suppose that the symmetric linear relation A in H is invariant under an
involution j: Then nþðAÞ ¼ n
ðAÞ:
Proof. If ff ; if gAEˆiðAÞ then ðj"jÞff ; if g ¼ fjf ;
ijf gAAn; hence
fjf ;
ijf gAEˆ
iðAÞ: Applying the same argument to j
1 one sees that j is an
isomorphism from Eˆ7ðAÞ onto Eˆ8ðAÞ: &
Proposition 5.23. Assume that Sþ ¼ SþðJ;B;HÞ is definite on Rþ: If both J
1B and
J
1H are real (that is have real entries) then
(1) NþðSþÞ ¼NþðSþÞ ¼ N
ðSþÞ ¼N
ðSþÞ;
(2) if dim El0ðSþÞ ¼ n for some l0AC then
N7ðSþÞ ¼N7ðSþÞ ¼ dim EaðSþÞ ¼ dim EaðSþÞ ¼ n for any aAR: ð5:43Þ
Proof. (1) Sþ is invariant under complex conjugation and therefore so is Sþ: By
Lemma 5.22 NþðSþÞ ¼ N
ðS
Þ: The other equalities follow from Proposition
2.26(1).
(2) If l0AR then relations (5.43) are implied by Proposition 2.26(7). If l0AC\R
then by (1) N7ðSþÞ ¼N7ðSþÞ ¼ n: The equality dim EaðSþÞ ¼ n has been
established in the proof of Theorem 5.14 (see also Theorem 5.16). &
Remark 5.24. (1) If A is an operator then Deﬁnition 5.21 means that A commutes
with j: In this case Lemma 5.22 is well known.
(2) The last three equalities in (5.43) meaning the quasi-regularity of system (5.1)
have been established in [2, Theorem 9.11.2] by an analytic method. A generalization
of this result is contained in Proposition 5.19. Note, however, that condition (5.42),
meaning that the formal deﬁciency indices N7ðSþÞ attain their maximum value
simultaneously, does not imply the equalityNþðSþÞ ¼N
ðS
Þ (see Example 5.32
below).
Now we are ready to present conditions for the canonical system (5.1) to have the
formal deﬁciency indices N7ðSþÞ ¼ n 
 1:
Proposition 5.25. Let Sþ be a canonical system on Rþ with a Hamiltonian H of
positive type satisfyingZ
Rþ
hnnðtÞ dt ¼N; hjjAL1ðRþÞ; j ¼ 1;y; n 
 1: ð5:44Þ
If in addition Z
Rþ
trðiJ
1HðtÞÞ dt
 oN ð5:45Þ
then N7ðSþÞ ¼N7ðSþÞ ¼ n 
 1:
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Proof. Since hjjAL1ðRþÞ; j ¼ 1;y; n 
 1 then by Proposition 5.12 n 
 1pN7ðSþÞpn:
Applying Theorem 5.14 we are, in view of condition (5.44), left with three
possibilities:
N7 :¼ N7ðSþÞ ¼ n 
 1; ðNþ;N
Þ ¼ ðn 
 1; nÞ; ðNþ;N
Þ ¼ ðn; n 
 1Þ: ð5:46Þ
We rule out N
 ¼ n and Nþ ¼ n: Condition (5.45) yields (5.42) with l0 ¼ 
i and l0 ¼ i:
So if N
 ¼ n or Nþ ¼ n then by Proposition 5.19 system (5.1) is quasi-regular, hence
N
 ¼ Nþ ¼ n: This contradicts (5.46). Thus N7 ¼ n 
 1: &
Corollary 5.26. Let Sþ be a canonical system on Rþ with a Hamiltonian H of positive
type such that J
1H is real. If condition (5.44) is satisfied then N7ðSþÞ ¼
N7ðSþÞ ¼ n 
 1:
Proof. We show that condition (5.45) is satisﬁed and apply Proposition 5.25.
Since J
1H is real so is a :¼ trðJ
1HÞ: On the other hand, a ¼ trðJ
1HÞ ¼
trðH1=2J
1H1=2ÞAiR since J
1 is skew-adjoint. Thus a ¼ 0: &
In view of the importance of Hamiltonian systems we reformulate Proposition
5.25 for such systems.
Corollary 5.27. Let n ¼ 2m; B ¼ 0; J ¼ ð 0 Im
Im 0Þ and let H ¼ ð A CCn DÞ be the block-
matrix representation of a positive type Hamiltonian H with respect to the
decomposition Cn ¼ Cm"Cm: Suppose that condition (5.44) holds and thatZ
Rþ
trðCI ðtÞÞ dt
 oN; ðCI :¼ ðC 
 CnÞ=2iÞ: ð5:47Þ
Then N7ðSþÞ ¼N7ðSþÞ ¼ n 
 1:
Corollary 5.28. Let J ¼ ð 0 1
1 0Þ and H ¼ ða b%b cÞ be a 2 2 Hamiltonian satisfying
j R
Rþ
bIðtÞ dtjoN: Moreover, assume that the system Sþ is definite andRN
1
xjjBðxÞjj dxoN: Consider the symmetric extensions of Sþ defined by
S˜i :¼ fff˜; *ggASmax;þ j f ¼ colðf1; f2ÞADðSmax;þÞ; fið0Þ ¼ 0g; ði ¼ 1; 2Þ: ð5:48Þ
Then
(1) N7ðS˜iÞ ¼N7ð *SiÞ ¼ 1 if and only if
R
Rþ
trHðxÞ dxoN:
(2) S˜i is self-adjoint, i.e. N7ð *SiÞ ¼ N7ðS˜iÞ ¼ 0 if and only if
R
Rþ
trHðxÞ
dx ¼N:
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Proof. Since the system Sþ is deﬁnite then N7ð *SiÞ ¼ N7ðS˜iÞ: It follows from
Proposition 2.26(3) and (5.48) that dimð *Si=SþÞ ¼ 1: By Proposition 2.26(6) we
have dimðS˜i=SþÞ ¼ 1; too. Hence N7ðS˜iÞ ¼ N7ðSþÞ 
 1p1:
1. Let
R
Rþ
HðxÞ dxoN: Then by Corollary 5.18 N7ðSþÞ ¼ 2: and thus
N7ðS˜iÞ ¼ 1:
2. Conversely, assume that NþðS˜iÞ ¼ 1 or N
ðS˜iÞ ¼ 1: Then NþðSþÞ ¼ 2 or
N
ðSþÞ ¼ 2: As in the proof of Proposition 5.25 one now concludes that the system
is quasi-regular and hence NþðSþÞ ¼ N
ðSþÞ ¼ 2: &
Remark 5.29. Corollary 5.28 slightly improves a result due to Kac–Krein [17] and
coincides with it if B ¼ 0 and b ¼ %b; that is bI ¼ 0: Our Theorem 5.14 has been
inspired by this result.
Note also that the equalities N7ðSþÞ ¼ 1 for 2 2 deﬁnite systems with real trace-
normed Hamiltonian (trHðxÞ ¼ 1 for xARþÞ have been established by de Branges
[7]. Another proof of the de Branges result has been proposed in the recent
publication [14]. These authors have also established an interesting inequality:
/f ðxÞ 
 f ðyÞ; f ðxÞ 
 f ðyÞSC2p
ﬃﬃﬃ
6
p
jlj
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jx 
 yj
p
 jjf jjH for fAElðSþÞ:
Now we present some examples clarifying the sharpness of conditions (5.44) and
(5.45) in Proposition 5.25.
Example 5.30. Let J ¼ diagði;
iÞ;H ¼ diagðh11; h22Þ where hjjðxÞ > 0 for xARþ: If
h11eL1ðRþÞ and h22AL1ðRþÞ then condition (5.44) holds but condition (5.45) fails.
It is easily seen that NþðSþÞ ¼NþðSþÞ ¼ 1 and N
ðSþÞ ¼N
ðSþÞ ¼ 2: If
conversely h11AL1ðRþÞ and h22eL1ðRÞ then Nþ ¼Nþ ¼ 2 and N
 ¼N
 ¼ 1:
This example shows that generally speaking Corollary 5.44 does not occur if
condition (5.45) fails.
Example 5.31. (1) Let J and H be as in the previous example. Suppose that
h11ðxÞXh22ðxÞ > 0 for xARþ; h22eL1ðRþÞ and h11 
 h22AL1ðRþÞ: Then N7 ¼
N7 ¼ 1 though condition (5.44) fails and condition (5.45) holds.
This example shows that condition (5.44) is not necessary for the relations
N7ðSþÞ ¼ n 
 1 to be valid.
(2) If h11 
 h22eL1ðRþÞ (say h11 ¼ 2ð1þ xÞ
1; h22 ¼ ð1þ xÞ
1) then again N7 ¼
N7 ¼ n 
 1 ¼ 1; but neither condition (5.44) nor condition (5.45) holds.
Example 5.32. We put J ¼ J1"J1"J1; where J1 ¼ diagði;
iÞ; H ¼
diagðh11;y; h66Þ; and h11 ¼ h33 ¼ 2
1h66eL1ðRþÞ and h22 ¼ h44 ¼ 2
1h55AL1ðRþÞ:
It follows from Example 5.30 that NþðSþÞ ¼ 4 and N
ðSþÞ ¼ 5:
On the other hand trðJ
1HÞ ¼ 0 and hence condition (5.42) holds. This example
shows that condition (5.42) is not sufﬁcient for system (5.1) to have equal formal
deﬁciency indices.
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Example 5.33. We put in Corollary 5.28 bðxÞ ¼ 0; aðxÞ ¼ ð1þ xÞ
4; cðxÞ ¼ 1: Then
by Corollary 5.28 the operator Si is self-adjoint.
On the other hand, the eigenvalues of H1=2ðxÞJH1=2ðxÞ are 7ið1þ xÞ
2: Hence
we infer that c
1ðxÞ ¼ ð1þ xÞ
2AL1ðRþÞ:
This example shows that the conditions of Theorem 5.2 (Theorem 3.2) are not
necessary for Sþ to have minimal deﬁciency indices (to be self-adjoint).
Moreover, this example (as well as Example 3.7) shows that Si ¼ Smax;i though
DðSmaxÞ is not contained in AC0ðRþ;C2Þ (cf. Remark 3.6). Indeed, put
f ¼ colðð1þ xÞ1=4; 0Þ; g ¼ colð0;
1
4
ð1þ xÞ
3=4ÞAL2HðRþÞ:
Then ff ; ggASmax and /f ðxÞ; f ðxÞSC2 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ xp -N as x-N:
5.5. Three-terms and two-terms Sturm–Liouville equation
Let us consider Eq. (2.16) with Q ¼ R ¼ 0; that is
Py :¼ 
 d
dx
A
1
dy
dx
 
¼ lHy: ð5:49Þ
Proposition 5.34. Let AðxÞ be positive definite for all xARþ and HðxÞX0 and let
HðxÞ be non-singular on a subset of positive Lebesgue measure. Then for Eq. (5.49) to
have maximal formal deficiency indices N7ðPþÞ ¼ 2n (as well as to be quasi-regular),
it is necessary and sufficient thatZ N
0
trðA˜ðxÞHðxÞA˜ðxÞÞ dxoN and
Z N
0
trðHðxÞÞ dxoN; ð5:50Þ
where A˜ðxÞ :¼ R x0 AðtÞ dt:
If A is uniformly definite on Rþ; that is AðxÞXe  I ðxARþÞ with some e > 0 then the
second condition in (5.50) is obsolete.
Proof. As explained in Example 2.5 the system P is unitarily equivalent to a ﬁrst-
order system SðJ˜; B˜; *HÞ; with J˜; B˜ *H deﬁned in (2.18). By Proposition 2.18 the
system SðJ˜; B˜; *HÞ is deﬁnite. Then the gauge transformation Y ¼ ð I 
iA˜
0 I
Þ
transforms the system SðJ˜; B˜; *HÞ into a canonical (and deﬁnite) one SðJ˜; 0;gH1Þ
with J˜ and gH1 deﬁned by
J˜ ¼ 0 iI
iI 0
 !
and *H1 ¼ YnH˜Y ¼
H 
iHA˜
iA˜H A˜HA˜
 !
: ð5:51Þ
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Since the Hamiltonian *H1 is of positive type the ﬁrst assertion follows from
Theorem 5.14.
To prove the second assertion we putH1 :¼ A˜HA˜ andH2 :¼H1=2A˜2H1=2: Since
AðxÞ > e  I one gets H2ðxÞXðexÞ2HðxÞ: Using this and the equality trH1ðxÞ ¼
trH2ðxÞ we getZ N
1
trH1ðxÞ dx ¼
Z N
1
trH2ðxÞ dxXe2
Z N
1
x2trHðxÞ dxXe2
Z N
1
trHðxÞ dx:
This proves the last statement. &
Similarly, starting with Proposition 5.12 and taking (5.2a) into account one arrives
at the following
Proposition 5.35. Assume that the conditions of Proposition 5.34 are fulfilled and
H ¼: ðhijÞni;j¼1 and A˜HA˜ ¼ ðh˜i;jÞni;j¼1: IfZ N
0
hjjðxÞ dxoN; jAf1;y; k1g and
Z N
0
h˜iiðxÞ dxoN; iAf1;y; k2g; ð5:52Þ
then N7ðPþÞXmaxfn; k1 þ k2g:
Corollary 5.36. Let 0oc1pAðxÞpc2 for xARþ and let HðxÞ be positive definite on a
subset of positive Lebesgue measure. Then for Eq. (5.49) to have maximal formal
deficiency indices N7ðPþÞ ¼ 2n it is necessary and sufficient thatZ N
0
x2trHðxÞ dxoN:
Next, we slightly generalize Proposition 5.34. Consider the matrix equation (2.16)
with Q ¼ 0; that is
Py :¼ 
 d
dx
A
1
dy
dx
 
þ RðxÞy ¼ lHy: ð5:53Þ
Proposition 5.37. Assume that HðxÞ is positive definite on a subset of positive
Lebesgue measure andZ N
1
jjA˜ðxÞjj  jjRðxÞjj dxoN and lim
x-N
AðxÞ
Z N
x
RðtÞ dt ¼ 0: ð5:54Þ
Then for Eq. (5.53) to have maximal formal deficiency indices N7ðPþÞ ¼ 2n (as well
as to be quasi-regular) it is necessary and sufficient that conditions (5.50) be satisfied.
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Proof. First, we prove that the homogeneous equation (5.53) (with l ¼ 0) has two
n  n matrix solutions U and V satisfying
UðxÞ ¼ In þ 0nð1Þ; U 0ðxÞ ¼ 0nð1Þ; x-N; ð5:55Þ
VðxÞ ¼ A˜ðxÞ  ðIn þ 0nð1ÞÞ; V 0ðxÞ ¼ AðxÞ  ðIn þ 0nð1ÞÞ; x-N; ð5:56Þ
where as before 0nð1Þ stands for the n  n matrix function with entries oð1Þ as x-N:
Indeed it is clear that each solution U of the integral equation
UðxÞ ¼ In þ
Z N
x
AðtÞ dt
Z N
t
RðsÞUðsÞ ds ð5:57Þ
is also a solution of Eq. (5.53) with l ¼ 0: Choose N such thatZ N
N
jjA˜ðsÞjj  jjRðsÞjj dso1=2: ð5:58Þ
Further, setting U0ðxÞ ¼ In and
UnðxÞ ¼
Z N
x
AðtÞ dt
Z N
t
RðsÞUn
1ðsÞ ds ¼
Z N
x
½A˜ðsÞ 
 A˜ðxÞRðsÞUn
1ðsÞ ds ðnX1Þ
and using (5.58) and the inequality
jjðA˜ðsÞ 
 A˜ðxÞÞRðsÞUn
1ðsÞjjpjjA˜ðsÞjj  jjRðsÞjj  jjUn
1ðsÞjj; s > x;
one easily proves by induction that jjUnðxÞjjp1=2n for nX1: Hence the seriesPN
n¼1 UnðxÞ converges uniformly for xXN and jj
PN
n¼1 UnðxÞjjp1: Moreover, the
matrix function UðxÞ :¼ In þ
P
nX1 UnðxÞ deﬁnes the unique solution of Eq. (5.57)
(for xXN) and satisﬁes the inequality jjUðxÞjjp2 for xXN:
Using this estimate one obtains from (5.57) that UðxÞ 
 In ¼ 0nð1Þ as x-N:
Differentiating (5.57) and applying (5.54) and the above estimate jjUðxÞjjp2 one
derives the second relation U 0ðxÞ ¼ 0nð1Þ as x-N:
Thus the existence of the solution U satisfying (5.55) is proved.
To prove the existence of the solution V satisfying (5.56) we recall (see [13],
part XI) that for each n  n matrix solution of Eq. (5.53) (with l ¼ 0Þ the matrix
function
K :¼ UnðxÞA
1ðxÞU 0ðxÞ 
 ðA
1ðxÞU 0ðxÞÞnUðxÞ ð5:59Þ
is constant. Taking x to þN and taking (5.55) into account one obtains K ¼ 0: This
means that U is a self-adjoint solution (in the sense of [13], part XI) of the
homogeneous equation (5.53) (with l ¼ 0).
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Using (5.59) (with K ¼ 0) it is easy to check (and it is known (see [13])) that the
classical Liouville formula remains valid for the matrix case, that is
VðxÞ :¼ UðxÞ
Z x
0
U
1ðtÞAðtÞðU
1ÞnðtÞ dt ð5:60Þ
is also a an n  n matrix solution of the equation (5.53) (with l ¼ 0).
Relations (5.56) are implied now by (5.55) and (5.60).
Furthermore, following the proof of Proposition 5.34 one transforms the system P
to a ﬁrst-order system SðJ˜; B˜; *HÞ with J˜; B˜; *H deﬁned in (2.18). Then the gauge
transformation Y ¼ ð U 
iV
iA
1U 0 A
1V 0Þ transforms the system SðJ˜; B˜; *HÞ into a canonical
system SðJ˜1; 0; *H1Þ with
J˜1 ¼ Ynð0ÞJ˜Yð0Þ and *H1 ¼ Yn *HY ¼
UnHU 
iUnHV
iVnHU VnHV :
 !
ð5:61Þ
We note that generally speaking *J1aJ˜ since Y ð0ÞaI :
By Theorem 5.14 N7ðPþÞ ¼ 2n iff
RN
1 trðUnHU þ VnHVÞ dxoN: By Theorem
5.16 this inequality is also equivalent for the system Pþ to be quasi-regular. In view
of (5.55) and (5.56) this inequality is equivalent to (5.50). &
Remark 5.38. (1) If jjAðxÞjj is bounded then both conditions (5.54) are implied by
the condition
RN
1 xjjRðxÞjj dxoN:
(2) In the scalar case ðn ¼ 1Þ the second condition in (5.54) may be
omitted.
Next, we consider Eq. (5.53) with A ¼ I : For this case we complement Proposition
5.37.
Proposition 5.39. Let A ¼ I and let HðxÞ be non-singular on a subset of positive
Lebesgue measure. Assume also that RðxÞ ¼ k2In þ R1ðxÞ where
RN
0 jjR1ðxÞjj dxoN:
Then for Eq. (5.53) to have maximal formal deficiency indices N7ðPþÞ ¼ 2n (as well
as to be quasi-regular) it is necessary and sufficient that:
ðiÞ
Z N
0
trHðxÞ dxoN if k ¼ isAiR ðka0Þ;
ðiiÞ
Z N
0
e2kxtrHðxÞ dxoN if k > 0: ð5:62Þ
Proof. (i) If jjR1jjAL1ðRþÞ then, as it is well known, there exist two n  n
matrix solutions U and V of the homogeneous equation 
y00 
 s2y þ R1ðxÞy ¼ 0
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satisfying
UðxÞ ¼ cos sxðIn þ 0nð1ÞÞ; U 0ðxÞ ¼ 
s sin sxðIn þ 0nð1ÞÞ; x-N;
VðxÞ ¼ sin sx
s
ðIn þ 0nð1ÞÞ; V 0ðxÞ ¼ cos sxðIn þ 0nð1ÞÞ; x-N: ð5:63Þ
Following the proof of Proposition 5.37 and using the gauge transformation Y ¼
ðU 
iV
iU 0 V 0 Þ we reduce Eq. (5.53) to a canonical system SðJ˜1; 0; *H1Þ with J˜1 and *H1
deﬁned in (5.61). In view of (5.63) the inequality
RN
0 tr ðUnHU þ VnHVÞ dxoN
holds iff
RN
0 trHðxÞ dxoN: It remains to apply Theorem 5.14.
(ii) Now the homogeneous equation 
y00 þ k2y þ R1ðxÞy ¼ 0 has two n  n matrix
solutions satisfying
UðxÞ ¼ cosh kxðIn þ 0nð1ÞÞ; U 0ðxÞ ¼ k sinh kxðIn þ 0nð1ÞÞ; x-N;
VðxÞ ¼ k
1 sinh kxðIn þ 0nð1ÞÞ; V 0ðxÞ ¼ cosh kxðIn þ 0nð1ÞÞ; x-N: ð5:64Þ
Starting with these solutions one completes the proof in just the same way as in the
case (i). &
Corollary 5.40. Let A; H and R be as in Proposition 5.39 and n ¼ 1: Then:
(1) for k ¼ isAiR ðka0Þ the following equivalences hold:
(i) N7ðPþÞ ¼ 1 if and only if
RN
0
trHðxÞ dx ¼N;
(ii) N7ðPþÞ ¼ 2 if and only if
RN
0 trHðxÞ dxoN:
(2) for k > 0 the following equivalences hold:
(i) N7ðPþÞ ¼ 1 if and only if
RN
0 e
2kxtrHðxÞ dx ¼N;
(ii) N7ðPþÞ ¼ 2 if and only if
RN
0
e2kxtrHðxÞ dxoN:
Proof. (1) By (5.2a) N7ðPþÞX1: On the other hand by Proposition 5.39, either
NþðPþÞo2 orN
ðPþÞo2: Since maximum values of the formal deﬁciency indices
of Eq. (5.53) are attained only simultaneously, one gets N7ðPþÞ ¼ 1:
(2) This assertion is a special case of Proposition 5.39. &
Next, we present a few results on intermediate formal deﬁciency indicesN7ðPþÞ:
Proposition 5.41. Let H ¼: ðhijÞni;j¼1 and A˜HA˜ ¼: ðh˜ijÞni;j¼1: Assume also that all the
functions fhjj; h˜jjgn1 but one belong to the space L1ðRþÞ: Then the formal deficiency
indices of Eq. (5.49) are N7ðPþÞ ¼ 2n 
 1:
Proof. As in the proof of Proposition 5.34 we transform Eq. (5.49) to a canonical
system SðJ˜; 0; *H1Þ with J˜ and *H1 deﬁned in (5.51). One checks that tr ðJ˜
1 *H1ðtÞÞ ¼ 0:
To complete the proof it remains to apply Proposition 5.25. &
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Similarly one proves the following
Proposition 5.42. Let A;H and R be as in Proposition 5.37. Then under the conditions
of Proposition 5.41 the formal deficiency indices of Eq. (5.53) satisfy the inequality
N7ðPþÞp2n 
 1:
Corollary 5.43. Let 0oc1pAðxÞpc2 and
RN
1
x2jjRðxÞjj dxoN: IfZ N
0
ðtrHðxÞÞ1=2 dx ¼N; ð5:65Þ
then N7ðPþÞp2n 
 1:
Proof. Applying the Cauchy–Bunyakovskii inequality one getsZ N
1
ðtrHðxÞÞ1=2 dx ¼
Z N
1
ðx2trHðxÞÞ1=2  1
x
dxp
Z N
1
x2 trHðxÞ dx: ð5:66Þ
Combining (5.65) with (5.66) and taking the obvious inequality c1x  InpA˜ðxÞpc2x 
In into account one gets
RN
a
trðA˜ðxÞHðxÞA˜ðxÞÞ dx ¼N
To complete the proof it remains to apply Proposition 5.37 and note that
NþðPþÞ ¼N
ðPþÞ (see the proof of Proposition 5.41). &
Corollary 5.44. Consider the scalar ðn ¼ 1Þ Eq. (5.53). Let A and R satisfy conditions
(5.54). Then:
(1) N7ðPþÞ ¼ 1 if and only if
RN
0 ðA˜2ðxÞ þ 1ÞHðxÞ dx ¼N:
(2) N7ðPþÞ ¼ 2 if and only if
RN
0 ðA˜2ðxÞ þ 1ÞHðxÞ dxoN:
Proof. (1) By (5.2a) N7ðPþÞX1: On the other hand by Proposition 5.37 either
NþðPþÞo2 orN
ðPþÞo2: Since maximum values of the formal deﬁciency indices
are attained only simultaneously, one gets N7ðPþÞ ¼ 1:
(2) This assertion is a special case of Proposition 5.37. &
Remark 5.45. (1) Consider the scalar equation (5.53). In [21] (see also [17]) M. Krein
stated (without proof) the following result:
if n ¼ 1;A ¼ 1;R is semi-bounded below and RN1 HðxÞ1=2 dx ¼N then
N7ðPþÞ ¼ 1:
It follows from Proposition 5.39 that this result fails. Moreover, we have explicit
counterexamples:
R ¼ 
k2o0; HðxÞ ¼ ð1þ xÞ
2þe ð0peo1Þ:
In this case by Proposition 5.39 N7ðPþÞ ¼ 2; but
RN
1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
HðxÞp dx ¼N:
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(2) Nevertheless, Krein’s result remains valid either for RX0 or for RX
 cI ;
c > 0 andH uniformly positive deﬁnite,HðxÞXdI > 0 for xX0: Indeed, we can put
now either q ¼ 1 or q ¼ c=d in Theorem 5.8 (see Remark 5.11).
(3) We emphasize however that the statements of Propositions 5.34, 5.37 and 5.39
are stronger than the statements we obtain by applying Theorem 5.6 to (5.49) and
(5.53), respectively. In particular, for n ¼ 1 these statements are stronger than
Krein’s result. Say, if in Corollary 5.44 A ¼ 1; HðxÞ ¼ ð1þ xÞ
3 thenRN
1 x
2HðxÞ dx ¼N and N7ðPþÞ ¼ 1; but
RN
1 HðxÞ1=2 dxoN:
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