High dimensional error covariance matrices are used to weight the contribution of observation and background terms in data assimilation procedures. As error covariance matrices are often obtained by sampling methods, the resulting matrices are often degenerate or ill-conditioned, making them too expensive to use in practice. In order to combat these problems, reconditioning methods are used. In this paper we present new theory for two existing methods that can be used to reduce the condition number of (or 'recondition') any covariance matrix: ridge regression, and the minimum eigenvalue method. These methods are used in practice at numerical weather prediction centres, but their theoretical impact on the covariance matrix itself is not well understood. Here we address this by investigating the impact of reconditioning on variances and covariances of a general covariance matrix in both a theoretical and practical setting. Improved theoretical understanding provides guidance to users with respect to both method selection, and choice of target condition number. The new theory shows that, for the same target condition number, both methods increase variances compared to the original matrix, and that the ridge regression method results in a larger increase to the variances compared to the original matrix than the minimum eigenvalue method for any covariance matrix. We also prove that the ridge regression method strictly decreases the absolute value of off-diagonal correlations. We apply the reconditioning methods to two examples: a simple general correlation function, and an error covariance matrix arising from interchannel correlations. The minimum eigenvalue method results in smaller overall changes to the correlation matrix than the ridge regression method, but in contrast can increase off-diagonal correlations.
Introduction
The estimation of covariance matrices for large dimensional problems is of growing interest (Pourahmadi, 2013) , particularly for the field of numerical weather prediction (NWP) (Bormann et al., 2016; Weston et al., 2014) where error covariance estimates are used as weighting matrices in data assimilation problems. At operational NWP centres there are typically O(10 7 ) measurements every 6 hours (Bannister, 2017) , meaning that observation error covariance matrices are extremely high-dimensional. In nonlinear least squares problems arising in variational data assimilation (Bannister, 2017) , the inverse of correlation matrices are used, meaning that well-conditioned matrices are vital for practical applications. The condition number and eigenvalues of observation and background error covariance matrices have also been shown to be important for the convergence of data assimilation problems in Haben et al. (2011) ; Tabeart et al. (2018) .
In NWP applications, both background and observation error covariance matrices are often constructed from a limited number of samples. Such sample covariance matrices arise from a variety of methods including: climatological background error covariances constructed using parameters estimated from training data (Bannister, 2008) , flow dependent background error covariances constructed from a limited number of ensembles, (Bannister, 2017) and diagnosed observation error covariances (Cordoba et al., 2016; Waller et al., 2016a,b) . Sample covariance matrices, or other covariance matrix estimates, are often very ill-conditioned or can fail to satisfy required properties of covariance matrices (such as symmetry and positive semi-definiteness) Ledoit & Wolf, 2004) . Well-conditioned estimators need to be developed that preserve correlation information and structure whilst ensuring fast convergence of data assimilation problems (Bickel & Levina, 2008; . Methods of altering the original estimated covariance matrix are referred to as reconditioning methods.
The use of reconditioning has become widespread in NWP centres (Bormann et al., 2016; Campbell et al., 2017; Weston, 2011; Weston et al., 2014) . Two methods in particular, referred to in this work as the minimum eigenvalue method and ridge regression, are commonly used. Both methods are introduced in Weston (2011) , where they are tested numerically. Additionally in Campbell et al. (2017) a comparison between these methods is made experimentally for a four-dimensional variational assimilation system. However, up to now there has been minimal theoretical investigation into the effects of these methods on the covariance matrices, or indeed on the underlying variances and correlations. Better understanding of how these methods change the properties of the covariance matrix will allow users to make informed decisions about which method is most appropriate for their application.
Another benefit of increased theoretical understanding is the opportunity to implement either reconditioning method in a more rigorous manner. Both methods alter the eigenvalues of the original covariance matrix in order to obtain an approximation to the covariance matrix. This change in eigenvalues is determined by a user-specified condition number. Currently this condition number is chosen in an ad hoc manner and investigation into the underlying mathematical theory of both methods may provide insight into procedures for choosing the condition number.
In this work we investigate the minimum eigenvalue and ridge regression methods of reconditioning and analyse their impact on the covariance matrix. We compare both methods theoretically for the first time, by considering the impact of reconditioning on the correlations and variances of the covariance matrix. Other methods of reconditioning, including thresholding (Bickel & Levina, 2008) and localisation (Ménétrier et al., 2015; Smith et al., 2018) have been discussed from a theoretical perspective in the literature but will not be included in this work. In Section 2 we describe the two methods more formally than in previous literature before developing new related theory in detail in Section 3. We show that the ridge regression method increases the variances and decreases the correlations for a general covariance matrix and the minimum eigenvalue method increases variances. We prove that the increases to the variance are bigger for the ridge regression method than the minimum eigenvalue method for any covariance matrix. In Section 4 both methods are illustrated via numerical experiments for two types of covariance structures. One of these is a simple general correlation function, and one is an interchannel covariance arising from a satellite based instrument with observations used in NWP. We finally present our conclusions in Section 5. The methods are very general and, although their initial application was to covariances arising from numerical weather prediction, the results presented here apply to any sampled covariance matrix, such as those arising in finance (Higham, 2002; Qi & Sun, 2010) and neuroscience (Nakamura & Potthast, 2015; Schiff, 2011) .
Methods of reconditioning
We begin by defining the condition number, noting that all covariance matrices are positive semi-definite by definition. We distinguish between the two cases of strictly positive definite covariance matrices, and covariance matrices with zero minimum eigenvalue. Symmetric positive definite matrices admit a definition for the condition number in terms of their maximum and minimum eigenvalues. For the remainder of the work, we define the eigenvalues of a symmetric positive semi-definite matrix S ∈ R d×d via:
(1)
Theorem 1. If S ∈ R d×d is a symmetric positive definite matrix with eigenvalues defined as in 1 we can write the condition number in the L 2 norm as κ(S) = λ1(S) λ d (S) .
Proof. See (Golub & Van Loan, 1996, Sec. 2.7.2) .
For a singular covariance matrix, S, the convention is to take κ(S) = ∞ (Trefethen & Bau, 1997, Sec. 12) . We also note that real symmetric matrices admit orthogonal eigenvectors which can be normalised to produce a set of orthonormal eigenvectors.
Let R ∈ R d×d be a positive semi-definite covariance matrix with condition number κ(R) = κ. We wish to recondition R to obtain a covariance matrix with condition number
where the value of κ max is chosen by the user. We denote the eigendecomposition of R by
where Λ ∈ R d×d is the diagonal matrix of eigenvalues of R and V R ∈ R d×d is a corresponding matrix of orthonormal eigenvectors.
We now introduce the ridge regression method and the minimum eigenvalue method; the two methods of reconditioning that will be discussed in this work.
Ridge regression method:
The ridge regression method adds a scalar multiple of the identity to R to obtain the reconditioned matrix R RR . The scalar δ is set using the following method.
We note that this choice of δ yields κ(R RR ) = κ max . The ridge regression method is used to recondition observation error covariance matrices at the Met Office (Weston, 2011; Weston et al., 2014) .
Minimum eigenvalue method:
The minimum eigenvalue method fixes a threshold, T , below which all eigenvalues of the reconditioned matrix, R ME , are set equal to the threshold value. The value of the threshold is set using the following method.
• Set λ 1 (R ME ) = λ 1 (R)
• Set the remaining eigenvalues of R ME via
This yields κ(R ME ) = κ max . The updated matrix of eigenvalues can be written as Λ ME = Λ + Γ, the sum of the original matrix of eigenvalues and Γ, a low-rank diagonal matrix update with entries Γ(k, k) = max{T − λ k , 0}. Using (3) the reconditioned R ME can then be written as:
Under the condition that κ max > d − l + 1, where l is the index such that λ l ≤ T < λ l−1 , the minimum eigenvalue method is equivalent to minimising the difference R − R ME ∈ R d×d with respect to the Ky Fan 1-d norm (also referred to as the trace norm) as defined in (Tanaka & Nakata, 2014 ) (see Appendix A for further details). A variant of the minimum eigenvalue method is applied to observation error covariance matrices at the European Centre for Medium-Range Weather Forecasts (ECMWF) (Bormann et al., 2016) .
Decomposition of the covariance matrix
In addition to considering how the covariance matrix itself changes with reconditioning, it is also of interest to consider how the related correlations and standard deviations are altered. We decompose R as R = ΣCΣ, where C is a correlation matrix, and Σ is a non-singular diagonal matrix of standard deviations. We calculate C and Σ via:
For both methods, C RC and Σ RC are calculated from R RC using the relationships between correlation, covariance and diagonal matrix of standard deviations given by (6). The subscript RC denotes the chosen method of reconditioning (RR or M E) as defined in Sections 2.1 and 2.2. We will show in Section 3 that the reconditioned matrices Σ RC , C RC and R RC are strictly positive definite for both the ridge regression and minimum eigenvalue methods, even if the original matrix R is singular.
Reconditioning Theory
In this section we develop new theory for each method. We are particularly interested in the changes made to C and Σ for each case. Increased understanding of the effect of each method may allow users to adapt or extend these methods, or determine which is the better choice for practical applications.
We now introduce an assumption that will be used in the theory that follows.
Main Assumption: Let R ∈ R d×d be a symmetric positive semi-definite matrix with λ 1 (R) > λ d (R).
We remark that any symmetric, positive semi-definite matrix with λ 1 = λ d is a scalar multiple of the identity, and cannot be reconditioned since it is already at its minimum possible value of unity. Hence in what follows, we will consider only matrices R that satisfy the Main Assumption.
Ridge Regression Method
We begin by discussing the theory of the ridge regression method. In particular we prove that applying this method results in a decreased condition number for any choice of R.
Theorem 2. Under the conditions of the Main Assumption, adding a positive increment to the diagonal elements of R decreases its condition number.
Proof. We recall that R RR = R + δI. The condition number of R RR is given by
It is straightforward to show that for any δ > 0, κ(R RR ) < κ(R), completing the proof.
We now consider how application of the ridge regression method affects the correlation matrix C and the diagonal matrix of standard deviations Σ.
Theorem 3. Under the conditions of the Main Assumption, the ridge regression method updates the standard deviation matrix Σ RR , and correlation matrix C RR of R ME via
Proof. Using (6), Σ(i, i) = (R(i, i)) 1/2 . Substituting this into the expression for R RR yields:
Considering the components of C RR and the decomposition of Σ RR given by (6):
as required.
Theorem 3 shows how we can apply the ridge regression matrix to our system by updating C and Σ rather than R. We observe, from (8), that applying the ridge regression method leads to an increase in the standard deviations for all variables. We now show that the ridge regression method also reduces all non-diagonal entries of the correlation matrix.
Corollary 1. Under the conditions of the Main Assumption
Proof. Writing the update equation for C, given by (8), in terms of the variance and correlations of R yields:
We consider C RR (i, j) for i = j. As Σ RR and Σ are diagonal matrices, we obtain
From the update equation (8), Σ RR (i, i) > Σ(i, i) for any choice of i. This means that Σ −1 RR (i, i)Σ(i, i) < 1 for any choice of i. Using this in (12) yields that for all values of i, j with i = j, |C RR (i, j)| < |C(i, j)| as required.
For i = j, it follows from (11) that C RR (i, i) = 1 for all values of i.
Minimum Eigenvalue Method
We now discuss the theory of the minimum eigenvalue method as introduced in Section 2.2. We begin by showing that application of the method results in a reduced condition number.
Theorem 4. Under the conditions of the Main Assumption, for κ max < κ, application of the minimum eigenvalue method decreases κ(R).
Proof. We begin by finding the eigendecomposition of R = V R ΛV T R , and defining R ME via the method described in Section 2.2. Clearly λ d (R) < λ d (R ME ) = T so at least the smallest eigenvalue is changed by the reconditioning method. We also recall that the maximum eigenvalue λ 1 (R) is unchanged by the minimum eigenvalue method. Hence, the updated condition number of R ME is given by κ
. This completes the proof.
Using the alternative decomposition of R ME given by (5) enables us to update directly the standard deviations for this method.
Theorem 5. Under the conditions of the Main Assumption, the minimum eigenvalue method updates the standard deviations, Σ ME , of R via
This can be bounded by
Proof.
Noting that Γ(k, k) ≥ 0 for all values of k, we bound the second term in this expression by
This inequality follows from the orthonormality of V R , and by the fact that T > λ d (R) by definition
Due to the way the spectrum of R is altered by the minimum eigenvalue method, it is not evident how correlation entries are altered in general for this method of reconditioning.
Comparing ridge regression and minimum eigenvalue methods
Both the ridge regression and the minimum eigenvalue method change R by altering its eigenvalues.
In order to compare the two methods, we can consider their effect on the standard deviations. We recall from Sections 3.1 and 3.2 that the ridge regression method increases standard deviations by a constant and the changes to standard deviations by the minimum eigenvalue method can be bounded above and below by a constant.
Corollary 2. Under the conditions of the Main Assumption, for a fixed value of κ max < κ, Σ ME (i, i) < Σ RR (i, i) for all values of i.
Proof. From Theorems 3 and 5 the updated standard deviation values are given by
From the definitions of δ and T we obtain that
We conclude that the increment to the standard deviations for the ridge regression method is always larger than the increment for the minimum eigenvalue method.
Numerical experiments
In this section we consider how reconditioning via the ridge regression method (RR) and the minimum eigenvalue method (ME) affects covariance matrices arising from two different choices of estimated covariance matrices. Both types of covariance matrix are motivated by numerical weather prediction, although similar structures occur for other applications.
Numerical framework
The first covariance matrix is constructed using a second-order auto-regressive (SOAR) correlation function (Yaglom, 1987) with lengthscale 0.2 on a unit circle. This correlation function is used in NWP systems (Fowler et al., 2018; Stewart et al., 2013; Tabeart et al., 2018; Waller et al., 2016c) where its long tails approximate the estimated horizontal spatial correlation structure well. In order to construct a SOAR error correlation matrix, S, on the finite domain, we follow the method described in Haben (2011); Tabeart et al. (2018) . We consider a one-parameter periodic system on the real line, defined on an equally spaced grid with N = 200 grid points. We restrict observations to be made only at regularly spaced grid points. This yields a circulant matrix where the matrix is fully defined by its first row. To ensure the corresponding covariance matrix is also circulant, we fix the standard deviation value for all variables to be σ = √ 5.
One benefit of using this numerical framework is that it allows us to calculate a simple expression for the update to the standard deviations for the minimum eigenvalue method. We recall that the ridge regression method updates the variances by a constant, δ. We now show that in the case where R is circulant, the minimum eigenvalue method also updates the variances of R by a constant.
Circulant matrices admit eigenvectors given by d-th roots of unity (Gray, 2006) 
where † denotes conjugate transpose). This allows the explicit calculation of the ME standard deviation update given by (13) as
This follows from (13) because the circulant structure of the SOAR matrix yields V(i, k) 2 = 1/d.
We therefore expect both reconditioning methods to increase the SOAR standard deviations by a constant amount. As the original standard deviations were constant, this means that reconditioning will result in constant standard deviations for all variables. These shall be denoted σ RR for RR and σ ME for ME. Our second covariance matrix comprises interchannel error correlations for a satellite-based instrument. For this we make use of the Infrared Atmospheric Sounding Instrument (IASI) which is used at many NWP centres within data assimilation systems. A covariance matrix for IASI was diagnosed in 2011 at the Met Office, following the procedure described in Weston (2011); Weston et al. (2014) (shown in Online Resource 1). The diagnosed matrix was extremely ill-conditioned and required the application of the ridge regression method in order that the correlated covariance matrix could be used in the operational system. We note that we follow the reconditioning procedure of Weston et al. (2014) , where the reconditioning method is only applied to the subset of 137 channels that have non-zero off-diagonal correlations.
In the experiments presented in Section 4.2 we apply the minimum eigenvalue and the ridge regression methods to both the SOAR and IASI covariance matrices. The condition number before reconditioning of the SOAR correlation matrix is 81121.71 and for the IASI matrix we obtain a condition number of 27703.45. We consider values of κ max in the range 100 − 1000 for both tests. We note that the equivalence of the minimum eigenvalue method with the minimiser of the Ky Fan 1 − d norm is satisfied for the SOAR experiment for κ max ≥ 168 and the IASI experiment for κ max ≥ 98.
Results
Example 1: Horizontal correlations using a SOAR correlation matrix Due to the specific circulant structure of the SOAR matrix and constant value of standard deviations for all variables, (8) and (21) indicate that we expect increases to standard deviations for both methods of reconditioning to be constant. This was found to be the case numerically. In Table  1 the computed change in standard deviation for different values of κ max is given as an absolute value and a percentage. We note that in agreement with the result of Corollary 2 the variance increase is larger for the RR than the ME for all choices of κ max . Reducing the value of κ max increases the change to standard deviations for both methods of reconditioning. The updated variances were calculated from the reconditioned SOAR matrix, and agree with theoretical values determined from the update equations (8) and (21) to machine precision.
As the SOAR matrix is circulant, we can consider the impact of reconditioning on its correlations by focusing on one matrix row. In Figure 1 the correlations and percentage change for the 100th row of the SOAR matrix are shown for both methods for κ max = 100. These values are calculated directly from the reconditioned matrix. We note that by definition of a correlation matrix, C(i, i) = 1 ∀ i for all choices of reconditioning. This is the reason for the spike in correlation visible in the centre of Figure 1a and on the right of Figure 1b . We also remark that although ME is not equivalent to the minimiser of the Ky Fan 1 − d norm for κ max = 100, the qualitative behaviour in terms of correlations and standard deviations is the same for all values in the range 100 − 1000. It is important to note that ME is still a well-defined method of reconditioning even if it is not equivalent to the minimiser of the Ky Fan 1 − d norm. Figure 1a shows that for both methods, application of reconditioning reduces the value of off-diagonal correlations for all variables, with the largest absolute reduction occurring for variables closest to the observed variable. Although there is a large change to these off-diagonal correlations, we notice that the correlation lengthscale, which determines the rate of decay of the correlation (blue dotdashed). As the SOAR matrix is symmetric, we only plot the first 100 entries for (b). function, is only reduced by a small amount. This shows that both methods of reconditioning dampen correlation values but do not significantly alter the overall correlation structure. Figure 1b shows the percentage change to the original correlation values after reconditioning is applied. For RR, although the difference between the original correlation value and the reconditioned correlation depends on the index i, the relative change is constant across all off-diagonal correlations.
When we directly plot the correlation values for the original and reconditioned matrices in Figure  1a , the change to correlations for ME appears very similar to changes for RR. However, when we consider the percentage change to correlation in Figure 1b we see oscillation in the percentage differences of the ME correlations, showing that the relative effect on some spatially distant variables can be larger than for some spatially close variables. The spatial impact on individual variables differs significantly for this method. We also note that ME increases some correlation values. These are not visible in Figure 1 due to entries in the original correlation matrix that are close to zero. Although the differences between the C and C ME far from the diagonal are small, small correlation values in the tails of the original SOAR matrix mean that when considering the percentage difference we obtain large values, as seen in Figure 1b .
Example 2: Interchannel correlations using an IASI covariance matrix We now consider the impact of reconditioning on the IASI covariance matrix. We note that there is significant structure in the diagnosed correlations (see Stewart et al. (2014, Fig . 8 ) and online resource 1), with blocks of highly correlated channels in the lower right hand region of the matrix. We now consider how RR and ME change the variances and correlations of the IASI matrix. Figure 2 shows the standard deviations Σ (black), Σ RR (red) and Σ ME (blue). These are calculated from the reconditioned matrices, but the values coincide with the theoretical results of Theorems 3 and 5. Standard deviation values for the unreconditioned case have been shown to be close to estimated noise characteristics of the instrument for each of the different channels (Stewart et al., 2014) . Channels are ordered by increasing wavenumber, and are grouped by type. We expect different wavenumbers to have different physical properties, and therefore different covariance structures. In particular larger standard deviations are expected for higher wavenumbers due to additional sources of error (Weston et al., 2014) , which is observed on the right hand side of Figure  2 . For RR, larger increases to standard deviations are seen for channels with smaller original standard deviations than those with large standard deviations. This also occurs to some extent for ME, although we observe that the update term in (13) is not constant in this case. For channels 1-20, standard deviations are hardly changed by the ME. The result of Corollary 2 is satisfied; the increase to the variances is much larger for RR than ME. This is particularly evident for channels where the original variance is small. Figure 3 shows the difference between the C and the reconditioned correlation matrices C RR and C ME . As some correlations in the original IASI matrix are negative, we plot the entries of (C − C RR ) • sign(C) and (C − C ME ) • sign(C) in Figures 3a and b respectively. Here • denotes the Hadamard product, which multiplies matrices of the same dimension elementwise. This allows us to determine whether the magnitude of the correlation value is reduced by the reconditioning method; a positive value indicates that the reconditioning method reduces the correlation magnitude, whereas a negative value indicates an increase in the correlation magnitude. For RR, all differences are positive, which agrees with the result of Theorem 3. We also note that there is recognisable structure in Figure 3a , with the largest reductions in correlation occurring for the most highly correlated channels. This indicates that this method of reconditioning does not affect all channels equally.
For ME, we notice that there are a number of entries where the absolute correlations are increased after reconditioning. There appears to be some structure to these entries, with a large number occurring in the upper left hand block of the matrix for channels with the smallest wavenumber (Weston et al., 2014) . However, away from the diagonal for channels 0-40, where changes by RR are very small, the many entries where absolute correlations are increased by ME are much more scattered. This more noisy change to the correlations could be due to the fact that 96 eigenvalues are set to be equal to a threshold value by the minimum eigenvalue method in order to attain κ max = 100. One method to reduce noise was suggested in Smith et al. (2018) , which showed that applying localization methods (typically used to reduce spurious long-distance correlations that arise when using ensemble covariance matrices via the Schur product) after the reconditioning step can act to remove noise while retaining covariance structure.
For positive entries, the structure of C ME appears similar to that of RR. There are some exceptions however, such as the block of channels 121-126 where changes in correlation due to ME are small, but correlations are changed by quite a large amount for RR. The largest difference between RR and the original correlation matrix is 0.138, whereas the largest difference between ME and the original correlation matrix is 0.0036. The differences between correlations for ME and RR are shown in 
Conclusions
Applications of covariance matrices often arise in high dimensional problems (Pourahmadi, 2013) , such as numerical weather prediction (NWP) (Bormann et al., 2016; Weston et al., 2014) . The use of covariance matrices as weighting matrices for data assimilation problems is widespread in NWP (Campbell et al., 2017; Cordoba et al., 2016; Waller et al., 2016a) , oceanography (Roberts-Jones et al., 2016) , and ecology (Cooper et al., 2018; Pinnington et al., 2016 Pinnington et al., , 2017 . Estimating these high dimensional covariance matrices can be difficult and may result in ill-conditioned matrices that are too expensive to use in computations. In this paper we have examined two methods that are currently used at NWP centres to recondition covariance matrices by altering the spectrum of the original covariance matrix: the ridge regression method, where all eigenvalues are increased by a fixed value, and the minimum eigenvalue method, where eigenvalues smaller than a threshold are increased to equal the threshold value.
For both methods we developed new theory describing how the variances are altered by the reconditioning. In particular, we showed that both methods will increase variances, and that this increase is larger for the ridge regression method. We also showed that applying the ridge regression method reduces all correlations between different variables. We then tested both methods of reconditioning numerically on two examples: one general example, and one arising from numerical weather prediction. We confirmed the theory developed earlier in the work, and also demonstrated that for two contrasting numerical frameworks, the change to the correlations and variances is significantly smaller for the majority of entries for the minimum eigenvalue method.
In this paper we have not studied how the convergence of a minimisation procedure is affected by the two methods of reconditioning. Previous work has shown that, in the case of NWP applications, the ridge regression method results in fewer iterations for a minimisation procedure than the minimum eigenvalue method (Campbell et al., 2017; Weston, 2011) . In terms of practical applications, speed of convergence is of the utmost importance, so further work is required to investigate the effect of reconditioning on this.
Better understanding and comparison of these two methods is expected to allow users to make informed decisions when selecting methods of reconditioning. This may change based on the desired application; for example the benefits of smaller overall changes to both variances and correlation values observed for the minimum eigenvalue method may be outweighed by large changes to a small number of correlation values, if it is necessary to preserve correlation structure.
Theorem A.1. Let X ∈ R d×d be a symmetric positive semi-definite matrix, with eigenvalues λ 1 ≥ λ 2 ≥ · · · ≥ λ d ≥ 0 and corresponding matrix of eigenvectors given by P. The choice ofX that minimises ||X −X|| 1,p , (A.2) subject to the condition κ(X) =κ, forκ ≥ d − l + 1, is given byX = PDiag(λ * )P T , where λ * is defined by
and where l is the index such that λ l ≤ µ * < λ l−1 .
Proof. We apply the result given in Theorem 4 of (Tanaka & Nakata, 2014) for the trace norm (defined as p = 1 and k = d) to find the optimal value of µ * . Theorem 2 of the same work yields the minimising solutionX for the value of µ * .
We remark that the statement of Theorem 4 of (Tanaka & Nakata, 2014) uses the stronger assumption thatκ ≥ d. However, a careful reading of the proof of this theorem indicates that a weaker assumption is sufficient: we assume thatκ > d − l + 1 where l is the index such that λ l ≤ µ * < λ l−1 .
We note that this optimal value of µ * is the same as the threshold T = λ1 κ defined for the minimum eigenvalue method in (4) and hence the minimum eigenvalue method is equivalent to the Ky Fan 1-d minimizer of (A.2)in the case that κ ≥ d − l + 1.
The minimum eigenvalue method is still a valid method of reconditioning when the additional assumption on the eigenvalues of X is not satisfied. In particular, in the experiments considered in Section 4 we see qualitatively similar behaviour for the choices of T that satisfy the assumption, and those that do not. It is possible that the lower bound on the condition number imposed by the additional constraint on κ max could provide guidance on the selection of the target condition number.
