Real-time 3D human body pose estimation from monocular RGB input by Mehta, Dushyant
Real-time 3D Human Body Pose
Estimation from Monocular RGB Input
A dissertation submitted towards the degree
Doctor of Engineering
of the







Dean of the Faculty:
Univ.-Prof. Dr. Thomas Schuster
Defense:
September 14, 2020, in Saarbrücken
Chair of the Committee:
Prof. Dr. Philipp Slusallek
Examiners:
Prof. Dr. Christian Theobalt
Dr. Gerard Pons-Moll




This work was made possible through the direct and indirect contribution of many. I am grateful to
my supervisor Christian Theobalt for his advice, guidance, patience, and encouragement throughout
these past four years. I also want to give special thanks to my closest collaborators at MPI for
Informatics, Oleksandr Sotnychenko and Franziska Mueller, without whom the extensive data
capture and the final system implementation would not be possible.
I shall forever be indebted to my collaborators and colleagues Helge Rhodin, Dan Casas, Franziska
Mueller, Oleksandr Sotnychenko, Weipeng Xu, Kwang-In Kim, Srinath Sridhar, Ayush Tewari,
Florian Bernard, Gerard Pons-Moll, Michael Zollhöfer, Abhimitra Meka, Oliver Nalbach, Thomas
Leimkuhler, Elena Arabadzhiyska-Koleva, Michal Piovarci, Bertram Somieski, Pablo Garrido, Nadia
Robertini, Christian Richardt, Hyeongwoo Kim, Ikhsanul Habibie, Marc Habermann, Gereon Fox,
Jiayi Wang, Jozef Hladky, Lingjie Liu, Kripasindhu Sarkar, and Vladislav Golyanik for their continued
help, guidance, and friendship.
I have been incredibly fortunate to have been a part of the Computer Graphics Department for six
years, and the GVV group for the past four, and thank all the current and past members of the
department for enriching my stay here with their expertise and cordiality. I thank the administrative
staff members of the Computer Graphics Department, Sabine Budde and Ellen Fries, and the
hardware admins of the Department, Hyeongwoo Kim, Jozef Hladky, and Gereon Fox, for always
being very responsive and patient with my requests.
I thank Abhimitra Meka, Vladislav Golyanik, Srinath Sridhar, Helge Rhodin, Dan Casas, Mohamed
Elgharib, and Weipeng Xu for their feedback on early drafts of the thesis. Although I may whinge
and moan incessantly about reviewer comments on the manuscripts of the papers that this thesis
is comprised of, the subsequent revisions of the manuscripts did get better as a result of the
extensive reviewer feedback, and I thank all the anonymous reviewers who volunteered their time
and expertise. I am also grateful to the many many people who volunteered their time and likeness
to enable creation of the various datasets proposed in the thesis, and who featured in the demo
videos to showcase the capabilities of the developed systems.
I am grateful to the various funding agencies that supported this thesis: ERC Starting Grant
CapReal (335545) and ERC Consolidator Grant 4DRepLy (770784). I would also like to thank the
thesis committee and the panel for the Promotionskolloquium for their time and expertise.
I would also like to thank my family, and my friends from outside the Computer Graphics Department:
Tinqi Fan, Eldar Insafutdinov, Philipp Flotho, Michael Hedderich, Nikita Vedeneev, Junaid Ali,




Human motion capture finds extensive application in movies, games, sports and biomechanical
analysis. However, existing motion capture solutions require cumbersome external and/or on-body
instrumentation, or use active sensors with limits on the possible capture volume dictated by power
consumption. The ubiquity and ease of deployment of RGB cameras makes monocular RGB based
human motion capture an extremely useful problem to solve, which would lower the barrier-to-
entry for content creators to employ motion capture tools, and enable newer applications of human
motion capture. This thesis demonstrates the first real-time monocular RGB based motion-capture
solutions that work in general scene settings. They are based on developing neural network based
approaches to address the ill-posed problem of estimating 3D human pose from a single RGB image,
in combination with model based fitting.
In particular, the contributions of this work make advances towards three key aspects of real-time
monocular RGB based motion capture, namely speed, accuracy, and the ability to work for general
scenes. New training datasets are proposed, for single-person and multi-person scenarios, which,
together with the proposed transfer learning based training pipeline, allow learning based approaches
to be appearance invariant. The training datasets are accompanied by evaluation benchmarks with
multiple avenues of fine-grained evaluation. The evaluation benchmarks differ visually from the
training datasets, so as to promote efforts towards solutions that generalize to in-the-wild scenes.
The proposed task formulations for the single-person and multi-person case allow higher accuracy,
and incorporate additional qualities such as occlusion robustness, that are helpful in the context of a
full motion capture solution. The multi-person formulations are designed to have a nearly constant
inference time regardless of the number of subjects in the scene, and combined with contributions
towards fast neural network inference, enable real-time 3D pose estimation for multiple subjects.
Combining the proposed learning-based approaches with a model-based kinematic skeleton fitting





Menschlicher Motion Capture findet umfangreiche Anwendung in Filmen, Spielen, Sport und
biomechanischen Analysen. Bestehende Motion-Capture-Lösungen erfordern jedoch umständliche
externe Instrumentierung und / oder Instrumentierung am Körper, oder verwenden aktive Sensoren
deren begrenztes Erfassungsvolumen durch den Stromverbrauch begrenzt wird. Die Allgegenwart
und einfache Bereitstellung von RGB-Kameras macht die monokulare RGB-basierte Motion Capture
zu einem äußerst nützlichen Problem. Dies würde die Eintrittsbarriere für Inhaltsersteller für die
Verwendung der Motion Capture verringern und neuere Anwendungen dieser Tools zur Analyse
menschlicher Bewegungen ermöglichen.
Diese Arbeit zeigt die ersten monokularen RGB-basierten Motion-Capture-Lösungen in Echtzeit, die
in allgemeinen Szeneneinstellungen funktionieren. Sie basieren auf der Entwicklung neuronaler netz-
werkbasierter Ansätze, um das schlecht gestellte Problem der Schätzung der menschlichen 3D-Pose
aus einem einzelnen RGB-Bild in Kombination mit einer modellbasierten Anpassung anzugehen.
Insbesondere machen die Beiträge dieser Arbeit Fortschritte in Richtung drei Schlüsselaspekte der
monokularen RGB-basierten Echtzeit-Bewegungserfassung, nämlich Geschwindigkeit, Genauig-
keit und die Fähigkeit, für allgemeine Szenen zu arbeiten. Es werden neue Trainingsdatensätze
für Einzel- und Mehrpersonen-Szenarien vorgeschlagen, die zusammen mit der vorgeschlagenen
Trainingspipeline, die auf Transferlernen basiert, ermöglichen, dass lernbasierte Ansätze nicht von
Unterschieden im Erscheinungsbild des Bildes beeinflusst werden. Die Trainingsdatensätze werden
von Bewertungsbenchmarks mit mehreren Möglichkeiten einer feinkörnigen Bewertung begleitet.
Die angegebenen Benchmarks unterscheiden sich visuell von den Trainingsaufzeichnungen, um die
Entwicklung von Lösungen zu fördern, die sich auf verschiedene Szenen verallgemeinern lassen.
Die vorgeschlagenen Aufgabenformulierungen für den Einzel- und Mehrpersonenfall ermöglichen
eine höhere Genauigkeit und enthalten zusätzliche Eigenschaften wie die Robustheit der Okklusion,
die im Kontext einer vollständigen Bewegungserfassungslösung hilfreich sind. Die Mehrpersonen-
formulierungen sind so konzipiert, dass sie unabhängig von der Anzahl der Subjekte in der Szene
eine nahezu konstante Inferenzzeit haben. In Kombination mit Beiträgen zur schnellen Inferenz
neuronaler Netze ermöglichen sie eine 3D-Posenschätzung in Echtzeit für mehrere Subjekte. Die
Kombination der vorgeschlagenen lernbasierten Ansätze mit einem modellbasierten kinematischen
Skelettanpassungsschritt liefert zeitlich stabile Gelenkwinkelschätzungen, die leicht zum Ansteuern
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1.1 Typical Motion Capture Equipment: Multi-view systems are not portable, and may
require extensive on-body instrumentation in addition. Inertial sensing based systems
(shown on the right) are portable, but still require extensive instrumentation. . . . 18
1.2 Perspective Projection Ambiguity: Multiple scene structures of different shapes,
sizes, and orientations can produce the same projective image. Deciphering proper-
ties of the structure, such as its orientation and distance from the camera, using only
the projective image consequently requires some prior knowledge of the structures
being observed. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.3 3D Pose Representation: The output sought from the solution is the body skeleton
articulation of the subjects in the image, expressed in terms of joint angles, and
localization of the subject relative to the camera (left). The learning based component
of the proposed solutions expresses body skeleton articulation in terms of root (pelvis)
relative joint positions (right), which are converted to temporally smooth joint angles
by the kinematic fitting step. See Section 1.1.1. . . . . . . . . . . . . . . . . . . . 20
1.4 Overview of the general framework developed in this thesis for real-time 3D pose
estimation from a single RGB camera in single person scenarios. Given a stream
of input images, the 2D and 3D pose of the subject are predicted per frame using
proposed neural network based approaches. These are passed on to a model based
skeleton fitting step, which reconciles the 2D and 3D poses across time, while also
removing outliers, to produce temporally coherent joint angle estimates, and also
localize the subject relative to the camera. To speed up computation, the predicted
2D pose is used to bootstrap a bounding box tracker to crop out the appropriate
region from the next frame, so as to not run the expensive neural network stage on
regions not containing the subject. . . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.5 Overview of the general framework developed in this thesis for real-time multi-
person 3D pose estimation from a single RGB camera. As with the single person
setting, given a stream of input images, the 2D and 3D poses of all subjects are
predicted per frame using the proposed neural network based approaches. Impor-
tantly, all subjects are handled jointly, which mitigates a linear dependency of the
computational cost on the number of subjects. Subsequently, per subject, the 2D and
3D pose are passed on to a model based kinematic fitting step, which reconciles the
2D and 3D poses across time, to produce temporally coherent joint angle estimates
per subject, while also localizing the subjects in the scene relative to the camera. . 22
1
LIST OF FIGURES 2
2.1 2D body pose estimation approaches using Convolutional Neural Networks have
matured from vectorized body keypoint coordinate prediction (Toshev et al. 2014),
to keypoint heatmap prediction (Tompson et al. 2014), to additionally predicting
other convolutional feature maps (Cao et al. 2017; Newell et al. 2017) to facilitate
association of keypoints to person identities in multi-person scenarios. . . . . . . . 26
2.2 Heatmap based formulation for 2D body pose estimation. The network is trained
to predict per-pixel confidence ∈ [0,1] that the pixel overlays body joint j. The
heatmaps are typically 18 th the spatial size of the input image. The network is trained
either using cross-entropy loss which treats the heatmap prediction as a per-pixel
classification problem, or with a euclidean loss between the predicted heatmaps
H j and the ground truth heatmaps HGTj , created by putting a gaussian peak with
a limited spatial support at the annotated keypoint location. The location of the
maximum of the predicted heatmap is used as the predicted keypoint location. . . . 27
2.3 Representative frames from various 2D body pose datasets. All datasets provide
body keypoint annotations, while some additionally provide instance and/or part
segmentation (Liang et al. 2018; T.-Y. Lin et al. 2014). Some datasets provide
temporal sequences of annotations (M. Andriluka et al. 2018), and others also
provide sparse correspondences to a body mesh (Güler et al. 2018). . . . . . . . . . 27
2.4 Examples of common building blocks (top) employed in various CNN architec-
tures, as well as typical connectivity patterns (bottom) these building blocks are
combined with. Shown here are variants of ResNet (K. He et al. 2016a) building
blocks, ERFNet (Romera et al. 2018) block with spatially separable convolutions,
Xception (Chollet 2017) block with a combination of pointwise convolution and
depthwise separable convolution, and MobileNetV2 (Sandler et al. 2018) with
inverted-bottleneck block using a combination of depthwise separable and pointwise
convolutions. Convolutional layers or blocks combining various convolutional layers,
as above, can be connected together in various different ways, some examples of
which are: additive residual skip-connectivity as in ResNet (K. He et al. 2016a),
dense concatenative skip-connectivity as in DenseNet (G. Huang et al. 2017), or
combinations of the two as in the hierarchical feature fusion module of ESPNet (S.
Mehta et al. 2018). The design goal behind the building blocks and connectivity
patterns is to promote information flow through the network and achieve a large
receptive field, while minimizing the compute cost. . . . . . . . . . . . . . . . . . 35
3.1 Representative frames from several datasets with person images annotated with 3D
body pose information. Datasets captured with multi-view setups indoors (Ionescu
et al. 2014b; Joo et al. 2015) are starkly limited in terms of appearance diversity, and
multi-view setups outdoors (Elhayek et al. 2016) are starkly limited both in terms
of number of subjects as well as scene appearance diversity on account of manual
annotation. Synthetic approaches (Wenzheng Chen et al. 2016; Grégory Rogez et al.
2016; Varol et al. 2017) create large diversity in scene appearance, but the renderings
have a significant domain gap from real scenes. . . . . . . . . . . . . . . . . . . . 39
3 LIST OF FIGURES
3.2 The MPI-INF-3DHP training set is comprised of 8 actors. Here, each actor is
visualized in both sets of clothing in which the actor was recorded. One set is normal
street wear, while the other set is purposefully chosen to have uniformly colored
upper and lower body clothing such that they can be independently chroma-keyed
for augmentation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.3 Visualization of the camera viewpoints available for the proposed MPI-INF-3DHP
single person dataset. Also shown are images from a subset of the viewpoints with
the orientations of the visible cameras overlaid. The dataset is captured with a green-
screen background such that it can be chroma-keyed and augmented with various
images. The chair is covered with a red cloth such that it can be independently
chroma-keyed and augmented. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.4 Avenues of appearance augmentation in MPI-INF-3DHP dataset. Actors are captured
using a markerless multi-camera setup in a green-screen studio (left), and segmenta-
tion masks computed for different regions (center left). The captured footage can be
augmented by compositing different textures to the background, chair, upper body
and lower body areas, independently (center right and right). . . . . . . . . . . . . 42
3.5 Representative frames from MPI-INF-3DHP training set, showing different subjects
in different clothing sets and poses from different activity sets as well as the scope
of appearance augmentation made possible by the dataset. . . . . . . . . . . . . . 42
3.6 The process of creation of the multi-person composited 3D human pose dataset
MuCo-3DHP from per-camera image samples from the single-person MPI-INF-
3DHP dataset. The images are composited in a depth-aware manner using the 3D
pose annotations made available in MPI-INF-3DHP. Appearance diversity can be
greatly amplified by augmenting the background as well as clothing appearance. . 43
3.7 Examples from the proposed multi-person composited training dataset MuCo-3DHP.
Ground truth 3D pose reference as well as the full scope of appearance augmentation
offered by the single-person MPI-INF-3DHP dataset are brought to bear on multi-
person scenarios. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.8 Representative frames from MPI-INF-3DHP test set, showing the subjects, scene
settings, and activity classes covered. The test set is diverse in clothing, includes
both indoor and outdoor settings, and 4 of the 6 sequences are visually markedly
different from the training set. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
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Chapter 1
Introduction
This thesis proposes neural network based methods and processes for enabling real-time 3D human
body pose estimation in general scenes captured with a single RGB camera. The proposed methods
and processes are meant to serve as the backbone for monocular marker-less motion capture solutions,
with applications in diverse areas, ranging from entertainment to sports analysis, where much more
cumbersome and expensive setups are used typically.
In particular, this work makes key contributions to three aspects of monocular RGB based 3D
pose estimation that are necessary for a deployable solution, namely speed, accuracy, and the
ability to work for in-the-wild scenes. These contributions advance the state of the art in the highly
under-constrained monocular RGB based body pose estimation setups. Combining the proposed
learning-based approach with a model-based kinematic skeleton fitting step provides the fourth key
aspect – temporally stable joint angle estimates, which can be readily employed for driving virtual
characters.
The thesis shall serve as a step-by-step guide to building an accurate and real-time monocular RGB
based motion capture solution, with contributions ranging from data capture and processing, to
training formulations and methodologies, to insights about fast neural network architecture design,
and bringing these aspects together into a complete system.
In This Chapter
• Introduction to the topic in detail, and discussion of the challenges and application opportuni-
ties of easily deployable low-cost motion capture solutions
• Elaboration upon the particular problem of monocular RGB input based body pose estimation,
and the associated scientific challenges
• Laying out the structure of the thesis, and touching upon the contributions made towards the
key aspects of a deployable monocular RGB based motion capture system identified earlier
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Figure 1.1: Typical Motion Capture Equipment: Multi-view systems are not portable, and may require
extensive on-body instrumentation in addition. Inertial sensing based systems (shown on the right) are
portable, but still require extensive instrumentation.
1.1 Low Cost and Easy To Deploy Motion Capture: Challenges and
Opportunities
Understanding humans in general scenes has been one of the long standing goals of computer
graphics and computer vision, with applications as far ranging as social sciences, communication,
security, and entertainment. For entertainment, readily deployable motion capture finds direct
application in interactive games, content creation for virtual worlds, educational and art installations.
The low associated deployment cost of the systems proposed in the course of this research makes
motion capture available as a tool to independent content creators, such as those on online video
platforms. Beyond entertainment, knowing how humans behave and interact with elements of the
scene also carries information regarding the semantic content of the scene, which can help computers
better parse human centric scenes for applications such as cooperative / assistive robotics.
For such applications, the articulation and location of a simplified kinematic model of the human
body is estimated, typically using extensive external- and/or on-body-instrumentation as shown in
Figure 1.1. The extensive and often intrusive instrumentation limits the applicability of such solutions
to restricted and carefully setup scenarios, and is not only cumbersome, but expensive as well. Multi-
view video based systems which track body parts based on color and reprojection consistency across
views, and monocular pose estimation system utilizing depth sensing, both do away with the need for
on-body instrumentation. However, these systems still present several restrictions. Multi-view video
camera setups are not portable, while depth sensing based systems have a limited capture volume,
higher power requirement, and are prone to interference from sunlight.
1.1.1 Monocular RGB Base 3D Human Body Pose Capture
Given the ubiquity of RGB cameras, and consequently the vast amounts of pre-recorded data available
through the internet, a monocular RGB based motion capture solution would be ideal, both in terms
of ease of deployment owing to simple sensor equipment, and as a step towards understanding
humans in general scenes by leveraging pre-recorded data. A monocular RGB based solution
democratizes motion capture technology, making it available to everyone for use in entertainment or
content creation.
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Figure 1.2: Perspective Projection Ambiguity: Multiple scene structures of different shapes, sizes, and
orientations can produce the same projective image. Deciphering properties of the structure, such as its
orientation and distance from the camera, using only the projective image consequently requires some prior
knowledge of the structures being observed.
However, 3D pose estimation from just a single RGB camera is ill-posed. Due to the perspective
projection ambiguity it is not possible to know the true size of the kinematic structure being observed,
and its distance from the camera, as shown in Figure 1.2. Through explicit incorporation of priors
on body proportions (bone lengths), or by learning such priors from data, the problem can be made
more tractable.
Many applications of motion capture, such as driving virtual characters, primarily require estimates
of the articulation of the kinematic 3D structure, and the scale of the relative localization of the
kinematic structure with respect to the camera can be manually calibrated. Thus we make the
simplifying assumption that all subjects observed have the same height, and the relative body
proportions are learned from data. When the subject’s true height is known, it allows calibration of
the scale of the camera relative location estimates.
Even though these simplifications provide a starting point for learning based approaches, there are
several additional challenges that need to be overcome to create a monocular RGB based motion
capture system.
Formally, given a monocular RGB image I of size W ×H as input, and optionally the heights of
the subjects in the scene, the solution should output the 3D articulation θi ∈ RD of the kinematic
structure of each subject i in the scene, where D is the degrees of freedom of the kinematic model,
along with the location di ∈ R3 of a reference joint (pelvis) relative to the camera. See Figure 1.3. If
subject heights are not known, they can either be estimated through a calibration step, or each subject
is assumed to have the same height. In that case, the localization relative to the camera is up to a
scale. The 3D articulation θ also includes the orientation of the kinematic structure relative to the
camera. The camera relative pose can also be expressed in terms of joint positions PGi = FK(θi,di),
obtained by applying forward kinematics to the kinematic model.
The approaches developed in this thesis leverage learning based methods, for which the 3D articula-
tion is expressed in terms of joint positions obtained by applying forward kinematics to a kinematic
structure with a known height. The 3D pose P 3D = {P3Di }mi=1 for each of the m persons in the image,
where, P3Di ∈ R3×J describes the 3D locations of the J body joints of person i relative to a reference
joint on the body, usually the pelvis. The joint locations can equivalently be expressed relative to
the kinematic parent joints and trivially converted to pelvis-relative locations. Per detected subject,
the articulation P3Di ∈ R3×J predicted from learning based methods, together with a localization
of the body joints P2Di ∈ R2×J in the image plane, are subsequently passed to a kinematic model
fitting step along with information about the skeleton scale. Kinematic model fitting incorporates
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Figure 1.3: 3D Pose Representation: The output sought from the solution is the body skeleton articulation
of the subjects in the image, expressed in terms of joint angles, and localization of the subject relative to the
camera (left). The learning based component of the proposed solutions expresses body skeleton articulation
in terms of root (pelvis) relative joint positions (right), which are converted to temporally smooth joint angles
by the kinematic fitting step. See Section 1.1.1.
information across frames to produce temporally smooth joint angle estimates, and localizes the
skeletal structures relative to the camera.
1.1.2 Limitations of Prior Work
Marker-less 3D motion capture methods that track articulated human poses from multi-view video
sequences, often are restricted to controlled scenes (Balan et al. 2007; Chai et al. 2005; Gall et al.
2010; Sminchisescu et al. 2001; Starck et al. 2003; Stoll et al. 2011; Urtasun et al. 2005; Wren et al.
1997). Special RGB-D cameras enable real-time monocular pose estimation (Shotton et al. 2013) or
motion tracking (Baak et al. 2011; Microsoft Corporation 2015), but often do not work in general
scenes with clutter, as well as outdoors in bright sunlight.
The availability of large amounts of annotated in-the-wild 2D pose datasets in conjunction with
data-driven approaches using Convolutional Neural Networks (CNNs) have shown impressive results
for 2D body pose estimation (Belagiannis et al. 2016; Bulat et al. 2016; Carreira et al. 2016; X. Chen
et al. 2014; Gkioxari et al. 2016; P. Hu et al. 2016; Insafutdinov et al. 2016; Lifshitz et al. 2016;
Newell et al. 2016; Pishchulin et al. 2016; Tompson et al. 2014; Toshev et al. 2014; S.-E. Wei et al.
2016), outperforming previous hand crafted and model-based methods by a large margin (A. Agarwal
et al. 2006; Mykhaylo Andriluka et al. 2009; Felzenszwalb et al. 2005).
Direct 3D pose regression from images, however, remains challenging on multiple accounts. A
common approach is to lift 2D keypoints to 3D (Bogo et al. 2016; S. Li et al. 2015; Simo-Serra et al.
2013, 2012; C. Wang et al. 2014; Yasin et al. 2016; F. Zhou et al. 2014; Xiaowei Zhou et al. 2015a,c),
but suffers from depth ambiguities. Though recent advances in direct CNN-based 3D regression
show promise, utilizing different prediction space formulations (S. Li et al. 2014; Bugra Tekin et al.
2016a; Xingyi Zhou et al. 2016) and incorporating additional constraints (Bugra Tekin et al. 2016b;
Y. Yu et al. 2016; Xiaowei Zhou et al. 2015c; Xingyi Zhou et al. 2016), the achieved results are far
from the accuracy levels seen for 2D pose prediction.
The difficult nature of the problem aside, 3D pose prediction is further stymied by the lack of suitably
large and diverse annotated 3D pose corpora. The internet provides virtually limitless images of
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Figure 1.4: Overview of the general framework developed in this thesis for real-time 3D pose estimation
from a single RGB camera in single person scenarios. Given a stream of input images, the 2D and 3D pose
of the subject are predicted per frame using proposed neural network based approaches. These are passed
on to a model based skeleton fitting step, which reconciles the 2D and 3D poses across time, while also
removing outliers, to produce temporally coherent joint angle estimates, and also localize the subject relative
to the camera. To speed up computation, the predicted 2D pose is used to bootstrap a bounding box tracker
to crop out the appropriate region from the next frame, so as to not run the expensive neural network stage
on regions not containing the subject.
humans, but unlike manual 2D pose annotation (Mykhaylo Andriluka et al. 2014; Johnson et al.
2010; Sapp et al. 2013), annotating with 3D poses is infeasible owing to the inherent ambiguities.
Existing largest datasets either use marker-based motion capture for 3D annotation (Ionescu et al.
2014b; Sigal et al. 2010), which restricts recording to skin-tight clothing, or marker-less systems (Joo
et al. 2015) with diverse clothing, but still restrictive in terms of scene appearance. In general, real
recordings are hardly scalable to tens of thousands of examples required to explain the vast variability
of human pose and appearance. Synthesizing example images is an alternative, however it may
limit generalization to real scenes (Wenzheng Chen et al. 2016) due to over-simplified animation
and rendering. This systemic lack of large visually diverse 3D data corpora notably constrains
accuracy and generalization of prior methods, and strongly motivates the dataset and training schema
contributions of this work.
In the recent years, neural network based approached have come to dominate the field of computer
vision (K. He et al. 2016a; Krizhevsky et al. 2012; Simonyan et al. 2014). Though the narrative
surrounding the development of these data driven approaches has been ’end-to-end’ learning, hand
engineering hasn’t entirely been replaced. In place of hand engineered features, such as HoG (Dalal
et al. 2005), it is problem formulations that are the focus of domain knowledge guided design. A
significant part of the thesis would be devoted to designing appropriate formulations for human pose
estimation, while trying to incorporate several desirable properties such as occlusion robustness.
Additionally, the shift towards neural network based approaches comes with a significant computa-
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Figure 1.5: Overview of the general framework developed in this thesis for real-time multi-person 3D
pose estimation from a single RGB camera. As with the single person setting, given a stream of input
images, the 2D and 3D poses of all subjects are predicted per frame using the proposed neural network
based approaches. Importantly, all subjects are handled jointly, which mitigates a linear dependency of the
computational cost on the number of subjects. Subsequently, per subject, the 2D and 3D pose are passed
on to a model based kinematic fitting step, which reconciles the 2D and 3D poses across time, to produce
temporally coherent joint angle estimates per subject, while also localizing the subjects in the scene relative
to the camera.
tional cost at inference time, proving a hindrance to real-time deployment of neural network based
motion capture solutions on typical consumer hardware. This thesis also makes several contributions
towards speeding up inference of convolutional neural networks.
1.2 Scope and Overview
This thesis proposes tools and techniques towards reliable capture of 3D human body pose from a
single RGB camera in general scenes, as well as benchmarks and metrics for the evaluation of the
performance of such systems. The focus is on enabling in-the-wild motion capture in a wide variety
of scenes, which runs in real-time on typical consumer desktop computers, and yields temporally
smooth estimates. The techniques investigated are primarily based on convolutional neural networks,
with contributions towards dataset capture, training objective formulation, training schema, neural
network architecture, and system design, to overcome the various challenges discussed previously.
An overview of the pipeline for single person pose estimation is shown in Figure 1.4, and the pipeline
for multi-person pose estimation is shown in Figure 1.5.
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1.3 Structure and Technical Contributions
The thesis is organized into 9 chapters, with Chapters 3-8 covering the main technical contributions
ranging from dataset capture to training schema to design of training objectives for accurate and
occlusion-robust single- and multi-person pose estimation to designing real-time systems to handle
single and multi-person scenarios.
• Chapter 2 discusses prior art in 2D and 3D pose estimation, as well as work related to
efficient inference with convolutional neural networks. This chapter, both contextualizes the
contributions of the thesis with regards to prior and concurrent work, as well as provides the
relevant background knowledge.
• Chapter 3 describes in detail the motivation, methodology, and process behind acquisition
of image data with 3D pose annotations, for the purposes of training and evaluation. The
contributions are in designing the capture setting to increase the appearance, viewpoint, and
pose diversity compared to existing motion capture datasets for the single-person case, and
scaling up the single-person dataset through image composition to provide training data for the
multi-person case. Further, challenging evaluation benchmarks for the single-person and multi-
person case are proposed, comprised of real video sequences with ground-truth captured with
multi-view marker-less motion capture in scene settings different from the training datasets,
to test the generalizability of proposed methods to diverse scene settings. The chapter also
proposes various avenues of fine-grained evaluation on the proposed benchmarks.
• Chapter 4 describes the first attempts at in-the-wild pose estimation in the slightly simpler
setting of unoccluded single person pose estimation, formulated as a direct image to pose
regression problem. The chapter discusses the need to go beyond the avenues of appearance
augmentation introduced in the captured dataset, by transfer learning based training schema
that leverage features learned on in-the-wild annotated 2D pose data to close the generalization
gap to real in-the-wild images.
• Chapter 5 describes a novel 3D pose encoding using a fully-convolutional formulation that
tightly couples pose inference for each body part to its direct image evidence. This chapter
develops the key insight of focusing the receptive fields of the network on the appropriate body
part while making an inference for that particular body part. This insight would be a recurring
feature in the pose formulations developed for the multi-person case. The formulation is
shown to be more accurate and more robust to various perturbations than direct image to pose
regression. Further, the strong coupling of pose inference to image evidence leads to pose
estimates that overlay well on the input image, a feature that is important for various AR/VR
applications.
• Chapter 6 further builds on the insights developed in the previous chapter to develop pose
formulations for the multi-person case, which are robust to occlusions. Since the objective is
real-time pose estimation, it is desired that the output size and inference time should not scale
arbitrarily with the number of subjects in the scene. Two pose formulations are proposed, the
first of which incorporates occlusion robustness through a selective use of redundancy in the
pose encoding. While such a pose formulation allows for pose estimates under occlusion, it
suffers from several shortfalls under inter-personal occlusion. The second pose formulation
improves upon this by limiting itself to inference of body parts for which direct evidence is
available. A separate small network then infers the occluded body parts, in the context of the
CHAPTER 1. INTRODUCTION 24
pose estimates for the visible body parts. This chapter also introduces fine-grained evaluation
metrics for the multi-person evaluation dataset proposed in Chapter 3.
• Chapter 7 discusses aspects of real-time inference with convolutional neural networks on
consumer hardware. The key contributions are in terms of efficient neural network architecture
design, in part inspired by some surprising insights on implicit pruning convolutional neural
networks. The proposed convolutional network architecture is faster and more memory
efficient than the typical state-of-the-art baseline architectures, and more amenable to feature
pruning, leading to further speed-up.
• Chapter 8 focuses on the design of the complete system, combining per-frame estimates
coming from the techniques developed thus far, with kinematic model based fitting that is
cognizant of previous frames’ estimates, to produce temporally smooth joint angle estimates
which can be readily employed to drive rigged characters.
• Chapter 9 concludes the thesis with a discussion of the avenues of future work. This chapter
proposes possible ways to address the shortcomings of the presented work, and also presents
further applications and extensions of the developed techniques.
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• VNect: Real-time 3D Human Pose Estimation with a Single RGB Camera, D. Mehta; S.
Sridhar; O. Sotnychenko; H. Rhodin; M. Shafiei; H.P. Seidel; W. Xu; D. Casas; C. Theobalt,
ACM Transactions on Graphics (SIGGRAPH) 2017 (Covered by Chapters 5 & 8)
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Chapter 2
Background and Related Work
Towards the goal of real-time and accurate capture of 3D human body pose from monocular RGB
images in general scene settings, the thesis contributes new training datasets and evaluation metrics,
problem formulations for reliable singe- and multi-person pose estimation, training schema for
leveraging disparate annotations across datasets, insights into fast convolutional neural network
design, and the design of systems based on these contributions to produce temporally smooth joint
angle estimates that can be readily employed in various applications.
Given the broad scope of contributions, this chapter only covers the background and related work
immediately relevant to the particular contributions of the thesis. The thesis assumes prior knowledge
of Deep Learning and a familiarity with the associated terminology. One may refer to the many
excellent resources on the topic, such as the book on Deep Learning by Goodfellow et al. 2016, for
the relevant prior knowledge.
In This Chapter
• Discussion of seminal and contemporary work on 2D body pose estimation and tracking from
RGB images/videos (Section 2.1)
• Discussion of prior and contemporary work on 3D body pose estimation using various sensing
modalities and multi-view RGB images (Section 2.2)
• Discussion of contemporary 3D body pose estimation approaches from monocular RGB input,
and comparison to the contributions of the thesis (Section 2.2.3)
• Discussion of Neural Network weight sparsification methods, and the interplay of sparsity
with generalization and accuracy (Section 2.3.1)
• Discussion of Convolutional Neural Network architectures, with a focus on designs for fast
inference (Section 2.3.2)
2.1 Monocular RGB Based 2D Body Pose Estimation
Discriminative 2D human pose estimation is often an intermediate step to monocular 3D pose
estimation. Monocular 2D pose estimation has been extensively studied in the past. Approaches
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Figure 2.1: 2D body pose estimation approaches using Convolutional Neural Networks have matured from
vectorized body keypoint coordinate prediction (Toshev et al. 2014), to keypoint heatmap prediction (Tompson
et al. 2014), to additionally predicting other convolutional feature maps (Cao et al. 2017; Newell et al. 2017)
to facilitate association of keypoints to person identities in multi-person scenarios.
using part detectors and graphical models (A. Agarwal et al. 2006; Mykhaylo Andriluka et al. 2009;
Bourdev et al. 2009; Fastovets et al. 2013; Felzenszwalb et al. 2005; Ferrari et al. 2009) were
successively outperformed by CNN-based approaches (Jain et al. 2013, 2014; Pishchulin et al. 2016;
Toshev et al. 2014; S.-E. Wei et al. 2016). Here, the discussion focuses on aspects of CNN based 2D
pose estimation.
The key development in CNN-based 2D pose estimation has been the shift from vectorized prediction
of body keypoint coordinates (Toshev et al. 2014), to prediction of convolutional feature maps which
encode the detection confidence of the keypoints in the image plane in the form of heatmaps (Tompson
et al. 2014). The pixel locations of the maxima of the heatmaps indicate the coordinates of the
respective keypoints, as shown in Figure 2.2, and the predictions are much more accurate than
vectorized coordinate predictions on account of being strongly linked to the image evidence. The 3D
pose formulations developed in this thesis are motivated by this development, and propose ways to
similarly shift 3D pose inference away from a vectorized formulation to convolutional feature maps
that strongly link the pose inference of each body part to its direct image evidence.
Multi-Person 2D Pose Estimation Estimating the coordinates suffices for single person scenarios,
however for multi-person scenarios additionally require the detected parts to be grouped into
identities.
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Figure 2.2: Heatmap based formulation for 2D body pose estimation. The network is trained to predict
per-pixel confidence ∈ [0,1] that the pixel overlays body joint j. The heatmaps are typically 18 th the spatial
size of the input image. The network is trained either using cross-entropy loss which treats the heatmap
prediction as a per-pixel classification problem, or with a euclidean loss between the predicted heatmaps H j
and the ground truth heatmaps HGTj , created by putting a gaussian peak with a limited spatial support at the
annotated keypoint location. The location of the maximum of the predicted heatmap is used as the predicted
keypoint location.
Figure 2.3: Representative frames from various 2D body pose datasets. All datasets provide body keypoint
annotations, while some additionally provide instance and/or part segmentation (Liang et al. 2018; T.-Y. Lin
et al. 2014). Some datasets provide temporal sequences of annotations (M. Andriluka et al. 2018), and
others also provide sparse correspondences to a body mesh (Güler et al. 2018).
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Multi-person 2D pose estimation methods can be divided into bottom-up and top-down approaches.
Top-down approaches first detect individuals in a scene and fall back to single-person 2D pose
approaches or variants for pose estimation (Gkioxari et al. 2014; Iqbal et al. 2016; Papandreou et al.
2017; Pishchulin et al. 2012; Sun et al. 2011). Reliable detection of individuals under significant
occlusion, and tracking of people through occlusions remains challenging.
Bottom-up approaches instead first localize the body parts of all subjects and associate them to
individuals in a second step. Associations can be obtained by predicting joint locations and their
identity embeddings together (Newell et al. 2017), or by solving a graph cut problem (Insafutdinov
et al. 2017; Pishchulin et al. 2016). This involves solving an NP-hard integer linear program which
easily takes hours per image. The work of Insafutdinov et al. 2017 improves over Pishchulin et al.
2016 by including image-based pairwise terms and stronger detectors based on ResNet (K. He et al.
2016a). This way reconstruction time reduces to several minutes per frame. Cao et al. 2017 predict
joint locations and part affinities (PAFs), which are 2D vectors linking each joint to its parent. PAFs
allow quick and greedy part association, enabling real time mutli-person 2D pose estimation.
Güler et al. 2018 compute dense correspondences from pixels to the surface of SMPL (M. Loper
et al. 2015), but they do not estimate 3D pose.
Recent work has also looked into tracking person identities (and hence body parts) across frames (Gird-
har et al. 2018; Insafutdinov et al. 2017; Iqbal et al. 2017; Xiu et al. 2018).
2.1.1 2D Body Pose Datasets
The success of CNN-based approaches has been in a large part due to large image databases in
diverse scene settings with 2D joint location annotations. LSP (Johnson et al. 2010) and LSP-
Extended (Johnson et al. 2011) provide keypoint annotations in single-person scenes in sports poses.
LIP (Liang et al. 2018) provides keypoint annotations, as well as part segmentations in single-person
scenarios. MPI Human Pose (Mykhaylo Andriluka et al. 2014) and MSCOCO (T.-Y. Lin et al. 2014)
represent general multi-person scenes. MSCOCO additionally provides instance segmentation for
multi-person scenes. PoseTrack (M. Andriluka et al. 2018) provides 2D pose annotation on temporal
sequences. DensePose (Güler et al. 2018) also provides sparse correpondences of pixels in the image
to body mesh.
Annotations on in-the-wild images in these 2D pose datasets are manually created. However, it is
not possible to create 3D pose annotations on in-the-wild images manually at a scale large enough
to be usable for learning by CNN-based methods. Some datasets such as MarCOnI (Elhayek et al.
2016) have 3D pose annotations generated manually through triangulation in a multi-view setup,
but such an approach only scales to a lower number of scenes and subjects. Chapter 3 discusses the
capture approach proposed in this thesis to increase the appearance diversity of 3D pose datasets.
2.2 3D Body Pose Estimation
2.2.1 Multi-view 3D Pose Estimation Methods
In multi-view setups marker-less motion-captue solutions attain high accuracy. Tracking of a
manually initialized actor model from frame to frame with a generative image formation is common.
See Thomas B. Moeslund et al. 2006 for a complete overview. Most methods target high quality
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with offline computation (Bregler et al. 1998; Howe et al. 1999; M. M. Loper et al. 2014; Sidenbladh
et al. 2000; Starck et al. 2003). Real-time performance could be attained by representing the actor
with Gaussians (Rhodin et al. 2015; Stoll et al. 2011; Wren et al. 1997), skeletonizing visual hulls
(Bakken et al. 2012), and other approximations (Ma et al. 2014), in addition to clever formulations of
model-to-image fitting. Per-frame approaches (Bakken et al. 2012) avoid some of the issues faced by
tracking based approaches, which often lose track in local minima of the non-convex fitting functions
they optimize and require separate initialization, e.g. using Bogo et al. 2016; Rhodin et al. 2016b;
Sminchisescu et al. 2001. Robustness could be increased with a combination of generative and
discriminative estimation (Elhayek et al. 2016), even from a single input view (Rosales et al. 2006;
Sminchisescu et al. 2006), and egocentric perspective (Rhodin et al. 2016a). Recent approaches
leveraging convolutional neural networks (Joo et al. 2018; Trumble et al. 2016), together with
statistical and geometric (Bridgeman et al. 2019; Iskakov et al. 2019; Simon et al. 2017), insights
and various body modeling (Joo et al. 2018; Trumble et al. 2018) approaches, have further improved
the fidelity of capture. Other work (Gilbert et al. 2019; Malleson et al. 2019, 2017) has combined
inertial sensing with multi-viewpoint video for improved 3D pose estimates.
2.2.2 Depth Sensing Based 3D Pose Methods
The additional depth channel provided by RGB-D sensors led to very robust real-time pose estimation
solutions (Baak et al. 2011; Ganapathi et al. 2012; Ma et al. 2014; Shotton et al. 2013; X. Wei et al.
2012; M. Ye et al. 2014), but at the cost of special sensors that do not work under all conditions.
The availability of these sensors as consumer grade devices enabled a range of new applications.
Q. Liu et al. 2015 further augmented the depth modality with binaural audio to ease tracking of
subjects under occlusion. Even real-time tracking of general deforming objects (Zollhöfer et al.
2014) and template-free reconstruction (Dou et al. 2016; Innmann et al. 2016; Newcombe et al. 2015;
Orts-Escolano et al. 2016) has been demonstrated.
Mutli-view depth-based reconstruction techniques obtain even higher accuracy and robustness
(Dou et al. 2016; Orts-Escolano et al. 2016). RGB-D information overcomes forward-backwards
ambiguities in monocular pose estimation, however, active IR-based sensors preclude applications
in direct sunlight. Further, mobile applications would suffer from their high energy consumption,
and they are not yet as widely available as RGB cameras build in every smartphone. Some of these
limitations can be overcome with stereo cameras, but it requires textured objects and a sufficiently
wide camera baseline, which may be impractical for consumer-level applications.
Hence, in this thesis, the focus is on monocular RGB based solutions for 3D body pose estimation.
2.2.3 Monocular RGB Based 3D Pose Estimation
Analysis-by-synthesis approaches to monocular motion capture employ a parametric model of the
human body, which can be rendered into an image that is compared to the input image to update
the parameters in an iterative fashion. The model can be an abstract representation, such as a
stick figure, or a detailed pose and shape model, and the synthesized image can be a photorealistic
image that gets compared directly to the input image, or more abstract image which gets compared
to an equivalent abstraction of the input image. Common abstractions include edges, silhouettes
and contours, stick figure representations etc. Refer to Thomas B Moeslund 1999 for a survey
of analysis-by-synthesis approaches to monocular motion capture. Monocular generative motion
capture has only been shown for short clips and when paired with strong motion priors (Urtasun et al.
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2006) or in combination with discriminative re-initialization (Rosales et al. 2006; Sminchisescu et al.
2006), since generative reconstruction is fundamentally underconstrained. Using photo-realistic
template models for model fitting enables more robust monocular tracking of simple motions, but
requires more expensive offline computation (La Gorce et al. 2008). Sampling-based methods avoid
local minima (Balan et al. 2005; Bo et al. 2010; Deutscher et al. 2005; Gall et al. 2010). However,
real-time variants can not guarantee global convergence due to a limited number of samples, such as
particle swarm optimization techniques (Oikonomidis et al. 2011). Structure-from-motion techniques
exploit motion cues in a batch of frames (Garg et al. 2013), and have also been applied to human
motion estimation (Gotardo et al. 2011; Lee et al. 2013; H. S. Park et al. 2011; Zhu et al. 2011).
However, batch optimization does not apply to the real-time setting where frames are streamed
sequentially. For some applications manual annotation and correction of frames is suitable, for
instance to enable movie actor reshaping (Jain et al. 2010) and garment replacement in video (Rogge
et al. 2014). In combination with physical constraints, highly accurate reconstructions are possible
from monocular video (X. Wei et al. 2010). Vondrak et al. 2012 succeed without manual annotation
by simulating biped-controllers, but require batch-optimization. While these methods can yield
high-quality reconstructions, interaction and expensive optimization preclude live applications.
Notably, only few methods target real-time monocular reconstruction. Exceptions are the regression
of 3D pose from Haar features by Bissacco et al. [2007] and detection of a set of discrete poses from
edge direction histograms in the vicinity of the previous frame pose (Taycher et al. 2006). Both only
obtain temporally instable, coarse pose, not directly usable in our applications. Chai and Hodgins
obtain sufficient quality to drive virtual avatars in real-time, but require visual markers (Chai et al.
2005).
Buoyed by the success of CNN-based methods for 2D pose estimation, several CNN-based ap-
proaches for 3D pose estimation have come to the fore before and in-parallel with the approaches
proposed in this thesis. The related approaches (classic and CNN-based) can be broadly categorized
as follows:
2D-to-3D ‘Lifting’ A common strategy for 3D articulated pose estimation is lifting 2D pose or joint
position predictions to 3D, e.g. Mori et al. 2006; C. J. Taylor 2000. Here, model-based optimization
is often required in addition to (iteratively) optimize the projection of a 3D human model to explain
the 2D predictions. This is computationally expensive, but allows incorporation of pose priors or
inter-penetration constraints (Bogo et al. 2016), sparsity assumptions (C. Wang et al. 2014; Xiaowei
Zhou et al. 2015a,b), joint limits (Akhter et al. 2015; Elhayek et al. 2016; Rhodin et al. 2016a),
and temporal constraints (Rhodin et al. 2016b). An alternative to iterative optimization is sampling.
Simo-Serra et al. 2012 sample 3D pose from 2D predictions and improve discriminative 2D detection
from likely 3D samples (Simo-Serra et al. 2013). S. Li et al. 2015 classify the nearest training
examples. 2D-3D lifting is related to non-rigid and articulated structure-from-motion from image
sequences (Paladini et al. 2012; H. S. Park et al. 2011) where sub-space motion or pose models, such
as bilinear models (F. Zhou et al. 2014), are assumed.
Regression from 2D detections to 3D pose alleviates expensive optimization and sampling (Martinez
et al. 2017; Yasin et al. 2016) and works on individual images. Some methods treat 3D pose as a
hidden variable, integrate the 3D to 2D projection model into the regression function, and enforce a
prior on the hidden variable (Brau et al. 2016). While 2D joint locations may reveal information
about the subject shape (Bogo et al. 2016), this abstraction to keypoints loses vital image information.
Other work has proposed to augment the 2D pose with relative depth ordering of body joints as
additional context to disambiguate 2D to 3D lifting (Pavlakos et al. 2018a; Pons-Moll et al. 2014).
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Image to 3D Pose Estimation To overcome the depth ambiguity associated with 2D-to-3D lifting,
discriminative methods have been proposed that learn implicit depth features for 3D pose directly
from more expressive image representations. Rosales et al. 2000 regress 3D pose from silhouette
images using a probabilistic formulation that captures the multi-modality of pose-to-silhouette
mapping, A. Agarwal et al. 2006 use linear regression , and Elgammal et al. 2004 employ a joint
embedding of images and 3D pose. Sminchisescu et al. 2007 further utilized temporal consistency
to propagate pose probabilities with a Bayesian mixture of experts Markov model. With the recent
advancement of machine learning techniques and compute capabilities, 3D pose has been directly
regressed from the image, through structured learning of latent pose (S. Li et al. 2015; Bugra Tekin
et al. 2016a), joint prediction of 2D and 3D pose (S. Li et al. 2014; B. Tekin et al. 2017; Yasin
et al. 2016), novel pose space formulations (Pavlakos et al. 2017) and classification over example
poses (Pons-Moll et al. 2014; Grégory Rogez et al. 2016). Relative per-bone predictions (S. Li
et al. 2014), kinematic skeleton models (Xingyi Zhou et al. 2016), or root centered joint positions
(Ionescu et al. 2014a) are used as the eventual output space. Such direct 3D pose regression methods
capture depth relations well, but 3D estimates usually do not accurately match the true 2D location
when re-projected to the image, because estimations are done in cropped images that lose camera
perspective effects, using a canonical height, and minimize 3D loss instead of projection to 2D.
Furthermore, they only deliver joint positions, are temporally unstable, and none has shown real-time
performance.
Methods that directly regress 3D pose (Ionescu et al. 2014a; S. Li et al. 2014; Bugra Tekin et al.
2016a; Xingyi Zhou et al. 2016) commonly crop the input image to the bounding box of the subject,
use the 3D joint position relative to the pelvis as output, and normalize subject height (Ionescu et al.
2014a). In controlled conditions, actor silhouette and fixed camera placement provides additional
height cues (Y. Yu et al. 2016).
Some recent methods integrate a 3D body model (M. Loper et al. 2015) within a network to predict
3D pose and shape from single images (Kanazawa et al. 2018; Omran et al. 2018; Pavlakos et al.
2018b; Tung et al. 2017). Other approaches optimize a body model or a template (Habermann et al.
2019; Xu et al. 2018) to fit 2D poses or/and silhouettes (Alldieck et al. 2019, 2018a,b; Bogo et al.
2016; Lassner et al. 2017). None of them handles multiple people.
Multi-Person 3D Pose Earlier work on monocular multi-person 3D pose capture often followed
a generative formulation, e. g. estimating 3D body and camera pose from 2D landmarks using a
learned pose space (Ramakrishna et al. 2012).
Gregory Rogez et al. 2017 use a detection-based approach and first find representative poses of
discrete pose clusters that are subsequently refined. Predicting multiple proposals per individual and
fusing them afterwards is time consuming and may incorrectly merge nearby individuals with similar
poses. The LCRNet++ implementation of this algorithm uses a ResNet-50 [2016] base network
and achieves non-real-time interactive 10−12fps on consumer hardware even with the faster but
less accurate ‘demo’ version that uses fewer anchor poses. The approach for multi-person pose
estimation proposed in the thesis jointly encodes the 2D and 3D pose of all subjects in the scene in
the same feature volume, to ensure that the inference time does not scale linearly with the number
of subjects in the scene. The formulation ameliorates inevitable encoding conflicts and provides
robustness to occlusions through the incorporation of selective redundancy. Similarly, Zanfir et al.
2018b jointly encode the 2D and 3D pose of all subjects in the scene using a fixed number of feature
maps. Different from the proposed approach they encode the full 3D pose vector at all the projected
pixels of the skeleton, and not just at the body joint locations, which makes the 3D feature space rife
CHAPTER 2. BACKGROUND AND RELATED WORK 32
with potential encoding conflicts. For association, they learn a function to evaluate limb grouping
proposals. A 3D pose decoding stage extracts 3D pose features per limb and uses an attention
mechanism to combine these into a 3D pose prediction for the limb. The approach of Zanfir et al.
2018a also combines learning and optimization, but their space-time optimization over all frames is
not real-time.
Temporal Inference Temporal information in videos gives additional cues and increases accuracy
(Bugra Tekin et al. 2016b; Xiaowei Zhou et al. 2015c), but conditioning on motion increases the
input dimension and requires motion databases with sufficient motion variation, which may be even
harder to capture than pose data sets. Some approaches reduce ambiguity in 2D-to-3D lifting through
the use of temporal information (Pavllo et al. 2019).
The approaches proposed in the thesis rely on a range of novel insights to enable the first real-
time monocular RGB based motion capture systems for single-person and multi-person scenarios.
Contributions towards novel training datasets and transfer learning insights described in Chapter 3
and Chapter 4 allow the systems to operate in a diverse range of scene settings. Contributions towards
a novel pose formulation which links 3D pose inference per body part to direct image evidence,
resulting in more accurate predictions as compared to naïve image-to-pose-vector prediction, is
described in Chapter 5. These insights are further extended to occlusion robust pose formulations,
which incorporate selective redundancy to allow pose inference under occlusion. These formulations,
described in Chapter 6, also jointly encode the 3D pose of all subjects in the scene without needing to
scale the output dimensions, allowing fast inference even with a large number of subjects in the scene.
Real-time inference is achieved through contributions towards the design of faster CNN architectures,
as described in Chapter 7, and system design insights, as described in Chapter 8. The combination of
learning-based approaches for per-frame inference, and model-based kinematic fitting approaches,
as described in Chapter 8, allows reliable motion capture in general scenes even under occlusions,
resulting in temporally smooth joint angle estimates which can be readily employed in various
applications.
2.3 Fast Inference With Neural Networks
Neural network solutions to image based problems primarily employ convolutional layers as building
blocks, which are parameter efficient but make up most of the compute cost in these networks.
Several network pruning and compression solutions have targeted the dense fully connected layers (Z.
Yang et al. 2015) at the output of classification networks, achieving massive parameter reduction,
which does not translate into equivalent compute speed gains (Wen et al. 2016). Non structured
pruning of weights can also achieve significant compression rates without an equivalent speedup on
off-the-shelf hardware (S. Han et al. 2016, 2015).
Prior art on on speeding up neural network execution has hence focused on seven broad fronts,
which are to some degree complementary to each other. For a detailed survey on neural network
acceleration approaches, refer to Cheng et al. 2017. Here, the seven are briefly listed: The first
one concerns feature/filter level pruning or sparsification, either while training the weights (Hanson
et al. 1989; Z. Liu et al. 2017) or in a post-hoc manner (Molchanov et al. 2017; Mozer et al. 1989;
Theis et al. 2017). The second concerns network architecture search approaches for determining the
network structure for a particular problem (Elsken et al. 2018; C. Liu et al. 2017; Pham et al. 2018;
Zoph et al. 2016), using learned combinations of pre-determined computational blocks. The third
33 2.3. FAST INFERENCE WITH NEURAL NETWORKS
concerns reduction in the cost of the elemental operations through quantization (Hubara et al. 2016;
D. Lin et al. 2016; Wu et al. 2016) or binarization of the weights (Hubara et al. 2016; Rastegari
et al. 2016), and through algorithms such as Winograd (Lavin et al. 2016) and FFT (Vasilache et al.
2014) for faster convolutions. The fourth pertains to low-rank decomposition of the learned weight
tensors (Wenlin Chen et al. 2015; Denton et al. 2014; Jaderberg et al. 2014; Y.-D. Kim et al. 2015;
Lebedev et al. 2014; Wen et al. 2017). The fifth concerns learned group sparsity in the input weights
of nodes of a particular layer (G. Huang et al. 2018; Lebedev et al. 2016; Scardapane et al. 2017;
Wen et al. 2016), which can be exploited on off-the-shelf hardware. The sixth concerns techniques
such as knowledge distillation (Hinton et al. 2015) which instead focus on better training skinnier
and shallower networks, guided by the internal representations of a more expressive model trained on
the same task (BuciluÇŽ et al. 2006; Romero et al. 2014; Zagoruyko et al. 2016). The last one falls in
the domain of empirical determination of representational structure, with techniques like bottleneck
modules, depth-wise convolutions, pre-determined structured sparsity etc. (Bagherinezhad et al.
2017; Howard et al. 2018; Iandola et al. 2016; S. Mehta et al. 2018; Szegedy et al. 2017; M. Wang
et al. 2017) used for computational savings.
Feature pruning/sparsification, and building blocks for fast neural network inference are examined
in detail here because these are the most pertinent to the findings on implicit sparsification and fast
Convolutional Neural Network design proposal in Chapter 7.
2.3.1 Heuristics for Feature Pruning/Sparsification
Neural network sparsification can be broadly grouped into synaptic sparsification and neuronal
sparsification. The former entails removal of a subset of weights associated with a particular neuron,
and the latter sees the removal of all weights associated with a particular neuron.
Determining synaptic importance requires estimating individual parameter saliency to identify the
least useful parameters. The estimates used range from crude measures such as parameter magnitudes
(S. Han et al. 2016) to more sophisticated and expensive to compute second order estimates (Hassibi
et al. 1993; LeCun et al. 1990). These methods iteratively prune and finetune the network. The
unstructured sparsity pattern resulting from synaptic sparsification does not lend itself to faster
inference on existing CPU and GPU hardware.
On the other hand neuronal importance approaches for post-hoc pruning remove whole features
instead of individual parameters, and are more amenable to acceleration on existing hardware.
Filter/feature level pruning is based on the observation that overparameterized neural networks,
particularly wider neural networks, are easier to optimize in practice than skinny neural networks
(Arora et al. 2018; Haeffele et al. 2015; Mozer et al. 1989), and the redundant features can be
identified and removed during or after training.
The filter importance heuristics employed include weight norm of a filter (H. Li et al. 2017; Srinivas
et al. 2016), the average percentage of zero outputs of a node over the dataset (H. Hu et al. 2016),
feature saliency based on first (Molchanov et al. 2017; Mozer et al. 1989) and second order (Theis
et al. 2017) Taylor expansion of the loss or a surrogate (Mozer et al. 1989). The feature computation
cost can also be included in the pruning objective (Molchanov et al. 2017; Theis et al. 2017).
Some post-hoc pruning approaches are based on preserving the outputs of the subsequent layer (Luo
et al. 2017), merging of neurons with similar weights (Srinivas et al. 2016), non structured sparsity
guided by awareness of potential speedup (J. Park et al. 2017) and feature pruning based on the
learned scale values in the scale layer after Batch Norm (J. Ye et al. 2018).
CHAPTER 2. BACKGROUND AND RELATED WORK 34
Methods for sparsity while training include the approach of Hanson et al. 1989 which uses all the
weights of a feature to dictate the weight decay of each individual weight of the feature, coupled
with non-uniform penalization of weight magnitudes to learn sparse features. Chauvin 1989 achieve
feature sparsity through penalization of activations of hidden nodes. Guo et al. 2016 learn a binary
mask with the weights (non structured) which allows weight threshold based pruning while the
weight value itself is retained for possible revival in future iterations. Z. Liu et al. 2017 use lasso
regularization on the scale layer after Batch Norm to induce feature sparsity. Wen et al. 2017 propose
to nudge correlated filters to collapse during training to induce low rank feature representations.
Wen et al. 2016 use predefined low rank decompositions with group lasso regularization inducing
additional sparsity. The formulation of G. Huang et al. 2018 forces the same connectivity pattern
to be learned for all features in predefined groups. Scardapane et al. 2017 use group lasso penalty
to learn group sparse features. Lebedev et al. 2016 learn the same non-structured sparsity for each
group of features in a particular layer, to facilitate speed up through faster matrix multiplication
based convolution.
Chapter 7.1 presents some surprising results on extensive filter level sparsity emerging implicitly
in common Convolutional Neural Network training setups, and ties the mechanisms causing this
phenomenon to various explicit sparsification heuristics.
2.3.2 The Design of Fast Neural Networks
Various building blocks have been proposed for Convolutional Neural Network design to enable
efficient inference while promoting information flow through the network, and achieving a large
receptive field. Some examples are shown in Figure 2.4.
Bottleneck blocks (K. He et al. 2016a) are designed to reduce the number of channels for costly
3×3 convolutions, and variants of it have been used in other network architectures as well (Szegedy
et al. 2017). Xception (Chollet 2017) and MobileNetV1/2 (Howard et al. 2018; Sandler et al. 2018)
utilize depth-wise 3×3 convolutions in conjunction with point-wise (1×1) convolutions to reduce
inference cost. Other architectures employ a compromise between depth-wise convolutions and
vanilla convolutions, known as grouped convolutions (Szegedy et al. 2017) for a better tradeoff
between computation cost and accuracy. Other approaches (Romera et al. 2018) use separable
convolutions to reduce the computation cost of 3×3 convolutions. Beyond the building blocks, the
connectivity patterns of the building blocks dictate information flow through the network. Residual
connectivity (K. He et al. 2016a; Srivastava et al. 2015) has enabled the training of very deep network
architectures, an order of magnitude or more deeper than non-residual architectures (Simonyan
et al. 2014). Other connectivity patterns such as concatenative skip connections in DenseNets (G.
Huang et al. 2017) show better information flow through the network, achieving better accuracy in
practice with lower network depth. However, the dense connectivity pattern is slow in inference
due to its large memory footprint. Other architectures (S. Mehta et al. 2018) use a combination
of such connectivity patterns, in conjunction with dilated convolutions, in order to achieve faster
inference with large receptive fields. However, dilated convolutions suffer from gridding artefacts in
the outputs.
The network architecture proposed in this thesis (Chapter 7.2.3) takes inspiration from the success
of various building blocks and connectivity patterns and pays heed to their limitations, in order to
achieve faster inference speeds with a lower memory footprint, at a given level of accuracy.
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Figure 2.4: Examples of common building blocks (top) employed in various CNN architectures, as well as
typical connectivity patterns (bottom) these building blocks are combined with. Shown here are variants of
ResNet (K. He et al. 2016a) building blocks, ERFNet (Romera et al. 2018) block with spatially separable
convolutions, Xception (Chollet 2017) block with a combination of pointwise convolution and depthwise
separable convolution, and MobileNetV2 (Sandler et al. 2018) with inverted-bottleneck block using a com-
bination of depthwise separable and pointwise convolutions. Convolutional layers or blocks combining
various convolutional layers, as above, can be connected together in various different ways, some examples
of which are: additive residual skip-connectivity as in ResNet (K. He et al. 2016a), dense concatenative
skip-connectivity as in DenseNet (G. Huang et al. 2017), or combinations of the two as in the hierarchical
feature fusion module of ESPNet (S. Mehta et al. 2018). The design goal behind the building blocks and
connectivity patterns is to promote information flow through the network and achieve a large receptive field,
while minimizing the compute cost.

Chapter 3
Capturing Annotated 3D Body
Pose Data
As discussed in Chapter 1 and Chapter 2, 3D body pose estimation from monocular RGB input is a
difficult and ill posed problem. Learning based approaches leveraging large annotated data corpora
have been very successful at the related problem of 2D pose estimation on in-the-wild scenes, and
have shown promising results for 3D pose estimation in constrained scene settings. However, their
application to 3D pose estimation in general scene settings has not been possible largely due to
limitations of the available data corpora. Manually annotating 2D body joint locations on in-the-wild
human images is possible, and considerable effort has been put in to organize collection of such
annotations in a scalable way (Mykhaylo Andriluka et al. 2014). However, manual annotation of 3D
body poses at scale is cumbersome (Elhayek et al. 2016), and obtaining such annotations typically
requires a motion-capture setup with external and/or on-body instrumentation. Thus datasets with
3D pose annotations are starkly limited in terms of scene diversity, and are primarily restricted to
indoor settings with a single unoccluded subject.
This chapter proposes new training datasets to close the gap to real world scene settings by providing
the means to increase appearance diversity, and simulate multi-person scene settings. Further, to
evaluate the generalization performance of methods trained on variants of the proposed training
dataset, this chapter proposes single-person and multi-person test datasets which comprise of real
scenes in a variety of indoor and outdoor settings, and are notably different in appearance from the
training dataset. These benchmarks support fine-grained evaluation by activity, by body joint type,
and by body joint visibility.
In This Chapter
• Discussion of the limitations of the existing 3D body pose datasets (Section 3.1)
• Description of the capture setting and features of the proposed single-person 3D pose dataset,
MPI-INF-3DHP (Section 3.2.1)
• Description of the process of creating annotated multi-person composite scenes (MuCo-3DHP)
from the proposed single-person dataset (Section 3.2.2)
• Description of the single-person 3D pose test dataset (MPI-INF-3DHP) and the proposed 3D
Percentage of Correct Keypoint (3DPCK) metric (Section 3.3.1)
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• Description of the multi-person 3D pose test dataset, MuPoTS-3D (Section 3.3.2)
The content of this chapter is based on D. Mehta et al. 2017a and D. Mehta et al. 2018.
3.1 Related 3D Body Pose Datasets: Overview and Shortcomings
Existing large scale datasets with images of humans annotated with 3D body pose, such as Hu-
man3.6m (Ionescu et al. 2014b), HumanEva (Sigal et al. 2010) and Total Capture (Trumble et al.
2017), utilize marker-based motion capture for 3D annotation. This restricts the type of clothing
worn by the subjects to skin-tight clothing, and increases the pre-capture setup time per subject
because the markers need to be put on carefully. The datasets are limited to a single subject, and the
scene appearance is restricted to the studio setup, and hence is starkly limited. Alternatively, large
datasets with markerless capture using a dome of hundreds of cameras, such as Panoptic (Joo et al.
2015), enable more diverse clothing, and include multi-person scenarios. However, the scene setting
is still starkly limited, and the captured multi-person scenarios, while diverse, do not adequately
cover combinatorially many possible multi-person scenarios. Recent work (Pavlakos et al. 2018a)
has proposed manual labeling of body joint depth ordering constraints on in-the-wild images as an
amenable alternative to 3D pose annotations, however this only serves as a weak supervision signal,
and the resulting accuracy is not at par with methods trained with 3D pose annotations.
Manual annotation of multi-view data to obtain 3D annotations through triangulation was only scaled
to small corpora, such as MarCOnI (Elhayek et al. 2016). In general, real recordings are hardly
scalable to tens of thousands of examples required to explain the vast variability of human pose
and appearance. The 3D Poses in the Wild (3DPW) dataset (Marcard et al. 2018) features multiple
people outdoors recorded with a moving camera and includes ground truth 3D pose. The number of
subjects is however limited. Synthesizing example images is an alternative, however it may limit
generalization to real scenes (Wenzheng Chen et al. 2016; Ionescu et al. 2014b; Grégory Rogez et al.
2016; Varol et al. 2017) due to over-simplified animation and rendering. To obtain 3D annotations
for in-the-wild 2D pose datasets, Gregory Rogez et al. 2017 use 2D to 3D lifting to create pseudo
annotations on the MPII 2D pose dataset (Mykhaylo Andriluka et al. 2014). However, these pseudo
annotations suffer from a loss of accurancy on account of depth ambiguity associated with 2D-to-3D
lifting approaches, as discussed in Chapter 2.
This systemic lack of large and diverse in appearence 3D human pose data corpora notably constrains
accuracy and generalization of prior methods, and strongly motivates the dataset (Chapter 3) and
training schema (Chapter 4) contributions of this work.
3.2 Training Datasets for 3D Body Pose Estimation
First, the data capture approach for single-person scenarios is described in Section 3.2.1. The data
capture approach is designed for diverse pose and clothing capture, and the setup eases augmentation
to extend the captured appearance variability of clothing and background.
Then the captured data for the single-person case is scaled to combinatorially many multi-person
scenarios, as described in Section 3.2.2.
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Figure 3.1: Representative frames from several datasets with person images annotated with 3D body pose
information. Datasets captured with multi-view setups indoors (Ionescu et al. 2014b; Joo et al. 2015) are
starkly limited in terms of appearance diversity, and multi-view setups outdoors (Elhayek et al. 2016) are
starkly limited both in terms of number of subjects as well as scene appearance diversity on account of
manual annotation. Synthetic approaches (Wenzheng Chen et al. 2016; Grégory Rogez et al. 2016; Varol
et al. 2017) create large diversity in scene appearance, but the renderings have a significant domain gap
from real scenes.
3.2.1 MPI-INF-3DHP: Single-Person 3D Pose Dataset
Capture Configuration: The dataset is captured in a multi-camera studio with ground truth from
a commercial marker-less motion capture (The Captury 2016). No special suits and markers are
needed, allowing the capture of motions wearing everyday apparel, including relatively loose clothing.
In contrast to existing datasets, the dataset is captured with a green-screen background to allow
automatic segmentation and augmentation. For detailed considerations concerning the design and
setup of a multi-view markerless body shape and appearance capture studio, refer to Starck et al.
2009. The 14 cameras of the dataset cover a wide range of viewpoints, with five cameras mounted at
chest height with a roughly 15◦ elevation variation similar to the camera orientation jitter in other
datasets (Wenzheng Chen et al. 2016). Another five cameras are mounted higher and angled down
45◦, three more have a top down view, and one camera is at knee height angled up. Figure 3.3 shows
the distribution of camera viewpoints in the capture setup, as well as representative images from a
subset of the cameras. The cameras record 4 MP 1:1 aspect ratio images at up to 50 FPS.
Actors and Activities 8 actors (4 male + 4 female) are recorded as part of the training set,
performing 8 activity sets each, ranging from walking and sitting to complex exercise poses and
dynamic actions. The activity types and prompts are designed to span more diverse pose classes
than existing pose corpora such as Human3.6m. Each activity set spans roughly one minute. Each
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Figure 3.2: The MPI-INF-3DHP training set is comprised of 8 actors. Here, each actor is visualized in
both sets of clothing in which the actor was recorded. One set is normal street wear, while the other set
is purposefully chosen to have uniformly colored upper and lower body clothing such that they can be
independently chroma-keyed for augmentation.
actor features 2 sets of clothing split across the activity sets. One clothing set is casual everyday
apparel, and the other is plain-colored to allow augmentation as shown in Figure 3.2. See Table 3.1
for a detailed breakdown. Figure 3.5 shows example poses from various activity sets. Refer to
Appendix A for the prompts used to guide the actors through the activities.
Overall, from all 14 cameras, roughly 1.5M frames are captured, 500k of which are from the five
chest high cameras. In addition to the true 3D and 2D pose annotations, 3D poses of a height-
normalized skeleton compatible with the ‘universal’ skeleton of Human3.6M are also made available.
The normalization scales the skeleton such that the knee-to-neck height (sum of the lengths of the
thigh and spine) is 930mm.
Dataset Augmentation Although the captured dataset out of the box has more clothing variation
than other single-person datasets such as Human3.6m [2014], the appearance variation is still not
comparable to in-the-wild images. The augmentation approach proposed in this work is inspired by
prior work which uses images to augment the background of recorded footage (Wenzheng Chen et al.
2016; Ionescu et al. 2014b; Rhodin et al. 2016a), and recolors plain-color shirts (Rhodin et al. 2016a)
while keeping the shading details, using intrinsic image decomposition to separate reflectance and
shading (Meka et al. 2016). Chroma-key masks are extracted for the background, a chair in the scene,
as well as upper and lower body segmentation for the plain-colored clothing sets. This provides
an increased scope for foreground and background augmentation, in contrast to the marker-less
recordings of Joo et al. 2015. The chroma-key masks are obtained with the Nuke (Nuke 2015) visual
effects software. See Figure 3.4 for example masks as well as augmentation results. The background
is simply replaced with images representing indoor and outdoor scenes. For clothing and chair
augmentation, the luminance of the masked regions is used as a proxy for shading, and is blended
with images of cloth patterns and textures.
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Figure 3.3: Visualization of the camera viewpoints available for the proposed MPI-INF-3DHP single person
dataset. Also shown are images from a subset of the viewpoints with the orientations of the visible cameras
overlaid. The dataset is captured with a green-screen background such that it can be chroma-keyed and
augmented with various images. The chair is covered with a red cloth such that it can be independently
chroma-keyed and augmented.
Table 3.1: MPI-INF-3DHP training dataset is comprised of 8 actors recorded from 14 camera viewpoints,
performing 8 activity sets each. The activities are each 1 minute long, and grouped into 2 sets of 4
minutes each. The actors wear casual everyday apparel (Street) and plain-colored clothes (Plain) to allow
clothing appearance augmentation. Overall, 1.5M frames from a diverse range of viewpoints are available,
capturing a diverse range of poses and activities. Through the extensive avenues of background and clothing
appearance augmentation made available, the number of effective frames available for training can be
increased combinatorially. All cameras record at a 2048×2048 pixel resolution.
Actor Actor # Frames Clothing FPS Total
ID Gender Seq1 Seq2 Seq1 Seq2 Seq1 Seq2 Frames
S1 F 6416 12430 Street Plain 25 50 260k
S2 M 6502 6081 Street Plain 25 25 175k
S3 M 12489 12283 Street Plain 50 50 345k
S4 F 6171 6675 Street Plain 25 25 175k
S5 F 12820 12312 Street Plain 50 50 350k
S6 F 6188 6145 Street Plain 25 25 170k
S7 M 6239 6320 Plain Street 25 25 170k
S8 M 6468 6054 Plain Street 25 25 170k
CHAPTER 3. CAPTURING ANNOTATED 3D BODY POSE DATA 42
Figure 3.4: Avenues of appearance augmentation in MPI-INF-3DHP dataset. Actors are captured using
a markerless multi-camera setup in a green-screen studio (left), and segmentation masks computed for
different regions (center left). The captured footage can be augmented by compositing different textures to
the background, chair, upper body and lower body areas, independently (center right and right).
Figure 3.5: Representative frames from MPI-INF-3DHP training set, showing different subjects in different
clothing sets and poses from different activity sets as well as the scope of appearance augmentation made
possible by the dataset.
The efficacy of this increased scope of augmentation at enabling in-the-wild performance of learning
based 3D pose estimation approaches is demonstrated throughout the thesis, starting with Chapter 4.
Additional Data Captured: In addition to the 14 synchronized camera viewpoints, another synchro-
nized chest high camera records with a fish-eye lens. An RGB-D camera (ASUS 2011), also placed
at chest height and pointed forward records RGB (1280×1024 px) and depth images (640×480
px) at 30 FPS. The RGB-D camera, however, is not frame synchronized with the remaining cameras.
3D body surface scans of each subject are also captured with a laser scanner. See Appendix A for
details.
43 3.2. TRAINING DATASETS FOR 3D BODY POSE ESTIMATION
Figure 3.6: The process of creation of the multi-person composited 3D human pose dataset MuCo-3DHP
from per-camera image samples from the single-person MPI-INF-3DHP dataset. The images are composited
in a depth-aware manner using the 3D pose annotations made available in MPI-INF-3DHP. Appearance
diversity can be greatly amplified by augmenting the background as well as clothing appearance.
3.2.2 MuCo-3DHP: Multi-person Composited 3D Human Pose Dataset
Multi-person 3D motion capture under strong occlusions and interactions is challenging even for
commercial systems, often requiring manual pose correction constraining 3D accuracy. This severely
limits the scale at which real multi-person data can be captured and processed. Thus, to enable
a much larger training set, the thesis proposes a new compositing and augmentation scheme that
leverages the single-person image data of real people in MPI-INF-3DHP to composite an arbitrary
number of multi-person interaction images under user control, with 3D pose annotations.
Figure 3.7: Examples from the proposed multi-person composited training dataset MuCo-3DHP. Ground
truth 3D pose reference as well as the full scope of appearance augmentation offered by the single-person
MPI-INF-3DHP dataset are brought to bear on multi-person scenarios.
Creating Multi-person Composites As discussed in the previous section, the captured MPI-INF-
3DHP single-person 3D pose dataset provides marker-less motion capture based annotations for real
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Table 3.2: MPI-INF-3DHP test dataset is comprised of 6 sequences in different scene settings, 4 of which are
markedly different from the training dataset. The intention is to encourage the development of approaches
which generalize beyond the scene settings present in the training dataset.
Test Seq. Total Frames Evaluated Frames Scene Setting Image Resolution
TS1 6151 603 Studio GS 2048x2048
TS2 6080 540 Studio GS 2048x2048
TS3 5838 506 Studio No GS 2048x2048
TS4 6007 558 Studio No GS 2048x2048
TS5 320 276 Outdoors 1920x1080
TS6 492 392 Outdoors 1920x1080
images of 8 actors, each captured in a green-screen studio with 2 clothing sets in the same physical
space with the same 14 camera setup. Chroma-keying the green-screen background provides person
segmentation masks, which, together with the ground-truth 3D skeleton pose annotations can be
leveraged to create per-camera composites with 1 to 4 subjects, with frames randomly selected
from the 8×2 sequences available per camera. The ground-truth absolute pose information is used
to create 3D-aware composites, resulting in correct depth ordering and overlap of subjects. See
Figure 3.6. The compositing process results in plausible images covering a range of simulated
inter-person overlap and activity scenarios. Furthermore, user-control over the desired pose and
occlusion distribution, and foreground/background augmentation using the masks provided with
MPI-INF-3DHP is possible. See Figure 3.7 for examples of augmented multi-person composites.
Even though the synthesized composites may not simulate all the nuances of human-human interac-
tion fully, Chapter 6 shows that the various proposed approaches trained on this data generalize well
to real world scenes.
3.3 3D Pose Test Datasets
3.3.1 MPI-INF-3DHP Single Person 3D Pose Test Set
The existing test sets for (monocular) 3D pose estimation were found to be restricted to limited
settings due to the difficulty of obtaining ground truth labels in general scenes. The HumanEva
(Sigal et al. 2010) and Human3.6M (Ionescu et al. 2014b) test sets are recorded indoors and test on
similar looking scenes as the training set, the Human3D+ (Wenzheng Chen et al. 2016) test set was
recorded with sensor suites that influence appearance and the annotations lack global alignment, and
the MARCONI set (Elhayek et al. 2016) is markerless through manual annotation, but is limited in
terms of motion, showing mostly walking motions.
This motivates a new test set to accompany MPI-INF-3DHP training set which is visually different
from the training set, to promote and test for generalizability to scene settings and clothing.
Similar to the training set, the test set comes with ground truth annotations captured with a multi-
view markerless motion capture system. It complements existing test sets with more diverse
motions (Standing/Walking, Sitting/Reclining, Exercise, Sports (Dynamic Poses), On The Floor,
Dancing/Miscellaneous), camera view-point variation, larger clothing variation (including a dress),
and outdoor recordings from Robertini et al. 2016 in unconstrained environments. See Figure 3.8 for
a representative sample, and Table 3.2 for details. We use the ‘universal’ skeleton for evaluation. As
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Figure 3.8: Representative frames from MPI-INF-3DHP test set, showing the subjects, scene settings, and
activity classes covered. The test set is diverse in clothing, includes both indoor and outdoor settings, and 4
of the 6 sequences are visually markedly different from the training set.
described earlier, the ‘universal’ skeleton is a uniformly scaled version of the annotated skeleton,
such that the knee-to-neck height (sum of the lengths of the thigh and spine) is 930mm. The test
set contains 6 sequences, 2 of which are captured in the same green-screen setup as the training set,
and 2 sequences are captured in the same studio with the same camera setup as the training set, but
without a green-screen background. These use 2048×2048 px footage captured at 25 FPS. The 2
outdoor sequences from Robertini et al. use 1920×1080 px GoPro footage at 60 FPS.
Evaluation Metric: Alternative to Mean Per Joint Position Error In addition to the commonly
used Mean Per Joint Position Error (MPJPE) widely employed in 3D pose estimation, in agreement
with the discussion in Ionescu et al. 2014b, this thesis suggests an extension to 3D of the ‘Percentage
of Correct Keypoints (PCK)’ (Tompson et al. 2014; Toshev et al. 2014) metric used for 2D Pose
evaluation, as well as the ‘Area Under the Curve (AUC)’ (Insafutdinov et al. 2016) computed for a
range of PCK thresholds. MPJPE expresses error as the mean distance of each joint’s 3D position
prediction from the annotated 3D position of the joint. This has the disadvantage that the case of a
few large mispredictions is difficult to tell apart from the case of mostly small mispredictions. The
proposed metrics are intended to be more expressive and robust than MPJPE, revealing individual
joint mispredictions more strongly while preventing large mispredictions in a few joints from
overwhelming the possibly correct predictions for the rest of the joints. 3DPCK defines a threshold
of 150mm, corresponding to roughly half of head size, similar to that chosen for the MPII 2D
Pose dataset (Mykhaylo Andriluka et al. 2014). If the predicted 3D joint position lies within this
threshold, the joint is indicated as correctly predicted. This metric is however a discrete metric, and
meant to distinguish gross mispredictions from small mispredictions. An additional finer scaled
metric to gauge the accuracy of the mostly correct predictions is the Area Under the Curve (AUC),
which is the average percentage of correct keypoints obtained by varying the threshold from 0 to
150mm in 5mm increments. The common minimum set consisting of 14 joints across 2D and 3D
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Table 3.3: The Multi-person 3D Pose Test Set (MuPoTS-3D) is comprised of 20 sequences with a diverse
range of activities, in diverse scene settings.
# Annotated Subjects # Frames Scene Setting Image Resolution
TS1 2 201 Studio No GS 2048x2048
TS2 2 251 Studio No GS 2048x2048
TS3 2 401 Studio No GS 2048x2048
TS4 2 301 Studio No GS 2048x2048
TS5 2 261 Studio No GS 2048x2048
TS6 2 541 Outdoors 1920x1080
TS7 3 431 Outdoors 1920x1080
TS8 2 551 Outdoors 1920x1080
TS9 2 501 Outdoors 1920x1080
TS10 2 251 Outdoors 1920x1080
TS11 2 701 Outdoors 1920x1080
TS12 2 251 Outdoors 1920x1080
TS13 3 341 Outdoors 1920x1080
TS14 3 626 Outdoors 1920x1080
TS15 3 801 Outdoors 1920x1080
TS16 3 501 Outdoors 1920x1080
TS17 3 401 Outdoors 1920x1080
TS18 3 126 Outdoors 1920x1080
TS19 3 431 Outdoors 1920x1080
TS20 3 501 Outdoors 1920x1080
approaches (Head, Neck, Shoulders, Elbows, Wrists, Hips, Knees, Ankles) is chosen, to ensure
compatibility of evaluations for various approaches as well as across datasets. The joints are grouped
by symmetry (ankles, wrists, shoulders etc), and evaluations are broken down by joint-types, activity
types, and sequences. These avenues of fine-grained evaluation are a key differentiator from existing
benchmarks such as Human3.6m, and results with these metrics will be shown in Chapters 4-8.
3.3.2 MuPoTS-3D: Diverse Multi-Person 3D Pose Test Set
As discussed before, multi-person motion capture is challenging even for multi-view motion capture
systems, and often requires extensive manual intervention and correction, limiting the extent of
data that can be captured. Various real (not composited) multi-view scenarios were recorded, and
multi-view marker-less motion capture system used, with painstaking manual correction, to create
the 20 sequences of the first, expressive, in-the-wild multi-person 3D pose benchmark. The test set is
termed Multiperson Pose Test Set in 3D (MuPoTS-3D). In addition to the pose annotations, per joint
occlusion annotations are available. These were manually annotated by two annotators, and then
verified and consolidated by a third annotator. The test set covers 5 indoor and 15 outdoor settings,
with trees, office buildings, road, people, vehicles, and other stationary and moving distractors in the
background. Some of the outdoor footage also has challenging elements like drastic illumination
changes, and lens flare. The indoor sequences use 2048×2048 px footage at 30 FPS, and outdoor
sequences use 1920×1080 px GoPro footage at 60 FPS. The test set consists of >8000 frames, split
among the 20 sequences, with 8 subjects, in a variety of clothing styles, poses, interactions, and
activities. See Table 3.3 for a detailed sequencewise breakdown. Notably, the test sequences do not
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Figure 3.9: Examples from the proposed MuPoTS-3D evaluation set. Ground-truth 3D pose reference and
joint occlusion annotations are available for up to 3 subjects in the scene (shown here for the frame on the
top right). The set covers a variety of scene settings, activities and clothing.
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resemble the training data, and include real interaction scenarios.
Evaluation Metric: The robust 3DPCK evaluation metric, as well as AUC proposed for MPI-INF-
3DHP are also used for the multi-person case, with the same set of 14 joints. The 3DPCK numbers
are reported per sequence, averaged over the subjects for which GT reference is available, along with
a joint-wise breakdown. Further fine-grained evaluation is made possible by performance breakdown
for occluded and unoccluded joints. The relative robustness of 3DPCK over MPJPE (Ionescu et al.
2014b) is also useful to offset the effect of jitter that arises in all non-synthetic annotations. Any
GT annotated subject that does not find a match to a prediction reports all 14 joints being incorrect.
Performance is also reported as averaged only over predictions matched to an annotated subject.
This allows one to understand whether performance changes are due to an improvement in person
detection accuracy or pose estimation accuracy.
3.4 Conclusion
This chapter introduces training datasets for single-person and multi-person scenarios, with ground
truth 3D pose captured using a markerless motion-capture system, which additionally provides a large
diversity in viewpoints not typically seen in prior datasets. Unlike marker based systems, markerless
motion capture requires much less pre-capture setup time, and is not restricted to body-tight clothing.
This allows motion capture with a large number of subjects, wearing regular street wear. For the
single-person dataset, MPI-INF-3DHP, the subjects are guided through the capture sessions with
prompts focused on capturing a diverse range of motion within the realm of the broad activity label.
In addition to standing / walking type activities, the dataset covers sitting activities extensively,
as well activities which require crouching or reaching out. The sitting activities involve extensive
interaction with a chair, which also acts as an occluder from several viewpoints. Further, the dataset
covers activities lying down on the floor, as well as sports and exercise activities. Additionally,
one activity set is labeled as miscellaneous, to cover activities and pose types such as dancing or
others which the subjects themselves may come up with. The annotations on the training and test
sets are made compatible with the ‘universal’ annotations of Human3.6m, such that the datasets
can be combined for training, and cross evaluations are made possible. Further, the capture setup is
designed to provide an increased scope of appearance augmentation, which is crucial for generalizing
learning-based approaches trained on these datasets to in-the-wild settings, as would be demonstrated
in the subsequent Chapters.
Since the camera setup used for MPI-INF-3DHP is unchanged between subjects, and a green-
screen background is employed, plausible multi-person scenes can be generated through image
space compositing, with occlusion determined by the known depth of each subject relative to the
camera. Even though the synthesized composites may not simulate all the nuances of human-human
interaction fully, the approach allows generation of plausible multi-person scenarios at scale, and
further has the full scope of appearance augmentation from MPI-INF-3DHP available. Methods
trained on this dataset, termed MuCo-3DHP, generalize well to real world scenes, as would be
demonstrated in subsequent Chapters. This dataset is a key contributor to making monocular RGB
based multi-person pose estimation possible because the capture of multi-person scenarios at even a
fraction of the scale possible with composites is infeasible. This is particularly so because even multi-
view motion capture systems fail often under significant occlusion and the tracked pose requires
extensive manual cleanup.
In order to evaluate the performance of learning based approaches trained on the proposed datasets,
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this chapter proposes several test datasets comprised of real world scenes, captured in both indoor and
outdoor settings. The scenarios in the test benchmarks are visually distinct from the training datasets.
This promotes approaches that generalize well to in-the-wild scenes. For evaluating the performance
on these benchmarks, this chapter proposes outlier robust metrics in place of the commonly used
mean per joint error metric (MPJPE). The metric is a 3D extension of the Percentage of Correct
Keypoints (PCK) commonly used for 2D body keypoint evaluation. It is coupled with the Area
Under the Curve (AUC) obtained by sweeping the 3D PCK threshold, which provides a continuous
measure of accuracy for the predictions considered as inliers. The datasets allow a breakdown of
performance by body joint type, and by activity. The multi-person evaluation set allows further
fine-grained analysis of the performance on visible and occluded joints. These benchmarks, with
their extensive avenues for fine-grained evaluation, will be used to analyze the various approaches
proposed in the subsequent Chapters.

Chapter 4
Towards In-The-Wild 3D Pose
Estimation
The data capture process in the previous chapter (MPI-INF-3DHP) yields 3D pose annotated images
with diverse pose classes, allows clothing and background appearance augmentation, and plausible
multi-person scenes can be generated at a large scale through image compositing (MuCo-3DHP).
This chapter takes the first steps to put the captured data to work, and examines the efficacy and
limitations of the image-space augmentation avenues afforded by the captured dataset towards having
learning based approaches generalize to scene settings beyond the capture setup.
The primary objective of this chapter is to establish the neural network training approach that will
be used throughout the thesis, leveraging various datasets to learn representations that generalize
to in-the-wild settings. This chapter studies the relatively constrained setting of unoccluded single-
person pose estimation, and is extended in later Chapters (Ch. 6) to general scene settings comprised
of multiple people, and containing inter-personal occlusions and occlusions by objects.
In This Chapter
• Demonstration of the poor scene appearance generalizability of methods trained on 3D pose
datasets that are limited in appearance diversity (Section 4.1)
• Examination of the improved generalizability resulting from augmented MPI-INF-3DHP data,
and a discussion of the domain gap between augmented image data and true in-the-wild images
(Section 4.1)
• Presentation of a new method for transfer learning of neural network representations learned on
in-the-wild 2D pose annotated datasets for further improving accuracy and scene appearance
generalizability of 3D pose estimators, that will also serve as the basis for the training schema
adopted in the rest of the thesis (Section 4.2)
The content of this chapter is based on D. Mehta et al. 2017a.
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Figure 4.1: 3D pose, represented as a vector of 3D joint positions, is expressed variously as 1) P3D: relative
to the root (joint #15), 2) O13D (blue): relative to first order and, 3) O23D (orange): relative to second order
parents in the kinematic skeleton hierarchy.
4.1 Image-Crop-to-3D-Pose-Vector Regression: Task Setup
As discussed in Chapter 1, the overall task is the estimation of the 3D articulation θi of the kinematic
structure of each subject and its camera relative location di in the scene, given a monocular RGB
image I of size W ×H as input. The solutions developed in this thesis split the task into two or
more distinct parts. The first is the detection of body keypoint locations P 2D = {P2Di }mi=1, where
P3Di ∈R2×J , of the m persons in the input image with a Convolutional Neural Network based heatmap
prediction approach, as described in Chapter 2. Either jointly with the 2D keypoint detection network
or separately, a Convolutional Neural Network predicts the 3D articulation (pose) P 3D = {P3Di }mi=1
for each of the m persons in the image, where, P3Di ∈ R3×J describes the 3D locations of the n
body joints of person i. A subsequent kinematic model fitting stage reconciles the 2D and 3D
predictions per subject and across time, to localize each subject relative to the camera, and yield the
articulated pose expressed as joint angles. This chapter focuses on the prediction of 3D pose P3D in
single-person scenarios.
For single-person scenarios, the input image can be considered to be a tight crop around the subject,
obtained either through an object bounding-box detection approach (W. Liu et al. 2016), or by
creating a bounding box around the detected keypoints P2D. The task being examined in this chapter,
thus, is the prediction of the 3D articulation P3D of the subject in the cropped image I C . Such an
approach is applicable to multi-person scenarios as (Gkioxari et al. 2014; Iqbal et al. 2016; Moon et al.
2019; Papandreou et al. 2017; Pishchulin et al. 2012; Sun et al. 2011), with an additional mechanism
for handling object and inter-personal occlusions required. However, the main disadvantage of
applying such an approach to multi-person scenarios is that the computational cost scales linearly
with the number of subjects in the scene, which becomes a significant impediment to achieving
real-time performance even in scenes with a moderate number of people. Hence, the thesis proposes
alternative formulations for the multi-person case in Chapter 6.
The input image is zero centered by subtracting 0.5 from all channels, and the image crops around
the subject are resized to 368×368 px. using zero padding to prevent distortion of the crop aspect
ratio. The target pose P3D is expressed as a 1D vector of size 3∗ J.
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Figure 4.2: Representative poses (centroids) of the 20 K-means pose clusters of the Human3.6m test set
(subjects S9,S11), visually grouped into three broad pose classes, which are used also to perform per-class
evaluation. Upright poses are dominant, with complex poses such as sitting and crouching only accounting
for 25% and 8% of the poses respectively. The proposed Multi-modal fusion scheme significantly improves
the latter two, yielding a 3.5mm improvement for Sit and 5.5mm for Crouch pose classes.
4.1.1 Training Data
In the various experiments in this chapter, the following datasets are considered. For each dataset
≈37.5k frames are selected, yielding ≈75k samples per dataset after scale augmentation at 2 scales
(0.7 and 1.0).
Human3.6m: The H80k (Ionescu et al. 2014a) subset of Human3.6m is used, with the ‘universal’
skeleton 3D pose anotations. Subjects S1, S5, S6, S7 and S8 are used for training.
Appearance Unaugmented MPI-INF-3DHP: For the MPI-INF-3DHP dataset proposed in Chap-
ter 3, in order to maintain compatibility of viewpoints with Human3.6m and other datasets, only the
5 chest high camera views are selected for all 8 subjects, giving 500k frames. Frames are subsampled
such that at least one joint has moved by more than 200mm between selected frames. From the
resulting 100k frames, 37.5k frames are randomly sampled, resulting in 75k frames after scale
augmentation. No background and clothing augmentation is applied.
Appearance Augmented MPI-INF-3DHP: The augmented version has the same 37.5k frames,
≈ 10k of which are unaugmented, ≈ 15k have only the background and chair appearance augmented,
and the rest have clothing augmented as well. Scale augmentation results in 75k frames.
4.1.2 Method
For each of the above listed datasets, a Convolutional Neural Network (CNN) is trained to predict
the 3D pose. The network will be referred to as 3DPoseNet. Motivated by work on Multi-Task
Learning (Caruana 1997), in addition to the final 3D pose vector the 2D keypoint locations P2D are
also predicted in the form of heatmaps H.
Base Network Architecture: A CNN structure based on Resnet-101 (K. He et al. 2016a) is used as
the backbone (up to the filter banks before res5a). The number of features in the res5a module
are halved, and the remaining layers removed from the network. A 3D prediction stub S comprised
of a convolution layer (k5×5,s2) with 128 features and a final fully-connected layer that outputs the
3D joint locations is added on top. 2D heatmaps H are predicted as an auxiliary task after res5a
and, use intermediate supervision with pose P3Dat res3b3 and res4b22. Features learned with
Resnet-101 from ImageNet are used to initialize the shared layers of the backbone network. The
other layers are initialized using Xavier initialization (Glorot et al. 2010).
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Figure 4.3: The network architecture is based on ResNet-101 (K. He et al. 2016a), as described in
Section 4.1.2. The network outputs 2D pose P2D as heatmaps H j, and 3D pose P3D as a 3∗ J dimensional
vector, and uses intermediate supervision, as indicated by dotted boxes.
Multi-modal Pose Fusion: Formulating joint location prediction relative to a single reference
joint is not always optimal. Existing literature (S. Li et al. 2014) has observed that predicting joint
locations relative to their direct kinematic parents (Order 1 parents) improves performance. However,
own experiments reveal that this is not true, and instead it is observed that depending on the pose
and the visibility of the joints in the input image, the optimal relative joint for each joint’s location
prediction differs.
Hence, a multi-modal prediction strategy is proposed which uses joint locations P3Drelative to the
root, O13D∈ R3∗J relative to Order 1 parents and O23D∈ R3∗J relative to Order 2 parents along the
kinematic tree as the three modes of prediction, see Figure 4.1. In place of a single 3D prediction
stub used in the base architecture, three identical 3D prediction stubs are attached to res5a for
predicting the pose as P3D, O13Dand O23D. These predictions are at a later fine-tuning step fed into
three fully-connected layers, with 2k, 1k and 51 nodes respectively, to implicitly determine and fuse
the better constraints per joint into the final prediction. The network has the flexibility to emphasize
different combinations of constraints depending on the pose. This can be viewed as intermediate
supervision with auxiliary tasks, yet the separate streams for predicting each mode individually are
key to its efficacy.
4.1.3 Baseline Results
Efficacy of Multi-modal Prediction Fusion: The multi-modal fusion scheme yields noticeable
improvement across all activity sets for Human3.6m dataset, as shown in Table 4.1. Since upright
poses dominate in pose datasets, and the activity classes are often diluted significantly by upright
poses, the true extent of improvement by the multi-modal fusion scheme is masked. To show that
the fusion scheme indeed improves challenging pose classes, frames from Human3.6m test set are
clustered by pose as shown in Figure 4.2, which visualizes the centroid of each cluster. The clusters
are then visually grouped into three pose classes, namely Stand/Walk, Sit and Crouch, going by
the cluster representatives. For the Stand/Walk class, adding fusion has minimal effect, going from
88.4mm to 88.8mm. However, for Sit class fusion leads to a 3.5mm improvement, from 118.9mm to
115.4mm. Similarly, Crouch class has the highest improvement of 5.5mm, going from 156mm to
150.5mm.
Poor Generalization Performance of Human3.6m and Unaugmented MPI-INF-3DHP: The
MPI-INF-3DHP single-person test set proposed in Chapter 3 complements existing benchmarks
with additional pose variation and appearance variation, in different settings. This makes it suitable
for testing the generalization of various methods. The sequencewise results on MPI-INF-3DHP are
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Table 4.1: Activity-wise results (MPJPE in mm) on Human3.6m Ionescu et al. 2014b. Adding the proposed
model components one-by-one on top of the Base network shows successive improvement of the total
accuracy. Models are trained on Human3.6m, with network weights initialized from ImageNet, unless
specified otherwise. The version marked with MPI-INF-3DHP is trained with Human3.6m and MPI-INF-3DHP.
Evaluation with all 17 joints, on every 64th frame, without rescaling to a person specific skeleton.
Direct Discuss Eating Greet Phone Posing Purch. Sitting Sit Smoke Take Wait Walk Walk Walk TotalDown Photo Dog Pair
Base 99.0 100.1 86.1 101.8 101.3 96.7 94.9 125.3 158.3 100.2 112.5 99.6 83.4 109.6 95.8 104.3
+ Multi-modal Fusion 98.2 99.1 84.8 100.6 99.3 95.3 92.4 122.5 151.6 98.1 110.8 98.6 81.4 107.7 93.9 102.3
+ Transfer 2DPoseNet 58.6 70.1 62.6 69.7 77.5 57.0 76.8 97.5 121.9 70.2 86.2 68.5 53.9 84.2 60.1 74.5
+ MPI-INF-3DHP 57.5 68.9 59.6 67.3 78.1 56.9 69.1 100.0 117.5 69.4 82.4 68.0 55.2 76.5 61.4 72.9
Table 4.2: Evaluation by scene-setting of the proposed method (Base+Fusion) on MPI-INF-3DHP test set,
trained with different 3D pose datasets. 3D Percentage of Correct Keypoints metric is reported here, with a
threshold of 150mm. The sequences TS1 and TS2 use a green-screen background, while sequences TS3-6
do not, and differ in appearance from the training set. Training on the MPI-INF-3DHP training set improves
accuracy significantly, in particular with the augmentation strategy described in Chapter 3.
3D Dataset 3DPCK
TS1 TS2 TS3 TS4 TS5 TS6 All
Human3.6m 24.0 16.4 33.6 28.4 10.2 13.0 22.3
MPI-3DHP Unaug 86.0 56.9 39.4 49.6 23.6 17.9 50.0
MPI-3DHP Aug. 84.3 65.3 61.5 63.8 42.3 51.7 64.3
shown in Table 4.2. TS1 and TS2 are with a green-screen background, similar to MPI-INF-3DHP
training set, while the remaining 4 sequences TS3-6 are visually different from the training set. It is
clear that the avenues of image augmentation afforded by MPI-INF-3DHP significantly improve the
the generalization performance of learning based approaches.
4.2 Transfer Learning To Further Improve Scene Generalization
While augmented MPI-INF-3DHP significantly improves generalizability to in-the-wild scenes over
prior datasets such as Human3.6m, the image space augmentation approach used for increasing
appearance diversity has a domain gap to real world images. This prompts the question whether
closing this domain gap would further improve the scene generalization of methods learned on this
dataset.
Transfer learning is already utilized in the proposed pipeline, as described in Section 4.1.2, where
the features learned with Resnet-101 from ImageNet (Russakovsky et al. 2015) are used to initialize
the 3D pose network, as is common for many vision tasks. While this affords a faster convergence
while training, there remains room for improved generalization beyond the gains from potential
supervision and dataset contributions. Due to the similarity of the tasks, features learned for 2D pose
estimation on in-the-wild MPII and LSP training sets can be transferred to 3D pose estimation. A
2D pose estimation network (2DPoseNet) is trained with the same backbone network as 3DPoseNet.
See Appendix B for details of 2DPoseNet. Different ways of transferring these representations to the
3D pose network (3DPoseNet) are explored.
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Table 4.3: Evaluation of the mechanisms of transfer learning from 2D Pose Network (2DPoseNet) to 3D
Pose Network (3DPoseNet) that were explored in the context of the Base network. The table compares the
effect of various learning rate multiplier combinations for different parts of the network. Human3.6m, Subjects
1,5,6,7,8 used for training, and every 64th frame of 9,11 used for testing. * = Xavier initialization
Learning Rate Multiplier
up to res4b22 res5a 3D Stub S Total MPJPE (mm)
1 1 1* 118.7
1/10 1/10 1* 84.6
1/1000 1/1000 1* 89.2
1/10 1 1* 90.7
1/1000 1 1* 80.7
4.2.1 Trading off Transferred Representations and New Feature Learning
A naïve initialization of the weights of 3DPoseNet is inadequate, and there is a tradeoff to be
made between the preservation of transferred features and learning new pertinent features. Here,
an approach is proposed to guide the tradeoff through a learning rate discrepancy between the
transferred layers and the new layers. The mechanism for this transfer of features is determined
through experimental validation. Table 4.3 shows the evaluated mechanisms for transfer from
2DPoseNet. Based on the experiments, it is chosen to scale down the learning rate of the layers till
res4b22 by a factor of 1000. Through similar experiments for the transfer of ImageNet features, it
is chosen to scale down the learning rate of layers till res4b22 by 10.
The same approach can be applied to other network architectures, and the above experiments on
learning rate discrepancy serve as a sound starting point for the determination of the transfer learning
mechanism. Unlike jointly training with annotated 2D and 3D pose datasets, this approach has the
advantage of not requiring the 2D annotations to be consistent between the two datasets, and one can
simply use off-the-shelf trained 2D pose networks.
4.2.2 Results With Effective Transfer Learning
Alternative approaches to improve scene generalization, which examine the problem from a domain
adaptation perspective (Ganin et al. 2015), are also be considered. See Appendix B.3 for details.
The proposed approach outperforms domain adaptation based approaches, see Table 4.4, first row.
Additionally, Table 4.3 validates that the common fine-tuning of the fully-connected layers (third
row) and fine-tuning of the complete network (first row) is much less effective then the proposed
scheme.
The proposed approach of transferring representations from 2DPoseNet to 3DPoseNet yields 66.5%
3DPCK on MPI-INF-3DHP test-set when trained with only Human3.6m data, compared to 64.3%
3DPCK of the model trained on augmented MPI-INF-3DHP dataset without transfer learning. It also
shows state of the art performance on Human3.6m test set with an error of≈74mm, demonstrating the
dual advantage of the approach in improving both the accuracy of pose estimation and generalizability
to in-the-wild scenes. Combining the proposed dataset and transfer learning leads to the best results
at ≈ 75.9% 3DPCK. See Table 4.4.
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Table 4.4: Evaluation on MPI-INF-3DHP test set with weight transfer from 2DPoseNet, by scene setting.
3DPCK is reported for all 6 sequences, for methods trained with different datasets. The sequences TS1
and TS2 use a green screen background, while sequences TS3-6 do not, and differ in appearance from the
training set. Training with a combination of MPI-INF-3DHP and Human3.6m gives the best accuracy over all.
3D Dataset TS1 TS2 TS3 TS4 TS5 TS6 All
3DPCK 3DPCK 3DPCK 3DPCK 3DPCK 3DPCK 3DPCK AUC
Human3.6m (Domain Adaptation) 52.0 35.2 47.2 38.5 23.4 42.5 41.4 17.7
Human3.6m (Base+Fusion) 81.0 61.1 70.3 62.3 47.1 66.2 66.5 33.0
MPI-3DHP Aug. (Base+Fusion) 86.8 72.4 69.7 67.4 46.1 63.1 70.2 35.1
MPI-3DHP UnAug. (Base+Fusion) 88.9 72.6 70.9 69.1 46.2 60.9 70.9 36.1
H36m+MPI-3DHP (Base+Fusion) 89.6 75.7 76.6 73.0 48.7 77.8 75.9 40.6
In contrast to existing approaches countering data scarcity, transfer learning does not require complex
dataset synthesis, yet exceeds the performance of Wenzheng Chen et al. 2016 (with synthetic data
and domain adaptation, 28.8% 3DPCK, after procrustes alignment) and the method proposed in the
previous section trained with the synthetic data of Grégory Rogez et al. 2016 (21.7% 3DPCK). Our
approach also performs better than domain adaptation (Ganin et al. 2015) to in-the-wild data (Table
4.4). Specifics of the domain adaptation approach are in Appendix B.
Additionally, qualitative results are shown on LSP (Johnson et al. 2010) and the CMU Panoptic (Joo
et al. 2015) datasets, demonstrating robustness to general scenes. Refer to Figure 4.4.
Figure 4.4: Qualitatively evaluation on every 100th frame of the LSP [2010] test set. The proposed approach
succeeds in challenging cases (left), with only few failure cases (right). The Dance1 sequence of the Panoptic
Dataset (Joo et al. 2015), is also well reconstructed (bottom).
Comparisons on Human3.6m.: Table 4.5 shows comparison of the proposed approach with
existing methods, all trained on Human3.6m. Altogether, with the multi-modal prediction scheme
and transfer learning, the proposed method achieves the state of the art (74.11mm, without scaling)
at the time, while also generalizing to in-the-wild scenes. Note that the Volumetric coarse-to-fine
approach (Pavlakos et al. 2017) requires estimates of the bone lengths to convert their predictions
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Table 4.5: Comparison of results on Human3.6m [2014] with the state of the art. Human3.6m, Subjects
1,5,6,7,8 used for training, and 9,11 used for testing. S = Scaled to test subject specific skeleton, computed
from T-pose. T= Uses Temporal Information, J14/J17 = Joint set evaluated, A = Uses Best Alignment To GT
per frame, Act = Activitywise Training, 1/10/64 = Test Set Frame Sampling
Method Total MPJPE (mm)
Deep Kinematic Pose[2016]J17,B 107.26
Sparse. Deep. [2015]T,J17,B,10,Act 113.01
Motion Comp. Seq. [2016]T,J17,B 124.97
LinKDE [2014]J17,B,Act 162.14
Du et al. [2016]T,J17,B 126.47
Rogez et al. [2016](J13),B,64 121.20
SMPLify [2016]J14,B,A,(First cam.) 82.3
3D=2D+Matching [2017]J17,B 114.18
Distance Matrix [2017]J17,B 87.30
Volumetric Coarse-Fine[2017]J17,B,S* 71.90
LCR-Net [2017]J17,B 87.7
Full model (w/o MPI-INF-3DHP) J17,B 74.11
Full model (w/o MPI-INF-3DHP) J17,B,S 68.61
Full model (w/o MPI-INF-3DHP) J14,B,A 54.59
from pixels to 3D space. Complementing Human3.6m with our augmented MPI-INF-3DHP dataset
further reduces the error to 72mm.
4.3 Conclusion
This chapter demonstrates the improved generalizability to in-the-wild scenes made possible with the
proposed MPI-INF-3DHP dataset, and also proposes a transfer learning based approach to further
improve the generalizability to in-the-wild scenes by leveraging representations learned on 2D pose
annotated datasets. Despite the demonstrated competitive results, the proposed method is just a
first step, and has many limitations, which are discussed in Chapter 5. The formulation proposed
in Chapter 5 addresses some of the shortcomings, and takes a step further towards developing an
accurate and real-time 3D pose estimation system.
Chapter 5
Coupling 3D Pose Inference to
Direct Image Evidence
As mentioned in Section 1.1.1, the motion capture systems developed in this thesis estimate the
3D articulation θi of the kinematic structure of each subject i in the scene, along with the location
di ∈ R3 of a reference joint (pelvis) relative to the camera. For each frame, per detected subject, the
articulation of the kinematic structure expressed in terms of joint position, P3Di ∈ R3×J , is predicted
using learning based methods, together with a localization of the body joints P2Di ∈ R2×J in the
image plane. These are subsequently passed to a kinematic model fitting step along with information
about the skeleton scale. Kinematic model fitting incorporates information across frames to produce
temporally smooth joint angle estimates, and localizes the skeletal structures relative to the camera.
The general training schema described in the previous chapter leads to 3D pose estimators (P3Di )
that generalize to in-the-wild (unoccluded, single person) scene appearance. Importantly, improved
generalizability to in-the-wild scenes also improves the accuracy on various benchmarks, and for the
first time brings the accuracy of the per-frame monocular pose estimation system to a level that can
be considered good enough for a motion capture system to be built around.
However, closely examining the image-crop to 3D pose vector regression formulation reveals issues
with the way the learning task is formulated, which would impact the accuracy and run-time when
incorporated in the full system. Further, there is no clear path to scaling the direct pose vector
regression approach to the multi-person case. This chapter proposes an alternative formulation for
the single person case, with the key intuition to directly couple pose inference of each body part to
its local image evidence. This improves the prediction accuracy and run-time performance when
incorporated in the full system, and is extensible to multi-person scenarios.
In This Chapter
• Discussion of drawbacks of direct 3D pose vector regression from input image crops (Sec-
tion 5.1)
• Introduction of a new fully-convolutional 3D pose formulation to tie pose estimation to image
evidence (Section 5.3)
59
CHAPTER 5. COUPLING 3D POSE INFERENCE TO DIRECT IMAGE EVIDENCE 60
Figure 5.1: The 3D predictions resulting from direct image to 3D pose vector regression do not match the
extent of articulation of the input image, and tend towards the average pose of the training corpus.
The content of this chapter is based on D. Mehta et al. 2017b.
5.1 Shortcomings of Image-Crop-to-Pose-Vector Regression
5.1.1 Alignment of 3D Pose Prediction With Input Image
The direct regression approach used in the previous chapter is a commonly employed 3D pose
formulation. Given a cropped image I as input to the network, using the root-relative 3D pose P3D as
a direct regression target leads to predicted poses whose extent of articulation doesn’t match that of
the person in the image (See Figures 5.1 and 5.5). Though small misalignments can be addressed by
a subsequent inverse kinematics fit to 2D and 3D pose predictions, it takes more iterations (and time)
the more the misalignment. It is instructive to examine possible causes of this mode of inaccuracy in
the predictions.
One possible cause of the issue is that the pose regression network, which predicts root-relative
scale-normalized 3D poses, is forced to learn shift invariance (See Figure 5.2). An alternative would
be a formulation that lends itself to shift invariant inference, without the network’s output being shift
invariant. Any network capacity used up in learning shift invariance potentially comes at the cost
of network capacity available towards faithfully capturing the extent of articulation depicted in the
input image.
Another possible cause of this issue is that a direct pose regression approach does not ensure that the
appropriate parts of the image are considered when inferring the pose of a particular body part. The
root-relative 3D location of a particular body part can not only be inferred from direct image evidence
of that body part, but often also from the context provided by the rest of the body. The degree of
contribution of information from direct and indirect context to the final pose prediction is unclear in
the case of direct regression. The formulation proposed in this chapter makes the contribution of
direct and indirect image context more explicit by only relying on direct image evidence.
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Figure 5.2: Since the 3D pose is expressed as body root relative joint locations, shifting the person around in
the crop does not change the expected pose prediction. This implies that with a direct pose vector regression
approach, the network’s output is expected to be shift invariant.
5.1.2 Sensitivity to the Quality of Image Crop
The direct regression approach expects image crops around the subject to be input. The use of
an image crop around the subject results in better pose accuracy (Cao et al. 2017), and for the
single person case it is less computationally costly than feeding the complete image to the network.
However it requires additional preprocessing of the input image to localize the subject and crop the
subject. In addition to the extra preprocessing cost of computing the bounding-box, the quality of the
crops at deployment would not match the ground truth crops used for training, and such a domain
shift degrades performance significantly, as shown in Section 5.3.3.
5.2 Motivating A Fully Convolutional 3D Pose Formulation
An alternative to the direct regression approach is making the network training objective fully
convolutional, which makes the output of the network shift equivariant. Each body joint is localized
in the image plane, and its pixel location is used to read out the body joint’s 3D pose from the fully
convolutional output. This read-out (or voting) scheme results in shift invariant predictions without
the network output needing to be shift invariant.
Also, as discussed in Chaper 2, for 2D pose estimation with convolutional neural networks, the
change of formulation from direct regression of x,y body-joint coordinates (Toshev et al. 2014) to a
heatmap based body-joint detection formulation (Tompson et al. 2014) has been the key driver behind
significant improvements in 2D pose estimation. This serves as additional motivation for developing
a fully-convolutional formulation. Concurrent with the approach presented in this Chapter, Pavlakos
et al. 2017 also develop a fully convolutional 3D pose formulation, but it is limited by an expensive
volumetric output predicted per joint, which makes it untenable for larger image sizes. Further,
as would be discussed in Chapter 6, such a volumetric formulation is not easily extensible to the
multi-person case. Some approaches bypass the problems with direct image to pose vector regression
by instead predicting 3D pose from 2D keypoints (Martinez et al. 2017; Xiaowei Zhou et al. 2015a)
extracted using a fully convolutional 2D heatmap formulation. However 2D to 3D lifting is less
accurate due to depth ambiguities, which image cues can help disambiguate. Others (Xingyi Zhou
et al. 2017) jointly predict 2D keypoints as heatmaps and regress the depth dimension as a vectorized
output.
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Figure 5.3: Location-Maps: Schema of the fully-convolutional formulation for predicting root-relative joint
locations. For each joint j, the 3D coordinates are predicted from their respective location-maps X j,Y j,Z j
at the position of the maximum in the corresponding 2D heatmap H j. The structure observed here in the
location-maps emerges due to the spatial loss formulation.
5.3 The Location-Map Formulation
The heatmap based formulation for 2D pose estimation naturally ties image evidence to pose
estimation by predicting a confidence heatmap H j over the image plane for each joint j ∈ {1..J}.
The 2D heatmap formulation can be extended to 3D using three additional location-maps X j,Y j,Z j
per joint j, capturing the root-relative locations x j, y j and z j respectively. To have the 3D pose
prediction linked more strongly to the 2D appearance in the image, the x j, y j and z j values are read
off from their respective location-maps at the position of the maximum of the corresponding joint’s
2D heatmap H j, and stored in P3D = {x, y, z}, where x ∈ R1×J is a vector that stores the coordinate
x location of each joint maximum.
There are several ways of interpreting the formulation. The design can be thought of as making 3D
pose inference for a particular joint by having the network’s receptive field centered on that joint.
Alternatively, the maps X j,Y j,Z j can be seen as encoding possible candidates for joint j’s pose,
conditioned on the pixel location, and the image evidence for joint j votes for the candidate at the
the pixel location corresponding to the maximum of heatmap H j. The pose formulation is visualized
in Figure 5.3.
Bounding-box Tracker: Networks using this fully-convolutional formulation are not constrained
in input image size, and can work without tight crops. However, for efficient inference, the 2D joint
location predictions can be used to bootstrap a no-cost bounding-box tracker for cropping a region
around the subject in the subsequent frame. The crop is resized to a pre-determined pixel resolution
(typically 256×256 px, or 368×368 px) before being passed to the network. The predicted 2D joint
locations in the crop are then converted to original image coordinates and an enclosing bounding-box
obtained. A buffer region of +/- 20% of each dimension is added around the bounding box and used
as the bounding-box for the next frame.
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Figure 5.4: Network Structure. The structure above is preceded by ResNet50/100 till level 4. We use
kinematic parent relative 3D joint location predictions ∆X, ∆Y, ∆Z as well as bone length maps BL con-
structed from these as auxiliary tasks.The network predicts 2D location heatmaps H and root-relative 3D
joint locations X, Y, Z.
5.3.1 Training Objective For Location-Maps
To enforce the fact that only x j, y j and z j from their respective maps at joint j’s 2D location are of
interest, the joint’s location-map loss is weighted stronger around the joint’s 2D location, and no loss
is enforced far away from the joint’s 2D location. Using L2 loss, for x j the loss formulation is:
Loss(x j) = ‖HGTj  (X j−XGTj )‖2, (5.1)
where GT indicates ground truth and  is the Hadamard product. The location maps are weighted
with the respective ground truth 2D heatmap HGTj , which in turn have confidence equal to a Gaussian
with a small support localized at joint j’s 2D location. Note that no structure is imposed on
the location-maps. The structure that emerges in the predicted location-maps is indicative of the
correlation of x j and y j with root-relative location of joint j in the image plane. See Figure 5.3.
5.3.2 Experimental Details
Network Architecture: The ResNet-50 network architecture of K. He et al. 2016a is adapted for
use with the proposed formulation by replacing the layers of ResNet-50 from res5a onwards with
the architecture depicted in Figure 5.4, producing the heatmaps and location-maps for all joints
j ∈ {1..J}. After training, the Batch Normalization [2015] layers are merged with the weights of their
preceding convolution layers to improve the speed of the forward pass. Other network architectures
can be employed in place of ResNet-50, such as the deeper and more expensive ResNet-100, or the
efficient SelecSLS network architecture proposed in Chapter 7.
Intermediate Supervision: 2D heatmaps and 3D location-maps are also predicted from the features
at res4d and res5a. During training, we taper down the weights of intermediate losses with increasing
iteration count. Additionally, similar to the root-relative location-maps X j, Y j and Z j, kinematic
parent-relative location-maps ∆X j, ∆Y j and ∆Z j are predicted from the features at res5b, and
additional feature maps, termed as bone length-maps, are calculated as:
BL j =
√
∆X j∆X j +∆Y j∆Y j +∆Z j∆Z j. (5.2)
These intermediate predictions are subsequently concatenated with the intermediate features, to give
the network an explicit notion of bone lengths to guide the predictions. See Figure 5.4.
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Figure 5.5: A visual look at the direct 3D predictions resulting from the fully-convolutional formulation vs
direct pose vector regression. The location-map formulation allows the predictions to be more strongly tied to
image evidence, leading to overall better pose quality, particular for the end effectors. The red arrows point to
mispredictions. The location-map formulation produces occasional large mispredictions when the underlying
2D joint is misdetected, but these errors can be easily remedied in case of video input through filtering.
Training: The network is pretrained for 2D pose estimation on MPII (Mykhaylo Andriluka
et al. 2014) and LSP (Johnson et al. 2010, 2011) to allow superior in-the-wild performance, as
discussed in the previous chapter. For 3D pose, both MPI-INF-3DHP (D. Mehta et al. 2017a) and
Human3.6m (Ionescu et al. 2014b) datasets are used, as per the details in Chapter 3. The network is
trained with person centered crops, and image scale augmentation is used at 2 scales (0.7×,1.0×),
resulting in 75k training samples for Human3.6m and 100k training samples for MPI-INF-3DHP
datasets. Figure 3.5 shows a few representative frames of training data. In addition to the 17
joints typically considered, hands and foot tip positions are also considered. The ground truth joint
positions are with respect to a height normalized skeleton (knee–neck height 92 cm). A variant of
the direct regression approach discussed in the previous chapter is trained on identical data with
these 21 joints.
The Caffe [2014] framework is used for training with the Adadelta (Zeiler 2012) solver, with step
learning rate tapering.
5.3.3 Results
The accuracy improvements over direct 3D pose vector regression (Chapter 4) are validated on
Human3.6m dataset [2014] and the MPI-INF-3DHP [2017] dataset proposed in the thesis.
Quantitative Evaluation: Results of the proposed Location-Map formulation are compared primar-
65 5.3. THE LOCATION-MAP FORMULATION
Table 5.1: Comparison of location-map formulation against state of the art on MPI-INF-3DHP test set, using
ground-truth bounding-boxes. The table reports the Percentage of Correct Keypoints measure in 3D, and the
Area Under the Curve for the same, as proposed by MPI-INF-3DHP [2017], as well as the Mean Per Joint
Position Error in mm. Higher PCK and AUC is better, and lower MPJPE is better.
Stand/ Sit On Crouch/ On the
Network Scales Walk Exerc Chair Reach Floor Sports Misc Total
3DPCK 3DPCK 3DPCK 3DPCK 3DPCK 3DPCK 3DPCK 3DPCK AUC MPJPE
Location-Maps
ResNet-100
0.7,1.0 89.0 78.0 71.6 74.4 48.2 87.5 80.7 76.5 40.8 122.5
1.0 88.0 74.3 68.3 68.5 41.9 85.5 78.9 73.3 38.5 136.1
Location-Maps
ResNet-50
0.7,1.0 88.8 79.7 76.3 75.3 51.4 89.1 80.9 78.1 42.0 119.2
1.0 88.4 75.8 71.4 68.8 45.4 87.2 80.6 75.0 39.2 132.8
Direct Regression
ResNet-100
0.7,1.0 89.5 77.1 75.3 74.5 52.4 87.1 80.5 77.5 41.1 113.1
1.0 89.1 74.3 72.6 67.9 49.7 86.4 79.9 75.3 39.6 122.2
Table 5.2: Results on MPI-INF-3DHP test set with the bounding-box corners randomly jittered between +/-
40px to emulate noise from a bounding-box estimator. The fully-convolutional formulation is more robust
than a comparative fully-connected formulation. The evaluation is at a single scale (1.0).
Stand/ Sit On Crouch/ On the
Method Walk Exerc Chair Reach Floor Sports Misc Total Total Delta
3DPCK 3DPCK 3DPCK 3DPCK 3DPCK 3DPCK 3DPCK 3DPCK AUC 3DPCK AUC
Location-Maps (ResNet-100) 87.7 71.4 65.2 65.6 38.2 84.6 78.4 71.5 37.4 -1.9 -1.0
Location-Maps (ResNet-50) 86.6 71.6 66.6 65.5 41.0 85.6 79.4 72.1 37.4 -2.9 -1.8
Direct Regression (Resnet-100) 86.9 66.9 70.3 62.2 45.3 84.5 77.7 71.9 37.0 -3.4 -2.6
ily with the direct pose vector regression approach described in Chapter 4, on the MPI-INF-3DHP
dataset, using 3D Percentage of Correct Keypoints metric (3D PCK @150mm) discussed in Chap-
ter 3. Both methods are trained on the same data (Human3.6m + MPI-INF-3DHP), as detailed in
Section 5.3.2, to be compatible in terms of the camera viewpoints selected, and use ResNet100 as the
base architecture for a fair comparison. Table 5.1 shows the results of the raw 3D predictions from
both methods, using ground-truth bounding-box cropped frames. The results of both are comparable.
The slight increase in accuracy on going to a 50-layer network is possibly due to the better gradient
estimates coming from larger mini-batches that can be fit into memory while training, on account of
the smaller size of the network. Due to Location-Map based pose inference being strongly linked to
image appearance, there is a decrease in accuracy for activities with significant occlusion, such as
sitting and lying on the floor. Additionally, the Mean Per Joint Position Error (MPJPE) numbers in
mm are also reported. Note that MPJPE is not a robust measure, and is heavily influenced by large
outliers, and hence the worse performance on the MPJPE measure (119.2mm vs 113.1mm) despite
the better 3D PCK results (78.1% vs 77.5%) with ResNet-50.
For Human3.6m, using the protocol as in earlier work (Pavlakos et al. 2017; B. Tekin et al. 2017), all
actions and cameras for subject number 9 and 11 are evaluated, and the Mean Per Joint Position Error
(mm) for root-relative 3D joint positions reported. See Table 5.3. Note that despite the occasional
large outliers affecting the MPJPE measure, unfiltered Location-Map predictions are still better than
most of the existing methods.
Per-jiont Analysis: The joint-wise breakup of accuracy of Location-Map ResNet-100 predictions
vs direct regression predictions in Figure 5.6 shows that the accuracy of wrist predictions with
Location-Maps is significantly better, while the accuracy of the head is markedly worse. Figure
5.5 shows a visual comparison between the two methods, further demonstrating the strong tie-in
to image appearance that the Location-Map formulation affords, as well as the downsides of the
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Figure 5.6: Joint-wise breakdown of the accuracy of Location-Map and direct regression based predictions
with ResNet-100 based CNN on MPI-INF-3DHP test set.
Figure 5.7: Fraction of joints incorrectly predicted on MPI-INF-3DHP test set, as determined by the distance
between the predicted joint location and the ground truth joint location being greater than the error threshold.
The dotted line marks the threshold for which the 3D PCK numbers are reported. Bottom right part of the
curve shows that Location-Map based inference has larger occasional mispredictions, which result in higher
MPJPE numbers despite otherwise similar performance.
strong tie-in. Location-Map predictions are prone to occasional large mispredictions when the body
joint 2D location detector misfires. It is these large outliers that obfuscate the reported MPJPE
numbers. Figure 5.7, which plots the fraction of mispredicted joints vs. the error threshold on
MPI-INF-3DHP test set shows that Location-Map predictions have a higher fraction of per-joint
mispredictions beyond 300mm. It explains the higher MPJPE numbers compared to direct regression,
despite equivalent PCK performance. The various filtering stages employed in the full pipeline
ameliorate these large mispredictions.
Effect of Inexact Crops: To demonstrate that the proposed fully-convolutional pose formulation
is less sensitive to inexact cropping than networks directly regressing 3D pose vectors, a noisy
bounding-box estimator is emulated by jittering the ground-truth bounding-box corners of MPI-INF-
3DHP test set uniformly at random in the range of +/- 40 px. This also captures scenarios where one
or more end effectors are not in the frame, so a loss in accuracy is expected for all methods. Table
5.2 shows that the direct pose vector regression approach suffers a worse hit in accuracy than the
location-map approach, going down by 3.4 PCK, compared to a decrease of only 1.9 PCK with the
location-map approach..
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Table 5.3: Results of Location-Map based predictions on Human3.6m, evaluated on the ground truth
bounding-box crops for all frames of Subject 9 and 11. The Location-Map based networks shown here use
only Human3.6m as the 3D training set, and are pretrained for 2D pose prediction. ∗1 and ∗2 are identical,
except ∗1 is trained for 17 joints, while ∗2 is trained for 21 joints similar to the Location-Map networks. The
error measure used is Mean Per Joint Position Error (MPJPE) in millimeters. Note again that the error
measure used is not robust, and subject to obfuscation from occasional large mispredictions, such as those
exhibited by the raw Location-Map predictions.
Sit Take Walk Walk
Method Direct Discuss Eating Greet Phone Posing Purch. Sitting Down Smoke Photo Wait Walk Dog Pair All
Xiaowei Zhou et al. 2015c 87.4 109.3 87.1 103.2 116.2 106.9 99.8 124.5 199.2 107.4 143.3 118.1 79.4 114.2 97.7 113.0
Bugra Tekin et al. 2016b 102.4 147.7 88.8 125.3 118.0 112.3 129.2 138.9 224.9 118.4 182.7 138.8 55.1 126.3 65.8 125.0
Y. Yu et al. 2016 85.1 112.7 104.9 122.1 139.1 105.9 166.2 117.5 226.9 120.0 135.9 117.7 137.4 99.3 106.5 126.5
Ionescu et al. 2014b 132.7 183.6 132.4 164.4 162.1 150.6 171.3 151.6 243.0 162.1 205.9 170.7 96.6 177.1 127.9 162.1
Xingyi Zhou et al. 2016 91.8 102.4 97.0 98.8 113.4 90.0 93.8 132.2 159.0 106.9 125.2 94.4 79.0 126.0 99.0 107.3
Pavlakos et al. 2017 58.6 64.6 63.7 62.4 66.9 57.7 62.5 76.8 103.5 65.7 70.7 61.6 69.0 56.4 59.5 66.9
D. Mehta et al. 2017a∗1 52.6 63.8 55.4 62.3 71.8 52.6 72.2 86.2 120.6 66.0 79.8 64.0 48.9 76.8 53.7 68.6
B. Tekin et al. 2017 85.0 108.8 84.4 98.9 119.4 98.5 93.8 73.8 170.4 85.1 95.7 116.9 62.1 113.7 94.8 100.1
Location-Map (ResNet-100) 61.7 77.8 64.6 70.3 90.5 61.9 79.8 113.2 153.1 80.9 94.4 75.1 54.9 83.5 61.0 82.5
Location-Map (ResNet-50) 62.6 78.1 63.4 72.5 88.3 63.1 74.8 106.6 138.7 78.8 93.8 73.9 55.8 82.0 59.6 80.5
Direct Regression [2017]∗2 52.4 65.6 59.9 65.8 76.7 53.1 72.7 88.6 117.2 66.9 81.9 67.1 52.4 76.3 56.3 70.5
5.4 Conclusion
This chapter highlights various issues with a direct image to 3D pose regression formulation, and
proposes an alternative formulation, termed Location-Maps, which is fully convolutional and directly
couples pose inference of each body part to its supporting image evidence. This not only leads to an
improved per-frame prediction accuracy for various activity classes, but the formulation predicts 2D
body pose along with the 3D pose, which can be used to bootstrap a no-cost bounding-box tracker.
This has the advantage that the complete input image does not need to be processed at every time
step, which prevents wasteful computations on image regions not occupied by the subject, and does
not require a separate person detection step to be run per frame. Further, the formulation is shown
to be robust to bounding box jitter, performing better than the direct regression approach under
realistic deployment scenarios. These characteristics enable real-time monocular RGB based body
pose inference on typical consumer desktops. The formulation suffers from occasional outliers when
the underlying 2D pose prediction misfires, but in the context of a motion capture system those
can be easily remedied through filtering. Chapter 8 discusses the design of a real-time monocular
RGB based single-person motion capture system based on the formulation developed in this chapter,
to produce temporally smooth joint angle estimates which can be readily be employed for various
applications, such as driving virtual characters in interactive games. Chapter 6 builds upon the
Location-Map formulation with several additional insights to allow efficient, and occlusion robust






Moving from the unoccluded single-person scenario to more complex scenes encountered in-the-wild,
the formulation should be able to handle occlusions by objects, multiple subjects in the scene, often
in close interaction, and inter-personal occlusions, while generalizing to diverse clothing and scene
appearance. This makes the problem significantly harder. Since the overall objective is to enable
real-time motion capture deployable on a typical consumer desktop computer, the run time cost of
the system is an important factor as well in the design of the algorithms.
In This Chapter
• Discussion of the limitations of the location-map formulation from Chapter 5 under par-
tial occlusion, and failings of naïve extension of location-maps to multi-person scenarios
(Section 6.1.2)
• Extension of insights from the location-map formulation to develop a pose-map formulation
robust to object occlusions (ORPM) and able to handle multiple subjects without needing
to scale up the inference cost in direct proportion to the number of people in the scene
(Section 6.2)
• Discussion of the limitations of ORPM under inter-personal occlusion, and proposal of an
alternative pose formulation that reasons only about visible body parts directly supported by
image evidence, and delegates the reasoning of occluded body parts to a second small stage
operating per-person with fully body context (Section 6.3)
The content of this chapter is based on D. Mehta et al. 2018 and D. Mehta et al. 2020.
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6.1 Related Work
6.1.1 Multi-person 2D Pose Estimation Revisited
Multi-person 2D pose estimation approaches are discussed in Chapter 2. Multi-person 2D pose
estimation methods can be broadly classified into bottom-up and top-down approaches. Top-down
approaches detect individuals in a scene and utilize single-person 2D pose approaches for estimating
the pose for each individual (Gkioxari et al. 2014; Iqbal et al. 2016; Papandreou et al. 2017;
Pishchulin et al. 2012; Sun et al. 2011).
Bottom-up approaches localize the body parts of all subjects and subsequently group the body parts
together into individuals. This part association can be done by predicting part locations and their
identity embeddings together (Newell et al. 2017), or by solving a graph cut problem (Insafutdinov
et al. 2017; Pishchulin et al. 2016). Cao et al. 2017 predict joint locations and part affinities (PAFs),
which are 2D vectors linking each joint to its parent. PAF based greedy part association enables
real time multi-person 2D pose estimation. The formulations presented in this chapter will utilize
PAFs to localize and associate body parts in 2D to support 3D pose inference, and the contributions
presented would be with regards to the 3D pose encoding. The 2D pose estimation formulation can
be swapped out for alternative bottom-up formulations.
Top-down and bottom-up approaches, each have their own set of advantages and disadvantages.
Top-down approaches which extract bounding boxes in the image and pass a scale normalized
bounding box to a single person pose estimator yield more accurate pose estimates than bottom-up
approaches, as shown in ibid. However, such a two stage approach is expensive, and the inference
time is directly proportional to the number of subjects in the scene. Top-down approaches inspired
by Faster RCNN [2015], where the bounding-box (ROI) is applied to the features instead of the input
image, are fast and with a fixed inference time per frame, but lose out on the improved accuracy
owing to input scale normalization of each subject. Also, with bounding-box/ROI based top-down
approaches, there are multiple overlapping proposals for the same subject (Gregory Rogez et al.
2017), which need to be fused in a post-processing step. Additionally, with multiple subjects in close
proximity, it may not be clear which individual to focus on in a given bounding-box/ROI proposal.
For these reasons, the 3D pose formulations developed in this chapter follow a bottom-up approach,
and also employ a bottom-up 2D pose formulation.
For a more thorough discussion of multi-person 2D pose estimation, also refer to Chapter 2.
6.1.2 Location-Maps Revisited
The location-map formulation presented for the singe person case in the previous chapter utilizes
joint specific feature channels to store the 3D coordinates x j,y j,z j of joint j in the respective joint’s
location maps X j,Yj,Z j at the joint’s 2D pixel location (u j,v j). Per joint heatmaps H j encode the
joint detection confidences, and the pixel location of the peak is chosen as the joint’s 2D detection
location.
Although this simple location-map formulation enables full 3D pose inference, it has several short-
comings. First, it assumes that all joints of a person are fully visible, and breaks down under partial
occlusion, which is common in general scenes. Second, efficient extension to multiple people is not
straightforward. Introducing separate location-maps per person requires dynamically changing the
number of outputs or enforcing an upper limit on the number of subjects in the scene. Pre-processing
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Figure 6.1: Multiple levels of selective redundancy in Occlusion-robust Pose-map (ORPM) formulation.
Location-maps (D. Mehta et al. 2017b) (left) only support readout at a single pixel location per joint type.
ORPMs (middle) allow the complete body pose to be read out at torso joint pixel locations (neck, pelvis).
Further, each individual limb’s pose can be read out at all 2D joint pixel locations of the respective limb. This
translates to read-out of each joint’s location being possible at multiple pixel locations in the joint’s location
map. The example at the bottom shows how 3D locations of multiple people are encoded into the same map
per joint and no additional channels are required.
the input frame by extracting person bounding boxes before feeding it to a location-map based
single person pose estimator makes the inference time scale in proportion to the number of subjects
in the scene, as discussed earlier, which would make it hard to achieve real-time performance on
scenes with many subjects. Similar reasons prevent the extension of the volumetric pose formulation
of Pavlakos et al. 2017 to the multi-person case.
6.2 ORPMs - An Occlusion Robust Bottom-up 3D Pose Formulation
As discussed previously, the goal is to develop a bottom-up formulation with a fixed number of
outputs regardless of the number of people in the scene. Further, unlike 2D pose approaches that
make no prediction for occluded joints, the 3D pose formulation should output predictions for the
complete skeleton regardless of the extent of occlusion. Occlusion-Robust Pose Maps (ORPMs) are
a first attempt at such a formulation.
The key insight of ORPM is the incorporation of redundancy into the location-maps. The body
is represented decomposed into torso, four limbs, and head (see Figure 6.2). Occlusion-robust
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pose-maps (ORPMs) support multiple levels of redundancy: (1) they allow the read-out of the
complete base pose P ∈ R3×n at one of the torso joint locations (neck or pelvis), (2) the base pose
(which – being similar to a direct pose vector regression formulation – may not capture the full
extent of articulation, as discussed in Chapter 5) can be further refined by reading out the head and
individual limb poses where 2D detections are available, and (3) the complete limb pose can be read
out at any 2D joint location of that limb. Together, these ensure that a complete and as articulate
as possible pose estimate is available even in the presence of heavy occlusions of the body (see
Figure 6.2). In addition, the redundancy in ORPMs allows to encode the pose of multiple partially
overlapping persons without loss of information, thus removing the need for a variable number of
output channels. See Figure 6.1.
Naïve Redundancy: It is easy to see that a naïve approach to introduce redundancy by allowing full
pose read-out at all body joint locations breaks down for interacting and overlapping people, leading
to supervision and read-out conflicts in all location-map channels. Where body parts of two subjects
are in close proximity, the output map would be expected to encode two entirely different poses
only a few pixels apart. It is the selective introduction of redundancy that restricts these conflicts
to pose-map channels of limbs of the same kind, i. e. , wrist of one person in the proximity of a
knee of another person cannot cause read-out conflicts because the pose of those joints is encoded in
their respective pose-maps. If the complete pose was encoded at each joint location, there would be
conflicts for each pair of proximate joints across people.
Next, ORPMs (Sec. 6.2.1) are formally defined, and the inference process explained in detail
(Sec. 6.2.2).
6.2.1 Formulation
Given a monocular RGB image I of size W ×H, the root-relative 3D pose P = {P3Di}mi=1 for
each of the m persons in the image is sought. Here, PLi ∈ R3×J describes the 3D locations of
the J = 17 body joints of person i. In the rest of the chapter, the 3D pose of each person is
expressed as kinematic-parent-relative joint locations Pi, as indicated in Figure 6.2, and can trivially
be converted to root-relative locations. The body joints are grouped into pelvis, neck, head, and
a set of limbs: L = {{shoulders,elbows,wrists},{hips,knees,ankles} | s ∈ {right, left}} . The 3D
locations of the joints are then encoded in the occlusion-robust pose-maps denoted by M = {M j}nj=1,
where M j ∈ RW×H×3. In contrast to simple location-maps, the ORPM M j stores the 3D location




l, if ∃l ∈ L with j ∈ l
{head}, if j = head
/0, otherwise
. (6.1)
Note that—since joint j of all persons i is encoded in M j—it can happen that read-out locations
coincide for different people, i. e. , ρi1( j)∩ρi2( j) 6= /0. In this case, M j contains information about
the person closer to the camera at the overlapping locations. However, due to the built-in redundancy
in the ORPMs, a pose estimate for the partially occluded person can still be obtained at other
available read-out locations.
To estimate where the pose-maps can be read out, 2D joint heatmaps H = {H j ∈ RW×H}nj=1
heatmaps are also predicted by the network, similar to the location-map formulation developed in the
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Figure 6.2: Example of the choice of read-out pixel location for right elbow pose under various scenarios.
First the complete body pose is read out at one of the torso locations. a.) If the limb extremity is un-occluded,
the pose for the entire limb is read out at the extremity (wrist), b.) If the limb extremity is occluded, the
pose for the limb is read out at the joint location further up in the joint hierarchy (elbow), c.) If the entire
limb is occluded, the limb’s pose from base pose read out at one of the torso locations (neck) is retained,
d.) Read-out locations indicated for inter-person interaction, e.) If two joints of the same type (right wrist
here) overlap or are in close proximity, limb pose read-out is done at a safer isolated joint further up in the
hierarchy.
previous chapter. Additionally, part affinity fields A = {A j ∈ RW×H×2}nj=1 [2017] which represent a
2D vector field pointing from a joint of type j to its parent are predicted as well. As described earlier,
this facilitates association of 2D detections in the heatmaps (and hence read-out locations for the
ORPMs) to person identities and enables per-person read-outs when multiple people are present.
6.2.2 Pose Inference
Read-out of 3D pose of multiple people from ORPMs starts with inference of 2D joint locations
P 2D = {P2Di}mi=1 with P2Di = {(u,v)ij}nj=1 and joint detection confidences C 2D = {C2Di ∈ Rn}mi=1
for each person i in the image. Explicit 2D joint-to-person association is done with the predicted
heatmaps H and part affinity fields A using the approach of Cao et al. 2017. Next, the 2D joint
locations P 2D and the joint detection confidences C 2D are used in conjunction with ORPMs M to
infer the 3D pose of all persons in the scene.
Read-Out Process: By virtue of the ORPMs 3D joint locations can be read out at select multiple
pixel locations as described above. Let the following joints be defined as extremity joints: the wrists,
the ankles, and the head. The neck and pelvis 2D detections are usually reliable, these joints are
most often not occluded and lie in the middle of the body. Therefore, the full base pose is read out at
the neck location. If the neck is invalid (as defined below) then the full pose is read at the pelvis
instead. If both of these joints are invalid, the person is considered to not be visible in the scene and
no pose is predicted. While robust, full poses read at the pelvis and neck are similar to the vectorized
pose formulation discussed in Chapter 4, and consequently tend to be closer to the average pose in
the training data, and do not match the extent of articulation of subject. Hence, for each limb, the
limb pose is read out at the extremity joint. Note again that the complete limb pose can be accessed
at any of that limb’s 2D joint locations. If the extremity joint is valid, the limb pose replaces the
corresponding elements of the base pose. If the extremity joint is invalid however, the kinematic
chain is traversed up and the validity of the other joints of the limb is checked. If all joints of the
limb are invalid, the pose for this limb coming from the base pose cannot be further refined. This
read-out procedure is illustrated in Figure 6.2 and algorithmically described in Appendix C.
2D Joint Validation: A 2D body joint location P2D ji = (u,v)ij of person i is considered a valid
read-out location iff (1) it is un-occluded, i. e. , has confidence value higher than a threshold tC, and
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Figure 6.3: The network architecture with 2DPose+Affinity branch predicting the 2D heatmaps HCOCO
and part affinity maps ACOCO with a spatial resolution of (W/8,H/8), and 3DPose branch predicting 2D
heatmaps HMPI and ORPMs MMPI with a spatial resolution of (W/4,H/4), for an input image with resolution
(W,H).
(2) it is sufficiently far (≥ tD) away from all read-out locations of joint j of other individuals:
valid(P2D ji ) ⇔ C2D
j
i > tC ∧ ||a−P2D
j
i ||2 ≥ tD
∀ī = [1:m], ī 6= i. ∀a ∈ ρī( j). (6.2)
The ORPM formulation together with the occlusion-aware inference strategy with limb refinement
enables plausible pose inference even for strongly occluded body parts while exploiting all available
information if individual limbs are visible. The performance of the proposed formulation is validated
on both the occluded joints as well as the visible joints on the multi-person 3D pose test set MuPoTS-
3D described in Chapter 3.
6.2.3 Experimental Details
ResNet-50 (K. He et al. 2016a) is used as the backbone network, and the head of the network splits
into two — a 2DPose+Affinity stream and a 3DPose stream. The core network and the first branch
are trained on MS-COCO (T.-Y. Lin et al. 2014) and the second branch is trained with single-person
MPI-INF-3DHP or multi-person composited MuCo-3DHP as per the scenario. The datasets are
described in Chapter 3.
The 2DPose+Affinity stream predicts the 2D heatmaps HCOCO for the MS-COCO body joint set, and
part affinity fields ACOCO. The 3DPose stream predicts 3D ORPMs MMPI as well as 2D heatmaps
HMPI for the MPI-INF-3DHP (D. Mehta et al. 2017a) joint set, which has some overlap with the
MS-COCO joint set, but does not include facial keypoint annotations and includes annotations for
hands, toes and spine. The pose read-out locations as described previously, are restricted to the
common minimum joint set between the two, indicated by the circles in Figure 6.2.
Training Data Processing: Following the compositing approach described in Chapter 3, composites
of MuCo-3DHP are created using 12 out of the 14 available camera viewpoints (using only 1 of the
3 available top down views) in MPI-INF-3DHP (ibid.) training set. Overall 400k composite frames
of MuCo-3DHP are created, of which half are without any appearance augmentation. For training,
the composited frame is cropped around the subject closest to the camera, and rotation, scale, and
bounding-box jitter augmentation are applied. Since the data was originally captured in a relatively
restricted space, the likelihood of there being multiple people visible in the crop around the main
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Figure 6.4: Qualitative comparison of pose read out at torso locations (neck/pelvis) and the full pose read-out
scheme. LCR-net [2017] prediction is also shown, and exhibits a tendency towards neutral pose similar to
the limited articulation of the pose read out at torso locations. The full read-out scheme addresses the issue.
person is high. The combination of scale augmentation, bounding-box jitter, and cropping around
the subject closest to the camera results in many examples with truncation from the frame boundary,
in addition to the inter-person occlusions occurring naturally due to the compositing. See Figure 3.7
for example composites from MuCo-3DHP.
Training Loss: The 2D heatmaps HCOCO and HMPI are trained with per-pixel L2 loss comparing the
predictions to the reference which has unit peak Gaussians with a limited support at the ground truth
2D joint locations, as is common. The part affinity fields ACOCO are similarly trained with a per-pixel
L2 loss, using the framework made available by Cao et al. 2017. While training ORPMs with
MuCo-3DHP, per joint type j, for all subjects i in the scene, a per-pixel L2 loss is enforced in the
neighborhood of all possible read-out locations ρi( j). The loss is weighted by a limited support
Gaussian centered at the read-out location, similar to location-map training.
Training Details: The network is trained using the Caffe (Jia et al. 2014) framework. The core
network’s weights were initialized with those trained for 2D body pose estimation on MPI (Mykhaylo
Andriluka et al. 2014) and LSP (Johnson et al. 2010, 2011) datasets as proposed in D. Mehta et al.
2017a, and described in Chapter 4. The core network and the 2DPose + Affinity branch are trained
for multi-person 2D pose estimation using the framework provided by Cao et al. 2017. The AdaDelta
solver, with a momentum of 0.9 and weight decay multiplier of 0.005 is used, with a batch size of 8.
The network is trained for 640k iterations with a cyclical learning rate ranging from 0.1 to 0.000005.
The 3DPose branch is trained with the core network and 2DPose + Affinity branch weights frozen. A
batch size of 6 is used, and trained for 360k iterations with a cyclical learning rate ranging from 0.1
to 0.000001.
6.2.4 Results and Comparisons
Even though the main goal of the method is multi-person 3D pose estimation in general scenes,
which exhibits specific and more difficult challenges than single-person pose estimation, single-
person pose estimation datasets can be used to validate the usefulness of various components of the
ORPM formulation, in conjunction with multi-person pose benchmarks.
Figure 6.6 presents qualitative results of ORPM based multi-person pose estimation, showcasing the
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Table 6.1: Comparison of results on MPI-INF-3DHP (D. Mehta et al. 2017a) test set. Percentage of Correct
Keypoints measure in 3D (@150mm) for select activities, and the total 3DPCK and the Area Under the
Curve for all activities are reported. The evaluations use multi-scale augmentation. Complete activity-wise
breakdown is in Appendix C
.
Sit Crouch Total
Method PCK PCK PCK AUC
D. Mehta et al. 2017a 75.3 74.5 77.5 41.1
Location-map [2017] 76.3 75.3 78.1 42.0
LCR-net Gregory Rogez et al. 2017 58.5 69.4 59.7 27.6
Zhou et al.Xingyi Zhou et al. 2017 60.7 71.4 69.2 32.5
ORPM Single-Person (Torso) 69.4 69.9 66.4 32.9
ORPM Single-Person (Full) 79.1 77.9 76.2 38.3
ORPM Multi-Person (Torso) 66.8 66.9 65.0 31.8
ORPM Multi-Person (Full) 76.0 73.2 74.1 36.7
Table 6.2: Sequence-wise evaluation of ORPMs and LCR-net (Gregory Rogez et al. 2017) on multi-person
3D pose test set MuPoTS-3D. Both (a) the overall accuracy (3DPCK), and (b) accuracy only for person
annotations matched to a prediction are reported.
TS1 TS2 TS3 TS4 TS5 TS6 TS7 TS8 TS9 TS10 TS11 TS12 TS13 TS14 TS15 TS16 TS17 TS18 TS19 TS20 Total
a.)
LCR-net 67.7 49.8 53.4 59.1 67.5 22.8 43.7 49.9 31.1 78.1 50.2 51.0 51.6 49.3 56.2 66.5 65.2 62.9 66.1 59.1 53.8
ORPM 81.0 59.9 64.4 62.8 68.0 30.3 65.0 59.2 64.1 83.9 67.2 68.3 60.6 56.5 69.9 79.4 79.6 66.1 66.3 63.5 65.0
b.)
LCR-net 69.1 67.3 54.6 61.7 74.5 25.2 48.4 63.3 69.0 78.1 53.8 52.2 60.5 60.9 59.1 70.5 76.0 70.0 77.1 81.4 62.4
ORPM 81.0 64.3 64.6 63.7 73.8 30.3 65.1 60.7 64.1 83.9 71.5 69.6 69.0 69.6 71.1 82.9 79.6 72.2 76.2 85.9 69.8
ability to handle complex in-the-wild scenes, and some degree of inter-personal occlusion.
Analysis of Limb Pose Read-out Scheme
The limb pose read-out strategy is validated on the single person MPI-INF-3DHP test set quan-
titatively and qualitatively. The base pose read out at neck or pelvis is similar to direct 3D pose
vector regression, in that it does not tie pose inference to direct image evidence. The base pose
read out at one of the torso joints tends towards the mean pose of the training data. Hence, for
poses with significant articulation of the limbs, the base pose does not provide an accurate pose
estimate, especially for the end effectors. On the other side, empirically the limb poses read out
further down in the kinematic chain, i. e. , closer to the extremities, include more detailed articulation
information for that limb. The proposed read-out process exploits this fact, significantly improving
overall pose quality by limb refinement when limbs are available. Table 6.1 shows that the benefit of
the full read-out is consistent over all metrics independent of whether it is trained on single-person
(MPI-INF-3DHP) or multi-person data (MuCo-3DHP), with a ≈10 3DPCK advantage over torso
read-out. See Figure 6.4.
Comparison with Prior Art
For un-occluded sequences, ORPM inference results are comparable to methods designed for single-
person cases, while showing much better performance for sequences with strong occlusions. ORPM
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based inference outperforms the only other multi-person method (LCR-net (Gregory Rogez et al.
2017)) known at the time, quantitatively and qualitatively on both single-person and multi-person
tasks. For fairness of comparison, in all evaluations, the predictions from LCR-net are re-targeted to
a skeleton with bone-lengths matching the ground truth.
Multi-Person Pose Performance: The proposed MuPoTS-3D test set (see Chapter 3) to evaluate
multi-person 3D pose performance in general scenes for ORPM inference and LCR-net [2017]. In
addition, location-map [D. Mehta et al. 2017b] based inference is also evaluated on images cropped
with the ground truth bounding box around the subject. As discussed in Chapter. 3, the predictions
are evaluated for all subjects that have 3D pose annotations available. If an annotated subject is
missed by the evaluated method, all of its joints are considered to be incorrect in the 3DPCK metric.
Table 6.2(a) reports the 3DPCK metric for all 20 sequences when taking all available annotations
into account. ORPM based inference performs significantly better than LCR-net for most sequences,
while being comparable for a few, yielding an overall improved performance of 65.0 3DPCK vs 53.8
3DPCK for LCR-net. For a joint-wise breakdown of the overall accuracy, please refer to Appendix C.
Overall, ORPM based approach detects 93% of the annotated subjects, whereas LCR-net was
successful for 86%. This is an additional indicator of performance. Even ignoring the undetected
annotated subjects, ORPM outperforms LCR-net in terms of 3D pose error (69.8 vs 62.4 3DPCK,
and 132.5 vs 146 mm MPJPE).
The location-map formulation is evaluated on ground truth crops of the subjects, and therefore it
operates at a 100% detection rate. In contrast, ORPM inference without any ground truth crops, and
with missed person detections counting as all joints wrong, still achieves better accuracy (65.0 vs
61.1 3DPCK, 30.1 vs 27.6 AUC).
Single-Person Pose Performance: On the MPI-INF-3DHP test dataset (see Table 6.1) ORPM based
inference trained separately on MPI-INF-3DHP (single-person) and MuCo-3DHP (multi-person)
is compared to two single-person methods, location-maps (ibid.), Xingyi Zhou et al. 2017, and
LCR-net as the only other multi-person approach known at the time. ORPM based approach trained
on multi-person data (74.1 3DPCK) performs worse than the single-person version (76.2 3DPCK)
due to it being a more challenging task. Nevertheless, both the versions consistently outperform
Zhou et al. (69.2 3DPCK) and LCR-net (59.7 3DPCK) over all metrics. LCR-net predictions have
a tendency to be conservative about the extent of articulation of limbs as shown in Figure 6.6. In
comparison to location-maps (78.1 3DPCK), ORPMs (76.2 3DPCK) achieve an average accuracy
that is comparable. ORPMs outperform existing methods by ≈2-3 3DPCK for activities which
exhibit significant self- and object-occlusion like Sit on Chair and Crouch/Reach. For the full
activity-wise breakdown, see Appendix C.
For detailed comparisons on Human3.6m (Ionescu et al. 2014b), also refer to Appendix C. On Hu-
man3.6m, ORPM based approach at 69.6mm MPJPE performs≈17mm better than LCR-net Gregory
Rogez et al. 2017 (87.7mm), and outperforms the location-map (D. Mehta et al. 2017b) (80.5mm)
formulation by ≈10mm. ORPM results are comparable to (at the time) recent state-of-the-art results
of Pavlakos et al. 2017 (67.1mm), Martinez et al. 2017 (62.9mm), Xingyi Zhou et al. 2017 (64.9mm),
D. Mehta et al. 2017a (68.6mm) and B. Tekin et al. 2017 (70.81mm), and better than the recent
results from Xiaohan Nie et al. 2017 (79.5mm) and Tome et al. 2017 (88.39mm).
Occlusion evaluation: Occlusion robustness of the ORPM approach is demonstrated through
creation of synthetic random occlusions on the MPI-INF-3DHP test set. The synthetic occlusions
cover about 14% of the joints. Both single-person and multi-person variants of ORPM outperform
the location-map formulation for occluded joints (62.8 vs 64.0 vs 53.2 3DPCK) by a large margin,
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Figure 6.5: More qualitative results of ORPM approach on MPI 2D pose dataset (Mykhaylo Andriluka et al.
2014) and the proposed MuPoTS-3D test set.
79 6.3. XNECT: FACTORING VISIBLE AND OCCLUDED JOINT INFERENCE INTO SEPARATE STAGES
Figure 6.6: Qualitative comparison of LCR-net [2017] and ORPM based approach. LCR-net output is limited
in the extent of articulation of limbs, tending towards neutral poses. LCR-net also has more detection failures
under significant occlusion.
and are comparable for un-occluded joints (67.0 vs 71.0 vs 69.4 3DPCK). Note again that the
single-person variant is trained on similar data as the location-map formulation, and the occlusion
robustness is inherent to the formulation. See Appendix C for a more detailed breakdown by test
sequence.
The per-joint occlusion annotations from MuPoTS-3D can be used to further assess LCR-net and
ORPMs under occlusion. Considering both self- and inter-personal occlusions, ≈23.7 % of the joints
of all subjects are occluded. ORPMs are more robust than LCR-net on both occluded (48.7 vs 42
3DPCK) and un-occluded (70.0 vs 57.5 3DPCK) joints.
6.2.5 Shortcomings of ORPM Inference
The ORPM formulation handles overlapping joints of the same type by only supervising the one
closest to the camera. However, when joints of the same type are in close proximity (but not
overlapping) the ground-truth ORPM for those may transition sharply from one person to the other,
which are hard to regress and may lead to inaccurate predictions. One possible way to alleviate
the issue is to increase the resolution of the output maps, though it comes at the cost of increase in
inference time. Another source of failures is when 2D joints are mis-predicted or mis-associated.
Though ORPM based pose inference is robust to significant occlusions by other objects, and to a
large degree robust to interpersonal occlusions as well when dissimilar body parts overlap, read-out
conflicts cannot be avoided when the same body part for different individuals overlaps or is in close
proximity. See Figure 6.6 for qualitative results.
Thus, an alternative pose formulation is presented in the next section, to alleviate the shortcomings
of the ORPM formulation.
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Figure 6.7: Two stage design of the XNect formulation for per-frame 3D pose prediction in multi-person
scenarios. Stage I is a fully-convolutional network that infers 2D pose and intermediate 3D pose encoding
for visible body joints. The 3D pose encoding for each joint only considers local context in the kinematic
chain. Stage II is a lightweight fully-connected network that runs in parallel for each detected person, and
reconstructs the complete 3D pose. The network ‘lifts’ inferred 2D body pose, augmented with joint detection
confidences and 3D pose encodings to root-relative full body 3D pose (X j,Yj,Z j), leveraging full body context
to fill in occluded joints.
6.3 XNect: Factoring Visible and Occluded Joint Inference Into Sep-
arate Stages
The new formulation carries forward some of the essential features of location-map and ORPM
formulations developed thus far. Pose inference for each body part is linked to direct image evidence,
and similar to ORPMs, some degree of redundancy is included to provide backup in case of encoding
and read-out conflicts. However, different from the ORPM formulation, the new formulation is
comprised of two stages. The first is a fully-convolutional network similar to ORPMs, that performs
local (per body joint) reasoning, but only for visible body parts. The design seeks to limit the already
difficult task of image parsing to body parts for which direct image evidence is available. The
second stage is a fully-connected network that leverages full body context per detected person in the
scene, to produce estimates for the occluded joints, and correct for any potential errors arising out of
read-out conflicts, without needing to increase the spatial resolution of the outputs of the first stage.
In prior work, ‘lifting’ based approaches predict the 3D pose directly from 2D keypoints predicted
from the input image (Martinez et al. 2017). This has the advantage that in-the-wild 2D pose
datasets are easier to obtain annotations for, and the lifting can be learned from MoCap data without
overfitting on the studio conditions. While this establishes a surprisingly strong baseline, lifting
is ill-posed, and can be improved upon by leveraging additional image cues for body-part depth
disambiguation. Other work has proposed to augment the 2D pose with relative depth ordering of
body joints as additional context to disambiguate 2D to 3D lifting (Pavlakos et al. 2018a; Pons-Moll
et al. 2014).
The two stage formulation proposed here can be seen has a hybrid of regression and lifting methods:
An encoding of the 3D pose of the visible joints is regressed from the image as fully-convolutional
output maps (Stage I), and each body joint only reasons about its immediate kinematic neighbours
(local context). This encoding, along with 2D joint detection confidences augments the 2D pose per
individual detected in the scene, and is ‘lifted’ or ‘decoded’ into a complete 3D body pose by Stage
II reasoning about all body joints (global context).
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Figure 6.8: Input to Stage II: Sk for each detected individual k, is comprised of the individual’s 2D joint
locations P2Dk , the associated joint detection confidence values C extracted from the 2D branch output, and
the respective 3D pose encodings {l j,k}Jj=1 extracted from the output of the 3D branch.
Similar to the multi-person formulations developed in this chapter, Zanfir et al. 2018b jointly encode
the 2D and 3D pose of all subjects in the scene using a fixed number of feature maps. They encode
the full 3D pose vector at all the projected pixels of the skeleton, and not just at the body joint
locations, which makes the 3D feature space rife with potential encoding conflicts, as discussed in the
first part of this chapter. For association, they learn a function to evaluate limb grouping proposals.
A 3D pose decoding stage extracts 3D pose features per limb and uses an attention mechanism to
combine these into a 3D pose prediction for the limb.
The key insight of the formulation proposed here is to use a representation similar to ORPMs, but
only as an intermediate pose encoding, to disambiguate the 2D to 3D lifting of Stage II. In this way,
the 3D pose encodings are a strong cue for the 3D pose in the absence of occlusions and read-out
conflicts, whereas the global context in Stage II and the 2D pose help resolve read-out conflicts and
fill in the occluded joints. Different from the full pose encoding of ibid., and per limb encoding of
ORPMs, the formulation presented here further reduces potential conflicts by only encoding a joint’s
immediate local context in the kinematic tree, i.e., the body joints directly connected to the joint
under consideration by a kinematic linkage (bone).
Similar to the ORPM formulation, given an image I of dimensions w× h pixels, estimates of
the root relative 3D poses {P3Dk }Kk=1 of the unknown number of K individuals in the scene are
sought. P3Dk ∈ R3×J represents the root (pelvis)-relative 3D coordinates of the J body joints, and can
equivalently be represented as 3D coordinates of each body part relative to its kinematic parent. The
XNect formulation implements this task in two stages, which are detailed in the following.
6.3.1 Stage I: Parsing Images for Visible Body Parts
Similar to location-map and ORPM formulations described previously, the first stage is based on
a Convolutional Neural Network (CNN). Like the ORPM formulation, the CNN is comprised of a
core (or backbone) network that splits into two separate branches for 2D pose prediction and 3D




Network Architecture: The outputs of each of the 2D and 3D branches are at w8 ×
h
8 pixels spatial
resolution. The 3D pose branch also makes use of features from the 2D pose branch, and the details
CHAPTER 6. OCCLUSION ROBUST AND MULTI-PERSON 3D POSE FORMULATIONS 82
of the branches along with Stage I network training are in the following.
Since Stage I operates on the complete input frame, the core (or backbone) network is typically
the computational bottleneck. The single-person and multi-person formulations discussed thus far
in the thesis have relied on a ResNet-50 CNN architecture, as have some recent multi-person 3D
pose approaches such as LCRNet++[2019], since it affords a good compromise between inference
speed and accuracy. However, for multi-person cases where the complete input frame needs to be
processed at every time step, on anything but the top end GPUs, ResNet-50 based systems would not
achieve real-time performance. Chapter 7 describes the design of a new network architecture, termed
SelecSLS Net, which allows ≈ 1.3−1.4× faster inference than ResNet-50 without compromising
on accuracy. SelecSLS Net is used as the core network for Stage I. For comparisons of SelecSLS
Net against ResNet-34 and ResNet-50 baselines on various benchmarks, refer to Chapter 7.
2D Branch: 2D Pose Prediction and Part Association
2D pose is extracted from 2D heatmaps H = {H j ∈ RW×H}Jj=1, where each map represents the
per-pixel confidence of the presence of body joint type j jointly for all subjects in the scene. As with
the ORPM formulation, Part Affinity fields A = {A j ∈RW×H×2}Jj=1 [2017] are used to encode body
joint ownership.
If the neck joint (which is likely to be visible in most situations) of an individual is not detected,
that individual is not considered in the subsequent stages. For K detected individuals, this stage
outputs the 2D body joint locations in absolute image coordinates P2Dk ∈ Z2xJ+ . Further, the detection
confidence c j,k of each body part j and person k obtained from the heatmap maxima is used in the
subsequent stage.
3D Branch: Predicting Intermediate 3D Pose Encoding
The 3D branch of the Stage I network uses the features from the core network and the 2D branch
to predict 3D pose encoding maps L = {L j ∈ RW×H×3}Jj=1. The encoding at the spatial location of
each visible joint only encapsulates its 3D pose relative to joints it is directly connected to in the
kinematic chain.
The encoding in L works as follows: Consider the 1×1× (3 · J) vector l j,k extracted at the pixel
location (u,v) j,k from the 3D output maps L. Here (u,v) j,k is the location of body joint j of individual
k. This 1×1×(3 ·J) feature vector is of the dimensions of the full 3D body pose, where the kinematic
parent-relative 3D locations of each joint reside in separate channels. Importantly however, and in
contrast to ORPMs and Zanfir et al. 2018b, instead of encoding the full 3D body pose, or per-limb
pose, at each 2D detection location (u,v) j,k, the proposed formulation only encodes the pose of the
corresponding joint (relative to its parent) and the pose of its children (relative to itself). In other
words, at each joint location (u,v) j,k, the supervision of the encoding vector l j,k is restricted to the
subset of channels corresponding to the bones that meet at joint j, parent-to-joint and joint-to-child
in the kinematic chain. This would be referred to as channel-sparse supervision of {l j,k}Jj=1, and it is
noted again that this is distinction from channel-dense supervision where each l j,k encodes the full
body pose for person k. Figure 6.9 shows examples for head, neck and right shoulder. Consequently,
3D pose information for all the visible joints of all subjects is still encoded in L, albeit in a spatially
distributed manner, and each 2D joint location (u,v) j,k is used to extract its corresponding 3D bones
of subject k.
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The motivation for such a pose encoding is that the task of parsing in-the-wild images to detect
2D body part heatmaps under occlusion and clutter, as well as grouping the body parts with their
respective person identities under inter-personal interaction and overlap is already challenging.
Reasoning about the full 3D pose, including occluded body parts, adds further complexity, which
not only requires increased representation capacity (thus increasing the inference cost), but also
more labeled training data, which is scarce for multi-person 3D pose. The design of the proposed
formulation responds to both of these challenges. Supervising only the 3D bones corresponding to
each visible joint ensures that mostly local image evidence is used for prediction, where the full body
context is already captured by the detected 2D pose. For instance, it should be possible to infer the
kinematic-parent relative pose of the upper arm and the fore arm by looking at the region centered at
the elbow. This means better generalization and less risk to overfit to dataset specific long-range
correlations.
Channel-Sparse Supervision of l j,k: Further, the use of channel-sparse (joint-type-dependent)
supervision of l j,k is motivated by the fact that convolutional feature maps cannot contain sharp
transitions as previously noted, and therefore if a location of the output map encodes the full pose of
one subject, a nearby location can not encode the likely very different full pose of another subject.
For example, the wrist of one person being in close proximity in the image plane to the shoulder of
another person would require the full pose of two different individuals to be encoded in possibly
adjacent pixel locations in the output map. Such encoding conflicts often lead to failures of previous
methods, as shown in Figure 6.10. In contrast, channel-sparse encoding in L does not lead to
encoding conflicts when different joints of separate individuals are in spatial proximity or even
overlap in the image plane, because supervision is restricted to the channels corresponding to the
body joint type. Consequently, the target output maps are smoother without sharp transitions, and
more suitable for representation by CNN outputs. Section 6.3.3 shows the efficacy of channel-sparse
supervision for {l j,k}Jj=1 over channel-dense supervision across various 2D and 3D pose benchmarks.
Importantly, unlike ibid. and the ORPM formulation discussed previously, the 2D pose information
is not discarded, and is utilized as additional relevant information for 3D pose inference in Stage II,
allowing for a compact and fast network. This makes it more suited for a real-time system than, for
instance, the attention-mechanism-based inference scheme of ibid.
For each individual k, the 2D pose P2Dk , joint confidences {c j,k}Jj=1, and 3D pose encodings {l j,k}Jj=1
at the visible joints are extracted and input to Stage II, which uses a fully-connected decoding
network that leverages the full body context that it available to it to give the complete 3D pose with
the occluding joints filled in. Details of Stage II are in Section 6.3.2.
Stage I Training
The Stage I network is trained in multiple stages. First the core network and the 2D pose branch
are trained for single person 2D pose estimation on the MPII [2014] and LSP [2010; 2011] single
person 2D datasets. Then, using these weights as initialization, it is trained for multi-person 2D
pose estimation on MS-COCO [2014]. Then the 3D pose branch is added and the two branches are
individually trained on crops from MS-COCO and the proposed composited multi-person dataset
MuCo-3DHP, with the core network seeing gradients from both datasets via the two branches.
Additionally, the 2D pose branch sees supervision from MuCo-3DHP dataset via heatmaps of the
common minimum joint set between MS-COCO and MuCo-3DHP. Pretraining on multi-person 2D
pose data before introducing the 3D branch was experimentally observed to be important for the
convergence of training.
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Figure 6.9: The supervision for the 1×1× (3 · J) 3D pose encoding vector l j at each joint j is dependent
on the type of the joint. l j only encodes the 3D pose information of joint j relative to the joints it is directly
connected to in the kinematic chain. This results in a channel-sparse supervision pattern as shown here, as
opposed to each l j encoding the full body pose. See Section 6.3.1.
6.3.2 Stage II: From Partial 2D and 3D Pose Cues to Full Body 3D Pose
Stage II uses a lightweight fully-connected network to predict the root-relative 3D joint positions
{P3Dk }Kk=1 for each individual considered visible after Stage I. Before feeding the output from Stage I
as input, the 2D joint position predictions P2Dk are converted to a representation relative to the neck
joint. For each individual k, at each detected joint location, we extract the 1×1× (3 · J) 3D pose
encoding vector l j,k, as explained in the preceding section. The input to Stage II, Sk ∈ RJ×(3+3·J), is
the concatenation of the neck relative (u,v) j,k coordinates of the joint, the joint detection confidence
c j,k and the feature vector l j,k, for each joint j. If the joint is not visible, zero vectors of appropriate
dimensions are used instead (see Figure 6.8). Stage II comprises a 5-layer fully-connected network,
which converts Sk to a root-relative 3D pose estimate P3Dk (see Figure 6.7).
Providing the 2D joint positions and part confidences along with the feature vectors as input to
the Stage II network allows it to correct any conflicts that may arise. See Figure 6.10 for a visual
comparison of results against D. Mehta et al. 2018.
The inference time for Stage II with a batch size of 10 is 1.6ms on an Nvidia K80, and 1.1ms on a
TitanX (Pascal).
Stage II Training
The Stage II network is trained on uncropped frames from MuCo-3DHP (ibid.). 2D pose and 3D pose
encoding predictions from Stage I are obtained on these frames. Then for each detected individual,
the ground-truth root-relative 3D pose is used as the supervision target for {(X j,Yj,Z j)}Jj=1. Since the
pose prediction can be drastically different from the ground truth when there are severe occlusions,
smooth-L1 (Ren et al. 2015) loss us used to mitigate the effect of such outliers. In addition to
providing an opportunity to reconcile the 3D pose predictions with the 2D pose, another advantage of
a second stage trained separately from the first stage is that the output joint set can be made different
from the joint set used for Stage I, depending on which dataset was used for training Stage II (joint
sets typically differ across datasets). For the datasets considered for training various stages, though
there are no 2D predictions for foot tip, the 3D pose encoding for ankle encodes information about
the foot tip, which is used in Stage II to produce 3D predictions for foot tips.
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6.3.3 Results and Comparisons
Performance on Single Person 3D Pose Datasets
Table 6.4 compares the 3D pose output from Stage II against other single person methods on the
MPI-INF-3DHP benchmark dataset using 3D Percentage of Correct Keypoints (3DPCK, higher
is better), Area under the Curve (AUC, higher is better) and mean 3D joint position error (MJPE,
lower is better). Since the first stage network is meant to operate on uncropped frames, the evaluation
here uses uncropped input frames, and as with evaluations thus far, no rigid alignment of the 3D
predictions to the ground truth is used. Note that the method is trained for the multi-person case,
and evaluated on single-person benchmark. It is not a separate model trained specifically for single-
person case. Even though it is trained for the much harder multi-person pose estimation task, the
proposed approach outperforms most of the recent dedicated single person methods in terms of
accuracy.
Similarly with Stage II trained on Human3.6m (Table 6.6), the proposed method compares favourably
to recent approaches designed to handle single-person and multi-person scenarios. Further, this is an
example of the ability of the 2 stage approach to adapt to different datasets by simply retraining the
inexpensive Stage II network.
Figure 6.10: XNect Stage II predictions (bottom) are reliable when subjects are in close proximity or overlap,
unlike the ORPM formulation (top). The red arrows indicate instances where the latter fails due to similar
joints overlapping or being in close proximity, while the two stage approach handles those cases robustly.
Performance on Multi-Person 3D Pose Datasets
The method’s accuracy (after Stage II) is quantitatively evaluated on the MuPoTS-3D monocular
multi-person benchmark data set. Table 6.5(All) compares on all annotated poses in sequences
T1-T20 of the annotated test set, including poses of humans that were not detected by the methods.
Table 6.5(Matched), compares only on annotated poses of humans detected by the respective methods.
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Table 6.3: Evaluation of 2D keypoint detections of the complete XNect Stage I (both 2D and 3D branches
trained), with different core networks on a subset of validation frames of MS COCO dataset. Also reported
are the forward pass timings of the first stage on different GPUs (K80, TitanX (Pascal)) for an input image
of size 512×320 pixels. Also shown is the 2D pose accuracy when using channel-dense supervision of
{l j,k}Jj=1 in the 3D branch in place of the proposed channel-sparse supervision (Section 6.3.3).
Core FP Time
Network K80 TitanX AP AP0.5 AP0.75 AR AR0.5 AR0.75
ResNet-34 29.0ms 6.5ms 45.0 72.0 46.1 49.9 74.4 51.6
ResNet-50 39.3ms 10.5ms 46.6 73.0 48.9 51.4 75.4 54.0
SelecSLS 28.6ms 7.4ms 47.0 73.5 49.5 51.8 75.6 54.1
3D Branch With Channel-Dense {l j,k}Jj=1 Supervision
SelecSLS 28.6ms 7.4ms 46.8 73.5 49.0 51.5 75.9 53.8
Table 6.4: Comparison on the single person MPI-INF-3DHP dataset. Top part are methods designed and
trained for single-person capture. Bottom part are multi-person methods trained for multi-person capture but
evaluated on single-person capture. Metrics used are: 3D percentage of correct keypoints (3DPCK, higher
is better), area under the curve (AUC, higher is better) and mean 3D joint position error (MJPE, lower is
better). * Indicates that no test time augmentation is employed. †Indicates that no ground-truth bounding
box information is used and the complete image frame is processed.
Method 3DPCK AUC MJPE
Location-Map 78.1 42.0 119.2
Location-Map* 75.0 39.2 132.8
Nibali et al. 2019 87.6 48.8 87.6
W. Yang et al. 2018 69.0 32.0 -
Xingyi Zhou et al. 2017 69.2 32.5 -
Pavlakos et al. 2018a 71.9 35.3 -
Dabral et al. 2018 72.3 34.8 116.3
Kanazawa et al. 2018 72.9 36.5 124.2
ORPM (SP) 76.2 38.3 120.5
ORPM (MP) 74.1 36.7 125.1
ORPM (MP)* 72.1 35.1 130.3
XNect(SelecSLS)*† 82.8 45.3 98.4
Both tables show that XNect approach achieves comparable accuracy in terms of the 3D percentage
of correct keypoints metric (3DPCK, higher is better) to LCRNet++ [2019], while being much better
than the ORPM formulation and LCRNet [2017]. The faster ‘demo’ version of LCRNet++ [2019] is
less accurate than the results reported here, and runs at 10−12 fps, while the motion capture system
based on the XNect formulation runs at > 30 fps. Note that there is no test-time augmentation or
ensembling applied while evaluating on the benchmark, making the reported performance on various
benchmarks accurately reflect the real per-frame prediction performance of the proposed system.
Qualitative comparisons to the ORPM formulation in Figure 6.10 show that in scenarios where
similar body parts of different individuals overlap, the ORPM pose formulation encounters encoding
conflicts, while the XNect formulation successfully handles these cases. XNect pose estimates
are comparable to LCRNet++ [2019] quantitatively and qualitatively. However, since LCRNet++
evaluates redundant region proposals, pose estimates from multiple overlapping regions need to
be fused. In cases of inter-personal proximity or overlap, the pose proposal fusion step can break,
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Table 6.5: Comparison of our per-frame estimates (Stage II) on the MuPoTS-3D benchmark data set. The
metric used is 3D percentage of correct keypoints (3DPCK), so higher is better. The data set contains 20
test scenes TS1-TS20. Evaluations are once on all annotated poses (top row - All), and once only on the
annotated poses detected by the respective algorithm (bottom row - Matched). The XNect approach achieves
better accuracy than the ORPM formulation, and comparable or better accuracy than the previous monocular
multi-person 3D methods from the literature (LCRNet Gregory Rogez et al. 2017, LCRNet++ G. Rogez et al.
2019) while having a drastically faster runtime. * Indicates no test time augmentation is used.
All TS1 TS2 TS3 TS4 TS5 TS6 TS7 TS8 TS9 TS10 TS11 TS12 TS13 TS14 TS15 TS16 TS17 TS18 TS19 TS20 Total
LCRNet* 67.7 49.8 53.4 59.1 67.5 22.8 43.7 49.9 31.1 78.1 33.4 33.5 51.6 49.3 56.2 66.5 65.2 62.9 66.1 59.1 53.8
ORPM 81.0 59.9 64.4 62.8 68.0 30.3 65.0 59.2 64.1 83.9 67.2 68.3 60.6 56.5 69.9 79.4 79.6 66.1 64.3 63.5 65.0
LCRNet++* 87.3 61.9 67.9 74.6 78.8 48.9 58.3 59.7 78.1 89.5 69.2 73.8 66.2 56.0 74.1 82.1 78.1 72.6 73.1 61.0 70.6
XNect* 88.4 65.1 68.2 72.5 76.2 46.2 65.8 64.1 75.1 82.4 74.1 72.4 64.4 58.8 73.7 80.4 84.3 67.2 74.3 67.8 70.4
Matched TS1 TS2 TS3 TS4 TS5 TS6 TS7 TS8 TS9 TS10 TS11 TS12 TS13 TS14 TS15 TS16 TS17 TS18 TS19 TS20 Total
LCRNet* 69.1 67.3 54.6 61.7 74.5 25.2 48.4 63.3 69 78.1 53.8 52.2 60.5 60.9 59.1 70.5 76 70 77.1 81.4 62.4
ORPM 81 64.3 64.6 63.7 73.8 30.3 65.1 60.7 64.1 83.9 71.5 69.6 69 69.6 71.1 82.9 79.6 72.2 76.2 85.9 69.8
LCRNet++* 88 73.3 67.9 74.6 81.8 50.1 60.6 60.8 78.2 89.5 70.8 74.4 72.8 64.5 74.2 84.9 85.2 78.4 75.8 74.4 74.0
XNect* 88.4 70.4 68.3 73.6 82.4 46.4 66.1 83.4 75.1 82.4 76.5 73.0 72.4 73.8 74.0 83.6 84.3 73.9 85.7 90.6 75.8
Table 6.6: Results of Stage II predictions on Human3.6m, evaluated on all camera views of Subject 9 and
11 without alignment to GT. The Stage II network is trained with only Human3.6m. The top part has single
person 3D pose methods, while the bottom part shows methods designed for multi-person pose estimation.
Mean Per Joint Position Error (MPJPE) in millimeters is the metric used (lower is better). Note that the
reported results for Location-Maps, ORPM, and XNect do not use any test time augmentation or rigid
alignment to ground truth.
Sit Take Walk Walk
Method Direct Discuss Eating Greet Phone Posing Purch. Sitting Down Smoke Photo Wait Walk Dog Pair All
Pavlakos et al. 2017 60.9 67.1 61.8 62.8 67.5 58.8 64.4 79.8 92.9 67.0 72.3 70.0 54.0 71.0 57.6 67.1
Martinez et al. 2017 51.8 56.2 58.1 59.0 69.5 55.2 58.1 74.0 94.6 62.3 78.4 59.1 49.5 65.1 52.4 62.9
Xingyi Zhou et al. 2017 54.8 60.7 58.2 71.4 62.0 53.8 55.6 75.2 111.6 64.1 65.5 66.0 63.2 51.4 55.3 64.9
Location-Map 62.6 78.1 63.4 72.5 88.3 63.1 74.8 106.6 138.7 78.8 93.8 73.9 55.8 82.0 59.6 80.5
Katircioglu et al. 2018 57.8 64.6 59.4 62.8 71.5 57.5 60.4 80.2 104.1 66.3 80.5 61.2 52.5 70.0 60.1 67.3
B. Tekin et al. 2017 85.0 108.8 84.4 98.9 119.4 98.5 93.8 73.8 170.4 85.1 95.7 116.9 62.1 113.7 94.8 100.1
ORPM 58.2 67.3 61.2 65.7 75.8 62.2 64.6 82.0 93.0 68.8 84.5 65.1 57.6 72.0 63.6 69.9
LCRNet+[2019] 50.9 55.9 63.3 56.0 65.1 52.1 51.9 81.1 91.7 64.7 70.7 54.6 44.7 61.1 53.7 61.2
LCRNet++[2019] 55.9 60.0 64.5 56.3 67.4 55.1 55.3 84.8 90.7 67.9 71.8 57.5 47.8 63.3 54.6 63.5
XNect (SelecSLS) 50.2 61.9 58.3 58.2 68.8 54.1 61.5 76.8 91.7 63.4 74.6 58.5 48.3 65.3 53.2 63.6
resulting in spurious predictions as seen in Figure 6.11.
Channel-Sparse 3D Pose Encoding Evaluation
As discussed at length in Section 6.3.1, different choices for supervision of {l j,k}Jj=1 have different
implications. Here we show that the channel-sparse supervision of the encoding, such that only the
local kinematic context is accounted for, performs better than the naiv̈e channel-dense supervision.
The 2D pose accuracy of the Stage I network with channel-dense supervision of 3D branch is
comparable to that with channel-sparse supervision, as shown in Table 6.3. However, the proposed
encoding performs much better across single person and multi-person 3D pose benchmarks.
Table 6.10 shows that channel-sparse encoding significantly outperforms channel-dense encoding,
yielding an overall 3DPCK of 82.8 compared to 80.1 3DPCK for the latter. The difference particularly
emerges for difficult pose classes such as sitting on a chair or on the floor, where a channel-sparse
supervision shows substantial gains. Breakdown by joint types (Tables 6.8, 6.9) reveals that the
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Table 6.7: Evaluation of different core network choices with channel-sparse supervision of 3D pose branch
of Stage I, as well as a comparison to channel-dense supervision on the multi-person 3D pose benchmark
MuPoTS-3D. The evaluations are on on all annotated subjects using the 3D percentage of correct keypoints
(3DPCK) metric, as well as only for predictions that were matched to an annotation. Also shown is the
accuracy split for visible and occluded joints.
3DPCK % Subjects
All Matched Visible Occluded Matched
ResNet-34 67.0 72.6 70.4 55.3 92.1
ResNet-50 70.1 75.3 73.7 57.3 93.0
SelecSLS 70.4 75.8 74.1 57.8 92.8
Channel-Dense {l j,k}Jj=1 Supervision
SelecSLS 68.1 73.4 71.4 56.3 92.7
Table 6.8: Comparison of limb joint 3D pose accuracy on MPI-INF-3DHP (Single Person) for different core
network choices with channel-sparse supervision of 3D pose branch of Stage I, as well as a comparison to
channel-dense supervision. Metrics used are 3DPCK and AUC (higher is better).
3DPCK Total
Elbow Wrist Knee Ankle 3DPCK AUC
ResNet-34 79.6 61.2 83.0 52.7 79.3 41.8
ResNet-50 82.4 61.8 87.1 58.9 82.0 44.1
SelecSLS 81.2 62.0 87.6 63.3 82.8 45.3
Channel-Dense {l j,k}Jj=1 Supervision
SelecSLS 79.0 60.2 82.5 59.0 80.1 43.3
Table 6.9: Comparison of limb joint 3D pose accuracy on MuPoTS-3D (Multi Person) for different core
network choices with channel-sparse supervision of 3D pose branch of Stage I, as well as a comparison to
channel-dense supervision. The metric used is 3D Percentage of Correct Keypoints (3DPCK), evaluated
with a threshold of 150mm.
3DPCK FP Time
Elbow Wrist Knee Ankle Total K80 TitanX
ResNet-34 63.7 50.5 69.1 37.3 67.0 29.0ms 6.5ms
ResNet-50 65.8 53.2 71.0 47.3 70.1 39.3ms 10.5ms
SelecSLS 66.8 52.9 72.2 47.6 70.4 28.6ms 7.4ms
Channel-Dense {l j,k}Jj=1 Supervision
SelecSLS 64.2 51.1 70.1 44.3 68.1 28.6ms 7.4ms
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Table 6.10: Evaluation of the impact of the different components from Stage I that form the input to Stage II.
The method is trained for multi-person pose estimation and evaluated on the MPI-INF-3DHP single person 3D
pose benchmark. The components evaluated are the 2D pose predictions P2Dk , the body joint confidences Ck,
and the set of extracted 3D pose encodings {l j,k}Jj=1. Metrics used are: 3D percentage of correct keypoints
(3DPCK, higher is better), area under the curve (AUC, higher is better) and mean 3D joint position error
(MJPE, lower is better). Also shown are the results with channel-dense supervision of 3D pose encodings
{l j,k}Jj=1, as well as evaluation of Stage III output.
3DPCK
Stage II Stand On The Total
Input /Walk Sitt. Floor 3DPCK AUC
P2Dk (2D Branch Only) 86.4 76.3 44.9 76.0 42.1
P2Dk 79.8 78.4 58.5 75.5 41.3
P2Dk +Ck 85.9 79.4 58.7 77.2 42.2
P2Dk +Ck +{l j,k}Jj=1 88.4 85.8 70.7 82.8 45.3
Channel-Dense {l j,k}Jj=1 Supervision
P2Dk +Ck +{l j,k}Jj=1 87.0 83.6 61.5 80.1 43.3
channel-sparse supervision is significantly more accurate for limb joints.
Ablation Study of Input to Stage II
Variants of Stage II network are evaluated on single-person and multi-person benchmarks, taking
different subsets of outputs from Stage I as input. On the single person benchmark (Table 6.10),
using only the 2D pose from the 2D branch as input to Stage II, without having trained the 3D branch
for Stage I, results in a 3DPCK of 76.0. When using 2D pose from a network with a 3D branch,
trained additionally on MuCo-3DHP dataset, there is a minor performance decrease to 75.5 3DPCK.
Though it comes with a performance improvement on challenging pose classes such as ‘Sitting’ and
‘On The Floor’ which are under-represented in MSCOCO. Adding other components on top of 2D
pose, such as the joint detection confidences Ck, and output features from the 3D branch {l j,k}Jj=1 (as
described in Section 6.3.1) leads to consistent improvement as more components are subsequently
used as input to Stage II. Using joint detection confidences Ck with 2D pose increases the accuracy
to 77.2 3DPCK, and incorporating 3D pose features {l j,k}Jj=1 increases the accuracy to 82.8 3DPCK,
and both lead to improvements in AUC and MPJPE as well as improvements for both simpler poses
such as upright ‘Standing/walking’ as well as more difficult poses such as ‘Sitting’ and ‘On the
Floor’
Similarly for multi person 3D pose evaluation on the proposed MuPoTS-3D benchmark in Table 6.11,
introduction of additional components as input to Stage II leads to improvement on the overall
3DPCK metric, for both visible and occluded joints. Each subsequently introduced component leads
to an overall ≈5 3DPCK improvement. The most significant impact of the intermediate 3D pose
features {l j,k}Jj=1 is on pose accuracy for occluded joints.
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Figure 6.11: XNect Stage II pose estimates (bottom) are qualitatively and quantitatively comparable to
LCRNet++ (G. Rogez et al. 2019) (top). LCRNet++ occasionally predicts multiple skeletons for one individual,
particularly when people are in close proximity, or does not detect occluded individuals, as marked with
arrows. XNect predictions avoid such issues, though they may exhibit alternative modes of failure, discussed
in Chapter 8.
Table 6.11: Evaluation of choices for input to the 2nd stage on MuPoTS. The metric used is 3D percentage
of correct keypoints (PCK), so higher is better. The data set contains 20 test scenes T1-T20. We evaluate
once on all annotated poses (top row - All), Evaluation of the impact of the different components from Stage
I that form the input to Stage II, evaluated on the multi person 3D pose benchmark MuPoTS-3D D. Mehta
et al. 2018. We evaluate on all annotated subjects using the 3D percentage of correct keypoints (3DPCK)
metric, also showing the accuracy split for visible and occluded joints. The components evaluated are the 2D
pose predictions P2Dk , the body joint confidences Ck, and the set of extracted 3D features {l j,k}Jj=1.
Stage II 3DPCK
Input All Matched Visible Occluded
P2Dk 59.3 63.9 61.6 50.0
P2Dk +Ck 64.1 69.1 67.6 51.7
P2Dk +Ck +{l j,k}Jj=1 70.4 75.8 74.1 57.8
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6.4 Conclusion
This chapter builds upon the location-map formulation from the previous chapter, to develop
formulations that extend beyond unoccluded single-person scenarios to true in-the-wild scenes
which include multi-person scenarios as well as occlusions. To be able to handle general scenes
with multiple subjects as well as foreground objects and clutter in the scene, a degree of redundancy
is built into the representations (occlusion-robust-pose-map, XNect). In addition to the receptive
field centered at the body joint in question predicting the 3D pose representation for that joint,
receptive fields centered at a few other joints further up in the kinematic chain also predict the pose
representation for that joint. To be able to jointly encode the pose representations for all the subjects
in the scene, who may be in close proximity or overlapping, the degree of redundancy has to be
restricted to avoid encoding conflicts. Hence, the XNect formulation restricts this redundancy only
to the joints directly connected together by a linkage (bone) in the kinematic tree. Pose inference for
occluded joints, as well as body joints in close proximity to the same body joint of other individuals,
is then done by a small fully connected network which operates independently per detected individual,
and incorporates the full body context to correct and fill in the missing joints.
The inference cost of the proposed multi-person formulations does not scale up in direct proportion
to the number of subjects in the scene, which is a key factor in enabling real-time multi-person
motion capture. The next chapter discusses ways of speeding up the core (or backbone) convolutional
network used by the developed formulation, and proposes the SelecSLS convolutional neural network
design to enable ≈ 1.4× faster inference than ResNet-50 without compromising the accuracy.
Chapter 8 makes use of the multi-person 3D pose formulation developed in this chapter to develop
a real-time multi-person motion capture system, which produces temporally smooth joint angle
estimates as well as camera relative location estimates of the subjects in the scene.

Chapter 7
A Fast Convolutional Core
Network Architecture
Thus far in the thesis the focus has been on the pose formulation and training schema, to allow fast,
accurate and in-the-wild pose estimation. Beyond the pose formulation’s role in inference time,
various steps can be taken to speed up the forward pass of the image through the backbone/core
Convolutional Neural Network (CNN). Reducing the inference time of the core network without
compromising on accuracy is particularly crucial in the case of the formulation proposed for multi-
person pose estimation in Chapter 6. It makes it possible for the run time to not scale linearly with
the number of subjects in the scene, but it still requires the complete input frame to be processed
at every time step. Using popular network architectures such as ResNet-50 (K. He et al. 2016a)
as the backbone would only allow real-time inference on top-end GPUs, and alternatives such
as MobileNetV2 (Sandler et al. 2018) compromise accuracy for inference speed improvement.
This chapter examines inference speed up through feature pruning, as well as through a novel
convolutional network design that allows speedup without sacrificing accuracy.
In This Chapter
• Presentation of some surprising results on implicit filter level sparsity in Convolutional Neural
Networks (Section 7.1)
• Discussion of prunability of ResNet type networks which use additive skip connectivity
(Section 7.2.2)
• Design of a new Convolutional Neural Network architecture termed SelecSLS, that matches
the accuracy of ResNet-50, but with 1.2-1.4× the inference speed (Section 7.2.3)
The content of this chapter is based on D. Mehta et al. 2019 and D. Mehta et al. 2020.
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Figure 7.1: BasicNet: Structure of the basic convo-
lution network studied in the following sections. The
convolution layers are referred to as C1-7.
Table 7.1: Convolutional filter sparsity for Basic-
Net with leaky ReLU with different negative slopes,
trained on CIFAR-100 with Adam and L2 regulariza-
tion (1e-4). Average of 3 runs.
Neg. Train Val Val % Spar.
Slope Loss Loss Err. by γ
0.00 0.10 1.98 36.6 46
0.01 0.10 1.99 36.8 41
0.10 0.14 2.01 37.2 43
Table 7.2: Convolutional filter sparsity for BasicNet
trained on TinyImageNet, with different mini-batch
sizes.
Batch Train Val Top 1 Top 5 % Spar.
Size Loss Loss Val Err. Val Err. by γ
20 1.05 2.13 47.7 22.8 63
40 0.16 2.96 48.4 24.7 48
120 0.01 2.48 48.8 27.4 26
Table 7.3: Convolutional filter sparsity in BasicNet
trained on CIFAR10/100 for different combinations of
regularization and gradient descent methods. Shown
are the % of non-useful / inactive convolution filters,
as measured by activation over training corpus (max
act. < 10−12) and by the learned BatchNorm scale
(|γ|< 10−03), averaged over 3 runs. The lowest test
error per optimizer is highlighted, and sparsity (green)
or lack of sparsity (red) for the best and near best
configurations indicated via text color. L2: L2 regular-
ization, WD: Weight decay (adjusted with the same
scaling schedule as the learning rate schedule).
CIFAR10 CIFAR100
% Sparsity Test % Sparsity Test
L2 by Act by γ Error by Act by γ Error
1e-03 27 27 21.8 23 23 47.1
1e-04 0 0 11.8 0 0 37.4
1e-05 0 0 10.5 0 0 39.0SG
D
0 0 0 11.3 0 0 40.1
2e-03 88 86 14.7 82 81 42.7
1e-04 71 70 10.5 47 47 36.6
1e-05 48 48 10.7 5 5 40.6A
da
m
0 3 0 11.0 0 0 40.3
5e-04 82 82 13.6 61 61 39.1





1e-04 1 1 10.2 1 1 35.9
2e-02 75 75 11.3 88 88 63.3





5e-03 56 56 11.3 24 25 35.9
1e-02 93 93 20.9 95 95 71.9






1e-06 0 0 11.2 0 0 40.2
1e-02 75 90 16.4 74 87 51.8





1e-06 4 4 11.3 0 0 39.8
1e-02 95 95 26.9 97 97 78.6






1e-06 29 29 10.9 0 0 40.6
CIFAR10 CIFAR100
% Sparsity Test % Sparsity Test
WD by Act by γ Error by Act by γ Error
1e-03 27 27 21.6 23 23 47.6
2e-04 0 0 13.3 0 0 39.4
SG
D
1e-04 0 0 12.4 0 0 37.7
5e-04 81 81 18.1 59 59 43.3




1e-04 40 40 11.2 3 3 36.2
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7.1 Implicit Pruning in Convolutional Neural Networks
As discussed in Chapter 2, one of the avenues of speeding up convolutional neural network inference
is to apply structured pruning to different layers, removing redundant on non-useful filters.
Among the various explicit filter level sparsification heuristics and approaches (H. Hu et al. 2016;
H. Li et al. 2017; Z. Liu et al. 2017; Molchanov et al. 2017; Mozer et al. 1989; Srinivas et al. 2016;
Theis et al. 2017; J. Ye et al. 2018), some (Z. Liu et al. 2017; J. Ye et al. 2018) make use of the
learned scale parameter γ associated with Batch Normalization (Ioffe et al. 2015) for enforcing
sparsity on the filters. J. Ye et al. 2018 argue that Batch Normalization makes feature importance
less susceptible to scaling reparameterization, and the learned scale parameters, γ , can be used as
indicators of feature importance.
Different from explicit sparsification, the results presented here show that convolutional neural
networks which employ Batch Normalization and ReLU activation, when trained with adaptive
gradient descent flavours, implicitly prune certain features, causing them to not activate for any input
image. Importantly, the sparsity emerges in the presence of regularizers such as L2 and weight decay
(WD) which are in general understood to be non sparsity inducing, and the sparsity vanishes when
regularization is removed.
The following observations are made experimentally:
• The sparsity is much higher when using adaptive flavors of SGD such as ADAM (Kingma
et al. 2014), AdaDelta (Zeiler 2012), AdaGrad Duchi et al. 2011 etc. as compared to the extent
of sparsity seen when using momentum-SGD (mSGD).
• Adaptive flavors see higher sparsity with L2 regularization than with WD. No sparsity emerges
in the absence of regularization.
• In addition to the regularizers, the extent of the emergent sparsity is also influenced by
hyperparameters seemingly unrelated to regularization. The sparsity decreases with increasing
mini-batch size, decreasing network size and increasing task difficulty.
• The primary hypothesis put forward is that selective features1 see a disproportionately higher
amount of regularization than non-selective ones. This consistently explains how parameters
such as mini-batch size, network size, and task difficulty indirectly impact sparsity by affecting
feature selectivity.
• A secondary hypothesis to explain the higher sparsity observed with adaptive methods is that
Adam (and possibly other) adaptive approaches learn more selective features. Though there is
evidence of highly selective features with Adam, this requires further study.
• Synthetic experiments show that the interaction of L2 regularizer with the update equation in
adaptive methods causes stronger regularization than WD. This can explain the discrepancy in
sparsity between L2 and WD.
Quantifying Feature Sparsity: Feature sparsity can be measured by per-feature activation and
by per-feature scale. For sparsity by activation, the absolute activations for each feature are max
pooled over the entire feature plane. If the value is less than 10−12 over the entire training corpus,
the feature is inactive. For sparsity by scale, the scale γ of the learned affine transform in the Batch
Norm layer is considered. Batch normalization uses additional learned scale γ and bias β that casts
each normalized convolution output x̂i to yi = γ x̂i +β . A feature is considered inactive if |γ| for the
feature is less than 10−3. Explicitly zeroing the features thus marked inactive does not affect the test
1Feature selectivity is the fraction of training exemplars for which a feature produces max activation less than some
threshold.
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error, which ensures the validity of the chosen thresholds. The thresholds chosen are purposefully
conservative, and comparable levels of sparsity are observed for a higher feature activation threshold
of 10−4, and a higher |γ| threshold of 10−2.
The key experimental results presented in the following section are in the context of image classi-
fication, primarily to be able to compare with existing literature on neural network sparsification
and pruning (H. Li et al. 2017; Molchanov et al. 2017; J. Park et al. 2017; Wen et al. 2016), as well
as other related experimental results on feature selectivity Morcos et al. 2018; B. Zhou et al. 2018.
Refer to Appendix D for detailed experiments and results. The mechanism of the emergence of
implicit sparsity that is uncovered is not limited to image classification, and it also manifests for
other problems, such as pose estimation. See Figure D.4.
7.1.1 Observing Filter Sparsity
Preliminary Experiments: A 7-layer convolutional network with 2 fully connected layers, as
shown in Figure 7.1, is used for much of the experiments that follow. This network architecture
would be referred to as BasicNet in the following sections. The network structure is inspired by
VGG (Simonyan et al. 2014), but is more compact. The convolutional layers of the network would
be referred to as C1-7. For the basic experiments on CIFAR-10/100, a variety of gradient descent
approaches are examined, with a mini-batch size of 40, with a method specific base learning rate for
250 epochs which is scaled down by 10 for an additional 75 epochs. CIFAR-10/100 (Krizhevsky
et al. 2009) are commonly used datasets for image classification, comprised of 10 and 100 classes
respectively. The base learning rates and other hyperparameters are kept at default values, which
are as follows: Adam (1e-3, β1=0.9, β2=0.99, ε=1e-8), Adadelta (1.0, ρ=0.9, ε=1e-6), SGD (0.1,
mom.=0.9), Adagrad (1e-2), AMSGrad (1e-3), AdaMax (2e-3), RMSProp (1e-3).
The objective is to study the effect of varying the amount and type of regularization2 on the extent
of sparsity and test error, with various optimization approaches. The results in Table 7.3 show
that significant convolutional filter sparsity emerges with adaptive gradient descent methods when
combined with L2 regularization. The extent of sparsity is reduced when using Weight Decay instead,
and absent entirely in the case of SGD with moderate levels of regularization. Table 7.1 shows that
using leaky ReLU does not prevent sparsification.
Sparsity Manifests Across Network Architectures and Datasets: The emergence of sparsity is
not an isolated phenomenon specific to CIFAR-10/100 and BasicNet. In addition to CIFAR10 and
CIFAR100, other network architecture and other datasets are examined as well. TinyImageNet (Tiny
ImageNet n.d.) is a 200 class subset of ImageNet (Deng et al. 2009) with images resized to 64×64
pixels. ImageNet (ibid.) is a 1000 class dataset for image classification, with images resized to
256×256 pixels. Tables 7.4, 7.6, and 7.7 show that sparsity manifests in VGG-11/16 [2014], and
ResNet-50 [2016] on ImageNet and Tiny-ImageNet. ResNet-50 shows a significantly higher overall
filter sparsity than non-residual VGG networks. Beyond classification, sparsity also manifests for
regression tasks such as the pose regression tasks the thesis examines.
Sparsity Increases with Decreasing Mini-Batch Size: It can be seen in Tables 7.5, 7.2, 7.4, 7.6,
and 7.7 that decreasing the mini-batch size (while maintaining the same number of iterations) leads
to increased sparsity across network architectures and datasets.
2Note that L2 regularization and weight decay are distinct. See Loshchilov et al. 2017 for a detailed discussion.
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7.1.2 Explaining Filter Sparsity
Feature Selectivity Hypothesis: From Figure 7.3 the differences between the nature of features
learned by Adam and SGD become clearer. For zero mean, unit variance BatchNorm outputs {x̂i}Ni=1
of a particular convolutional kernel, where N is the size of the training corpus, due to the use of
ReLU, a gradient is only seen for those datapoints for which x̂i >−β/γ . Both SGD and Adam (L2:
1e-5) learn positive γs for layer C6, however β s are negative for Adam, while for SGD some of the
biases are positive. This implies that all features learned for Adam (L2: 1e-5) in this layer activate
for less than or equal to half the activations from the training corpus, while SGD has a significant
number of features activate for more than half of the training corpus. That means, Adam learns more
selective features in this layer. Features which activate only for a small subset of the training corpus,
and consequently see gradient updates from the main objective less frequently, continue to be acted
upon by the regularizer. If the regularization is strong enough (Adam with L2: 1e-4 in Fig. 7.3),
or the gradient updates infrequent enough (feature too selective), the feature may be pruned away
entirely. The propensity of later layers to learn more selective features with Adam would explain the
higher degree of sparsity seen for later layers as compared to SGD. Understanding the reasons for
emergence of higher feature selectivity in Adam than SGD, and verifying if other adaptive gradient
descent flavours also exhibit higher feature selectivity remains open for future investigation.
Quantifying Feature Selectivity: Similar to feature sparsity by activation, the feature’s absolute
activations over the entire feature plane are max pooled. For a particular feature, these pooled
activations over the entire training corpus are considered in quantifying feature selectivity, and
the pooled activations for each filter are normalized by the max of the filter’s pooled activations
over the entire training corpus. The percentage of the training corpus for which this normalized
pooled value exceeds a threshold of 10−3 is then used to quantify selectivity. This is termed as
the feature’s universality. A feature’s selectivity is then defined as 100-universality. Unlike the
selectivity metrics employed in literature (Morcos et al. 2018), this is class agnostic, and provides
preliminary quantitative evidence that Adam (and perhaps other adaptive gradient descent methods)
learn more selective features than (m)SGD, which consequently see a higher relative degree of
regularization. In Figure 7.2 note the distinct shift towards less selective features in BasicNet with
increasing task difficulty, as well as fewer selective features being pruned with larger batch sizes
than with smaller batch sizes.
Table 7.4: Sparsity by γ on VGG-16, trained on TinyImageNet, and on ImageNet. Also shown are the pre-
and post-pruning top-1/top-5 single crop validation errors. Pruning using |γ|< 10−3 criteria.
# Conv Pre-pruning Post-pruning
TinyImageNet Feat. Pruned top1 top5 top1 top5
L2: 1e-4, B: 20 3016 (71%) 45.1 21.4 45.1 21.4
L2: 1e-4, B: 40 2571 (61%) 46.7 24.4 46.7 24.4
ImageNet
L2: 1e-4, B: 40 292 29.93 10.41 29.91 10.41
Interaction of Regularization with Optimizer Updates: Figure 7.4 examines the behaviour of
L2 regularization in the low gradient regime for different optimizers through synthetic experiments,
and shows that coupling of L2 regularization with certain adaptive gradient update equations yields a
faster decay than weight decay, or L2 regularization with SGD, even for smaller regularizer values.
This is an additional source of regularization disparity between parameters which see frequent
updates and those which don’t see frequent updates or see lower magnitude gradients. It manifests
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Figure 7.2: Feature Selectivity For Different Mini-Batch Sizes for Different Datasets Feature universality (1 -
selectivity) plotted for layers C4-C7 of BasicNet for CIFAR10, CIFAR100 and TinyImagenet. Batch sizes of
40/160 considered for CIFAR, and 40/120 for TinyImagenet.
Table 7.5: BasicNet sparsity variation on CIFAR10/100 trained with Adam and L2 regularization.
CIFAR 10 CIFAR 100
Batch Train Test Test %Spar. Train Test Test %Spar.
Size Loss Loss Err by γ Loss Loss Err by γ
20 0.17 0.36 11.1 70 0.69 1.39 35.2 57
40 0.06 0.43 10.5 70 0.10 1.98 36.6 46





160 0.01 0.55 10.6 61 0.01 2.32 44.3 29
Table 7.6: Effect of different mini-batch sizes on sparsity (by γ) in VGG-11, trained on ImageNet. Same
network structure employed as Z. Liu et al. 2017. * indicates finetuning after pruning
# Conv Pre-pruning Post-pruning
Feat. Pruned top1 top5 top1 top5
Adam, L2: 1e-4, B: 90 71 30.50 10.65 30.47 10.64
Adam, L2: 1e-4, B: 60 140 31.76 11.53 31.73 11.51
Z. Liu et al. 2017 85 29.16 31.38* -
for certain adaptive gradient descent approaches.
Task ‘Difficulty’ Dependence: As per the hypothesis developed thus far, as the task becomes
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Figure 7.3: Emergence of Feature Selectivity with Adam The evolution of the learned scales (γ , top row)
and biases (β , bottom row) for layer C6 of BasicNet for Adam and SGD as training progresses. Adam has
distinctly negative biases, while SGD sees both positive and negative biases. For positive scale values,
as seen for both Adam and SGD, this translates to greater feature selectivity in the case of Adam, which
translates to a higher degree of sparsification when stronger regularization is used.
Figure 7.4: The action of regularization on a scalar value for a range of regularization values in the presence
of simulated low gradients drawn from a mean=0, std=10−5 normal distribution. The gradients for the first 100
iterations are drawn from a mean=0, std=10−3 normal distribution to emulate a transition into low gradient
regime rather than directly starting in the low gradient regime. The scalar is initialized with a value of 1. The
learning rates are as follows: SGD(momentum=0.9,lr=0.1), ADAM(1e-3), AMSGrad(1e-3), Adagrad(1e-2),
Adadelta(1.0), RMSProp(1e-3), AdaMax(2e-3). The action of the regularizer in low gradient regime is only
one of the factors influencing sparsity. Different gradient descent flavours promote different levels of feature
selectivity, which dictates the fraction of features that fall in the low gradient regime. Further, the optimizer
and the mini-batch size affect together affect the duration different features spend in low gradient regime.
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Table 7.7: Convolutional filter sparsity for different levels of ResNet-50 on ImageNet, with different batch
sizes, using Adam and L2 regularization (1e-4).
Batch Train Test Top 1 Top 5 % Sparsity by γ
Size Loss Loss Val Err. Val Err. conv1 res2 res3 res4 res5 Total
32 1.3 1.1 27.7 9.2 0 0 1 17 46 26
64 1.0 1.0 25.2 7.7 0 0 1 3 42 19
more difficult, for a given network capacity, we expect the fraction of features pruned to decrease
corresponding to a decrease in selectivity of the learned features (B. Zhou et al. 2018). Though
the task difficulty cannot be cleanly decoupled from the number of classes, a synthetic experiment
is devised to closely examine task difficulty. Grayscale renderings of 30 object classes from
ObjectNet3D (Xiang et al. 2016) are used, and 2 identical sets of ≈ 50k 64×64 pixel renderings
constructed. One set has a clean background (BG) and the other has a cluttered BG. BasicNet is
trained with a mini-batch size of 40 on the two datasets, and as expected there is a much higher
sparsity (70%) with the clean BG set than with the more difficult cluttered set (57%). See Appendix D
for representative images and a list of the object classes selected.
7.1.3 Implications of the Findings Regarding the Emergent Sparsity
Effect of L2 regularization vs. Weight Decay for Adam Prior work (Loshchilov et al. 2017) has
indicated that Adam with L2 regularization leads to parameters with frequent and/or large magnitude
gradients from the main objective being regularized less than the ones which see infrequent and/or
small magnitude gradients. Though weight decay is proposed as a supposed fix, the findings in
this chapter show that there are rather two different aspects to consider. The first is the disparity in
effective regularization due to the frequency of updates. Parameters which update less frequently
would see more regularization steps per actual update than those which are updated more frequently.
This disparity would persist even with weight decay due to Adam’s propensity for learning more
selective features, as detailed in the preceding section. The second aspect is the additional disparity in
regularization for features which see low/infrequent gradient, due to the coupling of L2 regularization
with Adam.
Attributes of Generalizable Neural Network Features: Dinh et al. 2017 show that the geometry
of minima is not invariant to reparameterization, and thus the flatness of the minima may not be
indicative of generalization performance (Keskar et al. 2017a), or may require other metrics which
are invariant to reparameterization. Morcos et al. 2018 suggest based on extensive experimental
evaluation that good generalization ability is linked to reduced selectivity of learned features. They
further suggest that individual selective units do not play a strong role in the overall performance on
the task as compared to the less selective ones. They connect the ablation of selective features to the
heuristics employed in neural network feature pruning literature which prune features whose removal
does not impact the overall accuracy significantly (H. Li et al. 2017; Molchanov et al. 2017). The
findings of B. Zhou et al. 2018 concur regarding the link between emergence of feature selectivity
and poor generalization performance. They further show that ablation of class specific features does
not influence the overall accuracy significantly, however the specific class may suffer significantly.
The findings in this chapter show that the emergence of selective features in Adam, and the increased
propensity for pruning the said selective features when using L2 regularization presents a direct
tradeoff between generalization performance and network capacity which practitioners using Adam
must be aware of.
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Observations on Adaptive Gradient Descent Several works have noted the poorer generaliza-
tion performance of adaptive gradient descent approaches over SGD. Keskar et al. 2017b propose
to leverage the faster initial convergence of ADAM and the better generalization performance of
SGD, by switching from ADAM to SGD while training. Reddi et al. 2018 point out that exponential
moving average of past squared gradients, which is used for all adaptive gradient approaches, is
problematic for convergence, particularly with features which see infrequent updates. This short
term memory is likely the cause of accelerated pruning of selective features seen for Adam in
Figure 7.4(and other adaptive gradient approaches), and the extent of sparsity observed would be
expected to go down with AMSGrad (ibid.) which tracks the long term history of squared gradients.
Reducing the Extent of Emergent Sparsity The root cause of sparsity is revealed to be a
combination of the propensity of Adam (and other adaptive gradient descent methods) to learn more
selective features, a disproportionately higher degree of effective regularization seen by selective
features in a mini-batch training setup, and the added acceleration of L2 regularization in a low
gradient regime. This mechanism remains in play even when supposed fixes such as Leaky ReLU
are used. With BasicNet on CIFAR100, Leaky ReLU with a negative slope of 0.01 only marginally
reduces the extent of sparsity in the case of Adam with L2: 10−4 (41% feature sparsity for 36.8%
test error, vs. 47% feature sparsity for 36.6% test error with ReLU), but does not completely remove
it. Beyond the hyperparameters discussed in the preceding sections, other hyperparameters, such
as initial values of the affine BatchNorm parameters and their associated learning rates also impact
the extent of sparsity, and can be exploited to reduce the extent of emergent sparsity. For further
discussion, refer to Appendix D.3.
Implicit Sparsity as a Possible Tool for Neural Network Speed-up The emergent sparsity is
not strictly harmful, as it targets selective features, which have been shown by Morcos et al. 2018
to be indicative of overfitting. Adam with L2 regularization can also be an attractive alternative
to explicit network slimming approaches for speeding up test time performance of convolutional
neural networks, without requiring any tooling changes to the traditional neural network training
pipeline supported by the existing frameworks. Though it is not a complete replacement, as explicit
sparsification approaches have certain additional desirable properties such as layer-computation-cost
aware sparsification, or being able to successively build multiple compact models out of a single
round of training like in J. Ye et al. 2018. However, this opens up a line of future work in investigating
ways of incorporating a similar level of fine grained control over implicit sparsity as is afforded by
explicit sparsification approaches.
In conclusion, awareness and a better understanding of the mechanism of sparsification would prompt
attempts at better solutions to address the harmful aspects of the emergent sparsity, while retaining
the useful aspects.
7.2 SelecSLS Net: A Fast and Accurate Pose Inference CNN
7.2.1 Convolutional Network Designs
ResNet [2016] and derivatives (Xie et al. 2017) incorporate explicit information flowing from earlier
to later feature layers in the network through summation-skip connections. This permits training of
deeper and more powerful networks. Many architectures based on this concept have been proposed,
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such as Inception (Szegedy et al. 2017) and ResNext (Xie et al. 2017).
Because increased depth and performance comes at the price of higher computation times dur-
ing inference, specialized architectures for faster test time computation were proposed, such as
AmoebaNet (Real et al. 2018), Mobilenet (Sandler et al. 2018), ESPNet (S. Mehta et al. 2018),
ERFNet (Romera et al. 2018). These are however not suited for application to the 3D pose estima-
tion system developed in this thesis because: Many architectures with depthwise convolutions are
optimized for inference on specific edge devices (Sandler et al. 2018), and lose accuracy in lieu
of speed. Increasing the width or depth of these networks to bring the accuracy closer to that of
vanilla ResNets results in GPU runtimes comparable to typical ResNet architectures. In addition to
significant losses in accuracy to increase inference speed, ESPNet (S. Mehta et al. 2018) produces
non-smooth output maps with grid artifacts due to the use of dilated convolutions. These artifacts
impair part association performance in our pose estimation setting. DenseNet (G. Huang et al. 2017)
uses full dense concatenation-skip connectivity, which results in a parameter efficient network but
is slow due to the associated cost of the enormous number of concatenation operations. Table 7.8
shows the performance of some common network architectures on single-person 2D pose estimation,
and striking the right balance on the speed-accuracy tradeoff ResNet-34 and ResNet-50 emerge as
the appropriate baselines for further experiments.
7.2.2 ResNet-50 and Filter Pruning
ResNet-50 [2016] as core network architecture is a good compromise between performance and
speed for many problems beyond image classification, and has been employed for other multi-person
pose estimation methods such as G. Rogez et al. 2019. However, processing the complete input
frame on anything but the top-end GPUs with a ResNet-50 core, along with the other components of
the system which are discussed in Chapter 8, would not reach real-time performance of > 25 FPS.
The ‘demo’ version of LCRNet++ (ibid.) uses ResNet-50 and only works at 10−12 FPS on a GTX
1050 for 512×320 pixel input. The forward pass time on a TitanX (Pascal) GPU is 16 ms, while on
a K80 GPU it takes >100 ms.
Explicit or implicit pruning approaches, such as the ones discussed in the previous section can
speed up ResNet-50 inference time by about 1.3×, but the inference speed gains come at the cost of
reduced accuracy. Reference models (Paszke et al. 2017) for ResNet-50 on ImageNet [2009] report a
Top-1 accuracy of 76.15% and a Top-5 accuracy of 92.87%. Explicit pruning approaches showing a
1.2−1.4× inference speed up yield significantly lower Top-1 accuracies of 72.04% (Luo et al. 2017),
75% (R. Yu et al. 2018), 74.61% (Y. He et al. 2018), and 74.95% (Zhuang et al. 2018). Table 7.7
shows that implicit sparsity makes a similar tradeoff between accuracy and extent of sparsity, with a
Top-1 accuracy of 74.8% with a filter sparsity of 19%.
Hence, a new network architecture is developed in the next section, with the objective of achieving a
comparable speed-up to post-pruning ResNet-50, while retaining the accuracy of un-pruned ResNet-
50. The proposed design avoids the artifacts and accuracy deficit of ESPNet, and eliminates the
memory and speed bottlenecks associated with DenseNet, by relying on a selective use of skip
connectivity.
7.2.3 SelecSLS Net: Selective Short and Long Range Skip Connections
The key insight behind the design of the new network architecture is to use short range and long range
concatenation-skip connections in a selective way instead of additive-skip connections. Additive-skip
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Table 7.8: Evaluation of baseline architecture choices for the backbone convolutional network for 3D pose
estimation. Here the choices are evaluated on the pre-requisite single person 2D pose estimation task
on LSP Johnson et al. 2010 test set. The core network architectures are jointly trained on MPI Mykhaylo
Andriluka et al. 2014 and LSP Johnson et al. 2010, 2011 single person 2D pose datasets. The timings are
evaluated on an NVIDIA K80 GPU, with 320×320 pixel input, using Caffe 2018 with optimized depthwise
convolution implementation.
Core Network PCK FP Time (K80)
MobileNetV2 1.0x [2018] 85 13.8ms
MobileNetV2 1.3x [2018] 86 16.4ms
Xception [2017] 81 36.6ms
InceptionV3 [2016] 88 25.7ms
ResNet-34 [2016] 89 19.4ms
ResNet-50 [2016] 89 24.7ms
Figure 7.5: Variants of SelecSLS module design (a) and (b). Both share a common design comprised of
interleaved 1× 1 and 3× 3 convolutions, with different ways of handling cross-module skip connections
internally: (a) as additive-skip connections, or (b) as concatenative-skip connections. The cross module skip
connections can themselves come either from the previous module (c) or from the first module which outputs
features at a particular spatial resolution (d). In addition to the different skip connectivity choices, the design
is parameterized by module stride (s), the number of intermediate features (k), and the number of module
ouputs no.
gets element-wise added to the features at the point of incorporation of the skip connection, whereas
concatenative-skip connections get concatenated with the features in the channel-dimension.
Networks with dense concatenation-skip connections such as DenseNet [2017] are more parameter
efficient than typical network architectures with addition-skip connections such as ResNet [2016],
and designed for better information flow across layers. However, concatenation-skip connections
tend to consume much more memory, and the substantial cost of concatenation operations is usually
not accounted for in FLOPs computations, making the reported FLOPs not reflective of actual
speeds on consumer hardware using off-the-shelf libraries (Bianco et al. 2018). In SelecSLS Net, the
selective use of concatenation-skip connectivity promotes information flow through the network,
without the exorbitant memory and compute cost associated with a full dense connectivity. The
network shows comparable accuracy to ResNet-50, with a substantially lower inference time across
single person and multi-person 2D and 3D pose benchmarks.
SelecSLS Module: The network is comprised of SelecSLS modules, with intra-module short-range
skip connectivity and cross-module longer-range skip connectivity, for the latter of which different
architectural variants are explored. The module design is as shown in Figure 7.5 (a) and (b). All
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Table 7.9: SelecSLS Net Architecture: The table shows the network levels, overall number of modules,
number of intermediate features k, and the spatial resolution of features of the network designs evaluated in
Section 7.2.4. The design choices evaluated are the type of module (additive skip AS vs concatenation skip
CS), the type of cross module skip connectivity (From previous module (Prev ) or first module (First in the
level), and the scheme for the number of outputs of modules no ((B)ase or (W)ide).
Level Output SelecSLS Stride Cross-Module no
Resolution Module s k Skip Conn. (B) (W)
L0 w/2 x h/2 Conv. 3x3 2 - - 32 32
L1 w/4 x h/4 CS/AS 2 64 No 64 64
w/4 x h/4 CS/AS 1 64 Prev/First 64 128
L2 w/8 x h/8 CS/AS 2 128 No 128 128
w/8 x h/8 CS/AS 1 128 Prev/First 128 128
w/8 x h/8 CS/AS 1 128 Prev/First 128 288
L3 w/16 x h/16 CS/AS 2 288 No 288 288
w/16 x h/16 CS/AS 1 288 Prev/First 288 288
w/16 x h/16 CS/AS 1 288 Prev/First 288 288
w/16 x h/16 CS/As 1 288 Prev/First 416 416
SelecSLS module variants have a common design part which comprises a series of 3×3 convolutions
interleaved with 1× 1 convolutions. This is to enable mixing of channels when grouped 3× 3
convolutions are used. All convolutions are followed by batch normalization and ReLU non-linearity.
The module hyperparameter k dictates the number of features output by the convolution layers
within the module. The outputs of all 3×3 convolutions (2k) are concatenated and fed to a 1×1
convolution which produces no features. The first 3×3 in the module has a stride of 1 or 2, which
dictates the feature resolution of the entire module. The cross-module skip connection is the second
input to the module.
On the one hand, two variants of SelecSLS module are compared, that handle cross-module skip
connections inside the module in different ways: as additive-skip connections, henceforth AS
(Figure 7.5 (a)) or as concatenation-skip connections, henceforth CS (Figure 7.5 (b)). The additive
skip connection is added to the final 1×1 convolution before ReLU, and the ReLU is placed after
the sum. When the number of features in the skip connection does not match no, a 1×1 convolution
is used on the skip path to match the number of channels.
On the other hand, two variants of the cross-module connectivity design itself are investigated. The
first is skip connectivity from the previous module, henceforth Prev (Figure 7.5 (c)), as it has been
commonly employed. The second is skip connectivity from the first module in a level, henceforth
First (Figure 7.5 (d)). A level is comprised of all modules in succession which output feature maps
of a particular spatial resolution.
SelecSLS Net Architecture: Table 7.9 shows the overall architecture of the proposed SelecSLS Net,
parameterized by the type of module (SelecSLS concatenation-skip CS vs addition-skip AS), the
stride of the module, s, the intermediate features in the module, k, cross-module skip connectivity
(previous module or first module in the level), and number of outputs of the module, no. With the
aim to promote information flow in the network, in addition to the base case of no, a wider case is
also considered at the points of transition in spatial resolution. These will be indicated with (B) and
(W) respectively. For 2D and 3D pose experiments, all 3×3 convolutions with more than 96 outputs
use a group size of 2, and those with more than 192 outputs use a group size of 4. No grouping is
used for ImageNet experiments.
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Figure 7.6: Architecture of Stage I of the multi-person 3D pose formulation described in Chapter 6 shown
on the left, used here to compare different convolutional network backbones to the proposed SelecSLS
architecture, as well as for validation of SelecSLS design choices. SelecSLS with an image classification
head shown on the right for experiments on ImageNet dataset.
7.2.4 SelecSLS Design Evaluation
The best network design is determined by testing on 2D multi-person pose estimation, which, as
discussed in Chapter 6, plays an integral role in the overall pipeline. The designs are used as the core
network of the architecture shown in Figure 7.6 with only the 2D branch included for the purposes
of SelecSLS design validation.
ResNet-50 and ResNet-34 based networks are used as the core to establish appropriate baselines.
For ResNets, the network architecture is maintained until the first residual module in level-5 and
striding is removed from level-5. The evaluations are done on a held-out 1000 frame subset of the
MS-COCO validation set, and the Average Precision (AP) and Recall (AR) reported along with the
inference time on different hardware in Table 7.10. Using the AS module with Prev connectivity and
n(B)o outputs for modules, the performance as well as the inference time on an Nvidia K80 GPU is
close to that of ResNet-34. Using CS instead of addition-skip significantly improves the average
precision from 47.0 to 47.6, and the average recall from 51.7 to 52.6. Switching the number of
module outputs to the wider n(W )o scheme leads to further improvement in AP and AR, at a slight
increase in inference time. Using First connectivity further improves performance, namely to 48.6
AP and 53.3 AR, reaching close to ResNet-50 in AP (48.8) and performing slightly better with regard
to AR (53.2). The proposed design has a 1.4-1.8× faster inference time than ResNet-50 across all
devices. The publicly available model of Cao et al. 2017 evaluated on the same validation subset is
11 percentage points better on AP and AR than the proposed design, while being 10−20× slower.
For subsequent experiments, a SelecSLS Net with concatenation-skip modules, cross-module skip
connectivity to the first module in the level, and n(W )o scheme for module outputs would therefore be
used.
7.2.5 Comparisons With Other Network Architectures
Multi Person 2D Pose Performance: In the previous section (Table 7.10), the design choices were
evaluated with regards to the SelecSLS module, and it was established that the proposed SelecSLS Net
performs comparably to ResNet-50 while being significantly faster, when trained for multi-person
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Table 7.10: Evaluation of design decisions for SelecSLS network. Different variants of SelecSLS, as well as
ResNet-34/50 are used as core networks with the 2D pose branch of the multi-person network described in
Chapter 6. The evaluations are done on a subset of validation frames of MS COCO dataset. Also reported
are the forward pass timings of the core network and the 2D pose branch on different GPUs (K80, TitanX
(Pascal)) as well as Xeon E5-1607 CPU on 512×320 pixel input. The publicly available model of Cao et al.
2017 is also evaluated on the same subset of validation frames.
FP Time
Core Network K80 TitanX CPU AP AP0.5 AP0.75 AR AR0.5 AR0.75
ResNet-50 35.7ms 9.6ms 349ms 48.8 74.6 52.1 53.2 76.8 56.3
ResNet-34 25.7ms 5.7ms 269ms 46.4 72.7 47.3 51.3 75.2 52.8
SelecSLS
Add-Skip Prev. (B) 24.5ms 6.5ms 167ms 47.0 73.4 49.7 51.7 75.6 54.5
Conc.-Skip Prev. (B) 24.3ms 6.3ms 172ms 47.6 73.3 50.7 52.6 76.1 55.6
Conc.-Skip Prev. (W) 25.0ms 6.7ms 184ms 48.3 74.4 51.1 52.9 76.5 55.7
Conc.-Skip First (W) 25.0ms 6.7ms 184ms 48.6 74.2 52.2 53.3 76.6 56.7
Cao et al. 2017 243ms 73.4ms 3660ms 58.0 79.5 62.9 62.1 81.2 66.5
Table 7.11: Evaluation of 2D keypoint detections of the complete Stage I XNect (both 2D and 3D branches
trained), with different core networks on a subset of validation frames of MS COCO dataset. Also reported
are the forward pass timings of the first stage on different GPUs (K80, TitanX (Pascal)) for an input image of
size 512×320 pixels.
Core FP Time
Network K80 TitanX AP AP0.5 AP0.75 AR AR0.5 AR0.75
ResNet-34 29.0ms 6.5ms 45.0 72.0 46.1 49.9 74.4 51.6
ResNet-50 39.3ms 10.5ms 46.6 73.0 48.9 51.4 75.4 54.0
SelecSLS 28.6ms 7.4ms 47.0 73.5 49.5 51.8 75.6 54.1
2D pose estimation.
The networks are further trained with the 2 stage multi-person 3D pose pipeline introduced in
Chapter 6, which adds a 3D pose branch to the core network to predict local 3D pose encodings,
as shown in Figure 7.6(left). A separate 2nd stage comprised of a full-connected network uses the
outputs of the first stage to yield full 3D poses for each subject in the scene. After adding the 3D pose
branch, and training with additional MuCo-3DHP 3D pose training data, the networks are evaluated
on the same MS-COCO validation subset in Table 7.11. Due to the addition of the 3D pose task, the
2D pose performance expectedly decreases, going down to 47.0 AP from 48.6, and 51.8 AR from
53.3, which outperforms ResNet-50. Even with the addition of the 3D pose branch, the inference
time of Stage I stays under 29ms on an Nvidia K80 GPU.
Single Person and Multi Person 3D Pose Performance: The networks, trained for the multi-
person 3D pose task, are then evaluated on both single and multi-person 3D benchmarks.
On the single person MPI-INF-3DHP benchmark, Table 6.8 shows that SelecSLS core architecture
performs significantly better than ResNet-34 and slightly better than ResNet-50, with a higher
3DPCK and AUC and a lower MPJPE error. SelecSLS particularly results in significantly better
performance for lower body joints (Knee, Ankle) than the ResNet baselines.
Similarly on the multi person 3D pose benchmark MuPoTS-3D, Table 7.12 shows that SelectSLS
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Table 7.12: Evaluation of different core convolutional network choices with the 2 Stage multi-person 3D
pose formulation from Chapter 6. The evaluations are on all annotated subjects in MuPoTS-3D using the 3D
percentage of correct keypoints (3DPCK) metric. Also shown is the 3DPCK only for predictions that were
matched to an annotation, as well as the accuracy split for visible and occluded joints.
3DPCK % Subjects
All Matched Visible Occluded Matched
ResNet-34 67.0 72.6 70.4 55.3 92.1
ResNet-50 70.1 75.3 73.7 57.3 93.0
SelecSLS 70.4 75.8 74.1 57.8 92.8
Table 7.13: Comparison of limb joint 3D pose accuracy on MPI-INF-3DHP (Single Person) for different core
convolutional network choices with the 2 Stage multi-person 3D pose formulation from Chapter 6. Metrics
used are 3DPCK and AUC (higher is better).
3DPCK Total
Elbow Wrist Knee Ankle 3DPCK AUC
ResNet-34 79.6 61.2 83.0 52.7 79.3 41.8
ResNet-50 82.4 61.8 87.1 58.9 82.0 44.1
SelecSLS 81.2 62.0 87.6 63.3 82.8 45.3
Table 7.14: Comparison of limb joint 3D pose accuracy on MuPoTS-3D (Multi Person) for different core
convolutional network choices with the 2 Stage multi-person 3D pose formulation from Chapter 6. The metric
used is 3D Percentage of Correct Keypoints (3DPCK), evaluated with a threshold of 150mm.
3DPCK FP Time
Elbow Wrist Knee Ankle Total K80 TitanX
ResNet-34 63.7 50.5 69.1 37.3 67.0 29.0ms 6.5ms
ResNet-50 65.8 53.2 71.0 47.3 70.1 39.3ms 10.5ms
SelecSLS 66.8 52.9 72.2 47.6 70.4 28.6ms 7.4ms
Table 7.15: Comparison of the proposed SelecSLS Net with ResNet-50 for image classification on ImageNet
dataset. The timings are measured on an NVIDIA Titan Xp GPU.
Forward Pass Time (ms) for different Forward/Backward ImageNet Total
image resolutions and batch sizes Compute and Memory Accuracy Params
Resolution 512x512 400x400 224x224 224x224 Top-1 Top-5
Batch Size 1 16 1 16 1 16 FLOPS Memory
ResNet-50 15.0 175.0 11.0 114.0 7.2 39.0 4.1B 146.7MB 76.15 92.87 25.55M
SelecSLS 11.0 115.0 9.5 85.0 7.3 29.0 3.5B 92.55MB 76.22 92.96 30.67M
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network architecture outperforms ResNet-50 and ResNet-34. With SelecSLS architecture, the pose
accuracy for both visible and occluded joints improves over the ResNet baselines, even though there
is a slight decrease in the number of detected subjects. Additionally, similar to the single person
benchmark, Table 7.14 shows that SelecSLS particularly results in significantly better performance
for lower body joints (Knee, Ankle) than the ResNet baselines.
Additionally, keeping the same multi-person Stage I convolutional networks, with Stage II trained on
the single-person pose estimation task on Human3.6m, SelecSLS again outperforms ResNet baselines.
The use of SelecSLS results in a mean per joint position error of 63.6mm, compared to 64.8mm using
ResNet-50 and 67.6mm using ResNet-34.
Image Classification Performance: For evaluation on the task of image classification, the 1000
class dataset ImageNet is employed. Since ResNet-50 architecture was originally designed for image
classification, the network is used unchanged from the reference model in Pytorch (Paszke et al.
2017). For SelecSLS, a classification head is used on top of the core network, in place of the 2D and
3D pose branches used for the pose estimation experiments. No channel grouping is used in the core
network. The network architecture is shown in Figure 7.6(right).
SelecSLS Net’s 76.22 Top-1 accuracy and 92.96 Top-5 accuracy on ImageNet is marginally better
than that of ResNet-50, as shown in Table 7.15. However, the proposed network runs 1.3× faster than
ResNet-50 for larger batch sizes, as well as for larger images such as the ones used for multi-person
3D pose estimation. SelecSLS has 5M more parameters than ResNet-50, but 0.6B fewer FLOPS for
224x224 pixel images, and takes less than 2/3 the memory of ResNet-50, which allows larger batch
sizes while training.
7.3 Conclusion
This chapter presents surprising insights into implicit filter pruning in convolutional neural networks
which employ Batch Normalization and ReLU non-linearities, and are trained with adaptive gradient
descent methods. It is hypothesized that the root cause of sparsity is a combination of the propensity
of Adam (and other adaptive gradient descent methods) to learn more selective features, a dispropor-
tionately higher degree of effective regularization seen by selective features in a mini-batch training
setup, and the added acceleration of L2 regularization in a low gradient regime. The hypothesis is
validated through extensive experimentation, and it is shown that the implicit sparsification is not
due to the ’dying ReLU’ phenomenon, and consequently is not ameliorated by supposed fixes such
as Leaky ReLU.
This chapter also shows that filter pruning, explicit or implicit, is not an immediately viable route
to faster convolutional network inference due to the loss in accuracy associated with an increase in
sparsity and inference speed. Consequently, an new neural network architecture is proposed, which
employs selective short-range concatenative-skip connections within the proposed building blocks,
and selective long-range concatenative skip connections across modules. Experimental validation on
our pose estimation task and various other tasks shows that the network performs at par or better than
ResNet-50, while being 1.3−1.4× faster on GPUs, particularly for larger images and larger batch
sizes. The real-time multi-person motion capture system presented in the next chapter leverages
the proposed architecture, SelecSLSNet, to allow accurate and real-time pose estimation from a
monocular RGB camera.
Chapter 8
Real-time Monocular RGB Based
Motion Capture
As detailed in Chapter 1, the objective of this thesis is to enable real-time, markerless, monocular-
RGB based motion capture. The design decisions and development pertaining to the datasets, training
schema, neural network architectures, and task formulation detailed in this thesis thus far have all
been guided by this objective. The neural network based approaches developed in Chapters 5, 6,
and 7 allow for fast, accurate, and in-the-wild 3D body pose estimation of one or more subjects given
an RGB image as input, and additionally yield 2D body joint locations in the image plane.
This chapter develops monocular RGB based real-time motion capture systems which leverage the
per-frame 3D and 2D pose estimates from approaches proposed in the thesis, combining it with
model based skeleton-fitting approaches to produce temporally smooth joint angle estimates, as well
as camera relative location estimates of the subjects in the scene.
In This Chapter
• Discussion of requirements of a motion capture system beyond per-frame root relative 3D
body pose estimates (Section 8.1)
• Design of VNect, the first real-time monocular motion capture solution in the literature,
targeted towards single-person scenes, leveraging the formulation proposed in Chapter 5,
and a discussion of the salient components for fast and temporally smooth inference for the
single-person case (Section 8.2)
• Extension of the monocular motion capture solution to XNect, the first monocular multi-
person method in the literature, leveraging the formulation developed in Chapter 6, the fast
neural network architecture developed in Chapter 7, and presentation of the additional salient
components to enable temporally smooth motion capture in multi-person scenes (Section 8.3)
• Discussion of the applications of monocular RGB based motion capture to interactive virtual
character control, 3D pose tracking in community videos etc.
The content of this chapter is based on D. Mehta et al. 2017b and D. Mehta et al. 2020.
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Figure 8.1: 3D Pose Representation: As described in Section 1.1.1, the output sought from the solution
is the body skeleton articulation of the subjects in the image, expressed in terms of joint angles, θ , and
localization of the subject relative to the camera, d. The learning based component of the proposed solutions
expresses body skeleton articulation in terms of root (pelvis) relative joint positions (right), and also predicts
the 2D body keypoint location. These are converted to temporally smooth joint angles by the kinematic model
fitting step described in this chapter.
8.1 Beyond Per-Frame Body Joint Location Estimates
The location-map approach developed in Chapter 5 for single-person scenarios, and the two stage
XNect approach developed in Chapter 6 for multi-person scenarios, provide 3D articulation estimates
of the kinematic structure of the subjects present in the scene. These articulation estimates are
expressed in terms of joint positions relative to a reference joint, and assume the same height for
all subjects, though the relative body proportions of the predictions may differ between subjects.
These approaches are designed for the general case of single image input. Motion capture systems,
as the name suggests, are meant to capture motion, i.e., temporally coherent sequences of poses.
Applying the proposed per-frame methods to temporal sequences of input frames results in jittery
pose estimates, particularly in cases of occlusion or disocclusion of body parts, and inconsistent bone
lengths between frames. Further, many applications, particularly for computer graphics, require the
kinematic structure articulation to be expressed in terms of joint angles, such that it can be readily
used for animating rigged characters. Enabling experiences which allow one to control a character
that inhabits and moves around in a virtual space require estimates of the camera relative location of
the subject in addition to the subject’s articulation.
Prior work has examined the use of spatio-temporal features (Bugra Tekin et al. 2016b) to gather
information from consequtive frames for predicting the 3D pose. The work of M. Lin et al. 2017
instead aggregates 3D pose predictions across frames using a recurrent neural network module.
Recent work of Pavllo et al. 2019 examines an alternative direction, and predicts 3D poses from long
sequences of 2D pose predictions.
The approaches, VNect and XNect, discussed in the following sections use kinematic model fitting
(inverse kinematics) on filtered sequences of 2D and 3D pose predictions, with various additional
constraints, to produce temporally smooth joint angle estimates, and localize the skeletal structures
relative to the camera. The following sections separately discuss the design of monocular motion
capture system for single- and multi-person scenarios, with several design decisions specifically
tailored to each scenario.
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Figure 8.2: VNect recovers the full global 3D skeleton pose of a single subject in real-time from a single RGB
camera, even wireless capture is possible by streaming from a smartphone (left). It enables applications
such as controlling a game character, embodied VR, sport motion analysis and reconstruction of community
video (right).
8.2 VNect: Real-time Monocular RGB Based Single-Person Motion
Capture
For the case of single-person monocular RGB motion capture, the location-map approach described
in Chapter 5 is used to predict the 2D joint positions P2Dt and root-relative 3D joint positions P3Dt
per image frame It from a continuous input steam of monocular RGB images {...,It−1,It}. For
frame t in the input stream, the final output is PGt (θ ,d) which is the full global 3D skeletal pose of
the person being tracked, parameterized by the global position d ∈ R3 in camera space, and joint
angles θ ∈ R30 of the kinematic skeleton S. It is obtained using the kinematic model fitting step that
combines the 2D and 3D joint position predictions to estimate a smooth, temporally consistent pose
PGt (θ ,d). The frame-number subscript t is dropped in certain sections to aid readability.
8.2.1 Kinematic Model Fitting
Skeleton Initialization: The kinematic model fitting step is set up with a default skeleton which
works well out of the box for most adults. For more accurate estimates, the relative body proportions
of the underlying skeleton can be adapted to that of the subject, by averaging the 3D predictions for a
few frames at the beginning. Since monocular reconstruction is ambiguous without a scale reference,
the neural network predicts height normalized 3D joint positions. If the subject’s height is provided
or gleaned from a calibration step, the camera relative localization estimates more closely resemble
true metric space. Otherwise the camera relative localization is up to a scale.
First, the 2D predictions Kt are temporally filtered (Casiez et al. 2012) and used to obtain the 3D
coordinates of each joint from the location-map predictions, yielding P3Dt , as described in Chapter 5.
To ensure skeletal stability, the bone lengths inherent to P3Dt are replaced by the bone lengths of
the underlying skeleton in a simple retargeting step that preserves the bone directions of P3Dt . The
resulting 2D and 3D predictions are combined by minimizing the objective energy
Etotal(θ ,d) = EIK(θ ,d)+Eproj(θ ,d)
+Esmooth(θ ,d)+Edepth(θ ,d), (8.1)
for skeletal joint angles θ and the root joint’s location in camera space d. The 3D inverse kinematics
term EIK determines the overall pose by similarity to the 3D CNN output P3Dt . The projection term
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Figure 8.3: Fraction of joints correctly predicted on the TS1 sequence of MPI-INF-3DHP test set, as
determined by the distance between the predicted joint location and the ground truth joint location being
below the error threshold. The dotted line marks the 150mm threshold for which the 3D PCK numbers are
reported. Only using the 2D predictions as constraints for skeleton fitting (blue) performs significantly worse
than using both 2D and 3D predictions as constraints (red). Though adding 1 Euro filtering (purple) visually
improves the results, the slightly higher error here is due to the sluggish recovery from tracking failures. The
3D predictions from the CNN (green) are also shown.
Eproj determines global position d and corrects the 3D pose by re-projection onto the detected 2D
keypoints P2Dt . Both terms are implemented with the L2 norm,
Eproj = ‖Π(PGt )−P2Dt‖2 and EIK = ‖(PGt −d)−P3Dt‖2, (8.2)
where Π is the projection function from 3D to the image plane, and PGt = FK(θ ,d) is joint positions
obtained by applying forward kinematics to the kinematics skeleton. A pinhole projection model
is used. If the camera calibration is unknown a vertical field of view of 54 degrees is assumed.
Temporal stability is enforced with smoothness prior Esmooth = ‖P̂Gt ‖2, penalizing the acceleration
P̂Gt . To counteract the strong depth uncertainty in monocular reconstruction, large variations in depth
are additionally penalized with Edepth = ‖[P̃Gt ]z‖2 where [P̃Gt ]z is the z component of 3D velocity P̃Gt .
Finally, the 3D pose is also filtered with the 1 Euro filter (Casiez et al. 2012).
Parameters: The energy terms EIK,Eproj,Esmooth and Edepth are weighted with ωIK = 1,ωproj =
44,ωsmooth = 0.07 and ωdepth = 0.11, respectively. The parameters of the 1 Euro Filter are empirically
set to fcmin = 1.7, β = 0.3 for filtering P2Dt , to fcmin = 0.8, β = 0.4 for P3Dt , and to fcmin = 20,
β = 0.4 for filtering PGt . The implementation uses the Levenberg-Marquardt algorithm from the
Ceres library (S. Agarwal et al. 2017).
8.2.2 Bootstrapped No-cost Bounding Box Tracking
Although the fully-convolutional location-map formulation allows the neural network to work
without requiring cropping, the run-time of the neural network is highly dependent on the input
image size. Additionally, the neural network is trained for subject sizes in the range of 250–340 px
in the frame, requiring averaging of predictions at multiple image scales per frame or a scale space
search if processing the full frame at each time step. Guaranteeing real-time rates, particularly with a
ResNet-50 backbone, necessitates restricting the size of the input to the network and tracking the
scale of the person in the image to avoid searching the scale space in each frame. Even with the
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use of the fast SelecSLSNet architecture proposed in Chapter 7 as the backbone, further significant
speedup can be obtained by tracking the location and scale of the person in the scene in single-person
scenarios.
With the proposed location-map formulation, the person’s location and scale can be tracked in
an integrated manner, with negligible runtime and compute overhead. The 2D pose predictions
from the neural network at each frame are used to determine the bounding-box for the next frame
through a slightly larger box around the predictions. The smallest rectangle containing the keypoints
K is computed and augmented with a buffer area 0.2× the height vertically and 0.4× the width
horizontally. To stabilize the estimates, the bounding-box is shifted horizontally to the centroid of
the 2D predictions, and its corners are filtered with a weighted average with the previous frame’s
bounding-box using a momentum of 0.75. To normalize scale, the bounding-box crop is resized to
368x368 px. The bounding-box tracker starts with (slow) multi-scale predictions on the full image
for the first few frames, and hones in on the person in the image making use of the bounding-box
agnostic predictions from the fully convolutional network.
8.2.3 System Characteristics and Comparisons
Real-time Performance: The system runs on a 6-core Xeon CPU, 3.8 GHz and a single Titan X
(Pascal architecture) GPU. The CNN computation (ResNet-50) takes ≈18 ms, the skeleton fitting
≈7–10 ms, and preprocessing and filtering 5 ms, allowing live applications to run at ≈ 33 FPS. The
ResNet-50 based backbone network can be replaced with SelecSLSNet for further speedup. For
video results, refer to gvv.mpi-inf.mpg.de/projects/VNect/.
Quality of Tracking: The reconstruction quality is high, as shown in Chapter 5 and additional
video results at gvv.mpi-inf.mpg.de/projects/VNectDemo/, and the usefulness of the proposed method
is shown for various applications such as 3D character control, embodied virtual reality, and pose
tracking from low quality smartphone camera streams. Results are best observed in motion in the
video. The importance of the steps towards enabling these applications with a video solution are
thoroughly evaluated on more than 10 sequences. Results are comparable in quality to depth-camera
based solutions like the Kinect (Microsoft Corporation 2013).The system is tested on a variety of
subjects, and succeeds for different body shapes, gender and skin tone, as well as to a variety of
backgrounds and camera types, as shown applied on community videos in the video results.
The kinematic skeleton fitting estimates global translation d up to a scale. Figure 8.4 demonstrates
that the translation estimates exhibit negligible drift, the feet position matches with the same
reference point after performing a circular walk. The smoothness constraint in depth direction
limits sliding of the character away from the marker, as pictured in the video results available at
gvv.mpi-inf.mpg.de/projects/VNect/.
Ablation of VNect Components: The effect of the various components of the full VNect pipeline
is shown on the TS1 sequence of MPI-INF-3DHP test set in Figure 8.3. Without the EIK component
of Etotal the tracking accuracy goes down to a PCK of 46.1% compared to a PCK of 81.7% when
EIK is used. The raw CNN 3D predictions in conjunction with the bounding-box tracker result in a
PCK of 80.3%. Using EIK in Etotal produces consistently better results for all thresholds lower than
150 mm. This shows the improvements brought about by the skeleton fitting term. Additionally, as
shown in the video results, using 1 Euro filtering produces qualitatively better results, but the overall
PCK decreases slightly (79.7%) due to slower recovery from tracking failures.
The influence of the smoothness and filtering steps on the temporal consistency are further analyzed
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Figure 8.4: The estimated 3D pose from VNect is drift-free. The motion of the person starts and ends at the
marked point (orange), both in the real world and in our reconstruction.
in the video.
Comparison with Active Depth Sensors (Kinect): To compare with depth sensing based solutions,
video from an RGB camera and a co-located Kinect sensor were synchronously recorded in a living
room scenario. Figure 8.7 shows representative frames. Although the depth sensor provides
additional information, VNect reconstructions from just RGB are of a similar quality. The Kinect
results are of comparable stability to VNect, but yield erroneous reconstructions when limbs are
close to scene objects, such as when sitting down. VNect, however, succeeds in this case, although is
slightly less reliable in depth estimation. A challenging case for both methods is the tight crossing of
legs. The video contains a visual comparison.
The video solution succeeds also in situations with direct sunlight (Figure 8.6), where IR-based depth
cameras are inoperable. Moreover, RGB cameras can simply be equipped with large field-of-view
(FOV) lenses and, despite strong distortions, successfully track humans (Rhodin et al. 2016a). On
the other hand, existing active sensors are limited to relatively small FOVs, which severely limits the
tracking volume.
8.2.4 Applications
The real-time, temporally stable, fully automatic, joint angle estimates produced by VNect are
suitable for various interactive applications, and amenable to direct application to 3D character
control.
Character Control: Real-time motion capture solutions provide a natural interface for game
characters and virtual avatars, which go beyond classical mouse and gamepad control. VNect works
successfully for a wide range of motions common in activities like tennis, dance, and juggling, see
Figures 8.2 and 8.5. The swing of the arm and leg motion is nicely captured and could, for instance,
be used in a casual sports and dancing game, but also for motion analysis of professional athletes to
optimize their motion patterns. Successful results are also shown in non front-facing motions such
as turning and writing on a wall, as well as squatting.
Virtual Reality: The recent availability of cheap head-mounted displays has sparked a range of new
applications. Many products use handheld devices to track the user’s hand position for interaction.
VNect enables such experiences from a single consumer color camera. Beyond interaction, the
marker-less full-body solution enables embodied virtual reality, see Figure 8.2. A rich immersive
feeling is created by posing a virtual avatar of the user exactly to their own real pose. With the
proposed solution the real and virtual pose are aligned such that users perceive the virtual body as
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Figure 8.5: Application to entertainment. VNect, the single-person real-time 3D pose estimation method
provides a natural motion interface, e.g. for sport games.
Figure 8.6: VNect, being based on RGB camera input succeeds in strong illumination and sunlight (center
right and right), while the IR-based depth estimates of the Microsoft Kinect are erroneous (left) and depth-
based tracking fails (center left).
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Figure 8.7: Side-by-side pose comparison with VNect (top) and Kinect (bottom). Overall estimated poses
are of similar quality (first two frames). Both the Kinect (third and fourth frames) and VNect (fourth and fifth
frames) occasionally predict erroneous poses.
Figure 8.8: Handheld recording with a readily available smartphone camera (left) and the estimated pose
from VNect (right), streamed to and processed by a GPU enabled PC.
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their own.
Ubiquitous Motion Capture with Smartphones: Real-time monocular 3D pose estimation lends
itself to application on low quality smartphone video streams. By streaming the video to a machine
with sufficient capabilities for the proposed algorithm, one can turn any smartphone into a lightweight,
fully-automatic, handheld motion capture sensor, see Figure 8.8 and the accompanying video. Since
smartphones are widespread, it enables the aforementioned applications for casual users without
requiring additional sensing devices. Recent work on developing more capable mobile computing,
targeted towards accelerating on-device neural network inference, could allow the system to partially
or entirely run on the mobile capture device.
8.3 XNect: Real-time Monocular RGB Based Multi-Person Motion
Capture
For the multi-person case, the occlusion robust and efficient 2-stage per-frame XNect formulation
developed in Chapter 6 is employed. As discussed in Chapters 6 & 7, bounding box tracking based
inference in multi-person scenarios would lead to a linear dependence of the inference time on the
number of subjects in the scene. Hence, a different approach is adopted for multi-person scenarios,
wherein the complete image frame is processed at every time step. The output jointly encodes the
2D and 3D pose of all the subjects in the scene. Real-time inference in this case is made possible
through the use of SelecSLSNet architecture proposed in Chapter 7.
There are additional key ways in which the multi-person solution differs from the single-person
solution. In order to reconcile 2D and 3D pose predictions of subjects across frames, the subject
identities need to be associated across frames. Further, because of occasional full body occlusions
in multi-person scenarios, the identity association should also be able to re-identify lost person
tracks. The estimation of camera relative translation is only up to scale, and requires knowledge
of the subject heights to accurately localize the subject in the scene. Estimating subject heights
is particularly crucial for multi-person scenarios where subjects have starkly different heights, as
without knowing the relative heights of the subjects, their relative localization estimates would not
be correct. With a fixed height assumption, shorter subjects would get placed further away from the
camera and vice-versa. Hence, a calibration step is required to estimate the heights of the subjects in
the scene.
8.3.1 Identity Tracking and Re-identification
The per-frame root-relative 3D pose estimates {P3Di [t]}, and 2D pose estimates {P2Di [t]} for each
individual i in the scene are obtained using the 2-stage per-frame XNect formulation. The identity
tracking step assigns correspondences between person detections at the current timestep t, {Pi[t]}K[t]i=1 ,
to the preceding ones {Pk[t−1]}
K[t−1]
k=1 . Person appearance is modeled with an HSV color histogram
of the upper body region. The hue and saturation channels are discretized into 30 bins each and
determine the appearance Ai[t] as the class probabilities across the bounding box enclosing the torso
joints in {P2Di [t]}i. This descriptor is efficient to compute and can model loose and tight clothing
alike, but might suffer from color ambiguities across similarly dressed subjects.
To be able to match subjects robustly, detections from current frame t are assigned to previously
known identities not only based on appearance similarity, SAi,k = (Ai[t]−Ak[t−1])2, but also on the
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Figure 8.9: XNect, the real-time monocular RGB based 3D motion capture system provides temporally
coherent estimates of the full 3D pose of multiple people in the scene, handling occlusions and interactions
in general scene settings, and localizing subjects relative to the camera. The design allows the system to
handle large groups of people in the scene with the run-time only minimally affected by the number of people
in the scene. The method yields full skeletal pose in terms of joint angles, which can readily be employed for
interactive character animation.











A threshold on the dissimilarity is set to detect occlusions, persons leaving the field of view, and
new persons entering. That means the number of persons K[t] can change. Person identities are
maintained for a certain number of frames after disappearance, to allow for re-identification after
momentary occlusions such as those caused by the tracked subjects passing behind an occluder. The
appearance histogram of known subjects is updated at arrival time and every 30 seconds to account
for appearance changes such as varying illumination. Once the identity is assigned, all following
steps are performed separately per person.
8.3.2 Relative Bone Length and Absolute Height Calculation
Relative bone length estimates are obtained similar to VNect, described in the previous section.
Similar to VNect, camera relative position up to a scale is recovered through a re-projection constraint.
To allow more accurate camera relative localization, the ground plane can optionally be used as
reference geometry since camera calibration is less cumbersome than measuring the height of every
person appearing in the scene. First, the camera relative position of a person is determined by
shooting a ray from the camera origin through the person’s foot detection in 2D and computing its
intersection with the ground plane. The subject height, hk, is then the distance from the ground plane
to the intersection point of a virtual billboard placed at the determined foot position and the view
ray through the detected head position. Since capturing dynamic motions such as jumping, running
and partial (self-)occlusions is desired, the ankle cannot be assumed to be visible and touching the
ground at every frame. Instead, this strategy is used only once when the person appears in the scene,
and the height is tracked with the identity. To determine the ground plane and compute intrinsic and
extrinsic camera parameters, checkerboard calibration can be used once prior to using the motion
capture system. Other object-free calibration approaches would be feasible alternatives (F. Yang et al.
2018; Zanfir et al. 2018a).
119 8.3. XNECT: REAL-TIME MONOCULAR RGB BASED MULTI-PERSON MOTION CAPTURE
Figure 8.10: Virtual Character Control: The temporally smooth joint angle predictions from XNect Stage III
can be readily employed for driving virtual characters.
8.3.3 Kinematic Model Fitting
After 2D and 3D joint position prediction, the skeletal pose {PGt (θ ,d)k[t]}
K[t]
k=1 of all K[t] people in the
scene is optimized for, parameterized by the global position dk[t] ∈ R3 and joint angles θ k[t] ∈ R29.
Both, per-frame 2D and 3D pose estimates from previous stages are temporally filtered (Casiez
et al. 2012) before skeleton fitting. Note that θk ∈ RD describes the pose of a person in terms of
joint angles of a fixed skeleton plus the global root position, meaning that XNect Stage III output is
directly compatible with CG character animation pipelines. Similar to VNect, PGk [t] is estimated by
minimizing the fitting energy
E(PG1 [t], · · · ,PGK [t]) = w3DE3D +w2DE2D +wlimElim
+wtempEtemp +wdepthEdepth . (8.3)
∂ E
∂θk[t]
is formulated in closed form to perform efficient minimization by gradient descent. The
influence of the individual terms is balanced with w3D = 9e−1, w2D = 1e−5, wlim = 5e−1, wtemp =
1e−7, and wdepth = 8e−6. The following explains each term in more detail.
3D Inverse Kinematics Term:: The 3D fitting term measures the 3D distance between predicted
root-relative 3D joint positions P3Dk [t] and the root-relative joint positions in the skeleton P
G
k [t] =








||PGk, j−dk−P3Dk, j [t]||22 . (8.4)
2D Re-projection Term: The 2D fitting term is calculated as the 2D distance between predicted 2D
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joint positions P2Dk [t] and the projected skeleton joint positions P
G








c j,k||Π(hkPGk [t]) j−P2Dk, j [t] ||22 , (8.5)
where c is the 2D prediction confidence, and Π is the camera projection matrix. Note that P outputs
unit height, the scaling with hk maps it to metric coordinates, and the projection constraint thereby
reconstructs absolute position in world coordinates.
Joint Angle Limit Term: The joint limits regularizer enforces a soft limit on the amount of joint









(θ minj −θk, j[t])2 , if θ k, j[t]< θ minj
(θk, j[t]−θ maxj )2 , if θ k, j[t]> θ maxj
0 ,otherwise
, (8.6)
where constraints start from j = 4 since there are no limits placed on the root rotation parameters.





||∇PGk [t−1]−∇PGk [t]||22 , (8.7)
where the rate of change in parameter values, ∇PGk , is approximated using backward differencing. In
addition, variations in the less constrained depth direction is penalized stronger, using the smoothness
term Edepth = ||dk,3[t]z−dk,3[t−1]||, where dk,3 is the degree of freedom that drives the z-component
of the root position.
8.3.4 Results, Comparisons, and Applications
The system provides efficient and accurate 3D motion capture that is ready for live character
animation and other interactive CG applications, rivaling depth-based solutions despite using only a
single RGB video feed.
Real-time Performance: The live system uses a standard webcam as input, and processes 512×320
pixel resolution input frames. The system running on a Desktop with an Intel Xeon E5 with 3.5 Ghz
and an Nvidia GTX 1080Ti is capable of processing input at > 30 FPS, while on a laptop with
an Intel i7-8780H with a 1080-MaxQ it runs at ≈ 25 fps. Additional video results are available
at gvv.mpi-inf.mpg.de/projects/XNect/, showing examples of the live setup of XNect running on a
laptop
Multi-Person Scenes and Occlusion Robustness:: Figures 8.13 and 8.12 show qualitative results
of the full XNect system on MuPoTS-3D and Panoptic [2015] datasets with scenes containing
multiple interacting and overlapping subjects. Single-person real-time approaches such as VNect
are unable to handle such scenes containing occlusions or multiple people in close proximity. For
further qualitative results on a variety of scene settings, including community videos and live scene
setups, refer to video results and Figure 8.15.
Comparison With KinectV2: The quality of XNect pose estimates with a single RGB camera is
comparable to those from off the shelf depth sensing based systems such as KinectV2 (Figure 8.11),
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Figure 8.11: The quality of XNect pose estimates is comparable to depth sensing based approaches such
as KinectV2, and XNect handles certain cases of significant inter-personal overlap and cluttered scenes
better than KinectV2. In the top row, due to scene clutter, KinectV2 predicts multiple skeletons for one subject.
In the bottom row, the person at the back with lower body occlusion is not detected by KinectV2.
with XNect succeeding in certain cluttered scenarios where person identification from depth input
would be ambiguous. The accompanying video contains further visual comparisons.
Character Animation: Since XNect reconstructs temporally coherent joint angles and the camera
relative subject localization estimates are stable, the output of the system can readily be employed
to animate virtual avatars as shown in Figure 8.10. The video demonstrates the stability of the
localization estimates of XNect and contains further examples of real-time interactive character
control with a single RGB camera.
Evaluation of Skeleton Fitting (Stage III): Skeleton fitting to reconcile 2D and 3D poses across
time results in smooth joint angle estimates which can be used to drive virtual characters. However,
for pose classes with significant self occlusions, where 2D pose estimates are not reliable, there
is a significant decrease in joint position accuracy after skeleton fitting. On the single person 3D
pose benchmark MPI-INF-3DHP shown in Table 8.1, the overall 3DPCK decreases to 79.3 from
82.8. However, for pose classes such as standing, exercising etc, the pose accuracy is not affected
significantly after skeleton fitting.
8.4 Discussion
Despite the real-time, in-the-wild performance of the proposed systems, certain limitations remain to
be addressed through future work.
As with other monocular approaches, the accuracy of the proposed approaches is not comparable yet
to the accuracy of multi-view capture algorithms. Failure cases in the proposed systems can arise
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Figure 8.12: Qualitative results of XNect (Stage III) on the Panoptic [2015] dataset. XNect works with
significant occlusions, such as the half body view and interpersonal occlusions seen here, as well as
overhead viewpoints.
Table 8.1: Comparison of XNect Stage II 3D pose output (before skeleton fitting) with Stage III (after skeleton
fitting), on MPI-INF-3DHP dataset. Metrics used are: 3D percentage of correct keypoints (3DPCK) and, area
under the curve (AUC), higher is better.
3DPCK
Stand On The Total
/Walk Sitt. Floor 3DPCK AUC
Stage II Output 88.4 85.8 70.7 82.8 45.3
Stage III Output 88.5 82.6 52.6 79.3 41.2
from each of the constituent stages. The 3D pose estimates can be incorrect if the underlying 2D
pose estimates (in single-person or multi-person case) or part associations (in the multi-person case)
are incorrect. Also, since XNect requires the neck to be visible for a successful detection of a person,
scenarios such as that in Figure 8.14(b) result in the person not being detected despite being mostly
visible.
XNect successfully captures the pose of occluded subjects even under difficult inter-person occlu-
sions that are generally hard for monocular methods. However, the approach still falls short of
reliably capturing extremely close interactions, like hugging. Incorporation of physics-based motion
constraints could further improve pose stability in such cases, may add further temporal stability,
and may allow capturing of fine-grained interactions of persons and objects.
For both VNect and XNect, in some cases individual poses have higher errors for a few frames, e. g.
after strong occlusions or when the face is occluded (see video results). However, the proposed
approaches manage to recover from this. The kinematic fitting step may suffer from inaccuracies
under cases of significant inter-personal or self occlusion, making the camera relative localization
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Figure 8.13: Qualitative results of XNect (Stage III) on MuPoTS-3D dataset. As seen here, XNect works in
different scene settings, and handles significant interpersonal occlusions.
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Figure 8.14: XNect Failure Cases: a),c) 3D pose inaccuracy due to 2D pose limb confusion, b) Person not
detected due to neck occlusion, d),e) 3D misprediction and person undetected under extreme occlusion, f),g)
2D-3D pose alignment becomes unreliable in cases with significant self occlusion
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Figure 8.15: Real-time 3D motion capture results with XNect on a wide variety of multi-person scenes.
XNect handles challenging motions and poses, including interactions and cases of self-occlusion. The top
two rows show the live system tracking subjects in real-time and driving virtual characters with the captured
motion. Refer to the video for more results.
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less stable in those scenarios. Still, reconstruction accuracy and stability is appropriate for many
real-time applications.
Since XNect has many additional components compared to VNect, it consequently has additional
modes of failure arising from those components. For XNect, the relatively simple identity tracker
may swap identities of people when tracking through extended person occlusions, drastic appearance
changes, and similar clothing appearance. More sophisticated space-time tracking would be needed
to remedy this. As with all learning-based pose estimation approaches, pose estimation accuracy
for both VNect and XNect worsens on poses very dissimilar from the training poses. One possible
approach to remedying this would be to leverage unlabeled videos in an unsupervised or semi-
supervised manner.
8.5 Conclusion
This chapter presents the first real-time approaches for single-person and multi-person 3D motion
capture using a single RGB camera. These operate in generic scenes, and the multi-person system is
robust to occlusions both by other people and objects. The approaches provides joint angle estimates
and localize subjects relative to the camera. Importantly, the proposed systems run on consumer
hardware at more than 30 FPS while achieving state-of-the-art accuracy, and these advances are
demonstrated on a range of challenging real-world scenes.
Chapter 9
Conclusion and Outlook
This thesis develops the key components to enable accurate and real-time pose estimation for one
or more subjects in general scene settings. The proposed innovations result in the first monocular
RGB based motion capture systems (Chapter 8), for single- and multi-person scenarios, that run in
real-time on consumer grade laptops and desktops. These provide temporally smooth joint angle
estimates which can readily be employed for various interactive and non-interactive applications,
such as driving virtual characters in games or for motion analysis.
Towards this, the thesis examines aspects of data (Chapter 3), training pipeline (Chapter 4), task
formulation (Chapters 5 & 6), and neural network architecture design insights (Chapter 7).
The proposed single- and multi-person training datasets with their diverse appearance, pose, and
camera viewpoint variation, together with the proposed transfer learning based training pipeline,
has enabled the developed solutions to work in general scene settings. The proposed formulations
for single- and multi-person settings are based on the insight of strongly linking pose estimation
for each body part to its supporting image evidence, and selectively incorporating redundancy to
enable occlusion handling. This results in accurate pose estimates, and allows the proposed solutions
to handle scenarios with inter-personal or object occlusions. The formulations are designed to
have a fixed inference cost regardless of the number of subjects in the scene. The inference cost
is significantly reduced through insights into convolutional neural network architecture design,
speeding up the costliest component of the system without any loss in accuracy, thus enabling
real-time inference on consumer grade devices.
The methods developed not only enable a low-cost and instrumentation-free motion capture solution
in diverse settings, but would also facilitate the current state-of-the art marker-based and marker-less
multi-view solutions that are typically used in these settings.
Despite the wide range of contributions of the thesis towards enabling real-time monocular RGB
based motion capture solutions, many questions remain unresolved, and many new avenues of
investigation have arisen in the course of this thesis’ work. The next section presents these in detail.
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9.1 Outlook, Possible Improvements, and Future Work
9.1.1 Open Challenges With Regards to Training and Test Data
Despite the success of the approaches proposed with regards to data, there remain several challenges,
which also present opportunities for future investigation.
Capturing Unseen Poses by Mining Motions From Videos: Even though the capture of the
training dataset was designed to cover a diverse range of poses and motion, it still does not cover the
full range of activities and motion which a motion capture system could be needed for. For instance,
while capturing the dataset, it was not possible to cover all exercise or dance scenarios. One possible
approach to acquire motion capture data is from videos, particularly of group activities, such as
group exercise and group dances. In those scenarios, different individuals could be seen as different
viewpoints of the same person, and treated instead as a multi-view scenario, combined with temporal
consistency constraints from the video. This presents its own set of challenges, particularly with
regards to motion synchronicity, but is an interesting and likely fruitful area of future investigation.
Representing True Interaction Scenarios: The compositing approach used for MuCo-3DHP
generates plausible multi-person scenarios at scale. However, it does not produce true interaction
scenarios. Capturing interpersonal interaction, particularly in cases with significant overlap and
occlusion is challenging for marker based and markerless motion capture systems alike. One possible
approach is to augment these motion capture systems with inertial measurement(Y. Huang et al.
2018), but even that brings with it its own set of challenges. On body sensors can slip and move
under physical interpersonal interaction, leading to incorrect pose estimates. Further, due to the sheer
number of possible interaction scenarios, it may not be possible to motion capture the complete set
of possibilities. Physical simulation and rendering based approaches can be particularly helpful for
these scenarios, with various sim-to-real approaches such as appearance augmentation and transfer
learning providing a path to generalization to real world scenes.
Better Appearance Augmentation and Transfer Learning: The per-frame image space augmen-
tation approach proposed and used for MPI-INF-3DHP and MuCo-3DHP is helpful for increasing the
appearance diversity of the dataset, leading to better generalization to in-the-wild scenes. However,
there are segmentation and augmentation artefacts still present which can be picked up by learning
based approaches trained on the datasets. Though the transfer of low and mid level representations
from in-the-wild 2D pose datasets ameliorates this to a large extent, improving the segmentation
and augmentation quality could help further close the generalization gap. It would also make the
augmentations useful for tasks beyond pose estimation, such as surface reconstruction, which are
more sensitive to image space artefacts. Additionally, the textures applied for augmentation are
only applied in the image space, and are neither consistent across views and nor over time. This
prevents appearance diversification of the dataset for multi-view tasks, as well as for tasks that
require learning of motion priors in the image space. Since MPI-INF-3DHP is accompanied by
3D scans of each subject, future approaches to register the scans to the multi-view data can enable
appearance diversification by applying augmentations on the mesh surface.
Recent work (T. Han et al. 2019) indicates that frame-to-frame inconsistent augmentations could
even be desirable at learning motion representations. Other work (Geirhos et al. 2018) has proposed
to use image stylization as an augmentation approach for ensuring that the representations learned
by neural network focus on the overall structure in the input image rather than local texture. Such an
approach could be complementary to the augmentation approach proposed in the thesis, and could
also help ameliorate the segmentation and augmentation artefacts present in the proposed dataset.
129 9.1. OUTLOOK, POSSIBLE IMPROVEMENTS, AND FUTURE WORK
Additionally, the transfer learning proposed in the thesis is based on intuition and heuristics. Recent
work (B. Tekin et al. 2017) has attempted to approach transfer learning in a more principled manner.
Further investigations in this direction could be fruitful.
Better Annotations For Evaluation Benchmarks: The proposed multi-person evaluation bench-
mark MuPoTS-3D utilizes multi-view motion capture for 3D pose annotations. However, due
to extensive interpersonal interaction and occlusion, the annotations required significant manual
correction, and a large portion of the originally captured sequences had to be skipped owing to
unreliable pose estimates, leaving only 20 sequences with ≈ 8k frames overall. Further, the quality
of pose estimates for certain subjects in the selected sequences is unreliable, hence those subjects are
excluded from the evaluation. The approaches proposed in the thesis, in combination with multi-view
and temporal constraints could be leveraged to improve the ground truth pose annotation quality, and
improve the evaluation benchmark.
9.1.2 Incorporating Additional Priors and Constraints For Better Pose Represen-
tation Learning
Temporal Reasoning: The representations proposed in this thesis are designed for per-frame
inference. Motion capture applications however use one or more video streams as input. Hence,
representations which leverage motion priors would lead to improved pose accuracy, particularly
in cases of partial occlusion. There exist many challenges however. The design of motion priors
needs to extend beyond the range of motions captured in the training datasets. Further, temporally
consistent composites of multi-person scenes is challenging, particularly in cases where the camera
relative depths of the subjects is similar and they overlap in the frame. Game engines (Fabbri et al.
2018) and other means of physical simulation can be a good alternative for generating temporally
consistent multi-person interaction scenarios. Some approaches (Bugra Tekin et al. 2016b; Tome
et al. 2017) attempted to build in temporal reasoning into pose inference, but the approaches are
restricted to single-person scenarios.
Pose Inference Supported By Scene Layout (and vice versa): The use of a green screen back-
ground in the training dataset, as well as the application of randomly chosen images and textures for
background augmentation leads to pose inference for each subject happening in isolation from its
surroundings. While it allows the trained pose estimators to be scene appearance invariant, humans
can use information of the scene layout to inform pose estimates. Also, ambiguities in scene layout
estimation may be resolved in turn by observing how humans inhabit, move around, and interact
with the physical space and objects. Recent work (Hassan et al. 2019; Monszpart et al. 2019) has
explored this direction, and further investigation is warranted.
9.1.3 Extending Neural Network Architecture Insights
Implicit Sparsification: The results open several avenues of future investigation. Understanding
why features learned with Adam (and perhaps other adaptive methods) are more selective than with
(m)SGD can further shed light on the practical differences between adaptive methods and SGD. Also,
the insights from the thesis will lead practitioners to be more aware of the implicit tradeoffs between
network capacity and generalization being made below the surface, while changing hyperparameters
such as mini-batch size, which are seemingly unrelated to network capacity.
Beyond ResNet-like Architectures For Inference on Edge Devices: At present, the most suc-
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cessful network architectures for on device inference, such as MobileNetV1/V2 [2018; 2018] are
based on variants of the ResNet architecture. Considering the inference speed gains achieved by the
proposed SelecSLSNet over ResNet-50 at similar accuracy levels, mobile derivatives of SelecSLSNet
could be investigated for faster alternatives to MobileNet designs.
9.1.4 Improving RGB Input Based Motion Capture
Better Identity Tracking: Tracking subject identities across frames (and viewpoints) is a complex
problem, and is its own area of research. Approaches from work on person re-identification (Lavi
et al. 2018) could be adapted for use in this case, but those introduce an additional compute cost
into the system. Light weight facial feature identification approach could be used for sub-sequences
where the subject’s face is visible.
Foot Planting Constraints For Improved Camera Relative Localization: For scenarios with
known ground plane geometry, detection of foot planting can improve pose estimates, as well as
estimates of the relative location of the subject from the camera.
Multi-view Motion Capture: The approaches proposed in the thesis can be used to further improve
multi-view markerless motion capture. Contemporary work (Iskakov et al. 2019; Joo et al. 2018) has
leveraged successes in in-the-wild 2D pose estimation to improve multi-view motion capture. For
the single person case Iskakov et al. 2019 use backprojection of heatmaps from each view into a
volumetric space, and utilize 3D convolutions to predict the 3D pose. A similar volumetric approach
could be used with 3D predictions from each view. 3D pose predictions from each view can also help
match subjects across views in the case of multi-person scenarios, and construct such a volumetric
representation per subject. The approach of Joo et al. 2018 works for multiple subjects, and requires
matching of the detected 2D keypoints across frames. 3D pose predictions from each viewpoint can
also help simplify matching across views for such and approach. Other ways of fusing the 3D pose







Figure A.1: Scans of one of the actors recorded in MPI-INF-3DHP training set. The scans are captured with
both clothing sets worn by the actor during the capture, and with different articulations to later make rigging
of the mesh easier.
A.1 Other Associated Data Captured
The recording setup also consists of one camera with a fisheye lens and one depth camera. Addition-
ally, 3D scans of each subject in two different poses are captured, for each of the clothing sets worn
by the subject. The intention is to future-proof the dataset, and make it useful for tasks beyond body
pose estimation, such as body surface estimation. The scans are not textured, and are captured in
different poses to make rigging of the mesh easier. Examples of the scans are shown in Figure A.1.
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A.2 Prompts for Guiding the Actors
For each actor, with each clothing set, the recording session lasts 4 minutes, with 1 minute per
activity or pose category type. Thus, for each actor, there are 8 minutes of recording, which cover 7
activities or pose categories. Both 4 minute sessions involve sitting poses as the third activity set,
included to help the actors catch their breath inbetween intense activities. Camera flashes as well
as claps are used after each activity set to provide additional cues for allowing the additional depth
sensor to be synchronized with the motion capture system. The verbal prompts used to guide the
actors through the activity sets are shown in Figure A.2. In addition to the verbal prompts, the actors
are shown examples of the expected activities, and the prompts are only used to ensure that the actors
keep time and cover all intended activities.
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Figure A.2: Verbal prompts used to guide the actors through the activity sets.

Appendix B
Towards In-the-Wild 3D Pose
Estimation – Additional Details
B.1 Systematic Errors in Evaluation Due to Perspective Distortion
Approaches which use bounding-box crops around the subject for predicting the 3D pose are no
longer considering the actual camera used to acquire the image. This new virtual camera is oriented
towards the crop center and its field of view covers the crop area. Since cropped image pose networks
only ‘see’ the cropped input, their predictions live in this rotated view. This bias is systematic, and
can be compensated by computing the rotation matrix R that rotates the virtual camera to the original
view.
A simplifying assumption can be made that much of the perspective distortion exists in the horizontal
direction, due to a more limited range of motion of the subjects in the scene in the vertical direction.
R is then the rotation around the camera up direction by the angle between the original and the
virtual view direction, see Figure B.1. On MPI-INF-3DHP test set perspective correction improves
the PCK by 3 percent points. On other datasets, such as HumanEva with a more limited field of view,
there is still a consistent, albeit small, improvement of up to 3mm MPJPE.
Experimentally, using the vector from the camera origin to the centroid of 2D keypoints as the virtual
view direction yielded better results. However, the crop center can also be used instead. Opposed
to the Perspective-n-Point algorithm applied by Xiaowei Zhou et al. 2015c, any regression method
Figure B.1: Sketch of the input image cropping and resulting change of field of view. The corresponding
rotation R of the view direction is sketched in 2D on the right.
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Figure B.2: The predicted pose (red) is inaccurate for positions away from the camera center (left), compared
against the ground truth (white). Perspective correction (colored) corrects the orientation (center) and is
closer to the ground truth (right). Here tested on the walking sequence of HumanEva [2010] S1.
that works on cropped images could immediately profit from this perspective correction, without
computing 2D keypoint detections.
B.2 Architecture and Training Details
B.2.1 2D Pose Network (2DPoseNet) Architecture and Training Details
Network Architecture: A CNN architecture based on Resnet-101 (K. He et al. 2016a) (up to the
filter banks before res5a) is used as the backbone. Since heatmaps are also output, striding is removed
from res5a. Additionally, the number of features in the res5a module are halved, identity skip
connections are removed from res5b and res5c, and the number of features gradually tapered to 15
(heatmaps for 14 joints + root). The heatmaps are upsampled ×2 to be 1/8th the width and height of
the input.
The 2D pose network is fully convolutional and it is trained on MPII (Mykhaylo Andriluka et al.
2014) and LSP (Johnson et al. 2010, 2011), with images resized to 368×368 px.
Intermediate Supervision: Additionally, intermediate supervision is employed at res4b20 and
res5a, treating the first 15 feature maps of the layers as intermediate heatmaps H.
Training: Caffe (Jia et al. 2014) is used as the framework, with the AdaDelta [2012] solver with a
momentum of 0.9 and weight decay rate of 0.005, using a batch size of 7, and L2 Loss everywhere.
For the Learning Rate and Loss Weight taper schema, refer to Table B.1.
As shown in Table B.4, the 2D Pose estimation network approaches state of the art results, giving a
PCK of 91.2% and 65.3 AUC on the LSP test set. On the MPII Single Person test set it achieves a
PCK of 89.7% and 61.3 AUC.
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Table B.1: Loss weight and learning rate, LR, taper scheme used for 2DPoseNet. Heatmaps H4b20 and H5a




LR H H4b20 H5a
0.050 60k 1.0 0.5 0.5
0.010 60k 1.0 0.1 0.1
0.005 60k 1.0 0.05 0.05
0.001 60k 1.0 0.05 0.05
6.6e-4 60k 1.0 0.005 0.005
0.0001 40k 1.0 0.001 0.001
2.5e-5 40k 1.0 0.0001 0.0001
0.0008 60k 1.0 0.0001 0.0001
0.0001 40k 1.0 0.0001 0.0001
3.3e-5 20k 1.0 0.0001 0.0001
Table B.2: Loss weight and LR taper scheme used for 3DPoseNet. There is a difference in the number
of iterations used when training with Human3.6m or MPI-INF-3DHP alone, v.s. when training with the two
in conjunction. Part Labels PL are used only when training with Human3.6m solely. X stands in for P3Dor
O13Dor O23D, 3D body joint positions expressed relative to the root, or first and second order kinematic
parents.
H3.6m/MPI-3DHP H3.6m+MPI-3DHP Loss Weights (w × L(Abb))
Base Batch = 5 Batch = 6 X = P/O1/O2
LR #Epochs #Epochs X4b5 X4b20 X H PL*
0.05 3 (45k) 2.4 (60k) 50 50 100 0.1 0.05
0.01 1 (15k) 1.2 (30k) 10 10 100 0.05 0.025
0.005 2 (30k) 1.2 (30k) 5 5 100 0.01 0.005
0.001 1 (15k) 0.6 (15k) 1 1 100 0.01 0.005
5e-4 2 (30k) 1.2 (30k) 0.5 0.5 100 0.005 0.001
1e-4 1 (15k) 0.6 (15k) 0.1 0.1 100 0.005 0.001
B.2.2 3D Pose Network (3DPoseNet) Training Details
For training, the solver settings are similar to 2DPoseNet, and Euclidean Loss is used everywhere.
For transfer learning, the learning rate of the transferred layers is scaled down by a factor determined
by validation. For fine-tuning in the multi-modal fusion case, the learning rate of the trained network
is downscaled by 10,000 with respect to the three new fully-connected layers. For the learning
rate and loss weight taper schema for both the main training and multi-modal fusion fine-tuning
stages, refer to Tables B.2 and B.3. Different training durations are employed with Human3.6m
or MPI-INF-3DHP in isolation, versus when using both in conjunction. This is reflected in the
aforementioned tables.
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Table B.3: Loss weight and LR taper scheme used for fine-tuning 3DPoseNet for Multi-modal Fusion
scheme.
H3.6m/MPI-3DHP H3.6m+MPI-3DHP
Base Batch = 5 Batch = 6 Loss Weights (w × L(Abb))
LR #Epochs #Epochs Pf used
0.05 (1k) (2k) 100
0.01 1 (15k) 0.8 (20k) 100
0.005 1 (15k) 0.8 (20k) 100
0.001 1 (15k) 0.8 (20k) 100
Table B.4: 2DPoseNet on MPII Single Person Pose [2014] dataset and LSP [2010] 2D Pose datasets. * =
Trained/Finetuned only on the corresponding training set
MPII LSP
PCKh0.5 AUC PCK0.2 AUC
2DPoseNet
2DPoseNet 89.6 61.5 91.2 65.5
Newell et al. 2016 90.9* 62.9* - -
Bulat et al. 2016 89.7* 59.6* 90.7 -
S.-E. Wei et al. 2016 88.5 61.4 90.5 65.4
Insafutdinov et al. 2016 88.5 60.8 90.1 66.1
Gkioxari et al. 2016 86.1* 57.3* - -
Lifshitz et al. 2016 85.0 56.8 84.2 -
Belagiannis et al. 2016 83.9* 55.5* 85.1 -
Pishchulin et al. 2016 82.4 56.5 87.1 63.5
P. Hu et al. 2016 82.4* 51.1* - -
Carreira et al. 2016 81.3* 49.1* 72.5* -
B.3 Domain Adaptation To In The Wild 2D Pose Data
For the domain adaptation experiment, a network branch comprised of conv3×3,256, conv3×3,128, f c64
and f c1 layers is used, along with cross entropy domain classification loss. Domain adaptation is
done using the gradient inversion approach of Ganin et al. 2015. The domain adaptation branch is
attached after res4b22 in the network. It was experimentally observed that directly starting out with
λ = −1 performs better than gradually increasing the magnitude of λ with increasing iterations.
The network is trained on the Human3.6m training set, with 2D heatmap and part label predictions
as auxiliary tasks. Images from MPII Mykhaylo Andriluka et al. 2014 and LSP Johnson et al.
2010, 2011 training sets are used without annotations for learning better generalizable features. The
generalizability is improved, as evidenced by the 41.4 3DPCK on MPI-INF-3DHP test set, but does
not match up with the 66.5 3DPCK attained using transfer learning.
Appendix C
Occlusion Robust Pose Maps –
Additional Details and Results
C.1 ORPM Pose Read-out Process
An algorithmic description of the read-out process is provided in Alg. 1.
C.2 Joint-wise Analysis
Figure C.1 shows joint-wise accuracy comparison of ORPM based inference with LCR-net [2017]
on the single person MPI-INF-3DHP test set. For limb joints (elbow, wrist, knee, ankle) LCR-net
performs comparably or better than torso-only read-out from ORPMs, but the full read-out performs
significantly better.
Figure C.2 shows joint-wise accuracy comparison of the ORPM approach with LCR-net on MuPoTS-
3D, the proposed multi-person 3D pose test set. We see that the ORPM based approach obtains a
better accuracy for all joint types for most sequences, only performing worse than LCR-net for a
select few joint types on certain sequences (TestSeq18,19,20).
C.3 Evaluation on Single-person Test Sets
Evaluation on Human3.6m is in Table C.1, and on MPI-INF-3DHP test set in Table C.2. The
location-map formulation developed in Chapter 5 is also compared to the ORPM formulation by
training with the same setup, which includes the 2D pretraining on MSCOCO, and the same 3D pose
samples between the two formulations.
Table C.3 provides a sequencewise breakdown for the synthetic occlusion experiment on MPI-INF-
3DHP test set wherein through randomly placed occlusions ≈14% of the joints are occluded. This
doesn’t account for self-occlusions.
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Table C.1: Comparison of results on Human3.6m Ionescu et al. 2014b, for single un-occluded person.
Human3.6m, subjects 1,5,6,7,8 used for training. Subjects 9 and 11, all cameras used for testing. Mean Per
Joint Postion Error reported in mm
Direct Disc. Eat Greet Phone Pose Purch. Sit.
Pavlakos et al. 2017 60.9 67.1 61.8 62.8 67.5 58.8 64.4 79.8
[2017] 52.5 63.8 55.4 62.3 71.8 52.6 72.2 86.2
Tome et al. 2017 65.0 73.5 76.8 86.4 86.3 69.0 74.8 110.2
C.-H. Chen et al. 2017 89.9 97.6 90.0 107.9 107.3 93.6 136.1 133.1
Moreno-Noguer 2017 67.5 79.0 76.5 83.1 97.4 74.6 72.0 102.4
Xingyi Zhou et al. 2017 54.8 60.7 58.2 71.4 62.0 53.8 55.6 75.2
Martinez et al. 2017 51.8 56.2 58.1 59.0 69.5 55.2 58.1 74.0
B. Tekin et al. 2017 53.9 62.2 61.5 66.2 80.1 64.6 83.2 70.9
Xiaohan Nie et al. 2017 62.8 69.2 79.6 78.8 80.8 72.5 73.9 96.1
Location-map [2017] 62.6 78.1 63.4 72.5 88.3 63.1 74.8 106.6
LCR-net (Gregory Rogez et al. 2017) 76.2 80.2 75.8 83.3 92.2 79.9 71.7 105.9
Location-map (with setup from Ch 6) 65.52 78.8 64.8 75.0 85.2 66.4 88.1 110.2
ORPM Single-Person 58.2 67.3 61.2 65.7 75.82 62.2 64.6 82.0
Sit Walk Walk
Down Smk. Photo Wait Walk Dog Pair Avg.
Pavlakos et al. 2017 92.9 67.0 72.3 70.0 54.0 71.0 57.6 67.1
[2017] 120.6 66.0 79.8 64.0 48.9 76.8 53.7 68.6
Tome et al. 2017 173.9 84.9 110.7 85.8 71.4 86.3 73.1 88.4
C.-H. Chen et al. 2017 240.1 106.6 139.2 106.2 87.0 114.0 90.5 114.2
Moreno-Noguer 2017 116.7 87.7 100.4 94.6 75.2 87.8 74.9 85.6
Xingyi Zhou et al. 2017 111.6 64.1 65.5 66.0 63.2 51.4 55.3 64.9
Martinez et al. 2017 94.6 62.3 78.4 59.1 49.5 65.1 52.4 62.9
B. Tekin et al. 2017 107.9 70.4 79.4 68.0 52.8 77.8 63.1 70.8
Xiaohan Nie et al. 2017 106.9 88.0 86.9 70.7 71.9 76.5 73.2 79.5
Location-map [2017] 138.7 78.8 93.8 73.9 55.8 82.0 59.6 80.5
LCR-net (Gregory Rogez et al. 2017) 127.1 88.0 105.7 83.7 64.9 86.6 84.0 87.7
Location-map (with setup from Ch 6 ) 155.9 82.0 95.2 76.8 59.7 94.1 64.3 84.3
ORPM Single-Person 93.0 68.8 84.5 65.1 57.6 72.0 63.6 69.9
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Table C.2: Comparison of ORPM formulaiton against the state of the art on single person MPI-INF-3DHP
test set. All evaluations use ground-truth bounding box crops around the subject, and Percentage of Correct
Keypoints measure in 3D (@150mm), and the Area Under the Curve are reported, as described in Chapter 3.
Additionally, the Mean Per Joint Position Error (mm) is also reported. Higher PCK and AUC is better, and
lower MPJPE is better.
Stand/ Sit On Crouch/ On the
Network Walk Exercise Chair Reach Floor Sports Misc. Total
PCK PCK PCK PCK PCK PCK PCK PCK AUC MPJPE(mm)
Location-maps [2017] 88.8 79.7 76.3 75.3 51.4 89.1 80.9 78.1 42.0 119.2
LCR-net (Gregory Rogez et al. 2017) 70.5 56.3 58.5 69.4 39.6 57.7 57.6 59.7 27.6 158.4
Xingyi Zhou et al. 2017 85.4 71.0 60.7 71.4 37.8 70.9 74.4 69.2 32.5 137.1
D. Mehta et al. 2017a 89.5 77.1 75.3 74.5 52.4 87.1 80.5 77.5 41.1 113.1
ORPM Single-Person (Torso) 75.0 64.8 69.4 69.9 48.9 71.6 62.2 66.4 32.9 141.2
ORPM Single-Person (Full) 83.9 75.4 79.1 77.9 55.7 82.3 74.5 76.2 38.3 120.5
ORPM Multi-Person (Torso) 74.2 65.1 66.8 66.9 46.5 69.5 62.4 65.0 31.8 144.7
ORPM Multi-Person (Full) 82.6 74.3 76.0 73.2 52.1 80.6 74.2 74.1 36.7 125.1
Table C.3: Testing occlusion robustness of ORPMs through synthetic occlusions on MPI-INF-3DHP single
person test set. The synthetic occlusions cover about 14% of the evaluated joints overall. The overall
Percentage of Correct Keypoints measure in 3D (@150mm) is reported, as well as split by occlusion.
Seq1 Seq2 Seq3 Seq4 Seq5 Seq6 Total
PCK PCK PCK PCK PCK PCK PCK
Overall
ORPM Multi-Person 78.7 70.0 71.9 65.2 61.4 60.7 69.0
ORPM Single-Person 80.9 72.8 72.6 65.7 62.5 65.8 71.1
Location-map D. Mehta et al. 2017b 80.1 72.4 72.4 61.5 50.2 69.8 69.4
Location-map (train. setup from Chapter 6) 79.3 74.4 72.2 67.2 55.7 64.6 70.4
Occluded Subset of Joints
ORPM Multi-Person 73.3 66.5 55.0 56.5 45.1 64.9 62.8
ORPM Single-Person 74.9 63.2 59.0 54.2 48.0 68.4 64.0
Location-map D. Mehta et al. 2017b 61.4 54.5 47.6 36.4 30.5 66.2 53.2
Location-map (train. setup from Chapter 6) 69.6 61.9 49.0 50.8 43.5 63.4 59.2
Un-occluded Subset of Joints
ORPM Multi-Person 79.9 70.5 73.7 66.2 64.6 59.5 70.0
ORPM Single-Person 82.1 74.0 74.1 67.0 65.3 65.1 72.2
Location-map D. Mehta et al. 2017b 83.9 74.6 75.0 64.4 54.0 70.9 72.1
Location-map (train. setup from Chapter 6) 81.3 76.0 74.6 69.0 58.1 64.8 72.2
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Algorithm 1 3D Pose Inference
1: Given: P 2D, C 2D, M
2: for all i ∈ (1..m) do
3: if C2Di [k]> thresh, k ∈ {pelvis,neck} then
4: Person i is detected
5: for all joints j ∈ (1..n) do
6: rloc = P2Di [k]
7: Pi[:, j] = READLOCMAP(j, rloc)
8: end for
9: for all limbs l ∈ {arml,armr, legl, legr,head} do
10: for j = GETEXTREMITY(l); j /∈ {pelvis,neck}; j = parent( j) do
11: if ISVALIDREADOUTLOC(i, j) then






18: No person detected
19: end if
20: end for
21: function GETEXTREMITY(limb l)
22: if l = legs then return ankles
23: else
24: if l = arms then return wrists




29: function READLOCMAP(joint j, 2DLocation rloc)
30: rloc = rloc/locMap_scale_ f actor
31: return M j[rloc]
32: end function
33: function REFINELIMB(limb l, 2DLocation rloc)




38: function ISVALIDREADOUTLOC(person i, joint j)






45: function ISISOLATED(person i, joint j)
46: isol = 1
47: for all persons ī ∈ (1..m), ī 6= i do
48: for all 2DLocations a ∈ ρī( j) do
49: if ||a−P2Di [ j]||2 < isoT hresh then
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Figure C.1: Joint-wise accuracy comparison of ORPM based inference and LCR-net [2017] on the single
person MPI-INF-3DHP test set. 3D Percentage of Correct Keypoints (@150mm) as the vertical axis. LCR-net
predictions were mapped to the ground truth bone lengths for fairness of comparison.
Figure C.2: Comparison of ORPM based inference and LCR-net [2017] on MuPoTS-3D, the proposed
multi-person test set. Here a joint-wise breakdown of PCK for all 20 sequences is visualized. LCR-net
predictions were mapped to the ground truth bone lengths for fairness of comparison.

Appendix D
On Implicit Filter Level Sparsity
In Convolutional Neural
Networks
Table D.1: Layerwise % filters pruned from BasicNet trained on CIFAR10 and CIFAR100, based on the
|γ| < 10−3 criteria. Also shown are pre-pruning and post-pruning test error, and the % of convolutional
parameters pruned. C1-C7 indicate Convolution layer 1-7, and the numbers in parantheses indicate the total
number of features per layer. Average of 3 runs.
CIFAR10 % Sparsity by γ or % Filters Pruned % Param
Train Test Test C1 C2 C3 C4 C5 C6 C7 Total Pruned Pruned
Loss Loss Err (64) (128) (128) (256) (256) (512) (512) (1856) (4649664) Test Err.
L2: 1e-3 0.29 0.41 13.1 59 57 42 74 76 97 98 83 97 13.5
L2: 1e-4 0.06 0.43 10.5 44 22 6 45 54 96 95 70 90 10.5
WD: 2e-4 0.22 0.42 13.4 57 27 9 19 46 77 91 60 83 13.4A
da
m
WD: 1e-4 0.07 0.42 11.2 45 4 0 0 14 51 78 40 63 11.2
L2: 1e-3 0.62 0.64 21.8 86 61 53 46 65 4 0 27 38 21.8
L2: 5e-4 0.38 0.49 16.3 68 16 9 9 24 0 0 9 13 16.5
WD: 1e-3 0.61 0.63 21.6 85 60 51 46 66 4 0 27 38 21.6SG
D
WD: 5e-4 0.38 0.46 15.8 69 19 7 7 23 0 0 8 13 16.1
CIFAR100 % Sparsity by γ or % Filters Pruned % Param
Train Test Test C1 C2 C3 C4 C5 C6 C7 Total Pruned Pruned
Loss Loss Err (64) (128) (128) (256) (256) (512) (512) (1856) (4649664) Test Err.
L2: 1e-3 1.06 1.41 39.0 56 47 43 68 72 91 85 76 95 39.3
L2: 1e-4 0.10 1.98 36.6 41 20 9 33 34 67 55 46 74 36.6
WD: 2e-4 0.34 1.56 37.3 55 20 3 4 2 16 26 16 27 37.3A
da
m
WD: 1e-4 0.08 1.76 36.2 38 4 0 0 0 0 5 3 4 36.2
L2: 1e-3 1.49 1.78 47.1 82 41 33 29 33 6 18 23 34 47.1
L2: 5e-4 0.89 1.69 42.1 64 3 3 3 2 0 2 4 4 42.1
WD: 1e-3 1.49 1.79 47.6 82 43 31 28 33 6 17 23 34 47.6SG
D
WD: 5e-4 0.89 1.69 41.9 66 2 1 4 2 0 1 4 4 41.9
Here additional experiments are provided that show how filter level sparsity manifests under different
gradient descent flavours and regularization settings, and that it even manifests with Leaky ReLU.
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Table D.2: Layerwise % filters pruned from BasicNet trained on CIFAR100, based on the |γ|< 10−3 criteria.
Also shown are pre-pruning and post-pruning test error. C1-C7 indicate Convolution layer 1-7, and the
numbers in parantheses indicate the total number of features per layer. Average of 3 runs.
Adam vs AMSGrad (ReLU) % Sparsity by γ or % Filters Pruned
Train Test Test C1 C2 C3 C4 C5 C6 C7 Total Pruned
Loss Loss Err (64) (128) (128) (256) (256) (512) (512) (1856) Test Err.




L2: 1e-4 0.10 1.98 36.6 41 20 9 33 34 67 55 47 36.6
L2: 1e-2 3.01 2.87 71.9 79 91 91 96 96 98 96 95 71.9






L2: 1e-6 0.01 3.23 40.2 0 0 0 0 0 0 0 0 40.2
Adam With Leaky ReLU % Sparsity by γ or % Filters Pruned
Train Test Test C1 C2 C3 C4 C5 C6 C7 Total Pruned
NegSlope=0.01 Loss Loss Err (64) (128) (128) (256) (256) (512) (512) (1856) Test Err.
L2: 1e-3 1.07 1.41 39.1 49 40 39 62 61 81 85 70 39.4
L2: 1e-4 0.10 1.99 36.8 33 20 9 31 29 55 53 41 36.8
NegSlope=0.1
L2: 1e-4 0.14 2.01 37.2 38 30 21 34 31 55 52 43 37.3
The emergence of feature selectivity in Adam in multiple layers is further discusses, along with its
implications on the extent of sparsity (Section D.2). Section D.3 considers additional hyperparameters
that influence the emergent sparsity. Section D.4 provides specifics for some of the experiments
reported in Chapter 7.
D.1 Layer-wise Sparsity in BasicNet
Table D.1 shows that with BasicNet on CIFAR-10 and CIFAR-100, Adam shows feature sparsity in
both early layers and later layers, while SGD only shows sparsity in the early layers. It is established
in the main paper that Adam learns selective features in the later layers which contribute to this
additional sparsity.
Sparsity with AMSGrad: In Table D.2 the extent of sparsity of Adam is compared with that of
AMSGrad (Reddi et al. 2018). Given that AMSGrad tracks the long term history of squared gradients,
the effect of L2 regularization is expected to be dampened in the low gradient regime, and should
lead to less sparsity. For BasicNet, on CIFAR-100, with L2 regularization of 10−4, AMSGrad only
shows sparsity in the later layers, and overall only 13% of features are inactive. For a comparable
test error for Adam, 47% of the features are inactive.
Sparsity with Leaky ReLU: Leaky ReLU is anecdotally [] believed to address the ‘dying ReLU’
problem by preventing features from being inactivated. The cause of feature level sparsity is believed
to be the accidental inactivation of features, which gradients from Leaky ReLU can help revive.
Chapter 7 however points at systemic processes underlying the emergence of feature level sparsity,
and those would continue to persist even with Leaky ReLU. Though the original definition of feature
selectivity does not apply here, it can be modified to make a distinction between data points which
produce positive activations for a feature vs. the data points that produce a negative activation. For
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Figure D.1: Emergence of Feature Selectivity with Adam (Layer C6 and C5) The evolution of the learned
scales (γ , top row) and biases (β , bottom row) for layer C6 (top) and C5 (bottom) of BasicNet for Adam and
SGD as training progresses, in both low and high L2 regularization regimes. Adam has distinctly negative
biases, while SGD sees both positive and negative biases. For positive scale values, as seen for both Adam
and SGD, this translates to greater feature selectivity in the case of Adam, which translates to a higher
degree of sparsification when stronger regularization is used.
typical values of the negative slope (0.01 or 0.1) of Leaky ReLU, the more selective features (as
per the updated definition) would continue to see lower gradients than the less selective features,
and would consequently see relatively higher effect of regularization. For BasicNet trained on
CIFAR-100 with Adam, Table D.2 shows that using Leaky ReLU has a minor overall impact on the
emergent sparsity. See Section D.3 for more effective ways of reducing filter level sparsity in ReLU
networks.
D.2 On Feature Selectivity in Adam
Figure D.1 shows the distribution of the scales (γ) and biases (β ) of layers C6 and C5 of BasicNet,
trained on CIFAR-100. SGD and Adam are considered here, each with a low and high regularization
value. For both C6 and C5, Adam learns exclusively negative biases and positive scales, which
results in features having a higher degree of selectivity (i.e, activating for only small subsets of
the training corpus). In case of SGD, a subset of features learns positive biases, indicating more
universal (less selective) features.
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Figure D.2: Layer-wise Feature Selectivity Feature universality for CIFAR 10 (top) and CIFAR-100 (bottom),
with Adam and SGD. X-axis shows the universality and Y-axis (×10) shows the fraction of features with that
level of universality. For later layers, Adam tends to learn less universal features than SGD, which get pruned
by the regularizer. Please be mindful of the differences in Y-axis scales between plots.
Figure D.2 shows feature selectivity also emerges in the later layers when trained on CIFAR-10, in
agreement with the results presented for CIFAR-100 in Fig. 3 of the main paper.
D.3 Effect of Other Hyperparameters on Sparsity
Having shown in Chapter 7 and in Sec. D.2 that feature selectivity results directly from negative bias
(β ) values when the scale values (γ) are positive, the effect of β initialization value on the resulting
sparsity is investigated here. As shown in Table D.3 for BasicNet trained with Adam on CIFAR
100, a slightly negative initialization value of −0.1 does not affect the level of sparsity. However, a
positive initialization value of 1.0 results in higher sparsity. This shows that attempting to address
the emergent sparsity by changing the initialization of β may be counter productive.
The effect of scaling down the learning rate of γ and β compared to that for the rest of the network
(Table D.3) is also investigated. Scaling down the learning rate of γs by a factor of 10 results in
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Table D.3: Layerwise % filters pruned from BasicNet trained on CIFAR100, based on the |γ|< 10−3 criteria.
Also shown are pre-pruning and post-pruning test error. C1-C7 indicate Convolution layer 1-7, and the
numbers in parantheses indicate the total number of features per layer. The effect of different initializations of
βs, as well as the effect of different relative learning rates for γs and βs on the emergent sparsity is studied,
when trained with Adam with L2 regularization of 10−4. Average of 3 runs.
% Sparsity by γ or % Filters Pruned
Train Test Test C1 C2 C3 C4 C5 C6 C7 Total Pruned
Loss Loss Err (64) (128) (128) (256) (256) (512) (512) (1856) Test Err.
Baseline (γinit=1, βinit=0) 0.10 1.98 36.6 41 20 9 33 34 67 55 46 36.6
γinit=1, βinit=−0.1 0.10 1.98 37.2 44 20 10 34 32 68 54 46 36.5
γinit=1, βinit=1.0 0.14 2.04 38.4 47 29 25 36 46 69 61 53 38.4
Different Learning Rate Scaling for β and γ
LR scale for γ: 0.1 0.08 1.90 35.0 16 6 1 13 20 52 49 33 35.0
LR scale for β : 0.1 0.12 1.98 37.1 42 26 21 41 48 70 55 51 37.1
a significant reduction of sparsity. This can likely be attributed to the decrease in effect of the L2
regularizer in the low gradient regime because it is directly scaled by the learning rate. This shows
that tuning the learning of γ can be more effective than Leaky ReLU at controlling the emergent
sparsity. On the other hand, scaling down the learning rate of β s by a factor of 10 results in a slight
increase in the extent of sparsity.
D.4 Experimental Details
For all experiments, the learned BatchNorm scales (γ) are initialized with a value of 1, and the biases
(β ) with a value of 0. The reported numbers for all experiments on CIFAR10/100 are averaged over
3 runs. Those on TinyImageNet are averaged over 2 runs, and for ImageNet the results are from 1
run. On CIFAR10/100, VGG-16 follows the same learning rate schedule as BasicNet, as detailed in
Section 2.1 in the main paper.
For experiments on ObjectNet3D (Xiang et al. 2016) renderings, objects from the following 30 classes
are used: aeroplane, bed, bench, bicycle, boat, bookshelf, bus, camera, chair, clock, eyeglasses,
fan, flashlight, guitar, headphone, jar, kettle, keyboard, laptop, piano, racket, shoe, sofa, suitcase,
teapot, toaster, train, trophy, tub, and wheelchair. The objects are rendered to 64x64 pixel images by
randomly sampling (uniformly) the azimuth angle between -180 and 180 degrees, and the elevation
between -15 and +45 degrees. The renderings are identical between the cluttered and the plain set,
with the backgrounds for the cluttered set taken from the Cubism subset from PeopleArt (Wen et al.
2016) dataset. See Figure D.3. The network structure and training is similar to that for CIFAR10/100,
and a batch size of 40 is used.
On TinyImageNet, both VGG-16 and BasicNet follow similar schemes. Using a mini-batch size of
40, the gradient descent method specific base learning rate is used for 250 epochs, and scaled down
by 10 for an additional 75 epochs and further scaled down by 10 for an additional 75 epochs, totaling
400 epochs. When the mini-batch size is adjusted, the number of epochs are appropriately adjusted
to ensure the same number of iterations.
On ImageNet, the base learning rate for Adam is 1e-4. For BasicNet, with a mini-batch size of 64,
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Figure D.3: Unaugmented and augmented renderings of the subset of 30 classes from ObjectNet3D (Xiang
et al. 2016) employed to gauge the effect of task difficulty on implicit filter sparsity. The rendered images are
64x64 and obtained by randomly sampling (uniformly) the azimuth angle between -180 and 180 degrees,
and the elevation between -15 and +45 degrees. The renderings are identical between the augmented and
the unaugmented set and only differ in the background. The background images are grayscale versions of
the Cubism subset from PeopleArt (Wen et al. 2016) dataset.
the base learning rate is used for 15 epochs, scaled down by a factor of 10 for another 15 epochs,
and further scaled down by a factor of 10 for 10 additional epochs, totaling 40 epochs. The epochs
are adjusted with a changing mini-batch size. For VGG-11, with a mini-batch size of 60, the total
epochs are 60, with learning rate transitions at epoch 30 and epoch 50. For VGG-16, mini-batch size
of 40, the total number of epochs are 50, with learning rate transitions at epoch 20 and 40.
D.5 Sparsity on Tasks Beyond Image Classification
The mechanism underlying the implicit sparsification of filters continues to be at play for tasks other
than image classification. Figure D.4 shows a layer-wise breakdown of the emergent sparsity for
ResNet-50 trained for multi-person 3D pose estimation as described in Chapter 6.3.
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Figure D.4: Visualization of the layerwise sparsity in ResNet-50 trained for the task of multi-person 3D body
pose estimation (Chapter 6.3). The network is trained with AdaDelta (Zeiler 2012), and the extent of sparsity
is shown using the absolute value of BatchNorm learned scale γ . As with image classification, significant
filter sparsity emerges on other tasks as well, when training with adaptive gradient descent methods.
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