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PERIODS OF ORBITS FOR MAPS ON GRAPHS
HOMOTOPIC TO A CONSTANT MAP
CHRIS BERNHARDT, ZACH GASLOWITZ, ADRIANA JOHNSON,
AND WHITNEY RADIL
Abstract. The paper proves two theorems concerning the set of
periods of periodic orbits for maps of graphs that are homotopic
to the constant map and such that the vertices form a periodic
orbit. The first result is that if the number of vertices is not a
divisor of 2k then there must be a periodic point with period 2k.
The second is that if the number of vertices is 2ks for odd s > 1,
then for all r > s there exists a periodic point of minimum period
2kr. These results are then compared to the Sharkovsky ordering
of the positive integers.
1. Introduction
A vertex map on a graph with v vertices is a continuous map that
permutes the vertices. Given a vertex map, the periods of the periodic
orbits can be computed giving a subset of the positive integers. One
of the basic questions of combinatorial dynamics for vertex maps is to
determine which subsets of the positive integers can be obtained in this
way. Sharkovsky’s theorem [12] is a well-known result about the periods
of periodic orbits for maps on the real line or the interval. It provides
the answer when the underlying graph is topologically an interval and
the vertices all belong to the same periodic orbit. In this case the map
must have a periodic orbit of periodm for any m satisfying m⊳v, where
1 ⊳ 2 ⊳ 4 ⊳ . . . · · · ⊳ 227 ⊳ 225 ⊳ 223 ⊳ . . . 217 ⊳ 215 ⊳ 213 . . . 7 ⊳ 5 ⊳ 3.
In [8], Block, Guckenheimer, Misiurewicz and Young gave what has
now become the standard approach to proving Sharkovsky’s theorem
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using directed graphs. Among other results that were proved in the
paper was an extension of Sharkovsky’s Theorem to degree zero maps
of the circle. They showed that if a degree zero map of the circle has a
periodic point of period v then it must also have one of period m for
all m ⊳ v. Again this can be considered as a result for vertex maps on
graphs where the graph is topologically a circle and the periodic points
of period v form the vertices. (A good introduction to combinatorial
one-dimensional dynamics that contains these results amongst a wealth
of others is [3].)
After studying maps on the interval and on circles it was natural to
ask similar questions for maps on trees and then on general graphs. In
what follows we will always make the assumption that the underlying
map permutes the vertices. A more general approach is not to have this
restriction. This more general approach has been taken by a number
of authors. In a sequence of papers culminating in [2], Alseda`, Juher
and Mumbru´ proved the general result for trees. For maps on graphs
using this more general approach see [4, 10, 11].
In [6, 7] a Sharkovsky-type theorem was proved for vertex maps on
trees, maps for which the vertices form one periodic orbit. This order-
ing is a partial ordering, not a linear ordering – some of the relations in
the Sharkovsky ordering have to be deleted. A natural question is to
ask whether this ordering also holds for vertex maps of general graphs
if we restrict the underlying map to be homotopic to a constant map.
We have not been able to completely prove this, but we do prove
two results for the case when the vertices form one periodic orbit with
period v: the first result is that if v is not a divisor of 2k then there
must be a periodic point with period 2k; and the second is that if
v = 2ks for odd s > 1, then for all r > s there exists a periodic point
of minimum period 2kr. In the final section we show that our results
are quite strong. The set of periods forced by a given v with respect
to the results in our paper, those given by the tree ordering, and those
given by the Sharkovsky ordering differ at most by a finite number of
periods.
In [8], Block et al. proved their result for circles by looking at the
universal cover and periodic orbits of lifts of the original map to the
universal cover. This approach does not extend easily in the case con-
sidered in this paper. Though the universal cover is a tree, the vertices
of the tree can be pre-periodic points and not periodic points. This
means that we cannot simply apply the tree result from [7]. Our ap-
proach is similar to that in [5, 6, 7] using trace arguments for Oriented
Markov Matrices.
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There is a close connection between combinatorial dynamics and al-
gebraic topology. As noted in [5] several of the ideas that we express in
dynamical terminology could be expressed in terms of algebraic topol-
ogy. In particular, the Oriented Markov Matrix introduced in section 5
is the matrix corresponding to the induced map on 1-chains, the vectors
in section 6 are the coordinate vectors for 1-chains, and Theorem 1 in
section 7 is closely related to the Lefschetz number of the map. How-
ever, we give elementary proofs for all results. We begin by introducing
the basic concepts, starting with graphs.
2. Graphs
We are considering finite connected graphs, whose edges are real
closed intervals, the endpoints of which are the vertices. Any two edges
are pairwise disjoint, except possibly at their endpoints. We allow the
possibility of more than one edge connecting the same two vertices, but
we do not allow loops, edges that connect a vertex to itself. (What we
are calling graphs are sometimes referred to as multigraphs.) We say a
graph G has n edges and v vertices.
For each edge Ei, an orientation is assigned. Orientation is defined
by the vertices that bound the edge: one will be considered the ini-
tial vertex, and the other the final vertex. If orientation is reversed,
the edge will be written as −Ei, and the initial and final vertices are
switched.
Example. Let Gˆ be the graph represented below. Orientation is indi-
cated by the arrows.
v1
v2
v3 v4
v5
E1
E2
E3
E4
E5
E6
We will be using Gˆ in the examples that follow.
Given any two vertices, va and vb, a path from va to vb is a sequence
of edges Ei1 , . . . , Eiq where the initial vertex of Ei1 is va, the final vertex
of Eiq is vb and the final vertex of Eir is the initial vertex of Eir+1 for
1 ≤ r < q. If Ep and −Ep are two consecutive edges in a path, we can
obtain a shorter path by omitting these two edges. We will call this a
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contraction of the path. Given any path from vertex va to vertex vb
we can form a sequence of contractions resulting in a unique path that
cannot be contracted further. We call this resulting path reduced.
We adopt the standard graph theory term for a cycle. A cycle in a
graph G is a closed path with no repeated vertices or edges.
3. Maps
In this paper, we will consider continuous maps F that act on G and
permute the vertices by a permutation θ. We say the permutation θ is
a cycle if the vertices of G form one periodic orbit. We will use cycle
notation for permutations. Thus (1, 2, 3, 4) means 1 gets mapped to 2,
2 to 3, 3 to 4 and 4 back to 1.
Each edge in the graph is homeomorphic to the unit interval. We
use the homeomorphism to define the distance between points in an
edge and to give each edge unit length. A path consisting of m edges
is defined to have length m in the obvious way. Suppose that an edge
Ei is mapped by F to a path with m edges, then there is a natural
induced map F ∗ : [0, 1]→ [0, m]. We will say that F is linear on Ei if
F ∗ is linear.
We now define the linearization of the map F , which we will denote
by f . For all vertices v ∈ G, we define f(v) = F (v). If Ei is an
edge with endpoints va and vb, we define f to map Ei linearly onto the
reduced path from va to vb that is obtained from F (Ei).
More formally, let [0, 1] = I, we define f : G → G to be the lin-
earization of F if for each edge Ei there is homotopy hi : Ei × I → G
which has the following properties : hi(x, 0) = F (x) for all x ∈ Ei;
hi(x, 1) = f(x) for all x ∈ Ei; hi(va, t) = F (va) = f(va) for all t ∈ I;
hi(vb, t) = F (vb) = f(vb) for all t ∈ I; and such that f is linear on Ei.
If f is the linearization of a map F , we say f is linearized. We will
consider linearized maps throughout the paper. (In the literature the
maps that we are calling linearized are sometimes referred to as linear
models for tree maps or connect-the-dots maps for interval maps, see
[1, 3].) The connections between the sets of periodic points for f and
F will be discussed in the next section.
In addition to thinking of f as a map from G to itself, we can also
consider it as a map from paths in G to paths in G. In this sense, the
image of an edge will be a path. The image of a reversed edge is the
reverse path.
Example. We continue with our example. Suppose f : Gˆ → Gˆ
permutes the vertices by θ = (v1, v2, v3, v4, v5). Then f(v1) = v2,
f(v2) = v3, etc. Though the images of the vertices are defined by
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θ, there are many possibilities for the image of edges. For example,
f(E1), considered as a path, must have endpoints v2 and v3, but its
image could be any of the following:
f(E1) = E3
OR
= E4E6
OR
= −E1−E2E6−E3E4E6
etc.
However, since f is linearized, we could not have f(E1) = E4E6−E5E5,
since its image could be contracted further.
In what follows, we will take
f(E1) = E3
f(E2) = −E2E6−E3
f(E3) = −E5
f(E4) = −E6E2
f(E5) = E2E1E3−E6−E4−E1−E2E6−E5
f(E6) = −E2E6−E5 .
4. Periodic Points
The map f r(x) refers to the map given by composing f with itself
r times, so, for example, f 2(x) = f(f(x)). We say that a point x ∈ G
is a periodic point under f if there exists a positive integer p such that
f p(x) = x. Any such p is said to be a period of x, and the smallest
period is known as that point’s minimum period.
Our main tool for finding periodic points is an application of the fol-
lowing lemma which stems from the the Intermediate Value Theorem.
Lemma 1. For any closed real interval I, any continuous map from I
to itself will have a fixed point.
Given a graph G and a linearized map f that permutes the vertices,
we construct an Oriented Markov Graph. The vertices of the OMG
correspond to the edges of G. A directed, oriented edge will be drawn
from one OMG vertex, Ej to another, Ei, if Ej has a closed subinterval
that maps entirely onto Ei. A directed edge will be drawn for each
such closed subinterval. The orientation of the edge will be positive
(resp. negative) if the subinterval gets mapped onto Ej with positive
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(resp. negative) orientation. Though we will not use the term, in the
literature, if Ej contains a closed subinterval with image equal to Ei
it is said that Ej f-covers Ei. Below we sketch standard results for
Markov Graphs and refer the reader to [3] for formal proofs that are
stated in terms of f -covers.
Given an Oriented Markov Graph, we can define a sequence Ei0Ei1 · · ·Eid
to be a walk of length d in the OMG, where each edge Eik in the se-
quence will have an edge connecting it to Eik+1 in OMG, or equivalently,
there is a closed subinterval of Eik that gets mapped exactly onto Eik+1.
We call a walk closed if its first and last edge are equal, discounting
orientation.
Closed walks are useful because if there is a closed walk of length d
from edge Ek to itself in the OMG, then there is a periodic point of
period d in the graph. This is because if Ei0Ei1 · · ·Eid−1Eid is a closed
walk with Ei0 = Eid then we know that there is a subinterval Jd−1 in
Eid−1 such that f(Jd−1) = Eid = Ei0 . We can then find a subinterval
Jd−2 in Eid−2 such that f(Jd−2) = Jd−1. We proceed inductively until
we obtain a subinterval J0 of Ei0 with the property that f
d(J0) = Eid =
Ei0 . Since J0 ⊆ Ei0 and f
d(J0) = Ei0 , it follows from Lemma 1 that
f d must have a fixed point in Ei0 . There could be more than one fixed
point, of course, but there must be at least one.
We have shown that closed walks in the Oriented Markov Graph
give us information about the periodic points of the linearized map f .
Suppose that f is the linearization of F , then these closed walks also
give us information about periodic points of F . This follows from the
fact that if there is a subinterval of Eik that gets mapped exactly onto
Eik+1 by f , then there must be a subinterval of Eik that gets mapped
exactly onto Eik+1 by F .
All of our arguments for periodic orbits will consider these closed
walks and will give both periodic orbits for F and for f . It should be
noted that the periodic points of f correspond to closed walks in the
OMG, but F could have periodic points of other periods in addition to
those given by closed walks. It should also be noted that in the proof
above it is important that the edges are closed intervals and that they
are not allowed to contain vertices in their interiors.
5. Oriented Markov Matrices
We will denote the Oriented Markov Matrix of f as OMM(f) = M .
The Oriented Markov Matrix is an n× n matrix such that an element
aij represents the number of times the edge Ej maps to the edge Ei
with positive orientation minus the number of times Ej maps to Ei
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with negative orientation. In terms of the OMG, aij is equal to the
number of positive directed edges from Ej to Ei minus the number of
negative directed edges from Ej to Ei.
Lemma 2. If M is the Oriented Markov Matrix of a map f , then the
ijth entry of Mk counts the number of positively oriented walks minus
the number of negatively oriented walks from Ej to Ei of length k.
Proof. It is clear from the construction that this holds when k = 1.
Assume that it holds for k = s. By definition,
(Ms+1)ij = (MM
s)ij =
n∑
r=1
Mir(M
s)rj .
By hypothesis, (Ms)rj counts the number, ps, of positive walks of length
s from j to r minus the number of negative ones, ns. Similarly, Mir
counts the number of positive walks, p1, minus the number of negative
walks, n1, of length one from r to i. Thus,
Mir(M
s)rj = (p1 − n1)(ps − ns) = (psp1 + nsn1)− (nsp1 + psn1)
counts the number of positively oriented length s+1 walks from Ej to
Ei whose second to last step is Er minus the negatively oriented ones.
By summing over all possible r, we have counted all length s + 1
walks from Ej to Ei. Thus, this lemma holds for k = s + 1, so by
induction, the lemma holds for all positive integers k. 
We will also need to use the following result. See [5] for proof.
Lemma 3. If M is the Oriented Markov Matrix for a map f , then Mk
is the Oriented Markov Matrix of fk for all positive integers k.
These lemmas suggest that these Oriented Markov Matrices will be
very useful tools in proving the existence of the walks that were dis-
cussed in section 4 on periodic points.
Example. The corresponding Oriented Markov Matrix for f : Gˆ→ Gˆ
is
M =


0 0 0 0 0 0
0 −1 0 1 0 −1
1 −1 0 0 1 0
0 0 0 0 −1 0
0 0 −1 0 −1 −1
0 1 0 −1 0 1

 .
If an element aij in M
r is non-zero, then there is at least one closed
walk of length r from edge Ej to edge Ei. Non-zero entries in the
diagonal of M r represent closed walks of length r from an edge to
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itself. So the trace of M r represents the number of times edges in G
map to themselves with positive orientation minus the number of times
they map to themselves with negative orientation with length r. We
also note that whether or not an edge maps to itself in an orientation
preserving or reversing way is independent of the orientation chosen
for that edge. This means that the diagonal entries in powers of M do
not depend on the choice of the orientation for edges in G.
6. Cycles
In what follows we shall be studying maps from graphs to themselves
that are homotopic to a constant map. We will call such a map an HTC
map.
It is clear that a map from a graph G is HTC if and only if the image
of every cycle in the graph can be contracted to the empty path.
Example. Note that there are three cycles in the graph:
c1 = E1E4E2, c2 = −E3E4E6, and c3 = E1E3−E6E2.
For f to be homotopic to the constant map, we must show that the
images of these cycles collapse.
f(c1) = f(E1E4E2)
= f(E1)f(E4)f(E2)
= (E3)(−E6E2)(−E2E6−E3)
= E3−E6E2−E2E6−E3
We can now collapse the edges in this sequence:
∼ E3−E6(E2−E2)E6−E3
∼ E3(−E6E6)−E3
∼ (E3−E3)
∼ ∅
And the same can be done with the other cycles. So the map is HTC.
To each path in the graph G we associate an n-dimensional vector.
The k-th component of the vector counts the number of times the edge
Ek appears in the path with positive orientation minus the number of
times Ek appears in the path with negative orientation. Notice that if
~u is such a vector, then M~u will give a vector that corresponds to the
image of the path corresponding to ~u under f .
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For a tree, the number of edges is equal to one less than the number
of vertices, n = v − 1. If n > v − 1, then there is at least one cycle in
the graph.
Given a graph with n > v − 1, choose a spanning tree. For each
edge that is not in the spanning tree we can form a cycle consisting
of that edge and the remaining edges taken from the tree. It is clear
that the vectors associated to these cycles are linearly independent. In
fact the vector associated to any closed path can be written as a linear
combination of these c = n− (v− 1) vectors. This is a standard result
from homology where it is seen that these vectors generate the group
of 1-cycles, see [9], for example.
We let W = { ~w1, ~w2, · · · , ~wc} denote the linearly independent set
of vectors that correspond to these cycles. Since cycles collapse, their
image is the empty path, and so M ~wj = ~0.
Example. In our example, the vectors corresponding to c1 and c2 give
two linearly independent vectors, ~wT1 = [1, 1, 0, 1, 0, 0], ~w
T
2 = [0, 0,−1, 1, 0, 1].
The vector associated to c3 is equal to ~w1 − ~w2. We can take W =
{~w1, ~w2} as the linearly independent set of vectors.
M ~w1 =


0 0 0 0 0 0
0 −1 0 1 0 −1
1 −1 0 0 1 0
0 0 0 0 −1 0
0 0 −1 0 −1 −1
0 1 0 −1 0 1




1
1
0
1
0
0

 =


0
0
0
0
0
0


7. Trace theorems for Oriented Markov Matrices
In this section we will prove results concerning the traces of the
Oriented Markov Matrices of HTC maps on G. These results will be
used in the following section to prove the main results. First, we state
a result that we will need about maps on trees. This was proved in [5].
We give a proof here to aid the exposition.
Lemma 4. Given a tree T with v vertices and a map f : T → T that
permutes the vertices, if none of the vertices are fixed under f , then
the trace of the Oriented Markov Matrix is −1.
Proof. For each vertex, vi there is a reduced path from vi to f(vi). Put
a dot on the first edge in this path.
Observe that an edge Ei contains two dots if and only if −Ei is in the
reduced path that corresponds to f(Ei). Also observe that Ei contains
no dots if and only if Ei is in the reduced path corresponding to f(Ei).
Finally, an edge contains one dot if and only if the reduced path of f(Ei)
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does not contain either Ei or −Ei. Notice that the number of dots on
the edge Ei is exactly 1−Mii. If e denotes the number of edges in T ,
the total number of dots is
∑e
1
(1−Mii) = e− tr(M). However, there
are exactly v dots on T , so v = e−tr(M), and tr(M) = e−v = −1. 
Lemma 5. Given any graph G and any permutation θ that does not
fix any vertices, there exists an HTC map from G to G which permutes
the vertices of G by θ and has an Oriented Markov Matrix with trace
−1.
Proof. Let S be a spanning tree of G and f : G → G any map that
permutes the vertices according to θ and whose image is S. We know
from the previous lemma that a map from a tree to itself that does not
fix any vertex will have an Oriented Markov Matrix with trace −1, so
tr(OMM(f |S)) = −1. The remaining edges are not in the image, so,
they do not map to themselves. Thus, no other edges will contribute
to the trace of OMM(f), so tr(OMM(f)) = −1, as desired. 
Lemma 6. Given any graph G and any permutation θ, the Oriented
Markov Matrix of any two HTC maps from G to G that permute the
vertices by θ will have the same trace.
Proof. Suppose the graph G has n edges, and c linearly independent cy-
cles. Let W = {~w1, ~w2, · · · , ~wc} denote the set of linearly independent
cycles on G.
Let f and g be two maps that are HTC and that permute the ver-
tices by the same permutation θ. For each edge Ei, the reduced paths
corresponding to f(Ei) and g(Ei) have the same initial and terminal
points. This means that if we let ~v1 and ~v2 demote the corresponding
vectors, then ~v1 − ~v2 will be a closed path (a homological 1-cycle) and
thus can be written as a linear combination of vectors from W .
Denote the Oriented Markov Matrices of f and g byM and N . Then
M and N can be related by M = N +B, where B is an n× n matrix
such that each column is an integer linear combination of the vectors
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in W . Therefore, B =
[∑c
i=1 a1i ~wi|
∑c
i=1 a2i ~wi| · · · |
∑c
i=1 ani ~wi
]
. So,
tr(B) =
c∑
i=1
a1iw1i +
c∑
i=1
a2iw2i + · · ·+
c∑
i=1
aniwni
=
n∑
j=1
c∑
i=1
ajiwji
=
c∑
i=1
n∑
j=1
ajiwji .
Since f and g are mappings on G that are homotopic to the constant
map, the image of cycles must collapse. So for m satisfying 1 ≤ m ≤ c
we know N ~wm = ~0 and ~0 = M ~wm = (N + B)~wm = N ~wm + B~wm =
~0 +B~wm = ~0. Therefore B~wm = ~0. Thus we obtain
~0 = B~wm
= w1m
c∑
i=1
a1i ~wi + w2m
c∑
i=1
a2i ~wi + · · ·+ wnm
c∑
i=1
ani ~wi
=
n∑
j=1
c∑
i=1
wjmaji ~wi
=
c∑
i=1
n∑
j=1
wjmaji ~wi
=
(
n∑
j=1
wjmaj1
)
~w1 +
(
n∑
j=1
wjmaj2
)
~w2 + · · ·+
(
n∑
j=1
wjmajc
)
~wc .
Recall that the vectors inW are linearly independent. Since we have
a linear combination of linearly independent vectors that is equal to the
zero vector, all coefficients must be equal to zero. More specifically, the
mth coefficient is equal to zero. So for m satisfying 1 ≤ m ≤ c we know∑n
j=1wjmajm = 0. So it follows that
∑c
i=1
∑n
j=1 ajiwji = 0. This is the
trace of B. Therefore tr(B) = 0.
It follows that tr(M) = tr(N) + tr(B) = tr(N) + 0 = tr(N), so the
trace of the Oriented Markov Matrices of two maps HTC on a graph
G with a given permutation will be the same. 
Theorem 1. Given any graph G and any permutation θ that does not
fix any vertices, the Oriented Markov Matrix of any HTC map from G
to G with permutation θ will have a trace of −1.
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Proof. By Lemma 5, for a given permutation, there exists a map such
that the trace of its Oriented Markov Matrix is −1. By Lemma 6, any
two maps on a graph that have the same permutation will have the
same trace. Therefore, for any graph G and any permutation θ that
does not fix any vertices, the Oriented Markov Matrix of any map from
G to G will have trace −1. 
Theorem 2. If M and N are the Oriented Markov Matrices of two
maps from the graph G to itself which are HTC and have the same
vertex permutation, then for any positive integer r
M r = MN r−1.
Proof. LetM and N be the Oriented Markov Matrices described above.
Under these two maps, the image of each edge can only differ by an
integer number of times edges map around complete cycles. Thus, we
know that M = N + B, where the columns of B are integer linear
combinations of the vectors in W . Notice, then, that
M2 = M(N +B) = MN +MB.
It is clear that MB = 0 because the columns of B are linear combina-
tions of vectors in W and M ~w = ~0 if ~w ∈ W .
So M2 = MN . Induction then gives M r = MN r−1.

Theorem 3. Given an HTC map f : G → G with a permutation θ
and Oriented Markov Matrix, M , if θp is the identity permutation, then
Mp+1 = M .
Proof. Let M and f be as described above. Recall, Mp+1 is the Ori-
ented Markov Matrix associated with f p+1. Let T be the Oriented
Markov Matrix associated with an HTC map fS, with the same per-
mutation as f on G, whose image is a spanning tree. Recall from
Theorem 2 above that Mp+1 = MT p.
Since the image of G under fS is a spanning tree of G, the image
of G under (fS)
r will be the same spanning tree for any given r. In
particular, the image of G under (fS)
p is this spanning tree. Since there
are no cycles in a tree, there is only one reduced path from va to vb.
We know that θp fixes all vertices. Therefore, if Ei is an edge in the
spanning tree, f pS(Ei) can be reduced to Ei. This means that the i
th
column of T p has 1 in the ith entry and zeros for the other entries.
Since the labeling of edges is arbitrary, let us label the edges in the
spanning tree E1, E2, . . . Ev−1 and the edges that are not a part of the
spanning tree as Ev, Ev+1, . . . , En. Let Ea be an edge in the spanning
tree. The ath column of T p will have an entry of 1 in the ath component
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and entries of 0 everywhere else. So the first v−1 columns of the matrix
MT p = Mp+1 are identical to the first v− 1 columns of the matrix M .
Given any edge Ez that is not in the spanning tree, we know that
there is a cycle in the graph G that contains Ez and such that every
other edge belongs to the spanning tree. Let ~wz be the vector that
corresponds to this cycle. Since f is HTC, M ~wz = ~0. This means
that the column of M corresponding to Ez is a linear combination of
the first v − 1 columns. But note that the same argument shows that
the column of Mp+1 corresponding to Ez is exactly the same linear
combination of the first v − 1 columns of Mp+1. Thus the columns
corresponding to Ez in M and M
p+1 are equal. So Mp+1 = M .

8. Periods of periodic orbits
In this section we use the trace results from the previous section to
prove our main results.
Theorem 4. Suppose that f : G → G is HTC and permutes the v
vertices of G with permutation θ, where θ consists of one cycle. If v is
not a divisor of 2k, then f has a periodic point of period 2k.
Proof. Since v is not a divisor of 2k, we know that θ2
k
does not fix
any of the vertices. So M2
k
has a trace of −1. Ergo there is at least
one edge Ei0 with a closed walk of length 2
k with negative orientation.
Since the orientation is negative, it cannot be a repetition of a shorter
closed walk, as any shorter closed walk would have to be repeated an
even number of times. Let Ei0Ei1 · · ·Ei2k denote the closed walk, with
Ei0 = Ei2k .
We know that there is a closed subinterval J ⊆ Ei0 that gets mapped
onto Ei0 by f
2k . As pointed out before, the endpoints of Ei0 might
belong to other intervals, and we have to be careful that the closed
walk is not describing one of the endpoints of Ei0 . However, since J
gets mapped onto Ei0 with negative orientation, the point that is fixed
by f 2
k
must be an interior point. Let z denote this point. Since z is
fixed by f 2
k
and is an interior point of Ei0 , it must be the case that
f j(z) is in the interior of Eij for 0 ≤ j ≤ 2
k. Since the walk is not the
repetition of a shorter walk it must be the case that z has minimum
period of 2k.

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We say a closed walk from E to itself is prime, if it is not the con-
catenation of shorter walks from E to itself.
Theorem 5. Suppose that f : G → G is HTC and permutes the v
vertices of G with permutation θ, where θ consists of one cycle. Suppose
that v = 2ks, where s > 1 is odd, and k ≥ 0. Then for any r > s there
exists a periodic point of minimum period 2kr.
Proof. Consider f as described above, and let OMM(f) = M . Since
f permutes the vertices by θ, the map f 2
k
permutes the vertices by
θ2
k
, and OMM(f 2
k
) = M2
k
. Thus, the vertices of G all have minimum
period s under f 2
k
, so none of them are fixed.
By Theorem 3, (M2
k
)s+1 = M2
ks+2k = M2
k
. We see by Theorem 1
that tr(M2
k
) = tr((M2
k
)s+1) = −1. So there is a closed walk of length
2k from an edge to itself with negative orientation, and a closed walk of
length 2k(s+1) from that same edge to itself with negative orientation.
Since 2k is a power of 2, any repeated walk would have to be repeated
an even number of times and therefore have positive orientation. Thus,
the 2k-length walk is not a repetition of a smaller walk. Since s is odd,
s+ 1 is even, so repeating the closed 2k-length walk s+ 1 times would
have positive orientation. Therefore, the walk of length 2k(s+1) is not
a repetition of the walk of length 2k. So for all r > s we can produce
a closed walk of length 2kr by repeating the 2k-length walk r − s − 1
times and the walk of length 2k(s+ 1) once.
Although we have found a periodic point of period 2kr, this walk
may be repetitive, and so we have not shown the existence of a point
with minimum period 2kr.
If this closed walk of length 2kr is repetitive, then we will construct
a non-repetitive closed walk of length 2kr by rearranging the prime
closed walks that comprise the repetitive walk. In what follows we will
fix an E that appears in the closed walk and consider prime closed
walks to this particular edge.
Notice that if a closed walk is not prime it must be the concatenation
of at least two possibly distinct prime closed walks. We will show that
the walk of length 2kr contains at least two prime walks from E to
itself. The one exception is if r = s+ 1 and we deal with that first.
First we consider the case when r = s + 1. If the walk of length
2kr is repetitive and does not contain two distinct prime walks, it must
consist of a prime walk repeated an odd number of times. Let the
length of this prime walk be 2kt. We can obtain a new walk of length
2kr by first using this prime walk of length 2kt and the repeating the
walk of length 2k r− t times. This new walk is non-repetitive and has
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negative orientation, and so there must a periodic point with minimum
period 2kr. We now consider the case when r > s+ 1.
If the closed walk of length 2k is prime, then there must exist at least
one other prime closed walk in the walk of length 2k(s + 1), since the
latter is not a repetition of the former. If the closed walk of length 2k
is not prime, then because it is not repetitive there are at least two
distinct prime closed walks in the closed walk of length 2k. In either
case there are at least two distinct prime closed walks in the closed
walk of length 2kr.
Since we are assuming the closed walk of length 2kr is repetitive,
each prime closed walk must exist in that walk at least twice. We will
let P1 denote a prime walk of shortest length that appears in the walk
of length 2k. Suppose the closed walk of length 2kr above has prime
closed walks P1, P2, . . . , Pi. Suppose for each j that Pj is in the closed
walk of length 2kr a total of aj times, where aj ≥ 2. Since all prime
closed walks must begin and end at E, we may arrange them in any
order and still have a valid walk. So we may arrange them so that P1
is repeated a1 times followed by P2 repeated a2 times, etc. It is clear
that this closed walk cannot be repetitive. Ergo, we can create a non-
repetitive closed walk of length 2kr by rearranging the prime closed
walks from the repetitive closed walk of length 2kr created above.
So there exists a non-repetitive closed walk of length 2kr. We know
that this walk implies the existence of a point with period 2kr, but be-
cause the vertices may appear in multiple intervals, it is still conceivable
that this point is a vertex and consequently might have minimum pe-
riod less than 2kr. Let z ∈ E denote the periodic point with period
2kr. To complete the proof we must show that z cannot be a vertex.
Since r > s and s ≥ 3, our construction starts by repeating the
length-2k walk at least twice. This means that P1 must appear at least
twice. Let the length of P1 be denoted by l. So our non-repetitive walk
of length 2kr has E in the 1, l + 1 and 2l + 1 positions. Since P1 is in
the walk of length 2k we know that l ≤ 2k.
Let va and vb denote the vertices that are endpoints of E. Suppose
that z = va. Since the vertices cannot be mapped into the interior of
E it must be the case that f l(va) is either va or vb. We know that the
period of va is 2
ks and 2ks > l, so f l(va) must be vb. Similarly, we
know that f 2l(va) is either va or vb. Since vb has period greater than
l, it must be the case that f 2l(va) is va. This implies that va must
have minimum period that is less than or equal to 2l. But this gives
a contradiction as we know that the minimum period of va is 2
ks and
that 2l ≤ 2k2 < 2ks.
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A similar argument shows that z cannot be vb. So z must have
minimum period 2kr.

9. Concluding remarks
In this section we will compare our results to Sharkovsky’s ordering
and to the tree ordering in [7].
The Sharkovsky ordering can be defined as follows:
(1) 2l ⊳ 2k if k ≥ l.
(2) If v = 2ks, where s > 1 is odd, then
(a) 2l ⊳ v, for all positive integers l.
(b) 2kr ⊳ v, where r ≥ s and r is odd.
(c) 2lr ⊳ v, where l > k and r > 1 is odd.
To compare the various orderings we will state the tree ordering and
the result of this paper using similar terms. First we re-state the results
of this paper.
Theorem 6. Suppose that G is a graph with v vertices and f : G→ G
is a map that is HTC and such that the vertices of G form one periodic
orbit. Then
(1) If v = 2k, then there must be periodic points of minimum period
2l for any l ≤ k.
(2) If v = 2ks, where s > 1 is odd, then
(a) there are periodic points with minimum period 2l for all
positive integers l,
(b) there are periodic points with minimum period 2kr for any
r ≥ s and r is odd.
(c) there are periodic points with minimum period 2lr for all l
and r satisfying: l > k, r > 1 is odd, and 2l−kr > s.
Proof. The statements involving points with period 2l follow immedi-
ately from Theorem 4.
The last two statements follow immediately from Theorem 5.

We now give the corresponding result for trees, but first we need to
introduce the concept of removing 1s from the right.
This process of removing 1s from the right can be described as fol-
lows.
(1) Write v in binary.
(2) Change the rightmost 1 in its expansion to zero.
(3) Repeat the process until you end with 0.
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For example, 31 has binary expansion 11111. Applying the process
to this number yields the following binary expansions 11110, 11100,
11000, 10000 and 00000, or in decimal notation 30, 28, 24, 16 and 0.
We can now state the theorem for trees.
Theorem 7. Let T be a tree with v vertices. Let f : T → T be a map
with the property that the vertices form one periodic orbit. Then:
(1) If v = 2k, then there must be periodic points of minimum period
2l for any l ≤ k.
(2) If v = 2ks, where s > 1 is odd, then
(a) there are periodic points with minimum period 2l for all
positive integers l,
(b) there are periodic points with minimum period 2kr for any
r ≥ s and r is odd.
(c) there are periodic points with minimum period 2lr for all l
and r satisfying: l > k, r > 1 is odd, and 2l−kr > s.
(d) The map f also has periodic orbits of any minimum period
m where m can be obtained from v by removing 1s from
the right of the binary expansion of n and changing them
to zeros.
However, the above theorems shows that if we look at the set of
periods given by our results for graphs with v vertices, set of periods
given in [7] for trees with v vertices and the set of integers that are
forced by v in the Sharkovsky ordering, they will differ by at most a
finite number of integers, all of which will be less than v. All three
orderings agree on the integers that are greater than v and forced by v.
For example if v = 30, the periods that are less than v and forced by
Sharkovky’s theorem are 1, 2, 4, 8, 16, 12, 20, 28, 24; the periods that are
less than v and forced by the tree ordering are 1, 2, 4, 8, 16, 24, 28; and
the periods that are less than v forced by Theorem 6 are 1, 2, 4, 8, 16.
In [12] and [6, 7] what are sometimes called the converses are shown.
That is examples are constructed for each positive integer v that have
their set of minimum periods being exactly the set of periods given
by the forcing relation. For HTC maps we do not have this. It is an
interesting open question to ask whether there exists an HTC map of
a graph with v vertices such that the vertices form one periodic orbit
and such that there does not exist a periodic point of period m where
m is forced by v in the tree ordering. For example, does there exist
an HTC map of a graph with 30 vertices that does not have a periodic
points with minimum periods of 24 or 28.
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