To test the feasibility of using deep learning for optical coherence tomography angiography (OCTA) detection of diabetic retinopathy (DR).
INTRODUCTION
As the leading cause of preventable blindness in working-age adults, diabetic retinopathy (DR) affects 40-45% of diabetic patients [1] . In United States (US) alone, the DR patients are estimated to increase from 7.7 million in 2010 to 14.6 million by 2050 [1] . Early detection, prompt intervention, and reliable assessment of treatment outcomes are essential to prevent irreversible visual loss from DR. With early modality, such as the OCTA, the limitation of available image poses as an obstacle for practical implementation of deep learning.
In order to overcome the limitation of data size, a transfer learning approach has been demonstrated for deep learning. Transfer learning is a training method to adopt some weights of a pre-trained CNN and appropriately re-train the CNN to optimize the weights for a specific task, i.e., AI classification of retinal images [31] . In fundus photography, transfer learning has been explored to conduct artery-vein segmentation [32] , glaucoma detection [33, 34] , and diabetic macular thinning assessment [35] . Recently, transfer learning has also been explored in OCT for detecting choroidal neovascularization (CNV) and diabetic macular edema (DME) [31] , and AMD [36] .
In principle, transfer learning can involve a single layer or multiple layers, because each layer has weights that can be re-trained. For example, the specific number of layers required for re-training in a 16-layer CNN ( Fig. 1 ) may vary, depending on the available dataset and specific task interested. Moreover, compared to traditional fundus photography and OCT, deep learning in OCTA classification is still unexplored due to the limited size of publicly available datasets. In this study, we propose to employ transfer learning to train a CNN classifier for DR detection in OCTA, and to provide a custom graphical user interface (GUI) platform to verify the potential of clinical deployment of the AI classification of DR using OCTA.
Figure 1 The deep learning CNN used for OCTA DR detection is VGG16, a network that contains 16 trainable layers
(convolution (Conv) and fully connected layers (FC)). Each layer has its corresponding output layer dimensions below each block. All convolution and fully connected (FC) layers are followed by a ReLU activation function. The softmax layer is a fully connected layer that is followed by a softmax activation function. Maxpool and Flatten layers are operational layers with no tunable parameters.
METHODS
This study is in adherence to the ethical standards present in the Declaration of Helsinki and was approved by the institutional review board of the University of Illinois at Chicago (UIC). Data Acquisition 6 x 6 mm 2 FOV OCTA data were acquired using an ANGIOVUE spectral domain (SD) OCTA system (Optovue, Fremont, CA) with a 70-kHz A-scan rate, a lateral resolution of ~15 um, and an axial resolution of ~5 um. All OCTA images were qualitatively examined for severe motion or shadow artifacts. Images with significant artifacts were excluded for this study. OCTA data was exported using ReVue (Optovue) software and custom-developed Python procedures were used for image processing. with prior history of intravitreal injections, vitreoretinal surgery or significant (greater than a typical blot hemorrhage) macular hemorrhages. Subject and patient characteristics including sex, age, duration of diabetes, diabetes type, HBA1C, and hypertension prevalence are summarized in Table 1 . 
Patient Demographics

Classification Model Implementation
The CNN architecture chosen in this study is VGG16 [37] . The network specifications and design are illustrated in Fig. 1 . The pre-trained weights were from the ImageNet dataset [38] . Training was performed with a batch size of 12 images with stochastic gradient descent optimization using a learning rate of 0.0001.
Each classifier was trained with early stopping, and experimentally the model converges within ~70 epochs,
where model refers to the re-trained classifier. During each iteration, data augmentation in the form of random rotation, horizontal and vertical flips, and zoom were performed to prevent the model from overfitting. In addition, all images were resized from (304 x 304) pixel 2 to (224 x 224) pixel 2 to meet the network input specifications of VGG16.
Statistics
In this study, manual classifications were used as reference standard for determining the receiver operating 
Transfer Learning and Model Selection
In practice, it takes hundreds of thousands of data samples i.e. images to optimize the millions of parameters of a CNN. Training CNNs on smaller datasets will often lead to overfitting, where the CNN has memorized the dataset, i.e. has high performance when predicting on the same dataset and fails to perform well on new data [39] . Transfer learning, which leverages the weights in a pre-trained network, has been established to overcome the overfitting problem. Transfer learning is well suited for CNNs because CNNs extracts features in a bottom-up hierarchical structure. This bottom-up process is analogous to the human visual pathway system [40] . Where in the early layers of the CNN extracts simple features, such as lines and color;
and in the later layers the CNN extracts complex features. Therefore, only the weights in later layers are generally required to be adjusted to achieve optimal performance. Furthermore, the more similar or related the target dataset to the pre-trained dataset, the fewer layers of the CNN are required for re-training. Since in this study, the pre-trained weights are optimized by the ImageNet dataset [38] and the target dataset are OCTA images have high dissimilarity, we conduct a transfer learning process to determine the appropriate number of re-trained layers required in a CNN to achieve robust performance of OCTA classification. For this study, misclassification error will be used for quantitative assessment of the CNN performance, and one standard deviation rule was used for model selection. The one standard deviation rule states that a model selected is within one positive standard deviation from the misclassification error of the best performing model [41] . The model, which requires the least number of re-trained layers for a comparable performance to the best trained model, will be selected.
GUI/Software Integration
The CNN classifier was trained, and the models were evaluated on Python 3.7.1 using the programming 
RESULTS
This study included 24 eyes from 17 NoDR patients, 75 eyes from 60 DR patients, and 32 eyes from 20 control subjects. In order to minimize the performance variance from a limited dataset, an augmented OCTA dataset was generated by applying random flips, rotations and zooms on our 131 OCTA images to generate 3930 OCTA images. In following discussion, the raw OCTA images (n = 131) will be referred as Dataset 1 and the augmented OCTA images (n = 3930) will be referred as Dataset 2.
Model Selection
The model selection process was used to identify the required number of re-trained layers for the best performance of OCTA classification. The layers in the VGG16 CNN were sequentially re-trained starting from the last to the beginning layers. Quantitative comparison between the misclassification errors for individual models, i.e., variable number of re-trained layers, is shown in Fig. 2 . In this study, we evaluated each model with Dataset 1 and Dataset 2. This enables us to access the real-world performance with the raw OCTA images, and to verify the potential performance of each model on a larger dataset. Using the one standard deviation rule, which recommends choosing a less complex model that is within one standard deviation of the misclassification error of the best performing model. The model re-trained with nine layers meets the one standard deviation criteria for both dataset validations and was selected for following crossvalidation study.
Figure 2 A transfer learning performance study was conducted to determine how many layers is necessary for effective
transfer learning in OCTA images. In our study, since Maxpooling, and Flattening operations have no optimizable parameters, only Convolutional and Dense layers will be numerically counted from last to first, i.e. one to sixteen.
Therefore, in the transfer learning study, models re-trained with one to sixteen layers were compared. The blue line represents validation on raw OCTA images, and the orange line represents validation on augmented OCTA images.
In the top-right hand corner, we zoomed in to compare the performance of the 9th and 15th layer. The yellow point is the misclassification error of the model re-trained with nine layers and the black dashed line illustrates that overall that the error of the re-trained nine-layer is within one positive standard deviation of the re-trained fifteen-layer model (the best performing model).
Cross-validation Study
Using a fivefold cross-validation method, we evaluated the performance of the selected nine layers retrained model with Dataset 1 and Dataset 2. In Table 2 and Table 3 , the predictions of the CNN on Dataset 1 and Dataset 2, respectively, for three categories, Control, NoDR, and DR are shown. Based on these predictions, ACC, SE, and SP, are determined and summarized in Table 4 and Table 5 . 
Evaluation of Clinical Deployment
The model with the best performance was integrated with a custom-designed GUI platform to evaluate the potential of the AI classification of DR using OCTA in a clinical environment. As shown in Fig. 4 , The 
DISCUSSION
In summary, we demonstrated the feasibility of using transfer learning for automated OCTA classification of DR. A model selection process was involved to evaluate and identify the number of upper layers required for re-training in the 16-layer CNN VGG16, to achieve optimal performance of OCTA classification.
Moreover, a custom GUI platform was developed to verify the potential of using the AI classification in a clinical environment. The AI platform for automated OCTA classification may provide a practical solution to reduce the burden of experienced ophthalmologists for mass-screening of DR patients.
In principle, the CNN for deep learning can be adopted for OCTA classification of DR and other eye diseases. However, its practical application is challenging due to the limited datasets available for the demonstrated. Using the selected model with nine upper layers re-trained, we exported the parameters of the model into a portable file and integrate it with a custom-designed GUI to assess the potential using the automated OCTA classification in a clinical environment.
There are some limitations for our current study. Transfer learning provided a reasonable performance for automated OCTA classification of DR. However, current OCTA datasets are limited. Furthermore, the dataset used in this study acquired from one device, and multi-device OCTA datasets are required for further validation of the transfer learning based OCTA classification.
