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Abstract. This work considers a weighted POD-greedy method to es-
timate statistical outputs parabolic PDE problems with parametrized
random data. The key idea of weighted reduced basis methods is to
weight the parameter-dependent error estimate according to a probabil-
ity measure in the set-up of the reduced space. The error of stochastic
finite element solutions is usually measured in a root mean square sense
regarding their dependence on the stochastic input parameters. An or-
thogonal projection of a snapshot set onto a corresponding POD basis
defines an optimum reduced approximation in terms of a Monte Carlo
discretization of the root mean square error. The errors of a weighted
POD-greedy Galerkin solution are compared against an orthogonal pro-
jection of the underlying snapshots onto a POD basis for a numerical ex-
ample involving thermal conduction. In particular, it is assessed whether
a weighted POD-greedy solutions is able to come significantly closer to
the optimum than a non-weighted equivalent. Additionally, the perfor-
mance of a weighted POD-greedy Galerkin solution is considered with
respect to the mean absolute error of an adjoint-corrected functional of
the reduced solution.
Keywords: weighted reduced basis method, uncertainty quantification,
model order reduction, proper orthogonal decomposition, POD-greedy
1 Introduction
Because the computational complexity of numerical simulations is growing, model
order reduction becomes an essential task. In the last decades the reduced
basis method (RBM) was extensively developed, e.g. recent overviews can be
found in [1,2,15]. Furthermore, RBM was applied to stochastically influenced
parametrized partial differential equations (PPDEs). A review can be found in
[16]. In [6] the idea of a weighted RBM for elliptic PDEs was introduced. It
allows to build up more efficient reduced spaces regarding an approximation
of statistical quantities. In the following the focus is on the approximation of
the expectation. The question arises, how much faster does the expected error
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converge for a weighted approach and how close is the reduced solution to an
optimal reduced solution. Using a proper orthogonal decomposition (POD) [8],
an optimal reduced space concerning the mean square error can be constructed.
Furthermore, by a standard primal-dual approach [17] also the expected error
of a linear output functional is considered. This work shows different ways to
construct reduced order models (ROMs), where the focus is the approximation
of the expected value.
The work is organized as follows. In section 2 the model problem is formu-
lated, and the notation for the high dimensional discretization is introduced. In
section 3 the reduced model and its assumptions are described. Non-weighted
and weighted error estimators for the reduced model are stated in section 4.
Further, the reduced space construction for the non-weighted and the weighted
approach is described in section 5. Section 6 describes a ROM, obtained by
a Galerkin projection onto a POD. Numerical results for an instationary heat
equation are presented in section 7.
2 Parametrized Linear Parabolic Model
In the following the weak formulation of a parametrized, linear parabolic PDE
is considered, where a p-dimensional parameter vector is random. Let (Θ,F ,P)
be a complete probability space where the sample space Θ contains all possible
outcomes θ ∈ Θ. The sigma algebra F is given by a subset of all possible subsets
of Θ, i.e. F ⊆ 2Θ, and the probability measure P : F → [0, 1] maps an event to
its probability. Let ξ : Θ → Γ denote a random parameter vector whose image
lies in a given parameter domain Γ ⊂ Rp, which is determined by the support of
the random variables. We assume that ξ has a joint probability density function
(pdf) ρ : Γ → R+ such that ∫
Θ
dP(θ) =
∫
Γ
ρ(ξ)dξ = 1.
The interest lies not only in the solution of the parabolic PDE problem itself
but rather in some parameter-dependent output s : Γ → R. It is computed by an
linear (output) functional l : X → R that maps the solution, lying in a Sobolev
space X, to a scalar output. The continuous parametrized problem reads as
follows: For given ξ ∈ Γ , compute
s(ξ) = l(u(T ; ξ)),
where for any t ∈ [0, T ] the solution u(t; ξ) ∈ X fulfills
〈∂tu(t; ξ), v〉+ a(u(t; ξ), v) = b(v; ξ), ∀v ∈ X,
(u(0; ξ), v)L2(Ω) = 0, ∀v ∈ X.
Here, 〈·, ·〉 denotes a duality pairing between X ′ and X. The time derivative of
the solution needs to lie in the dual space, i.e. ∂tu(t; ξ) ∈ X ′ for all parameters.
In order to guarantee existence and uniqueness of the problem, the bilinear form
is uniformly coercive and uniformly bounded and the functionals are uniformly
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bounded, i.e.
α ≤ α(ξ) = inf
06=v∈X
a(v, v; ξ)
‖v‖2X
, sup
06=u,v∈X
a(u, v; ξ)
‖u‖X ‖v‖X
= γ(ξ) ≤ γ, and (1)
sup
0 6=v∈X
|b(v; ξ)|
‖v‖X
= γb(ξ) ≤ γb, sup
06=v∈X
|l(v)|
‖v‖X
= γl ≤ γl, (2)
with 0 < α and γ, γb, γl < ∞, for all ξ ∈ Γ . Furthermore, the bilinear form
is assumed to be symmetric, i.e. a(u, v; ·) = a(v, u; ·), ∀u, v ∈ X. It defines a
parameter-dependent and parameter-independent energy norm, such that
‖v‖ξ =
√
(v, v)ξ =
√
a(v, v; ξ), ∀v ∈ X, ∀ξ ∈ Γ, (3)
‖v‖ξref =
√
(v, v)ξref =
√
a(v, v; ξref), ∀v ∈ X. (4)
The parameter-independent norm is determined by a fixed reference parameter
ξref ∈ Γ .
2.1 Fully Discretized Problem
The problem is discretized with an implicit Euler method in time and with
a linear finite element method in space. The time interval [0, T ] is split into
K ∈ N equidistant time intervals with time step size ∆t := TK . The solution is
approximated at time points {tk = k∆t : k = 0, . . . ,K}, such that u(x, tk; ξ) ≈
uk(x; ξ). For the space discretization, h denotes the spatial step size and the high
dimensional space Xh := span{φ1, . . . , φN } ⊂ X, with dim(Xh) = N , contains
piecewise linear basis functions. Further, XK+1h := Xh × · · · × Xh denotes the
(K + 1)th power of the discretized space. The fully discretized primal problem
reads as follows: For given ξ ∈ Γ , compute
sh(ξ) = l(u
K
h (ξ)), (5)
where the detailed solutions {ukh(ξ)}Kk=0 ∈ XK+1h fulfill
(ukh(ξ), v)L2(Ω) +∆ta(u
k
h(ξ), v; ξ)
= (uk−1h (ξ), v)L2(Ω) +∆t b(v; ξ), ∀v ∈ Xh, k = 1, . . . ,K, (6)
(ukh(ξ), v)L2(Ω) = 0, ∀v ∈ Xh, k = 0. (7)
A finite element method entails an N -dimensional system of linear algebraic
equations and hence the discretized problem is computationally expensive to
solve. The solution coefficients, coming out of the algebraic equations, uniquely
represent the detailed solution, such that
ukh(ξ) =
N∑
i=1
ukh,i(ξ)φi, k = 0, . . . ,K.
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Equations (5)–(7) are referred to as the detailed model and ukh(·) as the detailed
solution. It can be seen as a reference solution. In the following the error is
measured between the solution of the detailed model and the reduced model.
In order to achieve higher accuracy for the output computation, a dual (or
adjoint) problem is used [5, Chapter 2.1]. This is a standard approach in the
context of error analysis for functionals [4]. The dual problem of (5)–(7) reads
as follows: For given ξ ∈ Γ , find the dual solutions {ψkh(ξ)}Kk=0 ∈ XK+1h , s.t.
(v, ψkh(ξ))L2(Ω) +∆t a(v, ψ
k
h(ξ); ξ)
= (v, ψk+1h (ξ))L2(Ω), ∀v ∈ Xh, k = 0, . . . ,K − 1, (8)
(v, ψkh(ξ))L2(Ω) = l(v), ∀v ∈ Xh, k = K. (9)
Due to the parameter-independent functional l(·), the solution of the final con-
dition in (9) is parameter-independent, i.e. ψKh (ξ) = ψ
K
h . Note, the dual problem
evolves backward in time, hence the solutions are computed for decreasing time
index k. As for the primal problem, the dual solution has a unique representation
ψkh(ξ) =
N∑
i=1
ψkh,i(ξ)φi, k = 0, . . . ,K.
3 Reduced Basis Method
In order to decrease the computation time, a ROM is sought. This can be
achieved using the RBM [1,2]. It is a Galerkin projection onto a reduced ba-
sis space XN := span{ϕ1, . . . , ϕN} ⊂ Xh. The basis functions are orthogonal
w.r.t. (4) and the dimension is denoted by dim(XN ) = N . Additionally, a re-
duced space for the dual problem X˜N˜ := span{ζ1, . . . , ζN˜} ⊂ Xh is introduced.
The basis functions are orthogonal w.r.t. (4) and the dimension is denoted by
dim(X˜N˜ ) = N˜ . The (K + 1)th power of the reduced spaces are defined by
XK+1N := XN × · · · × XN and X˜K+1N˜ := X˜N˜ × · · · × X˜N˜ respectively. Then,
the reduced primal problem reads as follows: For given ξ ∈ Γ , find the reduced
solutions {ukN (ξ)}Kk=0 ∈ XK+1N , s.t.
(ukN (ξ), v)L2(Ω) +∆ta(u
k
N (ξ), v; ξ)
= (uk−1N (ξ), v)L2(Ω) +∆t b(v; ξ), ∀v ∈ XN , k = 1, . . . ,K, (10)
(ukN (ξ), v)L2(Ω) = 0, ∀v ∈ XN , k = 0. (11)
The reduced dual problem reads as follows: For given ξ ∈ Γ , find the reduced
solutions {ψk
N˜
(ξ)}Kk=0 ∈ X˜K+1N˜ , s.t.
(v, ψk
N˜
(ξ))L2(Ω) +∆t a(v, ψ
k
N˜
(ξ); ξ)
= (v, ψk+1
N˜
(ξ))L2(Ω), ∀v ∈ X˜N˜ , k = 0, . . . ,K − 1, (12)
(v, ψk
N˜
)L2(Ω) = l(v), ∀v ∈ X˜N˜ , k = K. (13)
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Note, the reduced spaces XN and X˜N˜ are spanned by a different basis and
in general they can have different dimensions, i.e. N 6= N˜ . The reduced pri-
mal problem and the reduced dual problem yield a system of linear equations
with dimensions N and N˜ respectively. For each time step and each parame-
ter the solutions of the algebraic equations yield the primal solution coefficients
{ukN,n(ξ)}Nn=1 and the dual solution coefficients {ψkN˜,n(ξ)}N˜n=1. They determine
a unique representation of the reduced solutions, for k = 0, . . . ,K and ξ ∈ Γ ,
such that
ukN (ξ) =
N∑
n=1
ukN,n(ξ)ϕn, ψ
k
N˜
(ξ) =
N˜∑
n=1
ψk
N˜,n
(ξ)ζn.
The residual for the reduced primal problem is defined by, for k = 1, . . . ,K,
rkN (v; ξ) = b(v; ξ)−
1
∆t
(ukN (ξ)− uk−1N (ξ), v)L2(Ω) − a(ukN (ξ), v; ξ), ∀v ∈ Xh.
The residual for the reduced dual problem is defined by, for k = 0, . . . ,K − 1,
r˜k
N˜
(v; ξ) = − 1
∆t
(v, ψk
N˜
(ξ)− ψk+1
N˜
(ξ))L2(Ω) − a(v, ψkN˜ (ξ); ξ), ∀v ∈ Xh.
Note, the primal residual and the dual residual are orthogonal onto their reduced
spaces, i.e. XN ⊂ ker(rkN (·; ξ)) and X˜N˜ ⊂ ker(r˜kN˜ (·; ξ)). In addition, the residual
of the final condition (13) is given by,
r˜fc(v) = l(v)− (v, ψKN˜ )L2(Ω), ∀v ∈ Xh. (14)
The reduced output is determined by
sN (ξ) = l(u
K
N (ξ)) +∆t
K∑
k=1
rkN (ψ
k−1
N˜
(ξ); ξ). (15)
The second term in (15) is a “correction term”, that uses the reduced dual
solutions {ψk
N˜
}K−1k=0 in order to achieve higher accuracy for the output compu-
tation. Typically the “correction” doubles the order of accuracy for the output
approximation, cf. [3].
For computational efficiency, the computation is split into an offline phase
and an online phase. The former is expensive to compute and depends on the
large dimension N , and it is related to the reduced model construction. Once
the reduced model exists, solutions are obtained very fast in the online phase by
calculations depending only on the reduced dimension N . For such a splitting,
the bilinear form a(·, ·; ξ) and the functional b(·; ξ) need to be affine with respect
to ξ (also known as parameter separable), i.e.
a(v, w; ξ) =
Qa∑
q=1
θaq (ξ)aq(v, w), ∀v, w ∈ X, ∀ξ ∈ Γ, (16)
b(v; ξ) =
Qb∑
q=1
θbq(ξ)bq(v), ∀v ∈ X, ∀ξ ∈ Γ. (17)
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If this assumption does not hold, an empirical interpolation method (EIM) [13]
can be used instead.
4 Error Estimation
The objective in this section is the a posteriori error estimation in order to assess
the accuracy of the reduced models. Meaning, the error between the detailed out-
put and the reduced output is measured in a given norm. Rigorous error bounds
for the solution error and the output error will be stated. By the assumptions
for an offline-online decomposition in (16) and (17), the error bounds are com-
putationally inexpensive, compared to the exact error computation. The error
bounds are computed by the dual norm of the residuals. The following error
estimators can be extended for a non-symmetric bilinear form a(·, ·; ξ).
4.1 Non-Weighted Error Estimators
The following statements are taken from [5]: For the final condition (13), the
error can be estimated by,∥∥ψKh − ψKN˜ ∥∥L2(Ω) ≤ ∆ψ,fcN˜ := sup
v∈Xh
|r˜fc(v)|
‖v‖L2(Ω)
, (18)
where the final condition residual (14) is maximized. Note, if the reduced space
for the dual problem contains ψKh ∈ X˜N˜ , the error estimator of the final condition
is zero, i.e. ∆ψ,fc
N˜
= 0. The solution errors of the primal problem and the dual
problem are estimated in parameter-dependent energy norms,
|||v|||prξ :=
(∥∥vK∥∥2
L2(Ω)
+∆t
K∑
k=1
∥∥vk∥∥2
ξ
)1/2
, ∀v ∈ XKh ,
|||v|||duξ :=
(∥∥v0∥∥2
L2(Ω)
+∆t
K−1∑
k=0
∥∥vk∥∥2
ξ
)1/2
, ∀v ∈ XKh ,
where ‖·‖ξ is defined in (3). Rigorous error estimators for the primal solution,
dual solution and output for all ξ ∈ Γ , are defined by,
|||uh(ξ)− uN (ξ)|||prξ ≤ ∆uN (ξ) :=
(
∆t
α(ξ)
K∑
k=1
∥∥rkN (·; ξ)∥∥2X′
)1/2
, (19)
|||ψh(ξ)− ψN˜ (ξ)|||duξ ≤ ∆ψN˜ (ξ) :=
(
∆t
α(ξ)
K−1∑
k=0
∥∥r˜k
N˜
(·; ξ)∥∥2
X′
+ (∆ψ,fc
N˜
)2
)1/2
, (20)
|sh(ξ)− sN (ξ)| ≤ ∆sN,N˜ (ξ) := ∆uN (ξ)∆
ψ
N˜
(ξ). (21)
For the error estimators the coercivity constant α(ξ), defined in (1), comes in. It
can be approximated by a successive constraint method (SCM) [14] for instance.
The dual norms of the residuals in (19) and (20) are computed by means of the
Riesz representation theorem (see, e.g., [12, Chapter 2.4]).
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4.2 Weighted Error Estimators
The pdf ρ(·) appears in the computation of statistical quantities. Using the
results from the previous section, the expected solution error can be estimated
by,
E[|||uh − uN |||prξ ] =
∫
Γ
|||uh(ξ)− uN (ξ)|||prξ ρ(ξ)dξ ≤
∫
Γ
∆uN (ξ)ρ(ξ)dξ,
just as the expected output error
E[|sh − sN |] =
∫
Γ
|sh(ξ)− sN (ξ)|ρ(ξ)dξ ≤
∫
Γ
∆s
N,N˜
(ξ)ρ(ξ)dξ.
The following weighted error estimators, introduced in [6], are defined,
∆u,ρN (ξ) := ∆
u
N (ξ)ρ(ξ), ∀ξ ∈ Γ, (22)
∆s,ρ
N,N˜
(ξ) := ∆s
N,N˜
(ξ)ρ(ξ), ∀ξ ∈ Γ, (23)
where the weight ρ(ξ) gives greater weight to more likely parameter values. The
weighted estimators (22) and (23) are still computationally cheap and will be
used as a optimality criterion for a weighted reduced space construction.
5 Reduced Space Construction
In this section, a non-weighted and a weighted reduced space construction are
described. The reduced space construction is based on the POD-greedy algorithm
[7], stated in algorithm 1.
Data: tol, parameter training set Γtrain ⊂ Γ , ξ(1)
Result: reduced space XN
N = 1, X1 = span{uKh (ξ(1))}
while N := maxξ∈Γtrain ∆N (ξ) > tol do
ξ(N+1) := arg maxξ∈Γtrain ∆N (ξ)
compute ukh(ξ
(N+1)), k = 0, . . . ,K, using (10) and (11)
ekP (ξ
(N+1)) := ukh(ξ
(N+1))− PXNukh(ξ(N+1)), k = 0, . . . ,K
ϕN+1 := POD1({ekP (ξ(N+1))}Kk=0)
XN+1 := XN ⊕ span{ϕN+1}
N := N + 1
end
Algorithm 1: POD-greedy algorithm
Note, the algorithm is formulated for the primal problem (6), (7), (10), and
(11). Analogously the algorithm can be utilized for the dual problem (8), (9),
(12), and (13).
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The POD-greedy algorithm combines a greedy algorithm for the parame-
ter domain and a POD for the time interval. It computes the detailed solution
uKh (ξ
(1)), for a given parameter ξ(1), which spans the initial reduced space X1.
The dimension of the reduced basis N grows iteratively. As a stopping crite-
rion for the iteration, an error estimator of the previous section needs to fall
below some given error tolerance tol > 0. Alternatively, a predefined reduced
dimension can be given as a stopping criterion. The parameter value ξN+1 is de-
termined in each iteration by evaluating an optimality criterion. Maximizing the
exact errors over a large parameter domain can be computationally infeasible.
Instead, the computationally cheap error estimators are maximized, which is of-
ten called weak POD-greedy. The maximum is sought over a training parameter
set, which is a finite and uniformly sampled approximation set of the param-
eter domain. The solutions for the single time steps {ukh(ξ(N+1))}Kk=1, called
snapshots, are computed. In order to compress the information of the obtained
solution trajectory, the first POD mode of the projection error onto the reduced
space is computed and added to the reduced basis.
5.1 A Non-weighted Reduced Space Construction
A non-weighted reduced space construction is based on algorithm 1. It is dis-
tinguished if the objective is either the approximation of the solution uh or the
approximation of the output sh. The former uses the primal solution error es-
timator in (19) for the optimality criterion in the POD-greedy procedure. The
latter uses the output error estimator in (21) for the optimality criterion in the
POD-greedy procedure. The output error estimator consists of a primal error
estimator (19) and dual error estimator (20). Therefore, maximizing the output
error estimator yields a reduced space regarding the primal problem and a re-
duced space regarding the dual problem. Note, a non-weighted reduced space
construction weights all parameter values ξ ∈ Γ equally.
5.2 A Weighted Reduced Space Construction
As in the previous section, a weighted reduced space construction is based on
algorithm 1. However, in this section the objective is to build up a reduced space,
that gives better error convergence rates regarding statistical quantities, com-
pared to the non-weighted approach. Since the input parameters are random,
certain parameters are more likely to appear. Highly probable parameters ob-
tain more importance incorporating the pdf. Hence, weighted error estimators
of section 4.2 are used for the reduced space construction. It is distinguished
if the objective is either the approximation of the expected solution E[uh] or
the approximation of the expected output E[sh]. The former uses the weighted
primal solution error estimator in (22) for the optimality criterion in the POD-
greedy procedure. The latter uses the weighted output error estimator in (23)
for the optimality criterion in the POD-greedy procedure. The weighted output
error estimator consists of a primal error estimator (19) and dual error estima-
tor (20). Therefore, maximizing the weighted output error estimator yields a
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weighted reduced space regarding the primal problem and a weighted reduced
space regarding the dual problem. Note, the weighted approach uses the same
uniformly sampled parameter set Γtrain as the non-weighted approach. Mean-
ing, the weighting comes in only by the optimality criterion that maximizes the
weighted error estimators.
6 ROM Comparison With A POD Projection
In this work, a conceptual comparison between different ROMs is drawn. In
sections 5.1 and 5.2 a non-weighted and a weighted ROM construction by a
POD-greedy approach were shown. In this section, the idea is to build up another
reduced basis that yields an optimal reduced solution regarding the expected
solution error, namely
min
w1,...,wN∈Xh
min
u1,...,uK :
Γ→span{w1,...,wN}
E
[
∆t
K∑
k=1
∥∥ukh − uk∥∥2ξref
]
,
subject to (wm, wn)ξref = δmn.
(24)
The norm ‖·‖ξref and the inner product (·, ·)ξref are defined by (4) and δmn is the
Kronecker delta. An optimal choice for the unknown functions {uk}Kk=1 can be
achieved by choosing their orthogonal projection onto the N -dimensional POD
space XPOD,N := span{w1, . . . , wN}, namely
ukPOD,N (ξ) :=
N∑
n=1
(ukh(ξ), wn)ξrefwn ∈ XPOD,N , k = 1, . . . K. (25)
The orthogonal projection yields an equivalent formulation of the minimization
problem (24), such that
min
w1,...,wN∈Xh
E
∆t K∑
k=1
∥∥∥∥∥ukh −
N∑
n=1
(ukh, wn)ξrefwn
∥∥∥∥∥
2
ξref
 ,
subject to (wm, wn)ξref = δmn.
(26)
The expectation in (24) and (26) can not be determined analytically. Hence,
the expectation is approximated by a Monte Carlo (MC) method (see, e.g.,
[11, Chapter 2.7.3]). It uses snapshots {ukh(ξ(i))}NMCi=1 , with random realizations
{ξ(i)}NMCi=1 sampled by its pdf, such that
EMC[ukh] =
1
NMC
NMC∑
i=1
ukh(ξ
(i)), k = 1, . . . ,K. (27)
Note, the number of MC samples NMC is assumed to be large enough, such that
the MC error can be neglected, i.e. E[·] ≈ EMC[·]. By the MC approximation of
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the expectation the minimization problem in (26) is given by
min
w1,...,wN∈Xh
∆t
NMC
NMC∑
i=1
K∑
k=1
∥∥∥∥∥ukh(ξ(i))−
N∑
n=1
(ukh(ξ
(i)), wn)ξrefwn
∥∥∥∥∥
2
ξref
,
subject to (wm, wn)ξref = δmn.
(28)
This minimization problem can be solved by an eigenvalue problem, see, e.g.
[18, Theorem 1.8]. The resulting eigenfunctions {wn}Nn=1 are the first N ∈
{1, . . . , NMCK} orthogonal POD modes and the eigenvalues {λl}NMCKl=1 deter-
mine the error in (28), such that
∆t
NMC
NMC∑
i=1
K∑
k=1
∥∥∥∥∥ukh(ξ(i))−
N∑
n=1
(ukh(ξ
(i)), wn)ξrefwn
∥∥∥∥∥
2
ξref
=
NMCK∑
l=N+1
λl.
The first N POD modes span the POD space XPOD,N = span{w1, . . . , wN}.
However, the optimality pays its price, since the POD needs the detailed
solution for each parameter in the parameter domain. Compared to the POD-
greedy in section 5, the evaluation of the error estimator for the parameter
values are computationally cheap and eventually onlyN detailed solutions for the
reduced space construction need to be evaluated. Note, the comparison only can
be done for the expected solution error. For the expected output error E[|sh−sN |]
an optimal reduced space cannot be found with a POD.
In this section optimality for the mean square error could be stated. There-
fore, the POD method determines an optimal reduced POD space based on a
finite set of snapshots and a parameter-independent energy norm. Moreover, the
optimal representation of the reduced solution is given by the orthogonal projec-
tion onto the reduced POD space. The minimal mean square error can be easily
computed by the truncated eigenvalues coming out of the POD method.
7 Numerical Example
An instationary heat transfer is considered [5] as a numerical example. The
time dependent heat flow is computed on a rectangular domain where three
squares are cut out, see Fig. 1. The spatial domain is defined by Ω = {[0, 10]×
[0, 4]} \ {{(1, 3) × (1, 3)} ∪ {(4, 6) × (1, 3)} ∪ {(7, 9) × (1, 3)}}. As a quantity of
interest s(·), the average temperature in the domain at the end time point T is
computed. The stochastic parameters ξ = (ξout, ξin) enter the problem via the
boundary condition. On the left domain boundary ∂Ωout there is a random heat
inflow κ(·; ξout) modeled by a Karhunen-Loe`ve (KL) expansion [9, Chapter 37.5].
Therefore, it needs to hold that κ is a second-order random field, meaning that its
second moment is finite. As a consequence of the KL, the corresponding random
variables ξout are uncorrelated and have zero mean. The top, right and bottom
boundary are insulated. The condition at the inner boundary of the domain
(squares) ∂Ωin is parametrized by a beta distributed parameter ξ
in, that can be
interpreted as a cooling parameter.
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∂Ωout
Ω
∂Ωin
Fig. 1: Heat flow in domain Ω is considered
The weak formulation of the parabolic problem reads as follows: For given
realization ξ =
(
ξout, ξin
) ∈ Γ , evaluate
s(ξ) =
1
|Ω|
∫
Ω
u(T ; ξ),
where for any t ∈ [0, T ] the solution u(t; ξ) ∈ X := H1(Ω) fulfills∫
Ω
∂tuv +
∫
Ω
∇u · ∇v +
∫
∂Ωout
κ(ξout)uv + ξin
∫
∂Ωin
uv =
∫
∂Ωout
κ(ξout)v,
u(0; ξ) = 0,
for all v ∈ X. The boundary integrals result from a parametrized Robin bound-
ary condition,
∂u
∂n
=

κ(ξout)(1− u) on ∂Ωout,
−ξinu on ∂Ωin,
0 on ∂Ω \ {∂Ωout ∪ ∂Ωin}.
The time interval is determined by T = 20, and the KL field is given by its trun-
cated version κ(x, ξout) = α0(x) +
∑NKL
l=1
√
µlcl(x)ξ
out
l where the first NKL = 10
eigenpairs are chosen. The eigenvalues {µl}NKLl=1 and the eigenfunctions {cl}NKLl=1
are solutions of an integral equation containing a covariance operator [10, Chap-
ter 7.4], corresponding to an exponential kernel C(x, y) = exp(−|x− y|/a) with
correlation length a = 2. The expectation of the random field is defined by
α0 = 10. The random parameters ξ
out = {ξoutl }NKLl=1 are assumed to be indepen-
dent of each other and are distributed with uniform distribution U (−√3,√3).
The random parameter ξin is distributed with beta distribution B (0.1, 10, 50, 50)
where the first two inputs are the interval bounds of the support, the third and
fourth input are scaling parameters. In Fig. 2 its probability density function is
drawn. Further, the parameters ξin and ξout are independent of each other as
well.
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Fig. 2: Pdf of beta distribution with support [0.1, 10] and scaling parameter 50
The bilinear form, right hand side and linear output functional are defined
by,
a(w, v; ξ) :=
∫
Ω
∇w · ∇v +
∫
∂Ωout
κ(ξout)wv + ξin
∫
∂Ωin
wv, ∀w, v ∈ X,
b(v; ξ) :=
∫
∂Ωout
κ(ξout)v, l(v) :=
1
|Ω|
∫
Ω
v, ∀v ∈ X.
For the spatial discretization, a linear finite element method with N = 1132
degrees of freedom is used. For the time discretization, an implicit Euler method
is applied with time step size ∆t = 0.2 and K = 100. In Fig. 3, two so-
lutions can be seen, the finite element solution for the reference parameter
ξref = (0, . . . , 0, 0.1) ∈ Γ in Fig. 3a and the finite element solution for a ran-
domly sampled parameter in Fig. 3b. Recall, the reference parameter defines an
inner product, see (4), such that
(w, v)ξref =
∫
Ω
∇w · ∇v + 10
∫
∂Ωout
wv + 0.1
∫
∂Ωin
wv, ∀w, v ∈ X.
The coercivity constant in (1) is chosen as a uniformly lower bound, i.e. α = 1.
For the reduced space construction, see section 5, the parameter domain Γ =[−√3,√3]NKL× [0.1, 10] is approximated by a subset Γtrain ⊂ Γ , which contains
|Γtrain| = 500 independent uniformly distributed parameter samples. All the
reduced spaces regarding the primal problem have the same initial basis. As an
initial parameter value ξ(1), the parameter is chosen such that ξin attains its
maximum in Γtrain. The solution at the end time point for that parameter spans
the initial reduced basis, e.g. X1 = span{uKh (ξ(1))}. Further, all the reduced
spaces regarding the dual problem have the same initial basis. It simply takes
the solution of the final condition as initial basis, e.g. X˜1 = span{ψKh }. This
choice implies that the error estimator for the final condition in (18) is zero.
A weighted reduced basis method 13
0.2
0.4
0.6
0.8
(a) Reference solution
0.2
0.4
0.6
0.8
(b) Random solution
Fig. 3: Finite element solutions at time point T
In the following different ROMs are compared. Therefore, the root mean
square error and the mean absolute output error are considered.
First, the goal is an efficient approximation of the root mean square solution
error. Therefore, three different models are considered. The first reduced space
XuN , is obtained by a non-weighted POD-greedy algorithm, see algorithm 1.
It uses a non-weighted error estimator (19) as the optimality criterion. The
non-weighted reduced solutions {ukN ∈ XuN}Kk=1 are determined by (10) and
(11). The second reduced space Xu,ρN , is obtained by a weighted POD-greedy
algorithm. It uses a weighted error estimator (22) as the optimality criterion in
algorithm 1. The weighted reduced solutions {ukN,ρ ∈ Xu,ρN }Kk=1 are determined
by (10) and (11). The third model is obtained by a POD, see section 6. Therefore,
the snapshots {ukh(ξ(i))}NMC,Ki,k=1 for each time step and for all parameter values,
sampled by the joint pdf, are computed. The POD basis functions determine
the POD solutions {ukPOD,N ∈ XPOD,N}Kk=1, see (25). Those three solutions
determine the expected solution errors in Fig. 4a, where the errors for the first
30 basis functions are shown. For the approximation of the expected value, the
MC method (27) is used. Therefore, the same samples as for the POD snapshot
space are chosen.
Second, the goal is an efficient approximation of the mean absolute output
error, where a non-weighted and a weighted approach are compared. The former
utilizes a non-weighted POD-greedy algorithm, that uses a non-weighted output
error estimator (21) as the optimality criterion. The output error estimator con-
sists of an error estimator for the primal solution (19) and an error estimator for
the dual solution (20). As explained at the end of section 5.1, the non-weighted
POD-greedy for the output approximation yields two reduced spaces XsN and
X˜s
N˜
. The non-weighted reduced output is determined by (15). The calculation
of the reduced output is based on the reduced solutions uKN ∈ XsN , computed by
(10) and (11), and {ψk
N˜
∈ X˜s
N˜
}K−1k=0 , computed by (12) and (13). The weighted
approach utilizes a weighted POD-greedy algorithm, that uses a weighted out-
put error estimator (23) as the optimality criterion. The weighted output error
estimator consists of an error estimator for the primal solution (19) and an error
estimator for the dual solution (20). As explained at the end of section 5.2, the
weighted POD-greedy for the output approximation yields two reduced spaces
Xs,ρN and X˜
s,ρ
N˜
. The weighted reduced output is determined by (15). The cal-
culation of the reduced output is based on the reduced solutions uKN ∈ Xs,ρN ,
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Fig. 4: Comparison between non-weighted, weighted POD-greedy and POD
computed by (10) and (11), and {ψk
N˜
∈ X˜s,ρ
N˜
}K−1k=0 , computed by (12) and (13).
Those two approaches determine the mean absolute output errors in Fig. 4b,
where the errors for the first 30 basis functions are shown. Fig. 4 shows that
in each iteration of the POD-greedy the weighted approach gives better error
results compared to the non-weighted approach. Further, the optimal error con-
vergence, obtained from the POD, is observed in Fig. 4a.
8 Conclusions
In this work, different model order reduction techniques for a specific parabolic
model problem with data uncertainties were studied. Namely, a RBM, a weighted
RBM and a POD were used in order to reduce the dimension of a high-fidelity
model obtained from a linear finite element model. Apart from the solution, a
linear functional maps the solution to a quantity of interest. The work considered
the root mean square error and the mean absolute output error. A numerical
example for an instationary heat transfer with random input data was stud-
ied. It has been shown, that a weighted RBM yields better error results of the
root mean square error and the mean absolute output error compared to a non-
weighted RBM. The POD yields an optimal reduced space of the mean square
error for an energy norm. The errors for the numerical example show, that the
weighted RBM is closer to the POD than the non-weighted RBM.
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