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RESUMO
O Modelo de Bourgoyne e Young (BYM) é utilizado para determinar a
taxa de penetração no processo de perfuração de poços de petróleo. Para
tanto é necessário que esteja parametrizado por coeficientes que devem
ser estimados a partir de experiências anteriores. Por se tratar de um pro-
cesso físico, a operação de perfuração pode apresentar medições ruidosas
e o modelo em questão naturalmente pode não representá-la corretamente.
Neste trabalho os coeficientes do BYM são determinados como distribui-
ções de probabilidade, ao invés de valores fixos, propagando essas incer-
tezas presentes nos dados e no próprio modelo. Para isso, é descrito um
método que realiza inferência Bayesiana desses coeficientes através de
Monte Carlo em Cadeias de Markov. Os resultados foram satisfatórios e
as distribuições de probabilidade obtidas permitem uma melhor compre-
ensão de como diferentes coeficientes atuam no resultado das simulações.
Ao fim é feita uma análise sobre as possibilidades em aberto de melhorias
para o método proposto.
Palavras-chave: Incerteza paramétrica. Modelo de Bourgoyne e Young.
MCMC. Monte Carlo. ROP.

ABSTRACT
The Bourgoyne and Young Model (BYM) is used to determine the rate of
penetration in oil well drilling processes. To achieve this the model must
be parameterized with coefficients that are estimated on the basis of prior
experience. Since drilling is a physical process, measurement data may
include noise and the model may naturally fail to represent it correctly.
In this study the BYM coefficients are determined in the form of proba-
bility distributions, rather than fixed values, propagating the uncertainties
present in the data and the model itself. This work therefore describes a
method that performs a Bayesian inference conducted by a Monte Carlo
Markov Chain algorithm. The results were satisfactory and the proba-
bility distributions obtained offer improved insight into the influence of
different coefficients on the simulation results. At last, a discussion is
carried of open possibilities for improving the proposed method.
Palavras-chave: Parameter uncertainty. Bourgoyne and Young Model.
MCMC. Monte Carlo. ROP.
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A perfuração de poços de petróleo é uma atividade que envolve
muitos riscos. A otimização do processo de perfuração consiste normal-
mente em aumentar a taxa de penetração (ROP, Rate of Penetration)
em um ambiente delimitado por custos financeiros e limites físicos.
Otimizar a ROP envolve a compreensão de uma série de pa-
râmetros operacionais como por exemplo a vazão e pressão de fundo
de poço (ligados à limpeza e segurança do poço), peso sobre a broca
(WOB, Weight On Bit) e rotação da broca (RPM). Quanto maior o peso
e a rotação da broca maior será a ROP. Entretanto, o aumento desses
parâmetros pode também significar um desgaste excessivo da broca.
Levando em conta que os maiores gastos estão associados ao aluguel
dos equipamentos de operação, a manobra para a troca de uma broca
pode ser considerada uma operação bastante dispendiosa. Para mai-
ores detalhes sobre a segurança e as relações entre os parâmetros de
perfuração, ver GANDELMAN (2012).
Assim, a atividade de perfuração de um poço deve ser bem pla-
nejada para que ocorra de forma segura e em um tempo ótimo. Para
este efeito diversos modelos matemáticos e/ou computacionais (citados
adiante) têm sido desenvolvidos. Alguns podem ser aplicados com a
finalidade de estimar a ROP em atividades de análise e planejamento,
outros com a finalidade na adequação dos parâmetros operacionais de
perfuração em tempo real. Nesta linha pode-se citar a própria disser-
tação de GANDELMAN (2012) que emprega redes neurais artificiais
(RNAs) para a estimação dos parâmetros WOB e RPM em tempo real.
A utilização de RNAs como ferramenta para construção de um
modelo não-linear entre o ambiente de perfuração e a ROP é bastante
comum há algum tempo. AREHART (1990), BILGESU; TETRICK
et al. (1997), BILGESU; ALTMIS et al. (1998), DASHEVSKIY; DU-
BINSKY; MACPHERSON (1999) e GIDH; IBRAHIM (2011) e os tra-
balhos mais recentes as têm sofisticado ainda mais: EDALATKHAH;
RASOUL; HASHEMI (2010) desenvolvem um sistema de controle da
ROP baseado em RNAs e algoritmos genéticos (AGs), enquanto RO-
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DRIGUES (2014) e RODRIGUES et al. (2014) propõem um novo mo-
delo de rede neuro-fuzzy que permite manter a interpretabilidade da
ROP calculada.
Em paralelo a isso existem ainda modelos matemáticos para pre-
dição da ROP destacados por BARRAGAN (1995) e GANDELMAN
(2012). Detre eles o mais aceito é o Modelo de Bourgoyne e Young
(BYM, Bourgoyne and Young Model) (BOURGOYNE; YOUNG, 1974;
BOURGOYNE; CHENEVERT et al., 1986) pois é o que considera a
maior quantidade de parâmetros operacionais (FONSECA et al., 2006;
EDALATKHAH; RASOUL; HASHEMI, 2010) e ainda é amplamente
utilizado (MORADI et al., 2010).
BOURGOYNE; YOUNG (1974) observaram que a relação entre
a ROP com os demais parâmetros operacionais se aproxima ao de uma
curva exponencial. Propuseram, portanto, um modelo apresentado na
equação (1.1) em que cada parâmetro operacional contribui com um













Estes “pesos”, (a1, . . . ,a8) conhecidos como coeficientes do mo-
delo de Bourgoyne e Young, são dependentes das características do
solo e devem ser determinados a partir de experiências análogas de
perfuração.
Junto com a divulgação do modelo, BOURGOYNE; YOUNG
(1974) sugeriram que os coeficientes deveriam ser determinados atra-
vés de regressão múltipla. Entretanto, este processo se mostrou passível
de gerar valores negativos ou zero para os coeficientes e, portanto, fi-
sicamente insignificantes (MORADI et al., 2010). Por exemplo, se um
determinado coeficiente é zero, significa que o aumento do peso sobre a
broca não afeta a ROP, ou até mesmo a diminuiria se o coeficiente fosse
negativo. Em vista disso alguns trabalhos como BAHARI et al. (2008)
e HASAN; ABOOZAR; HAMIDREZA (2011) têm estudado maneiras
alternativas de os determinar.
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Sob o ponto de vista de KENNEDY; O’HAGAN (2001), a de-
terminação dos coeficientes do BYM pode ser vista como um problema
de calibração do próprio modelo. O processo de calibração consiste,
vagamente, em ajustar os parâmetros do modelo até as saídas se as-
semelharem aos dados. O trabalho de BAHARI et al. (2008) trata a
calibração do BYM através de um processo de otimização por AGs. Já,
HASAN; ABOOZAR; HAMIDREZA (2011), avançam na proposta e,
identificando os coeficientes obtidos por AG, desmembram cada termo
da somatória da equação (1.1) como entrada de uma RNA em que a
saída é a ROP.
1.1 JUSTIFICATIVA E MOTIVAÇÃO
O que é comum nos trabalhos de BAHARI et al. (2008) e HA-
SAN; ABOOZAR; HAMIDREZA (2011) é que eles tratam do problema
de calibração como uma simples regressão, deixando para trás a dinâ-
mica inerente do sistema. O BYM inclui uma equação que modela o
desgaste da broca em função do tempo – fornecendo o valor de h no sé-
timo termo, a7(−h), da equação (1.1) – e que os trabalhos supracitados
desconsideram. Por consequência, o conjunto de dados utilizados pe-
los mesmos se restringe àquele onde a broca ainda é considerada nova,
como no início da perfuração (h = 0), ou constatada como totalmente
desgastada (h = 1) ao retirá-la do poço.
Além disso, é sensato pensar num ambiente de perfuração onde
os sensores produzem informações potencialmente ruidosas. Por con-
sequência, o valor das variáveis informativas do sistema pode ser re-
sultado de cálculos somente aproximados. Assim os valores de ROP
observados incluem incertezas que são dificilmente identificadas atra-
vés das variáveis.
O BYM é um sistema de equações diferenciais ordinárias (ODEs,
Ordinary Differential Equations), portanto, determinístico. Entretanto
o processo de perfuração, por se tratar de um processo físico, pode con-
ter elementos inerentemente imprevisíveis pelo modelo. Essa imperfei-
ção gera uma variabilidade residual no modelo (KENNEDY; O’HAGAN,
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2001) que abre margem para uma equifinalidade (BEVEN; BINLEY,
1992) de modelos e variáveis. Isto significa que diferentes parametriza-
ções devem ser consideradas ao invés de uma única.
Uma maneira de lidar com a incerteza dos parâmetros é enxergá-
los sob um prisma Bayesiano, em que seus valores, antes fixos θ , são
agora uma função de densidade de probabilidade f (θ). A interpre-
tação Bayesiana da probabilidade é epistêmica, o que significa que a
densidade de probabilidade f (θ) representa o nosso conhecimento e
incerteza sobre os valores θ . (JAYNES, 2003)
A calibração do BYM por uma abordagem Bayesiana consiste,
portanto, na inferência dos valores de uma distribuição de probabili-
dade à posteriori f (θ | y˜) dos parâmetros θ = (a1,a2, . . . ,a8) dada as
observações de profundidade y˜ = {D˜t | t = 1, . . . ,n} em um vetor dis-
creto de tempo t.
De acordo com o teorema de Bayes (GELMAN et al., 2009),
f (θ | y˜) ∝ L(y˜ | θ)pi(θ).
Aqui, L(y˜ | θ) é conhecida como a verossimilhança dos parâmetros,
enquanto pi(θ) é a distribuição à priori dos mesmos.
Normalmente a função de verossimilhança não está disponível
de forma fechada e o seu cálculo é computacionalmente inviável (FE-
ARNHEAD; PRANGLE, 2012). Porém quando o modelo pode ser
trivialmente simulado (resolvido numericamente, no caso dos sistemas
de ODEs), podemos então criar um modelo probabilístico sobre o erro
entre os valores simulados, y, e os observados, y˜. Então a distribuição
à posteriori dos parâmetros, f (θ | y˜), pode ser inferida a partir das
simulações que, com determinada parametrização, fornecem resultados
“próximos” aos observados.
Este modelo de aproximação entre resultados observados e simu-
lados pode ser definido por uma verossimilhança subjetiva que serve
meramente como uma medida do grau de ajuste entre os dados. Neste
caso, a teoria utilizada para a calibração do modelo simulado é co-
nhecida como Estimação de incerteza de verossimilhança generalizada
(GLUE, Generalized likelihood uncertainty estimation) (BEVEN; BIN-
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LEY, 1992; BEVEN; FREER, 2001). Muitas críticas têm sido feitas
por GLUE não utilizar valores de verossimilhança consistentes estatis-
ticamente (MCMICHAEL; HOPE; LOAICIGA, 2006; MONTANARI,
2005), mas por outro lado, é um framework ainda bem aplicado com
sucesso principalmente para avaliação de incerteza em modelos ambi-
entais. (DELSMAN et al., 2013; SUN; HONG; HALL, 2014; ALAZZY;
LÜ; ZHU, 2015; ZHANG; LI, 2015)
Existe também o caso em que nem mesmo uma verossimilhança
subjetiva é utilizada; a verificação do erro de uma simulação é feita
diretamente sobre os dados y˜ e y. Essa ideia – de efetuar uma cali-
bração “livre do cálculo da verossimilhança” – data de pelo menos RU-
BIN (1984) e foi aplicada inicialmente por PRITCHARD et al. (1999)
como Computação Bayesiana Aproximada (ABC, Approximate Baye-
sian Computation).
Desde então, ABC tem evoluído e servido como um framework
para a calibração de diversos modelos em genética (SIEGMUND; MAR-
JORAM; SHIBATA, 2008; FOLL; BEAUMONT; GAGGIOTTI, 2008),
epidemiologia (BLUM; FRANÇOIS, 2010; TANAKA et al., 2006), bi-
ologia populacional (RATMANN; JØ RGENSEN et al., 2007; J. M.
CORNUET et al., 2008), inferência de extremos (BORTOT; COLES;
SISSON, 2007), também em sistemas dinâmicos (TONI et al., 2009),
entre outros.
Recentemente, NOTT; MARSHALL; BROWN (2012) e VRUGT;
SADEGH (2013) demonstraram a equivalência entre ABC e GLUE
o que permitiu uma “ponte teórica” entre experiências realizadas em
linhas de pesquisa distintas. Em ambos frameworks, os métodos de
amostragem utilizados são os baseados em Monte Carlo, destacando-se
o Monte Carlo em Cadeias de Markov (MCMC, Monte Carlo Markov
Chain) (GELMAN et al., 2009) como o mais comum em GLUE, e os de
Monte Carlo Sequencial e Populacional em ABC (BEAUMONT; J.-M.
CORNUET et al., 2009).
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1.2 OBJETIVO GERAL
Dispondo da capacidade de calibrar modelos computacionais a-
través dos frameworks apresentados, o objetivo deste trabalho é espe-
cificar um método para estimar os coeficientes do Modelo de Bour-
goyne e Young (BYM) através de Monte Carlo em Cadeias de Markov
(MCMC), que permita a identificação e a avaliação das incertezas pre-
sentes no modelo.
1.3 OBJETIVOS ESPECÍFICOS
A potencialidade do BYM depende de como as constantes físicas
e os parâmetros operacionais são fornecidos para o modelo. Portanto
um dos objetivos específicos é:
• Determinar uma forma de representar os parâmetros operacionais
obtidos nos dados de maneira com que eles possam ser usados
durante a simulação do modelo.
Além disso, é necessário inferir os coeficientes e permitir a ava-
liação da incerteza do modelo. Assim, outros objetivos específicos con-
sistem em:
• Definir um modelo para a medida de adequação dos dados simu-
lados aos dados reais.
• Determinar uma parametrização para o algoritmo MCMC espe-
cífico ao espaço amostral do problema.
1.4 ORGANIZAÇÃO DO TEXTO
O restante deste texto está organizado da seguinte forma: o Ca-
pítulo 2 faz um detalhamento do BYM com o conteúdo pertinente à
este trabalho, depois segue fazendo um resgate das teorias comentadas
aqui na introdução – durante este resgate são comentados os avanços
mais recentes da área; o Capítulo 3 descreve amplamente o método pro-
posto e detalha também como foram tratados os objetivos específicos; o
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Capítulo 4 apresenta os experimentos e comenta de maneira sucinta os
resultados enquanto o Capítulo 5 aprofunda na discussão dos detalhes





2.1 O MODELO DE BOURGOYNE E YOUNG
A equação (1.1) foi posteriormente reescrita em BOURGOYNE;
CHENEVERT et al. (1986) como um produto das exponenciações
dD
dt
= f1× f2× f3× f4× f5× f6× f7× f8 (2.1)
onde,
f1 = ea1 = K (2.2a)
f2 = ea2 (10000−D) (2.2b)
f3 = ea3 D
0.69(gp−9) (2.2c)




























Originalmente os coeficientes de a1 a a4 são multiplicados por
2.303 para transformar seus respectivos termos em potências de base 10
ao invés de base e. Nessas equações,
a1 a a8 = os coeficientes que devem ser escolhidos de acordo com as
perfurações anteriores;
D = profundidade vertical total – Depth (ft);
gp = gradiente de pressão dos poros da rocha (lbm/gal);
ρc = densidade equivalente de lama (lbm/gal);
W = peso sobre a broca (1000 lbf);
db = diâmetro da broca (in);
(W/db)t = limiar de peso sobre a broca em que ela começa a perfurar;
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N = velocidade de rotação (rpm);
h = desgaste fracionário dos dentes da broca, com h= 0 quando
não há desgaste;
Fj = força de impacto do jato (lbf).
As funções f2 e f3 modelam o efeito da compactação da rocha
na determinação da ROP. É importante perceber que a multiplicação
dessas funções ( f2 f3) é igual a 1.0 para quando o gradiente de pres-
são dos poros da rocha equivale à 9.0 lbm/gal numa profundidade de
10000 ft.
A função f4 modela o overbalance – que é “um diferencial po-
sitivo de pressão entre o poço e as formações perfuradas” (GANDEL-
MAN, 2012). Seu valor é igual a 1.0 quando a pressão da formação
rochosa é igual a do fundo do poço.
As funções f5 e f6 modelam a influência que o peso sobre a broca
e a rotação da mesma têm sobre a ROP. Como as funções anteriores,
f5 também pode assumir valor 1.0, quando (W/db) for 4000 lbf/in; f6
assume valor 1.0 quando velocidade de rotação da broca for 60 rpm.
Já o limiar de peso sobre a broca para perfuração pode ser considerado
com valor 0 nas formações macias.
A função f7 modela a influência que o desgaste da broca tem
sobre a ROP. Este termo tem valor igual a 1.0 quando o desgaste, h,
for nulo.
A função f8 modela a influência da força de impacto do jato,Fj,
na ROP, que quando assume valor de 1000 lbf normaliza este termo
em 1.0.
A função que resta, f1, indica a resistência da formação rochosa.
Este termo tem a mesma unidade da ROP e é conhecido como constante
de perfurabilidade (K). É numericamente igual à ROP do sistema
quando operado e observado nas condições que tornam todos os outros
termos, de f2 a f8, iguais a 1 e, em consequência, independente dos
coeficientes. É um termo, então, que normaliza as funções restantes e
deve ser calculado a partir de dados obtidos nas perfurações de poços
similares.
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BOURGOYNE; CHENEVERT et al. (1986) apresentaram tam-






























t = tempo (hr);
H1, H2 = constantes;
(W/db)m = constante. Relação do peso máximo suportado pela broca
em seu diâmetro;
τH = constante de abrasividade da formação rochosa (hr).
Para parametrizar tal equação, BOURGOYNE; CHENEVERT
et al. (1986, p. 218) fornecem uma tabela com os valores sugeridos das
constantes H1, H2 e (W/db)m de acordo com cada tipo de broca.
A constante τH tem a mesma função de normalização que o coefi-
ciente a1 em (1.1). Significa o tempo em horas requerido para desgastar
completamente uma determinada broca dada as condições de operação
constante de W/db = 4000 lbf/in e N = 60 rpm. Para encontrá-la, os

































tb = tempo necessário para desgastar a broca (hr);
h f = proporção de desgaste final observada, com h f = 1 quando o
desgaste é total.
32 Capítulo 2. Revisão bibliográfica
2.2 INFERÊNCIA BAYESIANA
Retomando ao Teorema de Bayes (GELMAN et al., 2009),





L(y˜ | θ)pi(θ)dθ é uma constante de normalização.
A distribuição de probabilidade à priori pi(θ), definida emΘ, representa
o conhecimento inicial existente sobre o vetor de parâmetros θ ; a função
de verossimilhança L(y˜ | θ) representa o quão provável são os dados
observados dada as saídas de um modeloM parametrizado por θ .
A maneira mais simples de gerar observações de f (θ | y˜) é através
do método de rejeição:
REJ Gerar θ a partir de pi(·)
REJ Aceitar θ com probabilidade α = L(y˜ | θ); ir para REJ.
Entretanto, o cálculo da verossimilhança L(y˜ | θ) pode não ser
trivial ou até mesmo inexistente. No caso da calibração de modelos
numéricos, o passo REJ se desdobra em simular o modelo com os pa-
râmetros obtidos em REJ e aceitá-los caso o resultado da simulação
for suficientemente “bom” em relação aos dados observados.
2.2.1 Computação Bayesiana Aproximada (ABC)
A literatura caracteriza ABC como um framework de métodos
“livres de verossimilhança”. Uma variação do algoritmo de rejeição,
REJ, quando a verossimilhança não pode ser calculada explicitamente
é a seguinte:
ABC-REJ Gerar θ a partir de pi(·)
ABC-REJ Simular y a partir do modeloM , parametrizado por θ
ABC-REJ Aceitar θ se y = y˜; ir para ABC-REJ.
Assume-se que o modeloM seja fácil de se simular sob um con-
junto de parâmetros. Este algoritmo não é formalmente conhecido
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como um método ABC, no entanto foi utilizado por TAVARÉ et al.
(1997) e produz uma estimativa imparcial (não tendenciosa) da dis-
tribuição à posteriori dos parâmetros f (θ | y˜); e quando o número de
iterações cresce assintoticamente obtém-se, então, uma estimativa con-
sistente.
Entretanto, como comentado na seção 1.1, a probabilidade de
se obter valores simulados exatos aos fornecidos é praticamente nula
na maioria dos modelos. Assim, a ideia que definiu o termo ABC,
aplicada por PRITCHARD et al. (1999), foi a de substituir a condição
de aceitação exata em ABC-REJ por
ρ(y, y˜)≤ ε, (2.6)
sendo ρ uma função de distância e ε uma tolerância. A escolha de ε
reflete a tensão entre computabilidade e precisão: se ε → ∞, o teste
de aceitação repassa os valores gerados da distribuição à priori pi(θ);
se ε = 0, só serão aceitos os valores y = y˜. Dependendo da esco-
lha de d e ε , pode-se dizer que os valores aceitos são independentes
e uniformemente distribuídos a partir de f (θ | ρ(y, y˜) ≤ ε), normal-
mente conhecida na literatura como distribuição à posteriori do ABC
(ABC posterior) fabc(θ | y˜). Se ε for suficientemente pequeno então
fabc(θ | y˜)≈ f (θ | y˜).
Quando y˜ é multi-dimensional, por exemplo, pode ser difícil de-
terminar um cálculo adequado da distância d. Neste caso, é aconselhá-
vel utilizar uma nova distância aplicada sobre uma estatística resumi-
tiva S(y˜) e S(y) dos dados – caso em que fabc ≡ f (θ | d (S(y),S(y˜))≤ ε).
A escolha dessa função S também é uma tarefa delicada pois ela deve
capturar as informações sobre θ . Muitos trabalhos têm analisado este
problema desde BEAUMONT; ZHANG; BALDING (2002) até os re-
centes como FEARNHEAD; PRANGLE (2012), RATMANN; CAMA-
CHO et al. (2013), RULI; SARTORI; VENTURA (2014) e CABRAS;
NUEDA; RULI (2015).
A desvantagem desse método de rejeição é que, mesmo bem es-
colhidas as métricas de distância e estatística resumitiva, a aceitação
será baixa quando a distribuição à priori dos parâmetros for muito dife-
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rente de à posteriori. Uma maneira de reduzir este problema é realizar
a inferência das proposições através de MCMC.
O algoritmo clássico de Metropolis-Hastings (MH) (HASTINGS,
1970; METROPOLIS et al., 1953) consiste em gerar observações de
f (θ | y˜) a partir de uma Cadeia de Markov:
MH Dado o estado atual com θ , propôr uma mudança para θ ∗ de





L(y˜ | θ ∗)pi(θ ∗)q(θ ∗ | θ)
L(y˜ | θ)pi(θ)q(θ | θ ∗)
)
(2.7)
MH Ir para estado em θ ∗ com probabilidade α , senão permanecer
com θ ; ir para MH.
O algoritmo constrói uma Cadeia de Markov que, após um nú-
mero incerto de iterações, torna-se ergódica (ANDRIEU; FREITAS et
al., 2003) e passa a oferecer, a partir de sua distribuição estacionária,
observações da distribuição f .
É importante observar que a comparação feita no método de re-
jeição, em REJ, é sempre em relação à L(y˜ | θ) – uma comparação glo-
bal. Desta forma os valores inferidos são estatisticamente independen-
tes. Já em MH, L(y˜ | θ ∗) é comparado com a verossimilhança no estado
atual L(y˜ | θ). Essa comparação local feita no MCMC garante maior
aceitação das proposições porém gera resultados não-independentes.
Entretanto, o termo L(y˜ | θ) ainda corresponde a uma medida
de verossimilhança. No caso do framework GLUE, que será melhor
detalhado adiante, uma das tarefas do especialista consiste em defini-
la de maneira subjetiva. Tendo em mãos esta função, a aplicação do
algoritmo MH é direta. Caso contrário, MARJORAM et al. (2003) pro-
puseram uma versão que não necessita do cálculo da verossimilhança:
ABC-MCMC Dado o estado atual com θ , propôr uma mudança para
θ ∗ de acordo com uma função de transição q(· | θ).
ABC-MCMC Simular y a partir do modeloM , parametrizado por θ .
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ABC-MCMC Se y = y˜ ir para ABC-MCMC, senão permanecer com θ





pi(θ ∗)q(θ ∗ | θ)
pi(θ)q(θ | θ ∗)
)
ABC-MCMC Ir para estado em θ ∗ com probabilidade α , senão
permanecer com θ ; ir para ABC-MCMC.
Como discutido anteriormente, a condição de aceitação em ABC-
MCMC pode ser impraticável. Por isso é comum a substituição neste
passo, por um teste de aproximação entre estatísticas aplicadas aos
dados:
ABC-MCMC’ Se d (S(y),S(y˜))≤ ε ir para ABC-MCMC, senão perma-
necer com θ e retornar para ABC-MCMC.
É importante perceber que quando a função de transição (tam-
bém chamada de distribuição de proposição) é simétrica, q(θ | θ ∗) =
q(θ ∗ | θ), então α dependerá somente da distribuição à priori. Além
disso, se a distribuição à priori for uniforme, então α = 1 e o algoritmo
se torna o de rejeição simples (ABC-REJ).
Devido à perda da verificação de um valor de verossimilhança dos
parâmetros, o algoritmo de MCMC aplicado em ABC acrescenta pouca
informação para a escolha dos valores inferidos se o especialista tem
pouco conhecimento à priori dos parâmetros. Também é uma tarefa
delicada escolher uma distribuição de proposição que explore o espaço
paramétrico, Θ, de maneira abrangente (tenha uma boa mixagem). Se
q(· | ·) sugere grandes mudanças, há maior probabilidade de rejeição de
suas proposições; já, em pequenos passos, as amostras são altamente
correlacionadas e há maior possibilidade de prender-se em mínimos
locais.
Em vista dessas dificuldades, outras técnicas de inferência têm
ganhado popularidade em ABC. A mais notória é o uso de técnicas de
Monte Carlo Sequencial (SMC, Sequential Monte Carlo) por DEL MO-
RAL; DOUCET; JASRA (2006) e SISSON; FAN; TANAKA (2007),
36 Capítulo 2. Revisão bibliográfica
melhorado em TONI et al. (2009) e em BEAUMONT; J.-M. COR-
NUET et al. (2009) com Monte Carlo Populacional; e mais recente-
mente por DEL MORAL; DOUCET; JASRA (2012), LEE (2012) e
ŁATUSZYŃSKI; LEE (2014).
Outra parte importante de pesquisa recai sobre a verificação do
ajuste entre os valores observados e simulados, d (S(y),S(y˜))≤ ε . Como
comentado anteriormente é preciso que boas estatísticas S sejam defi-
nidas. Porém, o dilema computabilidade vs precisão faz com que a
escolha de um valor de ε também seja importante. Percebendo que o
algoritmo ABC-MCMC poderia ter mais aceitações quanto maior o valor
de ε , BORTOT; COLES; SISSON (2007) propuseram acrescentá-lo ao
espaço paramétrico de L(y˜ | θ). Isso resulta em uma Cadeia de Markov
nos pares (θ ,ε)∈Θ onde valores de θ simulados com valores pequenos
de ε têm uma distribuição próxima à posteriori f (θ | y˜). Maiores valo-
res de ε facilitam a transição para valores de θ que não seriam possíveis
com ε fixo, permitindo assim uma melhor mixagem.
Ao permitir que o erro faça parte do modelo, o especialista as-
sume que a calibração irá realizar o ajuste correto de parâmetros, mas
para o modelo errado. Como sugeriram BORTOT; COLES; SISSON
(2007), uma maneira de abrandar essas observações errôneas é deter-
minar um limiar ετ e filtrar a série {(θi,εi)} como {θi : εi < ετ}. Essa
modelagem do erro dentro do framework ABC é assunto criticado por
alguns (FEARNHEAD; PRANGLE, 2012; ANDRIEU; BARTHELMÉ
et al., 2012), mas outros como WILKINSON (2013) acreditam que,
quando bem modelado, o erro pode representar a nossa crença em re-
lação às discrepâncias entre os valores simulados e a realidade.
2.2.2 Estimação de incerteza de verossimilhança generalizada (GLUE)
Da mesma maneira que o ABC, o GLUE também se insere na
Calibração Bayesiana de modelos. Cunhado no trabalho de BEVEN;
BINLEY (1992, p. 281, tradução nossa), “GLUE reconhece a equivalên-
cia ou quase equivalência de diferentes conjuntos de parametrizações na
calibração de modelos. É baseado na realização de uma grande quan-
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tidade de execuções de um dado modelo, com diferentes conjuntos de
valores de parâmetros escolhidos de maneira aleatória a partir de uma
distribuição específica. Em se tratando de comparar respostas previs-
tas e observadas, a cada conjunto de valores de parâmetros é associado
uma verossimilhança (likelihood) de serem simuladores do sistema”.
A maneira como os parâmetros do modelo interagem no GLUE
não chega a ser um problema pois, de qualquer forma, ela está refle-
tida implicitamente nos valores de verossimilhança (BEVEN; BINLEY,
2014). Esta é generalizada – ou sintética (WOOD, 2010) – no sentido de
permitir o uso de uma gama de medições, ou combinação de medições,
o que inclui não só a multiplicação Bayesiana mas também operadores
utilizados para definir grau de pertinência em lógica fuzzy.
Não se deve confundir aqui os conceitos de probabilidade e grau
de pertinência fuzzy. Estas funções, algumas apresentadas a seguir,
servem como uma definição matemática das medidas de distância que
comparam os valores simulados.
2.2.2.1 Funções de verossimilhança
A função de verossimilhança (ou medida de verossimilhança) é
um ponto chave do framework GLUE. Entretanto, ela difere aqui das
usadas em outros métodos de calibração de modelos e de estimação de
incertezas.
Diferentes tipos de medidas existem, e todas com qualidades
específicas. Além disso, não há regras definitivas para a escolha de
uma determinada função de verossimilhança.
Algumas medidas derivadas da estatística e da lógica fuzzy, que
podem ser vistas na Figura 1, estão detalhadas à seguir:
Gaussiana
Figura 1a, a função de verossimilhança Gaussiana é definida como



















Figura 1 – Funções de verossimilhança: (a) Função Gaussiana, (b) Fun-
ção de Eficiência do Modelo, (c) Função de Variância do
Erro Invertida, (d) Função Triangular, (e) Função Trapezoidal,
(f) Função Uniforme.
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que é a mesma utilizada em outros frameworks estatísticos clás-
sicos: Corresponde à função densidade de probabilidade.
Eficiência do Modelo (model efficiency)
Apresentada na Figura 1b e descrita por BEVEN; BINLEY (1992),
é definida como
L(y˜ | θ) =





(y˜− y)T V(y˜− y)
é a variância ponderada das diferenças entre os valores observados
e simulados, σ2O é a variância ponderada dos valores observados
e V, a matriz de pesos. Nesta medida a verossimilhança iguala
a 1 (um) se não houver diferença entre valores observados e si-
mulados, e a 0 (zero) se a variância ponderada das diferenças for
maior que a variância ponderada das observações.
Variância do Erro Invertida (Inverse error variance function)
Ilustrada na Figura 1c, também sugerida por BEVEN; BINLEY
(1992),
L(y˜ | θ) = (σ2ε )−N (2.10)
onde N é um fator de forma. Esta função concentra os pesos das
melhores simulações ao passo que N aumenta de valor. Para N→
∞, todo peso é dado unicamente à melhor simulação, enquanto
que para os valores menores de N, todas as simulações tenderão
a ter o mesmo peso.
Triangular
A Função Triangular, Figura 1d, definida como
L(y˜ | θ) =

0 se y˜ < a ou c < y˜,
y˜−a
b−a se a≤ y˜ < b,
c−y˜
c−b se b≤ y˜≤ c,
(2.11)
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deve ser parametrizada em torno do valor simulado, y, como por
exemplo: b = y e as variáveis restantes como uma proximidade
relativa ao valor de y.
Trapezoidal
A Função Trapezoidal, Figura 1e, definida como
L(y˜ | θ) =

0 se y˜ < a ou d < y˜,
y˜−a
b−a) se a≤ y˜ < b,
1 se b≤ y˜ < c,
d−y˜
d−c se c≤ y˜≤ d,
(2.12)
é também parametrizada com base no valor simulado como por
exemplo y sendo a mediana da base do trapézio.
Uniforme
Por fim, a Função Uniforme, Figura 1f, é definida como
L(y˜ | θ) =
1 se a < y˜ < b0 caso contrário. (2.13)
Alguns elementos devem ser considerados nestas medidas apre-
sentadas. Dependendo da função, naturalmente existe um ponto de
corte (ou rejeição) de onde em diante os valores de verossimilhança são
zero. Em algumas funções, como por exemplo a Gaussiana, que é natu-
ralmente definida em (−∞,+∞), podem ser definidos limites artificiais,
caso conveniente.
Além disso, as funções definidas pelas equações (2.9) e (2.10) re-
tornam um único valor calculado sobre todos os valores simulados no
modelo, enquanto as restantes são utilizadas para fornecer um único va-
lor de verossimilhança para cada observação. Sendo assim, para efeito
de comparação, é necessário que os valores de verossimilhança sejam
agregados em um único valor global. Dentre as maneiras possíveis de
agregação, podem ser destacados os operadores de agregação utilizados
em lógica fuzzy dentre outros destacadas à seguir:
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Multiplicação




L(y˜t | θ) (2.14)
Este é um operador de agregação bastante restritivo se a função
de verossimilhança utilizada tem um grande domínio que mapeia
para o resultado zero. Neste caso, basta que somente um valor dos
simulados não seja bom o suficiente (em relação ao observado cor-
respondente) para que o resultado da função de verossimilhança
agregada seja zero.
Mínimo
L(y˜ | θ) = min
t=1,...,n
L(y˜t | θ) (2.15)
Também bastante restritivo no sentido de escolher o menor valor
de verossimilhança calculado.
Máximo
L(y˜ | θ) = max
t=1,...,n
L(y˜t | θ) (2.16)
Menos restritivo pois considera o valor de maior verossimilhança
dentre os simulados e observados.
Média Aritmética Ponderada





ωtL(y˜t | θ) (2.17)
onde ωt é o peso correspondente à observação y˜t .
Média Geométrica





L(y˜t | θ) (2.18)
Pode ser tão restritivo quanto como a Multiplicação, mas em com-
pensação produz uma superfície de resposta menos abrupta ao
ponderar os valores multiplicados. Esta qualidade torna também
este agregador menos sensível a grandes quantidades de valores
comparados.
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2.2.2.2 Funcionamento do framework
Depois de definida a função de verossimilhança, L(y˜ | θ), o algo-
ritmo REJ, definido na seção 2.2, pode ser aplicado de maneira direta
para gerar observações da distribuição à posteriori f (θ | y˜). Entretanto,
de maneira extremamente ineficiente.
A amostragem por hipercubo latino pode ser utilizado para re-
duzir a quantidade de simulações necessárias quando a distribuição à
priori dos parâmetros, pi(θ), é fortemente informativa (BEVEN; BIN-
LEY, 2014). Entretanto, para cenários mais complexos, a estratégia
de amostragem é semelhante a descrita para o framework ABC na se-
ção 2.2.1: utilizar métodos como o MCMC. Mais especificamente no
âmbito do GLUE, há abordagens como amostragem por MCMC adap-
tativo em BLASONE et al. (2008) e em VRUGT; BRAAK; GUPTA
et al. (2009).
Em linhas gerais, a Figura 2 apresenta a metodologia de um
algoritmo GLUE que calibra ummodeloM parametrizado por θ . Nela,
os blocos cinzas representam a atuação da função de verossimilhança
no framework.















Figura 2 – Passo-a-passo do GLUE
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3 DESENVOLVIMENTO DO MÉTODO
Este capítulo trata da descrição do método proposto como ob-
jetivo deste trabalho. Apesar de seu escopo claro, o propósito aqui é
descrever de maneira vasta as formalizações necessárias e os detalhes
que construíram os passos deste método.
Será exposto inicialmente maiores detalhes sobre a parametri-
zação inicial do BYM: como ela é realizada a partir dos dados. Na
sequência, é definido o modelo probabilístico e a maneira como é feita
a inferência sobre os parâmetros restantes.
3.1 A SOLUÇÃO DO BYM
Com o intuito de formalizar descrições matemáticas, o BYM é
um sistema de duas ODEs que, dados os valores iniciais y0 = [D0,h0]
e os parâmetros θ = [a1, . . . ,a8], pode ser resolvido numericamente (si-
mulado) com solução yt =S (y0,θ , t) em um vetor discreto de tempo
t = [t1, . . . , tn]. Aqui, o valor inicial de h será sempre zero, h0 = 0, pois
são utilizadas somente brocas novas, o que reduz o espaço de estados
observados para yt = Dt .
A Figura 3 mostra o exemplo do resultado de uma simulação
com n = 72000, produzindo o aspecto de uma curva contínua.
O termo f1 em (2.1) é um termo livre, fixo, que inicialmente deve












Figura 3 – Exemplo de resultado de uma simulação. A variável t está em
horas e D em pés.
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/ f2× f3× f4× f5× f6× f7× f8,
a partir do conhecimento de poços de perfuração similar. Quando não
há valores de coeficientes pré-determinados de dados de perfuração an-
teriores, utilizam-se os indicados na Tabela 1. Para os parâmetros ope-
racionais restantes, detalhados em (2.2), este cálculo é realizado com
os respectivos valores médios observados.










Ainda na definição de parametrização fixa, os valores de H1, H2
e (W/db)m – constantes relativas à broca – são escolhidos conforme
a tabela fornecida em BOURGOYNE; CHENEVERT et al. (1986, p.
218). A constante restante, τH , é obtida na equação (2.4) onde o des-
gaste final observado na broca, h f , e o tempo necessário para tal, tb,
são colhidos nos dados de perfuração.
As demais variáveis, {N,W,Fj,gp,ρc}, correspondem à variáveis
operacionais ou de ambiente também coletadas e realizadas durante
uma perfuração. Dependendo de como são coletadas e apresentadas,
essas variáveis podem conter simplificações ou até mesmo apresentar
valores espúrios (outliers). Normalmente são adotados valores médios
para tais variáveis principalmente quando existe pouca variabilidade
nos seus valores. Em um exemplo apresentado na Figura 4, a escolha
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Figura 4 – Exemplo de um parâmetro operacional observado com pouca
variabilidade, e seu valor médio no intervalo (linha tracejada).
do valor médio para tal apresenta-se como uma opção sensata além de
desconsiderar alguns valores espúrios.
Entretanto, quando há certa variabilidade, esta deve ser sem
dúvida considerada. Como a solução do BYM se trata de uma inte-
gração numérica, não é possível inserir variabilidade em termos que
supostamente são constantes em uma ODE sem impactar fortemente
na eficiência da solução – o processo de integração leva em conta o cál-
culo do derivativo dos estados das equações em cada passo de tempo
e a alteração relativamente livre de um parâmetro gera singularidades
na função sendo integrada.
A maneira encontrada aqui para compreender os diferentes va-
lores de uma variável, v, na solução do BYM é definir um polinômio
P∗v (t) = (cn, . . . ,c1,c0) de grau n e coeficientes ci, que descreva a sua
tendência. Esta ideia, apresentada graficamente na Figura 5, pode
também lidar, de certa forma, com valores espúrios.
O método utilizado neste trabalho para definir esses polinômios
é o de mínimos quadrados. Apesar de existirem diversas formas mais
sofisticadas de ajuste e escolha de polinômios (GIROLAMI, 2008), este
não é o foco aqui. Tendo esses polinômios em mãos, é possível adicioná-
los ao espaço de estados do BYM – inicialmente constituído por D e
h – agregando-os, assim, ao processo de integração numérica. Para
isso é obtida a primeira derivada do polinômio P∗v , por simplicidade
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Figura 5 – Exemplo de um parâmetro operacional observado com varia-
bilidade substantiva, e o polinômio de quarto grau (linha trace-
jada) ajustado aos dados.
denotada dP∗v /dt ≡ Pv, com grau n−1, que é adicionada ao BYM com
o respectivo valor inicial c0.
































Pv(t) = . . .
...
(3.1)
onde cada variável definida por um polinômio tem o seu valor atualizado
nos passos de integração numérica – processo inverso da obtenção da
derivada – resultando nos valores definidos pelo polinômio ajustado por
mínimos quadrados.
3.2 O MODELO PROBABILÍSTICO
Quando fornecidas as observações de profundidade, y˜= {D˜t | t =
1, . . . ,n}, o interesse passa a ser a inferência da distribuição de probabi-
lidade à posteriori, f (θ | y˜). Para inferi-la através do teorema de Bayes,
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definido na equação (2.5), pode-se utilizar tanto o ABC (seção 2.2.1)
quanto o GLUE (seção 2.2.2) dependendo da amostragem utilizada e
da maneira de comparar os valores simulados e observados.
Neste trabalho, optou-se por utilizar uma função de verossimi-
lhança Gaussiana, nos moldes do framework GLUE e apresentada na
equação (2.8), como medida do erro (diferença entre os valores simu-
lados e observados). Devido a essa escolha se supõe, portanto, que os
erros são não correlacionados, com variância constante (homoscedás-
tico), e também, distribuídos normalmente.
É verdade que para tal sistema físico esta suposição acabe não
sendo realística. Entretanto, aprofundar na modelagem do erro – pelo
menos em termos estatísticos – acabou não sendo tema deste trabalho.
Pensar estruturas de erros correlacionados e heteroscedásticos é o foco
de trabalhos como o de SCHOUPS; VRUGT (2010) na área de funções
de verossimilhança formais, e BLUM; FRANÇOIS (2010) nos métodos
de inferência livre de verossimilhança. Promover estas adequações aqui
é tema de trabalhos futuros.
Voltando na definição utilizada neste trabalho, a Figura 6 mostra
uma representação de como é realizada essa medida para o erro. De
fato essa medição é realizada para cada ponto do tempo onde há valor
de profundidade observado.
Com o intuito de comparação, todas essas medidas são agrega-
das utilizando-se o operador multiplicativo, definido na equação (2.14),
fazendo com que a função de verossimilhança resultante se torne













Como a função Gaussiana está definida em [−∞,+∞], este ope-
rador acaba não tornando a multiplicação uma agregação restritiva.
Entretanto é possível que resulte valores muito pequenos, dependendo
do caso, como será discutido posteriormente na apresentação dos expe-
rimentos.
Aqui, σˆ2p é uma estimativa do desvio padrão do erro que pode ser
pré-determinada ou inferida em conjunto com os valores de θ (VRUGT;









Figura 6 – Aplicação da medida de verossimilhança dos dados observa-
dos representados pelos círculos.
BRAAK; GUPTA et al., 2009; SADEGH; VRUGT, 2013). Esta me-
dida de verossimilhança no framework GLUE equivale à utilização dos
erros ao quadrado em (2.6), ρ(y˜,y) = ∑nt=1(y˜t − yt)2, no ABC (TONI
et al., 2009). E, adicionar σˆp aos valores que devem ser inferidos é
semelhante ao que BORTOT; COLES; SISSON (2007) propuseram ao
adicionar ε ao estado de espaços da amostragem.
Escolher um valor fixo para σˆp pode não ser uma tarefa trivial.
Um alto valor permite que configurações de parametrização não-ótimas
possam ser consideradas caso o BYM não consiga simular perfeitamente
os dados reais; um valor pequeno de desvio padrão pode não permitir
a exploração de possíveis boas configurações do espaço paramétrico ao
criar entraves de mínimos locais. Portanto, escolheu-se aqui adicioná-
lo aos valores a serem inferidos, o que permite variação do seu valor
durante a amostragem. A tendência natural é de seu valor reduzir
pois, como mostrado na Figura 7, para um mesmo conjunto de valo-
res {y˜,y}, com y sendo o resultado de uma boa simulação, o valor da
verossimilhança será maior quando o desvio padrão σˆp for menor.
Outra variável importante na solução do BYM é o valor inicial
de profundidade, D0, pois determina o ponto inicial do processo de
integração numérica. É possível que não exista nos dados de perfuração
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y˜ y
Figura 7 – Efeito do desvio padrão na medida de verossimilhança: a fun-
ção Gaussiana em tracejado tem maior desvio padrão.
registro de operação exatamente na profundidade inicial. Neste caso, o
valor de D0 deve ser inferido juntamente com as outras variáveis, o que
permite aliás um maior grau de flexibilidade na calibração do modelo.
Assim, o espaço paramétrico final, θ = (D0,a2,a3, . . . ,a8, σˆp), é
consolidado através das variáveis de desvio padrão do erro, de valor
inicial da perfuração e dos próprios coeficientes do BYM.
Para tais parâmetros é necessário definir a distribuição de proba-
bilidade à priori, pi(θ), abreviadamente também referida como prior.
Devido ao fato de não existir conhecimento inicial sobre as possibi-
lidades dos diferentes valores de cada parâmetro, os priors aqui são
definidos como não-informativos. Ou seja, para cada parâmetro v que
compõe θ é definido um intervalo [av,bv], disposto na Tabela 2, com
distribuição de probabilidade uniforme: pi(·)∼U(a,b).
O intervalo para os coeficientes (a2, . . . ,a8) segue o sugerido por
BOURGOYNE; CHENEVERT et al. (1986) com um pequeno relaxa-
mento nos limites superiores. Para a profundidade inicial, D0, é definido
um intervalo relativo à primeira observação de profundidade, D˜1, com
0.7% do seu valor para menos e para mais. Por fim, o desvio padrão da
função de verossimilhança, σp, vai de um valor relativamente pequeno,
10−4, até o valor de um 1% de D˜1 – relação de grandeza necessária uma
vez que a função de verossimilhança estará centrada (terá seu valor de
média, µ) nos valores de profundidade.
A Figura 8 apresenta graficamente o modelo probabilístico defi-
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Tabela 2 – Intervalo dos parâmetros na distribuição à priori.






















nido até aqui. A partir de então, resta definir uma maneira de realizar
a inferência sobre a distribuição f (θ | y˜).
3.2.1 Monte Carlo em Cadeias de Markov (MCMC)
O fato de escolher uma função de verossimilhança como nos pre-
ceitos do GLUE permite a utilização direta de um método baseado em
MCMC para realizar a inferência da distribuição à posteriori, f (θ | y˜).
Um método bastante comum, e escolhido aqui, é o Random Walk
Metropolis (RWM) (ANDRIEU; FREITAS et al., 2003; TIERNEY,
1994), ou somente Metropolis, que consiste em um caso específico do
algoritmo Metropolis-Hastings (MH) definido na seção 2.2.1.
A diferença significativa do RWM reside em uma simplificação
da razão de aceitação, α , definida na equação (2.7). Nela, a função de
transição é simétrica, portanto q(θ ∗ | θ)/q(θ | θ ∗) = 1. Além disso,
como neste caso os priors, pi(θ), têm valores constantes de probabili-
dade dentro dos limites intervalares, a razão pi(θ ∗)/pi(θ) passa a agir
como uma função indicadora: quando q propõe um valor dentro dos
limites, os priors serão constantes, caso contrário a amostra é rejeitada.
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Figura 8 – Grafo do modelo probabilístico: os parâmetros a serem infe-
ridos, θ , são representados por elipses; a verossimilhança é a
elipse sombreada, e os triângulos invertidos são componentes
do BYM.




L(y˜ | θ ∗)
L(y˜ | θ) 1pi(θ∗)>0
)
. (3.3)
A função de transição simétrica é definida como
q(· | θ)∼ Normal(θ ,σv),
onde o próximo valor, θ ∗, parte da amostragem de uma distribuição
normal centrada no atual valor, θ . Cada parâmetro do conjunto de pri-
ors, θv, é amostrado de maneira independente. O valor inicial respec-
tivo, que parametriza a média da função de transição, é o centro do in-
tervalo, (bv−av)/2, e o desvio padrão para cada um é σv = 1/6(bv−av).
Assim, já na primeira proposição q(θ ∗ | θ), 99.73% dos valores possí-
veis cobrem o intervalo conforme ilustra a Figura 9. Esta proporção
do passo de transição mostrou-se grande o suficiente para garantir uma
boa mixagem – ou seja, toda a gama de valores de parâmetros pode ser
sugerida em poucos passos – e pequena o suficiente para não permitir
54 Capítulo 3. Desenvolvimento do método
av θv+σv bv
Figura 9 – Configuração inicial da função de transição, em tracejado, no
intervalo do prior não-informativo.
demasiadas propostas rejeitadas por se encontrarem além do intervalo
definido, onde pi(θ ∗) = 0.
Esta maneira de amostragem – sugerindo uma transição partindo
do valor anterior – gera valores não-independentes estatisticamente, se-
gundo comentado na seção 2.2.1, e é uma característica dos métodos
MCMC. Observações da distribuição à posteriori, f , só devem ser con-
sideradas a partir de um número incerto de iterações, quando a Cadeia
de Markov gerada pelo algoritmo torna-se ergódica, ou em termos mais
práticos, quando se identifica o estabelecimento de uma distribuição
estacionária. Para se verificar esta condição, deve-se conferir o traço
dos diferentes valores aceitos de parametrização e desconsiderá-los em
uma quantidade inicial.
Especialmente neste trabalho foi verificada uma condição espe-
cial de mixagem da cadeia por permitir que o elemento de desvio padrão
da função de verossimilhança, σp, participasse do espaço de parâmetros
inferidos. Permitir variação no seu valor é permitir variação na própria
definição do erro. Na prática, isso induz um viés (bias) na calibração
dos parâmetros uma vez que os modelos são comparados com dife-
rentes níveis de variância (FEARNHEAD; PRANGLE, 2012). Como
será mostrado e discutido nos capítulos subsequentes, para reduzir este
viés é necessário verificar os valores de σp amostrados e possivelmente
considerar somente as amostras {θi | σp < σT} para algum valor de
limiar σT . Trata-se de uma tipificação do sugerido por BORTOT; CO-




















Figura 10 – Resumo do método. Depois de definido os parâmetros inici-
ais necessários para o BYM, o RWM começa sua execução
pela função de transição, q.
LES; SISSON (2007), comentado na seção 2.2.1.
Um resumo visual do método definido neste capítulo é apre-
sentado na Figura 10. Perceba-se que a região do algoritmo RWM é
uma especificação da metodologia GLUE ilustrada no fluxograma da




4 EXPERIMENTOS E RESULTADOS
Este capítulo apresenta, de maneira extensiva, os dados utiliza-
dos e o resultado de cada passo do processo de calibração do BYM. São
feitas também pequenas pontuações técnicas sobre detalhes do método.
Já uma análise crítica é apresentada somente no capítulo 5.
Como experimentação, quatro modelos foram calibrados basea-
dos em dados de diferentes perfurações. Cada perfuração, A, B, C e
D, consiste nos dados de execução de uma broca, respectivamente, em
quatro diferentes poços do pré-sal brasileiro. Os resultados obtidos são
confrontados com os próprios dados reais de perfuração no intuito de
averiguar a calibração dos modelos.
Os valores das variáveis definidas e calculadas para serem utiliza-
das no BYM, em cada uma das perfurações, pode ser visto na Tabela 3.
Coincidentemente os quatro modelos tiveram a variável W mo-
delada por um polinômio. Dos dados das Perfurações A,B e D foi
modelado um polinômio de quarto grau para W (peso sobre a broca);
da Perfuração C foi modelado um polinômio de sétimo grau. Os coe-
















Para fins de completude e análise posterior, as Figuras 12 e 13
justapõem esses valores utilizados na preparação dos modelos com os
dados reais de cada variável.
Para cada modelo de perfuração foram executadas 80000 itera-
ções do algoritmo RWM com a finalidade da inferência dos parâme-
tros, θ . Em todos os casos foi percebido um comportamento inicial
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D˜1 16510 16832 16274 17356
τH 581.87 256.80 129.57 379.37
db 12.25 8.50 9.00 12.25
gp 8.31 9.81 10.22 9.88







N 144.99 191.91 81.69 65.05
Fj 3431.82 3491.19 4161.76 4400.37
exemplificado na Figura 11: o valor inicial de σp é relativamente alto,
permitindo que diversas parametrizações sejam aceitas, até o momento
em que sua queda (para ≈ 20 neste caso) condensa a abrangência da
função de verossimilhança, o que penaliza mais severamente as para-
metrizações anteriormente aceitas. Então os valores de θ caminham
para regiões de maior probabilidade.
Com efeito, essas simulações iniciais são prontamente descarta-
das. Para a construção das distribuições de probabilidade à posteriori
dos parâmetros (também referenciada aqui como posteriors) é descar-
tado de fato todos os 10,000 primeiros valores sugeridos pelo RWM.
Esta quantidade inicial é uma larga garantia que representa o momento
de “aquecimento” (burn-in) do algoritmo – enquanto a Cadeia de Mar-
kov se torna ergódica. Além disso, devido ao autocorrelacionamento
intrínseco dos valores gerados, é realizado um desbaste (thinning) de





















Figura 11 – Primeiras 1500 iterações nos dados da Perfuração B: exemplo
da influência dos valores de σp no procedimento de calibra-
ção.
outros dez valores. As Figuras 14, 15, 16 e 17 apresentam os traços dos
valores para todas as cadeias. Perceba-se que de todas as iterações são
consideradas ao final somente 7000 valores.
Ao agrupá-los, obtêm-se os gráficos de distribuição à posteriori
dos parâmetros, f (θ | y˜), que podem ser vistos nas Figuras 18, 19,
20 e 21. Nelas, a linha tracejada corresponde à mediana e as linhas
pontilhas aos 25oe 75opercentis, o que permite se recriar visualmente
um box-plot, caso conveniente.
É possível perceber que para alguns parâmetros foi inferida uma
distribuição multimodal. O caso mais extremo é entre a3 e a6 na Per-
furação C. Isso se deve à possibilidade que estes têm de se correlacio-
narem na equação do BYM. Devido à natureza exponencial do sistema
de equações (2.1), um termo pode acabar compensando o outro no re-
sultado final caso suas variáveis integrantes sejam constantes. Como
nestes exemplos somente W foi incluída como termo variável, há uma
maior chance de outros coeficientes com bases constantes se correlacio-
narem.
Em compensação, como visto anteriormente, os valores consi-
derados após o burn-in estão localizados em uma faixa relativamente




































































Figura 12 – Perfurações A e B: valores das variáveis observadas nos da-
dos, em marcas, e os utilizados no modelo simulado, apresen-





































































Figura 13 – Perfurações C e D: valores das variáveis observadas nos da-
dos, em marcas, e os utilizados no modelo simulado, apresen-
tado nas linhas pontilhadas.






















































































































































































































































































































Figura 17 – Perfuração D: traços das cadeias.








































































































































































































































































































































Figura 21 – Perfuração D: distribuições à posteriori dos parâmetros.
66 Capítulo 4. Experimentos e resultados
restrita de valores em comparação ao intervalo inicialmente definido
aos priors (Tabela 2). Isso permite inferir a mediana das distribuições
multimodais dos parâmetros e obter pequena variação nas simulações
do BYM.
Realmente, como mostra a Figura 22, os modelos parametrizados
com os valores medianos dos posteriors simulam valores muito próximos

















dessas simulações estão expostos na Tabela 4. Ainda Figura 22, as
áreas preenchidas em cinza, correspondem ao intervalo de 95% de Má-
xima Densidade à Posteriori (HPD, Highest Posterior Density). Este
intervalo, portanto, abrange o resultado de todas as simulações reali-
zadas pelos modelos parametrizados por todos os valores possíveis de
parâmetros entre o percentis 2.5oe 97.5odas distribuições à posteriori.
Perceba-se que, em todas as Perfurações, os dados reais estão contidos
neste intervalo de simulações possíveis.
Tabela 4 – Medidas de erro entre os valores observados e simulados pelo












































Figura 22 – Resultado das simulações do BYM. Em estrela estão os dados
reais da perfuração. No tracejado encontra-se o resultado da
simulação com a mediana dos posteriors; e os pontilhados
restantes delimitam a área de 95% HPD.
Por fim, a Tabela 5 apresenta os valores que definem as distribui-
ções à posteriori dos parâmetros ilustrados anteriormente. Os valores
informados de percentis correspondem aos tracejados e pontilhados das
Figuras 18, 19, 20 e 21.
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Tabela 5 – Intervalos de credibilidade inferidos para os coeficientes do
BYM, para o valor de profundidade inicial, D0, e para σp.
Parâm. Percentil
Perfuração
A B C D
a2
25o 5.17e−05 5.76e−05 0.00103 0.00033
50o 5.28e−05 6.32e−05 0.00103 0.00033
75o 6.02e−05 7.29e−05 0.00103 0.000331
a3
25o 2.11e−06 0.00202 0.00162 0.00206
50o 5.09e−06 0.00206 0.00172 0.00208
75o 1.02e−05 0.00208 0.00193 0.00209
a4
25o 8.65e−05 0.000195 0.000834 5.87e−06
50o 8.71e−05 0.000196 0.000838 1.4e−05
75o 8.83e−05 0.000199 0.000845 4.38e−05
a5
25o 0.30 0.31 0.40 0.31
50o 0.31 0.32 0.51 0.32
75o 0.31 0.34 0.65 0.35
a6
25o 1.49 1.45 0.40 0.93
50o 1.50 1.48 0.73 1.27
75o 1.50 1.49 1.36 1.41
a7
25o 0.39 1.01 0.11 2.47
50o 0.63 1.18 0.11 2.49
75o 0.71 1.28 0.13 2.49
a8
25o 0.89 0.85 0.49 0.87
50o 0.90 0.88 0.53 0.89
75o 0.90 0.89 0.56 0.90
σp
25o 9.24 16.82 6.44 12.71
50o 9.82 17.74 6.78 13.20
75o 11.03 18.77 7.18 13.73
D0
25o 16527.4 16858.4 16270.4 17333.6
50o 16529.5 16861.5 16271.7 17335.6
75o 16536.8 16866.1 16273.0 17337.3
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5 CONCLUSÃO
Detalhes específicos da formulação do método desprenderam-se
dos dados utilizados e da natureza particular do sistema de equações do
BYM. Aumentar o espaço de estados com polinômios que representam
as variáveis operacionais ou de ambiente – apresentado na seção 3.1 –
foi a solução desenvolvida para lidar com o primeiro objetivo específico
deste trabalho.
Dentre os demais objetivos específicos, definidos na seção 1.3, a
utilização da Gaussiana como função de verossimilhança e, em especial,
a possibilidade de variar sua abrangência sob certas condições, permitiu
uma boa medição da adequação entre os dados simulados e os reais.
Já, como contribuição ainda mais específica, a parametrização do
algoritmo RWM na seção 3.2.1 mostrou-se satisfatória na exploração
do espaço amostral paramétrico do BYM.
Além disso, a decisão de tomar dados de perfuração de brocas
completas permitiu que a equação que modela o desgaste da broca,
(2.3), fosse considerada no processo de calibração do modelo – uma
diferenciação deste trabalho e também uma das motivações para sua
realização.
Um apanhado de comentários críticos e detalhes observados no
decorrer de cada passo do método são apresentados à seguir como uma
análise dos pontos fortes ou fracos e das respectivas melhorias possíveis
do método desenvolvido neste trabalho.
5.1 COMENTÁRIOS E TRABALHOS FUTUROS
Inicialmente, durante o tratamento das variáveis {N,W,Fj,gp,ρc},
ao se determinar o polinômio ou o valor médio para definição de cada
uma – Figuras 12 e 13 – é possível que uma quantidade notável de
informação esteja sendo desprezada. Como observado anteriormente, é
sensato desconsiderar valores espúrios existentes nos dados à exemplo
do ocorrido nas variáveis N e ρc, da Perfuração B, ou Fj nas Perfura-
ções C e D. Entretanto, há o caso inverso, como nas variáveis Fj da
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Perfuração B e N da Perfuração C que apresentam clara variabilidade
em momentos específicos mas são consideradas constantes no processo
de calibração.
Devido à natureza exponencial do BYM, um aumento intenso no
valor de uma base de exponenciação – neste caso as definidas nas equa-
ções (2.2h) e (2.2f) – causa grandes valores de diferenciação no processo
de integração, o que resulta em valores impraticáveis de profundidade
ou até mesmo em transbordamento numérico (overflow).
O tratamento específico dos valores coletados nos poços de per-
furação não é mérito deste trabalho. A decisão de fixar valores de variá-
veis, como o ocorrido neste caso, só agrega mais incertezas ao processo
de calibração. Estas incertezas já vêm se somando desde as primeiras
decisões de simplificação ou interpolação dos dados brutos, entre outras
questões técnicas de operação dos próprios sistemas de engenharia.
Além dessas “incertezas paramétricas”, o fato do BYM produzir
variações suaves no resultado das simulações pode acrescentar incerte-
zas relativas à “inadequação do modelo”. Ademais, o processo de perfu-
ração pode conter elementos naturalmente aleatórios e inverossímeis ao
construtor do modelo, o que se apresenta como “variabilidade residual”,
ou até mesmo as próprias observações podem ser errôneas (KENNEDY;
O’HAGAN, 2001). Ao final, a discretização de todas estas “incertezas
epistêmicas” (BEVEN, 2015) pode ser até mesmo impossível.
Lidar especificamente com a inadequação do modelo e com a
variabilidade residual do processo é tarefa dos engenheiros de petró-
leo e foge do escopo deste trabalho. Aqui, todas as incertezas foram
representadas indistintamente pela função de verossimilhança. Essas
informações descartadas ao se definir um valor / polinômio para variá-
veis operacionais poderiam servir como clara fonte de incerteza a ser
considerada pela função de verossimilhança. Para isto seria necessário
reescrevê-la tendo em conta uma medida de erro ou dispersão resultan-
tes deste processo de “preparação do BYM”.
São bons temas para trabalhos futuros várias outras alterações
na definição de tal função: inicialmente poderia verificar-se o compor-
tamento do processo de calibração ao se utilizar outras fórmulas, como
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as sugeridas na Figura 1, e também com outros operadores de agrega-
ção. Enquanto o BYM apresenta resultados exponenciais sem grande
variação intermediária, poder-se-ia utilizar, por exemplo, uma agrega-
ção ponderada dos valores de verossimilhança onde as profundidades
finais têm maior peso comparativo que as iniciais.
Além da utilização de outras fórmulas e agregadores, é possível
cogitar uma função que considere mais de um modelo de simulação no
cálculo de verossimilhança de uma parametrização. Por exemplo, para
cada valor de parametrização proposta, seriam simulados os modelos
da Perfuração B e C simultaneamente e o cálculo da verossimilhança
poderia ser uma espécie de média das diferenças entre os valores simu-
lados e os dados reais em cada modelo. Como resultado se obteria uma
parametrização θ baseada nos dados de mais de uma perfuração, o que
permitiria eliminar as condições que fizeram com que os posteriors a3 e
a6 na Figura 20 resultassem em distribuições multimodais – além dos
motivos já comentados na apresentação dos resultados.
Esta flexibilidade de se experimentar diversas maneiras de afe-
rir o “erro” entre dados reais e simulados exige um cuidado maior do
modelador. Neste exemplo em que mais de uma Perfuração é utilizada
simultaneamente, já não seria possível permitir a inferência do valor
inicial de profundidade, D0, uma vez que eles não se corresponderiam.
No caso em que a função de verossimilhança construída resulte em uma
maneira muito complexa de análise de valores, ou se muitos valores do
seu domínio mapearem para zero, L(y˜ | θ) 7→ {0}, cabe então utilizar
o paradigma do ABC: representá-la como na equação (2.6) e realizar
a amostragem através de Monte Carlo Sequencial a fim de se explorar
adequadamente o espaço paramétrico.
Em se tratando agora desta exploração, a escolha neste trabalho
da função de proposição, q(θ ∗ | θ), descrita na seção 3.2.1 e critica-
mente definida com σv = 1/6(bv− av), foi o resultado de tentativas e
erros. Apesar de uma técnica aparentemente grotesca, tentativa e erro
é a única solução para o melhor dimensionamento da exploração no
algoritmo RWM, o que lhe rende vastas críticas na literatura.
Percebe-se, por exemplo, que na Perfuração A, Figura 14, o es-
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paço das variáveis a3, a5, a6 e a8, foi bem explorado enquanto que
em a7 e D0 os passos foram muito pequenos e em a2 e a4 os passos
foram grandes – gerando diversas proposições rejeitadas o que manti-
nha como aceito o valor anterior. Cada caso é especificado dependendo
do intervalo de alta probabilidade resultante da estabilização do valor
de σv exemplificado na Figura 11. Este cenário é o que dificultou a
utilização de uma função multivariada para a proposição conjunta dos
parâmetros. Ao se fixar neste caso a matriz de covariância, teríamos a
probabilidade de rejeitar toda a amostra no caso de somente um dos
parâmetros ter sido amostrado fora do seu intervalo de distribuição à
priori.
Uma solução para esta situação exploratória é monitorar a taxa
de aceitação das proposições q, adaptando o valor de σv para redu-
zir sua abrangência quando esta taxa for muito baixa e aumentando
caso contrário. Outra opção seria utilizar algum algoritmo MCMC na-
turalmente adaptativo como o Adaptive Metropolis (HAARIO; SAKS-
MAN; TAMMINEN, 2001), o Differential Evolution Adaptive Metropo-
lis (VRUGT; BRAAK; DIKS et al., 2009) ou o No-U-Turn Sampler
(HOFFMAN; GELMAN, 2014).
Em contrapartida, nos resultados deste trabalho, os parâmetros
com alta taxa de rejeição estão situados num limite intervalar muito
pequeno o que praticamente fixa o seu valor nas diversas simulações.
Isto demonstra uma redução de sua influência nos valores simulados
mas ainda produz bons resultados finais.
A utilização de algoritmos MCMC sempre traz à tona o questio-
namento sobre a eficiência da solução. A execução dos experimentos em
um núcleo Intel R© CoreTMi3-4330, com Python 2.7.6, Ubuntu 14.04 e
com as últimas versões do SciPy (JONES; OLIPHANT; PETERSON
et al., 2001–) e do PyMC (PATIL; HUARD; FONNESBECK, 2010)
resultou em cerca de 1800 iterações por minuto. Portanto as 80 mil
iterações realizadas para cada Perfuração necessitaram de aproxima-
damente 45 minutos para serem completadas. Este não é um tempo
proporcionalmente longo se levarmos em conta que o BYM é prati-
camente utilizado somente na fase de planejamento da perfuração de
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poços. De qualquer maneira, poder-se-ia realizar somente 45 mil ite-
rações, continuar descartando as 10 mil iniciais como período de aque-
cimento e desbastá-las (thinning) a cada 5, ao invés de 10. Ao final
resultariam mesmos 7 mil valores cuja distribuição de probabilidade
seria semelhante às ilustradas nos resultados.
Soluções que utilizam priors conjugados (MACKAY, 2003, p.
319), como a de GIROLAMI (2008), resultam em uma fórmula fechada
para a inferência direta da distribuição à posteriori. Assim, por não se
tratarem de métodos iterativos, sua eficiência é máxima. Entretanto,
a utilização de métodos baseados em amostragem, como o apresen-
tado neste trabalho, permite a liberdade de se experimentar diferentes
relações entre conhecimentos e incertezas sobre o domínio modelado.
Em especial sobre o objetivo geral deste trabalho, o método pro-
posto permite propagar as incertezas existentes nos dados e inerentes
ao próprio modelo. A inferência de distribuições de probabilidade para
representar seus coeficientes proporciona um entendimento ampliado
das diferentes parametrizações, o que permite ao modelador uma me-
lhor escolha para valor dos coeficientes – um avanço perante os métodos
anteriores que calculavam sempre valores únicos ou fixos.
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