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Abstract
Mobile robots are increasingly being employed to assist responders in search and
rescue missions. Robots have to navigate in dangerous areas such as collapsed
buildings and hazardous sites, which can be inaccessible to humans. Tele-operating
the robots can be stressing for the human operators, which are also overloaded with
mission tasks and coordination overhead, so it is important to provide the robot
with some degree of autonomy, to lighten up the task for the human operator and
also to ensure robot safety.
Moving robots around requires reasoning, including interpretation of the environment,
spatial reasoning, planning of actions (motion), and execution. This is particularly
challenging when the environment is unstructured, and the terrain is harsh, i.e. not
flat and cluttered with obstacles. Approaches reducing the problem to a 2D path
planning problem fall short, and many of those who reason about the problem in
3D don’t do it in a complete and exhaustive manner.
The approach proposed in this thesis is to use rigid body simulation to obtain a
more truthful model of the reality, i.e. of the interaction between the robot and
the environment. Such a simulation obeys the laws of physics, takes into account
the geometry of the environment, the geometry of the robot, and any dynamic
constraints that may be in place.
The physics-based motion planning approach by itself is also highly intractable due
to the computational load required to perform state propagation combined with the
exponential blowup of planning; additionally, there are more technical limitations
that disallow us to use things such as state sampling or state steering, which are
known to be effective in solving the problem in simpler domains.
The proposed solution to this problem is to compute heuristics that can bias the
search towards the goal, so as to quickly converge towards the solution.
With such a model, the search space is a rich space, which can only contain states
which are physically reachable by the robot, and also tells us enough information
about the safety of the robot itself.
The overall result is that by using this framework the robot engineer has a simpler
job of encoding the domain knowledge which now consists only of providing the
robot geometric model plus any constraints.
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1Chapter 1
Introduction
Mobile robot navigation in harsh terrain is a challenging task. Although tracked
robots are well equipped to operate in clutter, they still require a human operator
to remotely teleoperate them in search and rescue operations. Improving autonomy
for these robots is a pivotal issue in the search and rescue field.
In order to move autonomously and safely in the environment, a mobile robot must
understand the effects its own dynamics and of its interactions with the terrain.
Figure 1.1. Mobile robots navigating through rubble in disaster areas. On the left: multiple
search and rescue robots moving in a simulated disaster environment. On the right:
mobile robot from TRADR project navigating amongst the remains of a collapsed church.
For example in a search-and-rescue setting, a mobile robot must go through rubble
and collapsed buildings to locate survivors (see Figure 1.1).
Motion planning is the key aspect of robot locomotion which, given a map, a robot
geometry, a start position and a goal position, aims to find a path for the robot
which is free from collisions.
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1.1 Motivation
The role of Robots in Search and Rescue environments Mobile robots
are increasingly being employed to assist responders in search and rescue missions.
Robots have to navigate in dangerous areas such as collapsed buildings and hazardous
sites, which can be inaccessible to humans (see Figure 1.2). In the last decades,
rescue robots participated in many of the most critical environmental disasters
around the world, exhibiting extraordinary abilities in terms of mapping, vision and
navigation. In northern Italy, where the city Mirandola was hit by a tremendous
earthquake in June 2012, we deployed a team of humans and robot to assess damage
to historical buildings and cultural artefacts located therein. This in-field experience
has been really important because it led us to a better understanding of what are the
main research challenges which are not yet widely addressed in rescue robotics.
Figure 1.2. Actual search and rescue environments scenarios.
During these missions we were able to observe how the human search and rescue
operators interacted with the robots and the robot’s software (see Figure 1.3),
and we got an understanding of how the software platform can and should be
improved.
Figure 1.3. Human operators interface used to coordinate mission in TRADR EU project.
One critical issue the operators encountered concerned the robot’s mobility and
locomotion: the task of driving the robot around via remote controls, using only
cameras and 3D LIDAR sensors proved to be very demanding for the human
operators, and highly error prone. It could happen that subtle variations on the
terrain surface can go unnoticed when looked at through a camera or a point cloud,
can turn out to be a critical obstacle that can easily make the mobile robot stuck,
and require complex maneuvers to get out of that. Motions can sometimes be fatally
dangerous to the robot, for example the robot can tip over or fall into a hole. So
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this task is supervised by several human operators, looking at various robot sensory
data, in order to ensure maximum safety when driving the robot around.
To overcome the amount of cognitive load required to operate the robot, the operator
could benefit from any computational aid that could be applied in this domain,
from autonomous terrain adaptation (for articulated robots) to autonomous driving
(motion planning) in known map areas, or autonomous exploration in unknown
areas. Many of these approaches are already being used successfully in several search
and rescue exercises. However path planning and autonomous driving is the most
challenging task, and the one that could bring the greatest benefit to the search and
rescue task.
Typical state-of-the-art methods use a planar representation of the environment
(occupancy maps). These maps provide a binary classification of the environment
into obstacle/free regions, that overly simplifies the interaction between the mobile
robot and the world (see Figure 1.4).
For one reason, the classification of a region into obstacle can be dependent on
context, for example a ledge that acts as an obstacle when approached from a lower
level, but acts as the ground while the robot is on it. To solve this, sometimes digital
elevation maps [Kwe+92] (also known as cartesian elevation maps [Dai+88; Oli+91])
are used instead of binary occupancy 2D maps.
Figure 1.4. Classical occupancy maps in robotics: left: Centibots [Vin+08]; center: Grand
Challenge [Mon+06]; right: Learning Applied to Ground Robots [Kon+08].
Moreover, neither 2D maps or elevation maps are able to represent environments
with multiple overlapping levels, such as tunnels or multi-storey buildings, but are
limited to the representative power of a Monge patch (z = f(x, y)).
Due to the typical terrain conditions usually encountered in this domain, maximum
safety has to be guaranteed in order to ensure that a robot motion is really without any
risk of losing or damaging the robot, so a 3D representation should be preferred.
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1.2 Problem Statement
The general problem this thesis aims to solve is finding collision-free paths for mobile
robots moving in a 3D environment, from a starting position to a goal position, with
emphasis to navigation in challenging terrain.
The concept of challenging terrain can be summarized in all those types of terrains
for which is not possible to reduce the motion planning problem to a simpler problem,
i.e. 2D planning. Challenging terrains are typical of rescue environments and present
a quantity of discontinuities and other problems so as to prevent the use of state
of the art techniques to map the 3D surface to a manifold and assume that it is
entirely traversable.
1.2.1 Assumptions
In order to solve the problem, some fundamental assumptions must hold, namely
the availability of the 3D models of the robot and the environment.
Moreover, the environment is assumed to be static for the duration of the planning,
and its model is updated only before or after a new motion planning query.
How to obtain these models, as well as how to estimate or model dynamic environ-
ments is out of the scope of this thesis.
Model of the robot The 3D model of the robot is known beforehand; it specifies
the locomotion devices used such as tracks, legs, wheels, and any other joints and
links the robot has to use while moving. Additional information such as mass and
inertia is also required, for reasons that will be clarified in the next sections. All
these specifications describe the robot in a sufficient way to allow planning the
motion of the robot in advance.
Map of the environment A map of the environment in the form of a 3D model
is also required.
While a 3D model of the environment is usually not available in domains such as
search and rescue, it can be obtained from 3D reconstruction of point clouds (see
Figure 1.5) obtained with robot mapping.
In real life scenario, an UAV is first sent to make a first assessment of the area, and
that gives us a first 3D model (or point cloud) of the environment.
In lack of that, the initial map seen by the robot’s laser scanner in the starting
position is enough to allow the robot to move around to some extent. Typical laser
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range finders have a range of 10 meters.
Vision based sensors can sometimes be unable to see all the terrain due to occlusion.
Although motion planning can only plan the motion of the robot within the known
parts of the environment, as the robot moves around, more map of the environment
is acquired. The process of moving the robot (via motion planning) to strategic
points in the known map, in order to acquire the missing parts of the map, is known
as next best view selection, and it is not discussed in this thesis. More can be found
in [Yam97; Gon+02; Sur+03; Wen+06; Str+08; Blo+11; Pot+13; Dor+13; Nik].
Instead it will be assumed that the part of the map relevant to the motion planning
problem it is already available.
Figure 1.5. 3D map of an outdoor environment in the form of a point cloud, acquired by a
robot during navigation using a tilting LIDAR sensor. in the few initial movements the
robot is able to gather a significant amount of points describing its surroundings, in a
range large enough to allow motion planning on it.
Static environment The environment shall be assumed to be static. Planning
in dynamic environments requires the identification of dynamic obstacles, and
estimation of their velocity and paths, and it has not been considered in this
thesis.
The considered environments are mostly static, so this assumption makes sense in
this context.
To ensure maximum safety, the robot should re-sense the environment as it goes,
update the map accordingly, and possibly replan if the map has changed. For this
purpose, a method for maintaining a map of a dynamic environment is presented in
Appendix A.
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1.3 Challenges in Motion Planning for Mobile Robots
in Harsh Terrain
Providing a reliable mathematical model of the interaction between the robot and
the terrain is an extremely difficult task. Finding a path for the robot motion which
satisfies all the required geometric and dynamic constraints (which include heading,
linear and angular velocities and curvatures) requires solving a system of nonlinear
differential equations.
A good kinematic model should accurately predict, basing on the neighboring terrain
morphology, if the robot will be capable of driving there and where it will arrive if
applying certain control inputs.
Conversely, a bad model will not find all trajectories the real robot is capable of
driving over, or worse, if can find a trajectory which is unfeasible to the robot, and
it will cause some damage, or getting the robot stuck in some obstacle.
Doing motion planning in such complex environments goes beyond traditional motion
planning: the terrain is not flat and the interaction between the robot wheels or
tracks with the terrain is difficult to model analytically. While it has been shown
that is possible to approximate the terrain with simpler geometries [ORo+79; Che99]
or monge patches [Gra97; Vas+10], the resulting equations of motion of the robot
are usually very complicated and specific to a robot model.
Moreover the robot can be underactuated or have a variety of kinematic and dynamic
constraints that put even more restrictions on the computation of a solution; for
example the most obvious constraint is being subject to gravity force, which in turn
requires the robot to be in a static equilibrium pose, with at least three points of
stable contact with the ground.
In the early years of motion planning [Cho05; LaV06], the dynamics aspect of the
problem was not taken into account. Instead, only the geometric aspect of the
problem, that is, the robot and the obstacles has been considered, such as the piano
movers problem [Sch+83a; Sch+83b; Sch+83c]. Those early approaches focused
on the explicit construction of the configuration space, which led to proving that
complete algorithms are PSPACE-complete and exponential in time [Rei79; Sch+83a;
Bro+85; Sch+88; Can88; Pla+10].
When considering also the dynamics of the problem, we usually talk about kinody-
namic planning, whose goal is to synthesize robot motion subject to simultaneous
kinematic constraints (such as obstacle avoidance, joint limits), and dynamics con-
straints (such as bounds on the velocity, acceleration and force/torque).
Much of the recent progress in motion planning is attributed to the development
of sampling-based motion planning algorithms [LaV06; Şuc+08; Şuc+09]. Those
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Figure 1.6. A geometrical representation of the "Dubins Car", a very simple model of a
four wheeled steering car that can move along Dubins curves [Dub57], and one of the
first kinematic models used in motion planning for mobile robots.
algorithms have weaker guarantees (they are probabilistically complete, which means
that if a solution exists, it will be eventually found; on the contrary, if a solution
does not exist, this cannot be reported). The first algorithms of this kind were the
Probabilistic Roadmap Method (PRM) [Kav+96], Rapidly-exploring Random Trees
(RRT) [LaV98] and Expansive Space Trees (EST) [Phi+04]. These planners build
a tree of motions in the state space of the robot and attempt to reach the goal
state.
These algorithms are better suited for planning the motion of robot arms or free flying
bodies; however applying the same methodology to mobile robots poses additional
challenges. For example, sampling-based motion planning cannot be applied to a
underactuated robot, such as a mobile robot, with the same ease it can be applied
to a robot arm. In the case of a robot arm, state sampling and validation simply
accounts to selecting a state from its state space which is not in collision with the
environment. This does not work with mobile robots, which have to touch the
ground in a stable pose, but not collide with the environment in other ways.
Sampling a state in this setting is very expensive. Consider building the configuration
space C as usual via collision checking of the robot with the environment. The free
subset of the configuration space Cfree is not enough to describe a valid pose: a
pose where the robot is free-flying in mid air is not in collision, hence it belongs
to Cfree, yet it is not valid, because it is not touching the ground in a stable pose.
We must take into account the effect of gravity as well. Building the subset of Cfree
of valid poses is expensive because it requires running physics simulation (or an
approximation of it) in addition to performing collision checking. Worse, this type of
sampling, cannot be done lazily and/or sparsely, because the fact that two poses are
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valid does not mean that we can blindly interpolate between the two and find a safe
(collision-free, stable) motion. Under these considerations, seems more practical to
run a physics (rigid body) simulation to drive the robot around and observe which
states can be reached by operating on the space of the control inputs. The logic of
driving the robot around, that is, searching for a path to the goal state, is the same
as in traditional sampling based motion planning algorithms (such as RRT), but
state sampling has been replaced with control input sampling. Physics simulation is
used to expand the search tree, by applying the sampled control input from a state
to obtain a resulting state, together with the resulting motion. This step is known
as state propagation.
This approach has the advantage that does not require to model any equation of
motion or any equation or approximation of the terrain but instead requires only to
give a geometric and physical description of the robot (i.e. the 3D model, the joints,
the mass and the inertia of each link, the motor torques) and of the environment
(terrain, obstacles), letting the physics simulation engine to compute the interaction
between the robot and the environment. However, also some limitations exist,
such as: the impossibility of doing backwards simulation; the high computational
cost of sampling in the state space; the lack of a method for connecting states
in the state space (also known as state steering). These limitations make the
use of sampling-based much less effective. Some new motion planners exist that
are designed specifically for handling the above mentioned limitations in system
with complex dynamics, such as Kinodynamic Planning by Interior-Exterior Cell
Exploration (KPIECE) [Şuc+08]. However, since sampling based algorithms spend
most of their time extending the tree, and this step is done using physics simulation,
which is much computationally intensive than integrating equations of motion, this
approach lacks the computational efficiency for real-time planning.
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1.4 Challenges in using a Rigid-Body Simulation as State
Propagation
Physics simulation allows us to simulate complex real physics systems and thus to
predict the behavior of a dynamic system. There are two classes of physics simulation,
or physics engines: real-time engines and high-precision engines. High-precision
engines are more demanding in terms of CPU time, while real-time physics engines
allow to compute simulations in real-time, sacrificing some accuracy.
Figure 1.7. A screen snapshot of a realtime physics simulator performing a simulation
of many cuboidal bodies. The simulator has to take into account gravity force, and
thousands of interaction forces caused by each body colliding with several other bodies
The physics simulation approach is useful when we want to describe the motion
of complex systems, which would be too complicate to describe with equations of
motions. One example of this is the motion of a mobile robot in uneven terrains:
the interaction between the robot’s wheels or tracks and the shape of the terrain
is in general too difficult to model analytically while maintaining a good level of
approximation of the real terrain morphology.
This plays a central role in a motion planner because it is the part which expands
the tree of states and it has to produce motions which match reality. This step is
also known as state propagation. Using a physics simulation to compute the state
propagation of the robot has its own appeal: it is a declarative approach, i.e. it
states what needs to be solved rather than saying how to solve it. Instead of figuring
out the equations of motion for a particular robot in a certain approximation model
of the terrain, we simply plug into the system the geometric/kinematic description
of the robot (3D CAD model, information about joints, actuators, masses and
inertia).
However the accuracy of the simulation depends on many factors. A physics
simulation is subject to small errors as well, in part due to limits in numerical
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precision, and in part due to the fact that in order to design an efficient simulation,
we want to describe the robot with primitive shapes, such as boxes, spheres, cylinders
and capsules. Anyway none of these errors pose a problem, since the relevant elements
of a robot are already primitive shapes (such as cylinders for wheels).
During a physics rigid body simulation, there are two stages that are run continuously:
1) integrating Newton’s equations of motion 2) checking collisions between bodies and
computing resulting forces. These stages are governed by some internals parameters
of the simulator (which will be covered in the next chapters). The setting of
these parameters can have impact on the accuracy and the degree of realism of
the simulation: an incorrect setting of these parameters can even lead to unstable
simulations, which are completely useless to our purposes. It is important that the
same control input produces a similar effect both in simulation and in reality. To
achieve this we perform a calibration so to tune these parameters.
Choosing the physics world as the model, we encounter unavoidable limitations, such
as the impossibility of doing backwards simulation, or the inherent property of the
system of not being holonomic nor steerable. Many planners rely on state steering
functions, or local planners, to connect pairs of configurations. This step would be
too computationally inefficient to compute when the underlying model is the physics
world, and with a complexity similar to the global planning problem itself.
The other inevitable problem of using a simulation as state propagation, is that is
computationally intensive. We might be able to run it faster than realtime, but not
with great speedups. And a motion planning algorithm spends most of its CPU
time in expanding the tree, so this becomes the bottleneck of the system: we want
to waste the least possible time in performing simulation.
In the next section we will se how to avoid wasting CPU cycles expanding regions of
the search space which are not useful in finding a valid motion from start to goal, by
exploiting empirical knowledge about mobile robot locomotion, in particular by using
a navigation function (see Figure 1.8) to prioritize most promising motions.
Figure 1.8. Example of a navigation function. Left: a planar map, with start and goal
locations marked respectively in red and blue; right: navigation function, color-mapped,
computed for the goal location. Note that the function is defined only for locations
which are connected to the goal location.
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Figure 1.9. Some types of mobile robots used for search and rescue, planetary exploration,
and other similar tasks.
Mobile robots have various type of traction and locomotion devices (see Figure 1.9),
depending on the performance requirements and terramechanics (wheel—soil in-
teraction mechanics). As an extension of the conventional terramechanics theory
for vehicles, the terramechanics theory for mobile robots, which is becoming a new
research hotspot, is unique and puts forward many new challenging problems.
Currently, the most common robot traction types are wheels and tracks with
grousers.
Figure 1.10. Left: a cylinder geometry. Right: a capsule geometry.
In case of a wheeled robot, no particular geometric design considerations are re-
quired: wheels can be simulated by using cylinder or capsule geometrical shapes (see
Figure 1.10). However, it is very important to provide realistic parameters about
friction.
On the other hand, there is no standard method of simulating those.
It is possible to create many finite elements, as shown in Figure 1.11, one for each
grouser, connected with hinge joints (see chapter 4 and Figure 4.1), and leave
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to the simulation engine the job of computing collisions and response forces (see
subsection 4.3.3). Moreover, as it is the case with reality, some method for keeping
the track centered must be used. This approach can give a very realistic result, but
at the same time has a big computational cost.
Figure 1.11. Modelling a track via a chain of rigid geometries (left) versus a single rigid
geometry and contact joints (right).
In order to simulate traction in a cheaper way, another method is to just compute
the contact points between the grouser geometry and the terrain mesh (Figure 1.11),
and apply a force to those points. This method is an approximation, and does not
take into account deformation of the track, neither the slippage of track versus the
terrain.
In chapter 6 we see more in detail the aspects of tracked vehicle simulation.
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This thesis studies motion planning for mobile robots in harsh terrain and complex
environments. The key aspect taken into consideration in this thesis is to use 3D
models for the environment and for the robot, instead of projecting everything on a
plane. To make an accurate analysis of navigation in such 3D terrains, a motion
planning framework using physics simulation as state propagation is used. The
principal contribution is a novel heuristic path-planning strategy that can be used as
heuristic function for a physics based motion planner. The result obtained is better
planning time compared to existing physics based motion planning approaches.
The structure the thesis is the following: a comprehensive literature survey of motion
planning and related fields is given in chapter 2; then the preliminaries about motion
planning are discussed in chapter 3, and the preliminaries about physics simulation,
among with issues that may arise when designing a physics simulation for a mobile
robot, are discussed in chapter 4; the physics-based motion planning framework
is described in chapter 5; the computation of heuristic functions for the physics-
based motion planning framework is described in chapter 7; conclusions are given in
chapter 8. A method for updating the map in dynamic environments is presented in
Appendix A.
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Chapter 2
Literature Review
When the problem of mobile robot motion planning is studied from a theoretical point
of view, certain simplifying assumptions are made; the most important simplification
made is to assume a two-dimensional workspace. This is very convenient, as the
typical mobile robot still has only three degrees of freedom (one rotational and
two for translation) to move over the terrain, so this choice allows to compress the
representation of robot motion into curves on a plane. This simplification is also very
effective in certain environments, such as indoor, planar or structured environments,
and to some extent also to moderately non-planar environments, such as urban
roads. [Lat91] provides a description of these approaches commonly used in motion
planning, where for the case of mobile robots the environment is always considered
2D. Since the scenario taken into consideration in this work is more general, and
not limited only to indoor and structured environments, the comparison should
be focused more towards approaches using a three-dimensional representation of
the environment. Also, the presence of obstacles is commonly represented with a
(discretized) occupancy map, for example in [Vin+08; Mon+06; Kon+08], these
maps feature a binary classification of the environment into traversdable (ground)
and non-traversable (walls, obstacles) regions. According to the premises explained
in the introduction, a planar representation of the environment is not suitable to
properly represent the terrain topology in the general case; additionally, the choice
of a binary traversability map overly simplifies the interaction between the mobile
robot and the world, especially when the terrain is not flat or does not follow some
well known patterns, such as staircases, ramps, steps and small gaps which can
be overcome with some predefined motion strategies. To overcome these problems,
Semantic Mapping [Nüc+08; Ten+10] is used to share knowledge about navigation
between humans and robots, especially in indoor environments [Nüc+08; Rus+08;
Gun+13; Her+14] and specifically in mobile robot navigation for search and rescue
[Fer+14] where terrain is classified in various semantic classes such as flat, ramp,
stairs. However this approach requires knowledge about the various classes of terrain.
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Even when the terrain semantic features are correctly identified, there must exist
some specific strategy to interact with that part of the environment. This is not
always the case [Rui+17].
While indoor environments present more standardized features ranging over a
discrete number of classes, the environments taken into consideration in this work
have more variable features, so a traversability analysis is to be preferred instead of
semantic mapping. A comparison with existing traversability analysis approaches
is given in the next section. The main difference between existing works is that
here the traversability analysis is used to compute the navigation function, and does
not directly affect how motions are selected. A hybrid approach which combines
semantic mapping and traversability analysis can be found in [Mor+09], where 2D
planning techniques are adapted to plan in 3D challenging terrain. Their motion
planning subsystem works on a 3D map of the environment, and makes a grid-based
decomposition of that into regions that are locally 2D. Depending on the type of
region (flat, stairs, slopes) it uses a specific 2D planner that can generate a suitable
motion for the specified terrain, such as restricting robot heading to face up or down
when traversing stairs and slopes; while providing an improvement over semantic
labeling, it is still based on strategies, and the underlying map used by the motion
planner i only 2.5D so not comparable with this work.
The peculiar aspect of this line of research is to use geometric-exact motion planning.
The first general motion planning problem was formulated in [Sha+84], where a rigid
body must be moved from start to goal, using six degrees of freedom, while avoiding
collisions. Since these problems have a high number of dimensions, random sampling
algorithms are commonly used for solving this type of problems. Works such as
[Bar+97] and [LaV98; LaV+00] are a reference point in the motion planning research.
For a survey about motion planning algorithms, see also [Sch+88], [LaV11a] and
[LaV11b].
Some works use other ways to speed-up the search, such as reducing the number of
re-visited nodes during backtracking [ElH+13].
[Jos+05] makes a particular use of simulation which consists of finding "high-level"
plan in a space of "strategies" using a genetic algorithm, and then using a simulator
to validate it. In our opinion, searching in the space of strategies is too detached
from reality and not reliable enough, as it can sometimes fail to see where strategies
or motions lead to a damage of the vehicle itself, due to the uncertainty that exists
between the idea of an action and its execution, therefore we consider this approach
unsuitable according to the requirements of a search and rescue mission.
While RRT itself is capable of kinodynamic motion planning [LaV+99], the problem of
using a physics engine "in the loop" has not been considered until recent years.
The use of a physics simulator in "the loop" has probably been pioneered by [Kav+05]
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where control-based motion planning is used instead of geometric planning, and
a propagation function is computed by a game physics simulation engine. Due
to the computational load of approaching the problem in this way, they create a
search algorithm to explore the state space which estimates the coverage using a
non-uniform subdivision of the state space, which provides significant improvements
in regards of finding the solution in less time. It shares similarity with the work
presented in this thesis, as the physics simulation based motion planning is used
here too, but a different approach for speeding up the search is used.
In [Şuc+09; Kav+12] a multi-level grid discretization of the state space is used to
estimate the coverage. The coverage estimation helps the planner detect the less
explored areas of the state space. While oriented for general, domain independent,
kinodynamic motion planning, and thus not directly attacking the problem of mobile
robot motion planning, their algorithm provides a remarkable improvement in terms
of performance compared to others. However, better performance is obtained with
domain specific heuristics such as the one presented in this thesis.
Finally, see [Lin+05] for a discussion about issues in sampling-based motion planning
in problems with many degrees of freedom, including uniform and regular sampling,
topological issues, and search philosophies.
3D Path Planning
This section provides a literature review of works doing path planning for mobile
robots in 3D while not specifically performing kinodynamic planning, doing collision
checking, or using a simulation as the state propagation model.
In [Sim+93] the authors formalize several constraints, such as wheel-ground contact,
suspensions stretch limits, no tip-over, and no collision with terrain, but use an
iterative approach to compute the pose of the robot in a particular patch of 3D
terrain (collision-free placement) and then compute feasible trajectories using a
numeric method under certain assumptions.
In [Che+94] and also in In [Che99] the authors take into account the kinematic and
dynamic constraints of the robot, and integrate geometric and physics models of the
robot and the terrain (modelled with viscous-elastic laws and surface-to-surface dry
friction interaction) in a two-stage trajectory planning algorithm, which combines a
"discrete search strategy" with a "continuous motion generation".
[Far+98] use an analytical physics dynamic model based on the geometry of the
robot and local approximations of the terrain.
[Car+06] uses an interpolation-based planning and replanning which builds upon
3D grids, based on the assumption that moving in certain directions is more difficult
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than moving in some other directions (like upwards). Other works using D* for
mobile robot planning include [Ste95], [Koe+02] and [Fer+05].
[Kla+12] uses a 3D representation of the environment based on surfels, then extract
2D maps for path planning.
[Col+13] uses D*-Lite to plan for the position of the robot, ensuring that there is a
feasible orientation, and considering the 26 neighbours given by cardinal directions
plus all the diagonals in 3D, while using some heuristic feasibility criterion for cell
validity, such as the robot not being in collision, there is a surface to support the
robot, and the surface normal do not cause the robot to tip-over.
Traversability
The majority of traversability analysis methodologies takes into consideration geo-
metric features of the terrain. [Lan+94] divides the map into cells, and then filters
out cells based on maximum slope, elevation discontinuity and maximum elevation
difference. In [Gen99] terrain traversability is computed by a cost function which
aggregates elevation, slope and roughness. The work of [Lan+94] and [Gen99] set
the core ideas for geometry-based traversability analysis.
3D Semantic mapping has been studied in [Nuc+03] where a LIDAR has been used
to create a map in which semantic labels are added in order to identify architectural
elements via geometric features. This type of semantic mapping works well with
structured environments, such as indoor environments, and urban areas to some
extent; however it doesn’t provide help when the terrain is harsh. In [Lal+06]
semantic mapping is extended to outdoor environments including vegetation covered
areas such as grass, bushes and tree canopy, using broader classes such as "surface",
"linear" and "scatter". Although semantic labels are used for the identification of
terrain, local point statistics are then used to determine traversability. [Tal+02] uses
a 3D obstacle detection algorithm based on segmentation, average and maximum
slope, relative height, and texture-based classification.
Research on 3D mapping for mobile robots using laser range finder has been also
explored in [Bib+04], whose representation does not make use of any additional
semantic label and has not proved to work in real time with a fully autonomous
robot system. In [Die+06] the only semantic label used is the "wall" label which is
then used to reduce the 3D map to a 2D map, likewise [Col+13], since it is possible
to show that stairs are 2D reducible and flipper angles can be set in advance.
[Sin+00] uses plane fitting over range data to compute an estimation of the expected
roll and pitch. [Gen99] takes also into account point accuracy and sparseness in
addition to usual point elevation statistics.
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Chapter 3
Preliminaries: Motion
Planning
Given the model of a robot, and the model of the environment, the motion planning
task is to find a collision-free motion that moves the robot from a starting pose
to a goal pose, without hitting obstacles in the environment, and satisfying all
the robot constraints that arise from robot’s kinematics, joints, dynamics, or any
other constraints imposed by design on the robot itself. The problem was originally
formulated as the Piano Mover’s Problem, and the computational complexity of it has
been shown to be PSPACE-hard for polyhedral robot and polyhedral environment
[Rei79].
As it usually happens with search algorithms, the definition of the search space
is key to solving the problem. In particular for motion planning, a point in the
search space (which can be referred to also as the configuration space, or the state
space depending on the context) must completely describe every point of the robot
geometry.
Configuration Space Building on the idea that the robot is completely described
by a point in the search space, the concept of configuration space arised and has
been widely adopted [Udu77; Loz83]. The configuration space (q ∈ C) is the space
of all possible transformations (if applicable) and joint configurations (if any, in case
of articulated robot) that can be applied to the robot. The number of degrees of
freedom of the robot is usually equivalent to the dimension of the configuration
space, or at least that puts a lower bound to the dimensionality of the configuration
space (see Figure 3.1).
The configuration space gets partitioned into free space and obstacle region.. Let
W be the total workspace. For 3D motion planning we have that W = R3. Let
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Figure 3.1. On the left: a triangle-shaped robot that can only translate in a 2D workspace.
The robot’s reference point is its point. Center: the workspace with one obstacle (WOi).
On the right: the obstacle mapped to the configuration space. The configuration space
has size 2 because the two degrees of freedom of the robot. In the configuration space
the robot is mapped to a point: if the ploint lies in the free space, then the robot is not
in collision with the workspace, and vice-versa.
A(q) ⊂ W the set of points occupied by the robot in the configuration q. A subset
of the workspace O ⊂ W represents the obstacle region, i.e. all the parts of the
environment, which the robot must not collide with (i.e. A(q) ∩ O must always be
empty)1. The free space region can now be defined as Cfree = {q ∈ C | A(q) ∩ O = ∅},
and thus the obstacle region is defined by it’s complement Cobs = C \ Cfree.
A continuous path in Cfree from a start configuration to a goal configuration represents
a solution to the motion planning problem. However, the computation of Cobs and
Cfree is not easy, also due to the fact that the dimensionality of C is often quite
high.Instead of completely computing Cfree, sampling-based planners are used. In
comparison to complete and exact algorithms for motion planning, sampling-based
algorithm provide a weaker guarantee because they are probabilistically complete,
meaning that a solution will be eventually found if enough iterations of the algorithm
are run. Sampling-based algorithm however have been shown to solve problems
that seemed impossible to tackle with complete algorithms. The typical principle
of operation is the following: configurations are sampled from C and validated one
by one by the collision checker, with the invalid ones being discarded; this has the
same effect as sampling from Cfree but without the explicit computation of Cfree; the
samples are connected to other samples including start and/or goal configuration, by
1D curves in Cfree, provided those curves exists and are entirely in Cfree, effectively
building a graph of configurations; when a path from start configuration to goal
configuration exists, that is reported as the solution to the motion planning problem
(Figure 3.2).
The notion of configuration space is useful in domains where any path entirely
contained in Cfree is valid. The case of robot arm is a typical example, where every
1These objects are usually expressed as a collection of polyhedra, 3D meshes, or algebraic surfaces
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Figure 3.2. Solution to a motion planning problem found with a sampling-based planner.
The path connecting qstart to qgoal is entirely in Cfree.
random state q can be considered valid as long as A(q) ∩ O is empty. Instead,
for the case of a mobile robot driving in 3D environments, that condition alone is
not sufficient anymore, for example of the state where the robot is floating mid-air
doesn’t have intersection with the workspace, however it is not a reachable state,
and so also any edge connecting that state to any other state should not exist.
Kinodynamic motion planning When it is not possible to sample from the
configuration space, a state propagation function is introduced, together with a
control sampler that replaces the former type of sampling from Cfree. Starting from
an initial state, a tree of motions is built by application of the state propagation
function, until a state satisfying the goal condition is reached.
Similarly, when additional bounds about velocity, force or torque or other type of
kinematic constraints must be satisfied, we are talking about kinodynamic motion
planning (term coined by Bruce Donald, Pat Xavier, John Canny and John Reif
[Don+93]).
Sampling-based tree planners such as Rapidly-exploring Random Trees (RRT)
[LaV98; LaV+00], Expansive Space Trees (EST) [Hsu+97] have been successfully
used to solve such problems.
Using a physics simulation as state propagation falls into this category as well. In this
scenario, only a forward propagation routine is available (that is, the simulation of
the system can be done only forward in time), and no state sampling is used (because
it would be too complex and expensive to compute). Planners such as Path-Directed
Subdivision Tree (PDST) [Kav+05] and Kinodynamic Planning by Interior-Exterior
Cell Exploration (KPIECE) [Şuc+09] have been designed specifically for these
scenarios.
Definition A (kinodynamic) motion planning problem is defined as follows.
• A state space Q.
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• A control space U .
• An initial state qi ∈ Q.
• A set QF ⊂ Q of final states.
• A forward propagation (or state propagation) function f : Q×U 7→ TgQ where
TgQ is the tangent space of Q (f does not need to be explicit).
• A state validation predicate v, to tell if the state is valid or not.
A solution to a motion planning problem instance consists of a sequence of controls
u1, u2, . . . , un ∈ U and times t1, t2, . . . , tn ∈ R≥0 such that q0 ∈ QI , qn ∈ QF , qk
(k = 1, . . . , n) can be obtained sequentially by integration of f , and v(q) holds for
q = q1, . . . ,qn.
In this work, the function f is computed by a physics simulator. Instead of equations
of motion to be integrated, a model of a robot and its environment needs to
be specified. Although simulation incurs more computational costs than simple
integration, the benefits outweigh the costs: increased accuracy is available since
physics simulators take into account more dynamic properties of the robot (such
as gravity, friction) and constructing models of systems is easier and less error
prone than deriving equations of motion. Limited numerical precision will still be
a problem regardless of how f is computed. However, as robotic systems become
more complex, physics-based simulation becomes a necessity.
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Chapter 4
Preliminaries: Rigid Body
Simulation
Rigid body dynamics studies the motion of bodies under the action of external forces.
In dynamic models of mechanical systems, a popular and useful idealization of a
solid object is as a rigid body, where macroscopic deformations occurring in materials
like cloth or rubber are not allowed. The world of ideal rigid bodies has clear and
well defined rules of how objects move under the action of forces and torques, as well
as how constraints like rolling, sliding or pivoting affect the motions of systems of
objects. Different rigid bodies may be connected by joints to form articulated bodies.
Friction is modeled according to the Coulomb law; restitution is modeled using a
single coefficient. The latter provides a crude way of accounting for microscopic
deformation during a collision. Despite these simplifications, the predictive power is
quite good for many applications.
Game physics engines like ODE [Smia] have been developed for gaming and vir-
tual worlds with an emphasis on real-time performance and efficient handling of
contact.
The rest of this chapter explains general concepts of physics engines and some aspects
particular to ODE and is adapted from [Smib].
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4.1 General concepts
Simulating the motion of a rigid body is almost the same as simulating the motion
of a particle [Bar01]
A rigid body is characterized by several properties. Some properties are either
constant over time, or for the purposes of the simulation, are assumed to not change
over time. Some of the properties constant over time are:
• Mass of the body.
• Center of mass of the body with respect to the reference point.
• Inertia matrix, which describes how the body’s mass is distributed around the
center of mass.
There are also properties which change over time, such as:
• Position vector p = (x, y, z) of the point of reference of the body.
• Linear velocity vector p˙ of the point of reference.
• Orientation matrix R (or equivalently, a quaternion).
• Angular velocity vector ω = (ωx, ωy, ωz) which describes how the orientation
changes over time.
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4.2 Integration
The simulation of rigid bodies happens via integration of equations of motion. At
each timestep, each body’s position, orientation and velocities are adjusted according
to the forces acting on that body.
The main issue with integration is to consider how accurate an integrator is, i.e. how
closely the simulation would match the real-life object’s behavior, and how stable it
is, that is wether the calculation errors will lead to a non-physical behavior of the
body.
The most common integration methods are:
• Euler Method [Eul68]
• Verlet Method [Ver67]
• Runge-Kutta Method [Run95; Kut01]
The Euler Method is a first order integration scheme, i.e. the total error is propor-
tional to the step size. However it can be numerically unstable, regardless of how
small the step size is, or wether the system is linear or not. Despite being easy to
implement, is not used due to these problems.
The Verlet Method is a symplectic method, and it is good at simulating systems
with energy conservation. It is very stable, but not particularly accurate unless the
step size is small. For most uses of physics simulation this is not a problem.
The Runge-Kutta method may be more accurate in certain situations, but it is more
expensive to compute and more complex to implement.
The OpenDE library [Smia] uses the Verlet Method.
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4.3 Collisions
At each timestep the simulator has to also check for collisions, in order to prevent
compenetration of rigid bodies.
Since collision detection can be time-consuming, it is split in two parts: a Broad-
Phase and a Narrow-Phase. The reason for this is to accelerate computation: the
Broad-Phase collision detection is fast to compute, and can reduce the number
of computations that need to be computed by the Narrow-Phase collision detec-
tion.
4.3.1 Broad-Phase Collision Detection
Each object geometrical shape is wrapped with a bounding volume. The most
common bounding volume types are:
• spheres;
• axis-aligned bounding boxes (AABB)
• oriented bounding boxes (OBB)
• convex hulls.
Spheres provide the simplest description of bounding volume, but on the other
hand provide a very loose bound, meaning that a bounding sphere occupies more
empty volume, and hence can generate false positives in the Broad-Phase collision
detection.
A better volume bound is given by axis-aligned bounding boxes, which are also very
easy to check for intersection.
Oriented bounding boxes and convex hulls provide even better volume bounds, but
at the cost of more complex algorithm for intersection test, which would be slower
in terms of computation time.
The physics engine creates a Boundary Volume Hierarchy (BVH), which is a tree-like
structure where each node contains objects that are most likely to collide.
The physics engine tests each node and creates a list of potential collision pairs.
The Broad-Phase is fast, and it may report false positives collisions. But even so,
it removes all non-possible collision pairs. False positives pairs are not a problem,
because the Narrow-Phase collision detection will properly check those pairs and
discard pairs which are not in collision.
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4.3.2 Narrow-Phase Collision Detection
The collision-pair list is then passed down to the Narrow-Phase Collision Detection.
In this phase every pair of objects which are potentially intersecting is analyzed by a
specific algorithm. There are algorithms for computing collisions for every possible
pair of shapes (cuboid, sphere, cylinder, plane, convex mesh, non-convex mesh).
Collision checking for primitive shape pairs (e.g. cuboid-cuboid, cuboid-sphere,
sphere-plane) is very fast. For convex meshes the Gilbert-Johnson-Keerthi (GJK)
algorithm [Gil+88] is used. This algorithm is precise but expensive.
The result of the Narrow-Phase collision detection is a set of collision points, together
with the contact normal, and the penetration depth.
4.3.3 Collision Response
After the collision points and normals are computed, a finite impulse consisting of
linear and angular velocities must be generated, so that the two colliding objects
will move away from each other, in a physically plausible manner.
This calculation requires information such as mass, a coefficient of restitution,
collision points, and collision-normal vector.
At the time of collision, the most significant force acting on the objects is the collision
force (or impact force), so all other forces are ignored for that instant. The impact
force is high in magnitude but short in duration.
After a collision, the impact force dies out, and external forces act on the object
once again. The equation of motion is solved, providing a new position and velocity.
The physics engine performs this process continuously, and it creates the illusion
that an object is falling due to gravity.
The purpose of a physics engine is to solve the equation of motion and detect
collisions. The goal is simple to understand yet complicated to implement.
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4.4 Joints and Constraints
A joint is a constraint enforced between two bodies, so that one body can have
only certain configurations (position and orientation) with respect to the other
body.
For example a hinge (or revolute) joint would take away two rotational degrees of
freedom, allowing one body to rotate only around one axis. A piston (or prismatic)
joint would force two bodies to have the same orientation. See also Figure 4.1.
Figure 4.1. Some examples of joints. From left to right, top to bottom: a hinge joint (also
known as revolute joint); a piston join (also known as prismatic joint); a ball and socket
joint (also known as spherical joint); a universal joint; a double hinge joint; a contact
joint. Image courtesy of [Smia].
Usually a constraint is not applied analitically in one shot, as that would cause
instabilities in the simulations. Instead, constraints zero their error iteratively: at
each integration step, the joints are allowed to apply constraint forces to the bodies
they affect, in order to keep the constraint satisfied. The modulo of that forces is
controlled by the ERP parameter, described in the next section.
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4.5 Joint error and the error reduction parameter (KERP)
When two bodies are attached via a joint, they usually maintain certain positions
and orientations relative to each other. However it may happen that the the position
and orientation are wrong. This type of joint error may be caused by:
• the user setting the position or orientation of one body without correctly
placing of the other body;
• during simulation, numerical errors, integration errors, or errors caused by
collision response, may push the bodies away from their correct positions.
In order to reduce the joint error, a special force is applied to bring bodies back into
correct alignment. The error reduction parameter (KERP) controls how much this
action is taken at each timestep. The KERP specifies what proportion of the joint
error will be fixed during the next simulation step. If KERP = 0 then no correcting
force is applied and the bodies will eventually drift apart as the simulation proceeds.
If KERP = 1 then the simulation will attempt to fix all joint error during the next
time step. However, setting KERP = 1 is not recommended, as the joint error will
not be completely fixed due to various internal approximations. [Smib].
KERP can be set globally so that it affects all the joints, but can be set also on a
per-joint basis.
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4.6 Soft constraint and constraint force mixing (KCFM)
There is another parameter, named constraint force mixing (KCFM), which controls
how "hard" the constraints are. For example, the non-penetration constraint is a
hard constraint by default, but can be made into a soft constraint, meaning that
the constraint will be allowed to be violated, thus allowing to simulate soft bodies.
See [Smib] for more details.
4.6.1 Usage of ERP and CFM
KERP and KCFM can be used to control the spongyness and springyness of the joints
and joint limits. If KCFM is set to zero, the constraint will be hard. If KCFM is set
to a positive value, it will be possible to violate the constraint by “pushing on it”
(for example, for contact constraints by forcing the two contacting objects together).
In other words the constraint will be soft, and the softness will increase as KCFM
increases.
KERP and KCFM can be selected to have the same effect as any desired spring and
damper constants. Let kp the spring constant, and kd and damping constant kd, we
have:
KERP =
hkp
hkp + kd
(4.1)
KCFM =
1
hkp + kd
(4.2)
where h is the step size. These values will give the same effect as a spring-and-damper
system simulated with implicit first order integration.
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Due to the fact that the physics simulation is carried at discrete time steps, an
important aspect is the precision (or lack of precision) resulting by the choice of the
framerate, or the number of times per second in which physics are computed. Every
frame is computed independently from other frames, so the volume occupied by an
object in the transition from one step to another is not computed or considered
at all. This is not a problem for a slow moving object or in a simulation with a
sufficiently high framerate; but if an object is moving fast or the framerate is low,
we incur in a situation where the object makes big jumps from one frame to another.
For example, a projectile bullet moving at fast speed, can be at one timestep in the
proximity of one face of a wall, and at the next timestep can be at the opposite side,
without the collision detector registering any collision, thus producing the effect of
the projectile going thru the wall (see Figure 4.2). Some physics engines (Bullet,
Havok) use continuous collision detection and do not suffer this problem.
Figure 4.2. An example of what happens when the collisions are only checked at discrete
steps and not continuously: a bullet moving at a velocity significantly higher than the
framerate, such that the displacement of the object between two frames is larger than
the object size, will pass through a thin geometry without registering collision.
Another aspect which may limit the realism of the simulation is due to the numbers
representing the positions, velocities and accelerations of objects. When the precision
used to represent those quantities is too low, rounding errors may happen and that
can negatively affect the outcome of the simulation. This is particularly bad for
chain links under high tension and wheels with actively physical bearing surfaces. It
is often solved by using greater precision, and the cost of more computational power
needed to carry the simulation.
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Chapter 5
Physics-based Planning
Model
This chapter will present the aspects concerning the use of rigid body simulation as
the state propagation function in a kinodynamic motion planning problem.
In this setting the state space Q must completely describe the state of the physics
simulation, in order to allow saving and restoring its state; thus a state q ∈ Q has
to completely describe the state of every dynamically-enabled rigid body which
is part of the simulated environment. The state of a rigid body is characterized
by those properties which change over time, namely: position, orientation, linear
velocity, angular velocity, as described in section 4.1. Thus the overall state space
is composed by several subspaces which are as many as the properties we need to
represent times the number n of bodies in the environment. For 3D position and
orientation the space would be R3 × SO(3), while linear and angular velocity are
represented by a R3 space each1.
Q =
body 1︷ ︸︸ ︷
R3 × SO(3)× R3 × R3× · · · ×
body n︷ ︸︸ ︷
R3 × SO(3)× R3 × R3 (5.1)
This representation becomes redundant in presence of constraints, such as joints.
For example in case of two bodies anchored by a hinge joint, one rotational degree
of freedom is taken away by the joint, so the dimensionality of Q is of no indication
of the number of degrees of freedom of the system; anyway we are not interested in
directly exploring the topology of Q, but rather let the physics simulation engine
solve all constraints due to joints and contacts, thus the redundancy of the simulator’s
state representation is not a problem. What is relevant to consider here is that states
1Numerically, an orientation is represented as a quaternion, because that takes the least number
of parameter while remaining numerically stable.
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in Q as computed by the physics simulation engine will always be valid and their
constraints will be satisfied within the bounds provided by the simulation engine
itself.
The control space U is the set of all possible inputs we can apply to the robot. The
topology and dimensionality of U is not pre-defined and it depends on the robot
model and which objects and quantities are being controlled. In most of the cases,
when the input is a linear force, torque, or the target velocity of a controller, that
subspace is going to be R or, more realistically, some bounded subset of it.
There’s an additional dimension which concerns the application of a specific control
input to produce a motion, which is the duration of the control input. So when
talking about controls we usually refer to the space U × R+.
In order to produce a motion, starting from state qk, the control (u, d) is repeatedly
applied (via physics simulation) until the duration of that piece of simulation is
equal to d, and the resulting state qk+1 is obtained.
Searching for the solution to the motion planning problem implies constructing
(implicitly or explicitly) a tree of the motions, whose nodes are states q ∈ Q and
whose edges are motions of the robot. An edge represents a motion which connects
state qk to state qk+1. The tree of motions is repeatedly expanded until a state
q ∈ QF is reached.
The state propagation function f : Q × U 7→ Q describes the evolution of the
system when applying a certain input, considering all the constraints. In the case
of physics-based motion planning, the function f is the result of running such a
simulation for one timestep (that is, performing numerical integration and constraints
resolution).
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5.1 Obstacles and Valid States
In classic motion planning, a fixed obstacle region Wobs ⊂ W must be avoided; its
elements can represent invalid states due to bad collision, for example with obstacles
in the environment.
In general the obstacle region it is not known explicitly, but given a state it can be
checked if it belongs to the obstacle region of the workspace.
Obstacles can be easily identified in domains such as motion planning for robot
arms, or for mobile robots moving in the euclidean plane.
However, when planning motion for mobile robots navigating in harsh terrain, the
distinction between obstacles and terrain becomes blurry, up to the point that the
same patch can be terrain and obstacle at the same time, for example a ledge that
acts as an obstacle when approached from a lower level, but acts as the ground while
the robot is on it.
Instead of classifying the regions of the map into obstacles or free, we can define
the valid subset of Q by validation of the state, for example by checking kinematic
constraints, dynamic constraints, validity of the pose of the robot to ensure it has
not tipped over, or collisions between certain parts of the robot and the rest of the
environment, in particular for the case of a tracked vehicle, to ensure that only the
underside of the tracks is in collision, while the upper parts of the robots (chassis,
sensors, electronics) are free from collisions (see Figure 5.1).
Figure 5.1. A mobile robot model, with some designated contact zones shown in red.
Collisions happening within the red regions are considered valid. Any other collisions
will cause the state to be considered invalid.
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5.2 Unfeasibility of State Sampling
Definition By state sampling we mean the random sampling of a valid state
according to some probability distribution of choice (e.g.: uniformly random).
In the scenario of physics-based motion planning states are obtained by expanding
the tree of motions, by running iterations of the physics engine. Although the state
sampler can be domain-aware, for example it is possible to have an obstacle-aware
state sampler, for the physics-based approach it is also required that the state is
valid in terms of the physics simulation, i.e. there are no colliding bodies.
For every non-trivial robot, with lots of rigid bodies interacting with each other
linked via joints, it becomes impossible to sample a valid state from scratch, i.e. a
state which is not in collision, valid for the physics simulation, but also reasonable
for the context (for example: a mobile robot must absolutely be placed just above
the ground in a stable pose).
For this reason, instead of sampling the states, controls are sampled, and then
applied via the physics engine. In this way the resulting states are always valid
under any point of view.
The disadvantage of sampling controls (versus sampling states) is that the new
obtained states will tend to be in the vicinity of other states. In fact, the probability
of generating an invalid state grows with the duration of the sampled control. So the
tree will grow slowly, and the coverage will also be poor. For example, in the case of
a simple tracked robot, we have left and right track velocity as control inputs, and a
given control input will make the robot drive along an arc; the longer the duration
of the control, the longer the traveled distance will be, and higher the probability of
hitting some obstacle or tipping over will also be higher.
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5.3 Unfeasibility of State Steering
Another important aspect in motion planning, which can provide important speedups
and simplifications for the search algorithm, is the state steering.
Definition State steering is the problem of finding a control that brings one state
q1 to another state q2, that is, to find the control u ∈ U , d ∈ R+ that applied to
state q1 will have q2 as the final state.
In the Probabilistic Roadmap Method (PRM) [Kav+96], the use of state/control
sampling and state steering are the key points of the algorithm, which are used for
building a graph, which should be ideally covering all the state space, and have a
high degree of connectivity, so that then with a simple graph search is possible to
find the motion from any state to any other state.
The ability to find these arcs in the tree of motions allows the planner to connect
states which are in proximity of each other, thus turning the tree of motions into a
graph (sometimes referred to as roadmap).
Occupancy-based path planners can steer the states easily, because they assume
that within a free cell, the robot is able to perform any motion, for example for a
tracked robot in a 2D map, it is commonly assumed that the robot is always free to
rotate in plance, hence every free cell can be connected to every other free cell with
a straight line, provided that there are no obstacles in between.
This is not the case with physics-based motion planning, as finding a motion from a
state to another, is a stricter version of the problem being solved.
Lack of state steering leaves us with a tree of motions which is suboptimal, because
there can be branches sharing similar states, with lot of motions which are actually
duplicated or equivalent, back up to the root (i.e. the initial state).
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5.4 Path planning methods
The physics-based motion planning framework is not tied to a particular motion
planning algorithm. Here for completeness, one of the most common algorithms is
summarized, and other relevant algorithms derived from it are mentioned.
5.4.1 Rapidly-exploring random trees (RRT) algorithm
A rapidly exploring random tree (RRT) [LaV98] is an algorithm designed to effi-
ciently search, high-dimensional spaces by randomly building a space-filling tree.
The tree is constructed incrementally from samples drawn randomly from the search
space and is inherently biased to grow towards large unsearched areas of the problem.
RRTs easily handle problems with obstacles and differential constraints (nonholo-
nomic and kinodynamic) and have been widely used in autonomous robotic motion
planning.
RRTs can be viewed as a technique to generate open-loop trajectories for nonlinear
systems with state constraints. An RRT can also be considered as a Monte-Carlo
method to bias search into the largest Voronoi regions of a graph in a configuration
space. Some variations can even be considered stochastic fractals.
Figure 5.2. The RRT algorithm consists of repeating these five operations: 1) pick a
random sample in the search space 2) find the nearest neighbor of that sample 3) select
an action from the neighbor that heads towards the random sample 4) create a new
sample based on the outcome of the action applied to the neighbor 5) add the new
sample to the tree, and connect it to the neighbor.
An RRT grows a tree rooted at the starting configuration by using random samples
from the search space. As each sample is drawn, a connection is attempted between
it and the nearest state in the tree. If the connection is feasible (passes entirely
through free space and obeys any constraints), this results in the addition of the
new state to the tree. With uniform sampling of the search space, the probability of
expanding an existing state is proportional to the size of its Voronoi region. As the
largest Voronoi regions belong to the states on the frontier of the search, this means
that the tree preferentially expands towards large unsearched areas.
The length of the connection between the tree and a new state is frequently limited
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Figure 5.3. The RRT algorithm.
by a growth factor. If the random sample is further from its nearest state in the tree
than this limit allows, a new state at the maximum distance from the tree along the
line to the random sample is used instead of the random sample itself. The random
samples can then be viewed as controlling the direction of the tree growth while the
growth factor determines its rate. This maintains the space-filling bias of the RRT
while limiting the size of the incremental growth.
RRT growth can be biased by increasing the probability of sampling states from a
specific area. Most practical implementations of RRTs make use of this to guide the
search towards the planning problem goals. This is accomplished by introducing a
small probability of sampling the goal to the state sampling procedure. The higher
this probability, the more greedily the tree grows towards the goal.
5.4.2 KPIECE
In [Şuc+09] an estimate of the coverage is maintained, in order to favor the explo-
ration of less-explored areas. The boundary of the explored region of the state space
is also tracked, and the planner focuses exploration on the less covered parts of this
boundary.
5.4.3 EST
Expansive Space Trees (EST) [Phi+04] perform search for a low cost and relatively
straight path in a space with motion constraints. The algorithm chooses vertices for
expansion that have few neighboring vertices around them. Path Gradient Descent
finds the locally optimal path for an existing path.
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5.4.4 PDST
Path-Directed Subdivision Trees (PDST) [Kav+05] represents samples as motions
(path-segments) rather than individual states, and uses non-uniform subdivisions
of the state space to estimate coverage. This supposedly avoids many of the
problems that previous sampling-based planners have had with metrics and coverage-
estimation.
5.4.5 Exploration vs. Exploitation
The strength of RRT lies in the fact that it uniformly samples the state space. Can
in fact also be considered a Monte-Carlo method to bias the search into specific
regions of the configuration space. Even when the state space is not directly
steerable, it uniformly samples controls and select the one which is closest to the
randomly sampled state, so it still achieves similar properties to the original state-
space planning problem. In other words, RRT facilitates exploration of the state
space.
On the other hand, suppose we know how to compute an heuristic function, that
can encode domain knowledge about mobile robot navigation in 3D terrain. This
function h : X 7→ R can for example take into account the distance to closest
obstacle, the slope and roughness (mean and variance) of the terrain, the uncertainty
in the map data, i.e. the density of the point cloud map, the distance to goal, and
many other factors, which will be treated in detail in the next chapter.
The heuristic function tells us some preference, that is to prefer state xi over state
xj , because h(xi) < h(xj).
By modifying the RRT algorithm, and instead of selecting the state which is closest
to xrand, we select the state which is best ranked by the heuristic function h(·), we
are clearly biasing the search towards exploitation (of our domain knowledge).
Like in simulated annealing algorithms and Markov-Chain Monte Carlo methods,
a tradeoff between exploration and exploitation is the key to success [Smi+93;
And+10].
In chapter 7 we will see in detail how these search heuristics based on geometrical fea-
tures and empirical knowledge about mobile robot navigation can be computed.
5.5 Architecture of the physics-based motion planner 39
5.5 Architecture of the physics-based motion planner
The architecture of the physics-based motion planner works as follows. A data
structure is used to maintain a tree of motions. The query state is inserted into the
tree of motions. If the goal is reached, the procedure stops. Otherwise a state is
selected from the tree of motions. From that state, a control is sampled, and a new
state is computed using the physics simulation engine. The new state is weighted
with the heuristic function. The process repeats. See also Figure 5.4.
Figure 5.4. A diagram illustrating the architecture of the physics-based motion planner:
the tree of trajectories is built iteratively and incrementally (e.g.: upon receiving a
new query); if the goal has not been reached yet, a state is selected from the tree
of trajectories for expansion, and several control inputs are sampled, propagated via
the physics based simulation, and ranked according to the heuristic function, and the
resulting trajectory increment is put back into the tree of trajectories.
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5.6 Implementation
This architecture has been implemented in C++ using the OMPL motion planning
library [Mol+12], which is designed to be easily extended with custom state space
samplers and control space samplers.
In the custom control space sampler we sample some (one or more) controls, perform
state propagation, rank the resulting states according to the heuristic function, and
choose the best one.
If the number of sampled controls is equal to one, we are using the default behavior
of the planning algorithm, which is to randomly explore the state space.
The more controls are sampled and evaluated with the heuristic function, the more
we are biasing the search towards exploitation of our domain knowledge.
In chapter 7 we will see in detail how these search heuristics based on geometrical fea-
tures and empirical knowledge about mobile robot navigation can be computed.
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Chapter 6
Simulation of Tracked
Vehicles
In this section we analyze the design process of the simulation of a track with
grousers. This is the type of locomotion device that rescue robots, exploration
robots, and planetary rovers are equipped with, and is suitable for navigation in a
wide range of terrain types, from indoors, including stairs, ramps, steps, surmounting
small obstacles and holes, to outdoors, hilly terrain, harsh terrain, disaster areas,
collapsed buildings, debris, and so on.
The track can be a single flexible (i.e. hard rubber) belt with or without grousers,
or a chain of rigid elements (see Figure 6.1) with or without a grouser on each
element.
Grousers are physical elements meant to increase the traction of tracks in loose
terrain such as soil, snow or debris. This is achieved by increasing the contact
between track and terrain with several protrusions, which have a similar function to
the treads of tires used in vehicles.
Figure 6.1. Left: a robot with flexible (rubber) tracks. Right: another robot with rigid,
chain-like, tracks.
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6.1 Chain-like track
A track which is built with many identical elements, connected by hinge joints in a
chain fashion, just like a transmission chain (see Figure 6.3), is an approach which
goes very close to reality. Big vehicles (like tanks) have tracks which work exactly
like this. Smaller vehicles can have rubber tracks, but the interaction with the
terrain is the same as rigid chain-like tracks. The advantage of using chain-like
tracks is that they can be simulated quite well using rigid body simulation, while
for rubber tracks we would need soft-body dynamics which is more computationally
expensive.
Figure 6.2. Section of steel track with center sprocket holes to avoid track slipping off.
One problem that has to be faced (both in reality and in simulation) is the slipping
of the chain off the rollers. When mounting a chain around some rollers (i.e. cylinder
geometries) the chain tend to slip away, especially when driving the robot along
curved paths. Real tracks have one or more central guides to ensure that the chain
doesn’t slip away (see Figure 6.2)
In simulation we cannot afford to make a chain element geometry which is too much
complicated, because that would slow down the simulation too much. Consider that
a track can be composed in average of hundred of elements, and each element can
generate several contact points colliding with the rollers and with the terrain. The
situation is even worse if the chain element geometry is a mesh instead of a pure
shape (like a cuboid, a cylinder or a capsule), and even worse if the mesh is not
convex, because in that case the process of checking collision with other elements
would be exponentially slow.
What we would like to have is a chain element geometry which is a pure shape (like
a cuboid), or also a collection of pure shapes (see Figure 6.3), that can be rigidly
coupled together while maintaining the efficiency of collision checking with pure
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Figure 6.3. The tracks modeled as a chain of identical geometries. Each element is
connected to the next element via a hinge joint. In addition, the elements are connected
to the planar joint, to avoid slipping away while driving on curved paths.
shapes.
Moreover, we want to avoid collision as much as possible. It is better to have a
geometric constraint (also known as joint) to constrain the motion (i.e. remove some
degree of freedom) of some object with respect to another object. In that case we
would have a mathematical model to force the object to be in the correct place, that
is, in the case of grousered tracks, to not slip off the rollers.
We implement this constraint as the planar joint, which restricts 2 rotational and 1
translational degrees of freedom.
The 2 rotational constraints are essentially the same as in the piston joint, so the
implementation here is mostly just a copy of them.
The translational 1DOF constraint has not yet been implemented for any joint in
ODE, so we’ll talk more about it. It is similar to the constraints in a slider joint,
but in this case we only want body2 to move the plane, and body1 anchor has no
use in this case, too.
We basically want to express the plane in body2 local coordinates (because it should
move along with body2), and check, if body1 origin lies in the plane.
Let’s say n′ is the plane normal in body2 coordinates and a′ is the anchor point in
body2 coordinates (with n, a, being the corresponding global variables). Further,
let’s call the global position of body1 p1, and similarly p2 for body2. Last, let’s call
body2 rotation matrix R2 (so that n = R2n′ and a = R2a′ + p2).
The plane can then be expressed in global coordinates as:
n>x− n>a = 0 (6.1)
where x is in global coordinates.
Rewriting the equation using body2 local coordinates and setting x = p1, we get the
constraint:
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(R2n′)> ∗ p1 − (R2n′)> ∗ (R2a′ + p2) = 0 (6.2)
· · ·
(n′>R>2 p1)− (n′>R>2 p2)− (n′>a′) = 0 (6.3)
(n>p1)− (n>p2)− (n′> ∗ a′) = 0 (6.4)
The part left to = will be the "c" on the right-hand side of the Jacobian equation
(because it expresses the distance of p1 from the plane).
Next, we need to take time derivative of the constraint to get the J1 and J2 parts.
v1, v2, w1 and w2 denote the linear and angular velocities od body1 and body2. [a]×
denotes the skew-symmetric cross-product matrix of vector a.
d
dt
[(n′>R>2 p1)− (n′>R>2 p2)− (n′>a′) = 0] (6.5)
(n’, a’ are constant in time)
n′>(( d
dt
[R>2 ]p1) + (R>2 v1))− n′>((
d
dt
[R>2 ]p2) + (R>2 v2)) = 0 (6.6)
n′>((([w2]×R2)>p1) + (R>2 v1))− n′>((([w2]×R2)>p2) + (R>2 v2)) = 0 (6.7)
· · ·
n>v1 − n>v2 + [n]×(p1 − p2)w2 = 0 (6.8)
−n>v1 + n>v2 + [n]×(p2 − p1)w2 = 0 (6.9)
Thus we see that
J1l = −n (6.10)
J2l = n (6.11)
J1a = 0 (6.12)
J2a = [n]×(p2 − p1) (6.13)
c = (n>p1 − n>a) (6.14)
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Chapter 7
3D Path Planning Search
Heuristics
The physics-based motion planning framework described at beginning of chapter 5
is capable of finding proper solutions (i.e. kinematically and dynamically feasible) to
mobile robot motion planning problems, regardless of any search heuristics. However
it takes in general enormous amounts of time to find a solution.
The cause of this problem has to be identified in two facts: i) physics simulation is
quite demanding in terms of CPU time, even though it is designed to be run in real-
time, it cannot be sped up by even an order of magnitude; ii) common kinodynamic
planning algorithms, which apply domain-independent strategies to explore the state
space, try to expand states in every direction, in order to maximize state space
coverage (such as [Kav+12]) or have some simple bias such as straight-line distance
to goal (if such metric is available). This means that these domain-independent
algorithms can spend most of the time expanding useless states, i.e. states which
are not much useful, when compared to the states of a shortest-path solution.
In fact, the quality of the solution found by these algorithms, especially when applied
to non-steerable systems, is quote poor: the solution appears to be like a random
walk which eventually, unexpectedly, hits the goal (see Figure 7.1). This makes
perfectly sense and has to be expected, because we cannot use optimizing planners,
due to the state-steering limitation, which always applies in case of physics-based
motion planning.
Suppose we already know the shortest-path solution to the problem: in this case it
would be possible to avoid expanding useless states, by just sampling controls which
go along the states touched by the optimal solution. Practically, this is not really
possible, because this approach is unstable, as we have no guarantee that a sampled
control will land exactly on a chosen state: it’s the state steering problem all over
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Figure 7.1. The solution found by the physics-based motion planning described in chapter 5:
due to lack of state-steering, the path (green) cannot be optimized. Also, lots of motions
(light gray) are expanded which are not relevant to the solution.
again.
Suppose instead we know all the shortest-path solutions, from any point in the space
(to be precise, from any point on the terrain) to the goal. In this case a different
strategy is possible: once a control is sampled, and the resulting state has been
obtained via state-propagation, we know what is the distance from that state to the
goal. According to this information, it is possible to rank controls, in order to give
preference to a good one that would quickly go towards the goal.
So, if we already know all the optimal solutions, why bother with physics simulation,
state propagation, control sampling and such? Sadly, because this "oracle" does
not exist, and cannot exist. If it is computing solutions much faster than a physics
simulation, for example using geometric approaches, then it must be using some
kind of approximation on the available information, which is the thing we wanted to
avoid in the first place and the reason to use physics simulation to perform motion
planning.
However, if we limit the use of this approximate approach only for reordering
the choices made by the physics-based motion planner, we are not discarding any
precious information, but if the approximation is good, the planner may converge to
a solution much faster; consider the hypothetical case where the approximation is
perfect: the physics-based motion planner will expand one motion after the other,
in a depth-first fashion, going straight to the goal, and expanding only few other
states in the neighborhood of the optimal solution.
Thus, rearranging the order in which controls are sampled and states gets visited, is
not going to affect the soundness or completeness of the physics based planner, and
that’s exactly the purpose of the heuristic function.
47
We compute search heuristics based on shortest distance over a graph of points in
euclidean space, where the connectivity between points and the cost of going from
one point to another, are specially crafted to approximate the robot locomotion
ability.
The quality of the search heuristics is not going to affect the validity of the solutions
found in any way, as solutions get found by physics-based motion planning anyway;
however the search heuristics will change the order in which the state space is visited,
so it can greatly affect of rapidly the solution is found: the better the heuristics are,
the faster a solution is found.
These search heuristics have a role similar to search heuristics in the A* algorithm
[Har+68] in finding the solution, except that in this case there is no notion of
admissible costs like it is in A*.
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G← computeGraph(Map)
G′ ← dijkstra(G, goal)
G′′ ← distanceTransform(G′, goal)
T ← ∅
for all v in G′′ do
add v to kdtree T
end for
function h(p)
v ← closest vertex in T
if ‖p− position(v)‖ < treshold then return distance(v)
end if
end function
Figure 7.2. Algorithm for heurstics. Above: initialization of data structures (to be run
each time map or goal changes). Below: pointwise function H computing heuristic
distance to goal.
7.1 Computation of heuristics
To compute heuristics, several methods, presented in the next sections, are used to in-
duce a weighted undirected graph over a 3D map of the environment. These methods
consist mainly of terrain classification, and traversability cost estimation.
The obtained graph, together with the goal query, is given in input to an all-pairs
shortest path algorithm, such as Dijkstra’s algorithm [Dij59].
The information about node predecessors is used together with edge weights to label
each vertex with the minimum cumulative cost towards goal. This step is sometimes
referred to as the distance transform, but in this case edge weight is used in place of
distance.
The set of labeled vertices is stored in a Kd-tree, and is queried with a 3D projection
of the robot, by looking at the closest vertex within a maximum distance threshold,
and the distance label is returned.
The algorithm is summarized in Figure 7.2.
This allow practical estimation of the shortest distance to the goal from any po-
sition, and allows ranking of sampled controls. See architecture description in
Figure 5.4.
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7.2 Graph-based heuristics
In this section we present a framework for computing search heuristics based on
clustering and segmentation of point clouds, and traversability analysis. This
framework has been shown to be effective for 3D autonomous navigation of tracked
vehicles [Men+14].
We consider the practical case of a mobile tracked robot, equipped with two main
track grousers, and four articulated flipper grousers. For better traction on harsh
terrains these robotic platforms can either increase or decrease the tracks contact area
with the ground. However, terrain adaptability depends not only on the mechanical
design but mainly on the controller ability to accurately adapt the active parts of
the tracks. In fact, even if the terrain surface is well approximated on the basis of
vision and point cloud modeling, a compliance interaction between active parts of
the tracks and the terrain needs to be established.
The robot configuration state is defined by the vector
q = (xr, yr, zr, ψ, φ, θ, vr, ωr, α1, ..., α4)> (7.1)
with xr, yr, zr, ψ, φ, θ the 6D pose of the robot, vr and ωr the linear and angular robot
velocities, respectively. Here, α1, . . . , α4 are the configurations of the robot flipper.
The state can be separated into two controllable parts, assuming that the control of
the robot pose is independent of the flippers control. Under this assumption, the
3D motion planning controller can be divided into two decoupled control modules:
(1) a trajectory tracking controller, and (2) a flippers position controller. These
modules work in parallel and are synchronized so as to generate, at time stamp, the
control commands needed to track a given 3D path and to simultaneously adapt the
position of the flippers to the surfaces on which the path lies, namely to the planes
tangent at each path point. The trajectory tracking controller receives as input a
path P, generated on the 3D labeled map of the environment and computes the
steering commands to allow the robot to follow the given path P. The control strategy
underlying the trajectory tracking controller is based on input-output linearization
via feedback. The flippers position controller receives the desired flipper positions
αd(t) = (α1(t), . . . , α4(t))> , as input, generating suitable internal speed commands
to asymptotically stabilize to zero the flippers position error, on the basis of a
proportional-derivative (PD) control law. The positions αd(t) are selected from
a set of predefined configurations, depending on both the current robot attitude
and the information provided by the 3D labeled map of the environment. These
configurations allows the robot to climb stairs and to overcome both positive and
negative obstacles. However, during the control loop, the flipper position controller
is not able to detect, after positioning the flippers according to the selected posture,
whether the flippers effectively are either in contact with the surface or with the
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obstacle to be surmounted. Still, the flippers are neither endowed with contact
sensors nor with proximity sensors. To face this limit, the flipper position controller
integrates a statistical model assessing the touch and the detach of the flippers
with the surface. This model is based on a function, learned from a set of features,
extracted from the direct measurements of both the actual angles feedback(t) of
the flippers and the electrical currents ii(t) of the flipper servo motors. During the
control loop, the controller adjusts the flippers posture αd(t), depending on the
feedback provided by the contact sensor model.
7.2.1 Point cloud segmentation and labeling
In this section we describe a real time point cloud PC segmentation and labeling,
registered by an ICP-based SLAM [Pom+13]. The point cloud PC stores the
geometric position (x, y, z) of each point p ∈ PC, approximating a surface M . The
objective is to establish traversability of the surface for the path control, requiring
real-time computation. To this end we define just four categories for traversability:
ground, walls, ramp or stairs, surmountable obstacle. These categories have been
specified to match the effective robot overcoming abilities: 30 cm steps with rounded
edge; 40 cm gap; 20 cm stairs at 40◦ slope; spiral staircases; 45◦ slope / 15◦ roll;
80cm× 80cm cavities. Here we assume that segmentation is always performed on
the incoming laser measures, and we consider the current one, in so avoiding to
parametrize points with time.
We propose here a novel approach to simple categories segmentation based on geomet-
ric features. The approach is specified by the following steps (1) patch construction
and filtering; (2) estimation of the normals and of the principal curvatures of the
surface at all points and (3) segmentation and labeling of the PC.
Patch construction and Filtering
An initial points filtering is already provided by the ICP algorithm, here we are mainly
concerned with constructing a surface patch for each PC region, used for geometric
features computation, and to discard ill-conditioned neighborhoods. A patch is
defined by a mapping ψ : (x, y) 7→M , with ψ(x, y) = p ∈ R3, and (x, y) ∈ R2, the
parameters of the mapping. To simplify we denote ψ(x, y) by x intending also the
coordinates of the point p on the surface M ; similarly, we identify the parameters
with the x and y coordinates. The patch can be obtained by transforming the
point representation of PC into a voxel grid, building a suitable neighborhood for
points that can be reordered into surface patches of contiguous points, and ensuring
that there is none or little overlapping between patches. First we decimate the
PC of a factor of 0.9 to obtain the downsampled PCs, and then we initialize the
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neighborhood of each point q in PCs with k-means taking the q as seeds, using
only the points coordinates together with the Euclidean distance. Since k-means
does not take care of ill-conditioned clusters we adjust each cluster by expanding it
or reducing it, by splitting or merging, according to the cluster spatial frequency
ρ = |H|
r3 , where | · | is the cardinality of the cluster H and r = mean(d(H)) is the
radius defined by the mean distance within the cluster. An optimal density ρ? is
given by a radius rmin = 0.5
√
2m, (m, meters), and a neighborhood of 81 points. If
ρ < ρ
?
2 then r is increased to catch more points joining with the cluster that ensures
to keep the optimal dimension, among the closer ones. To control the radius growth
and filter out noise, a noise function is specified according to the spatial frequency
of points as follows. Let ϕ(H) = exp(−pi(rmin − r)), then the probability that a
neighborhood H is affected by noise is:
p(noise(H)) = 1− ϕ(H) (7.2)
The noise function is clearly zero when r = rmin. Neighborhoods with noise value
greater than 0.5 are removed from the PC. Once the clusters are stabilized then,
each of them is labeled into a voxel grid, possibly resorting to interpolation, mostly
required at the boundary of a patch, so that close points are contiguous. The grid
representation leads to the surface patch representation of the three matrices X, for
the x coordinates of the points in the cluster, Y for the y coordinates, and Z for
ψ(x, y). These matrices have size m× n each.
Normal and principal curvature estimation
Having transformed the original PC into a number of surface patches well ap-
proximating the surface M , using the neighbors construction and the grid, a very
precise estimation of the normals, and likewise of the principal curvatures, can be
obtained quite simply, using first and second derivatives. This allows us to avoid
the computation based on least mean square (see for example [Hop+92; Pau+03]),
which can be quite sensitive to noise and it is computationally very expensive, since
it requires to compute neighborhoods for each point of the cloud and to perform
SVD decomposition.
Here we consider finite-size linear-phase separable kernels, introduced by [Far+04],
for first and second order differentiation of discrete multidimensional signals. These
kernels are used to convolve the matrices X, Y and Z to obtain the derivatives,
by first expanding the matrices at the boundaries. Then, differentiation for each
coordinate x and y is obtained by collecting the convolution of each matrix in
each direction. Namely, let fx, gx, hx be the first-order derivatives of X, Y and
Z, respectively, with respect to x, obtained with the convolution kernel, these are
matrices of size m× n too. Therefore xx is the tensor (fx, gx, hx)> and, analogously,
xy = (fy, gy, hy)>. In an analogous way we obtain the second-order derivatives xxx,
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xyy, xxy. Having defined the patches in explicit form, it is now straightforward to
obtain the normals ns for all the points in a patch, by simply applying the cross
product to the first derivative tensors, obtaining the tensor 3× n×m:
±
 gx · hy − gy · hxfy · hx − fx · hy
fx · gy − fy · gx
 (7.3)
and normalizing to get the tensor N of unit normals, noting that in the above
equation · is the element-wise matrix multiplication. Note that the sign can be
actually determined by simply computing the smallest angle between the obtained
normals and the laser source position, say S. Namely, we look for the angle θ
minimizing cos−1(s>n′3×mn)/‖s‖‖n′3×mn‖, where
s = (S ⊗ 11×nm − x′3×nm)/‖S ⊗ 11×nm − x′3×nm‖
with S the source position, ⊗ the Kronecker product, x′3×nm and n′3×nm tensors of
size (3× n×m) reshaped into a 3× nm matrix.
As for the principal curvatures, at each point p in a patch, we exploit the fact
that with the first and second derivatives and the normals tensor N available, we
can obtain the following elements, named according the I and II fundamental
forms:
E = Σdim=3xx · xx F = Σdim=3xx · xy G = Σdim=3xy · xy;
L = Σdim=3xxx ·N M = Σdim=3xxy ·N N = Σdim=3xyy ·N
(7.4)
In other words E,F,G,L,M,N are all matrices m× n. Thus, k is computed as the
solution of the quadratic equation
(EG− F 2)k2 + (2FM − EN −GL)k + (LN −M2) (7.5)
And it is well-known that the discriminant of the above equation is greater or
equal zero, therefore there are either two distinct real roots k1 and k2, namely
the two principal curvatures, or a single one. While at umbilical points L/M =
M/F = N/G. Given the principal curvatures we can also obtain both the mean
curvature (1/2)(k1 + k2) and the Gaussian curvature k1k2. We observe that the only
computational difficulty here is the construction of the patches. The main difficulties
coming from far points, which are those mostly requiring merging and dropping,
therefore it might be better for those noisy regions to delay the patch construction,
according to the noise function defined in Equation 7.2.
Segmentation and Labeling
Segmentation still uses the matrices X,Y,Z yet all integrated into the voxel grid.
We note that without hampering the information for the categories, the kernel con-
volution included a significant smoothing of the matrix Z. Then we can obtain from
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Figure 7.3. Left: point cloud segmentation and labeling. Right: weighted graph represen-
tation of a fire escape stairs scenario..
the normals, the Gaussian curvature and the principal curvatures an initialization
of the categories as follows. Let |n| = (|n1|, |n2|, |n3|)> be the unit normal absolute
value at a point p, let K = k1k2 be the Gaussian curvature, with k1 and k2 the
principal curvatures, let θ1 = 0.17 and θ2 = 0.95 then the following table illustrates
the initialization values:
Parameters
Classes |n1|, |n2|,|n3| K, k1, k2,Z
ground |n1|, |n2|<0.01, |n3|≥0.8 |K|<0.1
walls |n2|, |n3|<0.01, |n1| ≥ 0.8 |K|<0.1
ramp θ1≤|n3|≤θ2
|n1|≤0.1, θ1≤|n2|≤θ2 |k2|<10−2, |k1| ≥ 1
|n2|≤0.1 θ1≤|n1|≤θ2 |k1|<10−2, |k2| ≥ 1
surmountable
obstacles θ1≤|n3|≤θ2 |K| ≥ 1, z > 0.3m.
Because of noise these parameters produce scattered segmentation, to even the
neighborhoods of the above defined categories we introduce an energy functional for
each class as follows.
All points in a class are assigned kinetic energy Ek; a stop condition is given by a
function g(p) which stops the front collecting points, at a given direction of growth,
whenever there is a jump in energy level. Let the normal for the given classes be
specified by ne with e = {ground,wall, ramp, surm.obstacle}. The energy level
for class e is E`e(p) = cos−1(n>ne), with n the normal at the current point p
considered, with p0 a starting point. Let κ denotes either the Gaussian curvature
or the principal curvatures, according to the class and its constraints considered.
Let:
η(p0,p) = s (|κ(p)− κ(p0) |) + s (|E`e(p0)− E`e(p)|) (7.6)
Here s is the logistic function y = c/(1 + a exp(−bx)), with b = 25 and a = pi5. We
have chosen for the limiting upper bound c = 100, these values ensures that when
the difference in energy level/curvature increases beyond a threshold 0.08 then the
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function fires high values up to c. Let
g(p) = Ek(p0)− η(p0,p) (7.7)
Points p, around p0, are collected as far as g(p) > 0: Therefore when g ≤ 0 then
the front expansion stops for that point. To resume:
1. Input: the set of surface points, the normals, the curvatures.
2. Assign kinetic energy Ek to the chosen points p0 in the class.
3. Compute a path to a farthest point such that for every point in the path the
difference in energy level and curvature is low, namely η(p0,p) ≤ 0.1.
4. Move the neighborhood front in all directions, checking for each direction the
stopping criterion g(p), Equation 7.7.
5. Remove the points collected into the formed clusters, if the set of surface points
is empty stop, else go to item 2).
6. Output: the list of clusters.
Note that we choose a furthest point together with the path, and define the kinetic
energy in place of a cost, confront with [Sch+11]. The final obtained clusters are
labeled according to the specified categories.
7.2.2 Graph generation
In this section we describe how the connectivity and traversability graph is obtained.
The proposed method requires three steps:
• estimation of the inflated regions the environment;
• definition of a graph G, connecting the points of the labeled cluster;
• weighting of the the graph, returning the traversability graph.
These steps are illustrated in the following sections.
Inflated region estimation
Let A be the set of clusters, labeled with the class they belong to. Let A′ = {(Ck, ck) :
ck = wall} ⊆ A and A? = A\A′. We introduce the points belonging to inflated
regions B, which are used to specify a feasible path. Let u : PC 7→ PC be the
function:
u(p) , arg min
pj∈Cj
{
∥∥∥p− pj∥∥∥} s.t. (Cj , cj) ∈ A′ (7.8)
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Figure 7.4. Robot overlayed with path on the weighted graph.
Then the set of inflated region points B is defined as follows:
B = {p : p=(p′x,p′y,p′′z)T , ∃(C, c)∈A′,p′∈C,p′′=u(p′)} (7.9)
We can note that the estimation of the inflated regions preserves a 3D discrete
representation (see Figure 7.4).
Connectivity and traversability graph
Let G(N , E) be the graph whose nodes are all the points in A? and whose edges
E ∈ E are defined as follow:
E(pi,pj) =
true if µ(pi − pj) ≤ ηfalse otherwise (7.10)
Here µ(∆p) =
∥∥∥∆pT · (1, 1, δ)T ∥∥∥, η is set equal to half the robot length and δ = η∆zmax
is set according to both the robot morphology and the robot overcoming capabilities.
Here ∆zmax is the maximum obstacle height surmountable by the robot.
The graph G is further weighted to build the traversability graph wG, where edge
weight includes factors such as density, roughness, clearance. Traversability analisys
and computation of these weights is discussed in the next sections.
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Figure 7.5. Above: segmentation of the fire escape stairs, with path drawn in magenta,
and detail of the robot climbing the stairs (from Fire Escape stairs experiment). Below:
a composed path of the robot from the gallery up to the top of the ramp and the bridge
(from the Full 3D experiment). It is interesting to note that the robot passes under the
gallery still following its path, up to the goal
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7.3 Traversability analysis
7.3.1 Geometric features and segmentation
Point cloud segmentation of large scenes, for the purpose of robot planning, re-
quires robust and real-time evaluation of geometric features that can establish the
meaningful components of the environment in terms of traversability. A point
cloud can be locally considered to be the discrete representation of a surface patch.
Despite this, point clouds are unorganized point sets, and differential operations
are not easily performed. The only effective structure to base geometric features
computation is the neighborhood of a point. For the computation of normals this
is quite straightforward. Indeed, given the neighborhood Nm(p) of a point, having
cardinality m, where p = (x, y, z(x, y))>, z : R2 7→ R, the computation of the
normal amounts to the computation of the plane pi = (n, d) tangent to p, and
minimizing the distance of each point pi ∈ Nm(p), under the constraint ‖n‖ = 1.
This turns out to be the vector uˆ corresponding to the smallest eigenvalue λ in D,
given V D U> = (Nm(p)− (p⊗ 1m))>, where ⊗ is the Kronecker product. Then
for ±uˆ the sign compatible with view point view, namely the sign ensuring smallest
angle for cos−1(view −±uˆ)/‖view −±uˆ‖, is chosen. Where view is assumed to be
directed toward the viewer. Then the sought for normal n at p is taken to be uˆ with
the chosen sign. This method, being subject to the vantage point cannot provide an
instantaneous correct assessment of the normals of an object, therefore in several
cases a number of conflicts need to be handled in the merging and integration of the
point cloud features.
For the curvature computation, on the other hand, the problem is more involved,
since normal curvature, principal curvatures and the Gaussian and mean curvatures
obtained by the principal ones, are defined by the coefficients of the first and second
fundamental forms, which are essentially differential operators.
To alleviate the difficulty of computing derivatives on an unorganized point set, many
researchers (see [Ber+94; Aga+05; Kal+07]) resorted to statistical computation of
the second fundamental form, via some suitable approximation. These statistical
approximations capture somehow the curvature variation but often are not enough
discriminative. One of the most well known approximation is the one introduced by
Pauly in [Pau+02] based on the above computation of the normal, but using the
symmetric form, which actually returns the covariance of the neighborhood, and the
eigen-decomposition of this last. Then the surface variation is given by λ1/
∑3
i=1 λi
with λ1 ≤ λ2 ≤ λ3. This quantity varies between 0 and 1/3, and has the property of
being high if the region is highly curved and it is small if the region is flat, however
does not capture the principal curvatures and the induced classes. For these reasons
we discriminate between close and far regions for segmentation, providing a more
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accurate estimation of features for points with a distance ‖p, Robot‖ < 3m and a
light feature space for further points. For far points we consider both normals and
curvature variation as defined above [Pau+02], which is adequate to characterize
large regions and classify major obstacles. Note that for far points we compute the
light features on the integrated map Mapt at time t, and consider large clusters of
points with mean radius of 0.2m.
On the other hand for the region right in front of the robot a more accurate evaluation,
taking into account the classes induced by the principal curvatures, needs to be
considered. Let H ∈ R3 be the point set with distance < 3m from the robot. This
set is partitioned into clusters Ci ⊂ H with centroid ci ∈ H, such that each cluster
is not greater than 50 points, and not smaller than 7 points. Then, given the normal
to ci, computed as indicated above, the neighborhood is rotated and translated
so that n is transformed to nz parallel to the z-axis of the reference frame of the
robot and c′i = T(ci) = (0, 0, z(0, 0)), with T the transformation. Consider a point
q ∈ T(C), q = (x, y, z(x, y)), the projection of the vector cq on the normal nz is,
from Taylor expansion:
(z(x+ dx, y + dy)− z(x, y))nz = ((zxdx+ zydy)+
(1/2)(zxxdx2 + 2zxydxdy + zyydy2) + o(dx2 + dy2)
)
nz
(7.11)
here dx and dy are the differentials w.r.t. the origin and are less than 0.2, by the
choice of the cluster, then the last term can be ignored, and also zxn = 0 and
zyn = 0. Furthermore, since c is centered at the origin we obtain: 2z(dx, dy)n =
(zxxdx2 + 2zxydxdy + zyydy2)n as the projection of the point q on the transformed
normal, and this is, indeed, the second fundamental form. Therefore a principal
direction is toward the point q 6= c that maximizes this projection and the other
principal direction is toward the point q′ 6= c that minimizes this projection. We can
see that in this formulation the sign of the principal curvatures is maintained and
the induced classes (elliptic, planar, paraboloid, ellipsoid [Abb+06]) for the points
can be defined.
We have thus obtained two sets of features: (1) the light ones specified by surface
variation and normals, on the integrated map Mapt, for points far from the robot,
and using large and possible overlapping neighborhoods, and (2) the accurate ones,
specified by the principal curvatures κ1 and κ2 and normals, on the scan map Scant,
for points close to the robot, and using small clusters obtained by partitioning the
close point set H.
Segmentation then is initialized with histogram distribution of normals and curva-
tures to highlight the sought for classes: walls, terrain, surmountable obstacle, and
stairs/ramps. Further, clusters are refined and suitably combined according to the
energy minimization algorithm illustrated in [Men+14].
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Figure 7.6. Traversability map TMap computed real-time while the robot is traversing a
home-made rubble pallet, in the lab. The colors indicate the traversabilty cost, from
minimal cost (dark blue) to maximal cost (dark red).
7.3.2 Traversability in clutter
In this section we describe the method proposed to assess the traversability of the
environment. Traversability is defined as a composite index depending on elevation
statistics (e.g., height difference, slope, discontinuity, terrain roughness), physical
properties of the terrain (e.g., hardness, slippery) and robot mobility (e.g., wheels
rather than tracks, or legs, maximum superable step, steering efficiency). In the
proposed approach traversability is assessed with a cost function, which takes into
account the following geometrical features of the surrounding environment: (1)
terrain roughness; (2) terrain classification, based on both terrain slope and robot
locomotion capabilities; (3) obstacle clearance and (4) point cloud density.
This cost function has been defined as follows. Let SMapt be the segmented point
cloud, at time t, introduced in subsection 7.3.1. Let p ∈ SMapt a point of the point
cloud. The point-wise traversability cost function w : SMap 7→ R, returning the
static traversability cost of the point p ∈ SMapt, is given by
w(p) := w(p)L ·
(
w
(p)
CL + w
(p)
Dens + w
(p)
Rough
)
(7.12)
Here the term w(p)L represents the contribution to the overall cost of p ∈ SMapt,
computed according to the segmentation of the local map. This cost term is lower for
points belonging to clusters labeled as ground, while increases for points belonging
to clusters, which are more difficult to traverse, such as those labeled with stairs
or ramps. w(p)CL is the cost contribution provided by the obstacle clearance. Points
belonging to clusters which are relatively close to obstacles, inflated by the inscribed
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Figure 7.7. On the left a plot of the term wCL as a function of the vertex position. The
dashed region represents an obstacle, and the continuous blue line is the cost. On the
right the boundary of a point neighborhood, with highlighted the two sets Q1 and Q2.
radius of the robot, have been assigned with a higher cost, since they are unreachable
for the robot. This cost term is computed as follows
w
(p)
CL =
1
max {min {||p− p′||} ,∆} −∆ (7.13)
for all p′ ∈ SMapt, such that p′ belongs to clusters labeled either as wall or ceiling.
Here ∆ is the inflated radius (see Figure 7.7). Note that this approach is similar to
the artificial potential fields methodology, proposed in [Rim+92]. w(p)Dens represents
the contribution to the overall cost of p ∈ SMapt, computed with respect to the
point cloud density, as follows
w
(p)
Dens =
|Nr(p)|
4
3pir
3 (7.14)
Here |Nr(p)| is the cardinality of the set of points belonging to the neighborhood
of p ∈ SMapt. High values of w(p)Dens are assigned to points p ∈ SMapt which are
relatively close to terrain regions not correctly segmented, due to unevenness of the
terrain, holes or lack of laser scan data. This cost term has the effect of deterring
navigation near such areas. w(p)Rough measures the terrain roughness. Roughness is
estimated by computing the average distance of the outliers from the plane fitted
on the points belonging to the neighborhood Nr(p) of p ∈ SMapt. By applying the
defined traversability cost function w(p), ∀p ∈ SMapt, we obtain the traversability
map TMapt of the environment.
7.4 Distance Transform on Weighted Graph 61
7.4 Distance Transform on Weighted Graph
By running an all-pairs shortest path algorithm such as Dijkstra’s algorithm we
obtain all the shortest paths from a source to all destinations, or equivalently, since
the graph is undirected, all shortest paths from all sources to a single destination,
by specifying the goal vertex as the source node for the Dijkstra’s algorithm.
Let p  q be a path, namely a list of unique vertices v1, . . . , vn, where v1 = p,
vn = q, and E(vi, vi+1) ∈ E , where vi is the predecessor of vi+1 as computed by the
Dijkstra’s algorithm.
Let distance(p q) be the path length, which is given by the sum of the weight of
each edge in the path:
distance(p q) =
n−1∑
i=1
w(vi, vi+1) (7.15)
We label each vertex v in the graph with the value of distance(v, q), where q is the
goal vertex.
The distance label is then used in the heuristic function, see algorithm in Fig-
ure 7.2.
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Chapter 8
Empirical Evaluation
It has been thoroughly discussed how the use of physics-based motion planning
provides an enormous simplification in the design of a motion planner for a mobile
robot. However, this type of motion planning also comes with a big computational
requirement.
By providing search heuristics, we bias the search towards more promising states. We
do so by encoding the domain knowledge related to robot kinematics and dynamics
in the form of search heuristics. Those heuristics are simpler to design than ordinary
equations of motion.
The heuristic doesn’t need to be geometrically accurate, because the process of
expanding the search tree uses a physics engine, and any invalid state will be
discarded, such that the search can backtrack. Example: the heuristic encoded the
strong belief that some path would lead to the goal, but instead it is a dead end; the
search will expand the motion tree towards that point, up to the point an alternative
path becomes more promising.
Yet, the search heuristic is able to reduce the time required to find a solution to the
physics-based motion planning problem, by 1 or 2 orders of magnitude.
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8.1 Experiments
In this section we present the experiments performed to evaluate the accuracy of the
3D map segmentation and the generated path feasibility, on the 3D labeled map. The
segmentation has been evaluated with respect to the time required to both segment
and label the point cloud, and with respect to its accuracy. The segmentation
accuracy has been measured by manually assigning a label to each cluster and by
comparing these labels with the labels returned by the segmentation process. The
percentage of the clusters correctly classified states the accuracy of the segmentation.
The feasibility of the 3D path is measured in terms of the time required to build the
graph structure representing the traversable areas of the environment, with respect
to the value of the path smoothing algorithm, and in terms of the time needed to
the robot to complete the path, namely the journey time. This time has been taken
by hand with a stopwatch. To test the effectiveness of the autonomy capabilities of
the overall system three different scenarios have been considered.
8.1.1 The Italian Fire Fighters rescue training area in Prato (IT)
First experiment has been performed at the Italian Fire Fighters rescue training area
in Prato (IT), during the final review meeting of the EU project NIFTi (247870).
In this experiment the robot traversed the harsh terrain of the rescue area, though
not climbing any ramp or stairs, overcoming small obstacles, following different
paths toward several target poses, manually posted by an operator on the 3D map.
Figure 8.1 illustrates the segmented map with the inflated region in red, the generated
path toward the goal (the gray cube) and screen shots of the robot following the
path. The dialog window accommodates automatic goal generation, which is not
treated here. Table 8.1 reports the accuracy of the segmentation of the 3D map of
the environment and the feasibility of the path, generated on the 3D segmented and
labeled map. Here the values are averaged over eleven trials to obtain the same goal
position. On average, the map had about 52 thousand points.
8.1.2 Fire Escape stairs
The second experiment has been performed on the fire escape stairs of the Department.
The goal is located on the landing at the end of the second stairway, and when the
robot is up the goal is moved to the ground. The robot has simply to climb up the
stairs to reach the goal and then turning on its self and step down back to reach
the new selected goal. In some trials the robot is actually not able to get down
autonomously, because localization problems might arise when the robot is turning
around itself. Figure 7.4 shows the robot climbing the fire escape stairs, visualizing
only the graph where the inflated regions are in red. Figure 8.2, left panel, shows
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Figure 8.1. The Italian Fire Fighters rescue training area in Prato (IT)
Figure 8.2. Fire Escape stairs
the segmentation of the courtyard with the fire escape stairs and, in the window
up right, a detail of the robot climbing the stairs. Table 8.1 reports the average
segmentation time, first table; the percentage of the clusters correctly classified,
middle table; and in the last table the average time needed to generate the 3D path
on the stairs, with respect to the value of the path smoothing and the journey time.
On average the map has 41 thousand points.
8.1.3 Full 3D designed scenario
. The third experiment has been designed purposefully to test the effective 3D
autonomy, within an environment whose structure is composed of multiple levels. A
gallery, surmounted by a ramp, extended with a bridge, is built and it lies between a
step on the floor and a wall of bricks (see Figure 8.3). The robot has to first traverse
the gallery and then climb the ramp passing over the gallery and continue up to
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Table 8.1. Data from the three experiments
Point Cloud Path
Segmentation Graph Smoothing Journey
Time (s) Accuracy Time (s) k Time (s)
Prato experiment 0.27 0.86 1.19 0.2 357
Fire escape stairs 0.32 0.91 1.45 0.2 210
3D designed 0.12 0.97 0.92 0.2 143
the end of the bridge. The goal is located at the end of the bridge. The robot is
constrained to pass under the gallery by obstacles. It is interesting to note that in
this experiment the space is fully 3D since the robot has to face both the levels:
under and over the construction (see Figure 8.2, right panel). Table 8.1 reports,
for three trials, the accuracy of the segmentation of the scenario, as well as the
feasibility of the complex 3D path. On average the map has 15 thousand points.
Figure 8.3. On the left segmentation of the third experiment map. On the right a screen
shot of the generated graph.
8.1.4 Computational time performance
In addition to the previous experiments, several tests have been performed to evaluate
the computational performance of both the segmentation and the path planning
algorithm, with respect to the size of the point cloud. During these tests the robot
was teleoperated, so as to explore a wide area and to acquire, at real-time, the point
cloud. The goal was fixed and the robot computed a new path every new point
cloud. The results, in terms of time of computation, of the different algorithms are
reported in Figure 8.4. Note that the robot was able to elaborate a point cloud
composed of 55000 points and to generate a path in less than 3.5s.
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Figure 8.4. Time of computation for both the segmentation and the path planning
algorithm with respect to the size of the point cloud.
8.2 Limitations and future improvements
One limitation of the approach discussed in this thesis, is the fact that the answer
returned by this motion planning "oracle", does not give us any information of how
likely (or how difficult?) is for a robot to execute a certain motion.
The oracle only showed us one way to achieve the goal, but perhaps he was very
lucky to successfully perform that motion.
If the motion is about driving the robot on a smooth terrain, then no problem, it
will be fairly easy for any trajectory tracking controller to follow that motion, and
there is big margin for execution errors.
But if the motion is about surmounting some obstacle, that might lead the robot
to risk too closely of tipping over or falling into some cliff, then it becomes more
risky.
In the future, when massive parallel setups of CPUs might be widely available, it
will be possible to use an embarrassingly parallel setup to run many motion planning
searches in parallel, not only to speed up the search, like said in [Şuc+09; Dev+11],
but also to have an estimate of the probability of the success of performing some
motion, like in [Ich+17].
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Appendix A
Point cloud mapping in
dynamic environments
Scanning the environment is a continuous process which, due to the presence of
dynamic obstacles, needs to be periodically repeated in order to ensure that the
built map is up to date, and the robot can safely navigate on its own. When the
environment is static, mapping can be performed by simply registering and adding
the 3D scan to the accumulated map. However in a dynamic environment special
procedures are needed for merging the new 3D scan with the accumulated map.
Not performing the dynamic obstacles removal on the previous map would suffer of
an error in the ICP registration, and of course would result in a map cluttered by
outdated dynamic obstacles, which in the end renders the autonomous navigation of
the robot impossible.
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A.1 Introduction
3D map update with dynamic obstacles detection is a prerequisite for path planning
and autonomous navigation of mobile and tracked robots. Despite its noteworthy
importance for navigation and planning, this problem is only recently receiving the
attention it deserves (see [Pom+14; Kum+13; Azi+12; Mor+11; Fok+10]).
When the problem of dynamic obstacles is not addressed, moving objects bring
artifacts and spurious trails in the map, so that in place of the object at its current
position the map produces a stream of positions. If these spurious trails are not
promptly removed and the map of the environment is not correctly updated, the
robot will no longer be able to plan and execute navigation tasks, after a short time
period. Moreover, the presence of these artifacts causes an incorrect feature-matching,
leading to scan misalignments, which affect the robot localization accuracy.
The proposed method works in real time and also addresses a new representation
of the voxel space, inspired by ray casting methods. The main advantage of our
approach is that the update can be very well used during navigation and planning
tasks. Furthermore, we show that the sampling necessary to work in real time can
be pushed up to a specified limit, in order to give reliable and approximately correct
updates.
The conventional approach to update dynamic obstacles in 3D maps, is to detect
them and then either treat them as outliers [Hah+03; Häh+03; Ser+05; Hol+08] or
track them separately using off the shelf multi-target tracking algorithms [Wan+03;
Roh+08]. The main drawback of the outliers removal based methods is that they
throw the baby out with the bathwater and any dynamic object is removed together
with the outliers. This problem is partially addressed in [Ser+05; Hol+08], where the
authors propose two distinct representations of the environment (see also [Sch+12]),
differentiating static and dynamic objects. However, dynamic objects are assumed
to both move at a good speed, in order to be detected, and to be not too close to the
static parts of the environment [Ser+05], required to be well structured for accurate
robot localization.
More recently, [Mor+11] provides a summary of the approaches to navigation in 3D
dynamics environments considering both visual and laser based SLAM, though the
main target is people tracking. Actually two main research streams on dynamic map
have emerged. One more focused on detection of dynamic objects, inspired by the
ideas of background subtraction and exploiting the difference between two scans, as
for example [Azi+12; Ryd+11], or keeping a history of past local maps to compare
with the current map [And+11]. The other more concerned with dynamic objects
tracking [Kum+13] and establishing their velocity [Sch+12; Kae+12; Pom+14], for
prediction or for assessing long lasting structures in 3D maps [Pom+14]. Details
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on map updating, though, are lacking in all these approaches. Despite most of the
approaches are real time, using sparse sampling of the map, how this can affect the
update correctness is not clarified.
On the other hand we present a detailed method for updating the map, taking
into account objects displacement at scan time, and show the advantage of our
approach for planning and navigation. For example, differently from [Pom+14] we
are able to take into account the whole last scan and compare it with the current
integrated map. Therefore we can detect the motion at any point in the environment
that can be reached by the laser beam. Furthermore, rather than specifying a
probability density to discriminate between static and dynamic objects, we give an
algorithm that discriminates between spurious trails and objects, in so keeping a
continuously updated map. The proposed method builds upon the well established
ICP scan-matching algorithm, for both 3D map building and robot motion estimation
[Pom+13], which is very robust in the presence of outliers, and we exploit the fact
that new point cloud measurements are registered against the union of the previously
acquired and registered scans.
The chapter is organized as follows. In section A.2 we formulate the problem, intro-
ducing some notation too. section A.3 describes the 3D laser scanner measurement
model used for dynamic object removal. section A.4 describes in details the proposed
approach.
(a) (b)
(c) (d)
Figure A.1. The above sequence shows the typical problem encountered in 3D maps when
not correctly updated; (a) 3D model of a simple scenario with a moving person; (b)
point cloud St of the scene, at time t; (c) new point cloud St+1, at time t+ 1, showing
the trail of points of the moving person; (d) top view of the scene subtended by ∆θ and
∆φ which should be empty if the map is correctly updated.
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A.2 Problem Statement
Let us consider an instance of the 3D map updating problem, as illustrated in
Figure A.1. Figure A.1a shows the scene, a 3D model of a person walking around.
Figure A.1b and Figure A.1c show the point cloud St and St+1, at time t and t+ 1,
referred to a global reference frame GΩ, with Ω ⊆ R3, the space domain, and t ∈ N,
the time domain.
St+1 results from registration and filtering operations performed by an ICP-based
algorithm [Pom+13] to merge the set of points Scant+1 = {p}Kj=1 ⊂ R3, taken by a
3D depth sensor at time t+ 1, with the 3D map St, built so far.
Note that, differently from the cumulated map St, each measure Scant is expressed
in a local reference frame GR, namely, the reference frame of the 3D depth sensor.
The origin OR of GR coincides with the sensor optical center.
The ICP algorithm also estimates the ego-motion and provides the rigid transfor-
mation TΩR(p) = RΩRp+ tΩR, at time t+ 1, between the sensor reference frame GR
and the global reference frame GΩ, so as to merge Scant+1 with the current map
St.
Going back to Figure A.1, while the person is moving a new measure Scant+1, at
time t+ 1, is acquired by the 3D depth sensor. The ICP-based mapping algorithm
gathers the points of Scant+1, does the above mentioned operations and merge them
with St returning the accumulated point cloud St+1 of the scene (see Figure A.1c).
As illustrated in Figure A.1c, the new point cloud St+1, at time t + 1, has not
removed the points echoing the person previous positions, as the algorithm does not
know that the specific object is dynamic and therefore characterized by constant
change.
The problem that we face in the following is exactly that of removing these points,
to correctly update the map, without any prior knowledge about what is in the
scene.
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Figure A.2. Basic LIDAR system mounted on a servomotor.
A.3 3D Laser scanner and space model
A typical 3D representation of a map St is given by a voxel space in Cartesian coor-
dinates, with resolution specified according to context and to memory requirements.
Here we introduce a representation of the voxel space in spherical coordinates and
derive the resolution by the properties of the sensor.
We consider the system illustrated in Figure A.2 with the origin OR at the center of
the mirror. The xR axis of the system reference frame GR is the roll axis, facing
forward, around which the servomotor spins the LIDAR sensor. We denote with θ ∈
[θmin, θmax] the angle between the axis xR and the laser pulse, reflected by the mirror,
and with φ ∈ [φmin, φmax] the roll angle of the LIDAR system. As the values of θ and
φ change, within their range, the unit vector d̂θ,φ = (cos θ, sin θ cosφ, sin θ sinφ)>
specifies the laser pulse directions.
Now, a point p = (x, y, z)> ∈ Scant, acquired by the rotating LIDAR sensor,
is represented in spherical coordinates (ρ, θ, φ)> as p = ρd̂θ,φ, with ρ =
√
p>p,
θ = tan−1
(√
y2 + z2/x
)
and φ = tan−1 (z/y). To abbreviate the transformation
from Cartesian to spherical coordinates we shall use the functions fρ, fθ and fφ.
Rotating LIDAR systems emit laser pulses within discrete narrow laser-beams ∆θ,
at discrete spinning angle intervals ∆φ. If we denote with Nl the number of laser
pulses emitted by the LIDAR within a single scan and with Ns the number of scans
acquired during an entire revolution period of the sensor, then
∆θ = θmax − θmin
Nl
and ∆φ = φmax − φmin
Ns
. (A.1)
∆θ and ∆φ, in Equation A.1, specify the minimal resolution of the scan and the
spin of the rotating LIDAR sensor, respectively.
Now, given ∆θ and ∆φ, the minimal scan and spin resolutions of the rotating
LIDAR system, Nl the number of laser pulses per single scan, Ns the number
scans per revolution period, and D the maximum scan distance, we define the
representation space for both the scan and the map, in spherical coordinates, with
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ρ ∈ R+, θ ∈ [0, 2pi] and φ ∈ [−pi/2, pi/2]. Accordingly, we specify the space resolution
in terms of the following intervals:
Pi = [ρi−1, ρi) ρi − ρi−1 = ∆ρ i = 1, . . . , D
Θj = [θj−1, θj) θj − θj−1 = ∆θ j = 1, . . . , Nl (A.2)
Φk = [φk−1, φk) φk − φk−1 = ∆φ k = 1, . . . , Ns
such that ∆θ ≥ ∆θ and ∆φ ≥ ∆φ.
Then we denote with Vi,j,k the region of space delimited by an interval in Equa-
tion A.2. Note that this space region is not cubic (in the space domain Ω ⊆ R3) but
has the form of a spherical wedge (see Figure A.3.
θ
φ
ρ y
z
x
Figure A.3. Spherical wedge Vi,j,k delimited by the intervals Pi, Θj and Φk in spherical
coordinates on the left and in cartesian coordinates on the right.
Typically the laser beam opening angle ∆θ, the spinning resolution ∆φ and the
distance ∆ρ, of a 3D depth sensor are subject to errors and noise. However it turns
out that the most commercialized sensors for surface inspections have an accuracy
of the order of millimeters. Therefore, errors in the sensor model can be considered
as negligible.
Note that the chosen spherical coordinate system has poles facing forward and
backward. This choice is dictated by the mechanical construction of the rotating
LIDAR. However, it introduces an ambiguity for points close to the roll axis xR in
determining the value of φ and consequently the voxel in which they fall. We deal
with this ambiguity by merging the voxels {Vi,j,k : j = 1}Nsk=1.
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A.4 Dynamic obstacle detection and updating
In this section we describe the detection of dynamic objects and the removal of
their spurious trails from the cumulated point cloud St. The idea is to resort to the
ray-casting technique to test ray-surface intersection for both volume estimation and
points removal [Woo+05; Wei06].
A point p ∈ R3, in Cartesian coordinates, belongs to a spherical wedge Vi,j,k and
we denote it by p ∈f Vi,j,k if the following conditions are satisfied:
fρ(p) ∈ Pi and fθ(p) ∈ Θj and fφ(p) ∈ Φk (A.3)
Here fρ, fθ, fφ denote the transformation from Cartesian to spherical coordinates
(see section A.3).
Let St be the current cumulated point cloud, and let Scant+1 be the new point set
acquired by the rotating LIDAR system, at time t+ 1. The set of points in Scant+1
satisfying condition Equation A.3 for a spherical wedge Vi,j,k is:
w
Scant+1
i,j,k = {p ∈ Scant+1 | p ∈f Vi,j,k} (A.4)
Similarly, the set of points in St satisfying condition Equation A.3 for a spherical
wedge Vi,j,k is:
wSti,j,k = {p ∈ St | TRΩ(p) ∈f Vi,j,k} (A.5)
Here TRΩ is the transformation at time t+ 1, mapping a point p ∈ St from global
frame GΩ to the sensor reference frame GR. As the indexes i, j and k vary, wedges
Vi,j,k specify a spherical voxel space of both the point cloud St and Scant+1 [Sto+98].
This spherical voxel space is centered in the origin of GR, at time t+ 1. The main
advantage of this partitioning is to accelerate ray-casting. Note that the proposed
approach focuses on the comparison between the scan Scant+1, at time t+ 1, and
the point cloud St, as cumulated up to time t; this simplification makes detection
immediate and can operate in real time.
More precisely, consider the wedges Vi,j,k and Vi+h,j,k, with ρi+h > ρi, h > 0. By
Equation A.4 and Equation A.5, there is one pair of sets of points in Scant+1,
namely wScant+1i,j,k , and w
Scant+1
i+h,j,k , and one pair of sets of points in St, namely w
St
i,j,k and
wSti+h,j,k, which satisfy condition Equation A.3, (see Figure A.5). Then the following
facts can take place:
i. w
Scant+1
i,j,k 6= ∅, wSti+h,j,k 6= ∅
and ∀u. u < i, wScant+1u,j,k = ∅;
ii. wSti,j,k 6= ∅, wScant+1i+h,j,k 6= ∅,
and ∀u. u < i+ h, wScant+1u,j,k = ∅.
(A.6)
When the first fact is verified then points wScant+1i,j,k ⊂ Scant+1 belong to a surface of
an object which is occluding another surface object, previously scanned by the sensor,
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and suitably accumulated in St. Therefore, motion is detected but no points removal
is needed. If the second fact is verified then there are wedges Vu,j,k, u < i+ h, for
which there are sets wStu,j,k ⊂ St not empty but the corresponding sets wScant+1u,j,k = ∅,
that is why the set of points wScant+1i+h,j,k is detected in Scant+1. Therefore, the points
in wSti,j,k are supposed to belong to the surface of an object that was occluding the
surface detected by wScant+1i+h,j,k , at time t, but is no more occluding it at time t+ 1.
Hence, points in wSti,j,k are removed from St+1 (see Figure A.4).
Figure A.4. (left) detecting the points to remove in presence of background and (right)
failing to detect points to remove due to lack of background.
Note that the approach for points removal implicitly takes into account the robot ego-
motion. Indeed, points in wSti,j,k are transformed according to the transformation TRΩ
provided by the ICP algorithm at time t+ 1 (see Equation A.5), and thus expressed
in the frame of wScant+1i,j,k , namely GR; then, are partitioned into the spherical voxel
space. Consequently, the ego-motion is compensated.
Trails of points belonging to a moving object cannot be removed when the distance
between the robot and the background exceeds the maximum range of the sensor
(see Figure A.4). In this case, the following fact holds:
iii. wSti,j,k 6= ∅ and ∀u. wScant+1u,j,k = ∅. (A.7)
The lack of the background makes it impossible to identify the motion, this is a
typical effect of point at infinity. To avoid this case it is enough to fix a maximal
distance and assume that the wedge at that distance identifies a set of points at
any time t. Under this condition the above item iii) reduces to the item ii) of
Equation A.6.
However, the presence of noise in the measurements can lead to errors in the
accumulated point cloud St+1. For example, an erroneous measurement can be
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Figure A.5. Set of spherical wedges and wi,j,k of Scant+1 and St for fixed j and k.
Highlighted in Scant+1 the occupied wedge, and highlighted in St the wedge and the
points, which will not be merged into St+1. Observe that in Scant+1 some outliers
appear, which could have affected the result if not treated correctly.
produced by the scan of a surface, when a part of that is reflective. This results in
few points located very far from the scanned surface (see Figure A.5). A possible
solution to this problem is to look at the cardinality nScant+1i,j,k =
∣∣∣wScant+1i,j,k ∣∣∣ of a set
of points wScant+1i,j,k identified by the wedge Vi,j,k. Therefore, let i? be the index of
the wedge Vi?,j,k, such that
i? = arg maxi
{
n
Scant+1
i,j,k − i
}
with  > 0 (A.8)
If i? > 0, then Vi?,j,k corresponds to the first not empty voxel such that wScant+1i?,j,k
has maximal cardinality. Otherwise, the region of space subtended by the intervals
Θj and Φk is completely empty. The selection of Vi?,j,k, on the basis of the above
criteria, ensures that the voxels Vi,j,k occupied by very few points of Scant+1,
including noisy measurements, are discarded. Therefore, St+1 will contain all the
points of wScant+1i,j,k , for all i, and those of w
St
i,j,k such that i > i?.
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