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“Voici la première question raisonnable qui m’ait été adressée.
Entendez-vous, vous autres ? Ha ! ha ! ha !
Vois-tu, je m’ennuyais. ”
F. Dostoïevski (Le Joueur)
“Il faut avoir encore du chaos en soi
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De nombreuses avancées dans les techniques de mesure et d’imagerie mènent au problème nu-
mérique complexe de la restitution d’un signal à partir de l’observation de signaux physiquement
associés. Ce problème, appelé problème inverse, peut être résolu eﬃcacement en mettant en œuvre
une approche pénalisée qui consiste à se ramener à l’optimisation d’un critère composite. Un tel
critère permet d’obtenir la solution la plus plausible, compte tenu des données et des informa-
tions sur l’application considérée. La principale diﬃculté à surmonter est le volume croissant des
données qui entraîne un coût de calcul rédhibitoire lors de la résolution numérique du problème
d’optimisation.
Un domaine particulièrement confronté à des données de grande taille est celui de l’imagerie,
incluant des problèmes de restauration et de reconstruction d’images. Dans ces applications, le
nombre d’inconnues à estimer correspond au nombre de pixels de l’image et est par conséquent
très important. De plus, la taille actuelle des problèmes d’imagerie est amenée à augmenter, avec
la volonté de développer l’imagerie 3D voire l’imagerie dynamique "2D+t" ou "3D+t". Bien que
la puissance des calculateurs augmente régulièrement, traiter de tels volumes de données en un
temps raisonnable reste un déﬁ majeur.
Dans cette thèse, nous proposons des méthodes algorithmiques dédiées à l’optimisation des
critères pénalisés dans l’objectif de résoudre les problèmes inverses de grande taille du traitement
du signal et des images pour un coût de calcul acceptable.
1.1 Position du problème
La solution de nombreux problèmes inverses de traitement du signal et de l’image peut être
déﬁnie comme le minimiseur d’un critère pénalisé F : Rn → R qui prend en compte conjointement
les données observées et les informations préalables sur la solution. La solution ne peut générale-
ment pas s’exprimer sous une forme analytique et un algorithme de minimisation doit être mis en
œuvre pour en fournir une estimée. Bien que cette approche pénalisée fournisse des solutions de
qualité satisfaisante, son implémentation actuelle a souvent pour inconvénient d’avoir une charge
calculatoire trop importante pour les problèmes de grande taille. Dans le cadre de l’optimisation
diﬀérentiable, une famille fondamentale d’algorithmes est basée sur la stratégie de descente ité-
rative alternant calcul d’une direction de descente et détermination d’un pas scalaire quantiﬁant
l’avancée le long de la direction choisie. Une stratégie pertinente de calcul du pas doit tirer proﬁt de
la structure du critère pénalisé, ce qui est le cas des algorithmes de pas par Majoration-Minoration
(MM) auxquels nous prêterons une attention particulière tout au long de cette thèse.
Recherche de pas MM quadratique
Le principe de Majoration-Minoration (MM) apparaît pour la première fois dans l’ouvrage (Or-
tega et Rheinboldt, 1970). Il consiste à substituer une séquence de problèmes plus simples au pro-
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blème initial d’optimisation, en approchant le critère par une approximation tangente majorante,
c’est-à-dire une fonction tangente au critère en un point et supérieure ou égale au critère en tous les
autres points. De nombreuses contributions algorithmiques dans le cadre de l’inversion pénalisée
s’identiﬁent avec un schéma MM. C’est le cas par exemple des algorithmes semi-quadratiques de
(Geman et Reynolds, 1992; Geman et Yang, 1995) largement utilisés pour la restauration d’images
(Allain et al., 2006; Charbonnier et al., 1997; Nikolova et Ng, 2005).
Récemment, la stratégie MM a été utilisée comme principe constructif d’une méthode de re-
cherche de pas (Fessler et Booth, 1999; Labat et Idier, 2008). Le calcul du pas utilise des ap-
proximations majorantes quadratiques du critère le long de la direction de descente, construites à
partir d’informations sur la structure analytique de celui-ci. Il en résulte une stratégie très simple
de détermination du pas, notée MMQ 1D, possédant de nombreuses propriétés de convergence
(Labat et Idier, 2008).
Recherche de pas MM quadratique multi-dimensionnelle
Une accélération signiﬁcative de l’algorithme de descente itérative est apportée en utilisant
une stratégie de sous-espaces (Conn et al., 1994a; Miele et Cantrell, 1969; Narkiss et Zibulevsky,
2005; Yuan, 2007). Cette procédure consiste à explorer le critère non plus le long de directions
de descente mais à l’intérieur de sous-espaces engendrés par plusieurs directions. La recherche de
pas scalaire est alors remplacée par une recherche de pas multi-dimensionnelle visant à minimiser
le critère dans le sous-espace. Néanmoins, les stratégies de calcul du pas multi-dimensionnelles
existant dans la littérature de l’optimisation souﬀrent d’une mise en œuvre complexe ou d’une
absence de résultats de convergence.
Comme souligné dans (Labat, 2006), la recherche de pas MM scalaire se généralise simplement
au cas multi-dimensionnel, l’intérêt de ce schéma étant sa simplicité de mise en œuvre. La ques-
tion se pose de savoir si la recherche de pas MM quadratique multi-dimensionnelle
MMQ rD assure la convergence des algorithmes de sous-espace. Ce point fait l’objet
d’une étude spéciﬁque dans le cadre de ce travail.
Recherche de pas MM pour les fonctions barrières
L’élaboration des procédures de pas MMQ se basent sur l’hypothèse de l’existence de fonctions
quadratiques majorantes du critère à minimiser. Cependant, certains critères pénalisés ne vériﬁent
pas cette hypothèse. C’est le cas en particulier des critères contenant un terme de barrière, c’est à
dire un terme à gradient non borné. Cette singularité se rencontre fréquemment dans le contexte du
traitement du signal par exemple dans les critères de maximum d’entropie (Mohammad-Djafari et
Demoment, 1988b), de vraisemblance Poissonienne (Bertero et al., 2009) et est également utilisée
comme outil d’optimisation sous contrainte, par exemple dans les algorithmes de points intérieurs
(Fiacco et McCormick, 1967).
Lorsqu’un algorithme de descente itérative est utilisé pour la minimisation d’un tel critère, la
présence de la barrière rend ineﬃcace les procédures standards de recherche de pas (Murray et
Wright, 1994; Wright, 1995). De plus, la forme singulière de la barrière rend impossible l’utilisation
de la recherche de pas MM quadratique. La question de la modification de cette méthode en
vue de son utilisation pour l’optimisation des fonctions barrières se pose. Ce deuxième
point fait aussi l’objet d’une étude approfondie dans le cadre de ce travail.
1.2 Contributions
Les travaux menés pendant cette thèse concernent à la fois les aspects algorithmiques liés à la
minimisation de critères et les aspects expérimentaux à travers l’application de ces approches à




Cette thèse se place dans le prolongement des travaux (Labat, 2006; Labat et Idier, 2008) pour
les aspects algorithmiques. La procédure de recherche de pas MMQ 1D développée dans la thèse
de Christian Labat est une méthode itérative simple qui garantit la convergence de l’algorithme de
gradient conjugué non linéaire GCNL. Nous étendons ce résultat de convergence à la famille des
algorithmes de descente gradient reliés. Une perspective importante concernait l’extension de la
méthode MMQ 1D au calcul du pas multi-dimensionnel dans les algorithmes de sous-espace où la
nouvelle itérée est obtenue en explorant le critère dans un sous-espace engendré par un ensemble
de directions. Nos contributions consistent à :
– Modiﬁer la recherche de pas aﬁn de pouvoir l’implémenter dans le cadre d’un algorithme
de sous-espace. La méthode, notée MMQ rD, est basée sur des approximations majorantes
quadratiques du critère à l’intérieur du sous-espace et conserve la simplicité de son homo-
logue scalaire. Son association avec le sous-espace de mémoire de gradient (MG) déﬁnit un
algorithme de structure similaire au GCNL qui permet de s’aﬀranchir du choix du coeﬃcient
de conjugaison.
– Démontrer la convergence des algorithmes de sous-espaces associés à la technique de pas
MMQ rD, dont l’algorithme MG.
– Illustrer expérimentalement en déconvolution d’image le fait que l’algorithme MG + MMQ
2D est plus eﬃcace que l’algorithme GCNL + MMQ 1D.
Les fonctions barrières ne rentrent pas dans le cadre d’application des techniques de pas MM
quadratiques, à cause du caractère non borné de leur gradient. Nos contributions sur les aspects
algorithmiques de la minimisation des fonctions barrières consistent à :
– Modiﬁer la recherche de pas aﬁn de pouvoir l’implémenter dans le cadre d’une fonction
barrière. Nous proposons pour cela la stratégie MMLQ 1D basée sur une fonction majorante
log-quadratique permettant de tenir compte de la singularité de la barrière.
– Démontrer la convergence d’une famille large d’algorithmes de descente itérative associés à
MMLQ 1D.
– Illustrer expérimentalement le fait que la recherche de pas MMLQ 1D est plus eﬃcace que les
méthodes développées dans la littérature utilisant l’interpolation logarithmique ou cubique.
Spectroscopie RMN
La résonance magnétique nucléaire (RMN) est une méthode permettant d’accéder à des infor-
mations structurelles aux échelles microscopiques ou moléculaires de produits biologiques. Dans
le domaine agro-alimentaire, cette technique est employée pour déterminer la teneur en eau ou
en matière grasse d’un échantillon de matière. Nous nous sommes intéressés à l’estimation d’un
spectre 2D à partir de mesures RMN. Les diﬃcultés de l’estimation sont liées au caractère instable
de ce problème inverse, à la taille importante des données à traiter et à une incertitude de modèle
importante liée à la méconnaissance précise d’un paramètre expérimental. Nous avons développé
dans cette thèse une stratégie eﬃcace de résolution basée sur la recherche de la solution ayant la
plus grande entropie. Cela conduit à la minimisation d’un critère pénalisé contenant une fonction
barrière. Nos contributions consistent à :
– Implémenter la recherche de pas MMLQ 1D sur ce cas concret, en association avec une
direction de Newton tronqué (TN)
– Accélérer l’algorithme TN + MMLQ 1D par une stratégie de préconditionnement adaptée à
la forme séparable du modèle
– Réduire la complexité de l’algorithme en tenant compte des caractéristiques du modèle RMN
– Développer une stratégie simple de réglage du paramètre de régularisation
– Développer une procédure d’estimation du paramètre d’angle de bascule, intervenant dans
le modèle direct
– Illustrer expérimentalement l’eﬃcacité de la méthode sur des données RMN réelles
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1.3 Organisation du document
Inversion par approches pénalisées L’exposé débute par une présentation du cadre métho-
dologique associé aux problèmes inverses de traitement du signal et des images. Nous montrons
dans le chapitre 2 qu’une stratégie eﬃcace de résolution consiste à minimiser un critère pénalisé.
Le chapitre 3 traite de la minimisation des critères pénalisés et étudie largement les algorithmes
de descente itérative. Les stratégies de calcul de pas développées pour accélérer ces algorithmes
font l’objet de cette thèse.
Recherche de pas par Majoration-Minoration quadratique Le chapitre 4 débute par un
tour d’horizon des procédures de recherche de pas utilisées dans la littérature de l’optimisation.
Nous introduisons la recherche de pas par Majoration-Minoration quadratique MMQ 1D, dévelop-
pée par (Labat, 2006) pour la minimisation de critères pénalisés par l’algorithme de descente ité-
rative. Cette approche permet d’assurer la convergence des algorithmes de GCNL (Labat et Idier,
2008). Nous étendons ce résultat aux algorithmes gradient reliés, incluant les méthodes standards
de Newton, de quasi-Newton et Newton tronqué. Nous montrons également dans ce chapitre que
la procédure MM permet de déﬁnir une nouvelle méthode de calcul de pas multi-dimensionnelle
MMQ rD qui assure la convergence des algorithmes itératifs de sous-espace, incluant les stratégies
à super mémoire de gradient (SMG). Les performances des algorithmes GCNL + MMQ 1D et
SMG + MMQ rD sont comparées dans le chapitre 5 sur un problème de déconvolution d’image
de grande taille.
Recherche de pas par Majoration-Minoration log-quadratique LaMajoration-Minoration
quadratique ne s’applique pas lorsque le critère pénalisé contient une barrière, c’est à dire une fonc-
tion à gradient non borné. L’optimisation des fonctions barrières fait l’objet de la deuxième partie
de cette thèse. Le chapitre 6 apporte une déﬁnition formelle d’une fonction barrière, accompagnée
d’exemples concrets issus du traitement du signal. Nous montrons que les diﬃcultés rencontrées
lors de la minimisation d’une fonction barrière s’expliquent majoritairement par une mauvaise
stratégie de pas. Nous terminons ce chapitre par une description détaillée des solutions proposées
de la littérature pour remédier à ce problème de calcul du pas. Le chapitre 7 décrit une contribu-
tion majeure de cette thèse, à savoir le développement d’une nouvelle stratégie de pas MM tenant
compte du terme de barrière, basée sur une fonction majorante log-quadratique. La convergence
des algorithmes classiques de descente itérative associés à cette recherche de pas MMLQ 1D est
démontrée. Pour alléger la lecture, les démonstrations des résultats sont reportées dans l’annexe
A. Les performances de la méthode sont illustrées dans le chapitre 8 sur un ensemble d’exemples
de programmation quadratique résolus par des méthodes de points intérieurs.
Résolution d’un problème inverse en résonance Magnétique Nucléaire bi-dimensionnelle
Le chapitre 9 est consacré à l’application de la méthode de pas MMLQ 1D sur un problème réel
de traitement du signal, la reconstruction de spectres issus de la Résonance Magnétique Nucléaire
bi-dimensionnelle (RMN 2D). Après avoir souligné les diﬃcultés de ce problème inverse, nous
présentons les approches pénalisées proposées dans la littérature pour résoudre le problème. L’al-
gorithme d’inversion que nous proposons est basé sur la pénalisation par maximum d’entropie. La
résolution, nécessitant la minimisation d’une fonction barrière, est eﬀectuée par un algorithme de
Newton tronqué associé à la recherche de pas MMLQ 1D et à un préconditionneur adapté à la
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Chapitre 2. Inversion par approche pénalisée en traitement du signal et de l’image
2.1 Introduction
Dans divers domaines d’applications (physique, biologie, médecine, économie, par exemple),
la grandeur mesurable est représentée sous forme mathématique par un signal. Le traitement du
signal a pour objectif d’entreprendre et de développer des techniques de transformation, d’analyse
et d’interprétation des signaux. Dans cette thèse, nous nous intéressons à la résolution de problèmes
inverses en traitement du signal. Le but d’un problème inverse est de restituer un signal originel
à partir de l’observation de signaux physiquement associés et d’informations a priori. Nous nous
concentrons sur la résolution des problèmes inverses linéaires au sens où le lien entre le signal
d’intérêt et les données observées peut être représenté par un modèle linéaire. Nous présentons
tout d’abord en section 2.2 les approches non pénalisées qui tentent de reconstruire le signal
originel à partir de la seule connaissance des observations. Cette approche naïve conduit à des
diﬃcultés qui peuvent être résolues à l’aide du principe de régularisation. Nous décrivons dans la
section 2.3 une stratégie eﬃcace de régularisation basée sur la minimisation d’un critère pénalisé.
2.2 Problème inverse en traitement du signal
2.2.1 Déﬁnition
Il existe plusieurs branches particulières du traitement du signal, en fonction de la nature
des signaux considérés. En particulier, on distingue le traitement du son, le traitement d’image
et le traitement de la vidéo. Selon la nature du signal traité, le traitement du signal peut avoir
diﬀérentes ﬁnalités : la détection, le codage, la compression et enﬁn la restauration selon des
critères qualitatifs physiologiques (liés par exemple à l’écoute ou la visualisation).
Parmis ces applications, certaines s’expriment comme l’estimation d’une quantité d’intérêt x
inaccessible directement mais physiquement reliées à une grandeur mesurable y. C’est le cas par
exemple de la restauration d’image qui consiste à estimer une image originelle à partir d’une version
dégradée par un bruit, un ﬂou ou un sous-echantillonage (Boccacci et Bertero, 2002; Frieden, 1975;
Jansson, 1997). Citons également la reconstruction d’image qui détermine une image originelle à
partir de données indirectement liées à cette image par exemple par une opération de projection
(Gordon, 1971; Lewitt et Matej, 2003; Zeng, 2001). Le problème de la restitution de x à partir de
y constitue le problème inverse (Bertero et Boccacci, 1998).
La résolution du problème inverse passe tout d’abord par l’élaboration d’un modèle direct liant
y et x à partir d’équations de la physique. Le modèle idéal n’est généralement jamais satisfait par
les mesures en raison des erreurs de modélisation, des incertitudes de mesures et des erreurs de
discrétisation. Ces perturbations sont prises en compte par un terme de bruit. De façon générique,
le modèle direct s’écrit
y = K(x) + bruit, (2.1)
où K est un opérateur qui modélise la relation directe entre les mesures et les inconnues. En
restauration d’image, K représente la dégradation causée par l’instrument optique de mesure.
Il s’agit par exemple d’un opérateur de convolution. En reconstruction d’image, K modélise la
transformation eﬀectuée sur l’image, par exemple une projection par transformée de Radon.
Dans cette thèse, nous nous intéressons au cas particulier du modèle linéaire discret
y = Kx+ ǫ, y ∈ Rm, x ∈ Rn, K ∈ Rn×m, (2.2)
schématisé en ﬁgure 2.1. Le problème inverse associé à (2.2) consiste à estimer le vecteur x à
partir de y et de K. Le problème de déconvolution d’image présenté en ﬁgure 2.2 ainsi que les
applications traitées dans les chapitres 5 et 9 de cette thèse rentrent dans ce cadre.
Dans certaines applications telle que la déconvolution aveugle (Lam et Goodman, 2000), la
matriceK est inconnue et doit être estimée conjointement à x. Dans cette thèse, nous supposerons
que la détermination de cette matrice a été préalablement eﬀectuée.
8











Figure 2.1 – Formation d’un problème inverse linéaire
2.2.2 Caractère mal posé
La résolution du problème inverse (2.1) est rendue diﬃcile par son caractère mal posé. Au
début du XX siècle, Hadamard a déﬁni les trois conditions nécessaires pour qu’un problème soit
bien posé :
Définition 2.1. (Hadamard, 1902) La résolution de l’équation (2.1) est dite bien posée si
Existence : Pour chaque donnée y dans une classe déﬁnie Y, il existe une solution x dans
une classe prescrite X
Unicité : La solution est unique dans X
Continuité : La dépendance de x par rapport à y est continue : lorsque l’erreur sur la donnée
y tend vers zéro, l’erreur induite sur la solution x tend aussi vers zéro
Si la grande majorité des problèmes directs en physique sont bien posés, leurs problèmes inverses
associés ne le sont pas. On dit alors qu’ils sont mal posés. Les conditions sur l’opérateur K(.) pour
que le problème soit bien posé s’écrivent
Existence : L’ensemble des y de Y sont des images par K(.) de x de X , soit Y = Im(K)
Unicité : Le noyau de K(.) est réduit au vecteur nul x = 0, c’est à dire que l’unique solution
de l’équation K(x) = 0 est Ker(K) = {0}
Continuité : L’image de K(.) est fermée, Im(K) = Im(K), c’est à dire que toute limite de
suites dans Im(K) reste dans Im(K)
Dans le cas linéaire de dimension ﬁnie i.e., K(.) = K, la condition de continuité est toujours
vériﬁée, mais pas forcément celle d’unicité et d’existence. En eﬀet, si le nombre de valeurs singu-
lières s de K ∈ Rm×n est inférieur à n, le noyau de l’opérateur et son image seront respectivement
de dimensions n − s et s, détruisant la condition d’unicité. De plus, si s est inférieur à n, alors
l’existence de la solution n’est pas assurée.
Lorsque la matrice d’observation est carrée (n = m) et inversible (Ker(K) = {0}), une inversion
directe, au sens de la solution calculée par xˆ = K−1y, peut être envisagée. Dans tous les autres cas,
cette inversion directe est inapplicable. La nécessité de déﬁnir des solutions bien posées utilisables
dans des situations générales est à l’origine des développements de théories alternatives à l’inversion
directe, comme l’inversion généralisée et surtout la régularisation (Tikhonov et Arsenin, 1977;
Titterington, 1985b).
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(a) Image d’origine x (b) Image dégradée y
Figure 2.2 – Problème de déconvolution de l’image cameraman (Soulez, 2008) : L’image d’origine
x ∈ R256×256 a été ﬂoutée par une opération de convolution circulaire et dégradée par un bruit
additif Gaussien blanc centré. Le problème inverse consiste à estimer x à partir de l’image y et
de la matrice de convolution K.
2.2.3 Inversion généralisée
2.2.3.1 Principe
Une approche naturelle pour résoudre le problème inverse linéaire (2.2) consiste à utiliser la
méthode des moindres carrés, c’est à dire à choisir une solution xMC de l’équation normale
KTKx = KTy. (2.3)
Si la matrice KTK n’est pas inversible, alors il n’y a pas unicité de xMC et le problème reste
mal posé. Pour pallier ce problème, la solution généralisée x† est retenue. Elle est déﬁnie comme
étant la solution de norme minimale de l’ensemble des solutions des moindres carrés. L’existence
et l’unicité de x† sont assurées par la convexité de cet ensemble. On peut exprimer x† facilement
à l’aide de la décomposition en valeurs singulières (Singular Value Decomposition ou SVD) de K.
2.2.3.2 Expression en fonction de la SVD
La SVD (Golub et Van Loan, 1996) consiste à écrire K sous la forme
K = UΣV T (2.4)
avec U = (uj), V = (vi) des matrices orthogonales et Σ une matrice diagonale contenant les
valeurs singulières de K :
Σji =
{







αivi avec αi =
{
uTi y/σi siσi > 0
0 siσi = 0
(2.6)
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L’expression (2.6) déﬁnit x† de façon unique. Par conséquent, la solution de l’inverse généralisée
satisfait bien le caractère bien posé de Hadamard. Cependant, nous allons voir que cette solution
n’est toujours pas satisfaisante.
2.2.3.3 Sensibilité numérique de l’inverse généralisée
La condition de continuité est une condition nécessaire, mais en pratique non suﬃsante, de
stabilité numérique de la solution généralisée. En eﬀet, cette solution manque de robustesse au
sens où une petite perturbation dans les données peut engendrer une grande perturbation dans la
solution. Une perturbation additive δy sur les observables y entraîne une perturbation additive
δx sur la solution x† comme l’illustre le théorème suivant.
Théorème 2.1. Si δy est une faible perturbation sur l’observation y et δx† la perturbation induite





avec κ(K) = σmaxσmin , fonction des valeur singulières extrèmes de K.
La stabilité de la solution inverse généralisée dépend de la valeur du coeﬃcient κ(K), appelé
conditionnement de la matrice K (ou conditionnement du problème (2.2)). L’inﬂuence de l’erreur
sur l’observation est d’autant plus marquée sur la solution de l’inverse généralisé que la valeur de
κ(K) est grande. De plus, il est à noter que l’inégalité (2.7) peut devenir une égalité pour certains
couples (y, δy). Par conséquent, les conditions de Hadamard ne sont pas suﬃsantes pour assurer
la robustesse de la solution, un problème bien posé pouvant être mal conditionné.
En résumé, un problème inverse peut être :
– mal posé,
– bien posé (ce qui est le cas lors de l’utilisation de l’inverse généralisée en dimension ﬁnie)
mais mal conditionné.
La régularisation permet d’apporter une solution satisfaisante à ces deux types de problèmes.
2.2.4 Régularisation par contrôle de la dimension
D’après le théorème 2.1, le mauvais conditionnement du problème est dû à la présence de
petites valeurs singulières dans K dont l’inversion a pour eﬀet d’ampliﬁer les perturbations. La
régularisation par contrôle de la dimension (Truncated Singular Value Decomposition ou TSVD)
consiste à tronquer le développement (2.4) à partir d’un certain ordre σseuil (Nashed, 1981). La




αivi avec αi =
{
uTi y/σi siσi > σseuil
0 sinon
(2.8)
La troncature permet d’assurer la stabilité numérique de xTSV D. Cependant, elle présente deux
inconvénients. Tout d’abord, cette méthode nécessite de choisir le seuil de troncature σseuil. Ce
choix est diﬃcile surtout lorsque le spectre des valeurs singulières est régulier. D’autre part, tron-
quer signiﬁe que l’on renonce à restaurer les composantes hautes fréquences correspondant aux
valeurs singulières σi 6 σseuil. Cela est problématique lorsque l’on sait a priori que l’objet à
restaurer contient des zones irrégulières comme des contours dans une image. L’intégration de
connaissances a priori constitue l’une des motivations principales de la méthode de régularisation
par minimisation d’un critère pénalisé.
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2.3 Régularisation par minimisation d’un critère pénalisé
2.3.1 Principe
Les problèmes inverses mal conditionnés sont intrinsèquement instables et leur inversion naïve
à partir de la seule connaissance de l’observation y conduit systématiquement à des diﬃcultés. Le
principe de régularisation consiste à renforcer certaines propriétés souhaitables de la solution, sur
la base de connaissances a priori (Demoment, 1989). La solution du problème inverse est déﬁnie
comme le minimiseur d’un critère composite
F (x) = J(x) + λR(x). (2.9)
où J , appelé critère d’adéquation aux données, mesure l’erreur résiduelle entre y et Kx, et R,
appelé critère de régularisation, introduit et contrôle l’a priori sur la solution. Le paramètre λ
règle le compromis entre l’adéquation aux données et la ﬁdélité aux connaissances a priori. Fixer
λ = 0 correspond à une solution non régularisée construite uniquement à partir des données. A
l’inverse, λ =∞ revient à considérer uniquement la ﬁdélité à l’a priori.
2.3.2 Formulation du critère d’adéquation aux données
2.3.2.1 Moindres carrés pondérés
Repartons de l’équation d’observation (2.2). Puisque la solution exacte est inaccessible à partir
de la seule connaissance des données y et du modèle physique K, une démarche naturelle consiste
à chercher une solution qui permet une certaine adéquation entre les données y et la sortie du
modèle Kx. De manière formelle, cela revient à choisir
J(x) = D(Kx,y) (2.10)
où D est une mesure vériﬁant
D(u,u) = 0, D(u,v) > 0 (2.11)
qu’on choisira souvent de façon à ce que J soit strictement convexe et coercive (Titterington,
1985a). La fonction D va rappeler Kx vers la cible y. Le choix le plus courant pour mesurer
l’adéquation aux données est la distance euclidienne (ou norme ℓ2)
D(u,v) = ‖u− v‖2P = (u − v)TP (u − v) (2.12)
où P = LTL est une matrice symétrique déﬁnie positive (SPD), choisie pour renforcer certaines
caractéristiques de la solution. Ce choix conduit au critère des moindres carrés pondérés déﬁni
par :
J(x) = ‖L(y −Kx)‖2. (2.13)
Lorsque P est la matrice identité, la minimisation du critère non régularisé (2.13) conduit à la
solution des moindres carrés xMC déﬁnie en section 2.2.3.1.
2.3.2.2 Divergence de Kullback
La distance euclidienne n’est pas l’unique manière de mesurer la distance entre deux vecteurs.
La norme ℓp est également employée en particulier dans des applications relevant de l’estimation
robuste (Yarlagadda et al., 1985). D’autre part, lorsque les deux vecteurs sont positifs, on peut les
identiﬁer après normalisation comme des densités de probabilités et construire le critère à partir de
mesures de distances entre lois de probabilité (Csiszàr, 1991). Une mesure de distance probabiliste
classique est la divergence de Kullback, basée sur la notion d’entropie introduite dans (Jaynes,
1982) en théorie de l’information : La divergence de Kullback entre deux densités de probabilités







+ qi − pi, (2.14)
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sous réserve que qi > 0 pour tout i tel que pi > 0. Elle est couramment utilisée pour construire le
critère d’adéquation aux données en tomographie d’émission (De Pierro, 1995; Lange et al., 1987;
Vardi et al., 1985) sous la forme inversée






− yi + [Kx]i. (2.15)
La divergence de Kullback se généralise en deux principales classes de distances entre proba-
bilités, les φ-divergences et les divergences de Bregman. Ces fonctions sont également appelées
entropies généralisées. Elles sont déﬁnies à partir d’une fonction φ : R+ → R+ continue, convexe
et diﬀérentiable.
Divergences de Bregman. Les divergences de Bregman (Ben-Tal et al., 1989; Bregman, 1967;




φ(pi)− φ(qi)− φ˙(qi)(pi − qi). (2.16)
Pour φ(u) = u log u− u, on retrouve la divergence de Kullback et pour φ(u) = − logu, on obtient









déﬁnie lorsque pi, qi > 0 pour tout i, utilisée par exemple en imagerie astronomique (Cao et al.,
1999).
φ divergences. Les φ divergences, ou distances d’Ali-Silvey-Csiszàr (Ali et Silvey, 1966; Csiszàr,








φ˙(u) = −∞, (2.19)
φ(1) = φ˙(1) = 0, (2.20)
φ¨(1) > 0. (2.21)
Pour φ(u) = u logu − u + 1, on retrouve à nouveau la divergence de Kullback. De nombreuses
autres distances bien connues sont éléments de cette classe. On pourra consulter à ce sujet les
références (Ben-Tal et al., 1991, 1989; Taneja et Krumar, 2004).
2.3.2.3 Lien avec le maximum de vraisemblance
L’introduction d’un cadre probabiliste permet d’interprêter le choix du terme d’adéquation
aux données comme une modélisation statistique de la composante de bruit ǫ. Cela permet en
particulier de justiﬁer l’utilisation d’une divergence de Kullback en tomographie d’émission.
Partant de l’hypothèse que le bruit ǫ constitue une réalisation d’un vecteur aléatoire E qui
admet une loi à densité fE(ǫ), on en déduit que le vecteur des observées y constitue une réalisation
d’un vecteur aléatoire Y dont la densité de probabilité se déduit de celle du bruit
fY (y;x) = fE(y −Kx). (2.22)
Cette densité de probabilité résume à elle seule l’information contenue dans les données sur l’objet
déterministe x. L’estimation au sens du maximum de vraisemblance consiste à déﬁnir la solution
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comme le maximiseur xMV de la fonction fY (y;x), appelée par la suite vraisemblance des données
et notée V (y;x), ou de façon équivalente
xMV = argmin
x
− logV (y;x). (2.23)











où Z et C ∈ Rn×n sont respectivement la constante de normalisation et la matrice de covariance
symétrique déﬁnie positive. Alors le vecteur des observées y constitue une réalisation d’un vecteur











Nous obtenons donc que trouver xMV revient à minimiser la fonction d’adéquation aux données
des moindres carrés pondérés (2.13), avec P = C−1.
De manière générale, on peut associer une vraisemblance à une fonction d’adéquation aux




exp {−J(x)/T } (2.26)
avec Z la constante de normalisation et T un paramètre de température. Réciproquement, les
solutions du maximum de vraisemblance correspondent aux solutions non régularisées minimisant
le terme d’adéquation aux données tel que
− logV (y;x) = J(x)/T. (2.27)
Nous avons dit dans la section 2.3.2.2 que la divergence de Kullback était classiquement utilisée
comme terme d’adéquations aux données en tomographie d’émission. Le cadre probabiliste permet
de justiﬁer un tel choix. Dans cette modalité d’imagerie, ainsi qu’en tomographie de transmission
à faible dose ou dans certaines applications en astronomie, la faible quantité de mesures conduit à
un modèle de bruit Poisson (Bertero et al., 2009; Snyder et al., 1993; Vardi et al., 1985). En eﬀet,
le processus d’acquisition correspond à un comptage de particules. Lorsque le nombre de particules
comptées est faible, les mesures yj s’interprètent comme la réalisation d’un vecteur aléatoire [Y ]j







exp (−[Kx]j) . (2.28)
La solution au sens du maximum de vraisemblance minimise le critère




(−yj log[Kx]j + [Kx]j + log(yj !)) . (2.30)
correspondant, à une constante additive près, à la divergence de Kullback entre y et Kx.
2.3.3 Modèle a priori
Une stabilisation correcte de l’inversion passe par l’ajout d’un terme de pénalisation R(x)
modélisant un certain comportement attendu de l’objet à estimer (Idier, 2008). Nous présentons
tout d’abord une classe de fonctions de pénalisations issue d’un a priori de régularité sur la
solution. La fonction R somme les variations de x à travers un opérateur de régularisation.
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2.3.3.1 Méthode de Tikhonov - Mesure de régularité
La méthode de Tikhonov (Tikhonov, 1963) consiste à résoudre le problème continu (2.1) en
minimisant le critère des moindres carrés pénalisé
‖y −K(x(t))‖2 + λR(x(t)) (2.31)










Dans cette expression, les fonctions αl(t) sont des fonctions réelles, non négatives et continues
sur l’intervalle d’intégration. Le stabilisateur est dit d’ordre d car il contient la dième dérivée de
x(t). Cette forme de pénalisation permet d’introduire un a priori sur la douceur de la solution.
En eﬀet, cela revient à rechercher des solutions dans l’espace des fonctions admettant des dérivées
généralisées jusqu’à l’ordre d.
La formulation générale de Tikhonov est rarement utilisée dans le cadre de la résolution de
problèmes inverses discrets et on emploie plutôt la forme simpliﬁée déﬁnie dans (Tikhonov et
Arsénine, 1976)
R(x) = ‖Dx‖2 (2.33)
avec D la matrice de diﬀérentation de taille n × n, typiquement d’ordre d = 0, 1 ou 2. Lorsque
d = 0, l’association de R au critère des moindres carrés s’interprête comme la relaxation de la
contrainte d’être exactement la solution des moindres carrés xMC et assurer à la solution d’avoir
une norme minimale. La solution est donc reliée à la solution généralisée x†. En reconstruction
d’image, le choix le plus répandu consiste à utiliser la dérivée première d = 1, ce qui a pour eﬀet de
favoriser les solutions constantes par morceaux. La ﬁgure 2.3 illustre les solutions obtenues pour
d = 0 et d = 1, sur le problème de déconvolution d’image. Sur cet exemple, le choix d = 1 fournit
un meilleur résultat du point de vue de la qualité visuelle.
(a) Régularisation d’ordre 0 (b) Régularisation d’ordre 1
Figure 2.3 – Déconvolution de l’image cameraman par minimisation du critère des moindres carrés
pénalisé par la régularisation de Tikhonov (Soulez, 2008).
Une analyse fréquentielle montre que la pénalisation de Tikhonov entraîne un lissage systé-
matique des hautes fréquences de l’objet, or dans certaines applications comme la détection de
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contours en traitement d’images, il est désirable d’avoir des solutions non lisses. Pour faire face à






où φ est la fonction de pondération. De nombreux candidats pour le choix de φ ont été proposés. Il
s’agit de remplacer la quadratique par une fonction mieux adaptée à la forme a priori de l’objet.
Présentons quelques-unes de ces fonctions φ non quadratiques en les classant en deux catégories
distinctes suivant qu’elles soient convexes ou non. Cette séparation conditionnera en pratique la
mise en œuvre de la stratégie d’optimisation du critère pénalisé.
Pondérations convexes. Les fonctions de pondération convexes non quadratiques sont classi-
quement des fonctions paires et coercives. Elles présentent un accroissement asymptotique moins
important que la parabole tout en restant convexe. Par conséquent, la fonction de régularisa-
tion associée (2.34) est également convexe. Un sous ensemble notable rassemble les pondérations
ℓ2−ℓ1, c’est à dire se comportant de manière quadratique proche de l’origine et de manière linéaire
à l’inﬁni. Les plus connues sont la fonction de Huber (Huber, 1981) et la fonction hyperbolique




u2 si |u| < δ





u2 + δ2. (2.36)
D’autres pénalisations convexes sont présentées dans (Lange, 1990; Zibulevsky et Elad, 2010).
Les fonctions ℓ2 − ℓ1 dépendent d’un paramètre δ positif qui conditionne le passage du régime
quadratique au régime linéaire. Une autre catégorie importante de pondérations convexes sont les
fonctions ℓp introduites par (Bouman et Sauer, 1996). Elles sont déﬁnies par
φ(u) = |u|p, 1 6 p < 2. (2.37)
Lorsque p = 1, on obtient la norme ℓ1 non diﬀérentiable en 0. La non diﬀérentiabilité a pour eﬀet
de favoriser la parcimonie de Dx. La pondération ℓ1 est principalement utilisée en compressed
sensing (Donoho, 2006; Figueiredo et al., 2007) en association avec la diﬀérentiation d’ordre 0 (i.e
D = I). En restauration d’image, elle fournit de bons résultats en association avec un opérateur
de gradient (Rudin et al., 1992), ce choix conduisant à la régularisation par variation totale.
La ﬁgure 2.4 illustre diﬀérentes fonctions de pondération convexes. La solution du problème de
déconvolution d’image est illustrée en ﬁgure 2.5 pour plusieurs fonctions de régularisation convexes
associées à l’opérateur de diﬀérentiation d’ordre 1.
Pondérations non convexes. Les fonctions de régularisation non convexes les plus courantes
sont les fonctions ℓ2 − ℓ0. Elles ont un comportement quadratique proche de l’origine et sont
asymptotiquement constantes. La quadratique tronquée
φ(u) = min(u2, δ2) (2.38)
introduite par (Geman et Geman, 1984) appartient à cette famille. Une variante plus régulière est





Comme dans le cas convexe, ces fonctions de pondération dépendent d’un paramètre δ correspon-
dant au seuil entre le régime quadratique et le régime asymptotique borné.
16








Figure 2.4 – Exemples de fonctions de pondération convexes. Proche de 0, la fonction ℓ2 − ℓ1 se
comporte comme une quadratique. A l’inﬁni, elle tend vers une fonction ℓ1.
2.3.3.2 Critère pénalisé généralisé
La pénalisation (2.34) ne permet pas de prendre en compte certains modèles et dans certaines de






où Vc ∈ Rp×n, ωc ∈ Rp, pour c = 1, ..., C. Le vecteur ωc ∈ Rp joue un terme de rappel. En
considérant ωc = 0 et p = 1, on retrouve bien (2.34).





Ainsi, la régularisation (2.40) a comme eﬀet de minimiser les distances entre les vecteurs Vcx et
des vecteurs ﬁxes ωc se comportant comme un terme de rappel. Cette formulation conduit à deux
formes particulières de pénalisation.
Distance à un objet cible. Lorsque l’on connait une estimation a priori x¯ de l’objet à re-
construire, une façon simple de régulariser consiste à déﬁnir C = 1, V1 = I et ωc = x¯. Le plus
classique est de choisir la distance euclidienne associée ou non à une matrice de pondération. Un
autre choix courant en reconstruction d’image est de prendre l’une des pénalisations suivantes,







+ x¯i − xi (2.42)
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+ xi − x¯i, (2.43)
appelés d’entropies croisées directe et inverse (Byrne, 1993; Le Besnerais et al., 1999). Ces critères
sont utilisés aﬁn de renforcer la positivité de la solution. En eﬀet, la singularité du logarithme en
zéro impliquera la positivité des minimiseurs du critère pénalisé. Notons que lorsque la cible x¯ est
trop éloignée de la solution du problème, pénaliser la distance entre x et x¯ peut conduire à de
mauvais résultats.
Distance à un objet variable. Plaçons nous dans le cas où x représente une image. Un a





où Vc ∈ Rn×n, c = 1...C, sont des opérateurs de décalage de l’image. Lorsque D est la dis-
tance euclidienne, on retrouve la pénalisation (2.34) avec D opérateur de diﬀérentiation d’ordre 1.
D’autres fonctions distances peuvent être considéres comme la distance de Kullback et la distance
de Itakura Saito (O’Sullivan, 1995). Notons que le choix d’une distance appartenant à la famille
des φ-divergences présente l’avantage de contraindre la solution à être positive, à cause de la sin-










+ [Vcx]i − xi (2.45)
qui, par son terme logarithmique, force le minimiseur du critère pénalisé à l’intérieur de l’orthant
positif.
2.3.3.3 Maximum d’entropie
Une stratégie de régularisation également très utilisée en reconstruction du signal est la mé-
thode du maximum d’entropie qui consiste à rechercher la solution comme minimiseur d’un critère
des moindres carrés pénalisé par un terme d’entropie de Shannon
F (x) = ‖y −Kx‖2 + λ
∑
i
xi log xi, (2.46)
ou de Burg




En traitement de l’information, l’entropie s’interprête comme une mesure de la quantité d’infor-
mation dans les réalisations d’une variable aléatoire (Jaynes, 1982). Même si dans le cadre de la
résolution d’un problème inverse la justiﬁcation théorique de l’entropie n’est pas établie de façon
formelle (Donoho et al., 1990; Nityananda et Narayan, 1982), cette pénalisation fournit des so-
lutions très satisfaisantes notamment en reconstruction d’images (Byrne et al., 1983; Danielle et
Gull, 1980; Gull et Skilling, 1984). Elle est donc utilisée dans de nombreuses applications telles
que l’imagerie astronomique (Pichon et Thiébaut, 1998), la tomographie à rayons X (Dusaussoy
et Abdou, 1995; Mohammad-Djafari et Demoment, 1988a) et l’imagerie par résonance magnétique
(IRM) (Johnson et McGarry, 2003; Wang et Zhao, 2000). La raison principale de cet engouement
est que la pénalisation entropique permet d’assurer la positivité de l’objet reconstruit à cause de
sa singularité sur le bord de l’orthant positif.
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2.3.3.4 Parcimonie dans un dictionnaire
Une autre façon de modéliser une image ou un signal consiste à considérer qu’il existe une base
dans laquelle sa représentation est creuse. Ceci signiﬁe que x peut s’exprimer comme la somme
pondérée d’un nombre ﬁni (faible) d’atomes élémentaires d’un dictionnaire représenté par une
matrice W dont les colonnes sont constituées des fonctions de bases discrétisées :
x = Wz. (2.48)
Le terme d’a priori est choisi aﬁn de favoriser la parcimonie de la décomposition z, c’est à dire de
maximiser le nombre de termes zi nuls. Deux approches peuvent être utilisées (Elad et al., 2007).
L’approche par analyse consiste à appliquer l’a priori de parcimonie sur le produit W ∗x,
correspondant à la transformée de x dans le dictionnaire (Aujol et Chambolle, 2005; Belge et al.,
2000; Chambolle et al., 1998). La solution est obtenue en minimisant le critère pénalisé
F (x) = D(Kx,y) + λR(W ∗x) (2.49)
où R est typiquement une norme ℓp, p > 1 aﬁn de garantir la convexité du critère.
L’approche par synthèse, plus récente, consiste à travailler directement dans le domaine des
coeﬃcients, en minimisant le critère pénalisé
F (z) = D(KWz,y) + λR(z) (2.50)
où R favorise l’apparition de composantes nulles de z (Chen et al., 1998; Figueiredo et al., 2007;
Mallat et Zhang, 1993). Un choix simple consiste à déﬁnir R comme la norme ℓ0 de z. Cependant,
minimiser une telle norme est un problème combinatoire connu pour être NP-complet. Il ne peut
donc pas être résolu pour des problèmes de très grande dimension. On remplace donc souvent la
norme ℓ0 par son enveloppe convexe qui est la norme ℓ1 (Chen et al., 1998). Dans certains cas, on
peut montrer que les deux normes fournissent des solutions identiques (Tropp, 2006).
La norme ℓ1 conduit à un critère pénalisé non diﬀérentiable dont la minimisation peut être
diﬃcile. Dans le cadre de la reconstruction d’image par synthèse, Zibulevsky et coll. (Elad et al.,
2007; Zibulevsky et Elad, 2010) proposent de remplacer |u| par l’approximation diﬀérentiable
paramètrée par un seuil δ > 0 :
φ(u) = |u| − δ log(1 + |u|/δ). (2.51)
La question de savoir laquelle parmi l’approche par analyse et l’approche par synthèse fournit
la meilleure reconstruction est un problème ouvert à ce jour (Chaâri et al., 2009; Elad et al., 2007;
Weiss et al., 2010). Du point de vue de l’optimisation, l’approche par synthèse est souvent préférée
car elle mène à une fonction de pénalisation séparable, permettant l’application d’algorithmes
simples de type seuillage itératif (Beck et Teboulle, 2009; Daubechies et al., 2004).
2.3.3.5 Lien avec la loi a priori
Nous avons établi précédemment que les solutions minimisant le critère d’adéquation aux
données correspondent aux solutions du maximum de vraisemblance. Le cadre probabiliste permet
également d’établir un lien entre la fonction de régularisation et une loi a priori fX(x), où x
constitue à présent une réalisation du vecteur aléatoire X.
Sous réserve que l’on puisse établir des liens tels que
− logV (y;x) ↔ J(x)
∃λ > 0 tel que − log fX(x) ↔ R(x) (2.52)
alors l’ensemble des solutions produites par la minimisation du critère pénalisé J+λR correspond
à l’ensemble des solutions fourni par l’estimateur du maximum a posteriori qui revient à considérer
les minimiseurs de l’inverse de la log vraisemblance a posteriori
min
x
(− logVp(y;x) = − logV (y;x)− log fX(x)) . (2.53)
19
Chapitre 2. Inversion par approche pénalisée en traitement du signal et de l’image
Notons que le lien entre loi a priori et terme de régularisation déterministe utilisé en traitement
d’image et de signal est souvent basé sur l’utilisation des champs aléatoires de Markov (Idier, 2008,
Chap.7).
2.3.4 Réglage du paramètre de régularisation
La valeur du paramètre de régularisation λ inﬂue de façon importante sur la reconstruction.
Prenons l’exemple du problème de déconvolution de l’image cameraman. La solution, déﬁnie comme
minimiseur d’un critère pénalisé J + λR, dépend de λ. L’eﬀet d’un mauvais choix du paramètre
de régularisation est illustré sur la ﬁgure 2.6. Si λ est trop petit (sous-régularisation), les détails
sont bien reconstruits mais l’image est noyée dans le bruit. A l’inverse, si λ est trop grand (sur-
régularisation), l’image est trop lisse, les détails sont peu visibles et des oscillations de Gibbs
apparaissent. Dans cet exemple simple, la solution exacte étant connue, il est possible d’estimer
λ de manière supervisée, en modiﬁant manuellement λ pour minimiser l’erreur de reconstruction.
Dans les problèmes pratiques, la solution exacte est bien sûr inconnue et il est nécessaire de
trouver une façon de régler automatiquement le paramètre de régularisation. Les méthodes les
plus courantes sont la validation croisée (Golub et al., 1979) et la méthode de la courbe en L
(Hansen et O’Leary, 1993; Hansen, 1992).
2.4 Conclusion
Un problème inverse mal posé se résout de façon eﬃcace par la minimisation d’un critère
pénalisé qui prend en compte conjointement les données observées et les informations préalables à
la solution. Le choix du critère se base sur une nécessité de modélisation du processus de formation
des données et des propriétés de la solution recherchée. Un autre point primordial à considérer est
l’inﬂuence des propriétés mathématiques du critère sur la diﬃculté de la résolution. L’approche




(a) ℓ2 (b) ℓ1
(c) ℓ2 − ℓ1 (d) Variation totale
Figure 2.5 – Déconvolution de l’image cameraman par minimisation du critère des moindres carrés
associé à diﬀérentes stratégies de régularisation opérant sur les diﬀérences entre pixels voisins de
l’image (Soulez, 2008).
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(a) Sous régularisé (b) Sur régularisé
Figure 2.6 – Déconvolution de l’image cameraman par minimisation du critère des moindres carrés
associé à la pénalisation de Tikhonov d’ordre 1 (Soulez, 2008).
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Chapitre 3. Minimisation d’un critère pénalisé
3.1 Introduction
Une solution acceptable à un problème inverse mal posé s’obtient en résolvant le problème d’op-
timisation consistant à minimiser un critère pénalisé. Le cas le plus simple est celui d’un critère
quadratique. En eﬀet, son minimiseur s’obtient de façon analytique par la résolution d’un système
linéaire. Néanmoins, lorsque le problème inverse est de grande taille, ce système ne peut être ré-
solu que de façon approchée par une méthode itérative. De façon plus générale, la résolution du
problème de la minimisation du critère pénalisé peut rarement s’eﬀectuer de façon directe et une
stratégie itérative doit être utilisée. Cette stratégie se base sur un algorithme d’optimisation qui
construit une suite de points convergeant vers une solution du problème. Le recours à une méthode
d’optimisation se rencontre très fréquemment en traitement du signal et de l’image. L’optimisa-
tion est un domaine des mathématiques appliquées très riche et très actif. De très nombreuses
méthodes d’optimisation existent pour diﬀérents types de problèmes. Nous nous concentrons dans
ce travail de thèse sur la minimisation de critères diﬀérentiables. Un algorithme fondamental pour
résoudre ce type de problème est l’algorithme de descente itérative, dont sont issus par exemple
les algorithmes standards de Newton et de gradient. Après avoir rappelées dans la section 3.2 les
notions mathématiques indispensables à la construction d’un tel algorithme, nous décrivons dans
la section 3.3 le schéma de descente itérative. Pour une présentation plus détaillée de cette famille
de méthodes, le lecteur peut se référer aux ouvrages (Bertsekas, 1999; Nocedal et Wright, 1999;
Sun et Yuan, 2006). Une accélération signiﬁcative du schéma de descente itérative est obtenue en
introduisant la notion de sous-espace (Conn et al., 1994a; Narkiss et Zibulevsky, 2005) qui fera
l’objet de la section 3.4. Les algorithmes de descente et de sous-espace nécessitent de déﬁnir une
stratégie de calcul de pas. Cet aspect sera discuté de façon détaillée dans le chapitre 4.
3.2 Formulation du problème d’optimisation
Le problème d’optimisation qui nous intéresse consiste à minimiser une fonction à valeurs




où Df ⊂ Rn est le domaine de déﬁnition de la fonction F . En toute généralité, F , appelée fonction
objectif ou critère, peut ne pas avoir de borne inférieure et si elle en admet une, cette borne peut




Dans certains cas, il peut être nécessaire de considérer un problème de minimisation contraint.
Au lieu de minimiser F sur Df , on la minimise seulement sur un ensemble E délimité par des
contraintes d’égalité et/ou d’inégalité. L’élaboration d’une méthode d’optimisation permettant la
prise en compte de contraintes sera discutée à la ﬁn de la section 3.3 ainsi que dans le chapitre 6.
3.2.1 Propriétés du critère
Nous avons vu dans le chapitre 2 que le choix du critère est fortement lié aux particularités du
problème à résoudre. Plus précisément, le terme d’adéquation aux données dépend des hypothèses
sur le modèle de bruit (additif, multiplicatif, corrélé) et le terme de pénalisation dépend des
propriétés de l’objet à reconstruire (parcimonie, rugosité). Il est également important de garder en
mémoire lors de la construction du critère que ses propriétés mathématiques conditionnent le type
de méthode employée pour la résolution du problème et inﬂuent sur la complexité du problème
d’optimisation. Trois propriétés importantes à étudier sont la convexité, la diﬀérentiabilité et le
caractère gradient Lipschitz (ou gradient borné) du critère.
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3.2.1.1 Convexité
Définition 3.1. Soit F une fonction déﬁnie sur Df . Cette fonction est dite convexe sur V ⊂ Df
si V est convexe et si pour tout λ ∈ [0, 1] et pour tout (x,y) ∈ V,
F (λx+ (1− λ)y) 6 λF (x) + (1− λ)F (y) (3.3)
La convexité du critère inﬂue sur le nombre de solutions du problème d’optimisation. En eﬀet,
un critère non convexe est en général multimodal. Sa minimisation nécessite la mise en œuvre
d’algorithmes d’optimisation mettant en œuvre une approche globale. On citera en particulier les
approches par recuit simulé (Geman et Geman, 1984), les algorithmes génétiques (Holland, 1992)
ou la non convexité graduelle (Nikolova et al., 1998). A l’inverse, la minimisation d’un critère
unimodal est un problème plus simple. En eﬀet, le minimiseur global de F est caractérisé par
une considération locale sur le critère. La mise en œuvre d’une méthode d’optimisation locale
permettra de résoudre entièrement le problème.
Notons que les méthodes modernes d’optimisation globale font souvent appel à une ou plusieurs
étapes d’optimisation locale. Ceci montre l’importance de l’optimisation locale, même pour un
critère non convexe.
3.2.1.2 Différentiabilité
Définition 3.2. Soit F une fonction déﬁnie sur Df . Cette fonction est dite diﬀérentiable au sens











existe et vériﬁe pour tout y ∈ RN ,
∇F (x)Ty = lim
αց0
F (x+ αy) − F (x)
α
. (3.5)
La non diﬀérentiabilité du critère rend diﬃcile la mise en œuvre de l’algorithme d’optimisation.
Cependant, certaines applications nécessitent l’utilisation d’un terme de pénalisation non diﬀéren-
tiable comme la variation totale pour la reconstruction d’images constantes par morceaux ou la
norme ℓ1 pour la reconstruction de représentations parcimonieuses. La minimisation du critère
non diﬀérentiable qui en découle nécessite l’emploi d’une stratégie d’optimisation spéciﬁque telle
que celles proposées dans (Beck et Teboulle, 2009; Chaux et al., 2007; Combettes et Pesquet, 2007;
Daubechies et al., 2004).
Une approche alternative consiste à approcher le terme non diﬀérentiable par une fonction dif-
férentiable paramétrée par un seuil δ, quantiﬁant l’erreur d’approximation (Carlavan et al., 2010;
Nesterov, 2005; Weiss et al., 2010; Zibulevsky et Elad, 2010). Le réglage du seuil résulte d’un com-
promis entre rapidité de l’optimisation et proximité avec la solution du critère non diﬀérentiable.
En particulier, une très faible valeur de δ conduit à un critère mal conditionné dont la minimisation
par un algorithme itératif se caractérise par une lenteur importante (Nesterov, 2005).
En pratique, les solutions résultant du critère approché diﬀérentiable sont parfois meilleures que
celles obtenues en minimisant le critère initial non diﬀérentiable (Carlavan et al., 2010; Nikolova,
2004). Ceci est dû au fait que ce dernier ne modélise pas forcément de manière pertinente les
images. Par exemple, la singularité de la norme ℓ1 présente dans la variation totale introduit un
eﬀet de staircasing dans les images reconstruites (Nikolova, 2004). Dans le cadre des reconstructions
basées sur un a priori de parcimonie, la question de savoir si la pénalisation ℓ1 fournit de meilleurs
résultats que sa version approchée reste un problème ouvert.
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3.2.1.3 Gradient Lipschitz
Définition 3.3. Soit F une fonction déﬁnie sur Df . Cette fonction est dite à L-gradient Lipschitz
sur le domaine V ⊂ Df si pour tout (x,y) ∈ V, les gradients ∇F (x) et ∇F (y) existent et vériﬁent
‖∇F (x)−∇F (y)‖ 6 L‖x− y‖. (3.6)
Le caractère gradient Lipschitz est souvent nécessaire pour démontrer la convergence des algo-
rithmes d’optimisation (Nocedal et Wright, 1999, Chap.3), ainsi que pour leur garantir une vitesse
de convergence optimale (Nesterov, 2003, Chap.2). Voici quelques exemples de fonctions scalaires
à gradient Lipschitz sur Df = R :
F (x) = (y − kx)2 avec L = 2k2
F (x) =
√
x2 + δ2 avec L = 1δ
(3.7)
Un résultat important concerne le caractère gradient Lipschitz des fonctions convexes :
Lemme 3.1. (Bertsekas, 2003)
Tout fonction convexe est à gradient Lipschitz sur V, à condition que V soit un fermé borné contenu
dans le domaine de déﬁnition du gradient de F .
Les hypothèses sur V sont essentielles comme on peut le voir sur les trois exemples suivants :
F1(x) = x
3, Df = R, V = R+ (3.8)
F1 est convexe sur V mais celui-ci n’est pas borné. Le gradient de F n’est pas Lipschitz sur V .
F2(x) = − logx, Df = (0,+∞), V = (0, 1] (3.9)
F2 est convexe sur V mais celui-ci est ouvert. Le gradient de F n’est pas Lipschitz sur V .
F3(x) = x log x, Df = [0,+∞), V = [0, 1] (3.10)
F3 est convexe sur V mais le gradient de F est inﬁni en 0. Par conséquent, F n’est pas gradient
Lipschitz sur V .
Les fonctions F2 et F3 appartiennent à la classe particulière des fonctions barrières que nous
détaillons dans le paragraphe suivant.
3.2.1.4 Fonction barrière
Le terme de barrière est employé pour décrire des fonctions possédant une asymptote verticale
le long des frontières bornées de leur domaine de déﬁnition (Nesterov, 2003, Sec.4.2). Parmis les
fonctions présentées dans la section 2.3, l’adéquation au données poissonienne (2.30) et les péna-
lisations par entropie (2.46), (2.47) sont des fonctions barrières. En eﬀet, ces critères contiennent










Comme l’illustre la ﬁgure 3.1(a), la fonction − logu tend vers l’inﬁni en zéro. Par conséquent, la
fonction (3.11) est une fonction barrière sur le bord du domaine
C = {x|[Cx]i > 0} . (3.13)
Il en est de même pour la fonction (3.12) car la dérivée de la fonction u logu tend vers l’inﬁni en
zéro, comme l’illustre la ﬁgure 3.1(b).
26
3.2. Formulation du problème d’optimisation
Une telle propriété est intéressante car elle implique que tout critère contenant un terme de la
forme (3.11) ou (3.12) aura ses minimiseurs à l’intérieur de C. C’est particulièrement utile lorsque
C s’identiﬁe avec l’orthant positif, la barrière contraignant la positivité sur la solution. Nous
montrerons dans le chapitre 6 que la minimisation d’un critère contenant une fonction barrière
nécessite une vigilance particulière en terme de choix d’algorithme et d’implémentation. L’objectif
majeur de cette thèse sera alors de développer des stratégies d’optimisation eﬃcaces pour traiter
la minimisation de critère contenant une fonction barrière.













(a) φ(u) = − log u (b) φ(u) = u log u
Figure 3.1 – Barrières logarithmique et entropique
3.2.2 Conditions d’optimalité
Généralement, on entend par solution de (3.2) un point associé à une valeur minimale de F
sur Df . Ce point est appelé minimum global. Il vériﬁe
F (x∗) 6 F (x), ∀x ∈ Df . (3.14)
Cependant, un tel point peut être diﬃcile à trouver car notre connaissance de F est souvent
limitée. En eﬀet, les méthodes de résolution sont basées sur une évaluation de F en un nombre
réduit de points. Il peut donc arriver que F présente un minimum dans une région inexplorée par
la méthode. De ce fait, la plupart des stratégies de résolution déterminent des points où F atteint
une valeur minimale dans un voisinage V de x∗, appelés solutions locales. On parle de minimum
global ou local strict si on a l’égalité stricte dans (3.14) lorsque x 6= x∗. Les classiﬁcations que nous
venons d’eﬀectuer peuvent laisser croire que le seul moyen de vériﬁer que x∗ est solution de (3.2)
est d’examiner tous les points de Df (ou du voisinage de x∗) aﬁn de s’assurer qu’il n’existe pas
un autre point où F prend une valeur plus petite. Lorsque la fonction F possède des propriétés de
régularité (continuité, diﬀérentiabilité), il existe des conditions dites d’optimalité qui permettent
de reconnaître une solution à partir de connaissances locales sur F . Les conditions d’optimalité
sont de deux types : Condition nécessaire (CN) et condition suﬃsante (CS). La CN est une relation
vériﬁée par toute solution du problème (3.2). A l’inverse, la vériﬁcation de la CS assure à un point
d’être solution de (3.2). On parle de conditions du premier ou second ordre suivant que celles-ci
font intervenir uniquement les dérivées premières de F ou bien aussi les dérivées secondes.
Théorème 3.1. CN du premier ordre
Si x∗ est un minimum local de (3.2) et F est diﬀérentiable en x∗, alors ∇F (x∗) = 0.
Un point vériﬁant ∇F (x∗) = 0 est appelé point stationnaire. Un point stationnaire peut être
de trois type : minimum local, maximum local ou point selle.
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Théorème 3.2. CN du second ordre
Si x∗ est un minimum local de (3.2) et F est deux fois diﬀérentiable en x∗, alors ∇F (x∗) = 0 et




La contraposée de ce théorème permet de déﬁnir la CS d’optimalité du second ordre, dont la
vériﬁcation assure à un point d’être solution de (3.2).
Théorème 3.3. CS du second ordre
Supposons que F soit deux fois diﬀérentiable en x∗. Si ∇F (x∗) = 0 et ∇2F (x∗) est déﬁnie positive,
alors x∗ est un minimum local strict de (3.2).
Lorsque la fonction F est convexe, les minima locaux et globaux sont simples à caractériser :
Théorème 3.4. Si F est convexe, tout minimum local x∗ de (3.2) est aussi un minimum global.
Si, de plus, F est diﬀérentiable, alors tout point vériﬁant ∇F (x∗) = 0 est minimum global de
(3.2).
Les conditions d’optimalité servent de point de départ à l’élaboration de stratégies de résolution
du problème (3.2). En général, il n’est pas possible d’obtenir une solution de (3.2) de façon directe
ou même en un nombre ﬁni d’opérations arithmétiques. De ce fait, la résolution passe par l’utilisa-
tion d’un algorithme itératif : A partir d’un point qui ne satisfait pas les conditions d’optimalité,
on va produire un autre point, meilleur que le précédent. Puis on va recommencer, et engendrer
une suite de points qui s’approche d’un optimum. L’élaboration de l’algorithme nécessite donc de
répondre au problème formel suivant :
A partir d’informations sur F au point xk (et éventuellement aux points précédents
x0, ...,xk−1), comment trouver une nouvelle itérée xk+1 plus proche de x
∗ que xk ?
L’objectif de l’algorithme étant de minimiser F , une approche naturelle consiste à générer {xk}k>0
telle que pour tous ses membres, on ait la relation
F (xk+1) 6 F (xk), (3.15)
on dit alors que l’algorithme est monotone. Une méthode très usuelle de construction d’algorithmes
itératifs monotones est la descente itérative qui génère les itérés en se déplaçant le long de directions
correspondant à une diminution locale du critère. Les développements eﬀectués dans cette thèse
vont contribuer à l’amélioration des performances, en terme de vitesse de convergence et de coût
par itération, des algorithmes de descente itérative que nous présentons à présent.
3.3 Méthode de descente itérative
3.3.1 Principe
Dans le cadre de l’optimisation diﬀérentiable, une famille fondamentale d’algorithmes est basée
sur la stratégie de descente itérative. La méthode de descente itérative permet de générer une
suite de points convergeant vers une solution du problème non contraint (3.2) tout en assurant
la décroissance monotone du critère à chaque itération. La décroissance du critère est assurée
en déplaçant l’itérée courante xk le long d’une direction de descente dk. On dit que dk est une
direction de descente de F en xk si elle satisfait
∇F (xk)Tdk < 0 (3.16)
Par déﬁnition du gradient, il revient au même de dire que dk fait avec −∇F (xk) un angle θk
strictement plus petit que 90 degrés, comme l’illustre la ﬁgure 3.2. L’ensemble des directions
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vériﬁant la relation de descente (3.16) forme un demi-espace ouvert de Rn, dont les éléments dk
sont tels que
F (xk + αdk) < F (xk) (3.17)
pour tout α > 0 suﬃsamment petit. De telles directions sont intéressantes car, pour faire décroître
F , il suﬃt de se déplacer le long de dk.
Figure 3.2 – La direction dk forme un angle θk < 90˚ avec la direction de plus grande pente
−∇F (xk). Il s’agit d’une direction de descente pour F en xk. En eﬀet, elle est dirigée vers l’intérieur
des lignes de niveau de F .
L’algorithme de descente utilise cette propriété pour minimiser la fonction F . La suite {xk}k>0
est construite par la récurrence
xk+1 = xk + αkdk (3.18)
où αk > 0 est le pas et dk est une direction de descente (Figure 3.3). Une telle méthode consiste à
alterner la construction de dk et la détermination de αk. L’arrêt de la récurrence est contrôlé par
un test portant généralement sur la petitesse du gradient ∇F (xk). C’est en eﬀet ce que suggère
la condition d’optimalité ∇F (x∗) = 0. Bien que l’annulation du gradient puisse intervenir en un
maximum ou en un point selle de F , le choix de (αk,dk) va empêcher l’algorithme de converger
vers un tel point. Pour mettre en œuvre une méthode de descente itérative, il faut donc spéciﬁer
deux choses :
– La construction de la direction dk. La manière de procéder donne le nom de l’algorithme. Elle
est choisie à partir de considérations locales sur F . Elle doit vériﬁer (3.16) et encourager une
convergence rapide de l’algorithme, en particulier lorsque l’on se rapproche de la solution.
– La détermination du pas αk par une stratégie de recherche linéaire. La valeur de αk résulte
de la minimisation approchée de la fonction scalaire f(α) = F (xk + αdk).
Les stratégies développées pour le calcul du pas feront l’objet du chapitre 4. Nous présentons
à présent diﬀérentes stratégies employées pour construire la direction.
3.3.2 Méthodes de premier ordre pour la construction de la direction
3.3.2.1 Algorithme de gradient
Considérons le gradient de F en xk : ∇F (xk) que nous noterons par la suite gk. L’opposé de
gk est un choix évident de direction de descente. Parmi toutes les directions provenant de xk, il
s’agit de celle le long de laquelle F décroît le plus rapidement. Cette direction est orthogonale aux
lignes de niveaux de la fonction. L’algorithme de descente utilisant
dk = −gk (3.19)
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Figure 3.3 – La méthode de descente itérative alterne entre détermination d’une direction de
descente dk et minimisation approchée de F le long de dk par une stratégie de recherche linéaire.
est appelé algorithme de la plus grande pente ou algorithme du gradient. Bien que séduisant par
sa grande simplicité, ce choix de direction s’avère peu eﬃcace en pratique et l’algorithme qui en
résulte peut être très lent à converger. Par conséquent, on utilise plutôt la direction de gradient
conjugué (GC).
3.3.2.2 Algorithme de gradient conjugué
L’algorithme de GC est originellement conçu pour résoudre l’équation linéaire Kx = y, où
la matrice K est symétrique et déﬁnie positive. L’extension de l’algorithme au cas non linéaire
(GCNL) a été proposée par Fletcher et Reeves (Fletcher et Reeves, 1964) qui déﬁnissent
dk =
{ −gk si k = 0
−gk + βkdk−1 si k > 1 (3.20)





Lorsque la fonction à minimiser est quadratique, le coeﬃcient βk assure la conjugaison entre dk
et dk−1 et la méthode est assurée de converger en au plus n itérations, où n est la dimension du
vecteur d’inconnues. Dans le cas non quadratique, il existe de nombreuses variantes à la méthode
de Fletcher et Reeves, diﬀérant par le choix du paramètre βk (Hager et Zhang, 2006b). De plus,
lorsque βk n’assure pas que dk soit une direction de descente, cette dernière est remplacée par son
opposé −dk. Pour un problème non linéaire quelconque, il est conseillé dans (Nocedal et Wright,
1999) de choisir la formule de (Gilbert et Nocedal, 1992)
βPRP+k = max(β
PRP
k , 0), (3.22)
où βPRPk est le coeﬃcient de (Polak et Ribière, 1969; Polyak, 1969) :
βPRPk =
gTk (gk − gk−1)
‖gk−1‖ . (3.23)
En pratique, la direction de gradient conjugué non linéaire est souvent bien plus eﬃcace que la
direction de plus grande pente en terme de vitesse de convergence et est toute aussi simple à calculer
30
3.3. Méthode de descente itérative
(Nocedal et Wright, 1999). Une accélération de ces deux algorithmes s’obtient en introduisant
des informations sur les dérivées secondes du critère. Une première stratégie est d’utiliser un
préconditionneur.
3.3.2.3 Préconditionnement
Le conditionnement d’une matrice K, noté κ(K), est déﬁni comme le rapport entre sa plus
grande et sa plus petite valeur singulière. Nous avons vu dans le chapitre 2 que cette valeur
quantiﬁe l’eﬀet de petites variations de y sur x†, inverse généralisé de y = Kx, un mauvais
conditionnement (i.e., κ(K)≫ 1) se traduisant par une ampliﬁcation des erreurs numériques.
La vitesse de convergence d’un algorithme de descente itérative du premier ordre dépend du
conditionnement du Hessien ∇2F . La minimisation d’un critère ayant un Hessien mal conditionné
est caractérisée par des valeurs de pas très petites, même si le pas minimise exactement le critère
le long de la direction choisie. Par conséquent, la convergence des itérés vers la solution est très
lente. Le préconditionnement consiste à opérer le changement de variable F˜ (z) = F (Ckx) aﬁn
de modiﬁer la répartition des valeurs propres de la matrice hessienne au point courant, dans le
but d’accélérer la convergence de l’algorithme. La matrice Ck est choisie aﬁn que Mk = CkCTk
, appelée matrice de préconditionnement ou préconditionneur, soit une approximation symétrique
déﬁnie positive de l’inverse du Hessien H−1k .
Le changement de variable se traduit par une modiﬁcation du gradient du critère et par consé-
quent de l’expression de la direction de recherche. La direction de gradient devient
dk = −Mkgk (3.24)
et la direction GCNL devient
dk = −Mkgk + βkdk−1 (3.25)
où le coeﬃcient de conjugaison βk est modiﬁé en remplaçant respectivement les termes dk et gk
par C−1k dk et C
T
k gk ((Pytlak, 2009, Chap.4),(Hager et Zhang, 2006b)). Par exemple, le coeﬃcient





Dans le cas quadratique, cette modiﬁcation entraîne la conjugaison de deux directions consécutives
dans l’espace de changement de variable z.
Le préconditionneur Mk est construit de façon à ce que le Hessien de F˜ en xk soit bien
conditionné aﬁn d’entraîner que la direction de plus grande pente soit associée à une valeur de pas
plus grande. Un bon préconditionneur exige un compromis entre une approximation satisfaisante
de l’inverse du Hessien de F et un coût de calcul raisonnable. De nombreuses techniques de calcul
deMk sont proposées dans la littérature, parmi lesquelles la méthode SSOR (Symmetric Successive
Over-Relaxation) ainsi que la factorisation LU incomplète ou de Cholesky (Saad, 2003, Chap.10),
(Chen, 2005). L’utilisation de l’expression exacte de l’inverse du Hessien conduit aux méthodes de
descente itérative du second ordre.
3.3.3 Méthodes de second ordre pour la construction de la direction
3.3.3.1 Algorithme de Newton
La direction de Newton minimise une approximation quadratique correspondant au dévelop-
pement en série de Taylor au second ordre de F au point xk :
F (xk + d) ≈ F (xk) + dT∇F (xk) + dTHkd (3.27)
où Hk ≡ ∇2F (xk). Elle s’écrit donc
dk = −H−1k gk. (3.28)
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Lorsque la matrice Hk est déﬁnie positive, la direction de Newton est une direction de descente et
permet une convergence rapide de l’algorithme notamment lorsque le point courant xk est proche
d’une solution x∗. La direction de Newton possède cependant plusieurs défauts. Tout d’abord, elle
n’est pas déﬁnie aux points où le Hessien est singulier. De plus, lorsque le Hessien n’est pas déﬁni
positif, la direction de Newton n’est pas nécessairement une direction de descente. Dans ce cas, la
direction de Newton modiﬁée est utilisée
dk = − (Hk +max(−σmin + ǫ, 0)I)−1 gk (3.29)
où σmin est la plus petite valeur propre de Hk et ǫ une petite quantité positive. Pour un tel choix,
Hk sera égal au Hessien de F si celui-ci est déﬁni positif et se verra ajouter un multiple de l’identité
adéquat pour le rendre déﬁni positif le cas échéant. La valeur exacte de σmin est souvent issue d’un
calcul très coûteux du fait de la taille du problème et est classiquement approchée à l’aide d’une
stratégie basée sur la factorisation de Choleski (Nocedal et Wright, 1999, Chap.6). Pour pallier
le manque de robustesse de la méthode de Newton modiﬁée, celle-ci est souvent remplacée par
la méthode de régions de conﬁance, où la modiﬁcation du Hessien se base sur une interprétation
géométrique (Conn et al., 1987).
3.3.3.2 Algorithme de Quasi-Newton
Un inconvénient de la direction de Newton est qu’elle nécessite la connaissance de Hessien de
F . Le calcul de cette matrice peut être compliqué et coûteux. De plus, pour certains problèmes, le
critère n’est pas deux fois diﬀérentiable. Ceci a motivé l’apparition des méthodes de Quasi-Newton
qui déﬁnissent la direction par
dk = −B−1k gk (3.30)
où Bk est une approximation du Hessien générée itérativement par une formule de mise à jour
(Dennis et Moré, 1977). Les stratégies de mise à jour les plus populaires sont SR1 (symmetric-
rank-one) (Khalfan et al., 1993) et BFGS du nom de ses auteurs Broyden, Fletcher, Goldfard et
Shanno. Elles se basent sur l’approximation suivante, appelée équation sécante :
Bk(xk − xk−1) = gk − gk−1. (3.31)
En eﬀet, on peut montrer que cette relation est vériﬁée par le Hessien d’un critère F quadratique.
Les matrices SR1 et BFGS sont donc construites aﬁn de vériﬁer (3.31). De plus, elles sont symé-
triques et telles que la diﬀérence Bk+1−Bk soit de rang faible (Nocedal et Wright, 1999, Chap.9).
Les deux formules de mise à jour s’écrivent respectivement
BSR1k+1 = Bk +
(δk −Bkzk)(δk −Bkzk)T
(δk −Bkzk)Tzk , (3.32)
et












zk = xk+1 − xk, δk = gk+1 − gk. (3.34)
La direction de Quasi-Newton nécessite de calculer la matrice Mk = B−1k . Cette matrice
s’obtient simplement par récurrence :
MSR1k+1 = Mk +
(zk −Mkδk)(zk −Mkδk)T
(zk −Bkδk)T δk , (3.35)
et
MBFGSk+1 = (I − ρkzkδTk )Mk(I − ρkδkzTk ) + ρkzkzTk , (3.36)
avec ρk = 1/(δ
T
k zk). Le stockage de la matrice Mk peut être impossible lorsque le problème est
de très grande taille. Dans ce cas, des formules de mise à jour à mémoire limitée sont utilisées
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donnant lieu aux algorithmes L-BFGS (Liu et Nocedal, 1989) et L-SR1 (Nocedal et Wright, 1999,
Th.9.2).
Enﬁn, tout comme l’algorithme de gradient, l’algorithme de quasi-Newton peut être accéléré à
l’aide d’un préconditionneur (Jiang et al., 2004), mais ce sujet reste peu traité à ce jour.
3.3.3.3 Formes tronquées
Lorsque le problème est de grande taille, l’inversion deHk ou d’une approximationBk peut être
très coûteuse ou même impraticable. Il faut alors se satisfaire d’un inverse approché obtenu par une
méthode itérative (Dembo et al., 1982). Cette approche est utilisée dans l’algorithme de Newton
tronqué (Dembo et Steihaug, 1983; Nash, 2000) dans lequel la direction dk est issues d’itérations
de gradient conjugué appliquées à la fonction quadratique (3.27) et stoppées avant convergence.
L’étape de gradient conjugué peut être accélérée par l’utilisation d’un préconditionneur, donnant
lieu à l’algorithme de Newton tronqué préconditionné.
3.3.4 Prise en compte de contraintes




avec E un sous-ensemble convexe non vide de Rn, à condition de modiﬁer la direction dk aﬁn
de tenir compte des contraintes. Une condition nécessaire d’optimalité de (3.37) est la condition
d’Euler
∇F (x∗)T (x− x∗) > 0, ∀x ∈ E . (3.38)
Aﬁn de tenir compte des contraintes, l’algorithme de descente itérative doit assurer que la suite
d’itérés converge vers un point vériﬁant la condition (3.38). La notion de direction de descente
admissible permet de construire une telle suite.
Etant donné xk ∈ E , la direction dk est dite admissible si xk + αdk est dans le domaine
contraint pour tout α > 0 suﬃsament petit. Toute direction admissible peut se mettre sous la
forme
dk = γ(x¯k − xk) (3.39)
avec γ un réel strictement positif et x¯k ∈ E . Partant d’un point x0 ∈ E , l’algorithme de directions
admissibles génère une suite {xk ∈ E}k>0 par la récurrence
xk+1 = xk + αk(x¯k − xk) (3.40)
avec αk un pas permettant d’assurer la convergence de l’algorithme, appartenant à (0, 1] de façon à
maintenir les itérés dans E . La construction de dk par (3.39) nécessite la connaissance de x¯k ∈ E .
Le domaine contraint E étant convexe, un tel point s’obtient simplement par l’application de
l’opérateur de projection sur cet ensemble.
Une direction admissible très simple est la direction de gradient projeté déﬁnie par γ = 1 et
x¯k = PE (xk − skgk) (3.41)
avec sk un paramètre de réglage et PE la projection sur E . Les propriétés de l’opérateur de pro-
jection entraînent que la direction de gradient projeté est une direction de descente pour F . La
convergence de l’algorithme de gradient projeté dépend du choix des pas (sk, αk) (Bertsekas, 1999,
Chap.2). La méthode du gradient projeté est simple mais comme elle se base sur la direction de
gradient, elle est très lente. Il existe donc des versions accélérées de cet algorithme basées sur la
modiﬁcation de la métrique de l’opérateur de projection (Bonettini et al., 2009), sur le rempla-
cement de la direction de plus grande pente −gk par une direction entraînant une convergence
plus rapide (Ex : gradient préconditionné (Bertsekas, 1981), gradient conjugué (Pytlak, 1998),
Quasi-Newton (Ni et Yuan, 1997; Xiao et Zengxin, 2007)) ou bien sur l’utilisation de régions de
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conﬁance (Byrd et al., 1987; Conn et al., 1988). La complexité de ces méthodes est fortement liée
au coût de l’opérateur PE . Par conséquent, elles sont principalement utilisées quand E est l’orthant
positif car la projection sur E se ramène simplement à une opération de seuillage. Comme souligné
dans (Combettes et Pesquet, 2010, Sec.1.3), l’algorithme de gradient projeté correspond au cas
particulier de l’application de l’algorithme implicite-explicite (Forward-Backward (Combettes et
Wajs, 2005)) à la minimisation du critère composite
IE (x) + F (x), (3.42)
où IE(.) est la fonction indicatrice du convexe E .
3.3.5 Discussion
L’algorithme de descente itérative est une méthode fondamentale d’optimisation diﬀérentiable.
Dans le cadre de la résolution de problèmes inverses de grande taille, les directions de GCNL
(Fessler et Booth, 1999; Khurd et al., 2002; Mumcuoglu et Leahy, 1994), (Bertero et Boccacci,
1998, Chap.6) et de L-BFGS (Gilles et al., 2002; Lu et al., 2009) fournissent des algorithmes très
eﬃcaces.
Ces deux algorithmes possèdent une structure particulière. En eﬀet, la direction de descente
engendrée appartient à un sous-espace de faible dimension : la direction de GCNL s’écrit comme
une combinaison de l’opposé du gradient et de la direction obtenue à l’itération précédente (Cragg
et Levy, 1969; Miele et Cantrell, 1969; Yuan et Stoer, 1995). La direction de L-BFGS est une
combinaison linéaire de 2r + 1 vecteurs, r étant la mémoire de l’algorithme (Wang et al., 2004;
Yuan, 2007). Cette constatation a menée à l’élaboration d’une stratégie d’accélération du schéma
de descente itérative (Conn et al., 1994a; Elad et al., 2006; Zibulevsky et Elad, 2010), basée
sur l’introduction d’un sous-espace. La présentation de cette technique fait l’objet de la section
suivante.
3.4 Méthode itérative de sous-espace
3.4.1 Principe
La méthode itérative de sous-espace consiste à explorer le critère non plus le long d’une direc-
tion mais à l’intérieur d’un sous-espace engendré par un ensemble de directions. Le problème de
minimisation de F est résolu par le schéma itératif







est un ensemble de directions de taille 1 6 r ≪ n et sk est un pas multi-dimensionnel ayant pour
objectif de minimiser f(s) = F (xk +Dks).
L’objectif de cette approche est d’accélérer la convergence de l’algorithme de descente itérative,
tout en gardant un coût de calcul similaire par itération. Le schéma d’optimisation (3.43) a donné
lieu à de nombreux algorithmes (Miele et Cantrell, 1969; Narkiss et Zibulevsky, 2005; Wolfe et
Viazminsky, 1976; Zibulevsky, 2008) qui se distinguent par la procédure utilisée pour déﬁnir le
sous-espace et pour déterminer le pas.
3.4.2 Construction du sous-espace
En augmentant le domaine de recherche à plusieurs directions, on espère entraîner une accélé-
ration de la convergence de l’algorithme de descente. Cependant, la minimisation du critère dans
le sous-espace engendré risque d’être plus coûteuse qu’une recherche de pas scalaire. De ce fait,
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[−gk,dk−1, . . . ,dk−m] m+ 1
SMD
[




[−gk,−gk−1, . . . ,−gk−m] m+ 1
ORTH
[−gk,xk − x0,∑ki=0 wigi] 3
SESOP
[−gk,xk − x0,∑ki=0 wigi,dk−1, . . . ,dk−m] m+ 3
QNS







k − dℓ−1k ,dk−1, . . . ,dk−m
]
m+ 3
Table 3.1 – Ensembles de directions dont sont issus la majorité des algorithmes de sous-espace
existants. Les poids wi et les vecteurs δi sont déﬁnis par (3.50) et (3.51), respectivement. Qk
est déﬁnie par (3.52), et dℓk est la ℓème itérée de l’algorithme de gradient conjugué résolvant
Qk(d) = 0.
la construction du sous-espace doit résulter d’un compromis entre un gain en terme de vitesse de
convergence et un accroissement du coût de calcul par itération.
Nous présentons dans cette section les principaux algorithmes itératifs de sous-espaces recensés
dans la littérature et leur ensemble de directions associé. Les diﬀérentes stratégies de constructions
sont résumées dans le tableau 3.1. Le paramètre r correspond à la taille du sous-espace.
Comme pour l’algorithme de descente, nous distinguons les méthodes du premier ordre et celles
du second ordre.
3.4.2.1 Sous-espace du premier ordre
Dans les six premiers algorithmes du tableau 3.1, Dk est composé des gradients précédents et
des directions précédentes déﬁnies par
dk−i = xk−i+1 − xk−i, i = 1, ...,m. (3.45)
A notre connaissance, le premier algorithme itératif de sous-espace est présenté dans (Miele et
Cantrell, 1969), sous le nom de mémoire de gradient (MG). Dans le cas de la minimisation d’une
fonction F quadratique, (Cantrell, 1969) démontre l’équivalence entre les algorithmes de gradient
conjugué et de mémoire de gradient. (Ce résultat ne dépend pas du choix de la conjugaison dans
le gradient conjugué, les méthodes étant toutes équivalentes dans le cas quadratique.)
Le sous-espace MG a été rapidement étendu dans (Cragg et Levy, 1969) en sous-espace de su-
per mémoire de gradient (SMG), incluant plusieurs directions précédentes. De nombreux travaux
récents utilisent ce sous-espace en association avec la recherche de pas par pondération analy-
tique (Liu et al., 2009; Narushima et Yabe, 2006; Yu, 2008), que nous décrivons dans le chapitre
suivant. L’algorithme SMG est généralisé sour la forme de super mémoire de descente (SMD)
par (Wolfe et Viazminsky, 1976) en remplaçant la direction de plus grande pente par un vecteur
quelconque pk non orthogonal au gradient.
Les algorithmes PCD-SESOP et SSF-SESOP développés par (Elad et al., 2006) pour la mini-
misation de critères de moindres carrés pénalisés sont des algorithmes SMD particuliers, où pk est
égale respectivement à la direction de “parallel coordinate descent” (PCD)
pi,k = argmin
α
F (xk + αei), i = 1, ..., N, (3.46)
et de “separable surrogate functional” (SSF)
pi,k = argmin
α
H(xk + αei,xk), i = 1, ..., N, (3.47)
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où H est une fonction séparable H(x,y) =
∑
i hi(xi,y) qui vériﬁe
H(x,y) > F (y), H(y,y) = F (y), ∀x,y ∈ Rn. (3.48)
Le sous-espace GS est présenté dans les travaux de Shi & Shen (Shi et Shen, 2005, 2006, 2007)
sous le terme ‘super mémoire de gradient’. Cependant, il diﬀère de ce dernier car il est construit
uniquement à partir des gradients et nous nous y réfèrerons sous l’appelation sous-espace de
gradient aﬁn de le distinguer avec l’algorithme SMG.
Le sous-espace orthogonal (ORTH) algorithm est introduit dans (Nemirovski, 1982) dans l’ob-
jectif de construire un algorithme du premier ordre avec un taux de convergence théorique optimal.
Le sous-espace ORTH est composé de la direction de plus grande pente, à laquelle deux directions




où wi sont des poids déﬁnis par la récurrence :
wi =
{









Dans (Narkiss et Zibulevsky, 2005), les directions précédentes sont rajoutées au sous-espace de
Nemirovski. Cette modiﬁcation conduit à l’algorithme SESOP dont la supériorité par rapport à
ORTH est démontrée sur des exemples de restauration d’image. De plus, les tests menés par Zibu-
levsky et coll. démontrent que la présence des directions de Nemirovski dans le sous-espace SESOP
n’améliore pas la vitesse de convergence pratique de l’algorithme. Par conséquent, dans (Zibulevsky
et Elad, 2010), ces vecteurs supplémentaires ne sont plus utilisés, ce qui fait que l’algorithme SE-
SOP actuel est identique à l’algorithme SMG de (Cragg et Levy, 1969).
3.4.2.2 Sous-espace du second ordre
Les deux derniers algorithmes du tableau 3.1 utilisent des directions du second ordre. Dans
l’algorithme QNS proposé par (Wang et al., 2004; Yuan, 2007), Dk correspond au sous-espace
SMG augmenté par
δk−i = gk−i+1 − gk−i, i = 1, ...,m. (3.51)
Cette construction est liée à l’algorithme L-BFGS (Liu et Nocedal, 1989), car ce dernier produit
des directions dans l’espace généré par l’ensemble Dk résultant de la construction QNS.
Le sous-espace SESOP-TN a été développé par (Zibulevsky, 2008) dans l’objectif de limiter
la sensibilité de l’algorithme de Newton tronqué (TN) à un mauvais réglage de la troncature. La
première composante de Dk est la direction de Newton tronqué dℓk obtenues après ℓ itérations de
GC pour résoudre le système de Gauss-Newton Qk(d) = 0, où
Qk(d) = ∇2F (xk)d+ gk. (3.52)
Les deuxième et troisième composantes de SESOP-TN résultent aussi des itérations de gradient
conjugué.
3.4.3 Préconditionnement
L’introduction d’un préconditionneur dans un algorithme de sous-espace intervient directe-
ment dans la construction du sous-espace lui-même. Une version préconditionnée de l’algorithme
s’obtient en remplaçant dans Dk tous les termes de gradients gi par Migi, où Mi est une version
approchée de l’inverse du Hessien en xi. En ce qui concerne le sous-espace SESOP-TN, un pré-
conditionneur peut être utilisé dans l’étape de gradient conjugué pour accélérer l’étape de calcul




La résolution d’un problème inverse linéaire passe par la minimisation d’une fonction objectif
constituée d’un terme d’adéquation aux données et d’un terme de pénalisation. Lorsque la fonction
est diﬀérentiable, une stratégie d’optimisation eﬃcace consiste à utiliser un schéma de descente
itérative alliant construction d’une direction de descente et recherche de pas. La stratégie de
construction de la direction est ﬁxée en fonction des propriétés du problème (forme du critère,
taille du problème) et des informations disponibles sur le critère (en particulier de son Hessien).
L’algorithme de descente itérative peut être accéléré en remplaçant la direction par un ensemble
de directions, usuellement issues des itérations précédentes, donnant lieu à l’algorithme itératif
de sous-espace. Dans ce nouvel algorithme, la recherche de pas vise à minimiser le critère dans le
sous-espace généré par les directions.
Le choix de la méthode de calcul du pas est important car la valeur de pas inﬂue sur les
propriétés de convergence et sur la complexité de l’algorithme. Le prochain chapitre est consacré
à la présentation des stratégies de recherche de pas dans le cas scalaire et multi-dimensionnel.
Nous discutons des stratégies de pas usuelles et de leurs propriétés de convergence. De plus, nous
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Chapitre 4. Recherche de pas par Majoration-Minoration quadratique
4.1 Introduction
Dans l’algorithme de descente itérative ainsi que dans sa forme accélérée par l’introduction d’un
sous-espace, le schéma d’optimisation se formule comme la détermination à chaque itération d’un
pas minimisant le critère dans un sous-espace généré par une ou plusieurs directions de recherche.
Ce chapitre est consacré à la technique employée pour déterminer le pas, appelée recherche de
pas ou stratégie de pas. Avoir une bonne stratégie de pas est fondamental car cela inﬂue de façon
importante sur les propriétés de convergence de l’algorithme.
Lorsque le sous-espace se limite à une unique direction, la recherche de pas consiste en la mini-
misation approchée d’une fonction scalaire. Nous présentons en section 4.2 les stratégies usuelles
pour le calcul du pas scalaire, également appelées stratégies de recherche linéaire, en nous basant
principalement sur les ouvrages (Bertsekas, 1999; Nocedal et Wright, 1999). La section 4.3 est
consacrée aux recherches de pas utilisées dans l’implémentation de l’algorithme de sous-espace.
Les méthodes de recherche linéaire standards, basées sur des schémas itératifs, ont été récem-
ment mises en concurrence avec une technique issue de l’optimisation par Majoration-Minoration
quadratique (MMQ 1D), qui donne lieu à des formules de pas analytiques (Labat, 2006; Labat
et Idier, 2008; Sun et Zhang, 2001). La stratégie de pas MMQ 1D fait l’objet des sections 4.4 et
4.5. Nous montrons dans la section 4.4 qu’elle s’étend de façon directe en une stratégie de pas
multi-dimensionnelle MMQ rD pour les algorithmes de sous-espace. L’analyse des propriétés de
convergence du pas MMQ 1D et rD est présentée en section 4.5. Nous étendons les résultats de
convergence de la méthode MMQ 1D, établis dans (Labat et Idier, 2008) pour les algorithmes de
gradient conjugué non linéaire, à la famille des algorithmes de descente itérative gradient reliés
(Bertsekas, 1996). De plus, nous montrons que la stratégie de pas MMQ rD assure la convergence
de nombreux algorithmes de sous-espace.
4.2 Recherche de pas pour l’algorithme de descente itéra-
tive
Dans l’algorithme de descente itérative, à chaque itération, après avoir construit une direction
de descente dk, il faut déterminer le pas αk spéciﬁant le déplacement le long de la direction. Comme





où f est la restriction de F à la droite {xk + αdk : α ∈ R}, déﬁnie par
f(α) = F (xk + αdk). (4.2)
Cependant, la résolution exacte peut demander un temps de calcul trop grand et ne peut de toute
façon pas être faite avec une précision inﬁnie. De plus, l’eﬃcacité supplémentaire éventuellement
apportée à l’algorithme par un pas exact permet rarement de compenser le temps consacré à
déterminer un tel pas. Par conséquent, les stratégies usuelles pour le calcul du pas sont basées sur
la vériﬁcation de conditions moins restrictives qui permettent toutefois de garantir la convergence
des algorithmes.
Nous présentons dans cette section les règles de pas usuelles, numérotées de (a) à (i). Nous
faisons la distinction entre les règles exactes visant à une minimisation exacte de la fonction f
sur un intervalle et les règles approchées nécessitant une minimisation inexacte de f . Les règles
approchées sont vériﬁées par un ensemble de pas s’exprimant sous la forme d’un intervalle. Nous
décrivons ensuite les méthodes itératives employées pour déterminer un pas à l’intérieur de cet in-
tervalle. Remarquons que par déﬁnition de la fonction f , nous avons équivalence entre les notations
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suivantes :
f(0) ≡ F (xk) (4.3)
f˙(α) ≡ ∇F (xk + αdk)Tdk (4.4)
f¨(α) ≡ dTk∇2F (xk + αdk)dk (4.5)
4.2.1 Règles de pas exactes
La détermination du minimiseur exact de f correspond à la règle de Cauchy. Lorsque la fonction
f est multimodale, il peut être plus simple de rechercher le minimiseur dans un intervalle restreint
(règle de Cauchy limitée) ou bien de déterminer le plus petit point stationnaire de f (règle de
Curry) (Bertsekas, 1999). Ces règles, qualiﬁées d’exactes, ne sont utilisées que lorsque le minimiseur
s’exprime de façon analytique.
(a) Règle de Cauchy
αk = argmin
α∈R+
F (xk + αdk) (4.6)
(b) Règle de Cauchy limitée
Le pas αk est déﬁni par
αk = argmin
α∈[0,s]
F (xk + αdk) (4.7)
(c) Règle de Curry
αk = min
{
α > 0|∇F (xk + αdk)Tdk = 0
}
(4.8)
4.2.2 Règles de pas approchées
4.2.2.1 Condition de descente suffisante
La minimisation exacte n’implique pas forcément des performances optimales de l’algorithme.
De plus, elle n’est pas nécessaire pour assurer la convergence, dès lors que des conditions sont
assurées par le pas utilisé. Une condition naturelle est de demander que le pas entraîne une
décroissance suﬃsante de la fonction f . Cela se traduit le plus souvent par une inégalité de la
forme :
F (xk + αkdk) 6 F (xk) + (terme < 0) (4.9)
appelée condition de descente suﬃsante. Une manière simple d’assurer la décroissance suﬃsante
du critère est d’imposer que f décroisse autant qu’une proportion c1 de la décroissance de l’ap-
proximation linéaire de f en α = 0. Cela conduit à l’inégalité suivante, appelée première condition
de Wolfe ou condition d’Armijo :
F (xk + αkdk)− F (xk) 6 c1αkgTk dk, c1 ∈ (0, 1). (4.10)
Cette condition signiﬁe qu’en αk, la fonction f doit prendre une valeur inférieure à celle prise
par la fonction aﬃne α 7→ f(0) + c1αgTk dk. En pratique, la constante c1 est prise très petite,
de manière à favoriser l’acceptation de pas grands. Typiquement, c1 = 10−4 (Nocedal et Wright,
1999, Chap.1). Dans les algorithmes de second ordre, il est important de choisir c1 < 12 pour que
le pas unité soit accepté lorsque x est proche d’une solution.
4.2.2.2 Règles de pas monotones
Comme dk est une direction de descente, l’inégalité (4.10) sera satisfaite par tout pas arbitrai-
rement petit. Aﬁn d’éviter une ‘fausse convergence’ vers un point non stationnaire, une condition
supplémentaire doit être vériﬁée aﬁn d’empêcher le pas αk > 0 d’être trop proche de zéro. L’asso-
ciation de cette condition avec la première condition de Wolfe permet de déﬁnir une règle de pas
dont la vériﬁcation assurera la convergence de l’algorithme de descente.
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(d) Règle de Wolfe stricte
Figure 4.1 – Principe schématique des règles de pas usuelles. Les pas acceptables sont indiqués
en trait épais.
(d) Règle d’Armijo (Figure 4.1(a)) (Armijo, 1966)
Soient τ ∈ (0, 1) et α0 > 0. La règle d’Armijo est vériﬁée en αk = α0τm oùm est le plus petit
entier naturel tel que l’on ait (4.10). Dans les algorithmes de second ordre, il est opportun
de prendre α0 = 1 aﬁn d’optimiser la vitesse de convergence de l’algorithme.
(e) Règle de Goldstein (Figure 4.1(b)) (Goldstein et Price, 1967)
Elle est respectée si (4.10) est vériﬁée et si il existe c3 ∈ (c1, 1) tel que
F (xk + αkdk)− F (xk) > c3αkgTk dk (4.11)
(f) Règle de Wolfe (Figure 4.1(c)) (Wolfe, 1969)
Elle est respectée si (4.10) est vériﬁée et si il existe c2 ∈ (c1, 1) tel que
∇F (xk + αkdk)Tdk > c2gTk dk (4.12)
(g) Règle de Wolfe stricte (Figure 4.1(d) (Wolfe, 1969)
Elle est respectée si (4.10) est vériﬁée et si il existe c2 ∈ (c1, 1) tel que
|∇F (xk + αkdk)Tdk| 6 c2|gTk dk| (4.13)
La règle (4.13), plus diﬃcile à vériﬁer que (4.12), est principalement utilisée en association
avec la direction de gradient conjugué non linéaire (Hager et Zhang, 2006b). Pour certaines
formules de conjugaison, elle assure que l’ensemble des directions générées sont des directions
de descente (Gilbert et Nocedal, 1992).
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4.2.2.3 Règles de pas non monotones
Dans certains algorithmes, il n’est pas nécessaire d’assurer la décroissance du critère pour
obtenir la convergence. Il arrive même que la monotonie freine la progression des itérés en les
bloquant dans des minimas locaux ou des points selles. Cette remarque a motivé l’introduction
d’une nouvelle règle de pas (Grippo et al., 1986) pouvant être vue comme une version non monotone
de la règle d’Armijo et s’énonçant :
(h) Règle d’Armijo non monotone
Soient τ ∈ (0, 1), α0 > 0 etM > 0. La règle d’Armijo non monotone est vériﬁée en αk = α0τm
où m est le plus petit entier naturel tel que l’on ait :





où FMmax est la valeur maximale prise par le critère sur les M dernières itérations de l’algo-
rithme de descente.
Lorsque M est nul, on retrouve la règle d’Armijo classique. La recherche de pas non monotone
est classiquement utilisée en association avec la direction de Barzilai-Borwein pour la résolution
de problèmes non contraints (Fletcher, 2006; Raydan, 1997) ou contraints (Birgin et al., 2000;
Hager et Zhang, 2006a). Cependant, comme souligné dans (Dai et Yuan, 2002), cette méthode
présente des inconvénients. Tout d’abord, son eﬃcacité dépend de façon importante du choix de
M . De plus, une bonne valeur du critère sera peu prise en compte à cause de l’opération max dans
(4.14). Pour ces raisons, des versions hybrides, alternant règles monotone et non monotone ont été
proposées dans (Dai et Yuan, 2002; Hager et Zhang, 2006a; Zhang et Hager, 2004).
4.2.3 Calcul du pas
La recherche de pas a pour objectif de déterminer un pas satisfaisant l’une des règles présentées
précédemment. Les règles de pas exactes de (a) à (c) requièrent le calcul du minimiseur de f et
nécessitent l’utilisation d’une stratégie d’optimisation. Les méthodes de recherche de pas exactes
les plus courantes utilisent un algorithme de recherche de zéro, telles que la dichotomie, la section
dorée, la méthode de la sécante et la méthode de Brent, appliqué à la fonction dérivée f˙(α)
(Bonnans et al., 2006, Chap.3). Chacune des règles inexactes de (d) à (h) déﬁnit un ensemble de
pas acceptables. Ce dernier est non vide si f est bornée inférieurement (Nocedal et Wright, 1999)
et la procédure de recherche de pas va consister à déterminer une valeur de αk à l’intérieur de cet
ensemble. Nous présentons les méthodes usuelles permettant de déterminer un pas vériﬁant l’une
de ces cinq règles. Ces méthodes sont basées sur le schéma itératif suivant : Une valeur initiale de
pas est choisie et tant que la règle n’est pas respectée, une technique d’interpolation/dichotomie
est utilisée pour générer le prochain pas à tester.
4.2.3.1 Technique de rebroussement
La technique de rebroussement est une technique très simple qui permet d’obtenir un pas
vériﬁant la règle d’Armijo (d) et s’adapte de façon directe à la règle d’Armijo non monotone (h).
On essaie d’abord un pas initial α0 > 0, et s’il ne vériﬁe pas la première condition de Wolfe, on
rebrousse chemin en essayant des pas plus petits α0τ , α0τ2, etc avec τ ∈ (0, 1). Cette technique,
appelée en anglais ‘backtracking’, est principalement utilisée dans les algorithmes de Newton et de
gradient projeté (Iusem, 2003). Une version plus elaborée, présentée dans (Bonnans et al., 2006),
est décrite dans l’Algorithme 4.1.
4.2.3.2 Technique de dichotomie
La technique de dichotomie permet de déterminer un pas qui vériﬁe les règles (e), (f) ou (g)
(respectivement Wolfe, Wolfe stricte ou Goldstein). La procédure est itérative et chaque itération
se divise en deux phases. Tout d’abord, un intervalle [a, b] contenant au moins un pas acceptable
est sélectionné. Puis ce pas est extrait de l’intervalle par une technique d’exploration qui résout
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Entrées : α0 > 0 et τ ∈ (0, 12 )
Sorties : α vériﬁant la règle d’Armijo
tantque (4.10) n’est pas vériﬁée faire
Choisir αj dans [ταj , (1− τ)αj ] par interpolation
j ← j + 1
fin tantque
Algorithme 4.1 – Algorithme de rebroussement pour la règle d’Armijo
la règle de pas par dichotomie dans l’intervalle [a, b]. Le découpage de l’intervalle est basé sur une
interpolation de la fonction f entre a et b.
Les algorithmes 4.2 et 4.3 fournissent un pas vériﬁant respectivement la règle de Wolfe et
de Goldstein. La recherche d’un pas vériﬁant la règle de Wolfe stricte est plus fastidieuse. En
particulier, il est nécessaire que les bornes de l’intervalle [a, b] sélectionné vériﬁent les conditions
suivantes (Nocedal et Wright, 1999) :
– Il existe au moins un pas α ∈ [a, b] vériﬁant la règle de Wolfe stricte
– L’inégalité f˙(a)(b− a) < 0 est vériﬁée
– Parmis tous les pas générés par l’algorithme de recherche et qui vériﬁent la condition (4.10),
a est celui qui entraîne la plus grande diminution de f
Une implémentation eﬃcace permettant d’obtenir un pas qui vériﬁe la règle de Wolfe stricte est
décrite dans (Moré et Thuente, 1994).
Entrées : α, a = 0 et b = 0
Sorties : α vériﬁant la règle de Wolfe
répéter
si f(α) 6 f(0) + c1αf˙(0) et f˙(α) > c2f˙(0) alors
Retourner α
sinon
si f(α) > f(0) + c1αf˙(0) alors
b = α




si b = 0 alors
Choisir α > a par interpolation
sinon si b > 0 alors
Choisir α ∈ (a, b) par interpolation
finsi
jusqu’à Fin
Algorithme 4.2 – Détermination d’un pas satisfaisant la règle de Wolfe
4.2.3.3 Interpolation polynomiale
Les recherches de pas par rebroussement ou par dichotomie nécessitent le choix d’un pas à
l’interieur d’un intervalle [a, b]. La détermination de ce pas est basée sur une approximation du
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Entrées : α, a = 0 et b = 0
Sorties : α vériﬁant la règle de Goldstein
répéter
si f(α) 6 f(0) + c1αf˙(0) alors








si b = 0 alors
Choisir α > a par interpolation
sinon si b > 0 alors
Choisir α ∈ (a, b) par interpolation
finsi
jusqu’à Fin
Algorithme 4.3 – Détermination d’un pas satisfaisant la règle de Goldstein
critère par une fonction d’interpolation (Press et al., 1992, Chap.3). Les méthodes de recherche
de pas standards utilisent des interpolations polynomiales cubiques (Dennis et Schnabel, 1996,
Chap.6), (Fletcher, 1987, Chap.2)
f(α) ≈ h(α) = f0 + f1α+ f2α2 + f3α3 (4.15)
où la valeur des fi dépend des points de coïncidence requis entre f et h :
1) f(a), f(b) et f˙(a).
2) f(a), f˙(a) et f˙(b).
3) f(a), f(b) et f(c).
4) f(a), f(b), f˙(a) et f˙(b), avec f˙(a)f˙(b) < 0.
Dans les cas 1), 2) et 3), le coeﬃcient f3 est ﬁxé à zéro et la fonction d’interpolation est quadratique.
Le minimiseur du polynôme interpolant s’obtient de façon analytique, comme le résume le tableau
4.1.
Cas Interpolation Minimiseur












4) cubique a+ −(b−a)f˙(a)
z+w−f˙(a)
avec z = 3 f˙(b)−f˙(a)
b−a
− f˙(a)− f˙(b) etw2 = z2 − f˙(a)f˙(b)
Table 4.1 – Fonctions interpolantes polynômiales (Sun et Yuan, 2006, Chap.2).
45
Chapitre 4. Recherche de pas par Majoration-Minoration quadratique
Le pas est ensuite choisi comme combinaison linéaire des quatre minimiseurs, aﬁn de garantir
son appartenance à l’intervalle [a, b] (Al-Baali et Fletcher, 1986; Moré et Thuente, 1994).
4.2.4 Condition de Zoutendijk
La condition de Zoutendijk est un outil assez technique qui permet de démontrer l’apport de
la stratégie de pas dans la convergence d’un algorithme de descente itérative. Nous donnons sa
déﬁnition formelle ci-dessous.
Définition 4.1. Condition de Zoutendijk
On dit qu’une stratégie de pas satisfait la condition de Zoutendijk s’il existe une constante C > 0
telle que pour tout indice k, on ait
F (xk + αkdk) 6 F (xk)− C‖gk‖2 cos2 θk (4.16)




Lorsque la suite {F (xk)}k>0 est bornée inférieurement, une condition équivalente très utilisée
en pratique est (Bertsekas, 1999)
∞∑
k=0
‖gk‖2 cos2 θk <∞ (4.18)
La condition de Zoutendijk est vériﬁée lorsque le pas satisfait les règles de pas de (a) à (h),
à condition que le critère soit à gradient Lipschitz et borné inférieurement (Bertsekas, 1999; Dai,
2002; Shi, 2004). Bien souvent, démontrer la convergence d’un algorithme de descente itérative
consiste à associer la condition de Zoutendijk avec des propriétés de la direction de descente dk
(Nocedal et Wright, 1999, Chap.3).
4.3 Recherche de pas pour l’algorithme itératif de sous-
espace
Dans un algorithme de sous-espace, le calcul du pas consiste en une recherche multi-dimensionnelle
visant à minimiser de façon approchée la fonction f(s) = F (xk +Dks), avec s ∈ Rr, r étant la
dimension du sous-espace. Comme dans le cas scalaire, la méthode de recherche de pas dans le
sous-espace doit réaliser un compromis entre une résolution exacte et un coût d’implémentation
faible.
4.3.1 Règle de pas multi-dimensionnelle
Dans l’algorithme de descente itérative, le pas est obtenu par une procédure itérative qui
génère des valeurs de pas jusqu’à vériﬁer des règles de convergence telles que Armijo, Wolfe ou
Goldstein. Une formulation de ces conditions pour le cas multi-dimensionnel s’obtient facilement
en remplaçant dk parDksk et αk par 1 dans les inégalités. Par exemple, pour la règle de Goldstein,
on obtient (Conn et al., 1994a) :
F (xk) + c1∇F (xk)TDksk 6 F (xk+1) 6 F (xk) + c3∇F (xk)TDksk (4.19)
soit
f(0) + c1∇f(0)T sk 6 f(sk) 6 f(0) + c3∇f(0)Tsk. (4.20)
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soit vériﬁée. Cependant, l’élaboration d’un schéma itératif qui détermine un pas sk vériﬁant la
condition (4.20) est diﬃcile (Conn et al., 1994a). Par conséquent, des stratégies alternatives ont
été proposées dans la littérature.
Une première méthode consiste à déterminer le pas à l’aide d’un algorithme itératif visant
à minimiser f(.) (Narkiss et Zibulevsky, 2005; Zibulevsky, 2008; Zibulevsky et Elad, 2010). La
recherche de pas est eﬀectuée par un algorithme de Newton associé à une stratégie de pas d’Armijo.
Cependant, à moins d’avoir déterminé le minimiseur exact de f lors de la recherche de pas, la
convergence de l’algorithme de sous-espace associée à cette stratégie de pas n’est pas garantie.
Une façon simple d’assurer la convergence, proposée par (Conn et al., 1994a), est d’initialiser la
procédure par un pas αk résultant d’une recherche linéaire le long de la première direction d1k. Si
sk entraîne une plus grande décroissance du critère que αk, alors la convergence de l’algorithme
peut être démontrée sous des hypothèses faibles sur d1k. L’utilisation d’une stratégie de régions de
conﬁance pour la minimisation de f permet également d’assurer la convergence de l’algorithme
(Shi et Shen, 2007; Shi et Xu, 2009; Wang et al., 2004). Enﬁn, dans le cas du sous-espace de super
mémoire de gradient, une méthode très courante consiste à se ramener à un problème de recherche
de pas scalaire en ﬁxant la direction de recherche comme une combinaison linéaire des directions
du sous-espace dont les poids sont obtenus par une formule analytique (Liu et al., 2009; Yu, 2008) :






Nous présentons ces deux dernières méthodes et les propriétés du pas résultant.
4.3.2 Pondération analytique pour l’algorithme SMG
La technique de pondération analytique est utilisée dans (Liu et al., 2009; Narushima et Yabe,
2006; Yu, 2008) pour le calcul du pas dans l’algorithme de super mémoire de gradient (SMG).
Elle consiste à transformer le problème du calcul de sk en une recherche de pas scalaire le long de






k où les s
i
k sont désormais obtenus par une formule analytique. Cette
approche est utilisée exclusivement en association avec le sous-espace de mémoire de gradient. La
valeur des poids sik est ﬁxée de telle façon que la séquence des directions entraîne la convergence
de l’algorithme, lorsqu’elle est associée à un choix de pas classique.
Théorème 4.1. (Narushima et Yabe, 2006) Soit un algorithme de descente itérative dont les
directions de recherche sont déﬁnies par





avec pour tout k, i,













k dk−1/γk, 0), i = 1
ψik > max(g
T
k dk−i/γk, 0), i = 2, ...,m
(4.26)
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et {
gTk dk−1 + ‖gk‖dk−1‖ < γkψ1k, i = 1
gTk dk−i + ‖gk‖dk−i‖ 6 γkψik, i = 2, ...,m
(4.27)
alors, pour tout k, dk est une direction de descente. De plus, la séquence {dk} associée à une
stratégie de pas vériﬁant la condition de Zoutendijk (4.18), entraîne la convergence de l’algorithme
au sens limk→∞ ‖gk‖ = 0.
Diﬀérentes formules analytiques pour les coeﬃcients ψik vériﬁant les hypothèses techniques du
théorème 4.1 sont décrites et analysées dans (Liu et al., 2009; Narushima et Yabe, 2006; Yu, 2008).
La méthode n’est cependant pas entièrement analytique car l’étape de recherche de pas scalaire le
long de dk est nécessaire pour assurer la convergence.
De notre point de vue, la méthodologie de pondération analytique s’éloigne de l’esprit des
algorithmes de sous-espace puisque à aucun moment on ne cherche à minimiser la fonction dans le
sous-espace. Nous l’interprétons plutôt comme une généralisation des formules de conjugaison de
gradient conjugué non linéaire au cas où plusieurs directions précédentes sont prises en compte. Un
autre point à souligner est que les formules obtenues sont valides uniquement pour le sous-espace
SMG. En particulier, l’extension du théorème 4.1 au cas où le gradient est remplacé par sa version
préconditionnée Mkgk est un problème ouvert.
4.3.3 Méthode de régions de conﬁance
La méthode de régions de conﬁance est classiquement utilisée comme substitut à la recherche
de pas dans les algorithmes de descente itérative (Conn et al., 1987). Au lieu de rechercher la
direction de recherche dk puis le pas αk comme le fait un algorithme de descente classique, la










, s.c. ‖dk‖ 6 ∆k, (4.28)
où Bk est une approximation du Hessien Hk et ∆k le rayon de la région de conﬁance (ﬁgure 4.2).
La solution dk de (4.28) est acceptée ou rejetée, suivant la valeur du résidu
rk =
F (xk)− F (xk + dk)
Qk(0)−Qk(dk) , (4.29)
comme le décrit l’algorithme 4.4 issu de (Conn et al., 1987, Chap.6). La mise à jour de la taille de
la région dépend également de rk, comme l’illustre le schéma en ﬁgure 4.3.
L’application de la stratégie de régions de conﬁance pour la recherche de pas multi-dimensionnelle
consiste à résoudre (4.28) sous la contrainte supplémentaire que dk appartienne au sous-espace










, s.c. ‖Dks‖ 6 ∆k. (4.30)
La taille du sous-espace étant souvent très petite devant n, la minimisation (4.30) est moins
coûteuse que la résolution de (4.28).
Les propriétés de convergence de l’algorithme de sous-espace associé à une stratégie de pas par
région de conﬁance dépendent de la règle de choix de ∆k, des matrices Bk et Dk ainsi que de la
précision de la résolution du problème (4.30). Par exemple, lorsque le pas est issu de l’algorithme
4.5 présenté dans (Shi et Xu, 2009), la convergence de l’algorithme de sous-espace est assurée
(Shi et Xu, 2009, Theo.3.1) sous des hypothèses faibles sur l’approximation quadratique qk et la
direction dk choisie à l’intérieur du sous-espace.
A notre connaissance, la convergence de la stratégie de pas par régions de conﬁance n’est établie
que si le problème contraint (4.30) est résolu de façon exacte. C’est le cas par exemple lorsque
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Entrées : x0, ∆0 et des constantes µ1, µ2, γ1, γ2 telles que
0 < µ1 6 µ2 < 1, et 0 < γ1 6 γ2 < 1.
Sorties : Minimiseur de F
tantque Test d’arrêt non vériﬁé faire
Construire Bk
Obtenir dk en résolvant de façon approchée (4.28)
Calculer rk par (4.29)
si rk > µ1 alors








[∆k,∞) si rk > µ2
[γ2∆k,∆k] si rk ∈ [µ1, µ2)
[γ1∆k, γ2∆k] si rk < µ1
k ← k + 1
fin tantque
Algorithme 4.4 – Algorithme de régions de conﬁance (Conn et al., 1987, Chap.6)
Figure 4.2 – Algorithme de régions de conﬁance. La minimisation non contrainte de l’approxi-
mation quadratique Qk(.) fournit la direction d˜k. La minimisation à l’intérieur de la région de
conﬁance fournit la direction dk, impliquant une plus grande décroissance du critère.
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Figure 4.3 – Sélection de la région de conﬁance
l’approximation quadratique est séparable (Shi et Guo, 2008; Shi et Shen, 2007). Dans le cas de
fonctions qk plus générales, la résolution des sous-problèmes est réalisée de façon approchée par une
stratégie itérative dédiée aux problèmes de région de conﬁance (Conn et al., 1987, Chap.7),(Golub
et Matt, 1991; Moré et Sorensen, 1983), stoppée après un petit nombre d’itérations (typiquement
2 6 J 6 5) (Wang et al., 2004).
Entrées : xk, Dk et les coeﬃcients µ, ρ ∈ (0, 1)
Sorties : Pas sk
Construire Bk
Initialiser ∆k = −(gTk dk)/(dTkBkdk)‖dk‖ à partir de dk ∈ vect(Dk).
répéter




f(0)− qk(sk) . (4.31)
Réduction de la région : ∆k = ρ∆k
jusqu’à rk > µ
Algorithme 4.5 – Recherche de pas multi-dimensionnelle par régions de conﬁance (Shi et Xu, 2009)
4.4 Algorithme de Majoration-Minoration - Application à
la recherche de pas
Les stratégies de pas standards pour l’algorithme de descente sont itératives, des valeurs de
pas sont générées jusqu’à vériﬁer la condition de convergence désirée. Le nombre d’itérations
nécessaires à la vériﬁcation de ce critère d’arrêt inﬂue de façon importante sur la complexité de
l’algorithme, car chaque itération de recherche de pas nécessite une évaluation du critère et parfois
du gradient. Cependant, ce nombre d’itérations n’est pas connu a priori.
Récemment, une nouvelle méthode de construction du pas pour l’algorithme de descente ité-
rative a été proposée (Labat et Idier, 2008; Sun et Zhang, 2001). Le pas y est obtenu par une
formule analytique (Sun et Zhang, 2001), ou plus généralement par une récurrence simple dont le
nombre d’itérations est ﬁxé à l’avance (Labat et Idier, 2008). Ces méthodes utilisent le principe de
Majoration-Minoration quadratique (MMQ) qui consiste à substituer une séquence de problèmes
quadratiques au problème initial de minimisation de f(α) = F (xk + αdk). Les itérés résultent de
la minimisation successive d’approximations majorantes quadratiques de f , construites à partir
d’informations sur sa structure analytique.
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Après avoir introduit les notions d’approximation tangente majorante quadratique et de récur-
rence MMQ, nous décrivons la recherche de pas MMQ scalaire. Nous montrons que cette stratégie
s’étend de façon directe en une méthode de recherche de pas multi-dimensionnelle pour l’algo-
rithme de sous-espace. La section suivante sera consacrée à l’analyse de convergence des méthodes
de pas MMQ.
4.4.1 Approximation tangente majorante quadratique
Aﬁn de décrire le principe de Majoration-Minoration, nous introduisons la notion d’approxi-
mation tangente majorante d’un critère en un point.
Définition 4.2. La fonction H(x,y) est dite approximation tangente majorante de F (x) en y
sur le domaine Df si pour tout x ∈ Df ,{
H(x,y) > F (x)
H(y,y) = F (y)
(4.32)
LorsqueH est diﬀérentiable sur Df , la déﬁnition (4.32) implique que la fonction F est tangente
à H en y, au sens
∇F (y) = ∇1H(y,y) (4.33)
en notant ∇1 le gradient de H par rapport à sa première variable. La ﬁgure 4.4 illustre le principe
de la majoration sur un exemple bi-dimensionnel.
La Majoration-Minoration quadratique (MMQ) se base sur la construction d’approximations
tangentes majorantes quadratiques du critère. D’après la déﬁnition 4.2, une approximation tan-
gente majorante quadratique de F s’écrit
H(x,y) = F (y) +∇F (y)T (x− y) + 1
2
(x− y)TA(y)(x− y), (4.34)
où A(y) ∈ Rn×n est une matrice déﬁnie positive assurant que (4.34) vériﬁe les conditions (4.32)
pour tout y. De façon générale, toute matrice A(y) telle que A(y)−∇2F (y) soit déﬁnie positive
entraîne que (4.34) est une approximation majorante de F (Hunter et L., 2004). Cependant, ce
résultat ne permet pas de déﬁnir une méthode de construction pour les matricesA(y). En pratique,
ces matrices sont construites à partir de propriétés sur la structure analytique du critère.
Critère à gradient Lipschitz Nous avons tout d’abord le résultat suivant, concernant les
critères à gradient Lipschitz.
Lemme 4.1. Soit F une fonction à gradient Lipschitz sur Df , i.e.
‖∇F (x)−∇F (y)‖ 6 L‖x− y‖, ∀x,y ∈ Df . (4.35)
Si
A(y) = aI, a > L, (4.36)
alors la fonction (4.34) est une approximation majorante de F en y ∈ Df .
Critère de Huber La propriété suivante, issue de la régression robuste (Huber, 1981), permet
de construire des approximations majorantes quadratiques sans connaître la constante de Lipschitz
de F .
Lemme 4.2. Soit F une fonction potentiel de Huber, c’est à dire
– F est continue, dérivable et paire sur R
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Figure 4.4 – Approximation tangente majorante H(x,y) de F en y. La fonction H est supérieure
à F en tout point et est tangente à F en y.
– F est croissante sur R+
– F (
√
.) est concave sur R+
– ω(x) = F˙ (x)/x <∞, ∀x ∈ R
alors la fonction
F (y) + (x− y)F˙ (y) + 1
2
ω(y)(x− y)2 (4.37)
est une approximation majorante de F en y ∈ R.
Nous décrivons à présent comment utiliser ces approximations majorantes pour minimiser un
critère.
4.4.2 La récurrence de Majoration-Minoration
La minimisation du critère F par Majoration-Minoration consiste à résoudre le problème initial




illustrée dans un cas scalaire en ﬁgure 4.5.
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xkxk+1
H(x, xk)F (x)
Figure 4.5 – Algorithme de Majoration-Minoration. Le nouvel itéré xk+1 est le minimiseur de
H(.,xk), approximation majorante de F en xk.
Le schéma de minimisation (4.38) apparaît pour la première fois dans l’ouvrage (Ortega et
Rheinboldt, 1970). De nombreuses contributions algorithmiques dans le cadre de l’inversion pé-
nalisée en traitement du signal et de l’image s’identiﬁent avec un schéma de minimisation MM.
C’est le cas notamment des algorithmes EM (Dempster et al., 1977) et proximaux (Rockafellar,
1970), ces derniers étant basées sur la majoration décrite dans le lemme 4.1. La stratégie MM a
été utilisée également comme principe constructif d’algorithmes, dans (Böhning et Lindsay, 1988)
ainsi que dans les algorithmes développés par Fessler et coll. (Erdogan et Fessler, 1999; Fessler et
Erdogan, 1998; Sotthivirat et Fessler, 2002) en reconstruction tomographique, basés notamment
sur le lemme de majoration 4.2. Les propriétés de l’algorithme (4.38) sont détaillées dans (Jacob-
son et Fessler, 2007). En particulier, la récurrence MM (4.38) entraîne la décroissance de la suite












Lorsque l’approximation majorante est quadratique, son minimiseur s’obtient de façon analytique.
Il en résulte le schéma de minimisation très simple, que nous notons MMQ :
xk+1 = xk −A(xk)−1∇F (xk). (4.40)
Récemment, le schéma MMQ (4.40) a été utilisé pour déﬁnir une procédure de recherche de pas.
La description de cette méthode fait l’objet du paragraphe suivant.
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4.4.3 Recherche de pas MMQ scalaire
Principe La fonction majorante quadratique multi-dimensionnelle (4.34) permet de construire
la fonction scalaire h(α, αjk), approximation majorante quadratique de f en un pas α
j
k
h(α, αjk) = f(α
j













k = A(xk + α
j
kdk) (4.43)
est la courbure de la quadratique H(x,xk + α
j
kdk). Ce constat amène naturellement à utiliser
comme recherche de pas un algorithme MMQ scalaire. Cette approche, proposée dans (Fessler et
Booth, 1999; Labat et Idier, 2008; Rivera et Marroquin, 2003), a pour intérêt de fournir de manière
très simple une séquence α1k, ..., α
j
k qui converge vers un minimum local de f (et donc vers le pas
optimal lorsque F est convexe). La recherche de pas MMQ, notée MMQ 1D, est une récurrence
MM relaxée appliquée aux fonctions majorantes h(., αjk). La récurrence est initialisée avec α
0
k = 0















h(α, αjk), j < J, (4.45)
et θ ∈ (0, 2). Pour une itération j donnée, choisir θ > 1 revient à choisir αj+1k au delà du minimiseur
de la majorante αˆj+1k . A l’inverse, quand θ est inférieur à 1, la récurrence MM est freinée. θ est
maintenu dans (0, 2) aﬁn de préserver la monotonie de l’algorithme, c’est à dire
f(αk) < f(0). (4.46)
La ﬁgure 4.6 illustre les diﬀérentes valeurs de pas obtenues pour θ ∈ (0, 2).








Figure 4.6 – Recherche de pas par Majoration-Minoration. Le pas αˆj+1k correspond au choix
θ = 1. Les pas obtenus en faisant varier θ ∈ (0, 2) sont indiqués en trait épais.
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Lien avec les méthodes à pas constant La forme (4.44) est une généralisation des stratégies
de pas constant proposées dans (Bertsekas, 1999, Chap.1) et (Chen et Sun, 2002; Sun et Zhang,
2001) pour le but d’obtenir un algorithme de descente itérative sans recherche de pas pour les
critères à gradient L-Lipschitz. Dans la méthode proposée par Bertsekas, lorsque dk est la direction
de la plus grande pente, le pas est choisi tel que
ǫ 6 αk 6
2− ǫ
L
, ǫ > 0. (4.47)
Cette formule se retrouve de façon simple en posant mjk = L‖dk‖2 (issue du lemme 4.1) dans








où la deuxième égalité provient du choix de la direction dk = −gk. Quelque soit ǫ > 0, il existe




ce qui correspond à J = 1 itération du schéma (4.44). La stratégie de pas proposée dans (Chen
et Sun, 2002; Sun et Zhang, 2001) consiste à choisir (4.50), avec θ ∈ (0, νAmin), où νAmin minore le






. L’intervalle (0, νAmin) étant inclus dans (0, 2), cette
méthode s’identiﬁe à nouveau avec J = 1 itération de (4.44).
4.4.4 Recherche de pas MMQ multi-dimensionnelle
Nous proposons dans cette section une nouvelle stratégie de pas multi-dimensionnelle pour
l’algorithme itératif de sous-espace, basée sur une généralisation de la recherche de pas MMQ
scalaire. Dans cette dernière méthode, la valeur de αk résulte de J minimisations successives de
fonctions quadratiques tangentes majorantes à f(α). Aﬁn de généraliser cette technique au cas
multi-dimensionnel, on construit à partir de la fonction majorante quadratique du critère H(., .),
une fonction quadratique tangente majorante de f(s) en sjk
h(s, sjk) = f(s
j
k) +∇f(sjk)T (s− sjk) +
1
2












k = A(xk +Dks
j
k) (4.53)
est la courbure de la quadratique H(x,xk + Dks
j
k). Nous déﬁnissons alors le pas MMQ multi-
dimensionnel sk ∈ Rr, notée MMQ rD, par la récurrence suivante correspondant à l’application



















h(s, sjk), j < J. (4.55)
Aﬁn de garantir la décroissance de la suite {f(sjk)} et la convergence de la suite {sjk} vers un point
stationnaire de f(s), le coeﬃcient θ est choisi à l’intérieur de (0, 2). De plus, comme dans le cas





k − θ(Bjk)−1∇f(sjk). (4.56)
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4.5 Propriétés de convergence du pas MM quadratique
Cette section est consacrée à l’analyse de convergence des algorithmes itératifs associés à la re-
cherche de pas MM quadratique. La convergence d’une famille d’algorithmes de gradient conjugué
non linéaire associés au pas MMQ 1D est établie dans (Labat et Idier, 2008). Notre contribution
consiste à étendre ce résultat au cas des algorithmes à gradient relié (Bertsekas, 1996), regroupant
de nombreux algorithmes de descente classiques tels que l’algorithme de gradient, de Newton et de
Newton tronqué. Nous établissons également la convergence de l’algorithme de sous-espace associé
au pas MMQ rD, sous une hypothèse faible sur l’ensemble des directions sélectionné.
4.5.1 Hypothèses
Aﬁn d’établir les résultats de convergence, nous supposons que la recherche de pas est bien
déﬁnie, c’est à dire qu’il existe des fonctions majorantes quadratiques du critère. De plus, nous
supposons que la courbure des majorantes quadratiques est construite à partir de matrices à
spectre borné.
Hypothèse 4.1. Pour tout y ∈ Df , il existe une matrice symétrique déﬁnie positive A(y) telle
que pour tout x ∈ Df ,
H(x,y) = F (y) + (x− y)T∇F (y) + 1
2
(x− y)TA(y)(x− y) (4.57)
est une approximation tangente majorante de F en y. De plus, l’ensemble {A(x)|x ∈ Df} est à





max, ∀v ∈ Rn\ {0} (4.58)
4.5.2 Propriétés de la séquence de pas
4.5.2.1 Décroissance de l’algorithme
Nous établissons par le lemme suivant que la recherche de pas MMQ multi-dimensionnelle
permet d’assurer la décroissance de la séquence {F (xk)} générée par l’algorithme de descente
itérative.
Lemme 4.3. Soit F une fonction vériﬁant l’hypothèse 4.1. Alors pour tout j > 0 et pour tout
θ ∈ (0, 2), les pas générés par (4.54) vériﬁent
f(sj+1k ) 6 f(s
j
k). (4.59)
Par conséquent, pour tout k, la séquence produite par l’algorithme itératif de sous-espace (3.43)
associé au pas sJk vériﬁe
F (xk+1) 6 F (x). (4.60)







k − sjk)T∇f(sjk) +
θ2
2






k − (Bjk)−1∇f(sjk). (4.62)
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k)− f(sjk) = θ(θ/2− 1)(sˆj+1k − sjk)TBjk(sˆj+1k − sjk). (4.64)
Le paramètre θ appartient à (0, 2). De plus, la matrice Bjk est déﬁnie positive d’après l’hypothèse






De plus, h(., sjk) est une fonction majorante de f en s
j






f(sj+1k ) 6 f(s
j
k). (4.66)
Par récurrence sur j, on obtient
f(sJk ) 6 f(0). (4.67)
En considérant un sous-espace de dimension r = 1, on obtient que la recherche de pas MMQ
scalaire assure la décroissance de l’algorithme itératif de sous-espace.
Lemme 4.4. Soit F une fonction vériﬁant l’hypothèse 4.1. Alors pour tout j > 0 et pour tout
θ ∈ (0, 2), les pas générés par (4.44) vériﬁent
f(αj+1k ) 6 f(α
j
k). (4.68)
Par conséquent, pour tout k, la séquence produite par l’algorithme de descente itérative (3.18)
associé au pas αJk vériﬁe
F (xk+1) 6 F (x). (4.69)
4.5.2.2 Condition de Zoutendijk
Le lemme suivant assure que la condition de Zoutendijk est vériﬁée par la stratégie de pas
MMQ scalaire. De plus, le résultat ne dépend pas du nombre de sous-itérations J .
Lemme 4.5. Soit F une fonction vériﬁant l’hypothèse 4.1. Alors pour tout J > 0, le pas αJk obtenu
par (4.44) où θ ∈ (0, 2) vériﬁe la condition de Zoutendijk (4.16) avec C = (θ/νAmax)(1 − θ/2) ∈
(0, 1/2).




k)− f(αjk) = θ(
θ
2
− 1)mjk(αˆj+1k − αjk)2. (4.70)
En prenant j = 1 dans l’inégalité ci-dessus, on obtient que
h(α1k, 0)− f(0) = −δm1k(αˆ1k)2, (4.71)
en posant δ = θ(1 − θ2 ) > 0. De plus, d’après l’hypothèse 4.1, f(α1k) 6 h(α1k, 0) donc
f(α1k)− f(0) 6 −δm1k(αˆ1k)2. (4.72)
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D’après l’expression de αˆ1k,









kdk donc, d’après l’hypothèse 4.1,





D’après le lemme 4.4, f(αJk ) 6 f(α
1
k) donc












Nous montrons dans la section suivante que le lemme 4.5 est suﬃsant pour démontrer la conver-
gence d’une large famille d’algorithmes de descente itérative, en utilisant la notion de séquence
de directions gradient reliée. Cette notion nous permet également d’établir la convergence des
algorithmes de sous-espace associés au pas MMQ rD.
4.5.3 Convergence des algorithmes gradient reliés
4.5.3.1 Séquence de directions gradient reliée
La notion de suite gradient reliée permet de démontrer la convergence de nombreux algo-
rithmes de descente itérative, sous l’hypothèse que le pas vériﬁe la condition de Zoutendijk (4.16).
Considérons la méthode itérative de descente de gradient. Dans celle-ci, la direction est égale à
dk = −gk donc cos θk = 1. Par conséquent, (4.18) entraîne ‖gk‖ → 0. On obtient donc direc-
tement la convergence de la méthode du gradient. Plus généralement, si l’angle entre dk et −gk
est inférieur à π2 , l’algorithme est convergent. C’est précisément cette condition qui est vériﬁée
par une suite de directions gradient reliée : La notion de séquence gradient reliée introduite dans
(Bertsekas, 1996) permet d’empêcher que dk devienne asymptotiquement orthogonale au gradient
de F alors que xk tend vers un point qui n’est pas solution. Un tel cas de ﬁgure entrainerait un
blocage de l’algorithme en ce point.
Définition 4.3. (Bertsekas, 1996)
Une séquence de directions {dk}k>0 est dite gradient reliée à {xk}k>0 si la propriété suivante est
vériﬁée : Pour toute suite extraite {xk}k∈K convergeant vers un point non stationnaire, la suite
extraite correspondante {dk}k∈K est bornée et satisfait
lim sup
k→∞,k∈K
gTk dk < 0.
Autrement dit, la direction dk n’est jamais ‘trop petite’ ou ‘trop grande’ par rapport à gk et
l’angle entre les deux vecteurs n’est jamais trop proche de π2 . La propriété suivante établit deux
conditions suﬃsantes pour qu’une séquence soit gradient reliée.
Propriété 4.1. (Bertsekas, 1999) S’il existe des réels ν1 > 0, ν2 > 0 tels que pour tout k, dk
vériﬁe
ν1‖gk‖2 6 −gtkdk, ‖dk‖2 6 ν2‖gk‖2, (4.77)
alors la séquence {dk}k>0 est gradient reliée à {xk}k>0.
58
4.5. Propriétés de convergence du pas MM quadratique
De nombreux algorithmes de descente construisent des directions vériﬁant les conditions (4.77),
et par conséquent génèrent des séquences gradient reliées.
Propriété 4.2. (Bertsekas, 1999) Supposons que pour tout k, dk = −Mkgk. Si l’ensemble
{Mk, k > 0} est à spectre borné strictement positif, alors dk vériﬁe (4.77) et la suite {dk}k>0
est gradient reliée à {xk}k>0.
La propriété 4.2 permet d’établir le caractère gradient relié des algorithmes de Newton dans
le cas convexe, ainsi que de quasi-Newton. Deux familles d’algorithmes cependant manquent à
l’appel : les méthodes de gradient conjugué non linéaire et les méthodes de Newton tronquées.
Nous établissons le caractère gradient relié des directions issues de cette dernière famille. La
démonstration de la propriété 4.3 se base sur des résultats développés dans (Dembo et Steihaug,
1983) au sujet de l’algorithme de Newton tronqué.
Propriété 4.3. Supposons que pour tout k, dk résulte de Ik itérations de GC appliqué au système
Bkd = −gk. Si l’ensemble de matrices {Bk, k > 0} est à spectre borné strictement positif, alors
dk vériﬁe (4.77) et la suite {dk}k>0 est gradient reliée à {xk}k>0.
Démonstration. La direction dk résulte de Ik > 1 itérations de GC appliqué au système Bkd =
−gk où {Bk, k > 0} est à spectre borné strictement positif. Alors, d’après (Dembo et Steihaug,
1983, Th.A.1) et (Dembo et Steihaug, 1983, Lem.A.2), il existe des constantes ν1 > 0, ν2 > 0
telles que dk vériﬁe (4.77) pour tout k. D’après la propriété 4.1, il s’agit d’une condition suﬃsante
pour garantir que la suite {dk}k>0 est gradient reliée à {xk}k>0.
Le même résultat est établi pour la version préconditionnée de la direction tronquée, en inter-
prétant le préconditionnement comme un changement de variable.
Corollaire 4.1. Supposons que pour tout k, dk résulte de Ik itérations de GC appliqué au sys-
tème Bkd = −gk preconditionné avec Pk. Si {Bk, k > 0} et {Pk, k > 0} sont à spectres bornés
strictement positifs, alors dk vériﬁe (4.77) et la suite {dk}k>0 est gradient reliée à {xk}k>0.
Démonstration. Déﬁnissons Ck telle que Pk = CTk Ck. La direction dk est issue de Ik itérations
de GC preconditionné avec Pk appliqué à Hkd = −gk. D’après (Nocedal et Wright, 1999), elle
vériﬁe
dˆk = Ckdk (4.78)
où dˆk est issue de Ik itérations de GC non préconditionné appliqué à
C−Tk HkCk dˆ = −C−Tk gk (4.79)
D’après (Dembo et Steihaug, 1983, Th.A.1) et (Dembo et Steihaug, 1983, Lem.A.2), il existe des
constantes strictement positives ν′1 > 0, ν
′
2 > 0 telles que
(C−Tk gk)
T dˆk 6 −ν′1‖C−Tk gk‖2 (4.80)
et
‖dˆk‖2 6 ν′2‖C−Tk gk‖2. (4.81)
D’après (4.78),
(C−Tk gk)
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De plus, l’hypothèse sur le spectre de {Pk, k = 1, . . . ,K} implique que








νPmin‖dk‖ 6 ‖Ckdk‖ = ‖dˆk‖, (4.85)
où (νPmin, ν
P
max) > 0 sont les bornes du spectre de {Pk}. Par conséquent, (4.77) est vériﬁée en
posant ν1 = ν′1/ν
P




min, d’où le résultat en utilisant la propriété 4.1.
4.5.3.2 Résultat de convergence pour la recherche de pas MMQ 1D
Lorsque la séquence des directions est gradient reliée, ou plus précisément lorsque toute direc-
tion générée vériﬁe (4.77), nous établissons simplement la convergence de l’algorithme de descente
lorsque le pas est obtenu par la stratégie MMQ 1D.
Théorème 4.2. Soit une fonction F continûment diﬀérentiable et bornée inférieurement sur Df .
On suppose que F vériﬁe l’hypothèse 4.1. Si pour tout k, la direction dk vériﬁe (4.77) et que αk est
obtenu par (4.44) avec J > 0 et θ ∈ (0, 2) alors l’algorithme de descente itérative (3.18) converge
au sens limk→∞ ‖gk‖ = 0.
Démonstration. D’après le lemme 4.5, la condition de Zoutendijk (4.16) est vériﬁée. F est bornée
inférieurement donc on en déduit (4.18). Le théorème 4.2 est une application directe du résultat
(Shi, 2004, Theo.5.1).
4.5.3.3 Résultat de convergence pour la recherche de pas MMQ rD
La notion de direction gradient reliée nous permet également de démontrer la convergence de
l’algorithme itératif de sous-espace, lorsqu’il est associé au pas MMQ multi-dimensionnel.
Théorème 4.3. Soit une fonction F continûment diﬀérentiable et bornée inférieurement sur Df .






k ], 1 6 rk 6 n (4.86)
où d1k vériﬁe les conditions (4.77) alors pour tout J > 0 et pour tout θ ∈ (0, 2), l’algorithme (3.43)




Démonstration. Déﬁnissons la fonction scalaire
q(α) , h([α, 0, . . . , 0]T ,0), ∀α ∈ R. (4.87)
L’expression de h(.,0) implique que










Le minimiseur αˆk de q s’écrit
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Donc,








De plus, d’après l’expression de sˆ1k,




sˆ1k minimise h(s,0) donc h(sˆ
1





k > ∇f(0)T sˆ1k. (4.92)
D’après (4.88) et (4.89), le pas αk = θαˆk vériﬁe
q(αk) = f(0) + δ αˆkgTk d
1
k, (4.93)
avec δ = θ(1− θ/2). En outre,
h(s1k,0) = f(0) + δ∇f(0)T sˆ1k. (4.94)
Donc, les égalités (4.92)-(4.93)-(4.94) impliquent que h(s1k,0) 6 q(αk) et
f(0)− h(s1k,0) > −δαˆkgTk d1k. (4.95)
De plus, h(s1k,0) > f(s
1
k) > f(sk) d’après l’hypothèse 4.1 et le lemme 4.3. Donc,
f(0)− f(sk) > −δαˆkgTk d1k (4.96)
D’après l’hypothèse 4.1,







Par conséquent, en utilisant (4.96), (4.97) et (4.77), on déduit la relation
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4.5.4 Convergence des algorithmes de gradient conjugué non linéaire
Le caractère gradient relié des directions de gradient conjugué non linéaire n’a pas été démontré
à notre connaissance. La diﬃculté réside dans le fait que la direction GCNL tient compte du
gradient courant mais aussi de la direction précédente dk−1. La convergence des algorithmes
GCNL associés à la recherche de pas MMQ 1D ne s’obtient pas de façon directe. Elle est établie
dans (Labat et Idier, 2008) sous l’hypothèse supplémentaire que le critère est à gradient Lipschitz
sur la ligne de niveau initiale.
Hypothèse 4.2. Soit la ligne de niveau
L0 = {x ∈ Df |F (x) 6 F (x0)} (4.100)
supposée bornée et V un ouvert contenant L0. Les assertions suivantes sont vériﬁées :
– F est deux fois continument diﬀérentiable sur V,
– F est à gradient L-Lipschitz sur V,
– V est borné.
– Pour tous x ∈ V et v ∈ Rn\ {0} , vTA(x)v‖v‖2 > νAmin > 0
Le caractère borné de L0, et a fortiori du voisinage V est une hypothèse classique en optimisa-
tion. Elle permet notamment d’assurer l’existence d’un minimiseur de F à l’intérieur strict de L0.
Cette hypothèse est vériﬁée par exemple lorsque la fonction F est coercive. L’analyse de conver-
gence dépend du coeﬃcient de conjugaison employé. Aﬁn de vériﬁer la propriété de descente, la
direction est déﬁnie par
ck+1 = −gk+1 + βk+1dk,
dk+1 = −ck+1 signe(gTk+1ck+1).
(4.101)
De plus, βk est supposé s’écrire sous la forme (Dai et Yuan, 2001) :




k δk−1/Dk, ∀k > 0 (4.102)
avec
Dk = (1 − µk − ωk)‖gk−1‖2 + µkdTk−1δk−1 − ωkdTk−1gk−1
δk−1 = gk − gk−1
µk ∈ [0, 1], ωk ∈ [0, 1− µk]








k δk−1/‖gk−1‖2 Polak-Ribière-Polyak (PRP)
β0,1k = −gTk δk−1/dTk−1gk−1 Liu-Storey (LS)
Théorème 4.4. (Labat et Idier, 2008)
Supposons que le critère F vériﬁe les hypothèses 4.1 et 4.2. L’algorithme de descente itérative (3.18)
associé à la direction (4.101) converge au sens lim infk→∞ gk = 0 si αk est obtenu par (4.44) et βk
provient de la méthode PRP ou LS, ou plus généralement de (4.102) avec µk = 0 and ωk ∈ [0, 1]. De
plus, si F est fortement convexe sur V, alors on a pour tout J > 0 et θ ∈ (0, 2), lim infk→∞ gk = 0
pour toute valeur de (µk, ωk).
Démonstration. La démonstration du théorème 4.4 est établie dans l’article (Labat et Idier, 2008).
Elle utilise les propriétés suivantes du pas MM :
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– Pour tout k, on a l’inégalité −ν(gTk dk)/‖dk‖2 6 α1k 6 −ν′(gTk dk)/‖dk‖2 avec (ν, ν′) > 0
paramètres dépendant de νAmin, ν
A
max et θ. (Labat et Idier, 2008, Eq.13)
– La condition d’Armijo est vériﬁée (Labat et Idier, 2008, Lem.3.5)




k avec (cmin, c
J
max) ∈ (0, 1) paramètres
dépendant de L, νAmin, ν
A
max et θ. (Labat et Idier, 2008, Theo.3.1)
– La condition de Zoutendijk est vériﬁée (Labat et Idier, 2008, Lem.4.1)
4.6 Conclusion
La recherche de pas par Majoration-Minoration quadratique consiste à utiliser des informations
structurelles sur le critère pour en construire des approximations quadratiques majorantes. Le
pas résulte d’une récurrence très simple à implémenter puisque chaque itération correspond à la
minimisation d’une fonction quadratique dans un espace de dimension réduite. Nous avons étendu
dans ce chapitre la recherche de pas MMQ scalaire proposée par (Labat et Idier, 2008) en une
recherche de pas MMQ multi-dimensionnelle pour l’algorithme de sous-espace. Des propriétés de
convergence des schémas scalaires et multi-dimensionnels ont été établis. Le chapitre 5 est consacré
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Chapitre 5. Application à la déconvolution d’image
5.1 Introduction
La convergence de nombreux algorithmes de sous-espace associés à la recherche de pas MMQ
multi-dimensionnelle a été établie dans le chapitre 4. Parmi ceux-ci, l’algorithme de super mémoire
de gradient (SMG) consiste à utiliser un sous-espace construit à partir du gradient courant et de
m directions précédentes. Lorsque m = 1, on retrouve un algorithme de structure très proche
de celle des algorithmes de gradient conjugué non lineaire (GCNL). Il s’agit dans ce chapitre de
comparer les performances des algorithmes SMG et GCNL, lorsque le calcul du pas est fait en
utilisant l’approche MMQ. L’analyse est eﬀectuée à travers la minimisation d’un critère pénalisé
sur un problème de déconvolution d’image avec préservation des discontinuités.
5.2 Le problème de déconvolution d’image
On considère un problème de déconvolution d’image de grande taille. L’image à restaurer est
une image convoluée et bruitée. Nos expérimentations ont été menées sur l’image peppers de taille
n = 512×512. Le noyau de convolution est gaussien avec un écart type de 2.24 et de taille 17×17.
L’hypothèse de bord considérée est celle de Dirichlet (zéros à l’extérieur). Un bruit blanc gaussien
est ajouté à l’image convoluée de telle sorte à avoir un rapport signal sur bruit de 40 dB.
L’image est déconvoluée en utilisant une approche pénalisée. Nous utilisons le critère pénalisé
fréquemment utilisé en restauration d’images (Allain et al., 2006; Charbonnier et al., 1997; Nikolova
et Ng, 2005)




où V est la matrice des diﬀérences du premier ordre avec quatre voisins et φ est la fonction de
régularisation hyperbolique φ(u) =
√
u2 + δ2 (Bouman et Sauer, 1993). Cela correspond à un
critère des moindres carrés associé à une pénalisation ℓ1 − ℓ2 qui favorise les zones lisses dans
l’image sans trop en dégrader les contours. Le critère est diﬀérentiable et strictement convexe, car
le noyau de V TV réduit aux images constantes n’est pas inclus dans le noyau de KTK soit
ker(HTH) ∩ ker(V TV ) = {0} . (5.2)
La convexité du critère implique que l’annulation du gradient est une condition nécessaire et suﬃ-
sante d’obtention d’un minimum local. De plus, la stricte convexité assure l’unicité du minimiseur
de (5.1).
Le critère pénalisé dépend des paramètres λ et δ. Ils sont réglés aﬁn de maximiser la similarité,
au sens de la norme quadratique, entre l’image déconvoluée et l’image originale, soit δ = 8 et
λ = 0.2. Le résultat obtenu est illustré en ﬁgure 5.1.
5.3 Algorithmes comparés
L’objectif de ce chapitre est de comparer les performances de l’algorithme GCNL associé au
pas MMQ scalaire, avec celles de l’algorithme SMG associé au pas MMQ multi-dimensionnel. Nous
donnons à présent une description détaillée des algorithmes comparés.
5.3.1 Algorithmes de gradient conjugué non linéaire
L’algorithme GCNL appartient à la famille des méthodes de descente itérative. Il s’écrit sous
la forme
xk+1 = xk + αkdk, (5.3)
avec
dk = −gk + βkdk−1. (5.4)
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(a) Image convoluée et bruitée (b) Image reconstruite
Figure 5.1 – Reconstruction de peppers avec (λ, δ) = (0.2, 8)
Diﬀérentes formules pour le coeﬃcient de conjugaison βk sont considérées (Hager et Zhang, 2006b) :
βk = g
T





k−1δk−1 Hestenes-Stiefel (HS) (Hestenes et Stiefel, 1952)
βk = −gTk yk−1/dTk−1gk−1 Liu-Storey (LS) (Liu et Storey, 1991)
βk = ‖gk‖2/‖gk−1‖2 Fletcher-Reeves (FR) (Fletcher et Reeves, 1964)
βk = ‖gk‖2/dTk−1δk−1 Dan-Yuan (DY) (Dai et Yuan, 1999)
avec δk−1 = gk − gk−1.
Concernant le pas αk, deux stratégies sont comparées :
















avec mjk = dkA(xk + α
j
kdk)dk.
– La recherche de pas itérative basée sur la règle de Wolfe stricte (4.10)-(4.13), paramétrée
par les coeﬃcients de Wolfe c1 et c2 qui doivent vériﬁer la condition 0 < c1 < c2 < 1.
Nous utilisons la procédure de recherche de pas correspondant aux algorithmes 3.2 et 3.3
de (Nocedal et Wright, 1999) initialisée avec un pas unitaire. Nous ﬁxons c1 = 0.01 et nous
testons c2 = {0.5, 0.9, 0.99}.
5.3.2 Algorithme à super mémoire de gradient
L’algorithme SMG appartient à la classe des méthodes itératives de sous-espace dont une
itération s’écrit sous la forme
xk+1 = xk +Dksk. (5.6)
Dans l’algorithme SMG, le sous-espace est engendré par le gradient courant et un petit nombre
de directions précédentes :
Dk = [−gk,dk−1, ...,dk−m] , (5.7)
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en utilisant la notation dk−i = xk−i+1 − xk−i.
Nous testons les valeurs {1, 2, 5, 10} pour le paramètrem déﬁnissant la mémoire de l’algorithme.
La taille du sous-espace associée est r = m+1. Nous comparons l’algorithme SMG avec l’algorithme
ORTH de (Nemirovski, 1982) basé sur le sous-espace




où les poids wi sont déﬁnis par (3.50), et avec la version accélérée de ORTH, présentée sous le
nom de SESOP dans (Narkiss et Zibulevsky, 2005), où
Dk = [−gk,xk − x0,
k∑
i=0
wigi,dk−1, . . . ,dk−m]. (5.9)
Concernant le calcul de sk, nous comparons la recherche de pas MM quadratique de paramètre
















k)Dk, avec la recherche de pas employée dans (Narkiss et Zibulevsky,




−10, ou j > 7.
5.3.3 Préconditionnement
Aﬁn d’accélérer la convergence des algorithmes, nous envisageons d’utiliser la version précondi-
tionnée des algorithmes GCNL et SMG. Nous utilisons un préconditionneur basé sur la transformée
en cosinus 2D, introduit dans (Ng et al., 1999) pour le préconditionnement des matrices à structure
Toeplitz. Bien que le Hessien du critère ne soit pas Toeplitz (à cause de sa dépendance en xk),
l’eﬃcacité de ce préconditionneur pour la minimisation de (5.1) est soulignée dans (Labat et Idier,
2007, 2008).
5.4 Mise en œuvre des stratégies de pas MMQ
5.4.1 Construction d’approximations majorantes quadratiques
Aﬁn de garantir les propriétés de convergence des stratégies de pas MMQ, il nous faut détermi-
ner une famille de matrices A(.) qui vériﬁe l’hypothèse 4.1. Nous décrivons ici deux stratégies de
construction de A(.), issues des algorithmes semi-quadratiques de Geman & Yang (GY) (Geman
et Yang, 1995) et de Geman & Reynolds (GR) (Geman et Reynolds, 1992). D’autres techniques de
construction sont présentées dans (De Pierro, 1995; Erdogan et Fessler, 1999; Hunter et L., 2004;
Lange et Fessler, 1995; Zheng et al., 2004).
5.4.1.1 Algorithmes semi-quadratiques
Les algorithmes semi-quadratiques (SQ) de GY et GR sont très utilisés dans la communauté
du traitement de l’image pour la minimisation du critère pénalisé (5.1) (Allain et al., 2006; Char-
bonnier et al., 1997; Nikolova et Ng, 2005). Ils consistent à exploiter la forme analytique du critère
pour remplacer sa minimisation par une séquences de problèmes plus simples.
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L’algorithme SQ visant à minimiser (5.1) s’écrit
xk+1 = xk + θ(xˆk+1 − xk), (5.11)
xˆk+1 = xk −A(xk)−1∇F (xk), (5.12)
avec θ ∈ (0, 2) et A(.) égal à l’un des deux opérateurs suivants :
AaGY = 2K
TK + λ/aV TV (5.13)
AGR(xk) = 2K





Les algorithmes SQ-GR et SQ-GY peuvent recevoir plusieurs interprétations possibles (Allain
et al., 2006). Nous nous intéressons à la propriété de majoration des constructions SQ qui va
nous conduire à deux principes de constructions d’approximations majorantes quadratiques du
critère (5.1).
5.4.1.2 Fonctions majorantes semi-quadratiques
Dans (Chan et Mulet, 1999), il est démontré que l’algorithme GR peut être analysé comme
un algorithme MMQ i.e., une minimisation itérative d’approximations majorantes quadratiques.
Un tel résultat est aussi obtenu pour l’algorithme GY (Allain et al., 2006). Ces propriétés sont
établies sous plusieurs hypothèses sur la fonction de régularisation.
Hypothèse 5.1.
(i) φ est C1
(ii) φ˙ est L-Lipschitz
Hypothèse 5.2.
(i) φ est C1 et paire
(ii) φ(
√
.) est concave sur R+
(iii) 0 < φ˙(t)/t <∞, ∀t ∈ R
Alors, le lemme suivant établit que les matrices normales AaGY et AGR(.) issues des construc-
tions de GY et de GR induisent des approximations quadratiques majorantes pour le critère
pénalisé (5.1).
Lemme 5.1. (Allain et al., 2006, Prop.1)
Soit F le critère pénalisé déﬁni par (5.1). Supposons que l’hypothèse 5.1 (resp. hypothèse 5.2) est
satisfait. Alors
H(x,xk) = F (xk) +∇F (xk)T (x− xk) + 1
2
(x− xk)TA(xk)(x− xk), (5.15)
est une approximation quadratique majorante du critère F , où A(.) = AaGY avec 0 < a < 1/L
(resp. A(.) = AGR(.)).
Les deux variantes de l’algorithme SQ s’écrivent sous la forme




et peuvent donc être interprétés comme résultant de minimisations successives d’approximations
quadratiques majorantes. Nous remarquons que les propriétés de majoration des opérateurs GY
et GR se déduisent simplement des lemmes 4.1 et 4.2.
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5.4.1.3 Comparaison entre majorations GY et GR
La fonction hyperbolique vériﬁe à la fois l’hypothèse 5.1 avec L = 1/δ et l’hypothèse 5.2 donc le
lemme 5.1 s’applique. De plus, la condition (5.2) assure que les matrices GY et GR sont à spectre
borné sur Rn (Allain et al., 2006). Par conséquent, l’hypothèse 4.1 est vériﬁée et les matrices GY
et GR sont deux candidates acceptables pour la construction du pas MMQ. La question se pose
de déterminer la meilleure stratégie de majoration, entre GY et GR.
La ﬁgure 5.2 illustre les fonctions majorantes GY et GR de la fonction hyperbolique centrée
φ(u) =
√
u2 + δ2 − δ aux valeurs 1, 2, 4. Nous remarquons que la majorante issue de la méthode
GR est plus proche visuellement du critère. Nous la retenons par la suite car elle conduit aux
meilleurs résultats en terme de nombre d’itérations ainsi que de temps de calcul nécessaire à la
convergence de l’algorithme.














(a) Majoration de GY (b) Majoration de GR
Figure 5.2 – Principe de construction des majorantes semi-quadratiques. La fonction hyperbolique
φ(u) =
√
u2 + 1 − 1 (trait continu) est majorée en u = 1, 2 et 4 par des fonctions quadratiques
(trait pointillé) issues de la stratégie de majoration de Geman & Yang ou Geman & Reynolds.
5.4.1.4 Résultats de convergence
L’approximation majorante quadratique de Geman & Reynolds vériﬁe l’hypothèse 4.1. De plus,
φ étant coercive et à gradient Lipschitz sur R, le critère vériﬁe l’hypothèse 4.2. Le théorème 4.4
garantit donc la convergence de l’algorithme GCNL associé à la conjugaison PRP, LS ou HS, et
au pas MM quadratique scalaire. Le théorème 4.4 ne traite pas le cas des conjugaisons FR et DY.
Cependant, pour tous nos tests, les algorithmes GCNL utilisant ces conjugaisons parviennent à
vériﬁer le critère d’arrêt requis.
La direction d1k = −gk vériﬁe la condition (4.77). Par conséquent, le théorème 4.3 assure
la convergence des algorithmes SMG, ORTH et SESOP associé au pas MM quadratique multi-
dimensionnel.
Enﬁn, le choix d’un préconditionneur constant pour accélérer la convergence des algorithmes
permet de conserver la validité des théorèmes 4.4 et 4.3.
5.4.2 Réduction du coût de calcul
Le problème étant de grande taille, il est nécessaire d’être vigilant dans l’implémentation des
algorithmes aﬁn de minimiser le coût de calcul par itération. Dans cet exemple, le coût de calcul
est gouverné par l’application des opérateurs K, KT , V et V T sur un vecteur. Nous parlerons
par la suite de “produits matrice-vecteur”, bien que l’application de la matrice de convolution soit
eﬀectuée à l’aide de l’outil conv2 de Matlab.
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5.4. Mise en œuvre des stratégies de pas MMQ
Dans les algorithmes GCNL et SMG, chaque itération se décompose en deux étapes consé-
cutives, le calcul de la direction (resp. du sous-espace) et le calcul du pas. La construction de
la direction GNCL et du sous-espace SMG nécessite de calculer le gradient du critère au point
courant
∇F (xk) = 2KT (Kxk − y) + λV T φ˙(V xk) (5.18)
soit 4 produits matrice-vecteur. Nous proposons dans cette section de minimiser le nombre de
produits matrice-vecteur lors de l’étape de recherche de pas MMQ en tirant partie de la structure
du critère.
Etudions tout d’abord le coût de la recherche de pas MMQ scalaire. A chaque itération j, il
faut calculer f˙(αjk) et m
j
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soit apparement 4J produits matrice-vecteur. Le coût de calcul de f˙(αjk) et m
j
k peut être réduit
simplement en remarquant que
K(xk + α
j
kdk) = (Kxk) + α
j
k(Kdk). (5.22)
En utilisant les produits Kxk et V xk déja calculés lors de la construction de la direction, on
réduit le coût à seulement 2 produits matrice-vecteur Kdk et V dk pour implémenter J itérations
de recherche de pas. Notons que cette stratégie n’est pas nouvelle car elle est déja proposée dans
(Kaufman, 1987) pour l’implémentation d’une recherche de pas pour l’algorithme Richardson-Lucy
(Lucy, 1974; Richardson, 1972) en tomographie d’émission.
Etudions maintenant le coût d’implémentation de la recherche de pas MMQmulti-dimensionnelle.
A chaque itération j, il faut calculer f˙(sjk) et B
j
k à partir des expressions
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Une stratégie similaire au cas scalaire peut être appliquée, nécessitant de calculer au préalable les
produits KDk et V Dk. Nous ramenons ainsi le coût de calcul de la recherche de pas à 2r produits
matrice-vecteur. Cependant, le coût reste linéairement lié à la taille du sous-espace. Cela risque
de contre-balancer le bon taux de convergence attendu de l’algorithme SMG en terme de nombre
d’itérations. Face à ce constat, nous proposons de tirer partir de la structure récursive du sous-
espace SMG pour réduire le coût d’implémentation de la recherche de pas multi-dimensionnelle.
Notre approche reprend l’idée développée dans (Narkiss et Zibulevsky, 2005) pour l’implémentation
de la méthode de Newton pour la recherche de pas dans l’algorithme SESOP.
D’après l’expression de Dk, le produit Pk , KDk s’écrit
Pk = [−Kgk,Kdk−1, ...,Kdk−m]. (5.26)
En utilisant l’expression de dk−1 = Dk−1sk−1, nous obtenons que
Pk = [−Kgk,Pk−1sk−1,Pk−1(2 : m)], (5.27)
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avec P (i : j) la sous-matrice contenant les colonnes de i à j de P . Par conséquent, la matrice Pk
se déduit de Pk−1 en eﬀectuant un seul produit matrice-vecteur et des opération peu coûteuses
sur les colonnes de Pk−1. En utilisant la même procédure pour calculer le produit V Dk, nous
réduisons le coût de la recherche de pas multi-dimensionnelle à 2 produits matrice-vecteur soit
un coût de calcul similaire à celui de la recherche de pas scalaire. Cette stratégie se généralise
facilement aux autres algorithmes de sous-espace présentés dans le tableau 3.1, en utilisant leur
expression récursive donnée dans le tableau 5.1.
Acronyme Expression récursive de Dk Coût
MG [−gk,Dk−1sk−1] 2
SMG [−gk,Dk−1sk−1,Dk−1(2 : m)] 2
SMD [−pk,Dk−1sk−1,Dk−1(2 : m)] 2
GS [−gk,Dk−1(1 : m)] 2
ORTH [−gk,xk − x0, ωkgk +Dk−1(3)] 4
SESOP [−gk,xk − x0, ωkgk +Dk−1(3),Dk−1sk−1,Dk−1(4 : m+ 2)] 4





k − dℓ−1k ,Dk−1(4 : m+ 2)] 6
Table 5.1 – Expression récursive des sous-espaces présentés dans le tableau 3.1 et coût de la
recherche de pas MM multi-dimensionnelle en terme de produits matrice-vecteur nécessaires. Ici,
D(i : j) dénote la sous-matrice contenant les colonnes de i à j de D.
5.5 Interprétation des résultats expérimentaux
Les expériences ont été menées avec Matlab 7 sur un PC P4 3.2GhZ RAM 3Go. L’initialisation
des algorithmes est systématiquement faite avec l’image nulle (x0 = 0). On utilise comme critère




Pour chaque algorithme testé, nous indiquons le nombre d’itérations K et le temps T (en s.)
nécessaires pour satisfaire le critère d’arrêt, sous la forme K/T .
5.5.1 Algorithme GCNL
Recherche de pas de Wolfe. Le tableau 5.2 présente les performances de l’algorithme GCNL
associé à une recherche de pas basée sur la vériﬁcation des conditions de Wolfe stricte. Nous
présentons uniquement les résultats obtenus pour c1 = 0.01 car nous avons observé que la valeur
de c1 avait très peu d’inﬂuence sur les résultats. A l’opposé, les performances de l’algorithme
dépendent de façon importante du paramètre c2, correspondant à la condition de courbure (4.13).
Cette condition est d’autant plus contraignante que c2 est petit. On s’attend donc à obtenir de
meilleures performances pour le réglage c2 = 0.5. C’est eﬀectivement le cas pour les conjugaisons
PRP, LS et FR où le nombre d’itérations croit avec c2, de manière considérable. A l’inverse, pour
les algorithmes GCNL-HS et GCNL-DY, il vaut mieux choisir c2 proche de un. Le meilleur choix
des valeurs (c1, c2) correspond à un compromis qui n’est pas aisé à trouver et qui dépend de la
règle de conjugaison de l’algorithme.
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5.5. Interprétation des résultats expérimentaux
(c1, c2) (0.01, 0.5) (0.01, 0.9) (0.01, 0.99)
GCNL-PRP 79/268.3 109/329.6 109/316
GCNL-HS 80/239.8 71/227.2 106/304.9
GCNL-LS 80/243.1 109/334.3 109/313.9
GCNL-FR 164/521 204/676.5 204/644
GCNL-DY 136/433.6 116/358.6 116/333.3
Table 5.2 – Comparaison entre diﬀérents algorithmes GCNL en termes de nombre d’itérations
et de temps avant convergence K/T . Le pas résulte de la stratégie de (Moré et Thuente, 1994),
satisfaisant la règle de Wolfe stricte de paramètres (c1, c2).
Recherche de pas MM. Le tableau 5.3 présente les performances de l’algorithme GCNL associé
à la recherche de pas MM quadratique non relaxée (i.e., θ = 1). Les algorithmes GCNL obtiennent
de meilleurs résultats en terme de temps d’optimisation lorsque J est très petit (J = 1 ou J = 2).
Augmenter J n’apporte pas d’amélioration dans la mesure où le nombre d’itérations globales reste
presque constant, voire même augmente légèrement. Cette dernière constatation est contre intuitive
car augmenter J correspond à une minimisation plus précise du critère le long de la direction de
GCNL. On s’attendrait donc à ce qu’une croissance de J s’accompagne d’une amélioration des
performances de l’algorithme. Ce comportement, également souligné dans (Labat et Idier, 2008),
n’est pas expliqué à ce jour.
Nous n’avons pas présenté les résultats obtenus pour un paramètre de relaxation θ 6= 1. Nos
conclusions sont identiques à celles de (Labat et Idier, 2008), à savoir que les meilleurs résultats
sont obtenus pour θ = 1. En particulier, une sur-relaxation de la recherche de pas n’entraîne pas
d’amélioration en terme de temps d’optimisation ni de nombre d’itérations.
J 1 2 5 10
GCNL-PRP 77/137 69/139 75/202 77/273
GCNL-HS 68/122 67/134 75/191 77/289
GCNL-LS 82/149 67/135 74/190 76/266
GCNL-FR 145/270 137/279 143/379 143/515
GCNL-DY 234/447 159/338 144/387 143/516
Table 5.3 – Comparaison entre diﬀérents algorithmes GCNL en termes de nombre d’itérations et
de temps avant convergence K/T . Le pas résulte de J itérations de récurrence MM quadratique.
Influence de la formule de conjugaison. Les tableaux 5.2 et 5.3 permettent également de
comparer l’inﬂuence de la formule de conjugaison pour les algorithmes GCNL. Nous remarquons
que les performances de l’algorithme GCNL varient de façon très importante en fonction du choix
de la conjugaison. En particulier, un rapport de 4 en terme de nombre d’itérations est observé
entre les conjugaisons DY et HS. Les meilleurs résultats sont obtenus pour la conjugaison de
Hestenes et Siefel, pour les deux stratégies de pas. Un des avantages important de l’algorithme
SMG est de s’aﬀranchir de ce choix de formule de conjugaison.
5.5.2 Algorithme SMG
Recherche de pas MM. Le tableau 5.4 présente les performances de l’algorithme SMG associé
à la recherche de pas MM quadratique multi-dimensionnelle non relaxée (i.e., θ = 1). Les algo-
rithmes SMG obtiennent de meilleurs résultats en terme de temps d’optimisation lorsque J est
égal à un. Augmenter J entraîne un accroissement du coût de calcul par itération et n’améliore
pas les performances des algorithmes, en terme de nombre d’itérations.
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La recherche de pas de Newton s’avère très coûteuse en temps, malgré une troncature après
7 itérations. De plus, elle ne permet pas d’obtenir de meilleures performances de l’algorithme en
terme de nombre d’itérations. Comme dans le cas scalaire, il est inutile et même contre productif
de chercher à minimiser de façon précise la fonction f(s).
Taille de la mémoire. Le tableau 5.4 permet également d’analyser l’inﬂuence de la mémoire
m sur les performances de l’algorithme SMG. Les résultats pour m = 0 ne sont pas présentés
car l’algorithme s’identiﬁe dans ce cas avec l’algorithme du gradient bien connu pour sa vitesse de
convergence très lente (Pour cet exemple, plus de 300 itérations et plus de 500 s étaient nécessaires).
Pour m > 1, le nombre d’itérations est presque constant. Les meilleurs résultats sont obtenus dès
m = 1, c’est-à-dire pour le sous-espace de mémoire de gradient (MG).
SMG(m) 1 2 5 10




) 1 67/119 68/125 67/140 67/163
2 66/141 66/147 67/172 67/206
5 74/211 72/225 71/255 72/323
10 76/297 74/319 73/394 74/508
Table 5.4 – Comparaison entre recherche de pas MMQ et exactes, en termes de nombre d’itéra-
tions et de temps avant convergence K/T pour l’algorithme SMG.
5.5.3 Analyse comparée GCNL / SMG
Nous terminons cette étude par une comparaison des algorithmes GCNL et SMG, associés à
leur meilleur réglage : Le pas résulte d’une itération MM quadratique et la taille de la mémoire
est ﬁxée à m = 1. Le tableau 5.5 présente les résultats obtenus pour l’image peppers ainsi que
pour deux autres images lena et boat. A la ﬁn du tableau, nous présentons les résultats obtenus
pour l’algorithme MG sans utiliser l’expression récursive du sous-espace dans l’implémentation
(MG+). Nous présentons également les performances des algorithmes ORTH, et SESOP associé à
une mémoire m = 1.
boat lena peppers
GCNL-PRP 40/74 55/99 77/137
GCNL-HS 39/71 50/93 68/122
GCNL-LS 42/81 57/103 82/149
GCNL-FR 77/141 98/179 145/270
GCNL-DY 86/161 127/240 234/447
MG 37/67 47/85 67/119
MG+ 37/86 47/102 67/155
ORTH 149/330 234/524 391/847
SESOP(m = 1) 37/88 47/109 67/156
Table 5.5 – Comparaison entre algorithmes MG et GCNL en termes de nombre d’itérations et
de temps avant convergence K/T . Le pas est issu de J = 1 itération MM quadratique.
Pour les trois problèmes de déconvolution, l’algorithme MG est le plus performant, aussi bien
en terme de nombre d’itérations que de temps de calcul. Les résultats obtenus avec MG+ illus-
trent l’importance d’utiliser l’implémentation optimisée de la recherche de pas. Le cas échéant,
l’algorithme de mémoire de gradient devient plus lent que le GCNL.
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5.6. Résultats complémentaires
L’algorithme ORTH obtient des performances mauvaises, très similaires à celles de l’algorithme
du gradient. Enﬁn, comme souligné dans (Narkiss et Zibulevsky, 2005), l’ajout des directions de
Nemirovski dans l’algorithme MG, correspondant à SESOP, ne permet pas d’accélérer la conver-
gence de l’algorithme. En eﬀet, SESOP et MG nécessitent le même nombre d’itérations pour
converger et, le sous espace MG étant de dimension plus faible, il conduit à un plus faible coût
par itération.
Les algorithmes GCNL et MG possèdent une structure très proche lorsqu’ils sont associés à une
itération de Majoration-Minoration. D’après l’expression du sous-espace de mémoire de gradient,
une itération de l’algorithme MG s’écrit sous la forme
xk+1 = xk + αk(−gk + βkdk−1) (5.29)
en posant
αk = s1,k, βk = s2,k/s1,k. (5.30)
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en notant Ak = A0k. Nous remarquons une proximité entre l’expression de βk et celle de la





faisant intervenir le Hessien du critère. Les deux expressions sont identiques dès lors que Ak = Hk
et que la condition de conjugaison gTk dk−1 = 0 est vériﬁée. D’autre part, l’analyse de (Cantrell,
1969) permet facilement de montrer que si le critère est quadratique et que Ak = Hk, les expres-
sions de αk et βk s’identiﬁent avec celles utilisées dans l’algorithme de gradient conjugué.
5.6 Résultats complémentaires
Des tests additionnels ont été menés pour complèter notre analyse des performances de la
recherche de pas MMQ rD. Aﬁn d’alléger la lecture, nous présentons ici une synthèse des résultats
obtenus et renvoyons le lecteur intéressé aux sections IV et V du rapport technique (Chouzenoux
et al., 2010a).
5.6.1 Construction du sous-espace
Nous avons étudié le comportement de notre méthode de pas lorsque le sous-espace est construit
à partir de la méthode GS, QNS ou SESOP-TN, toutes trois décrites dans le tableau 3.1. Les
meilleures performances des algorithmes GS et QNS sont obtenues lorsqu’une seule itération de
recherche de pas MMQ est eﬀectuée. A l’inverse, pour le sous-espace SESOP-TN, un plus grand
nombre d’itérations est nécessaire (typiquement, J = 10). La recherche de pas de Newton pro-
posée dans (Narkiss et Zibulevsky, 2005) conduit à de moins bons résultats que notre procédure,
indépendamment du sous-espace utilisé.
Nous avons également analysé l’inﬂuence de la taille de la mémoire sur la vitesse de convergence
de ces trois algorithmes. Pour QNS et SESOP-TN, les meilleurs résultats sont obtenus lorsqu’un
faible nombre de directions est sauvegardé (m = 1 ou 2). A l’opposé, l’algorithme GS obtient ses
meilleures performances lorsque m > 15.
Enﬁn, parmi tous les algorithmes comparés, les plus faibles nombre d’itérations et temps de
calcul sont obtenus avec l’algorithme de mémoire de gradient avec m = 1 associé à J = 1 itération
de la recherche de pas MMQ.
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5.6.2 Reconstruction dans un dictionnaire
Les performances de la méthode MMQ rD ont également été étudiées sur les trois problèmes
de restauration d’image présentés dans (Zibulevsky et Elad, 2010). Ces problèmes sont résolus en
utilisant l’approche par dictionnaire décrite dans la section 2.3.3.4. L’image est supposée s’écrire
sous la forme x = Wz où z est une décomposition parcimonieuse de x dans le dictionnaire choisi
W . La reconstruction x∗ est déﬁnie comme Wz∗, où z∗ minimise le critère




avec φ(u) = |u| − δ log(1 + |u|/δ), approximation diﬀérentiable de la valeur absolue introduisant
un a priori de parcimonie sur les coeﬃcients zi.
Les algorithmes SESOP et PCD-SESOP sont comparés, en association avec la recherche de
pas MMQ rD ou la recherche de pas de Newton. Les performances de SESOP et PCD-SESOP
sont similaires en terme de vitesse de convergence et de temps de calcul. De plus, pour les deux
sous-espaces, la méthode MMQ conduit à de meilleurs résultats que la méthode de Newton, grâce
à un coût de calcul par itération plus faible.
5.7 Conclusion
Nous avons montré expérimentalement sur un problème de déconvolution d’image qu’il est
largement préférable pour les algorithmes GCNL et SMG associés à la recherche de pas MMQ de
ne pas eﬀectuer un nombre trop grand de sous-itérations. Un constat similaire est obtenu pour les
algorithmes GS, PCD-SESOP et QNS (Chouzenoux et al., 2010a).
Lorsqu’elle est associée au sous-espace SMG, la stratégie MMQ rD s’avère plus performante
que la stratégie de Newton utilisée dans (Narkiss et Zibulevsky, 2005; Zibulevsky, 2008; Zibulevsky
et Elad, 2010). Les tests expérimentaux menés sur les sous-espaces GS, QNS, SESOP-TN et PCD-
SESOP mènent à une conclusion identique (Chouzenoux et al., 2010a). Alors que la recherche de
pas de Newton ne s’accompagne d’aucun résultat de convergence, sauf dans le cas très particulier
où le pas obtenu est le minimiseur exact du critère dans le sous-espace, la recherche de pas MMQ
rD s’accompagne de résultats théoriques, et celà dès lors qu’une sous-itération est eﬀectuée.
D’autre part, nous avons montré que l’algorithme de super mémoire de gradient montre de
meilleures performances lorsque la taille de la mémoire est faible (m = 1). En associant ce sous-
espace à une recherche de pas correspondant à une seule itération MM, on obtient un algorithme
entièrement analytique, dans le sens où il ne nécessite aucun réglage ni sous-itération, qui se
démarque des autres algorithmes par son eﬃcacité et sa simplicité. Cet algorithme nous semble
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Chapitre 6. Minimisation d’un critère présentant une barrière
6.1 Introduction
Pour déﬁnir les recherches de pas MM scalaire ou multidimensionnelle quadratiques, nous
avons supposé, par l’hypothèse 4.1, l’existence de fonctions quadratiques majorantes du critère à
minimiser. Cependant, la résolution de certains problèmes nécessite la minimisation de critères à
gradient non borné qui ne vériﬁent pas cette hypothèse.
Dans cette deuxième partie de la thèse, nous nous intéressons à la minimisation de critères
contenant un terme de barrière, c’est-à-dire une fonction strictement convexe dont le gradient est de
norme inﬁnie aux bornes de son domaine de déﬁnition. Cette singularité implique que la restriction
du critère à une droite peut présenter une ou plusieurs asymptotes verticales. Par conséquent, la
majoration du critère par une parabole devient impossible. La contribution majeure de cette thèse
consiste à développer une stratégie de recherche de pas MM pour les fonctions contenant un terme
de barrière. Cette approche sera présentée dans le chapitre 7.
Ce chapitre 6 constitue une introduction à la présentation de la nouvelle stratégie de pas. La
section 6.2 propose une déﬁnition formelle d’une fonction barrière. Nous montrons ensuite dans la
section 6.3 qu’une attention particulière doit être portée lors de l’implémentation d’un algorithme
de descente itérative pour minimiser un critère avec barrière, en particulier lors du calcul du pas.
6.2 Fonction barrière
6.2.1 Déﬁnition
Soit B une fonction déﬁnie sur Db. Cette fonction est dite fonction barrière associée à Db si
les deux conditions suivantes sont vériﬁées (Nesterov, 2003, Sec.4.2) :
– B est convexe sur Db
– Toute suite {xk} convergeant vers un point x¯ appartenant à la frontière ∂Db de Db et de
norme ﬁnie vériﬁe
‖∇B(xk)‖ → +∞. (6.1)
Si Db est ouvert, B n’est pas déﬁnie en x¯ et la convexité de B implique que
B(xk)→ +∞. (6.2)
On dit alors que B est une barrière stricte associée à Db.
Le caractère non borné du gradient de B implique que ses minimiseurs appartiennent à l’ouvert
C déﬁni par
C , Db/∂Db. (6.3)
Cette propriété se transmet à tout critère contenant une fonction barrière associée à Db. Par
exemple, les minimiseurs de F (x) = F0(x) +
∑n
i=1 xi log xi appartiennent à
C = {x|xi > 0, i = 1, ..., n} , (6.4)
car B(x) =
∑n
i=1 xi log xi est une fonction barrière associée à l’orthant positif
Db = {x|xi > 0, i = 1, ..., n} . (6.5)
6.2.2 Fonctions barrières scalaires
Le tableau 6.1 et la ﬁgure 6.1 présentent quelques exemples de fonctions scalaires B(u) qui sont
des barrières associées au domaine Db = [0,+∞). Les barrières logarithmique et inverse sont des
barrières strictes. En eﬀet, elles tendent vers l’inﬁni en u = 0. A l’inverse, les barrières entropique
et hyperbolique sont déﬁnies en 0 et valent 0.
A partir des fonctions du tableau 6.1, il est possible de construire une inﬁnité de fonctions
barrières en rajoutant un terme convexe à ψ. Une famille particulière de fonctions barrières s’écrit




Barrière logarithmique − log u
Barrière inverse 1/u
Barrière entropique u log u
Barrière hyperbolique −√u
Table 6.1 – Exemples de fonctions barrières scalaires associées à l’orthant positif.















Figure 6.1 – Exemples de fonctions barrières scalaires
avec φ : R+ → R convexe telle que
lim
u→0+
φ˙(u) = −∞ (6.7)
φ(1) = φ˙(1) = 0 (6.8)
φ¨(1) > 0 (6.9)
On dit que B est une φ-divergence entre les variables u et a (Csiszàr, 1974). Le caractère non
borné de la dérivée de φ en 0+ se transmet à B. En eﬀet,




B˙(u) = −∞. (6.11)
Par conséquent, B est une fonction barrière pour Db = [0,+∞). Nous présentons dans le tableau
6.2 et la ﬁgure 6.2 plusieurs choix possible pour φ et la fonction B associée. Nous distinguons à
nouveau des barrières strictes (Kullback inversée et Pearson) et des barrières non strictes (Kullback
et Hellinger).
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Nom Fonction φ(t) φ-divergence B(u)
Kullback t log t− t+ 1 u log u/a− u+ a




Pearson t+ t−1 − 2 (u− a)2/u
Table 6.2 – Exemples de φ-divergences entre u et a > 0.














Figure 6.2 – Exemples de φ-divergences entre u et a = 1.
6.2.3 Critères pénalisés à barrière
Dans le cadre de l’inversion pénalisée, de nombreux choix du terme d’adéquation aux données
J(x) ou du terme de régularisation R(x) présentés dans le chapitre 2 s’expriment sous la forme
m∑
i=1
κiψi(Ci(x)), κi > 0 (6.12)
avec pour tout i, ψi fonction barrière issue du tableau 6.1 ou φ-divergence issue du tableau 6.2
associée au paramètre ai > 0, et
Ci(x) = c
T
i x+ ρi, i = 1, ...,m, (6.13)
avec ci ∈ Rn\ {0}, ρi ∈ R. Toute fonction de la forme (6.12) étant une barrière associée au domaine
Db = {x ∈ Rn|Ci(x) > 0, ∀i ∈ {1, ...,m}} , (6.14)
il en résulte que tout minimiseur d’un critère pénalisé contenant un terme de cette forme appartient
au domaine strict
C = {x ∈ Rn|Ci(x) > 0, ∀i ∈ {1, ...,m}} . (6.15)





(−yi log[Kx]i + [Kx]i) . (6.16)
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correspondant à (6.12) avec κi = 1, ψi(u) = ai log ai/u + u − ai, ai = yi et Ci(x) = [Kx]i. Si R
est déﬁnie sur Rn alors tout minimiseur de J + λR vériﬁe Kx∗ > 0.




xi log xi (6.17)
s’identiﬁe avec (6.12) en posant κi = 1, ψi(u) = u logu et Ci(x) = xi. Par conséquent, les
minimiseurs d’un critère pénalisé par (6.17) sont strictement positifs. Cette pénalisation sera
utilisée pour la régularisation du problème de reconstruction traité dans le chapitre 9.
6.2.4 Fonction barrière en optimisation contrainte
Les propriétés des fonctions barrières sont utilisées dans la construction des algorithmes de
points intérieurs pour l’optimisation contrainte. Supposons que l’on sache a priori que la solution
d’un problème inverse vériﬁe les contraintes d’inégalités
Ci(x) > 0, i = 1, ...,m. (6.18)
Si le critère pénalisé contient un terme de la forme (6.12), ses minimiseurs non contraints vériﬁeront
par construction les inégalités (6.18). Par contre, s’il n’y a pas de barrière dans le critère, il faut
résoudre le problème contraint
min
x
F (x) s.c Ci(x) > 0, i = 1, ...,m (6.19)
pour obtenir la solution souhaitée. Une stratégie algorithmique eﬃcace, appelée méthode de points
intérieurs (Fiacco et McCormick, 1967; Nesterov et Nemirovski, 1994; Roos et al., 2006; Wright,
1991), consiste à rajouter artiﬁciellement au critère le terme de barrière manquant aﬁn de forcer




(Fµt(x) = F (x) + µtB(x)) (6.20)
où B(x) est une fonction barrière associée au domaine réalisable
Db = {x ∈ Rn|Ci(x) > 0, ∀i ∈ {1, ...,m}} . (6.21)
Chaque sous-problème est paramétré par un coeﬃcient µt > 0. La résolution des problèmes aug-
mentés (6.20) pour une suite donnée {µt} déﬁnit la récurrence
xt+1 = argminFµt(x). (6.22)
La présence de la barrière implique que tous les itérés générés par (6.22) appartiennent au domaine
contraint strict
C = {x ∈ Rn|Ci(x) > 0, ∀i ∈ {1, ...,m}} . (6.23)
La convergence de la séquence {xt} vers une solution de (6.19) dépend du choix de la barrière B
et de la technique de mise à jour du paramètre µt.
6.2.4.1 Algorithme de barrière logarithmique
Le premier algorithme de points intérieurs est l’algorithme de barrière logarithmique, développé
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et {µt} est une suite de paramètres positifs tendant vers 0. La méthode de barrière logarithmique
est principalement utilisée en programmation linéaire (F et Ci linéaires) (Roos et al., 2006). La
convergence de l’algorithme est établie dans (Fiacco et McCormick, 1967) sous l’hypothèse forte
que la minimisation (6.20) est faite de façon exacte. En pratique, cette résolution est eﬀectuée
de façon approchée par une méthode de descente itérative. L’analyse de convergence de cette
version inexacte est complexe et nécessite de se placer dans le cadre de fonctions F particulières
dites auto-concordantes (Hertog, 1994; Nesterov et Nemirovski, 1994). L’agorithme de barrière
logarithmique sera appliqué dans le chapitre 8 à un ensemble de problèmes de programmation
quadratique contraints.
6.2.4.2 Algorithme de barrière proximale
L’algorithme de barrière proximale (ou barrière adaptative) (Auslender et Haddou, 1995;
Lange, 1994; Zibulevsky, 1996) est basé sur une récurrence MM. La fonction B est une fonc-
tion barrière pour le domaine Db délimité par les contraintes Ci. De plus, elle dépend du point
courant xt et est construite de telle façon que la fonction augmentée
Fµt(x) = F (x) + µtB(x,xt) (6.25)
soit une approximation majorante de F au point courant xt. Les propriétés de convergence de
l’algorithme dépendent du choix de µt, de B(x,y) et des contraintes Ci. D’après la déﬁnition
d’une fonction majorante, la fonction B doit vériﬁer pour tout (x,xt) ∈ C,
B(x,xt) > 0, (6.26)
B(xt,xt) = 0. (6.27)
Il est donc naturel de choisir B s’écrivant comme une distance entre Ci(x) et Ci(xt). Les propriétés
de convergence de l’algorithme sont étudiées pour B distance de Kullback entre Ci(x) et Ci(xt)
(Auslender et Haddou, 1995; Eggermont, 1990) et plus généralement pour B φ-divergence entre
Ci(x) et Ci(xt) (Iusem et al., 1994; Teboulle, 1997). Dans tous les cas, l’analyse de convergence
s’applique uniquement au cas de contraintes linéaires. Par contre, contrairement à l’algorithme
de barrière logarithmique, l’hypothèse que µt tende vers 0 n’est pas requise. En particulier, les
résultats de convergence sont valables si µt est constant par rapport à t. Ce paramètre agit comme
un coeﬃcient de réglage inﬂuant sur la vitesse de convergence (Auslender et Haddou, 1995).
Nous soulignons que cet algorithme est qualiﬁé de proximal car il s’identiﬁe à l’algorithme
proximal quadratique de (Rockafellar, 1970, 1976) à condition de remplacer la distance euclidienne
par une distance faisant intervenir une barrière (Tseng, 2004). De plus, tout comme l’algorithme
proximal quadratique est le dual de l’algorithme du Lagrangien augmenté, au sens de la dualité
de Fenchel-Rockafellar (Rockafellar, 1973), l’algorithme de barrière proximale se dualise en la
méthode des multiplicateurs exponentiels (Tseng et Bertsekas, 1993; Zibulevsky, 1996).
6.3 Minimisation d’un critère avec barrière
La résolution de nombreux problèmes inverses de traitement du signal nécessitent de minimiser
un critère contenant un terme de barrière, soit parce qu’il est présent intrinséquement dans le
critère pénalisé, soit parce qu’il est utilisé comme outil pour une résolution sous contraintes. Nous
nous intéressons donc dans cette section au problème d’optimisation générique
min
x∈Df
F (x) = P (x) + µB(x), µ > 0 (6.28)
où B s’écrit sous la forme (6.12) avec ψi une fonction barrière pour l’orthant positif. En outre, nous
supposons que les contraintes Ci sont linéaires. Bien que la présence de la barrière contraigne les
solutions de (6.28) à l’intérieur strict de Db, le problème (6.28) est un problème d’optimisation non
contraint résolu classiquement par un algorithme de descente itérative. Cet algorithme présenté
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dans le chapitre 2 alterne une étape de construction de la direction et une étape de recherche de
pas le long de cette direction. A cause de la présence de la barrière dans le critère, des diﬃcultés
sont rencontrées lors de l’implémentation de l’algorithme de descente, en particulier lors du calcul
du pas.
6.3.1 Diﬃcultés lors de la résolution du problème
Deux problèmes majeurs ont été diagnostiqués lors de l’implémentation de l’algorithme de
descente itérative pour résoudre (6.28) (Forsgren et al., 2002, Sec.4), (Conn et al., 1994b; Wright,
1995) :
1. Les itérés peuvent sortir du domaine de déﬁnition ou de diﬀérentiabilité du critère
2. La convergence est très lente
Dans les deux cas, l’algorithme doit être arrêté de façon prématurée, avant convergence.
La raison du premier problème est simple. Du fait de la présence de la fonction barrière, le
critère à minimiser n’est diﬀérentiable que sur l’ensemble restreint C. Partant d’un point x et
d’une direction d, la stratégie de pas employée doit donc générer un pas qui assure que
Ci(x+ αd) > 0, i = 1, ...,m. (6.29)
Lorsque le domaine associé à la barrière s’exprime sous la forme de contraintes linéaires
Ci(x) = c
T
i x+ ρi, i = 1, ...,m, (6.30)
















Le premier problème est résolu dès lors que cette contrainte est prise en compte dans l’implémen-
tation de la stratégie de pas.
Intéressons nous maintenant au second problème. La lenteur de la convergence peut être due
à une stratégie de pas renvoyant une valeur trop éloignée du minimiseur de la fonction scalaire
f(α) = F (x+ αd). Une solution simple consiste à être plus exigeant dans la règle de pas choisie.
Cependant, du fait de la présence de la barrière, la dérivée de la fonction f tend vers −∞ lorsque
lorsque α est égal à l’une des deux valeurs limites α− et α+. Par conséquent, une stratégie basée
sur l’interpolation cubique ou quadratique de f sera peu eﬃcace et un grand nombre d’itérations
seront nécessaires à la vériﬁcation de la règle de pas.
Un autre motif courant de ralentissement de la convergence est le mauvais conditionnement
du problème. Cela se traduit par des valeurs de pas extrêmement petites entraînant un blocage de
l’algorithme avant la convergence. Le conditionnement du problème (6.28) dépend de la répartition
des valeurs propres de ∇2F et en particulier de ∇2B. Le comportement des valeurs propres d’une
fonction barrière est analysé de façon détaillée dans (Murray, 1971). En particulier, il est démontré
que le Hessien d’une fonction barrière est très mal conditionné lorsque Ci(x) est proche de zéro
pour un nombre d’indices i inférieur à m. Dans le cadre de l’optimisation par points intérieurs,
plusieurs stratégies de préconditionnement ont été proposées pour pallier les diﬃcultés liées à la
présence de la barrière. Les techniques présentées dans (Nash et Sofer, 1993; Wright, 1994, 1998) se
basent sur une décomposition du Hessien en blocs permettant de distinguer les contraintes proches
de l’activation. Une technique plus simple et eﬃcace en pratique consiste à approcher le Hessien
par sa diagonale (Johnson et McGarry, 2003; Johnson et al., 2000).
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Nous présentons à présent les stratégies recensées dans la littérature pour calculer le pas lors
de la minimisation d’un critère avec barrière. Partant d’un point x et d’une direction d, l’objectif
de la recherche de pas est de déterminer α qui minimise de façon approchée la fonction f(α) =
F (x + αd). Dans le cadre de la résolution du problème (6.28), la recherche de pas doit fournir
un pas appartenant à l’intervalle (α−, α+). Nous faisons l’hypothèse que d est une direction de
descente. Par conséquent, la recherche de pas se limite à l’intervalle (0, α+). Dans le cas contraire,
les stratégies décrites se transposent simplement en posant{
α ← −α
d ← −d . (6.34)
6.3.2 Restriction du pas
Le vecteur d est une direction de descente. Par conséquent, la singularité de la barrière implique
l’existence d’un minimiseur local de f sur l’intervalle (0, α+). La stratégie de restriction du pas,
très courante dans les algorithmes de points intérieurs (Wright, 1991), consiste à déﬁnir le pas
comme
α = θα+, (6.35)
avec θ ∈ (0, 1) proche de 1. Ainsi, le critère est bien déﬁni au nouvel itéré x+αd. Cependant, cette
approche simple n’assure pas la monotonie de l’algorithme. De plus, elle peut entraîner un ‘blocage’
de la suite d’itérés au bord du domaine C (Murray et Wright, 1994). Une alternative permettant
d’assurer la convergence est d’utiliser (6.35) comme pas initial de la stratégie de rebroussement
décrite en table 4.1 (Segalat, 2002) aﬁn d’obtenir un pas qui vériﬁe la règle d’Armijo .
6.3.3 Interpolation log-quadratique
Dans la section 4.2, nous avons présenté les stratégies de pas itératives classiques qui se basent
sur une interpolation polynomiale de f . Cependant, ces méthodes ne sont pas eﬃcaces de par le
comportement singulier de f en α− et α+. Par conséquent, (Murray et Wright, 1994) proposent
de remplacer l’interpolation polynomiale par
f(α) ≈ h(α) = f0 + f1α+ f2α2 − µ log(f3 − α), (6.36)
aﬁn de l’intégrer dans un schéma itératif de recherche de pas standard. Diﬀérentes méthodes de
calcul des paramètres fi de la fonction log-quadratique h sont proposées suivant les points de
coïncidence requis entre f et h
1) f(0), f(a) et f˙(0).
2) f(a), f(b) et f(c) avec c ∈ [a, b].
3) f(a), f(b), f˙(a) et f˙(b).
4) f(a), f(b), f˙(a) et f¨(a).
Dans les cas 1) et 2), seulement trois équations lient f et la fonction interpolante. Par conséquent,
le coeﬃcient f2 est ﬁxé à zéro. Dans les quatre cas, la détermination de f3 nécessite de résoudre
une équation scalaire φ(y) = 0. L’existence d’une solution est conditionnée par le respect d’une
contrainte de la forme ψ(a, b) > 0 ou ψ(a, b, c) > 0 pour le cas 2). Lorsque cette contrainte
est respectée, la racine de φ est calculée de façon approchée par la méthode de Newton. Les
autres coeﬃcients sont ensuite obtenus par des formules analytiques. Dans le cas où ψ(a, b) 6 0,
l’interpolation log-quadratique n’est pas déﬁnie et une fonction interpolante classique de type
polynomiale ou cubique doit être utilisée. Le tableau 6.3 indique pour chaque cas la forme de la
fonction interpolante, la fonction φ à annuler et la contrainte ψ à respecter.
L’article de (Murray et Wright, 1994) ne fournit pas d’algorithme de recherche de pas dans
lequel intégrer les fonctions interpolantes. Dans (Nash et Sofer, 1993), la fonction interpolante
issue du cas 3) est utilisée aﬁn de déterminer un pas vériﬁant la règle de Wolfe stricte. Si un
tel pas n’est pas obtenu après 3 itérations, un schéma de rebroussement classique est utilisé,
renvoyant un pas qui vériﬁe la règle d’Armijo. L’utilisation de ce schéma conduit à une accélération
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Cas Interpolation Equation φ(y) = 0, y ∈ (0, 1) Contrainte ψ(a, b, c) > 0
1) lin + log y + e−ye−κ − 1 f(a)− f(0) − af˙(0)
2) lin + log 1− y − β(1− y/ν)ν (f(c) − f(a))/c− (f(b)− f(a))/b
3) quad + log log y + (1/2)(1/y − y)− κ (b/2)(f˙(a) + f˙(b))− (f(b)− f(a))
4) quad + log log y + 1− y + (1/2)(1 − y)2 + κ f(b)− f(a)− bf˙(a)− (1/2)b2f¨(a)
Table 6.3 – Récapitulatif des diﬀérentes fonctions interpolantes présentées dans (Murray et
Wright, 1994). Lorsque l’interpolation est de la forme ‘lin + log’, le coeﬃcient f2 est pris égal
à 0.
signiﬁcative en terme d’évaluation de critère lors de la recherche de pas dans l’algorithme de
barrière logarithmique.
Les interpolations proposées par Murray et coll. ne nécessitent pas la connaissance de α+. Ceci
est particulièrement intéressant dans le cas d’une fonction barrière associée à des contraintes non
linéaires dont les valeurs limites (α−, α+) ne s’obtiennent pas de façon analytique. Cependant, un
inconvénient des fonctions interpolantes obtenues est que f3, et par conséquent le minimiseur de h,
peut être supérieur à α+. Lorsque ce problème se présente, le pas est diminué par rebroussement,
jusqu’à vériﬁer la contrainte x+ αd ∈ C.
Lorsque les contraintes sont linéaires, la valeur de α+ est connue de façon exacte. Dans ce cas,
une stratégie simple consiste à remplacer f3 par α+ (Doyle, 2003; Lin, 2002). Dans les thèses de Lin
et Doyle, un schéma complet basé sur la technique de dichotomie fournissant un pas satisfaisant
la règle de Wolfe stricte est proposé. Les fonctions interpolantes utilisées sont de la forme
f(α) ≈ h(α) = hp(α) + µhb(α) (6.37)
avec hp une fonction polynomiale d’ordre 1 ou 2 correspondant à l’interpolation de p(α) et
hb(α) = f0 + f1α+ f2α
2 − f3 log(α+ − α). (6.38)
De même que dans (Murray et Wright, 1994), le calcul des fi dépend des points de coïncidence
requis entre f et h. Le calcul est cependant plus simple car les fi sont obtenus de façon analytique,
et aucune contrainte n’est faite sur les valeurs des pas.
6.3.4 Formule de pas pour les fonctions auto-concordantes
La notion de fonction auto-concordante, issue de l’ouvrage (Nesterov et Nemirovski, 1994),
permet d’établir la convergence des algorithmes de points intérieurs dans leur version inexacte.
Les propriétés sont établies sous l’hypothèse que la fonction augmentée est minimisée à l’aide d’un
algorithme de Newton associé à une recherche de pas particulière que nous décrivons dans cette
section.
6.3.4.1 Fonction auto-concordante
La stratégie de pas développée par Nesterov et coll. suppose que F est une fonction auto-
concordante, c’est-à-dire vériﬁe
– F est une fonction strictement convexe déﬁnie sur un ouvert Df de Rn
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– Pour tout couple (x,d) de Df × Rn, la fonction f(α) = F (x+ αd) vériﬁe
| ...f(0)| 6 2(f¨(0))3/2 (6.39)
L’auto-concordance est simple à vériﬁer pour les fonctions scalaires. La construction de fonctions
auto-concordantes en dimension quelconque s’eﬀectue en utilisant les propriétés de stabilité de
l’auto-concordance par linéarité et composition, résumées par exemple dans (Roos et al., 2006,
Chap.3). Donnons quelques exemples de problèmes (6.28) dans lesquels F est auto-concordante.
Dans tous les cas, nous supposons que P est quadratique convexe et que µ = 1. Alors, les fonctions
ψi suivantes assurent que F est auto-concordante :
– Barrière logarithmique − log u
– Somme d’une barrière logarithmique et d’une barrière entropique − logu+ u logu
– Divergence de Kullback inversée a log a/u+ u− a
Notons que lorsque µ est diﬀérent de 1, la propriété d’auto-concordance est vériﬁée par (1/µ)F . Les
fonctions barrières entropiques, hyperboliques, et inverses, de même que les distances associées,
ne vériﬁent pas la propriété d’auto-concordance.
6.3.4.2 Propriétés d’une fonction auto-concordante
Une fonction auto-concordante vériﬁe un grand nombre de propriétés. Nous en présentons
uniquement un résumé, indispensable à la compréhension de la technique de pas. Nous renvoyons
le lecteur à l’ouvrage de Nesterov et Nemirovskii ainsi qu’aux documents (Glineur, 2000; Hertog,
1994; Jarre, 1995; Roos et al., 2006).
Soit F une fonction auto-concordante sur Df . Soit x ∈ Df , d ∈ Rn et un pas α ∈ R. Alors,
nous avons les propriétés suivantes :
(P1) Si α est tel que α2f¨(0) < 1 alors
x+ αd ∈ Df (6.40)
(P2) Si α est tel que α2f¨(0) < r2 avec r ∈ [0, 1) alors
(1− r)2f¨(0) 6 f¨(α) 6 1
(1− r)2 f¨(0). (6.41)
(P3) Si α est tel que x+ αd ∈ Df , alors





]1/2)− log(1 + α [f¨(0)]1/2) (6.42)
(P4) Si α est tel que α2f¨(0) < 1, alors
f(α) 6 f(0) + α
(
f˙(0)− [f¨(0)]1/2)− log(1− α [f¨(0)]1/2) (6.43)
(P5) Si α est tel que 0 < α2f¨(0) < r2 avec r ∈ [0, 1) alors(









1− r f¨(0). (6.44)
6.3.4.3 Calcul du pas
Lorsque la fonction F du problème (6.28) est auto-concordante, la théorie de Nesterov et





)1/2 = [f¨(0)]−2 . (6.45)
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De plus, la propriété P3 implique que la fonction f est majorée sur [0, α¯) par
h(α) = f(0) + α
(
f˙(0)− α¯−1)− log (1− αα¯−1) . (6.46)
Le minimiseur de la fonction majorante h fournit la valeur de pas
α =
−f˙(0)
α¯−1(α¯−1 − f˙(0)) . (6.47)
Lorsque la direction d est la direction de Newton, on a la relation −f˙(0) = α¯−2. Par conséquence,





Les travaux de (Nesterov et Nemirovski, 1994) démontrent que cette valeur de pas assure la conver-
gence de l’algorithme de Newton vers un minimiseur de F . La preuve de convergence est étendue
dans (Ji et al., 2007) au cas du gradient conjugué non linéaire avec la formule de conjugaison CD
(‘Conjugate Descent’). Le pas (6.47) correspond au résultat d’une itération MM appliquée à la
fonction (6.46), tangente majorante de f en α = 0. La forme de la majorante s’apparente, de plus,
à la fonction interpolante (6.36).
6.3.5 Pas MMQ pour les fonctions barrières
La recherche de pas MMQ, présentée dans le chapitre 4, est caractérisée par sa simplicité
d’implémentation et ses propriétés de convergences. Intéressons-nous à son application pour le
problème (6.28). La stratégie MMQ 1D repose sur la minimisation de fonctions tangentes majo-
rantes quadratiques h(α, αj) de la fonction f(α) = F (x + αd). D’après (6.28), f se décompose
sous la forme
f(α) = P (x+ αd) + µB(x+ αd). (6.49)
De plus, d’après l’expression (6.12) de B, s’il existe un i ∈ {1, ...,m} tel que ψi soit une barrière
stricte en u > 0, alors la fonction B est une barrière stricte. Pour (x,d) donné, la fonction f(α) est
non bornée en α tel que l’un des Ci(x+αd) s’annule. Par conséquent, quelle que soit la courbure
de la fonction quadratique h(., αj) tangente à f en αj , il existe toujours des valeurs de α telles
que
f(α) > h(α, αj), (6.50)
ce qui signiﬁe que h n’est pas une fonction majorante de f . Ce problème est illustré dans l’exemple




α|f(α) 6 f(αj)} , (6.51)
est possible car la courbure de f est bornée sur ℓ0. Cependant, la construction de la majorante est
très diﬃcile car l’intervalle ℓ0 n’est pas connu de façon explicite.
Exemple 6.1. Considérons la fonction scalaire
f(u) = − logu. (6.52)
La dérivée seconde de f est 1/u2, fonction non bornée au voisinage de 0. Nous avons tracé en
ﬁgure 6.3(a) plusieurs fonctions quadratiques tangentes à f en u = 0.5. Quelle que soit la valeur
de la courbure choisie, la courbe de l’approximation quadratique croise la courbe de la fonction f
en un u¯ > 0. Plus on augmente la courbure de la quadratique, plus u¯ se rapproche de 0. Lorsque
la courbure est égale à l’inﬁni, les deux courbes ne se croisent plus.
87
Chapitre 6. Minimisation d’un critère présentant une barrière




















(a) f(u) = − logu (b) f(u) = u log u
Figure 6.3 – Fonction barrière (trait continu) et approximations tangentes quadratiques (trait
discontinu).
Si aucune des barrières ψi n’est stricte, alors B est également une fonction barrière non stricte.
Par conséquent, la fonction objectif est bornée sur son domaine de déﬁnition. Pour (x,d) donné,
la fonction f(α) est donc bornée. Il est possible de la majorer par une fonction quadratique en
tout point αj tel que Ci(x+ αjd) > 0. Cependant, si Ci(x+ αjd) est très proche de 0, la valeur
de la courbure de la majorante peut être très importante et la fonction quadratique majorante
sera une mauvaise approximation de f . La séquence {αj}, générée par la méthode MMQ 1D
convergera alors très lentement vers le minimiseur de f . L’exemple 6.2 illustre ce phénomène lors
de la majoration de la fonction scalaire u logu.
Exemple 6.2. Considérons la fonction scalaire
f(u) = u log u. (6.53)
La dérivée seconde de f est 1/u, fonction non bornée en 0. Cependant, f est ﬁnie en 0 et vaut 0.
Il est donc possible de construire une tangente majorante quadratique de f en tout point u > 0.
Nous avons tracé en ﬁgure 6.3(b) des fonctions quadratiques tangentes majorante de f en u =
0.01, 0.1, 0.5. A cause de la singularité de f en 0, la courbure minimale assurant la majoration
est plus importante lorsque u se rapproche de 0. Le minimiseur d’une quadratique de courbure
importante est très proche du point de tangence. La récurrence MM va avancer très lentement.
En conclusion, la recherche de pas MMQ 1D est diﬃcile à appliquer à cause de la présence de
la barrière. Nous proposons dans le chapitre 7 d’utiliser une nouvelle forme de fonction majorante,
inspirée des approximations log-quadratiques (6.36), (6.37) et (6.46), aﬁn de mieux approcher le
critère avec barrière.
6.4 Conclusion
Dans de nombreux exemples, la résolution d’un problème inverse nécessite la minimisation d’un
critère contenant une fonction barrière. Lorsqu’un algorithme de descente itérative est utilisé pour
l’optimisation, la présence de la barrière nécessite l’adaptation des stratégies de pas classiques. Ce
problème est souvent mis en avant dans les travaux traitant des algorithmes de points intérieurs
(Wright, 1997). Cependant, la technique la plus utilisée dans ce contexte, forçant la restriction des
itérés à l’intérieur du domaine réalisable, ne permet pas d’assurer la décroissance du critère et par
conséquent la convergence. Les méthodes plus élaborées basées sur l’interpolation log-quadratique
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ou la théorie des fonctions auto-concordantes sont rarement employées. La complexité de mise en
œuvre de la première méthode et la théorie assez peu connue sur laquelle se base la deuxième sont
deux sources probables de cet oubli. Nous avons montré précédemment que la stratégie MMQ
permettait de construire des stratégies de pas simples et associées à des résultats de convergence
forts. La présence de la barrière nécessite cependant de modiﬁer cette technique aﬁn de tenir
compte du caractère non gradient borné du critère. Notre objectif est de déﬁnir un schéma de pas
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Chapitre 7. Recherche de pas MM pour les fonctions avec barrières
7.1 Introduction
Nous nous plaçons dans le cadre déﬁni en section 6.3 correspondant à la minimisation d’un
critère F de la forme P + µB où B est une barrière associée à un ensemble Db décrit par des
contraintes d’inégalités linéaires. Ce problème non contraint se résout classiquement par une mé-
thode de descente itérative alternant construction de la direction et recherche de pas le long de
cette direction. Diﬀérentes stratégies de pas adaptées à la minimisation de critère contenant une
barrière ont été proposées dans la littérature. Cependant, ces méthodes sont rarement employées
notamment à cause de leur complexité de mise en œuvre.
La stratégie MM quadratique présentée dans le chapitre 4 conduit à une stratégie de pas
simple et bénéﬁcie de résultats de convergence forts. Cependant, la construction du pas MM
quadratique nécessite de savoir construire des approximations majorantes quadratiques du critère
scalaire f(α) = F (x+αd). Lorsque le critère contient une barrière, cette construction est diﬃcile
voire impossible. Nous proposons de modiﬁer la technique de pas MM quadratique aﬁn de tenir
compte de la présence de la barrière du critère. La modiﬁcation repose sur la déﬁnition d’une
nouvelle forme de fonction majorante contenant elle-même un terme de barrière. Nous décrivons
en section 7.2 la nouvelle fonction majorante log-quadratique et la stratégie de pas MMLQ 1D
associée. La section 7.3 présente les propriétés de convergence de la recherche de pas MMLQ 1D.
Pour des raisons de lisibilité, les démonstrations de convergence sont fournies en annexe A.
7.2 Description de la stratégie de pas
7.2.1 Cadre de l’étude
Nous nous intéressons à la minimisation du critère
F (x) = P (x) + µB(x) (7.1)




ψi(Ci(x)), Ci(x) = c
T
i x+ ρi. (7.2)
Lors de la minimisation de F par un algorithme de descente itérative, la stratégie de pas doit
assurer que x soit maintenu à l’intérieur du domaine
C = {x ∈ Rn|Ci(x) > 0, ∀i ∈ {1, ...,m}} . (7.3)
Nous proposons une nouvelle technique de recherche de pas MM adaptée à la présence de la
barrière en déﬁnissant une nouvelle forme de fonction majorante.
7.2.2 Fonction majorante log-quadratique
Posons x ∈ C, d une direction de recherche non identiquement nulle. L’expression de B(x)








, θi = c
T
i x+ ρi, δi = c
T
i d. (7.4)
Aﬁn de prendre en compte cette singularité, nous proposons de modiﬁer la méthode de pas MM
en remplaçant la quadratique par une fonction majorante de la forme
h(α) = h0 + h1α+ h2α
2 − h3 log(h4 − α) (7.5)
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déﬁnie sur (α−, α+). Le pas sera généré par une récurrence MM, de la même façon que dans la
stratégie de pas MM quadratique. Notons que, comme dans le cas quadratique, le minimiseur de
h peut se calculer de façon explicite car il résulte de la résolution d’un polynôme de second ordre.
L’approximation (7.5) s’apparente aux approximations (6.36), (6.37) et (6.46) décrites au cha-
pitre 6. L’originalité de notre approche est de choisir les paramètres hi aﬁn d’assurer la propriété
de majoration en αj . Les égalités {
h(αj , αj) = f(αj)
h˙(αj , αj) = f˙(αj),
(7.6)
nous conduisent à choisir





(α¯j − αj) log






Cette formulation est inspirée de la barrière adaptative décrite dans (Hunter et L., 2004; Lange,
1994). Les expressions (7.7) et (7.5) sont équivalentes si l’on pose
h0 = f(α
j)− αj f˙(αj) + 1
2
mj(αj)2 + γj(α¯j − αj) log(α¯j − αj) + γjαj (7.8)
h1 = f˙(α






j(α¯j − αj) (7.11)
h4 = α¯
j (7.12)
Il reste désormais à choisir des paramètres α¯j ,mj et γj permettant d’assurer la propriété de
majoration
h(α, αj) > f(α), ∀α ∈ (α−, α+). (7.13)
7.2.3 Construction de la fonction majorante
Nous décrivons dans cette section une technique de construction de h(., αj), tangente majorante






ψi(u) 6 0, ∀u > 0. (7.14)
Cette hypothèse est vériﬁée par les barrières logarithmiques, entropiques et hyperboliques. Par
contre, elle exclut la barrière inverse dont la majoration reste un problème ouvert. Aﬁn de nous
concentrer sur le terme de barrière, nous supposons en outre que nous savons construire des fonc-
tions majorantes quadratiques du premier terme P (x+ αd). En d’autres termes, nous supposons
que l’hypothèse suivante est vériﬁée.
Hypothèse 7.1. Soit V un ensemble ouvert, borné, inclus dans Dp. Pour tout x′ ∈ V, il existe
une matrice symétrique déﬁnie positive A(x′) telle que pour tout x ∈ V,
H(x,x′) = P (x′) + (x− x′)T∇P (x′) + 1
2
(x− x′)TA(x′)(x− x′) (7.15)
est une approximation tangente majorante de P en x′. De plus, l’ensemble {A(x)|x ∈ V} est à
spectre borné strictement positif avec les bornes (νAmin, ν
A
max), i.e. pour tout x ∈ V,




max, ∀v ∈ Rn\ {0} (7.16)
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La fonction f s’écrivant p+ µb avec
p(α) = P (x+ αd), b(α) = B(x+ αd), (7.17)
nous proposons de construire la majorante sous la forme
h(α, αj) = hp(α, α
j) + µhb(α, α
j) (7.18)
où hp et hb majorent respectivement p et b.
D’après l’hypothèse 4.1, une fonction majorante de p en αj est
hp(α, α
j) = p(αj) + (α− αj)p˙(αj) + 1
2
mjp(α− αj)2 (7.19)
avec la courbure mjp = dA(x+ α
jd)d.
Nous devons désormais construire la fonction hb. Nous proposons de déﬁnir cette fonction par
morceaux, sur les intervalles (α−, αj ] et [αj , α+). Sur chacun des intervalles, la majorante sera de
la forme
hb(α,α





(α¯j − αj) log






où la valeur de α¯j correspond à la position de la barrière sur l’intervalle courant :
α¯j = α− ∀α ∈ (α−, αj ] (7.21)
α¯j = α+ ∀α ∈ [αj , α+) (7.22)
La majorante globale h(., αj), schématisée en ﬁgure 7.1 s’écrit alors sous la forme (7.7) avec








(a) f˙(αj ) positif
α+α− αj+1αj
(b) f˙(αj) négatif
Figure 7.1 – Principe de la recherche de pas MMLQ pour un critère à barrière non stricte.
La fonction tangente majorante h(., αj) (pointillés) pour f (ligne continue) en αj est déﬁnie par
morceaux sur (α−, αj ] et [αj , α+). Son minimiseur fournit la prochaine itérée αj+1. Il s’obtient en
minimisant la portion gauche (Cas (a)) ou droite (Cas (b)) suivant le signe de f˙(αj)
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Remarque 7.1. Lorsque l’un des pas α− ou α+ est inﬁni, le coeﬃcient γj n’est pas déﬁni et la
portion de majorante correspondant est quadratique de courbure mj. Il peut arriver qu’à la fois
α− et α+ soient inﬁnis. Alors, la fonction majorante h est quadratique sur R.
La position de la barrière α¯j étant ﬁxée, il nous reste à déterminer les coeﬃcients (mjb, γ
j
b ). La





ψi(u) 6 0, ∀i = 1, ...,m. (7.23)
Nous décomposons tout d’abord la fonction b comme la somme de trois termes










Les stratégies employées pour majorer chacun de ces termes seront diﬀérentes. Nous présentons de
façon détaillée la construction de la majorante sur la portion α ∈ [αj , α+). Le cas de l’intervalle
(α−, αj ] se déduit par symétrie axiale autour de αj .
7.2.3.1 Majoration de b1 sur [αj , α+)
La fonction b1 résulte de la somme de





en posant ti = − θiδi 6 α−, où δi > 0. La forme de ces fonctions est illustrée sur la ﬁgure 7.2. Elles
possèdent une barrière en ti situé pour tout i hors de l’intervalle [αj , α+). De plus, leur dérivée
seconde est strictement décroissante. Par conséquent, la courbure de la fonction b1 résultante est













δ2i ψ¨i(θi + α
jδi). (7.27)
7.2.3.2 Majoration de b2 sur [αj , α+)
La fonction b2 résulte de la somme de











Figure 7.2 – Forme des termes composants la fonction b1. Nous devons les majorer en αj sur




Figure 7.3 – Forme des termes composants la fonction b2. Nous devons les majorer en αj sur
[αj , α+). Les fonctions ont une courbure croissante sur cet intervalle. De plus, lorsque i est tel que
ti = α+, cette courbure est non bornée.
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en posant ti = − δiθi 6 α+, où δi < 0. La forme de ces fonctions est illustrée sur la ﬁgure 7.3. A
cause du signe négatif de δi, ces fonctions possédent une dérivée seconde strictement croissante et
la stratégie utilisée pour majorer b1 ne peut pas être appliquée ici.




j) + (α− αj)b˙2(αj) + γjb
[
(α+ − αj) log α+ − α
j




le coeﬃcient γjb étant choisi aﬁn d’assurer que hb,2 majore b2 sur l’intervalle [α
j , α+). La stratégie
de détermination du coeﬃcient γjb que nous proposons est basée sur la relation (7.23). Elle nous
permet en eﬀet de montrer que
γjb = (α+ − αj)b¨2(αj) (7.29)
= (α+ − αj)
∑
i|δi<0
δ2i ψ¨i(θi + α
jδi) (7.30)
assure que hb,2(., αj) est une fonction tangente majorante de b2 en αj . Les outils utilisés dans
notre démonstration sont inspirés de l’article (Erdogan et Fessler, 1999). Déﬁnissons les fonctions
χ(α) = b˙2(α)(α+ − α), (7.31)
l(α) = b˙2(α
j)(α+ − α) + γjb (α− αj). (7.32)
Etant donnée l’expression de la majorante, la fonction linéaire l s’écrit aussi
l(α) = h˙b,2(α, α
j)(α+ − α). (7.33)
Par conséquent, on a
l(αj) = χ(αj). (7.34)
De plus, d’après l’expression de γjb ,










ψi(θi + αδi)(α+ − α)− 2δ2i ψ¨i(θi + αδi) (7.37)
D’après la déﬁnition de α+,
(α+ − α) < −(θi + αδi)/δi, ∀i tel que δi < 0 (7.38)





[− ...ψi(θi + αδi)(θi + αδi)− 2ψ¨i(θi + αδi)] < 0
Donc χ est concave. La fonction linéaire l étant tangente à χ, on a
l(α) > t(α), ∀α ∈ [αj , α+). (7.39)
Puisque α+ > α, (7.39) s’écrit aussi
h˙b,2(α, α
j) > b˙2(α), ∀α ∈ [αj , α+). (7.40)
Par conséquent, hb,2(., αj) majore b2 sur [αj ;α+).
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7.2.3.3 Conclusion
La fonction hb(., αj) = hb,1(., αj) + hb,2(., αj) majore b sur α > αj . En utilisant les mêmes
arguments, nous établissons l’expression de coeﬃcients (mjb, γ
j
b ) assurant la majoration de b par
hb sur l’intervalle (α−, αj ] :
mjb = b¨2(α
j), (7.41)
γjb = (α− − αj)b¨1(αj). (7.42)
La forme globale de la majorante de f résultante est résumée dans le théorème 7.1.




ψi(Ci(x)), Ci(x) = c
T






ψi(u) 6 0, ∀i = 1, ...,m, ∀u > 0 (7.44)








, θi = c
T
i x+ ρi, δi = c
T
i d. (7.45)
la position des barrières de f . Alors, la fonction (7.7) de paramètres

α¯j = α−
































est une fonction tangente majorante de f(α) = F (x+ αd) en αj.
7.2.4 Expression du minimiseur
Le pas αk est obtenu par la récurrence MMLQ

α0k = 0,
αj+1k = argminα h(α, α
j





Cette récurrence nécessite de calculer le minimiseur de h(α, αj) pour j ∈ {1, . . . , J}. Le lemme 7.1
assure la stricte convexité de la fonction majorante.
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Lemme 7.1. La fonction h(., αj) est C2 et strictement convexe.
Démonstration. Tout d’abord, h(., αj) est C∞ sur (α−;αj) et (αj ;α+). De plus, les expressions
(7.46) et (7.47) assurent la continuité de h et des dérivées premières et secondes en αj . Donc,



























∀α ∈ [αj , α+)
Les ψi sont des fonctions barrières. En particulier, elles sont strictement convexes. Donc φ(.) est
une fonction à valeurs strictement positives. De plus, P vériﬁe (7.15) donc Aj est déﬁnie positive.
Donc, h(., αj) est strictement convexe.
La fonction majorante h(., αj) est strictement convexe donc elle possède un unique minimiseur.
L’expression du minimiseur est analytique et dépend de la valeur de f˙(αj) et de (mj , γj, α¯j). Ces
coeﬃcients étant déﬁnis par morceaux, il nous faut préciser leur intervalle de déﬁnition. Comme
schématisé sur la ﬁgure 7.1, ce choix est fonction du signe de f˙(αj) :
– La dérivée f˙(αj) est positive (Fig. 7.1 (a)) donc αj+1 appartient à (α−;αj ] et la fonction à
minimiser est la portion de la majorante déﬁnie sur (α−;αj ].
– La dérivée f˙(αj) est négative (Fig. 7.1 (b)) donc αj+1 appartient à [αj ;α+) et la fonction à
minimiser est la portion de la majorante déﬁnie sur [αj ;α+).























où (mj , γj , α¯j) sont donnés par le théorème 7.1.
7.3 Propriétés de convergence de la recherche de pas MMLQ 1D
Nous présentons dans cette section l’analyse de convergence du schéma de pas MMLQ 1D
décrit dans la section précédente. Aﬁn de faciliter la lecture de cette section, nous avons reporté
les démonstrations non immédiates dans l’annexe A.
7.3.1 Rappel des hypothèses
La construction de la majorante est établie sous l’hypothèse que la fonction à minimiser s’écrit
F = P +µB avec B une fonction barrière sur le domaine Db délimité par des contraintes linéaires
et P une fonction dont on sait construire des majorantes quadratiques (hypothèse 7.1). Notre
analyse de convergence requiert en outre que la fonction globale F est à gradient L-Lipschitz sur
un voisinage ouvert et borné V de la ligne de niveau L0.
Hypothèse 7.2. Soit la ligne de niveau
L0 = {x ∈ Df |F (x) 6 F (x0)} (7.52)
supposée bornée et V un ouvert contenant L0. Les assertions suivantes sont vériﬁées :
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– F est deux fois continument diﬀérentiable sur V
– F est à gradient L-Lipschitz sur V
– V est borné
L’hypothèse 7.2 sur le critère global peut sembler contradictoire du fait de la présence de la
fonction barrière. Sa restriction à un voisinage V de la ligne de niveau permet cependant d’assurer
sa vériﬁcation comme l’illustre l’exemple scalaire présenté en ﬁgure 7.4. D’autre part, l’hypothèse
gradient Lipschitz assure l’existence de η > 0 tel que
‖∇F (x)‖ 6 η, ∀x ∈ V . (7.53)
De plus, le gradient de B étant inﬁni à la frontière de C, (7.53) entraîne l’existence de ǫ0 > 0 tel
que
Ci(x) > ǫ0, ∀x ∈ V , ∀i = 1, . . . ,m. (7.54)
Enﬁn, le caractère borné de V implique qu’il existe E0 > 0 tel que






Figure 7.4 – La fonction F (x) = x2 − log x contient une barrière stricte pour x > 0. Cependant,
elle est à gradient Lipschitz sur l’ouvert V = (a− ǫ, b+ ǫ) contenant la ligne de niveau [a, b].
7.3.2 Propriétés de la séquence de pas
Cette section présente les propriétés vériﬁées par la séquence (7.49) qui vont nous permettre
d’établir les conditions de convergence de l’algorithme de descente. On considère x ∈ V et d une
direction de descente. Nous établissons tout d’abord quelques lemmes préliminaires.
Lemme 7.2. La récurrence MM (7.49) entraine
signe(αj+1 − αj) = −signe(f˙(αj)), ∀j > 0. (7.56)
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Démonstration. Par construction, on a la relation
f˙(αj) = h˙(αj , αj). (7.57)
La relation (7.56) est démontrée en remarquant que αj+1 est le minimiseur de h(α, αj).
Lemme 7.3. Soit ℓ(τ) la ligne de niveau
ℓ(τ) = {α ∈ (α−, α+)|f(α) 6 τ} , (7.58)
avec τ ∈ R diﬀérent du minimiseur global de f sur (α−, α+). S’il existe un indice j tel que αj
appartienne à un ensemble I(τ) inclus dans ℓ(τ) alors
αi ∈ I(τ), ∀i > j. (7.59)
Si l’ensemble I(τ) est borné et qu’il contient un unique point stationnaire α∗ de f en dehors de




générée par (7.49) converge vers ce point.
Démonstration. Le lemme 7.3 est une application directe des résultats (Jacobson et Fessler, 2007,
Th.6.4) et (Jacobson et Fessler, 2007, Th.6.5).





. Il permet également de montrer la positivité des pas générés.
Lemme 7.4. La récurrence MM (7.49) entraine
αj > 0, ∀j > 1. (7.60)
Démonstration. La dérivée f˙(0) est strictement négative donc α1 > 0 d’après le lemme 7.2. De
plus, d’après le lemme 7.3, f(α1) < f(0). Posons τ = f(α1) et
I(τ) = ℓ(τ) ∩ (0, α+). (7.61)
Le pas α1 appartient à I(τ). D’après le lemme 7.3, tout αj appartient donc à I(τ). En particulier,
αj est strictement positif pour tout j supérieur ou égal à 1.
Lemme 7.5. Courbure de la majorante
Soit j ∈ {0, . . . , J − 1}. Sous les hypothèses 7.1 et 7.2, il existe νmin, νmax, 0 < νmin 6 νmax, tels
que pour tout x ∈ V et pour toute direction de descente d en x :
νmin‖d‖2 6 h¨(αj , αj) 6 νmax‖d‖2, ∀j > 0
Démonstration. La démonstration est reportée en annexe A.1.2.
Lemme 7.6. Encadrement de la première itérée
Sous les hypothèses 7.1 et 7.2, il existe ν, ν′ > 0 tels que
−gTd
ν ‖d‖2 6 α
1 6
−gTd
ν′ ‖d‖2 . (7.62)
Démonstration. La démonstration est reportée en annexe A.1.3.
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Les lemmes 7.5 et 7.6 conduisent aux propriétés 7.1, 7.2 et enﬁn 7.3.
Propriété 7.1. Majoration du pas

















Démonstration. La démonstration est reportée en annexe A.1.4.
Propriété 7.2. Minoration du pas






1 + 2L/νmin − 1
2L/νmin
∈ (0, 1/2) (7.66)
Démonstration. La démonstration est reportée en annexe A.1.5.
Propriété 7.3. Condition d’Armijo
Sous les hypothèses 7.1 et 7.2, pour tout j ∈ {1, . . . , J},





−1 ∈ (0, 1). (7.68)
Démonstration. La démonstration est reportée en annexe A.1.6.
7.3.3 Résultats de convergence
Cette section présente les résultats de convergence de l’algorithme de descente itérative (3.18),
lorsque dk est une direction de descente et αk est obtenu par la stratégie MMLQ 1D (7.49). Nous
établissons tout d’abord que le pas MM assure la vériﬁcation de la condition de Zoutendijk.
Théorème 7.2. Soit αk déﬁni par (7.49). Sous les hypothèses 7.1 et 7.2, la condition de Zouten-








7.3. Propriétés de convergence de la recherche de pas MMLQ 1D
Démonstration. Tout d’abord, pour tout k, dk est une direction de descente soit gTk dk < 0. Donc
dk 6= 0, ∀k. (7.70)
D’après la propriété 7.3, la première condition de Wolfe est vériﬁée pour c1 = cJ1 :
F (xk)− F (xk+1) > −cJ1αkgTk dk (7.71)
D’après la propriété 7.2 et le lemme 7.6 :










avec C = (cmincJ1 )/ν > 0. Donc (4.16) est vériﬁée, en utilisant la déﬁnition (4.17).
7.3.3.1 Algorithmes gradients reliés
Le théorème 7.2 permet d’établir la convergence des algorithmes de type gradients reliés lors-
qu’ils sont associés à la recherche de pas MMLQ 1D. Il s’agit d’un résultat très général. En par-
ticulier, il englobe les algorithmes de gradients, de Newton, de quasi-Newton, de Newton tronqué
ainsi que leurs versions préconditionnées.
Lemme 7.7. Supposons que le critère F vériﬁe les hypothèses 7.1 et 7.2. Si pour tout k, le pas
est obtenu par (7.49) et que la suite {dk}k>0 est gradient reliée à {xk}k>0, alors l’algorithme de
descente itérative (3.18) converge au sens où limk→∞ ‖gk‖ = 0.
Démonstration. D’après le théorème 7.2, l’hypothèse 7.2 entraîne que la condition de Zoutendijk
(4.18) est vériﬁée. Le lemme s’obtient alors en appliquant le théorème 4.2.
7.3.3.2 Gradient conjugué non linéaire
La séquence des directions de gradient conjugué non linéaire n’est pas garantie d’être gradient
reliée. L’analyse de convergence de cette famille de méthode est plus complexe et dépend du
coeﬃcient de conjugaison employé. Aﬁn de vériﬁer la propriété de descente, nous supposons qu’à
chaque itération, la direction s’écrit
ck+1 = −gk+1 + βk+1dk,
dk+1 = −ck+1 signe(gTk+1ck+1).
(7.74)
Pour les coeﬃcients de conjugaison de la forme (4.102), les résultats suivants
– L’encadrement du pas α1k (Lemme 7.6)
– La majoration de αk (Propriété 7.1)
– La minoration de αk (Propriété 7.2)
– La vériﬁcation de la condition de Zoutendijk (Theorème 7.2)
nous permettent d’appliquer une démonstration de convergence identique à celle développée dans
(Labat et Idier, 2008, Sec.4) et d’établir le théorème 7.3.
Théorème 7.3. Supposons que les hypothèses 7.1 et 7.2 soient vériﬁées. L’algorithme de descente
itérative (3.18) associé à la direction (7.74) converge au sens lim infk→∞ gk = 0 si αk est obtenu
par (7.49) et βk provient de la méthode PRP ou LS, ou plus généralement de (4.102) avec µk = 0
and ωk ∈ [0, 1]. De plus, si F est strictement convexe sur V, alors on a lim infk→∞ gk = 0 pour
toute valeur de (µk, ωk).
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Le théorème 7.4 étend ce résultat pour les formules de conjugaison suivantes
βk = max(g
T
k+1(gk+1 − gk)/‖gk‖, 0) Polak-Ribière-Polyak modiﬁé (PRP+)
βk = ‖gk+1‖2/‖gk‖2 Fletcher-Reeves (FR)
βk = ‖gk+1‖2/dTk (gk+1 − gk) Dai-Yuan (DY)
à l’aide d’une hypothèse supplémentaire sur la courbure de la fonction quadratique majorante
de P .
Théorème 7.4. Supposons que le critère F vériﬁe les hypothèses 7.1 et 7.2. Si pour tout j ∈
{0, . . . , J − 1} et pour tout d ∈ Rn \ {0},
dT
(∇P (x+ αd)−∇P (x+ αjd)) 6 (α− αj)dTA(x+ αjd)d, ∀α > αj , (7.75)
alors l’algorithme de descente itérative (3.18) associé à la direction (7.74), au pas (7.49) et à la
conjugaison PRP+ ou FR converge au sens lim infk→∞ ‖gk‖ = 0. De plus, si le critère F est
convexe sur V, alors la convergence est également vériﬁée pour la méthode DY.
Démonstration. La démonstration est reportée en annexe A.2.




La stratégie de pas par Majoration-Minoration quadratique présentée dans le chapitre 4 possède
des propriétés nombreuses de convergence et est très simple à implémenter. Cette stratégie est basée
sur des approximations majorantes quadratiques du critère le long de la direction de descente. Par
conséquent, la présence d’une barrière dans le critère rend cette procédure ineﬃcace voire parfois
impossible à mettre en œuvre.
La stratégie développée dans ce chapitre tient compte de cette singularité en se basant sur
des approximations majorantes contenant un terme logarithmique. Le pas est toujours obtenu par
une récurrence MM très simple, et bénéﬁcie de propriétés de convergence fortes. Nous illustrons
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Chapitre 8. Résultats expérimentaux sur les algorithmes de points intérieurs
8.1 Introduction
Nous présentons dans ce chapitre les résultats expérimentaux obtenus lorsque la méthode de
recherche de pas MM log-quadratique, décrite dans le chapitre 7, est intégrée dans un algorithme
de points intérieurs. Ce dernier est un algorithme d’optimisation sous contraintes, basé sur l’intro-
duction dans le critère d’une fonction barrière contraignant la solution à appartenir au domaine
contraint. Nous analysons les performances de deux algorithmes de points intérieurs, l’un apparte-
nant à la classe des méthodes primales, l’autre à la classe des méthodes primales-duales, appliqués
à la résolution de problèmes de programmation quadratique.
8.2 La programmation quadratique
Le problème de programmation quadratique est un problème d’optimisation sous contraintes,
où la fonction objectif est quadratique et les contraintes sont linéaires. Dans notre étude, nous












s.c C(x) = Cx+ ρ > 0,
où C0 est une matrice symétrique déﬁnie positive de Rn×n, C est une matrice de Rm×n et ρ est
un vecteur de Rm. Dans le cadre de l’inversion pénalisée, cette forme de problème se retrouve par
exemple lorsque la solution est déﬁnie comme le minimiseur d’un critère de moindres carrés ou plus
généralement de Tikhonov sous contraintes de positivité (Butler et al., 1981; Daube-Witherspoon
et Muehllehner, 1986).
Nous proposons de résoudre ce problème par deux algorithmes de points intérieurs :
– l’algorithme primal de barrière logarithmique (Boyd et Vandenberghe, 2004, Alg.11.1)
– l’algorithme primal-dual de barrière logarithmique (Armand et al., 2000)
L’approche primale consiste à remplacer le problème d’optimisation contraint par une séquence
de problèmes d’optimisation non contraints s’identiﬁant avec la minimisation du critère augmenté
d’une fonction barrière. L’approche primale-duale remplace le problème initial par une séquence
de système linéaires à résoudre s’identiﬁant avec des systèmes de Karush Kuhn Tucker relaxés.
On qualiﬁe cette méthode de primale-duale car elle permet d’estimer conjointement la solution
primale et la solution duale, au sens de la dualité de Lagrange. A l’opposé, l’approche primale
estime uniquement la solution dans le domaine primal. Ces deux méthodes font intervenir la
fonction barrière logarithmique




où µ, appelé paramètre de barrière, est strictement positif. La singularité de la fonction barrière
sur le bord du domaine contraint permet d’assurer les contraintes d’inégalités de façon simple tout
au long de l’algorithme.
Notons que le problème (8.1) peut également être résolu par un algorithme de contraintes ac-
tives ou de gradient projeté lorsque les contraintes se limitent à des contraintes de bornes (Nocedal
et Wright, 1999, Chap.16), (Gould et al., 2005, Sec.4), (Moré et Toraldo, 1989).
Nous décrivons à présent les deux algorithmes de barrières sur lesquels portent notre analyse.
8.3 Algorithmes comparés
8.3.1 Algorithme primal
Les méthodes de points intérieurs primales se déroulent comme suit. A partir d’une valeur
initiale de µ, on minimise de manière approchée la fonction barrière Fµ. Du fait de la présence de
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la barrière, on obtient un itéré vériﬁant strictement les contraintes. On calcule ensuite un nouveau
paramètre de perturbation µ > 0 inférieur au précédent. On obtient un nouveau problème à
résoudre. On le résout et on fait à nouveau décroître µ de telle manière que la suite de ces
paramètres tende vers 0. On va donc résoudre une suite de problèmes barrières à µ ﬁxé de manière
approchée jusqu’à l’obtention d’une solution du problème initial (8.1).
La construction d’un algorithme primal nécessite de spéciﬁer la méthode employée pour mi-
nimiser Fµ et le critère d’arrêt associé, ainsi que la règle de mise à jour de µ et le critère d’arrêt
global de l’algorithme. Nous proposons d’utiliser l’algorithme 8.1 issu de (Boyd et Vandenberghe,
2004) à cause de sa simplicité d’implémentation. Pour chaque µ, le critère augmenté Fµ(x) est
minimisé à l’aide de la méthode itérative de Newton
xk+1 = xk + αkdk, avec dk = −∇2F−1µ (xk)∇Fµ(xk)
stoppée lorsque √
−∇Fµ(xk)Tdk 6 τ. (8.2)
La mise à jour de µ se fait par la règle géométrique
µ← (1− θ)µ (8.3)
et l’algorithme global arrêté lorsque µ 6 µmin.
Entrées : µ0 > 0, θ ∈ (0, 1), τ > 0, µmin et x0 tel que C(x0) > 0.
Sorties : Minimiseur contraint de (3.2)




tantque (∇Fµt(xkt+1)Tdkt )2 > τ4 faire
Boucle interne : Minimisation de Fµt(x)




xk+1t+1 ← xkt+1 + αkt dkt
k ← k + 1
fin tantque
xt+1 ← xkt+1
µt+1 ← (1− θ)µt
Accroître t
jusqu’à µt < µmin
Algorithme 8.1 – Algorithme primal de points intérieurs
La convergence de l’algorithme 8.1 est établie dans le théorème 8.1 à condition que le pas αk
assure la convergence des itérés xk.










alors la séquence {xt} générée par l’algorithme 8.1 converge vers une solution de (8.1).
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8.3.2 Algorithme primal-dual
La méthode primale-duale consiste à estimer de façon jointe x et les multiplicateurs de Lagrange
associés λ. Le problème (8.1) étant convexe, une condition nécessaire et suﬃsante d’optimalité est
obtenue par la vériﬁcation des conditions de Karush-Kuhn-Tucker (KKT). La méthode primale-
duale résout une version perturbée des conditions KKT
C(x) > 0, (8.5)
λ > 0, (8.6)
ΛC(x) = µe, (8.7)
C0x+ c0 −CTλ = 0 (8.8)








Lorsque la résolution de rµ(x,λ) = 0 est eﬀectuée de manière exacte pour une séquence {µt}
tendant vers 0, la suite {xt} générée est rigoureusement identique à celle obtenue par l’algorithme
primal exact. Nous utilisons ici une version plus ‘pratique’ de l’algorithme primal-dual dans laquelle
la résolution des KKT perturbées est eﬀectuée par un algorithme itératif visant à annuler de façon
approchée le résidu rµ(x,λ).
Comme pour l’algorithme primal, il nous faut spéciﬁer la méthode utilisée pour résoudre le
système rµ(x,λ) = 0 et le critère d’arrêt associé, ainsi que la règle de mise à jour de µ et le critère
d’arrêt global de l’algorithme.
Nous proposons d’utiliser l’algorithme primal-dual 8.2 mis à disposition par Peter Carbonetto
(Department of Computer Science, University of British Columbia) sur le site http://www.cs.
ubc.ca/~pcarbo/convexprog.html. Il s’agit de l’algorithme NOPTIQ (Armand et al., 2000) dans
lequel la méthode de Quasi-Newton utilisée pour résoudre le système primal-dual a été remplacée
par la méthode de Newton. Cette modiﬁcation est justiﬁée dans notre cas car le critère à minimiser
est convexe.
Entrées : λ0 > 0, µmin, σmax, ǫ et x0 tel que C(x0) > 0.
Sorties : Minimiseur contraint de (3.2)
Initialisation : k = 0
répéter
Calcul de µk




µk = max(µmin, σkC(xk)
Tλk/m)
Résolution de rµk(x,λ) = 0
Calculer (dxk ,dλk), solution du système (8.10)
Déterminer αk, minimiseur approché de (8.13) le long de (dx,dλ)
xk+1 ← xk + αkdxk
λk+1 ← λk + αkdλk
k ← k + 1
jusqu’à ηk < ǫ
Algorithme 8.2 – Algorithme primal-dual de points intérieurs











En développant l’égalité (8.10), on obtient le système{
C0dx −CTdλ = −(C0x+ c0) +CTλ
ΛCdx +Diag(C(x))dλ = −ΛC(x) + µe (8.11)
Le calcul des directions se fait en deux temps : On calcule d’abord la direction primale dx puis la




dx = −(C0x+ c0) + µCTDiag(C(x))−1e
dλ = Diag(C(x))
−1 (−ΛC(x) + µe−ΛCdx) (8.12)
La direction de Newton est associée à une recherche linéaire faisant intervenir la fonction de mérite






Le pas vise à minimiser de façon approchée la fonction scalaire ψµ(x+ αdx,λ+αdλ). Enﬁn, aﬁn
d’assurer la convergence de l’algorithme 8.2, la mise à jour de µ est basée sur les conditions de
µ-criticité faisant intervenir la norme du résidu ||r0(x,λ)|| (Armand et al., 2000).
8.3.3 Stratégies de recherche de pas
Majoration-Minoration log-quadratique. Les algorithmes primal et primal-dual considérés
font tous les deux intervenir une étape de recherche de pas visant à minimiser de façon approchée
un critère de la forme (7.1) contenant une barrière logarithmique le long d’une direction de des-
cente. Dans le cas de l’algorithme primal, la fonction à courbure bornée s’identiﬁe avec le critère
quadratique et la barrière s’identiﬁe avec le terme logarithmique. Le lien entre la fonction de mérite
(8.13) et la formulation (7.1) s’établit en déﬁnissant








Nous pouvons donc appliquer la stratégie MM log-quadratique pour la recherche de pas dans
l’algorithme primal et dans l’algorithme primal-dual.
Nous comparons les performances de l’algorithme associé au pas MMLQ 1D avec plusieurs
méthodes de recherche de pas usuelles dans le contexte des points intérieurs. Nous décrivons à
présent le principe des diﬀérentes méthodes testées, et renvoyons le lecteur à leur présentation
détaillée au chapitre 6.
Rebroussement avec restriction du pas. Cette procédure très simple consiste à partir d’un
pas initial correspondant à la frontière du domaine de la barrière, par exemple α = 0.99α+, et à
le réduire jusqu’à vériﬁer la condition d’Armijo (4.10) pour un c1 ﬁxé a priori.
Interpolation log-quadratique. Nous allons également tester deux schémas de recherche de
pas basés sur une interpolation log-quadratique du critère le long de la direction de recherche.
Tout d’abord, nous proposons d’intégrer les stratégies d’interpolation de (Murray et Wright, 1994),
décrites dans le tableau 6.3, dans la procédure de pas de (Moré et Thuente, 1994). Le pas obtenu
vériﬁe les conditions de Wolfe strictes (4.10) et (4.12) pour un couple (c1, c2) ﬁxé a priori.
Nous analysons également les performances des algorithmes lorsque la recherche de pas décrite
dans les thèses (Doyle, 2003; Lin, 2002) est utilisée. Il s’agit d’une stratégie itérative basée sur
une interpolation log-quadratique de la forme (6.37), visant aussi à vériﬁer les conditions de Wolfe
strictes pour un couple (c1, c2).
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8.4 Contexte expérimental
8.4.1 Génération des problèmes quadratiques
8.4.1.1 Série de tests n˚ 1 : Problèmes quadratiques à contraintes de bornes (Moré
et Toraldo, 1989)
Nous analysons tout d’abord les performances de l’algorithme sur un ensemble de problèmes
quadratiques sous contraintes de bornes, générés selon la stratégie décrite dans (Moré et Toraldo,












s.c li 6 xi 6 ui, i = 1, . . . , n
La matrice C0 est une matrice symétrique déﬁnie positive déﬁnie par
C0 = Y DY , Y = I − 2‖y‖yy
T (8.17)
où yi est généré aléatoirement dans l’intervalle (−1, 1). La matrice D est une matrice diagonale







Cette expression permet de spéciﬁer le conditionnement de C0, à partir du paramètre
nc = log(κ(C0)). (8.19)
Les composantes de x∗ sont générées aléatoirement dans l’intervalle (−1, 1). Le vecteur c0
ainsi que les bornes l et u sont choisies aﬁn que na contraintes soient actives en x∗. On pose
c0 = r−C0x∗, où r est un vecteur à déﬁnir. Le signe des composantes de r et la valeur des bornes
sont ﬁxées par
li = −1, ui = 1, ri = 0 (8.20)
pour i /∈ A(x∗), et
li = x
∗
i , ui = 1, ri > 0 (8.21)
ou
li = −1, ui = x∗i , ri < 0 (8.22)
pour i ∈ A(x∗). En pratique, pour environ la moitié des indices de A(x∗), on pose li = x∗i , et
pour les indices restants, ui = x∗i . De plus, on ﬁxe
|ri| = 10−νind (8.23)
avec ν un vecteur généré aléatoirement dans (0, 1) et nd un paramètre qui spéciﬁe la dégénerescence
du problème, c’est-à-dire la valeur du gradient du critère à la solution, à travers ∇F (x∗) = r.
Nous poserons par la suite n = 100, nd = 5 et na = 50. Aﬁn d’étudier la sensibilité des
algorithmes au conditionnement de C0, nous testerons les valeurs nc = (0, 3, 6, 9, 12). Enﬁn, les
algorithmes sont initialisés avec un point initial x0 correspondant au centre du domaine contraint,
c’est-à-dire
xi,0 = (ui + li)/2. (8.24)
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8.4.1.2 Série de tests n˚ 2 : Problèmes CUTEr (Maros et Mészáros, 1999)
Nous avons également analysé les performances des algorithmes de barrière primal et primal-
dual sur un ensemble de problèmes issus de la bibliothèque CUTEr mise à disposition sur le site
http://cuter.rl.ac.uk/cuter-www/index.html par Nicholas I. M. Gould, Dominique Orban
et Philippe L. Toint. Les problèmes de programmation quadratique proposés dans CUTEr pro-
viennent de l’article (Maros et Mészáros, 1999). Nous avons sélectionné un sous-ensemble de ces
problèmes, correspondant aux problèmes quadratiques sans contrainte d’égalité.
Les problèmes issus de CUTEr sont de la forme générale (8.1). Par conséquent, l’obtention
d’un point initial appartenant au domaine strict des contraintes n’est pas directe. Nous avons
donc utilisé la procédure d’initialisation décrite dans (Boyd et Vandenberghe, 2004, Sec.11.4).
Cette procédure consiste à déﬁnir x0 comme la solution du problème d’optimisation suivant, de
variables [s,x].
min s, s.c. Ci(x) > −s, s > 0 (8.25)
Les contraintes étant linéaire, l’algorithme de programmation linéaire linprog de Matlab a été
utilisé pour résoudre le problème d’initialisation (8.25). Notons que, malgré leur forme compatible
avec (8.1), les problèmes hs118 et powell20 de CUTEr n’ont pas été testés car la procédure
d’initialisation n’a pas permis d’obtenir un point vériﬁant les contraintes strictes du domaine.
8.4.2 Paramètres des algorithmes
Dans l’algorithme primal, le paramètre de barrière initial µ0 est pris égal à 1 et sa décroissance
suit une série géométrique de raison 0.2 (soit θ = 0.8). L’algorithme est arrêté lorsque µ 6 µmin.
Nous ﬁxons les tolérances µmin = 10−8 et τ = 10−2. En ce qui concerne l’algorithme primal-dual,
nous ﬁxons également µmin = 10−8 et nous choisissons la tolérance ǫ = 10−6.
8.5 Analyse des résultats
K dénote le nombre total de mise à jours de x et T le temps avant convergence. Les résultats
sont présentés sous forme de moyenne et écart-type. Dans les tableaux, les meilleurs résultats en
terme de temps de calcul avant convergence sont indiqués en gras.
8.5.1 Recherche de pas MM log-quadratique
A partir de 100 problèmes aléatoires de la série de tests n˚ 1, nous analysons l’inﬂuence du
paramètre J de la recherche de pas MMLQ sur les performances des deux algorithmes. Les résultats
en termes de moyennes et d’écart types du nombre d’itérations et du temps de calcul sont présentés
sur la ﬁgure 8.1, pour diﬀérentes valeurs du paramètre de conditionnement nc. L’inﬂuence de
J sur le nombre d’itérations diﬀère suivant que l’on utilise la méthode primale ou la méthode
primale-duale. Dans la méthode primale, le plus petit nombre d’itérations est obtenu pour J =
1. Ce même comportement a été observé lors de tests avec l’algorithme du gradient conjugué
pour la minimisation d’un critère Poissonien (Chouzenoux et al., 2009a) et la minimisation d’un
critère entropique (Chouzenoux et al., 2009b). Notons qu’il avait été également observé dans le
cas de la recherche de pas MM quadratique dans le chapitre 5. A l’inverse, pour minimiser le
nombre d’itérations de l’algorithme primal-dual, il faut choisir une valeur de J plus importante,
par exemple J = 5 ou 10. Cependant, pour les deux algorithmes, les meilleurs résultats en terme
de temps de calcul sont toujours obtenus avec J = 1. Il n’est donc pas avantageux d’être très
exigeant lors de la recherche de pas, même si cela pourrait avoir comme eﬀet une diminution du
nombre d’itérations. Augmenter nc dégrade le conditionnement du problème. Cela entraîne un
accroissement du nombre d’itérations globales et du temps de calcul. Cependant, l’inﬂuence du
paramètre J n’en est pas modiﬁée. Nous conseillons donc de choisir J = 1, indépendamment de
la valeur de nc, pour les deux algorithmes.
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Figure 8.1 – Test n˚ 1 : Performances de l’algorithme de barrière primal (haut) et primal-dual
(bas) en fonction de J , nombre de sous itérations MM, et nc, conditionnement du problème, sur
100 problèmes quadratiques avec contraintes de bornes générés aléatoirement.
8.5.2 Comparaison avec les méthodes de recherche de pas existantes
Nous comparons à présent la recherche de pas MM log-quadratique, associée au réglage optimal
J = 1 (MMLQ(1)), avec la méthode de rebroussement basée sur la règle d’Armijo de coeﬃcient c1
(Armijo(c1)), et avec les méthodes d’interpolations log-quadratiques basées sur la règle de Wolfe
stricte de paramètres (c1, c2) (MW(c1, c2) et LD(c1, c2)). Nous analysons tout d’abord l’inﬂuence
des paramètres de Wolfe sur les performances des algorithmes, à travers la série de test n˚ 1, où
nous avons posé nc = 0. Les résultats des approches primales et primales-duales sont présentés
dans le tableau 8.1.
Les paramètres c1 et c2 inﬂuent de façon très importante sur les performances de l’algorithme
primal. Les résultats obtenus par la méthode de rebroussement sont stables à partir d’une valeur
c1 maximale aux environs de 0.2. Pour les deux autres méthodes, le paramètre c2 est le plus
inﬂuent, mais les conclusions diﬀèrent suivant la stratégie de pas utilisée. Dans la méthode de
Murray et Wright, il est préférable d’être exigeant dans la condition d’arrêt, en choisissant c2
petit. A l’inverse, les meilleures performances de la méthode de Lin et Doyle sont obtenues pour
c2 proche de 1. Pour l’algorithme primal, les meilleurs résultats en terme de nombre d’itérations
et de temps de calcul sont obtenus par la méthode MMLQ. La méthode MW fournit également de
bons résultats. Par contre, les méthodes d’Armijo et surtout LD requièrent un très grand nombre
d’itérations avant la satisfation du critère d’arrêt.
Les performances de l’algorithme primal-dual n’obéissent pas aux mêmes règles. Les paramètres
c1 et c2 ont très peu d’inﬂuence. De plus, la méthode d’Armijo devient la meilleure en terme de
nombre d’itérations et surtout de temps de calcul. La méthode de Lin et Doyle obtient de meilleurs





MMLQ(1) 43.1± 0.7 0.31± 0.05
Armijo(0.5) 523± 29 2.6± 0.2
Armijo(0.2) 110± 5 0.6± 0.1
Armijo(0.1) 100± 3 0.6± 0.1
Armijo(0.01) 100± 3 0.6± 0.1
MW(0.1, 0.5) 47± 1 0.5± 0.05
MW(0.1, 0.9) 50± 1 0.48± 0.07
MW(0.1, 0.99) 104± 8 0.91± 0.16
MW(0.01, 0.5) 48± 1 0.52± 0.06
MW(0.01, 0.9) 50± 1 0.47± 0.05
MW(0.01, 0.99) 112± 9 0.97± 0.17
LD(0.1, 0.5) 604± 146 3.6± 0.9
LD(0.1, 0.9) 587± 146 3.5± 0.9
LD(0.1, 0.99) 593± 148 3.5± 0.9
LD(0.01, 0.5) 604± 146 3.7± 0.9
LD(0.01, 0.9) 542± 137 3.2± 0.8
LD(0.01, 0.99) 527± 136 3.1± 0.7
Primal-dual
K T (s)
10.5± 0.9 0.09± 0.02
9.7± 0.5 0.06± 0.02
9.7± 0.5 0.06± 0.02
9.7± 0.5 0.06± 0.02
9.6± 0.5 0.06± 0.02
9.7± 0.4 0.13± 0.04
10.4± 0.5 0.14± 0.05
12.2± 0.8 0.15± 0.05
9.7± 0.4 0.13± 0.03
10.4± 0.5 0.14± 0.04
12.2± 0.8 0.15± 0.05
9.7± 0.5 0.12± 0.03
9.7± 0.4 0.12± 0.02
9.7± 0.4 0.12± 0.03
9.7± 0.5 0.12± 0.03
9.7± 0.4 0.12± 0.02
9.7± 0.4 0.12± 0.02
Table 8.1 – Test n˚ 1 : Comparaison entre diﬀérentes stratégies de pas pour l’algorithme de
barrière primal et primal-dual sur 100 problèmes quadratiques sous contraintes de bornes générés
aléatoirement (nc = 0).
un temps de calcul légèrement supérieur à la méthode de rebroussement. Comme nous l’avons
vu précédemment, augmenter J n’est pas eﬃcace car cela a pour eﬀet de diminuer le nombre
d’itérations, mais aussi d’augmenter le temps de calcul.
Nous terminons par les résultats obtenus sur la série de tests n˚ 2, dans les tableaux 8.2 et 8.3.
La recherche de pas MMLQ permet d’obtenir les meilleurs résultats pour l’algorithme primal sur
la majorité des problèmes. Lorsque l’approche primale-duale est utilisée, bien que la technique de
rebroussement entraîne une convergence plus rapide, la recherche de pas MMLQ reste compétitive.
Nous concluons en soulignant que sur ces deux séries d’exemples, l’algorithme primal-dual nécessite
moins d’itérations et moins de temps de calcul que l’algorithme primal.
8.6 Conclusion
Nous avons analysé les performances de deux algorithmes de points intérieurs associés à la
stratégie de pas MMLQ, sur un ensemble de problèmes de programmation quadratique. Dans le
cas de l’algorithme primal, la stratégie MMLQ s’avère bien plus performante que les stratégies
d’Armijo et d’interpolation log-quadratique conseillées dans la littérature. A l’opposé, dans le cas
de l’algorithme primal-dual, les meilleurs résultats aussi bien en terme de temps qu’en terme de
nombre d’itérations sont obtenus par une méthode basique de maintien du pas à l’intérieur du
domaine contraint. Un constat similaire est eﬀectué dans (Roos et al., 2006, Sec.20.6.2) dans le
contexte de la programmation linéaire.
D’autre part, comme dans l’application traitée au chapitre 5, les meilleures performances des
algorithmes sont obtenues lorsqu’une seule sous-itération est eﬀectuée lors de la recherche de pas
MMLQ.
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Problème n m MMLQ(1) Armijo(0.01) MW (0.01, 0.99) LD (0.01, 0.99)
hs21 2 5 18/0.1 176/0.3 349/4.9 1114/2.3
hs35 3 4 26/0.1 646/1.2 131/1.2 721/1.6
hs76 4 7 27/0.1 91/0.1 37/0.3 139/0.3
hs268 5 10 28/0.1 923/2.2 252/2.2 125/0.4
ksip 20 1001 49/0.6 81/0.8 131/1.9 645/7.8
liswet1 10002 10000 138/6.3 650/37.1 384/17.9 ∞
liswet2 10002 10000 65/3.2 647/35.1 187/9.3 1109/43.2
liswet3 10002 10000 67/3.1 459/25 95/4 744/28.9
liswet4 10002 10000 70/3.4 553/37.9 174/9.5 840/33.7
liswet5 10002 10000 64/3.1 372/19 93/4.2 744/28.6
liswet6 10002 10000 71/3.9 462/26.4 80/3.2 782/34.2
liswet7 10002 10000 318/16.6 751/39.7 458/27.2 1117/74.2
liswet8 10002 10000 223/9 753/47.2 572/31 ∞
liswet9 10002 10000 256/11.7 733/27.1 377/15.5 1019/46.2
liswet10 10002 10000 189/8.7 743/43 302/13.1 1109/50.9
liswet11 10002 10000 100/5.1 746/36.3 194/9.2 1019/49
liswet12 10002 10000 288/13.2 774/42 287/12.7 ∞
mosarqp1 2500 3200 62/1.4 111/2.2 89/2 630/12.5
mosarqp2 900 1500 65/1 112/1.4 110/1.6 661/8.9
primal1 325 86 51/1.9 90/2.9 102/3.7 565/17.4
primal2 649 97 52/6.4 88/9.5 80/8.5 469/42.5
primal3 745 112 53/18 96/28 93/27.3 739/181.2
primal4 1489 76 50/66 96/114 91/113 ∞
primalc1 230 224 278/5.3 254/3.9 210/3.4 316/5.2
primalc2 231 236 52/1 132/2.1 62/1.2 313/11.7
primalc5 287 286 42/2 111/3.1 63/2.2 130/4.6
primalc8 520 511 407/53 175/18 133/16.1 116/12.3
s268 5 5 19/0.1 1007/2.3 25/0.2 29/0.2
zecevic2 2 6 21/0.1 91/0.1 31/0.1 24/0.1
Table 8.2 – Test n˚ 2 : Comparaison des recherches de pas sur la liste de problèmes CUTEr en
terme de nombre d’itérations et de temps de calcul K/T pour l’algorithme de barrière primal.
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Problème n m MMLQ(1) Armijo(0.01) MW(0.01, 0.99) LD(0.01, 0.99)
hs21 2 5 16/0.2 14/0.1 27/0.2 18/0.1
hs35 3 4 12/0.2 12/0.1 33/0.3 27/0.2
hs76 4 7 9/0.2 8/0.1 19/0.2 24/0.2
hs268 5 10 14/0.2 144/1.1 ∞ 260/1.7
ksip 20 1001 45/0.9 25/0.4 33/0.7 64/1.7
liswet1 10002 10000 49/2.9 43/2 43/2.4 45/3.2
liswet2 10002 10000 27/1.7 20/0.9 20/1.2 20/1.4
liswet3 10002 10000 19/1.2 15/0.7 15/1 15/1
liswet4 10002 10000 19/1.2 15/0.7 14/1.2 15/1.1
liswet5 10002 10000 26/1.6 19/0.9 19/1 19/1.3
liswet6 10002 10000 27/1.6 20/0.9 20/1.1 20/1.4
liswet7 10002 10000 113/6.4 96/5 97/7.7 92/6.6
liswet8 10002 10000 190/10.6 149/7.6 ∞ 147/10
liswet9 10002 10000 ∞ ∞ ∞ ∞
liswet10 10002 10000 116/6.8 91/4.6 98/8.4 85/6.1
liswet11 10002 10000 65/3.7 56/2.6 56/3 59/4.4
liswet12 10002 10000 611/33.8 433/20 391/22.7 400/29.1
mosarqp1 2500 3200 17/0.5 16/0.3 16/0.6 16/0.4
mosarqp2 900 1500 16/0.4 15/0.2 15/0.4 14/0.2
primal1 325 86 29/0.8 25/0.5 26/0.8 44/1.3
primal2 649 97 23/1.6 23/1.4 23/1.6 29/2.2
primal3 745 112 23/5.3 24/5.4 24/5.7 51/13
primal4 1489 76 24/14.1 22/12.9 22/13.4 54/34.7
primalc1 230 224 74/1.7 47/0.7 47/1.1 65/1.4
primalc2 231 236 47/0.9 22/0.4 22/0.5 155/4.2
primalc5 287 286 29/0.8 20/0.5 20/0.8 21/0.5
primalc8 520 511 60/5.2 41/3.3 36/3 44/3.9
s268 5 5 19/0.2 24/0.1 ∞ 16/0.1
zecevic2 2 6 10/0.2 9/0.1 10/0.3 96/0.7
Table 8.3 – Test n˚ 2 : Comparaison des recherches de pas sur la liste de problèmes CUTEr en
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Chapitre 9. Application à la reconstruction de spectres RMN 2D
9.1 Introduction
La résonance magnétique nucléaire (RMN) est une méthode permettant d’accéder à des infor-
mations structurelles aux échelles microscopiques ou moléculaires de produits biologiques (Canet
et al., 2002). Par exemple, dans le domaine de l’agro-alimentaire, cette technique est employée
pour déterminer la teneur en eau ou en matière grasse d’un échantillon de matière (Mariette,
2004). Nous nous intéressons à l’estimation d’un spectre de corrélation T1−T2 à partir de mesures
RMN. Les diﬃcultés de l’estimation sont liées au caractère mal-posé de ce problème inverse et à
la taille importante des données à traiter. La pénalisation par maximum d’entropie (ME) s’avère
être une méthode de régularisation adéquate pour ce problème (Laue et al., 1985; Mariette et al.,
1996). Nous présentons dans ce chapitre une stratégie eﬃcace de minimisation du critère ME repo-
sant sur l’emploi d’un algorithme de Newton tronqué. La singularité du terme entropique motive
l’utilisation de la recherche de pas MMLQ 1D développée dans le chapitre 7.
Nous présentons tout d’abord dans la section 9.2 le principe de la mesure de données, pour
l’estimation de spectres de corrélation T1 − T2 en RMN, ainsi que le problème inverse associé. Le
caractère mal-posé du problème conduit à l’utilisation d’une méthode d’inversion pénalisée. Nous
présentons en section 9.3 les diﬀérentes stratégies de pénalisation employées dans la littérature
pour résoudre ce problème. Nous retenons par la suite la pénalisation ME et nous proposons
dans la section 9.4 un algorithme de minimisation eﬃcace du critère pénalisé résultant de cette
approche. Les performances de la méthode proposée sont analysées à travers des tests sur des
données réelles, dont les résultats sont présentés en section 9.5.
9.2 La résonance magnétique nucléaire
Le phénomène physique sur lequel repose la RMN a été étudié en 1945 par des groupes de
physiciens dirigés par Edward M. Purcell (Université de Harvard) et Felix Bloch (Université de
Stanford) (Purcell, 1952). Depuis cette date, la technique a connu un développement spectaculaire
dans diﬀérents domaines. La RMN apporte des renseignements intéressants sur la structure des
molécules en se basant sur des propriétés quantiques des noyaux. Plus précisément, la RMN quan-
tiﬁe les phénomènes de relaxation qui interviennent au sein du spin des noyaux d’un échantillon
lorsque celui-ci est soumis à un champ magnétique.
9.2.1 Les phénomènes de relaxation
La résonance magnétique nucléaire exploite une propriété particulière des particules quantiques
qu’on appelle le spin. L’eﬀet du spin est similaire à celui d’un moment magnétique avec lequel un
champ magnétique extérieur peut interagir. La RMN consiste à modiﬁer le moment magnétique
nucléaire en appliquant des champs magnétiques à l’échantillon étudié (Canet et al., 2002; Ernst
et al., 1997; Van de Ven, 1995).
En absence de champ magnétique externe, les moments magnétiques des spins d’un échantillon
tissulaire sont orientés de façon aléatoire dans l’espace, comme le schématise la ﬁgure 9.1(1). La
somme des vecteurs d’aimantation est nulle ainsi que le vecteur d’aimantation macroscopique
résultant (M = 0). Lorsqu’un champ magnétique externe B0 d’intensité signiﬁcative est appliqué,
les moments des spins s’orientent dans le sens parallèle à la direction du champ appliqué ou dans
le sens anti-parallèle à cette direction (ﬁgure 9.1(2)). Le nombre de spins s’orientant parallèlement
au champ B0 étant supérieur, il en résulte une aimantation induite M0 non nulle.
Les moments des spins sont animés d’un mouvement de précession autour de l’axe Oz, qui
s’apparente à la rotation d’une toupie autour de la verticale. Ce mouvement est caractérisé par
sa fréquence de rotation, appelée fréquence de résonance ou fréquence de Larmor. En appliquant
un deuxième champ de radio-fréquence B1, de fréquence égale à la fréquence de résonance des
spins, on va provoquer des transitions entre les spins orientés parallèlement et ceux orientés anti-
parallèlement. Cela se traduit par un basculement des spins, générant une nouvelle aimantation
M1. L’angle de bascule Φ entre M0 et M1 dépend de l’intensité et de la durée d’application du
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champ B1. La ﬁgure 9.1(3) illustre le cas d’un champ B1 entrainant un basculement de Φ = 90˚ ,
c’est-à-dire la projection deM0 dans le plan normal Oxy. A l’arrêt de l’excitation, les spins tendent
à revenir à leur état initial (ﬁgure 9.1(4)).
Ce retour à l’équilibre n’est pas instantané mais s’étale dans le temps : c’est le phénomène de
relaxation. On peut décomposer le mouvement de M1 vers M0 en relaxation longitudinale pour
ce qui concerne le retour vers M0 de la composante longitudinale Mz de cette aimantation et
relaxation transversale pour ce qui concerne le retour à 0 de la composante transversale Mxy.
Les phénomènes de relaxation sont dus à deux phénomènes quantiques diﬀérents. La relaxation
longitudinale est provoquée par les transitions énergétiques des protons tandis que la relaxation
transverse est due au déphasage des spins. Les ﬁgures 9.2(a) et 9.2(b) illustrent l’évolution de
l’aimantation M(t) après une excitation B1 engendrant un basculement d’angle Φ = 90˚ .
(1) Etat initial : M = 0 (2) Orientation des spins dans la direction de B0
Aimantation globale M = M0 dirigée suivant Oz
(3) Excitation par le champ oscillant B1 (4) Arrêt de l’excitation. Retour à l’état (2)
Début de la mesure : M(0) = M1 Fin de la mesure : M(t) = M0
Figure 9.1 – Phénomène de résonance magnétique nucléaire
Le retour de Mz(t) à sa valeur initiale avant excitation M0 est exponentiel :
Mz(t) = M0(1 − γe−
t
T1 ), γ = 1− cosΦ, (9.1)
et dépend de l’angle de bascule Φ à travers le paramètre γ. Par exemple, si B1 provoque un bas-
culement de 90˚ , γ est égal à 1. Cette relaxation longitudinale dite également relaxation T1 ou
encore relaxation ‘spin-réseau’ correspond au retour à l’équilibre énergétique du système après
l’excitation. La constante de temps T1 dépend de la mobilité des atomes ou de celle des molécules
où ils sont engagés. Plus précisément, T1 sera d’autant plus court que la ﬂuctation des champs
electromagnétiques locaux sera proche de la fréquence de résonance, la ﬂuctuation des champs
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(a) Evolution des composantes longitudinale (Oz) et transversale (Oxy) du moment magnétique
(b) Evolution tri-dimensionnelle du moment magnétique
Figure 9.2 – Relaxation du moment magnétique M(t) après un basculement de Φ = 90˚ .
electromagnétique locaux étant dépendante de la mobilité ou du temps de corrélation des molé-
cules. Par exemple, les molécules liquides ayant des temps de corrélation longs par rapport à la
fréquence de résonance sont caractérisées par un T1 grand (supérieur à 1.5 secondes). A l’inverse,
le temps de relaxation T1 des molécules de graisse est de l’ordre de 0.3 secondes.
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La relaxation transversale est due au déphasage des aimantations dans leur mouvement autour
du champ B0. Ce déphasage est lié aux interactions entre les aimantations des noyaux voisins
qui créent des modiﬁcations locales du champ magnétique. Le temps de relaxation T2 est encore
appelé temps de relaxation ‘spin-spin’. Il est toujours inférieur au temps de relaxation T1 et dépend
lui aussi de la mobilité des atomes ou des molécules sur lesquelles ces atomes sont engagés. Il est
d’autant plus court que la taille de la molécule est importante. Le temps de relaxation T2 des
liquides est supérieur à 1 seconde et celui des graisses est de l’ordre de 40 ms.
L’analyse RMN s’intéresse à la caractérisation des constantes de temps T1 et T2. Ces para-
mètres physiques sont fondamentaux. En eﬀet, leur détermination permet de préciser l’environne-
ment électronique et donc chimique du noyau étudié. Leur connaissance permet des applications
nombreuses : En médecine, les temps de relaxation sont à l’origine du contraste des images IRM.
En agro-alimentaire, on peut utiliser le fait que, dans un système complexe, le temps de relaxation
des protons de l’eau soit diﬀérent du temps de relaxation des protons de la matière grasse, aﬁn
d’en déterminer la teneur en eau et en matière grasse. Nous expliquons à présent le protocole de
mesure des temps de relaxation d’un échantillon.
9.2.2 Mesure des temps de relaxation
9.2.2.1 Temps de relaxation longitudinal
La relaxation du champ dépend de l’angle de bascule Φ de l’aimantation résultante par rapport
à la position initiale. Deux expériences typiques de mesure de T1 sont décrites sur la ﬁgure 9.3. Elles
consistent à appliquer un champ B1 entrainant un basculement de Φ = 90˚ ou de Φ = 180˚ , ce qui
correspond respectivement à la mesure par saturation-récupération ou par inversion-récupération.
Aﬁn de distinguer les variations de la composante longitudinale de l’aimantation, on produit à la
ﬁn de l’expérience un basculement de 90˚ de celle-ci pour pouvoir la lire dans le plan transversal.
La durée d’acquisition, notée τ1, est appelée temps de répétition. La constante de temps T1 se
déduit de l’intensité du signal obtenu au cours de l’expérience, à partir du modèle (9.1).
9.2.2.2 Temps de relaxation transversal
Si le champ B0 était parfaitement homogène et si l’échantillon placé dans ce champ n’in-
duisait aucune inhomogénéité, la courbe de décroissance de la composante transversale après un
simple basculement de 90˚ permettrait d’avoir accès directement au temps de relaxation T2. En
fait, le champ B0 n’est jamais parfaitement homogène et la désynchronisation des aimantations
transversales s’eﬀectue plus vite que ne le voudrait le T2 : le T ∗2 qui correspond à la décroissance
directement observée du signal RMN est toujours inférieur au T2. Ce T ∗2 est d’autant plus court
que les inhomogénéités de construction sont importantes.
La technique d’écho de spin permet de s’aﬀranchir de ces inhomogénéités du champ B0 (ﬁgure
9.4). Elle consiste à faire un premier basculement de 90˚ pour amener l’aimantation longitudinale
dans le plan transversal, selon l’axeOy par exemple. Puis à appliquer une séquence d’échos, espacés
de τe, qui basculent les aimantations de 180˚ par rapport au plan transversal. Sur une séquence de
ce type, on montre que la décroissance des échos au cours du temps d’écho τ2 = kτe se fait selon
une exponentielle dont la constante de temps correspond cette fois au vrai T2, ce qui correspond
au modèle (9.2).
9.2.3 Cas de systèmes hétérogènes
Les composants hétérogènes sont composés d’un mélange de groupes d’atomes individuels pos-
sédant des couples (T1, T2) diﬀérents. Ce mélange est caractérisé globalement par une distribution
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(a) Saturation - Récupération
(b) Inversion - Récupération
Figure 9.3 – Acquisition du temps de relaxation longitudinal
Figure 9.4 – Acquisition du temps de relaxation transversal : Echo de spin
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X(T1, T2) permettant d’identiﬁer et de quantiﬁer les diﬀérents modes de relaxation présents dans
le composant. Cette cartographie bi-dimensionnelle est privilégiée par rapport aux spectres indé-
pendants X(T1) et X(T2) car elle permet une mise en évidence de couplages entre les paramètres
de relaxation T1 et T2 aidant notablement à leur interprétation (English et al., 1991; Song et al.,
2002). La technique permettant de déterminer la distribution couplée X(T1, T2), nommée RMN
bi-dimensionnelle ou RMN 2D, fait l’objet de notre étude.
9.2.3.1 Principe de la mesure
Comme le décrit le schéma 9.5, l’expérience RMN 2D consiste à réaliser une séquence de
saturation-récupération (ou inversion-récupération), suivie d’une séquence d’écho de spin. L’ex-
périence 2D est donc caractérisée par trois paramètres : le temps de répétition τ1 et l’angle de
bascule Φ agissant sur la relaxation longitudinale, et le temps d’écho τ2 agissant sur la relaxation
transversale.
Figure 9.5 – Acquisition des mesures en RMN 2D
La mesure enregistrée Y (τ1, τ2,Φ) est liée au spectre X(T1, T2) par une intégrale de Fredholm
du premier type (Hürlimann et Venkataramanan, 2002; Song et al., 2002)
Y (τ1, τ2,Φ) =
∫ ∫
k1(τ1, T1,Φ)X(T1, T2)k2(τ2, T2)dT1dT2 (9.3)
avec les noyaux {
k1(τ1, T1,Φ) = 1− γe−τ1/T1
k2(τ2, T2) = e
−τ2/T2
, γ = 1− cosΦ.
Le spectre X(T1, T2) est déterminé en eﬀectuant plusieurs expériences RMN avec des paramètres
d’acquisition diﬀérents. Plus précisément, l’angle Φ est maintenu constant (Typiquement Φ = 90˚
ou 180˚ ) et les mesures expérimentales sont collectées sur une grille de m1 ×m2 valeurs discrètes
du couple (τ1, τ2), ce qui fournit une matrice de données Y ∈ Rm1×m2 .
Les distributions mono-dimensionnelless X(T1) et X(T2) peuvent s’obtenir de deux façons
diﬀérentes. Elles peuvent être déduites de X(T1, T2) par marginalisation :
X(T1) =
∫
X(T1, T2)dT2, X(T2) =
∫
X(T1, T2)dT1. (9.4)
Elles peuvent également être obtenues par inversion 1D des mesures Y (τ1, τ2,Φ) obtenues pour τ2
proche de 0 et pour τ1 très grand. Cette stratégie se base sur les propriétés suivantes
Y (τ1, 0,Φ) =
∫ ∫













Chapitre 9. Application à la reconstruction de spectres RMN 2D
et
Y (∞, τ2,Φ) =
∫ ∫
k1(∞, T1,Φ)︸ ︷︷ ︸
1










9.2.3.2 Le problème de reconstruction
L’objectif du traitement est d’estimer le spectreX(T1, T2) à partir des mesures Y en utilisant le
modèle (9.3) pour une valeur du paramètre Φ donnée. La quantité à estimer représentant une dis-
tribution, elle doit respecter la contrainte X > 0. Ce problème de reconstruction, équivalent à une
inversion numérique d’une transformée de Laplace 2D, est un problème inverse mal posé (Sternin,
2008). Les méthodes développées pour la résolution de (9.3) peuvent se classer en deux familles.
Approche paramétrique. L’approche paramétrique consiste à rechercher le spectre sous la
forme d’une somme d’un nombre connu d’impulsions caractérisés par leur position et leur am-
plitude (Borgia et al., 1998; Bretthorst et al., 2005; Gallegos et Smith, 1988; Naranayan et al.,
1995). Les mesures sont décrites comme une somme pondérée d’exponentielles décroissantes. La
valeur des poids, correspondant aux amplitudes des diﬀérents pics, est estimée par un algorithme
itératif visant à minimiser un critère des moindres carrés non linéaires (Gallegos et Smith, 1988;
Naranayan et al., 1995). A notre connaissance, l’approche paramétrique n’est utilisée que pour la
reconstruction RMN mono-dimensionnelle.
Approche non paramétrique. L’approche non paramétrique estime la distribution X(T1, T2)
sur une grille régulière en T1 et T2 de taille n1 × n2. Pour cela, les noyaux k1 et k2 sont mis





où E concentre l’erreur de modélisation et également le bruit lié à la mesure. Le problème inverse
résultant de ce modèle linéaire est l’estimation de X à partir de Y sous la contrainte X > 0 (au
sens où tous les éléments de X sont positifs).
L’approche paramétrique est basée sur l’hypothèse peu réaliste que le spectre peut être repré-
senté par une somme d’impulsions. L’utilisation d’une fonction de base plus élaborée, par exemple
une gaussienne, est rendue diﬃcile par l’absence d’expression analytique de son intégrale de Fred-
holm (Bose et al., 2003). Nous optons donc dans cette thèse pour une résolution par l’approche non
paramétrique. Une diﬃculté majeure concerne la dimension du problème. En eﬀet, les méthodes
standard d’inversion requièrent la réécriture du modèle direct sous la forme
y = Kx+ ǫ
avec y = vect(Y ), x = vect(X), ǫ = vect(E) et
K = K1 ⊗K2 (9.10)
où l’opérateur vect correspond à la transformation matrice-vecteur dans l’ordre lexicographique
(c’est-à-dire par concaténation des éléments de la matrice parcourue ligne par ligne) et⊗ le produit
de Kronecker (Van Loan, 2000). Néanmoins, ces méthodes ne sont plus applicables dès lors que
la taille du problème augmente. En eﬀet, une conﬁguration typique est m1 = 50, m2 = 104 et
n1 × n2 = 200× 200, ce qui conduit à une matrice K de 2 · 1010 éléments dont la construction et
le stockage sont presque impossibles. Une solution consiste à réduire la taille des données par une
étape de compression (Venkataramanan et al., 2002), avec le risque de perdre des informations.
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Une de nos contributions est d’utiliser la forme factorisée (9.9) pour résoudre le problème aﬁn
d’éviter de prétraiter les données.
Une autre diﬃculté est liée au mauvais conditionnement du modèle à inverser. En eﬀet, à cause
de la forme exponentielle des noyaux, les matrices K1 et K2 sont de rang déﬁcient et très mal
conditionnées (Butler et al., 1981). Par conséquent, une approche régularisée doit être envisagée.
9.3 Méthodes d’inversion pénalisée existantes
Dans cette section, nous présentons deux stratégies qui ont été employées pour résoudre le
problème inverse de la détermination de X connaissant Y , K1 et K2. Chacunes basées sur leur
propre principe de régularisation, elles ont pour objectif de compenser le caractère mal posé du
modèle d’observation.
9.3.1 Méthode de Tikhonov sous contraintes de positivité
La méthode employée dans (Butler et al., 1981; Lamanna, 2005; Venkataramanan et al., 2002)
repose sur la minimisation contrainte de la fonction de Tikhonov
min
X>0
F (X) = J(X) + λR(X) (9.11)




‖y −Kx‖2 = 1
2
∥∥Y −K1XKt2∥∥2F ,







La vériﬁcation de la contrainte de positivité est désirable du point de vue de l’interprétation
physique, mais a aussi un eﬀet favorable sur la résolution du spectre reconstruit. En particulier, la
contrainte de positivité permet de limiter la présence d’oscillations, en particulier autour des pics
reconstruits (Chiang et al., 2005). Cependant, à cause de la présence de la contrainte, il n’existe
pas d’expression directe du minimiseur et la solution doit être calculée de façon itérative.
L’algorithme de Butler-Reeds-Dawson (BRD) (Butler et al., 1981) permet de résoudre simple-
ment (9.11) en se basant sur les conditions d’optimalité de ce problème. Il s’agit d’un algorithme




zT (G(z) + λI)z − zTy, (9.13)
où la variable z est liée à x à travers la relation
x = max(0,KTz), (9.14)
et où G(z) = KTDiag(H(KTz))K avec
H(u) =
{
u siu > 0,
0 sinon.
(9.15)
L’algorithme BRD s’interprête également comme la minimisation de la fonction duale de F , au
sens de la dualité Legendre-Fenchel (Chouzenoux et al., 2010b, App.A).
Un inconvénient de cet algorithme est que son implémentation nécessite l’inversion d’un sys-
tème de taille m×m à chaque itération, où m est la taille des mesures. Dans le cas de la RMN 2D,
m = m1m2, et les valeurs usuelles dem1 et dem2 entraînent un coût prohibitif de la méthode. Aﬁn
de pallier ce problème, une étape de compression des données est proposée dans (Venkataramanan
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et al., 2002), eﬀectuée préalablement à l’application de l’algorithme BRD. A partir des TSVD de
K1 et K2 :
Ki ≈ UiΣiV ti , i = 1, 2, avec m˜i = rang(Ki)≪ mi, (9.16)




‖Y˜ − K˜1XK˜t2‖2F , (9.17)
où K˜1 = Σ1V t1 , K˜2 = Σ2V
t
2 et Y˜ = U
t
1Y U2 sont de taille m˜1 × n1, m˜2 × n2 et m˜1 × m˜2,
respectivement. Le réglage des niveaux de compression m˜1 et m˜2 dépend des propriétés spectrales
des matrices K1 et K2. Il doit résulter d’un compromis entre un gain de temps de calcul et une
perte de résolution de la reconstruction.
9.3.2 Reconstruction par maximum d’entropie
L’utilisation d’une méthode itérative de résolution permet une plus grande souplesse pour
le choix de la fonction de régularisation dans le critère (9.11). La pénalisation par maximum
d’entropie (ME) (Eggermont, 1993; Skilling et Bryan, 1984), reposant sur l’entropie de Shannon,
est reconnue comme une stratégie eﬃcace pour la reconstruction RMN 1D (Laue et al., 1985;




Xij logXij . (9.18)
La norme du gradient de R étant inﬁnie sur le bord de l’orthant positif, la pénalisation entropique
va assurer la positivité de la solution de façon implicite. La minimisation du critère pénalisé
peut donc être eﬀectuée sans tenir compte de la contrainte. Cependant, à cause de la propriété
de barrière de la pénalisation entropique, les algorithmes classiques d’optimisation non linéaire
s’avèrent extrèmement lents et ont été rapidement remplacés par des méthodes dédiées à la forme
spéciﬁque du critère.
9.3.2.1 Résolution sous contraintes d’égalité










s.c. y = Kx (9.19)
Deux classes d’algorithmes itératifs ont été principalement proposées pour résoudre (9.19) : La
méthode aﬃne primale (‘aﬃne scaling’) (Gonzaga et Carlos, 1990; Gorodnitsky, 1999; Shi, 1995)
et la reconstruction algébrique multiplicative (MART) (Byrne, 1996; Censor, 1983; Willis et al.,
2000).
Méthode affine primale. La stratégie aﬃne primale consiste à déplacer l’itéré xk > 0 dans la
direction de gradient projeté calculée dans un espace transformé. La transformation est construite
aﬁn de maximiser la valeur de pas réalisable le long de la direction, sans sortir de l’orthant positif.
L’algorithme comprend les trois étapes suivantes : le calcul de la transformation aﬃne, le calcul
de la direction et le calcul du pas. En combinant ces trois étapes, la récurrence s’écrit (Gonzaga
et Carlos, 1990)
xk+1 = xk + αkdk (9.20)
avec dk la direction
dk = −DkPKDk(Dk∇R(xk)), Dk = Diag(xk) (9.21)
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où PM (v) est l’opérateur de projection
PM (v) = (I −MT (MMT )−1M)v. (9.22)
Le pas est choisi aﬁn de maintenir le nouveau point xk+1 à l’intérieur de l’orthant positif.
Reconstruction algébrique multiplicative. L’algorithmeMART (Censor, 1983; Elfving, 1980)
et ses variantes SMART et BI-SMART (Byrne, 1993, 1996; Trummer, 1983) appartiennent à la
famille des méthodes par ‘row action’, méthodes itératives très simples dans laquelle la mise à jour
des itérés correspond à un parcours des lignes de la matrice K. Ces algorithmes sont construits
sous l’hypothèse forte
yj > 0, Kij > 0, si =
∑
j
Kji > 0 ∀i, j. (9.23)
La forme la plus générale BI-SMART correspond à une mise à jour par blocs de lignes d’indices
Ik, tels que l’union des Ik forme l’ensemble complet {1, ...,m}. Partant d’un itéré xk et d’un bloc
d’indices Ik, le nouvel itéré xk+1 s’écrit









où γi, δk et αkj sont des coeﬃcients positifs. La convergence de ces algorithmes est établiée dans
(Byrne, 1996) sous l’hypothèse qu’il existe un x > 0 tel que y = Kx. La solution obtenue
par BI-SMART dépend du choix de x0. La solution du problème (9.19) s’obtient en choisissant
x0 = exp(−1)e, en notant e = (1, ..., 1)T (Censor, 1983).
L’algorithme général BI-SMART est plus couramment utilisé sous les formulations particu-
lières : MART et SMART. Ces algorithmes très simples sont déﬁnis par :
MART : Mise à jour séquentielle
Ik = {jmodm}, γi = δk = 1 et αkj = m−1j où le coeﬃcient de relaxation mj est tel que
m−1j Kji 6 1 (9.25)
SMART : Mise à jour simultanée
Ik = {1, ...,m}, αkj = δk = 1 et γi = s−1i .
L’algorithme MART s’interprête également comme une méthode de point ﬁxe appliquée à l’opti-
misation de la fonction duale du problème (9.19) (au sens de la dualité de Lagrange) (Lent, 1991;
Willis, 2000).
Les méthodes de ‘row-action’ nécessitant un parcours des lignes de la matrice K, elles sont
diﬃciles à mettre en œuvre pour la résolution de problèmes de grande taille utilisant des modèles
implicites dont on sait uniquement calculer la projection Ku et la rétroprojection KTv. C’est le
cas par exemple lorsque K est opérateur de convolution. Une stratégie d’implémentation eﬃcace
de MART est décrite dans (Willis, 2000) lorsque K est une matrice de convolution 2D ayant une
structure bloc Toeplitz.
9.3.2.2 Résolution pénalisée
La forme très simple des algorithmes existants pour l’optimisation ME contrainte est attirante
mais, comme le soulignent (Johnson et McGarry, 2003), la présence de bruit dans les mesures rend
préférable une résolution basée sur la minimisation du critère pénalisé
F (x) = ‖y −Kx‖2 + λ
∑
i
xi log xi. (9.26)
La minimisation de (9.26) peut être réalisée par une stratégie usuelle d’optimisation itérative.
Dans le cadre spéciﬁque du maximum d’entropie, Skilling et Bryan (Skilling et Bryan, 1984) ont
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proposé un algorithme de sous-espace de la forme (3.43) . Le sous-espace Dk contient r > 3

















, j = 3, ..., r
(9.27)











et le préconditionneur Mk = Diag(xk). Ce choix de préconditionneur permet de favoriser la
positivité des itérés (Lanteri et al., 2001; Pichon et Thiébaut, 1998). Le pas sk résulte d’une
itération de Newton appliquée au critère dans le sous-espace. Il est donc solution de l’équation(
DtkHkDk
)
sk = −Dtk∇F (xk), (9.29)
avec Hk , ∇2F (xk). Enﬁn, aﬁn de préserver la positivité des itérés, une opération de projection
sur l’orthant positif est appliquée :
xk+1 = max (xk +Dksk, ǫ) (9.30)
où ǫ est une petite valeur strictement positive.
D’après (Press et al., 1992, p. 1022), la convergence de cet algorithme n’est pas établie. En
particulier, la recherche de pas par Newton et l’opération de projection peuvent entraîner une
croissance du critère entre deux itérés consécutifs. Nous avons proposé dans (Chouzenoux et al.,
2009b) une modiﬁcation de l’algorithme permettant de garantir la décroissance du critère. Notre
stratégie est basée sur l’ajout d’une recherche de pas scalaire le long de la direction xk+1−xk. Ce-
pendant, cette modiﬁcation ne permet toujours pas d’assurer la convergence des itérés en pratique,
au sens où le critère d’arrêt portant sur la norme du gradient n’est jamais atteint. Nous proposons
donc dans ce chapitre une nouvelle stratégie de minimisation du critère pénalisé ME (9.26).
9.4 Algorithme de minimisation ME proposé
9.4.1 Description de l’algorithme
La méthode proposée est un algorithme de Newton tronqué (TN) (Dembo et al., 1982; Nash,
2000). L’algorithme TN est basé sur le schéma de descente itérative
xk+1 = xk + αkdk, (9.31)
où la direction de recherche dk est obtenue par résolution approchée des équations de Newton :
Hkdk = −gk. (9.32)
Cet algorithme est fréquemment utilisé dans le contexte des algorithmes de points intérieurs uti-
lisant des barrières logarithmiques (Bellavia, 1998; Nash et Sofer, 1998) et entropiques (Johnson
et McGarry, 2003). En pratique, la direction dk résulte d’itérations de gradient conjugué sur le
système (9.32) arrêtées avant convergence. Le test d’arrêt est (Nash, 2000) :
‖gk +Hkdk‖ 6 η‖F (xk)‖. (9.33)
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D’autre part, le pas αk est obtenu par une méthode de recherche linéaire appliquée à la fonction
scalaire f(α) = F (xk + αdk).
Nous proposons d’adapter cet algorithme à la minimisation de (9.26) pour la RMN 2D à travers
les modiﬁcations suivantes : La présence de la barrière entropique est prise en compte dans le choix
de la stratégie de pas. L’eﬀet du mauvais conditionnement de la matrice K et du Hessien du terme
entropique est réduit par l’ajout d’un préconditionneur. Enﬁn, le coût de calcul de l’algorithme lié
à la grande taille du problème est réduit par une stratégie d’implémentation originale.
9.4.1.1 Recherche de pas MM log-quadratique
La fonction entropie appartenant à la classe des fonctions barrières, nous proposons d’utiliser
la recherche de pas MMLQ 1D décrite au chapitre 7 pour la détermination de αk :

α0k = 0,
αj+1k = argminα h(α, α
j





La fonction majorante h(., αjk) est construite à partir de la procédure décrite dans le théorème 7.1
en identiﬁant P avec le terme des moindres carrés, µ avec λ et B avec la pénalisation entropique.





On en déduit les valeurs des paramètres α¯j , mj, et γj de la fonction majorante. On notera φi(α) =
d2k,i/(si + αdk,i) dans les deux cas.






























La mise en œuvre de la recherche de pas MM nécessite le réglage du paramètre J . L’inﬂuence de
ce paramètre sur les performances de l’algorithme est discutée dans (Chouzenoux et al., 2010b,c) à
partir de reconstructions sur deux jeux de données synthétiques. Une conclusion identique à celle
eﬀectuée dans le chapitre 8 dans le cadre des algorithmes de points intérieurs est obtenue, à savoir
que les meilleures performances de l’algorithme en terme de nombre d’itérations et de temps de
calcul sont réalisées lorsque l’on fait une seule itération de recherche de pas MMLQ (J = 1).
9.4.1.2 Préconditionnement
Comme le souligne (Hansen, 1998), le Hessien du terme entropique est très mal conditionné
pour des valeurs proches de la frontière de l’orthant positif, car certaines de ces valeurs propres
tendent vers l’inﬁni. De plus, les termes exponentiels dans les noyaux k1 et k2 impliquent queK1 et
K2 sont aussi très mal conditionnées. L’utilisation d’un préconditionneurMk approchant l’inverse
de la matriceHk dans l’étape de gradient conjugué est nécessaire pour avoir une convergence rapide
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de l’algorithme. Dans le contexte de l’optimisation ME, (Johnson et McGarry, 2003) utilise une











La méthode de préconditionnement que nous proposons se base sur la décomposition en valeurs
singulières de K. D’après (9.10), la SVD de K est donnée par K = U tΣV , avec U = U1 ⊗U2,
V = V1 ⊗ V2, Σ = Σ1 ⊗ Σ2, U tiΣiVi étant les SVDs de Ki, i = 1, 2 (Laub, 2004, Chap.13),
(Van Loan, 2000). Déﬁnissons
Mk =
[
V˜ Σ˜2V˜ t + λDiag(xk)−1
]−1
(9.39)
où V˜ et Σ˜ correspondent aux versions tronquées de V et Σ. Si l’on n’eﬀectue pas de troncature,
V˜ = V et Σ˜ = Σ, et Mk s’identiﬁe alors avec le Hessien de F en sk. Dans le cas contraire, Mk
constitue une approximation de rang faible de Hk. La troncature de la SVD de K est obtenue
par une technique inspirée de (Venkataramanan et al., 2002) : On calcule tout d’abord les TSVD
de K1 et K2 de rangs respectifs v1 et v2 puis on déﬁnit V˜ et Σ˜ par
V˜ = V˜1 ⊗ V˜2, (9.40)
Σ˜ = Σ˜1 ⊗ Σ˜2. (9.41)
L’approximation de K qui résulte de cette technique est légèrement diﬀérente de la TSVD de K.
En eﬀet, bien que Σ˜1 et Σ˜2 contiennent chacunes les plus grandes valeurs singulières de Σ1 et Σ2,
Σ˜ ne contient pas nécessairement les plus grandes valeurs singulières de Σ. Par conséquent, notre
approximation peut être sous-optimale par rapport à la TSVD, cette dernière étant optimale au
sens des moindres carrés (Eckart et Young, 1936), mais le fait d’obtenir des expressions factorisées
pour les matrices V˜ et Σ˜ est essentiel pour conserver un coût de calcul réduit.
Le choix des paramètres v1, v2 inﬂue sur les performances de l’algorithme comme nous l’avons
montré dans (Chouzenoux et al., 2010b,c). Augmenter vi améliore les performances de l’algorithme
en terme de nombre d’itérations car le préconditionneur est plus proche de l’inverse du Hessien.
Par contre, le coût de calcul par itération augmente. Le réglage optimal dépend de la répartition
des valeurs propres des matrices Ki. Sur les données traitées dans (Chouzenoux et al., 2010b,c),
un bon compromis est réalisé pour 4 6 vi 6 8.
L’intégration du préconditionneur dans l’algorithme de gradient conjugué est décrite dans
l’algorithme 9.1, noté GCP.
Entrées : gk,Hk,Mk
Sorties : Solution approchée dk de (9.32)
u0 ← 0
r0 ← −gk −Hku0
p0 ←Mkr0
tantque (9.33) n’est pas vériﬁé faire
θi ← (rtiMkri)/(ptiHkpi)
ui+1 ← ui + θipi
ri+1 ← ri − θiHkpi
βi ← (rti+1Mkri+1)/(rtiMkri)
pi+1 ← Mkri+1 + βipi
dk ← ui+1
fin tantque
Algorithme 9.1 – Algorithme de gradient conjugué préconditionné (GCP)
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9.4.1.3 Critères d’arrêt
La résolution de (9.26) est eﬀectuée par l’algorithme de Newton tronqué 9.2. Nous utilisons le
critère d’arrêt global (Nocedal et Wright, 1999) :
‖gk‖∞ < 10−8(1 + |F (xk)|). (9.42)
Le critère d’arrêt des itérations de GCP dépend du paramètre de tolérance η. Ce paramètre inﬂue
sur le nombre de sous-itérations GCP nécessaires pour déterminer la direction de Newton tronquée.
Le réglage optimal de η résulte d’un compromis entre les nombres de sous itérations de GCP et
d’itérations globales. Nous ﬁxerons par la suite η = 10−4 car ce réglage fournit les meilleures
performances en terme de temps de calcul dans les expérimentations menées dans (Chouzenoux
et al., 2010b,c).
Entrées : Valeur initiale x0  0, paramètres v1, v2, J , λ, γ et précisions ǫ, η.
Sorties : Résolution de (9.26)
Calculer les TSVDs de K1 et de K2 de rangs respectifs v1 et v2.
tantque (9.42) n’est pas vériﬁé faire
Calculer gk,Mk et Hk.
Calculer dk par l’algorithme 9.1.
Déterminer αk après J itérations de (9.34).
Mettre à jour xk selon (9.31).
fin tantque
Algorithme 9.2 – Algorithme TN pour le problème ME
9.4.2 Réduction du coût de calcul
Nous montrons dans cette section que le coût de calcul de chaque itération de l’algorithme de
reconstruction 9.2 peut être réduit signiﬁcativement en exploitant la forme factorisée de la matrice
d’observation.
Trois opérations majeures sont eﬀectuées à chaque itération : le calcul du gradient gk = ∇F (xk)
et les produits de Mk et Hk avec un vecteur. Ces trois quantités peuvent être calculées à l’aide
d’opérations peu coûteuses ne nécessitant pas d’expliciter la matriceK grâce à la propriété suivante
du produit de Kronecker (Van Loan, 2000) :
(K1 ⊗K2)x = K1XKT2 , si x = vect (X) . (9.43)
9.4.2.1 Gradient





+ λ(1 + logxk). (9.44)
9.4.2.2 Hessien









où ./ correspond à la division terme à terme.
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9.4.2.3 Préconditionneur
Notons tout d’abord que le préconditionneur s’écrit aussi
Mk = Ak −AkV˜ (Σ˜−2 + V˜ tAkV˜ )−1V˜ tAk, (9.46)
avec Ak = λ−1Diag(xk), d’après le lemme d’inversion matriciel. De plus, les composantes de la








(Xk)mn (V˜1)ma (V˜2)nb (V˜1)mc (V˜2)nd,
avec (a, b) et (c, d) les indices bi-dimensionnels correspondant respectivement aux indices scalaires
i et j. Par conséquent, le produit Mkw s’obtient avec un coût de calcul raisonnable en utilisant
l’expression








où bk = Akw, qk = (Σ˜




et Qbk = mat(qk), Bk = mat(bk).
9.5 Application à la reconstruction de données réelles
9.5.1 Réglage du coeﬃcient de régularisation
Lors de la reconstruction de spectres issus de données synthétiques, une stratégie naturelle de
réglage de λ consiste à minimiser l’erreur entre le spectre simulé et le spectre reconstruit. Cepen-
dant, dans un contexte expérimental, il est nécessaire de trouver une façon de régler automatique-
ment ce paramètre. Pour ce faire, de nombreuses méthodes existent (Galatsanos et Katsaggelos,
1992), telles que la validation croisée généralisée (Reeves, 1990; Reeves et Mersereau, 1990), la
méthode de la courbe en L (Hansen et O’Leary, 1993; Hansen, 1992) ou la méthode du Chi-carré
(ou Chi-deux) (Trussell, 1983).
Cette dernière méthode est couramment employée pour l’inversion d’intégrales de Fredholm
(Butler et al., 1981; Mariette et al., 1996; Venkataramanan et al., 2002) et pour l’optimisation ME
(Pichon et Thiébaut, 1998; Skilling et Bryan, 1984). Etant données des mesures Y et une estimation
de l’écart type du bruit σˆ, le Chi-carré correspond à la diﬀérence entre la valeur observée et la
valeur attendue :
χ2 = ‖K1XKt2 − Y ‖2F /σˆ2 (9.48)
La variable χ2 suit une distribution normale de moyenne et de variance
Moyenne(χ2) = m1m2, Variance(χ
2) = 2m1m2. (9.49)
Par conséquent, une méthode classique pour ﬁxer λ est de contraindre χ2 à sa valeur moyenne
attendue
χ2cible = m1m2. (9.50)
Cependant, la contrainte (9.50) conduit souvent à une solution sur-régularisée (Galatsanos et
Katsaggelos, 1992; Pichon et Thiébaut, 1998; Rice, 1986) et un meilleur résultat est obtenu en
imposant
χ2cible = m1m2 −
√
2m1m2. (9.51)
Dans les applications où le niveau de bruit est important ou l’estimation de σ imprécise, le test
du Chi-carré peut être impossible à vériﬁer car χ2 peut être toujours strictement supérieur à χ2cible
même pour une valeur de λ très petite. Dans ce cas, la méthode de la courbe en S est préconisée
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(Song et al., 2002) : il s’agit de choisir λ tel que la décroissance de la courbe en S, déﬁnie comme





avec ǫ un seuil très petit à spéciﬁer. Nous proposons de combiner les deux stratégies pour dé-
terminer λ, comme le décrit l’algorithme 9.3. Notons que les minimisations (9.53) peuvent être
eﬀectuées avec un coût de calcul très faible, en initialisant l’algorithme 9.2 par la solution obtenue
au précédent λ.




















Figure 9.6 – Courbe en S obtenue lors de la reconstruction ME du jeu de données synthétique A
dans (Chouzenoux et al., 2010b). La vériﬁcation du test du Chi-carré (9.51) et du test de la courbe
en S (9.52) sont illustrées respectivement par des cercles noirs et blancs. D’après l’algorithme 9.3,
le paramètre λ retenu est celui vériﬁant le test du Chi-carré.
Entrées : x0  0, λ0 et paramètre de relaxation θ ∈ (0, 1)
Sorties : Reconstruction ME avec réglage de λ basé sur le principe du Chi-
carré
tantque (9.51) et (9.52) ne sont pas vériﬁées faire
Avec l’algorithme 9.2, calculer
Xˆ = argmin
X
J(X) + λnR(X). (9.53)
Calculer χ2(Xˆ) avec (9.48).
λn+1 ← θλn
fin tantque
Algorithme 9.3 – Méthode de la courbe en S pour l’estimation du paramètre de régularisation
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9.5.2 Réglage du paramètre d’angle de bascule
Lors d’une expérience RMN, l’angle de bascule Φ réellement engendré par le champ B1 peut
diﬀérer de sa valeur désirée Φˆ (Song et al., 2002). Par conséquent, le paramètre γ du modèle
d’observation est entaché d’une erreur. Celle-ci a une inﬂuence importante sur les résultats de
reconstruction, indépendamment de l’algorithme d’optimisation utilisé (Chouzenoux et al., 2010b).
Une procédure de prétraitement des données est proposée dans (Song et al., 2002) aﬁn que
celles-ci ne dépendent plus de γ. Elle consiste à soustraire aux données une mesure obtenue pour
τ1 très grand (typiquement, τ1 = 5T1 max) :
Ycor(τ1, τ2) = Y (τ1, τ2,Φ)− Y (τ1 →∞, τ2,Φ). (9.54)






indépendant de Φ. Un inconvénient de cette procédure est qu’elle ne permet pas de connaître la
valeur réelle de l’angle Φ.
Dans cette section, nous présentons une stratégie d’estimation de ce paramètre qui ne nécessite
pas de modiﬁer le modèle ni de prétraiter les données. Nous déﬁnissons tout d’abord comme spectre
de référence le spectre mono-dimensionnelX(T2) reconstruit à partir de données Y (τ1 →∞, τ2,Φ).
Une propriété remarquable de ce spectre est qu’il ne dépend pas du réglage de Φ puisqu’il est issu
du modèle




Pour un réglage exact de Φ dans le modèle d’observation, le spectre de référence issu de l’inversion
de (9.56) est identique à celui issu de la marginalisation de X(T1, T2) obtenu par inversion du
modèle (9.3). Par conséquent, parmi plusieurs reconstructions 2D avec diﬀérentes valeurs de γ,
nous retenons celle dont la marginalisation fournit le spectre le plus proche du spectre T2 de
référence, comme l’illustre la ﬁgure 9.7. A nouveau, les reconstructions successives peuvent être
eﬀectuées avec un coût de calcul minimal, en utilisant la solution obtenue au précédent γ comme












Figure 9.7 – Estimation de γ lors de la reconstruction ME du jeu de données synthétique A dans
(Chouzenoux et al., 2010b). QT2 est la norme ℓ2 de l’erreur entre le spectre T2 marginalisé et le
spectre T2 de référence. Elle est minimale lorsque γ est égal à sa valeur eﬀective, i.e. γ = 1.
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9.5.3 Application à l’analyse d’échantillons de pomme par RMN
Nous présentons les résultats d’estimation d’un spectre T1−T2 d’un échantillon de pomme. Les
mesures ont été eﬀectuées pour m1 = 50 valeurs de τ1, réparties non uniformément entre 30ms
et 12 s. Dans tous les cas, le moment magnétique résultant est mesuré en m2 = 10000 valeurs
du temps d’écho réparties uniformément entre 600µs et 8 s. L’algorithme 9.2 a été utilisé pour
reconstruire le spectre en N1 = N2 = 200 valeurs des temps de relaxation T1 et T2, réparties
uniformément entre 25 ms et 3 s. Les paramètres d’optimisation sont choisis aﬁn de minimiser le
temps de calcul avant convergence soit J = 1, η = 10−4 et v = 7. D’autre part, la stratégie décrite
dans l’algorithme 9.3 est utilisée pour le réglage du paramètre de régularisation. Nous présentons
à présent les résultats de la procédure d’estimation de l’angle de bascule.
Les données ont été obtenues à partir d’un champ de radio-fréquence d’amplitude et de durée
réglées aﬁn de produire un angle de bascule de Φˆ = 90˚ soit γˆ = 1. La ﬁgure 9.8 illustre la
forme des spectres reconstruits pour diﬀérentes valeurs du paramètre γ entre 0.9 et 1. La position
et l’amplitude des pics varient fortement en fonction de γ. Par conséquent, une reconstruction
exploitable des données nécessite de connaître de façon précise la valeur eﬀective de ce paramètre.
Nous utilisons la stratégie d’estimation décrite dans la section 9.5.2. D’après la courbe obtenue en
ﬁgure 9.9, la valeur retenue correspond à un angle de bascule de Φ ≈ 85˚ (i.e., γ = 0.92), diﬀérent
de Φˆ.
La ﬁgure 9.10 présente le spectre 2D reconstruit pour cette valeur de γ. On remarque que la
distribution présente une corrélation entre T1 et T2, par exemple au niveau du pic localisé autour
de [T1 = 1.4 s, T2 = 0.9 s]. Cette information est très utile pour l’analyse de la structure moléculaire
de l’échantillon (Hürlimann et Venkataramanan, 2002). En ce qui concerne les performances de
l’algorithme de reconstruction, le critère d’arrêt est atteint après 59 s et 67 itérations pour la
valeur de λ = 1.3 ·10−4. La similarité entre les spectres 1D T1 et T2 reconstruits et les spectres 1D
déduits des marginalisations du spectre 2D mise en évidence sur la ﬁgure 9.11 illustre la qualité
de la reconstruction 2D.
Comparons à présent les spectres issus de la minimisation du critère ME avec ceux fournis par
la stratégie de Tikhonov associée à des contraintes de positivités (TIK+), décrite en section 9.3.1.
L’algorithme BRD est associé à la stratégie de compression décrite dans (Venkataramanan et al.,
2002) avec un taux de compression ﬁxé à m˜i = 10. De plus, la stratégie décrite dans l’algorithme 9.3
est utilisée pour régler le paramètre de régularisation. Le spectre 2D obtenu et ses marginales sont
présentés en ﬁgures 9.12 et 9.13. L’algorithme TIK+ nécessite 11 s et 14 iterations pour converger,
avec λ = 2 · 10−5.
Les spectres 2D issus des méthodes ME et TIK+ fournissent une mesure d’attachement aux
données similaire :
‖K1XK2 − Y ‖2/‖Y ‖ ≈ 98%. (9.57)
et présentent des pics aux mêmes couples (T1, T2). Cependant, leur forme est diﬀérente en terme
de régularité et d’amplitude. Les pics du spectre ME sont plus lisses et ont une amplitude plus
élevée. De plus, ils mènent à des marginales 1D plus proches des spectres 1D obtenus par inversion.
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9.6 Conclusion
La reconstruction d’un spectre T1-T2 en RMN nécessite l’inversion numérique d’une transfor-
mée de Laplace 2D, connue pour être un problème inverse mal posé. Dans ce chapitre, nous avons
présenté une méthode de reconstruction eﬃcace basée sur une pénalisation par maximum d’entro-
pie et une optimisation par l’algorithme de Newton tronqué. Une diﬃculté importante réside dans
la grande taille de la matrice intervenant dans le modèle direct. Plutôt que de réduire cette matrice
par l’étape de compression proposée dans (Venkataramanan et al., 2002), nous avons conservé sa
forme exacte pour un coût de calcul raisonnable grâce à une implémentation de l’algorithme utili-
sant la séparabilité du noyau de convolution. La pénalisation entropique introduisant une barrière
dans le critère, la recherche de pas MMLQ a été employée. Enﬁn, la convergence de l’algorithme
a été accélérée grâce à un préconditionneur basé sur les TSVDs des noyaux de convolution.
L’applicabilité de l’algorithme a été testée sur des données simulées et réelles. De plus, nous
avons comparé les résultats avec ceux obtenus par la méthode de Tikhonov contrainte de (Ven-
kataramanan et al., 2002). Les deux méthodes fournissent des spectres similaires. La méthode de
Tikhonov contrainte est plus rapide mais elle nécessite une réduction de la taille du problème par
compression des donnéees passant par le réglage de deux paramètres.
Le traitement de données réelles nécessite d’élaborer une stratégie de réglage du coeﬃcient
de régularisation. Nous avons proposé une méthode itérative basée sur une hybridation entre le
test du Chi carré et le test de la courbe en S. Les résultats présentés dans (Chouzenoux et al.,
2010b) se sont révélés satisfaisants à la fois sur les jeux de données simulés que sur les spectres
réels. Une perspective est de comparer cette procédure avec les diﬀérentes méthodes présentées
dans (Galatsanos et Katsaggelos, 1992).
La reconstruction des données réelles nous a permis de souligner l’importance d’un réglage
adéquat du paramètre d’angle de bascule dans le modèle. A notre connaissance, il s’agit d’un
problème rarement évoqué dans la littérature de RMN. Nous avons proposé dans ce chapitre
une stratégie d’estimation de l’angle de bascule qui s’avère eﬃcace sur nos jeux de données. Une
perspective envisagée à court terme consiste à valider cette méthode et à la comparer avec la























Figure 9.8 – Reconstruction T1-T2 (haut) à partir des données réelles et reconstruction T2 déduite
par marginalisation (bas), pour diﬀérentes valeurs du paramètre γ dans [0.9, 1]. L’eﬀet d’une
augmentation de γ sur la position et l’amplitude des pics est illustré par les ﬂèches.










Figure 9.9 – Estimation de γ lors de la reconstruction d’un spectre issue de données réelles.
L’erreur minimale entre le spectre T2 marginalisé et le spectre T2 de référence est obtenue pour
γ = 0.92 ce qui correspond à l’angle de bascule Φ = 85˚ 24′ diﬀérent de Φˆ = 90˚ .
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Figure 9.10 – Spectre RMN 2D reconstruit par la méthode ME à partir des données réelles.














(a) spectre T1 (b) spectre T2
Figure 9.11 – Distributions 1D obtenues par marginalisation du spectre 2D reconstruit par la



























Figure 9.12 – Spectre RMN 2D reconstruit par la méthode TIK+ à partir des données réelles.














(a) spectre T1 (b) spectre T2
Figure 9.13 – Distributions 1D obtenues par marginalisation du spectre 2D reconstruit par la




Dans le cadre de ce travail de thèse, nous nous sommes intéressés à des questions algorithmiques
liées à la mise en œuvre de l’approche pénalisée pour la résolution de problèmes inverses linéaires de
grande taille. Ce travail de thèse nous a amené à nous intéresser de près aux stratégies de pas pour
l’optimisation itérative de critères diﬀérentiables. Nous nous sommes tout d’abord intéressés à la
recherche de pas par Majoration-Minoration quadratique. Nous avons ensuite proposé une nouvelle
méthode de pas adaptée à la minimisation des critères à barrières. Enﬁn, nous avons développé un
algorithme eﬃcace de reconstruction de spectres RMN bi-dimensionnels par maximum d’entropie.
Nous concluons maintenant brièvement sur ces trois aspects et soulignons quelques perspectives
qui nous paraissent intéressantes à court et à moyen terme.
Recherche de pas par Majoration-Minoration quadratique
La stratégie de pas par Majoration-Minoration quadratique MMQ 1D développée dans la thèse
de Christian Labat (Labat, 2006) pour les algorithmes de gradient conjugué non linéaire (GCNL)
se distingue des méthodes standards par sa grande simplicité et ses nombreuses propriétés de
convergence. Nous avons montré dans le chapitre 4 que ces propriétés s’étendaient aux cas des
algorithmes de descente à gradient relié, regroupant les méthodes de Newton, quasi-Newton et
Newton tronqué.
Les algorithmes de descente font en fait partie d’une classe d’algorithmes plus générale qui est
celle des algorithmes de sous-espace. Dans ceux-ci, l’étape de calcul du pas nécessite d’explorer
le critère à l’intérieur d’un sous-espace de faible dimension. Notre contribution est de déﬁnir une
nouvelle méthode de pas pour les algorithmes de sous-espace, correspondant à une généralisation
multi-dimensionnelle de la méthode MMQ 1D notée MMQ rD. Nous avons établi dans le chapitre 4
la convergence de ce schéma sous des conditions peu restrictives sur le sous-espace.
En associant le schéma de pas MMQ 2D au sous-espace de mémoire de gradient (MG), nous
obtenons un algorithme similaire au GCNL et même identique à celui-ci dans le cas d’un critère
quadratique. Nous avons illustré expérimentalement dans le chapitre 5 la pertinence de l’algorithme
MG + MMQ 2D par rapport au schéma de descente GCNL + MMQ 1D sur un problème de
déconvolution d’images. L’intérêt de l’algorithme MG + MMQ 2D est qu’il permet de s’aﬀranchir
du choix de la formule de conjugaison qui a des répercussions importantes sur les performances
de l’algorithme GCNL (Hager et Zhang, 2006b). De plus, sa convergence est assurée lorsqu’un
préconditionneur variable est utilisé. A l’opposé, la convergence de l’algorithme GCNL associé à
un préconditionneur variable reste un sujet ouvert (Al-Baali et Fletcher, 1996; Pytlak, 2009).
Lien avec les algorithmes de régions de confiance. Revenons à la stratégie de pas multi-
dimensionnel développée par (Shi et Xu, 2009). Dans cette dernière, le calcul du pas résulte de
minimisations de l’approximation quadratique qk(s) du critère f(s) = F (xk +Dks) à l’intérieur
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d’une région de conﬁance de taille ∆k conditionnée par la valeur du résidu
rk =
f(0)− f(sk)
f(0)− qk(sk) . (10.1)
Le pas est accepté lorsque le test rk > µ est vériﬁé, avec µ ∈ (0, 1). Sinon, la taille de la région est
réduite. Supposons que qk(.) soit déﬁnie comme une approximation majorante quadratique de f
en 0. Alors le minimiseur s∗k de qk(.) vériﬁe





Si ∆k est supérieur à ‖Dks∗k‖, alors s∗k s’identiﬁe avec la solution contrainte sk de (4.30). De plus,
la propriété de majoration implique que le résidu rk est supérieur à 1, ce qui entraine l’acceptation
du pas quelque soit µ. Par conséquent, lorsque l’approximation quadratique qk est choisie aﬁn
de majorer le critère, le pas obtenu par la stratégie de régions de conﬁance de (Shi et Xu, 2009)
s’identiﬁe à un pas MMQ rD contraint.
Il serait intéressant de voir si un tel lien existe entre stratégies de régions de conﬁance et de
Majoration-Minoration appliquées à la minimisation du critère global F (x). Une question impor-
tante serait de savoir si les bonnes propriétés des algorithmes de régions de conﬁance, notamment
en ce qui concerne la minimisation des critères non convexes ou très mal conditionnés, se trans-
mettent aux algorithmes MM.
Recherche de pas et optimisation sous contraintes. Les algorithmes de descente itérative
ou plus généralement de sous-espace sont dédiés à l’optimisation non contrainte. L’utilisation de
directions admissibles dans l’algorithme de descente permet toutefois de prendre en compte sim-
plement des contraintes convexes. Les stratégies de pas MMQ et MMLQ 1D peuvent être utilisées
dans ce contexte à condition de restreindre la valeur du pas dans l’intervalle (0, 1]. La convergence
est assurée si la direction admissible est à gradient reliée (Bertsekas, 1999, Prop.2.2.1). C’est par
exemple le cas de la direction de gradient projeté associée à l’orthant positif (Bertsekas, 1999,
Sec.2.3), ou de la direction utilisée dans les algorithmes de décomposition du gradient (‘gradient
splitting’) (Lanteri et al., 2002, 2001).
Une accélération signiﬁcative de l’algorithme de directions admissibles s’obtient en réalisant
une recherche de pas le long du domaine contraint (Ni et Yuan, 1997; Pytlak, 1998; Xiao et Zengxin,
2007). Cela s’exprime comme la minimisation approchée d’une fonction scalaire diﬀérentiable par
morceaux. Une perspective serait de développer une stratégie de pas MM permettant de traiter ce
problème non diﬀérentiable. Cela passerait par exemple par l’utilisation de fonctions majorantes ne
vériﬁant pas partout la condition de tangence. Une autre stratégie pourrait être de relaxer la valeur
du pas aﬁn de ne jamais arriver en un point de non diﬀérentiabilité. Une méthode similaire est
utilisée dans (Fuchs, 2007) dans le cadre de la minimisation d’un critère ℓ2− ℓ1 par un algorithme
semi-quadratique.
La prise en compte de contraintes dans l’algorithme de sous-espace est discutée dans (Conn
et al., 1994a; Yuan, 2007). La principale diﬃculté réside dans la minimisation contrainte du critère
dans le sous-espace. Celle-ci peut être réalisée par l’algorithme de Newton projeté (Conn et al.,
1994a), par exemple celui décrit dans (Bertsekas, 1981). Lorsque le sous-espace de Quasi-Newton
est employé, il en résulte un algorithme très similaire à l’algorithme L-BFGS-B de (Byrd et al.,
1995). Yuan et coll. proposent d’utiliser un algorithme de régions de conﬁance contraint tel que
celui décrit dans (Conn et al., 1988). Là encore, il serait intéressant d’étudier les propriétés de la
méthode lorsqu’une approximation majorante est utilisée pour l’approximation quadratique dans
la région de conﬁance.
Recherche de pas et optimisation non différentiable. Dans ce travail de thèse, nous nous
sommes placés dans le cadre de l’optimisation d’un critère diﬀérentiable. Cependant, dans certaines
applications du traitement du signal et de l’image, l’utilisation d’un critère non diﬀérentiable
est plus adaptée. C’est le cas par exemple lorsque l’on cherche à restaurer des représentations
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parcimonieuses, dans un objectif de compression de données (Chen et al., 1998). L’a priori de
parcimonie est introduit de façon eﬃcace à travers l’utilisation d’une norme ℓ1 dans la fonction de
pénalisation, donnant lieu à un critère pénalisé non diﬀérentiable. La non-diﬀérentiabilité du critère
nécessite de recourir à des stratégies d’optimisation spéciﬁques (Carlavan et al., 2010; Combettes
et Pesquet, 2010) basées pour la plupart sur l’utilisation de l’opérateur proximal (Rockafellar,
1976). Citons par exemple l’algorithme FISTA (Beck et Teboulle, 2009), et les algorithmes de
‘foward-backward splitting’ (Combettes et Wajs, 2005) et de Douglas-Rachford (Combettes et
Pesquet, 2007). L’implémentation de ces deux derniers algorithmes nécessite le réglage à chaque
itération d’un paramètre de relaxation. En pratique, ce paramètre est maintenu à une valeur
constante choisie aﬁn de vériﬁer des conditions suﬃsantes de convergence (Carlavan et al., 2010).
Cependant, la question se pose de savoir si un réglage plus élaboré, basé sur une méthode de
recherche de pas, entrainerait une accélération de l’algorithme. Là encore, une stratégie de pas
MM adaptée à la non diﬀérentiabilité du critère pourrait être employée.
Recherche de pas par Majoration-Minoration log-quadratique
La deuxième partie du travail de thèse est consacrée à la minimisation de critères contenant
une barrière. Nous montrons dans le chapitre 6 que les stratégies de pas standards, ainsi que la
recherche de pas MMQ 1D sont ineﬃcaces pour résoudre ces problèmes. Nous avons alors considéré
dans le chapitre 7 des fonctions majorantes log-quadratiques menant à la procédure MMLQ 1D.
Une part importante de nos eﬀorts a porté sur l’établissement des preuves de convergence des
algorithmes de descente itérative associés au pas MMLQ 1D. Cette méthode fournit une alternative
aux stratégies d’interpolation log-quadratiques utilisées dans la littérature, qui se démarque par sa
simplicité d’implémentation. Dans le chapitre 8, nous avons illustré l’eﬃcacité du pas MMLQ 1D
pour résoudre des problèmes quadratiques contraints par la méthode de points intérieurs primale.
Dans le cas de la méthode primale-duale, notre conclusion est qu’une simple stratégie de restriction
du pas dans le domaine contraint est préférable, ce qui était déja noté dans (Roos et al., 2006,
Sec.20.6.2). Des extensions de la recherche de pas MMLQ 1D peuvent être envisagées.
Hypothèses sur la forme de la barrière. Les résultats du chapitre 7 sont obtenus sous






i x+ ρi) (10.3)
où ψi est une barrière scalaire qui vériﬁe l’inégalité − 2u ψ¨i(u) 6
...
ψi(u) 6 0. Une perspective
intéressante consiste à généraliser ses résultats à d’autres formes de fonctions barrières, incluant
par exemple des contraintes non linéaires.
L’hypothèse sur la forme de B nous permet de déﬁnir dans le théorème 7.1 une fonction
majorante du critère le long d’une direction, et de construire la recherche de pas MMLQ 1D.
Cependant, il n’y a pas de façon unique de déﬁnir une fonction majorante log-quadratique du
critère. En particulier, nous souhaitons souligner le fait que, lorsque les contraintes sont linéaires,
les propriétés de convergence du chapitre 7 sont vériﬁées pour toute majorante log-quadratique de
la forme (7.7) de courbure bornée i.e., vériﬁant le lemme 7.5.











i x+ ρi, i = 1, ...,m (10.5)
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avec Ci des matrices déﬁnies positives de Rn×n. Pour tout x tel que Ci(x) > 0, la fonction
α 7→ Ci(x + αd) est concave, quadratique et positive en α = 0. Par conséquent, elle s’annule en
deux valeurs ﬁnies (αi−, α
i
+), correspondant aux racines d’un polynome du second ordre. Donc elle
se factorise en
Ci(x+ αd) = −qi(α− αi−)(α− αi+), qi > 0. (10.6)





− log(−qi(α− αi+))− log(α− αi−) (10.7)
en positionnant les barrières en α− = maxi αi− et α+ = mini α
i
+. Notons que notre analyse de
convergence ne permet pas de couvrir cette technique de majoration car l’hypothèse sur la linéarité
des contraintes intervient dans la démonstration du lemme 7.6.





aiψi(Ci(x)), Ci(x) = c
T
i x+ ρi (10.8)
où les ai sont des réels non nécessairement positifs, conduisant à des termes concaves. La construc-
tion de la majorante s’obtient en utilisant une propriété bien connue des fonctions concaves, à
savoir qu’elles sont majorables par leur approximation du premier ordre (i.e. linéaire). Les termes
convexes sont majorés avec la méthode existante. La convergence de la recherche de pas résultant
de cette nouvelle majorante doit cependant être étudiée, en particulier la vériﬁcation du lemme 7.5.










+ [Dx]i − xi, (10.9)
utilisée dans (O’Sullivan, 1995) pour la reconstruction d’images en tomographie.
Barrière auto-concordante. Dans le chapitre 6, nous avons souligné que la recherche de pas
développée par Yurii Nesterov pour les fonctions à barrières auto-concordantes était similaire à
une stratégie MM. En eﬀet, le pas de Nesterov résulte de la minimisation d’une fonction log-
quadratique majorante du critère le long de la direction de descente. Cependant, alors que nous
imposons la position de la barrière de la majorante MMLQ à la valeur α+ délimitant le domaine
contraint, la singularité de la majorante de Nesterov est située en α¯ < α+. La question serait
alors de savoir si nos résultats de convergence s’étendent à cette méthode de pas. L’intérêt serait
d’obtenir une stratégie de pas MMLQ pour les formes de barrières suivantes, vériﬁant l’hypothèse







B(x) = −∑i log(− 12xTCix+ cTi x+ ρi) avec Ci déﬁnies positives
B(x) = −∑i log(ρ2i − ‖x‖2)
B(x) = − log detC(x) avec C(.) matrice de Rm×m
Majorante log-quadratique multi-dimensionnelle. La construction du pas MMQ se base
sur l’existence de fonctions majorantes du critère global F (x). De ces majorantes globales, on dé-
duit des majorantes du critère sur un espace restreint (droite supportant la direction de descente,
ou espace engendré par les directions de recherche) aﬁn de construire la recherche de pas. A l’op-
posé, le pas MMLQ est issu d’un majorante log-quadratique construite en considérant uniquement
le critère le long d’une direction. La question se pose de savoir si cette majorante s’écrit comme
la restriction scalaire d’une majorante globale du critère. L’intérêt serait de pouvoir ensuite gé-
néraliser la recherche de pas MMLQ 1D en recherche de pas MMLQ multi-dimensionnelle pour
l’algorithme de sous-espace. On pourrait également envisager une minimisation du critère avec
une stratégie MM log-quadratique directement dans le domaine RN .
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Le dernier chapitre de la thèse est consacré au développement d’une méthode de résolution
du problème inverse qui se pose en RMN 2D. Pour pallier le caractère mal posé du problème,
nous proposons une stratégie basée sur l’inversion pénalisée par le maximum d’entropie (ME).
Le problème d’optimisation qui en résulte est résolu par l’algorithme itératif de Newton tronqué,
associé à un préconditionneur par TSVD et à la recherche de pas MMLQ. La prise en compte de la
séparabilité du modèle dans l’implémentation permet de réduire le coût de calcul de l’algorithme
sans passer par une étape de compression des données. Le réglage du coeﬃcient de régularisation
est basé sur le test du Chi carré. De plus, le paramètre de l’angle de bascule est estimé à partir des
données acquises lors de l’expérimentation RMN aﬁn de limiter les erreurs liées au modèle direct.
Les performances de la méthode sont illustrées à travers des reconstructions de spectres réels issus
de l’agro-alimentaire.
Autres algorithmes. Une première question se pose de savoir s’il existe des algorithmes itéra-
tifs plus performants que l’algorithme de Newton tronqué pour minimiser le critère pénalisé par
maximum d’entropie. L’algorithme de Bryan et Skilling se montre plus rapide que notre méthode
en terme de décroissance du critère sur les premières itérations. Cependant, les itérés qu’il génère
restent ensuite bloquées en un point qui ne minimise pas le critère (Chouzenoux et al., 2009b).
Une perspective intéressante serait de proposer un algorithme de sous-espace pour le problème
ME, présentant de bonnes performances aussi bien à l’initialisation qu’à l’approche de la solution
optimale.
Les algorithmes de la famille ART (ex : SMART, MART) présentent l’intérêt d’être très simples
à implémenter grâce à leur forme multiplicative. Cependant, leur formulation actuelle permet une
résolution sous contraintes d’égalité, menant à des solutions de mauvaises qualités lorsque le pro-
blème inverse est mal posé. Une perspective serait de proposer un algorithme multiplicatif permet-
tant de résoudre le problème de maximum d’entropie sous sa forme pénalisée. Une approche par
Majoration-Minoration séparable (De Pierro, 1993; Lee et Seung, 2001) ou bien par décomposition
du gradient (Lanteri et al., 2002, 2001) pourrait par exemple être envisagée.
Estimation de l’angle de bascule. La stratégie que nous avons proposée pour estimer la
valeur de l’angle de bascule se base sur une approximation de l’expression du noyau k1 après un
temps de mesure τ1 supposé ‘grand’. On en déduit un spectre T2 de référence qui nous permet
de retrouver l’angle exact du basculement réalisé lors de la mesure. Une perspective à court
terme serait d’analyser la sensibilité de notre méthode à la valeur de τ1 utilisée pour reconstruire
le spectre de référence. Il faudrait également comparer les spectres obtenus avec ceux issus de
données prétraitées suivant la stratégie de (Song et al., 2002).
Noyaux non séparables. Les stratégies de préconditionnement et de réduction de la complexité
de l’algorithme sont basées sur la séparabilité du noyau présent dans le modèle intégral. Dans
certaines applications RMN, le noyau n’est pas séparable (Hürlimann et Venkataramanan, 2002).
Une perspective serait alors de traiter ces problèmes en approchant le noyau de convolution par
une somme de noyaux séparables en se basant sur une décomposition de matrices en produits de






Démonstrations du chapitre 7
A.1 Propriétés de la récurrence MM
Nous considérons dans cette section x ∈ C et d une direction de descente. Tout d’abord, nous
établissons deux résultats préliminaires issus de l’expression de la majorante et de son minimiseur.
A.1.1 Résultats préliminaires
Lemme A.1. Soit j ∈ {0, . . . , J − 1}. Si f˙(αj) 6 0, alors :
f(αj)− f(αj+1) + 1
2
(αj+1 − αj)f˙(αj) > 0 (A.1)
Démonstration. La démonstration est triviale pour f˙(αj) = 0. Nous supposons par la suite que
f˙(αj) < 0 de telle sorte que α+ > αj+1 > αj . Soit la fonction scalaire
ξ(u) = − log(1− u)− u. (A.2)






, ∀u ∈ (0, 1) (A.3)
En posant u = α−α
j
α+−αj





, ∀α ∈ (αj ;α+). (A.4)





τ(α) = Q(α) + γj(α+ − αj)ϕ(α). (A.6)
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De plus, la fonction majorante s’écrit
h(α, αj) = f(αj) + (α− αj)f˙(αj) + τ(α), ∀α ∈ [αj , α+) (A.8)





, ∀α ∈ (αj ;α+). (A.9)
h(., αj) est une fonction tangente majorante de f donc
h(α, αj)− f(α) = f(αj)− f(α) + (α− αj)f˙(αj) + τ(α) > 0 (A.10)
En posant α = αj+1 > αj dans (A.9) et (A.10), on obtient
f(αj)− f(αj+1) + (αj+1 − αj)f˙(αj) + 1
2
(αj+1 − αj)τ˙(αj+1) > 0 (A.11)
D’où le résultat, en utilisant
τ˙(αj+1) = h˙j(αj+1, αj)− f˙(αj) (A.12)
= −f˙(αj) (A.13)




6 αj+1 − αj 6 −2q3
q2
. (A.14)
où q1, q2 et q3 sont donnés en (7.51).
Démonstration. Si f˙(αj) 6 0, alors αj+1 s’écrit













où les valeurs (mj , γj, α¯j) sont données par

α¯j = α+
















D’où la relation (A.14).
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A.1.2 Démonstration du lemme 7.5
Montrons que la courbure de la fonction majorante est bornée. Posons j ∈ {0, . . . , J − 1} et le



























∀α ∈ [αj , α+)
En particulier,





= mjp + µb¨(α
j). (A.20)
La dérivée seconde de b en αj s’écrit




De plus, x+αjd ∈ V . Par conséquent, il suﬃt de montrer que l’ensemble {A(x) + µ∇2B(x)|x ∈ V}
est à spectre borné strictement positif.
Soit x ∈ V .





(2, κi) if φi(u) = −κi log u
(1, 1) if φi(u) = u logu
(−r2 + r, 2− r) if φi = −ur
et C = [c1, . . . , cm]T . x ∈ V donc (7.55) et (7.54) entraînent
dTT (E0)d 6 d
T∇2B(x)d 6 dTT (ǫ0)d (A.22)
avec T (m) = ATdiag(τim−ti)A. La matrice T (m) est symétrique et a un spectre borné posi-
tif de bornes (νTmin(m), ν
T
max(m)). En outre, d’après l’hypothèse 7.1, A(x) a un spectre borné
strictement positif de bornes (νAmin, ν
A
max). Par conséquent, le lemme 7.5 est vériﬁé avec νmin =
νAmin + µν
T





A.1.3 Démonstration du lemme 7.6
Montrons que le pas α1, obtenu après une itération de la récurrence MM est borné. Le vecteur
d est une direction de descente, donc f˙(0) < 0 et h(., 0) présente une barrière en α¯0 = α+.
Si α+ = +∞ alors h(., 0) est une fonction quadratique de courbure m0. Son minimiseur est
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où Cmax = max
i





Les relations (A.25), (A.27) et (A.28) permettent de démontrer le lemme 7.6 avec
ν = νmax + ηCmax/ǫ0,
ν′ = νmin/2.
A.1.4 Démonstration de la propriété 7.1
La vériﬁcation de (7.63) est directe pour j = 1, avec c1max = 1. Démontrons que (7.63) est
vériﬁée pour j > 1.
Si f˙(αj) < 0, alors α¯j = α+ et on peut déduire du lemme A.2 que
αj+1 − αj 6 −2f˙(α
j)
(γj − f˙(αj))/(α+ − αj) +mj
6
−2f˙(αj)
γj/(α+ − αj) +mj (A.29)
D’après le lemme 7.5 :
‖d‖2 > (γ0/α+ +m0) /νmax (A.30)
et
γj/(α+ − αj) +mj > νmin‖d‖2 (A.31)
soit





/νmax > 0 (A.32)
Donc, d’après (A.29) :
αj+1 6 αj + |f˙(αj)| 2νmax
(γ0/α+ +m0)νmin
(A.33)
Si f˙(αj) > 0, αj+1 est inférieur à αj et (A.33) est toujours vériﬁée.
D’après l’hypothèse 7.2, ∇F est Lipschitz, d’où
|f˙(αj)− f˙(0)| 6 L‖d‖2αj (A.34)
De plus, on a la relation
|f˙(αj)| 6 |f˙(αj)− f˙(0)|+ |f˙(0)|, (A.35)
et f˙(0) < 0, soit
|f˙(αj)| 6 Lαj‖d‖2 − f˙(0). (A.36)
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D’après le lemme 7.6 et (A.30) :
−f˙(0) 6 α1ν‖d‖2
6 α1ν(m0 + γ0/α+)/νmin (A.37)
Les relations (A.30)- (A.37) entraînent que











































En posant c1max = 1, (7.64) est le terme général de la série.
A.1.5 Démonstration de la propriété 7.2
Nous devons démontrer que le pas αj vériﬁe





1 + 2L/νmin − 1
2L/νmin
. (A.42)
Déﬁnissons φ la fonction quadratique concave




m = −L(m0 + γ0/α+)/νmin. (A.43)
On a φ(0) = f(0) et φ˙(0) = f˙(0) < 0, donc φ est décroissante sur R+. Soit α ∈ [0, αj ], alors
x+ αd ∈ V . D’après l’hypothèse 7.2,
|f˙(α)− f˙(0)| 6 ‖d‖2L|α| (A.44)
et le lemme 7.5 implique
|f˙(α)− f˙(0)| 6 Lα(m0 + γ0/α+)/νmin
Donc on obtient
|f˙(α)| 6 Lα(m0 + γ0/α+)/νmin − f˙(0)
Soit
φ˙(α) 6 f˙(α), ∀α ∈ [0, αj ] (A.45)
l’intégration de (A.45) entre 0 et αj donne
φ(αj) 6 f(αj) (A.46)
D’autre part, la valeur de φ en αmin = cminα1 s’écrit
φ(αmin) = f(0) + Cα
1f˙(0)
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avec



















d’après l’expression de cmin. La fonction φ étant décroissante sur R+, on obtient
φ(αmin) > f(0) +
1
2
α1f˙(0) > f(α1), (A.47)
où la deuxième inégalité est la première condition de Wolfe (7.67) en j = 1.
Le pas αj est strictement positif pour tout j > 1. Supposons l’existence d’un indice j tel que
αj < αmin. D’après (A.46) et étant donné que φ est décroissante syr R+,
f(αj) > φ(αj) > φ(αmin) > f(α
1),




. Par conséquent, (A.41) est vériﬁée,
ainsi que (7.65), d’après le lemme 7.6.
A.1.6 Démonstration de la propriété 7.3
La propriété 7.3 se déduit directement du lemme A.1 et de la propriété 7.1. Si j = 1, la condition
d’Armijo (7.67) est vériﬁée d’après le lemme A.1, puisqu’elle s’indentiﬁe avec (A.1) lorsque j = 0,
avec c1max = 1. Si j > 1, (7.67) est vériﬁée par récurrence, d’après la propriété 7.1.
A.2 Convergence de l’algorithme de conjugué non linéaire
Nous établissons dans cette section la preuve de convergence du théorème 7.4. Tout d’abord,
nous établissons deux lemmes préliminaires, à partir de résultats de la démonstration présentés en
section 7.2.
A.2.1 Résultats préliminaires
Lemme A.3. Soit j ∈ {0, . . . , J − 1}. Pour tout α ∈ [αj , α+), h˙jb(α, αj) est une fonction tangente
majorante de b˙(α) en αj.
Démonstration. La fonction φ˙i est concave. Donc pour tout αj ,
h¨b,1(α, α
j) = b¨1(α
j) > b¨1(α), ∀α ∈ [αj , α+) (A.48)
Par conséquent, la fonction h˙b,1(α, αj) − b˙1(α) est croissante sur [αj ;α+). De plus, elle s’annule
en αj , d’où
h˙b,1(α, α
j) > b˙1(α), ∀α ∈ [αj , α+). (A.49)
La relation (7.40) entraîne alors le résultat.
Lemme A.4. Si pour tout j ∈ {0, . . . , J − 1}, (7.75) est vériﬁée, alors
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Démonstration. L’inégalité (7.75) s’écrit aussi
dT∇P (x+ αd) 6 dT∇P (x+ αjd) + (α− αj)dTA(x+ αjd)d, ∀α > αj , (A.51)
Soit, en utilisant les notations de la section 7.2,
p˙(α) 6 h˙p(α, α
j), ∀α > αj . (A.52)
D’après le lemme A.3, (A.52) implique que pour tout j ∈ {0, . . . , J − 1},
f˙(α) 6 h˙(α, αj), ∀α > αj . (A.53)
L’inégalité (A.50) est vériﬁée en j = 0 car d est une direction de descente. Donc α1 > 0 d’après
(7.56). Posons j ∈ {0, . . . , J − 1} et supposons que f˙(αj) 6 0. Par conséquent, d’après (7.56),
αj+1 > αj . En utilisant (A.53) avec α = αj+1, on obtient
f˙(αj+1) 6 h˙(αj+1, αj) (A.54)
De plus, αj+1 est le minimiseur de hj(., αj) donc h˙(αj+1, αj) = 0, d’où le résultat par récurrence
immédiate sur j
A.2.2 Démonstration du théorème 7.4
Nous pouvons désormais établir la convergence des algorithmes de gradient conjugué non li-
néaire PRP+, FR et DY. Nous allons démontrer par récurrence sur k que dk est une direction de
descente suﬃsante pour F , i.e., il existe η > 0 tel que
gTk dk 6 −η‖gk‖2. (A.55)
D’après (Hager et Zhang, 2006b, Th. 4.2, Th. 5.1), l’association de la condition (A.55) avec la
condition de Zoutendijk garantit la convergence des algorithmes de gradient conjugué FR, DY et
PRP+.
Soit xk ∈ V et dk une direction de descente suﬃsante. Montrons que dk+1 est une direction
de descente suﬃsante. D’après le lemme A.4, (7.75) implique que f˙(αj) < 0 pour tout j. Donc
gTk+1dk 6 0. D’après la récurrence (4.101),
gTk+1ck+1 = −‖gk+1‖2 + βk+1gTk+1dk
Les coeﬃcients de conjugaison des méthodes FR et PRP+ vériﬁent
βFRk =
‖gk+1‖2
‖gk‖2 > 0 (A.56)
βPRP+k = max(β
PRP
k , 0) > 0 (A.57)
Par conséquent,
gk+1ck+1 6 −‖gk+1‖2, (A.58)




dTk (gk+1 − gk)
est du signe de dTk (gk+1 − gk). Si F est convexe, la récurrence (4.101) implique
|gTk+1dk| 6 |gTk dk|. (A.59)
Comme dk est une direction de descente, βDYk > 0, donc d
k+1 = ck+1 est une direction de
descente suﬃsante. Donc, la condition (A.55) est vériﬁée pour tout k pour les méthodes de FR,
DY et PRP+. Par conséquent, la convergence des algorithmes de gradient conjugué FR, DY et
PRP+ est assurée.
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Titre : Recherche de pas par Majoration-Minoration. Application à la résolution de problèmes
inverses.
Résumé : La solution des problèmes inverses en traitement du signal et de l’image est sou-
vent déﬁnie comme le minimiseur d’un critère pénalisé qui prend en compte conjointement les
observations et les informations préalables. Ce travail de thèse s’intéresse à la minimisation des
critères pénalisés diﬀérentiables. Nous discutons plus précisément de la mise en œuvre algorith-
mique de l’étape de recherche de pas dans l’algorithme de descente itérative. Les travaux de thèse
de Christian Labat (Labat, 2006) ont mené à l’élaboration de la stratégie de pas par Majoration-
Minoration quadratique (MMQ 1D). Cette stratégie se démarque des méthodes de pas standards
par sa simplicité d’implémentation et ses propriétés de convergence lorsqu’elle est associée à l’al-
gorithme du gradient conjugué non linéaire (GCNL). Nous étendons ces propriétés à la famille
des algorithmes à gradient relié. Nous montrons de plus que l’approche MMQ 1D s’étend en une
stratégie de pas multi-dimensionnelle MMQ rD assurant la convergence d’algorithmes de sous-
espace. Nous illustrons expérimentalement en déconvolution d’image que l’algorithme de super
mémoire de gradient SMG + MMQ 2D est préférable à l’algorithme de gradient conjugué non
linéaire GCNL + MMQ 1D.
Lorsque le critère pénalisé contient une barrière, c’est-à-dire une fonction dont le gradient est
non borné, la procédure de pas MMQ est inapplicable. Nous développons une stratégie de pas
tenant compte de la singularité de la barrière à travers des approximations majorantes quadra-
tiques augmentées d’un terme logarithmique. La recherche de pas résultante, notée MMLQ 1D,
est simple à mettre en œuvre et garantit la convergence des algorithmes standards de descente ité-
rative. Nous montrons expérimentalement que la méthode MMLQ 1D accroît les performances de
l’algorithme de point intérieur primal pour la programmation quadratique. Nous appliquons enﬁn
cette approche à la reconstruction de spectres RMN bi-dimensionnels par maximum d’entropie.
Mots-clés : problèmes inverses, critère pénalisé, optimisation, convergence, descente
itérative, recherche de pas, majoration-minoration, sous-espace, barrière logarith-
mique, distance de Kullback, maximum d’entropie, points intérieurs, résonance ma-
gnétique nucléaire.
Title : Majorize-Minimize algorithms for stepsize determination. Application to the resolution of
inverse problems.
Abstract : The solution to inverse problems encountered in signal and image processing is often
deﬁned as the minimizer of a penalized criterion that accounts simultaneously for the data and the
prior. This thesis deals with the minimization of diﬀerentiable criteria. We focus more speciﬁcally
on algorithmic strategies for stepsize determination in iterative descent optimization methods. In
Christian Labat’s thesis (Labat, 2006), a simple and eﬃcient quadratic majorize-minimize line
search method has been proposed (MMQ 1D). This method beneﬁts from strong convergence
results when the nonlinear conjugate gradient (NLCG) direction is used. In this thesis, we extend
those properties to gradient related algorithms. Moreover, we prove that MMQ 1D generalizes into
a multi-dimensional search MMQ rD that ensures the convergence of several subspace algorithms.
We experimentally show that the super memory gradient algorithm SMG + MMQ 2D performs
better than NLCG + MMQ 1D algorithms, for an image deconvolution test problem.
MMQ strategies exclude the case of barrier criteria i.e., functions with unbounded gradient.
In this thesis, we propose an original MM line search algorithm for barrier functions, based on
a quadratic majorizing function augmented with a logarithmic term. This leads to a simple line
search MMLQ 1D that ensures the convergence of several classical descent optimization strategies.
We experimentally show that the proposal scheme improves the performances of primal interior
point algorithm, for a set of quadratic programming test problems. Finally, we apply the MMLQ 1D
approach to maximum entropy reconstruction of bi-dimensional NMR spectra.
Keywords : inverse problems, penalised criterion, optimization, convergence, itera-
tive descent, line search, majorization-minimization, subspace, logarithmic barrier,
Kullback distance, maximum entropy, interior point, nuclear magnetic resonance.

