Global dynamics of a non-linear Cellular Automaton (CA), is, in general irregular, asymmetric and unpredictable as opposed to that of a linear CA, which is highly systematic and tractable. In this paper, efforts have been made to systematize non-linear CA evolutions in the light of Boolean derivatives and Jacobian matrices. A few new theorems on Hamming Distance between Boolean functions as well as on Jacobian matrices of cellular automata are proposed and proved. Moreover, a classification of Boolean functions based on the nature of deviation from linearity has been suggested with a view to grouping them together to classes/subclasses such that the members of a class/subclass satisfy certain similar properties. Next, an error vector, which cannot be captured by the Jacobian matrix, is identified and systematically classified. This leads us to the concept of modified Jacobian matrix whereby a quasi-affine representation of a non-linear cellular automaton is introduced.
In Section 2, some preliminary discussions on both Boolean functions and Cellular Automata are discussed. In Section 3, some theoretical results are obtained using Hamming Distance (H.D.) between Boolean functions. Further, several results are proved in Section 4 on using Boolean derivatives which is the main thrust of this paper. In Section 5, Boolean functions are classified and sub-classified according to their degree of non-linearity and also the position of bit-mismatch. The importance of Jacobian matrix in the context of the evolution of CA is shown in Section 6. In Section 7 a concept of modified Jacobian matrix is introduced for any even-numbered rules and Section 8 concludes the paper.
Literature review

Algebraic representation and nomenclature of Boolean functions
Let B denote the set {0,1}; then (B, ⊕, •) is the well-known Galois field modulo 2 or GF (2) where ''⊕'' denotes addition modulo 2 (logical Exclusive-OR) and ''•'' denotes multiplication modulo 2 (logical AND).
Any function or rule (mapping) f : B n → B is called a Boolean function of n binary variables, which may be written as f (X) where X = (x 1 , x 2 , . . . , x n ), is the input vector, x i ∈ B∀i = 1, 2, . . . , n. The number of all possible Boolean functions of n variables is 2 2 n . Any Boolean function is uniquely described by its Truth Table and may be identified with the string of bits in the output column of its Truth Table from the bottom upwards; e.g. if, for a two-variable Boolean rule f , f (0, 0) = 1, f (0, 1) = 0, f (1, 0) = 0 and f (1, 1) = 1, then the rule may be denoted by 1001 or by its decimal equivalent 9 (Rule 9), the latter being the label or number of the rule according to Wolfram's naming scheme [3] .
Algebraic Normal Form (A.N.F.) also known as Ring Sum Expansion (RSE) [6] 
If
Wolfram's number of a rule is even (odd), its A.N.F number is also even (odd), hence, without loss of generality, a rule may be referred to as ''even-numbered'' rule or ''odd-numbered'', as the case may be. Thus Rule 120 (A.N.F. no. = 66) is an even rule while Rule 37 (A.N.F. no. = 147) is an odd rule.
Types of Boolean functions
The functions f (X) = 0 (Rule 0) and f (X) = 1 (Rule 2 n − 1) are constant functions; all other functions may be called proper functions.
A Boolean function of algebraic degree at most unity is called an affine Boolean function, the general form for n variables being f affine (X) = k n x n ⊕ k n−1 x n−1 ⊕ · · · ⊕ k 2 x 2 ⊕ k 1 x 1 ⊕ k 0 where k i ∈ B ∀ i ∈ {0, 1, 2, . . . .., n} . If k 0 = 1, then the affine function has the form f affine (X) = f linear (X) ⊕ 1 which is the Boolean complement of some linear rule. Thus, the affine Boolean functions of any number of variables are either linear rules or their complements.
For n binary variables, the total number of affine 
Terminology and notation pertaining to one-dimensional cellular automata
In this paper, we shall restrict ourselves to the study of a one-dimensional, binary cellular automaton (CA) of n cells (i.e. n bits) x 1 , x 2 , . . . , x n , with local architecture [3] . The global state or simply state of a CA at any time-instant t is represented as a
denotes the bit in the ith cell x i at time-instant t. However, instead of expressing a state as a bit-string, we shall frequently represent it by the decimal equivalent of the n-bit string with x 1 as the Most Significant
Bit; e.g. for a 4-bit CA, the state 1011 may be referred to as state 11(= 1 × 2 0 The bit in the ith cell at the ''next'' time-instant t + 1 is given by a local mapping denoted by f i , say, which takes as its argument a vector of the bits (in proper order) at time-instant t in the cells of a certain pre-defined neighborhood (of size p, say) of the ith cell. Thus, the size of the neighborhood is taken to be the same for each cell and may also be called the 'number of variables' (which f i takes as inputs).
Null boundary (NB):
The left neighbor of x 1 and the right neighbor of x n are taken as 0 each.
Periodic boundary (PB):
x n is taken as the left neighbor of x 1 and x 1 as the right neighbor of x n . A CA may be represented as a string of the rules applied to the cells in proper order, along with a specification of the boundary conditions. e.g. 103, 234, 90, 0 NB refers to the CA (x 1 , x 2 , x 3 , x 4 ) where
If the ''present state'' of an n-bit CA (at time t) is X t , its ''next state'' (at time t + 1), denoted by X t+1 , is in general given 
Boolean derivatives and Jacobian matrix
The first-order partial Boolean derivative [4] of a Boolean function f (x 1 , x 2 , . . . , x n ) with respect to
The gradient of a Boolean function f (x 1 , x 2 , . . . , x n ), denoted by grad(f ) is defined as the vector of the n first-order partial Boolean derivatives of the function with respect to the n input variables in the proper order, i.e. grad(f ) = [∂f /∂x 1 ∂f /∂x 2 . . . ∂f /∂x n ].
The Jacobian matrix of an n-bit one-dimensional CA is defined as an n ×n binary matrix, denoted by J, whose (i, 
. The connection between damage spreading and Jacobian was introduced in [8, 9] .
Studies on the H.D.s between Boolean functions
The Hamming distance (abbreviated as H.D. throughout this paper) between any two bit sequences of equal length is defined as the number of positions at which the bits differ in the two sequences.
The H.D. between two Boolean functions of n binary variables is defined as the H.D. between the n-bit binary equivalents of the rule numbers according to Wolfram's labeling convention [3] . n−1 because the former has all 2 n outputs in its Truth Table equal to 0 while the latter has exactly 2 n−1 outputs equal to 1. Similarly, the H.D. between the identity function and each proper affine function is 2 n−1 because the former has all 2 n outputs equal to '1' whereas the latter has exactly 2 n−1 outputs equal to '0'. Finally, the sum mod 2 of two distinct proper affine functions, which are not complements of each other, is evidently another proper affine rule, hence its weight is also 2 n−1 . This proves our theorem.
Corollary 1. H.D. between any two linear Boolean rules of n variables is 2
n−1 .
Theorem 3.2. If H.D. of a non-linear rule of n variables from one of the balanced rules is even (odd), then that from any other balanced rule is also even (odd).
Proof. The weight of every balanced rule is 2 n−1 . From any non-linear rule if one wants to construct all possible balanced rules having weight 2 n−1 then this needs some bit position to be changed or flipped and the number of flipping operations on a non-linear Boolean function f to get a balanced Boolean function g which is same as the H.D. between two rules f and g. To get 2 n−1 number of 1's from any non-linear rule f requires flipping some 1's to 0's and also in some other places from 0 to 1. Assume that the weight of f is x, then three cases arises: 
is even (or odd) then (x − 2 n−1 ) + 2y is also even (or odd). Two other cases, Case 2: x = 2 n−1 and Case 3: x < 2 n−1 can be proved similarly. Hence proved.
Corollary 2. Except Rule 0 and Rule 2 n−1 , if H.D. of a non-linear rule of n variables from one of the linear/affine rules is even (odd), that from any other linear/affine rule is also even (odd).
Theorem 3.3. If the H.D. of an n-variable Boolean function f from another rule g is m, then the H.D. of the complement of f from
the same rule g is (2 n − m). Proof. We are given that m = H.D. between f and g = weight of (f ⊕ g). Now the complement of
Corollary 3. For any non-linear rule of n variables, there exists at least one affine rule of n variables such that the H.D. between the two is smaller than or equal to 2
Proof.
Consider an arbitrary non-linear rule f and any affine rule g. If the H.D. between f and g is less than or equal to 2
then there is nothing to prove; otherwise g c which is an affine rule will serve the purpose on using the relation: Evidently, given the number of variables, the set of odd elementary functions and the set of even elementary functions are mutually exclusive and their union gives the set of all possible elementary functions.
Theorems on Boolean functions and Jacobian matrices
In proving this theorem, we shall take the help of the following two results:
This is obvious from the very definition of addition modulo 2 and its associativity property.
(II) The gradient operator is distributive over addition modulo 2, i.e.
This follows directly from the additivity property [4] of Boolean derivatives, viz.
To prove the sufficiency:
For the function f (Y ) = 0, which certainly does not contain any even elementary function, grad(f ) = 0 identically so
Irrespective of the number of variables (p), let us take an odd elementary function of the form f 1 (Y ) = y i where i ∈ {1, 2, 3, . . . , p}. Clearly,
Thus, all entries of the vector grad(f 1 ) are '0's except the ith one which is a '1'.
So, in this case, we shall obtain Moreover, it clearly follows from (II) that the relation f (Y ) = grad(f ).Y T is also satisfied by a linear combination of any number of odd elementary functions; e.g. 
Finally, we conclude that, for a rule which is a linear combination of any number of elementary functions (odd or even), the bitwise product modulo 2 of the gradient of a Boolean function with the input vector retains or ''filters out'' only the odd elementary functions (if any) from the rule under consideration and discards the even elementary functions (if any).
This establishes the proposition, which may be re-stated as:
The relation f (Y ) = grad (f ).Y T is satisfied if and only if f (Y ) is a linear combination of odd elementary functions.
Corollaries:
(i) A linear rule of p variables has the general form
(ii) For p variables, the number of elementary functions is N = 2 p ; the number of odd elementary functions is
The number of even elementary functions is N e = 2 p−1 . The number of Boolean functions of p variables which satisfy the 
Theorem 4.2. The Jacobian matrices of two UCAs of the same size, with the same boundary conditions but with different rules, are identical if and only if the rule of one of the CAs is the Boolean complement of that of the other CA.
Proof. Let us denote the two rules of the two UCAs in question as
To prove the sufficiency:
Let g =f . Then, we can write g as g = f ⊕ 1.
To prove the necessity:
Suppose, there exist two rules f and g such that ∂f /∂y t j = ∂g/∂y t j = α j , say, ∀j ∈ {1, 2, 3, . . . , p}, where α j ∈ B. Let us define a function h(y 1 , y 2 , . . . , y p ) of the p independent variables y 1 , y 2 , . . . ,
Thus, h(y 1 , y 2 , . . . , y p ) is independent of all the p input variables, which implies that h must be a constant function, either 0 or 1.
This completes the proof.
Corollaries:
All the corollaries to Theorem 4.2 are stated in terms of CA with p = 3 (Section 2.2), although they are fairly general. (ii) Let us now consider the HCA 225, 30, 30, 225 PB. As ∂f 225 /∂x i = ∂f 30 /∂x i ∀i ∈ {1, 2, 3} (∵ ∂f /∂x j = ∂f /∂x j ∀j, as established in the proof of Theorem 4.2), it is clear that this HCA will have the same Jacobian matrix J 30 | PB shown in corollary (i). Thus, in general, we can say that if we are given an n × n Jacobian matrix, which resembles that of a UCA of n cells, the matrix may actually belong to any one of 2 n different CAs, of which only 2 are uniform and the rest are hybrid. In this context, ''resemblance to the Jacobian matrix of a UCA'' means that the vector formed by the diagonal element of each row, along with its two neighbors, in the correct order, is essentially the same for all the rows (e.g. in J 30 | PB considered in corollary (iii) For a linear CA, whether uniform or hybrid, the Jacobian matrix is a unique constant binary matrix [4, 5] but the converse is not true. This follows from corollaries (i) and (ii) because the complement of each linear rule is itself necessarily a non-linear rule. e.g. The UCA 60, 60, 60, 60 NB, where Rule 60 is a linear rule, is characterized by the Jacobian matrix (ii) Each rule in CLASS 3 has its complement in CLASS 1 (in the order in which the rules are arranged in Table 5 
Boolean functions of three variables
Classification of Boolean rules of 3 variables based on H.D.s from the set of linear rules
We proceed by drawing up a table of H.D.s of all Boolean functions of 3 variables from the 8 linear rules, as shown in Table 5 
Sub-classification of the classes of three-variable Boolean rules based on position of bit-mismatch with nearest linear rule
Each CLASS 1 rule has exactly one linear rule at a H.D. of 1 from itself; that linear rule will be called its nearest linear rule. We express Wolfram's number of every CLASS 1 rule in its 8-bit binary form and compare it with the binary equivalent of the nearest linear rule. If mismatch occurs at bit position 2 q , q = 0, 1, 2, . . . , 7, the rule is said to belong to Subclass q of CLASS 1, denoted by 1 : q; e.g. Nearest linear rule of Rule 22 is 150. Therefore, Rule 22 belongs to Subclass 7 of CLASS 1. Thus, there are 8 subclasses of CLASS 1, as shown in Table 5 .2.1. Table 5 .2.2 shows that, each CLASS 3 rule has exactly three nearest linear rules; so, it is not possible to sub-classify them by the method adopted for CLASS 1 rules for there remains a confusion as to which of the three nearest linear rules to choose. But, since each rule in CLASS 3 has its complement in CLASS 1, the 64 rules in CLASS 3 can be sub-classified into 8 subclasses of 8 rules each in the following manner:
If the complement of a CLASS 3 rule belongs to Subclass q of Class 1, then that CLASS 3 rule is said to belong to Subclass q * of CLASS 3, denoted by 3 : q * .
For the CLASS 2 rules, we observe that: (i) Each of the 56 even-numbered rules in CLASS 2 is the complement of one of the 56 odd-numbered rules in CLASS 2.
(ii) Every odd rule in CLASS 2 is at a Hamming Distance of 2 from exactly one linear rule (and at a H.D. 6 from exactly three linear rules), this single linear rule may be called the nearest linear rule of the odd-numbered rule concerned; naturally, each even rule in CLASS 2 is at a H.D. of 2 from exactly three linear rules and at a H.D. of 6 from exactly one linear rule and, hence, for an even CLASS 2 rule, the nearest linear rule is not unique. e.g. Rule 6 (Table 5.1.1) (iii) As a linear rule is necessarily even-numbered, the binary representation of any odd rule in CLASS 2 will definitely differ from that of its nearest linear rule at the bit position 2 0 , i.e. at the LSB which is always '1' for an odd rule and '0' for an even rule. The bit position of the second mismatch will naturally not be the same for all odd-numbered rules.
Thus, the sub-classification of the odd-numbered CLASS 2 rules could be based on the aforesaid bit position of the second mismatch with the nearest linear rule and, the even-numbered CLASS 2 rules being the complements of these odd rules, their sub classification could be done in a manner similar to that in which the CLASS 3 rules have been sub-classified. e.g. Nearest linear rule of Rule 3 is 0. Thus, Rule 252 belongs to Subclass 1* of CLASS 2, denoted by 2 : 1* as shown in Table 5 .2.3.
Error function for three binary variables
The general A.N.F. of a function f (y 1 , y 2 , y 3 ) of three variables y 1 , y 2 , y 3 is
Hence, from corollary (iv) of Theorem 4.1, the general form of the error function is by the same error function. We also find that each such 16-member group contains two subclasses (or sometimes one class and one subclass) of our classification based on H.D. from linear rules. This is elaborated in Table 5 .3.1.
6. Importance of the Jacobian matrix in the context of the evolution of a CA
The state transition diagram of a CA
A cellular automaton is uniquely specified if (i) the number of cells, (ii) the boundary conditions, (iii) the definition of neighborhood of each cell and (iv) the rule applied to each cell are specified.
Suppose we have a Rule 170 UCA4NB. If at an instant t, the state of the CA is 11 ≡ 1011, that at t + 1 will be 6 ≡ 0110. This transition may be represented by drawing an arrow from the state 11 to its successor state 6 i.e. 11 → 6.
Similarly, the successor of state 6 is 12, that of 15 is 14 and so on. Thus, the evolution of a CA can be completely described by a diagram in which each state is connected to its successor by a properly directed line-segment. This diagram is called the State Transition Diagram (abbreviated as S.T.D.) of the CA. In other words, the S.T.D. of a CA is essentially a directed graph where each node represents one of the states of the CA and the edges signify transitions from one state to another. The S.T.D. of the UCA considered is shown in Fig. 6.1 . 
The Jacobian matrices of linear CAs
For any linear CA, as already stated, the Jacobian matrix is identically equal to a matrix of '0's and '1's, irrespective of the present state.
Moreover, for a linear CA, the following relation holds for any instant = J M .X t ⊕ C n where C n is an n-element vector with constant entries (0 or 1).
Conclusion and future research directions
This paper characterizes the STDs of one-dimensional CA rules using calculus in digital domain. The study can hopefully be easily extended to arbitrary n-variable Boolean functions. Further we have introduced new ideas on H.D.between two CA rules. Particularly H.D. in a fixed bit position(s) is a new measure to classify Boolean function to study the STD characteristics.
Our current research endeavor focuses on the extraction of useful information on CA properties from the newly introduced modified Jacobian matrix and we have already obtained a few noteworthy results in that direction. For given UCA, we have computed the value of J M corresponding to each of the input strings and noticed some interesting patterns. Similar such systematic observations are made for other UCAs of other Class 1 rules and also for higher CA lengths-these observations are not likely to be coincidental. We can thus say that, for non-linear rules, we shall have a set of binary matrices (along with the constant vector C n ) for a given CA rather than a single matrix as in the affine case; thus a non-linear UCA becomes equivalent to a dynamic hybrid linear CA (by dynamic, we mean that the rule set applied to the CA can change with time). We are investigating how much light on the CA evolutions (space-time pattern or STD) can be shed by the algebraic properties of this set of binary matrices characteristic of a UCA, for the set of all non-linear rules or any easily recognizable subset thereof. We are concentrating on even non-linear rules only because C n is identically [0 0 . . . 0] T , giving us a quasi-linear representation of these rules.
