Abstract. We consider a d-dimensional random field u = (u(x), x ∈ D) that solves a system of elliptic stochastic equations on a bounded domain D ⊂ R k , with additive white noise and spatial dimension k = 1, 2, 3. Properties of u and its probability law are proved. For Gaussian solutions, using results from [9], we establish upper and lower bounds on hitting probabilities in terms of the Hausdorff measure and Bessel-Riesz capacity, respectively. This relies on precise estimates on the canonical distance of the process or, equivalently, on L 2 estimates of increments of the Green function of the Laplace equation.
Introduction
Let D be a bounded domain of R k , k = 1, 2, 3, for which the divergence theorem holds. Consider the following system of elliptic stochastic partial differential equations,
whereẆ = (Ẇ j , j = 1, . . . , d) denotes a d-dimensional white noise indexed by
, and σ = (σ ij ) 1≤i,j≤d is a non-singular matrix with real-valued entries.
The main motivation of this paper has been to find upper and lower bounds for the hitting probabilities P{u(I) ∩ A = ∅}, I ⊂ D, A ⊂ R d , in terms of the Hausdorff measure and the capacity of the set A, respectively. This is a fundamental problem in probabilistic potential theory that, in the context of stochastic partial differential equations, has been extensively studied for the stochastic heat and wave equations. We refer the reader to [4] , [7] , [10] , and references herein, for a representative sample of results.
For d = 1, equations like (1) have been first considered in [3] and then in [11] , in relation with the study of the Markov field property of the solution, and in [12] , [19] , [21] , for numerical approximations, among others. We observe that in (1), the stochastic forcing is an additive noise. Therefore, in the integral formulation of the system given in (6) , the stochastic integral term contains a deterministic integrand and defines a Gaussian process. Since there is no time parameter in (1), considering a multiplicative noise would require a choice of anticipating stochastic integral in (6) . For example, one could take the Skorohod integral. This would make the objective of this article difficult and rather speculative.
The content of the paper is as follows. In Section 2, we prove the existence and uniqueness of a solution to (1) , when the function f satisfies a monotonicity condition (see Theorem 2.2) . This is a d-dimensional stochastic process indexed bȳ D, the closure of the domain D, with continuous sample paths and vanishing at the boundary of D, a.s. The proof applies standard methods of the theory of nonlinear monotone operators. In order to make the article self-contained, we include the details of the proof. In Section 3, we prove some properties of the solution to (1) . With the a priori bound proved in Proposition 3.1, we prove that the solution lies in L p (Ω; R d ), uniformly in x ∈ D. Moreover, by using estimates of increments of the L 2 -norms of the Green function, we prove that the sample paths of the solution are Hölder continuous. Section 3 is devoted to study some aspects of the law of the solution. The integral formulation (6) suggests that the law of u is obtained from a Gaussian process by a non adapted shift. By applying Kusuoka's anticipating extension of Girsanov's theorem (see [15] ) we obtain the absolute continuity of the law of u with respect to a Gaussian measure. As a trivial by-product, for any 2 Existence and uniqueness of solution to the system of elliptic equations
This section is devoted to establish the existence and uniqueness of solution to the system of elliptic equations (1) . We begin with recalling the expression of the Green function associated to the Laplace equation in dimensions k = 1, 2, 3, that we denote by G k D . For k = 1, we consider D = (0, b), with b > 0. In this case,
For k = 2, 3, D is an arbitrary domain with regular boundary, and then,
In this formula, B τ is the random variable defined by a Brownian motion B that starts from x at time t = 0, at the first time (denoted by τ ) it hits ∂D, and
with C 2 = 1 2π and C 3 = 1 4π (see [13] ). In dimensions k = 2, 3, and for D = B 1 (0), the unit ball centered at zero, we give in Section 5.3 an alternate formula for G k D (x, y) (see (44) . The inner product in L 2 (D; R d ) and its corresponding norm will be denoted by ·, · and · , respectively.
For its further and frequent use, we quote a well-known result of the L 2 -norm of G k D .
Lemma 2.1 For k = 1, we consider D = (0, b), b > 0, and for k = 2, 3, D is an arbitrary bounded domain of R k with regular boundary. We have
Proof: Let k = 1. Explicit computations based on the expression (2) yield
From this, one trivially gets (4). For k = 2, 3, the result is proved in [11, Lemma 3.3] . Following [3] (see also [11] , [12] , [21] ), a stochastic process u = {u(x), x ∈ D} satisfying
a.s. for all x ∈ D, is called a mild solution of (1). We define the (Nemytskii type) operator F :
, and introduce the following assumptions.
(C) F is strongly continuous and bounded.
For its further use, we recall a consequence of Poincaré's inequality:
In the sequel, we denote by C(D; R d ) the space of continuous functions on D and set S = {ω : ω ∈ C(D; R d ), ω| ∂D = 0}. The result on existence and uniqueness of solution for (6) reads as follows.
(ii) F satisfies the properties (C) and (M); (iii) the constants L and a in (M) and (P) respectively, satisfy 0 < L < a.
Then, the system of equations (6) has a unique solution {u(x), x ∈ D} in S.
Proof: For any ω ∈ S, we set
This defines an operator T : S −→ S. Indeed, the function
Appealing to lemmas 5.4, 5.5, 5.7 we see that x −→ D G k D (·, y)f (ω(y))dy belongs to C(D; R d ) and in fact, it is Hölder continuous.
Let 
We will prove that the operator equation T ω = b has a unique solution for any b ∈ S, or equivalently that T is a bijective operator on S.
For this, we start by checking that T is one-to-one. Fix u, v ∈ S and assume that T u = T v. Then
By taking the inner product in L 2 (D; R d ) with F (u) − F (v) on both sides of this equality, and applying (P), we obtain
On the other hand, using the property (M), we have
Thus,
Since L < a, this implies that u = v in S.
Next, we prove that T is onto, proceeding in a way similar as in [19] .
Step 1: A solution for a regular problem. For a fixed b ∈ S, we consider a sequence
We will prove that for each n ≥ 1, there exists u n ∈ S such that A u n = b n .
We remind the classical result on solutions of nonlinear monotone operator equations (see, e.g. [23, Theorem 26 .A, page 557]): Let X be a reflexive Banach space; denote by X * its topological dual. Let B : X → X * be a strictly monotone, coercive, hemicontinuous operator. Then, for any k ∈ X * , the equation Bw = k has a unique solution on X. This theorem will be applied to B := A and X := W 
From Poincaré's inequality we deduce that for any u ∈ W 1,2
(see e.g. [13, Theorem 7.10, page 155]). From this inequality and (M) it follows that A is strictly monotone. Indeed, for any u, v ∈ W
Using again Poincare's inequality, we have that
Then, since
This yields the continuity of the mapping t → A(u + tv), w on [0, 1]. Thus, A is hemicontinuous.
Therefore the equation A ω = b n has a unique solution on W 1,2 0 (D; R d ) that we denote by u n , and the sequence (u n ) n≥1 satisfies
for x ∈ D, and u n | ∂D = 0.
Step 2: Passing to the limit. We prove that (u n ) n≥1 is a Cauchy sequence in
Starting with the identity
and taking the inner product with
The assumption (M) and the property (P) implies
By substracting the expresion (10) for n and m, respectively, we obtain,
Multiplying this identity by a and using (11), we have
We are assuming 0 < L < a. Hence we conclude that lim n,m→∞ u n − u m = 0. Let u be the L 2 (D; R d )-limit of the sequence (u n ) n≥1 . Applying first Hölder's inequality with respect to the measure G(·, y)dy and then Fubini's Theorem, we obtain:
Since the operator F is strongly continuous, this yields
Let b ∈ S be given by
, we obtain that a.s., u satisfies the system of equations defined in (6) on L 2 (D; R d ). By continuity, for almost all ω ∈ Ω, this is also an identity for any x ∈ D.
Properties of the solution
In this section we study the existence of moments of the solution to (6) and also the Hölder continuity of its sample paths. For this, we need a slightly stronger assumption than M, as follows.
If d = 1, the assumptions M and (M) are equivalent. In general, (M) implies M (with the same constant L).
(ii) The operator F satisfies the conditions C and (M);
The constants L and a in (M) and (P) respectively, satisfy 0 < L < a ∧ (K|D| 
Proof: From (6) and the triangular inequality, we have
.
For the first term on the right-hand side of this inequality we have,
For the second one, we use property (b) of (M) to obtain
By applying Schwarz's inequality, we have
Finally, we study S 3 . We apply first Hölder's inequality with respect to the Lebesgue measure dx , then the hypercontractivity property of Gaussian randon vectors and finally, the isometry property of the stochastic integral. This yields
is finite. Hence, from the upper bounds proved so far we infer that
Since we are assuming 1 − LK|D| 1 2 > 0, this yields the Proposition.
Remark 3.2
In the context of elliptic operators, the assumption on the constant L in the preceding Proposition is natural. It is a restriction to preserve the positiveness property of the operator −∆ + F .
Proposition 3.3
The hypotheses are as in Proposition 3.1. Fix a ball centered at 0 and with radius r, B r (0), strictly included in D. Then, for any p ≥ 2 there exists a positive constant C (depending on r) such that, for any x 1 , x 2 ∈ B r (0),
where γ > 0 is arbitrarily small. Therefore, for almost all ω ∈ Ω, the sample paths of the process u are Hölder continuous of degree α ∈ (0, 1), if k = 1, 2, and
Proof: From (6), we clearly have
where
The hypothesis (M) implies the following:
Therefore,
and the right-hand side of this expression is finite, due to Proposition 3.1.
Using this result and after applying Cauchy-Schwarz inequality, we obtain
Applying again Cauchy-Schwarz inequality and using the properties of g gives
Finally, the hypercontractivity property yields
From (15)- (17) we see that
We conclude the proof of (13) by applying lemmas 5.4, 5.5, 5.7 of Section 5.3. The statement on the sample paths of u follows from Kolmogorov's continuity lemma.
Proposition 3.4
The hypotheses are as in Proposition 3.1. Then, for any p ≥ 2,
Proof: It is similar to that of the preceding proposition. By the triangular inequality,
The conclusion will be obtained by proving that each of the above expressions are finite, uniformly in x ∈ D. This relies on Lemma 2.1 and the following arguments. Applying (14) and Proposition 3.1 yields
Hence, by Cauchy-Schwarz inequality and Lemma 2.1,
Similarly,
Finally, by the hypercontractivity property,
In all the expressions above, C denotes a finite constant. Hence (18) holds.
The law of the solution
This section is devoted to prove that the probability law of the solution to the system of SPDEs (6) is absolutely continuous with respect to a Gaussian measure defined on the Banach space S. As a consequence, for any fixed x ∈ D, the law of u(x) is absolutely continuous with respect to the Lebesgue measure on R d . To a large extent, the content of the section is an extension to the d-dimensional case of results proved in [11] . Denote by µ the law on S of the Gaussian stochastic process
and by H the Hilbert space
is an abstract Wiener space. Indeed, S endowed with the supremum norm is a separable Banach space. By applying Schwarz inequality and then Lemma 2.1, we obtain that the mapping
is continuous. Moreover, since the Dirichlet problem ∆v = h on D, v|∂D = 0, has a unique solution, we have that the mapping i is one-to-one and clearly, i(H) is densely embedded in S.
For its further use throughout this section, we introduce a new assumption.
(I) The function f is continuously differentiable, and det J f (x) = 0, for any x ∈ R d , where J f denotes the Jacobian matrix of f . Moreover, the linear operator
Proposition 4.1 We keep the assumptions of Theorem 2.2 and in addition, we suppose that (I) holds. Then, the mappinḡ
satisfies the following properties.
1. For any ω ∈ S, there exists a Hilbert-Schmidt operator DF (ω) :
2. For any ω ∈ S, the mapping h → DF (ω + i(h)) is continuous from H into the space of Hilbert-Schmidt operators on H.
3. For any ω ∈ S, the mapping I H + DF (ω) is invertible, where I H denotes the identity operator on H.
Proof: For any ω ∈ S, set
The assumptions on f imply 
This yields that DF (ω) is a Hilbert-Schmidt operator. From the expression (20) , one checks that (19) is satisfied. Moreover, from assertion 1. and the continuity of the map J f (·), it is easy to verify that statement 2. holds.
For the proof of the third statement, we notice that the operator DF (ω) is compact. Hence, by the Fredholm alternative it suffices to check that λ = −1 is not an eigenvalue. This fact is a consequence of the assumption (I). Indeed, if λ = −1 were an eigenvalue, there would exists a non null h ∈ H satisfying
Equivalently,
Take the inner product in H with h on each term of this identity. By property (P), we obtain
By assumption (I), this implies that h = 0.
In terms ofF , the operator T defined in (8) . Then, the probability ν is absolutely continuous with respect to µ (the law of w). Moreover, the density is given by
where det 2 denotes the Carleman-Fredholm determinant, and δ denotes the divergence operator, also called the Skorohod integral operator (see [2, Theorem 5.8.3] for a definition of this notion in this context).
x is the law of the random vector w(x), which is Gaussian, we infer that the law of u(x) is absolutely continuous with respect to the Lebesgue measure on R d .
Gaussian solutions
In this section we consider the system (6) in the particular case f = g = 0. Under this assumption, (6) gives an explicit expression of the solution, which clearly defines the d-dimensional Gaussian random vector:
We are assuming that σ = (σ ij ) 1≤i,j≤d is a non-singular matrix. Therefore, without loss of generality, we can reduce the analysis of the stochastic process given in (22) to the case where σ is the identity matrix in R d . By doing so, we are left to consider the Gaussian vector v(x) = (v i (x)) i with independent, identically distributed components defined by
Its density is given by the formula
. According to Corollary 5.8, the mapping x ∈ D → σ x is continuous and therefore, inf x∈K σ x and sup x∈K σ x are both achieved on any compact subset K ⊂ D. Let x 0 , x 1 ∈ K be such that
Then,
and for any compact setK ⊂ R d , c 1 2πσ
Sample paths of the process v
From Theorem 3.3, we already know that the sample paths of the Gaussian process defined by (22) are Hölder continuous. However, under the standing assumptions, more can be said.
The trajectories of {v(x), x ∈ (0, b)} are differentiable, a.s. Indeed, from the expression (2) and by applying the Itô formula we have, 
According to the discussion in [22, p. 164-167] , and by applying the estimates (47), (49) (for k = 2) and (59) (for k = 3), we have the following results on the uniform modulus of continuity of the process v.
(1) Extensions of the classical Garsia-Rodemich-Rumsey Lemma (see [22, Theorems 4.1, 4.2]) yield the existence of a random variable A having moments of any order, such that, for any x, y ∈ D 0 ,
(2) From results in [17] , one can obtain more information on the random variable A. Indeed, there exists a constant c > 0 such that
(see [22, Corollary 4.4] ).
(3) By using entropy methods and the Gaussian isoperimetric inequality, we obtain For almost all ω, the sample paths of the process {v(x), x ∈ D 0 } are Hölder continuous of degree α ∈ (0, 1), though there are not Lipschitz continuous.
Similarly, for k = 3, using Lemma 5.7, we have: For almost all ω, the sample paths of the process {v(x), x ∈ D 0 } are Hölder continuous of degree α ∈ (0, 1/2), though there are not for α > 1/2. We recall that, for any i = 1, . . . , d,
Joint densities
and we will use the following notations:
Because of the independence of the components of v(x 1 ) and of v(x 2 ), properties (a) and (b) imply the existence of joint density of the 2d-dimensional vector
Property (a) follows trivially from (25). As for property (b), it is a consequence of property (a) and the next lemma.
Proof: We argue by contradiction. Assume that σ 2
, y) = 0, for almost every y (with respect to the Lebesgue measure).
, ·) = 0 yields a contradiction with the lower bounds given in (43), (49), (59), for k = 1, k = 2, k = 3, respectively.
With this identity, and by developing the square of
Choose
, with ν ∈ R to be determined later. The identity (33) implies,
By applying (34), (35) to (36) we obtain
Assume first that λ > 1. By choosing ν > 2 − 
which, arguing as for the case λ = 1, yields a contradiction. If λ < 1, we choose ν < 2 − 1 λ to obtain that (λ − 1)[λ(ν − 2) + 1] > 0. Similarly as above, we arrive at a contradiction.
The proof of (32) is complete.
The proof of this lemma follows easily from the definition of m x 1 ,x 2 . We refer the reader to [9, p. 1359] for details.
Proof: For any
be the canonical pseudo-metric associated with the Gaussian process v.
With simple computations, we obtain
By the triangular inequality,
Hence, the first factor on the right-hand side of (41) is nonnegative. Moreover, we have proved in Lemma 5.1 that 1 − ρ 2 x 1 ,x 2 > 0. Hence, using (25), we have the following upper bounds:
The inequality (39) is a consequence of (25) and (42).
Upper and lower bounds of the canonical metric
In this section, we prove upper and lower bounds for the canonical pseudo-metric relative to the Gaussian process v given in (40). This is equivalent to establish bounds from above and from below for 
Proof: Using the expression (2), we clearly have
The integral on the right-hand side of this equality is For k = 2, 3, D = B 1 (0), we will use the following formulas for the Green function (see for instance [13, [pg. 19] ):
so that for
Notice that for any y ∈ D, x → S k x (y) is a harmonic function, and
Clearly, for any
Lemma 5.5 Let k = 2 and D = B 1 (0). Fix ρ 0 < 1.
1. There exists a positive constant C such that
for any x 1 , x 2 ∈B ρ 0 (0), where C is a constant of the same type as in (47).
2. There exists a positive constantC such that
for any x 1 , x 2 ∈B ρ 0 (0). The constantC above is a multiple of π
Proof: First, we will prove an upper bound for L 2
Using polar coordinates (r, θ) and a change of variables ρ = r 2 , we have
where the integral is computed using integration by parts. Similarly,
with a constant c which is a multiple of π and, consequently
for some positive constant C which is a multiple of π −1 . Next, we assume that
with
Denote by α λ the angle between the vectors x 1 −x 2 and λ(x 2 −y)+(1−λ)(x 1 −y). Direct computations show that
Hence,
From (50)- (52), we have
with a positive constant which is a multiple of π −1 . For the study of the contribution of S 2 x 1 − S 2 x 2 2 it is useful to identify R 2 with C (the set of complex numbers) and to consider the following identity:
wherex denotes the conjugate of the complex number x. By doing so, it is easy to check that
By the mean value theorem, this implies,
with x * = λx 1 + (1 − λ)x 2 . We are assuming x 1 , x 2 ∈B ρ 0 (0) with ρ 0 < 1. Hence, 1 − |x * | ≥ 1 − ρ 0 and therefore,
with a constant C which is a multiple of π −1 . With (53), (56), we have proved (47).
Therefore (47) clearly implies (48).
Next, we prove (49). Let η ∈ 0,
The choice of η implies D η ⊂ D, and then,
where · η denotes the L 2 -norm on D η . Similarly as in (55), using (54), se have
We continue the proof by establishing a lower bound for L 2
η . For this, we take a new domain of integrationD η ⊂ D η defined as the intersection of the set
with the points y ∈ D η such that the angle between the lines joining x 1 with y and x 1 with x 2 lies in the interval (−π/4, π/4). Then, similarly as in the study of the term J 3 (x 1 , x 2 ) above, we obtain
Remember that α λ stands for the angle between the vectors x 1 − x 2 and λ(
Hence, from the above inequalities, we have
After the change of variables defined by y → 1 2 (y − x 2 ) and then by using polar coordinates, we have
Along with (57) this yields
Finally, by choosing η ∈ 0,
, we see that
proving (49).
Remark 5.6
There is a gap between the upper and lower bounds in (48), (49), respectively, which means that at least the lower bound is not sharp. The consequences of this fact in the study of the hitting probabilities in Section 5.4 have been discussed in the introduction.
Lemma 5.7 Let k = 3 and D = B 1 (0). Fix ρ 0 < 1. Then, there exist two positive constantsC
withc and c some multiple of π −1/2 , such that for any x 1 , x 2 ∈ B ρ 0 (0),
Proof: We fix x 1 , x 2 ∈B ρ 0 (0), x 1 = x 2 , and start by proving the upper bound. For this, we first find a bound from above for L 3 x 1 − L 3 x 2 2 , using a similar approach as for k = 2. Let x 1 , x 2 be distinct points in B ρ 0 (0) and set r x 1 x 2 = 2|x 1 − x 2 |. Assume |x 1 − x 2 | > 1. Then |y − x 1 | ≤ r x 1 x 2 , for any |y| ≤ 1, and
Applying the change of variables given by the spherical coordinates yields
Next, we assume that
A direct computation shows that ∇ x | · −y| −1 = |x − y| −2 . Using this fact, along with the mean value theorem, we obtain
Thus
Thus, we have proved
By computing ∇ x S 3 · (y), we see that
Fix x 1 , x 2 ∈B ρ 0 (0). The preceding inequality, along with the mean value theorem yields
where x * is a point lying on the interval determined by x 1 and x 2 . Together with (62), this yields the upper bound in (59). Let η ∈ 0,
and then,
where · η denotes the L 2 -norm on D η . With similar computations as in (64), we see that
Next, we prove a lower estimate for L 3
η . Expanding the square of this norm yields,
With a change of variables to spherical coordinates, we have
To study J 2 , we notice that since η < for any
, for some y ∈ D η , then by the triangular inequality,
which is a contradiction. Hence, by applying spherical coordinates, we have
The estimates on the terms J 1 , J 2 , J 3 obtained above imply,
2. For any ε > 0 there exists a constant C = C(k, ε) (depending on k and ε), such that, for any
(see [12, Lemma 3.4 ] ).
The proof uses the development of the Green function with respect to an othonormal basis in L 2 (D).
Hitting probabilities
Throughout this section, we consider the following setting:
Upper bounds
In this section, A denotes a non empty Borel set of R d and we establish upper bounds of the probability P{v(I) ∩ A = ∅} in terms of the Hausdorff dimension of A.
Theorem 5.10
The sets D ⊂ R k , I ⊂ D and A are as above. Then, there exists a constant C, depending on D, k, d, such that
where γ > 0 is arbitrarily small.
(A) = ∞, and (69) holds trivially.
We will apply [9, Theorem 2.6] to the process {v(x), x ∈ D}, which relies on the following assumptions:
(ii) For any ǫ small enough,
. . , j k ∈ Z, and R ǫ j ∩ I = ∅. Property (i) has already been proved. Hence, we put our efforts in proving (ii).
By the isometry property of the stochastic integral and Lemmas 5.4, 5.5, 5.7 (see the upper bounds in (43), (48), (59), respectively), we have
with δ given in (70). This implies
Let Λ x,y be the covariance matrix of the Gaussian random vector v(x) − v(y), that is, 
Hence, (71) holds.
Lower bounds
In this section, we consider the dimensions k = 1, 3. We refer to the introductory section for remarks relative to the dimension k = 2. We have the following result. 
with ξ given in (70).
Before giving the proof of this theorem, we observe that from (43), (59) and the definition of the pseudometric δ given in (40), we have
for some positive constants c, C, and for any x 1 , x 2 ∈ I, where
Proof of Theorem 5.11. We apply [9, Theorem 2.1] to the stochastic process v defined in (23) . This accounts to check the following statements.
1. For any x ∈ I, the density function z → p v(x) (z) is continuous and bounded. Moreover, p v(x) (z) > 0 for any z on a compact set of R d .
2. For any x 1 , x 2 ∈ I, x 1 = x 2 , the joint density of (v(x 1 ), v(x 2 )), p x 1 ,x 2 , exists and satisfies this property: (70)), and 
Case k=1
We fix i ∈ {1, . . . , d}, and denote by p i
, the conditional density of v i x 2 at point z 2 given v i x 1 = z 1 , and the marginal density of v i x 1 at z 1 , respectively. Then, by linear regression,
where m x 1 ,x 2 , τ 2 x 1 ,x 2 denote the conditional mean and variance, respectively (the definitions are recalled in Lemmas 5.2 and 5.3).
As in the proof of [9, Proposition 3.1], by simple algebraic manipulations, we obtain
In order to get (75) (with 
for any x, y ∈ I, where c 1 , c 2 are positive constants. The upper bound in (77) follows from (25) and (39), and is valid in any dimension k. A complete proof of (77) in dimension k = 1 can be done as follows.
By definition,
Based on the expression (2), with direct computations we obtain σ xy = xy 6b (2b 2 − 3bx − 3by + x 2 + y 2 ) + xy(x ∧ y) 2 − (x ∧ y) 3 6 , which yields σ x σ y − σ xy = (x ∧ b)(b − (x ∨ y))(x − y) 2 6b .
From the three equations above and (25), we deduce (77). Going back to (76) and because of the independence of the components v i , the estimates (77) imply the inequality (75) with γ = d, α = 2. This proves the lower bound (73) when k = 1. Case k = 3 By Lemma 5.13, proved later on in this section, and (74), we obtain
with some η > 0. This fact, together with (a) and (b) in Section 5.2 yields that the Gaussian stochastic process {v(x), x ∈ I} satisfies the hypotheses of [9, Proposition 3.1]. Thus, according to that Proposition, if we fix M > 0, for any x 1 , x 2 ∈ I, the joint density of (v(x 1 ), v(x 2 )) satisfies
where C, c are positive constants independent of x 1 , x 2 and z 1 , z 2 ∈ [−M, M ] d . Because of (74), the right-hand side of the above inequality is bounded by We refer to [5] for a method to characterise polarity of points for Gaussian random fields at critical dimensions with applications to the heat and wave stochastic equations.
In the particular case k = 2, Theorem 5.10 implies that if d > 2, points are polar for v.
We close this section with an auxiliary result used in the proof of Theorem 5.11.
Lemma 5.13 Let k = 3. Fix ρ 0 ∈ (0, 1). There exists C > 0 such that for all x 1 , x 2 ∈ B ρ 0 (0), σ
with ζ > 0 arbitrarily small. Using the expression (46), we see that Consequenly, we have proved that
because 3 − 2γ < 0. The upper bound (82), along with (81) implies
By choosing γ ∈ (0, 3) arbitrarily close to 3, we haveγ > γ − 1 will be less than, but arbitrarily close to 1. Hence, there exists η > 0 such that (80) holds.
