We deal with a planar random flight {(X(t), Y (t)), 0 < t ≤ T } observed at n + 1 equidistant times t i = i∆ n , i = 0, 1, ..., n. The aim of this paper is to estimate the unknown value of the parameter λ, the underlying rate of the Poisson process. The planar random flights are not markovian, then we use an alternative argument to derive a pseudo-maximum likelihood estimatorλ of the parameter λ. We consider two different types of asymptotic schemes and show the consistency, the asymptotic normality and efficiency of the estimator proposed. A Monte Carlo analysis for small sample size n permits us to analyze the empirical performance ofλ.
Introduction
Diffusion processes play a central role in the theory of stochastic processes. However these models do not give a realistic description of the real movements because the velocity is infinite and their sample paths are nowhere differentiable. For this reason in literature have been proposed alternative processes with finite velocity. The first model of this type, introduced by Goldstein (1951) and Kac (1974) , is the telegraph process which describes the motion of a particle on the real line.
The planar random flights are a possible extension in R 2 of the telegraph process. We consider the motion in the plane of a particle starting at arbitrary point (x 0 , y 0 ), moving with constant velocity c and taking directions uniformly distributed in (0, 2π]. The changes of direction are governed by a homogenous Poisson process with parameter λ > 0. Let N (t) be the number of Poisson events in the interval [0, t] , the position at time t > 0 of a particle performing a random flight is X(t) = x where θ j are independent random variables uniformly distributed in (0, 2π], while s j , j = 1, ..., n are the instants at which Poisson events occur (s 0 = 0 and s N (t)+1 = t).
The distribution p(x, y; t) of (X(t), Y (t)) is concentrated on the disc
If the initial direction is maintained until time t, the probability density p(x, y; t) possesses a singular component, otherwise the distribution lies inside S 2 ct . Random flights in R 2 have been studied in Stadje (1987) , Masoliver et al. (1993) , Kolesnik and Orsingher (2005) . De Gregorio and Orsingher (2007) analyze random flights in R d , d ≥ 2, and derive their explicit distribution in the four-dimensional space.
The only references about the statistical inference of random motion at finite velocity consider estimation problem for the telegraph process. Yao (1985) estimates the state of the telegraph process under white noise perturbation and studies performance of nonlinear filters. Iacus (2001) considers the estimation of the parameter θ of a non-constant rate λ θ (t). More recently, De Gregorio and Iacus (2006) introduce a pseudo-maximum likelihood estimator and a least squares estimator for the parameter λ when the sample paths of the telegraph process are observed only at equidistant discrete times. The authors also analyze the same statistical problem for a geometric telegraph process particularly interesting in view of financial applications. For a telegraph process observed at discrete times, Iacus and Yoshida (2006) study the asymptotic (i.e. the mesh decreases to zero and the horizon interval tends to infinity) properties of two moment estimators and propose also an estimator consistent, asymptotically normal and efficient.
The aim of this paper is the estimation of the parameter λ when the process {(X(t), Y (t)), 0 < t ≤ T } is observed at n + 1 equidistant times 0 = t 0 < t 1 < .. < t n = T , where t i = i∆ n = i∆, i = 0, 1, ..., n. We consider two types of asymptotic framework: 1) ∆ n → 0 and n∆ n = T → ∞ as n → ∞;
2) n → ∞ with ∆ n fixed. The statistical problem is interesting because the planar random flights seem to be useful for ecology and biology applications. In fact, Holmes (1993) and Holmes et al. (1994) consider these models to represent the displacements of the animals and microorganisms on a surface.
We note that when the planar random flight is observed continuously, then N (T )/T is the optimal estimator of the parameter λ and our statistical problem is equivalent to the estimate of a whole Poisson process on [0, T ] (see Kutoyants (1998) ).
The process {(X(t), Y (t)), 0 < t ≤ T } is not markovian. Hence, it is not possible to explicit the likelihood function of the points observed as product of the transition densities. This fact implies that we can not use the tools developed for the diffusion processes (see Sorensen (1997) and Soresen (2004) for an account of these estimation methods).
The main idea of this paper is to consider the points
as n independent copies of a random flight up to time ∆ n (which is untrue).
In this manner we can build an estimating function from which it is possible to derive a pseudo-maximum likelihood estimator. The paper is organized as follows. In Section 2 we describe the random motion considered here and present some results concerning the process X 2 (t) + Y 2 (t) (for example the moments). In Section 3 we introduce a pseudo-likelihood function L n (λ) and propose the following estimator
Under the asymptotic scheme 1) the estimatorλ n is asymptotically normal and efficient. Alternatively under the same asymptotic scheme , we present an estimator asymptotically efficient without additional hypotheses. By considering the second asymptotic framework in Section 4, we can study the convergence of the estimatorλ n by means of the pseudo-likelihood ratio. In the last section, we analyze the empirical performance ofλ n by means of a Monte Carlo analysis.
2 Planar random flights: description and some results
We consider a particle starting at the arbitrary point (x 0 , y 0 ) of the plane R 2 , moving with constant finite speed c. The initial direction is a random variable θ uniformly distributed in (0, 2π]. The changes of direction are governed by a homogeneous Poisson process with parameter λ > 0. Therefore, when a Poisson time occurs the particle takes a new direction uniformly distributed in (0, 2π], independently from the previous one. We indicate the position of the particle at time t > 0 with the stochastic process (X(t), Y (t)), which is called random flight in the plane. At time t the particle is located in the disc
with probability 1. If no Poisson event occurs the particle reaches the circle
The remaining part of the distribution lies in the interior of (2.1) and represents the absolute continuous component of the distribution
We note that the random flights have trajectories which assume the form of broken lines where the single steps have random length and are uniformly oriented in (0, 2π]. However, the total length for any sample paths at time t is ct.
The density law of (X(t), Y (t)) (see Kolesnik and Orsingher (2005) ) is equal to
with (x, y) ∈ S 2 ct and δ(·), 1(·) representing respectively the Dirac's delta function and the indicator function. Now, we present some results concerning the following process
i.e. the euclidean distance from the origin of the space R 2 of the position reaches by the moving particle at time t > 0.
The following theorem contains our first result. Proof. We start the proof observing that
Theorem 2.1 The absolute continuous component of the process
By differentiating the probability (2.6) with respect to r, the density (2.5) emerges.
In order to prove the second part of the theorem, we rewrite the density (2.5) in the following form
In the last step we have used the expansion
.., which is absolutely convergent for |w| < 1.
From (2.7), under the Kac condition, we obtain the following limit 
by means of the well-known integral representation of the Bessel function
Expression (2.8) represents the density function of Bessel process B 2 1 (t) + B 2 2 (t), where B 1 and B 2 are two independent standard Brownian motion.
From Theorem 2.1 we note that for (x 0 , y 0 ) = (0, 0), the complete distribution of R(t) becomes
We note that the density (2.9) coincides with formula (7) in Kolesnik and Orsingher (2005), when we ignore the angular component.
By taking into account the probability law (2.9), we are able to derive the moments of R(t).
Theorem 2.2 Let (x 0 , y 0 ) = (0, 0) and p ≥ 1, we have that
Proof. In view of (2.9), we can write
Now, we work out the integral in (2.11). Hence
By inserting (2.12) into (2.11) we obtain the result (2.10). In other words, if λ grows to infinity the changes of direction increase and consequently the distance from the origin decreases.
Remark 2.2 We derive from (2.10) the mean value of R(t)
In the particular case p = 2, we can write the square mean in terms of simple function. In fact, by means of the following relationship
we get that
3 Parametric estimation for planar random flights
We assume that the planar random flight {(X(t), Y (t)), 0 < t ≤ T }, with (X(0), Y (0)) = (0, 0), is observed only at n + 1 equidistant discrete times 0 = t 0 < t 1 < ... < t n = T, where t i = i∆ n = i∆, i = 0, 1, ..., n. We use the following notation to simplify the formulas:
The interest is the estimation of the parameter λ whilst the velocity c is assumed to be known. In other words, we want to estimate the rate of change of a microorganism which performs a planar random flight, when we are able to observe its position only at discrete times.
The estimation of c is an uninteresting problem. In fact, if in the interval (i∆ n−1 , i∆ n ] there are not changes of direction, then
n . If ∆ n is suitable small, there is high probability of observing N (t i ) − N (t i−1 ) = 0 and c can be calculated without error.
Analogously to the telegraph process, the random flights are not markovian. For this reason we cannot write the explicit likelihood of the process in the form of product of transition densities as well as for diffusion processes. Therefore, we need an alternative argument in the spirit of the paper by De Gregorio and Iacus (2006) . We define a pseudo-likelihood function as follows. By taking into account the distribution (2.3), we introduce the following data dependent function 
, which are considered as if they were n independent copies of the process (X(∆ n ), Y (∆ n )) (i.e. the process (X(t), Y (t)) up to time ∆ n ).
The pseudo-likelihood function (3.1) is equivalent to
where n + is the number of the planar random flights with at least one change of direction.
Remark 3.1 In the expression (3.2), the factor e −λ∆n 2 n−n + concerns the singular part of the densities p((X i , Y i ), ∆ n ; (X i−1 , Y i−1 ), t i−1 ), while the product represents the absolutely continuous components of the distributions of the random flights. Note that for increasing values of λ, the absolutely continuous component of (3.2) has a bigger weight than the singular component; viceversa for small values of λ. Figure 1 shows how the two components of the function L n (λ) emerge for this scheme of observation.
To define our estimator, we borrow the approach based on estimating functions. Formula (3.2) yields
and the estimator is obtained by solving F n (λ) = 0. By taking into account the function (3.3) we derive the following pseudomaximum likelihood estimator for the parameter λ
It is easy to see that
dλ 2 log L n (λ) < 0 and the uniqueness of the estimator (3.4) holds. Howeverλ n is not a true maximum likelihood estimator because L n (λ) is not a true likelihood function. In the section 4 we will analyze the empirical performance of the estimator (3.4) for small sample size.
By considering the following asymptotic framework ∆ n → 0 and n∆ n = T → ∞ as n → ∞, we provide the next result for the estimator (3.4). Theorem 3.1 Let ∆ n → 0 and n∆ n = T → ∞ as n → ∞, thenλ n is consistent, asymptotically normal and efficient.
Proof. If ∆ n → 0 and n∆ n = T as n → ∞, we have that u n,i → 0 and n + → N (T ), where N (T ) represents the number of changes of direction occurred in the interval [0, T ] when the whole trajectory is observed. Thus, λ n tends to the maximum likelihood estimator of a homogeneous Poisson process
Therefore, under the condition n∆ n = T → ∞, the pseudo-maximum likelihood estimator is consistent, asymptotically normal and efficient (see
Kutoyants (1998)).
We introduce an alternative estimator for the parameter λ by means of the distances
By setting
we define the following unbiased estimatoṙ
The advantage ofλ n is that we are able to derive the asymptotic properties without assumptions on the points (
Theorem 3.2 For n∆ n = T → ∞ and ∆ n → 0 as n → ∞ the estimator (3.6) is consistent, asymptotically normal and efficient
Proof. We replace the steps contained in the proof presented by Iacus and Yoshida (2006) for the telegraph process. First of all we prove consistency and asymptotic normality of G n . We observe that
and consistency immediately follows. Now we show the asymptotic normality of G n and consider to this scope the quantity
It's clear that E(α i ) = 0 and E(U n ) = 0. Moreover
The variables α i are independent and the Lindeberg condition is true, i.e.
because for large n it holds true that |α i | ≤
Finally, we can prove the asymptotic normality ofλ n . Since
, then, by so-called δ-method, we have that
hence for n∆ n = T → ∞ and ∆ n → 0 as n → ∞, we obtain that
Large sample properties for the pseudo-maximum likelihood estimator
To analyze the properties of the estimator (3.4) as n → ∞ with ∆ n fixed (large sample scheme), we use the tools of asymptotic theory of statistical estimation presented in Ibragimov and Has'minskii (1981) . Let us assume the velocity c known and λ ∈ (λ 1 , λ 2 ) = Θ with 0 < λ 1 < λ 2 < ∞. We need to introduce another hypothesis: the distance ∆ n between two consecutive instants t i , i = 0, 1, ..., n, is such that the following condition holds
where int S 2 c∆n = {(x, y) : x 2 + y 2 < c 2 ∆ 2 n }. In other words between the points (X i−1 , Y i−1 ) and (X i , Y i ), i = 1, .., n, the planar random flights have at least one change of direction (or equivalently P λ {N (i∆ n ) = 0} = 0, i = 1, ..., n). In general it is obvious that for increasing values of λ, the minimum value of ∆ n satisfying the condition (4.1) decreases.
Immediately, from (4.1) follows that the singular part of (3 .2) vanishes. In fact we have that
while the pseudo-maximum likelihood estimator (3.4) becomes
We start our analysis observing that the Radon-Nikodym theorem yields
4) where µ is the Lebesgue measure in the plane. Thus, we can indicate
where P n λ represents the joint probability distribution of n independent copies of a planar random flight up to time ∆ n .
It's appropriate to remark that we are presenting in this section results valid only for the parametric model {P n λ , λ ∈ Θ}, i.e. the model deriving from the assumption of i.i.d. observations.
To simplify the formulas we write p((X i , Y i ), ∆ n ; (X i−1 , Y i−1 ), t i−1 ) = p(λ). Our first result is the following theorem. Theorem 4.1 Let E n be the experiment generated by n independent observations of (X(∆ n ), Y (∆ n )). Then E n is regular with Fisher's information equal to
Proof. By considering the definition of regular experiment presented in Ibragimov and Has'minskii (1981), page 65, we must prove that p(λ) is differentiable in L 2 (the space of the square integrable functions) with continuous derivative in L 2
By setting g(λ) = p(λ) we get that
Now, by observing that
we obtain
The continuity of ψ(λ) is shown by means of the dominated convergence theorem.
To complete the proof we verify that E n possesses finite Fisher's information I n (λ) for any λ ∈ Θ. Clearly I n (λ) = nI(λ), where I(λ) represents Fisher's information of a single experiment. Thus, we can write
where in the last step we have used the transformation in polar coordinates
To obtain the explicit value of (4.10) we calculate the following three integrals
Putting together I 1 , I 2 , I 3 we have that
By assumption P λ {N (∆ n ) = 0} = e −λ∆n = 0 the result (4.6) follows.
Fisher's information plays a central role in the Cramér-Rao inequality and more in general in the parametric inference. Let E n λ (·) be the expectation with respect to the probability measure P n λ . For any estimators of the parameter λ, we have the next result.
Theorem 4.2 Let T n be an arbitrary estimator of
is differentiable respect to λ in L 2 . Moreover, the following Cramér-Rao inequality holds
Proof. We note that
(4.13) and show that E n λ T is differentiable and the equality
holds in L 2 . For this purpose we interpret d dλ E n λ T n as the right-hand side of equation (4.14) . It is not difficult to see that
where in the last step we have used the Cauchy-Schwarz inequality. By inserting the equality
The validity of the inequality (4.12) follows by standard arguments.
Remark 3.3 By taking into account an unbiased estimator T n of the parameter λ, from (4.12) we get that
It's well-known that the Cramér-Rao doesn't give a good definition of asymptotic efficiency, because the limit variance may not coincide with the variance of the limiting distribution. Therefore to investigate the asymptotic properties of the estimator λ n as n → ∞ and ∆ n fixed, we reduce our problem to the study of the normalized pseudo-likelihood ratio
where ϕ(n) = ϕ(n, λ) = (I n (λ)) −1/2 . The function (4.17) takes values in the following set
It's well-known that Z n,λ (deriving from an i.i.d. observation scheme) admits the representation
→ N (0, 1) and φ n (z, λ) → 0 in probability as n → ∞; i.e. P n λ is locally asymptotically normal (LAN). For the function Z n,λ we have the next useful Lemma. 
where c > 0.
By taking into account that
we have immediately that Finally, we are able to present the main result of this section. • is consistent;
• converges in distribution as follows
(4.24)
• has moments such that
where γ > 0 and ξ ∼ N (0, 1).
Proof. In accordance with the Theorem 1.1 Chapter III, in Ibragimov and Has'minskii (1981), we prove that the four conditions are satisfied. The probability measure P n λ is uniformly local asymptotic normal, while it's easy to see that lim 
Monte Carlo analysis
We analyze the empirical performance of the pseudo-maximum likelihood estimatorλ n by means of a Monte Carlo analysis with n < ∞ fixed. We simulate 10000 sample paths of the planar random flights in the interval [0, T ], with T = 500, for different values of λ and c = 1. For any trajectories we have sampled n = 200, 300, 500, 1000 values subsequently used to estimate the unknown parameter λ.
The results have been reported in the Table 1 . Furthermore in the Table  1 there is a column MSE(λ) derived as follows 1) where N = 10000 is the number of simulations.
It emerges, as expected, that the mean square error tends to zero when the sample size increases. Furthermore, it is clear that the true value of the parameter λ and the mean square error are correlated. In fact, for fixed n, as the more λ increases the more Poisson events remain hidden to the observer. The bias assumes small values for all the cases considered and is constantly equal to 0.002 for λ = 0.1, 0.25, 0.5, 0.75. 
