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Abstract-Compactly supported radial basis functions (CS-RBFs) have been recently introduced 
in the context of the dual reciprocity method as a possible cure of dense matrices and ill-conditioning 
problems when using the classical radial basis functions. However, the support scaling factor and 
slow convergence rate of the CS-RBFs have also raised issues on the effectiveness of the CS-RBFs. In 
this paper, two multilevel schemes have been proposed to alleviate these problems. @ 2002 Elsevier 
Science Ltd. All rights reserved. 
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1. INTRODUCTION 
The idea of solving PDEs numerically based on the radial basis functions (RBFs) was first 
introduced by Kansa (11 in early the 1990s. In recent years, the application of the RBFs has 
made its way to the boundary element community. In particular, the dual reciprocity method 
(DRM) has made significant advances due to the introduction of RBFs. As a result of the rapid 
development of the DRM, the early version of the basis function 1 +r [2] has been largely regarded 
as obsolete. The rich class of RBFs has been widely used to replace 1 + T in the DRM literature 
due to the improvement in accuracy and solid mathematical foundation. 
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The most popular RBFs are multiquadrics, p(r) = v’m, thin plate splines, cp(r) = r2 log T, 
and Gaussians, (P(T) = c-c2r2 which are all globally supported. Although these RBFs exhibit 
excellent interpolation properties, they also present some numerical drawbacks. It is well known 
that these globally supported basis functions lead to dense systems which can be highly ill- 
conditioned, especially for large scale industrial problems. Recent tests also showed that when 
iterative methods are used to solve the collocation matrices, they failed to converge for some 
radial basis functions [3]. For RBFs such as multiquadrics and Gaussians, there exists a so-called 
“principle of uncertainty” [4] which means that good convergence can only be achieved at the 
expense of instability. Computational efficiency is also a concern due to the dense matrices. In 
practice, RBFs with global support are recommended for only a few hundred interpolation points. 
For large scale problems, tens of thousands of interpolation points are often required. Hence, there 
is a need to employ some type of localization schemes such as domain decomposition [5,6]. In the 
mid-1990s, locally supported RBFs [4,7-g] first appeared in the approximation theory literature. 
It turns out that the most popular compactly support RBFs (CS-RBF) are the ones introduced 
by Wendland [8]. They were regarded as a cure to the problem for the dense and ill-conditioned 
matrices indicated above. Several researchers recently implemented the newly constructed CS- 
RBFs for solving various kinds of PDEs numerically [3,10-131. But several difficulties of the 
CS-RBFs have been observed: 
(i) the accuracy and efficiency depends on the scale of the support and the rule for determining 
the scale of support is uncertain. 
(ii) the convergence rate of CS-RBFs is low. 
In order to obtain a sparse matrix system, the support needs to be small; then the interpolation 
error becomes unacceptable. When the support is large enough to make the error acceptable, 
the matrix system becomes dense and computational inefficiency is obvious. As a result, the use 
of the CS-RBFs with a fixed support is not recommended [12]. In [4,12,14], a multilevel scheme 
was introduced to handle the uncertainty of choosing the size of support (or scaling factor). 
Fasshauer [12] employed multilevel CS-RBFs in the context of a Hermite collocation method. In 
his approach, a smoothing scheme was also employed to ensure the satisfactory performance of 
multilevel CS-RBFs. However, the process of smoothing is not a trivial task. 
It is the purpose of this paper to present two multilevel CS-RBFs-based computational ap- 
proaches in the context of the DRM to solve certain classes of linear inhomogeneous elliptic 
partial differential equations (PDEs). In the DRM, we use the CS-RBFs to approximate the in- 
homogeneous term instead of the solution of PDEs as proposed in [12]. As a result, no smoothing 
at each level of the multilevel scheme is required. The current paper is considered as a follow-up 
paper to [3,10,11,13]. We refer readers to them for further details. Our proposed method not 
only settles the issue of how to choose the support, but also improves the accuracy and provides a 
stopping algorithm similar to an iterative method. Two numerical examples, a Poisson’s problem 
in 2D and a inhomogeneous Helmholtz-type equation in 3D, are given to validate our proposed 
method. 
2. COMPACTLY SUPPORTED RBFS AND THE DRM 
Let C be a linear second-order elliptic partial differential operator and let a fundamental 
solution of L: be given. We consider the following model boundary value problem (BVP): 
4x) = f(x), x E i-2, (1) 
44 = dX)> XEXl, (2) 
where fi c Rd, d = 2,3, is a bounded domain with a sufficiently regular boundary an. We 
assume that BVP (l),(2) h as a unique solution u for any given continuous inhomogeneous term 
f and the boundary data g. 
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Throughout this paper, we exploit the fact that there are excellent efficient robust compu- 
tational schemes to solve the associated homogeneous problem, using boundary integral repre- 
sentation of the h~~oge~eo~s solution, say ?_&. Our focus in this paper is to propose efficient 
computational schemes to find approximate particular solutions of (1) with G typically being the 
Laplace or a Helmholtz-type operator. 
Accordingly, it is a common practice to split the solution u of (l),(2) into a particular solution 
and homogeneous olution. Let u = up i- UA, where up is a particular solution satisfying the 
inhomogeneous equation 
&J(x) = f(x), (3) 
but does not necessarily satisfy the boundary condition in (2). Then homogeneous olution Uk 
satisfies 
b&k(x) = 0, x E s-l, (4) 
uk(x) = g(x) -up(x), XEdS-4. (5) 
Since uk satisfies (d),(5) and a fundamental solution of l is known, we can find a suitable 
equivalent boundary integral equation (BIE) formulation of (4),(5). The resulting BIE formula- 
tions contain no domain integration, a marked advantage of solving only an equivalent (d - 1) 
dimensional equation, see for example [15] and extensive references therein. For our computa- 
tion, to achieve a mesh free boundary method, we employ the method of fundamental solutions 
(MFS) [16-181 to solve (4),(5). 0 ne may also use robust boundary element or spectral methods 
to solve boundary integral equations equivalent o (4),(5). 
The key issue henceforth is how to compute an approximation to up for a general forcing term f 
in (3). There are various ways of doing so. The DRM has emerged as a promising technique in 
approximating particular solution UP. The success of the DRM relies on choosing some proper 
basis functions. We review CS-RBFs approximations from DRM context in rest of this section. 
Let ‘p : R+ + R be a continuous function with ~(0) 2 0. For a given xi E fl, we define a 
function v.7i on 0 by 
Vi (4 = v, (llx - xi II) 1 x E s-2, (6) 
where 11 l 11 is the Euclidean norm. Then y3i is called a radial basis function. Instead of globally 
defined functions, a CS-RBF is a radial basis function with local support. For a discussion of the 
CS-RBFs, we refer readers to [7-91. In Table 1, we give a list of CS-RBFs which were constructed 
by Wendland [S]. It contains the lowest possible degree among all piecewise polynomial CS-RBFs 
which are positive definite on Rd for a given order of smoothness. In the current context, we are 
only interested in the case d = 2,3. 
Table 1. Wendland’s CS-PD-RBFs. 
d=2,3 q=(l-r)2+ co 
$9 = (1 -T)“+ (49. + 1) c2 
‘P = (1 - v)t (35~~ + 18r + 3) c4 
‘P = (1 - r)“, (32~~ + 256 + 8r + 1) C6 
In Table 1, we used the notation 
We also note that the radius of support in Table 1 has been normalized to [OJ]. 
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For practical implementations, we need to rescale the support of cp. This can be achieved by 
using instead the scaled function 
‘PYr) = ‘p (L) 7 (7) 
for various values of Q > 0. As in (6), for a given xi E f& we define the scaled CS-RBF (Pi on G? 
as 
(PF1 (x) = Vlal (llx - xill) > x E f-l. (8) 
For the details of the scaling effect, in data fitting, we refer readers to [4,7,14]. 
The DRM is based on the assumption that we can find an approximation f^ to the inhomoge- 
neous term f in (3) and that we can obtain an analytical solution $, to 
C?qx) = f(x). (9) 
Then GP can be treated as an approximation to a particular solution up of (3). The initial step 
of the DRM is to approximate f(x) by using various kinds of basis functions. To avoid the ill- 
conditioning problem as we indicated in the Introduction, we choose CS-RBFs as basis functions. 
More precisely, we choose a support parameter QI and a set of uniformly distributed points in s1, 
say {xj}$!=i, and seek an approximation f^ to f in the form 
(Later in our notation we will indicate the dependence off on the support parameter and number 
of chosen points in a.) The unknown coefficients aj, j = 1,. . . , N, are determined by forcing 
the interpolatory conditions 
f^(xi) = .f(xi), l<i<N. _ (11) 
The resulting linear system 
2 ajv~l Cxi) = f(%), l<i<N, 
j=l 
is well posed if the interpolation matrix 
A++I = [@I (IIxi - xj II)] l<i 3<N _>_ 
(12) 
(13) 
is nonsingular. Since CS-RBFs are positive definite, the induced matrix A,i,l in (13) is also 
positive definite. This ensures the solvability of (12). It is useful to note that A,[U~ will be dense 
or sparse depending on the support parameter Q. 
Once f^ in (9) has been established, using (lo), an approximation GP (depending on N and CX) 
to a particular solution up of (1) can be written as 
f&(x) = 2 aj@yl(x), 
j=l 
x E 0, (14) 
where @pl is the solution of 
13&l(x) = cpl”l(x) 3 3 ’ x E s1, j = l,...,N. (15) 
One of the key steps in the DRM is the possibility of solving (15) analytically. Since the forcing 
terms in (15) are radially dependent functions on s1, one may expect analytical solvability of (15) 
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for operators L that are radially and translationally invariant. For such operators if we denote ~5,. 
to be the radial part of .C, then finding an analytical representation of G, in (14) is equivalent to 
finding the analytical solution @l(r) of the radial differential equation 
L,dqr) = p[“l(r), r 2 0, (16) 
where I$“] is given by (7) with typical representations of cp as in Table 1. Explicit analytical 
representation of @[“i(r) for the special case C = A, the Laplacian, was derived in [lO,ll]. 
Recently in [13], we derived atal (r) for the Helmholtz-type operators L = A - s21 (for any real 
or complex number .s2) in three dimensions. 
In particular, for the CS-RBF ‘p = (1 - r)$(4r + l), we have the following explicit formulas for 
@l(r): 
l d = 2, L = A (see [lo]) 
{ 
r2 5r4 4r5 5r6 r7 --- --- 
&qr) = 4 fkx2 + 5cu3 12a4 
+ - 
49cY5' 
r I a, 
529d a2 
~+141n(;b 
r > a; 
l d = 3, L = A (see [ll]) 
r2 r4 2r5 5r6 
-- 
@la](r) = 6 
{ 
gs+~-iygi+j-&s r < Q, 
d cY3 
---> 
14 42r 
r > a; 
l d = 3, L = A - s21 (see [13]) 
SW3 + Q(O)) + q’(O), r = 0, 
&l(r) = I PeTSr + Be” + q(r)1 , o < r < Q - , r CeesT r ’ r > a, 
where 
A = -[B + q(O)], B=- 
emsa [q’(a) + da>1 
2s ’ 
(17) 
(18) 
(19) 
(20) 
C = B (e2as - 1) + q(cr)eas - q(O), (21) 
and 
240 1440 
-+- 
s%9 d-w 
r2 
> 
r4 + 
155 46 
s2,4r--r. s2cr6 
(22) 
In fact, the formula @Ial (r) for the Helmholtz-type operators in (19)-(21) holds for all CS-RBFs 
and only the representation of q in (22) differs for various choices of CS-RBFs. These particular 
solutions for Helmholtz-type operators using CS-RBFs in 3D are expected to have extensive 
applications in solving three dimensional time-dependent problems using boundary integral and 
fundamental solution methods. For details, we refer to [13]. Further, we expect, depending 
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on the applications, for nonstandard radially invariant operators C one may be able to derive 
representation of the solution ~1~1 of (16). 
Thus, the main computational cost of finding approximate particular solutions of (1) is in 
computing the unknown coefficient vector a = [al, . . . , aN] T in (10) by solving the linear system 
in (12), given by A,t,la = f, where f = [f(xi), . . . , f(x~)]~. 
Clearly, the quality of the approximation of f by f^ (depending on N and o) and the stability 
of the corresponding computing process determine the accuracy of the approximate particular 
solution. Following [14] and references therein, for sufficiently smooth functions f, the measure 
of quality of approximation f^ depends on h,, where 
while the sensitivity of the stability of the interpolation process depends on qa, where 
(23) 
In particular, ideally we would like h, to be as small as possible and qa as large as possible. 
Further, from the computational point of view, we require the interpolation matrix A,,,,1 to be 
of moderate size and not dense, i.e., the number of points N not very large and (_y as small as 
possible. It is clear that it will not be possible to satisfy all the above requirements for a single 
choice of the cut-off parameter Q. Also, for large scale problems, we need to take N sufficiently 
large. 
The best way to tackle the above issue, to a certain extent, is to consider a multi-cut-off level 
scheme by choosing various size interpolation point sets and corresponding cut-off parameters 
We propose two multilevel algorithms in the next section following ideas in [14]. 
3. MULTILEVEL SCHEMES 
Let DN = {xi},“=, b e a set of interpolation points. Here the number of points N is large 
enough to cover a with hl given by (23) is sufficiently small. Next, we subdivide D,v into a 
sequence of evenly distributed point sets 
where Dk = {xi}yJi with appropriately chosen Nk, k = l,...,L- 1 and NL = N. For each 
k=l,... , L, the parameter Nk depends on the choice of a cut-off parameter ok, where 
al > 0!y:! > . ’ > Qk > . . . > CrL 
is a chosen set of cut-off parameters. The choice of ok and Nk, k = 1,. . . , L, depend on the 
required minimal accuracy of the approximation and the size and sparsity constraints of the 
interpolation matrix Aqp+]. Due to the complex nature of requirements mentioned in the last 
section, there is no perfect choice of such parameters satisfying all the constraints. The multilevel 
scheme we propose from the DRM point of view is to first obtain a crude approximate solution 
of (l),(2) in the first few levels with few interpolation points but large scaling factors. For 
example, we may try various choices until the first level produces an approximate solution with 
one decimal accuracy. We then refine the solution by approximating the residues. 
In [14], a thinning algorithm has been devised to produce a sequence of evenly distributed 
subsets Dk, k = 1,. . . , L - 1, of interpolation points. However, the filtering process of the 
thinning algorithm is quite tedious. For purely surface fitting, the data points may be collected 
from the field and the thinning algorithm is necessary for implementing the multilevel method. 
Multilevel Compact Radial Functions 365 
For solving a partial differential equation, the interpolation points are normally selected in the 
domain. To this end, we use a quasi-Monte Carlo method [19] to generate a sequence of quasi- 
random points which also ensures that the interpolation points are uniformly distributed at 
each level. For computation, we use the subroutine SOBSEQ [20] to generate quasi-random 
interpolation points and translate to cover the domain a. 
The fundamental idea of the multilevel scheme is to capture the main features of f in f^ in the 
first few levels with few interpolation points but large scaling factors. Small details are added on 
in the later steps which consist of large number of interpolation points but small scaling factors. 
3.1. Multilevel Algorithm 1 
Our first multilevel scheme approach to find an approximate solution of (3) can be described 
as follows. 
For k= l,... , L, with CY~ being the scaling factor for Dk, we set 
j”(x) = -+&~)q&-~ (I/x - xy)/I) , XT) E DI, 
j=l 
and at level k we choose the approximate particular solution of (1) as 
g(x) = ~pq”I(,), x E 0, 
j=l 
where @[ykl 3 is a solution of 
(25) 
~qjbl(x) = p[?“l(x) 
3 3 7 x E f-l, j = l,...,Nk. (27) 
The solutions @‘?“I, j = 1,. . . , Nk, k = 1,. . . 3 ,L, can be computed using analytical formulas 
(1) such as described in (17)-(22). For k = 1, the coefficients cj , j = 1,. . . , Nr, in (25) and (26) 
are determined by 
f^W = f(xJ, 1lxiiN1, (23) 
and for k = 2,. . . , L the coefficients cy’, j = 1, . . . , Nk, in (25) and (26) are computed using the 
interpolatory constraints 
k-l 
fk(xd = f(xd - C&Xi), 
j=l 
1 2 xi 5 Nk. (29) 
Consequently, at each level k = 1,. . . , L, the inhomogeneous function f is approximated by 
Ct=, f^“. Clearly f(z) = limL_,oo Ci==, fk(x), and f”(x) --f 0 as k + co for x E s1. 
At the first level, we choose the support value err h$h and(;rernumber of points Nr in Dr low 
and obtain the unknown coefficient vector c(l) = [cr , . . . , cN1] by solving the Nr x Nr-dense 
system 
A ‘pbll c (1) = f(f), (30) 
where f(l) = [f(xr), . . . , f(x~,)]~. For subsequent levels k = 2,. . . , L, we are actually inter- 
polating the residual of the previous levels. That is, for k = 2,. . . , L, to compute the vector 
c(k) = [c(,“), . . . ) Cg]y we solve the Nk x Nk finite-dimensional systems of the form 
Av,ah,~(k) = fck) (31) 
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with the first Nk_r entries of f(‘“) being zeros and the remaining Nk - N&i are given by (29). 
As the level increases we decrease the support value and increase the number of interpolation 
points. Consequently, we solve a sequence finite dimensional systems with increasing dimension 
as well as sparsity. For example, see Tables 2 and 3 in Section 4. Due to excellent properties of 
the CS-RBFs, the resulting systems are symmetric and positive definite (SPD). Hence, the sparse 
SPD systems can be solved efficiently using for example conjugate gradient type methods. 
We then continue our algorithm by setting the approximate particular solution ‘iLf of (1) as 
L 
-N up = c -k uP, 
k=l 
(32) 
with i$, k = l,..., L, given by (26) and N = NL, the number of chosen interpolation points in 
the final level. To show that 6: is indeed a good approximation particular solution of (l), we 
observe first from (32), (26), (27), and (25) that 
Since CL==, f^” 4 f as L -+ 00, we have i$ + up as N --+ co, where up is a particular solution 
of (1). In general, the particular solution in (1) is not unique, and hence, our above algorithm 
yields approximate particular solutions &F converging to a ‘particular’ particular solution of (1). 
Using the approximate particular solution (32), the final step in our algorithm is to compute an 
approximate solution u: of the associate approximate homogeneous problem of (l),(2) given by 
Cu,N(x) = 0, x E i-l, (33) 
~:(x, = g(x) - $7x), XEdf-2. (34) 
One may use boundary integral methods or MFS to solve (33),(34). Finally, we take uN = z$+$ 
as an approximation to the unique solution u of (1) ,(2). 0 ne unresolved issue in the above 
algorithm is how many levels L to be chosen. 
For practical purposes, one may actually be interested in finding approximate solutions of 
(l),(2) to certain specified accuracy, say TOL. Assuming that one may find approximate homo- 
geneous solutions to any specified accuracy using, for example, robust boundary integral software 
packages, we need a multilevel algorithm for finding approximate particular solutions in such a 
way that the combined approximate solutions of the inhomogeneous problem (l),(2) satisfy the 
TOL accuracy. The above multilevel algorithm requires a priori the choice of number of lev- 
els 1, and computation of particular solutions at all the levels k = 1,. . . , L before computing 
approximate solutions of the homogeneous problem (33),(34). Consequently, in our Multilevel 
Algorithm 1, we need a stopping criteria for choosing N depending on TOL. 
One approach to tackle this problem is to observe that, since fk(x) --+ 0 as k --t co for x E 0, 
we expect that, IIc(“)II + 0 as k -+ 00. Hence, from (26), we expect [[$I[, + 0 as k --+ m. So one 
may think of using the criteria that we proceed with the above Multilevel Algorithm 1 up to level k 
and choose N = Nk as the stopping criteria where NK is such that ~~fi~~~oo < TOL. However, 
this criteria may not be robust in general: for a finite level k, ii: depends both on the decaying 
coefficient vector cck) as well as the solutions Qj la’] of (27). But for all j = 1,. . . , Nk, @ykl + c is 
also a solution of (27) for any constant C. So, for example, one may have chosen @‘j Iah + l/TOL 
(or &‘I + l/llc(“)ll) 
finite’k not robust. 
as a solution of (27) there by making the criteria for a IltiEII- < TOL for a 
In the next section, we propose a robust stopping criteria based multilevel algorithm. The 
trade off is that some additional computation cost is added. 
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3.2. Multilevel Algorithm 2 
We propose a multilevel approach by decomposing the exact unique solution of (l),(2) into a 
series of solutions of simpler inhomogeneous equations based on the Multilevel Algorithm 1. Our 
aim is to devise a multilevel CS-RBFs based computational scheme to find approximate solutions 
of (l),(2) satisfying a given error tolerance TOL. 
Let v1 be the unique solution of 
L?Jl(x) = f’(x), x E n, 
vu1 (4 = 9(x) 7 XEdS-2, 
and, for each k = 2,3, . . . , let z? be the unique solution of 
(35) 
(36) 
Lcv”(x) = f”(x), XE 0, (37) 
Vk(X) = 0, XEdS2. (38) 
In (35) and (37), f^” is as defined in (25) with interpolatory constraints given by (28) for k = 1 
and by (29) for k = 2,3,. . . . Since f(x) = C’& fk(x), x E 0, it is easy to see that the unique 
solution u of (l),(2) can be written as 
u(x) = fy vk(x), 
k=l 
x E n. (39) 
Further, since lljklloo -+ 0 as k + co, we have llwklloo + 0 as k + co and {IIv~II~} is a strictly 
monotonically decreasing sequence of real numbers. 
We set an approximate solution of (l),(2) to be 
w(x) = -&uk(x),  E 0, (49) 
k=l 
where L is to be chosen such that N = NL is the number of interpolation points in DL and that 
IIu-uNlloo = II c&/+, vkllm < TOL. Using the properties of the unique solution vk of (37),(38), 
the stopping criteria of finding L can be achieved (approximately) by looking for the minimum 
iteration level L such that ~~wL~~~ < TOL. (Perhaps one may also choose IIwLII, < (TOL)2 
or Il~Llloo < c. TOL for some constant c < 1 as a stronger stopping criteria.) To compute 
approximate solutions uk, k = 1, . . . , L, we proceed as follows. 
For k = 1, we write u1 = tih + ui, where fib is a particular solution of (35) computed using 
representation (26) and (28), and uk is the approximate solution of the homogeneous problem 
L?.&x) = 0, x E cl, (41) 
d&(x) = 9(x) - q4, XEdS2. (42) 
The homogeneous BVP (41)) (42) can be solved, for example, using robust boundary integral or 
MFS approach with high accuracy. This will lead to solving a finite-dimensional system with 
a dense matrix ML (independent of the boundary data). The procedure of solving this system 
should involve finding first an LU factorization of ML (main computational cost). Then we 
compute an approximate solution ui using the LU factorization with cheaper appropriate matrix 
vector multiplications. 
For k = 2,. . . , L, we write vk = tiz + ut, where ti$ is a particular solution of (37) computed 
through (26) and (29), and ui is the approximate solution of the homogeneous problem 
C?&&(x) = 0, x E a, (43) 
z&x) = -$(x), x E do. (44) 
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Using the LU factorization of ML, the approximate solution 6: at each level k = 2,. . . , L can be 
computed easily with just appropriate matrix vector multiplications involving the 6;. 
It is useful to note that compared to Algorithm 1, described in Section 3.1, the above algorithm 
involves solving in addition the homogeneous problems at levels k = 2,. . . , L. Since, in prac- 
tice, the maximum number of levels L is not expected exceed 10, the additional matrix vector 
multiplications computational cost involved in Algorithm 2 is justified if stopping criteria is an 
important issue for certain practical problems involving adaptive type coding. For many simple 
test problems, perhaps Algorithm 1 may be sufficient. 
4. NUMERICAL RESULTS 
In this section, we demonstrate the effectiveness of our proposed multilevel schemes by com- 
puting approximate solutions of a 2D Poisson problem and a 3D modified Helmholtz equation 
with TOL = 10W3. 
EXAMPLE 1. Consider the Poisson’s problem 
4x, Y) = f(x, Y), in fl, (45) 
u(z, Y) = S(? Y)? on da, (46) 
where fi U dS2 = {(ST:, y) E R2 : (ST - 1.5)2 + (y - 1.5)2 < 0.25). For testing purposes, we chose f 
and g in such a way that the exact solution of (45),(46) is 
7lrx 37rY 5TY 21(x, y) = sin E sin - sin 4 sin -, 
6 4 4 
(GY) E 02. (47) 
A plot of the exact solution is in Figure 1. (For convenience of viewing, we extended the graphs 
of functions involved in this test example to the square [l, 21 x [l, 21.) 
Figure 1. The exact solution u(z,y) of (45),(46) 
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Choice (47) is possible if the boundary data g in (46) is the same as in (47) and if the inho- 
mogeneous term f(z, Y) is given by 
f(z>Y)=-qg sin Z? 6 sin - 4 sin - 371-Y 
2 
+ ~cos~cos~ sin?sinT 
157r2 7nx 
+ 8 
-sinEsin-cos-cos-. 3TY 57rY 
6 4 4 4 
As shown in Figure 2, the forcing term f(x, y) has a relatively large fluctuation in the domain, a 
reason for choosing the nonstandard test solution. 
1 -1 
Figure 2. The inhomogeneous term f(z, y) in (46). 
For computation, we chose the CS-RBF (p(r) = (1 - T)$(~T + 1). Using the quasi-Monte 
Carlo based subroutine SOBSEQ [20], we generated N = 500 quasi-random points in the disk 
D = {(x, y) : (x - 1.5)2 + (y - 1.5)2 I9/16} w lc contains fi U dS2. Following the notations in h’ h 
Section 3, we chose four levels 
al = 0.8, Q2 = 0.5, Q3 = 0.3, a!4 = 0.18, 
and 
N1 = 30, N2 = 150, N3 = 300, N4 = 500 
and for k = 1,2,3,4, Dk consisting of first Nk points from the generated quasi-random points 
in D (see Figure 3). (Our choice of extending the interpolation points to outside the physical 
domain improves the accuracy in evaluating the particular solutions. In this way, the boundary 
points will have enough supports as the interior points.) 
For k = 1,2,3,4 the sparsity structure (with nonzero entries nzk) of the resulting Nk x iVk 
matrix A+,iahl (see (30) and (31)) is given in Table 2. 
All the graphs below for the test Example 1 were produced on a 25 x 25 uniform grid in 
[1,2]x[1,2]. Th e numerical results outside the domain 52 U Xl are set to 0. For each k = 1,2,3,4, 
we solved the SPD system A,+,..dk) = f(‘) (see (30) and (31)) using the IMSL library SPD solver 
DLSLDX (PC version). 
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Figure 3. Quasi-random interpolation points at each level. 
Table 2. Sparsity pattern of the interpolation matrix Avp[a’k~, k = 1,2,3,4. 
Nk nZk % 
30 281 31.22 
EEEI 
150 3606 16.02 
300 5979 6.64 
500 6693 2.67 
The profile of the interpolation error of the forcing term elc = f - Cf=, fk at each level 
k = 1,2,3,4 are given in Figure 4. Our actual interest (from both multilevel schemes in Section 3) 
is in the quality of the particular solution fit, k = 1,2,3,4, computed using (26) and ~(~1. These 
are given in Figure 5. 
As we expected, from Figures 4 and 5, we observe that ]]elc]loo and ]]tik]], get smaller as 
the level increases. We demonstrate the need for both our multilevel algorithms described in 
Section 3, depending on the requirement of robust stopping criteria to achieve the desired accuracy 
TOL = 10-3. 
Suppose that we wanted to compute an approximate solution of (45),(46) upto TOL accuracy 
using our Multilevel Algorithm 1. Since ]]C$]]m > TOL it is not clear whether we need to do 
computation with more levels or following arguments at the end of Section 3.1, these four levels 
may be sufficient to reach the desired TOL accuracy. 
As a check on Multilevel Algorithm 1, we stopped with the computed four levels of particular 
solutions and summed up these as in (32) to get an approximate particular solution tiz of (45). 
Then we computed an approximate solution u r of the associated homogeneous problem (33),(34) 
(with C = A) using the MFS [16-B] with 40 evenly distributed collocation points on Xl and 
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Figure 4. The profile of error function ek at level k = 1,2,3,4. 
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Figure 5. The profile of the particular solution tik at level k = 1,2,3,4. 
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Figure 6. Error Iu(x, y) - ~~(2, y/)1 profile using Mdtilevel Algorithm I. 
39 source points on a circle of radius 10. The accuracy of our computed approximate solution 
UN = U: + ‘iLF of (45),(46) plotted in Figure 6 shows that we reached the required accuracy 
IIU - uNllcO < TOL. Thus, demonstrating our Multilevel Algorithm 1 is efficient in obtaining 
approximate solutions, but does not provide robust stopping criteria of the number of levels to 
be chosen. 
Next we used our Multilevel Algorithm 2 using the computed approximate particular solu- 
tions i$, k = 1,2,3,4 and the MFS strategy. Following notations in Section 3.2, we computed 
vk and found that llwkjloo > TOL for k = 1,2,3 and then computed w4. Since 11~~11~ < TOL, we 
stopped further multilevel computation. The plots of uk, k = 1,2,3,4 are given in Figure 7. 
We summed up the solutions vk, k = 1,2,3,4 as in (40) to obtain an approximate solution UN. 
The resulting error function eN(z, y) = lu(z,y) - uN(z,y)l . m i F g ure 8, demonstrates the effec- 
tiveness of our Multilevel Algorithm 2. 
EXAMPLE 2. We consider the following 3D Helmholtz-type problem (with s2 = 1): 
(A - s21) u = f, in a, (48) 
u = 9, on XI, (49) 
where the domain (see Figure 9) S2 c iR3 is given by 52 = {(z, y,z) E R3 : H(z, y, z) < 1) with 
H(z, y, z) = min((42 - 3/4)2, (42 + 3/4)2} + (4~)~ + (4z)2. 
For numerical test purposes, we chose the inhomogeneous term f in (48) and the boundary 
function g in (49) so that U(Z, y, z) = cosh(z + y + z) is the exact solution of (48),(49). More, 
precisely on Xl, g(1c, y, z) = cosh(z+y+z) (see Figure 10) and on Q f(z, y, z) = 2 cosh(z+y+z). 
A cross-section plot off along z = 0, i.e., f(~, y,O) with H(z, y,O) < 1 is in Figure 11. 
We used the CS-RBF @l(r) = (1 - r/o)$(4(r/a) + 1) and first generated N = 500 quasi- 
random points in S2. We chose four levels 
a1 = 1.0, 02 = 0.7, a!3 = 0.5, a!4 = 0.3 
and 
Nr = 10, N2 = 30, N3 = 120, N4 = 500 
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(a) Level 1. 
1 1 
(b) Level 2. 
1 1 
(c) Level 3. 
x104 
1 1 
(d) Level 4. 
Figure 7. The profile of Multilevel Algorithm 2 solutions vk at levels k = 1,2,3,4. 
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1 -1 
Figure 8. The profile of Multilevel Algorithm 2 error function eN. 
Figure 9. Domain R C 
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1.16 
114 
112 
1.1 
1.06 
1.06 
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1.02 
Figure 10. Exact solution u = g on dn. 
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Figure 11. Inhomogeneous term f = 221 on R along z = 0. 
Table 3. Sparsity pattern of the SD-interpolation matrix AVp[,kl, k = 1,2,3,4. 
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* 31 
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Figure 12. Quasi-random points Dk C W3, k = 1,2,3,4 for interpolation. 
and, for Ic = 1,2,3,4, Dk consisted of first Nk points from the generated quasi-random points as 
shown in Figure 12. 
We used MATLAB on a multiuser workstation for computation. For k = 1,2,3,4, the sparsity 
structure (with nonzero entries 72~) of the resulting Nk x NI, matrix Ap[akl (see (30) and (31)) 
is given in Table 3. 
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Figure 13. Particular solution Gk on 51 along .z = 0 at level k = 1,2,3,4. 
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Figure 14. Approximate solution vk on n along .z = 0 at level k = 1,2,3,4 
Level 2 
Level 4 
2.5 
Multilevel Compact Radial Functions 377 
Level 1 Level 2 
x 1o-3 
Level 3 
1 
0.5 
0.50 
x 1o-4 
Level 4 
0.5 0.5 
0.5 0.5 0.5 0.5 
Figure 15. Error function ek = Iu-& u!$‘I on 0 along z = 0 at level k = 1,2,3,4. 
We used biconjugate gradient method (with accuracy 10-l’) to solve the SPD matrix problem 
A,+.] c(lc) = f(“) (see (30) and (31)) at each level k = 1,2,3,4. Next using representations (26) 
and (19) for Ic = 1,2,3,4, we computed approximate particular solutions fii of the 3D Helmholtz- 
type equation (48). The particular solutions on n along z = 0 are given in Figure 13. The 
decaying behaviour of ‘iLk was observed throughout the domain s1. 
As mentioned in Section 3.1 and demonstrated in Example 1, the decaying property of the 
particular solution at the fourth level is not sufficient to determine a stopping criteria. With de- 
sired accuracy level TOL of the approximate solution of (48),(49), we continued our computation 
using Multilevel Algorithm 2. As described in Section 3.2, for k = 1,2,3, using the approximate 
particular solutions &k, and MFS [16-181 for the associated homogeneous problem with 50 evenly 
distributed collocation points on dn and 50 source points on the surface of a larger domain (sim- 
ilar to the shape of 0), we computed approximate solutions vk and found that ~Jwk~~oo > TOL. 
Based on our stopping criteria, we similarly computed vu4 and stopped further computation since 
ll’u411co < TOL. The behaviour of the solutions wk, k = 1,2,3,4 as shown in Figure 14 along 
z = 0 was observed throughout the domain a. 
Finally, for each k = 1,2,3,4, we computed ug’ = cf=, vi and took UN = U$ as the 
approximate solution and found that llu--UN lloo < TOL. The plots of the absolute error function 
ek = Iu - Et=, zllyk)I, k = 1,2,3,4 on KI along z = 0 in Figure 15 demonstrates the accuracy 
the Multilevel Algorithm 2. Computation of the numerical solutions of the 3D inhomogeneous 
Helmholtz-type problem took only a few seconds on a standard multiuser workstation. This 
demonstrates the efficiency of our scheme. 
5. CONCLUSIONS 
We proposed two multilevel compactly supported radial basis dual reciprocity algorithms to 
alleviate the difficulty of solving large dense systems associated with the standard radial functions 
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boundary only based computational schemes for some inhomogeneous elliptic problems. We 
demonstrated the algorithms for a 2D Poisson’s problem and a 3D Helmholtz-type equations using 
recently derived particular solutions. Our future work on the multilevel schemes will be concerned 
with stability and convergence analysis, and an adaptive approach for choosing multilevel CS- 
RBF cut-off parameters. 
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