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Hawkes process was evolved so that the past events contribute to the occurrence time of
future events by self-exciting or mutually exciting. However, many real-world data do
not follow the Hawkes process’s assumptions (i.e., positivity, additivity, and exponential
decay) and become more complex to be modeled by the traditional Hawkes processes, so the
neural Hawkes process was developed to tackle the challenges. However, Recurrent Neural
Networks (RNN) fail to capture long-term dependencies among multiple point processes, and
Transformer Hawkes processes only address temporal characteristics of Hawkes processes. In
this thesis, we proposed a combination of neural networks and Hawkes processes to tackle the
aforementioned challenges and to capture contagious effects among different points processes.
First, we made substantial modifications to the Transformer Hawkes process by utilizing two
encoders, which include two Multi-Head attention modules: 1) event significance attention and
2) temporal attention. Then, to improve this model, the Modern Hopfield Neural Network was
incorporated to better assign the attention to the test set by appending the decoder layer to the
previous modified encoder layers. Credit Default Swap data for ten European countries were
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Glossary
• Batch The number of training examples utilized in one iteration which are passed
through the network before its parameters are updated.
• Iteration The forward and backward propagation of one batch. One epoch contains
iterations equal to the number of batches.
• Epoch A complete process (forward and backward propagation) of all available
batches.
• Hyperparameter A parameter which is required to manually set before training a
neural network.
• Event significant An event in temporal point process has an occurrence time, some-




CDS . . . . . .Credit Default Swap
bps . . . . . . basis points
GPU . . . . . .Graphics Processing Unit
RNN . . . . . .Recurrent Neural Network
CNN . . . . . .Convolutional Neural Network
LSTM . . . . . .Long Short-Term Memory
HNN . . . . . .Hopfield Neural Network
TNN . . . . . .Transformer Neural Network
THN . . . . . .Transformer Hawkes process
MTS . . . . . .Government Bonds Electronic Wholesale Market
MLE . . . . . .Maximum Likelihood Estimation
C-LSTM. . . . . .Continuous time Long Short Term Memory
ReLU . . . . . .Rectified Linear Unit
UK . . . . . .United Kingdom
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Hawkes process is a mathematical model for self–exciting processes, in which the arrival
time of an event increases the probability of the occurrence of another event. In other words,
in self-exciting point process models, the arrival rate of a sequence of events relies on the
occurrence time of earlier events, and the cumulative impact of previous events increases the
intensity for future events, given the history of the process. Most recent events have the most
significant contribution to the intensity, while the effect of previous events decays over time.
However, in multi-dimensional Hawkes processes, different types of events can have an
effect on other types of events. In this situation, the intensity of future events does not depend
only on the history of their own process, but also relies on the behaviour of other types of
events. This phenomenon is named as contagious effect. Thus, modeling contagious effect is
as important as modeling their history of processes.
In addition, as real-world data becomes more complex and the quantity of them is increas-
ing, capturing the event streams (processes) of such data necessities more robust models to
avoid simplified modeling by the traditional point process [2]. Deep Learning has become
increasingly prevalent thanks to its ascendancy in performance when modeling complex data,
since it can perform massive parallel computation using Graphics Processing Units (GPUs). A
deep neural network is flexible to be modified and expanded based on future needs.
1
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To address the complexity of data, great achievements have been constituted by developing
Recurrent Neural Networks (RNN) and Convolutional Neural Networks (CNN), which will be
discussed in Chapter 2.
Nevertheless, there are downsides to these models. To begin with, RNN models, including
Long Short-Term Memory (LSTM), are not likely to learn long-term relations in point pro-
cesses. For instance, the delays in asset returns, which frequently indicate long-term effect,
play a vital role in modeling buy-sell behaviours of stocks, along with the short-term relations
such as policy changes [2].
1.1 Objectives
This thesis aims to develop a more accurate and efficient approach for modeling Hawkes
processes in order to deal with the above-mentioned challenges: 1) contagious effect, 2) the
complexity of data, and 3) long-term temporal effect, using deep neural networks. In detail,
this approach is achieved by combining Hawkes processes and two different kinds of neural
networks (i.e., Transformer Neural Networks and Hopfield Neural Networks) while improving
the accuracy of predicting future events with reasonable computational efficiency.
1.2 Contributions
In this thesis, first, we propose a model by combining TNN and Hawkes Process. This model
considers the time, type, and rate of events all together to handle contagious effect. Then, a
more powerful model is developed by combining HNN and TNN to capture more accurately
contagious Hawkes processes. Further, we apply this model to credit default swap (CDS) rates
data of the Eurozone members, starting from 3 November 2008 up to 28 February 2012, just
before the Greece default. The main contributions of this thesis are listed as follows:
• Consider the significance of events by Modifying THP: The authors [2] proposed a
2
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model using TNN to model Hawkes processes. Their model, i.e., Transformer Hawkes
process (THP) discussed in Chapter 2, has been introduced to tackle Hawkes processes
without knowing the underlying distribution of the intensity function in an efficient
way. The authors modeled events individually or in a structured form. The drawback
is that THP does not consider the significance of events (i.e., event value, mark, or
CDS rate in this thesis). Then, we proposed a new model to capture the event marks.
For instance, high jumps (positive or negative) in the CDS rates are more critical than
the regular rates. In other words, when we have an intense jump, it is most likely to
have major impact on future events within its own process or other processes; capturing
this, consequently, improves the prediction of future events. To do so, in addition to
temporal dependencies, we also consider the relationship of different event types based
on how values of jumps (event marks) affect each other, named the "marked THP"
model. For this reason, two different encoders are employed to capture two features,
i.e., temporal and country dependencies. As described in Section 4.1, each encoder
consists of two Transformer mechanisms (one for temporal and one for the CDS rates)
in a different order. In Encoder 1, there are the CDS rate’s attention and the temporal
attention separately, to retrieve mark (CDS rate) and temporal information. In the second
encoder, the event mark’s attention models the interaction between the event mark and
temporal information.
• Propose a Transformer-Hopfield network to capture contagious effect among dif-
ferent Hawkes processes:
Our first proposed model (marked THP) exceeds the performance of THP (without
considering the marks). However, the drawback is that processes in different circum-
stances illustrate different dependencies among themselves, and it is not justifiable to
fix a general relationship for the entire model. Then, we improve the marked THP by
incorporating the marked THP and Hopfield neural network. The proposed model cap-
tures dependencies among the countries in different time segments to estimate the future
3
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dependencies with improved prediction accuracy. In this regard, HNN is appended on
the marked THP model to estimate the future relations of multiple processes. Therefore,
patterns of different relationships can be learned, and one pattern which looks similar to
the relationship of the future points is selected using HNN. To do so, we need to predict
a few events initially, and then, based on their dependencies, the most similar pattern
will be extracted to adjust the prediction. Suppose that we have eight different graphs of
countries’ relationships (patterns), and we also have already predicted ten future events.
These ten events represent a relation graph (pattern), but we want to identify that this
pattern is associated with which of eight graphs learned through the training set. Then,
the output relation adjusts with the best graph that is selected.
1.3 Data
In this section, the dataset used in this research and data preprocessing procedure are elaborated.
The behaviour of the CDS data is studied, and the result of the proposed models based on the
CDS data can confirm the performance of models. First, we provide a brief description of the
Credit Default SWAP (CDS) data. Then, the data preprocessing steps are explained in detail.
1.3.1 Data Description
Credit risk modeling, finding the likelihood of default of a counterparty, plays a crucial role in
the field of modern finance. Despite the fact that a great deal of research has concentrated on
the default prediction for a single counterparty, the subprime mortgage crisis1, which led to the
default of the Lehman brothers, pointed out the significance of dependence of counterparties
in financial markets. Thus, one firm’s default may directly affect that of other firms. Many
European countries undergoing a sovereign debt crisis represented a default dependency in the
same region [7][8]. Therefore, it is meaningful and critical to efficiently and accurately analyze
1The United States subprime mortgage crisis that occurred between 2007 and 2010 resulted in the 2008 global
financial crisis.
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credit risk patterns. A way to evaluate the credit risk, the probability of paying back the debt
of a prospective debtor (such as an individual, a business, a company, or a government) is
credit rating, which is an evaluation of a credit rating agency using non-public information of
the prospective debtor [9]. Similarly, sovereign credit rating is the credit rating of a sovereign
entity, such as a country, or a national government, representing the country’s risk level for
investment and is used by investors interested in investing in a particular region with the
consideration of political risks.
A derivative contract issues insurance against the default of a particular country. Credit
default swap (CDS) means the buyer of the CDS protection is given the face value of the
underlying bond minus any recovered amount, as the seller of the CDS protection is given
the market value of the defaulted bond [7], as Figure 1.1 depicted in [10]. To indicate this
agreement in the "credit event" as mentioned above, the "swap" term is used. Once a credit
event happens, in return for default protection, a premium (the CDS rate or the CDS spread)
should be paid to the CDS protection seller by the CDS protection buyer until the maturity of
the contract or until an event happens, whichever is earlier [7].
A sudden increase in CDS, which cannot be captured plausibly by volatility, is named
a "jump". These jumps, or large events, make default possible. They are scarce at a given
time but essential elements in modeling. Therefore, predicting these jumps accurately plays a
crucial role.
It has been proven that these jumps are excited (or in other words, the occurrence of
these jumps are made) by prior events [7]. Further, previous studies confirm there exist
the dependencies among credit risk countries, typically Eurozone countries. Some explicit
dependencies can be seen in data, for example from one jump to the next in one country
or the temporal clustering among credit-relevant events, but more important, a propagation
dimension (spatial clustering) from one sovereign to others needs to be captured. Modeling this
contagious effect not only raises the awareness of the future economy of those economically
vulnerable sovereigns but also assists in predicting the future economy trend more accurately
5
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(a) CDS payment before Credit event
(b) CDS payment after Credit event
Figure 1.1: Credit default swap
[7].
We collected daily CDS rates for contracts with 1-year to 10-year durations from 3
November 2008 to 28 February 2012 from the platform, Thomson Reuters Datastream2. For
this research, we are interested in modeling Greece’s default in 2012. To examine contagious
effect, the CDS data for Belgium, Germany, France, Italy, Portugal, Spain, Denmark, Sweden,
and the United Kingdom were also collected. Since a 5-year CDS is the most frequently
traded, we only focus on the CDS contract with 5-year maturity given the assumption that the
5-year maturity rate was observed with no measurement errors. The data contains the daily
"spread or rate" as the price of credit default swap, denominated in basis points (bps).
For instance, if CDS of a given country (reference entity according to Figure 1.1) is 115 bps,
and a bank (protection seller) wants to insure reference entity with $100, a protection buyer
has to pay $2.3 per year. This is calculated by Annual payment = Contract fee × CDS rate (bps)
Contract years × 1000 .
In another example, a 5-year contract is about $50 million, and a protection buyer needs to pay
2Datastream International,(May 6, 2021), Credit Default SWAP[online], Available: Refinitiv/CDS
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85 basis points annually to a protection seller in order to protect against the default of reference
entity. In this case, if a default does not occur, the protection buyer is to pay $425,000 for five
years, which is equivalent to $85,000 per year.
Figure 1.2 illustrates that the Greece CDS spreads are much broader than those of other
countries. In Figure 1.3, Greece time series is removed so that the plots become more
comparable. It shows that Portugal is the second country that has surge in CDS rate and
behaves similarly as Greece. For instance, after the 2008 crisis, the CDS rate of Portugal
gradually decreases again in 2009. Additionally, an expected spread within countries started
in 2010 when the Greece debt crisis was initiated at that time.
Figure 1.2: Credit default risk with Greece
1.3.2 Data Preprocessing
Data Merging:
Preprocessing data is the very first step of data analysis. As mentioned in the previous
description, we only take the CDS of 5-year contract into consideration. To begin with, we
7
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Figure 1.3: Credit default risk without Greece
merge all of the sovereign CDS rates in one data frame, shown in Figure 1.4. The Data frame
includes columns: index, date, UK, Greece, Belgium, Germany, France, Italy, Portugal, Spain,
Denmark, and Sweden.
One of the foremost strides in data preprocessing is to deal with missing values. Fortunately,
the CDS dataset contains no missing values within the time scope.
Figure 1.4: First five rows of the merged CDS data
Point Process Creation:
Next, as illustrated in Figure 1.4, the "equal interval time" data needs to be converted to
"non-equal interval time" data to create a point process. Further, for many real-world problems,
8
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data are collected on a regular basis–in our case daily basis. Then, the detection of abnormal
events needs to be applied. To do so, events can be detected by supervised learning, clustering,
and outlier detection. When it comes to univariate methods, control chart, moving average,
exponentially weighted moving average, and cumulative sum (CUSUM), to name a few, have
been discussed in the literature [11]. In this thesis, fixing 10% and 90% quantiles thresholds,
applied in [12], is selected to separate event points from non-events. In this regard, for each
sovereign’s CDS rate data, 10% and 90% quantiles are calculated as thresholds for its own
process. Then, we delete those rows for which the CDS is neither below the 10% threshold
nor above the 90% threshold, i.e., the data above 90% and below the 10% are kept, as shown
in Figure 1.5. A conventional point process only needs to retain the occurrence time of those
selected dates. Figure 1.6 illustrates a sample of CDS jumps of UK, Greece, and Denmark.
For this thesis, we retain the CDS rate as a marker of temporal point process, i.e., both the
time stamp of an event along with the associated CDS rate at that time in order to capture
contagious effect. Figure 1.7 shows a sample of marked CDS jumps of UK, Greece, and
Denmark.
Furthermore, in order to compare the two proposed models with THP, we shape our data as
a data frame with only one variable, which includes all sovereigns’ CDS event streams. This
variable consist of "time since the last event", "time since the start","event type" , and "jump
significance". "Time since last event" measures the occurrence time of the jumps for each
sovereign. Then, all ten countries’ processes are concatenated to one process, and "Time since
start" is the occurrence time of jumps in this new created process. "Event type" represents
sovereigns, and finally, the CDS rate is named as "jump significance" in the data frame, as
depicted in Figure 1.8.
Finally, we use 90% of the data as the training set and 10% of the data as the test set. As
the data have high volatility in the last six months, so it is crucial to include a portion of those
data in the training set. Three data splitting rules are used in this research to divide the data
into training and test sets. The detailed proportions and time duration are listed in Table 1.1.
9
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Chapter 4 shows how other split rules, i.e., the 70:30 or the 80:20 ratio, have negative effect
on models.
Table 1.1: Training-Test Split
Splitting Rule Training Test
90:10 (2008-11-03, 2011-11-25) (2011-11-28, 2012-02-29)
80:20 (2008-11-03, 2011-07-08) (2011-07-11, 2012-02-29)
70:30 (2008-11-03, 2011-02-18) (2011-02-21, 2012-02-29)
1.4 Organization of the Thesis
The structure of the rest of this thesis is outlined below.
Chapter 2 reviews papers that are related to the research topic. It begins to review Hawkes
processes in finance and Neural Hawkes Processes. It ends by introducing the research
of Credit Default Swap. Chapter 3 introduces the concept of the Hawkes processes, the
Transformer Hawkes Processes, and finally the Hopfield neural networks.
Chapter 4 proposes two models to model multiple point processes and their contagious
effect. The first model is called the temporal Transformer Hawkes process with event signifi-
cance (marked THP). In this model, the significance of events is added to Transformer Hawkes
Process in order to capture contagious effect. The second model, called Hopfield-Transformer
Hawkes Process (Hopfield THP) is proposed to consider different contagious relations in order
to improve the performance of the first model. Then, the two proposed models are applied to
the CDS data, and the results are compared. Chapter 5 begins with the conclusion of the thesis
and continues with the direction of future research.
10
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(a) UK CDS rate and thresholds
(b) Greece CDS rate and thresholds
(c) Denmark CDS rate and thresholds
Figure 1.5: Samples of CDS rate and thresholds : (a) UK; (b) Greece; (c) Denmark
11
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(a) UK CDS jumps
(b) Greece CDS jumps
(c) Denmark CDS jumps
Figure 1.6: Samples of CDS jumps: (a) UK; (b) Greece; (c) Denmark
12
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(a) UK CDS jumps with mark
(b) Greece CDS jumps with mark
(c) Denmark CDS jumps with mark
Figure 1.7: Samples of CDS jumps with mark: (a) UK; (b) Greece; (c) Denmark
13
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This chapter aims to provide a review of the research regarding the application of Hawkes
processes in finance, neural Hawkes processes, and CDS studies associated with the research
theme.
2.1 Hawkes Process
Hawkes processes, a family of models for stochastic point processes, including "self-exciting
and mutually-exciting point processes," were introduced in 1970 by A. G. Hawkes [13]. The
essential property of Hawkes process is that some events increase the probability of occurrence
of new events [13]. This behaviour can be modeled as a branching or cluster process [14].
Hawkes processes also can be described as a class of multivariate point processes that are
distinguished by stochastic intensity vectors.
The straightforward form of a one-dimensional Hawkes process is N(.) with intensity
function
λ(t|H(t)) = λ0(t) +
∫
ti<t
Y (t− ti) dN(t), (2.1)
when a counting process (N(t) : t ∈ R) with associated historyH(t) : t ∈ R satisfies
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P(N(t+ h)−N(t) = m|H(t)) =

λ(t|H(t))h+ o(h) m = 1
o(h) m > 1
1− λ(t|H(t))h+ o(h) m = 0
. (2.2)
Here λ0(t) is a deterministic background intensity function, andH(t) represents the history
of the process before time t. The second term of Equation (2.1) is the excitation function
where ti represents the occurrence time of the ith event. The excitation function has to be
non-negative on any time interval, and the structure of it is completely flexible and depends on
the model assumption. Traditionally, a Hawkes process assumes an excitation function with
the following properties:
• positivity: previous events excite future events and do not inhibit future events.
• additivity over the past events: increasing the number of previous events has a positive
effect on future events, and
• exponential decay with time: once an event occurs it starts to decay exponentially
without any delay [13].
2.1.1 Hawkes Process in Finance
New financial applications of Hawkes processes, as well as new theoretical developments,
have risen in popularity since 2005. Specifically in 2012, A. G. Hawkes became interested in
the applications of this process in finance, a topic beforehand that was not researched by him
[15].
The applications of Hawkes Processes in finance are mainly in future contracts and
usually use exponential decay intensity function in modeling. In these studies, researchers
are interested in counting Mid-Price1 . Table 2.1 presents the summary of 25 earliest research
1The mid-price is simple average of the best price of the seller and the best price of the buyers in a financial
market.
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results and applications of Hawkes Processes in finance, which were reviewed by Bacry et al.
[16].
Table 2.1: The summary of 25 studies about Hawkes Processes (sorted by frequency)
Intensity function Counting variable Contracts Event type
18 (Exponential decay) 9 (Mid-Price) 10 (Future) 10 (1 type)
5 (Non-parametric) 7 (Trade) 9 (stock) 7 (2 types)
2 (Power-law) 9 (other variables) 6 (other contracts) 8 (More than 2 types)
Since the applications of Hawkes processes have boomed in the literature, we only review
some of these studies in the following paragraphs.
Rambaldi et al. [17] successfully developed a model to study the sophisticated relation of
arrival times and values of orders2 for a given stock. They prove that assuming independence
of arrival times and volumes cannot appropriately model order book data of futures traded at
EUREX3.
Kirchner’s research [18] was to capture a mutually exciting bivariate Hawkes process
of trades and limit orders on given stocks. The results indicated an exceptional asymmetric
interaction between two processes, which means that incoming market orders excite the limit
order flows greatly, as incoming limit orders have scarce effect on the market order flows.
This finding resulted in introducing Hawkes Graphs to assist the analysis of multi-dimensional
(type) Hawkes processes [19]. This graph-based framework represented an immigration and
branching structure of a Hawkes process.
Further, the contagious effect within financial and non-life insurance markets on the asset
liability management policy was analyzed by Hainaut [20]. He exhibited that time-changed
Brownian and jump processes (mutually self-exciting processes) were able to excite asset
returns and non-life insurance claims. Therefore, he modeled the indirect dependency among
these markets. The results indicated that there exists delayed co-movements generated by
events like epidemics, natural disasters, or economic recessions within financial and non-life
2A trader places an order (a set of instructions) to a broker to buy or sell an asset.
3Eurex Exchange is an international exchange which primarily deals with European based derivatives
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insurance markets.
A common approach to detect jumps is to identify events beyond certain thresholds. With
this in mind, Scheider et al. [21] proposed a peak-over-threshold method to detect events of
limit order book data, i.e., sudden liquidity drops. In addition, they modeled the time-series
of illiquidity events across multiple assets as a multivariate Hawkes process, and then, they
applied this method to the Government Bonds Electronic Wholesale Market (known as MTS)
sovereign bond market, and discovered remarkable evidence of the self-exciting in extreme
changes of liquidity in the same asset (illiquidity spirals) and the mutually-exciting within
different assets (illiquidity spillovers) simultaneously.
2.1.2 Neural Point Processes
A traditional Hawkes process with a parametric intensity function fails to model the real
behaviours of event data. Moreover, using non-parametric intensity functions is most likely
to increase computational time. A Recurrent Neural Network (RNN) point process frees the
need for selecting explicit parametric intensity functions.
In addition, real-world data may violate Hawkes process assumptions. For instance, the
positivity assumption is violated if one event inhibits others instead of exciting them: such as
vaccination in modeling death due to the COVID19 inhibits death. The additivity assumption
is violated when the accumulated impact of past events is not additive: such as the first few
advertisements have more beneficial effect on purchase rates than the 30th advertisement.
Finally, the exponential decay is violated when the effect of a past event arrives with delays,
i.e., effect initially increases intensively and then starts decaying, instead of exponential decay
occurring exactly after an event [22].
Moreover, the gradient vanishing and gradient explosion of RNNs result in incredibly
difficult trainability [23]. Sequential models–that is, point processes in this research–are
required to process future events after the current ones and are most likely impractical to deal
with all the events in parallel. Therefore, modeling Hawkes processes by employing neural
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networks is not able to capture the characteristics of processes satisfactorily.
In [1], the authors proposed two separated RNN architectures to model temporal point
processes, by which more abrupt dynamics in events and fast-changing events can easily be
captured. For the long-time dependency, they modeled the history effect by a RNN whose
units are associated with asynchronous events (events with non-equal interval time) while
the other RNN has units associated with the history of time series. Figure 2.1 depicts the
modeling structure by feeding a time series into one RNN (left) and a point process into the
other RNN (right). The information is fused via an embedding mapping layer. Then three
layers (event sub-type prediction, event main-type prediction, and event time stamp prediction)
work together to predict the main and sub-type of events, as well as the related timestamp.
Also, it has illustrated that a traditional temporal point process with an explicit parametric
intensity function can clearly interpret the problem, but the neural point process excels
traditional models in learning arbitrary and unknown distributions of data.
By specifying an intensity function based on the hidden states4 of a recurrent neural
network, Mei and Einser [22] generalized the Hawkes process. The recurrent network uses a
high-dimensional Euclidean space, resulting in a continuous and infinite state space, instead
of a deterministic finite-state automaton. In their model, states are updated exactly at the
successive events time, and the states also change continuously between two adjacent events
as time passes. Therefore, their neural self-modulating model captures the multivariate point
process of discrete events in continuous time. The intensity evolves through a novel continuous-
time Long Short-Term Memory (LSTM). Conditioning the intensity of future events on the
hidden state of a recurrent neural network of past events causes that past events affect future
events in sophisticated ways, explained in Section 3.1.2.
Another RNN model was proposed by Du et al. [24] to simultaneously model the event
time and event mark. While previous mentioned models used the same intensity function for
all event types, this model specifies a particular intensity function to each event type. The
4The hidden state acts as memory in neural networks, which keeps information from previous inputs
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Figure 2.1: Two RNN architectures of modeling temporal point processes [1]
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main concept of this method is to consider the intensity function as a nonlinear function of the
history and employ a RNN to automatically learn a representation of effect from the history.
Furthermore, an efficient stochastic gradient algorithm for learning the model parameters was
developed.
However, the research of Du et al. [24], and Mei and Einser [22] is limited in spatial
inference as they discretized the space and viewed it as an event mark. Because two terms in the
loss function of the marked temporal point process contend with each other, the model cannot
learn the spatio-temporal intensity and end up meager space and time predictions. Therefore,
a temporal point process would not be able to capture such dynamics, and forecasting future
events in both space and time becomes a fundamental challenging. A novel approach using
the idea of space-time separation of temporal intensity functions and time-conditioned spatial
density functions was recently developed [25].
The performance of RNNs’ point processes excels that of the traditional point processes.
However, the downfall is that long-term dependency is required to be captured in an efficient
way in sequential models [4], especially in this research, long-term dependency for point
processes. A novel simple neural network architecture has been proposed to handle this
problem and is named as "Transformer", which is solely rooted on attention mechanisms.
The Transformer Neural Network (TNN), developed in 2017, was designed for processing
sequential data, such as natural language text, time-series data, etc. TNN benefits from the
mechanism of attention. The attention mechanism, elaborated in Section 3.2, is defined as how
important (weighing the influence of different parts of input data) other tokens are to encode a
given token. Unlike RNNs, TNN can use all the sequences to find out the better result, and
do not process sequential data in order. A simple version of TNN is depicted in Figure 2.2
[2]. RNNs create a sequence of hidden states ht (a function of the previous hidden state ht−1),
which is the input for time t. Such a sequential nature makes parallelization within training
examples impossible. Memory limitation can be considered as a barrier to long sequences [4].
Therefore, TNN becomes "open sesame" in sequential data modeling.
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Figure 2.2: (Top): TNN attention, (Bottom): RNN [2]
Apart from the fact that the RNN Hawkes processes excel in modeling datasets that
violate Hawkes process’ assumptions, some datasets express sophisticated short-term and long-
term dependencies, and most of the prevailing RNNs Hawkes processes fail to capture such
dependencies and to return a reliable performance of prediction. Hence, Transformer Hawkes
Process (THP) model was proposed [2]. This model utilizes the self-attention mechanism with
computational efficiency.
THP takes only the temporal feature into account and disperses contagious effect and
associated marks with events. In this thesis, first, we propose a model for modeling both event
mark, i.e., CDS rate, and the temporal feature in Section 4.1. Then, we add a part of modeling
the effect of contagion among multiple CDS point processes in Section 4.2.
2.2 Credit Default Swap Models
There is a broad literature on modeling credit spread using various systemic and idiosyncratic
factors that are either explaining these spreads or quantifying sovereign spreads empirically.
Over the past decade, the studies of the Hawkes process have advanced remarkably.
Especially, an increasing number of researchers and practitioners are exploring in the field of
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finance. In this regard, some researchers have proposed methods of modeling dynamics of
credit risk by a marked Hawkes process with exponential kernels [26]. They have illustrated
that the dependence among default events of portfolios resulted in a better model for market
data, in contrast to standard approaches that were unsuccessful during the 2008 economic
crisis.
Dassios and Zhao [27] proposed the "Dynamic Contagion Process", through which they
were able to describe contagion propagation within processes. In this model, they combined
Hawkes process with exponential decay to define the self-exciting function, and the Cox
process with shot noise intensity5 to model the mutually exciting function.
"Mutually exciting Jump-Diffusion model" was proposed to capture jumps that happen
over the diffusion process to model the contagion of economic crises across the CDS markets
[28]. The model combined the conventional multivariate self-excited Hawkes process with
the standard multivariate continuous diffusion model. To capture the contagious effect, the
model introduced a feedback element on the default probabilities of sovereigns. The feedback
element represents a causation dimension from one jump to the next and one sovereign to
the next that is not found in existing models, and it is calculated by finding the relationships
between jumps and their intensity function. They assumed that there is a correlation between
extraordinary jumps and an increase in intensity function. To capture asymmetric relation
among sovereigns, the model assumed the asymmetric contagion probabilities rather than
certain and instantaneous. This model considers only temporal features of events in two
Eurozone countries at the same time, dispensing with the CDS rate.
To test such a dynamic contagion among credit events of different countries, Dumitru et al.
[29] developed a "marked Hawkes process" to avoid the curse of dimensionality. Then, they
further reduced dimensionality via the maximum-likelihood method.
Since these two models tried to model contagious effect in the CDS data by using the
Hawkes processes, we summarize the difference between them, i.e., "mutually exciting" and
5Shot-noise is a general format of compound Poisson processes when a jump (the shot) is followed by a
decline (noise)
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"marked exciting", as following:
• The marked exciting model benefits from marked Hawkes processes, as opposed to the
"mutually exciting". It utilizes the CDS rate as the marker of temporal events.
• A specific parametric structure on the multivariate point process is added to the "marked
exciting" model as an integrated and systematic component.
• The "marked exciting" model is freed from the stationarity assumption on the Hawkes
process.
• The "mutually exciting" model is a bivariate model, as opposed to the "marked exciting"
model which estimates a multivariate model.





This chapter seeks to elaborate upon the methodologies that we employ as the foundation of
the proposed models. The original and neural Hawkes processes are introduced in Section 3.1,
while Transformer Neural Network is talked in Section 3.2, and the traditional and modern
Hopfield Neural Networks are detailed in Section 3.3.
3.1 Hawkes Process
In order to provide a clear definition of the Hawkes process, initially, the definitions of counting
process and Poisson process are introduced. Then, the Neural Hawkes processes are explained.
3.1.1 Background Knowledge
Definition: Point process
{ti, i ∈ N} is a point process, if {ti, i ∈ N} is a non-negative variable, ∀i ∈ N, ti < ti+1.
Definition: Counting process




I{Ti ≤ t}, (3.1)
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when {ti, i ∈ N} is a point process, is named as a counting process, satisfying the following
three properties:
• N(0) = 0,
• N(t) is an integer and non-negative function,
• N(t) is a non-decreasing function.
Definition: Temporal point process
A random process T = (t1, t2, . . . , tn) representing the occurrence time of events {1, 2, . . . , n}
is defined as a temporal point process, which must satisfy P(t1 ≤ t2 ≤ · · · ≤ tn) = 1.
Definition: Poisson process
A counting process {N(t),∀t ≥ 0} is called a Poisson process, satisfying:
• N(0) = 0 ,
• P(N(t+ s)−N(s) = m) = P(N(t) = m), i.e., stationary,
• P(N(t+ h)−N(t) = m|N(t)) =

λ(t)h+ o(h) m = 1
o(h) m > 1
1− λ(t)h+ o(h) m = 0
,
where λ(t) is an intensity function. In addition, a Poisson process is homogeneous when the
intensity function is constant, or inhomogeneous/heterogeneous when the intensity function is
non-constant.
Figure 3.1 depicts a toy example of a homogeneous Poisson point process {t1, t2, . . . , t7},
satisfying three axioms, that is, N(0) = 0, non-negative value, and stationary.
Definition: Hawkes process
A special case of an inhomogeneous Poisson Process is called a Hawkes process, with the
intensity function conditional on the history of the process. It satisfies Equation (2.1). Although
there are a number of popular conditional intensity functions, a simple intensity function
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Figure 3.1: A homogeneous Poisson point process [3]
with exponential kernel is used for convenience of demonstrating some features of Hawkes
processes.
The structure of a Hawkes intensity function can be completely flexible and only needs
to specify the background intensity and the excitation function. Hawkes [13] chose the
exponential decay function for the excitation function to simplify the theoretical derivations.








Parameter α represents an increase of each arrival in the system, while parameter β decays
the arrival’s influence over time. The exponential part of the intensity function αe−β(t−ti)
converges to 0 when (t− ti) is sufficiently large, ensuring that the influence fades with time
and that each event results in self-exciting effect.










(C + (t− ti))p
, (3.3)
where C, K, and p are positive parameters. The power-law intensity function was developed
for predicting the rate of sequential earthquakes after the main earthquake [30].
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Definition: Mutually exciting Hawkes process
Define a set of K different counting processes {N1(.), N2(.), . . . , NK(.)} as N (.), and {Ti,j :
j ∈ {1, . . . , K}, i ∈ N} as occurrence time (random variables) for each process. For the
processes 1, 2, . . . , K, we define a conditional intensity function defined in Equation (3.4).






If λj > 0, then N (.) is a mutually exciting Hawkes process. Using the exponential decay,
Equation (3.4) can be converted to













for non-negative {αi,j, βi,j : j = 1, 2, . . . , K, i = 1, 2, . . . , n}.
Definition: Marked Hawkes process
Let {(ti,mi) : i = 1, 2, . . . , n}, a pair of (ti,mi), denote as the occurrence time and the
associated mark for event i, respectively. When an event occurs at time ti, it can convey
additional information mi. The distribution of mark m given t is specified by its conditional
density function f(m|t) = f(m|t,Ht−), including the history information of both event times
and marks of past events.
Thus, N(.) is a marked Hawkes process, if the conditional intensity function is defined as
in (3.6),
λ(t,m) = λ(t)f(m|t), (3.6)
where λ(t) denotes the ground intensity, defined precisely like the regular conditional
intensity function, aside from relying on the marks of the past events.
In some cases, for simplicity, an assumption on mark, mi’s, (i.e., marks do not depend
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on the past) is taken into account. Therefore, those marks become unpredictable. Further,
another stronger assumption is that those marks, mi, are independent of everything else except
ti [31]. For instance, the earthquake model with magnitudes as marks assumes that f(m|t)
does not depend on the past times (i.e., unpredictable), but they are not independent marks
(independent of everything), because the ground intensity relies on the past marks.
After choosing the proper process based on a given dataset, the next two steps are required:
1) Parameter Estimation, and 2) Simulation. In the first step, model’s parameters can be
estimated by maximum likelihood estimation (MLE) [32], the expectation and maximization
(EM) algorithm [33] for linear problems, and Newton method as well as Quasi-Newton
methods such as Broyden–Fletcher–Goldfarb–Shanno algorithm (BFGS) [34] for non-linear
problems.
With estimated parameters, simulation can be done relatively straightforward. Simulation
is applied to generate a process based on the estimated parameters to compare with the real
process or predict future points. The conditional intensity function can be simulated with
two common methods: The inverse method (the exact simulation method) [35], and Ogata’s
modified thinning algorithm [36].
In this thesis, we propose two models that is able to behave similar to the marked mutually
exciting Hawkes process but in a neural network framework. The method of predicting future
points in neural networks differs from the traditional Hawkes process and is to be discussed in
Section 4.1. Section 3.1.2 explains the Neural Hawkes process. Further, Transformer Neural
Network is explained in Section 3.2 while Hopfield Neural Network in Section 3.3.
3.1.2 Neural Hawkes Processes
Definition:
Let’s define the following notations:
1. A set of K different counting processes {N1(.), N2(.), . . . , NK(.)},
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2. wk, weight matrix for counting process NK(.),
3. σ(.), the non-linearity function (sigmoid activation function here),
4. h(t) ∈ (−1, 1)D which is a hidden state vector, and relies on a vector c(t) ∈ RD of
memory cells in Continuous Time Long Short Term Memory (C-LSTM)1, where D is
hyperparameter of size of hidden state,
5.  is the Hadamard product,
6. c(t), the hidden memory cells at time t.











h(t) = oi  (2σ(2c(t))− 1) for t ∈ (ti−1, ti] (3.8)
and








h(t) is a statistic of history events with respect to future events, and represents the past event
sequence. oi is the output gate’s activation vector in LSTM.
Then, the parameters are estimated by the log-likelihood loss function, i.e., the sum of
the log-intensity functions, for the events that occurred at their associated times, minuses an








As stated in Chapter 2, such a model has intrinsic weak points; specifically, the model fails
to capture long-term dependency and is also difficult to train.
1C-LSTM is an interpolated version of the standard LSTM and can yield outputs in a continuous-time format
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3.2 Transformer Neural Network
The Transformer Neural Network (TNN) was proposed by the Google Brain team [4], and has
outperformed other Neural Machine Translation models. TNN, as it can be seen in Figure 3.2,
consists of two major parts: 1) a fully connected layer of encoder and 2) a fully connected
layer of decoder.
The encoder is responsible for mapping an input sequence (x1, . . . , xn) to a continuous
sequence z = (z1, . . . , zn). Then, the decoder creates an output sequence (y1, . . . , yn) out
of the given z. TNN completely relies on the self-attention mechanism, which is relating
different positions of a sequence to calculate a representation of the sequence [37].
3.2.1 Positional Encoding
Since Transformer does not enjoy any sequential neural cell as a representative of the position
of a given input sequence (x1, . . . , xn), positional encoding was proposed in [4] to remember
the position of each xi, that is the order of input sequence. For this reason, before the encoder
and decoder layers, positional encoding is calculated via Equation (3.11) for each position and
then added to the embedding matrix. Embedding is the very first step to convert the elements
of the input sequence (x1, . . . , xn) to the vector format, so the concatenation of all embedding












) for even i , where d is dimension of model = 512.
(3.11)
3.2.2 Attention
Since the central part of the Transformer is "multi-head attention," this section will discuss the
method of calculating self-attention mechanism using vectors.
In the first step, self-attention is required to generate three vectors from each element of
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Figure 3.2: The architecture of Transformer [4]
the encoder’s input vector, i.e., (x1, . . . , xn)2. Therefore, for each word, a "Query" vector, a
"Key" vector, and a "Value" vector as q, k, v vectors are created by multiplying the embedding
matrix and three weight matrices respectively, i.e., Wq, Wk, and Wv (as depicted in Figure
3.3), trained in the course of the training process [5].
Suppose that we want to translate "Thinking Machine" into another language. Thus, we
have an input vector belonging to Thinking and a second input vector for Machine. Each word
2In the original paper, embedding vector is the embedding of each word, but in our case, the vector is the
embedding of each event, so for simplicity, we follow the example of language translation’s as in the original
paper.
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Figure 3.3: A toy example of Query, Key, and Value matrices [5]
is associated with q, k, v vectors and weight matrices as "Query", "Key", and "Value" 3 [5].
The second step is to compute a score. The model begins with the first word "Thinking",
and it is required to compute the score of each word of the input text, Thinking Machine,
against the first word. The score represents how much emphasis this word, "Thinking", puts
on other parts of the input sentence. In Figure 3.4, the dot product of the query vector and
the key vector results in a score. Therefore, the emphasis score of word "Thinking" on
word "Thinking" is the dot product of q1 and k1, and the second emphasis score of word
"Thinking" on word "Machine" is the dot product of q1 and k2. In the example, the size of the
encoder matrix is 2× 4, where number 2 represents the number of inputs, i.e., "Thinking" and
"Machine", while number 4 represents the encoder dimensionality. Further, the size of q, k,
and v vectors is three4.
The next action is to divide the score by the square root of the "key" vector size (
√
dK)
3A toy example of these vectors is provided: when an individual types a "query" to search, Google will
map the "query" against a set of "keys" such as websites’ description, content, and name, then it yields the best
matched websites, which are "values".
4In the original paper, the dimensionality of vectors is 64 (instead of 3), and the dimension of encoder vectors
is 512 (instead of 4)
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Figure 3.4: A toy example of score calculation (z vector) [5]
Figure 3.5: Function of attention in matrix format [5]
to have more stable gradients, and then the result is passed through the softmax function, as
demonstrated in Figure 3.4, to normalize the score to be in the interval [0, 1]. Through this
calculation, the word at its own position has the highest score, and other scores show how
relevant to the current word.
The last step is to multiply the softmax score by each "value" vector and sum up the
weighted value vectors as z vector, shown in Figure 3.4. This process generates the output of
the self-attention layer for word "Thinking." Figures 3.5 and 3.6 show the matrix form of the
calculation for both the self-attention layer and the multi-head attention [5].
Therefore, the attention function in matrices of queries Q, keys K, and values V can be
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written as Equation (3.12).




The paper [4] proposed "multi-headed" attention, as illustrated in Figure 3.6, by performing
the same self-attention computation through Equation (3.12) eight different times with distinct
weights. Then, the matrices are concatenated and multiplied by another weight matrix Wo, so
the function of multi-head attention turns out to be:
MultiHead(Q,K, V ) = Concat(head1, ..., head8)Wo, (3.13)
where "headi" is calculated by Equation (3.12). The calculation for each attention head can
be done in parallel to speed up the process. Therefore, using GPUs decreases the computational
time substantially.
Figure 3.6: Multi-head attention in matrix format [5]
To illuminate the point, a long sentence that needs computing long dependency is provided
in Figure 3.7. It shows which words in a given sentence are associated with only word
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"making"5. By choosing the darker colored line representing different layers, it can be inferred
that "making ... more difficult" are strongly associated with each other.
Figure 3.7: Attention results for the word "making" in a given sentence [4]
3.2.3 Encoder
As depicted in Figure 3.2, the encoder consists of two sub-layers: 1) multi-head attention as
well as add & Norm and 2) Feed Forward as well as add & Norm. Add & Norm refer to a
residual connection [38] and normalization layer [39], respectively, and are employed as a
5<EOS> on the Figure is an abbreviation of End Of Sentence.
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common technique to assist deep neural networks to be trained more efficiently and accurately.
The second sub-layer includes a fully connected feed-forward network, which is formed
of two linear transformations and the Rectified Linear Unit (ReLU) activation function in
between, (Equation (3.14)), to better match the output of one attention layer to the input of the
next attention layer.
FFN(x) = max(0, xW1 + b1)W2 + b2. (3.14)
3.2.4 Decoder
As mentioned in the previous section, the mechanism of every sub-layer of the decoder in
Figure 3.2 has been discussed, except for "Masked Multi-head Attention" , and the "Query" of
the "Multi-head Attention" [5]:
• In the "Masked Multi-head Attention" layer, the self-attention function is given permis-
sion to consider only earlier positions of the output sequence. To do so, future positions
for any given position are set as minus infinity, so that the softmax function can return
nothing (a number very close to zero) for the future positions. As a result, the future
positions are masked.
• The second Multi-headed attention layer performs similar to the encoder, with the
exception of the Queries matrix, which comes from the "Masked Multi-head Attention"
layer, and the Key and Value matrices are taken from the output of the encoder in order
to improve translation (or in our thesis prediction).
Finally, for the purpose of converting the decoder output, i.e., float number, to the predicted
next-token probabilities, a linear transformation layer and softmax function are applied.
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3.3 Hopfield Neural Network
Associative (content-addressable) memories are a form of recurrent artificial neural network
dating back to the 1960s and 1970s. The most important one is the Hopfield Network, presented
by John Hopfield in 1982 [40]. The Hopfield network provides a model for understanding
human memory. As the name recommends, the crucial aim of an associative memory network
is to associate an input with its most similar pattern. That is, the purpose is to store and
retrieve patterns [41]. Hopfield Neural Networks (HNN) are fully connected to each node, as
illustrated in Figure 3.8.
Figure 3.8: Standard Neural Network vs. Hopfield Network
A pattern is an n-dimensional vector from a particular subset of a given space, the set of
stored or reference patterns. Therefore, HNN associates a vector from the subset with a certain
stored (reference) pattern. HNN identifies the class label by splitting the given binary space
where group members are similar to the reference pattern representing the class [42].
Definition: Traditional Hopfield Network
For HNN, according to the papers [42] and [40], we define the following and notations.
• Neurons:
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Neurons serve as processing units. HNN has a finite set of neurons {xi, i = 1, . . . , n} ,
each of which has a state at time t, i.e., xt(i), where xi ∈ {−1, 1}.
• Synaptic connections:
Synaptic connections are the learned information of a neural network. For instance,
there is a connection wij between x(i) and x(j) for {i, j = 1, . . . , n}. The synapse
connection, as shown in Figure 3.8, must satisfy wij = wji and wii = 0. The matrix of
the connection called weight matrix W is calculated by Equation (3.15). The weight
matrix W is responsible for storing patterns. These patterns can be retrieved through a




x(i)x(j), where i 6= j. (3.15)
• Propagation rule:
A propagation, or update rule is how states and weight matrix update the state pattern ξt
by Equation (3.16).
ξt+1 = sign(Wξt − b), (3.16)
where b ∈ Rd is a bias (d is the input dimension), and ξ0i = x0(i) for 1 ≤ i ≤ n.
ξt+1 = ξt is the convergence point.
• Energy Function:
Energy function specifies the next state of the neuron based on the propagation result
and the current state value. The energy function E in Equation (3.17) is minimized by
the propagation rule of Equation (3.16), but sometimes it reaches a local minimum, as
depicted in Figure 3.9.
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E = −1
2










As shown in Figure 3.9, this energy function has a great limitation of storing more than
d/2 log(d) patterns, when d is the input dimension. Suppose that we store three patterns, so
the weight matrix is driven by the sum of outer products of three stored patterns by Equation
(3.15), when n = 3. The three images on the left side of Figure 3.9 illustrate the stored
patterns, i.e., the training set. The first image on the right-hand side is the masked state pattern
ξ or the test set. Therefore, the retrieved image (pattern) is ξnew.
Figure 3.9: An example of Traditional HNN [6]
To increase the number of stored patterns in polar (binary) neurons’ environment, the
polynomial [43] and exponential functions [44], to name a few, are employed, so that HNN
retrieval accuracy could be improved. Therefore, the number of stored patterns reaches 2
d
2 ,
and the model can retrieve more accurately than the traditional HNN does. An example of the
performance of these improvements is shown in Figure 3.10.
Definition: Modern Hopfield Network
The most recent modern HNN [41] model is able to store continuous patterns (states) with a
new update rule as in Equation (3.18) , and an energy function as in Equation (3.19).
ξt+1 = xsoftmax(βxTξt), (3.18)
E = −lse(β,xTξ) + 1
2




where N is the total number of continuous stored patterns, M is the largest norm of all
stored patterns, i.e., M = max||xi||, β is a tuning parameter to control learning dynamics,
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Figure 3.10: An example of the improved HNN model [6]
log-sum-exp function (lse) is defined as Equation (3.20).






If we extend the previous image retrieving example in a continuous format as shown in
Figure 3.11, we can see that the masked test image can be perfectly retrieved.
Figure 3.11: An example of the modern HNN model [6]
To conclude, the purpose of the modern HNN in this thesis is to store different countries’
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contagious effect and to retrieve a proper relation of countries based on a partial contagious
effect we get from the limited number of predictions. Therefore, with the modern HNN, we
can have d sequences of xi (i.e., a training set) which is {xi, i = 1, . . . , n} where xi ∈ R and
store them in HNN as learned patterns. Then, for any given xj which is not fully observable,
the model can retrieve:
1) the closest pattern if xj /∈ xdi and
2) the exact pattern if xj ∈ xdi .
In our case, as explained in Section 4.2, we have a number of attention matrices that our
model stores, and then, retrieves the suitable matrix to improve the prediction.
In conclusion, we explained TNN and the modern HNN in this chapter in order to apply
both of them to the CDS rate data in Chapter 4. TNN is used to acquire the temporal attention
within sequences and obtains the relation of the different processes by considering the events’
values and the attention among them. Then, through the modern HNN, we improve the model
by retrieving the proper relation among events to improve model performance.
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Chapter 4
Model Building and Results
This chapter is intended to explain how TNN and HNN can capture the contagious effect of
different point processes. Zuo et al. [2] stated that THP, by its attention mechanism, is able to
predict events of different point processes. However, each process was dealt with individually
as the contagious effects was ignored. We improve THP by employing the events’ significance
(in our case, CDS rates) and considering the attention among them.
This improvement takes the attention of the whole time span into account, meaning that
one event is affected by some specific previous events, and this relation remains stable as time
passes. However, in our case, in some time span, one country’s CDS rate has a profound effect
on others, but in other time spans, another country impacts the rest countries significantly.
This phenomenon needs to be considered and captured in the model. We append Hopfield
neural network to the aforementioned improvement, so that the newly proposed model can
capture CDS rate events and their changing relation.
In Section 4.1, the Transformer Hawkes process considering events’ significance (marked
THP) is elaborated. The Hopfield-Transformer Hawkes process (Hopfield THP) is discussed
in Section 4.2. Finally, we compare the results of the proposed model (Hopfield THP) with
THP model [2] and marked THP in Section 4.3.
43
MOHSEN BAHREMANI CHAPTER 4. MODEL BUILDING AND RESULTS
4.1 Transformer Hawkes process with Events’ Significance
In paper [2], THP was defined: Let a set of the events’ sequence be S = {(ti, ki), i ∈
1, 2, . . . , n}, and ki ∈ {1, 2, . . . , K}, that is, all processes are combined in one set and each
pair of this set, (ti, ki), associates to an event of type ki which happens at time ti.
THP does not utilize the decoder layer (the right plot of Figure 3.2) and only employs the
encoder layer with some modifications.
Figure 4.1 shows that the first modification is to change the positional encoding to the
temporal encoding in order to remember the time of the events, using Equation (3.11). By
doing so, not only the order of the sequence, like positional encoding, is considered, but also
the time of the events are taken into account.
In addition, event types need to be learned. For this reason, any ki is converted to a one-hot
encoding vector, i.e., a K-dimensional vector with all elements equals 0, except for the kith
element that is 1.
Figure 4.1: The architecture of THP [2]
The key modification is to change the "Multi-head Attention", which is explained in
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Section 3.2.2, to "Masked Multi-head Attention" in order to eschew "peeking into the future".
When the attention mechanism wants to attend event Si, the future events Si+1 to Sn are
set to infinity, resulting in refraining the softmax function (Equation (3.12)), from allotting
dependency to the future events.
If we are unaware of the policy that one country establishes and may have negative or
positive effect on other countries, among which there exist strong relationships (or any other
factors that make a change in the process), then the significance of events can represent this
contagious effect. Therefore, the sequence of different processes can be changed to a point
process with marks, which are the events’ values (significance). Figure 4.2 illustrates a marked
point process. The upper plot shows that the typical demonstration of multiple point processes.
Different shapes represent different types of point processes, and vertical lines point out to
event occurrence times in the x-axis. The bottom plot adds events’ significance feature to the
top figure by the length of the vertical lines in the y-axis.
With this in mind, first, we proposed an encoder layer, which can consider events’ signifi-
cance in addition to event times and event types.
Figure 4.2: An example of point processes with their significance.
Therefore, we add another input layer after encoding event times and event types by
Equation (3.11). The input is ready to be passed to the encoder layer.
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We employ two encoder modules, similar to [45], instead of one encoder layer in THP.
The first encoder consists of a pair of significance and temporal attention layers, and then, we
stack them to obtain a significance-temporal interaction. Figure 4.3 shows that there are two
input matrices: 1) event time and 2) event’s significance as well as two encoder modules.
Figure 4.3: Architecture of the marked THP model
Thus, the first encoder is split into temporal attention and significant attention in order to
capture different types of processes individually:
• We use Equations (3.12), (3.13), and (3.14), as explained in Section 3.2.2, to acquire
temporal attention, i.e., temporal dependency.
• The significance attention captures the event’s values for each process by Equations
(3.12), (3.13), and (3.14).
• We concatenate the outputs of two previous attentions to a set of new features [45] as
the output of the first encoder and the input of the second encoder.
However, we need to extract the significance-temporal interaction first, since an event’s
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value and its time firmly depend on each other, and the next event can be triggered by the
history of event time and some extraordinary event values.
At first, the significant attention models the significance interaction with temporal infor-
mation by applying Equations (3.12), (3.13), and (3.14); then, we improve the interaction
dependency by passing the output of significance attention to another temporal attention.
These modules represent dependencies among events by assigning attention scores. A larger
score between two events indicates a stronger dependency, and vise versa, a smaller score
means a weak dependency [2].
Therefore, Equation (3.14) yields hidden representations, but its intensity function will be
discrete in terms of time. To tackle this issue, a continuous time-intensity function is required.
As mentioned in Section 3.1.2, if the intensity function of process type k is written as λ(t|Ht),
the intensity function of all processes is the summation of individual intensity functions as













where the function f is the softplus function, shown as Equation (3.9), and β is a softness
parameter. The softplus function is always positive and numerically stable. The intensity
function (4.1) includes three terms:
• The "continuous, last event" in calculating the log-likelihood function (4.10) is ignored,
since this term is a non-factor part of Equation (4.10) when it is computed. The purpose
of that is to convert the intensity function to a continuous format. It is an interpolation
of two adjacent events, and αk modulates the weight of the interpolation.
• The "exciting based history" is the intensity function conditional on the history. wk is a
weight vector and h(t) is hidden states that represent the past events up to time t.
• The "background" rate, similar to the Hawkes process, is the rate that gives rise to an
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event regardless of the history.
In order to predict a future event’s time and type, the conditional arrival distribution f(t)
is required. We begin trying with a hazard function [46], then the conditional intensity can be
written as λ(t|Ht) = f(t|Ht)1−F (t|Ht) , where f(t) stands for the probability density function and F (t)
represents the corresponding cumulative density distribution of f(t). The intensity function is






= −d log(1− F (t|Ht))
dt
. (4.2)




λ(u|H)du = log(1− F (t|Ht))− log(1− F (ti|Ht)) = − log(1− F (t|Ht)) (4.3)
Since the Hawkes process is a point process, multiple arrivals cannot happen at the same
time, so F (ti|Ht) = 0. By taking the exponential calculation on both sides and rearranging
Equation (4.3), we get Equation (4.4), and then by using the hazard function, we can obtain
the conditional arrival distribution f(t) as Equation (4.5).
















We can predict the next event time by Equation (4.6) and event type by Equation (4.7), but we
add additional prediction layers in the model in order to achieve a better prediction result via














P̂i+1(k), where P̂i+1(k) = Softmax(Wtypeh(ti)), (4.8)
t̂i+1 = W
timeh(ti)). (4.9)








We maximize Equation (4.10) for all processes, i,e, max
∑K
k=1 `(Nk); then a replacement
optimization algorithm for stochastic gradient descent, i.e., ADAM method [47], is applied to
this optimization problem. The second term (named as Λ) in the log-likelihood function is
challenging to be optimized [2], since the softplus function, Equation (3.9), lacks closed-form
computation. Therefore, Monte Carlo integration [48] is employed to estimate the second












where uj is sampled from a uniform distribution, that is, uj ∼ Unif(ti−1, ti) and can be
computed through the propagation process of the model using the feed-forward algorithm
(3.14).
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4.2 Hopfield-Transformer Hawkes Process
To improve the prediction, we propose a new model that benefits from the modern Hopfield
neural network by storing countries’ contagious effects and retrieving the proper relation
among countries for prediction. This newly developed architecture is based on the combination
of encoder-decoder, as shown in Figure 4.4.
Figure 4.4: Architecture of the Hopfield THP
Therefore, with the modern HNN, we can have K processes of xi (i.e., a training set)
which is {xi, i = 1, . . . , n} with d different relations are stored in HNN as learned patterns.
Then, for any given xj which is not fully observable, i.e., j < n, the model can retrieve: 1)
the closest pattern if xj /∈ xdi and 2) the exact pattern if xj ∈ xdi . In our case, as it explains
in Section 4.2, we have a number of attention matrices that our model stores in order to be
retrieved to improve the prediction.
To clarify, a toy example of how the modern HNN works in our case is provided. We use
random matrices instead of the real attention matrices, since the attention matrices are more
sparse than the random matrices. However, in terms of demonstration, there is no difference
between real data and random data. We generate 3 matrices with 10× 10 dimensions, shown
in Tables 4.1, 4.2, and 4.3, as the training data (or the learned patterns). "10" represents the
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number of the countries we are studying in this thesis, and a 10 × 10 matrix conveys the
attentions (relations) among countries. We also generate one 10 × 10 matrix as a test data,
displayed in Table 4.4. The matrices are asymmetric, meaning that a process has received
effect from others, but it may not affect others at the same rate. The random numbers are
generated from a uniform distribution on the interval [0, 1).
Table 4.1: Training Matrix Example A
0.50 0.77 0.09 0.13 0.31 0.63 0.49 0.90 0.46 0.63
0.35 0.40 0.02 0.17 0.29 0.52 0.70 0.80 0.16 0.28
0.68 0.92 0.40 0.87 0.42 0.55 0.95 0.04 0.19 0.37
0.31 0.93 0.18 0.27 0.15 0.03 0.21 0.93 0.72 0.74
0.53 0.24 0.58 0.03 0.14 0.24 0.82 0.79 0.28 0.48
0.82 1.00 0.70 0.57 0.84 0.21 0.59 0.11 0.15 0.24
0.73 0.70 0.20 0.65 0.77 0.44 0.52 0.62 0.81 0.98
0.11 0.32 0.70 0.91 0.94 0.94 0.60 0.07 0.55 0.19
0.03 0.94 0.88 0.00 0.59 0.42 0.42 0.27 0.69 0.20
0.68 0.75 0.86 0.69 0.01 0.18 0.75 0.60 0.11 0.21
Table 4.2: Training Matrix Example B
0.97 0.84 0.28 0.37 0.02 0.49 0.12 0.11 0.47 0.58
0.30 0.80 0.20 0.95 0.84 0.08 0.38 0.52 0.57 0.62
0.70 0.53 0.26 0.74 0.02 0.20 0.37 0.26 0.33 0.09
0.39 0.61 0.17 0.47 0.86 0.45 0.51 0.46 0.60 0.82
0.97 0.82 0.97 0.46 0.05 0.26 0.84 0.50 0.25 0.12
0.03 0.08 0.40 0.77 0.77 0.02 0.81 0.11 0.39 0.30
0.40 0.40 0.05 0.07 0.42 0.51 0.27 0.69 0.05 0.47
0.94 0.30 0.95 0.68 0.05 0.82 0.44 0.28 0.90 0.10
0.55 0.40 0.86 0.64 0.74 0.68 0.38 0.39 0.09 0.77
0.90 0.84 0.15 0.52 0.15 0.22 0.21 0.67 0.20 0.49
To visualize, we use the "Imshow" function in the "Matplotlib" library of Python language.
It displays data as a 2D image. We test the model in four different ways:
1. We test the modern Hopfield network using matrix A (Table 4.1) as test data. That is
to say, we want to demonstrate whether the modern Hopfield network can retrieve the
masked matrix A from the masked matrix A when we train the model with matrices A,
B, and C. We mask the last eight rows of data and only keep the first two rows,
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Table 4.3: Training Matrix Example C
0.52 0.82 0.12 0.16 0.21 0.85 0.32 0.92 0.68 0.56
0.50 0.40 0.56 0.39 0.50 0.56 0.11 0.24 0.90 0.09
0.46 0.99 0.68 0.51 0.07 0.75 0.14 0.36 0.33 0.43
0.51 0.91 0.56 0.95 0.81 0.18 0.72 0.15 0.29 0.65
0.67 0.88 0.34 0.50 0.76 0.02 0.86 0.09 0.51 0.42
0.24 0.57 0.91 0.35 0.20 0.32 0.00 0.73 0.26 0.17
0.21 0.79 0.76 0.88 0.68 0.33 0.36 0.65 0.91 0.64
0.26 0.27 0.03 0.61 0.22 0.05 0.94 0.18 0.44 0.64
0.52 0.16 0.10 0.90 0.58 0.91 0.33 0.65 0.39 0.48
0.20 0.67 0.66 0.49 0.39 0.19 0.85 0.13 0.70 0.33
Table 4.4: Test Matrix Example
0.26 0.59 0.24 0.62 0.60 0.13 0.58 0.71 0.70 0.44
0.09 0.42 0.67 0.32 0.69 0.83 0.24 0.50 0.71 0.54
0.54 0.56 0.11 0.54 0.85 0.95 0.79 0.57 0.73 0.26
0.09 0.07 1.00 0.82 0.15 0.70 0.88 1.00 0.94 0.89
0.39 0.32 0.91 0.78 0.20 0.95 0.74 0.77 0.19 0.64
0.32 0.89 0.41 0.69 0.59 0.71 0.33 0.74 0.15 0.61
0.16 0.01 0.10 0.89 0.77 0.97 0.90 0.05 0.16 0.42
0.18 0.85 0.12 0.26 0.02 0.22 0.91 0.91 0.86 0.89
0.94 0.37 0.72 0.95 0.67 1.00 0.76 0.81 0.33 0.74
0.56 0.38 0.22 0.22 0.12 0.84 0.86 0.44 0.21 0.89
2. We test the modern Hopfield network using matrix A (Table 4.1) as test data. We mask
values randomly in the matrix,
3. We test the modern Hopfield network using the test matrix (Table 4.4). That is to say,
we want to demonstrate what the modern Hopfield network retrieve when we run model
with the masked test matrix. We mask the last eight rows of the test matrix and only
keep the first two rows, and
4. We test the modern Hopfield network using the test matrix (Table 4.4). We mask values
of the test matrix randomly.
Figures 4.5 and 4.6 show the retrieved image for the first two model testing scenarios, i.e.,
when we mask matrix "A" in two different ways. In these figures, the left three images are
learned patterns, depicting matrices A, B, and C respectively, and two right images are: 1) the
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masked matrix "A", and 2) the retrieved image, respectively. It can be seen that the retrieved
image in both scenarios is matrix A. In other words, the modern Hopfield network is able to
retrieve matrix A from the masked matrix A (or partially visible of matrix A).
Figure 4.5: Example 1 of retrieving Matrix A with only two rows
Figure 4.6: Example 1 of retrieving Matrix A with randomly deleted pixels
Similarly, Figures 4.7 and 4.8 show the retrieved images for the last two model testing
scenarios, i.e., when we mask the test matrix in two different ways. In these figures, the three
images on the left are learned patterns, depicting matrices A, B, and C respectively and , and
two right images are: 1) the masked test matrix, and 2) the retrieved image, respectively. It
can be seen that the retrieved image in both scenarios is matrix C. In other words, the modern
Hopfield network is able to retrieve matrix C from the masked test matrix. In these two
scenarios, the test matrix does not exist in the three learned matrices, and the modern Hopfield
is able to retrieve a similar matrix to the test matrix.
When it comes to the new architecture in Figure 4.4, a decoder is appended to the model.
The decoder consists of embedding of event times and types, and the masked multi-head
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Figure 4.7: Example 2 of retrieving the test matrix with only two rows
Figure 4.8: Example 2 of retrieving the test matrix with randomly deleted pixels
attention as described in Section 4.1. But in this layer, the input of decoder is the output of the
encoder, as explained in Section 4.1.
The key module of the decoder is the Hopfield network. First, we need to divide the data
into some segments and capture the attention of these segments. Therefore, a greedy algorithm
with maximizing log-likelihood function (4.10) is employed to obtain the best number of
segments. Finally, we concatenate the encoder and decoder, which then are passed through the
feed-forward Equation (3.14) as the standard TNN.
4.3 Results
The proposed models are trained on the Google Colaboratory platform (Pro version) with GPUs.
The codes are written in Python (version 3.7.11) by Pytorch library (version 1.9.0+cu102).
The hyper-parameters examined and selected by the Bayesian optimization in Pytorch are
summarized in Table 4.5. We also employ the residual dropout to avoid overfitting, as the
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number of heads {3,6,4} 6
number of layers {3,6,4} 4
dimension of model {64,128,512} 512
dimension of feed forward {256, 2048,1024} 1024
dimension of key vector {16,64,512} 512
dimension of value vector {16,64,512} 512
dropout 0.1 0.1
learning rate 1e-4 1e-4
epoch {25,50,100} 100
In addition, as mentioned in Section 4.2, the Bayesian optimization opts for eight segments
to be able to capture different attentions, as it is shown in Figure 4.9. Figure 4.10 shows that
the first eight intervals illustrate the segments of the data, and the last one is the test set interval.
In Figure 4.10, we remove Greece series in order to trace the relation between the segments
and the countries’ CDS fluctuation. It can be inferred that dividers are placed justifiably. The
first segment pays attention to the dates, when the rate increases, while the second one starts
when the rate of UK begins to decline. The third division associates with the interval of the
flat rate. The fourth and fifth intervals include the rate plunge, and the remaining interval
segments attend to the rates of Portugal and Greece.
Needless to say, the intention of dividing the data into the segments has roots in contagious
effects among sovereigns in different time spans. We visualize some of the relations among
the countries in Figures 4.11, 4.12, 4.13, and 4.14, in which the six colour blocks represent six
heads in the Multi-head attention. Also, one rule exists in them: the darker the colour is, the
more intense the attention is. Figure 4.11 reveals that as time passes, the number of sovereigns
that are affected by Greece or affecting Greece initially increases, but Greece is affected
initially by itself and then this effect decreases, which result in a surge in Greece before its
default. It turns out Sweden has a great effect on Greece. To address this problem, we look
at Figure 4.12: in the first segment, Sweden has a great relationship with itself, Denmark,
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Figure 4.9: Segments of the CDS data with Greece
Germany in both ways, and with UK as well as Greece in one way. However, after the CDS
rate increases in sovereigns, Sweden’s CDS rate remains constant, as depicted in Figure 4.10.
Sweden has no relation with other countries and even itself. Because in its history, there exist
fluctuations that Sweden does not experience later.
In addition, Portugal and Spain impact other countries as time goes by (Figure 4.13), and
more importantly, they replace Greece in terms of the attention due to the rate of Greece sub-
stantially increases. The whole attention of Greece provided in Figure 4.14 shows that Greece
has a considerable impact on other sovereigns and at the same time is also affected by some
countries, including itself. Based on the above analysis, modeling the CDS data necessitates
"attention", especially when it comes to use neural networks and consider contagious effect.
As mentioned in Chapter 1, we split data to the training and the test sets by a 90:10 ratio.
Table 4.6 summarizes the performance of 70:30 and 80:20 ratios and demonstrates the 90:10
ratio split performs the best. A surge in Greece’s CDS rate accounts for this issue. Figures
4.9 and 4.10 show that it is necessary to have a portion of this surge in the training data, so
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Figure 4.10: Segments of the CDS data without Greece
the model can learn and acquire the attention patterns. Other split ratios leave the surge only
in the test set. Previously it is mentioned that residual dropout is added to avoid overfitting.
Table 4.7 also confirms that in terms of overfitting, different ratios perform similarly.
Table 4.6: Comparison in split ratio for the test set
Model split Log-likelihood Accuracy RMSE
THP 70:30 -0.59 0.12 0.93
THP 80:20 -0.5 0.075 0.82
THP 90:10 -0.339 0.24 0.65
Marked THP 70:30 0.079 0.15 1.3
Marked THP 80:20 0.142 0.18 1.29
Marked THP 90:10 0.577 0.40 0.81
Accuracy is used to evaluate the event type prediction by Equation (4.12). Here event types
represent countries’ name (qualitative variable). Root Mean Square Error (RMSE) is used
for the event time prediction, because event time is a quantitative variable. RMSE (Equation
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Table 4.7: Comparison in split ratio for the training set
Model split Log-likelihood Accuracy RMSE
THP 70:30 -0.4 0.79 6.7
THP 80:20 -0.577 0.69 7.5
THP 90:10 -0.478 0.72 6.4
Marked THP 70:30 0.19 0.75 6.6
Marked THP 80:20 0.05 0.78 7.4
Marked THP 90:10 0.09 0.65 6.4
4.13) is widely applied to evaluate the quality of predictions. These two metrics measure
the event time and type prediction for the whole process (not for every single country). The
log-likelihood value also shows how satisfactorily a particular model fits the data. Table 4.8
summarizes the results of three different Transformer Hawkes processes:
• THP represents the model developed in [2],
• Marked THP represents the model proposed in Section 4.1, and
• Hopfield THP represents the model proposed in Section 4.2.
Accuracy =
Number of correct predictions








Table 4.8: Comparison of the results of the models for test set
Model Log-likelihood Accuracy RMSE
THP -0.339 0.24 0.65
Marked THP 0.577 0.40 0.81
Hopfield THP 0.704 0.57 0.54
Table 4.8 reveals that the results indicate that Hopfield THP outperforms the other two
models in terms of all three measurements. Accuracy increases from 0.24 of THP to 0.4 of the
Marked THP, then to 0.57 of Hopfield THP. Moreover, log-likelihood increases from -0.339 of
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THP to 0.577 of marked THP, then to 0.704 of Hopfield THP. However, RMSE is the largest
for the Marked THP, and means that the event times are not predicted well by this model. This
issue is tackled by the proposed Hopfield THP. This model achieves the best performance
with all three evaluation criteria. It can be inferred that finding the proper relation of the
CDS rates among the sovereigns outweighs: 1) the temporal dependency and 2) unnecessary
dependencies (very long term dependencies).
To sum up, two proposed models, i.e., the marked THP and the Hopfield THP, are explained
in this chapter, and it is described how these models can capture the characteristics of the CDS
data. Further, the contagious effect among the CDS of ten European countries is modeled using
attention mechanism and illustrated in eight different segments. Then this effect is visualized
to show some relation between the CDS rates and the delay effect. Finally, the results are
compared among three models: THP, Marked THP, and Hopfield THP. It is concluded that
adding the Hopfield network to the Transformer Hawkes process is improved the prediction in
all three measures. However, capturing contagious effect for the CDS data can be improved
with different ideas that are introduced in Section 5.2. Additionally, Section 5.1 provides a
summary of the whole thesis.
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(a) GC segment 1 affecting (b) GC segment 1 be affected
(c) GC segment 2 affecting (d) GC segment 2 be affected
(e) GC segment 8 affecting (f) GC segment 8 be affected
Figure 4.11: Greece (GC) attentions
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(a) SW segment 1 affecting (b) SW segment 1 be affected
(c) SW segment 8 affecting (d) SW segment 8 be affected
Figure 4.12: Sweden (SW) attentions
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(a) PT segment 2 affecting (b) SP segment 2 affecting
(c) PT segment 2 be affected (d) SP segment 2 be affected
(e) PT segment 8 affecting (f) SP segment 8 affecting
Figure 4.13: Spain (SP) and Portugal (PT) attentions
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(a) GC affecting (b) GC be affected
Figure 4.14: Greece (GC total attentions
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Chapter 5
Conclusions and Future Work
This thesis aims to model multivariate Hawkes processes to address contagious effects and
long-term temporal dependency by combining the Hawkes process and deep neural networks.
Although the proposed models are capable of explaining any point processes that convey
contagious effect and rely on long-term temporal dependency, the models are tested with the
Credit Default Swap data of ten European countries during a specific time period, since the
behaviour of this collected data casts some challenges. Two models are proposed: 1) the
marked Hawkes process, and 2) Hopfield Transformer Hawkes processes. In this chapter,
Section 5.1 provides a summary and conclusion of our research, while future research is
discussed in Section 5.2.
5.1 Summary
With the aim of capturing the contagious effect, as well as jumps, of the CDS rates among the
sovereigns methodologically and long-term dependency of these complex data, we employ
Transformer neural networks [4], which were recently developed to manage the time of
processing and deal with long-term dependency in sequential modeling. The 5-year daily CDS
rates, from November 2008 to February 2012 available at Thomson Reuters Datastream1 for
1Datastream International,(May 6, 2021), Credit Default SWAP[online], Available: Refinitiv/CDS
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Greece, Belgium, Germany, France, Italy, Portugal, Spain, Denmark, Sweden, and the United
Kingdom, are used. We summarize the two proposed models in the following paragraphs.
• Transformer Hawkes process with Events’ Significance
In order to consider the CDS rate as an underlying factor to excite one country’s event
time and also that of other countries, we improve the encoder layer of paper [2] by
changing an encoder to two separated encoders. The first one is for acquiring the
attention among the event time and event significance (i.e., the CDS rate or the mark)
for each process individually, and the second one is for capturing the interaction among
them. Each encoder includes two multi-head attentions: for event significance and
event time, respectively, as described in Section 4.1. The results in Table 4.8 confirm
the effectiveness of this modification via the increased accuracy and the increased
log-likelihood value.
• Hopfield-Transformer Hawkes Process
Figures 4.12 and 4.14 show that Sweden affects other countries at the beginning of
the duration of the time span, but its impact diminishes as time passes. Although the
Transformer, by definition, can consider long-time dependencies, we improve the model
by appending a Hopfield neural network in a new layer as a decoder, (see Section 4.2).
The training data are divided into eight segments. The model learns and stores the
attention of these segments. Then in the decoder, the attention of the previous model’s
output is justified with the most similar stored attention, resulting in an increase in
the values of log-likelihood, accuracy, and a decrease in RMSE (see Table 4.7). The
results in Table 4.8, demonstrate the appending Hopfield network is able to improve the
Transformer neural network in terms of capturing the characteristics of point processes.
• Results
Table 4.8 summarizes the following key points:
1) The marked THP achieves higher the accuracy and log-likelihood values, but not
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good RMSE values.
2) Hopfield THP achieves the best performance in terms of all three measures.
It can be concluded that modeling the temporal dependency and other dependencies
(very long term dependencies in the CDS rate) are not as important as retrieving the
proper relation among countries.
Furthermore, Figures 4.11, 4.13, and 4.14 show that Greece’s impact has a delay,
especially when the CDS rate surges by depicting the low attention in segment 8 for
Greece, compared to the previous ones. Moreover, the rates of Portugal and Spain,
which follow the CDS rate of Greece, do not reveal any great attention in the first
segment, which means that the contagious effect has a delay. In addition, for segment 8,
Portugal and Spain have a greater attention when the CDS rate of Greece surged.
5.2 Future Direction
5.2.1 Point by Point Updating
It should be noted that the translation machine, the area for which TNN was developed, has
difference applications from our case. In that case, the Transformer model firstly learns from
translating dataset. For instance a book is translated from English to French [4]. Then the
model is given a sentence or a paragraph to translate. The model tries to translate "word by
word" with respect to attention among the input and also among the current outputs. However,
in our case, as with other point process modeling, we need to consider a given time period to
predict the whole events at that time in a single run. Therefore, this phenomenon worsens the
accuracy a little bit, since we have a one-time prediction. As an improvement in this thesis,
Hopfield THP uses two-time prediction, but the translation model runs word by word as long
as there is a word in the test set. To address this issue, another layer can be appended to the
Hopfield neural network to stop the prediction operation when it predicts at least one point for
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all types of processes (10 countries in our case), and add these points to the training set, then
re-run the model similar to "Pedestrian Trajectory Prediction" model done in [45].
5.2.2 Data-wise Segmentation
In this thesis, we chose the number of segments by the Bayesian optimization. If we extend our
candidate set to the number of the points the CDS data have, similar to what the Multivariate
adaptive regression splines (MARS) [49] does in regression analysis, the result could be
preferable. It is not computational viable for us to apply this method. However, defining a
new method or employing a proper algorithm for the segmentation with the consideration of
computational time based on the behavior of data can improve the results.
5.2.3 Mark (or Event Significance) Prediction
In this thesis, time and type of the events are predicted, and as mentioned in Chapter 3, the
model is unable to predict event marks (the CDS rates). Prediction of event marks not only
can be useful to take precaution measures but also assists to the "Point by Point Updating"
idea, described in Section 5.2.1. Knowing the event marks makes "Point by Point Updating"
more viable, since it is suggested that we use a predicted point as the last point of the training
set to predict the next point. Therefore, for adding the next predicted point to the training set,
the event mark is mandatory, otherwise, the contagious effect fades as time passes.
5.2.4 Reinforce Learning
Although we proposed a model to eliminate parametric assumptions, the models still depend
on maximizing a likelihood function, which relies on solving integrals approximately. The
"Google brain" team proposed a "reinforce Learning" for temporal point process modeling,
through which the generation of each event is treated as the action taken by a stochastic policy.
Further, the intensity function learning problem in temporal point processes is considered as
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the policy learning problem [50]. Therefore, modeling the contagious Hawkes process can be





From the output of the model, only Epoch number 1 to 15 and also 90 to 100 are provided for
convenience to follow the improvement.
A.1 Result of Transformer Hawkes process with Events’ Sig-
nificance
-[Epoch 1]
- (Training) loglikelihood: -0.99510, accuracy: 0.10878, RMSE: 6.67547, elapse: 0.008 min
- (Testing) loglikelihood: -0.34524, accuracy: 0.10541, RMSE: 1.10487, elapse: 0.002 min
- [Info] Maximum ll: -0.34524, Maximum accuracy: 0.10541, Minimum RMSE: 1.10487
-[Epoch 2]
- (Training) loglikelihood: -0.80433, accuracy: 0.14779, RMSE: 6.61998, elapse: 0.009 min
- (Testing) loglikelihood: -0.17887, accuracy: 0.11351, RMSE: 1.21402, elapse: 0.002 min
- [Info] Maximum ll: -0.17887, Maximum accuracy: 0.11351, Minimum RMSE: 1.10487
-[ Epoch 3 ]
- (Training) loglikelihood: -0.64037, accuracy: 0.16279, RMSE: 6.51798, elapse: 0.009 min
- (Testing) loglikelihood: -0.05917, accuracy: 0.13514, RMSE: 1.00221, elapse: 0.001 min
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- [Info] Maximum ll: -0.05917, Maximum accuracy: 0.13514, Minimum RMSE: 1.00221
-[ Epoch 4 ]
- (Training) loglikelihood: -0.51782, accuracy: 0.21755, RMSE: 6.48961, elapse: 0.010 min
- (Testing) loglikelihood: 0.04925, accuracy: 0.18649, RMSE: 0.88367, elapse: 0.002 min
- [Info] Maximum ll: 0.04925, Maximum accuracy: 0.18649, Minimum RMSE: 0.88367
-[ Epoch 5 ]
- (Training) loglikelihood: -0.41376, accuracy: 0.25131, RMSE: 6.56849, elapse: 0.008 min
- (Testing) loglikelihood: 0.13360, accuracy: 0.15946, RMSE: 0.90115, elapse: 0.002 min
- [Info] Maximum ll: 0.13360, Maximum accuracy: 0.18649, Minimum RMSE: 0.88367
-[ Epoch 6 ]
- (Training) loglikelihood: -0.33352, accuracy: 0.19430, RMSE: 6.63969, elapse: 0.009 min
- (Testing) loglikelihood: 0.19344, accuracy: 0.14595, RMSE: 0.93800, elapse: 0.002 min
- [Info] Maximum ll: 0.19344, Maximum accuracy: 0.18649, Minimum RMSE: 0.88367
-[ Epoch 7 ]
- (Training) loglikelihood: -0.27829, accuracy: 0.17629, RMSE: 6.60387, elapse: 0.009 min
- (Testing) loglikelihood: 0.25291, accuracy: 0.13514, RMSE: 1.06874, elapse: 0.002 min
- [Info] Maximum ll: 0.25291, Maximum accuracy: 0.18649, Minimum RMSE: 0.88367
-[ Epoch 8 ]
- (Training) loglikelihood: -0.24146, accuracy: 0.19880, RMSE: 6.56719, elapse: 0.009 min
- (Testing) loglikelihood: 0.31699, accuracy: 0.13243, RMSE: 1.38562, elapse: 0.002 min
- [Info] Maximum ll: 0.31699, Maximum accuracy: 0.18649, Minimum RMSE: 0.88367
-[ Epoch 9 ]
- (Training) loglikelihood: -0.19461, accuracy: 0.26107, RMSE: 6.48843, elapse: 0.014 min
- (Testing) loglikelihood: 0.37367, accuracy: 0.20000, RMSE: 1.75959, elapse: 0.002 min
- [Info] Maximum ll: 0.37367, Maximum accuracy: 0.20000, Minimum RMSE: 0.88367
-[ Epoch 10 ]
- (Training) loglikelihood: -0.16346, accuracy: 0.25206, RMSE: 6.47189, elapse: 0.009 min
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- (Testing) loglikelihood: 0.41992, accuracy: 0.18919, RMSE: 2.03745, elapse: 0.002 min
- [Info] Maximum ll: 0.41992, Maximum accuracy: 0.20000, Minimum RMSE: 0.88367
-[ Epoch 11 ]
- (Training) loglikelihood: -0.14141, accuracy: 0.28882, RMSE: 6.48118, elapse: 0.009 min
- (Testing) loglikelihood: 0.44078, accuracy: 0.20000, RMSE: 2.11381, elapse: 0.002 min
- [Info] Maximum ll: 0.44078, Maximum accuracy: 0.20000, Minimum RMSE: 0.88367
-[ Epoch 12 ]
- (Training) loglikelihood: -0.14238, accuracy: 0.31058, RMSE: 6.46793, elapse: 0.010 min
- (Testing) loglikelihood: 0.46053, accuracy: 0.22162, RMSE: 2.13590, elapse: 0.002 min
- [Info] Maximum ll: 0.46053, Maximum accuracy: 0.22162, Minimum RMSE: 0.88367 [
Epoch 13 ]
- (Training) loglikelihood: -0.12886, accuracy: 0.29632, RMSE: 6.45884, elapse: 0.016 min
- (Testing) loglikelihood: 0.47904, accuracy: 0.24595, RMSE: 2.10856, elapse: 0.002 min
- [Info] Maximum ll: 0.47904, Maximum accuracy: 0.24595, Minimum RMSE: 0.88367 [
Epoch 14 ]
- (Training) loglikelihood: -0.11246, accuracy: 0.28057, RMSE: 6.47199, elapse: 0.009 min
- (Testing) loglikelihood: 0.49593, accuracy: 0.22973, RMSE: 2.04032, elapse: 0.002 min
- [Info] Maximum ll: 0.49593, Maximum accuracy: 0.24595, Minimum RMSE: 0.88367 [
Epoch 15 ]
- (Training) loglikelihood: -0.10517, accuracy: 0.29407, RMSE: 6.46547, elapse: 0.008 min
- (Testing) loglikelihood: 0.51096, accuracy: 0.22162, RMSE: 1.93428, elapse: 0.002 min
- [Info] Maximum ll: 0.51096, Maximum accuracy: 0.24595, Minimum RMSE: 0.88367
...
-[ Epoch 90 ]
- (Training) loglikelihood: 0.09062, accuracy: 0.64291, RMSE: 6.39528, elapse: 0.031 min
- (Testing) loglikelihood: 0.48286, accuracy: 0.40000, RMSE: 0.94680, elapse: 0.002 min
71
MOHSEN BAHREMANI APPENDIX A. APPENDIX
- [Info] Maximum ll: 0.57732, Maximum accuracy: 0.40000, Minimum RMSE: 0.81520
-[ Epoch 91 ]
- (Training) loglikelihood: 0.08569, accuracy: 0.65116, RMSE: 6.39838, elapse: 0.008 min
- (Testing) loglikelihood: 0.48271, accuracy: 0.40000, RMSE: 0.94681, elapse: 0.002 min
- [Info] Maximum ll: 0.57732, Maximum accuracy: 0.40000, Minimum RMSE: 0.81520
-[ Epoch 92 ]
- (Training) loglikelihood: 0.08535, accuracy: 0.65041, RMSE: 6.40152, elapse: 0.010 min
- (Testing) loglikelihood: 0.48256, accuracy: 0.40270, RMSE: 0.94682, elapse: 0.002 min
- [Info] Maximum ll: 0.57732, Maximum accuracy: 0.40270, Minimum RMSE: 0.81520
-[ Epoch 93 ]
- (Training) loglikelihood: 0.09278, accuracy: 0.63016, RMSE: 6.39705, elapse: 0.009 min
- (Testing) loglikelihood: 0.48241, accuracy: 0.40270, RMSE: 0.94684, elapse: 0.002 min
- [Info] Maximum ll: 0.57732, Maximum accuracy: 0.40270, Minimum RMSE: 0.81520
-[ Epoch 94 ]
- (Training) loglikelihood: 0.09160, accuracy: 0.63991, RMSE: 6.39313, elapse: 0.029 min
- (Testing) loglikelihood: 0.48226, accuracy: 0.40270, RMSE: 0.94685, elapse: 0.001 min
- [Info] Maximum ll: 0.57732, Maximum accuracy: 0.40270, Minimum RMSE: 0.81520
-[ Epoch 95 ]
- (Training) loglikelihood: 0.09342, accuracy: 0.64066, RMSE: 6.38466, elapse: 0.007 min
- (Testing) loglikelihood: 0.48211, accuracy: 0.40270, RMSE: 0.94686, elapse: 0.002 min
- [Info] Maximum ll: 0.57732, Maximum accuracy: 0.40270, Minimum RMSE: 0.81520
-[ Epoch 96 ]
- (Training) loglikelihood: 0.08964, accuracy: 0.65266, RMSE: 6.38926, elapse: 0.010 min
- (Testing) loglikelihood: 0.48196, accuracy: 0.40270, RMSE: 0.94687, elapse: 0.001 min
- [Info] Maximum ll: 0.57732, Maximum accuracy: 0.40270, Minimum RMSE: 0.81520
-[ Epoch 97 ]
- (Training) loglikelihood: 0.08795, accuracy: 0.65266, RMSE: 6.40073, elapse: 0.010 min
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- (Testing) loglikelihood: 0.48181, accuracy: 0.40270, RMSE: 0.94687, elapse: 0.002 min
- [Info] Maximum ll: 0.57732, Maximum accuracy: 0.40270, Minimum RMSE: 0.81520
-[ Epoch 98 ]
- (Training) loglikelihood: 0.09426, accuracy: 0.64366, RMSE: 6.39654, elapse: 0.028 min
- (Testing) loglikelihood: 0.48166, accuracy: 0.40270, RMSE: 0.94687, elapse: 0.002 min
- [Info] Maximum ll: 0.57732, Maximum accuracy: 0.40270, Minimum RMSE: 0.81520
-[ Epoch 99 ]
- (Training) loglikelihood: 0.09247, accuracy: 0.64516, RMSE: 6.39343, elapse: 0.007 min
- (Testing) loglikelihood: 0.48151, accuracy: 0.40270, RMSE: 0.94687, elapse: 0.002 min
- [Info] Maximum ll: 0.57732, Maximum accuracy: 0.40270, Minimum RMSE: 0.81520
-[ Epoch 100 ]
- (Training) loglikelihood: 0.09087, accuracy: 0.65041, RMSE: 6.40329, elapse: 0.010 min
- (Testing) loglikelihood: 0.48135, accuracy: 0.40270, RMSE: 0.94687, elapse: 0.002 min
- [Info] Maximum ll: 0.57732, Maximum accuracy: 0.40270, Minimum RMSE: 0.81520
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From the output of the model, only Epoch number 1 to 15 and also 90 to 100 are provided for
convenience to follow the improvement.
B.1 Result of Hopfield-Transformer Hawkes Process
[ Epoch 1 ]
- (Training) loglikelihood: -1.87053, accuracy: 0.13728, RMSE: 3.27668, elapse: 0.044 min
- (Testing) loglikelihood: -0.56742, accuracy: 0.06216, RMSE: 0.54587, elapse: 0.039 min
- [Info] Maximum ll: -0.56742, Maximum accuracy: 0.06216, Minimum RMSE: 0.54587
-[ Epoch 2 ]
- (Training) loglikelihood: -1.31890, accuracy: 0.11553, RMSE: 3.23822, elapse: 0.045 min
- (Testing) loglikelihood: -0.42073, accuracy: 0.11892, RMSE: 0.56305, elapse: 0.039 min
- [Info] Maximum ll: -0.42073, Maximum accuracy: 0.11892, Minimum RMSE: 0.54587
-[ Epoch 3 ]
- (Training) loglikelihood: -1.21273, accuracy: 0.15979, RMSE: 3.24863, elapse: 0.044 min
- (Testing) loglikelihood: -0.28222, accuracy: 0.14865, RMSE: 0.57813, elapse: 0.039 min
- [Info] Maximum ll: -0.28222, Maximum accuracy: 0.14865, Minimum RMSE: 0.54587
-[ Epoch 4 ]
- (Training) loglikelihood: -1.03414, accuracy: 0.23481, RMSE: 3.23888, elapse: 0.045 min
- (Testing) loglikelihood: -0.14547, accuracy: 0.19459, RMSE: 0.60783, elapse: 0.041 min
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- [Info] Maximum ll: -0.14547, Maximum accuracy: 0.19459, Minimum RMSE: 0.54587
-[ Epoch 5 ]
- (Training) loglikelihood: -0.86686, accuracy: 0.28507, RMSE: 3.22612, elapse: 0.045 min
- (Testing) loglikelihood: -0.02077, accuracy: 0.20541, RMSE: 0.66129, elapse: 0.040 min
- [Info] Maximum ll: -0.02077, Maximum accuracy: 0.20541, Minimum RMSE: 0.54587
-[ Epoch 6 ]
- (Training) loglikelihood: -0.71880, accuracy: 0.18530, RMSE: 3.21479, elapse: 0.045 min
- (Testing) loglikelihood: 0.09190, accuracy: 0.11622, RMSE: 0.71562, elapse: 0.039 min
- [Info] Maximum ll: 0.09190, Maximum accuracy: 0.20541, Minimum RMSE: 0.54587
-[ Epoch 7 ]
- (Training) loglikelihood: -0.61531, accuracy: 0.18755, RMSE: 3.21402, elapse: 0.044 min
- (Testing) loglikelihood: 0.19148, accuracy: 0.12432, RMSE: 0.73179, elapse: 0.039 min
- [Info] Maximum ll: 0.19148, Maximum accuracy: 0.20541, Minimum RMSE: 0.54587
-[ Epoch 8 ]
- (Training) loglikelihood: -0.53564, accuracy: 0.16129, RMSE: 3.22549, elapse: 0.044 min
- (Testing) loglikelihood: 0.27318, accuracy: 0.15405, RMSE: 0.70520, elapse: 0.039 min
- [Info] Maximum ll: 0.27318, Maximum accuracy: 0.20541, Minimum RMSE: 0.54587
-[ Epoch 9 ]
- (Training) loglikelihood: -0.49899, accuracy: 0.32258, RMSE: 3.22937, elapse: 0.044 min
- (Testing) loglikelihood: 0.34029, accuracy: 0.18649, RMSE: 0.65948, elapse: 0.039 min
- [Info] Maximum ll: 0.34029, Maximum accuracy: 0.20541, Minimum RMSE: 0.54587
-[ Epoch 10 ]
- (Training) loglikelihood: -0.46631, accuracy: 0.33158, RMSE: 3.22539, elapse: 0.045 min
- (Testing) loglikelihood: 0.39863, accuracy: 0.17838, RMSE: 0.61231, elapse: 0.039 min
- [Info] Maximum ll: 0.39863, Maximum accuracy: 0.20541, Minimum RMSE: 0.54587
-[ Epoch 11 ]
- (Training) loglikelihood: -0.41187, accuracy: 0.34584, RMSE: 3.22266, elapse: 0.044 min
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- (Testing) loglikelihood: 0.42646, accuracy: 0.16216, RMSE: 0.59256, elapse: 0.039 min
- [Info] Maximum ll: 0.42646, Maximum accuracy: 0.20541, Minimum RMSE: 0.54587
-[ Epoch 12 ]
- (Training) loglikelihood: -0.39638, accuracy: 0.38110, RMSE: 3.21739, elapse: 0.044 min
- (Testing) loglikelihood: 0.45476, accuracy: 0.13784, RMSE: 0.57591, elapse: 0.041 min
- [Info] Maximum ll: 0.45476, Maximum accuracy: 0.20541, Minimum RMSE: 0.54587
-[ Epoch 13 ]
- (Training) loglikelihood: -0.36269, accuracy: 0.35334, RMSE: 3.21606, elapse: 0.045 min
- (Testing) loglikelihood: 0.48380, accuracy: 0.11622, RMSE: 0.56191, elapse: 0.039 min
- [Info] Maximum ll: 0.48380, Maximum accuracy: 0.20541, Minimum RMSE: 0.54587
-[ Epoch 14 ]
- (Training) loglikelihood: -0.32037, accuracy: 0.33158, RMSE: 3.20989, elapse: 0.044 min
- (Testing) loglikelihood: 0.51308, accuracy: 0.12162, RMSE: 0.55023, elapse: 0.040 min
- [Info] Maximum ll: 0.51308, Maximum accuracy: 0.20541, Minimum RMSE: 0.54587
-[ Epoch 15 ]
- (Training) loglikelihood: -0.29006, accuracy: 0.33308, RMSE: 3.21651, elapse: 0.045 min
- (Testing) loglikelihood: 0.54130, accuracy: 0.14865, RMSE: 0.54164, elapse: 0.039 min
- [Info] Maximum ll: 0.54130, Maximum accuracy: 0.20541, Minimum RMSE: 0.54164
...
-[ Epoch 90 ]
- (Training) loglikelihood: 0.15662, accuracy: 0.71793, RMSE: 3.18387, elapse: 0.045 min
- (Testing) loglikelihood: 0.70318, accuracy: 0.56216, RMSE: 0.68339, elapse: 0.039 min
- [Info] Maximum ll: 0.70318, Maximum accuracy: 0.57027, Minimum RMSE: 0.53594
-[ Epoch 91 ]
- (Training) loglikelihood: 0.16701, accuracy: 0.71943, RMSE: 3.18175, elapse: 0.045 min
- (Testing) loglikelihood: 0.70331, accuracy: 0.56216, RMSE: 0.68338, elapse: 0.039 min
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- [Info] Maximum ll: 0.70331, Maximum accuracy: 0.57027, Minimum RMSE: 0.53594
-[ Epoch 92 ]
- (Training) loglikelihood: 0.16260, accuracy: 0.70893, RMSE: 3.17946, elapse: 0.045 min
- (Testing) loglikelihood: 0.70344, accuracy: 0.56216, RMSE: 0.68336, elapse: 0.040 min
- [Info] Maximum ll: 0.70344, Maximum accuracy: 0.57027, Minimum RMSE: 0.53594
-[ Epoch 93 ]
- (Training) loglikelihood: 0.16116, accuracy: 0.71868, RMSE: 3.17980, elapse: 0.044 min
- (Testing) loglikelihood: 0.70357, accuracy: 0.56216, RMSE: 0.68335, elapse: 0.039 min
- [Info] Maximum ll: 0.70357, Maximum accuracy: 0.57027, Minimum RMSE: 0.53594
-[ Epoch 94 ]
- (Training) loglikelihood: 0.15762, accuracy: 0.72018, RMSE: 3.18382, elapse: 0.045 min
- (Testing) loglikelihood: 0.70370, accuracy: 0.56216, RMSE: 0.68333, elapse: 0.039 min
- [Info] Maximum ll: 0.70370, Maximum accuracy: 0.57027, Minimum RMSE: 0.53594
-[ Epoch 95 ]
- (Training) loglikelihood: 0.15728, accuracy: 0.71418, RMSE: 3.18084, elapse: 0.045 min
- (Testing) loglikelihood: 0.70383, accuracy: 0.56216, RMSE: 0.68332, elapse: 0.039 min
- [Info] Maximum ll: 0.70383, Maximum accuracy: 0.57027, Minimum RMSE: 0.53594
-[ Epoch 96 ]
- (Training) loglikelihood: 0.16357, accuracy: 0.71718, RMSE: 3.17853, elapse: 0.045 min
- (Testing) loglikelihood: 0.70396, accuracy: 0.56216, RMSE: 0.68331, elapse: 0.040 min
- [Info] Maximum ll: 0.70396, Maximum accuracy: 0.57027, Minimum RMSE: 0.53594
-[ Epoch 97 ]
- (Training) loglikelihood: 0.16688, accuracy: 0.71268, RMSE: 3.18107, elapse: 0.045 min
- (Testing) loglikelihood: 0.70410, accuracy: 0.55946, RMSE: 0.68329, elapse: 0.040 min
- [Info] Maximum ll: 0.70410, Maximum accuracy: 0.57027, Minimum RMSE: 0.53594
-[ Epoch 98 ]
- (Training) loglikelihood: 0.16565, accuracy: 0.72018, RMSE: 3.18348, elapse: 0.045 min
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- (Testing) loglikelihood: 0.70423, accuracy: 0.55946, RMSE: 0.68328, elapse: 0.040 min
- [Info] Maximum ll: 0.70423, Maximum accuracy: 0.57027, Minimum RMSE: 0.53594
-[ Epoch 99 ]
- (Training) loglikelihood: 0.16236, accuracy: 0.71868, RMSE: 3.18389, elapse: 0.045 min
- (Testing) loglikelihood: 0.70437, accuracy: 0.55946, RMSE: 0.68326, elapse: 0.040 min
- [Info] Maximum ll: 0.70437, Maximum accuracy: 0.57027, Minimum RMSE: 0.53594
-[ Epoch 100 ]
- (Training) loglikelihood: 0.16800, accuracy: 0.71718, RMSE: 3.18103, elapse: 0.045 min
- (Testing) loglikelihood: 0.70450, accuracy: 0.55946, RMSE: 0.68324, elapse: 0.039 min
- [Info] Maximum ll: 0.70450, Maximum accuracy: 0.57027, Minimum RMSE: 0.53594
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