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Summary. Today, in the state of the art process engine solutions, pro-
cess models are executed by a central orchestrator (i.e. one per process).
There are however a lot of drawbacks in using a central coordinator,
including a single point of failure and performance degradation. Decen-
tralization algorithms that distribute the workload of the central orches-
trator exist, but they still suffer from a tight coupling and therefore
decreased scalability. In this paper, we aim to investigate the benefits of
using an event driven architecture to support the communication in a de-
centralized orchestration. This accomplishes space and time decoupling
of the process coordinators and hereby creates autonomous fine grained
self-serving process engines. Benefits include an increased scalability and
availability of the global process flow.
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1 Introduction
In the last couple of years, process modeling got a lot of attention from re-
searchers and practitioners. Especially with the arrival of service oriented com-
puting, process modeling became even more important. Starting from atomic
services, new aggregate services can be build by combining the atomic ser-
vices and describing an execution flow between the different entities. This way
composite services are created, which can again be used in other compositions.
When these compositions are described with a specific executable language (e.g.
BPEL4WS [1]), automated enactment using a process engine can be accom-
plished. The description of the process flow can be interpreted by a process
engine, which coordinates and triggers the described work.
In the current situation, the execution of one process or one composite service
is typically coordinated by one central entity (Fig. 1a, coordinator C0). This
central coordinator gets a request from a client and starts the execution of the
workflow described in the composite service (Fig. 1a, tasks T1, T2 and T3). The
coordinator chooses between paths in the workflow that need to be followed, does
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data manipulation and invokes the necessary (atomic or composite) services. The
central coordinator contains all the logic necessary to execute a complex service
or process. Note that the coordinator only routes work, it doesn’t perform any
actual work itself. The actual work is executed by the triggered services (Fig. 1a,
services S1, S2 and S3). This is called centralized orchestration [2].
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Fig. 1. Centralized, Decentralized and Event-Based Orchestration
The use of a central coordinator per process struggles with a few problems
in today’s highly decentralized world, and contradicts some of the key aspects
of service oriented computing. The use of service oriented computing promises
loose coupling (separation of interface and functionality) [3], which increases dis-
tributable functionality and reusability [4]. Using a central execution engine or
coordinator for a composite service creates a bottleneck and single point of failure.
The services (work items) are distributed and decentralized, but the decision logic
and coordination is still located at one point. A central coordinator also decreases
scalability. For a simple change in the process flow, the entire process description
needs to be renewed. Another drawback of a central coordinator is the unneces-
sary network traffic and performance degradation it creates [5]. This problem of
centralized process coordination is also recognized by other researchers [6,7,8].
To overcome this bottleneck, solutions are given to decentralize the coordi-
nation work. For example, Nanda et al. [9] define an algorithm to transform a
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single BPEL process into multiple (smaller) processes using program dependency
graphs. This results in separated process engines, which remove the need for a
central coordinator and decentralizes the workflow logic (Fig. 1b, process engines
C1, C2 and C3). Advantages of this approach include a significant decrease in
network traffic, improved concurrency and availability [5]. This decentralization
of the workflow of one composite service is termed decentralized orches-
tration.
There are however still a few problems left unsolved in the afore mentioned
decentralized orchestration. The execution engines are still mutually tightly cou-
pled, which decreases scalability of the process flow. Each process engine has a
direct link to the other process engines that make up the entire composite service.
The start of one execution engine in the composite service relies on its invocation
by another execution engine. The engines by itself are not autonomous and have
to rely on decisions made by others as the logic of the next step in the process
is located with the caller, and not with the callee.
In this paper we propose the use of an event based architecture within the
decentralized orchestration of a composite service, which we’ll term decentral-
ized event-based orchestration (see Fig. 1c). This will create autonomous
process engines, capable of assessing their environment and deciding on their
own when to invoke their respective service(s) (which is a useful property in
process management [10]). An event based communication paradigm also cre-
ates a highly loose coupled infrastructure, which makes changes to the process
flow relatively easy (‘plug and play’ of process engines).
The use of an event-driven architecture (EDA) in combination with the ser-
vice oriented architecture is already thoroughly discussed in research and prac-
tice [11,12,13,14]. The difference with these proposals and our work, is the place
where the event based communication paradigm is used. In current literature
about SOA and EDA, event communication is used for the invocation of ser-
vices (work items) by the central coordinator (dashed, open arrowhead arrows
in Fig. 1). In our approach, we look at the use of an event based architecture
within the decentralized orchestration of one composite service. These are the
calls from coordinator to coordinator (full arrowhead arrows in Fig. 1). They
correspond with the control flow described in one workflow model (sequence,
choice, loop).
In the next section we clarify our viewpoint on orchestration and process
based composition, and give some definitions of terms used in this paper. In the
following two sections we answer the most viable questions for our research: why
do we need to decentralize the process flow execution (Sect. 3 and 4) and why
is an event based communication a feasible strategy to do so (Sect. 5). In the
remaining sections we describe how this can work in practice (Sect. 6) and set a
few key points for further research (Sect. 7).
2 Viewpoint
In order to explain the ideas in this paper, we give an overview of our viewpoint
on service oriented computing and its link to process composition.
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Our goal is to split up one process from one organization in order to distribute
the execution load of that process. We look at coordination from a one-process
point of view. This enables the abstraction of the interplay between different
processes from different entities (organizations, departments, customer-supplier,
...). We are only interested in the control flow (sequence, choice, loop) within
one process execution. We also assume that a global process view is at hand.
The process modelers have defined a process model that is to be deployed in the
company. Decentralization of the model takes place in the deployment stage.
A second viewpoint we take is a strict separation between coordination or pro-
cess logic and functionality. With coordination logic we mean the description of
the work that needs to be done. This description can be interpreted by a process
engine, which makes sure that all the work that is written down in the descrip-
tion is carried out. The process engine is thus a coordinator, it doesn’t perform
any work itself. The actual work is executed by services that are triggered by
the coordinator. These services contain the functionality or actual work packets
of the process description (see Fig. 2). Note that the service that is triggered
by the coordinator can be a composite service, which itself contains a process
description and thus is a coordinator. Because we look at the problem from a
one process point of view, calls to atomic or composite services are treated the
same way. They both belong to the functionality side and get triggered by the
coordinator. How the actual work is eventually handled isn’t of interest to
the coordinator of this one process (it just wants the work done). Like it is
said in the introduction, we look at the decentralization of the process logic (top
part of Fig. 2), not at the invocations of services or other process compositions
(bottom part of Fig. 2).
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Fig. 2. Separation of the process logic and functionality
This separation of process logic and actual work packets creates a loose cou-
pling between the two. Because the logic on when something has to happen and
the work packet itself is separated, the work packets become highly reusable.
Other process flows can also trigger the same functions to create new composite
services (see Fig. 2, process engine Y). With the help of standard interfaces like
WSDL [15] and interaction protocols like SOAP [16], the services and the pro-
cess logic are not location bound. The services can position themselves anywhere
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in the IT infrastructure, the same goes for the process engine(s). This creates a
highly distributable process architecture. One thing that is still left as a single
monolithic entity is the process description. This paper further investigates the
possibilities to distribute this process logic.
2.1 Terminology
To exclude ambiguity, we define some terminology used in this paper.
Event architecture. An event architecture is an architecture that supports
the event communication paradigm by implementing a publish/subscribe
interaction scheme [17,18]. Events are instantaneous happenings. When an
event happens, a notification of its (past) occurrence is routed to interested
parties. This routing is done by an event service that also keeps track of
which entity is interested in which event and which entity is able to publish
which event.
Locus of Control. The locus of control is the place that holds the decision
logic of the next step in the process. In a centralized orchestration, there is
only one locus of control and it lies with the coordinator. The coordinator
knows what and when something has to happen. When decentralizing the
process logic, there isn’t a single locus of control, but multiple loci of control.
At anytime in the process flow the decision logic of the next step in the
process can be located at one of the distributed process engines. There can
be as much loci of control as there are process engines for a given process.
Orchestration. We adopt the interpretation of orchestration as described by
Barros et al. [2]. Orchestration is the execution of the internal actions of one
composite service. The execution engine reads and interprets the predefined
process flow and invokes the services that have to perform some kind of work.
3 Limitations of Centralized Orchestration
When using a centralized orchestration, two groups of limitations can be iden-
tified. First there are technical limitations, like a performance bottleneck and
unnecessary data traffic. Second, there could be managerial reasons to not use a
centralized orchestration. Technical limitations of a centralized process execution
are:
Single point of failure. If the central coordinator fails (either by hardware
or software), all process instances will fail. The services capable of perform-
ing the work items described in the process flow may still be available (they
are distributed), but because of the failure of the coordinator, these services
aren’t triggered, and therefore aren’t executed anymore (see Fig. 3a). Even
though there is a high decentralization and distribution of the services de-
scribed in the process flow, the availability of the entire composite service is
still dependent on one single entity: the central coordinator.
Unnecessary network traffic. All (data) traffic runs through the central
coordinator. For example, when data generated by one service is important
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for another service, this data will be routed through the central coordinator
(from the first service to the second service), even if this data is of no impor-
tance to the coordinator. This creates a lot of unnecessary network traffic
from and to the central coordinator (see Fig. 3b).
Performance bottleneck. Real life processes can build up in scale and com-
plexity and for one process description, multiple process instances can be cre-
ated (see Fig. 3c). In process intensive organizations, these process instances
can run up very quickly. When all the instances are coordinated at one point
in the IT infrastructure, performance throughput decreases significantly.
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Fig. 3. Limitations of a centralized orchestration: Single point of failure, Unnecessary
network traffic and a Performance bottleneck
There are also managerial reasons for not having a central process coordinator.
These include security, privacy, visibility, etc. In extended enterprises it is viable
that no single organization has control over the entire process (enforced through
policies), or that no central entity is allowed to view the entire process, which
makes encapsulation necessary.
4 Decentralized Orchestration
The drawbacks of a centralized orchestration have already been recognized by
many researchers and practitioners [5,7,8,9,19,20]. To overcome these problems,
proposals have been made to decentralize the process execution. These proposals
are algorithms which take as input a global process description and give as result
a divided process flow. Differences in the algorithms are the way in which the
algorithm works, depending on the eventual goal of the division. Nanda et al. [9]
use program dependency graphs, a tool borrowed from compiler optimization,
to split up the process flow. Their goal is to reduce the network traffic involved.
For the same reasons, Fdhila et al. [20] decentralize the process flow using de-
pendency tables and Muth et al. [7] perform decentralization using state and
activity charts. Chen et al. [19] use a different division metric, namely business
policies, which accomplishes encapsulation of parts of the process flow.
The eventual result is however always the same. After dividing the original pro-
cess flow, the outcome is a set of control flows, each of which can be interpreted
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by a different process engine (see Fig. 4). The coupling between these flows is al-
ways tight. The locus of control of one process engine is located at another engine.
The start of a process flow is dependent on the invocation done by another process
flow. Each process engine thus knows what the next step in the global process flow
should be (“I am done, now I’ll request the start of engine x”). This is the source
of the tight coupled communication.
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Fig. 4. Decentralized Orchestration
This decentralization thus solves the problems associated with centralized or-
chestration, but not to a full extend. Because of tight coupling, scalability is still
a problem. The availability of the global process flow can also still be optimized.
This is why we look at the use of an event based communication paradigm.
5 Event-Based Orchestration
We propose to take the decentralization one step further and extend the de-
centralization of the coordination work with an event-based communication
paradigm. This will create highly loose coupled, autonomous process engines.
The use of an event-based architecture to accomplish loose coupling has already
been thoroughly studied in process modeling and other domains [12,17,18]. The
novelty of this proposal is to use the event-based architecture to decouple the
internal process flow. Starting from a global process flow, it is the next step
in the decentralization algorithms (from central to decentralized to event based
process execution).
Using an event architecture as communication scheme between the decentral-
ized process engines is shown in Fig. 5. Each decentralized coordinator listens to
its environment and reacts accordingly. A single process engine doesn’t invoke
the next step in the process flow anymore, it just publishes a notification of the
event that just happened (“job x is done”). This leaves the decision on what the
next step in the global process is, completely in the hands of the next step itself.
The advantage of using an event architecture is decoupling between the sender
and receiver of a message. We validate the usefulness of using an event architec-
ture in decentralized orchestration by looking at this decoupling. Decoupling in
event architectures is defined by Eugster et al. [17], who give three meanings to
decoupling accomplished by using an event architecture: space decoupling, time
decoupling and synchronization decoupling.
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Fig. 5. Decentralized Event-Based Orchestration
Space decoupling. Space decoupling refers to the unawareness of interaction
partners. Publishers publish events without knowing who receives them and
subscribers consume these events, without knowing who sent them. When
using an event-based architecture, space decoupling is the biggest contri-
bution to decentralized orchestration. The locus of control shifts from the
sender to the receiver of a message (or event notification). This creates au-
tonomous process engines. The engines themselves decide when they start
the execution of the process flow, they don’t rely on a decision made by
another process engine. Space decoupling also shields the different process
engines from each other, which increases scalability. Because a process en-
gine doesn’t rely on others, but rather on its own decision on when to start
the process, a plug and play architecture becomes feasible. Even when using
automated transformations from a global process flow to a decentralized one,
a plug and play ability to change the deployed process flow is a definite plus.
With a tight coupled decentralization, even small changes in the process flow
result in big changes to all the different process engines (which can become
cumbersome when they are all physically distributed in far away locations).
Because of space decoupling, changing the process flow influences only those
process engines which are actually involved in that specific change.
Time decoupling. Interacting parties do not need to be active at the same
moment in time. This allows a process engine to be offline, while others
continue their regular course of action. Time decoupling, together with a
distributed location of the process engines, increases the protection of the
global process against a single point of failure. A process flow, implemented
with an event communication scheme, doesn’t get interrupted when one (or
more) process engines in the process flow fail. The still active entities keep
working and when the failed engine comes back online, all published events
of interest that happened during the failure, will still be delivered. Time
decoupling thus guarantees availability of the global process flow.
Synchronization decoupling. Synchronization decoupling refers to the
asynchronous send and receive of messages. The sender, nor the receiver
gets blocked while sending or receiving events. Asynchronous invocations are
already present in current orchestration decentralizations. In terms of syn-
chronization decoupling, an event architecture doesn’t add a surplus value
versus classical decentralized orchestration.
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Space and time decoupling are an added value of using an event-based com-
munication paradigm in a decentralized orchestration. They will increase the
scalability and availability of the process flow.
High decoupling of sender and receiver in decentralized orchestration is how-
ever not a silver bullet. A few disadvantages of using an event communication
paradigm between the partial process flows can be identified:
Loss of a global process overview. A disadvantage of using an event
architecture is that, at runtime, the global overview of the process flow gets
lost. Every process engine works autonomously, without the knowledge of any
other part of the process flow. The execution of the process flow thus becomes
stateless. Although the overview of the process flow gets lost at runtime, there
still exists a process model. Decentralization happens at deployment, where
one starts with a global process overview. This overviewwill thus still be avail-
able. In service oriented computing it is also advised to design services in a
stateless way [4,21]. Using stateless process engines thus fits in this ideal. In-
spection of the process state at runtime can still be done by monitoring the
events at runtime and relating them with the global process model.
Loss of coupling process instance and action. Related to the loss of the
global process view, is the difficulty of relating events to process instances. If
a decentralized process engine subscribes to two events, e.g. OrderCreated
and PaymentComplete, and defines in its process flow that the order should
be shipped when it gets notified of these two events, it is imperative that these
two events belong to the same process instance (order) before it ships the
goods. A way to insure instance-event coupling is to add instance ids to each
event (similar to correlation sets in BPEL). For every new request from the
client, the published events, and any following, get the same instance id. This
can be accomplished by the event architecture itself. This way a process engine
shall always perform the necessary actions for the correct process instance.
Reduced coordination. Because of space decoupling, an event communica-
tion paradigm strongly reduces coordination between interacting partners,
which creates a particular challenge for transactions. To accomplish a transac-
tion, knowledge of participating partners is required, which conflicts with the
space decoupling. This problem can be overcome by intelligent modulariza-
tion of the process flow, i.e. keeping tasks in a transaction in the same partial
process engine.
6 In Practice - Case Study
When starting from a global process description, any process decentralization
algorithm presented in Sect. 4 can be used to first create decentralized process
engines. These engines then have to be modified to use the event communica-
tion paradigm. To accomplish the resulting publishing and catching of events
in a service oriented environment, event architectures like WS-Notification [14],
EVE [22] or the more recently proposed BPEL and WSDL extensions for an
event driven architecture [23] can be used.
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Fig. 6. From centralized process execution to decentralized execution
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Fig. 7. Decentralized event based execution
We give a simple example to demonstrate the two steps involved in trans-
forming a global process flow to a decentralized event based one, hereby showing
the feasibility of this approach. A pizza delivery company accepts orders from
clients. If an order is received, the payment of the order and the baking + deliv-
ery of the pizza are executed in parallel. Delivery is only started after the baking
is complete, and payment is only started after price calculation. This process is
shown in Fig. 6a. We used a pseudo-BPEL code, as introduced by [9] to describe
the process flow. The first step is to decentralize this process. We did this using
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the decentralization algorithm described in [9]. Each resulting process engine
calls the next one by means of invoke and receive operations (see Fig. 6b).
The second step is to change this to event communication. For every coordinator
to coordinator communication, each invoke operation is changed to a publish
of the recent happenings: E-publish(eventName,payload), and every receive
operation is changed to accept notifications: E-catchEvent(eventName). This
also means adding a subscription to this notification in the beginning of the pro-
cess flow: E-subscribe(eventName,filter). Note that invocations from the
decentralized process engines to their respective services (functionality) remain
unchanged.
Figure 7 shows the resulting pseudo BPEL for the different coordinators. A
big difference we see with Fig. 6b is the non-occurrence of references to the
other coordinators. In Fig. 6b each coordinator still has a hard-coded link to
another one (see the arrows). This is removed when an event driven architecture
is used. The global process flow is now executed by loosely coupled, autonomous
coordinators.
7 Conclusion and Future Research
In this paper, we promoted and examined the idea of using an event driven ar-
chitecture to further extend decentralized orchestration. An added value of the
use of an event driven communication paradigm is space and time decoupling
between the decentralized orchestration engines. This increases the scalability
and availability of the global process flow and creates autonomous process en-
gines, which can be deployed at runtime (plug and play) and can be distributed
in the global IT infrastructure. With an example we showed the feasibility of
this transformation to an event based orchestration.
Further research involves the formalization of these transformation rules from
a global process model to a decentralized event based orchestration. We intend
to prove the correctness of these transformation rules with process algebra and
formally validate the added value (see Sect. 5), by testing on availability (stress
testing) and scalability of the decentralized event-based process flow.
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