Abstract-We present a framework for cross-layer scheduling of end-to-end flows in a wireless network with links sharing a common spectrum. Links employ on-off modulation with fixed transmit powers when active. The data rate obtained by an active link is determined by the signal-to-interference ratio on the link. With the knowledge of the link interference gains in the network, the centralized spectrum server schedules the rates on the links and flows on the sessions to maximize a utility function of the source rates. The schedules are a collection of time shared transmission modes (sets of active links).
I. INTRODUCTION
Recent advances in radio technology and spectrum policies have led to a flurry of research in designing spectrum adaptive systems like "cognitive radios" [1] , [2] . As a result, radios in future wireless systems are envisaged to be 'smart' and 'interference aware.' Cognitive radios are expected to have the ability to cooperate and dynamically share spectrum with several interfering radios. In addition to the degree of flexibility and adaptability of these radios, the need for global information regarding signals in space, time and frequency plays a prominent role in successful cooperation and coexistence. In that case, efficient open access to spectrum can be aided by impartial "spectrum servers" [3] , [4] which can obtain information about the interference environment through measurements contributed by different terminals, and then offer suggestions for efficient coordination among links. In our previous work [5] , [6] , we consider the role of the spectrum server to derive fair and efficient schedules for throughput maximization of variable rate links. Links employ on/off modulation with fixed power and the rate obtained by each link depends on the interference caused by rest of the links operating simultaneously. We assume that links obtain a nonzero rate for any non-zero SIR. This paper presents a model for cross-layer scheduling of end-to-end flows in a network with links sharing a common spectrum. The centralized spectrum server computes the schedule to maximize the sum of flows through a set of pre-defined routes in the network. We use the cross layer information to maximize the end-to-end session rates in a wireless network.
In the next section, we discuss related work on cross-layer design and scheduling. Section III describes the system model and presents the optimization problem. We present our results using a simple illustrative example in Section IV and conclude in Section V.
II. CROSS-LAYER SCHEDULING OF END-TO-END FLOWS
End-to-end rate guarantees through link scheduling have been well studied for wired networks [7] . However, rate guarantees in wireless networks are difficult to handle because the shared wireless medium induces a large number of various scheduling constraints. As a result, many cross-layer design approaches have been proposed in the recent literature. Link scheduling in networks have been studied in many contexts, e.g., [8] , [9] . The topic of cross-layer scheduling for wireless networks has been addressed in [10] , [11] .
In [12] , the author describes a model in which there exist multiple flows through finite capacity links. The problem is to find a set of optimal rates and flows that maximize a utility function of the source rates subject to constant link capacity constraints. However, our objective is to schedule the links for transmission and find optimal rates and flows subject to rate constraints in the links, due to interference from other links. In [13] , the authors propose a fair scheduling algorithm that guarantees end-to-end maxmin fair rates. The scheduling constraints are such that active links at any slot must constitute a matching. Our work provides a schedule which maximizes the sum of utility function of the source rates of origindestination (OD) pairs, and fair scheduling can be brought out as a special case. The scheduling constraints can be very general and includes schedules consisting of matchings. In [14] , the authors describe a cross-layer rate control and scheduling scheme. The rate in a link is a generic function (called the rate-power function) of transmission power of the link. The rates are lower bounded by the sum of source flows in the links. In this work, we provide an explicit characterization for the rate of a link. The rates are variable and depend logarithmically on the Signal-to-Interference Ratio (SIR) of the individual links.
III. SYSTEM MODEL Before we explain the system model, we comment on the notation used in this paper. We use boldface lowercase characters for vectors and boldface uppercase for matrices. If a is a vector, a T denotes its transpose and a T b = i a i b i represents the inner product of the vectors a and b. Consider a wireless network with N nodes forming L links sharing a common spectrum. The network can be represented as a directed graph G(V, E), where the nodes in the network are represented by the set of vertices V of the graph and the logical links are represented by directed set of edges E. Hence the cardinalities |V| = N and |E| = L. A directed edge from a node m to node n implies that n wishes to communicate data to node m. Let us assume that the network consists of K sessions. A session is specified by an origin-destination (OD) pair. A route r is a sequence of links forming a path in the graph G. We assume that there are R possible routes in the whole network. For a session k, the routes are specified by the L × R matrix A k with entries ∈ {0, 1}, where
Let f kj , k = 1, . . . , K, j = 1, . . . , R be the flow corresponding to the kth session in the jth route. If R l denotes the set of routes passing through the link l, we can write the expression for the rate in link l in the session k as
where
T is the vector of flows for the kth session, k = 1, . . . , N, and a T kl is the lth row of A k . Let
T , we can then write the link rate vector equation,
Thus the aggregate rates through links l = 1, 2, . . . , L are given by
Each OD pair k in our system gets a rate y k = 1 T f k , k = 1, . . . , K. We are interested in maximizing k U k (y k ), the sum of utility functions of the rates in each session.
We now present the interference model for the links in the network. Define the set T = {0, 1, . . . , M −1} of transmission modes, where M = 2 L denotes the number of possible transmission modes. Then the mode activity vector t k of mode k is a binary vector, indicating the on-off activity of the links. If t k = (t 1k , t 2k , . . . , t Lk ) is a mode activity vector, then
(5) Note that all the M modes may not be valid for transmission. For instance, since the links share a common spectrum, the transmitter and receiver in a node operate in the same channel. Hence the node cannot transmit and receive simultaneously because of self-interference. We refer to this constraint as the duplexing constraint. The duplexing constraint implies that modes corresponding to the adjacent edges in the graph G are invalid, i.e., the modes should constitute a matching.
We assume a fixed transmitter power on a link l be P l . If G lm is the link gain from the transmitter of link m to the receiver of link l and σ 2 l is the noise power at the receiver of link l, the SIR γ li at the receiver of link l in transmission mode i is given by
The link gain between a transmitter and receiver takes into account the path loss and attenuation due to shadow fading. We assume that the link gains between each transmitter and receiver are known to the spectrum server. The data rate in each link depends on the SIR in that link. We assume that the transmitter can vary its data rate, possibly through a combination of adaptive modulation and coding. In particular, for a given mode, the transmitter and receiver on a link employ the highest rate that permits reliable communication given the link SIR in that mode. For purposes of this study, we assume that the transmission of other links are treated as Gaussian noise and that a transmission on link l is reliable in a given mode i with a data rate
We emphasize here that we do not consider any minimum SIR threshold required at each receiver, i.e., associated with each transmission mode i, a non-zero γ li defines some rate on the link l. Let x i be the fraction of time that transmission mode i is active. We refer to the vector
T as a schedule without precise specification of sequence of active modes. The average data rate in link l is the time average of the data rates of all the transmission modes that include link l and is given by
or in vector form, r = Cx,
where C = [c li ] is a L×M matrix with non-negative entries, r is a real vector of length L and x is a real vector of length M . Embedded in the matrix C are the rates obtained in each link l as a part of transmission mode as a result of simultaneous transmissions of multiple links. In practice, the scheduler will specify a sequence of transmission modes. Typically, this would be done by constructing a frame with N time slots and allocating N j time slots to each mode j. The fraction of time that mode j is active will be x j = N j /N . For sufficiently large N , the ratio N j /N can be made arbitrarily close to any x j ∈ [0, 1]. In this case, the average rate r in (9) will represent the average link data rates over one frame. For our analytical model, we optimize these average rates per frame by specification of the time fractions in x, without explicitly specifying the precise slots assigned to each mode. We denote the set of all feasible schedule vectors by X = {x :
The optimization problem for maximizing the sum of utility functions of the rates in each session can be posed as the mathematical program:
subject to
The variables of the above optimization problem are x, f k , k = 1, . . . , K. If the utility function U k (y k ) = y k , then (11) maximizes the sum of end-to-end flows of OD pairs. We then get a linear program which can be solved using standard techniques [15] . If U k (y k ) = log(y k ), then (11) is a convex optimization problem, which solves for the proportional fair rates [12] . Note that (11b) and (11c) imply that the sum of the flows in each link is upper bounded by a quantity which depends on the schedule. However, in the model described in [12] , each link has a finite capacity, which is a constant. The result of the optimization program (11) is a set of transmission modes along with the time fraction of operation of these modes and the flows in each route. Appropriate activity of the modes makes the transport of end-to-end flows possible.
IV. SIMULATION RESULTS
We discuss a simple illustrative example in this section. We consider a network of 5 nodes in a line as shown in Figure 1 , each node separated by a distance d from the other node. We label the nodes 1 through 5. These nodes form the vertices V of a complete graph G. Thus, there are 5 C 2 = 10 links in the network. Thus each node may be able to transmit to any other in the network in just one hop. Because of the duplexing constraint, the links that transmit in any slot constitute a matching in the complete graph G. Thus, the number is transmission modes in the network is equal to the number of non-trivial matchings in the G, i.e., 25. The effect of interference between the links are captured by the matrix C. The interference gain G lj between the transmitter of link j and the receiver of a link l is given by G lj = d −4 . The transmit powers are fixed for all transmissions.
We consider a single session originating at node 1 and ending at node 5. Note that there are 8 paths in the network for this OD pair. The objective is to maximize the flow in the network for the given OD pair. Given the distance d between the nodes, we can calculate the SIR for links in every possible mode and then construct the matrix C for a fixed transmit power. By solving (11), we obtain the routes and the schedule for the modes required to obtain the optimal flows in these routes. Figure 2 shows the variation of sum rate of flows with the distance d between any two nodes in the network. For small values of d, the direct hop is the most optimal route. This also results in the highest sum rate since the mode with the single link (1, 5) can be used. When d increases, there is a four fold increase in the length of direct hop link. Hence the flow between the OD pair decreases rapidly due to the path loss. As d increases further, the single hop link is no more optimal and the flow takes more than one hop to reach the destination. In our example, when 4 < d ≤ 6, two hops are required to maximize the flow. Since the nodes are equally spaced apart, the first hop is at the node 3. The flow decreases with increasing d, but for a two hop case, the link distance increases twice as d. For values of d in the range 6 < d ≤ 8, the flow is maximized when it takes three hops to the destination. For larger values of d, the flow is maximized when the each node transfers to the nearest neighbor and the flow takes 4 hops to the destination. Table I shows the time fraction of activity of the transmission modes for certain values of d. The routes followed by the flows and the scheduled transmission modes are given in the Table II.
V. CONCLUSION
We presented an optimization framework for computing the rates and flow for end-to-end sessions in a wireless network. If the link gains are known, the spectrum server provides the schedule that are a collection of time shared transmission modes to achieve the end-to-end rates. Rates on the links are limited by the SIR at the receiver of each link. We illustrated the variation of the rates and the routes with the distance between the nodes. Note that this can directly be translated to the variation with respect to received SNRs for a fixed node separation length. A special interesting case is when the optimization program in (11) is solved to obtain fair endto-end rates for the different sessions in the network. In [5] , we show that for a set of randomly placed links that support variable rates, the maxmin fair rates are equal for all links. An interesting question to ask is: what is the maxmin fair rate allocation for the flows in this model? It is not clear as to what constitutes the bottleneck for the links in our model. Another interesting future work is to come up with a distributed scheduling approach, which takes into account only local information of the nodes and links.
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