ABC analysis is one of the most widely used techniques in inventory management to classify items into three predefined and ordered categories: A (very important items), B (moderately important items) and C (relatively unimportant items). In the literature, most of existing classification models tackled the ABC inventory classification problem as a ranking problem, i.e. a set of inventory items are ranked in a deceasing order based on their performance expressed by an overall weighted score. In this paper, the ABC inventory classification problem will be tackled as an assignment problem, i.e. an inventory item will be classified to the category with which it has the most similar characteristics. For this purpose, the PROAFTN method will be used to classify each inventory item into a specific category. Since the application of PROAFTN method requires the knowledge of some parameter values (e.g. prototypes pessimistic intervals and discrimination thresholds), the Chebyshev's theorem is used for their estimation. To determine the performance of the PROAFTN model with respect to some existing models, a benchmark data set from the literature is used.
Introduction
ABC analysis is the most widely used technique in inventory management to categorize a large number of inventory items into three predefined and ordered categories: category A contains the very important items, category B includes the moderately important items and category C contains the relatively unimportant items. The main aim of this technique is to manage in an effective way a set of inventory items by determining which inventory control policy to use for each category. In this way, managers can keep all related inventory costs under control. Traditional ABC analysis uses the annual dollar usage (ADU) criterion to classify inventory items into one of the three categories.
Nevertheless, recent literature have shown that many other criteria may be significant and should be involved in the item classification process (e.g. ordering cost, criticality, lead time, obsolescence, substitutability, order size requirement, etc.). In a multi-criteria framework, the ABC classification is performed on the basis of the items overall performance expressed by a weighted score that combines the item evaluation on the different criteria and the criteria weights. Items are then ranked in a descending order of their weighted score. Finally, the categories are built as follows: The first (5%-10%) ranked items constitute category A (items with highest scores), the next (20%-30%) ranked items are classified in category B and the last (50% -70%) ranked items constitute category C (items with lowest scores).
In the literature two main approaches are used to perform the ABC classification of inventory items: the ranking approach and the classification approach. In the first one, the ABC classification of inventory items is performed on the basis of the items ranking. In the second approach, the ABC classification of inventory items is performed on the basis of similarity indices between items to be classified and typical items which characterize each category. To the best of our knowledge, most of existing classification models follow the first approach to assign inventory items into ABC categories.
In the ranking based approach, three main techniques are often used to perform the ABC classification: Mathematical Programming (MP) techniques, Meta-Heuristics (MH) techniques and Multi-Criteria Decision Making (MCDM) techniques. Classification models based on Mathematical Programming (MP) techniques propose linear and nonlinear optimization models in order to compute the global score of each item. The main aim of these optimization models is to generate a vector or a matrix of weights that maximizes the performance of each item expressed by a weighted score. 5 . The main weakness of classification models based on MP techniques is the high number of optimization models to be solved when the number of inventory items is large. Classification models based on Meta-Heuristics (MH) techniques propose some well-known metaheuristics such as Genetic Algorithm 6 , Particle Swarm Optimization 7 and Simulated Annealing 8 to estimate the criteria weights. Then, these weights are combined with the item evaluation on the different criteriaby using some aggregation rules (e.g. Weighted Sum) -to compute the weighted score for each item. Classification models based on Multi-Criteria Decision Making (MCDM) techniques propose a two-steps methodology to classify inventory items into ABC categories. In the first step, an MCDM method -essentially the Analytic Hierarchy Process (AHP) 9 -is applied once to compute the criteria weights. In the second step, an aggregation rule is used to compute the global score of each inventory item. The models proposed by Flores et al 10 , Partovi and Burton 11 , Battacharya et al. 12 , Vencheh and Mohamadghasemi 14 and Jiapeng Liu et al 13 are some typical MCDM based classification models. Note that the MCDM based classification models have the advantage of incorporating explicitly human judgments, considering conflicting criteria and dealing with data obtained on heterogeneous measurement scales (i.e. quantitative and qualitative).
Classification based approach uses essentially Artificial Intelligence (AI) techniques including Artificial Neural Network (ANN) 15 cluster analysis 16 , Support Vector Machines (SVMs 17 ), Back Propagation Networks (BPN) 17 and the K-Nearest Neighborhood (KNN) algorithm 17 to solve the ABC classification problem. The use of this type of classification models assumes the availability of a training set of pre-assigned items to perform the learning process.The main advantage of this approach is that it can accommodate large combinations of criteria. Recently, Soylu and Akyol 19 considered the ABC inventory classification problem as a sorting problem, i.e. ordered categories, where two utility functions are used to solve the problem. Also, Ghorabaee et al. 28 , proposed a new method based on positive and negative distances from the average solution for appraising inventory items.
In this paper, a new ABC classification model -belonging to the classification approach -is proposed. In this model a classification method called PROAFTN (PROcdure dAffectation Floue pour la problmatique du Tri Nominal) 20 will be used to assign each inventory item into ABC categories. Since the application of PROAFTN method requires the knowledge of some parameter values (e.g. prototypes pessimistic intervals and discrimination thresholds), the Chebyshev's theorem is used for their estimation. The performance of PROAFTN method is compared with some existing classification models by using a dataset of 47 items consumed in a Hospital Respiratory Therapy Unit.
The outline of the paper is as follows. Section 2 presents the different steps of the PROAFTN method and the adaptation of Chebyshev's theorem to estimate its parameters. In section 3, the computational results of the PROAFTN method are discussed and compared with those obtained by some other existing classification models. Finally, conclusions and perspectives for further research are reported in section 4.
PROAFTN method as classification model
In this section, the PROAFTN method and the Chebyshev's theorem will be detailed. The PROAFTN method will be used to classify each inventory item into one of the three ABC categories. Since the application of PROAFTN method requires the knowledge of some parameter values (e.g. discrimination thresholds, optimistic and pessimistic prototype intervals), the Chebyshev's theorem will be is used for their estimation.
The PROAFTN method
PROAFTN method is a supervised classification algorithm based on Multiple Criteria Decision Analysis MCDA methodology and more specifically an outranking based model for multicriteria classification. PROAFTN method has been applied to many real-world multicriteria classification problems including medical diagnostics 22 , document classification 23 , military ships classification 24 , network intrusion detection 26 , satellite images processing 27 , etc. The basic idea behind PROAFTN method is as follows: An object is assigned to the category with which it has the most similar characteristics. In order to present the detailed steps of PROAFTN method, some mathematical notations should be introduced.
• Notations :
is the set of objects (in our case inventory items) to be assigned.
is the set of nominal and predefined categories.
is the set of profiles (reference objects) considered to be a good representative of the category C h .
is the set of all profiles.
n is the set of n criteria.
W h j
is the relative importance of the criterion in the category C h .
These w h j should be normalized, i.e.
is the evaluation vector of object a j according to all criteria.
is the evaluation vector of profile b h k according to all criteria.
• Steps 0: Initialization
are nonnegative discrimination thresholds. These intervals are used in order to define two levels of indifference (strong indifference for the pessimistic interval and weak indifference for the optimistic interval). It is important to note that the application of PROAFTN method requires the knowledge of the optimistic and the pessimistic intervals. The following steps present how PROAFTN method proceeds to assign an object a j into a category C h .
• is based on the concordance and the non-discordance principles and some other parameters such as discrimination thresholds and the criteria relative importance. Hence, the statement P is true if and only if there are enough arguments to decide that P is true (concordance principle) while there is no essential reason to refute that statement (nondiscordance principle). Mathematically, the indifference relation is defined as follows:
where C j (a i , b h k ) measures the credibility degree of the statement P according to the criterion g j The computation of C j (a i , b h k ) is as follows (see Figure 1 ):
where In this paper, the effect of non-discordance will not be considered by setting the veto thresholds values to infinity. In addition we assume that all criteria have the same relative importance for each category. In such case, the formula of the fuzzy indifference relation will be reduced to the following expression:
•
Step 2: Evaluation of the membership degree
The membership degree of the object a i to the category C h , noted μ(a i , C h ) is computed by considering the fuzzy indifference relations between a i and all profiles of the category C h , i.e.
Hence, μ(a, C h ) is computed as follows: • Step 3: Assignment of an object to a category
To assign the object a i to the right category C h , PROAFTN apply the following decision rule:
Application of The Chebyshev's theorem to determine the PROAFTN pessimistic and optimistic intervals
In this section, we will apply the Chebyshev's theorem 28 to determine the pessimistic and the optimistic intervals of PROAFTN method, i.e. [S
First, the Chebyshev's theorem is stated as follows:
Chebychevs theorem: For any data distribution, at least 100(1 − (1/t 2 ))% of the objects in any data set will be within t standard deviations of the mean, where t is greater than 1.
Based on the above theorem, the following algorithm is proposed to determine the pessimistic and the optimistic intervals, let:
Computational results
In order to analyze the performance of PROAFNT method with respect to some other existing ABC classification models, a benchmark dataset of inventory items consumed in a Hospital Respiratory Therapy Unit (HRTU) is used. This dataset contains 47 inventory items evaluated on three criteria: Annual Dollar Usage (ADU)($), Average Unit Cost (AUC)($) and Lead Time (LT) (days) (see Table 2 ). For this dataset, categories are built according to the commonly used distribution (20%-30%-50%), let: the first 10 ranked items are classified in category A (about 21% of total items), the next 14 ranked items are classified in category B (about 30% of total items) and the last 23 ranked items are classified in category C (about 49% of total items). Five existing ABC classification models namely Rmodel 1 , ZF-model 2 , NG-model 3 , H-model 4 and Peer Model 5 will be involved in this comparative analysis. Since the application of PROAFTN method requires the knowledge of the pessimistic and the optimistic intervals, it is important to determine, in a preliminary step, the profiles b h k ∈ B of each category. For this purpose, we proceed in two steps. First, all tested classification models (except PROAFTN) are applied on the benchmark dataset to generate five ABC inventory items classifications (see Table 2 ). Then, each item classified unanimously, i.e. by all classification Algorithm 1 Chebychev's theorem based algorithm for all Classes A,B and C do for each criterion j = 1 to n do Compute the meanx and the standard deviation σ for t = 2, 3, 4 do calculate the percentage of values which are betweenx and σ if percentage ≥ 100 Table 2 ). The ABC classifications produced by PROAFTN method show that the assignment of an inventory item into a category in not unique, i.e. many items may be classified into two categories. It is easy to observe that the number of items with double assignments increases when the parameter t increases. This result is quite understandable since when t increases the optimistic and the pessimistic intervals of different categories may overlap and in this case an inventory item may have the same highest membership degree to two different categories. Since the ABC classifica- tions produced by PROAFTN method do not meet necessarily the commonly used distribution (20%-30%-50%), an additional step is performed to decide in which category an item with double assignment should be classified. For t = 2, PROAFTN method produces an ABC classification containing 5 items in category A, 15 items in category B, 23 items in category C and 4 items with double assignments (A or B, A or C). It is easy to observe that in this ABC classification the number of items classified in category A is less than the desired number, i.e. 10 according to the commonly used distribution. In order to reduce this gap, all items with double assignments will be considered as category A items. This operation is made possible since all items with double assignments may be assigned to category A. Hence, the final ABC classification for will contain 9 items in category A, 15 items in category B and 23 items in category C which is very close to the desired distribution.
For t = 3, PROAFTN method produces an ABC classification containing 4 items in category A, 9 items in category B, 23 items in category C and 11 items with double assignments (A or B, A or C, B or C). First, all items with double assignments of type B or C are affected to the category B since the category C contains the required number of items, i.e. 23 items. Then, all items with double assignments of type A or C or A or B are affected to the category A since the categories B and C contain the required number of items, i.e. 15 items for category B and 23 items for category C. Hence, the final ABC classification for will contain 9 items in category A, 15 items in category B and 23 items in category C which is very close to the desired distribution. The same reasoning is applied for t = 4 in order to build the final PROAFTN ABC classification. All final ABC classifications provided by PROAFTN method are presented in Table 2 .
In order to compare the ABC classifications provided by all tested models, we have computed the percentage of items that are identically classified by the three variants of the PROAFTN method (t=2, 3 and 4) and five benchmark classification models (see Table 3 ). When t = 2, the PROAFTN classification is the most similar to the classifications proposed by all tested benchmark models. The most important percentage (72%) is obtained between the PROAFTN method (t = 2) and the Peer model. It is easy to observe that, when t increases, the similarity between the PROAFTN classification and each benchmark model classification decreases.
Next, we perform a comparative analysis of all obtained ABC classifications according to the inventory costs and the fill rate 31 , 32 (see Table 4 ). For this purpose, some mathematical notations and concepts definitions should be introduced.
n Number of items in the inventory systems. N Number of classes (3).
D i
Demand of item i.
Standard deviation of the demand of item i. h i Inventory holding cost of item i (20% of the average unit cost).
Lead Time of item i.
Q i
Order quantity of item i,
).
FR i
Fill rate of each item i. FR T Overall fill rate of the inventory system. C T Total safety stock inventory cost.
CS L i
Cycle service level of item i, (99%i ∈ g A , 95%i ∈ g B , 90%i ∈ g C ). k i Safety factor for each item i. φ(.)
Standard normal probability distribution function.
Loss function of the standard normal distribution.
The total safety stock inventory cost.
is the safety factor for each item i.
The fill rate of each item i, where G(
The Overall fill rate of the inventory system.
According to Table 4 , the ABC classifications obtained by PROAFTN method generate the lowest values of inventory costs, a result that we consider very promising. On the other hand, the fill rates, which is the fraction of demand directly satisfied from stock on hand, obtained by these classifications exceed 98% which remain very competitive with respect to the existing classification models. Note that the fill rate criterion is an important indicator to measure the customer satisfaction (see Table 4 ). 
Conclusion
In this paper, we have tackled the ABC inventory classification problem as an assignment problem and not as a ranking problem as is the case of the most existing ABC classification models. For this purpose, the PROAFTN method is used to classify inventory items into ABC categories and the Chebyshevs theorem is used to estimate the PROAFTN parameters. To test the performance of PROAFTN with respect to some other existing classification models, a comparative study based on a service-cost analysis is conducted. For this purpose, a benchmark dataset of 47 items consumed in an Hospital Respiratory Therapy Unit (HRTU) is used. The experimental results show that PROAFTN method outperformed all other existing classification models according to the inventory costs and generate a competitive fill rate. For further research, some promising research avenues should be exploited: (i) testing the performance of PROAFTN method on real world datasets, (ii) proposing new algorithms -such as K-mean algorithm -to identify the profiles of each category, (iii) integrating the discordance concept in the computation of the fuzzy indifference relation, (iv) optimizing PROAFTN parameters -by using metaheuristics -in order to obtain lower inventory costs and higher fill rate and (v) adapting PROAFTN method to consider both quantitative and qualitative criteria.
