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Abstract: There exist various choices for the 
prior distribution of the success parameter in 
Binomial distributions. Popular choices are the Beta 
distribution, which is the conjugate prior, the 
Jeffreys’ prior and the Haldane prior. In the present 
paper, we propose a measure of the impact of each 
prior on the posterior distribution by comparing, at 
fixed sample size n, each resulting posterior to the 
data likelihood, which can be seen as the posterior 
resulting from the Uniform prior. More precisely, 
we provide tight lower and upper bounds for the 
Wasserstein distance between each of the three 
posteriors and the likelihood. This allows us to 
formally confirm the general belief that, for a 
reasonable choice of prior distribution and a large 
enough sample size, the impact of the prior on the 
posterior inference is small. Moreover, we see that 
the impact of the Jeffreys’ and Haldane prior, unlike 
for the Beta prior, depends on the data observed. 
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1.  Introduction 
One of the main distinctive features of 
Bayesian inference compared to the frequentist 
approach is the implementation of one’s own 
prior knowledge into a statistical problem. This 
implementation is achieved by considering the 
parameter of interest as a random variable 
whose distribution depends on both the 
observations at hand and some prior probability 
law that reflects our a priori knowledge of the 
problem. Depending on the degree of prior 
information we can choose different kinds of 
priors, which can, for instance, be subjective or 
objective. The resulting posterior distribution 
of the parameter of interest boils down to the 
product of the prior distribution with the data 
likelihood via Bayes’ theorem. The choice of a 
suitable prior distribution thus is an essential 
step in Bayesian inference. Various priors have 
been proposed for various situations, and there 
is still no consensus as to which prior to use 
when. An equivalent formulation of this issue is: 
how much does the choice of prior influence the 
resulting posterior distribution, and hence the 
Bayesian inference? Indeed, if two distinct priors 
lead to nearly the same posterior, choosing 
between them matters little.  A well-known fact 
(see Diaconis and Freedman [1, 2]) is that, 
asymptotically, the influence of the prior 
disappears, meaning that only the data 
determine the posterior distribution. But what 
can be said at finite sample size 𝑛 ? This 
question has a long-standing history in the 
literature and is a recurring theme in many 
blogs and online forums about statistics. Until 
recently the question has not been tackled 
quantitatively because of a lack of adequate 
tools for measuring said impact.  A new method 
allowing precisely this has been put forward by 
Ley, Reinert and Swan [3]. 
In the present paper, we shall consider the 
particular case of the Binomial distribution 
𝐵𝑖𝑛 (𝑛, 𝜃) with parameter of interest 𝜃 ∈  (0,1) 
and use the methodology of [3] for an in-depth 
comparison of famous prior choices for this 
distribution. More precisely, we will measure 
the Wasserstein distance between the posterior 
based on each of these priors and the no-prior 
data-only posterior (i.e., the likelihood). The 
Wasserstein distance between two probability 
distributions 𝑃1 and 𝑃2 is defined as 
 
𝑑𝑊(𝑃1, 𝑃2) =  𝑆𝑢𝑝ℎ∈𝐻  |𝐸[ℎ(𝑋1)] − 𝐸[ℎ(𝑋2)]| 
 
for 𝐻 = 𝐿𝑖𝑝 (1) the class of Lipschitz-1 functions 
and X1, X2  random variables with respective 
distributions 𝑃1  and 𝑃2.  The Wasserstein 
distance between a prior-free posterior and a 
prior-based posterior vanishes asymptotically 
according to Diaconis and Freedman [1, 2], but at 
fixed sample size 𝑛 it represents the impact of 
each prior: priors with small impact will lead to 
a lower distance than priors with a strong 
impact. Computing this distance exactly is 
mostly not possible, which is why we strive to 
find sharp lower and upper bounds to that 
Wasserstein distance. We reach this goal by a 
crafty usage of the famous Stein’s Method ([4, 
5]), more precisely, its version for nested 
densities as presented by [3]. 
 The rest of the paper is organized as follows. In 
Sect ion  2 we recall three classical choices of   
prior distributions for the parameter 𝜃  of a 
Binomial distribution (we shall henceforth call 𝜃 
the success parameter), and in Section 3 we 
provide the reader with the necessary background 
on Stein’s Method for nested densities. The main 
results, namely the bounds, are presented in 
Section 4. 
 
2. Three priors for the success parameter 
in the Binomial distribution 
Many random phenomena worth studying have 
binary outcomes and therefore can be modeled 
using the famous Binomial distribution 
𝐵𝑖𝑛 (𝑛, 𝜃) with probability mass function 
𝑝(𝑦; 𝜃) = (
𝑛
𝑦
) 𝜃𝑦(1 − 𝜃)𝑛−𝑦 
where y ∈  {1, … , n}  is the number of observed 
successes, the natural number 𝑛  denotes the 
number of binary experiments and 𝜃 ∈  [0,1] 
stands for the success parameter. Given its 
popularity, numerous studies have considered 
Bayesian inference about the Binomial 
distribution parameters. In this paper, we suppose 
𝑛 to be fixed and we focus on the success 
parameter  θ . Different prior distributions for θ 
exist in the literature. One of the most famous 
priors is the Beta distribution, which happens to 
be the conjugate prior in this situation.  The Beta 
distribution has the density 
 
𝑃0(𝜃) =  
1
𝐵𝑒𝑡𝑎(𝛼, 𝛽)
𝜃𝛼−1(1 − 𝜃)1−𝛽  
 
where Beta (α, β) =
Γ(α)Γ(β)
Γ(α+β)
 is the Beta function. 
The resulting posterior distribution is then also 
of the Beta type, see Section 4. The perhaps 
most widely used non-informative prior in 
Bayesian statistics is Jeffreys’ prior. It is defined 
as the determinant of the square root of the 
Fisher information matrix which in the Binomial 
setting is proportional to 
1
√𝜃(1−𝜃)
 . Another non-
informative prior representing complete 
uncertainty about a probability is the Haldane 





      0 < 𝜃 < 1 
The only issue with the Haldane prior is that, for 
the posterior density to be proper, it requires the 
sample of observations to contain at least one 
success and one failure. The other priors do not 
suffer from this requirement. How much does 
each prior impact on the resulting posterior 
distribution? This is the question that we shall 
answer in what follows. 
 
3. A brief sketch of Stein’s Method for 
nested densities 
In a nutshell, Stein’s Method is a powerful tool 
to provide a quantitative assessment of some 
distributional distance (such as the Wasserstein 
distance) between two random quantities 𝑋1 and 
𝑋2 . It allows building sharp upper bounds on 
such distances by converting the problem of 
bounding the error in the approximation of 𝑋1by 
𝑋2 into the problem of finding a reasonable bound 
for the expectation of a function of 𝑋1 . This 
separation of 𝑋1  and 𝑋2  in the upper bound is a 
core element in Stein’s Method. We refer the 
reader to [7] for general information about Stein’s 
Method. 
Consider  the  special  setting  where 𝑋1 ~ 𝑃1  and 
𝑋2 ~ 𝑃2 have  probability  density functions 𝑝1 and 
𝑝2  that are nested. Denoting by 𝐼1  and 𝐼2 the 
supports of 𝑝1 and 𝑝2 , respectively, this means 
that 𝐼2 ⊂ 𝐼1and that 
𝑃2 = 𝜋0𝑃1 
for 𝜋0 some non-negative finite function defined 
on 𝐼2  . General upper and lower bounds on the 
Wasserstein distance between 𝑋1 and 𝑋2  have 
been established in [3] and we now give their 
result for the sake of readability of the present 
article. 
Theorem 1. (Stein’s Method for nested  
densities): For  i = 1, 2,  let 𝑃𝑖  be a probability 
distribution with an absolutely continuous  
density 𝑝𝑖  having support 𝐼𝑖  with closure 𝐼?̅̅? =
[𝑎𝑖 , 𝑏𝑖] , for some −∞ ≤ 𝑎𝑖 < 𝑏𝑖 ≤ ∞  ; suppose 
that 𝐼2 𝐼1  and let and let 𝑋𝑖~𝑃𝑖  have finite 




defined on 𝐼2 , is differentiable on 𝐼2 , satisfies   
𝐸|(𝑋1 − 𝜇1)𝜋0(𝑋1)| < ∞ and 
 













for all ℎ ∈ 𝐻, the set of Lipschitz-1 functions on 
𝑅. Then  
|E[π0
′ (X1)τ1(X1)]| ≤ dW(P1, P2) ≤
E[|π0
′ (X1)|τ1(X1)]  
where 𝜏 is the Stein kernel for 𝑃1.  
It is obvious from this result that, for 𝑝1 = 𝑝2  or 
equivalently 𝑝0 = 1 , both bounds are zero. It 
remains to define the concept of Stein kernel. 
Definition 3.1. Let 𝑃 be a probability distribution 
with mean 𝜇, and let 𝑋  𝑃. A Stein kernel of 𝑃 is a 
function 𝜏𝑃 such that  
𝐸[𝜏𝑃(𝑋)𝜙
′(𝑋)] = 𝐸[|(𝑋 − 𝜇)𝜙(𝑋)|] 
for all differentiable 𝜙: 𝑅 → 𝑅  for which the 
expectation 𝐸[|(𝑋 − 𝜇)𝜙(𝑋)|] exists. 
The Stein kernel is a typical quantity in upper 
bounds on distributional distances between 
random variables obtained via Stein’s Method. 
See Sections 4.2 and 5.2 of [7] for details and 
examples. Popular instances of nested densities 
where the bounds of the above theorem have 
been used are Azzalini’s skew-normal 
distribution nesting the normal distribution [8] 
or two members of exponential families. As we 
shall see in the next sections, the comparison of 
priors for the success parameter of Binomial 
distributions also falls under the umbrella of 
nested densities. 
4. Measuring the impact of the choice 
of the prior for the success parameter 
in the binomial distribution 
Consider independent and identically 
distributed random variables 𝑌1, 𝑌2, … , 𝑌𝑛 from a 
Bernoulli distribution with parameter of interest 
𝜃 ∈ [0,1]. We can also view this situation as having 
a single observation 𝑦 ∈  {0, 1, … , 𝑛}  from a 
Binomial distribution with known 𝑛  and 
parameter of interest  𝜃 ∈  [0,1] . In order to 
measure the impact of the three priors described 
in Section 2, we shall translate the notations of the 
previous section into the present context. 
 
Recall that our aim is to compare the no-prior 
posterior distribution (or data likelihood) to the 
posterior distribution obtained via some prior 
density, which we write 𝑝0 in all generality. Let us 
write 𝑋1   the random variable corresponding to the 
no-prior posterior. Its density coincides with the 
likelihood function and is therefore given by  
𝑝1(𝜃; 𝑦) =
1
𝐵𝑒𝑡𝑎(𝑦 + 1, 𝑛 − 𝑦 + 1)
𝜃𝑦(1 − 𝜃)𝑛−𝑦  
The density of 𝑋1 thus corresponds to the Beta 
distribution with parameters 𝑦 + 1  and 𝑛 − 𝑦 +








The random variable 𝑋2  follows the posterior 
distribution obtained via some prior 𝑝0 , and 
therefore has density  
𝑝2(𝜃; 𝑦) = 𝜅1(𝑦)𝜃
𝑦(1 − 𝜃)𝑛−𝑦𝑝0(𝜃) 
 where 𝜅1(𝑦) is a normalizing constant. It is clear 
from (2) that 𝑝1 and 𝑝2 are nested densities 
with 𝜋0(𝜃) = 𝑝0(𝜃)𝜅1(𝑦)𝐵𝑒𝑡𝑎 (𝑦 + 1, 𝑛 − 𝑦 + 1) . 
Therefore, we can apply the general bounds from 
Theorem 1 to obtain  













An alternative (and shorter) formulation 
















With this general formulation in hand, we are 
ready to tackle the three priors discussed in Section 
2. 
4.1. Impact of the Beta prior 
Choosing the Beta distribution with 
parameters 𝛼, 𝛽 > 0  as (conjugate) prior for θ 
leads to 
𝑝2(𝜃; 𝑦) ∝ 𝜃
𝑦+𝛼−1(1 − 𝜃)𝑛−𝑦+𝛽−1 
which is the Beta distribution with 
parameters  (𝑦 + 𝛼, 𝑛 − 𝑦 + 𝛽) . One can check 
that all conditions from Theorem 1 are fulfilled, 










| ≤ 𝑑𝑊(𝑃1, 𝑃2) ≤
1
𝑛+2
{|𝛼 − 1| +
                                              
𝑦+𝛼
𝑛+𝛼+𝛽
(|𝛽 − 1| − |𝛼 − 1|)}. 
 
It can be seen that both the lower and upper 
bound will vanish when 𝛼 = 𝛽 = 1 . Except for 
the situation 𝛼 = 1, the upper bound is of order 
𝑂(𝑛−1) irrespective of the choice of the data. 
4.2. Impact of the Jeffreys’ prior 
Choosing the Jeffreys’ prior for θ also leads to a 
Beta posterior, this time with parameters (y +
1
2
, n − y +
1
2
). Again, all conditions of Theorem 1 
are fulfilled, and the resulting upper and lower 













The upper bound has been obtained by bounding 
𝐸[|2𝑋2 − 1|]  by 2𝐸[𝑋2] + 1 . A sharper upper 
bound can be attained by bounding 𝐸[|2𝑋2 − 1|] by 
√𝑉𝑎𝑟[𝑋2] + |𝐸[𝑋2] − 1/2|, leading to   


















In both cases the bounds are of order 𝑛−1. However, 
the second upper bound becomes even of order 
n−3/2  when 𝑦  is close to 
𝑛
2
; the lower bound 
suggests that 𝑦 =
𝑛
2
 plays a special role. 
4.3. Impact of the Haldane prior 
Choosing the Haldane prior for 𝜃 leads again to a 
Beta posterior with parameters (𝑦, 𝑛 − 𝑦) . The 
conditions of Theorem 1 being fulfilled, the upper 












while a sharper upper bound (following the 














The exact same comments as for the Jeffreys’ prior 
bound regarding orders 𝑛−1 and 𝑛−3/2apply here. 
5. Practical benefits 
It often occurs that the practitioners do hesitate to 
choose a prior on a given situation, see for instance 
Kavetski et al. [9]. Our methodology gives them a 
crafty tool to explore how different the two priors 
actually are, and to decide whether or not to pick up 
just one of them or to consider both. This can be 
useful in particular in a situation that the problem is 
choosing a prior between a simple, closed-form 
prior and a much more complicated prior. It means 
that when the effect of the two priors are similar, it 
is advisable to choose the simpler one. Our 
theoretical results provide such an optimized 
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