On the algorithm of determination of immobile indices for convex SIP problems by Kostyukova, Olga I. et al.
On the Algorithm of Determination of Immobile
Indices for Convex SIP problems
Kostyukova O.I.∗, Tchemisova T.V. †, Yermalinskaya S.A.‡
Abstract
We consider convex Semi-Infinite Programming (SIP) problems with a conti-
nuum of constraints. For these problems we introduce new concepts of immobility
orders and immobile indices. These concepts are objective and important charac-
teristics of the feasible sets of the convex SIP problems since they make it possible
to formulate optimality conditions for these problems in terms of optimality condi-
tions for some NLP problems (with a finite number of constraints). In the paper we
describe a finite algorithm (DIO algorithm) of determination of immobile indices
together with their immobility orders, study some important properties of this al-
gorithm, and formulate the Implicit Optimality Criterion for convex SIP without any
constraint qualification conditions (CQC). An example illustrating the application
of the DIO algorithm is provided.
Keywords: Convex Semi-Infinite Programming, Non-Linear Programming, opti-
mality criterion, constraint qualification condition, immobile index, immobility or-
der.
1 Introduction
Semi-Infinite Programming (SIP) models appear in mathematics, engineering, physics,
social and other sciences when some processes or systems depend on finite dimen-
sional variables and are described with the help of an infinite number of constraints (for
the references see (Hettich and Kortanek, 1993), (Polak, 1983), (Weber, 2002)). In re-
cent years many papers have appeared that are dedicated to the theory of SIP ((Ru¨ck-
mann and Shapiro, 1999)-(Stein and Still, 2000),(Stein and Still, 2002),(Still, 1999)
etc.), in general, and to SIP optimality conditions, in particular. New constructive
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algorithms for solution of SIP problems have been suggested in (Gustafson, 1983),
(Hettich, 1986),(Stein and Still, 2003),(Tanaka, Fukushima and Ibaraki, 1988), etc.
The main issues arising in study of semi-infinite optimization problems are the follow-
ing:
1) obtaining of linear representations of convex inequality systems (Fajardo and Lopez,
2006; Goberna and Lopez, 1998; Li, Nahak and Singer, 2000);
2) obtaining of formulas for distances to a feasible set (Canovas, Dontchev, Lopes and
Parra, 2005; Gugat, 2000; Li et al., 2000),
3) duality theory and stability theory (Bonnans and Shapiro, 2000; Jongen, Meer and
Trieschm, 2004; Klatte, 1994; Li, Yang and Teo, 2003),
4) formulation of informative optimality conditions (Bonnans and Shapiro, 2000; Hettich
and Jongen, 1978; Jongen, Ru¨ckmann and Stein, 1998; Jongen, Wetterling and Zwier,
1987; Ru¨ckmann and Shapiro, 1999; Ru¨ckmann and Shapiro, 2001; Stein and Still,
2000),
5) efficient discretizations of original semi-infinite problem (Bonnans and Shapiro,
2000; Hettich and Kortanek, 1993; Reemtsen and Gorner, 1998).
While considering the issues mentioned above the so called Constraint Qualification
Conditions (CQC) play s a crucial role. Thus, in any serious research concerning these
problems the first step consists in a formulation of certain conditions that the problem
under consideration has to satisfy. The fact that CQC are imposed on the problem
is significant since the examples show that certain results obtained can be invalid if
these conditions are violated.
In (Jeyakumar, Lee and Dinh, 2003), we find the following statement: ”The con-
straint qualifications do not always hold for finite dimensional convex programs and
frequently fail for infinite dimensional convex programs. Over the years a great deal
of attention has been focussed on the characterizations of optimality which avoid a
constraint qualification”. Therefore it is interesting and important to investigate the
problems formulated in 1)-5) under possibly weaker CQC. An evidence of impor-
tance of these problems is justified by a huge number of papers (see, for exam-
ple, (Auslender, 2000),(Bot and Wanka, 2006), (Canovas et al., 2005),(Gugat, 2000),
(Jeyakumar, Dinh and Lee, 2004)-(Jeyakumar, Lee and Dinh, 2004),(Klatte, 1994),(Li
et al., 2000),(Still, 2004), (Xin and Chong, 2007)) devoted to
• study of different CQC and their relationship;
• formulation of new CQC;
• solution of the problems from 1)-5) under weaker CQC.
It is evident that any CQC presents a certain characterization of the feasible set of the
original SIP problem in a neighborhood of a given feasible point. Hence to avoid or at
least to weaken CQC one has to use some specific information about the structure of
the feasible set.
In general, a SIP problem consists in a search of a minimum of some function c(x)
(objective function) subject to an infinite system of constraints expressed as f(x, t) ≤ 0
for all t ∈ T , where T is some compact index set.
In the present paper, we consider the convex SIP problems where the objective func-
tion c(x) and the constraint function f(x, t) are convex w.r.t. a variable x, and the index
set T belongs to R. For this problem we introduce new concepts of immobile indices
and their immobility orders1. These concepts are the important characteristic of the
feasible set of the convex SIP problems since they make it possible to understand bet-
ter the nature of the optimization problem and to investigate the problems formulated
in 1)-5) without or with some weaker CQC.
In the paper we describe a constructive algorithm (DIO algorithm) of the determination
of the immobile indices and the correspondent immobility orders. We justify this algo-
rithm and show that it converges in a finite number of iterations. We show that given
some convex SIP problem, the DIO algorithm permits to verify whether this problem
satisfies or not the Slater condition. The study of the properties of the DIO algorithm
permits us to conclude that it can be easily implemented by any standard NLP solver.
We show that the use of the immobile indices and their orders permits to formulate
new optimality conditions for the convex SIP problem without any CQC and obtain an
efficient discretization of this problem.
The paper is organized as follows. In Section 2 we formulate the problem, introduce
the definitions of immobility order and immobile index. In Section 3 the algorithm of de-
termination of the immobile indices and their immobility orders is proposed and some
of its properties are described. Proposition 3.6 shows that the convex SIP problem
does not satisfy the Slater condition if and only if the set of its immobile indices is not
empty. In Section 4 we use the concepts of immobility orders and immobile indices to
formulate the optimality conditions for convex SIP in the form of the criterion that does
not use any CQC. We show also that the concepts of immobility orders and immobile
indices permit to obtain for any convex SIP problem (2.1) a discretization that has the
same optimal value. Section 5 contains the discussion of the obtained results.
1In (Kortanek and Medvedev, 2005) this term was translated from Russian as motionless degrees.
2 Immobility orders and immobile indices
Consider a Semi-Infinite Programming (SIP) problem of the form
c(x) −→ min,
s.t. f(x, t) ≤ 0, ∀t ∈ T = [t∗, t∗], t∗, t∗ ∈ R,
(2.1)
where x ∈ Rn. Suppose that the functions c(x) and f(x, t) in (2.1) are analytically
defined, sufficiently smooth in Rn and Rn × T , respectively. We assume also that c(x)
and f(x, t) are convex w.r.t. x. Denote by X ⊂ Rn the feasible set of problem (2.1)
X = {x ∈ Rn : f(x, t) ≤ 0, ∀ t ∈ T}. (2.2)
Given any feasible solution x ∈ X, the set Ta(x) = {t ∈ T : f(x, t) = 0} is called a set
of the active indices of T corresponding to x.
In the sequel we will use the following notation:
f (0)(x, t) = f(x, t), f (s)(x, t) = ∂sf(x, t)/∂ts, s ∈ N;
N(q) = ∅, if q < 0, N(q) = {0, 1, . . . , q}, if q ≥ 0, q ∈ Z.
Given t ∈ T, x ∈ Rn, let ρ = ρ(x, t) ∈ {−1, 0, 1, . . . } be a number such that
f (s)(x, t) = 0, s ∈ N(ρ), f (ρ+1)(x, t) 6= 0. (2.3)
Assumption 1. Suppose, X 6= ∅ and there exists x¯ ∈ X such that ρ(x¯, t) <∞, t ∈ T.
Definition 2.1. An index t ∈ T is called an immobile index of problem (2.1) if f(x, t) = 0
for all feasible x ∈ X.
Let T∗ be the set of the immobile indices in problem (2.1):
T∗ = {t ∈ T : f(x, t) = 0, ∀x ∈ X}.
Definition 2.2. Let t ∈ T . A number q(t) ∈ {−1, 0, 1, . . . } is called an order of immo-
bility (immobility order) of t in SIP problem (2.1) if
1. for each x ∈ X it is satisfied
f (r)(x, t) = 0, r ∈ N(q(t)), (2.4)
2. there exists x(t) ∈ X such that
f (q(t)+1)(x(t), t) 6= 0. (2.5)
Remark 2.1. Assumption 1 guarantees that problem (2.1) has a finite number of im-
mobile indices and their immobility orders are finite.
According to Definition 2.2, we have
q(t) = −1 for t ∈ T \ T∗ (2.6)
and for every t ∈ T∗ there exists a vector x(t) ∈ X such that the index t is a solution to
the lower level problem
max
τ∈[t∗, t∗]
ϕt(τ), (2.7)
where ϕt(τ) ≡ f(x(t), τ), τ ∈ [t∗, t∗]. It follows from (2.6) and from optimality conditions
for t ∈ T∗ on problem (2.7) that
1. if t ∈ int T , then q(t) + 1 is even and f (q(t)+1)(x(t), t) < 0;
2. q(t∗) ∈ {−1, 0, 1, . . . } and f (q(t∗)+1)(x(t∗), t∗) < 0 for the correspondent
x(t∗) ∈ X;
3. q(t∗) ∈ {−1, 0, 1, . . . } and for the correspondent x(t∗) ∈ X we have
3.a) f (q(t
∗)+1)(x(t∗), t∗) < 0 whenever q(t∗) + 1 is even;
3.b) f (q(t
∗)+1)(x(t∗), t∗) > 0 whenever q(t∗) + 1 is odd.
Besides it follows from the above definitions that the immobile index set T∗ can be
presented as follows: T∗ = {t ∈ T : q(t) > −1}.
To simplify the further laying out, we make the following assumption (see (Kostyukova,
1988)).
Assumption 2. Suppose that q(t∗) = q(t∗) = −1.
Note that Assumption 2 is not restrictive and all the results of the paper can be applied
to the problems that do not satisfy it. See, for example, (Kostyukova, 1988) for the
analogous situations in linear SIP.
The set of immobile indices T∗ as well as the concrete values of their immobility orders
q(t), t ∈ T∗, depend only on the feasible set X of problem (2.1) and do not depend on
a concrete choice of some feasible x ∈ X.
In what follows we will show that the set of immobile indices and the values of their
immobility orders are objective and important characteristics of the feasible set X in
problem (2.1) that make it possible to formulate optimality conditions for the convex
SIP problem (with an infinite number of constraints) in terms of optimality conditions
for a certain NLP problem (with a finite number of constraints) without any CQC. As it
was mentioned in (Jongen et al., 1987), such the results are very important since they
permit to derive sufficient conditions for local optimality.
3 The algorithm of determination of immobility orders
Consider the convex SIP problem in the form (2.1) with the feasible set X defined in
(2.2). Suppose that Assumptions 1 and 2 are satisfied for this problem. Choose any
x¯ ∈ X satisfying Assumption 1. Consider the corresponding finite set of active indices
Ta(x¯) = {ti, i ∈ I}, where I = I(x¯) = {1, 2, . . . , p¯}, p¯ = p(x¯) < ∞. The algorithm
described below calculates the immobility orders q(t) for all t ∈ T.
3.1 Description of the DIO algorithm
If I = ∅, then the algorithm stops resulting in q(t) = −1, t ∈ T. Suppose that I 6= ∅.
Let k = 0 and q(0)i = −1, ∀i ∈ I.
The k-th iteration starts with a set of numbers q(k)i , i ∈ I, constructed on the previous
iteration of the algorithm. For any i ∈ I, either q(k)i is odd or q(k)i = −1.
Introduce the sets
X
(k)
i = {z ∈ Rn : f (s)(z, ti) = 0, s ∈ N(q(k)i ), f (q
(k)
i +1)(z, ti) ≤ 0}, i ∈ I; (3.1)
X(k) =
⋂
i∈I
X
(k)
i . (3.2)
For each i ∈ I, solve the nonlinear programming problem
f
(k)
i (z) = f
(q
(k)
i +1)(z, ti) −→ min
z
, s.t. z ∈ X(k). (3.3)
It will be proved later (Lemma 3.1) that X ⊂ X(k). Therefore, X(k) 6= ∅ and either prob-
lem (3.3) admits an optimal solution, or its objective function f (k)i (z) is not bounded
below in the feasible set X(k).
Denote by x(i) an optimal solution of problem (3.3) in the case such a solution ex-
ists. Otherwise, denote by x(i) any feasible solution of problem (3.3) that satisfies the
inequality f (k)i (x
(i)) < 0.
Consider the set I(k) := {i ∈ I : f (k)i (x(i)) = 0}.
If I(k) 6= ∅, then set:
q
(k+1)
i = q
(k)
i + 2, i ∈ I(k); q(k+1)i = q(k)i , i ∈ I\I(k), (3.4)
and pass to the next iteration with k := k + 1. If I(k) = ∅, then the algorithm stops
resulting in the following values of q(t), t ∈ T :
q(ti) = q
(k)
i , i ∈ I; q(t) = −1, t ∈ T\Ta(x¯). (3.5)
3.2 Justification of DIO algorithm
First of all, note that the DIO algorithm is finite if Assumption 1 is satisfied. Indeed, if
we denote by k∗ ∈ N the number of the iterations of the algorithm, it is easy to verify
that the following estimation is true: k∗ ≤
∑
i∈I
ρ(x¯,ti)+1
2 . Here x¯ ∈ X is a vector that was
chosen at the beginning of the algorithm.
Now we will demonstrate that the mapping q(t), t ∈ T, constructed by the DIO algo-
rithm correctly determines the immobility orders of all the indices of the set T .
Since k∗ introduced above can be considered as the number of the algorithm last
iteration (i.e., the number of the iteration where the algorithm has stopped), we obtain
by (3.5)
qi = q(ti) = q
(k∗)
i for i ∈ I,
q(t) = −1 for t ∈ T\Ta(x¯).
(3.6)
Lemma 3.1. On the iterations of the DIO algorithm, the following inclusion is satisfied:
X ⊂ X(v) =
⋂
i∈I
X
(v)
i , (3.7)
where v = 0, . . . , k∗.
Proof. Let us prove the lemma by induction on v. Due to (2.2), (3.1) we have X ⊂ X(0)i
for any i ∈ I. Then inclusion (3.7) is valid for v = 0.
Assume that (3.7) is satisfied for v = k ≥ 0, k < k∗, i.e.
X ⊂ X(k)i , i ∈ I. (3.8)
Let us prove (3.7) for v = k + 1. From (3.4) it follows that q(k+1)i = q
(k)
i , i ∈ I\I(k).
Then (3.1) and (3.8) yield
X ⊂ X(k+1)i = X(k)i , i ∈ I\I(k). (3.9)
Suppose that f (q
(k)
i∗ +1)(x∗, ti∗) 6= 0 for some i∗ ∈ I(k) and x∗ ∈ X. Then, evidently,
f (q
(k)
i∗ +1)(x∗, ti∗) < 0 and, taking into consideration (3.8), we obtain
x∗ ∈ X ⊂ X(k), f (k)i∗ (x∗) = f (q
(k)
i∗ +1)(x∗, ti∗) < 0. (3.10)
Since i∗ ∈ I(k), we have f (k)i∗ (x(i∗)) = 0 for the feasible solution x(i∗) found on k-th
iteration of the algorithm. Therefore x(i∗) is the optimal solution of problem (3.3) with
i = i∗. The optimality of x(i∗) contradicts with the existence of x∗ satisfying (3.10) and,
thus, we conclude that
f (q
(k)
i +1)(z, ti) = 0, ∀z ∈ X, ∀i ∈ I(k). (3.11)
Recall that, by construction, all the values q(k)i + 1 are even. Then, due to the con-
straints of the SIP problem (2.1) and to Assumption 2, equalities (3.11) imply
f (q
(k)
i +2)(z, ti) = 0, f (q
(k)
i +3)(z, ti) ≤ 0 ∀z ∈ X, ∀i ∈ I(k).
From the relations above together with (3.1), (3.4), and (3.11) it follows
X ⊂ X(k+1)i , i ∈ I(k). (3.12)
From (3.9) and (3.12) we have X ⊂ X(k+1)i for all i ∈ I. Then (3.7) is satisfied for
v = k + 1 and the proof of the lemma is complete. ¤
Note that the DIO algorithm is constructed in such a way that the relations
f (s)(x(j), ti) = 0, s ∈ N(qi), f (qi+1)(x(j), ti) ≤ 0, i, j ∈ I;
f (qi+1)(x(i), ti) < 0, i ∈ I,
(3.13)
hold true, ti and qi, i ∈ I, being the indices from Ta(x¯) and the corresponding immobil-
ity orders of the convex SIP problem (2.1). Here and further we denote by x(i), i ∈ I,
the feasible solutions of problem (3.3) obtained on the last iteration of the DIO algo-
rithm.
Let us prove now that relations (3.13) are valid also for convex combinations of x(i), i ∈
I, i.e. for any vector
y =
∑
i∈I
α¯i x
(i) (3.14)
such that
α¯i > 0, i ∈ I,
∑
i∈I
α¯i = 1. (3.15)
Lemma 3.2. Let y satisfy (3.14), (3.15). Then
f (s)(y, ti) = 0, s ∈ N(qi), f (qi+1)(y, ti) < 0, i ∈ I, (3.16)
where qi, i ∈ I, are determined by (3.6).
Proof. Let ρi := ρ(y, ti), i ∈ I, where ρ(y, t) is defined as in (2.3). Then
f (s)(y, ti) = 0, s ∈ N(ρi), f (ρi+1)(y, ti) 6= 0, i ∈ I, (3.17)
and the statement of the lemma will be proved if we show that for any i ∈ I it is satisfied
ρi = qi.
1) Let us prove, first, that
ρi ≤ qi, i ∈ I. (3.18)
Arguing by contradiction, suppose that there exists i0 ∈ I, such that ρi0 > qi0 . Then
from (3.17) we have
f (s)(y, ti0) = 0, s ∈ N(qi0 + 1). (3.19)
Let ∆t 6= 0 be such that ti +∆t ∈ T, ∀i ∈ I. Since f(x, t) is convex w.r.t. x, then we
can write
f(y, ti +∆t) ≤
∑
j∈I
α¯j f(x(j), ti +∆t), ∀i ∈ I, (3.20)
where y and α¯j , j ∈ I, satisfy (3.14) and (3.15). It is evident that for any z ∈ X and
any i ∈ I, the Taylor expansion of the order l, l ∈ N, of the function f(z, t) in the
neighborhood of ti can be written in the form
f(z, ti +∆t) =f(z, ti) + f (1)(z, ti)∆t+ · · ·+ 1(l + 1)!f
(l+1)(z, ti)∆tl+1 + o(∆tl+1).
Given i ∈ I, let us apply the Taylor expansions of the order qi to the functions in (3.20).
Then we get
f(y, ti) + f (1)(y, ti)∆t+ · · ·+ 1(qi+1)!f (qi+1)(y, ti)∆tqi+1 + o(∆tqi+1) ≤
≤
∑
j∈I
α¯j
(
f(x(j), ti) + f (1)(x(j), ti)∆t+ · · ·+
+ 1(qi+1)!f
(qi+1)(x(j), ti)∆tqi+1 + o(∆tqi+1)
)
.
(3.21)
Suppose i = i0 in (3.21). If take into account (3.13) and (3.19), we obtain
o(∆tqi0+1) ≤
∑
j∈I
α¯j(f (qi0+1)(x(j), ti0)∆t
qi0+1 + o(∆tqi0+1)). (3.22)
Since qi0 +1 is even, then ∆t
qi0+1 > 0. Divide (3.22) by ∆tqi0+1 and let ∆t→ 0. Then,
taking into account (3.13), we get the contradictory system of the inequalities
0 ≤
∑
j∈I
α¯jf
(qi0+1)(x(j), ti0) ≤ α¯i0f (qi0+1)(x(i0), ti0) < 0
that proves (3.18).
2) Now, let us strengthen (3.18) and show that ρi = qi, ∀i ∈ I.
Suppose, I∗ := {i ∈ I : ρi < qi} 6= ∅. To obtain a contradiction, it suffices to demon-
strate that no one of the following hypotheses is true:
a) ∃ i0 ∈ I∗, such that ρi0 is even; b) ρi is odd, ∀ i ∈ I∗ 6= ∅.
First of all, let us substitute each functions in (3.20) by its expansion of the order ρi+1
in the neighborhood of ti. With respect to (3.13), (3.17), and (3.18), we have
f (ρi+1)(y, ti)∆tρi+1 + o(∆tρi+1) ≤ 0, ∀i ∈ I. (3.23)
Consider the hypothesis a). Suppose, i = i0 in (3.23). Divide the inequality obtained
by ∆tρi0+1 and let, first, ∆t → +0 and after, ∆t → −0. Since ∆tρi0+1 > 0 for ∆t > 0
and ∆tρi0+1 < 0 for ∆t < 0, then the values of the limits obtained can be estimated as
follows:
lim
∆t→+0
(
f (ρi0+1)(y, ti0
)
+
o(∆tρi0+1)
∆tρi0+1
) ≤ 0, lim
∆t→−0
(f (ρi0+1)(y, ti0) +
o(∆tρi0+1)
∆tρi0+1
) ≥ 0,
wherefrom
f (ρi0+1)(y, ti0) ≤ 0, f (ρi0+1)(y, ti0) ≥ 0.
The latest two inequalities can be satisfied simultaneously if and only if f (ρi0+1)(y, ti0) =
0 that contradicts with (3.17). Therefore, the hypothesis a) is false.
Now, consider hypothesis b). From (3.23), taking into account ∆tρi+1 > 0, i ∈ I∗, we
get f (ρi+1)(y, ti) ≤ 0, i ∈ I∗, wherefrom with respect to the inequality in (3.17) we
obtain
f (ρi+1)(y, ti) < 0, i ∈ I∗. (3.24)
It was assumed above that ρi is odd and ρi < qi for ∀i ∈ I∗ 6= ∅.
Given i ∈ I∗, let ki ∈ {0, 1, . . . , k∗ − 1} be an index such that i ∈ I(ki), q(ki)i = ρi,
q
(ki+1)
i > ρi. Denote
k0 := min
i∈I∗
ki = ki∗ . (3.25)
On the k0-th iteration of the DIO algorithm the nonlinear problem (3.3) takes the form
f
(k0)
i∗ (z) = f
(ρi∗+1)(z, ti∗) −→ min, s.t. z ∈ X(k0). (3.26)
As i∗ ∈ I(k0), we can conclude that the problem above has an optimal solution x∗
satisfying
f
(k0)
i∗ (x
∗) = f (ρi∗+1)(x∗, ti∗) = 0. (3.27)
From (3.25) it follows q(k0)i ≤ ρi, i ∈ I. Then, due to (3.17), we obtain
f (s)(y, ti) = 0, s ∈ N(q(k0)i ), i ∈ I. (3.28)
Finally, let us show that
y ∈ X(k0). (3.29)
According to (3.1) and (3.28), it is sufficient to prove that the following inequalities
f (q
(k0)
i +1)(y, ti) ≤ 0, i ∈ I, (3.30)
are valid. By the DIO algorithm, for all i ∈ I, it is satisfied q(k0)i ≤ ρi ≤ qi. Then for any
i ∈ I, substituting q(k0)i instead of qi in (3.21) and taking into account (3.28), we obtain
f (q
(k0)
i +1)(y, ti)∆tq
(k0)
i +1 + o(∆tq
(k0)
i +1) ≤
≤∑j∈I α¯j(f (q(k0)i +1)(x(j), ti)∆tq(k0)i +1 + o(∆tq(k0)i +1)).
Note that q(k0)i is odd here. Dividing the latest obtained inequality by ∆t
q
(k0)
i +1 > 0 and
taking the limit as ∆t→ 0, we obtain
f (q
(k0)
i +1)(y, ti) ≤
∑
j∈I
α¯jf
(q
(k0)
i +1)(x(j), ti)
that, together with the last two groups of the inequalities in (3.13), implies (3.30) and,
consequently, (3.29). From (3.24), (3.25) we have f (ρi∗+1)(y, ti∗) < 0 that, taking into
account (3.29) and (3.27), contradicts the optimality of x∗ in (3.26) and we can con-
clude that the hypothesis b) is false as well. ¤
Corollary 3.3. Let y satisfy (3.14), (3.15). Then there exists ε > 0 such that the
following inequalities are valid
f(y, t) ≤ 0, ∀t ∈ [ti − ε, ti + ε], ∀i ∈ I. (3.31)
Proof. If y is feasible in problem (2.1) then inequalities (3.31) are trivially satisfied.
Suppose that y is not feasible. Lemma 3.2 states that relations (3.16) are valid for
the given y. Then f(y, ti) < 0 for all i ∈ I, such that qi = −1. Taking into account
the sufficient smoothness of the function f(y, t), we can extend this result to some
neighborhood of ti:
∀i ∈ I with qi = −1, ∃εi > 0 : f(y, t) < 0, t ∈ [ti − εi, ti + εi]. (3.32)
If qi > −1 for some i ∈ I, then qi is odd, evidently. From (3.16) it follows that the corre-
spondent ti is a local maximizer of the continuous function f(y, t) and that f(y, ti) = 0.
Therefore, we can state:
∀i ∈ I with qi > −1, ∃εi > 0 : f(y, t) ≤ 0, t ∈ [ti − εi, ti + εi]. (3.33)
Then (3.31) follows immediately from (3.32) and (3.33) if suppose ε := min
i∈I
εi. ¤
Theorem 3.4. Given t ∈ T , the value q(t) constructed by the DIO algorithm satisfies
Definition 2.2.
Proof. Consider any t ∈ T . Let us prove, first, that q(t) satisfies (2.4).
If q(t) = −1, then N(q(t)) = ∅ and there is nothing to prove.
If q(t) > −1, then, by the algorithm, there exists i ∈ I such that t = ti. According to
(2.3), for any i ∈ I and any z ∈ X we denote by ρ = ρ(z, ti) ∈ {−1, 0, 1, . . . } a number
such that
f (s)(z, ti) = 0, s ∈ N(ρ), f (ρ+1)(z, ti) 6= 0. (3.34)
Let us show that
ρ(z, ti) ≥ qi, ∀z ∈ X, ∀i ∈ I, (3.35)
where qi = q(ti). Arguing by contradiction, suppose ρ¯ = ρ(z¯, ti1) < qi1 for some i1 ∈ I
and some z¯ ∈ X. Denote by k¯, 0 ≤ k¯ < k∗, the number of the iteration where
q
(k¯)
i1
= ρ¯, q(k¯+1)i1 = ρ¯+ 2. By the DIO algorithm, there exists x
(i1) ∈ X(k¯) such that
0 = f (k¯)i1 (x
(i1)) = f (ρ¯+1)(x(i1), ti1) = min
x∈X(k¯)
f (ρ¯+1)(x, ti1). (3.36)
On the other hand, as z¯ ∈ X, then from Definition 2.1 and Assumption 2 we conclude
that ρ¯ is odd. Therefore, the inequality in (3.34) takes the form
f (ρ¯+1)(z¯, ti1) < 0. (3.37)
By Lemma 3.1, z¯ ∈ X ⊂ X(k¯). However, inequality (3.37) contradicts (3.36). Thus,
(3.35) is valid and together with (3.34) it yields (2.4).
Let us show now that there exists x˜ = x˜(t) satisfying (2.5). Recall that the DIO algo-
rithm starts with the index set I in the form I = I(x¯) for some x¯ ∈ X. For any y given
by (3.14), (3.15) and any α ∈ [0, 1], we consider
x(α) = αx¯+ (1− α)y. (3.38)
From the convexity of the function f(x, t) w.r.t. x we have
f(x(α), t) ≤ αf(x¯, t) + (1− α)f(y, t) = f(y, t) + α(f(x¯, t)− f(y, t)), ∀t ∈ T.
Let α(t) be a function defined in T as follows:
α(t) =
 0, if f(y, t) ≤ 0,f(y, t)
f(y, t)− f(x¯, t) , if f(y, t) > 0.
Let us prove that α(t) < 1, ∀t ∈ T. Indeed, from Corollary 3.3 it follows
∃ ε > 0 : α(t) = 0, t ∈ [ti − ε, ti + ε], ∀i ∈ I.
Let Tε := T\
⋃
i∈I
[ti − ε, ti + ε]. By construction, f(x¯, t) < 0, t ∈ Tε. Then
f(x¯, t) ≤ −δ, t ∈ Tε, (3.39)
for δ := min
t∈Tε
|f(x¯, t)| > 0.
Consider the subset T+ε ⊆ Tε defined as follows: T+ε = {t ∈ Tε : f(y, t) > 0}. If
T+ε = ∅, then α(t) = 0, ∀t ∈ T, and the statement is proved.
Now suppose T+ε 6= ∅. By construction, for any t ∈ T \ T+ε we have α(t) = 0. Let
δ0 := max
t∈ T+ε
f(y, t) < +∞. Evidently, δ0 > 0, min
t∈T+ε
|f(x¯, t)| ≥ δ > 0. Then, taking into
consideration (3.39), we obtain for t ∈ T+ε
α(t) =
f(y, t)
f(y, t)− f(x¯, t) =
1
1− f(x¯,t)f(y,t)
≤ 1
1 + δ/δ0
< 1.
Let θ∗ be the maximal value of the function α(t) constructed above
θ∗ := max
t∈T
α(t). (3.40)
Obviously, 0 ≤ θ∗ < 1. Choose some fixed parameter α0 from the interval ]θ∗, 1[ and
set x˜ := x(α0) where x(α0) is calculated by (3.38). By the same method that was used
in the proof of Lemma 3.2, we can show that x˜ ∈ X and f (q(t)+1)(x˜, t) < 0, ∀t ∈ T .
Here we just have to suppose I := {1, 2}, x(1) := x¯, x(2) := y, α¯1 := α0, α¯2 := 1− α0
and consider relations (3.16) together with
f (s)(x¯, ti) = 0, s ∈ N(qi), f (qi+1)(x¯, ti) ≤ 0, i ∈ I;
f(x¯, t) < 0, t ∈ T\Ta(x¯),
instead of (3.13). This completes the theorem proof. ¤
3.3 Properties of DIO algorithm and some useful remarks
It follows from Theorem 3.4 that the following Proposition is true.
Proposition 3.5. There always exists a vector x˜ ∈ X such that
f (q(t)+1)(x˜, t) < 0, ∀t ∈ T.
From the proof of Theorem 3.4 one can easily see that the vector x˜ can be constructed
in the form of some linear combination of the vectors x(i), i ∈ I, obtained on the final
iteration of the DIO algorithm, and of the vector x¯, that was the starting vector on
the iterations of the algorithm (see (3.38), (3.14)). The Proposition 3.5 shows that in
Definition 2.2 we can always suppose x(t) = x˜, ∀t ∈ T.
The following proposition follows from Definition 2.1 and Proposition 3.5.
Proposition 3.6. The constraints of problem (2.1) satisfy the Slater condition if and
only if the set of immobile indices T∗ is empty.
Remind that constraints of problem (2.1) are said to satisfy the Slater condition if there
exists a vector xˆ ∈ X such that f(xˆ, t) < 0, t ∈ T.
Suppose that the DIO algorithm has stopped on the iteration with the number k∗. Then
q(ti) = q
(k∗)
i , i ∈ I = {1, ..., p(x¯)}. The following proposition states that the auxiliary
NLP problems (3.3) that are solved on the iterations of the algorithm are convex.
Proposition 3.7. For any k ∈ {0, . . . , k∗}, the set X(k) constructed on the correspon-
dent iteration of the DIO algorithm, is convex and the functions f (q
(k)
i +1)(x, ti), i ∈ I,
are convex w.r.t. x in X(k).
Proof. From the DIO algorithm we have q(k+1)i ≥ q(k)i , hence the following inclusions
are valid:
X
(k+1)
i ⊆ X(k)i , i ∈ I, k ∈ {0, . . . , k∗−1}. (3.41)
Taking into account (3.2), we obtain
X(k+1) ⊆ X(k), k ∈ {0, . . . , k∗−1}. (3.42)
We will prove the statement of the proposition by induction. First, suppose that k = 0.
All the sets
X
(0)
i = {x ∈ Rn : f(x, ti) ≤ 0}, i ∈ I,
are convex as f(x, t) is convex w.r.t. x. Then from (3.2) we conclude that X(0) is
convex too, being the intersection of the convex sets. By construction, q(0)i = −1 for
any i ∈ I. Then the functions f (0)(x, ti) = f(x, ti) are convex w.r.t. x in Rn and,
therefore they are convex in the set X(0). Thus proposition is valid for k = 0.
Suppose now that the statement of the proposition is true for all k < k∗. Let us prove
the theorem for k + 1. By the algorithm, q(k+1)i = q
(k)
i for all i ∈ I\I(k). Consequently,
X
(k+1)
i = X
(k)
i , ∀i ∈ I\I(k). (3.43)
Consider now any i ∈ I(k). Then
min
x∈X(k)
f (q
(k)
i +1)(x, ti) = 0, ∀i ∈ I(k). (3.44)
Let us show that the set
Si := {x ∈ X(k) : f (q
(k)
i +1)(x, ti)=0, f (q
(k)
i +2)(x, ti)=0, f (q
(k)
i +3)(x, ti)≤0}
is convex. If x, y ∈ Si, then x, y ∈ X(k), and
f (q
(k)
i +1)(x, ti) = 0,f (q
(k)
i +1)(y, ti) = 0,f (q
(k)
i +2)(x, ti) = 0,f (q
(k)
i +2)(y, ti) = 0, (3.45)
f (q
(k)
i +3)(x, ti) ≤ 0, f (q
(k)
i +3)(y, ti) ≤ 0. (3.46)
Denote x(α) = αx + (1 − α)y. By the assumption of induction, the set X(k) is convex
and the functions f (q
(k)
i +1)(x, ti) are convex in X(k) for any i ∈ I. Consequently,
x(α) ∈ X(k), α ∈ [0, 1], (3.47)
and
f (q
(k)
i +1)(x(α), ti) ≤ αf (q
(k)
i +1)(x, ti) + (1− α)f (q
(k)
i +1)(y, ti), α ∈ [0, 1], i ∈ I(k),
wherefrom, taking into account (3.45) we obtain
f (q
(k)
i +1)(x(α), ti) ≤ 0, i ∈ I(k), α ∈ [0, 1].
The latest inequalities together with (3.44) and (3.47) imply
f (q
(k)
i +1)(x(α), ti) = 0, i ∈ I(k), α ∈ [0, 1]. (3.48)
Furthermore, as x, x(α), and y belong to X(k), then the following equalities hold true:
f (s)(x, ti) = f (s)(x(α), ti) = f (s)(y, ti) = 0, s ∈ N (q(k)i ), i ∈ I, α ∈ [0, 1]. (3.49)
From convexity of f(x, t) w.r.t. x and from its sufficient smoothness, we conclude that
f(x(α), ti +∆t) ≤ αf(x, ti +∆t) + (1− α)f(y, ti +∆t), i ∈ I, α ∈ [0, 1], (3.50)
and that for any m > 0, z ∈ Rn, the following Taylor expansion is valid:
f(z, ti +∆t) =
m∑
l=0
1
l!
f (l)(z, ti)∆tl + o(∆tm), i ∈ I(k). (3.51)
Substituting (3.51) in (3.50) with z = x(α), z = x, z = y, and m = q(k)i + 2 and taking
into consideration (3.45), (3.48), (3.49), we obtain
f (q
(k)
i +2)(x(α), ti)∆t(q
(k)
i +2) + o(∆t(q
(k)
i +2)) ≤ αf (q(k)i +2)(x, ti)∆t(q
(k)
i +2)+
+(1− α)f (q(k)i +2)(y, ti)∆t(q
(k)
i +2) + o(∆t(q
(k)
i +2)), i ∈ I(k), α ∈ [0, 1].
Divide the latest inequality by ∆t(q
(k)
i +2) and pass to limit, taking into account that all
q
(k)
i are odd:
lim
∆t→+0
f (q
(k)
i +2)(x(α), ti)∆t(q
(k)
i +2) + o(∆t(q
(k)
i +2))
∆t(q
(k)
i +2)
≤ lim
∆t→+0
αf (q
(k)
i +2)(x, ti)∆t(q
(k)
i +2)
∆t(q
(k)
i +2)
+
+ lim
∆t→+0
(1− α)f (q(k)i +2)(y, ti)∆t(q
(k)
i +2) + o(∆t(q
(k)
i +2))
∆t(q
(k)
i +2)
,
lim
∆t→−0
f (q
(k)
i +2)(x(α), ti)∆t(q
(k)
i +2) + o(∆t(q
(k)
i +2))
∆t(q
(k)
i +2)
≥ lim
∆t→−0
αf (q
(k)
i +2)(x, ti)∆t(q
(k)
i +2)
∆t(q
(k)
i +2)
+
+ lim
∆t→−0
(1− α)f (q(k)i +2)(y, ti)∆t(q
(k)
i +2) + o(∆t(q
(k)
i +2))
∆t(q
(k)
i +2)
.
Hence,
f (q
(k)
i +2)(x(α), ti) = αf (q
(k)
i +2)(x, ti) + (1− α)f (q
(k)
i +2)(y, ti), i ∈ I(k), α ∈ [0, 1]. (3.52)
Substituting (3.45) in (3.52), we get
f (q
(k)
i +2)(x(α), ti) = 0, i ∈ I(k), α ∈ [0, 1]. (3.53)
Now, let us substitute in (3.50) the expansion (3.51) with m = q(k)i +3 for x = x(α), x =
x, x = y. Then, considering (3.45), (3.48), and (3.53), we obtain
f (q
(k)
i +3)(x(α), ti)∆t(q
(k)
i +3) + o(∆t(q
(k)
i +3)) ≤ αf (q(k)i +3)(x, ti)∆t(q
(k)
i +3)+
+(1− α)f (q(k)i +3)(y, ti)∆t(q
(k)
i +3) + o(∆t(q
(k)
i +3)), i ∈ I(k), α ∈ [0, 1].
Divide the inequality above by ∆t(q
(k)
i +3) and let ∆t −→ 0. Since q(k)i , i ∈ I(k), are odd,
then
f (q
(k)
i +3)(x(α), ti) ≤ αf (q
(k)
i +3)(x, ti) + (1− α)f (q
(k)
i +3)(y, ti), i ∈ I(k), α ∈ [0, 1]. (3.54)
From (3.46) and (3.54) we obtain
f (q
(k)
i +3)(x(α), ti) ≤ 0, i ∈ I(k), α ∈ [0, 1]. (3.55)
Relations (3.47), (3.48), (3.53), and (3.55) imply x(α) ∈ Si for all α ∈ [0, 1]. Therefore,
the set Si is convex for any i ∈ I(k). With respect to (3.2) and (3.41)-(3.43), we obtain
X(k+1) = X(k)
⋂ ⋂
i∈I(k)
X
(k+1)
i
 = ⋂
i∈I(k)
(
X(k)
⋂
X
(k+1)
i
)
=
⋂
i∈I(k)
Si, (3.56)
Taking into account convexity of sets Si, i ∈ I(k), we conclude that the set X(k+1) is
convex. By the DIO algorithm, q(k+1)i = q
(k)
i , i ∈ I\I(k). Then the functions
f (q
(k+1)
i +1)(x, ti) = f (q
(k)
i +1)(x, ti), i ∈ I\I(k),
are convex w.r.t. x in X(k+1) since they are convex in X(k) and (3.42) is true.
Table 1: Iterations of the DIO algorithm in Example 3.4.
k q
(k)
1 f
(q
(k)
1 +1)(x(1), t1) q
(k)
2 f
(q
(k)
2 +1)(x(2), t2) q
(k)
3 f
(q
(k)
3 +1)(x(3), t3) I(k)
0 −1 0 −1 −0.009 −1 0 {1, 3}
1 1 0 −1 −0.009 1 0 {1, 3}
2 3 −154.1681 −1 −0.009 3 −136.043 ∅
For i ∈ I(k) we have q(k+1)i = q(k)i + 2. Hence
f (q
(k+1)
i +1)(x, ti) = f (q
(k)
i +3)(x, ti), i ∈ I(k),
all these functions being convex w.r.t. x in Si that follows from inequalities (3.54).
Taking into account (3.56), we can state also that these functions are also convex
w.r.t. x in X(k+1).
Therefore, we have proved that the statement of the proposition is valid for k + 1, that
concludes the proof. ¤
Remark 3.1. It follows from the description of the DIO algorithm that it is not necessary
to solve problem (3.3) completely. It is enough to show that the initially chosen feasible
x¯ ∈ X is optimal in problem (3.3) or (otherwise) to find a feasible x(i) ∈ X(k) such that
f
(k)
i (x
(i)) < 0.
3.4 An example of application of the DIO algorithm
Let us use the DIO algorithm to determine the immobility orders of all indices of the
interval T in problem (2.1), where
f(x, t) = 18
[
(t− 0.14)6(t− 0.6)2(t− 0.94)4(x21 + (x2 + 13)2 + x23 + (x4 − 4)2 − 1)+
+(t− 0.14)4(1− cos(t− 0.6)) sin4(t− 0.94)((x1 + x2 + x3 + 12)2 − 1)+
+sin4(t− 0.14)(t− 0.94)2 sin2(t− 0.94)((x2 + x4 − 3)4 + 4x21x23 − 1)],
T = [0, 1], x ∈ R4.
Consider the feasible solution x¯ = (0, 0.5, 0, 3.5)′. Then f(x¯, t) = −(t−0.14)6(t− 0.6)2×
×(t− 0.94)4, t ∈ [0, 1], and, according to the notations used above, we obtain
Ta(x¯) = {0.14, 0.6, 0.94}, I = {1, 2, 3}, t1 = 0.14, t2 = 0.6, t3 = 0.94,
ρ(x¯, 0.14) = 5, ρ(x¯, 0.6) = 1, ρ(x¯, 0.94) = 3.
The results of the iterations of the DIO algorithm are presented in Table 1.
The feasible solutions x(i), i ∈ I, to problems (3.3) obtained at the latest iteration are
x(1) = (−0.0056,−0.4888− 0.0056, 3.4832)′, x(2) = (0, 0, 0, 3)′,
x(3) = (0.0131,−0.5431, 0.0131, 3.7769)′.
The immobility orders of the indices ti, i ∈ I, are equal to the values q(k∗)i , i ∈ I, from
the latest iteration of the algorithm. In our case k∗ = 2 and q1 = q(0.14) = q
(2)
1 =
3, q2 = q(0.6) = q
(2)
2 = −1, q3 = q(0.94) = q(2)3 = 3. Thus, the algorithm results in the
function q(t), t ∈ [0, 1], such that q(t) = −1, t ∈ [0, 0.14) ∪ (0.14, 0.94) ∪ (0.94, 1];
q(0.14) = q(0.94) = 3.
Let us now find x˜ that satisfies Definition 2.2. According to the rules described in
Theorem 3.4, we have to construct, first, some vector y in the form (3.14), (3.15). If
assume, for example, that α¯i = 1/3, i ∈ I, then (approximately)
y =
∑
i∈I
1
3
x(i) = (0.0025, −0.344, 0.0025, 3.42)′.
The functions f(x¯, t) (see Fig. 1) and f(y, t) (see Fig. 2) are not positive in T = [0, 1]
and, consequently, the value θ∗, defined in (3.40), is zero.
Now, according to Theorem 3.1, we have to choose some α0 from the interval ]θ∗, 1[=
]0, 1[. Suppose, for example, that α0 = 0.5. Then
x˜ = x¯(α0) = x¯(0.5) = (0.00125, 0.078, 0.00125, 3.46)′.
Fig. 3 shows (in two different scales) the graphic of the function f(x˜, t), t ∈ [0, 1]. Here
f(x˜, t) < 0, t ∈ [0, 1]\{0.14, 0.94}, t1 = 0.14, t3 = 0.94, f (s)(x˜, ti) = 0, s ∈ N(qi), i ∈
{1, 3}, f (4)(x˜, 0.14) = −138.2412275, f (4)(x˜, 0.94) = −118.5898889, f(x˜, 0.6) =
f (0)(x˜, 0.6) = −0.008236 and, evidently, conditions (2.4) and (2.5) are satisfied in x˜
for all t ∈ T. Thus we have confirmed that the DIO algorithm has correctly determined
two immobile indices t1 = 0.14, t3 = 0.94 and their immobility orders q1 = q3 = 3. Note
that the index t2 = 0.6 is not immobile, nevertheless f(x¯, t2) = 0.
4 Use of the concepts of immobility orders and immobile indices in a
study of convex SIP problems
It was stated in Introduction that the concepts of immobility orders and the immobile
indices play an important role in a study of SIP problems. These concepts permit
to generalize a lot of classical results in the sense that the analogs of some known
results of convex SIP can be obtained without any CQC. In this section we consider
two examples of such generalizations.
4.1 Implicit Optimality Criterion
Consider the convex SIP problem (2.1). Suppose that Assumptions 1 and 2 are satis-
fied. Let x0 ∈ X, X being the feasible set in (2.1). Consider the corresponding active
index set Ta(x0) and suppose that p := |Ta(x0)| < ∞. Then the set Ta(x0) can be
written in the form Ta(x0) = {t0j , j = 1, . . . , p}. Denote qj = q(t0j ), j = 1, . . . , p.
Using the notations above, form the following nonlinear programming (NLP) problem:
c(x) −→ min,
s.t. f (s)(x, t0j ) = 0, s ∈ N(qj),
f (qj+1)(x, t0j ) ≤ 0, j = 1, . . . , p.
(4.1)
The following theorem is proved in (Kostyukova, Tchemisova and Yermalinskaya, 2005).
Theorem 4.1. [ Implicit Optimality Criterion ] The feasible solution x0 ∈ X such that
|Ta(x0)| <∞ is optimal in the convex SIP problem (2.1) if and only if it is optimal in the
NLP problem (4.1).
The Theorem 4.1 generalizes the following well known (see (Hettich and Kortanek,
1993; Hettich and Still, 1995) et al.) result for convex SIP.
Theorem 4.2. Let the convex SIP problem (2.1) satisfy the Slater condition. Then a
feasible solution x0 is optimal to problem (2.1) if and only if it is optimal to the following
problem:
c(x) −→ min,
s.t. f(x, t0j ) ≤ 0, j = 1, . . . , p.
(4.2)
It is known that the statement of Theorem 4.2 in not true if the Slater condition is
not satisfied for (2.1). Note that problems (4.1) and (4.2) coincide if the convex SIP
problem (2.1) satisfies the Slater condition.
It is easy to see that in our Criterion (Theorem 4.1) none of CQC are assumed for the
SIP problem (2.1) and the test of optimality for the SIP problem is reduced to such a
test for the corresponding nonlinear problem. It is evident that this result certainly (and
valuably) contributes to solution of issue 4) (see Introduction) for convex problems.
The following quotation from (Jongen et al., 1987) supports the importance of this
reduction: ”In the case that ...” Ta(x0) ”... in non-empty, one needs some specific
information about the structure of the feasible set in a neighborhood of ...” x0 ”... in
order to derive sufficient conditions for local optimality. From this point of view it is
quite natural to find conditions which can be used to reduce the ... (SIP) problem
locally to a nonlinear programming problem, i.e. such that the feasible set can be
locally described by a finite number of constraints.”
4.2 Discretized Problem
It is evident that the results of the present paper contribute also to solution of the issue
5) (see Introduction) for the convex SIP problems. Let us consider some NLP problem
c(x) −→ min,
s.t. hj(x) = 0, j = 1, . . . , s, hj(x) ≤ 0, j = s+ 1, . . . , s∗,
(4.3)
and denote by XD the feasible set:
XD = {x ∈ Rn : hj(x) = 0, j = 1, . . . , s, hj(x) ≤ 0, j = s+ 1, . . . , s∗}.
Problem (4.3) is said to be a discretization of the original SIP problem if X ⊂ XD.
The main question studied when the discretization approach is applied is the following
(see (Hettich and Kortanek, 1993)): If there exists a discretization (4.3) of the SIP
problem (2.1) with the same optimal value, i.e. such that min
x∈X
c(x) = min
x∈XD
c(x)?
The answer to this question plays an important role in construction of numerical meth-
ods as well as in theoretical investigations (in the duality theory of SIP, for example).
The following statement is known (see(Bonnans and Shapiro, 2000) et al.).
Proposition 4.3. Let the SIP problem (2.1) be convex and suppose that it satisfies the
Slater condition. Then there exists a discretization of the problem (2.1) with the same
optimal value. This discretization has the form
c(x) −→ min,
s.t. f(x, tj) ≤ 0, j = 1, . . . , s∗.
(4.4)
where tj , j = 1, ..., s∗, are some fixed indices from the index set T.
It is also well known that without the Slater condition this statement is not true even for
linear semi-infinite problems.
The use of the concepts of immobility orders and immobile indices permits to strengthen
the statement of Proposition 4.3. Let T∗ = {t0, j = 1, ..., p∗} be the set of immobile in-
dices in SIP problem (2.1).
Proposition 4.4. For any convex SIP problem (2.1) there exists a discretization with
the same optimal value. This discrete problem has the form
c(x) −→ min,
s.t. f (s)(x, t0j ) = 0, s ∈ N(qj), j = 1, . . . , p∗,
f (qj+1)(x, t0j ) ≤ 0, j = 1, . . . , p∗, f(x, tj) ≤ 0, j = p∗, . . . , s∗,
(4.5)
where s∗ ≤ max{0, n − p∗}, and tj , j = p∗ + 1, ..., s∗, are some fixed indices from the
index set T.
The proof of Proposition 4.4 follows from Theorem 4.1.
It is evident that if the Slater condition is satisfied, then T∗ = ∅ and problems (4.4) and
(4.5) are the same.
Finally, we would like to note that the concepts of immobile indices and their immobility
orders can valuably contribute to solution of the issues 1)-3) as well. However, the size
limits of this publication do not permit us to comment this statement.
5 Discussion
The main results of the paper, the algorithm of determination of the immobile indices
for the convex SIP problems and the Implicit Optimality Criterion, can be used either
in the optimality theory of SIP or for constructing new SIP algorithms. The Criterion
is based on the concepts of immobility indices and immobility orders that themselves
are important characteristics of the index set T and the admissible set X of the SIP
problem (2.1). The DIO Algorithm determines the immobile indices and their immo-
bility orders in a finite number of iterations and permits to verify whether the Slater
condition is satisfied for the convex SIP problem. The important properties of the
Implicit Optimality Criterion are that it works without any special CQC (for example,
the Slater condition is not necessarily satisfied), and that it reduces the optimality
conditions for the convex SIP problems to optimality conditions for some related NLP
problem. Application of the Implicit Optimality Criterion gives the possibility to develop
new efficient optimality conditions for SIP problems. As a matter of fact, different op-
timality conditions for the NLP problem mentioned above generate the corresponding
explicit optimality conditions for the original convex SIP problem. The study of such
explicit optimality conditions is the subject of a special investigation (see (Kostyukova
et al., 2005) et al.)
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