The quantitative structure property relationship (QSPR) for the boiling point (T b ) of polychlorinated dibenzo-p-dioxins and polychlorinated dibenzofurans (PCDD/Fs) was investigated. The molecular distance-edge vector (MDEV) index was used as the structural descriptor. The quantitative relationship between the MDEV index and T b was modeled by using multivariate linear regression (MLR) and artificial neural network (ANN), respectively. Leave-one-out cross validation and external validation were carried out to assess the prediction performance of the models developed. For the MLR method, the prediction root mean square relative error (RMSRE) of leave-one-out cross validation and external validation was 1.77 and 1.23, respectively. For the ANN method, the prediction RMSRE of leave-one-out cross validation and external validation was 1.65 and 1.16, respectively. A quantitative relationship between the MDEV index and T b of PCDD/Fs was demonstrated. Both MLR and ANN are practicable for modeling this relationship. The MLR model and ANN model developed can be used to predict the T b of PCDD/Fs. Thus, the T b of each PCDD/F was predicted by the developed models.
INTRODUCTION
Polychlorinated dibenzo-p-dioxins and polychlorinated dibenzofurans (PCDD/Fs) are two series of persistent organic pollutants which have been detected in almost all compartments of the global ecosystem. These chemicals have gained much attention due to their toxicity, environmental persistence, tendency to accumulate through the food chain, and the risk to human health. PCDD/Fs are not produced intentionally and do not serve any useful purpose. They are formed as byproducts of many industrial and combustion processes. PCDD/Fs are semi-volatile compounds. After released into the atmosphere, they are likely to transfer to other environmental compartments such as soil, water, sediments and their resident biota where they can last for years before degradation. [1] [2] [3] [4] [5] The boiling point (T b ) is an important property for studying the volatility of PCDD/Fs, which is correlated with the fate, transport, and transformation of PCDD/Fs in the environment. Boiling point is also a significant factor in determining physico-chemical properties of PCDD/Fs, such as vapor pressure, octanol/water partitioning coefficient and aqueous solubility. [6] [7] [8] [9] A quantitative study on the T b is necessary to understand the environmental behavior of PCDD/Fs. Experimentally determining the T b of PCDD/Fs is still a hard work because of the complexity of analytical methods, high cost of experiments and lack of the standards. 7 In addition, the measurement of boiling point of PCDD/Fs is hazardous due to the high vapor pressures involved. 6 Up to now, the T b has not been experimentally determined for each PCDD/F congener.
Quantitative structure property relationship (QSPR) method is safe, fast, convenient and cost-effective for predicting the property of compounds. Therefore, it is worthwhile to develop an accurate and easy-to-use QSPR model for predicting the T b of PCDD/Fs. Topological index is a kind of structural descriptor which is often used in QSPR researches. It can efficiently describe the structure of a molecule without detailed molecular orbital calculations. It is useful because, despite its mathematical simplicity, topological index is able to differentiate molecules with different structures. 10, 11 The aim of this work is developing the QSPR model for the T b of PCDD/ Fs based on the topological index. Molecular distance-edge vector (MDEV) index [12] [13] [14] [15] [16] [17] was used as the structural descriptor of PCDD/ Fs. Multivariate linear regression (MLR) and linear artificial neural network (L-ANN) were employed to model the quantitative relationship between the T b and MDEV index of PCDD/Fs.
EXPERIMENTAL

Data set
The MDEV index was calculated according to the approach presented in the followed section. The MDEV index of the 52 PCDD/ Fs, of which the T b value is known, is listed in Table 1 . The observed T b value of these PCDD/Fs was taken from the references 7, 18 and listed in Table 2 .
Root mean square relative error (RMSRE) was used to indicate the prediction performance of the developed models. The RMSRE is defined as Equation 1:
where RE i is the relative error of the ith sample; n is the number of samples; T b,pred and T b,obs is the predicted T b and observed T b respectively.
MDEV index
For calculating the MDEV index of a molecule, the whole molecule is regarded as a topological graph. Each non-hydrogen atom
The MDEV index of 2, 4, 6-CDF should be calculated as following: 
Artificial neural network ANN [14] [15] [16] [17] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] is a multivariate calibration approach capable of modeling various complex functions. Its basic processing unit is the neuron (node). An ANN comprises a number of neurons organized in different layers. Linear artificial neural network, [25] [26] [27] [28] [29] is a kind of neural network having no hidden layers, but an output layer with fully linear neurons (that is, linear neurons with linear activation function). It is the simplest ANN and is usually used to develop linear model. It is often used as a good benchmark against which to compare the prediction performance of other methods. Although a number of multivariable calibration problems cannot be solved or solved well by L-ANN, many others can. It is common to find that a problem which was perceived to be difficult and non-linear can actually be solved satisfactorily by using L-ANN.
In L-ANN, the neurons between the input and output layers fully connected, while the neurons in the same layer do not. Figure  1 shows the basic architecture of the L-ANN.
In Figure 1 , x i ( i =1, 2, …, n), y j ( j =1, 2,… , m) and w ij is the input variables, output variables and the element of connection weight matrix W respectively. And b j is the bias vector, which corresponds to the thresholds. The symbol fact( ) means the activation function. The ones marked by an asterisk are the PCDD/F congeners in the Group II (see text). The ones marked by an asterisk are the PCDD/F congeners in the Group II (see text).
Before the training procedure, input and output variables are normalized. When the network is executed, it effectively multiplies the input variables by the weight matrix W, and then adds the bias vector b j . Hence, the post synaptic potential (PSP) function of the neuron should be described as Equation 5 :
Generally, the activation function used in L-ANN is a linear function:
Because there are no non-linear functions and hidden neurons in the network, L-ANN is good at solving linear problems. Actually, training a linear network means finding the optimal value of the weight matrix W to minimize the root mean squared error of the calibration set. In order to reach this goal, the known samples are always divided into two subsets: a training set and a verification set. The network is trained by using the training set, and is tested after each epoch by using the verification set. The training is terminated once deterioration in the root mean squared error of verification set is occurred. The over-fitting and over-learning are avoided in this way. Although the verification set is used to find the best network setting, actually, training algorithms do not use the verification set to adjust network weights. Standard pseudo-inverse linear optimization algorithm 26 is usually used to train the network. This algorithm uses the singular value decomposition technique to calculate the pseudo-inverse of the matrix needed to set the weights in the linear output layer, so as to find the least mean squared solution. Essentially, it guarantees to find the optimal setting for the weight matrix in a linear layer.
The main difference between MLR and L-ANN is the optimization algorithm. In MLR, the goal of least square algorithm is to find the minimal sum of squared residuals of the training set. As for L-ANN, the goal of training algorithm is to minimize the root mean squared error of verification set. 26 Thus, the prediction ability of L-ANN is usually better than that of MLR.
Leave-one-out cross-validation
Leave-one-out cross-validation [15] [16] [17] 30 is a commonly used algorithm for estimating the predictive performance and robustness of a multivariable calibration model. Usually, practical calibration experiments have to be based on a limited set of available samples.
The idea behind the leave-one-out cross validation algorithm is to predict the property value of each sample in turn with the calibration model which is developed from the other samples. When applying the algorithm to a dataset including n samples, the calibration modeling is performed n times, each time using (n-1) samples for modeling and one sample for testing. Hence, the procedure of leave-one-out cross validation can be divided into n segments. In each segment i (i = 1, … , n), there are three steps: (1) taking sample i out as temporary 'test set', which is not used to establish the calibration model, (2) developing a calibration model with the rest (n-1) samples, (3) testing the established model with sample i, computing and storing the prediction error of the sample. The advantage of leave-one-out cross validation over random sub-sampling is that each sample is used for validation exactly once. Although leave-one-out cross-validation is an effective and commonly used method, there is still the risk of overestimating the predictive performance and robustness of a model when using this method. It is common to use two or more validation methods for estimating a calibration model. The risk of overestimation can be effectively lessened in this way.
External validation
External validation 17, 25, 30 is an algorithm which has been often used to assess the predictive ability of a calibration model. When using this algorithm, working dataset is split into two subsets: a calibration set, which is used to develop the calibration model, and a test set, which is used to assess the predictive ability of the developed model. Obviously, test set is designed to give an independent assessment of the predictive performance of the developed model. It is not used in developing the model at all, and hence is independent of the calibration set. Generally, the calibration set and test set are randomly selected from the working dataset.
Software
All the calculation was done by using subroutines developed in MATLAB (Ver.7.0). The computation was performed on a personal computer equipped with an i5-2450M processor.
RESULTS AND DISCUSSION
The MDEV index of PCDD/Fs was calculated. The result is listed in Table 1 and Table 3 . Clearly, the MDEV index of different PCDD/F molecules is quite different. It is demonstrated that MDEV index can describe the structural differences among these compounds. It is reasonable to use the MDEV index as the structural descriptor to develop the QSPR model of PCDD/Fs.
MLR model
Generally, a simple model should always be chosen in preference to a complex model, if the latter does not fit the data better. Thus, we firstly investigated whether MLR is feasible to model the quantitative relationship between the MDEV index and T b of PCDD/Fs. The MDEV index was used as the independent variable and the T b was used as the dependent variable to develop the regression model. In order to assess the predictive ability of the developed model, two validation methods, leave-one-out cross validation and external validation, were conducted. The 52 samples shown in Table 1 were randomly split into two groups: Group I, which comprises 42 samples, and Group II, which comprises 10 samples.
Leave-one-out cross validation was applied to Group I. The result is presented in Table 2 . As shown in Table 2 , the predicted The result of the leave-one-out cross validation and external validation demonstrates that the MDEV index of the investigated PCDD/Fs is quantitatively related to their T b . In previous researches, MDEV index has been just used as the structural descriptor to develop the QSPR model of the compounds which include the same basic structure, such as the boiling points model of alcohols, 13 the gas/particle partition coefficient model of PCBs, 17 etc. [14] [15] [16] The basic structure of polychlorinated dibenzo-p-dioxins is different from the basic structure of polychlorinated dibenzofurans. Thus, it is shown that MDEV index can be used as the structural descriptor to establish the QSPR model for the compounds with different basic structures. In addition, the validation result demonstrates that MLR is practicable for modeling the quantitative relationship between the MDEV index and T b of PCDD/Fs. Obviously, a linear QSPR model based on MDEV index is able to predict the T b of PCDD/Fs. Thus, an MLR model was developed by using all the 52 PCDD/Fs listed in Table 1 Table 3 . The T b value of these PCDD/Fs has not been experimentally determined as yet. Thus, our prediction result can be used as an estimation T b of these compounds.
L-ANN model
L-ANN is another commonly used linear calibration method in QSPR studies. Thus, we investigated whether a better model can be established by using L-ANN. A 3-1 L-ANN (i.e. 3 input variables and 1 output variable in the network) was used to develop the calibration model. The MDEV index and T b was used as input and output variables respectively. In each run of ANN, ten samples were randomly selected and used as the verification set. Leave-one-out cross validation and external validation were carried out to assess the prediction performance of the developed model. Group I was still used to complete the leave-one-out cross validation. The result of leave-one-out cross validation is listed in Table 2 . As shown in the table, the predicted T b is in good agreement with the observed T b . For the 42 compounds, the RMSRE of prediction is 1.65. The predicted T b were plotted versus the observed T b (shown in Figure  2b ) and the plot shows a linear relationship (y = 0.9893 x + 9.0119 with R= 0.9847) between the predicted and observed T b . Then, all the 52 samples were used to complete the external validation. An L-ANN model was developed by using the 42 samples of Group I as the calibration set. In the training procedure, verification set comprises ten randomly selected samples. The T b of the samples in Group II was predicted by using the obtained network. The result of external validation is also shown in Table 2 . Obviously, the predicted T b is also in good agreement with the observed T b . For the ten samples, the prediction RMSRE is 1.16. The plot of predicted T b versus observed T b (shown in Figure 2b) shows that there is a linear relationship (y = 0.9966x + 0.9747 with R=0.9875) between the predicted and observed T b . Obviously, the prediction accuracy of the L-ANN model is slightly higher than that of the MLR model. Using L-ANN is slightly better than MLR in modeling the quantitative relationship between the MDEV index and T b of PCDD/ Fs. It is demonstrated that L-ANN is a practicable and promising method for predicting the T b of PCDD/Fs. Thus, a 3-1 L-ANN model was developed by using all the 52 PCDD/Fs listed in Table  1 . In the training procedure, 13 samples were randomly selected and used as the verification set. The T b of the other 53 PCDDs and 107 PCDFs was then predicted by using this model. The result is also listed in Table 3 . Certainly, this prediction result can also be used as an estimation of the T b of these compounds and should be slightly better than the prediction result of MLR model. 
