IETI – Isogeometric Tearing and Interconnecting  by Kleiss, Stefan K. et al.
Comput. Methods Appl. Mech. Engrg. 247–248 (2012) 201–215Contents lists available at SciVerse ScienceDirect
Comput. Methods Appl. Mech. Engrg.
journal homepage: www.elsevier .com/locate /cmaIETI – Isogeometric Tearing and Interconnecting
Stefan K. Kleiss a,⇑, Clemens Pechstein b, Bert Jüttler c, Satyendra Tomar a
a Johann Radon Institute for Computational and Applied Mathematics (RICAM), Austrian Academy of Sciences, Altenberger Straße 69, A-4040 Linz, Austria
b Institute of Computational Mathematics, Johannes Kepler University Linz, Altenberger Straße 69, A-4040 Linz, Austria
c Institute of Applied Geometry, Johannes Kepler University Linz, Altenberger Straße 69, A-4040 Linz, Austria
a r t i c l e i n f o a b s t r a c tArticle history:
Received 18 January 2012
Received in revised form 25 May 2012
Accepted 9 August 2012
Available online 21 August 2012
Keywords:
Isogeometric analysis
NURBS
Domain decomposition
FETI
IETI0045-7825 2012 Elsevier B.V.
http://dx.doi.org/10.1016/j.cma.2012.08.007
⇑ Corresponding author. Tel.: +43 732 2468 5229, f
E-mail addresses: stefan.kleiss@ricam.oeaw.ac.at (S
@jku.at (C. Pechstein), bert.juettler@jku.at (B. Jüttler),
(S. Tomar).
URLs: http://www.ricam.oeaw.ac.at (S.K. Kleiss)
ac.at (C. Pechstein), http://www.ag.jku.at (B. Jüttle
oeaw.ac.at/ (S. Tomar).
Open access under CC BY-NFinite Element Tearing and Interconnecting (FETI) methods are a powerful approach to designing solvers
for large-scale problems in computational mechanics. The numerical simulation problem is subdivided
into a number of independent sub-problems, which are then coupled in appropriate ways. NURBS-
(Non-Uniform Rational B-spline) based isogeometric analysis (IGA) applied to complex geometries
requires to represent the computational domain as a collection of several NURBS geometries. Since there
is a natural decomposition of the computational domain into several subdomains, NURBS-based IGA is
particularly well suited for using FETI methods.
This paper proposes the new IsogEometric Tearing and Interconnecting (IETI) method, which combines
the advanced solver design of FETI with the exact geometry representation of IGA. We describe the IETI
framework for two classes of simple model problems (Poisson and linearized elasticity) and discuss the
coupling of the subdomains along interfaces (both for matching interfaces and for interfaces with T-
joints, i.e. hanging nodes). Special attention is paid to the construction of a suitable preconditioner for
the iterative linear solver used for the interface problem. We report several computational experiments
to demonstrate the performance of the proposed IETI method.
 2012 Elsevier B.V. Open access under CC BY-NC-ND license.1. Introduction
Isogeometric analysis (IGA), introduced by Hughes et al. [22], is a
promising concept that establishes a close link between the tech-
nologies of CAD (computer aided design) and numerical simulation
via ﬁnite element analysis (FEA). In the IGA framework, the same
function spaces, which are used for the geometric representation
of the computational domain, are used for the approximation
(e.g. Galerkin) of the problem unknowns. There are several compu-
tational geometry technologies that could serve as a basis for IGA.
However, Non-Uniform Rational B-Splines (NURBS) are the most
widely used and well established computational technique in
CAD, which we shall pursue here. The main advantage consists in
the fact that an exact representation of the computational domain
is available at all times during the (possibly adaptive) simulation
process. The need for geometric approximation processes, known
as mesh generation, is thus eliminated.ax: +43 732 2468 5212.
.K. Kleiss), clemens.pechstein
satyendra.tomar@oeaw.ac.at
, http://www.numa.uni-linz.
r), http://www.people.ricam.
C-ND license.Despite its short history, IGA has already attracted enormous
interest which is documented by a substantial number of publica-
tions. IGA has been successfully applied to various simulation
problems, including linear elasticity, simulation in electromagnet-
ics, and ﬂow simulations, e.g. [4,5,8,16,41]. It was shown that IGA
not only eliminates the geometrical errors introduced by the
approximation of the physical domain by a computational mesh,
but also signiﬁcantly reduces the number of unknowns (when
compared to standard FEA) needed to achieve a certain accuracy
in practice [10].
On the theoretical side, various issues such as error estimates,
convergence rates, stability issues, and numerical quadrature rules
have been analyzed thoroughly [2,6,23,50]. Many of these topics
are already well understood and it was demonstrated that most
of the theoretical background of FEA can be adapted and extended
to cover the IGA framework. A notable exception, which is the sub-
ject of several on-going studies, is the search for generalizations of
tensor-product spline spaces providing the possibility of local
reﬁnement. This is needed for adaptive simulation methods. Sev-
eral concepts are currently being explored, including T-splines,
hierarchical splines, THB-splines, and polynomial splines over hier-
archical T-meshes [3,7,14,20,30,33,40,46,54].
Another new problem, which is located right at the crossroads
between numerical simulation and geometric design, is the chal-
lenge of domain parameterization for IGA: given a boundary repre-
sentation of the computational domain by a collection of NURBS
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IGA. Several methods for designing such parameterizations and for
creating them from boundary data exist [1,9,21,39,55]. For the
numerical simulation in real-world applications it will be essential
to create and to use multi-patch parameterizations [38], where the
computational domain is represented by several NURBS volumes.
These structures, which combine a highly regular structure on sub-
domains with topological ﬂexibility to describe complex geome-
tries, open new perspectives for the design of solvers in
numerical simulation, which will be explored in this paper.
To do so, we will extend the ﬁnite element tearing and intercon-
necting (FETI) method to the isogeometric context. FETI methods
are powerful solvers for large-scale ﬁnite element systems in com-
putational mechanics. They were introduced by Farhat and Roux
[17] and belong to the class of iterative substructuring methods
(also called non-overlapping domain decomposition methods),
see e.g. [52]. The computational domain is subdivided into non-
overlapping subdomains, and each subdomain gets its own set of
equations derived from the global equation. To ensure the equiva-
lence to the global equation, continuity conditions are introduced
at the interfaces between subdomains using Lagrange multipliers.
In this paper, we combine the ideas of IGA and FETI and propose
a new method called Isogeometric Tearing and Interconnecting. Fol-
lowing the nomenclature of FETI and BETI (Boundary Element
Tearing and Interconnecting) methods, we abbreviate the proposed
method as IETI (to be pronounced [
0
jetI], like Yeti). The FETI method,
however, is not only a coupling method but provides a powerful
solver design. By (carefully) eliminating the original variables from
the resulting saddle point problem, one obtains a system in the La-
grange multipliers (i.e., only on the interface). The solution of the
original problem can be easily computed from the solution of this
interface problem. For generalizations to boundary element dis-
cretizations see e.g. [31,32]. For generalizations to spectral element
discretizations see e.g. [25].
Since the number of Lagrange multipliers is typically large, the
interface problem is usually solved iteratively by FETI precondi-
tioned conjugate gradients [45]. Suitable preconditioners have
been proposed in [17,27,28]. The analyses in [28,36] show that un-
der suitable conditions the condition number of the precondi-
tioned system is bounded by Cð1þ logðH=hÞcÞ; c 6 3, where H is
the subdomain diameter and h is the mesh size. This results in qua-
si-optimal complexity of the overall method. We mention that the
classical FETI method involves the solution of a coarse system. An
efﬁcient alternative is the dual-primal FETI (FETI-DP) method, see
[18,26,29,37], which is followed in this paper.
The remainder of this paper is organized as follows: in Section 2,
we deﬁne the model problems considered herein and recall the
deﬁnition of NURBS geometry mappings. In Section 3, we describe
multi-patch NURBS mappings and multi-patch NURBS discretiza-
tions. In Section 4, we formulate the IETI method and investigate
the solver and preconditioner aspects. Local reﬁnement options
which are introduced by the IETI method are described in Section 5.
In Section 6, the performance of the IETI method is demonstrated
in numerical examples. Finally, a conclusion is drawn in Section 7.
2. Preliminaries
We ﬁrst brieﬂy deﬁne the model problems considered in this
paper, and then recall the deﬁnitions of B-spline basis functions
and NURBS geometry mappings.
2.1. The model problems
Let X  R2 be an open, bounded and connected Lipschitz do-
main with boundary @X. Let the boundary @X be composed oftwo disjoint sets, namely CD, where essential (Dirichlet or displace-
ment) boundary conditions are prescribed, and CN , where natural
(Neumann or traction) boundary conditions are prescribed. Let ~n
denote the outer unit normal vector to @X, and let f ; gD and gN
be given functions. We shall consider two model problems:(I)
The scalar diffusion problem:
Find the scalar function u : X! R such that
divðaruÞ ¼ f in X;
u ¼ gDon CD;
a
@u
@~n
¼ gNon CN:
(II) The linearized elasticity problem:
Find the displacement ﬁeld u : X! R2 such that
divðrðuÞÞ ¼ f in X;
u ¼ gDon CD;
rðuÞ~n ¼ gNon CN:
In problem (I), a denotes the diffusion coefﬁcient. In problem (II),
rðuÞ ¼ CeðuÞ, where C is the fourth-order stiffness tensor and
eðuÞ ¼ 12 ðruþruTÞ is the linearized strain tensor.
The variational forms of these problems can be written as
follows:
Find u 2 Vg such that
aðu;vÞ ¼ f ðvÞ 8v 2 V0: ð1Þ
The space V0  ðH1ðXÞÞb contains test functions which vanish on CD.
In problem (I), we have b ¼ 1, and in problem (II), b ¼ 2. The set
Vg  ðH1ðXÞÞb consists of functions which fulﬁll the essential
boundary conditions on CD.
We assume that the problem data is such that the bilinear form
að; Þ is bounded, symmetric and positive deﬁnite, and that f ðÞ is a
bounded linear functional. Then, the problem (1) can be reformu-
lated as the following minimization problem:
Find u such that
u ¼ argmin
v2Vg
1
2
aðv ;vÞ  f ðvÞ: ð2Þ2.2. NURBS geometry mappings
To provide an overview, and to introduce notations, we brieﬂy
recall the deﬁnition of B-spline basis functions and NURBS map-
pings. Let p be a non-negative degree and let s ¼ ðs1; . . . ; smÞ be a
knot vector with sk 6 skþ1 for all k. We consider only open knot vec-
tors, i.e. knot vectors s where the multiplicity of a knot is at most p,
except for the ﬁrst and last knot which we require to have multi-
plicity pþ 1. For simplicity, we assume that s1 ¼ 0 and sm ¼ 1,
which can be easily achieved by a suitable scaling. The
ns ¼ m p 1 univariate B-spline basis functions Bsk;p : ð0;1Þ ! R;
k ¼ 1; . . . ;ns, are deﬁned recursively as follows:
Bsk;0ðnÞ ¼
1 for sk 6 n < skþ1
0 else

Bsk;pðnÞ ¼
n sk
skþp  sk B
s
k;p1ðnÞ þ
skþpþ1  n
skþpþ1  skþ1 B
s
kþ1;p1ðnÞ:
Whenever a zero denominator appears in the deﬁnition above, the
corresponding function Bsk;p is zero, and the whole term is consid-
ered to be zero. For open knot vectors, the ﬁrst and last basis func-
tion are interpolatory at the ﬁrst and the last knot, respectively.
Let fBsk;pgnsk¼1 and fBt‘;qgnt‘¼1 be two families of B-spline basis func-
tions deﬁned by the degrees p and q, and the open knot vectors
s ¼ ðs1; . . . ; snsþpþ1Þ; t ¼ ðt1; . . . ; tntþqþ1Þ;
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basis functions by
R ¼ fðk; ‘Þ : k 2 f1; . . . ; nsg; ‘ 2 f1; . . . ; ntgg:
Let wðk;‘Þ; ðk; ‘Þ 2 R, be positive weights. We deﬁne the bivariate
NURBS basis functions as follows:
Rðk;‘Þðn1; n2Þ ¼
RNðk;‘Þðn1; n2Þ
RDðn1; n2Þ
where the numerator RNðk;‘Þ and the denominator R
D are given by
RNðk;‘Þðn1; n2Þ ¼ Bsk;pðn1ÞBt‘;qðn2Þwðk;‘Þ; and
RDðn1; n2Þ ¼
X
ðk;‘Þ2R
Bsk;pðn1ÞBt‘;qðn2Þwðk;‘Þ ¼
X
ðk;‘Þ2R
RNðk;‘Þðn1; n2Þ:
Given a control net of control points Pðk;‘Þ 2 R2, where again ðk; ‘Þ 2 R,
the two-dimensional NURBS-surface G : Q ! X is deﬁned by
Gðn1; n2Þ ¼
X
ðk;‘Þ2R
Rðk;‘Þðn1; n2ÞPðk;‘Þ; ð3Þ
where Q ¼ ð0;1Þ2. We refer to Q as the parameter domain and to
X ¼ GðQÞ as the physical domain.
For a detailed discussion of NURBS mappings and B-spline basis
functions, and the properties of these functions we refer e.g. to
[3,10,11,22] and the references therein. Note that NURBS basis
functions of degree p are, in general, globally Cp1-continuous.
However, in the presence of multiple knots, the continuity reduces
according to the multiplicity. If a knot appears i times, the continu-
ity of a NURBS basis function of degree p at that knot is Cpi.
For our purposes, we assume that the geometry mapping is con-
tinuous and bijective (i.e. not self-penetrating), which are natural
assumptions for CAD-applications.
For better readability, we collapse the double index ðk; ‘Þ into
one multi-index k in the following. Hence, instead of (3), we write
Gðn1; n2Þ ¼
X
k2R
Rkðn1; n2ÞPk:3. Multi-patch geometry mappings
3.1. Single-patch NURBS discretization
In isogeometric analysis, the NURBS basis functions of the
geometry mapping are also used to represent the discrete solution.
The scalar H1-conforming ﬁnite element space in a single-patch
setting is the following:
Vh ¼ spanfbRkgk2R  H1ðXÞ; ð4Þ
wherebRk ¼ Rk  G1: ð5Þ
For problems of type (II), we need to use the corresponding vector-
valued space Vh  H1ðXÞ2. For simplicity, the following notation is
only oriented on the scalar case.
We assume that the prescribed Dirichlet data gD is such that
there exists g^ 2 Vh : gD ¼ g^jCD (otherwise, we project the Dirichlet
data gD to Vh). We deﬁne
V0h ¼ fv 2 Vh : vjCD ¼ 0g and
Vgh ¼ g^ þ V0h ¼ fv 2 Vh : v jCD ¼ gDg:
A function uh 2 Vh is represented as
uhðxÞ ¼
X
k2R
ukbRkðxÞ:The real-valued coefﬁcients uk are referred to as control variables or
degrees of freedom (DOF).
3.2. Multi-patch NURBS discretization
Assume that the physical domain X  R2 is represented by N
single-patch NURBS geometry mappings GðiÞ; i ¼ 1; . . . ;N, each of
which maps the parameter domain Q ¼ ð0;1Þ2 to an open physical
subdomain
XðiÞ ¼ GðiÞðQÞ  X; i ¼ 1; . . . ;N;
such that
X ¼
[N
i¼1
XðiÞ and XðiÞ \XðjÞ ¼ ; for i – j:
We use the superscript (i) to indicate that knot vectors, degrees,
NURBS basis functions, index sets, DOF, etc. are associated with a
mapping GðiÞ. For example, we denote the set of NURBS basis func-
tions of the geometry mapping GðiÞ by fRðiÞk gk 2 RðiÞ. For each subdo-
main XðiÞ, the local function space (for b ¼ 1) is deﬁned analogously
to (4) and (5) as
V ðiÞh ¼ spanfbRðiÞk gk2RðiÞ  H1ðXðiÞÞ;
where
bRðiÞk ¼ RðiÞk  GðiÞ1: ð6Þ
We denote the space of functions that are locally in V ðiÞh by
PVh ¼ fv 2 L2ðXÞb : v jXðiÞ 2 V ðiÞh ; 8 i ¼ 1; . . . ;Ng 
YN
i¼1
V ðiÞh : ð7Þ
As mentioned in Section 2.1, we have b ¼ 1 for problem (I), and
b ¼ 2 for problem (II). Functions in PVh are not necessarily contin-
uous. We choose the following subsets of continuous functions in
PVh:
Vh ¼ PVh \ CðXÞb; ð8Þ
V0h ¼ fv 2 Vh : v jCD ¼ 0g;
Vgh ¼ bg þ V0h:
A function uh 2 Vh is represented subdomain-wise by:
uhjXðiÞ ¼
X
k2RðiÞ
uðiÞk
bRðiÞk : ð9Þ
We denote the interface of two subdomains XðiÞ and XðjÞ (see Fig. 1)
by
Cði;jÞ ¼ @XðiÞ \ @XðjÞ:
We collect the index-tupels of all interfaces that are non-empty
CC ¼ fði; jÞ : Cði;jÞ – ;g; ð10Þ
with i; j 2 f1; . . . ;Ng. For ði; jÞ 2 CC, we call Cði;jÞ a subdomain vertex
(or vertex for brevity) if it consists of a single point, otherwise we
call it an edge. For ði; jÞ 2 CC, we collect the indices of those basis
functions in XðiÞ whose support intersects the interface Cði;jÞ:
Bði; jÞ ¼ fk 2 RðiÞ : suppbRðiÞk \ Cði;jÞ – ;g: ð11Þ
If k 2 Bði; jÞ, we say that the DOF uðiÞk is associated with the interface
Cði;jÞ. In case of a subdomain vertex, we have #Bði; jÞ ¼ #Bðj; iÞ ¼ 1,
where # indicates the cardinality.
Let Cði;jÞ be an edge. We say that the subdomains XðiÞ and XðjÞ are
fully matching, if the following two conditions are fulﬁlled (see
Fig. 1 for an illustration):
Fig. 1. Fully matching subdomains XðiÞ and XðjÞ: All weights equal to 1,
pðiÞ ¼ 2; sðiÞ ¼ f0; 0;0; 0:5;0:75;1;1;1g, qðiÞ ¼ 2; tðiÞ ¼ f0;0;0; 0:5;1;1;1g,
pðjÞ ¼ 1; sðjÞ ¼ f0;0;1;1g, qðjÞ ¼ 2; tðjÞ ¼ f0;0; 0;0:25; 0:5;1;1;1g.
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(ii) For each index k 2 Bði; jÞ, there must be a unique index
‘ 2 Bðj; iÞ, such thatbRðiÞk jCði;jÞ ¼ bRðjÞ‘ jCði;jÞ : ð12ÞThis is the case, if the two knot vectors are afﬁnely related and the
corresponding weights and degrees are equal.
For an illustration of two fully matching subdomains, see Fig. 1: The
interface Cði;jÞ is the image of the entire northern edge of Q ðiÞ under
the mapping GðiÞ, and the image of the entire western edge of Q ðjÞ
under GðjÞ. Furthermore, pðiÞ ¼ qðjÞ ¼ 2. The knot vectors sðiÞ and tðjÞ
are not equal, but due to the way they are mapped to Cði;jÞ, condition
(ii) is fulﬁlled. Hence, XðiÞ and XðjÞ are fully matching.
The tensor-product structure of the NURBS basis functions is
very convenient for collecting/identifying the DOF associated with
an interface, i.e. the index-set Bði; jÞ. In particular, in combination
with condition (i) for the fully matching case, one only has to know
which side (north, east, south or west) of the parameter domain
deﬁnes the interface to identify the associated DOF. For example,
in Fig. 1, using the double-index notation, we have
Bði; jÞ ¼ fðk; ‘Þgk¼1;...;5
‘¼4
 RðiÞ;
Bðj; iÞ ¼ fðk; ‘Þgk¼1
‘¼1;...;5
 RðjÞ:
Assume that the linear form f ðÞ can be assembled from contribu-
tions f ðiÞðÞ on XðiÞ, and let aðiÞð; Þ denote the restriction of að; Þ to
XðiÞ. Then, we can discretize the original minimization problem (2)
as a sum of local contributions:
Find uh such that
uh ¼ argmin
vh2Vgh
XN
i¼1
1
2
aðiÞðvh; vhÞ  f ðiÞðvhÞ
 
: ð13Þ
Condition (ii) for the fully matching setting implies that each DOF
uðiÞk ;k 2 Bði; jÞ, can be identiﬁed with a DOF uðjÞ‘ ; ‘ 2 Bðj; iÞ, such that
the corresponding basis functions match as in (12). If we identify
the DOF corresponding to these matching basis functions, then,together with the remaining DOF, we get a representation of the
space Vh in (8). Employing a suitable numbering for the identiﬁed
DOF, we can rewrite (13) in the form
Ku ¼ f; ð14Þ
where u is the coefﬁcient vector corresponding to the DOF which
are not on CD;K is the stiffness matrix and f is the load vector. This
system can be solved by standard sparse LU-factorization [12].
However, it is well known that for large problem size, the memory
requirement and the runtime complexity of direct solvers are inef-
ﬁcient. Alternatively, one can use efﬁcient iterative solvers such as
conjugate gradient methods with appropriate preconditioners
[45]. In the case of standard FEM discretizations, such precondition-
ers have been well studied in the literature, see e.g. [53] for geomet-
ric and algebraic multigrid methods, and see [52] for domain
decomposition methods.
It is important to note that by assembling the system matrix
K from the subdomain contributions, the structural f(subdomain-
wise) properties of the problem are lost, which are hard to
regain from K alone. To alleviate this difﬁculty, in the following
section we present a solver (inspired by the FETI methods
[15,17–19,42,52]) which inherently uses the local structure of
(13). This approach is very suitable for parallelization, and more-
over, since it mainly uses solvers on the local subdomains, their
tensor product structure can be exploited (e.g. using wavelets or
FFT).
4. Solver design
In the IETI method, we work in the space
PVh ¼
YN
i¼1
V ðiÞh
as deﬁned in (7). Since these functions are, in general, discontinuous
across subdomain interfaces, we need to impose the continuity con-
ditions separately. In the following, let v ðiÞ denote the ith compo-
nent of a function v 2 PVh.
4.1. Continuity constraints
Note that, in the index set CC, every interface Cði;jÞ is represented
twice. Therefore, we deﬁne the set
C ¼ fði; jÞ 2 CC : i < jg; ð15Þ
where each interface is represented only once. For each pair
ði; jÞ 2 C, we say that XðiÞ is the master subdomain and XðjÞ the slave
subdomain. For all ði; jÞ 2 C and a ﬁxed index k 2 Bði; jÞ, we can re-
write (12) in the following form:bRðiÞk jCði;jÞ ¼ X
‘2Bðj;iÞ
aði;jÞk;‘
bRðjÞ‘ jCði;jÞ ; ð16Þ
where, for a ﬁxed k 2 Bði; jÞ, all coefﬁcients aði;jÞk;‘ are zero, except
for one coefﬁcient which is 1. Note that the generalization of
(12) given in (16) might seem superﬂuous in the fully matching
setting, but it will be needed in Section 5 in the context of cases
which are not fully matching. There, we will also adapt the def-
inition of C.
We can collect the coefﬁcients aði;jÞk;‘ in the permutation matrix
Aði;jÞ ¼ ðaði;jÞk;‘ Þk 2 Bði; jÞ
‘ 2 Bðj; iÞ
: ð17Þ
In the case of a subdomain vertex, where #Bði; jÞ ¼ 1, the matrix
Aði;jÞ has only one entry which is 1. Fig. 2(a) illustrates the coupling
conditions between subdomains and at a subdomain vertex.
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pose the following condition on the DOF associated with interfaces,
i.e. for all ði; jÞ 2 C:
uðiÞk 
X
‘2Bðj;iÞ
aði;jÞk;‘ u
ðjÞ
‘ ¼ 0 8k 2 Bði; jÞ: ð18Þ
The incorporation of essential boundary conditions is done in a sim-
ilar way, see the all-ﬂoating BETI method [42] and the total FETI
method [15]. We denote the interface between @XðiÞ and CD by
Cði;DÞ ¼ @XðiÞ \ CD:
Similar to (11), we collect the DOF of uðiÞ that are associated with CD,
i.e. with the interface Cði;DÞ, in the following index set:
DðiÞ ¼ k 2 RðiÞ : suppbRðiÞk \ Cði;DÞ – ;n o:
Recall from Section 3.1 that we assume that there exists a functionbg 2 Vh with bg jCD ¼ gDjCD . Hence, we can write
gDjCði;DÞ ¼
X
k2DðiÞ
gðiÞk
bRðiÞk jCði;DÞ
with real-valued coefﬁcients gðiÞk . We incorporate essential boundary
conditions by imposing the following constraints on the DOF that
are associated with CD, i.e. for all i such that C
ði;DÞ – ;:
uðiÞk ¼ gðiÞk 8k 2 DðiÞ: ð19Þ
These constraints can be thought of as continuity between the
physical subdomains and a virtual neighbour subdomain (see
Fig. 2(b) for an illustration).
Let J denote the total number of constraints of the form (18) and
(19):
J ¼
X
ði;jÞ2C
#Bði; jÞ þ
XN
i¼1
#DðiÞ:
We assume a ﬁxed numbering of these constraints and introduce
the following notation. For a vector y 2 RJ ; yði;jÞk denotes the compo-
nent corresponding to the constraint (18), and yði;DÞk denotes the
component corresponding to the constraint (19). We deﬁne the
jump operator B as follows:
B : PVh ! RJ
ðBuÞði;jÞk ¼ uðiÞk 
X
‘2Bðj;iÞ
aði;jÞk;‘ u
ðjÞ
‘ ð20Þ
ðBuÞði;DÞk ¼ uðiÞk : ð21Þ
Hence, the conditions for C0-continuity (18) and the incorporation
of essential boundary conditions (19) read
Bu ¼ b; ð22Þ
where the entry of the vector b 2 RJ is zero when corresponding to
an interface condition (20), and it equals gðiÞk when corresponding toFig. 2. Illustration of fully redundant coupling and all ﬂoating setting. Arrows
indicate coupling conditions and point from master subdomain to slave subdomain.an essential boundary condition (21). For bg 2 Vh with bg jCD ¼ gDjCD ,
we have b ¼ Bbg . Note that the linear operator B can be represented
by a signed Boolean matrix. With (22), we obtain the following re-
stricted minimization problem which is equivalent to (13):
Find u such that
u ¼ argmin
v 2 PVh
Bv ¼ b
XN
i¼1
1
2
aðiÞðv ðiÞ; v ðiÞÞ  f ðiÞðv ðiÞÞ
 
: ð23ÞRemark 4.1. Throughout this paper, we assume that the compu-
tational domain is represented as a collection of several patches
which are joined with C0-smoothness along their interfaces. These
patches simultaneously serve as the subdomains for the IETI
method. The approach can be extended to unstructured meshes,
such as T-spline representations [3,46,47], which are also fre-
quently used in isogeometric analysis. Similar to the case of
classical FETI, a computational domain represented by a T-spline
mesh can be split into subdomains. The coupling of the DOF across
the interfaces needs to take all test functions into account that do
not vanish on the interface. Typically, these DOF form a strip whose
width increases with the degree of smoothness of the T-spline
representation. This is different both from the classical FETI method
for piecewise linear ﬁnite elements and from the multi-patch
NURBS discretization with C0-continuity, where these DOF are
arranged along lines. Consequently, when extending the framework
to unstructured meshes in IGA, a larger number of Lagrange
multipliers will be needed as compared with the C0 case. Moreover,
for general T-spline meshes, it is no longer possible to beneﬁt from
the simple tensor-product structure of the subdomains.4.2. Saddle point formulation
Using the local basis of each subdomain space V ðiÞh , each function
v ðiÞ 2 V ðiÞh is uniquely represented by a vector vðiÞ. Correspondingly,
each function v 2 PVh has a representation as a vector v of the
form
v ¼ ðvð1Þ; . . . ;vðNÞÞ ð24Þ
whose blocks are the local vectors vðiÞ. Let KðiÞ denote the stiffness
matrix corresponding to the local bilinear form aðiÞð; Þ and deﬁne
K ¼
Kð1Þ 0
. .
.
0 KðNÞ
0BB@
1CCA:
Analogously, let f denote the load vector whose blocks fðiÞ corre-
spond to the local subdomain load vectors, and let B be the matrix
representation of the jump operator B.
The minimization problem (23) is then equivalent to the follow-
ing saddle point problem:
Find u 2 PVh with the vector representation u as in (24) and La-
grange multipliers k 2 RJ , such that
K BT
B 0
 !
u
k
 
¼ f
b
 
: ð25Þ
We note that even though k is only unique up to an element from
kerBT , the solution u is unique.
The common strategy of FETI-type methods is to reduce (25) to
an equation that involves only k. This is not straightforward, since
in the case of our model problems (see Section 2.1) the local matri-
ces KðiÞ are not invertible. More precisely, in the scalar elliptic case
(I) the kernel is spanned by the constant functions, and for the two-
dimensional linearized elasticity problem (II), the kernel is
spanned by three rigid body modes.
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[15], additional unknowns are introduced that span the kernel. In
this paper, however, we will follow the dual-primal FETI (FETI-
DP) method, see [18] and [52, Section 6.4], thus obtaining IETI-DP.
4.3. Dual-primal formulation
Recall that we only consider NURBS geometry mappings with
open knot vectors. Therefore, at every vertex of the parameter do-
main Q, there is exactly one index k0 2 RðiÞ, such that RðiÞk0 at this
vertex is 1, while all other basis functions are zero. Hence, we
can distinguish DOF that are associated with the vertices of the
parameter domain. Such DOF that are associated with the vertices
of a parameter domain are called primal DOF. All other DOF are re-
ferred to as non-primal or remaining DOF.
We deﬁne the following subset of PVhfWh ¼ fv 2 PVh : v is continuous at all verticesg:
To achieve the continuity above, we identify all the primal DOF that
are associated with a common point in the physical domain, and we
ﬁx a global numbering of these primal DOF. Then, a function v 2 fWh
can be uniquely represented by a vector ev of the form
ev ¼ ðevP; evRÞT ¼ ðevP; ev ð1ÞR ; . . . ; ev ðNÞR ÞT ; ð26Þ
where the subscripts P and R refer to primal and remaining DOF,
respectively. Note that v in (24) and ev in (26) are different vector
representations of the same function v 2 fWh  PVh.
Let eB denote the jump operator on fWh deﬁned byeBeu ¼ Bu;
where eu is the representation of u in the form of (26). Analogously
to (26), we can writeeB ¼ ðeBP ; eBRÞ ¼ ðeBP ; eBð1ÞR ; . . . ; eBðNÞR Þ:
4.3.1. Setting up the global system
Since the solution u 2 fWh, we can replace the spacePVh in (25)
by fWh. In the following, we will derive an equivalent saddle point
formulation.
By rearranging the local DOF uðiÞ in such a way that the primal
DOF come ﬁrst, the subdomain stiffness matrix KðiÞ and the load
vector fðiÞ take the form
eKðiÞ ¼ eKðiÞPP eKðiÞPReKðiÞRP eKðiÞRR
 !
; ef ðiÞ ¼ ef ðiÞPef ðiÞR
 !
: ð27Þ
From these local contributions, we obtain the global stiffness matrixeK and the global load vector ef
eK ¼ eKPP eKPReKRP eKRR
 !
; ef ¼ ef Pef R
 !
: ð28Þ
Note that, due to the identiﬁcation of the primal DOF, the compo-
nents carrying a subscript P in (28) are assembled from local contri-
butions. eKRR and efR have the form
eKRR ¼
eKð1ÞRR 0
. .
.
0 eKðNÞRR
0BB@
1CCA; ef RR ¼
ef ð1ÞR
..
.
ef ðNÞR
0BB@
1CCA:
Note that eKPP is not block-diagonal.
The coupling conditions of the form (20) can be neglected at the
primal DOF, but it has no effect on the algorithm if they are in-
cluded. Depending on the implementation of the jump operator,
one might decide to keep them or not.With the same steps as before, we arrive at the following saddle
point problem which is equivalent to (25):
Find u 2 fWh, represented by eu as in (26), and Lagrange multipli-
ers k 2 RJ , such thateK eBTeB 0
 ! eu
k
 !
¼
ef
b
 !
: ð29Þ
Note that the matrix eK in (29) is singular, because the space fWh has
no restrictions on CD for our model problems. In the next section,
we will incorporate essential boundary conditions at those primal
DOF that are associated with CD. This incorporation will lead to a
non-singular matrix.
4.3.2. Essential boundary conditions
We distinguish between essential primal DOF associated with
CD, and ﬂoating primal DOF that are in the interior of X or associ-
ated with CN . We indicate this with the subscripts d and f, respec-
tively. We assume for simplicity that in the vector eu the essential
primal DOF are listed ﬁrst, i.e.
eu ¼ ðeud; euf ; euRÞT ¼ ðeud; euf ; euð1ÞR ; . . . ; euðNÞR ÞT ð30Þ
and
eK ¼
eKdd eKdf eKdReKfd eKff eKfReKRd eKRf eKRR
0BB@
1CCA; ef ¼
ef def fefR
0BB@
1CCA;
eB ¼ eBd eBf eBR :
Let egd be the vector whose entries are the values of gD at the essen-
tial primal DOF. Since eud ¼ egd, the saddle point problem (29) is
equivalent to the following problem:
Find u 2 fWh, represented by eu as in (30), and Lagrange multipli-
ers k 2 RJ , such that
K BT
B 0
 ! eu
k
 !
¼ f
b
 !
; ð31Þ
where
K ¼
I 0 0
0 eKff eKfR
0 eKRf eKRR
0B@
1CA; ð32Þ
f ¼
egdef f  eKfdegdef R  eKRdegd
0B@
1CA; ð33Þ
B ¼ 0 eBf eBR ; ð34Þ
b ¼ b eBdegd ð35Þ
and I is the identity matrix. We see that each entry of b correspond-
ing to a multiplier acting on an essential primal DOF vanishes. Also,
these multipliers are superﬂuous as they do not inﬂuence the solu-
tion eu and can be left out completely.
As before, we denote the components of K, f, and B in (32)–(34)
that correspond to primal and remaining DOF with the subscripts P
and R, respectively. Hence,
KPP ¼ I 00 eKff
 
; KPR ¼ 0eKfR
 
;
KRP ¼ 0 eKRf ; KRR ¼ eKRR;
fP ¼
egdef f  eKfdegd
 !
; fR ¼ ef R  eKRdegd;
BP ¼ 0 eBf ; BR ¼ eBR:
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glected at all the essential primal DOF, but it has no effect on the
algorithm if they remain.
Remark 4.2. Similar to the construction (32)–(35), we can also
directly incorporate the essential boundary conditions at the
remaining non-primal essential DOF. If this is done, the corre-
sponding multipliers can again be left out. This approach would be
closer to the original FETI-DP method as proposed in [18].4.3.3. Dual problem
In our model problems the matrix K in (32) is invertible, and the
ﬁrst line of (31) yields
eu ¼ K1ðf  BTkÞ:
Inserting this identity into the second line of (31), we obtain the
dual problem
Fk ¼ d ð36Þ
with F ¼ BK1BT and d ¼ BK1 f  b. To realize the application of
K1, we use the block factorization
K1 ¼ I 0K1RRKRP I
 
S1PP 0
0 K1RR
 !
I KPRK1RR
0 I
 !
ð37Þ
where
SPP ¼ KPP  KPRK1RRKRP:
Recall that KRR is block diagonal. Hence, applying K
1
RR corresponds
to solving local problems independently on each subdomain, e.g.
by sparse LU factorization [12]. Note that K1RR appears three times
in (37), but it has to be applied only twice, because two of the appli-
cations of K1RR are on the same vector.
The matrix SPP can be assembled from local contributions
SðiÞPP ¼ KðiÞPP  KðiÞPRðKðiÞRRÞ1KðiÞRP:
One can show that SPP is sparse and that it can be factorized using
standard sparse LU factorization [12]. The size of SPP is determined
by the number of primal DOF. Since we only have primal DOF at the
subdomain vertices, their number is bounded by 4N. Typically, the
number of subdomains, and therefore the size of SPP , is much smal-
ler than the size of KðiÞRR, but even in the case of many subdomains SPP
is sparse.
We can solve the symmetric and positive deﬁnite system (36)
for k by a CG algorithm. Once we have obtained k, we can calculate
euP ¼ S1PP fP  BTPk KPRK1RR ðfR  BTRkÞ : ð38Þ
The remaining local solutions are then given by
euR ¼ K1RR fR  BTRk KRP euP : ð39Þ
In [19], the unpreconditioned interface problem (36) is discussed
for the classical FETI method, and it is shown that the condition
number is of order
jðFÞ ¼ OðH=hÞ; ð40Þ
where H and h denote the characteristic subdomain size and the ﬁ-
nite element mesh size, respectively. The numerical tests presented
in Section 6 indicate that the IETI method behaves similarly. In the
next section, following [18], we deﬁne a preconditioner for the
interface problem which will be used for the numerical examples
in Section 6.
4.4. Preconditioner
Our construction follows the scaled Dirichlet preconditioner
that was introduced in [19,28,44] and extended to the dual-primalformulation in [18,29]. We indicate interior DOF with the subscript
I, and the DOF associated with the boundary @XðiÞ of a subdomain
with the subscript B. Assume that the DOF are now numbered such
that the interior DOF are listed ﬁrst, then the local stiffness matrix
KðiÞ takes the form
KðiÞ ¼ K
ðiÞ
II K
ðiÞ
IB
KðiÞBI K
ðiÞ
BB
 !
: ð41Þ
The dual-primal Dirichlet preconditioner is deﬁned by
M1 ¼
XN
i¼1
DðiÞBðiÞ
0 0
0 SðiÞBB
 
BðiÞ
T
DðiÞ; ð42Þ
where
SðiÞBB ¼ KðiÞBB  KðiÞBI ðKðiÞII Þ1KðiÞIB :
Since KðiÞII is the local stiffness matrix of X
ðiÞ with all boundary DOF
ﬁxed, it can be factorized as easily and cheaply as KðiÞRR. The matrix
BðiÞ in (42) is the restriction of B to the interface conditions associ-
ated withXðiÞ. The matrix DðiÞ is a scaled diagonal matrix of size J  J,
where J is the number of Lagrange multipliers. Its entries are
ðDðiÞÞkk ¼ 1=multðkÞ;
where multðkÞ is the number of subdomains which have interfaces
associated with the Lagrange multiplier kk. In particular, multðkÞ
takes the following values:
multðkÞ ¼ 1, if kk corresponds to an essential boundary condition.
multðkÞ ¼ 2, if kk corresponds to a coupling condition that does
not involve a subdomain vertex.
multðkÞP 2, if kk corresponds to a coupling condition that
involves a subdomain vertex.
These scalings can be found in e.g. [28,29], where the authors show
that certain jumps in the diffusion coefﬁcient (problem (I)) or the
Lamé parameters (problem (II)) can be treated robustly.
In [29], it was shown that the condition number of the precon-
ditioned FETI-DP interface problem behaves like
jðM1FÞ ¼ Oðð1þ logðH=hÞ2Þ;
where H and h are as deﬁned at the end of Section 4.3. The numer-
ical results presented in Section 6 show that a similar behaviour can
be observed in the IETI method.
4.5. Isogeometric Tearing and Interconnecting algorithm
To summarize, the overall IETI-DP algorithm is as follows.
1. For each i ¼ 1; . . . ;N, locally on each subdomain XðiÞ (in parallel)
(a) Assemble the local stiffness matrix KðiÞ and load vector fðiÞ
using a fully local numbering of the DOF.
(b) Partition KðiÞ and fðiÞ as in (28), factorize KðiÞRR, calculate S
ðiÞ
PP .
(c) Partition KðiÞ as in (41), factorize KðiÞII .
2. Assemble and factorize SPP , calculate d.
3. Solve Fk ¼ d by PCG with preconditioner M1 as in (42).
4. Calculate euP as in (38),euP ¼ S1PP fP  BTPk KPRK1RR ðfR  BTRkÞ :
5. For each i ¼ 1; . . . ;N, obtain euðiÞR as in (39) (in parallel),euðiÞR ¼ KðiÞRR1 fðiÞR  ðBðiÞR ÞTk KðiÞRP euP :
Fig. 4. Interface with hanging knots: pðiÞ ¼ pðjÞ ¼ 2, sðiÞ ¼ f0;0; 0;1=8;2=8; . . . ;7=8;
1;1;1g is a reﬁnement of sðjÞ ¼ f0;0; 0;1=4;1=2;3=4; 1;1;1g.
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The tensor-product structure of NURBS basis functions is incon-
venient for local reﬁnement. The insertion of a knot affects the
whole domain and may introduce superﬂuous DOF. Recent work
on methods for local reﬁnement in IGA includes analysis suitable
T-splines (see, e.g. [3,34,35,47–49]), THB-splines (see [20]), and
PHT-splines (see [13,40]), as well as the use of ﬁnite element-based
strategies in the IGA framework (see [30]).
However, the IETI-approach introduces some possibilities for
restricting the reﬁnement to one or a few subdomains (of many),
even when working with tensor-product NURBS basis functions
and straightforward knot insertion. We will sketch two such meth-
ods: h-reﬁnement on one subdomain and reﬁnement by substruc-
turing (see Fig. 3). Note that, in both cases, we assume that the
initial setting is fully matching.
5.1. h-reﬁnement on one subdomain
Although a knot insertion affects the whole parameter domain
due to the tensor-product structure of the NURBS basis functions,
we can limit the reﬁnement to a single subdomain, as depicted
in Fig. 3(b). Such a local reﬁnement procedure was proposed in
[10] in the context of multi-patch NURBS discretizations.
We assume that on an interface, which is not fully matching, the
knot vector on one subdomain (the ﬁne side) is a reﬁnement of the
knot vector on the other subdomain (the coarse side), as in the
example in Fig. 3(b). In Fig. 4, such a case is illustrated schemati-
cally: The knot vector sðiÞ is obtained from sðjÞ by one step of uni-
form h-reﬁnement. In contrast to the fully matching case, the
numbers of DOF of V ðiÞh and V
ðjÞ
h on the interface C
ði;jÞ are not equal,
and condition (ii) for the fully matching case is not fulﬁlled. In ref-
erence to hanging nodes in ﬁnite element methods, we call this a
setting with hanging knots (note that we still assume that the geom-
etry is conforming). As a consequence, we cannot couple the DOF
as simply as in (18). In particular, the matrix Aði;jÞ in (17) has to
be modiﬁed accordingly.Fig. 3. Two options for reﬁning the shaded area in (a).The number of interface conditions on such an interface is
determined by the ﬁne side, which is chosen as the master subdo-
main. Hence, we adapt the deﬁnition (15) of C as follows:
If Cði;jÞ is an interface with hanging knots, we deﬁne
ði; jÞ 2 C;if #Bði; jÞP #Bðj; iÞ;
ðj; iÞ 2 C;otherwise:
If Cði;jÞ is a fully matching interface, we follow the deﬁnition of C in
(15), i.e.,
ði; jÞ 2 C;if i < j;
ðj; iÞ 2 C;otherwise:
For example, in Fig. 4, the master subdomain is XðiÞ, i.e. ði; jÞ 2 C.
Without loss of generality, we assume that sðiÞ is a reﬁnement of
sðjÞ and that the weights on the ﬁner side are obtained by the knot
insertion algorithm [43]. Hence, on the interface Cði;jÞ the coarse ba-
sis function bRðjÞ‘ jCði;jÞ ; ‘ 2 Bðj; iÞ can be represented exactly as a linear
combination of ﬁne basis functions bRðiÞk jCði;jÞ ;k 2 Bði; jÞ. Therefore, for
each ‘ 2 Bðj; iÞ, there exist coefﬁcients z‘;k, such thatbRðjÞ‘ jCði;jÞ ¼ X
k2Bði;jÞ
z‘;k bRðiÞk jCði;jÞ : ð43Þ
The coefﬁcients z‘;k can be obtained from well-known formulae for
the reﬁnement of B-Spline basis functions [43].
We require C0-continuity of uh across the interface C
ði;jÞ, i.e. we
requireX
k2Bði;jÞ
uðiÞk
bRðiÞk jCði;jÞ ¼ X
‘2Bðj;iÞ
uðjÞ‘ bRðjÞ‘ jCði;jÞ ¼ X
‘ 2 Bðj; iÞ
k 2 Bði; jÞ
uðjÞ‘ z‘;kbRðiÞk jCði;jÞ :
By comparing the coefﬁcients, we obtain
uðiÞk 
X
‘2Bðj;iÞ
z‘;k u
ðjÞ
‘ ¼ 0;
i.e. we obtain a continuity constraint in the same form as in (18) and
(20), where the coefﬁcients of the coupling matrix Aði;jÞ, see (17), are
given by
aði;jÞk;‘ ¼ z‘;k:Remark 5.1. In [24], the issue of coupling mortar discretizations in
the FETI-DP context was addressed. The procedure for formulating
the jump operator given therein would result in the same
coefﬁcients aði;jÞk;‘ if it is applied to the setting considered here.
With the modiﬁed coupling matrices, one can then perform the
same steps as in Section 4.3.2 and the sections thereafter. Here we
would like to point out that there are Lagrange multipliers which
connect primal essential DOF with a boundary condition as well
as multipliers connecting one and the same primal DOF. Both types
of multipliers are superﬂuous and can be left out. However, in the
presence of an interface with hanging knots, there are also multi-
pliers that connect primal and remaining DOF. These multipliers
cannot be left out and the corresponding entries in the vector b
do not vanish in general.
Fig. 6. Examples for hanging and not hanging subdomain vertices.
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As an alternative, the number of DOF can be increased locally by
subdividing one subdomain into smaller subdomains as illustrated
in Fig. 3(c).
If one wanted to subdivide the NURBS geometry mapping, e.g.
in order to be able to edit the geometry locally, one would split
the mapping and construct new knot vectors, weights and control
nets for the new geometry mappings. This is not necessary in the
IETI context, since we are not interested in actually splitting the
geometry representation. Instead, we split the parameter domain
into smaller subdomains which are mapped to the physical domain
by the original (unchanged) coarse geometry mapping.
A very simple method for substructuring the subdomain XðiÞ is
the following: We split the parameter domain Q ¼ ½0;12 into four
subdomains
Q ði;1Þ ¼ ð0;1=2Þ  ð0;1=2Þ;
Q ði;2Þ ¼ ð0;1=2Þ  ð1=2;1Þ;
Q ði;3Þ ¼ ð1=2;1Þ  ð0;1=2Þ;
Q ði;4Þ ¼ ð1=2;1Þ  ð1=2;1Þ:
We refer to this substructuring method as cross insertion. The basis
functions of the original parameter domain Q are pushed forward to
the smaller subdomain Q ði;kÞ by a linear mapping Gði;kÞ : Q ! Q ði;kÞ
and then transformed to the physical domain by the original map-
ping GðiÞ (see Fig. 5 for an illustration). The basis functions on Xði;kÞ
have the form
RðiÞk  Gði;kÞ
1  GðiÞ1
 
:
The domain decomposition obtained by substructuring is again a
setting with hanging knots. The matrix Aði;jÞ in the interface condi-
tion (18) is adapted as described in Section 5.1.
When we reﬁne by substructuring, we introduce situations
where the vertex of one subdomain coincides with the edge of an-
other subdomain. Such cases are illustrated in Fig. 3(c) and and
Fig. 6(a). We call such a subdomain vertex a hanging subdomain
vertex (or short hanging vertex). Note that not every T-shaped sub-
domain vertex is a hanging vertex, as illustrated in the example in
Fig. 6(b).
The choice of primal DOF in substructured subdomains, where
we have hanging vertices, is not as straightforward as in the fully
matching case. In the example of a hanging vertex in Fig. 6(a), there
is (in the scalar case) exactly one DOF on Xð2Þ that is associated
with the hanging vertex marked by the dashed circle (cf. the dis-
cussion at the beginning of Section 4.3). While the same applies
to Xð3Þ, this is not true on Xð1Þ, where we have several NURBS basis
functions which are nonzero at the marked hanging vertex. Instead
of incorporating a special treatment of hanging vertices, we choose
to omit primal DOF at hanging vertices and discuss under which
conditions this is possible.Fig. 5. Embedding smaller subdomains Q ði;kÞ into the original parameter domain
Q ðiÞ .For the scalar elliptic problem (I), the kernel of the stiffness ma-
trix of a ﬂoating subdomain is spanned by the constant function,
i.e., the kernel has dimension one. In this case, it is sufﬁcient to
have at least one primal DOF on each subdomain. This is easily
guaranteed, if we start from a fully matching setting, apply sub-
structuring by cross-insertion as described in Section 5.2, and se-
lect primal DOF at all subdomain vertices which are not hanging.
The example in Fig. 7(a) shows the positions of primal DOF after
two cross insertions.
In a two-dimensional setting, we call a subdomain vertex a pri-
mal vertex, if the two DOF associated with this vertex are primal.
For the two-dimensional linearized elasticity problem (II), where
the kernel is spanned by the three rigid body modes, we need at
least three primal DOF per subdomain. This is satisﬁed, if we
choose at least two primal vertices per subdomain (i.e., four primal
DOF in total). However, as illustrated in Fig. 7(a), this is not guar-
anteed if we apply substructuring by cross-insertion without addi-
tional considerations.
For linearized elasticity problems, we introduce reﬁnement lev-
els and we assign reﬁnement level 0 to every subdomain in the ini-
tial setting. When a subdomain is split into four smaller
subdomains by cross insertion, the levels of the new, smaller sub-
domains are increased by 1 (see Fig. 8 for an illustration). We call
the reﬁnement a 1-level substructuring, if the reﬁnement levels of
any two subdomains with an edge as their interface differ by at
most 1. If we start from a fully matching setting, apply 1-level sub-
structuring by cross-insertion, and choose all non-hanging vertices
as primal vertices, then it is guaranteed that there are at least two
primal vertices, i.e., at least four primal DOF, on each subdomain.
The example in Fig. 7(b) illustrates the positions of primal vertices
after two such 1-level substructuring steps. Note that, depending
on the location of the reﬁned area, 1-level substructuring can effect
neighbouring subdomains. This disadvantage is accepted as a
trade-off for avoiding an involved treatment of hanging vertices.
Note that the discretization is only C0-continuous along subdo-
main interfaces. By substructuring a subdomain, new interfaces are
introduced, and thereby the discretization is changed.Fig. 7. Subdomains reﬁned by substructuring. Positions of primal vertices marked
by 	.
00
1 1
11
1
2
Fig. 8. Reﬁnement levels of subdomains (initial setting as in Fig. 3(a)).
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Section 5.1 and Section 5.2 can be combined by applying them
one after the other. Furthermore, the coupling methods described
in this section can be combined with isogeometric local reﬁnement
methods such as those mentioned at the beginning of Section 5. If
such local reﬁnement methods are applied only in the interior of
one or many subdomains, obviously, the coupling at the subdo-
main interfaces is not inﬂuenced. If the reﬁned areas extend to
subdomain boundaries, and one side is a reﬁnement of the other,
C0 coupling can be done as described in this section.5.3. Preconditioning in the presence of hanging knots
As mentioned in Section 5.1, when we have hanging knots, the
coupling matrix BðiÞ is not a signed Boolean matrix any more. The
Dirichlet preconditioner that was deﬁned in (42) can still be ap-
plied in settings with hanging knots. However, as already men-
tioned in [24] in the context of mortar discretizations, while the
asymptotic behaviour of the condition number remains the same,
the condition number itself increases. This can also be observed
in the numerical tests with the IETI-DP method (see Section 6 for
the results).
We now adapt the preconditioner for settings with hanging
knots by replacing the scaling matrix DðiÞ in (42) by a modiﬁed
diagonal matrix DðiÞA . Its entries are deﬁned as follows:Fig. 9. Case (A), bracket with r
Fig. 10. Case (B), bracket withDðiÞA
 
kk
¼ 1=multðkÞ, if kk corresponds to a fully matching interface.
Here, multðkÞ is as deﬁned in Section 4.4.
DðiÞA
 
kk
¼ 1,if kk corresponds to an interface with hanging knots
and XðiÞ is the master subdomain.
DðiÞA
 
kk
¼ 0,otherwise.
The preconditioner M1A for the case with hanging knots is deﬁned
analogous to (42) by
M1A ¼
XN
i¼1
DðiÞA B
ðiÞ 0 0
0 SðiÞBB
 
BðiÞ
T
DðiÞA :
As it will be reported in Section 6, this preconditioner leads to lower
condition numbers as compared toM1 from Section 4.4 in settings
with hanging knots. Note that we have M ¼ MA in fully matching
settings.
6. Numerical examples
In this section, we present three numerical test examples for the
IETI-DP method. We test the method and the reﬁnement options
presented in Section 5, and we study the performance of the pro-
posed preconditioners. The conjugate gradient method was applied
to solve the interface problem Fk ¼ d in (36), both without and
with the discussed preconditioners. In the following tables, we dis-
play the numbers of iterations needed until the stopping criterion
krkk‘2=kdk‘2 < 10
8
was fulﬁlled, where rk is the residual in the kth iteration and k  k‘2
denotes the Euclidean norm. The condition numbers in these tables
were computed numerically using the Lanczos method.ounded reentrant corner.
sharp reentrant corner.
Fig. 11. Condition numbers and (P)CG iterations for cases (A) and (B) of a bracket
under load.
Fig. 13. Comparison of the energy norms of the discrete solutions kuhkE in cases (B)
and (C).
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could be dealt with by using direct solvers) is to illustrate the
method and its potential. The true computational advantage of
the IETI method against direct solvers will become apparent in
large problem sizes and/or three-dimensional problems.
6.1. Bracket under load
Our ﬁrst example is a linearized elasticity problem (type (II) in
Section 2.1). We consider the two geometries displayed in Fig. 9(a)
and and Fig. 10(a), where the ﬁrst one, which is taken from an illus-
tration in [11], has a rounded reentrant corner, and the second one
has a sharp reentrant corner. We refer to these geometries as case
(A) and case (B), respectively.
In Fig. 9(a) and 10(a), we show the subdomain decomposition
and indicate the boundary conditions. We ﬁx the two lower holes
by applying homogenous essential boundary conditions, while a
constant downward pointing traction tN with magnitude 1000 N
is applied at the walls of the rightmost hole. The remaining bound-
aries are free of traction. The material parameters are set to
E ¼ 3  107 kPa and m ¼ 0:3. Note that the circular holes contained
in the domains are represented exactly by NURBS geometry map-
pings of degree 2.
In Fig. 9(b) and 10(b), the calculated stress component r11 is de-
picted for cases (A) and (B), respectively. Note that the scales are
different, and that the scale in Fig. 10(b) has been cutoff below
for a better visibility of the stress distribution. The results illustrateFig. 12. Case (C), bracket with sharp reentrant corner and local h-reﬁnement near th
component r11 as in Fig. 10(b).that the IETI-DP method can be applied to non-trivial geometries
including holes and consisting of numerous subdomains.
The condition numbers and the (P)CG iteration numbers for
these fully matching settings are given in the table in Fig. 11. The
column labeled n shows the number of knot spans in the direction
indicated by the small arrows at the bottom in Fig. 9(a) and 10(a).
The column #k shows the number of Lagrange multipliers, i.e., the
size of the interface problem (36). The columns labeled F andM1F
display the condition numbers of the interface problems and the
(P)CG iteration numbers without preconditioner, and with precon-
ditioner M1 as deﬁned in Section 4.4, respectively. The entry
‘‘>200’’ indicates that the desired accuracy was not reached after
200 iterations. The results show the expected, moderate growth
in the preconditioned case.
In Fig. 10(b), the peak stress near the reentrant corner in case
(B) is clearly visible. To obtain a better resolution of the peak stress,
we introduce case (C), which is indicated in Fig. 12(a). Here, the
subdomains near the corner have a ﬁner discretization than the
subdomains which are far from the corner, and we have interfaces
with hanging knots. The number of knot spans on the ﬁnest and
coarsest subdomain discretizations are denoted by nfine and
ncoarse, respectively. These numbers are measured in the directions
indicated by the small arrows in Fig. 12(a). The ratio nfine=ncoarse ¼ 4e corner. The ratio nfine=ncoarse ¼ 4 is the same for all chosen meshes. The stress
Fig. 14. Bending of a cantilever, problem setting and discussed cases.
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(P)CG iteration numbers for this setting with hanging knots are
presented in Fig. 12(b). Clearly, the preconditioner M1A
deﬁned in Section 5.3 performs better than M1 from Section 4.4.
The stress component r11 is not plotted for case (C), since it is
the same as in case (B), Fig. 10(b). The energy norm of the numer-
ical solutions in case (B) and case (C) is compared in Fig. 13. It
shows that for given DOF a faster convergence can be achieved
by local h-reﬁnement.6.2. Bending of a cantilever
We now consider a linearized elasticity problem (type (II) in
Section 2.1) on a cantilever of length L and thickness D. It is ﬁxed
at x ¼ 0 and subject to a parabolic traction at x ¼ L with resultant
P as illustrated in Fig. 14(a). We choose the parameters as follows:
L ¼ 48 m; D ¼ 12 m; E ¼ 3  107 kPa; m ¼ 0:3, and P ¼ 1000 N.
An analytical solution for the displacement ﬁeld u ¼ ðu1;u2ÞT
can be found, e.g. in [30,40,51]:
Fig. 15. Yeti’s footprint with adaptive reﬁnement.
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2  D
2
4
 ! !
;
P D2
 !u2 ¼ 6E0I 3m0y
2ðL xÞ þ ð4þ 5m0Þx 4 þ ð3L xÞx
2 ;where I ¼ D3=12 is the moment of inertia of the cross section of the
cantilever. When we consider the plane stress problem, we set
E0 ¼ E and m0 ¼ m. For the plane strain problem, we set
E0 ¼ E=ð1 m2Þ and m0 ¼ m=ð1 mÞ. Then, in both cases, the resulting
exact stress components are as follows:r11 ¼ PðL xÞyI ;
r12 ¼  P2I
D2
4
 y2
 !
;
r22 ¼ 0:
We apply the exact displacement as essential boundary conditions
at the boundary x ¼ 0, and the exact traction tN at x ¼ L. The
remaining boundaries at y ¼ 
D=2 are free of traction.
Note that the exact displacement ﬁeld u ¼ ðu1;u2ÞT is a cubic
polynomial. By using basis functions of degree 3 and due to the
simple geometry mappings, the exact solution u is in Vh. Although
214 S.K. Kleiss et al. / Comput. Methods Appl. Mech. Engrg. 247–248 (2012) 201–215the exact solution does not have peaks or singularities, we reﬁne
randomly chosen subdomains, in order to demonstrate the perfor-
mance of the IETI-DP method in settings with hanging knots. In
Fig. 14(b), the thick lines indicate the subdomain decomposition,
while the thin lines schematically indicate how ﬁne the discretiza-
tions of the respective subdomains are, and whether the setting is
fully matching or not. The numerical tests conﬁrm that, for all con-
sidered discretizations, the calculated numerical solution is exact
(up to the accuracy to which we solve (36) for k).
The table presented in Fig. 14(d) shows that the condition num-
bers behave as expected. For cases which are not fully matching,
the columns labeled ncoarse and nfine indicate the number of knot
spans in one direction on the coarse and ﬁne discretizations,
respectively. The other columns are labeled as in the previous
example. In the settings (C), (D), and (E) with hanging knots, it
can be observed that the condition number ofM1F grows slowlier
than in the unpreconditioned case. However, on coarse discretiza-
tions, both the absolute value of the condition number and the
number of (P)CG iterations are larger in the preconditioned case
than in the unpreconditioned case (cf. the discussion in the begin-
ning of Section 5.3). The preconditionerM1A performs much better
in all cases with hanging knots.
6.3. Poisson problem on Yeti’s footprint
In our third example, we solve the Poisson problem Du ¼ f
(type (I) in Section 2.1 with a ¼ 1) on the physical domain X
resembling the footprint of a Yeti. The domain is shown in
Fig. 15(a) and and consists of 21 subdomains. We set Dirichlet
boundary conditions at the big toe, and Neumann boundary condi-
tions everywhere else. The boundary conditions and the right hand
side f are determined by the exact solution
uðx; yÞ ¼ ðR rðx; yÞÞ
4 þ y=10; if rðx; yÞ < R;
y=10; else;
(
where rðx; yÞ ¼ jðx; yÞ  ðx0; y0Þj. This solution u is constructed in
such a way that it has a peak at ðx0; y0Þ. We set R ¼ 1 and
ðx0; y0Þ ¼ ð2:6;2:7Þ (see Fig. 15(a)).
Since the discussion of a posteriori error estimation is not in the
scope of this paper, and because we know the exact solution u, we
apply adaptive reﬁnement based on the exact error. For each sub-
domain XðiÞ, we calculate the local error in the energy norm
gðiÞ ¼ ku uhkE;XðiÞ . Then we mark all subdomains for reﬁnement,
for which
gðiÞ P 0:1maxfgðjÞ; j ¼ 1; . . . ;Ng
holds. In each such reﬁnement step, we apply uniform h-reﬁnement
on the marked subdomains. The global mesh after 5 such reﬁne-
ment steps is shown in Fig. 15(b). In Fig. 15(c), we compare the er-
ror obtained by global uniform reﬁnement and by the described
adaptive reﬁnement. As expected, for a given number of DOF a more
accurate solution can be achieved by adaptive, local h-reﬁnement,
as compared to global reﬁnement in a fully matching setting.
In Fig. 15(d), the condition numbers and the (P)CG iteration
numbers for the fully matching setting are presented. The column
labeled ‘‘DOF’’ indicates the global number of DOF. In Fig. 15(e), the
condition numbers and the (P)CG iterations in the adaptive reﬁne-
ment are shown.
7. Conclusion
We have proposed the IETI method which combines the ideas
and advantages of IGA and the FETI method. We preserve the exact
geometry representation from the coarsest discretization level,
thereby eliminating the need for data transformation, and alsoeliminating consequent approximation errors in the geometry. At
the same time, we apply the techniques from FETI methods to cou-
ple NURBS patches and to solve the presented model problems on
complicated computational domains which consist of many NURBS
patches and may contain holes.
We have discussed the coupling of interfaces with hanging
knots, thereby introducing options for local reﬁnement. These
can be applied using only NURBS basis functions with tensor-prod-
uct structure, without the need for involved local NURBS-reﬁne-
ment techniques. Numerical examples demonstrated the
performance of the IETI-DP method and of the proposed precondi-
tioners, both in fully matching settings, and in settings with hang-
ing knots.
In this paper, we have assumed that the subdomain interfaces
are either fully matching or that the discretization on one side is a
reﬁnement of the other. The coupling across fully matching inter-
faces can be extended to three-dimensional problems in a straight-
forward manner. Also, preconditioners from FETI-DP methods can
be applied to a three-dimensional IETI method. The solver design
and the choice of primal DOF (including edge averages which have
been proven necessary in three dimensions [29,52]) are more in-
volved, in particular in the presence of hanging vertices. The treat-
ment of more general interfaces, including interfaces that are not
necessarily geometrically conforming (i.e., thatmayhave small gaps
or overlaps) is open for futurework. Another interesting issue for fu-
ture research on the IETImethod is the incorporationof fast iterative
subdomain solvers, such as geometric multigrid solvers and solvers
exploiting the tensor product structure, e.g., wavelet solvers.Acknowledgement
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