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RECONSTRUCTION THEOREM FOR QUANTUM STOCHASTIC
PROCESSES
V P BELAVKIN
Abstract. Statistically interpretable axioms are formulated that define a
quantum stochastic process (QSP) as a causally ordered field in an arbitrary
space–time region T of an open quantum system under a sequential observation
at a discrete space-time localization. It is shown that to every QSP described
in the weak sense by a self-consistent system of causally ordered correlation
kernels there corresponds a unique, up to unitary equivalence, minimal QSP
in the strong sense. It is shown that the proposed QSP construction, which
reduces in the case of the linearly ordered discrete T = Z to the construction
of the inductive limit of Lindblad’s canonical representations [8], corresponds
to Kolmogorov’s classical reconstruction [12] if the order on T is ignored and
leads to Lewis construction [14] if one uses the system of all (not only causal)
correlation kernels, regarding this system as lexicographically preordered on
Z×T . The approach presented encompasses both nonrelativistic and relativis-
tic irreversible dynamics of open quantum systems and fields satisfying the
conditions of local commutativity semigroup covariance. Also given are neces-
sary and sufficient conditions of dynamicity (or conditional Markovianity) and
regularity, these leading to the properties of complete mixing (relaxation) and
ergodicity of the QSP.
0. Introduction
The problem of statistical foundation for the irreversible processes in open sys-
tems of quantum thermodynamics and measurement theory encountered in coherent
optics, quantum communications and microelectronics [1]–[3] requires the develop-
ment of a general theory of quantum stochastic processes (QSP) that contains the
classical theory and the known QSP models as special cases. This theory must be
operational and should admit a microscopically consistent statistical interpretation
for the irreversible successive physical maps like quantum dynamical transforma-
tions and quantum measurement operations. On the phenomenological level such
quantum operations were introduced already by von Neumann [4] and considered
in a more general framework by Haag and Kastler [5] and Davies and Lewis [6]. A
microscopically consistent operational approach to the general QSP theory which
will be followed here, containing the classical and quantum statistical theories as
special cases, was outlined in [7].
In physical applications, QSPs are usually described by special chronologically
ordered correlation functions, the only functions which can be dynamically defined
and tested on the basis of the statistics of successive measurements in real time,
called causal. An axiomatic definition of QSPs based on causal correlation operators
corresponding to a discrete time T = Z was given by Lindblad [8] for the case of
a simple observable algebra B = B(H), and by author [9] for a Boolean algebra
B of measurable events B ⊆ E. Such an approach leads to the description of
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representations pit, t ∈ T of the algebra B in an expanding physical system, the
mathematical definition of which lies in the basis of the operational approach [7]
and will be developed here.
The aim of the present paper is threefold. First, we give a physically interpretable
— in real time — definition of a QSP as a family of representations of the observ-
able algebra B in a single (large) quantum system by indicating a universal method
of constructing (reconstructing) such a system from causal correlation kernels de-
scribed by the consistent axioms formulated in the paper. Second, we reconstruct
the unitary representation of the irreversible endomorphic dynamics correspond-
ing to the stationary QSP and encompass in a unified manner both nonrelativistic
and relativistic covariant QSPs describing open quantum systems and fields in a
causally ordered space-time region T ⊆ Rd+1 with respect to a given semigroup of
symmetries on T . And third, we derive the principle of nondisturbance (or the non-
demolition principle) as microcausality of a given quantum subsystem with respect
to the successive measurements of a QSP, assumed to be accessible for observations
in the given space-time T .
In order to give an explicit statistical interpretation of a QSP as a process of
chronologically ordered measurements at arbitrary times {t1, . . . , tn} ⊂ T , we shall
consider here only the QSP over an event algebra, that is a Boolean algebra B, for
which the probabilities of finite sequences of events Bt1 , . . . , Btn ∈ B, observed in
‘space–time” t ∈ T are determined directly by the diagonal values µ(Bt1 , . . . , Btn)
of the corresponding correlation kernels. It will be shown that the self-consistent
family of all causal correlation kernels that satisfy covariance conditions that gen-
eralize Lorentz covariance and Einstein causality on an arbitrary T determines a
covariant QSP up to unitary equivalence uniquely if one requires the fulfillment
for the family (pit)t∈T of minimal conditions of normalization with respect to an
initial state space (state vector). The corresponding theorem, which establishes
the existence of the covariant QSP described axiomatically by the causal corre-
lation kernels and its uniqueness up to equivalence ‘almost everywhere’ (i.e., up
to unitary equivalence of minimal modifications of the representations of weakly
equivalent processes), announced for arbitrary observable algebra B in [10], plays
the same role in the operational statistical physics of open quantum systems as
Wightman’s reconstruction theorem [11] in quantum field theory or Kolmogorov’s
fundamental theorem [12] in the classical theory of random processes.
We also consider the question of determining a covariant QSP in the narrower
sense recently suggested by Accardi [13] and Lewis [14] and also the relationship
of the construction presented here with the noncausal reconstruction of [15] which
uses all (not only chronologically ordered) correlation functions. We show that
these functions, which in contrast to the causal functions form an infinite system
even in the case of a finite set T , can also be formally defined as causal functions
on the lexicographically ordered product Z × T . Although the process indexed
by the set Z × T does not have a direct physical interpretation in the real time
T , its formal causal reconstruction leads to a covariant family of representations
pii,t = pit independent of i ∈ Z, identical to the noncausal on T representations pit
of the reconstruction of [15]. Thus, the QSP reconstruction theorem in the narrow
sense [15], like Kolmogorov’s classical reconstruction [12], is a special case of the
fundamental reconstruction theorem formulated and proved here.
1. Quantum Random Processes in the Narrow Sense
1. Let H be a Hilbert space, P(H) denote the set of Hermitian projection
operators, P ∗ = P = P 2, on H, T be a linearly ordered set (e.g. the discrete or
continuous time), and with each t ∈ T there be associated a Boolean σ-semiring
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Bt. I.e. each Bt is a system of subsets B ⊆ Et with the identity Et ∈ Bt and
Boolean zero Ot ∈ Bt – the empty subset Ot = ∅ of Et; Bt is invariant with respect
to the operation of multiplication BB′ = B ∩ B′, and for any B ∈ Bt there exists
a σ-partitioning {Bm}∞1 ⊆ Bt of the identity that contains B: Et =
∑∞
m=1B
m,
B ∈ {Bm}∞1 (
∑∞
m=1B
m denotes the union ∪∞m=1B
m of the disjoint eventsBm ∈ Bt,
BmBm
′
= Ot for m 6= m′). As Bt for each t one can take the smallest separating
semiring of all single point subsets B = {x} with the total set B = Et of a discrete
countable set Et ⊆ N or the largest one, the power set Boolean algebra ℘ (Et), or
the semiring of intervals B = [x, x′) of Et ⊆ R, or the whole Borel σ-algebra B(R)
generated by these intervals. The elements B ∈ Bt describe the events ‘x ∈ B’
at the time t ∈ T with unit event Et determining the readings x ∈ Et of some
measuring device with the scale Et, which in general may depend on t. We shall
assume that on T there acts a semigroup (or group) S of symmetries such that
st < st′ if t < t′, this semigroup being represented on H by linear isometries
(or unitaries) Vs : H → H, V ∗s Vs = I, s ∈ S, and on each Et by measurable
injections gs : Et → Est, gsgs′ = gss′ , which determine Boolean homomorphisms
Bst ∋ B 7→ Bs = g−1s (B) onto Bt for every t ∈ T .
Definition 1. A quantum stochastic process over the family B = (Bt) in the narrow
sense is described on the Hilbert space H by a family pi = (pit) of σ-homomorphisms
pit : Bt → P(H), t ∈ T and a vector state specified by a normalized element ξ ∈ H.
The σ-homomorphisms are being defined as mappings of B ∈ Bt into the quantum
logic of orthogonal projectors P ∈ P(H) by the conditions
Et =
∞∑
m=1
Bm, Bm ∈ Bt ⇒ I =
∞∑
m=1
Pm, Pm = pit(B
m) (1.1)
holding for each t ∈ T (BmBm
′
= Ot ⇒ PmPm
′
= 0 for m 6= m′). The QSP
is said to be S-stationary in the narrow sense if for every s ∈ S and t ∈ T the
conditions
Vspit(B
s) = pist(B)Vs, ∀B ∈ Bt, t ∈ T
and Vsξ = ξ, s ∈ S, are satisfied with respect to a representation V = (Vs) of S on
H.
Note that without loss of generality, every QSP can be considered as S- station-
ary with respect to the given semigroup S if one admits the trivial action t = st
for all s ∈ S on T and Vs = I on H.
As an example of σ-homomorphisms describing an S-stationary QSP with re-
spect to a given unitary representation U = (Us) with invariant state vector ξ, one
can consider a family pi of the projection-valued measures pit(B) = Et(x
′) − Et(x)
for B = [x, x′), determined by spectral families {Et(x), x ∈ R} of self-adjoint op-
erators Xt =
∫
xdEt(x), t ∈ T in H that transform covariantly with respect to a
state vector ξ:
UsXt = XstUs ∀t ∈ T, Usξ = ξ ∀s ∈ S.
By such a family X = (Xt) of unitarily equivalent (in the case of transitivity of S
on T ) operators Xt = X
∗
t one can specify any real QSP that is S-stationary with
respect to the trivial representation gs(x) = x of the group S on Et = R ∀t ∈ T .
However for time-like measurements, when Et ⊆ T , the stationarity condition must
be determined with respect to nontrivial transformations gs(x) = sx from Et into
Est = sEt as it is in the case of the translations st = t + s on the additive group
T = R. For example, in the case Et = {x < t}, corresponding to the measurement
at each t of the occurrence times x ∈ R of almost surely past events like the birth
times of a historic phenomena or starting times of a continuous measurements, a
QSP translationally invariant with respect to an additive semigroup S ⊆ R can
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be determined by the spectral decompositions of bounded from above selfadjoint
operators Xt < tI that together with the vector ξ ∈ H satisfy the covariance
condition
Xt + sI = U
∗
sXt+sUs ∀t ∈ T, Usξ = ξ ∀s ∈ S.
2. We denote by F the set of finite parts Λ ⊂ T , with each Λ = {t1, . . . , tn} ≡ Λn
being a chain tn > · · · > t1 of length n, and we let BΛ = ×t∈ΛBt for every Λ = Λn
be the set of sequences b = (B1, . . . , Bn) of events b(ti) = Bi ∈ Bti . Each such
b ∈ BΛ is determined by a unique function b : T ∋ t 7→ b(t) ∈ Bt, b (t) = Et, t /∈ Λ
as the restriction b = b|Λ, and e = (E1, . . . ,En) ∈ BΛ is determined by the function
e(t) = Et for all t ∈ T . Note that the family {B
Λ} is inductive with respect to the
extension b ∈ BΛ 7→ bˆM ∈ BM such that bˆM(t) = Et for t ∈ M\Λ on any M ⊇ Λ,
M ∈ F , defined by the restriction bˆM = bˆ|M of the corresponding function bˆ on
T for b = bˆ|Λ. The smallest element B∅ of the inductive family {BΛ} consists of
a single element — the empty sequence which can be extended on any Λ as eΛ by
the identity function e on T .
In accordance with the statistical interpretation of quantum mechanics, the prob-
ability µΛ(b) of successive observation of the events B = b(t), t ∈ Λ, in the cor-
responding chain Λn is determined by the family pi and the vector ξ in agreement
with the von Neumann projection postulate [4] as
µΛ(b) = ‖Pn · · ·P1ξ‖
2
= ‖ξΛ(b)‖2. (1.2)
Here ξΛn(b) = pitn(Bn) · · ·pit1(B1)ξ is the result of the chronologically ordered
action of the orthogonal projectors Pi = piti(Bi) on the state vector ξ. On the
basis of these probabilities, which can be determined experimentally by counting
the relative frequencies of the occurrences of the event sequences b = (B1, . . . , Bn)
when they are measured in a real flow of time t ∈ {t1, . . . , tn} on each copy of the
quantum ensemble, one can calculate different characteristics of the QSP and even
attempt to reconstruct it by building a statistically equivalent mathematical model
(H, pi, ξ) of the real quantum system in which this process is observed.
Such QSP reconstruction problem, considered in the present paper, should play
a key testing role for the foundation of any quantum dynamical theory. Its solution
establishes necessary and sufficient conditions under which there exists — and is
unique up to an equivalence — a minimal mathematical model of the physical sys-
tem under consideration, the model correctly predicting the statistics of successive
measurements of observations in this system as a quantum stochastic processes in
the above narrow or in a wider sense.
In the framework of classical theory, this problem was solved by Kolmogorov’s
fundamental theorem [12], a necessary and sufficient condition for the applicabil-
ity of this theorem being that the family {µΛ} must form a projective system of
probability measures. It is readily verified that the family of positive normalized
mappings µΛ : BΛ → [0, 1] does indeed form a projective system, µΛ(b) = µM(b) for
Λ ⊆ M ∈ F , but these mappings are not in general additive, although they satisfy
the condition of σ-additivity with respect to the last argumentB = b(t), t = maxΛ.
As with respect to the remaining arguments of b(t), t < maxΛ, the probabilities
µΛ are not in general even finitely additive due to the possible noncommutativity of
the orthoprojectors {Pi} corresponding to different ti ∈ Λ in accordance with the
causal dependence of the chronologically ordered events {Bi}. The absence of this
additivity, observed experimentally in quantum interference processes, indicates
the inadequacy of the classical probability theory dealing only with the additive
measures corresponding to the compatible events which can always be represented
by the commuting orthoprojectors, PiPk = pi (BiBk) = pi (BkBi) = PkPi, even if
ti 6= tk. Thus in the framework of the classical theory it is impossible not only
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to construct an adequate mathematical model of the physical system capable of
predicting the noncommutative QSP statistics, but even to formulate the problem
of its reconstruction due to the nonadequacy of quantum probabilities µΛ to the
(additive) probability measures.
3. For the QSP reconstruction, instead of the probabilities µΛ, it is necessary to
use the correlation kernels (multikernels)
κΛ(b,b′) = (ξΛ(b) | ξΛ(b′)), b, b′ ∈ BΛ, Λ ∈ F . (1.3)
They are in principle determined by means of the polarization formulas from the
diagonal values κΛ(b,b) of these kernels, extended to the multi-sesquilinear forms
on all possible operator sequences b. The multikernels κΛ : BΛ × BΛ → C corre-
sponding to the QSP in the narrow sense pi on B obviously form a projective system:
κΛ(b,b′) = κM(b,b′), if Λ ⊆ M ∈ F , b, b′ ∈ BΛ, and for every Λ ∈ F are readily
described by the following properties 1–4, which are called, respectively, positiv-
ity, normalisability, σ-additivity, and factorisability with respect to the product
(B,B′) 7→ BB′:
1.
∑m
i,i′=1 κ
Λ(bi,bi
′
)c¯ici′ ≥ 0 =, ∀bi ∈ BΛ, ci ∈ C, i ≤ m=1, 2, . . . .
2. κΛ(e, e) = 1, in particular κ∅ = 1.
3. κΛ(b,b) =
∑∞
m=1 κ
Λ(bm,bm), where bm(t) = b(t), t < tn = maxΛ, and
b(tn) =
∞∑
m=1
bm(tn) (b
m(tn)b
m′(tn) = O for m 6= m
′).
4. κΛ(bB,b′) = κΛ(b,b′B) for any B ∈ Btn, b, b′ ∈ BΛ, where (bB)(t) =
b(t), t 6= tn, (bB)(tn) = b(tn)B, tn = maxΛ.
For a QSP that is S-stationary in the narrow sense, the multikernels κΛ also
satisfy the condition of S-stationarity in the wide sense:
5. κsΛ(b,b′) = κΛ(bs,b′s), ∀b,b′ ∈ BsΛ, s ∈ S, where sΛ = {st : t ∈ Λ},
bs(t) = b(st)s, t ∈ Λ.
As follows from Theorem 2 (see Sec.2), the natural conditions 1–5 also hold for
the wider definition of QSPs described in Sec.2 by weakened conditions of nor-
malization pit(Et) = Et, Etξ = ξ instead of the condition pit(Et) = I, ∀t ∈ T ,
these holding with respect to a nondecreasing family E = (Et)t∈T of orthogonal
projectors Et ≤ Et′ , t ≤ t′. Such widening of the QSP concept makes it possi-
ble to reconstruct the QSP from an arbitrary projective system {κΛ} determined
by Axioms 1–5 in a canonical way as it is formulated in the fundamental Theo-
rem 3. Theorem 4 shows that this widening of QSPs, which requires fulfillment
of the ordinary normalization condition only in the expanding system of subspaces
Ht = EtH ∋ ξ, is necessary if the minimal process, defined in Sec.4, is to be
described by the system {κΛ} uniquely (up to unitary equivalence).
4. We now show how the canonical QSP reconstruction presented for an ar-
bitrary preodered set T in Sec.3 makes it possible to obtain the canonical recon-
struction of a QSP in the narrow sense as the particular case of the Theorem 3,
using the much larger system of all, not only causal multikernels κx(b,b
′), in-
dexed by arbitrary finite sequences x ∈ ∪∞n=0X
n. Such reconstruction, recently
suggested in [15], requires the considering of not necessarily chronological orderings
pix1(B1) · · ·pixn(Bn)ξ = ξx(b) of the events b = (B1, . . . , Bn) since the elements of
a sequence x = (x1, . . . , xn) ∈ Xn may not form a chain x1 > · · · > xn. Therefore
such kernels cannot be not physically realized by the sequential measurements in
real time unless points x ∈ X are considered as causally equivalent, or merely dis-
ordered (space-like) coordinates x ∈ Rd, in which case the families pi = (pix) give
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kinematic representation of quantum fields but not dynamic processes. The fol-
lowing construction should be therefore considered as a reconstruction of quantum
fields rather than the processes.
Let T = Z×X be the set of pairs t = (l, x), l = 0,±1,±2, . . . , linearly preordered
as t . t′ ⇔ l ≤ l′. It can be completely ordered by the lexicographic order t ≤ t′ ⇔
x ≤ x′ if l = l′, or we can leave such points causally equivalent, t ∼ t′ if l = l′, and
identify with the corresponding points x ∼ x′ ∈ X for l = 0. Let S = Z be the
group of translations t = (l, x) 7→ st = (l + s, x), acting on T quasitransitively in
the following sense: For any pair t > t′, there exists s ∈ Z such that t′ > st (it is
necessary to take s < l′ − l).
We consider the QSP pil,x = pix over Bl,x = Bx, (l, x) = t ∈ T, determined by a
QSP process pix : Bx → P (H) on X ∋ x in the narrow sense on the Hilbert space
H with state vector ξ ∈ H. Such defined process pit, t ∈ T is S-stationary in the
narrow sense due to the condition of quasiconstancy
pit(B) = pist(B), ∀B ∈ Bt, t ∈ T, (1.4)
which is the S-covariance with respect to the trivial representations gs = id, Us = 1
of the group S on Et = Ex and H. It is readily verified that this quasiconstant
process induces a system of multikernels (1.3) indexed by pairs Λ = (s,x) of s =
(s1, . . . , sn) ∈ Zn, s1 ≤ . . . ≤ sn, and x ∈ Xn, satisfying the strengthened condition
of S-stationarity (ultrastationarity):
5’. κs
x
(b,b′) = κ0
x
(b,b′) ∀b,b′ ∈ BΛ = ×ni=1Bxi, where 0 = (0, . . . , 0).
By virtue of condition 5′, the projective system {κΛ = κs
x
}, indexed by finite
Λ ⊂ T, is determined by a set {κ0
x
= κx} of arbitrarily ordered multikernels κx of
the original process (field) pix, x ∈ X , these being identical for any x = (x1, . . . , xn)
to κΛ with s1 < · · · < sn and thus with Λ = {t1 < · · · < tn}.
Theorem 1. Let {κΛ} be a projective system of multikernels κΛ : BΛ × BΛ → C
that satisfy conditions 1–4 for every finite chain Λ ⊂ T and also condition 5′ of
ultrastationarity with respect to the quasitransitive action of the group S = Z on T.
Then there exists a Hilbert space H, a family of σ-homomorphisms pit : Bt → P (H),
pit(Et) = I, t ∈ T, and a state vector ξ ∈ H that determine an S-quasiconstant QSP
pi = (pit) in the narrow sense over B = (Bt) which induces the system {κΛ}. On
the minimal space H∗ determined by the condition of separability of the commutant
A = ∩pil(B)′ with respect to ξ, this process is described uniquely up to unitary
equivalence.
The proof of this theorem, which is a corollary to Theorem 3, is obtained in (see
Sec. 3) by the construction of the canonical process pi∗t , t ∈ T, on the Hilbert space
H that determines the minimal decomposition (1.3). By virtue of 5′, this process is
quasiconstant with respect to the quasitransitive action of S on T and has constant
unit El = pi
∗
l (El) = E0 for any l ∈ Z due to El ≤ El′ ≤ El for any pair l < l
′
of the ordered set Z as will be shown in Sec. 3. by virtue of the monotonicity of
the family El, l ∈ Z. Therefore, El = I on the minimal space H on which this
process is uniquely determined by virtue of Theorem 4. For the case T = Z ×X ,
the described canonical reconstruction determines from the family {κx} = {κ0x}
the QSP pix = pit, t = (l, x), in the narrow sense.
2. Definition and Properties of a General QSP
1. Let T be an arbitrary set with elements t ∈ T that is preordered by the
reflexive and transitive relation ≤, which is called causality on T, and let S be a
semigroup (or group) of causality preserving symmetries s : T → T as monotonic
transformations t ≤ t′ ⇔ st ≤ st′ (and therefore t ∼ t′ if st = st′). We denote by
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the symbol ∼ the equivalence relation t ∼ t′ ⇔ t ≤ t′ ≤ t, which means invertibility
of the causal dependence of t and t′ ∈ T, by ✶ the noncomparability relation
t ✶ t′ ⇔ t 6≤ t′ 6≤ t, which determines causal independence of the corresponding t
and t′, and by > the strict order (anticipation) relation t > t′ ⇔ t 6∼ t′ ≤ t, and we
shall say that a pair t, t′ is mutually nonanticipatory if t ≯ t′ ≯ t, i.e., if t ∼ t′, or
t ✶ t′.
Besides linearly ordered subsets T ⊆ R, it may be of interest to take as such T
any space-time region of (d + 1)-dimensional Minkowski space of t = (τ , r), where
τ ∈ R, r ∈ Rd, partially ordered by the relation t ≤ t′ ⇔ c−1|r − r′| ≤ τ ′ − τ
which has trivial equivalence t ∼ t′ ⇔ t = t′ and nonempty (for d 6= 0) Einsteinian
causal independence t ✶ t′ ⇔ |r − r′| > c|τ − τ ′|. As S one can consider any
semigroup (subgroup) of the inhomogeneous Lorentz transformations st = Λt + l
that preserves the order and leave the subset T ⊆ Rd+1 invariant. For example, if
T is the future cone t ≥ 0 : cτ ≥ |r|, then as S we can consider the semigroup
of translations t 7→ t + l, l ∈ T, and the proper orthochronous Lorentz group L↑+.
Galilean causality, corresponding to the limit c → ∞, is described, in contrast,
by the preorder relation t ≤ t′ ⇔ τ ≤ τ ′ with nontrivial (for d 6= 0) equivalence
t ∼ t′ ⇔ τ = τ ′ and empty noncomparability relation ✶, i.e., it is a linear preorder
given by the foliation of Rd+1 into the hyperplanes τ = const. At the same time,
any spatial region T corresponding to fixed τ ∈ R is equipped with trivial causality:
t ∼ t′ for any pair t, t′ ∈ T, in contrast to the relativistic case c < ∞, for which
any spatial region has identical causality t ≤ t′ ⇒ t = t′.
We introduce the following notation: J is the class of all subsets j ⊂ T of pairwise
nonanticipatory elements t, t′ ∈ j ⇒ t ≯ t′ ≯ t; K is the subclass formed by the
finite subsets k ∈ J ; L is the subclass formed by the maximal subsets l ∈ J such
that l ⊆ j ∈ J ⇒ l = j; and T ⊂ J is the factor-set of T formed by the maximal
subsets t ⊂ T of pairwise equivalent elements t, t′ ∈ t⇒ t ∼ t′. The class J , whose
elements can be determined by the condition j = max j, where max j is the subset of
the elements t ∈ j which are maximal in j in the sense t ≤ t′ ∈ j ⇒ t ∼ t′, contains
together with j ∈ J any subset of it, j′ ⊆ j, and is a semilattice with respect to the
operation j ∨ j′ = max j ∪ j′, which determines a strict order j > j′ ⇔ j ∨ j′ = j,
j ∩ j′ = ∅ of the partial preorder:
j ≤ j′ ⇔ ∀t ∈ j ∃t′ ∈ j′ : t ≤ t′.
Both these properties are also inherited by the subclass K, whereas the subclass L
is only a directed set: any pair l, l′ ∈ L has in L a majorant l+ ⊇ max l ∪ l′ and
a minorant l− ⊇ min l ∪ l′. (It is assumed that for any j ∈ J there exists l ∈ L
such that j ⊆ l). The factor-set T is in general an arbitrary partially ordered set.
Subsets j, j′ ∈ J are said to be equivalent : j ∼ j′, if j ≤ j′ ≤ j; independent :
j ✶ j′, if t ✶ t′ for all t ∈ j, t′ ∈ j′; and mutually nonanticipatory if j ∨ j′ = j ∪ j′.
In these terms the empty subset ∅ ⊂ T is the least element ∅ ∈ J : ∅ ≤ j ∈ J ;
j ∼ ∅ ⇒ j = ∅; j ✶ ∅ for any j ∈ J ; and j > ∅, if j 6= ∅.
2. Let A = (Ak)k∈K be a nonincreasing family of ∗-subalgebras of the C*-algebra
A∅ = B (K) of bounded operators a : K → K of the Hilbert space K with common
unit 1k = 1 ∈ Ak such that Ak∨k′ = Ak ∩Ak′ for all k, k′ ∈ K, and B = (Bk)k∈K be
the family of Boolean semirings of subsets B ⊆ Ek with units Ek, k ∈ K, satisfying
the conditions
k ∼ k′ ⇒ Bk∪k′ ⊇ Bk ∪ Bk′ , Ek = Ek′ , (2.1)
k ✶ k′ ⇒ Bk∪k′ = Bk ⊗ Bk′ , Ek∪k′ = Ek × Ek′ , (2.2)
where Bk ⊗Bk′ is a semiring of subsets B×B′, B ∈ Bk, B′ ∈ Bk′ , of the Cartesian
product Ek×Ek′ (B∅ is identified in accordance with (2.2) with the trivial Boolean
algebra (O,E) of a single-point set E∅). Denoting At = A{t} for any single-point
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subset {t} ⊆ t ∈ T and Bt = ∪
k⊂t
Bk, Et = E{t}, we have for k 6= ∅: Ak ⊆ ∩
t∈[k]
At,
and B = ×
t∈[k]
b(t) for any B ∈ Bk, where Et ⊇ b(t) ∈ Bt, [k] = {t ∈ T : t ∩ k 6= ∅}.
We assume that the semigroup S, acting on K by transformations sk = {st :
t ∈ k}, is represented on A by self-consistent family of ∗-endomorphisms a 7→ as =
U∗s aUs, where U = (Us)s∈S is a unitary representation of S on K, the endomor-
phisms mapping each subalgebra Ask onto Ak, and we assume that the semigroup is
also represented on B by σ-homomorphisms from each semiring Bsk onto Bk, these
being induced by measurable mappings gs : Et → Est.
Let H be a Hilbert space containing K, and ι = (ιk)k∈Z be a family of faithful
∗-representations ιk : Ak → B (H) that satisfy the self-consistency condition
ιk(a) = ιk′(a)Ik, ∀a ∈ Ak′ , k ≤ k
′ ∈ K, (2.3)
where Ik = ιk(1) are orthoprojectors in H, ι∅ is the identity representation on the
subspace K = I∅H. We consider also an isometric representation V = (Vs)s∈S of
the semigroup S on H with respect to which the condition of covariance of the
representations ι is satisfied in the form
Vsιk(a
s) = ιsk(a)VsIk ∀a ∈ Ask , (2.4)
so that Us = VsI∅ for any s ∈ S. Note that the family I = (Ik)k∈K of orthogonal
projectors Ik determining essential subspaces Hk = IkH of the representations ιk,
is nondecreasing: Ik = IkIk′ ≤ Ik′ for any k ≤ k′, and uniquely determines these
representations in the case of a one-dimensional K ≃ C (and therefore Ak = C
for all k ∈ K): ιk(c) = cIk, c ∈ C (at the same time I∅ is the one-dimensional
orthogonal projector Pξ corresponding to a state vector ξ ∈ ∩
k>∅
Hk).
Definition 2. An H-process with respect to (A, ι) over B (or H-QSP with respect
to I = (Ik) if K ≃ C) is a family pi = (pik)k∈K representations pik : B → P (H)
that satisfy the normalization conditions pik(Ek)Ik = Ik, ∀k ∈ K, or even stronger
conditions
0) ∧
k⊆l
Pk = ∨
k⊆l
Ik, ∀l ∈ L, where
Pk = pik(Ek), Ik = ιk(1) ∀k ∈ K,
where P∅ = I is the identity in H, I∅ = P is the projection onto K. These
representations are described by the following axioms:
1) k ∼ k′ ⇒ pik∪k′(BB′) = pik(B)pik′(B′), ∀B ∈ Bk, B′ ∈ Bk′ ,
2) k ✶ k′ ⇒ pik∪k′ (B ×B′) = pik(B)pik′ (B′)Pk∪k′ ,
3) If BmBm
′
= Ok for B
m ∈ Bk with m 6= m′,
Ek =
∞∑
m=1
Bm ⇒ Pk =
∞∑
m=1
pik(B
m),
4) [pik(B), ιk(a)] = 0, ∀B ∈ Bk, a ∈ Ak, k ∈ K.
The process (B, pi) is said to be S-covariant with respect to the represen-
tation V if for any s ∈ S
5) Vspik(B
s) = pisk(B)VsPk, ∀B ∈ Bsk, k ∈ K.
3. By virtue of the uniqueness of the partitioning Λ = ∪ki of any finite subset
Λ ⊂ T into elements ki ∈ K that form a chain kn > · · · > k1 > ∅ of a length
n ≤ |Λ|, we can uniquely associate with every function [Λ] ∋ t 7→ b(t) ∈ BΛ∩t,
defined on a subset [Λ] ⊂ T of equivalence classes t = [t] such that t ∩ Λ 6= ∅, a
sequence b = (B1, . . . , Bn) of events Bi =
∏
t∈[ki]
b(t) = b(ki). Here ki = maxΛi,
Λi ⊆ Λ are determined recursively: Λi−1 = Λi\ki, Λn = Λ, and n = n (Λ) is such
that Λ1 = k1, Λ0 = ∅. For any Λ ∈ F such that Λ > k for a k ∈ K, we denote by
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BΛk the set of sequences b as functions Bi = b(ki) on the chain {kn > · · · > k1} > k
corresponding to such Λ, and we determine an induction mapping b ∈ BΛj 7→ bˆ ∈
BMk for any j ∈ K, k ≤ j, Λ ⊆ M ∈ F , by extending the function b(t) corresponding
to the sequence b to the function on M as bˆ(t) = b(t) for t ∈ [Λ] and bˆ(t) = Et
for t ∈ [M\Λ]. This function determines the sequence bˆ : bˆ(ki) = ×
t∈[ki]
bˆ(t) with
i = 1, . . . , n, n = n(M) such that bˆ(ki) = b(ki) × EΛ¯ki , where b(ki) = ×
t∈[Λki]
b(t),
Λki = Λ ∩ ki.
With each pair b,b′ ∈ BΛk we associate the correlation operator
κΛk (b,b
′) = FΛk (b)
∗FΛk (b
′), (2.5)
where
FΛnk (b) = pikn(Bn) · · ·pik1(B1)Ik (2.6)
is the ‘Feynman integral” over the paths in {b (t)} determined by the H-process
pi over B. The following theorem establishes the properties of the operator-valued
multikernels κΛk , these properties when k = ∅, K ≃ C being identical to the corre-
sponding properties of the scalar kernels (1.3) of the QSP with respect to At = C,
t ∈ T , defined in the narrow sense.
Theorem 2. Let (B, pi) be an H-process with respect to (A, ι) that is S-covariant
with respect to V . Then Eq.(2.5) determines mappings κΛk : B
Λ
k × B
Λ
k → ιk(Al)
′,
where Λ > k, l = maxΛ, that satisfy the following conditions:
0) (self-consistency) for any b,b′ ∈ BΛj
Ikκ
Λ
j (b,b
′)Ik = κ
M
k (bˆ, bˆ
′), k ≤ j ∈ K, Λ ⊆M ∈ F ;
1) (positivity) for any bi ∈ BΛk , ηi ∈ Hk, i ≤ m
m∑
i,i′=1
(ηi | κ
Λ
k (b
i,bi
′
)ηi′) ≥ 0, m = 1, 2, . . . ; Λ > k;
2) (normalizability) κΛk (e, e) = Ik, Λ > k ∈ K;
3) (σ-additivity [In the weak operator topology and also in the sense of order
convergence.])
b(l) =
∞∑
m=1
bm(l), l = maxΛ⇒ κΛk (b,b) =
∞∑
m=1
κΛk (b
m,bm),
where bm(ki) = b(ki), ki ⊆ Λ\l;
4) (factorizability) κΛk (bB,b
′) = κΛk (b,b
′B), where
(bB)(l) = b(l)B, (bB)(ki) = b(ki), ki ⊆ Λ\l ;
5) (covariance) for any s ∈ S, b,b′ ∈ BΛk
V ∗k,sκ
sΛ
sk (b,b
′)Vk,s = κ
Λ
k (b
s,b′s),
where sΛ = {st : t ∈ Λ}, bs(l) = b(sl)s, b′s(l) = b′(sl)s, and Vk,s : Hk →
Hsk are isometric operators, made consistent by the condition Vk,s|Hk′ =
Vk′,s, k
′ ≤ k, which form a representation, Vsk,s′Vk,s = Vk,s′s, of the semi-
group S on the family Hk = IkH, k ∈ K, with unitary subrepresentation
Us = V∅,s on the invariant subspace K = H∅.
Proof. Bearing in mind that Ikn > · · · > Ik1 > Ik, and also [pik(B), Ik] = 0, we
represent the operators FΛk (b) determined by (2.5) in the form
FΛk (b) = Iknpikn(Bn) · · · Ik1pik1(B1)Ik, kn ≤ · · · ≤ k1 ≤ k. (2.7)
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Hence, in accordance with (2.3), we obtain ιl(a)F
Λ
k (b) = F
Λ
k (b)ιl(a), where l =
maxΛ, a ∈ Al, whence we have the commutativity of κΛk (B
Λ
k ,B
Λ
k ) ⊆ ιk(Al)
′.
The properties 1–4 are direct consequences of the corresponding conditions of
Definition 2 and can be directly verified for the compositions (2.5). covariance
holds for (2.5), as can be seen from condition 5, with respect to the restrictions
Vk,s = VsIk, which map the subspaces Hk = IkH (as follows from (2.4)) to Hsk :
VsIk = IskVkIk. At the same time, the operators Us = V∅,s = VsP, which leave
K = PH invariant, are unitary, UsU∗s = P = U
∗
sUs, by virtue of the fact, which
follows from (2.4), that the orthogonal projectors UsU
∗
s commute with any of the
operators a ∈ A∅ = B(K).
We now prove the self-consistency (0) of the family {κΛk }. The condition 0
obviously holds, Λ = ∅, since κ∅j = Ij , and the empty sequence, of which B
∅
j
consists, induces the sequence e ∈ BMk , for which κ
M
k (e, e) = Ik by virtue of the
normalization condition Pki ≤ Iki for any M ∈ F , M > k.
Now suppose Λm = Λm−1 ∪ jm, where m ≥ 1, jm = maxΛm, bm = (bm−1, Bm)
is the sequence bm ∈ B
Λm
j determined by the subsequence bm−1 ∈ B
Λm−1
j , Λm−1 =
Λm\jm, and M = Mn ⊇ Λm is the finite subset Mn = ∪ni=1ki, n ≥ m, represented
by the chain kn > · · · > k1 > ∅ of elements ki ∈ K. We assume that the property
0 holds for Λ = Λm−1, m ≥ 1, i.e.,
F
Λm−1
j (bm−1)Ik = pikn(B
Λm−1
n )pikn−1(B
Λm−1
n−1 ) · · ·pik1(B
Λm−1
1 )Ik, (2.8)
where (B
Λm−1
1 , . . . , B
Λm−1
n−1 , B
Λm−1
n ) ≡ b
Λm−1
m−1 is determined by the induction bm−1 7→
b
Λm−1
m−1 from B
Λm−1 to BMn: B
Λm−1
i = B
m−1
i ×EΛ¯m−1ki , i ≤ n. Note that Bn = Ekn ,
since Λm−1kn = ∅ (Λm−1 < jm ≤ kn), and, taking into account conditions 0, 1,
and 2, we obtain from (2.8), using (2.7),
F
Λm−1
j (bm−1)Ik = piΛm−1kn−1(B
m−1
n−1 ) · · ·piΛm−1k1(B
m−1
1 )Ik. (2.9)
We now write FΛmj (bm)Ik = pijm(Bm)F
Λm−1
j (bm−1)Ik in the form
FΛmj (bm)Ik = pijmkn(Bmn)pijmkn−1(Bmn−1) · · ·pijmk1(Bm1)F
Λm−1
j (bm−1)Ik
(2.10)
again using 0–2 and (2.7), where the elements Bmi ∈ Bjmki are determined by
the representation Bm =
n
×
i=1
Bmi which corresponds to the decomposition jm =
n
∪
i=1
jmki. Substituting (2.9) in (2.10) and bearing in mind that jmki ✶ Λm−1ki′ for
i ≤ i′, and also that jmkn = Λmkn, jmkn−1 ∪ Λm−1kn−1 = Λmkn−1, . . . , jmk1 ∪
Λm−1k1 = Λmk1, we obtain by virtue of the same conditions in the representation
(2.7)
FΛmj (bm)Ik = piΛmkn(B
m
n )piΛmkn−1(B
m
n−1) · · ·piΛmk1(B
m
1 )Ik, (2.11)
where Bmn = Bmn, B
m
n−1 = Bmn−1 × B
m−1
n−1 , . . . , B
m
1 = Bm1 × B
m−1
1 . The repre-
sentation (2.7), like (2.9), is equivalent to (2.8), and therefore
FΛmj (bm)Ik = pikn(B
Λm
n )pikn−1(B
Λm
n−1) · · ·pik1(B
Λm
1 )Ik. (2.12)
Since (2.8) holds for m = 1 (Λ0 = ∅), we obtain by induction on m the validity of
(2.12), for any m, from which it follows that property 0 holds for all j < Λ ∈ F ,
which is what we wanted to prove.
3. Existence and Reconstruction of QSP
For every l ∈ L we denote by Al = ∩
k≤l
Ak, Tl = {t ∈ T : t ≤ l}, and Bl = ∪
Λ≤l
BΛ
is the inductive limit of the family BΛ = BΛ∅ , Λ ∈ F , identified, as the set of cylindric
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subsets ×t≤lb (t), with the set of functions b : t ∈ Tl 7→ b(t) ∈ Bt equal to the unit
Et outside some finite [Λ] ⊆ Tl. The sets Bl are embedded into B = ∪
Λ∈F
BΛ by
the induction b ∈ Bl 7→ bl ∈ B, bl(t) = Et for t  l, which extends b = bl|Tl to
the function bl on the complete factor-set T , and B
s, s ∈ S, will denote the set of
functions b ∈ B that satisfy the condition b(t) = Et if t /∈ sT .
Let κ : B×B→ B (K) be the mapping with operator values uniquely determined
by the projective system {κΛ} of multikernels κΛ : BΛ × BΛ → B (K),
κΛ(b,b′) = κ(bˆ, bˆ′), b,b′ ∈ BΛ, Λ ∈ F . (3.1)
The functional kernel κ corresponding to the system of operator-valued multik-
ernels κΛ(b,b′) = κΛ∅ (b,b
′) determined by (2.5) can be described by the following
simple system of axioms, which are equivalent to conditions 1–5 of Theorem 2 for
the case k = ∅.
Definition 3. A K-process with respect to A in the wide sense over B (or simply
a QSP in the wide sense over B if K ≃ C) is a projective system of multikernels
κ = {κΛ : Λ ∈ F} described by the mapping κ : B × B → B (K) with values
κ(bl, b
′
l) ∈ A
′
l, l ∈ L, that satisfy the following axioms:
10
∑m
i,i′=1(ζi | κ(b
i, bi
′
)ζi′) ≥ 0, ∀b
i ∈ B, ζi ∈ K, i ≤ m = 1, 2, . . . .
20 κ(e, e) = 1, e(t) = Et, ∀t ∈ T .
30 κ(bl, bl) =
∑m
m=1 κ(b
m
l , b
m
l ), if b(t) =
∑m
m=1 b
m(t), t ⊆ l, bm(t) = b(t),
t 6⊆ l.
40 κ(blB, b
′
l) = κ(bl, b
′
lB) for every B ∈ Bt, t ⊆ l, where b, b
′ ∈ Bl, (bB)(t) =
b(t)B, and (bB)(t) = b(t) for t 6⊆ l. The process κ in the wide sense is said
to be S-covariant if
50 U∗s κ(b, b
′)Us = κ(b
s, b′s), ∀b, b′ ∈ Bs, where bs(t) = b(st)s, b′s(t) = b′(st)s,
t ∈ T , s ∈ S, with respect to the isometric representation U = (Us)s∈S of
the semigroup S on K. Every H-process (B, pi) with respect to the system
(A, ι) on H that determines a decomposition κΛ = κΛ∅ of the projective
system of multikernels (3.1) in the form (2.5) is called a realization of the
process κ.
The existence of realizations for an arbitrary process κ, ensured for the non-
functional case of a single-point set T by Naimark’s reconstruction theorem [16],
is established by the following (fundamental) theorem, which serves, in the case
K ≃ C, as the noncommutative analog of Kolmogorov’s reconstruction theorem
taking into account the causality relation on T .
Theorem 3. Let {κΛ} be the projective system (3.1) of mappings κΛ : BΛ×BΛ →
B (K) with values in A′l for any l ⊇ maxΛ, determining in accordance with the
conditions 10 − 50 an S-covariant A process with respect to K over B in the wide
sense. Then there exists a canonical system pi∗ of σ-representations of the family
B which is described by conditions 1–5 of Definition 2 with respect to a repre-
sentation system (A, ι) on H and an isometric S-representation V as S-covariant
H-process that determines the decomposition κΛ = κΛ∅ (2.5) and satisfies the condi-
tion pi∗k(Ek) = ∨
l⊇k′
El ≡ P ∗k for all k ∈ K, where El = ∧
k⊆l
P ∗k , l ∈ L. If in addition
Ak = ∨
l⊆k
Al, k 6= ∅, and for any b ∈ B, ζ ∈ K
lim
l↓∅
sup
{ζ
i
,bi}
∣∣∣∣∣
∑
i
(ζi|κ(b
i, b)− κ(bi, e)κ(e, b)|ζ)
∣∣∣∣∣ = 0, (3.2)
where ζi ∈ K, b
i ∈ Bl, i ∈ N,
∑
(ζi|κ(b
i, bi
′
)ζi′) ≤ 1, then there exists a realizing
H-process (B, pi) with respect to ∗-representations ι∗ of the family A that satisfy
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the conditions ι∗k(1) = ∧
l⊇k
El for all k ∈ K. Moreover, if for each sequence Bi =
×
t⊆li
b(t)b′ (t), i = 1, . . . , n, corresponding to a chain l1 ≤ · · · ≤ ln the kernel κ is
determined by a regression
κ(b, b′) = ρl1(pil1(B1)θl1l2(pil2(B2) · · · θln−1ln(piln(Bn)) · · · )), (3.3)
where ρl : Al → B (K), l ∈ L and θll′ : Al′ → Al are normal mappings determined
for all l ≤ l′ ∈ L on the W*-algebra A = pil(Bl)∨ιl(Al) generated by representations
pil : Bl → P(Hl), ιl : Al → pil(Bl)′ on some Hilbert spaces Hl, l ∈ L, then the
canonical realization pi∗ has the conditional Markov property
Elpi
∗
l′(Bl′)El ⊆ pi
∗
l (Bl) ∨ ι
∗
l (Al), ∀l ≤ l
′ ∈ L. (3.4)
We divide the proof into five stages.
1. Reconstruction of the space H. We consider the K-hull of the set B,
which is defined as the linear space of formal sums ζib
i (=
∑
i ζib
i) with finite
number of nonvanishing coefficients ζi ∈ K with respect to the componentwise
defined operations
ζib
i + ζ′ib
i = (ζi + ζ
′
i)b
i, c(ζib
i) = (cζi)b
i, c ∈ C.
Let E be the factorisation of this K-hull with respect to the non-negative definite
(by virtue of 10) Hermitian form
(ζib
i | ζi′b
i′) = (ζi | κ(b
i, bi
′
)ζi′ =) ≡ ‖ζib
i‖2, (3.5)
and H = E¯ be the completion of E with respect to the norm ‖ · ‖. We denote by
|ζb) = {ζib
i : ζib
i − ζb ∈ N} the equivalence classes of elements ζb generating E ,
determined by the kernel N = {ζib
i : ‖ζib
i‖ = 0} of the form (3.1), retaining it
as notation of the scalar product of the bra (ζib
i| and ket |ζib
i) = (ζib
i|∗ vectors.
The space K can be embedded into H by identification of each ζ ∈ K and vector
|ζe) isometric to it by virtue of 20. Let Ej ⊆ E for each j ∈ J be the subspace
generated by the vectors |ζb), ζ ∈ K, b ∈ Bj = ∪
Λ≤j
BΛ, and Ej be the orthogonal
projector onto the completions Hj = E¯j , which obviously satisfies the condition
Ej = ∨
k⊆j
Ek, where k ∈ K, j ∈ J , E∅ = P is the orthogonal projector onto the
subspace K ⊆ H. Let P ∗j = ∨
l⊇j
El, I
∗
j = ∧
l⊇j
El be the orthogonal projectors onto the
completions K∗j = E¯j[, H
∗
j = E¯j] of the subspaces Ej[ = ∪
l⊇j
El, Ej] = ∩
l⊇j
El′ generated
by the vectors |ζb), ζ ∈ K, respectively, for b ∈ Bj[ := ∪
l⊇j
Bl and b ∈ Bj] := ∩
l⊇j
Bl.
Because ∩
k⊆l
Bk[ = Bl for any l ∈ L and B∅[ = B, we obtain condition 0 for
Pk = P
∗
k and Ik = Ek, k ∈ K: ∧
k⊇j
P ∗k = El, P
∗
∅ = I. Since Bk[ ⊆ Bl for k ⊆ l,
we also have ∪
k⊆l
Bk] = Bl and ∨
k⊆l
I∗k = El for l ∈ L. We show that I
∗
∅ = P,
i.e., ∧
l∈L
El = lim
l↓∅
El = P (by virtue of the monotonicity of Et) when the regularity
condition (3.2) is satisfied. Since El ≥ P,
(ζb| (El − P) |ζb) = (ζ·b
·|El|ζ·b
·) = ‖Elζ·b
·‖2,
where |ζ·b
·) = |ζb)−P|ζb) = |ζb)−|κ(e, b)ζe). By virtue of the fact that the family
|ζib
i), ζi ∈ K, b
i ∈ Bl, is dense in the subspace Hl = ElH and by the definition of
the norm (3.5), we have
‖Elζ ·b
·‖2 = sup{|(ζib
i|ζ·b
·)|2 : ‖ζib
i‖2 ≤ 1}
= sup{|(ζi|κ(b
i, b·)ζ ·)|
2 : (ζi|κ(b
i, bi
′
)ζi′) ≤ 1}
= sup
{bi,ζ
i
}
|(ζi|κ(b
i, b)− κ(bi, e)κ(e, b)|ζ)|2 ↓ 0
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for l ↓ ∅, ζi ∈ K, b
i ∈ Bl, (ζi|κ(b
i, bi
′
)ζi′) ≤ 1. Thus, El ↓ P for l ↓ ∅, l ∈ L in the
strong operator topology.
2. Reconstruction of the representation ι. For any a ∈ Aj = ∩
k⊆j
Ak, we set
λj(a)|ζibˆ
i) = |aζibˆ
i), ζi ∈ K, b
i ∈ BΛ, Λ ≤ j ∈ J. (3.6)
The operator on Ej defined in this manner is linear and identical to λj′ (a)|Ej for
j ≤ j′, and this definition is correct by virtue of the inequality
‖aζibˆ
i‖2 = (aζi|κ
Λ(bi, bi
′
)aζi′) ≤ ‖a‖
2‖ζibˆ
i‖2,
which follows from the condition of commutativity κΛ(b, b′) ∈ A′j with a ∈ Aj for
b′ ∈ BΛ, Λ ≤ j. The mapping a 7→ λj(a) is obviously linear and multiplicative
with respect to a ∈ Aj, and λj(a∗) = λj(a)∗|Ej , and λj(1) = I|Ej . Denoting
by ιj(a
∗) = λj(a)
∗ the continuous extension of the bounded operators λj(a)
∗ to
the whole of H determined by the condition ιj(a∗)|E⊥j = 0 on the orthogonal
complement E⊥j = H
⊥
j , we obtain the family of ∗-representations ιj : Aj → B (H),
which satisfy the condition (2.3) with respect to ιj(1) = Ij = Ej , j ∈ J , and ι∅ is
obviously the identity representation of the C*-algebra A∅ = B (K) on the subspace
K ⊆ H.
Denoting λlj(a) = λl(a)|Ej] for fixed j ≤ l ∈ L and taking into account the
invariance with respect to λl(a) of the subspaces El′ , l′ ≤ l, whose intersection for
l′ ⊇ j is Ej], we obtain a family of self-consistent ∗-representations λ
l
j : Al → B(Ej]),
λl
′
j |Al = λ
l
j for any j ≤ l
′ ≤ l, that determine the projective limit λ∗j : A
∗
j → B(Ej])
by λ∗j |Al = λ
l
j for l ⊇ j, this representing the ∗-algebra A
∗
j = ∨
l⊇j
Al on Ej] with
λ∗j (1) = I|Ej]. The continuous extension ι
∗
j (a
∗) = λ∗j (a)
∗, equal to zero on E⊥
j] ,
also satisfies the condition (2.3) with respect to ι∗j (1) = I
∗
j = ∧
l⊇j
El, determining
self-consistent ∗-representations ι∗j : A
∗
j → B (H) that are identical on the subspace
Hj ⊆ H∗j to the representations ιj restricted to the ∗-subalgebras A
∗
j ⊆ Aj (for
j ∈ L A∗j = Aj , H
∗
j = Hj , and ι
∗
j = ιj). If A
∗
k = Ak for any k ∈ K, k 6= ∅,
then as the required family of representations A = (Ak)k∈K we can also choose
ι∗ = (ι∗k)k∈K .
3. Reconstruction of the representation pi. Identifying the elements b ∈ Bl
with functions b ∈ B equal to unity for t 6≤ l, we set for each B ∈ Bj ⊆ ⊗
t∈[j]
Bt,
j ⊆ l ∈ L,
ρjl (B)|ζib
i) = |ζib
iB), ∀ζi ∈ K, b
i ∈ Bl, (3.7)
where the product biB ∈ B is the function equal to (biB)(t) = bi(t)b(t) when
t ∈ [j] and (biB)(t) = bi(t) when t /∈ [j] for B = ×
t∈[j]
b(t). Since (biB)B = biB, the
operator ρjl (B) is idempotent on El and satisfies the condition
(ζib
iB|ζi′b
i′) = (ζib
i|ζi′b
i′B) = ‖ζib
iB‖2,
which defines it correctly on El as a linear symmetric projector:
ρjl (B)
∗|El = ρ
j
l (B) = ρ
j
l (B)
2|El,
identical to ρjl′(B)|El for any l
′ ∈ L such that l ≤ l′, j ⊆ l′. The mapping B 7→ ρjl (B)
satisfies on El the following conditions for j ⊆ l ∈ L, these following directly from
the definition (3.7) for all ζi ∈ K, b
i ∈ Bl:
0) ρjl (Ej)|ζib
i) = |ζib
iEj) = |ζib
i) (Ej = ×
t∈[j]
Et);
1) j ∼ j′ ⇒ ρj∪j
′
l (BB
′)|ζib
i) = ρjl (B)ρ
j′
l (B
′)|ζib
i);
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2) j ✶ j′ ⇒ ρj∪j
′
l (B×B
′)|ζib
i) = ρjl (B)ρ
j′
l (B
′)|ζib
i), where l ⊇ j∪j′, B ∈ Bj ,
B′ ∈ Bj′ ;
3) for any decomposition Ej =
∑∞
m=1B
m it follows from 30 that
(ζib
i|ζi′b
i′) =
∞∑
m=1
(ζib
iBm|ζi′b
i′Bm) =
∞∑
m=1
(ζib
i|ρjl (B
m)|ζi′b
i′);
4) [ιj(a), ρ
j
l (B)]|ζ ib
i) = 0, ∀a ∈ Aj , B ∈ Bj (and similarly for ι∗j (a), a ∈ A
∗
j),
since the projectors ρjl (B) commute with both ιj(Aj) and ι
∗
j (A
∗
j ) on the
invariant subspaces Ej and Ej] ⊆ E . The symmetric projectors ρ
j(B), which
are uniquely determined on Ej[ = ∪
l⊇j
El by the condition ρj(B)|El = ρ
j
l (B),
l ⊇ j, also have properties 0–4 and, therefore, can be extended by continuity
to the Hilbert subspace K∗j = E¯j[ to Hermitian projectors pi
∗
j (B) = ρ
j(B)∗,
pi∗j (B)|E
⊥
j[ = 0, satisfying conditions 0–4 of Definition 2. Noting that pi
∗
j (Ej)
is an orthogonal projector P ∗j onto K
∗
j , we obtain P
∗
j = P
∗
j′ , if j ∼ j
′,
P ∗j ∧ P
∗
j′ = P
∗
j∪j′ , if j ✶ j
′, and P ∗∅ = I.
4. Reconstruction of the representation V . For any s ∈ S, we set
Us|ζib
i) = |U∗s ζib
is), ∀ζi ∈ K, b
i ∈ Bs, (3.8)
where bs(t) = b(st)s is determined by functions b ∈ Bs equal to identity b(t) = Et
for t /∈ [sT]. The operator Us is correctly defined on the pre-Hilbert subspace Es
generated by the vectors |ζb) for ζ ∈ K, b ∈ Bs, by virtue of condition 50, which
reduces to the condition that the operator be isometric:
(ζib
i|Us∗Us|ζi′b
i′) = (U∗s ζi|κ(b
is, bi
′s)U∗s ζi′) = (ζi|Usκ(b
is, bi
′s)U∗s |ζi′) =
(ζib
i|ζi′b
i′),
where we have used the fact that UsU
∗
s ζ = ζ for ζ ∈ K. By virtue of the assumed
surjectivity of the mappings B ∈ Bsj 7→ Bs ∈ Bj , the operators Us map every
subspace Essj = E
s∩Esj isometrically on Ej , i.e., are unitary on these subspaces and
are made self-consistent by the condition UsUs
′
|Ess
′
= Uss
′
, ∀s, s′ ∈ S. Using the
definitions (3.6) and (3.7) of the representations λj and ρ
j , we obtain for a ∈ Asj ,
bi ∈ Bssj
λj(a
s)Us|ζib
i) = |asζib
is) = Usλsj(a)|ζib
i)
and similarly for λ∗j when a ∈ A
∗
sj, b
i ∈ Bssj], and also
ρj(Bs)Us|ζib
i) = |ζsi b
isBs) = Usρsj(B)|ζib
i)
for bi ∈ Bs
sj[, B ∈ Bsj . Thus, the operators U
s intertwine the representations
ιsj(a) = ιj(a
s) on Ej with ιsj(a) on Essj ⊆ Esj , ι
∗s
j (a) = ι
∗
j (a
s) on Ej] with ι
∗
sj(a)
on Essj] ⊆ Esj], and pi
∗s
j (B) = pi
∗
j (B
s) on Ej[ with pi
∗
sj(B) on Esj[. Denoting by Vs
the inverse unitary operators E → Es, extended by continuity to linear isometries
Vs : H → H that map H onto H
s = E¯s, we obtain from this, bearing in mind that
V ∗s |E
s = Us, the required representation V = (Vs)s∈S , which determines for the
constructed representations ι = (ιk)k∈K or for ι
∗ and pi∗ = (pi∗k)k∈K the covariance
conditions (2.5) and condition 5 of Definition 2 and is identical to U = (Us)s∈S on
the subspace H∅ = K.
5. Decomposition of the multikernel κ. Since any pair b, b′ ∈ B of functions
t 7→ b(t), b(t′) ∈ Bt has common set Λ ∈ F , for which b(t) = Et = b′(t) for t /∈ [Λ],
there exists a finite chain Λn = {k1, . . . , kn}, kn > · · · > k1 > ∅,
n
∪
i=1
ki = Λ, and a
pair of sequences b = (B1, . . . , Bn), b
′ = (B′1, . . . , B
′
n) determined by functions on
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[Λ] having continuations b = bˆ and b′ = bˆ′ on T that represent the corresponding
value of the kernel κ in the form
κ(b, b′) = κ(bˆ, bˆ′). (3.9)
We define the chronologically ordered product FΛn(b) by means of the constructed
representation pi, acting successively on an arbitrary vector ζ ∈ K:
FΛn(b)ζ = pikn(Bn) · · ·pik1(B1)|ζe) = |ζb
n),
where bn ∈ B is a function of t ∈ [T ] 7→ Bt determined recursively as follows:
bn(t) = bn−1(t) for t /∈ [kn], bn(t) = bn(t), t ∈ [kn] with the initial function
b0 (t) = e(t) = Et and the functions bn defining the representation Bn = ×
t∈[kn]
bn(t),
n = 1, 2, . . . , this being obviously identical to b = bˆ. Therefore, we obtain from
(3.1) and (3.5)
(ζ|FΛn(b)∗FΛn(b)|ζ ′) = (ζb|ζ′b′) = (ζ|κΛn(b, b′)|ζ ′).
Thus, the obtained family pi∗, which represents B on H, determines the decomposi-
tion (2.5) and satisfies all the conditions of Definition 2 with respect to the family
ι and the representations of A, and also with respect to ι∗ for A∗ = A. This proves
the existence of a realization of the process defined in the wide sense.
We now show that when the conditions of the regression (3.3) are satisfied, the
constructed representations pi∗l , ι
∗
l (= ιl) for l ∈ L have the property (3.4) with
respect to the orthogonal projectors ι∗l (1) = El = pi
∗
l (El). Using the definition
(3.7) of the representations pi∗l (B)|El[ = ρ
l
l(B), B ∈ Bl, we have
Elpi
∗
l′(B)|ζb) = λl ◦ νll′(B)|ζb), l ≤ l
′, ζ ∈ K, b ∈ Bl,
where νll′ = θll′ ◦ pil′ , B ∈ Bl′ , and λl : Al → B (H) is the W*-representation
uniquely determined by the condition λl(AP ) = ι
∗
l (a)pi
∗
l (B) for all A = ιl(a), a ∈ Al
and P = pil(B), B ∈ Bl. Since obviously λl(AP )A′ = A′λl(AP ) for any A ∈ ιl(Al)
and P ∈ pil(Bl), A′ ∈ pi∗l (Bl)
′ ∩ ι∗l (Al)
′, we obtain A′Elpi
∗
l (B)El = Elpi
∗
l (B)ElA
′,
i.e., the condition (3.4). Thus, the reconstruction theorem, Theorem 3, is proved.
4. Equivalence and Interpretation of QSP
1. Let Al = ∩
k⊆l
Ak be a nonincreasing family of ∗-subalgebras Al ⊆ B(K),
Al ⊇ Al′ , if l ≤ l′, indexed by the maximal subsets l ⊂ T of pairwise nonanticipatory
elements t ∈ T , and Bl = ×
t∈l
Bt be Boolean semirings of cylindrical subsets B =
×
t∈l
b(t), determined by functions b : t 7→ b(t) ∈ Bt equal to Et outside a certain finite
subset of equivalence classes t = [t] ⊆ l. For every H-process (Bk, pik)k∈K , defined
with respect to the system (Ak, ιk)k∈K , we denote by ιl, pil for each l ∈ L, the ∗-
representation Al → B (H) and σ-representation Bl → P (H) uniquely determined,
respectively, by the conditions
ιl(a)Ik = ιk(a), pil(Bk) = pik(B)El, ∀l ∈ L, k ⊆ l, (4.1)
where a ∈ Al, Bk = B × El\k, B ∈ Bk, El = ∧
k⊆l
Pk. By virtue of condition 4
of Definition 2, the representations ιl and pil have a common nondecreasing unit
ιl(1) = El = pil(El), El ≤ El′ , if l ≤ l′ and are self-consistent,
ιl(a) = ιl′(a)El, pil(Bk) = pil′(B
′
k)El, l < l
′ ∈ L, (4.2)
where a ∈ Al′ , B′k = B × El′\k, B ∈ Bk, k ⊆ l ∪ l
′. In accordance with condition
4 of Definition 2 they satisfy the commutation condition pil(Bl) ⊆ ιl(Al)′ for every
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l ∈ L, determining uniquely through the relations (4.1) the original K-process if it
satisfies the conditions
∨
l⊇k
El = Pk, ∧
l⊇k
El = Ik, l ∈ L, k ∈ K, (4.3)
and if Ak = ∨
l⊇k
Al. The latter condition in accordance with Theorem 3 is sufficient
for the existence of the reconstruction of the process possessing the properties (4.3)
for k 6= ∅; the necessary and sufficient condition for (4.3) to hold for k = ∅ is the
condition (3.2) of asymptotic noncorrelation with the distant past relative to K. It
follows from the inequality
(ζb| (El − P) |ζb) ≥
∣∣∣
∑
(ζi|κ(b
i, b)− κ(bi, e)κ(e, b)|ζ)
∣∣∣
2
, (4.4)
as El → P if l → ∅, where ζi ∈ K, b
i ∈ Bl and
∑
(ζi|κ(b
i, bi
′
)ζi′) ≤ 1. This
inequality is obtained in the the proof (Sec. 3.1) of the sufficiency of the condition
(3.2) if one uses only the property El|ξib
i) = |ξib
i) equivalent to the condition
ElF (b) = F (b) for all b ∈ Bl, which is obvious in the representation (2.7) for the
”Feynman integral” F (bˆ) = FΛ∅ (b), Λ ≤ l. Note that if the semigroup S acts on
T quasitransitively in the sense that for each t ≥ t′ there exists s ∈ S such that
st ≤ t′, and the conditions of S-covariance
Vsιl(a
s) = ιsl(a)VsEl, Vspil(a
s) = pisl(a)VsEl, (4.5)
following from the local conditions (2.5) and condition 5 of Definition 2, are satisfied,
the regularity ∧
l∈L
El = P ensures generation of the whole space H by the action of
the operators Us = V ∗s , s ∈ S, on any ”neighborhood” Hl = ElH of the ”infinitely
distant initial subspace” K = PH. In the scalar case P = Pξ (K ≃ C) the condition
∧
l∈L
El = Pξ is a noncommutative analog of the Kolmogorov regularity condition
(law ”0 or 1”) of a classical stochastic process in the sense [12].
Definition 4. An H-process (B, pi) with respect to (A, ι), is said to be canonical if
∨
l⊇k
El = Pk, k ∈ K, and regular if ∧
l⊇k
El = Ik, k ∈ K, where
∧
k⊆l
Pk = El = ∨
k⊆l
Ik, l ∈ L, P∅ = I, I∅ = P.
2. A model of a H-process (B, pi) with respect to (A, ι) is any H1-process (B, pi1),
with respect to (A, ι1) on some Hilbert space H1 ⊇ K for which there exists an
isometry U : H1 → H, U∗U = I1, intertwining the corresponding representations:
Uι1k(a) = ιk(a)UI
1
k , Upi
1
k(B) = pik(B)UP
1
k , k ∈ K. (4.6)
Note that an arbitrary model of a canonical or regular S-covariant process is in
general neither canonical, nor regular, nor S-covariant; however, it satisfies the
condition ∧
l∈L
El = P of ‘regularity at the origin” k = ∅, and will be S-covariant if
the condition UV 1s = VsU determines for every s ∈ S an operator V
1
s : H
1 → H1
for which
V 1s I
1
k = I
1
skV
1
s I
1
k , V
1
s P
1
k = P
1
skV
1
s P
1
k , k ∈ K. (4.7)
This always holds for a unitarily equivalent model determined by the condition of
its being able to be modeled by the original process with respect to the adjoint
operator U∗ as isometry H → H1, i.e., for Ik = UI1kU
∗ and Pk = UP
1
kU
∗ for all
k ∈ K.
By a subprocess of a H-process (B, pi) with respect to (A, ι) we understand any
model of it determined by subrepresentations
ι1k(a) = ιk(a)I
1
k , pi
1
k(B) = pik(B)P
1
k , k ∈ K, (4.8)
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on some subspace H1 ⊆ H (U is injection, e.g. U = I, if H1 = H). It necessary for
the subspace H1 to be invariant with respect to Vs, s ∈ S, if the subprocess of the
S-covariant process is to remain S-covariant. This invariance holds in particular for
the minimal subprocess determined by the least of the orthogonal projectors I1k , P
1
k
satisfying the conditions I1kF (b) = F (b), b ∈ Bk and P
1
kF (b) = F (b), b ∈ Bk[ (this
is a canonical process, called the minimal modification), and for the minimal regular
subprocess determined for every regular process by the orthogonal projectors (4.3)
as canonical regular process with respect to the least of the orthogonal projectorsE1l
that satisfy the conditions E1l F (b) = F (b), b ∈ Bl, l ∈ L. Note that the (minimal)
subrepresentations ι∗l are normal and can be uniquely extended to von Neumann
algebras A′′l , and similarly the representations pi
1
l can be uniquely extended to σ-
representations of the σ-algebras σ(Bl), which are generated on El by the semirings
Bl by σ-additive extension of the original σ-representations pil, l ∈ L to σ(Bl).
The physical equivalence, according to which two quantum stochastic processes
are equivalent if they are statistically indistinguishable in due course of all possible
successive measurements performed on the quantum model in the causal order is
much weaker than the strong unitary equivalence. This leads to the concept of
wide equivalence of quantum stochastic processes described by the same families
κ = {κΛ} of correlation kernels, i.e., coinciding as the processes in the wide sense.
Two processes pi and pi1 over the same family B that are represented with respect to
the systems (A, ι) and (A, ι1), respectively, on H and H1 are said to be equivalent
in the wide sense with respect to the family A if they are described by the identical
multikernels as operator-valued functions on the same initial Hilbert space K, i.e.
if κ(b, b′) = κ1(b, b′) for all b, b′ ∈ B.
3. The relationship between equivalences in the narrow and wide senses is estab-
lished by the following theorem, from which follows the uniqueness up to unitary
equivalence of the minimal (regular) process determining the canonical reconstruc-
tion of Sec. 3.
Theorem 4. Let (B, pi) be a H-process with respect to the system (A, ι) and (B, pi1)
be its isometric model on H1 ⊇ H with respect to (A, ι1). Then these processes are
equivalent in the wide sense. Conversely: The minimal (regular) modification of the
H-process (B, pi) with respect to (A, ι) is an isometric model of any other equivalent
in the wide sense (regular) H-process (B, pi1) with respect to (A, ι1) and is unitarily
equivalent to this process if the latter is minimal (regular).
Proof. Let U be the isometry H1 → H that determines the modeling relation (4.6),
and F 1(b) = pi1kn(Bn) · · ·pi
1
k1
(B1)P
1 be the ‘Feynman integral” that determines the
decomposition κ1(b, b′) = F 1(b)∗F 1(b′). Representing F 1(b) in the form (2.7), and
taking into account (4.6), we obtain UF 1(b) = pikn(Bn) · · ·pik1(B1)UP
1, and since
for k 6= ∅ Ua = aUP1 for any a ∈ A∅ = B (K), the isometric operator U on the
subspace K = P1H1 is a multiple of the unit: UP1 = cP1, where |c| = 1. It follows
that UF 1(b) = cF (b) and κ1(b, b′) = κ(b, b′) for all b, b′ ∈ B, i.e., the relation of
isometric modeling of the processes implies their equivalence in the wide sense.
Conversely: Suppose the processes pi and pi1 have the same kernels κ and κ1.
By virtue of the transitivity of the modeling relation, it is sufficient to prove uni-
tary equivalence of the minimal (regular) modification pi∗ of the process pi and the
minimal (regular) process pi1. Taking into account the isometry
(F 1(b)ζ | F 1(b′)ζ ′) = (F ∗(b)ζ | F ∗(b′)ζ′), ∀b, b′ ∈ B, ζ, ζ′ ∈ K
due to κ1 = κ of the vector systems F 1(b)ζ and F (b)ζ = F ∗(b)ζ that generate
the minimal subspaces H1 and H∗ ⊆ H, which are invariant with respect to the
corresponding processes pi1 and pi∗, we can extend the one-to-one correspondence
F 1(b)ζ 7→ F ∗(b)ζ of these systems to a unitary operator U : H1 → H∗. We then
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obtain for any B ∈ Bl, l ∈ L,
Upi1l (B)F
1(b)ζ = F (bB)ζ = pi∗l (B)UF
1(b)ζ, ∀b ∈ Bl
and accordingly for any a ∈ Al, l ∈ L,
Uι1l (a)F
1(b)ζ = F (b)aζ = ι∗l (a)UF
1(b)ζ, ∀b ∈ Bl,
from which there follows the unitary equivalence of the systems of representations
pi1 and pi∗ and, respectively, ι1 and ι∗. The proof is completed.
4. We shall say that a H-process is conditionally Markov, or simply dynamic if
it has the property
Elpil′(Bl′)El ⊆ pil(Bl) ∨ ιl(Al), ∀l ≤ l
′ ∈ L, (4.9)
which is obviously inherited by any isometric model of it.
Note that from (4.9) we immediately deduce the regression property (3.3) with
respect to the W*-algebras Al = pil(Bl) ∨ ιl(Al) on Hl = ElH for ρl(A) = PAP,
A ∈ Al, and θll′ (A) = ElAEl, A ∈ Al′ . By virtue of the fundamental theorem,
Theorem 3, the regression condition (3.3) is also sufficient for existence of the dy-
namic representation (4.9), and the minimal canonical realization reconstructing
the process satisfying this weak Markovianity condition is dynamic, i.e. condi-
tionally Markov in the strong sense. The dynamic mappings ρl : Al → B (K),
θll′ : Al′ → Al obviously satisfy the conditions of self-consistency
ρl ◦ θll′ = ρl′ , θl0l ◦ θll′ = θl0l′
for l0 ≤ l ≤ l′ and are S-covariant
ρl(A
s) = ρsl(A)
s, θll′ (A
s) = θsl,sl′ (A)
s,
where As = V ∗s AVs. The condition of regularity El → P at the origin l → ∅ of
the dynamic process (ρl, θll′ ) is obviously equivalent to the relaxation, or mixing
property θl0l(A)→ ρl(A), A ∈ Al, l0, l ∈ L for l0 → ∅. This allows the dependence
of the limit relaxed states
ωl(A) = lim
l0→∅
(η | θl0l(A)η) = (ξ | ρl (A) ξ)
onAl only on the initial states on the controlling C*-algebraA∅ = B (K) determined
by vectors ξ = Pη ∈ K for each η ∈ H but not on the initial states on Bl0 .
An example of a dynamic H-process gives the model of a quantum coherent
filter [17] describing the irreversible process of an optimal indirect measurements
(filtration) of the amplitude of an open (relaxing) quantum oscillator in a ther-
mostat. Note that the dynamicity condition (4.9) leads for quantum processes
of observation to their weak commutativity νll′(Bl′) ⊆ pil(Bl)′ for l ≤ l′, where
νll′(B) = Elpil′(B)El and we have noted that ιl(Al) ⊆ pil(Bl)′ ⊇ pil(Bl), by virtue
of which there is complete factorization κ(b, b′) = µ(b·b′), where (b·b′)(t) = b(t)b(t′)
for all t ∈ T . This means that for quantum dynamic processes defined in the narrow
sense (El = I) ordinary commutativity must hold,
pil′(Bl′) ⊆ pil(Bl) ∨ ιl(Al) ⊆ pil(Bl)
′, ∀l ≤ l′ ∈ L, (4.10)
which leads to the strong compatibility condition of the observed events correspond-
ing to all l and l′ ∈ L by virtue of the directionality of the set L. Such representation
corresponds to the dynamic treatment of quantum measurements in the usual, nar-
row sense as a strongly Markov process in a ”measurement apparatus”, described
for every maximal region of simultaneous observation l ∈ L by a ∗-subalgebra Al,
which corresponds to the part of the physical medium which will be causally con-
nected to the observed output process only in the ”future” in accordance with the
condition pil(Bl) ⊆ ιl′(Al)′ if l ≤ l′. This latter explains why the ∗-algebras Al are
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to be assumed nonincreasing, however their representations in H are essential not
on the whole Hilbert space but on the expanding subspaces Hl ⊆ H containing only
the state vectors to which the large system can pass from the original state ξ ∈ K
in a result of the successive measurements in the observed subsystem. Such weaker
description of the ”apparatus” corresponds to the admission of the irreversibility
that is introduced in the process of indirect successive quantum measurements of
noncommuting observables which can be realized in even a ”larger system” without
change of the ”future state of the thermostat”. This leads to the weakening (4.9) of
the dynamicity condition (4.10), corresponding to weakening of the normalization
condition pil(El) = I and the assumption of non-Hamiltonian (conditionally Mar-
kovian) evolution. The condition (4.9), like (4.10), determines independence of the
future statistics from the past if the current state of the observed subsystem and
the controlling thermostat is known, but, in contrast to (4.10), it also permits the
description of irreversible relaxation processes in quantum systems.
5. In conclusion, we show that Kolmogorov reconstructions of classical stochas-
tic processes and fields arise in the reconstruction process described in Sec.3 as the
minimal processes corresponding to the neglect of the causality relation on T = T,
or the assumption of only symmetric causality, i.e. an equivalence on T. Note that
every classical process can be represented as a quantum one by σ-homomorphisms
pik : Bk 7→ P (H) over σ-algebras Bk with commuting values in the commutant of the
Gel’fand–Naimark–Segal representation (H, ι, ξ) of a ∗-algebra A with a state ω. In
the case of trivial, or symmetric causality the set L contains a single element l = T
– the factor-set T = [T], and the set B of functions b : t 7→ Bt can be identified with
the semiring Bl = BT of cylindrical subsets on El = ET . Therefore the functional
kernel κ(b, b′) = κT (b, b
′) is completely determined by an operator-valued (positive,
normalized, and σ-additive) distribution µ : BT → P (H) as κT (b, b′) = µT (b · b
′),
commuting with a certain ∗-algebra AT ⊆ B (K), AT = µT (BT )
′ say. The canon-
ical reconstruction of the process described in the wide sense by such a distri-
bution µT reduces to the construction of a σ-representation piT : BT → P (H)
on the Hilbert K-hull H = L2K(BT ) of the Boolean semiring BT = ⊗t∈TBt such
that µT (B) = PpiT (B) P. It commutes with the corresponding ∗-representation
ιT : AT → B (H) of the ∗-algebra AT and determines the resolution of the identity
ιT (1) = I = piT (ET ). The existence and uniqueness (up to unitary equivalence) of
such a representation, realizing a commutative process with operator-valued prob-
ability distribution µT determined by the self-consistent family µ
Λ(b) = κΛ(b, b),
Λ ∈ F , are direct consequences of Theorems 3 and 4. Extending by σ-additivity
the distribution µT to a σ-measure ρT on the generated σ-algebra FT = σ(BT ) of
the space of trajectories ET = ×t∈TEt, we obtain a Kolmogorov canonical process
(ET ,FT , ρT ) with operator-valued probability measure ρT : FT → ιT (AT )
′. The
possibility of this extension for a self-consistent family of operator-valued distribu-
tions µΛ and standard Borel spaces Et, t ∈ T with discrete T = Z was shown by
Benioff in [18].
Note that the condition of regularity ”at the origin” with respect to the subspace
K as introduced here leads in the case of a one-dimensional K ≃ C and quasitran-
sitive action of S on T to the property of complete mixing and ergodicity of the
QSP, which is analogous to K mixing [19] of classical quasiregular systems [20].
I thank V. V. Anshelevich, R. L. Dobrushin, V. P. Maslov, and Ya. G. Sinai for
discussions and interest in the work.
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