Introduction
Let H be a Hilbert space. We consider quantum channel [6] with a finite input alphabet {1, ..., d} and with pure signal states S i = |ψ i >< ψ i |; i = 1, ..., d. We assume that the vectors ψ i ; i = 1, ..., d, are linearly independent and without loss of generality take d = dimH.
Compound channel of length n is the n-tensor product of the space H, i.e. H n = H ⊗ . . . ⊗ H . Input block u = (i 1 , . . . , i n ) , i k ∈ {1, . . . d}, for it means using the compound state ψ u = ψ i 1 ⊗ . . . ⊗ ψ in ∈ H n and the corresponding density operator S u = |ψ u >< ψ u | in the space H n . A code of size M in H n is a collection of M pairs (u 1 , X 1 ), . . . , (u M , X M ), where X = {X 1 , . . . , X M , X M +1 } is a quantum decision rule, i. e. some resolution of identity in H n [6] . The conditional probability P (u i |u k ) to make a decision in favor of message u i provided that message u k was transmitted is given by
In particular, the probability to make a wrong decision when the message u k is transmitted is 1 − Tr S u k X k = 1− < ψ u k |X k ψ u k > .
We shall denote by P e (M, n) any of the following two error probabilities
In [8] the Shannon capacity of quantum channel was defined as the number C such that P e (e nR , n) tends to zero as n → ∞ if 0 ≤ R < C and does not tend to zero if R > C. If R < C, then P e (e nR , n) tends to zero exponentially and we are interested in the rate of convergence given by the reliability function
where the supremum is taken over all codes of size M = e nR . Our main results are the bounds for E(R), reminiscent of the corresponding bounds in the classical information theory [2] . The results in Sec. 2 (case R > 0) are due to the second author, while those in Sec. 3 (case R = +0) -to the first author.
Let π = {π i } be a probability distribution on the input alphabet {1, ..., d}, then we denoteS π = d i=1 π i S i . Let λ j ; j = 1, ..., d, be the eigenvalues ofS π , then
is the quantum entropy of the density operatorS π . In [4] , by using the notion of typical subspace introduced in [11] , it was shown that
(This result was generalized to arbitrary signal states in [10] .) The entropy bound [6] implies C ≤ max π H(S π ) and the main difficulty is the proof of the converse inequality.
A by-product of our estimates is an alternative proof of that inequality which makes no use of the notion of typical subspace.
The case R > 0
Letλ(u 1 , . . . , u M ) be the average error probability corresponding to codewords u 1 , ..., u M of the input alphabet of the length n minimized over all quantum decision rules. Assume that the words are chosen at random, independently and with the probability distribution
for each word. 
In [7] it is shown that using the resolution of identity of the form X k = |ψ k ><ψ k | we can upperbound the average error probability as
where E is the unit M × M-matrix and Sp is the trace of M × M-matrices. The first step of our proof is to show that
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and the expectation is taken with respect to the probability distribution (2.1). Let
where we take the branch of the square root which is positive on positive axis. Defining
we have
in a neighbourhood of z = 0. We have
where summation is taken over all chains j 1 , ..., j k , satisfying
Taking into account that MS u j =S ⊗n π , and the independence of the words u j 1 , u j 2 , ..., u jn , we obtain
where C k is the number of chains satisfying (2.9).
Proof. The sequence C k satisfies the recurrent equation
which is obtained by throwing out one member of the chain j 1 , ..., j k+1 , say, j k+1 . Then we have either C k−1 chains of length k − 1 for which j 1 is equal to and can be identified with j k , or C k chains for which j 1 = j k . In the first case this must be multiplied by M − 1 since j k+1 can assume M − 1 values different from j k = j 1 , and in the second case -by M − 2 for similar reason. By solving the characteristic equation 
in a neighbourhood of z = 0. By analytic continuation, this equality holds also for z = 1, hence (2.4) follows. Remembering that λ 1 , ..., λ d are the eigenvalues of the matrixS π we thus obtain Mλ(u 1 , . . . , u M ) ≤ Trf (S ⊗n π ) = j 1 ,...,jn f (λ j 1 · ... · λ jn ).
(2.11)
The function f (z) can be represented in two other different forms:
from which it follows that
Consider j 1 , ..., j n as outcomes of Bernoulli trials with probability λ j for the outcome j. Then from (2.11), (2.12) we have
whereM is the expectation with respect to the distribution of the Bernoulli trials and
Denoting F n (x) the distribution function of σ n , we have for all R
This inequality has the form familiar from classical information theory and can be evaluated by using standard technique of Chernoff inequality and the Legendre transform (see e. g. [2] , [12] ). We remark thatMσ n = nH(S π ), then for 0 < R < H(S π ) we have Moreover, if M = e nR , then similar inequality holds for the first term in the right side of (2.13). Combining this with (2.14) we obtain (2.2). 2 Let us consider the function µ(s). There are two exceptional cases: the case of pureS π (when the distribution π is degenerated), where µ(s) ≡ 0, and the caseS π = d −1 I (when the signal states are all orthogonal and the distribution π is uniform), where µ(s) = s ln d. Apart from these cases µ(s) is strictly increasing from 0 to ∞ on [0, ∞) and is strictly concave, as follows from the formulas for 0 < R < max π H(S π ). It follows, in particular, that C ≥ max π H(S π ), since the argument of the exponent is positive for these values of R which can be show as in the classical case [2] . The relation (2.16) provides the lower bound for the reliability function
where K is the multiplicity of the maximal eigenvalue S π ofS π . It follows that
A better bound E(+0) ≥ − ln min is obtained directly from (2.13) by taking R = 0, M slowly increasing. However this is still worse than the actual value of E(+0) obtained below by using random coding with expurgation. We shall use the following estimate from [7] , [8] :
We shall start with the simplest example of d = 2. Let ψ 0 , ψ 1 ∈ H be two pure states with | < ψ 0 |ψ 1 > | = ǫ > 0 . Then for any two codeblocks ψ u i , ψ u k we have
where d(u i , u k ) is the Hamming distance between codeblocks u i and u k . Then from (3.2) we getλ (u 1 , . . . , u M ) ≤ (M − 1)ǫ 2d min , where d min = min i =k d(u i , u k ) is the code distance. Notice now that for any fixed (or slowly increasing) M and sufficiently large n it is possible to have d min ≈ n/2 which givesλ (M) ≤ Mǫ n , and therefore E(+0) ≥ ln 1 ǫ .
In order to upperbound the function E(+0) notice that we can lowerbound the maximal error probability λ max considering testing of two "closest hypotheses" ψ u i and ψ u k with d(u i , u k ) = d min . Then from [ [5] , p. 130, (2.34)] we have
Due to Plotkin's bound [ [2] , p. 182, (5.8.31)] we have
and E(+0) ≤ ln 1 ǫ .
Therefore in this example
Notice that if in this example we would consider "simple" random choice of codeblocks
which gives only (since 2ǫ ≤ 1 + ǫ 2 ) 
Therefore for R = +0 (i.e. when (ln M)/n → 0 ) we get
Taking the limit s → +0 we get
It seems that the last bound is exact (at least, for d = 2 it gives the right answer). So it is left to show that we can not do better. From testing of two states [ [5] , p. 130, (2.34)] we have
and therefore
Denote ψ u (k) the k-th component of the codeblock u and let k i = π i M be the number of codeblocks u with ψ u (k) = ψ i , i = 1, . . . , d . Then we have
In a result, we get (3.3).2
Comments on the case of arbitrary signal states
The case where the signal states are given by commuting density operators S i reduces to the case of classical channel with transition probabilities λ i j , where λ i j are the eigenvalues of S i . Applying the classical bound (see [12] For pure states S i we get from this (2.2) with the factor 2 instead of 3, but pure commuting states are orthogonal, hence (4.1) does not improve (2.2) even in the commuting case. In [2] the better bound is given by Theorem 5.6.1, which in the case of commuting density operators takes the form i ] 1+ρ } n .
(4.
2)
The righthand sides of (4.1), (4.2) are meaningful for arbitrary density operators, which gives hope that these estimates could be generalized to the noncommutative case with minor modifications.
