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Abstract : Currently，the research on depth imaging is one of the hotspots concerning computer vision． There are two
methods for acquiring depth information from images: 1) The utilization of depth sensors，with the disadvantage of
this method being its considerable expense． 2) The utilization of multiple images or a sequence of images for the
same scene by calculating the optical parallax for getting depth information，with the disadvantages of this method
including the requirement of camera parameters and the need for a large amount of professional knowledge． In re-
sponse to the circumstances mentioned above，this paper proposes a simple and efficient method that estimates hu-
man depth information from images captured by a single camera． The basic ideas of this method include establishing
many pairs of human 'appearance depth' images by use of a depth camera，extracting human appearance features
from colorful images captured by a monocular camera and then searching the image pairs database according to the
appearance features，and estimating and optimizing human depth information obtained from the database of the pairs
of images． Finally，simulation experimental results in the Xiamen University depth database established by ourselves
were found to validate the effectiveness of the proposed method．
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需要的图像数目可分为 3 类: 1) 利用一副图像的图








nard 的划分方法不同，Dhond 和 Aggarward 将立体视



































































Fig．1 The basic flow of the human body depth information estimation algorithm based on sample learning
算法 1: 基于样例学习的人体深度信息估计
输入: 单幅 ＲGB 人体彩色图像;
输出: 人体深度图像。
1) 给出一个目标图像，准确地分割出人体的轮
廓; 2) 在给定的 ＲGBD 数据库中，找到 k 个候选样
本，这 k 个候选样本一定是与目标图像在人体轮廓
上最相似的 k 个; 3) 通过对 k 个候选样本的深度图
像进行加权平均完成优化过程，得到估计的深度图



















重心，计算公式如式( 1) 、( 2) 所示:
x˙ =∑
i∈θ
xi /n ( 1)
y˙ =∑
i∈θ
yi /n ( 2)








ai = ( xi － x˙)
2 + ( yi － y˙)槡 2 ( 3)
式中: ai 就是轮廓上点 i 到重心的距离，这样把轮廓
上所有的点到重心的距离计算出来得到如下一组距
离向量: a1 a2 a3 … aT[ ] 。
式中: T 是轮廓上的总点数。然后在这个不定维数
的向量中均匀地选择 N 维，作为最后的特征向量:








般不会刚好是 N 个点，有时候会多于 N 个，有时候
会比 N 个少，这时候用线性插值的方法，均匀的在
轮廓上取得 N 个点，计算出特征向量 A。人体轮廓
特征提取如图 2 所示。
图 2 人体轮廓特征提取
Fig．2 The human body contour feature extraction
3 匹配最相似的样本
选择了轮廓特征作为匹配特征，通过线性内插
法选择轮廓上的 N 个点计算到重心的距离得到 N
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维向量 A。接下来就是如何利用这个 N 维向量 A
在数据库中找到与这个 N 维向量最相似的一些样
本。这是一个简单的问题，同样对数据库中的每个
样本都计算出这样一个 N 维向量。然后在这些个 N
维向量中找到一些与测试样本中的 N 维向量距离



































样本 N 维向量的距离来找到这些样本，如式( 5) :
di = Ai － A ( 5)
式中: di 是测试样本对应 N 维向量与第 i 个 N 维向
量之间的距离，Ai 是第 i 个样本对应的 N 维向量，A
是测试样本的 N 维向量。然后把 di 进行排序，找到
































式中: P test 是所估计的测试样本人体深度，Pi 是找
到的最相似的 k 个样本中的第 i 个样本对应的深度







深度估计方法的有效性。本实验分为 2 个部分: 1)
选择多组测试样本进行实验，根据后文中提出的评
价指标进行评价。2) 对同一组测试样本设定不同







组成: 一副 ＲGB 图像，与 ＲGB 对应的包含深度信息
的图像，另一副对应的人体轮廓的图像。数据集的
部分深度信息如图 3 所示。
( a) 图例 1
( b) 图例 2
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图 3 厦门大学深度数据库部分深度信息



















像 DQ 和已知真值 DQ* 之间的误差: lg 误差， lg( ) ，
lg DQ( ) － lg( DQ* ) ，均方根误差( root mean square
error，ＲMSE ) ， ∑
N
i = 1
( DQi － DQ*i )
2
槡 /N ，相 对 误 差





第 1 部分实验是选择数据库里面的 11 组样本
作为训练样本，然后剩下的 4 组作为测试样本。参









Fig．4 The body part depth information estimation results
表 1 厦门大学表观深度图像数据集的统计信息
Table 1 Xiamen University statistics of apparent depth image data set




15 18 805 4 288 14 517
·561·第 2 期 何磊，等: 单摄像头下基于样本学习的人体深度估计
图 4 中第 1 行 的 图 像 是 实 验 测 试 图 像，第 2
行图像是实验所得 测 试 图 像 的 人 体 深 度 估 计 信
息。从图 4 中可以看出，由前 5 个测试样本实验
所得到的 人 体 深 度 信 息 估 计 中，除 了 人 体 边 缘
部分的深度信息 估 计 比 较 模 糊，存 在 误 差，其 他
部分的深度信 息 估 计 的 比 较 准 确。因 为 虽 然 以
人体轮廓 作 为 匹 配 特 征，但 是 由 于 相 同 姿 态 的
人体轮廓 特 征 总 不 可 能 完 全 相 同，所 以 这 就 解
释了在 人 体 边 缘 部 分 估 计 的 深 度 信 息 有 所 误
差，而在其 他 剩 余 的 部 分 深 度 信 息 比 较 准 确 的
问题。图 4 ( f) 的 实 验 结 果 不 甚 理 想，主 要 原 因
是: 这幅图像的人 体 姿 态 比 较 不 常 见，而 在 训 练
样本中没 有 类 似 人 体 姿 态 的 样 本 能 够 匹 配 到，
所以导致 人 体 深 度 信 息 估 计 偏 差 较 大，这 也 间
接证明前文提出 的 一 个 观 点: 训 练 样 本 越 多，包
含的人体 姿 态 越 多，那 么 对 人 体 深 度 信 息 的 估
计越准确，反之则相反。
4 组测试样本的估计结果分别计算的 log 10，
ＲMSE 和 ＲEL 误差如表 2 所示。4 组测试样本分别





表 2 4 组测试样本的估计误差
Table 2 Four groups of test sample estimation error
No． lg ＲMSE ＲEL
1 0．014 3 1 212．5 9．131 0×10－7
2 0．021 1 1 655．1 1．320 8×10－6
3 0．015 8 1 285．9 9．935 6×10－7
4 0．021 9 1 818．5 1．382 7×10－6
最后通过对同一组测试样本设定不同的 k 值来
研究 k 值对实验结果的影响。分别计算测试样本在
k 值为 3、5、7、9 下的 lg，ＲMSE 和 ＲEL 误差，如表 3










表 3 不同 k 值下的实验误差
Table 3 The experimental error under different k values
k lg ＲMSE ＲEL
3 0．010 6 945．7 6．991 2×10－7
5 0．014 3 1 212．5 9．131 0×10－7
7 0．016 6 1 364．4 1．037 8×10－6
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