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第1章  序論 
【関連論文【A1】，【A2】，【A5】，【A7】，【A8】，【B1】-【B4】，【C1】】 
1.1 研究の背景と動機 
インターネットの広がりは留まることなく，ますます巨大化および複雑化が進んでい
る．加えて，広帯域のネットワークおよび高性能の計算機の普及に伴い，高品質の映像
配信などインターネット上でのサービスが高度化，多様化している．このようなサービ
スが多様化する状況においては，それぞれのサービス毎にネットワークに対する要求条
件が異なっており，それらの要求条件を満たすようにインターネットを現在のように人
手で適切に管理制御することはますます難しくなっている． 
この問題を解決するため，インターネット管理の自動化，高度化の技術に対する期待
は非常に大きい．マクロな視点で見た場合，インターネットは ISP (Internet Service 
Provider)など独立した主体が管理運用する AS (Autonomous System)が相互接続した
巨大な分散システムと捉えられる．個々の管理主体は通常自分が管理する AS 内しか観
測制御できず他の AS の状態を知ることができないため，複数の AS を跨る広域ネット
ワークを管理・制御するには AS(管理主体)同士による協調作業が必要である．このよ
うに，広域ネットワークの管理は本質的に複数主体間の分散協調作業であり，この特徴
が作業の自動化を困難にしている． 
1.1.1 本論文の扱う課題 
そこで，人工知能の分野からのアプローチとしてインターネットと同様の分散構造を
持つマルチエージェントシステムへのネットワーク管理への応用がこの問題の解決に
有効であると考えられ，実際に多くの提案がなされている．一般にマルチエージェント
システムを使った作業ではエージェント間の協調が必要となるが，この協調を効果的に
実行するためには実行する作業の内容やエージェントの状態などに基づいて選択され
た適切なエージェント群が協調することが重要である．このようにエージェントの機能
や状態などを考慮して協調すべきエージェント群を選択する作業をエージェントの組
織化と呼ぶ．ただし，集中管理機構を持たないインターネット上のマルチエージェント
システムでは組織化に必要な広範囲のネットワーク情報の観測が容易ではないため，適
切な組織化に困難が伴う． 
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1.1.2 課題に対する本論文のアプローチ 
このような背景の元で，本論文は複数の AS を跨る広域ネットワークへマルチエージ
ェントシステムを適用することでネットワーク状態の変動に適応したネットワーク管
理を実現する適応型ネットワーク管理技術を，特に，マルチエージェントシステムの動
作の適応性，効率性を向上させるためのエージェント組織化支援技術および実際の広域
ネットワーク管理作業にマルチエージェントシステムを安全に適用するためのエージ
ェント間協調動作管理技術に着目して検討し，明らかにしている．具体的には，広域ネ
ットワークを管理するマルチエージェントシステムを対象にして，ネットワーク上の位
置など特定の条件を満たすエージェント群を動的に探索・同定することによりエージェ
ントの組織化を支援するエージェント組織化支援技術を明らかにする(課題 1)，異なる
AS 上に配置されたエージェントの協調動作に対して，各配置先 AS の持つポリシーを
反映することでマルチエージェントシステムの安全な適用を実現するためのエージェ
ント間協調動作管理技術を明らかにする(課題 2)． 
本論文内で検討に用いているソフトウェアは，プロトタイプを構築して実際のネット
ワーク上で動作させて評価を行うことで，提案技術の高い信頼性を示している．これに
より，提案技術が今後のインターネット管理における中核技術として利用可能な実用的
技術であることを明らかにしている． 
1.2 要求条件と課題 
本節では，複数の AS を跨る広域ネットワークへマルチエージェントシステムを適用
し適切に管理するための要求条件と，その課題について説明を行う． 
① 一般にマルチエージェントシステムを使った作業ではエージェント間の協調が必
要であり，この協調作業を効果的に実行するためには，実行する作業の内容やエー
ジェントの状態などに基づいて協調相手のエージェント群を選択する組織化を適
切に行う必要がある．特に広域ネットワーク管理へマルチエージェントシステムを
適用する際はエージェントの組織化のためにASを跨る広範囲のネットワーク情報
が必要であるが，集中管理機構を持たない分散システムであるインターネットに関
して，そのような広範囲の情報を観測収集することは容易なことではない．そのた
め，このような広範囲のネットワーク情報の収集を行いながらエージェントの適切
な組織化を行うことが広域ネットワーク管理へのマルチエージェントシステムの
適用において不可欠である． 
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② マルチエージェントシステムによって広域ネットワークの管理を行う場合，複数の
エージェントが各配置先で観測したネットワーク情報を交換することがある．エー
ジェントが配置された AS(を運営する主体)間の関係はネットワークの正常な運用
のために協力する関係にある一方，異なる ISP(Internet Service Provider)など利害
が競合する関係にもある．そのため，実際には，たとえインターネットの管理とい
う共通の利益のためでも，AS 間のネットワーク情報の交換にはそれぞれの AS の
ポリシーに基づき制限が加わることが通常である．よって，マルチエージェントシ
ステムを実際のネットワーク管理に適用するためには，前述のような情報交換の制
限などエージェントの配置先ASのポリシーを反映してエージェント間での協調動
作を適切に管理する方法を確立することが不可欠となる． 
上記のような要求条件を満足するためには，以下に示すように，対応する 2 つの課題
を検討する必要がある． 
z [課題 1] 広域ネットワークを管理するマルチエージェントシステムに対して，ネッ
トワーク上の位置など特定の条件を満たすエージェント群を動的に探索・同定する
ことによりエージェントの組織化を支援するエージェント組織化支援技術の明確
化 
z [課題 2] 異なる AS 上に配置されたエージェントの協調動作に対して，各配置先
AS の持つポリシーを反映することでマルチエージェントシステムの安全な適用を
実現するためのエージェント間協調動作管理技術の明確化 
1.3 本論文の構成と，各章の概要 
本論文は，マルチエージェントシステムにより複数の AS に跨る広域ネットワークの
管理をネットワーク状態の変化に適応して行う適応型ネットワーク管理技術における
構成技術に関する研究成果をまとめたものである． 
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図 1-1 各章の関わり 
一般的なマルチエージェントシステムを用いたネットワーク管理の流れと本論文の
各章との関わりを図 1-1 に示す．本論文で明らかにするマルチエージェントによる適
応型ネットワーク管理技術の構成要素は，大きくエージェントによるネットワーク状態
の観測部分と，観測した状態に基づいたエージェント間の協調によるタスクの実行部分
に分けられる．さらにタスクの実行部分は大きく適切な協調エージェントの探索部分と
実際の協調作業部分に分けることができる．本論文では，これらの動作を広域ネットワ
ーク上で行う際の問題を明らかにするとともに適切な解決技術の提案をそれぞれ第 3
章，第 4 章で行う．  
本論文では, このマルチエージェントシステムによる広域ネットワーク管理技術に
おける構成要素の実現技術を明らかにすることを目的としており，さらに提案技術を実
際のネットワーク管理業務への適応する観点からの問題にも言及している．本研究の全
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体構成を以下にまとめる． 
1.3.1  第 2 章の概要 
ここでは，近年の動向を踏まえて，マルチエージェントシステムを利用したネットワ
ーク管理の構成技術についてこれまでの到達点を示している．構成技術とは，エージェ
ント組織化支援技術およびエージェント間協調動作管理技術である．本章では，従来の
構成技術が本論文で対象としているようなネットワーク管理に対して適用可能か否か
の観点から整理を行うと共に，実システムへの適用性の観点から第 1 章で設定した課題
の妥当性を示す． 
1.3.2  第 3 章の概要 
ここでは，課題 1 に関し，複数の AS を跨る広域ネットワーク管理のためのマルチ
エージェントシステムを対象に，ネットワーク上の位置や機能など特定の条件を満たす
エージェント群を動的に探索・同定することにより組織化を支援するエージェント組織
化支援技術を明らかにする． 
具体的には，組織化のために必要な広域ネットワーク情報を複数のエージェントを用
いて分散観測することで単一のASにおける観測では獲得の難しい広域ネットワークの
トポロジ情報などを利用できるエージェント組織化支援技術を提案した．さらに，広域
ネットワーク管理を行う複数のマルチエージェントシステムの動作を分析した結果，そ
れらの組織化作業や利用する情報の共通性があることを明らかにした．これらの知見を
元にして複数のマルチエージェントシステムに組織化支援機能を提供することができ
る共通プラットフォームとしてエージェント組織化システム ARTISTE(Agents' Roles 
and Topological Information management System for agent TEamwork)を実装した． 
実際のインターネットと同等の情報が流通している実験環境上で実装した
ARTISTE の評価実験を行った結果， ARTISTE はネットワーク上の広域ネットワーク
管理用マルチエージェントシステムのための組織化を正しく行え，結果として組織化を
静的に行う場合と比べてマルチエージェントシステムの運用コストを下げることがで
きること，実際のインターネット環境においても実用的な探索範囲内では 3 秒以内で探
索が完了することを確認できた．さらに， ARTISTE を含めたシステムアーキテクチ
ャを採用することで，広域ネットワーク管理用マルチエージェントシステムの構築のた
めの工数が従来と比べて約 8.3%削減できることを確認した． 
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1.3.3  第 4 章の概要 
ここでは，課題 2 に関し，広域ネットワーク管理を行うマルチエージェントシステム
内で行われる協調動作を各エージェントの配置先のポリシーに基づいて管理するため
のエージェント間協調動作管理技術を明らかにする． 
まず，実際のネットワーク管理作業を調査した結果を元にネットワーク管理における
マルチエージェントシステムの協調動作に関する要求条件を明らかにした．この要求条
件を満たすため，エージェント間の協調動作を管理するためにエージェントのグループ
管理機構およびエージェントの信頼度に基づく情報共有機構を提案した．前者は複数の
エージェントをグループとして管理することにより系列会社の運用するエージェント
のみと協調するなどの動作管理を実現し，後者は各エージェント(の運営者)が他のエー
ジェントに対する信頼度をデータとして設定することにより信頼度の違いによって協
調の有無やその内容を動的に制御することを可能とする．これらの提案する技術を組み
込んだネットワーク管理用マルチエージェントシステムを試作して実験環境で動作さ
せて評価を行い，本技術の有効性を明らかにした． 
1.3.4  第 5 章の概要 
本論文では，マルチエージェントシステムを用いて複数の AS を跨る広域ネットワーク
をネットワーク状態に適応して管理制御する際の，マルチエージェントシステムの動作
の適応性，効率性を向上させるためのエージェント組織化支援技術および広域ネットワ
ーク管理作業にマルチエージェントシステムを安全に適用するためのエージェント間
協調動作管理技術を提案し，これらの提案技術の実装および評価を通じて，それらの実
現性を検証した結果について総括する．さらに，本研究が将来のネットワーク管理技術
の実用化に果たす役割について述べる． 
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第2章 マルチエージェントを利用し
た適応型ネットワーク管理の構
成技術 
【関連論文 【A1】，【A2】，【A5】，【A7】,【A8】，【B1】-【B3】，【C1】，【C4】
-【C7】】 
ここでは，第 1 章であげたマルチエージェントシステムを利用した適応型ネットワー
ク管理技術の構成要素技術に関して，その概要および目的を示した後，各技術分野でと
られている従来のアプローチを説明する．それらが本研究で想定するような実際の広域
ネットワーク管理作業においてどのような効果を発揮するかについて解説を行う．さら
に，本論文で取り扱う課題に適用する上での従来技術の到達点を説明することで，本論
文で設定した課題の妥当性を明らかにする． 
2.1 広域ネットワーク管理のためのエージェン
ト組織化支援技術 
広域ネットワーク管理のためのエージェント組織化技術とは，広域ネットワーク管理
を行うことを目的に動作するマルチエージェントシステムにおいて，エージェント間で
の協調が必要となった場合にタスクの内容やエージェントの状態などを考慮して協調
作業にもっとも適したエージェントの集合を選択する技術である．本章では本技術の重
要性および課題を明確に説明するため，はじめに本技術と関連の深い次の 2 つの技術、
①マルチエージェントシステムによるネットワーク管理技術、および②マルチエージェ
ントシステムにおける組織化(支援)技術について述べる． 
2.1.1 マルチエージェントシステムによるネットワーク管理
技術 
インターネットをマクロな視点で捉えると大学や ISP (Internet Service Provider)な
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どの管理主体が運営するネットワークである AS (Autonomous System)が相互接続さ
れて実現されている．AS の内部では複数の LAN や別の AS などが相互接続されてい
るため，結果として，インターネットは大量のネットワークが相互接続された巨大なネ
ットワークとして機能している．そして AS 間で経路情報やトラフィックを交換するこ
とで全世界に渡る広域の通信を実現している． 
インターネットを有効に利用するためには，ネットワークが常に安定した接続を提供
し，かつ，十分に高速なデータ転送ができることが望ましいが，多数の機器やユーザが
接続されたインターネットでは常にそのような状態が成り立つという保証はない．その
ため，ネットワークの運営者ではそれぞれが管理するネットワークにおいて，上記のよ
うな望ましい状態に保つべく留意する必要がある．本論文では，このようにネットワー
クの状態を(運営者あるいはユーザの観点から)望ましい状態に保つ作業のことを「ネッ
トワーク管理」と呼ぶことにする [Calvert Griffioen, 2006]． 
一般的なネットワーク管理は次の手順によって行われる． 
① 管理者がツールなどを用いて自分の管理するネットワークの状態を収集する 
② 収集した情報を分析し，必要に応じてルータなどの機器を操作しながらネットワー
クを望む状態になるように制御する 
ネットワーク管理の流れの概略を図 2-1 に示す． 
 
 
図 2-1 ネットワーク管理の流れ 
ところが，LAN などの AS 内部のネットワークを対象にしたネットワーク管理と複
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数のASを跨る広域ネットワークを対象にしたものとでは全体の流れは同一であっても
本質的に異なる点がある．その点を説明するためにまず，この 2 種類のネットワークの
特長を表 2-1 に整理する． 
表 2-1 ネットワークの規模による違い 
LAN などの AS 内部のネットワーク 
z 管理主体は単独の組織 
z 管理主体はネットワーク全体の情報
を比較的容易に取得可能 
z 配下のルータなどネットワーク機器
の制御も制約なく実行可能 
AS を跨る広域ネットワーク 
z AS 毎に異なる複数の管理主体が存在
z それぞれの管理主体は自己の管理す
るネットワークの情報は比較的容易
に取得可能である反面，他の主体が管
理するネットワークの状態を知るこ
とは困難 
z ルータなどネットワーク機器の制御
についても同様に自己の管理する機
器であれば制約なく実行可能だが，他
の主体が管理するネットワーク機器
は制御不能 
 
表 2.1 が示すように，前者の AS 内部のネットワークに関しては単独の管理主体がネ
ットワーク状態の観測から制御まで特に制約なく実行できるため，ネットワーク管理作
業を主体が運営する集中型システムによって自動化，効率化することができる1．これ
に対して，AS を跨る広域ネットワークでは複数の管理主体がネットワーク管理に関わ
                                                
1 ただし，ネットワークの状態の観測はネットワークの複数地点において分散観測する
ことがある． 
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っており，かつ，それぞれの主体が観測，制御できる範囲は自己の管理するネットワー
ク配下に限られる．例えば，インターネットで通信を行うためには経路情報を適切にネ
ットワーク全体に伝搬させる必要があるが，この経路情報の伝搬は経路情報を受信した
AS が，さらに別の AS に経路情報を転送するという AS 間の協調によって実現されて
いる．各 AS における転送作業はそれぞれの AS のポリシーに従って行われており，他
の AS がそれを観測し制御することはできない．そのため，経路情報の伝搬障害が起き
たとしても特定の AS からの観測のみで原因を知ることはできず経路を伝搬した AS が
協調して原因を調査する必要がある．別の例として，高品質の動画など大容量のコンテ
ンツをインターネットで転送する場合，転送経路上の AS の 1 つでも十分な転送速度が
確保できなければ転送の遅延などの問題が発生する．この場合も各 AS では自分以外の
AS のトラフィックの状態を知ることはできないことから，原因となる AS の発見など
問題解決には AS の協調が不可欠である． 
このことを図 2-2 に示す状況を例に用いて説明する． 
 
図 2-2 ネットワーク動作における AS 間の関連 
図中の AS1 は AS2 と AS3 を経由してインターネット全体との通信を行っているも
のとする．このとき，AS1 は自 AS 内部からのトラフィックの増加に対処するため，よ
り回線容量の大きい AS3 経由でのトラフィックを増加させるようにネットワークの構
成を変更したとする．しかし，同時に AS3 は同じく自己の方針に基づき AS1 からのト
ラフィックを回線速度の遅い回線経由でしか外部に流さないようにネットワークの設
定を変更したとする．この場合，元々の AS1 の要求であるトラフィック増加への対処
は AS1 と AS3 の間という局所的な範囲では達成されるものの，AS3 から外部に出てい
く回線がボトルネックとなるためインターネット全体で達成することは不可能になる．
つまり，AS1 は自己の要求を満たすために自己のネットワークを制御することで対処
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しようとするがネットワーク全体の動作にまで影響を与えることはできず，他の AS(こ
の場合は少なくとも AS3)との協調が不可欠である．このように広域ネットワーク全体
を管理制御するためには，ネットワークに含まれる AS 間での協調作業が不可欠である
ことが分かる． 
このようなAS間の分散協調作業としてモデル化される広域ネットワークの管理を単
一の地点で稼働するシステムによる集中型のアプローチによって自動化することは困
難である．なぜならば，ある AS（ネットワーク）にインストールされたシステムは配
置先 AS の状態を観測し、ルータなどを制御することは可能かもしれないが，他の AS
（ネットワーク）に関する観測や制御を行うことは不可能である．前述の通り，広域ネ
ットワークの管理ではネットワークに含まれる AS 全体の協調が不可欠であるため，結
果として，単一システムの集中型アプローチでは広域ネットワーク全体の管理を行うこ
とはできないことが分かる． 
そこで，このように集中型システムでは十分に対処できない広域ネットワーク管理の
高度化に対する人工知能の分野からのアプローチとしてインターネットと同様の分散
構造を持つマルチエージェントシステム [E.H.Durfee, V.R.Lesser, D.D.Corkill, 1987]
のネットワーク管理への応用が期待されている．マルチエージェントシステムは独立に
動作可能な複数のエージェントが必要に応じて他のエージェントと協調しながらタス
クを実行する分散協調型のシステムであり，従来の集中型システムでは対処できない問
題を解決するためのアプローチとして電子商取引や Video-on-demand などさまざまな
分野での応用が進んでいる．マルチエージェントシステムをネットワーク管理に応用す
る試みについてもすでに多くの提案がなされている  [O.Akashi, A.Terauchi, 
K.Fukuda, T.Hirotsu, M.Maruyama, T.Sugawara, 2005],  [寺内 , ほか , 2004], 
[S.Willmott B.Faltings, 2000], [D.A.Tran, K.A.Hua, S.Sheu, 2003],  [M.Sasabe, 
N.Wakamiya, M.Murata, H.Miyahara, 2003],  [M.M.Hefeeda, B.K.Bhargava, 
D.K.Y.Yau, 2004]． 
これらの論文から明らかなように，一般的に，マルチエージェントシステムをネット
ワーク管理に応用する場合，本章の冒頭に記載した手順，すなわち，①ネットワークに
関する情報を収集，分析，②収集した情報に基づきルータなどのネットワーク機器を制
御，という流れをエージェントによって実行することになる．一方，マルチエージェン
トシステムのような分散協調型のシステムは中央集権型のシステムと異なりシステム
全体を管理できないため，システム全体を効率よく動作させて目的を達成させるために
はタスクの効率的な分割とそれらを適当なエージェントへと割り当てる作業が重要に
なる．本研究ではそのようなマルチエージェントシステムの効率的な動作を実現するた
めのエージェントの組織化と呼ばれるプロセスに着目する．次章では，このエージェン
トの組織化技術について解説する． 
12 
2.1.2 マルチエージェントシステムにおけるエージェント組
織化技術 
一般にマルチエージェントシステムを使った作業は大きく以下のように分割できる． 
① マルチエージェントシステムとして実行する作業（以下，タスク）を複数の副作業
（以下，サブタスク）に分割する． 
② 分割した各サブタスクをマルチエージェントシステム内のエージェントに対して
割り当てる． 
③ エージェントは個々にサブタスクを実行すると共に，必要に応じてエージェント間
で協調することでマルチエージェントシステムとしてのタスクを実行する． 
このとき，③の協調作業を効果的に実行するためには，②のサブタスクの割り当てに
おいて，マルチエージェントシステムとして実行するタスクの内容やエージェントの状
態などに基づいて選択された適切なエージェント群に対してサブタスクを割り当て，そ
れらエージェントが協調作業を行うことが重要である [S.Willmott B.Faltings, 2000]．
この選択が適切になされていない場合，例えば，協調相手のエージェントが依頼した作
業を実行するための機能を持たない，問題解決に必要な情報を観測できない，高負荷な
どのため依頼された作業を実行できない場合には協調がうまくいかず結果として作業
の実行が失敗する可能性がある．このようにマルチエージェントシステムにおいて要求
されるエージェントの機能や配置を考慮しながら協調相手とすべきエージェント群を
選択する作業をエージェントの組織化と呼ぶ．組織化はエージェント間の協調を行うす
べてのマルチエージェントシステムが行うべき作業であり，それ故に適切な組織化を実
現することはすべてのマルチエージェントシステムに共通した要求である． 
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図 2-3 マルチエージェントシステムの動作 
特に，インターネット上で動作するマルチエージェントシステムにおいてはマルチエ
ージェントシステムの動作環境であるインターネットの状態が頻繁に変わることなど
から環境の変化に適応した動的な組織化を行うための技術がマルチエージェントシス
テムの安定動作のために求められている．次章では，広域ネットワーク管理を行うマル
チエージェントシステムにおける組織化技術の重要性を説明するとともに，当該技術が
マルチエージェントシステムによる広域ネットワーク管理を実現する上で不可欠な技
術であることを説明する． 
2.1.3  広域ネットワーク管理におけるエージェント組織化 
本章では広域ネットワーク管理にマルチエージェントシステムを適用する際のエー
ジェント組織化手続きが不可欠であることを述べる． 
通常，マルチエージェントシステムにおける組織化は可能性のある作業を想定した上
で事前に完了させておくか，マルチエージェントシステムによる作業の実行中にエージ
ェントによって動的に行うことが想定される．しかし，事前に組織化を行う場合，各エ
ージェントは自分以外のエージェント情報を管理しなければならない．  
筆者らは実際に広域ネットワーク管理用のマルチエージェントシステムを作成，運用
しているが，このようなエージェント情報の維持管理やそれに伴うエージェントの組織
化のコストの高さが大きな問題となっていた．筆者らが実際に運用しているマルチエー
ジ ェ ン ト シ ス テ ム の う ち ，  [O.Akashi, A.Terauchi, K.Fukuda, T.Hirotsu, 
M.Maruyama, T.Sugawara, 2005]で提案されている AS 間経路診断システム
ENCORE を例にしてこの問題について具体的に説明する． 
図 2-4 に ENCORE における協調エージェントの管理方法を示す．図の左に示すよ
うに，現行の ENCORE では個々のエージェント毎に協調する可能性のあるエージェン
トのリストを設定ファイルとしてあらかじめ保持させておく必要がある．この設定とし
て指定されるエージェントは ENCORE が行うタスクの内容や設定時のネットワーク
の状態などを考慮して ENCORE エージェントのオペレータによって決定される．とこ
ろが，図の右に示すようにインターネットの状態や他エージェントの状態が設定時より
変化した場合には，その変化に合わせて設定ファイルを変更する必要がある． 
例えば，図左に示すように，AS1 上のエージェント 1 において，タスク実行のため
に他エージェントとの協調が必要になったとする．このとき，エージェント 1 は協調相
手として「自 AS(=AS1)からホップ数 3 以内で接続された AS 上のエージェント」を選
択しており，図左の状態ではそれらは AS2,3,4 上のエージェント 2,3,4 であったとする．
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その後，ネットワークの状態に変化がおき，AS 間のホップ数が増えたり，あるいはエ
ージェントのアドレス自体が変わってしまったとすると，エージェント 1 では図右に示
すように設定ファイルを修正して，条件を満たさないエージェントをリストから削除し
たり，アドレスを修正しなければならない． 
この設定作業量は系のエージェントの数が少ない場合には大きくないが，エージェン
トの数が増えるに従って増加し，かつ，変化が起きる度に変更を行わなければならない
ため，運用上大きな問題であることが筆者らの運用経験から明らかになった． 
 
図 2-4 ENCORE における協調エージェントの管理 
ここでは例として ENCORE における事例を示したが，この問題は ENCORE に限ら
ずエージェントを静的に管理するすべてのマルチエージェントシステムにおいて発生
する普遍的な問題である．さらに，広域ネットワーク管理にマルチエージェントシステ
ムを適用する場合には，次のような理由から上に示したような手動での組織化はさらに
難しくなっている． 
z 協調エージェントの選択にネットワークの状態(トポロジなど)が深く関係するため，
ネットワーク状態の変化の都度，新たな組織化が必要となる 
z 広域ネットワーク管理の中にはさまざまな種類の作業が含まれており，それぞれの
15 
作業に適した組織化を行わなければならない 
以上より，組織化の手続きを自動化あるいは半自動化によって効率的に行う技術を開
発することは，マルチエージェントシステムをネットワーク管理などに実際に適用する
上で生じる障害を克服するために非常に重要であると言える． 
2.1.4  広域ネットワーク管理のためのエージェント組織化
に対する従来技術と課題 
マルチエージェントシステムにおける組織化の重要性は  [Wooldridge, 2002]などに
も見られるように，マルチエージェントシステムの研究の初期より指摘されてきた問題
である．このようなエージェントの組織化を支援するシステムの代表的なものは 
[Tambe, Pynadath, Chauvat, 2000]で提案されている．これは，マルチエージェントシ
ステムに含まれるエージェントの持つ能力や機能といった情報をデータベースとして
管理し，エージェントが協調する際に各エージェントが協調相手に求める能力や機能を
キーとしてこのデータベースを参照することにより，協調相手として適切なエージェン
トの情報を提供するというものであり，マルチエージェントシステムのエージェントに
対するイエローサービスのようなものであった．ただし， [Tambe, Pynadath, Chauvat, 
2000]の方法では，対象とするマルチエージェントシステムがインターネットのような
動的な環境で動作することを想定しておらず，データベースに保存される情報も個々の
エージェントの静的な情報のみに限られていた． 
他方，ネットワーク管理を行うマルチエージェントシステムの分野では [今野, 吉村, 
羽鳥, 岩谷, 阿部, 木下, 2005] [内山, 梅津, 安本, 東野, 2006]のように LAN や社内ネ
ットワークを対象として，エージェントの協調によるネットワーク管理を行う手法がい
くつか提案されている．ただし，これらの研究が想定している動作環境である LAN や
社内ネットワークは基本的に単独の管理主体によって運営されているネットワークで
あるため，当該管理主体からは当該ネットワークの状態やトポロジといった詳細情報も
容易に取得できる．そのため，このようなネットワークを対象にしたネットワーク管理
用マルチエージェントシステムでは，マルチエージェントシステムは主に管理のために
必要なネットワーク情報を分散収集するために用いられており実際の作業は集中的に
行われている．また，単独の主体によってマルチエージェントシステムが運営されてい
るため，マルチエージェントシステム中のエージェントに関する位置や状態などの情報
を制限なく取得することが可能であり，エージェントの組織化を行うことも比較的容易
である． 
16 
これら単独主体によるネットワークを対象にしたマルチエージェントシステムに対
して，広域ネットワークで動作するマルチエージェントシステムとしては，動的なルー
ティング[S.Willmott B.Faltings, 2000][Willmott Faltings, 1999]，動画配信のための
ト ラ フ ィ ッ ク 制 御  [M.Sasabe, N.Wakamiya, M.Murata, H.Miyahara, 2003] 
[D.A.Tran, K.A.Hua, S.Sheu, 2003]などの方法が提案されている．これらの方法では広
域ネットワーク上でのエージェント協調を実現するために各エージェントによりノー
ド(エージェント)間の距離やトラフィック情報などさまざまなネットワーク情報の取
得を行っているが，基本的にはそれぞれのアプリケーションに必要とされる情報のみを
取得しており，広域ネットワーク管理に必要な情報としては十分とはいえず，また，そ
れぞれのシステムは特定のアプリケーションとして設計されているため，多様な作業内
容が存在するネットワーク管理に対して適用可能とはなっていない． 
このように，従来の手法では広域ネットワーク管理を行うためのマルチエージェント
システムの組織化支援技術を構成するには十分ではなく，これらの課題を解決した新た
な手法の提案が広域ネットワーク管理におけるエージェントの組織課支援技術を構成
する上で必須となる． 
2.2 エージェント間協調動作管理技術 
エージェント間協調動作管理技術とは，マルチエージェントシステムにおいてエージ
ェント間での協調動作を行う場合に，各エージェントの運営者の持つ意図やポリシーを
エージェントの動作に反映させることによってエージェント間の協調動作を運営者の
意図通りに管理するための技術である．本章では本技術の重要性および課題を明確にす
るため，はじめにマルチエージェントシステムにおけるエージェント間協調技術の概略
を述べた後，広域ネットワーク管理にマルチエージェントシステムを適用した際に生じ
うるエージェント協調に関わる問題を示す．最後に，本技術に関する従来手法とその限
界点を示すことで本技術の開発の重要性を明らかにする． 
2.2.1  マルチエージェントシステムにおけるエージェント
間協調 
マルチエージェントシステムは，複数のエージェントがそれぞれ自分に与えられたタ
スクを実行し，必要に応じて他エージェントとの間で協調を行うことにより，システム
全体としての目標の達成を実現するシステムである．具体的にエージェント間でどのよ
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うな協調作業が行われるか，協調の頻度はどのくらいか，などは個々のシステムが対象
とする問題，システムにおける問題解決の手順などによって異なっているが，自分では
達成できない、あるいは他のエージェントの方が効率よく実行できるタスクを適当な他
のエージェントに対して依頼し，実行結果を取得するというタスクの相互依頼やタスク
の実行のために必要な情報の交換などが一般的に行われるエージェント間の協調作業
と考えられる． 
ただし，このような協調作業はマルチエージェントシステムの運用形態によってその
意味が変わることがある．この違いを表 2-2 に示す． 
表 2-2 マルチエージェントシステムの運用形態による協調の違い 
マルチエージェントシステムの運用形態  
システム全体(=全エージェント)が単一の
主体によって運用されている場合 z システムとしての目標が単一主体の
意図に基づくため，明確 
z 全エージェントが同一の目標達成に
向けて協力可能 
z エージェント間での利害の競合はほ
とんど起きない 
システム中の各エージェントが別の主体
によって運用されている場合 z 複数の主体が関わるため，システムと
しての共通の目標は存在しないか，不
明確 
z 個々のエージェントはそれぞれの運
用主体の意図に基づいて動作 
z 運用主体同士の関係によってはエー
ジェント間の動作に競合が生じる 
 
表に示した 2 つの場合の違いは，エージェント間の動作に何らかの競合が生じうるか
否かということである．表中の前者の場合では，システムとしての目標が明確であり，
システム中の各エージェントはその目標に向けて最大限の貢献をするように動作する
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(ように設計されている)ことが想定される．よって，各エージェントは無条件に他のエ
ージェントと協調的に振る舞うことができる．ただし，SETI プロジェクト 
[SETI@home]に代表される分散協調型の科学実験などエージェントの運営主体が複数
であっても，システムとしての単一の目標達成にむけてすべての主体が無条件に協力す
ることが明確である場合はこちらの場合に含まれる．  
ところが，反対に，後者のようにエージェントが別々の主体によって運用されている
場合では，システムとしての目標が明確に決まるわけではない．例えば，P2P 分散技術
を用いたファイル共有では，個々のエージェントは自分の欲しいファイルを他と協調し
て取得したり，その逆にネットワークに対して流通させたりするが，エージェントは自
分の意図に基づいて動作するのみで，ファイル共有システム全体としての目標(強いて
言うならば大量のファイル転送をネットワークに負荷をかけずに効率的に行うこと)を
意識しているわけではない．別の例として，電子商取引を行うマルチエージェントシス
テムを考える．各エージェントはその利用者の意図(求める商品や希望購入あるいは販
売価格など)を保持して利用者の意図を最大限実現するために動作する．このとき，一
般的な商取引と同様に，商品を購入しようとする利用者と，販売しようとする利用者と
の間ではその利害が競合するため，それぞれが所有するエージェントの利害も同様に競
合することになる．図 2-5 を用いて説明する． 
 
図 2-5 エージェント間での利害の競合の例 
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図中の売り手エージェント(の運用者)はある物品を 100 円で販売したいという要求を
持ち，買い手エージェント(の運用者)は同じ物品を 50 円で購入したいという要求を持
っている．このように，エージェント協調において双方の要求(意図)が競合する場合に
は何らかの形でこの競合を解消する試みがなされる．本例の場合であれば，例えば，売
り手が販売価格を下げ，買い手が購入価格を上げることで互いの要求をある程度満たす
価格を決定することで合意を形成することができる．もちろん，交渉を行っても合意に
達しない場合もある． 
このように，分散協調型システムであるマルチエージェントシステムでは，システム
の運用形態によってエージェント間の利害の競合が生じる可能性があり，そのような運
用がなされる場合，エージェントシステムではそれらを解消するための仕組みが必要で
あると言える．次章では，広域ネットワーク管理におけるエージェント間協調とそこで
発生しうる利害の競合について説明する． 
なお，マルチエージェントシステムの運用形態にかかわらず，システム全体で利用す
るリソース(記憶領域や計算資源など)が共通かつ有限である場合には，エージェント間
でそれらのリソースをうまく共有して利用するための資源割り当ての問題が発生する．
このような状況は，設計によっては問題に依存せずにマルチエージェントシステムに生
じうる問題であるが，本研究では，このような資源割り当てに関わるエージェント間の
競合に関してはエージェントシステムの設計の問題と捉え議論の対象外とする． 
2.2.2  広域ネットワーク管理におけるエージェント間協調 
広域ネットワーク管理を行うマルチエージェントシステムでは複数のAS上に配置し
たエージェント間の協調を通じてネットワーク管理における観測や診断を実行する． 
一般に，各エージェントの運営管理はエージェントが配置された AS を管理する主体
によって行われることが想定される．AS の管理主体には大学や研究機関などの公的な
機関も含まれるが，大半はインターネットの接続サービスを有料で提供する ISP 
(Internet Service Provider)である． ISP はユーザに対してインターネットの接続を提
供することで利益を得ているため，各 ISP は自社の顧客に対してできるだけ高速で安
定なネットワーク接続を提供することを目的としている．大学などインターネット接続
ビジネスとは無関係な AS であっても，同様に安定で高速な接続を当然求めている．そ
のために，各 AS では自社の設備を増加させるなど自分自身の性能を向上させるととも
に，他 AS との接続を状況に応じて随時変更しながら常に自 AS における接続性や安定
性の向上に努めている． 
ところが，AS が相互に接続されたインターネットにおいては，AS の互いの動作が
影響を及ぼしあう関係にあるため，これら別々の AS の持つ要求がすべて同時に満たさ
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れるとは限らない．このことを図 2-6 を用いて説明する． 
 
図 2-6 AS の要求が競合する例 
図中の AS2, AS3 は AS1 など複数の AS(図には記載されていない)と接続することで
インターネットとの接続を確保しているものとする．このとき，AS2 において AS4 へ
のトラフィックが増加したとする．この場合，AS2 ではトラフィックの増加に対応す
るために AS4 への接続を，よりホップ数の短い AS1 経由に変更する．AS1 でもその時
点では(自 AS 内や AS4 との接続設備に余裕があるなどの理由から)，AS2 による経路変
更を受け入れたとする．この状況下で AS3 においても AS2 と同様の AS4 へのトラフ
ィックの増加が起きたとする．この場合，AS3 でもこの状況に対処するために同様の
戦略，すなわち，AS4 向けのトラフィックを AS1 経由に変更しようとする．ところが，
AS1 ではすでに AS2 からのトラフィック増加に対応したために設備的な制約などから
AS3 からの新たな要求に対応できない可能性がある．このような場合，AS1 では AS3
から経路変更があったとしても直接 AS4 には流さずに別の(あまり高速でない)接続経
由でトラフィックを転送する可能性がある．また，一般的な AS では本例のような自
AS をただ通過するだけのトラフィックを歓迎しない傾向があるため，AS1 の立場から
すれば自 AS の運営ポリシーに反するため AS3 の要求を受けつけない可能性もある． 
以上のように，インターネットにおける高速で安定した接続性の確立のためには AS
間の協調がなければならないにもかかわらず，その反面，AS の管理主体同士は利害が
競合する関係にもあるため，無条件での協調作業が行われるという保証はないことが分
かる．そして，このような AS 間のネットワーク管理へマルチエージェントシステムを
適用する場合に当てはめると，各エージェントが観測や制御という作業を行えるのは，
あくまで自分が配置されているネットワーク(AS)という限られた範囲内のみであって，
AS 間での合意がなされていない限り他の AS の状態を観測したり他の AS 上のルータ
などのネットワーク機器を直接操作することはできない．そのため，エージェント間の
協調が不可欠である反面，エージェント間の利害の競合も必須であるということが言え
る．  
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このように，マルチエージェントシステムを広域ネットワーク管理に適用する場合に
はエージェント間の競合解消機構が不可欠である．言い換えると，競合解消機構を持た
ずエージェント間協調を行うとエージェントの動作にASの意図が反映されない可能性
があり問題が生じるおそれがある．この問題の一つとして考えられるのがエージェント
を通じた情報流出である．各 AS におけるネットワーク構成などに関する情報はそれぞ
れの AS 独自のものであり，ISP などでは極秘情報として扱っているところも多い．一
方，マルチエージェントシステムによるネットワーク管理作業においては各エージェン
トが観測したネットワーク状態などを協調の過程で相互にやりとりすることが行われ
る．このような情報の交換はあるエージェントが別エージェントに情報の公開を依頼す
るという形で行われるが，先に述べたとおり各エージェントが観測した情報は極秘扱い
されることもあるため，AS によってはそのような情報を無条件に他エージェントに公
開することはできないというポリシーを持つものもある．これは情報を求めるエージェ
ントと与えたくないエージェント間での利害の競合が発生した状況といえ，適切な競合
解消機構が必要となる． 
筆者自身のネットワーク管理作業から得た知見だけでなく実際の ISP からヒアリン
グを行った結果，この情報流出の問題は実際のネットワーク管理にマルチエージェント
システムを適用した場合の最も重要な問題の一つとして ISP が考えていることが分か
った． 
以上より，マルチエージェントシステムにおけるネットワーク管理を行う際の情報流
出を抑えるためのエージェント間協調動作をエージェントの管理者であるASのポリシ
ーに基づいて適切に管理する技術がマルチエージェントを利用した適応型ネットワー
ク管理技術を構成する上で不可欠である． 
2.2.3  エージェント間協調動作管理技術に関する従来技術
と課題 
マルチエージェントシステムにおいて発生するこのような利害の競合という状況下
において，エージェント間の交渉によって一定の合意を形成するための仕組みはマルチ
エージェントシステムの研究分野において従来からさまざまな方法が提案されている．
その中の代表的な例が契約ネットプロトコルである． 
契約ネットプロトコル(以下，契約ネット)は，タスクを独立したサブタスクに分割し
て，それらを複数のエージェントに割り当てるためのプロトコルである．契約ネットは
次のような手順で実行される． 
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① 実行したいタスクを持つエージェント（マネージャ）は，必要であればそのタスク
をサブタスクに分解し，各サブタスクに対して入札を求めるメッセージをエージェ
ント全体に放送する． 
② メッセージを受信したエージェントのうち提示されたタスクを実行可能なエージ
ェントは，そのタスクに対して入札メッセージをマネージャに返信する． 
③ マネージャは，送られてきた複数の入札メッセージ を評価し，それらの中から最
も適切と思われる入札を一つ選択して，それを送ってきたエージェントに落札メッ
セージを送る．この落札メッセージを得たエー ジェントが契約者である． 
④ 契約者は与えられたタスクを実行して返答をマネージャに返す． 
⑤ マネージャは，各部分タスクの実行結果のレポートを集め，最終的には各部分タス
クに対する解の統合を行う． 
このようにして，契約ネットを用いると，マルチエージェントシステムにおける階層
的なタスク割り当てがマネージャを中心としてトップダウンに形成される．その他，経
済学の視点を利用したアプローチとしてオークションやバーゲニングと呼ばれるタス
ク割り当ての方法も提案されている．  
これらの契約ネットやオークションなどの競合解消およびタスク割り当ての方法は
汎用的な理論であり，広域ネットワーク管理用マルチエージェントシステムにおけるエ
ージェント間の協調動作の管理決定に適用することは可能と考えられる．しかし，これ
らの方法を利用するためにはプロトコルとしての動作の詳細(入札に対する応札を行う
ための戦略など)を決定するために，現実のネットワーク管理に適用するためには広域
ネットワーク管理を行う際に生じうるエージェント間の競合に関する分析や競合解消
のための動作戦略に関する検討が必要となるが，従来このような検討そのものが行われ
ていなかった． 
一方，広域ネットワークで動作するマルチエージェントシステムとして提案された
[S.Willmott B.Faltings, 2000][Willmott Faltings, 1999]，[M.Sasabe, N.Wakamiya, 
M.Murata, H.Miyahara, 2003] [D.A.Tran, K.A.Hua, S.Sheu, 2003]などの方法では， 
z マルチエージェントシステムを用いたアプリケーションの構成方法や手順の構成
が議論の中心である 
z エージェント全体が協力関係にあることが前提とされている 
などの理由により，提案手法を現実のネットワークに適用した場合に生じうるエージ
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ェント間での利害の競合およびその解消という現実の問題については考慮されていな
かった． 
このように，これまでに提案されてきた研究では本章で説明したマルチエージェント
システムを広域ネットワーク管理に適応する際に問題になるエージェント間協調動作
の管理について十分な検討がなされてきたとは言えない．実際のネットワーク管理にお
いて生じうるエージェント協調に関する問題を分析し，それを解決する新たなエージェ
ント間協調動作管理手法の提案が広域ネットワーク管理におけるエージェント間協調
管理技術を構成する上で必須となる． 
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第3章 広域ネットワーク管理のため
のエージェント組織化支援技術 
関連論文 【A1】，【A2】，【A5】，【A7】,【A8】，【B2】-【B4】】 
3.1 本論文における位置づけ 
本章では，マルチエージェントシステムによるネットワーク管理において，効率的か
つ効果的なエージェント間協調を実現するためのエージェント組織化支援技術につい
て明らかにする．本章の位置づけを図 3-1 に示す． 
各エージェントによる配置先における
局所的なネットワーク状態の観測
協調エージェントの探索
（組織化）
タスクの依頼，ネットワーク状態の交換
などエージェント間協調
第3章 広域ネットワー
ク管理のためのエージ
ェント組織化支援技術
マルチエージェントシステムによる
ネットワーク管理
第4章 エージェント間
協調動作管理技術
診断，制御などネットワーク管理のた
めのタスクの開始
タスク完了
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図 3-1 本章の位置づけ 
はじめに，提案技術の重要性，必要性を明らかにするために広域ネットワーク管理に
おける分散協調作業の重要性を実例を用いて述べるとともに，広域ネットワーク上で分
散協調を行う際のエージェント間協調の困難さを明らかにする．そして，それらへの解
決策となるエージェント組織化支援システムおよびそれを含むネットワーク管理用エ
ージェントアーキテクチャを提案する．提案システムによるエージェント組織化支援の
詳細を説明した後，実際に実装したエージェント組織化支援システムを複数の仮想 AS
からなる仮想ネットワーク環境で動作させて得られた検証結果を示す． 
3.2 研究の背景 
インターネットは近年その巨大化および複雑化が進んでおり，アプリケーションやサ
ービスの品質に対する要求の高まりもあって，インターネットを適切に管理制御するこ
とはますます難しくなっている．そのため，インターネットの管理の自動化，高度化へ
の AI の応用が期待されるが，元来インターネットは集中的な管理主体を持たない分散
システムであり，この特徴が管理の自動化を困難にしている． 
マクロな視点で見た場合，インターネットは独立した主体が管理運用する
AS(Autonomous System)が相互接続した巨大な分散システムと捉えられる．個々の理
主体は通常自分が管理するAS 内しか観測制御できず他のASの状態を知るこができな
いため，複数の AS を跨る広域ネットワークを管理・制御するには AS 管理主体)同士に
よる協調作業が必要である．例えば，インターネットで通信を行うためには経路情報を
適切にネットワーク全体に伝搬させる必要があるが，この経路情報の伝搬は経路情報を
受信した AS が，さらに別の AS に経路情報を転送するという AS 間の協調によって実
現されている．各 AS における転送作業はそれぞれの AS のポリシーに従って行われて
おり，他の AS がそれを観測し，制御することはできない．そのため，経路情報の伝搬
障害が起きたとしても特定のASからの観測のみで原因を知ることはできず経路を伝搬
した AS が協調して原因を調査する必要がある．別の例として，高品質の動画など大容
量のコンテンツをインターネットで転送する場合，転送経路上の AS の 1 つでも十分な
転送速度が確保できなければ転送の遅延などの問題が発生する．この場合も各 AS では
自分以外の AS のトラフィックの状態を知ることはできないことから，原因となる AS
の発見など問題解決には AS の協調が不可欠である． 
このように，本質的に AS 間の分散協調作業である広域ネットワークの管理の自動化
を単一システムによる集中管理で実現することは不可能であり，分散構造を持つマルチ
エージェントシステム[E.H.Durfee, V.R.Lesser, D.D.Corkill, 1987]を用いたアプロー
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チが特に有効であると考えられる．実際にこのアプローチに基づいて多くの提案がなさ
れている[O.Akashi, A.Terauchi, K.Fukuda, T.Hirotsu, M.Maruyama, T.Sugawara, 
2005],  [寺内, ほか, 2004],  [S.Willmott B.Faltings, 2000],  [D.A.Tran, K.A.Hua, 
S.Sheu, 2003],  [M.Sasabe, N.Wakamiya, M.Murata, H.Miyahara, 2003],  
[M.M.Hefeeda, B.K.Bhargava, D.K.Y.Yau, 2004]． 
一般にマルチエージェントシステムを使った作業ではエージェント間の協調が必要
であり，この協調作業を効果的に実行するためには，実行する作業の内容やエージェン
トの状態などに基づいて選択された適切なエージェント群が協調作業を行うことが重
要である [S.Willmott B.Faltings, 2000]．この選択が適切になされていない場合，例え
ば，協調相手のエージェントが依頼した作業を実行するための機能を持たない，問題解
決に必要な情報を観測できない，高負荷などのため依頼された作業を実行できない場合
には協調がうまくいかず結果として作業の実行が失敗する可能性がある．本稿では，マ
ルチエージェントシステムにおいて要求されるエージェントの機能や配置を考慮しな
がら協調相手とすべきエージェント群を選択する作業をエージェントの組織化と呼ぶ．
組織化はエージェント間の協調を行うすべてのマルチエージェントシステムが行うべ
き作業であり，それ故に適切な組織化を実現することはそれらのマルチエージェントシ
ステムに共通した要求であると言える． 
通常，組織化は可能性のある作業を想定した上で事前に完了させておくか，マルチエ
ージェントシステム による作業の実行中にエージェントによって動的に行うことが想
定される．しかし，事前に組織化を行う場合，各エージェントは自分以外のエージェン
ト情報を管理しなければならない．そのため，エージェントの数が大きい場合やエージ
ェントの状態が頻繁に変化する場合などには，この情報の維持管理コストが大きくなる
ため，適切な選択が難しくなる．さらに，広域ネットワーク管理用のマルチエージェン
トシステムでは，エージェントの組織化のために他に AS を跨る広範囲のネットワーク
情報が必要であるが，集中管理機構を持たない分散システムであるインターネットに関
して，そのような広範囲の情報を観測収集することは容易なことではない． 
我々は広域ネットワーク管理の高度化，自動化を目指して AS 間経路診断，低負荷に
よるコンテンツ配信などを行うマルチエージェントシステム[O.Akashi, A.Terauchi, 
K.Fukuda, T.Hirotsu, M.Maruyama, T.Sugawara, 2005],  [寺内, ほか, 2004]の提案
を行っている．これらの広域ネットワーク管理用のマルチエージェントシステムを運用
する上でもエージェント情報の維持管理やネットワーク情報の収集の困難さに伴うエ
ージェントの組織化のコストの高さが大きな問題となっていた． 
そこで本稿では， [O.Akashi, A.Terauchi, K.Fukuda, T.Hirotsu, M.Maruyama, 
T.Sugawara, 2005], [ 寺内 , ほか , 2004], [D.A.Tran, K.A.Hua, S.Sheu, 2003], 
[M.M.Hefeeda, B.K.Bhargava, D.K.Y.Yau, 2004]などのASを超えた広域ネットワーク
を管理するマルチエージェントシステムを対象にして，ネットワーク上の位置など特定
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の条件を満たすエージェント群を動的に探索・同定することによりエージェント間の組
織化を支援するエージェント組織化支援システム ARTISTE(Agents' Roles and 
Topological Information management System for agent TEamwork) を提案する． 
ARTISTE は次の特長を持つ． 
① 広域ネットワーク管理用マルチエージェントシステムにおける組織化作業の共通
性に着目してARTISTEをマルチエージェントシステムと独立した共通的基盤とす
ることにより，複数のマルチエージェントシステムに支援機能を提供することが可
能である． 
② 組織化のために必要な情報を複数の AS で分散観測することで，単一の AS での観
測では獲得の難しい広域ネットワークトポロジ情報などを利用した組織化が可能
である． 
ARTISTE を用いることにより，広域ネットワーク管理用マルチエージェントシステ
ムでは組織化を静的に行う必要がある場合と比べてマルチエージェントシステムの運
用コストを下げることができる．さらに，マルチエージェントシステム 本来の問題解
決の処理とエージェントの組織化に関する情報や処理を分離できることからネットワ
ーク管理用マルチエージェントシステムを構築するためのコストが低減される効果を
明らかにした． 
3.3 広域ネットワーク管理を行うマルチエージ
ェントシステムの実例 
本章では，広域ネットワーク管理を行うためのマルチエージェントシステムの実例を
2 つ挙げる． 
3.3.1  AS 間経路診断システム ENCORE  
広域 IP 網経路障害診断システム ENCORE は，AS 間において発生した経路障害を
迅速に検知，診断を行うためのシステムである．経路障害の特徴として，ある AS によ
って発行された経路情報はネットワークを伝搬する過程において各ASのポリシーに基
づいて随時変更される可能性があり，そのため，経路の発行元の AS ですら自分の経路
が一旦ネットワーク上に流れてしまった後の変化を把握することができず障害の内容
28 
や原因を単独で推測することが困難である，という性質が挙げられる．このような性質
を持つ経路障害に対応するために，ENCORE ではネットワーク上の複数の AS にエー
ジェントを配置して，それらのエージェントが協調して経路情報を相互に観測し，情報
交換することによって経路障害の検知や診断を行っている．ENCORE が診断の対象と
する経路情報の伝搬障害とその診断手順の簡単な事例を図 3-2 で説明する． 
 
図 3-2 ENCORE による経路診断の例 
図中において，ASselfから advertise された経路情報は AS1，AS2あるいは AS3を経
由して AS4に伝搬されるものとする．ここで，AS1と AS2との間で ASselfに関するフィ
ルタの設定に誤りが発生して，ASselfに関する経路情報が AS２に流れなくなった状況を
想定する．この状況を従来の方法で，ASself から診断ツールなどを用いて調査を行って
も，AS1 から先へとパケットが到達しないという以上の解析は不可能である．つまり，
AS1，AS2間の接続の障害なのか AS2自身のフィルタの設定誤りなのか判断できない．  
これに対して，ENCORE を用いた診断では，ASself中のエージェント Rselfが AS1，
AS2 のエージェント R1，R2 と通信し，それぞれの AS において観測された経路情報を
送り返してもらう．その結果，AS1では自分の advertise した経路情報が存在するのに
対し，AS2では AS1の経路情報はあっても自分の経路情報が含まれていないことが分か
る．以上より，ASselfでは AS1と AS2間で ASselfの経路情報に関するフィルタの設定に
誤りがあるということが推論できる． 
3.3.2  マルチエージェントによる広域動画配信アーキテク
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チャ 
ADSL や FTTH といったブロードバンド環境が普及して、インターネットの高性能
化、高品質化が進んでいる。しかし、インターネットのコンテンツもこれに伴い、従来
の静止画中心から動画中心に移り変わっており、サーバの負荷やネットワークトラフィ
ックの増加といったリソースの問題は依然として残っている。しかも、今後のインター
ネットにおける動画配信は、コンテンツの高品質化や多チャンネルによる複数コンテン
ツの同時配信、また短時間の動画から映画などの数時間に渡る動画まで多様化が進むと
筆者らは予想しており、前記のリソースの問題は今後さらに顕著になる可能性がある。 
インターネットによる多チャンネルの動画配信は、従来以上にユーザが on-demand
でコンテンツを自由なスタイルで視聴することを可能にする。例えば、チャンネル(コ
ンテンツ)を頻繁に変える、早送りや巻き戻しを行いながらコンテンツ中の好きなとこ
ろだけを少しずつ見る、現在、配信中のコンテンツを少し遅れてから視聴する、コンテ
ンツの主要なところだけを跳ばし見しながらダイジェスト的に視聴する、といった多様
な視聴スタイルが考えられ、これからの動画配信においては、このような多様性をサポ
ートする必要があると考える。これに加えて、利用者の好みの傾向、短期的な人気、事
件やイベントによる特定コンテンツへの過度の集中などのダイナミズムが配信系に発
生する。しかし、インターネットでは全体を管理するメカニズムもなく、通常の負荷分
散を利用するのが困難である。このような状況を考慮して、インターネットを用いて不
特定多数のユーザに対して多種類の動画を配信するための方法が求められる。このよう
な問題に対し、各種サーバを自律したエージェントとしてモデル化し、リソースの負荷
の集中や偏りを防ぐとともに、動的に変化する利用者の要求に応えるメカニズムが提案
されている． 
まず，この方式では図 3-3 に示すような既存の CDN と同様の動画配信アーキテク
チャを想定する． 
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図 3-3 動画配信アーキテクチャ 
このアーキテクチャでは、コンテンツのオリジナルを保持するビデオサーバと動画を
視聴するクライアントの他に、コンテンツ配信業者、ISP などが設置することを想定し
たキャッシュサーバが Internet 上に多数存在する。キャッシュサーバの初期配置は網
の構成（帯域やクライアント数）などから決定する。設計においては既存の CDN で用
いられている方法や知見を利用する。それぞれのキャッシュ サーバは自律的にネット
ワークの状態や自己の状態を観測・解析し他のキャッシュサーバと協調することにより
自己の動作を自律的に決定できる。なお、ビデオサーバでは、ディスクと関連するメモ
リの使用量は高いが、CPU 使用率は相対的に少ないと仮定する。また、エージェント
間の協調のための通信コストはコンテンツと比べかなり少なく、配信には影響を与えな
いと考える． 
各キャッシュサーバは動画を配信する際には、配信中の動画を一定サイズだけ自分の
キャッシュスペースに保存しながら配信を行う。データはちょうど一定サイズの
Window をずらすイメージで保存され、配信が進むにつれてキャッシュのデータも変わ
る。キャッシュのサイズはキャッシュサーバのstorageの容量から決定するものとする。
storage 容量に空きがなくなった場合はキャッシュのデータは最も古いデータから置き
換わっていき、それ以外にも一定期間アクセスのなかったキャッシュデータはキャッシ
ュスペースから削除される。 
本アーキテクチャにおける基本的なキャッシュ制御の手順を以下に示す． 
① クライアントはネットワーク中のキャッシュサーバの 1 つに対してリクエ      
ストを送信する。このとき、キャッシュサーバの選択には DNS redirection など既
存の CDN で用いられている方法を利用することとする。 
② クライアントからリクエストを受けたキャッシュサーバ(以降では他のキャッ      
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シュサーバと区別するために Mediator と呼ぶこととする)は、以下の手順によりリ
クエストされた動画(の一部分)を所有するキャッシュサーバの集合を形成する。 
A) Mediator はまず自分の「近傍」を探索してリクエストされた動画（の一部）
を保持するキャッシュサーバの集合を形成する。 
B)  前ステップにおいてコンテンツをキャッシュしているキャッシュサーバ
が発見できた場合、Mediator は当該キャッシュサーバに対して対応する画
像を近く利用するという要請を出す。要請を受けたキャッシュサーバは、
自己のリソースを勘案し、この要求をコミットする。コミットを行ったキ
ャッシュサーバは、実際にそのデータが使われるまで可能な限りそのデー
タを保持する。もし、リソースの関係でコミットメントを放棄しなくては
ならない場合や、近隣で同じキャッシュ内容を持つ適切なエージェントが
存在する場合には、新たなコミットメントを結ぶように Mediator に要請
する。 
C) Mediator の「近傍」の探索では、動画の一部あるいは全部が見つからない
ときは、最初の探索要求を受けたキャッシュサーバがさらに自分の「近傍」
内で探索を行うことによりデータを取得できるか試みる。この、探索の
forwarding は一定回数だけ行う。この場合も、データが見つかった場合は
上記と同様に Mediator との間でコミットメントを確立する。 
D) (c)においてすべてのデータを所有するキャッシュサーバの集合が形成で
きた場合は、この集合のリストをクライアントに返す。集合が形成できな
い場合はコンテンツの足りない部分はサーバから取得する。このとき、サ
ーバからクライアントに直接データを転送するのではなく、サーバから
Mediator を介してクライアントにデータを転送する。Mediator は転送の
過程において自己のキャッシュにあるデータを随時更新する。 
③ クライアントは返されたキャッシュサーバのリストを元にして、適宜キャッシュサ
ーバを切り替えながら動画を受信する。もし配信の途中でリクエストが変更あるい
はキャンセルされた場合には、Mediator はコミットメントを確立した各キャッシ
ュサーバに通知をしてコミットメントを解消する。 
次に，この動画配信方法においてエージェントを組織化する方法について述べる．本
稿ではキャッシュサーバ（エージェント）の持つ役割を、各々がどのリクエストを処理
するかという観点で捉える。この考えから、エージェントの役割の動的な割り当てとい
う手続きを、個々のキャッシュサーバがネットワークおよび自己の状態や他者との協調
によって自己のキャッシュの内容や処理するリクエストを動的に制御することと考え
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る。この，協調による役割の割り当ての基本制御として以下の 3 つを提案する。 
① 複製：他者に対して、自分の持っている役割と同一の役割の割り当てを依頼する手
続きである。これは、例えば、あるキャッシュサーバに対するリクエストが大量に
なったときに利用する。このとき、別のキャッシュサーバに自分と同じ役割を持っ
てもらう、つまり、同じコンテンツをキャッシュしてもらうことで同種のリクエス
トを 2 者で分担して処理できるようになり、負荷分散が実現できる。 
 
図 3-4 役割の複製 
② 委譲：複製とは逆に、自分の現在の役割（の一部）を他者に割り当てて、自分はそ
の役割の割り当てをやめる手続きである。あるコンテンツに対する人気が下がりリ
クエストの量が減少してきた場合に、複数のキャッシュサーバで処理しているリク
エストを処理能力のある 1 つのキャッシュサーバに集約して処理させるといった
場合に行う。これにより他のキャッシュサーバのリソースを別の処理に使えるため
リソースを効率的に利用できる。 
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図 3-5 役割の委譲 
③ 交換：委譲手続きの応用であり、自分の役割を他者に委譲してその代わりに他者の
持つ役割の割り当てを受ける手続きである。例えば、あるキャッシュ A がコンテ
ンツ A に対するリクエストを多く処理していているときコンテンツ B に対するリ
クエストが来たものとする。このとき、コンテンツ B に対するリクエストを多く
処理しているキャッシュ B と協調して、コンテンツ A の処理という役割とコンテ
ンツ B の処理という役割を交換する。多種類の動画を配信する場合、1 つのエー
ジェントが複数のコンテンツのキャッシュを持つ、つまり、複数の役割を持つこと
が当然である。また、動画コンテンツはサイズの大きさから複数のキャッシュに分
散して保存されるが分散されたキャッシュから部品を集める作業はネットワーク
帯域を消費する。本手続きを用いると 1 個のコンテンツのキャッシュ をできる限
り少ないサーバにキャッシュされるようにすることができリソースの効率的利用
に有効である。 
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図 3-6 役割の交換 
3.4 問題の所在とアプローチ 
3.4.1  広域ネットワーク管理用マルチエージェントシステ
ムにおけるエージェント組織化の問題 
一般的なマルチエージェントシステムにおいて組織化を行う場合，エージェントの能
力や保持する情報などを元にしてエージェントの選択を行うが，ネットワーク管理用マ
ルチエージェントシステムにおいて組織化を行う場合，それらに加えてネットワークト
ポロジ，トラフィック，観測できる経路情報といった実ネットワークに関する情報に基
づいて組織化を行うことが求められる． 
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特に，本稿で対象とする広域ネットワーク管理用のマルチエージェントシステムでは，
広域ネットワーク管理が AS 間の協調作業であることから分かるとおり，エージェント
は離れた AS 上に分散配置されている必要がある．そのため，エージェントの組織化に
は各エージェントが動作している環境，すなわち地理的に離れた別の AS に関するネッ
トワーク情報が必要であることになる．しかし，一般に AS は独立した組織によって運
営されており，組織同士の利害関係やセキュリティ上の理由から AS 内部の情報を他
AS から観測することは許可していないことが多い．そのため，各々の AS に配置され
たエージェントは他の AS で観測できる経路情報やトラフィックを知ることはできず，
自分が配置された AS 周辺のネットワークに関する部分的な情報しか観測できない． 
 
図 3-7 単一のエージェントによるネットワーク情報の収集 
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個々のエージェントが部分的なネットワーク情報しか観測できないことを図 3-7 を
用いて説明する．この例では ASyが自分の近傍の AS 間トポロジを取得しようとしてい
るものとする．トポロジの取得には AS 間での経路情報交換に使われる標準プロトコル
である BGP(Border Gateway Protocol) (Rekhter & Li, 1995)でやりとりされる
AS-Path 情報を利用する．AS-Path 情報とは経路情報が転送される際に経由した AS
のリストである．実際のルータ(ASy上にあるものとする)から得られる AS-path 情報の
出力例を以下に示す．  
Address Metric Path 
0x6122  0    ASy AS2 AS1 ASx 
0x6213  0      ASy AS4 AS5 AS6 
.... 
この例では各行が 1 つの経路情報に相当し，Path カラムがその経路の AS-path 情報
である．最初の行の AS-path 情報は，当該経路が ASx によって生成され，AS1,AS2 を
この順番で経由して ASyで受信されたことを示す．このことから，` `ASy-AS2-AS1-ASx''
という AS 間の接続が存在することが分かる．2 行目以降についても同様に各行から AS
間接続情報が得られるため，それらをまとめることで特定の AS から観測した AS 間ト
ポロジを取得できる． 
このとき，ASxから ASyへ経路情報が AS1,AS2を経由して転送されているとすると，
ASyは``ASy -AS2-AS1-ASx ''という Path が形成されていることを知ることができる．さ
らに，ASyは自分と直接接続された AS の存在は分かるので，AS4の存在も把握できる．
しかし，これらの情報だけでは ASy から図中の AS3 の存在を知ることができず，結果
として図に示した部分的なトポロジしか獲得できないことが分かる． 
このとき，例えば ASy上のエージェントが経路診断やトラフィック制御の目的で ASx
と直接接続された AS 上のエージェントと協調する必要があっても，自分が獲得できる
トポロジ情報からは該当するエージェントが AS4 上のエージェントであることしか把
握できず，存在の分からない AS3上のエージェントとは協調が行えないことになる． 
以上をまとめると，広域ネットワーク管理用マルチエージェントシステムにおいては
エージェントの協調相手を適切に選択するためには，エージェントの配置先である AS
から観測できる局所的な情報に加えて，近隣の AS を含む，より広い範囲のネットワー
クに関する情報が求められるが，集中的な管理システムを持たないインターネット上で
はこのような広い範囲の視点からの情報を得ることは容易ではない． 
よって，これらの問題を解決して広域ネットワーク管理用マルチエージェントシステ
ムの適切な組織化を行うためには，広域ネットワーク情報の収集機能を備えたエージェ
ント組織化支援機構が必要である． 
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3.4.2 アプローチ 
3.4.2.1 アーキテクチャ 
エージェントの組織化機構は本来個々のマルチエージェントシステムに固有のもの
と考えられる．しかし，ネットワーク管理のようなマルチエージェントシステム本来の
作業のための処理や知識に加えて，エージェント選択のための知識や手続きを混在させ
ることはマルチエージェントシステムの構成を複雑化させ構築コストの増大および実
行速度や保守性の低下を招く. 
さらに複数の広域ネットワーク管理用マルチエージェントシステムを開発する場合
を想定すると，それぞれのマルチエージェントシステムが独自に組織化機構を持つこと
は，図 3-8 に示すように類似の処理がマルチエージェントシステム毎に実装されるこ
とになり非効率であると共に，それぞれのマルチエージェントシステムでも構築コスト
の増大や保守性の低下といった問題を抱えることになる． 
 
図 3-8 個々のマルチエージェントシステムによって組織化が行われる場合 
組織化機構に求められる機能やアーキテクチャを明確にするために実際のマルチエ
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ージェントシステムにおける組織化の方法や用いられる情報を調査した．本稿では検討
対象のマルチエージェントシステムとして，AS 間経路診断システム ENCORE 
[O.Akashi, A.Terauchi, K.Fukuda, T.Hirotsu, M.Maruyama, T.Sugawara, 2005]，寺
内らの動画配信システム [寺内, ほか, 2004]，Tran らの動画配信システム [D.A.Tran, 
K.A.Hua, S.Sheu, 2003] ， hefeeda ら の 動 画 配 信 シ ス テ ム  [M.M.Hefeeda, 
B.K.Bhargava, D.K.Y.Yau, 2004]を選択した．これらのマルチエージェントシステムで
はそれぞれ AS 間での経路診断，広域ネットワーク上での動画配信といった作業を複数
のエージェントにより実現するもので対象とするマルチエージェントシステムの要件
を満たしている．これらのシステムでエージェントを組織化する際に利用している情報
を表 3-1 にまとめる． 
表 3-1 マルチエージェントシステムの組織化において用いる情報 
ENCORE エージェントの状態(能力) 
AS 間トポロジ情報 
各 AS における接続数 
寺内らのシステム エージェントの状態 (キャッシュの種類，量) 
ノード間の距離(ホップ数，RTT) 
Tran らのシステム エージェントの状態(能力) 
ノード間の距離 
ノードの負荷(トラフィック) 
hefeed らのシステム ノードの負荷(トラフィック) 
配置先 AS 番号 
配置先のネットワーク prefix 
 
この表からエージェントを組織化するための情報として各マルチエージェントシス
テムともエージェントの情報に加えてトポロジなどのネットワーク情報を用いている
ことが分かる．そして，近隣のネットワーク機器との情報交換や遠方のエージェントと
の連携により，必要とされるネットワークトポロジや経路情報の到達性，トラフィック
などの情報を収集し，特定の条件の下にあるエージェントを動的に探索する作業はいず
れのマルチエージェントシステムにおいても共通に行われることが分かった． 
以上のように，広域ネットワーク管理用マルチエージェントシステムのための組織化
ではその手順や必要とする情報にある程度の共通性があることが分かった．我々はこの
共通性に着目し，マルチエージェントシステムの組織化に必要な情報を一元的に収集管
理して特定の条件下にあるエージェント群を動的に探索・同定する機能を複数の広域ネ
ットワーク管理用マルチエージェントシステムに対して提供できる共通的基盤として
エージェント組織化機構を実現する． 
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3.4.2.2 広域ネットワーク情報の収集 
3.4.1 で述べたとおり，広域ネットワーク管理用マルチエージェントシステムにおけ
るエージェントの組織化においては，特定の観測地点(AS)から観測できるネットワーク
情報に加えて，より広い視点から観測したネットワーク情報が必要であるが，インター
ネットでは単一地点からの観測ではそのような広範囲のネットワーク情報を取得する
ことは難しい．そのため，組織化機構を集中型の単一システムによる実現したのでは組
織化に必要なネットワーク情報を十分に観測できないため，組織化機構に求められる条
件を満たすことができない． 
そこで，我々が提案する組織化機構はインターネットと同じく分散協調型の構造を持
つマルチエージェントアーキテクチャによって実現することとした．そして，ネットワ
ーク上に配置されたエージェントがそれぞれ局所的な情報を分散観測し，エージェント
が協調することによって広域ネットワーク情報を取得するアプローチを採用した． 
3.5 提案方式 
3.5.1 エージェント組織化支援システム ARTISTE 
以上の検討を元に，本稿ではエージェント組織化支援システム ARTISTE を提案する．
ARTISTE を含むエージェントアーキテクチャを図 3-9 に示す．本モデルでは実際に広
域ネットワークの管理作業を行うマルチエージェントシステム (図上部 )と
ARTISTE(図中部)が共にインターネット上で連携して動作する．以降，前者のマルチ
エージェントシステム を ARTISTE と区別するために，ネットワークマルチエージェ
ントシステム(マルチエージェントシステム)と呼ぶ． 
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ARTISTE
エージェント協調
コンテンツ配信
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その他の
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探索条件エージェント情報の収集 組織の候補
ネットワーク情報の収集
 
図 3-9 提案するエージェントアーキテクチャ 
3.4.2.1 での検討から，ARTISTE はマルチエージェントシステムとは独立したシステ
ムとして実現した．そして，マルチエージェントシステムと ARTISTE 間で連携するた
めのインタフェースとしてマルチエージェントシステムから ARTISTE に協調エージ
ェントを探索するための条件を送信し，ARTISTE は送信された条件に合致するエージ
ェントの情報を返答するという一般的な query-reply プロトコルを採用した．インタフ
ェースを簡便かつ汎用的なものにすることにより，ARTISTE は多くのマルチエージェ
ントシステムと連携可能になる．見方を変えると，ARTISTE はマルチエージェントシ
ステムに対して一種のメディエータシステムあるいはネームサーバとして動作すると
言える． 
さらに， 3.4.2.2 での検討に基づき，ARTISTE は複数の自律エージェントからなる
マルチエージェントシステムとして実現し，ネットワーク上に分散配置したエージェン
ト(以下，ARTISTE エージェント)によってネットワーク情報を複数地点から観測する． 
3.4.1 で述べたように，本稿で対象とするマルチエージェントシステムは AS 間での協
調作業をサポートすることが目的であるからAS毎にエージェントが配置されていると
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してよい．さらに，同じく 3.4.1 で示したように特定の AS から他 AS の情報を観測す
ることは困難であることから，ネットワーク情報およびマルチエージェントシステムの
エージェント情報を最も効率よく収集するためには ARTISTEエージェントはAS毎に
配置されることが最適であると言える．以降では ARTISTE エージェントは AS 毎に配
置されているものとして議論を進める．ARTISTE エージェントの最適な配置はマルチ
エージェントシステムの構成やネットワーク構造によって変化するため検討の必要な
問題と考えられるが，本稿での議論の範囲外とする． 
個々の ARTISTEエージェントは配置先 AS内のネットワーク機器やマルチエージェ
ントシステムエージェントの情報を取得する．各 ARTISTE エージェントは自分が配置
された AS 以外の AS で観測されるネットワーク情報が必要なときは，適宜協調して情
報の交換を行う．ARTISTE エージェント間での協調の際にはエージェントを探索する
必要があるが，既存の P2P システムなどで提案されているエージェント探索のための
手法，すなわち，集中型データベース，探索メッセージのフラッディング，
DHT(Distributed Hash Table) (Stoica, Morris, Karger, Kaashoek, & Balakrishnan, 
2001), (Zhao, Huang, Stribling, Rhea, Joseph, & Kubiatowicz, 2004), (Rowstron & 
Druschel, 2001)などの方法を利用するものとする． 
3.5.2 ARTISTE による組織化支援 
本章では ARTISTE を用いてマルチエージェントシステムのエージェントを組織化
する手順を説明する．ARTISTE によるエージェントの組織化は次の 3 ステップに分け
られる． 
① ARTISTE による情報収集 
② マルチエージェントシステムによる探索条件の送信 
③ ARTISTE によるマルチエージェントシステムエージェントの探索 
各ステップ毎の設計方針や機能要件を以下で述べる． 
3.5.2.1 ARTISTE による情報収集 
表 3-1 に示した通り，ARTISTE による組織化支援のためには対象とするマルチエー
ジェントシステムのエージェント情報およびエージェントが配置されたASの局所的な
情報および複数の AS を含む広域ネットワーク情報を収集する必要がある．それぞれの
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情報の内容や具体的な収集手順を述べる． 
3.5.2.2 エージェント情報 
エージェントの状態や能力を表現する情報はマルチエージェントシステムによって異
なるが，それらをすべて ARTISTE が収集すると ARTISTE が個々のマルチエージェン
トシステムに関する情報を持つ必要があり，ARTISTE の汎用性が失われる． 
そこで，ARTISTE ではマルチエージェントシステムのエージェントが持つ情報のう
ち，複数のマルチエージェントシステムで共通的に利用される情報のみを収集する．具
体的には，IP アドレス，接続先ポートなど静的な情報に加えて，各エージェントの動
作状態を収集する．前者は ARTISTE エージェントに設定として与え，後者はマルチエ
ージェントシステムエージェントと定期的に通信して取得する． 
エージェントが実行できるタスクの種類などマルチエージェントシステムに依存す
る情報は ARTISTE の収集対象には含めない．このような問題依存の情報により協調相
手のエージェントを選択したい場合，まず ARTISTE を用いて汎用的な条件により協調
相手の候補を絞り込み，選ばれた候補の中から個々のマルチエージェントシステム が
実際の協調相手を決定すればよい． 
3.5.2.3 広域ネットワーク情報 
個々の ARTISTEエージェントは自分の配置先 ASから観測できる局所的なネットワ
ーク情報を，配置先 AS 上の BGP ルータ2から収集する．具体的には，ARTISTE エー
ジェントがルータに接続し，適切なコマンドを実行することで AS-path 情報などのネ
ットワーク情報を取得する．接続先のルータのアドレスやログインするために必要な認
証情報は ARTISTE エージェントにあらかじめ与えておくものとする． 
広域ネットワーク管理のための MAS におけるエージェント協調では，協調エージェ
ントのネットワーク上の位置に大きな意味がある．例えば，AS 間の経路情報の診断で
は，自分の経路の状態を調べるため経路情報が実際に伝搬される別の AS のエージェン
トと協調する必要がある．また，検討対象とした動画配信では，クライアントからネッ
トワーク上の近い位置にいるエージェントや広帯域のリンクを持つ場所に配置された
エージェントを優先的に配信に用いる．このようなエージェントを見つけるためには，
局所的な視点だけでなく，広域の視点から見た情報が必要である． 
このために ARTISTE では，エージェント間の情報交換によって他のネットワーク情
報を獲得し，広域にわたるエージェント探索を可能とする．具体的な方法は後に例を使
                                                
2 BGP を用いて他 AS と経路情報を交換しているルータ 
43 
って説明する．なお，エージェントの IP アドレスやネットワーク prefix のような局所
情報は ARTISTE は AS 内から容易に収集できる． 
次に，個々のエージェントが情報交換して実際に広域ネットワーク情報を獲得する方
法を， 3.4.1 と同様に AS 間トポロジを収集する場合を例にして示す． 図 3-7 で示し
た状況下では ASy 上のエージェントは ASx と ASy 間の部分的なトポロジしか観測でき
ないことを 3.4.1 で説明した．ここで， 図 3-10 に示すように ASy からの経路情報が
AS4,AS3経由で ASxに伝搬されている場合を考える．この場合も ASx上のエージェント
は AS2 の存在が分からず部分的なトポロジしか観測できない．このとき， ASy から経
路情報が ASx に広報されているという条件を追加しても ASy が観測できるトポロジに
は全く影響がないことに注意する． 
 
図 3-10 エージェントによる部分的なネットワーク情報の観測 
ARTISTE ではこのような場合にエージェントが観測した情報を交換することで，よ
り正確な広域ネットワーク情報を取得することを可能にしている．このトポロジの例で
は，ASx と ASyが観測したトポロジ情報を互いに交換する．それにより，ASxでは AS2，
ASyでは AS3を含む完全な近傍のトポロジを得ることができ，局所的な観測では得られ
ない広域ネットワーク情報を獲得できる． 
エージェント間の情報交換により他ASの情報を獲得する手法はトポロジ情報以外の
情報にも適用できる．例えば，AS におけるトラフィック量など外部 AS からは観測不
可能な情報も，当該 AS 上のエージェントが観測した情報を交換することにより容易に
得られる． 
3.5.3 マルチエージェントシステムによる探索条件の送信 
ARTISTE とマルチエージェントシステム間のインタフェースである探索条件につ
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いて説明する．ここでの探索条件とはマルチエージェントシステムのエージェントの協
調相手のエージェントが持つべき状態やネットワーク上の位置に関する情報を形式的
に表現したものである．この探索条件はマルチエージェントシステムでの問題に依存す
るためマルチエージェントシステムで生成する．作成方法や手順については各マルチエ
ージェントシステム で自由に決定してよく，ARTISTE は関知しない．ARTISTE で用
いる探索条件の一般的な形式を以下に示す． 
query ::= query <condition> 
condition ::= <attribute> | (and|or <condition>+) 
attribute ::= <ip>|<asnum>|<neighbor>| 
  <prefix>|<status> 
ip ::= ipaddress <IPアドレス> 
asnum ::= asnumber <AS番号> 
neighbor ::= neighbor <AS番号> <ホップ数> 
prefix ::= prefix <プレフィックス> <マスク長> 
status ::= status <"in">|<"out"> 
 
各 attribute 節の意味は表 3-2 に示す． 
表 3-2 探索条件に用いる attribute 節 
名前 意味 
ipaddress  指定された IP アドレスを持つエージェント  
prefix  指定 prefix 上に配置されているエージェント(一つめのパ
ラメータがネットワークアドレス，二つめがマスク長を示す) 
status  指定した status を持つエージェント(動作中であれば in，
停止していれば out)  
neighbor  指定 AS から指定距離（＝ホップ数）以内で接続された AS
上に配置されたエージェント(一つめのパラメータが AS 番
号，二つめが距離を示す)  
asnumber  指定 AS 上に配置されたエージェント  
 
この記法に従うと，例えば (query (and (status in) (neighbor AS1 2)))
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という探索条件は AS1 から 2 ホップ以内の AS に配置されていて，かつ，動作中のエ
ージェントを探索することを意味する． 
なお，表 3-2 には本稿で対象とする広域ネットワーク管理において頻繁に利用され
るもののみを挙げている．これら以外にも適用する分野に応じて attribute 節を拡張す
ることで，広域ネットワーク管理だけでなく AS 内ネットワークや LAN 管理といった
異なる場面でも ARTISTE を適用可能になる． 
3.5.4 エージェントの探索手順 
本章では ARTISTE がマルチエージェントシステムから送られた条件に合致するエ
ージェントを探索する手順を述べる．以下では，次の条件の元で ARTISTE およびマル
チエージェントシステムが動作していることを前提とする． 
z AS 上にはマルチエージェントシステムおよび ARTISTE エージェントが各 1 つず
つ動作し，同一 AS 内でのエージェント間およびエージェントと BGP ルータ間の
通信に必要な情報は各エージェントに予め与えられている． 
z すべての ARTISTE エージェントの情報を登録した集中型データベース(以下，DB)
があるものとし，ARTISTE エージェント間での協調の際には本 DB を使う． 
z 前記 DB において，各 ARTISTE エージェントは AS 番号によって一意に特定でき
るものとする． 
 
探索手順を以下に示す． 
① 起動および待機 
各 ARTISTE エージェントは起動時に設定として与えられた情報を読み込み，マル
チエージェントシステムからの探索条件の待機状態に入る．マルチエージェントシ
ステムエージェントの動作状況やネットワーク状態など変動する情報の収集は待機
中も定期的に繰り返す． 
② マルチエージェントシステムから探索条件の受信 
マルチエージェントシステムエージェントはエージェント協調が必要になった場合
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に，同一 AS 上の ARTISTE エージェントに協調すべきエージェントの探索条件を送
る． 
③ 探索条件の解析 
マルチエージェントシステムから探索条件を受信した ARTISTE エージェントは送
られた探索条件を解析し，探索条件に含まれる asnumber 節や prefix,ipaddress 節の値
を取得する．これらの値が自分の配置先と一致しない場合は他 AS のエージェント
との協調が必要と判断される．このとき，条件に neighbor 節が含まれている場合は
ステップ④に進む．含まれていない場合はステップ⑤に進む． 
④ neighbor 節の処理 
neighbor 節は直接ネットワークの位置を示していないが，3.4.1 や 3.4.2.2 での議論
から分かるとおり意味的には特定の AS の集合を表している．すなわち，neighbor
節は asnumber 節の集合に変換することが可能である． 図 3-10 で示したネットワ
ークを例に説明する． (query (neighbor ASx 1))という探索条件を例にする
と，この neighbor 節の表す「ASxから 1 ホップで接続された AS」は図より AS1, AS3
である．よって，この探索条件は (query (or (asnumber AS1)(asnumber 
AS3)))と等価であることが分かる．変換の手順を以下に示す． 
A) neighbor 節の第一引数の AS 上の ARTISTE エージェントを集中 DB を使
って検索し，結果の ARTISTE エージェントに対して neighbor 節が表す
AS の集合を問い合わせる． 
B) 問い合わせを受けた ARTISTE エージェントでは自分の配置先 AS の BGP
ルータから AS-path 情報を取得し，それを解析して合致する AS の集合を
求めて返答する． 
C) 返答を受けた ARTISTE エージェントでは，結果を元に neighbor 節を
asnumber 節の集合に変換した新たな探索条件を作る． 
⑤ ARTISTE エージェントの探索 
ステップ③および④で得た asnumber 節の値をキーにして DB を検索し，当該 AS に
配置された ARTISTE エージェントの IP アドレスやポート番号など通信に必要な情
報を取得する． 
⑥ 探索条件の転送 
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ステップ⑤で得られた ARTISTE エージェント(群)に対して探索条件を転送する． 
⑦ 転送先での検査 
前ステップにおいて探索条件を転送された ARTISTE エージェントは，同一 AS 上の
マルチエージェントシステムエージェントが送られた条件に合致するかを検査する．
合致した場合はマルチエージェントシステムエージェントの IP アドレス，合致しな
かった場合はその旨を示すメッセージを転送元の ARTISTE エージェントに返送す
る． 
⑧ 検査結果の統合およびマルチエージェントシステムへの返答 
転送元の ARTISTE エージェントでは転送先からの検査結果がすべて集まったら，そ
れらをまとめて問い合わせ元のマルチエージェントシステムエージェントに対して
探索結果として返答する． 
 
手順の概略を図 3-11 に示す． 
(2) NMASから
ARTISTEへ探
索条件を送信
NMAS
ARTISTE
インターネット
(1)ネットワーク情報の収集
(4)条件の転送
(5) 転送先での検査
&検査結果の返答
(1)エージェント情報の収集(6) 探索結果
を返答
(3)探索条
件の解析
 
図 3-11 エージェントの探索手順 
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3.6 提案方式の評価 
3.6.1 実験環境 
3.6.1.1 システム構成 
3.5 での検討を元に ARTISTE システムを実装した．そして，AS 間経路情報診断シ
ステム ENCORE を対象のマルチエージェントシステムとし，ENCORE(ARTISTE に
対応させるために一部改造)と ARTISTE が連携動作する実験システムを構成した．実
験システムの構成を図 3-12 に示す． 
 
図 3-12 システム構成図 
本システムは以下の 4 つの構成要素から成る． 
 
① ARTISTE エージェント 
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商用の Lisp で実装され FreeBSD 6.1R 上で動作する．実装に当たっては ARTISTE エ
ージェント間の通信処理は XML-RPC [XML-RPC Home page]を利用して実装した他，
BGP ルータとの通信には telnet を用いるなど外部ソフトウェアとの連携部分はでき
るだけ汎用的な技術を用いるように留意した．ARTISTE エージェントのソフトウェ
ア構成図を図 3-13 に示す．  
 
図 3-13 ARTISTE エージェントソフトウェア構成図 
② 情報レポジトリ 
全 ARTISTE エージェントの情報(IP アドレスや配置先 AS など)が登録されている．
ARTISTE エージェント間で協調を行う際は，AS 番号などを検索キーとして
ARTISTE エージェントを探索し， IP アドレスやポート番号などの必要な情報を取
得した上で通信を行う．実験システムでは本レポジトリは LDAP を用いて実装した． 
③ BGP ルータ 
各 AS に配置されているルータで BGP により他の AS と経路情報を交換する．実験
システムでは ARTISTE エージェントがルータに telnet でログインして適切なコマン
ドを実行することでネットワーク情報を取得できるように実装した．例えば，AS 間
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トポロジを使ったエージェントの探索を行う際に利用する AS-path 情報を取得する
ためには，管理者としてログインした後に``show ip bgp''3というコマンドを実行すれ
ば AS-path 情報を含む BGP でやりとりされる情報が取得できる． 
④ ENCORE エージェント 
ARTISTE エージェントと同様に，商用の Lisp で実装され FreeBSD 6.1R 上で動作す
る．ENCORE エージェント間の通信処理も同じく XML-RPC を用いて実装した．
ENCORE エージェントと ARTISTE エージェント間の通信も XML-RPC を利用して
実装を行った． XML-RPC は多数の OS や言語処理系に対応した実装が提供されて
いるため， ARTISTE とマルチエージェントシステム間の通信処理の汎用性を高め
ることができる． 
3.6.1.2 実験ネットワーク 
構築した実験システムを動作させるために市販の仮想マシンソフトウェアおよび同
ソフトウェアの仮想ネットワーク機能を使って 12 個のプライベート AS からなる実験
用仮想ネットワーク(以下，実験ネットワーク)を構築した．実験ネットワークの構成を
図 3-14 に示す． 
 
                                                
3 BGP ルータが Cisco 社製である場合 
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図 3-14 実験ネットワーク構成図 
実験ネットワーク上の各 AS は 2 つの仮想ホストから構成されている．1 つのホスト
上では ARTISTE エージェントおよび ENCORE エージェントが 1 つずつ動作し，もう
一つのホストはフリーのルータソフトウェア quagga (Quagga Routing Suite)を動作さ
せることで BGP ルータとして機能させている．また，この実験ネットワークはインタ
ーネットとは接続していないが，実際のインターネットへの適用時の性能を検証するた
めに実際のインターネットから取得したフルルート(約 16万の経路情報)をBGPルータ
間で流通させている． 
この実験ネットワークはラックマウント型の汎用 PC4 台の上で動作している．これ
らの PC のスペックは 2 台が Pentium4 3GHz, メモリ 2GB で，残りの 2 台はデュアル
の Xeon 2GHz，メモリ 4GB という構成である．また，仮想ソフトウェアが動作するホ
スト OS はすべての PC で Windows Server 2003 を用いており，仮想ホストおよび仮
想 BGP ルータが動作するゲスト OS はすべて FreeBSD 4.11R を利用している． 
 
 
図 3-15 実験ネットワーク構築用 PC 
3.6.2 実験結果 
作成した実験システムを使って ARTISTE の有効性の基本評価を行った．以下にその
結果について述べる． 
3.6.2.1 ARTISTE による組織化の有効性 
ENCORE などのマルチエージェントシステムでエージェント間の協調を行う場合，
52 
ARTISTE を使わないとすると，それぞれのエージェントでは協調相手のエージェント
の IP アドレス，役割などの情報を協調の前に予め準備しておく必要がある．さらに，
これらの情報はネットワークの状態や協調相手の変化に応じて随時変更しなければな
らない．ARTISTE を用いれば協調相手のエージェントを動的に探索することができる
ようになるため，協調相手エージェントの事前設定やその維持管理が不要になるという
効果が得られる．これらの効果が実際に得られることを実験システムを使って検証した． 
検証では， 図 3-14 上の AS65416 上のエージェントが「AS65412 から 2 ホップ以
内に接続された AS 上のエージェント(群)」と協調したいという要求を持っている場合
を例にした． 図 3-14 よりこの要求を満たすエージェントは AS65401, 65402, 65403, 
65404, 65414, 65417, 65418 上で動作するエージェントであることが分かる．実際のマ
ルチエージェントシステムでこれらを指定する際の設定を ENCORE と寺内らのスト
リーム配信システムの場合を例にして表 3-3 に示す． 
表 3-3 協調エージェントに関する設定(ARTISTE 利用無) 
ENCORE  寺内らのストリーム配信システム 
(investigation . 
   ("a.b.c.d:e" :asnumber 65401) 
   ("f.g.h.i:j" :asnumber 65402) 
    .......... )  
<neighbors> 
  <neighbor> 
    <address>"a.b.c.d:e"</address> 
  </neighbor> 
  ....... 
</neighbors>  
これに対して，ARTISTE を用いる場合は，マルチエージェントシステムから前述の
要求条件を 3.5.3 に示した記法に従って記述し ARTISTE に送信すればよいので表 3-4
に示した設定を行うのみでよい．この例のように，システムが全く異なっていても，要
求条件が同じであれば同一の処理でエージェントの組織化ができることは ARTISTE
の汎用性，再利用性が十分に高いことを示している． 
表 3-4 協調エージェントに関する設定(ARTISTE 利用時) 
 ARTISTE 利用時  
ENCORE  
(query (neighbor 65412 2))  
寺内らのストリーム配信システム  
 
実際に，本実験において協調エージェントに関する静的な設定を ENCORE から削除
53 
し表 3-4 で示した条件を使って ARTISTE を使った探索を行うように変更したところ，
ARTISTE から ENCORE への返答として AS65401, 65402,65403, 65404, 65414, 
65417, 65418 上で動作するエージェントの IP アドレスが取得できることを確認した． 
さらに，ネットワーク状態の変化に ARTISTE の組織化が追従できることを確認する
ため，AS65412 と AS65404 間と AS65404 と AS65402 間の接続を切断した後で同じ
探索条件を用いてエージェント探索を行った．この場合は AS65401, 65402, 
65403,65414, 65417, 65418 上のエージェントが条件に合致することが図 3-14 より分
かる．このような変更があった場合，ARTISET を使っていなければマルチエージェン
トシステムの要求が変化していなくても設定の変更が必要になる．これに対して
ARTISTE を用いれば要求が同じであれば表 3-4 の設定を変える必要はないので，従来
の設定変更コストが削減できる．実際に ARTISTE を用いて探索した結果，前述の AS
上のエージェントが正しく返答されることを確認した． 
以上より，ARTISTE をマルチエージェントシステムと併せて利用することによって
協調エージェントに関する設定の維持管理をしなくともネットワーク状態の変化に追
従して適切な協調エージェントを動的に選択できることが分かり，ARTISTE による組
織化支援がマルチエージェントシステムを運用する上で有効であることを明らかにし
た． 
3.6.2.2 組織化機構の分離効果 
ARTISTE を用いることによるもう一つの利点は，マルチエージェントシステム構築
の際に経路診断などマルチエージェントシステム本来の問題解決に関わる処理と組織
化の処理を分離できることである．例えば，マルチエージェントシステムが前述の
「AS65412 から 2 ホップ以内に接続された AS 上のエージェント(群)」と協調する場合
を考えると，ARTISTE を用いなければ問題解決のための協調を行う前に， 
z AS65412 から観測した AS-path 情報の取得 
z AS-path を解析して 65412 から 2 ホップ以内の AS の取得 
z 前述の AS 上に配置されたマルチエージェントシステムエージェントの探索 
という組織化の処理を行う必要がある．そのため，タスクのためのコードと組織化の
ためのコードが同一システム内に混在することになる．ARTISTE を導入すれば組織化
のコードをマルチエージェントシステムから分離，省略することができるため，システ
ムのコード量の削減効果が得られる．この効果を確認するために，作成した ARTISTE
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システムおよびマルチエージェントシステムの一つである ENCORE の開発規模を調
査した．その結果を表 3-5 に示す． 
表 3-5 ARTISTE およびマルチエージェントシステムの開発規模 
 組織化機構を分離  組織化機構を統合  
ENCORE  約 39K  約 42.5K(=39K+3.5K)  
ARTISTE  約 3.5K   
 
ARTISTE を導入せずマルチエージェントシステムが独自に組織化機構を持つとす
ると，マルチエージェントシステムにはそれぞれ本来の問題解決のコードに加えて組織
化に関するコードを含めなければならない．このコード量は ARTISTE の規模に相当す
ると考えられるため，その場合は本来の問題解決のコードのみの場合に加えて約 3.5K
ステップのコードが増えることが表 3-5 から分かる．逆に言うと，組織化機構を分離
することによって，約 3.5K ステップのコードが削減できることになる．例えば
ENCORE の場合を考えると，組織化機構を分離した場合は分離しない場合と比べて
3.5K/42K= 約 8.3%の工数削減が実現できたことになる． 
ARTISTE は複数のシステムに対して適用できる再利用性もあるため，同様の探索機
能を必要とするマルチエージェントシステムを開発する場合にも ARTISTE を導入す
ることで同規模の開発規模削減効果が期待できる．さらに，組織化処理の分離を行うこ
とはコード全体の見通しを向上させマルチエージェントシステムの構成の複雑化およ
びそれに伴う実行速度や保守性の低下を避けるという効果も期待できる． 
以上より，ARTISTE の利用した組織化機能の分離はマルチエージェントシステムの
構築する上での工数削減や構造の簡単化による動作品質の向上といった有益な効果を
もたらすものと言える． 
3.6.2.3 性能 
次に，ARTISTE によるエージェント探索のための応答時間の計測結果を表 3-6 に示
す． 
表 3-6 ARTISTE の応答時間 
ホップ数(探索範囲) 1 2 3 4 5 
応答時間(ms) 743 856 1967 6504 7734 
ホップ数(探索範囲) 6 7 8 9  
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応答時間(ms) 7732 7810 7758 7739  
 
ARTISTE の応答時間の内訳を調べると，本実験の ARTISTE では集中型のレポジト
リを利用していることもあり，他 ARTISTE エージェントの探索や通信には殆ど通信コ
ストはかからず，ENCORE エージェントや BGP ルータとの通信も通信量が多くない
ため非常に短い時間で完了していることが分かる．この時間は ARTISTE エージェント
の数が増えても殆ど変化しないものと考えられる．しかし，AS-path 情報から AS 間ト
ポロジを作る過程およびそれを利用したエージェントの探索処理が処理時間の大半を
占めていることが明確となった． 
そこで，実際に実験システム上で AS-path 情報から AS 間トポロジを作成しエージ
ェントの探索範囲，すなわち AS ホップ数を変化させてエージェントを探索した場合の
探索時間を測定した．この実験では，実験システムに流通するフルルートにより AS 間
トポロジを作っているため，ここでの測定結果は実際のインターネットでの測定値に近
い． 
表 3-6 から分かるように 3 ホップまでの範囲の探索では応答時間は 2 秒以内に収ま
っているが，それより広い範囲でエージェントを探索すると応答時間が大幅に増加する．
よく知られているとおりインターネットは「べき法則」に従うネットワーク構造のため 
(Faloutsos, Faloutsos, & Faloutsos, 1999)，ホップ数の増加に伴うこの応答時間の急激
な増加は合理的である．しかし，筆者らが実際のインターネットのトポロジを調査した
結果によると，任意に選んだASから4ホップで接続されるAS数は殆どの場合約10000
以上であることが分かっており，このような広大な範囲でエージェントを探索するとい
うことは実際の適用では起きないと考えてよい．そのため，ARTISTE の応答時間は現
実のネットワークに適用した場合でも問題ない水準と言える． 
一方， (gavalas, Greenwood, Ghanbari, & O'Mahony, 2002)のように移動エージェ
ントを利用したマルチエージェントシステムの場合，エージェント移動に伴って各
ARTISTE エージェントで収集管理する情報を変化させる必要がある．現状のフレーム
ワークではそのためのコストを考慮していないため，エージェントの移動範囲が大きい
場合，十分な性能が得られないことも考えられる．このような場合の対応については今
後の課題である． 
3.6.3 エージェントの配置方法 
3.6.3.1 概要 
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ARTISTE では ARTISTE エージェントの協調によって，対象 MAS から与えられた
条件に合致する対象 MAS 中のエージェントの探索を行うが，このとき，どの AS にど
れだけの MAS エージェントがあるかを ARTISTE は観測によって知る必要がある．そ
のため，ARTISTE エージェントの集合はネットワークおよび MAS エージェントの全
体の情報を把握していないと，要求に合致する MAS エージェント全体あるいは一部を
発見することができない可能性がある．また個々の ARTISTE エージェントはネットワ
ークおよび対象 MAS に関して局所的な情報しか獲得できないため，ARTISTE エージ
ェントの集合により収集できる全体の情報量は，ARTISTE エージェントの数と配置さ
れる場所に強く影響される． 
前記のように MAS エージェントが AS 単位に配置されている場合，ARTISTE エー
ジェントを配置する方法として最も簡便な方法はすべての AS 毎に ARTISTE エージ
ェントを配置する方法である．各 ARTISTE エージェントが所属 AS から観測できるネ
ットワーク情報および MAS エージェントの情報を管理するとすれば，原理的にはネッ
トワークおよび対象 MAS 全体の情報を ARTISTE で管理できることになる． 
ただし個々の AS は独立した組織が独自のポリシーで運営していることを考慮する
と，全ASにARTISTEエージェントを配置するのではなく，一部のASにのみARTISTE
エージェントが配置される状況の方が現実的である．しかし，この場合には取得できる
ネットワークおよび対象 MAS の情報量が全 AS に配置できる場合と比べると減少する
ため，ARTISTE による組織化の品質が低下するという問題が生じる．本章では，
ARTISTE やその他のマルチエージェントシステムを効果的に運用するためのエージ
ェントの配置方法に関して考察を行う． 
3.6.3.2 検証方法 
本考察では，ARTISTE エージェントの配置に際して AS 間のトポロジ構造に着目す
る．インターネットの AS とその接続数(次数)k との間にはべき法則 γ−∝ kkP )( が成立
すること (Faloutsos, Faloutsos, & Faloutsos, 1999)が知られている．つまり，大半の
AS は少数の AS との接続しか持たないが，ごく一部の AS は多くの AS と接続してい
る．後者のAS からは前者のASに比べると広い範囲のネットワークが観測できるため，
後者の AS に優先的に ARTISTE エージェントを配置することで，少数の ARTISTE エ
ージェントで広範囲のネットワーク情報が取得できることが期待できる． 
また，MAS エージェントが AS 毎に配置されているのであれば直接接続された AS
が多いASからは1ホップの通信で多くのMASエージェントの情報が取得できるため，
MAS エージェント情報を収集する際にも有利である．通信コスト以外にも，2 ホップ
以上離れた AS 同士は未知である場合も多いため，2 ホップ以上先の AS(にいるエージ
ェント)に関する情報を取得することは容易ではないと考えられる．よって，1 ホップで
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多くの情報が取得できる AS は MAS エージェントの情報の収集に有利な場所であると
言える． 
以上の検討を元にして，ARTISTE において， 
z ARTISTE エージェントはどこ(どの AS)に配置すべきか？ 
z 配置する ARTISTE エージェントの数はどのくらいあれば十分か？ 
という 2 つの問題に対して検証を行うこととした．これらの課題に対する定量的な検証
を行うために，実際にインターネット上から取得した全経路情報（フルルート）を元に
作成した ASトポロジを使って ARTISTEエージェントの配置と収集できる情報の範囲
の変化をシミュレートする実験を行った．実験方法および結果の詳細を 3.6.3.3 および
3.6.3.4 章以降で述べる． 
3.6.3.3 実験手順 
① BGP ルータからフルルートを取得し，AS トポロジを作る．BGP で伝搬される経
路情報にはそれぞれが伝搬する際に経由したすべての AS が AS-path 情報として次
に示すように記載されている． 
 Address    Hash Refcount Metric Path 
 0x6320abcd    0        8      0 AS1 AS3 AS6 AS2 
 0x6213efgh    0        3      0 AS1 AS3 AS6 AS4 
 0x614Fijkl    0        1      0 AS1 AS3 AS6 AS5 AS9 AS8 
 0x63F0mnop    0        1      0 AS1 AS3 AS6 AS7 AS9 AS10 
 
この AS-path 情報を使って AS 間の接続を示すトポロジを作成する．例えば，この例
で示した AS-path 情報をすべて統合すると図 3-16 に示すトポロジが得られる． 
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図 3-16 AS トポロジの例 
② AS トポロジを使って，各 AS 毎に他 AS との接続数を調べる．例えば，図 3-16 か
らは 1AS の接続数が 1 で 6AS の接続数が 5 であることが分かる． 
③ 次に全 AS の中から n 個の AS を選び，それらの AS に直接接続された近傍 AS の
集合を求める．本実験での AS の選び方は 3.6.3.4 章に述べる． 
④ 前ステップで得られる集合の要素数は，「選択した n 個の AS に ARTISTE エージ
ェントを配置し，それらが相互に収集した情報を交換するとき，システム全体とし
てどのくらいの範囲のネットワークおよび MAS の情報を把握することができるか」
という意味を持つ．そこで，提案する配置方法の評価に次の式で定義される「把握
率」という値を用いる． 
数トポロジ中の全
数ホップ近傍のの個の把握率 AS
AS1ASn=  
⑤ nおよび AS の選び方によって「把握率」がどのように変化するか調べる． 
3.6.3.4 実験結果 
59 
本実験では世界中の 4 カ所の AS において取得したフルルートを使った．それぞれの
フルルートから作成した AS トポロジにおける AS の接続数の分布を表 3-7 および図 
3-17 に示す． 
表 3-7 AS の接続数の分布 
接続数 1 2-10 11-100 101-1000 1000 以上 
トポロジ 1 13957 5132 372 30 3 
トポロジ 2 14783 5050 382 33 3 
トポロジ 3 14563 5246 395 31 4 
トポロジ 4 14627 5217 382 29 2 
 
図 3-17 AS の接続数の分布 
次に，AS の選び方と選ぶ個数による把握数の変化の様子を図¥ref{fig:graph} に 
示す．ここでは，以下の方法により AS を選択した場合のデータを示した． 
z  [data1] 接続数の多い AS から順番に選択 
z  [data2] 接続数が 2 以上である AS からランダムに選択 
z  [data3] 全 AS からランダムに選択 
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図 3-18 把握率の変化 
3.6.3.5 考察 
図 3-18 より，トポロジを考慮して優先的に ARTISTE エージェントを置く場合は，
ランダムに ARTISTE エージェントを配置する場合と比べて，少ない ARTISTE エー
ジェント数で高い「把握率」を得ることができることが分かった．表 3-7 の AS の分布
からも分かるとおり，大半の AS は接続数が 1 であるため，トポロジを考慮せずランダ
ムに ARTISTE エージェントを配置する AS を選べば接続数 1の AS に配置される確率
が高くなり，エージェントの数を増やしても把握率が伸びない．よって，提案手法のよ
うにトポロジを考慮した配置が必須である． 
本稿では，ARTISTE エージェントの配置に伴って，個々の ARTISTE エージェント
が管理すべきMASエージェントの情報が増加するという問題については触れなかった．
例えば，今回の実験で使用した AS トポロジ中の AS の最大の接続数は約 2,100 であっ
た．その AS に配置された ARTSITE エージェントは少なくともそれだけの数の MAS
エージェントの情報を管理しなければならないとすると大きな処理能力が必要とされ
る．このように，配置場所によって ARTISTE エージェントに要求される能力にも大き
な差が出る．トポロジを利用したサーバの配置と同時に負荷分散を行う方法については 
(Fukuda, Sato, Akashi, Hirotsu, Kurihara, & Sugawara, 2005)にも提案されているが，
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
 0  100  200  300  400  500  600  700  800  900  1000
co
ve
r 
ra
tio
number of AS
data1
data2
data3
61 
ARTISTE エージェントの配置場所と要求される能力との関連については今後さらな
る検討が求められる． 
また，接続数の多い AS の間では相互の AS に対する接続が多いため，個々の AS と
その近傍をクラスタと見なすとクラスタ間の重なりが多い．この重なりが小さくなるよ
うに配置を考慮すればさらに少ないエージェント数で多くの情報を得られる可能性が
ある．しかし，システムの robustness を考慮するとある程度のクラスタの重なり，す
なわち，同じ情報を複数のエージェントで管理することが望ましいとも考えられる．こ
の trade-off についても今後検討を進める予定である． 
3.7 本章の総括 
本稿では，マルチエージェントシステムの有効な適用分野であるネットワーク管理の
中でもAS間を跨る広域ネットワーク管理をマルチエージェントシステムで行う場合を
対象にして，協調すべきエージェント群を動的に選択することによりマルチエージェン
トシステムにおけるエージェントの組織化を支援するエージェント組織化支援システ
ム ARTISTE を提案した． 
ARTISTE をマルチエージェントシステムとして実現することでネットワークの情
報を複数地点から分散観測して情報交換することができ，広域のネットワークトポロジ
などの単一地点からの観測では獲得の難しい情報を利用したエージェント選択が可能
になることを示した．AS 間経路診断システム ENCORE と ARTISTE が連携動作する
実験システムを作成して評価実験を行った結果，ARTISTE の導入によりエージェント
協調のための情報を維持管理する必要がなくなりマルチエージェントシステムにおい
て実際に運用コストの削減ができたこと，ARTISTE を共通基盤として実現することに
より今後マルチエージェントシステムの開発において開発削減効果が期待できること，
そして ARTISTE は実ネットワークへの適用に対しても十分な性能で動作することを
示した． 
以上より，提案方式は広域のインターネット管理に対してマルチエージェントシステ
ムを適用する際に不可欠となる組織化作業を有効に支援することができることが明ら
かになった．その結果として，提案方式はマルチエージェントシステムの動作に環境に
対する柔軟性と効率性をもたらすものであり，マルチエージェントによる適応型ネット
ワーク管理技術の構成技術であるエージェント組織化支援技術を明確化するものであ
る． 
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第4章 エージェント間協調動作管理
技術 
関連論文 【A1】，【A2】，【A5】，【B1】，【C4】】 
4.1 本章の位置づけ 
本章では，マルチエージェントシステムによるネットワーク管理において不可欠であ
るエージェント間の協調動作をエージェントの運用者のポリシーに基づいて適切に管
理するための技術について明らかにしている．本章の位置づけを図 4-1 に示す． 
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図 4-1 本章の位置づけ 
はじめに，提案技術の重要性，必要性を明らかにするために実際の広域ネットワーク
管理の作業を行う観点からマルチエージェントシステムのネットワーク管理への適用
における問題を整理する．そして，筆者を含む実際のネットワーク管理業務に携わる技
術者からのヒアリングなどを検討した結果としてエージェント間の協調動作管理に対
する要求条件を整理した後，それらへの解決策となるエージェントのグループ管理機能
および信頼度による協調動作管理機能を提案する．それぞれの機能の詳細を説明した後，
実際にこれらの機能を実装したマルチエージェントシステムを複数の仮想ASからなる
仮想ネットワーク環境で動作させた検証結果を示す． 
4.2 研究の背景 
インターネットは独立した管理主体により運用・管理される AS（Autonomous 
System）が相互接続された巨大な分散システムである．個々の管理主体は自分が管理
する AS 内のネットワークしか観測制御できないため，複数の AS を跨る広域ネットワ
ークの運用管理では AS 間での協調作業が不可欠である．例えば，インターネットの経
路情報は複数の AS を経由しながらネットワーク全体に伝搬されるが，その伝搬過程に
おいて AS が任意に変更することができる．そのため，経路情報の転送状況を調査した
い場合などは当該経路情報を生成した AS を始めとして当該経路を伝搬したすべての
AS の協力が必要である．また，動画など大容量のコンテンツを多数のユーザにインタ
ーネットで配信する場合，サーバやクライアントといった終端のノードを制御するだけ
では十分でなく，マルチキャストのように転送経路上のルータやネットワークを含めた
広域にわたる協調制御が必要である． 
このように，広域ネットワークの管理とは複数の AS による分散協調作業として捉え
られる．そのため，広域ネットワークの管理を高度化，効率化するには単一システムに
よる集中型のアプローチでは十分でなく，分散配置された複数のエージェントが協調す
ることでタスクの実行を行うマルチエージェントシステム [E.H.Durfee, V.R.Lesser, 
D.D.Corkill, 1987]を使ったアプローチが有効と考えられており，実際にマルチエージ
ェントシステムをネットワーク管理に適用した事例も多く報告されている [O.Akashi, 
A.Terauchi, K.Fukuda, T.Hirotsu, M.Maruyama, T.Sugawara, 2005] [寺内, ほか, 
2004] [S.Willmott B.Faltings, 2000] [D.A.Tran, K.A.Hua, S.Sheu, 2003] 
[M.M.Hefeeda, B.K.Bhargava, D.K.Y.Yau, 2004]． 
一般に，マルチエージェントシステムがタスクを実行する際にはエージェント間の協
調作業が不可欠である．具体的にエージェント間でどのような協調作業が行われるかは
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マルチエージェントシステム毎に異なっているが，通常はエージェント間でのタスクの
依頼や情報交換が行われる． 広域ネットワークの管理を行うマルチエージェントシス
テムにおいても，ネットワーク上の複数地点に分散配置されたエージェントが局所的な
作業に加えて必要に応じて他のエージェントと協調することによって，他地点で観測さ
れるネットワーク情報を獲得し他のエージェントにネットワークの制御の依頼を行う
ことでシステムとしてのタスクを実行している．広域ネットワークの管理が複数の AS
間での分散協調作業としてモデル化されることからも分かるとおり，このような情報交
換などの協調作業は広域ネットワーク管理においては不可欠なものであり，マルチエー
ジェントシステムを使わずに人手でネットワーク管理作業を行う場合にも必要となる． 
著者は，これまでにマルチエージェントシステムによるネットワーク管理システムの
開発だけでなくそれらのシステムの適用性について検討してきた．その過程で実際に商
用ネットワークを運用管理している複数の ISP とともに開発したシステムの適用実験
なども行ってきたが，それらを通して以下の問題があることが分かった． 
実際のネットワークの管理の現場においては，ある AS が自 AS のネットワーク情報
を他の AS に公開することは顧客のプライバシ保護，特定攻撃の対象になる可能性があ
るなどの理由から特に注意が払われており，AS 間の情報交換については個々の AS が
独自のポリシーを設定して，それに従って情報公開の可否を決定したり公開する情報の
内容を制限するなどの運用がなされている．ところが，これまでのマルチエージェント
システムによるネットワーク管理システムでは，協調作業がシステムの実行に不可欠で
あるため，エージェント間での協調動作に関して制限を設けることは通常行われること
はない．そのため，エージェント間の協調作業に関して何ら制限を持たない従来のネッ
トワーク管理システムを実際のネットワーク管理に適用すると，エージェントの配置先
のポリシーに反して AS 内のネットワーク情報がエージェントの協調を通じて他の AS
に流出する可能性があった． 
本章では，この問題を解決してマルチエージェントシステムの実際のネットワーク管
理業務への適用を推進するためのエージェント間協調動作管理技術を提案し，さらに実
際のネットワーク環境を用いて提案技術の有効性を検証する． 
4.3 問題の所在とアプローチ 
4.3.1 問題の所在 
マルチエージェントシステムや P2P システムなど 1 つのシステム内に複数のプログ
ラム(エージェント or ピア)が包含される分散システムの運用において大きな問題とな
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るのがシステム内のプログラムの信頼性である．単一の主体がシステム全体を運用する
場合など全プログラムの信頼性が保証されている場合，各プログラムはシステムとして
の目的達成に向けた最適な動作を行うことができ，エージェント間の協調動作を含むシ
ステムとしての動作には何ら制約を設ける必要はない理想的な環境と言える． 
しかし，これらのシステムを実際のアプリケーションとして利用する場合，システム
に含まれるプログラムがすべて信頼できるとは限らず，そのことに起因するさまざまな
問題が想定される．そのような問題として例えば以下のようなことが考えられる． 
z 悪意のある運用者によるプログラムにより，他の運用者に被害を与える可能性があ
る． 
z 利己的な動作(依頼されたタスクを途中でやめてしまうなど)をするプログラムによ
り，システム全体の動作が制約を受ける可能性がある． 
z 動作が遅い，あるいは不安定なプログラムが含まれることでシステム全体の動作が
阻害されたりパフォーマンスが低下したりする． 
このような問題を防ぐためにマルチエージェントシステムに関する研究分野におい
ては，エージェント間のコミットメントという概念の導入などさまざまな理論的な研究
が行われているが，実際の運用においてプログラムが全体の意図に反する動作を行った
場合には対処ができないため，より具体的な対策が求められる． 
一方，前記のような信頼できないエージェントがマルチエージェントシステムに含ま
れている場合に起こりうる問題を広域ネットワーク管理の場合に当てはめると以下の
ような可能性が考えられる． 
z (悪意の有無に関係なく)エージェントによって観測されたネットワーク情報が他の
AS に流出する恐れがある． 
z ネットワークの制御や診断などのタスクが充分に実行できない可能性がある． 
広域ネットワーク管理という作業の特性上，各エージェントを運用するのは AS を管
理する必要のある ISP などの業者となるため，悪意を以て他の AS に関する情報を取得
するという行為までは想定されないが，ビジネス的に利害が競合する他の ISP に対し
て上記のような問題が起こる可能性の存在は広域ネットワーク管理のマルチエージェ
ントシステムの適用に際して大きな障害となりうる．特に 1 つめの情報流出の問題は実
際に AS を管理する上で特に注意が払われている問題であり,この問題に対する対処は
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不可欠である.そこで,本研究では広域ネットワーク管理を行うエージェント間の協調動
作の中でも特にエージェント間で行われる情報共有の動作を対象にしてその動作を問
題なく実行するため各エージェントの動作をエージェントの運営者の意図に応じて明
示的に管理できる仕組みの検討を行う. 
4.3.2 アプローチ 
エージェント間で行われる協調動作とはすなわちエージェントの運営者間の協調動
作を反映したものであるから，エージェント間の動作を管理する方法を検討するために
はエージェントの運営者間の協調動作についてまず分析する必要がある． 
ISP などエージェントの運営者がネットワーク管理作業の際に他の ISP と協調する
場合には作業の内容やネットワークの状態の他，相手の ISP が誰かということがその
行動に大きく影響する．例えば，自分と協力関係にある ISP であれば相手に充分な情
報を与えるだけでなく相手からも充分な情報や作業が得られることが期待できる．逆に，
利害の対立する ISP が相手の場合はネットワークの動作に必要充分な最低限の協力を
しないということも充分考えられる．このように，ISP 間での実際の協調が行われる場
合には協調相手との関係がその動作を制御するために重要な要素であることが分かる． 
そこで本研究では，エージェントの運営者である ISP 間の信頼関係をマルチエージ
ェントシステム内のエージェント間の信頼関係としてモデル化する方法およびそのモ
デルに基づいて個々のエージェント間が適切な協調動作を相手によって選択する仕組
みを導入することでマルチエージェントシステムによる情報流出の問題を解決する．こ
れらの方法の元となるエージェント間の信頼関係として必要なモデルを抽出するため
に実際にいくつかの ISP から意見をヒアリングした結果，ISP 間で行う情報共有の制
限方法は以下の 2 つに分けられることが分かった． 
① 信頼できる相手によって構成される特定グループ内で情報共有 
② 信頼度の異なるエージェント毎に異なる方式や内容の情報共有 
それぞれの要求条件について詳細に述べる． 
信頼できる相手によって構成される特定グループ内で情報共有 
AS 間での通信障害や情報流出は自分や顧客だけでなくインターネット全体へも影響
しうることから，AS の運営方針としてピアリングはもちろんトラフィック交換も十分
に信頼できる相手としか行わないというケースも多い．その他，同一の企業グループに
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属する ISP であれば相手が信頼できるので情報交換には制限を設けないなどというこ
とも実際によく行われていることである(図 4-2 参照)．つまり，AS が他と協調作業を
行う場合には信頼性できる(あるいは逆に信頼できない)複数の AS に対して決まった動
作を取るということが多い．そこで，このような動作をマルチエージェントシステム上
で実現するためにはエージェントを配置先ASの関係を反映させたいくつかのグループ
に分割して，そのグループに対して各エージェントが実行できるようにすることが有効
であると考えた． 
 
 
図 4-2 特定のグループ内での情報共有 
 
そこで，提案モデルではこのような実 AS 間に成り立つ信頼関係に基づいて形成され
る AS の集合を元に，それら AS に配置されたエージェントの集合をエージェントグル
ープとして定義する．このエージェントグループの概念には以下の特長がある． 
z AS 間の関係という基本的な情報であるため，マルチエージェントシステム(アプリ
ケーション)に依存することなく成立する． 
z 同一の企業グループに属する ISP など個々の AS の意図とは無関係に成立する． 
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これらの特性からグループの種類やメンバ情報などのエージェントグループに関す
る情報は個々のエージェント(AS)が持つのではなく，個別のマルチエージェントシステ
ムとは独立した別システムによって共通的に管理することが必要である．例えば，筆者
が第 3 章で提案したエージェントアーキテクチャにおいては，エージェント管理システ
ム ARTISTE がその条件を満たすエージェントグループ情報を管理するシステムとし
て機能しうる．グループ情報を用いた情報共有の実現イメージを図 4-3 に示す． 
 
グループ情報はARTISTEにて管理
ARTISTEエージェント
・他グループとは必要時のみ通信
・情報の一部を隠すなど通信に制限を加える
通信相手が同一
グループかどうか
はARTISTEを参照
することで判定
通常は同一グループ内
での暗号化通信を行う
メンバ登録
 
図 4-3 グループによる情報共有の実現イメージ 
そして，マルチエージェントシステムでは，このエージェントグループ情報を随時参
照しながら，協調相手に応じた動作の選択を行う． 
信頼度の異なるエージェント毎に異なる方式や内容で情報共有 
前述のグループによる情報共有方式は同一企業グループ内などエージェントを運用
する個々の AS の意図に関係なく決まる global な情報を形式化したものであった．この
ようなglobalな情報に基づく情報共有はASやアプリケーションに依存することなく利
用できるという利点がある反面，個々の AS の持つセキュリティや管理に対する独自の
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ポリシーを反映できないという問題があった．本来，AS を運用する ISP がどのような
相手と協調していくかということは純粋に個々のASのポリシーによって決まるもので
あり，global な関係に合致しないことも多い．例えば，同一の企業グループ内であって
も特定の AS には情報を制限して出したいとか，あるいはその逆の場合も当然考えられ
る．  
そこで，このような要求に対応するため，本研究では個々の AS が自分のポリシーに
基づいて定義した他のASに対する信頼度をモデル化する方法とそれに応じた協調動作
をエージェントが決定する情報共有方式を提案する． 
 
 
図 4-4 信頼関係に応じた動的な情報共有 
4.4 提案方式 
4.3.2 での検討に基づいて，広域ネットワーク管理用のマルチエージェントシステム
におけるエージェント間の情報共有を管理するための以下の 2 種類の方式を提案する． 
z エージェントグループに基づく情報共有方式 
z 個々のエージェントの信頼度に基づく情報共有方式 
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次章以降でそれぞれの方式の詳細について説明する． 
4.4.1 グループによる情報共有方式 
システム内のエージェントを適切にグループ分けするためには，はじめに各エージェ
ントに対して適切な属性を付与する必要がある．例えば，エージェントを配置先 AS の
企業グループによってグループ化したいのであれば，個々のエージェントに「企業グル
ープ」などの属性データを付与し，同じ属性データを持つエージェントを 1 つのグルー
プとして処理を行えばよい．そのため，ここで提案するグループによる情報共有方式を
実現するためには次の 2 つの機能が必要である． 
z エージェントの属性を付与，管理する機能 
z 協調相手のエージェントの属性に基づいて協調動作を選択する機能 
始めに，属性を付与する方法について説明する．個々のエージェントの属性は[属性
名，値]という 2 項組によって定義され，1 つのエージェントは複数の属性を持つこと
ができる．そして，各エージェントは同一の属性名と値を持つエージェント同士を 1 つ
のグループとして認識することで，1 つのグループに属する複数のエージェントに対し
て適切な動作を選択することができる． 
属性は個々のエージェントの管理者やシステムの運営者によって作成，付与されるこ
とを想定している．エージェントに付与した属性を管理する方法は集中型のデータベー
スを利用して一元的に管理する方法，個々のエージェントが自分の属性を管理する方法
などさまざまな方法が考えられるが，以下の説明では属性は前者の方法で管理されるも
のとする．すなわち，すべてのエージェントに付与された属性はエージェントとは別に
用意されたネットワーク上のデータベース(以下，DB)に保存するものとし，すべての
エージェントは当該DBに接続することでDB内に保存されたエージェントの属性を参
照できるものとする．DB を参照する際のキーはエージェントの IP アドレスなどエー
ジェントを一意に特定できるものを利用する．なお，各エージェントが独自に属性を管
理する方法では DB を使わないようにシステムを構成することも可能である．ただし，
この場合は各エージェントが持つエージェントの属性情報に整合性が取れていること
が保証される必要がある． 
次に，付与した属性に基づいてエージェントが動作を選択する機能について説明する．
はじめに各エージェントでは属性に基づく動作選択ルールを定義しておく．このルール
は[属性名，属性値，動作]の 3 項組によって定義され，協調相手のエージェントがルー
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ル中に記述された属性名および属性値と一致する属性を持つ場合に，ルール中の動作を
実行する．このルールは属性とは異なり各エージェント内部に保存管理する．これは，
動作選択ルールは他のエージェントから参照する必要がないためである．参照すべきル
ールや作業のどの時点でルールを参照するかなどは各エージェントが独自に定義する
必要がある．具体的な選択手順を以下に示す． 
① 各エージェントは他エージェントに通信を依頼する場合あるいは他エージェント
から通信の依頼を受信した場合には，情報の交換を開始する前に DB に接続して相
手エージェントの属性を参照する．このとき，参照の必要性の有無およびどの属性
を参照するかは個々のエージェントに定義されているものとする． 
② 属性を参照した後，エージェントでは自身のルールに基づいて別エージェントとの
協調作業を実行し，その過程において必要であれば動作選択ルールを参照する．例
えば，「所属」という属性値が自分と同一であるエージェントとは協調を行うが，
それ以外の値を持つエージェントとは一切協調を行わないといったことを定義し
ておく． 
③ ステップ①で得た相手エージェントの属性値と自身の動作選択ルールを照合する
ことでルールに規定された動作を適宜選択しながら作業を行う．  
協調エージェントが複数存在する場合は，これらの動作を必要回繰り返すことで協調
相手のエージェント毎に動作を選択する．以上の動作手順を図 4-5 に示す． 
 
図 4-5 グループ通信の流れ 
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グループ通信を実際に利用する場合の例を以下に示す． 
z 複数の組織が運営するエージェントが混在する環境において，自分と同じ組織によ
り運営されているエージェントとのみ通信を行い，それ以外通信はすべて拒否する． 
z エージェントの所属組織毎に交換する情報の内容を制限する． 
z 本システムが有料で商用利用されている場合に，エージェントの運営者の支払った
料金に応じて交換する情報の内容を制限する． 
4.4.2 個々のエージェントの信頼度に基づく情報共有方式 
本方式では，先のグループ通信とは異なり各エージェントは他エージェントに対する
信頼度を自己(=配置先 AS)のポリシーに基づいて設定し，協調相手との信頼度を元にし
て適切な通信を行う．まず，各エージェントは他エージェントに対する信頼度を独自に
設定し，エージェント内部に保存する．この信頼度は各エージェントのポリシーを反映
したものであるため，DB 等エージェント外部ではなく各エージェントの内部に保存す
ることが想定される．もちろん，エージェントとは別に用意した DB を用いて各エー
ジェントの設定した信頼度を保存するような構成も可能である．また，この信頼度の設
定は任意であり設定しなくともよい． 
ここで注意しなければならないのは，信頼度の値はエージェント独自に決定すること
ができるが，その値の決定基準に関してはシステム全体すなわち全エージェントで共通
の合意がなければならない．このような基準が存在せず，各エージェントが独自に値を
決定しただけでは相互評価の仕組みが有効に機能しないからである．このようなシステ
ム共通の基準を決めるにはシステムの管理主体が決定する，各エージェントの運営者の
合意によって決定するなどの方法が考えられる．この決定基準は例えば， 
z 信頼度の上限は 100 とする． 
z すべての情報を公開してよいエージェントには信頼度 80 以上をつける． 
z 一切の通信を行わないエージェントには信頼度 0 をつける． 
といったように決めておく．  
次に，各エージェントが決めた信頼度を用いた通信を行うために各エージェントでは
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他のエージェントに対する信頼度の設定と同時に，先のグループ通信と同様の動作選択
ルールを定義する必要がある．これは[最低信頼度，動作]の 2 項組からなり，協調相手
のエージェントの信頼度が最低信頼度を上回った場合に規定された動作を行うように
定義される．この動作選択ルールも外部に公開する必要はないので各エージェントが内
部に保存する． 
以上の準備の元に，信頼度を使った 2 者間の通信の手順を以下に示す．この説明では
エージェント A がエージェント B に通信を依頼するものとする．また，以下ではエー
ジェント A が設定したエージェント B の信頼度を ev(A,B)と表記する．  
① A は通信の依頼とともに自分が設定した B の信頼度，すなわち ev(A,B)を送信する． 
② A からの依頼を受信した B は，自分が設定した A の信頼度，すなわち ev(B,A)を参
照して，ev(A,B)との最小値(=min{ev(A,B), ev(B,A)})を計算する．この値が，この
A-B 間通信の信頼度となる．以降の説明では A-B 間通信の信頼度を evcomm(A,B)
と表記する． 
③ B は，A から依頼された処理の実行可能信頼度と前ステップで決定した A-B 間通信
の信頼度とを比較して後者が前者を上回っている場合には処理を実行してその結
果を A に返答する．それ以外の場合には信頼度の不足により依頼された処理を実
行できない旨を返答する． 
具体的な通信例を図 4-6 に示す． 
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①タスクを依頼＆評価値を伝える
②相互の評価値の最小値
を取る
⑥公開可能と判定された情報（この場
合は最新のorigin情報のみ）を返答
A C 20 C A 10
③この処理に対する評
価値を10に設定
④③の評価値と作業の実
行可能評価値を比較
⑤この処理に対する評価値が10なので
最新のAS-path情報のoriginのみが
公開可能と判定される
Cにおける作業の実行可能評価値の一覧
・20以上：全AS-path情報を公開
・19～11：最新のAS-path情報をすべて公開
・10～1：最新のAS-path情報のoriginのみを公開
・0：全情報を公開不可
エージェントA(依頼元） エージェントC(依頼先）
 
図 4-6 信頼度を用いた二者間通信の例 
上記アルゴリズムのステップ②において信頼度を比較する意味は，悪意のあるエージ
ェントが他のエージェントに処理を依頼するにもかかわらず自分自身では他エージェ
ントの制限レベルを不当に低く設定して他エージェントからの処理の依頼を拒否する
という通信の不公平性を回避することにある．この不公平性の概念を図 4-7 を用いて
述べる． 
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エージェントBエージェントA
エージェントB
AS-path
a.b.c.d:AS1-AS2-AS3-AS4
e.f.g.h:AS1-AS5-AS6-AS7
.......
エージェントAは信頼できるの
で全情報を公開してもいい
エージェントA
AS-path
エージェントBは信頼できないの
で全情報は公開したくない
AS-path
AS-path
a.b.c.d:AS1-*-AS4
e.f.g.h:AS1-*-AS7
.......
(
!
 
図 4-7 エージェントによる情報共有の不公平性 
図中のエージェント A と B の互いの信頼度は次のようになっているものとする． 
z B は A のことを全面的に信頼している． 
z A は B のことをあまり信頼していない． 
このとき，図上部に示すように A から B へと情報の要求があったとする．B は A の
ことを信頼しているため，A の要求に基づいて所有する全ての情報を公開することがで
きる．しかし，逆に B から A へと同様の情報の要求があった場合を考えると，A は B
のことを信頼していないため，所有する情報の一部しか公開しない．つまり，エージェ
ント B から見れば自分は A に対してすべての情報を公開しているのに A からは一部の
情報しか得られないという不公平が生じる．この問題をさらに悪用すると，悪意のある
エージェントによって自分の持つ情報は全く公開せずに他のエージェントから情報を
無制限に受信することが可能になるというより深刻な問題を引き起こすため，適切な対
策が必須である． 
提案するアルゴリズムではステップ②で示した信頼度の交換および最小値の計算プ
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ロセスを導入することで，情報共有のレベルが通信を行う 2 者の信頼度の低い側に設定
されるので，他エージェントからの依頼を拒否するエージェントは同じ確率で他エージ
ェントから処理の実行を拒否されることになる．そのため，通信に関わる一方にだけ情
報が多く提供されるという不公平性を改善することが可能となっている． 
エージェントを用いたネットワーク管理においては，処理を依頼されたエージェント
がさらに別のエージェントに詳細調査など処理を依頼するというような，三者以上のエ
ージェントが関わる通信が行われることがある．この場合には，先に説明した二者間通
信を順に適用しただけでは問題が発生する．この問題を図 4-8 を用いて説明する． 
 
 
図 4-8 三者通信における問題 
図中において，エージェント A から B に最初の情報公開の依頼があり，それに基づ
いて B が別のエージェント C に対して情報公開を依頼したものとする．そして，C か
ら公開された情報は最初の要求元である A に B を経由して転送されるものとする．こ
のとき，エージェント B は A および C と信頼関係にあるが，A と C は互いに信頼して
いないと仮定する．このとき，単純に二者間通信の繰り返しで情報公開を行うと次のよ
うなことが起こる． 
z C と B は信頼関係にあるため，C から B へはすべての情報を公開する 
z 同様に A と B も信頼関係にあるため，B は C からもらった情報をすべて A に公開
する．  
77 
ところが，C と A とは信頼関係にないので本来であれば C から(最終的に)A に送られ
る情報には制限が加わっていなければならず，このように B を介することですべての
情報が公開されてしまうことはエージェント C のポリシーに反する．この問題は直接
通信を行う二者に限って信頼度の適用を行ったことが原因であり，この問題を回避する
ためには通信に関わるすべてのエージェントの信頼度によって通信が制限されなけれ
ばならない． 
以上の検討を元に三者以上のエージェントの通信を信頼度によって制限する手順を
以下に示す．この説明では前述の例と同様にエージェント A がエージェント B に通信
を依頼し，B がさらにエージェント C に処理を依頼するものとする． 
① A から B へ通信の依頼が行われると，A と B は二者間通信と同様に A-B 間通信の
信頼度，すなわち相互の信頼度の最小値を求める． 
② BがCへ通信を依頼する必要があると判定した場合，Bは以下の信頼度を計算する． 
③ 前ステップで求めた A-B 間通信の信頼度 (=evcomm(A,B)=min{ev(A,B),ev(B,A)}) 
B が設定した C の信頼度(=ev(B,C)) 
④ B では通信の経路情報を作成する．作成の手順は以下の通りである．この例では A
が通信の起点であるため，B により{A,B}という経路情報が作成される． 
⑤ 通信相手(この場合は A)から経路情報が送られていない場合，通信相手が通信の起
点と考えて，自分と通信相手を経路情報に加える． 
⑥ 通信相手から経路情報が送られてきた場合，経路の最後尾に自分を追加する．  
⑦ 前ステップで求めた信頼度と経路情報を B から C に送信する． 
⑧ C は，B-C 間通信の信頼度 evcomm(B,C)を決めるために自分が設定した B の信頼
度と， B が設定した C の信頼度との最小値を計算する．すなわち， 
evcomm(B,C)=min{ev(B,C), ev(C,B)}となる． 
⑨ 次に，B-C 間通信の信頼度と，A-B 間通信の信頼度の最小値を取り，それを A-B-C
間通信の信頼度とする．この信頼度 evcomm(A,B,C)は次のように計算できる． 
       evcomm(A,B,C) 
       =min{evcomm(A,B),evcomm(B,C)}} 
       =min{min{ev(A,B),ev(B,A)},min{ev(B,C),ev(C,B)}} 
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       =min{ev(A,B),ev(B,A),ev(B,C),ev(C,B)} 
⑩ 次に，C は通信に関連するエージェントのリストを参照して，それらに含まれるエ
ージェントに対する自分の信頼度の中の最小値を計算する．すなわち，
min{ev(C,A),ev(C,B)}を求める． 
⑪ 最後に，A-B-C 間通信の信頼度と前ステップのエージェント全体の信頼度の最小値
を計算する．すなわち，以下の値が本通信の信頼度となる． 
       min{evcomm(A,B,C),min{ev(C,A),ev(C,B)}} 
=min{min{evcomm(A,B),evcomm(B,C)}},min{ev(C,A),ev(C,B)}} 
=min{min{ev(A,B),ev(B,A),ev(B,C),ev(C,B)},min{ev(C,A),ev(C,B)}}} 
 =min{ev(A,B),ev(B,A),ev(B,C),ev(C,A),ev(C,B)} 
⑫ C は前ステップで求めた信頼度と，依頼された処理の実行可能信頼度とを比較して
前者が後者を上回っている場合には処理を実行してその結果を B に返答し，B は
それを A に返答する．それ以外の場合には信頼度の不足により依頼された処理を
実行できない旨を同様に B 経由で A に返答する． 
本アルゴリズムを適用することにより，通信に関わるすべてのエージェントの中で最
も信頼度の低いエージェントに合わせて情報共有が行われるため，本来公開すべきでな
い情報が公開されてしまうという事態を防ぐことができる．なお，本説明では三者間の
通信を例にしたが，この手順は通信に関わるエージェントが三者以上になったとしても
適用できる． 
本章で説明した信頼度による情報共有と前章のグループによる情報共有とはは互い
に独立しており，二つを併用することもどちらか一方のみを使うことも可能である． 
4.5 提案方式の評価 
4.5.1 実装 
提案する共有情報管理方式の有効性を検証するために，既存のネットワーク管理用マ
ルチエージェントシステムである経路診断システム ENCORE に提案方式を組み込む
ことによって実装した．個々のエージェントは以下のモジュールから構成される．エー
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ジェントの構成図を図 4-9 に示す．また，システム全体の構成例を図 4-10 に示す． 
 
① エージェント間通信モジュール 
② ネットワーク機器間通信モジュール 
③ 障害診断・推論エンジン 
④ 属性利用通信モジュール 
⑤ 評価利用通信モジュール 
⑥ 評価リスト 
エージェント間通信モジュールネットワーク機器間通信モジュール
障害診断・推論エンジン
診断知識DB
他ネットワークのエージェント
pingなど外部ネットワークツール
ルータなどのネットワーク機器
評価利用通信モジュール
属性利用通信モジュール
属性管理DB
評価値リスト
 
図 4-9 エージェント構成図 
80 
 
図 4-10 システム構成図 
4.5.2 動作例 
ここでは，ネットワーク管理用ある AS に配置された ENCORE エージェント（エー
ジェント A とする）が別の AS に配置された 2 つの ENCORE エージェント（それぞれ
エージェントB,Cとする）からAS-pathに関する観測結果を要求する場合を例に取り，
本発明による診断手順の実施例を説明する．また，以下では簡単のため，ENCORE エ
ージェント A,B,C をそれぞれ A,B,C と表記する． 
① A 中の推論エンジンが診断知識 DB 中の障害判定用知識と観測したネット       
ワーク情報を照らし合わせることで経路情報がハイジャックされた可能性がある
ことを検知したとする． 
② 次に，A はこの仮説を検証するために実行すべき診断項目の集合および実行順序を
導出する．この集合は各「仮説」に関する知識として診断知識 DB にあらかじめ組
み込まれている．この診断項目の定義例（一部）を以下に示す．なお，この知識は
Lisp 言語で記述されている． 
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;; 診断項目: BGP 経路が広報されているか 
 (def-rule BGP-advertised () ←ルールの定義 
  (acquire (check-bgp-as-path))←記載された関数を実行 
  (eval (BGP-advertised acq-result)))←関数の実行結果を評価し，本項目
の結果とする 
  
;; 診断項目: BGP 経路が 10分前に広報されていたか 
 (def-rule BGP-advertised-10min-ago () 
  (acquire (check-bgp-as-path-10min-ago)) 
  (eval (BGP-advertised acq-result))) 
③ A の推論エンジンは前ステップで導出した診断項目を規定された順番に実行する．
この例では，自分と同じ「所属組織」属性の値を持つエージェントから当該経路に
関する AS-path 情報を取得するという項目を実行することとする． 
④ そのため，A では属性利用通信モジュールを起動して属性管理 DB に対して検索を
行い，「所属組織」属性の値が自分と同じエージェントのリストを取得する．今回
の例ではそれがエージェント B,C であったとする． 
⑤ 次に，A は B,C に対してハイジャックされた当該経路に関する最新の AS-path 情
報および保存されている過去の AS-path 情報の履歴をすべて要求する． 
⑥ ここで，プログラム間の信頼度の関係および B,C における AS-path 情報提供とい
うタスクの実行レベルリストが以下の通り定義されていると仮定する． 
表 4-1 信頼度の関係 
 A から見た評価  B から見た評価 C から見た評価 
対 A   20 10 
対 B 20  20 
対 C 20 20  
表 4-2 エージェント B,C のタスクの実行レベルリスト 
信頼度 実行可能タスク 
20 以上 全 AS-path 情報を公開 
19～11 最新の AS-path 情報をすべて公開 
10～1 最新の AS-path 情報の origin のみを公開 
0 全情報を公開不可 
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⑦ A は信頼度利用通信モジュールを起動して B,C との通信を開始し，AS-path 情報の
公開を依頼する． 
⑧ まず，B に対してはタスク，つまり AS-path 情報の公開の依頼と共に自身の B に
対する信頼度の値が 20 であることを送信する． 
⑨ 次に，B では IP アドレスより通信を依頼してきたのが A であることが理解できる
ため，自分の信頼度の一覧を参照して A に対する信頼度の値の 20 を求め，前ステ
ップで送信された A からの信頼度との最小値を計算してタスクの実行レベルを求
める．この例では共に信頼度が 20 なので実行レベルも 20 になる． 
⑩ 次に，B では自身のタスク実行レベルのリストを参照して，依頼された AS-path 情
報の公開というタスクのどのレベルまで実行可能かを判定する．この例では前ステ
ップで実行レベルが 20 であることが分かっているので表 4-2 より全 AS-path 情報
が公開可能であると判定される． 
⑪ 前ステップの判定に基づき，B は A に対し要求のあった経路に関する全 AS-path
情報を送信する． 
⑫ C の場合も同様であるが，表 4-1 より C から見た A の信頼度が 10 であることから
タスクの実行レベルは 10 となる．そのため， C から A に対しては表 4-2 より最
新の AS-path 情報の origin のみが公開可能であると判定され，それらの情報のみが
送信される．以上の通信の流れをを図 4-11 に示す． 
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図 4-11 三者間通信の動作例 
4.5.3 実験結果 
図 4-9 および図 4-10 で示した実験用マルチエージェントシステムを動作させるた
めに市販の仮想マシンソフトウェアおよび同ソフトウェアの仮想ネットワーク機能を
使って 12 個のプライベート AS からなる実験用ネットワークを構築した．実験ネット
ワークの構成図を図 4-12 に示す． 
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図 4-12 実験ネットワーク構成図 
実験ネットワーク上の各 AS では仮想ホストが各々2 つ動作しており，一つのホスト
上ではネットワーク管理用のエージェントが一つ動作している．もう一つのホスト上で
フリーのルータソフトウェア quagga を動作させることで BGP ルータとして機能させ
るように構成した．また，この実験ネットワークはインターネットとは接続していない
が，実際のインターネットへの適用時の性能を検証するために実際のインターネットか
ら取得したフルルート(約 16 万の経路情報)を BGP ルータ間で流通させている． 
次に，提案する情報共有方式の有効性を検証するために，この実験ネットワーク上で
以下のシナリオに基づくネットワーク管理を実行した．  
① 準備として AS65416 上のエージェントは自分が広報しているネットワークプレフ
ィックス 192.168.16.0/24 がネットワーク内に正しく伝搬されていることを確認す
るために，ネットワーク内の別 AS65417 上で動作するエージェントにあらかじめ
同ネットワークの監視を依頼しておく．依頼を受けた AS65417 上のエージェント
は自 AS のルータから BGP 情報を定期的に取得することで依頼されたネットワー
クプレフィックスの情報の伝搬状況を把握する． 
② このとき，実験ネットワーク内の AS65412 が AS65416 が広報しているネットワー
クプレフィックス192.168.16.0/24を自分のoriginとする新たな経路情報をネットワ
ーク内に広報したものとする． 
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③ AS65412 によって広報されたネットワーク情報は複数の AS を経由しながらネット
ワーク内に広がっていき，各 AS では新たな情報に基づいてルータ上の経路情報を
更新する． 
④ このような広報がなされたことにより 192.168.16.0/24 宛のパケットが AS65412 に
送られることになり，ネットワーク上では以下のような接続障害が発生する． 
A) AS65416 以外の AS から 192.168.16.0/24 宛に送られたパケットはすべて
AS65412に送られるが実際にはAS65412には 192.168.16.0/24というネット
ワークが存在しないため当該パケットはすべてルータによって破棄され
る．そのため，AS65416 以外の AS から 192.168.16.0/24 への接続が不可能
になる． 
B) AS65416内の 192.168.16.0/24に含まれるホストから他のネットワークへ通
信を行う場合，送信パケットは正しくネットワークに到達するが，それに
対する返答のパケットは誤った経路情報に基づいて AS65412 に転送され
てしまう．そのため，192.168.16.0/24 内のホストには他からの返答パケッ
トが届かなくなるので，結果として当該ホストから他のネットワークへの
接続が不可能になる． 
⑤ このとき，AS65417 上のエージェントは AS65416 からの依頼に基づいて
192.168.16.0/24 に関する経路情報を監視しているため，AS65417 に 192.168.16.0/24
に関する新たな経路情報が伝搬されてきた場合に，origin が本来の情報と異なって
いることをすぐに検知できる．そのため，AS65417 上のエージェントは AS65412
上のエージェントにその旨を通知すると同時に原因および影響範囲の特定のため
に周辺の AS 上のエージェントと通信して情報収集を試みる． 
⑥ そして，このとき各周辺エージェントにおける信頼度の設定をのように設定した場
合にエージェントに送られる出力結果を以下に示す． 
A) table vega4: spica2 = 10 それ以外 = 20 
B) table spica3: vega4 = 30 deneb = 15 それ以外 = 20 
C) table deneb: vega4 = 8 spica2 = 18 それ以外 = 20 
D) table alioth: vega4 = 19 それ以外 = 20 
E) table bellatrix: vega4 = 10 それ以外 = 20 
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z spica3(192.168.17.15)からの報告 
信頼度の設定から vega4 と spica3 は特に制限は加わっていないので、この 2 者間
では全情報が取得可能である。しかし、 
A) deneb は vega4 を 8 と設定している 
B) alioth は vega4 を 19 と設定している 
C) bellatrix は vega4 を 10 と設定している 
ことから 
A) deneb(65401) は AS-PATH 情報が全てフィルターされる 
B) alipth(65402) は過去の経路情報がフィルターされる 
C) bellatrix(65404) は AS-PATH 情報は origin のみ公開する 
という制限が出力結果に加えられていることがわかる． 
 
hijack detected by: 192.168.17.15:4333 (65417) 
     
 current path (hijacked): 65412  
 previous path: 65412 _65404_ _65401_ _65413_ _65416_  
 prefix: 192.168.16.0/24 
     
encore: 192.168.17.15:4333 (65417) 
192.168.16.0/24 
-32 to NOW sec: 65412  
 (中略) 
-98471 to -6274 sec: 65412 65404 65401 65413 65416  
     
encore: 192.168.1.13:4333 (65401) 
192.168.16.0/24 
-11051756 to NOW sec: (as-path information is omitted) 
 (historical data are omitted) 
     
encore: 192.168.2.11:4333 (65402) 
192.168.16.0/24 
-27 to NOW sec: 65412  
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 (historical data are omitted) 
     
encore: 192.168.3.23:4333 (65403) 
192.168.16.0/24 
-11051658 to NOW sec: 65413 65416  
     
encore: 192.168.4.21:4333 (65404) 
192.168.16.0/24 
-24 to NOW sec: 65412 (only origin is reported) 
(historical data are omitted) 
     
encore: 192.168.13.22:4333 (65413) 
192.168.16.0/24 
-7170042 to NOW sec: 65416  
 
encore: 192.168.14.24:4333 (65414) 
192.168.16.0/24 
-16 to NOW sec: 65404 65412  
(中略) 
-98479 to -6285 sec: 65404 65401 65413 65416  
     
encore: 192.168.16.26:4333 (65416) 
192.168.16.0/24 
-11052558 to NOW sec:  
     
encore: 192.168.18.16:4333 (65418) 
192.168.16.0/24 
-29 to NOW sec: 65412  
 (中略) 
-98488 to -6285 sec: 65414 65404 65401 65413 65416  
       
z spica2(192.168.14.24)からの報告 
z 信頼度の設定から以下のように出力が制限される． 
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A) - spica2(65414) は AS-PATH 情報は origin のみ公開する 
B) - deneb(65401) は AS-PATH 情報が全てフィルターされる 
C) - alipth(65402) は過去の経路情報がフィルターされる 
D) - bellatrix(65404) は AS-PATH 情報は origin のみ公開する 
出力結果から上記の制限が加えられていることが確認できる． 
 
hijack detected by: 192.168.14.24:4333 (65414) 
current path (hijacked): 65412 (only origin is reported) 
previous path: (as-path information is omitted) 
prefix: 192.168.16.0/24 
   
encore: 192.168.14.24:4333 (65414) 
192.168.16.0/24 
-29 to NOW sec: 65404 65412  
(中略) 
      -98492 to -6298 sec: 65404 65401 65413 65416  
     
encore: 192.168.1.13:4333 (65401) 
192.168.16.0/24 
-11051774 to NOW sec: (as-path information is omitted) 
(historical data are omitted) 
     
encore: 192.168.2.11:4333 (65402) 
192.168.16.0/24 
-42 to NOW sec: 65412  
(historical data are omitted) 
     
encore: 192.168.3.23:4333 (65403) 
192.168.16.0/24 
-11051675 to NOW sec: 65413 65416  
     
encore: 192.168.4.21:4333 (65404) 
192.168.16.0/24 
-41 to NOW sec: 65412 (only origin is reported) 
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(historical data are omitted) 
     
encore: 192.168.13.22:4333 (65413) 
192.168.16.0/24 
-7170058 to NOW sec: 65416  
 
encore: 192.168.17.15:4333 (65417) 
192.168.16.0/24 
-52 to NOW sec: 65412 
(中略) 
-98491 to -6294 sec: 65412 65404 65401 65413 65416  
4.6 本章の総括 
本章では，マルチエージェントシステムを実際の広域ネットワーク管理に適用するこ
とを想定した検討を行い，それにより，従来のマルチエージェントシステムによるネッ
トワーク管理システムでは取り扱われていなかったエージェント間の協調動作に起因
する情報流出の可能性などの問題の存在を明らかにした．そして，実際のネットワーク
管理における情報共有の実態を分析した結果から以下の 2 種類の情報共有方式をエー
ジェント間協調の制御方式として提案することで課題の解決を行った． 
z エージェントグループに基づく情報共有方式 
z 個々のエージェントの信頼度に基づく情報共有方式 
提案するこれらの方式は，エージェント間の動作に関してレベルの違うカスタマイズ
を可能とするものであり，エージェントの運用者の要求やシステムの運用形態に合わせ
た柔軟な運用を行うことができる．さらに，信頼度の交換によって情報共有の不公平性
を解消する手段や 2 者以上のエージェントが介在する通信にも適用可能な汎用性の高
いアルゴリズムを考案することにより，広域ネットワーク管理の中でも特に重要な問題
とされる情報共有を安全に行うために十分な効果をもたらすことが期待できる． 
そして，提案方式の効果を検証するためにこれらの方式を組み込んだネットワーク管
理用マルチエージェントシステムを実際に試作し，フルルート情報を流通させた実験用
ネットワーク上で稼働させて実験を行った．実験の結果，提案方式によってエージェン
ト相互の信頼度に応じた適切な情報共有が行えることが確認できた． 
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以上より，提案方式はエージェント間の協調動作に対して高いカスタマイズ性と安全
性をもたらすものであり，広域ネットワーク管理にマルチエージェントシステムを安全
に適用するために不可欠であるエージェント間協調動作管理技術を明確化するもので
ある． 
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第5章 結論 
本論文は，マルチエージェントシステムを用いて複数の AS を跨る広域ネットワーク
をネットワーク状態に適応して管理制御するためのマルチエージェントによる適応型
ネットワーク管理技術を明らかにするものである． 
インターネットの広がりは留まることなく，ますます巨大化および複雑化が進んでい
る．加えて，広帯域のネットワークおよび高性能の計算機の普及に伴い，高品質の映像
配信などインターネット上でのサービスが高度化，多様化している．このようなサービ
スが多様化する状況においては，それぞれのサービス毎にネットワークに対する要求条
件が異なっており，それらの要求条件を満たすようにインターネットを現在のように人
手で適切に管理制御することはますます難しくなっている． 
マクロな視点で見た場合，インターネットは ISP (Internet Service Provider)など独
立した主体が管理運用する AS (Autonomous System)が相互接続した巨大な分散シス
テムと捉えられる．個々の管理主体は通常自分が管理する AS 内しか観測制御できず他
の AS の状態を知ることができないため，複数の AS を跨る広域ネットワークを管理・
制御するには AS(管理主体)同士による協調作業が必要である．このように，広域ネッ
トワークの管理は本質的に複数主体間の分散協調作業であり，この作業を効率化するた
めに同じ分散協調型のアプローチで問題解決を行うマルチエージェントシステムのネ
ットワーク管理への適用が有効なアプローチであると考えられている．  
本章では，本論文で提案し，実証した，マルチエージェントによる適応型ネットワー
ク管理技術の構成要素であるマルチエージェントシステムの動作の適応性，効率性を向
上させるための「広域ネットワーク管理のためのエージェント組織化支援技術」および
広域ネットワーク管理作業にマルチエージェントシステムを安全に適用するための「エ
ージェント間協調動作管理技術」に関して，明らかにした結果について総括する．さら
に，本研究が将来のネットワーク管理技術の実用化に果たす役割と今後の研究の展望に
ついて述べる． 
5.1 広域ネットワーク管理のためのエージェン
ト組織化支援技術 
マルチエージェントによる適応型ネットワーク管理技術を構成するための課題 1 に
対して，複数の AS を跨る広域ネットワーク管理のためのマルチエージェントシステム
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を対象に，ネットワーク上の位置や機能など特定の条件を満たすエージェント群を動的
に探索・同定することにより組織化を支援するエージェント組織化支援技術を明らかに
した． 
具体的には，組織化のために必要な広域ネットワーク情報を複数のエージェントを用
いて分散観測することで単一のASにおける観測では獲得の難しい広域ネットワークの
トポロジ情報などを利用できるエージェント組織化支援技術を提案した．さらに，広域
ネットワーク管理を行う複数のマルチエージェントシステムの動作を分析した結果，そ
れらの組織化作業や利用する情報の共通性があることを明らかにした．これらの知見を
元にして複数のマルチエージェントシステムに組織化支援機能を提供することができ
る共通プラットフォームとしてエージェント組織化システム ARTISTE(Agents' Roles 
and Topological Information management System for agent TEamwork)を実装した． 
実際のインターネットと同等の情報が流通している実験環境上で実装した
ARTISTE の評価実験を行った結果， ARTISTE はネットワーク上の広域ネットワーク
管理用マルチエージェントシステムのための組織化を正しく行え，結果として組織化を
静的に行う場合と比べてマルチエージェントシステムの運用コストを下げることがで
きること，実際のインターネット環境においても実用的な探索範囲内では 3 秒以内で探
索が完了することを確認できた．さらに， ARTISTE を含めたシステムアーキテクチ
ャを採用することで，広域ネットワーク管理用マルチエージェントシステムの構築のた
めの工数が従来と比べて約 8.3%削減できることを確認した． 
本技術により，マルチエージェントシステムによってネットワーク管理を行う際に，
ネットワークの状態や問題解決の文脈に適応してネットワーク上に分散配置されたエ
ージェントの中から動的に最適なエージェントを探索して組織化することができるよ
うになるため，マルチエージェントシステムの動作の効率性が向上する．また，提案す
る ARTISTE システムアーキテクチャの中立性，汎用性から別のネットワーク管理シス
テムに対しても同等の効果をもたらすことが期待できる． 
5.2 エージェント間協調動作管理技術 
マルチエージェントによる適応型ネットワーク管理技術を構成するための課題 2 に
対して，異なる AS 上に配置されたエージェント間で行われる協調動作に対して，各配
置先ASの持つポリシーを反映した動作管理を行うことでマルチエージェントシステム
の安全な適用を実現するエージェント間協調動作管理技術を明らかにした． 
まず，実際のネットワーク管理作業を調査した結果を元に，広域ネットワーク管理に
おいてマルチエージェントシステムの協調動作に伴って生じる可能性がある問題点と
して AS 内部のネットワーク情報が他 AS に流出する可能性があることを明らかにした．
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その上で，実際のネットワーク管理作業を行う ISP からのヒアリングに基づき，エー
ジェント間で行う情報共有の方式として「信頼できる相手によって構成される特定グル
ープ内での情報共有」と「信頼度の異なるエージェント毎に異なる方式や内容で情報共
有」という 2 方式が求められていることを明らかにした． 
それぞれの要求条件を満たすために「エージェントグループに基づく情報共有方式」
および「個々のエージェントの信頼度に基づく情報共有方式」を提案した．前者は同一
の属性を持つ複数のエージェントをグループとして管理することにより，系列会社の運
用するエージェントのみと協調するなどの動作管理を実現する．後者は各エージェント
が他のエージェントに対する信頼度をデータとして設定し，通信の際に双方の信頼度を
考慮することによって協調の有無やその内容を動的に制御することを可能とする．信頼
度を双方で交換することによって情報共有の不公平性を解消する機構や 2 者以上のエ
ージェントが通信に関与する場合においても不当に情報が流出する恐れのない通信プ
ロトコルを提案した．さらに，これらの提案する技術を組み込んだネットワーク管理用
マルチエージェントシステムを試作して実験環境で動作させて評価を行い，本技術の有
効性を明らかにした． 
本技術は，マルチエージェントシステムを実際のネットワーク管理に適用する際に考
慮すべき問題の一つであるエージェントを通じた情報流出の問題を解決するための技
術である．この問題は従来の関連研究においては十分な検討がなされてきておらず，マ
ルチエージェントシステムの実作業への適用に向けた障害となっていた． 
本技術によって，エージェントの動作に運営者の持つポリシーや意図を正確に反映す
ることができるようになるため，エージェントが運営者の意図に反した動作をすること
で秘密情報の流出やセキュリティ上の脅威を引き起こすことを防止できる．提案した 2
つの情報共有方式は特定のアプリケーションに依存しない汎用的なものであるため，将
来開発される新たなマルチエージェントシステムへの組み込みも容易であると期待で
きるため，マルチエージェントシステムによるネットワーク管理の普及に向け大きな効
果が期待できる． 
5.3 今後の展望 
本論文では，マルチエージェントシステムによって広域ネットワーク管理を行う際の
基盤技術であるエージェントの組織化支援技術とエージェント間協調動作管理技術の
確立のための検討を行った．これらの技術はそれ自体が具体的なネットワーク管理作業
を行っているものではないが，エージェントの組織化支援技術はマルチエージェントシ
ステムの動作の効率性および環境変化への適応性の向上，エージェント間協調動作管理
技術はマルチエージェントシステムのネットワーク管理への安全な適用を促すという
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点で，どちらもマルチエージェントシステムによる広域ネットワーク管理を実現する上
で欠かせない．そのため，これらの技術をアプリケーションの動作を向上させ支援する
ための基盤技術としてプラットフォーム化したエージェントアーキテクチャの提案も
併せて行った．今回提案した技術をエージェントプラットフォームとして共通基盤化す
ることで複数のマルチエージェントシステムがエージェント組織化機能あるいは協調
動作管理機能を利用することができる．このため，システムの動作に不可欠な機能を開
発コストを掛けずに導入することが期待でき，結果としてマルチエージェントシステム
によるネットワーク管理技術の導入に大きく寄与するものと考える． 
ただし，マルチエージェントシステム技術を実際のネットワーク管理業務に適用する
際には十分な注意が必要であることも筆者らが行ってきた ISP などとの共同実験など
から明らかになっている．本論文で提案したエージェント間協調動作管理技術はそのよ
うな問題の一つである情報流出の防止に寄与する技術であるが，もう一つの提案技術で
あるエージェント組織化支援技術および当該技術を実装した ARTISTE システムにつ
いても実際の適用については十分な注意が必要であると考えられる．ARTISTE はネッ
トワーク全体から広くエージェントを探索するシステムだが，運営者によっては自己の
エージェントの存在や状態などに関する情報を公開することを望まない場合も考えら
れる．今後，ARTISTE の実用化に向けてはこれらの問題を考慮した上でシステムの改
良を行っていくことも必要であると考えている． 
本論文では提案技術の検討に際して，筆者らが開発したマルチエージェントシステム
などいくつかの代表的なマルチエージェントシステムを対象にし，それらに共通的に必
要な機能の抽出を行うアプローチを採った．今回実現した 2 つの機能はほとんどすべて
のネットワーク管理用マルチエージェントシステムにおいて必要と考えられる代表的
な機能であるが，もちろん，これらの機能だけで必要十分というわけではない．例えば，
今回提案した ARTISTEでは AS間という広域トポロジ情報を利用したエージェント探
索機能を実現したが，アプリケーションの種類や適用範囲によってはルータレベルのよ
り詳細なトポロジ情報を使った探索が必要になる場合もある． 
このように，本論文で行った検討は実際の広域ネットワーク管理へのマルチエージェ
ントシステム適用に向けての足がかりとなるものである．そして，マルチエージェント
システムの適用による広域ネットワーク管理の高度化という目的を達成するために，今
後も実際のネットワーク管理作業から実際的な課題抽出を行いながら実用的なネット
ワーク管理システムの開発を行うとともに，多種多様なマルチエージェントシステムに
利用可能な機能を提供する汎用性の高いエージェントプラットフォームの実現という
2 方向からの検討を続けていく予定である． 
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