Exploring criteria for majorization, exact and approximate, univariate and multivariate, we relate them to criteria for information orderings of statistical experiments. After having provided some of the basic criteria for comparison of experiments we observe their straight forward generalizations to general families of measures. Thus LeCam's randomization criterion extends to a criterion for comparison of families of measures. Reversing the randomizations we obtain dilation like kernels mapping densities, exactly or approximately, into densities.
Introduction. Majorization and of experiments.
• comparison The purpose of this paper is to discuss relationships between developments within the theory of comparison of statistical experiments on the one hand and various notions of "stochastic" orders on the other. As we shall see the theory of comparison of experiments not only throw light on standard notions of stochastic order but also provides interesting generalizations of well-known results.
The paper provides the required results from the theory of statistical experiments. However proofs are often incomplete. IT the reader wants more background then he or
The inequality for r = 1 is, by the first condition, necessarily an equality.
(iii) Ei(Pi-c)+ ~Ei(qi-c)+; cER.
(iv) Ei(Pi-ct ~Ei(qi-ct; cER.
(v) liP-cell1 ~ llq-cell1; cER.
(vi) Ei g(pi) ~Ei g(qi); when g is convex on R. H p and q are probability vectors then these conditions are equivalent with
Remark.
Criteria (i)-(ix) are well-known and may be found in e.g. Marshall and Olkin (1979) . The other criteria are not so well-known. Criteria (x)-(xii) and (xiv) are discussed in Dahl (1983) .
Criterion (xiv) is only stated for probability vectors p and q. This restriction does not however amount to much. Indeed if c E R and t > 0 then p >-q if and only if f(p-ce) >-f(q-ce). If l:Pi =E qi then the last vectors are probability vectors provided c < min(P(l), q(I)) and t = l:i (Pi-c) .
If the vectors p and q are probability vectors in Rd then several of the criteria of the theorem have interesting interpretations in terms of statistical decision theory. Consider a statistical model obtained by observing a random variable X whose distribution Pe depends on an unknown parameter fJ. Assume for the moment that we know that fJ is one of the numbers 0 and 1 and that X is one of the numbers 1, 2, ... , d.
Assume also that X is uniformly distributed when fJ = 0 while the distribution of X is given by the probability vector p when f)= 1. In other words: t2 ~ t1 ~ 0 then we may choose u2 = v2 = 0, u1 = t1 and v1 = t 2 and we arrive at the same conclusion by reparametrization. For a model (efd,p) reparametrization amounts here to replacing it with the reversed model (p, efd) .
Generalizing this idea we see that p ~ q for probability vectors p and q in Rd provided the fraction qi/pi is monotonically increasing in Pi as long as this fraction is defined i.e. as long as Pi+ qi > 0. Indeed then the experiment ( efd,p, q) has monotonically inccreasing likelihood ratio in Pi and thus the dichotomy (e/d,p) is at most as informative as the dichotomy ( e / d, q).
Two weaker concepts of majorization are those of weak sub majorization and of weak super majorization. Also these concepts fit nicely into a decision theoretial framework. Before discussing that however we shall find it convenient to consider approximate majorization.
Recall the notation llxll 1 = :L:f= 1 lxil for a vector x E Rd. The notation reflects that llxll1 is the L1 norm of x based on the counting distribution on subsets of {1, ... , d}.
Considering two vectors p and q in Rd and a constant E 2:: 0 we shall say that p Emajorizes q if p majorizes a vector ij such that llii-qll 1 ~E. Thus p majorizes q if and only if p 0-majorizes q. On the other hand p E-majorizes q whenever E2:: liP-qll1·
Again there is a variety of equivalent conditions. Before deriving the analogs of the criteria listed in Theorem 1.1 let us note some reformulations of E-majorization. Observe first that p E-majorizes q if and only if q admits a decomposition q = ij + v where ij -< p while llvll 1 ~ E. It follows that the support function of the convex set consisting of vectors q which is E-majorized by p is a---+ V1r :L:f= 1 a1r(i)Pi+EVf= 1 lail where 1r runs through the permutation group on {1, ... , n }.
Hence q is E-majorized by p if and only if (q,a) ~ Y1r(rr(a),p) + E Vi laili a E Rd where rr( a) = ( a1r(i)l· .. , a1r(d) H d 2::2 then the last condition may, as observed by Dahl (1983) when LPi = I: qi, be reduced to 0-majorization (i.e. majorization) since it expresses that pE :>-q where: (1985) these conditions amount to the condition that the measure pair ( ejd,p) is (0, €) deficient w.r.t. the measure pair ( ef d, q).
The equivalence of the conditions above follows then from the general theory of measure familes. It may however be instructive first to consider the direct proof given here.
Proof:
We have observed above that conditions (it)-(ii2) were all equivalent. By theorem 1.1 these conditions are also equivalent with conditions (viii), (ix) and (xii). 
is between g'( oo )€ and -g'( -oo )€. Thus (vi2) implies that the inequality in (vi1 ) holds when the quantities g' ( ±oo) are finite. If, however, one of the quantities g' ( ±oo) are infinite then (vi) is trivial for g unless € = 0. By the above observation (vh) ::;.(iii) and (iii) amounts, by Theorem 1.1, to the condition that p>-q when €=0. Thus, by theorem 1.1 again, (vi 2 ) implies (vi 1 ) in any case. This shows that conditions (vh) and (vi2) are equivalent and that these conditions imply conditions (iii)- (v Symmetrizing we obtain the majorization pseudo metric A on Rd which to vectors p and q assigns the distance
Example 1.5 (Majorization between vectors ofpossibly different dimensjons).
Let p =(PI, ... ,Pm) and q = (q1, ... , qn) be probability vectors in, respectively; Rm and
Rn. Let also, fork= 1, 2, ... , the probability vector (1/k, ... , 1/k) in Rk be denoted as
u . Proceeding to €-deficiency, see section 3, this extends as follows:
By sufficiency the dichotomy ( u(m) ,p) is at least as informative as the dichotomy
Theorem 1.7 {Approximate multivariate majorization).
Let (Pt : t E T) and ( qt : t E T) be two familes of probability vectors in Rd.
Consider also a family f = ( Et : t E T) of non negative numbers. Then the following conditions are equivalent:
.. , r is the v-th unit vector in Rr.
(iii) The empirical distribution function Fp based on the observations p. (1 )
The analogous results for infinite populations will be consided in section 5. Before doing so however we shall provide some useful tools from decision theory and in particular from the theory of statistical experiments.
The framework of decision theory
A non sequential statistical decision problem is defined by a statistical model ( experiment) along with a loss function defined on some decision space. The problem is to select sup norm. As sample spaces also decision spaces come with their measurable subsets. Mathematically a decision space (T, S) is just a measurable space. We shall find it convenient to write 11!11 for the supremum norm supt lf(t)l for a real valued function fonT. Considering the finite decision spaces Tk = {1, ... , k }; k = 1, 2, ... , it is tacitly assumed that all sub sets are measurable. Assume now that we in addition to the decision rule pare given both a finite measure
J-l on (x, A) and a bounded measurable function g on (T, S). It is a fundamental fact that then the three integrals J gdJ-Lp, f(pg )dJ-l and J gd(J-l x p) are all equal and thus that
we without ambiguity may write this quantity as J-lP9·
As a function of the pair (J-L, g) where J-l E L( &) and g is bounded measurable on (T, S)
the quantity J-Lpg is bilinear and this functional describes pup to equivalence. Considering the map J-l--+ 1-"P as a map from the L-space of finite measure on A to the L-space of finite measures on S we observe that it is linear, non negative (images of non negative elements are non negative) and preserves total masses. A map from one L-space to another having these properties is called a transition. Thus 
S). H p is a generalized decision rule and g is a bounded measurable function on (T, S)
then pg is the image of g by the conjugate map p*, which also will be p, 1-"9) and again this number is written J-lpg.
Theorem 3.1 (Deficiency for k-decision problems).
Consider the set Tk = {1, 2, ... , k} as a decision space.
Let € = ( €0 : 8 E 8) be a non negative real valued function on the parameter set 8. We summarize these observations as: 
As remarked before we may then even restrict attention to sub linear functions ~ such that ~(-eo) =o ~(eo) and then the deficiency term in both cases reduces to Lo €o~( eo).
Let us conclude this section by some remarks on functionals of experiments having a common finite parameter set E>.
We observed at the end of the previous section how we might construct an integral 
Example 3.4 (Multivariate Gini index).
Consider measure families £ = (JNJ : () E E>) having a common finite parameter set E>.
An interesting set valued functional of measure families is the functional which to a given measure family assigns the convex hull r( £) of the range of the vector valued (i.e. If the vectors a.,1 , ... , a.,r are linearily dependent then both sides of (*) are zero.
If r=n and a.,t, ... , a.,r are linearily independent then(*) may, by (i), be reduced to the statement that the volume of a cube is the product of the lengths of its sides.
The validity of(*) follows now by induction on r. 
eo; () E 8 for some transition M from L( £) to L( :F).
Before applying this note that most of the measure families encountered in section 1 admitted a particular parameter value () = ()0 such that the distributions for this parameter value was uniform. Furthermore the concepts of approximate majorization required that approximation should be exact when this parameter value prevailed. Within the context of section 1 this amounted to the condition that certain Markov matrices were doubly stochastic.
Generalizing this let us assume that there is a distinguished parameter value () = 00 such that the measures /lOo and v 00 are non negative and dominates, respectively, £ and :F. Assume also that eo 0 =0. Then£ is €-deficient w.r. 
Consider so any maximum 1/J of a finite set of linear functionals on R 8 • Putting ,f(z) = w - 
(hv: hEH).
In order to see this consider functions h 1 , .•• , hs in H along with a sub linear function ' 1/J on R 8 which is a maximum of a finite set of non negative linear functionals.
If z ~ z::::r=I aizi is one of these functionals then at, ... , a5 2: 0 and thus, by convexity, ~ z::::r=I aihi = (1-~ z::::;=I ai)O+ z::::;= 1 ( ai/N)hi E H when N is suficiently large. It follows that also ~,P(ht, ... , hs) E H when N is sufficiently large and thus J,P(ht, ... , hs)dp = N f [,P(ht, ... , hs) /N]dp 2: N f [,P(ht, ... , hs) /N]dv = J'I/J(ht, ... , hs)dv.
As in the proof of theorem 4.2 we derive from this the asserted statement on deficienCies.
By the randomization criterion this amounts to the conditions that ll(hp)M -hvll ::; fhdp-f hdv; hE H for a transition M from L 1 (p) to L 1 (v) . Now the total variation llull of any finite measure u may be expressed as llo-11 = jju+ll+llu-11 = llu+ll-llu-11+ 2jju-ll = 2jju-ll+f1du. Applying this to the measures (hp)M-hv and utilizing that f1d [( hp )M -hv] (i) €h2:0; hEH.
Dichotomies. Lorenz functions and NeymanPearson functions.
Experiments having two point parameter sets, i.e. dichotomies, enjoy a variety of striking properties which are not shared by experiments in general. Thus comparison of dichotomies may be expressed solely in terms of testing problems and the information ordering is in this case a lattice ordering. The crucial property of dichotomies is that they all have monotone likelihood in some statistics. Indeed, by Lehmann (1988) and Torgersen (1989) , many properties of dichotomies extend, properly formulated, to such experiments.
We shall here present some of the basic properties of dichotomies. A discussion of the more general case of measure pairs, i.e. R 2 -valued measures, will appear in Torgersen (1990) .
The basic assumption in this section is thus that the parameter set is a two point set and we shall proceed assuming that this set actually is 8 = {0, 1 }. Thus a dichotomy V is an ordered pair V = (Po, P 1 ) of probability distribution on a common measurable space. Convenient tools are then:
(i) The relationship between level of significance and maximum power for testing, say,
(ii) The relationship between prior distribution and minimum Bayes risk for testing "(} = 0" against "(} = 1" with 0-1 loss.
(iii) Variations of standard measures and Blackwell measures.
(iv) The Hellinger transform.
The relationship (i) is given by functions which in one form or another, appear to play important roles at the most diverse occasions, not all of them in statistics. Although not widely recoqnized, even among statisticians, their genesis may be regarded as rooted in the Neyman-Pearson lemma. We shall here say that a function is a Neyman-Pearson function (N-P function) if it is a continuous concave function from the unit interval [0, 1] to itself which leaves 1 fixed. Of course concavity ensures continuity on the open interval ]0, 1[ and if, in addition, it is assumed that 1 is a fixed point then it is automatically continuous on ]0,1]. Thus a function f3 from the unit interval to itself is a N-P function if and only if it is concave, /3(0+) = /3(0) and /3(1) = 1.
In statistics N-P functions arise in testing theory in many situations which are not directly related to the Neyman-Pearson lemma. Thus e.g. the maximin level a power defines a N-P function f3 of a provided we ensure that /3(0+) = f3(0).[H the weak compactness lemma holds then this is automatic. In general we may just define /3(0) as /3(0+ ).]
More generally we may consider maximin level a power for test functions belonging to a given convex class of test functions containing the constants in [0, 1] .
Any N-P function is the N-P function of a dichotomy and, as we shall explain soon, any dichotomy is defined up to equivalence by its N-P function. Accepting this for the moment we realize that operations on dichotomies and on N-P functions are the same thing.
Thus if V1 and V2 have, respectively, N-P functions /31 and /32 then the mixture
(1-p)V1 + pV2 and the product V 1 xV 2 have, respectively, N-P functions f3 and r given by:
and It is not imediate from these formulas that products are distributive w.r.t. mixtures. This is however clear from the fact that the Hellinger transform, which is defined for dichotomies later in this section, is multiplicative for products and affine under mixtures.
Proceeding the other way round we find that the class of N-P functions is closed for several standard operations on numerical functions. Thus convex combinations of N-P functions are themselves N-P functions. It follows that if V1 and V2 are dicholomies having N-P functions /31 and /32 and if pis a number in [0,1] then there is, up to equivalence, a unique dichotomy V having (1-p)/3 1 + pf3 2 as its N-P function. This dichotomy is at most as informative as (1-p )V1 + pV2 , and generally it is less informative than this mixture.
By Torgersen (1970) any dichotomy has an essentially unique decomposition as a mixture of a totally ordered family of double dichotomies.
Other interesting operations are the lattice operations derived from the information ordering and the operation of functional composition of N-P functions.
Consider a family (Vi : i E I) of dichotomies. IT f3i is the N-P function of Vi then the pointwise infimum i~ f3i is also a N-P function. Any dicholomy V having this function It follows that the collection of dichotomies is order complete for the informational ordering. Note however that the sup operation expressed for N-P functions is not the pointwise supremum. It corresponds of course to the supremum operation on N-P functions for the informational ordering.
Monotone likelihood experiments are, Torgersen (1989) , very naturally represented as families of N-P functions. These families are characterized by being closed for the "natural" functional compositions. In general if V 1 and V2 are dichotomies having, respectively N-P functions /31 and /32 then the composed function /31 (/32) = f3t of32 is also a N-P function. IT Vis a dichotomy having f3 1 (f3 2 ) as its N-P function then Vis at most as informative as the product dichotomy V 1 X V 2 . Indeed if r is the N-P function of 'D1 X 'D2 and that
The observed significance level & for a dichotomy ( P 0 , P 1 ) for testing "(} = 0" against "(} = 1" may be expressed in terms of K by:
where U is independent of dPtfdP0 and uniformly distributed on [0,1]. (iii) Let a 1 be the smallest number a 1 ~ 0 such that the graph of (3( ·I Po, P1) intersects the line through (0, b) and (p1, qt) in the point ( a 1, (3( a 1IP0 , P1) ). Put so 'Pcx = (1-8)cp0 + Bba 1 for a= (1-8)0 + 8a1 in [O,p1] .
(iv) Let a 2 be the smallest number a 2 ~ a 1 such that the line through (Pt, q1) and (P2, q2) intersects the graph of (3( ·I Po, P1) in ( a 2, (3( a2IP0 , Pt)). Put so the Hellinger transform of V. It defines V up to equivalence. The ordering described by (vi) does not however, see Torgersen (1970) , imply that V is at least as informative as Turning to econometric applications we obtain the following well-known characterizations of the Lorenz ordering:
Corollary 5.4 (The Lorenz ordering). Let X and Y be non negative random variables having finite positive expectations. Let F be the distribution of X and let G be the distribution of Y. Let F1 be the distribution having density x -+ xI EX w.r.t. F and let G1 be the distribution having density y-+yiEY w.r.t. G. and thus II(PoXPt)A(PtXPo)ll = JJ1 (3'(a2) 1\(3'(at) ]da1da2 = 2ffcx >ex (3'(a2) 
