Abstract. In this paper we present a novel system which automatically converts text documents into XML by extracting information from previously tagged XML documents. The system uses the Self-Organizing Map (SOM) learning algorithm to arrange tagged documents on a two-dimensional map such that nearby locations contain similar documents. It then employs the inductive learning algorithm C5.0 to automatically extract and apply auto-tagging rules from the nearest SOM neighbours of an untagged document. The system is designed to be adaptive, so that once a document is tagged in XML, it learns from its errors in order to improve accuracy. The automatically tagged documents can be categorized on the SOM, further improving the map's resolution. Various experiments were carried out on our system, using documents from a number of different domains. The results show that our approach performs well with impressive accuracy.
Introduction
The extraordinary growth of information resources has created vast and complex repositories of data. Such large amounts of data require the development of new procedures for storage and management. In addition, the need for efficient and effective search for specific information in growing repositories of data also requires new paradigms for data organization. The recent acceptance of XML as an emerging standard markup language has provided a solution for effective management and retrieval of large and highly complex data repositories. The idea behind XML markup (tagging) is to structure raw data, including natural language texts, with descriptive element tags. XML is not a set of tags itself: it provides a standard system for browsers and other applications to recognize the data in a tag. By using XML as a standard markup language, search engines can use XML tags to exploit the logical structure of documents, which should improve search results, avoid irrelevant searches and provide more precise information. However, despite the benefits provided by XML, we still do not have large collections of XML documents.
Manual tagging of a collection of text documents into XML is impractical because of the time, effort and expense required. For text documents to be efficiently and effectively converted into XML, the process of tagging must be automated. Currently auto-tagging is a significant challenge. Most systems that have been developed are limited to certain domains and require considerable human intervention. In addressing the problem of autotagging, we present a novel hybrid system that produces tagged document collections by using two machine learning techniques, namely the Self-Organizing Map (SOM) algorithm [1] , [2] and the inductive learning algorithm C5.0 [3] , [4] . The process of auto-tagging is based on the previously tagged valid XML documents to be used as training data by the system.(A valid XML document is one which is well-formed and which has been validated against a DTD).
Overall Approach
The hybrid architecture of our system combines the SOM and C5.0 algorithms to produce XML tagged documents.
The overall approach is shown in Fig. 1 . Phase 1 of the hybrid system deals with the formation of a map of tagged documents using the SOM algorithm. Once a map has been formed, the system automatically extracts information from the SOM neighbours of an untagged document in phase 2. This information is extracted in the form of rules by using the inductive learning algorithm C5.0. These rules together with text segmentation heuristics derived from the set of tagged documents are used to markup the untagged text document into XML. These two phases of the system are currently implemented independently but will eventually be linked together to form an integrated hybrid system. Phase 2, which is the focus of this paper, is currently implemented as an independent auto-tagging process and is described in Sect. 3. 
The Auto-tagging Process
The auto-tagging process (Phase 2 of the hybrid system) is shown in Fig. 2 . It has two main modules, a rule extraction module and a tagging module.
The rule extraction module learns rules from a collection of tagged documents using an inductive learning approach [5] . In this module, training examples are collected from a set of valid XML documents. These documents should be from a specific domain and their markup should be valid and comply with the rules of a single Document Type Definition (DTD). An XML document can be represented as a tree-like structure with a root element and other nested elements. Only elements having text are considered appropriate for our auto-tagging process. Each training instance corresponds to a leaf element containing text from the collection of tagged documents. The texts enclosed between the start and end tags of all occurrences of each element are encoded using a 6fixed-width feature vector. These encoded instances are used subsequently for learning the rules. Thirty-one features, such as word count, character count, etc., are used to encode the training instances. The system pre-classifies the encoded instances by the tag name of the element. These pre-classified encoded instances are used by the system to learn classifiers for the elements with that tag name. The learned classifiers are later used in the process of auto-tagging. We have used the C5.0 learning algorithm to learn classifiers. The advantages of this learning algorithm are that it is very fast, it is not sensitive to missing features and it is incremental. C5.0 is best suited for our system because it is not sensitive to missing features. Our system deals with documents from different domains, so some of the features are not relevant to the documents of all domains. Sets of rules are generated in a given domain from a collection of tagged documents and are used to markup the untagged text documents from the same domain.
The second module creates a tagged version of an untagged text document, which should be from the same domain as the documents used for learning the rules. The untagged document is segmented into pieces of text using a variety of heuristics. These heuristics are derived from the set of training examples. By applying the rules of the DTD, the rules extracted by using the C5.0 algorithm and the text segmentation heuristics, the hierarchical structure of the document is obtained and a tagged version of the text document is generated.
The tagged document produced by the system can be validated against the DTD by using any XML parser. However XML processors can only validate the syntax of an XML document. Since they cannot recognize the content of a document, a human expert is required to evaluate the accuracy of the auto-tagging process.
Experiments and Evaluation
For our experiments, we have used collections of documents from a number of different domains. These include letters from the MacGreevy Archive [6] , [7] , a database of employee records, Shakespearean plays [8] , poems from the Early American Digital Archives [9] and scientific journal articles [10] . An example taken from A Midsummer Night's Dream automatically tagged by our system is shown in Fig. 3 . The underlined text, with the start and end tags of the element STAGEDIR, is not tagged by our system. This represents an error made by our system.
All the documents sets used in our experiments except the scientific journal articles were tagged by applying the rules extracted by using the C5.0 algorithm, the text segmentation heuristics and the rules of the appropriate DTD. For the scientific journal articles we have used additional heuristics devised specifically for this domain. We hope that these heuristics can be used effectively for articles from most journals. The tagged journal articles used as training documents for our experiments were downloaded from the World Wide Web [10] along with the DTD (article.dtd) devised for these articles. From the same site, the HTML versions of articles were downloaded, converted to text files and automatically tagged into XML by our system. The XML DTD used for these tagged articles is complicated and requires the presence of another DTD (biblist.dtd) devised for references and bibliographies. For the auto-tagging of articles, currently we only consider those elements of DTD that descr ibe different sections of the article for example, title, author name, author affiliation, headings, paragraphs, references, etc. We have ignored the elements embedded in the text containing elements. These elements include the elements representing formatting or physical representation of different sections of the articles, e.g. <b>, <i> etc. Part of a scientific journal article automatically tagged by our system is shown in Fig. 4 .Again, our system failed to tag the underlined text with start and end tag of title and orgName. Although the system makes some mistakes, it still works reasonably well with our domain-specific heuristics and automatically tags most of the sections of the journal articles.
We have used three performance measures to evaluate the performance of our system. These measures are:
-The percentage of elements correctly tagged by the system -The percentage of elements incorrectly tagged by the system -The percentage of elements not tagged by the system When describing the accuracy of our system, we use the first of these measures, i.e. the percentage of the tagged elements correctly determined by the system. Evaluation of the performance of our system for letters (from the MacGreevy Archive) demonstrates that it achieves an accuracy of 96%. For the Shakespearean plays, our system achieves 92% accuracy and for the poems taken from the Early American Digital Archives, it achieves 96% accuracy. For the scientific journal articles, the accur tagging process is 97%.
Conclusions
This paper describes a novel system which automatically tags the text documents into XML. The system uses the Self-Organizing Map (SOM) algorithm and the inductive learning algorithm C5.0 for the process of auto-tagging. The performance of our system has been evaluated in experiments with different datasets and the results indicate that our approach is promising. The functionality of our system makes it a useful tool for producing large tagged collections of documents.
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