Due to the air pollution and energy crisis, the added values to environmental protection from the green technology passenger cars have received scrutiny by consumers. In order to enhance the comprehension of consumers' acceptance in green technology passenger cars, the goal of this study is to promote automotive designer's understanding on the affective response of consumers on automotive form design. In general, consumers' preference is mainly based on the vehicles' form features that are traditionally manipulated by designers' intuitive experience rather than an effective and systematic analysis. Therefore, when encountered the increasing competition in automotive market nowadays, enhancing the car designer's understanding of consumers' preference on the form features of green technology passenger cars to fulfill customers' demands has become a common objective among automotive makers.
INTRODUCTION
A product appearance plays an essential factor affecting consumers' intention for purchasing. Therefore, the crux of developing a successful marketing strategy for promoting car sales is considered not only to fulfill customers' demand on automobile functional utilities but to meet customers' psychological needs on vehicles' visual appearance [7] . In general, consumers' preference is mainly based on the vehicles' form features that are traditionally manipulated by designers' intuitive experience rather than an effective and systematic analysis.
The problem is that there is a shortage of reliable indicators to guide automobile form design to meet customers' assess in automobile market. In order to access the guide of customers' opinion and promote designers' further understanding on customers' psychological needs to a product, many studies regarding effective emotional design were proposed to get a better insight into customers' subjective values [1, 5, 9] . Kansei engineering is a significant research based on a systematic investigation to inference customers' perception to a satisfied product [3, 4, 8] . The technique also has been successfully used in car design [6, 12] . The main focuses of Kansei engineering is to examine and clarify the existing cause and effect relationship between affective factors for advanced enhancing product impression values [3] . Therefore, a Kansei model developed for predicting product form design is also regarded as an evaluation of regression problem. Various methodologies based on Kansei engineering technique have been presented to construct prediction model such as multiple linear regression (MLR), quantification theory type I (QT1), neural networks (NN), fuzzy logic, genetic algorithms (GA), and rough sets [11] . Moreover, Yang & Shieh proposed a support vector regression (SVR) to build a model for predicting customers' feelings on mobile phones with very satisfactory performance.
Considering the environmental impact of vehicles, automobile manufacturers have successively invested to develop new styling of green technology cars to attract customers. To address this design styling issues, it is hard to neither comprehend nor assess customers' appealing and desirous image to green technology car appearance. Zafarmand et al. suggest a green design concerns about the aesthetic attributes of a product with the consistency of environment. The aesthetics message by the appearance of a product also influences customers' option [10] . The intensity of the customers' visual perception to a product is also related to the impact of product form features. Therefore, product features can be used as design specification for customers' preference [8] . In general, most of Kansei engineering's studies employ a qualitative description for product features, but some also have numerical based contour definition on products form. The physical features of green technology vehicles' shape raising customers' environmental awareness can be assessed by quantitative process. Datschefski described an assessing way based quantitative evaluation from each necessary aspect for green design products.
In this study, we aim at providing a prediction model based on support vector regression (SVR) for evaluating the affective responses of green technology cars as perceived by customers. The paper is organized as follow: Section 2 gives a description to construct an SVR prediction model. Section 3 demonstrates the experiment results by analysis samples collected from the market and the concept cars as examples. Finally, in Section 4, conclusions and suggestions for future study are reported.
PREDICTION MODEL FOR PRODUCT FORM DESIGN OF GREEN TECHNOLOGY VEHICLES
This study proposes to construct the prediction model for product form design of green technology vehicles. First, the product samples, including the concept cars, were collected from the marketplace. The product form design of a vehicle is represented using the profile curves of the side view which is consisted with a set of control points. Second, the perceived affective dimensions of a consumer toward the product form design are described using adjectives. Next, the most representative affective dimensions were selected with the aid of factor analysis. The semantic differential (SD) data of consumers were gathered using questionnaires. Finally, SVR prediction models according to different adjectives were constructed using the coordinates of the control points as input data and the evaluated SD scores as output value. Optimal training parameters of the SVR model were determined using a grid search of crossvalidation.
PREPARING PRODUCT FORM SAMPLES OF GREEN TECHNOLOGY VEHICLES
The car samples were extensively gathered from the related automobile magazines, catalogs and internet photos. The background was initially removed from the sample images, and then the contours were described from NURBS curves using a vector graphics. In this study, vehicle profiles were adopted to explore the possible existing distinctions in customers' feeling quality to take feasible market strategies for automobile manufactures. The form features of front view and perspective view that given by customers' impression will be required for the next investigations in improving vehicle styling.
The car samples accompanied with data of default vehicles' dimensions were prepared for the reduced scale experiments. As shown in Fig. 1 , the investigation of the automobile forms was based on the numerical definition-based profile shape of green technology vehicles. As shown in Table 1 , the main structure of the car form features were defined using ten NURBS curves and constructed using a total of 35 control points, namely the front lights (P1~P3), the engine hood (P4~P6), the windshield (P7~P9), the form of a car roof (P10~P12), the trunk of a car (P10~P12), the rear bumper (P16~P18), the shape of the rear wheels (P19~P23), the car chassis (P24~P27), the shape of the front wheels (P28~P32), and the front bumper (P33~P35). Note that control point p33, located at the lower edge of the front bumper curve, is specified as the origin (0, 0). A total of 63 vehicle samples are listed in Table 2 . In order to reduce the subjects' perceived differences caused by the materials and textures of the car samples, the car shapes were assigned with an identical gray material with the same luminance. Moreover, the features of automobile rim shapes are not included in this investigation. 
SELECTING REPRESENTATIVE AFFECTIVE DIMENSIONS USING FACTOR ANALYSIS
In order to describe consumers' affective responses toward the green-technology vehicle, the adjectives which might be suitable for describing the product form design were first collected from car magazines, newspapers and books. After screening similar and redundant adjectives, a total of 18 adjectives were used as initial set of affective dimensions (see Table 2 ). For selecting the most representative adjectives, 25 subjects, 13 males and 8 females, were asked to evaluate 20 representative product samples using the initial set of affective dimensions. All of the subjects' evaluation scores for each product sample were averaged. The evaluation scores were then analyzed using factor analysis. Two criteria, including the eigenvalues and the percentage of variances explained for all extracted factors, were used to determine the number of factors. A simple and intuitive way to select representative adjectives is to pick up the adjectives with the largest absolute factor loadings in each factor. 
QUESTIONNAIRE INVESTIGATION FOR ADJECTIVE EVALUATION
To collect the affective response data for product form design, 35 subjects, 20 males and 15 females, were asked to evaluate 63 product samples using a score from 0 to 1 in an interval of 0.1 using the representative adjectives. The images of the vehicle samples were presented to the subjects in the format of questionnaires. A user-friendly interface for the questionnaire was designed to collect the evaluation data in a more effective way (see Fig. 3 ). The presentation order of the vehicle samples was randomized to avoid any systematic effects. The adjective data of all the subjects was averaged to reach a final utility score and applied as the output values in the SVR prediction models. 
CONSTRUCTING THE SVR PREDICTION MODEL
SVR was used to construct the prediction model based on the control points of car profiles and the average adjective ratings obtained from the questionnaire. SVR can only deal with one output value at a time thus each prediction model needs to be built for each representative adjective. The training scheme of a single SVR model is shown in Fig. 4 . 
. SVR is known as its elegance in solving the nonlinear problem with the kernel trick that automatically does a nonlinear mapping to a feature space. In this study, the Gaussian kernel was adopted as follows: 2 2 an kernel: ( , ) exp( / 2 )
where σ is the spread parameter determining the influence of squared distance between i x and j x to the kernel value. Using
Gaussian kernel, dot products were computed with the output values of the training vehicle samples under the map φ . The weights in the SVR model represent the knowledge acquired from the vehicle samples. Finally, the dot products were added up using the weights terms of Lagrange multipliers, i α and
α . This, plus a constant term yields the final predictive output value as follows:
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The following procedure was used to train the vehicle samples: 
EXPERIMENTAL RESULTS

RESULTS OF SELECTED AFFECTIVE DIMENSIONS
Factor analysis as a feature extraction method was used to merge similar adjectives from the initial 18 groups and form new groups by choosing a suitable number of factors. The results of factor loading using three factors are shown in Table 3 . The extracted three factors account for 42.3%, 25.3% and 12.1% of explained-variance, respectively. The total cumulative percentage of variances is 79.7%, indicating that the result of factor analysis using three factors is quite acceptable. The adjectives with larger absolute factor loadings in each factor are regarded as more important ones, thus selected as representative adjectives. The selected adjectives for the three factors were adj1 (natural), aj18 (advanced), and adj12 (vital). These three selected adjectives were used for in adjective evaluation experiment. The bold underlined numbers indicate the groups of adjectives associates with factors 1-3.
PREDICTIVE PERFORMANCE OF SVR MODEL
In order to obtain best performance and reduce the overfitting of the SVR training model, a grid search of 20-fold cross-validation was taken using the following sets of values:
{ } 
SUMMARY/CONCLUSIONS
In this study, factor analysis and SVR were used to develop the prediction model of consumers' affective responses for the product form design of green-technology vehicles. The product form design of a vehicle is represented using the profile curves of the side view. Consumers' affective responses toward the product form design were described using a set of 18 adjectives. The most representative affective dimensions were extracted using factor analysis, which results in three adjectives "natural", "advanced", and "vital". The SD data of these adjectives for the 63 product form samples were gathered using questionnaires. Finally, SVR prediction models according to different adjectives were constructed using the coordinates of the control points as input data and the evaluated SD scores as output value. The resulting SVR models of the three adjectives have great predictive performance, which yielding low RMSE values of 0.103, 0.102, and 0.078, respectively. However, in this study, the analysis of the product form is only based on the contour lines in the side view, which is rather sketchy. A more comprehensive study which includes a detailed decomposition of the product form design is needed to verify the effectiveness of the proposed method.
