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Abstract
Femtosecond Stimulated Raman Spectroscopy (FSRS) is a ultrafast spectroscopy
technique first implemented by chemists to understand isomerization and other
ultrafast molecular morphology changes by resolving vibrational dynamics[1, 2, 3].
FSRS has an unparalleled temporal and spectral resolution [4, 1, 5, 6] that arises
as a result of a clever combination of picosecond and femtosecond pulses. However,
despite this capability, FSRS has yet to be applied to modern materials in condensed
matter physics. This thesis explores the design and implementation of FSRS to study
two-dimensional materials in order to measure their quantum confined vibrational
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Innovation arises when the ideas from one field inspire another, as happened
when semiconductor physicists adapted nuclear magnetic resonance spectroscopy from
microwave to optical frequencies, leading to the development of multidimensional
coherent spectroscopy [7, 8, 9].
This thesis centers around a similar attempt to adapt Femtosecond Stimulated
Raman Spectroscopy (FSRS) to study of novel solid state materials. FSRS probes
a materials structure with femtosecond temporal resolution by acquiring vibrational
spectra of transient states. Because of this ability, FSRS has unveiled intermediate
states in biological and chemical process, [10, 4, 1, 11, 12, 13, 3, 14, 15, 16].
Sensitive techniques find their idyllic match in interesting samples. In 2004, the
isolation of the first atomically thin crystal, graphene [17], began a revolution in
condensed matter physics, giving way to a tide of quantum confined materials like
MoS2 [18] and ReS2 [19]. The broken symmetry in these materials and quantum
confinement that both result from the atomically thin nature of these materials leads
to many interesting phenomena, such as Dirac Fermions [20] and ballistic thermal
transport [21, 22, 23].
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Further, 2D materials have a remarkable promise for technological applications.
The absence of chemical bonds between adjacent layers makes them ideal for creating
heterostructures[24], electronic devices whose properties are finely tuned by stacking
different layers of materials on top of each other and even by orienting the planes at
different angles [25]. In bulk materials, bond dislocations between layers of different
materials leads to device instability[26]. This problem is mitigated in 2D materials,
making them ideal for next generation electronic devices [27, 28].
However, before these materials can be functionally integrated into technology, a
strong understanding of their properties is needed. While extensive work has gone
into theoretically modeling of nanoscale thermal transport [29, 30, 31], experimental
results are lacking [23]. Time resolving phonon population dynamics on the
characteristic timescales of the heat transfer in these materials would provide strong
insight into quantum confined thermal transport[23].
Adapting FSRS to work on solid state materials would capture high resolution
phonon spectra with femtosecond resolution, providing much needed experimental
verification of models [29, 30, 31] while also helping us understand these highly
interesting 2D materials. I have spent the last two years designing and building
a FSRS apparatus for studying phonon dynamics in 2D materials, the results of
which are presented in this thesis. Chapter 2 begins with an overview of nonlinear
optics, where all the effects relevant to experimental implementation of FSRS will be
derived. Chapter 3 discusses Raman Spectroscopy. This is followed by a derivation
of Stimulated Raman Scattering. Chapter 4 will discuss 2D materials and outline the
procedure followed for fabricating some of the lab’s 2D material samples. This will
include the characterization of the samples with Spontaneous Raman Spectroscopy.
Chapters 5 reviews the theoretical basis for FSRS to set the stage for Chapter 6,
where the designs and results from the solid state FSRS experiment are discussed
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at length. Chapter 7 presents nonlinear processes’ ability to bypass the Heisenberg
Uncertainty Principle in an approachable manner and overviews the criteria for when
a nonlinear signal can achieve sub Heisenberg resolution. The final chapter serves as




The fundamental interaction of an electric field with a medium is described by
the equation,
P = ε0χE, (2.1)
where ε0 is the permeability of free space, χ is the electric susceptibility, and E is
the applied electric field. While a powerful equation, it exists at an introductory
level of understanding the interactions of electric fields and matter. A more insightful
version of the equation can be constructed through the power series expansion of the
polarization,
P = ε0(χ1E + χ2E
2 + χ3E
3 + ...). (2.2)
From this equation a wealth of interesting phenomena and rich physics have been
gained where the linear interactions of Equation 2.1 are retained, while also gaining
insight into a materials response to numerous fields, the nonlinear response. The
magnitude of the nonlinear response, mathematically represented by the factor χn,
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depends strongly on a materials energy structure and symmetry [32]. As a result,
nonlinear responses have a remarkable ability to assess the energy structure of a
material beyond what is capable with linear spectroscopies[7, 11, 33].
The high intensity fields required to induce these nonlinear interactions in a sample
lead to the development of pulsed laser systems. In these lasers average powers can
be moderately low as for the majority of the time there is no field emitted. Then,
there is an abrupt surge where for a brief time power outputs can raise between
megawatt and gigawatt levels[34]. The temporal confinement of these fields allows for
nonlinear experiments to not just study material structure and symmetry in a steady
state system, but to also reveal dynamics that happen on matters’ fundamental time
scales, ranging from hundreds of picoseconds to a a few femtoseconds[35], allowing
for direct visualization of intermediate states in materials ranging from proteins [14]
to short lived quasiparticles [8].
2.1 An intuitive approach to nonlinear optics
2.1.1 χn as a response of n-fields
An obvious feature of Equation 2.2 is the presence of n E fields for each
corresponding χn term. While initial inspection of Equation 2 might leave one
suspecting that E and all fields in En are be identical, this is not necessarily the
case. A more general view would be thinking of each nth order term as the mixing of
n different fields in a material. As the mixing of these n fields in a material results
in a field, arising in the form of a polarization, it is common to think of a nth order
process as n+ 1 wave mixing. This is commonly depicted through energy diagrams,
as seen in Figure 2.1
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Figure 2.1: Energy diagram depicting the parametric processes of a) sum frequency
generation, b) second harmonic generation, and c) difference frequency generation
In a nth order nonlinear process, an electron, presumed to be starting in the
ground state, must interact with n distinct fields before it can relax back down to
the final state. The final state will be the initial state for a parametric process or a
different state for a non-parametric process. In this thesis, only parametric processes
will be discussed. Mathematically, each χn in Equation 2 is a rank n tensor. A
simple understanding of the processes associated with each term in Equation 2 can
arise from considering each χn as the relation between the induced polarization of a
material relative to the n fields inducing it [35].
The magnitude of the nonlinear susceptibility, χn, can be directly tied to the
chance of these n interactions occurring without the electron relaxing to its ground
state first[32]. Generally, the more fields being mixed, the lower the chance of
that process occurring. Thus, higher order processes require higher intensity fields.
The energy structure of a system also greatly affects the efficiency of a nonlinear
interaction. Electrons can be excited to either electronic or vibrational states, which
have relatively long lifetimes. Alternatively, the electrons can be excited to virtual
states that are exceptionally short lived. This is why nonlinear optics has such a
remarkable ability to probe the underlying energy structure of a system with such
immaculate detail.
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2.1.2 Nonlinearities as quantum path selection
In any nth order nonlinear interaction, n fields mix to produce a certain
polarization. These photons can be from the same beam, or from numerous beams
mixing. In either case, however, there usually exist numerous quantum pathways
for which the electron can be driven. Depending on the pathway that is selected,
the emitted polarization can vary drastically in its emitted direction, frequency, and
intensity.
Keeping track of these pathways can be challenging, especially for higher order
nonlinearities where the number of pathways can increase rapidly. Feynmann
diagrams are a particularly useful method for quantum pathway bookkeeping [35].
These diagrams are distinct from those seen in particle physics, but the general idea
is similar. Time travels in the vertical direction and a state is represented by a pair
of numbers. Both numbers being the same represents a population and a set of
mixed numbers corresponds to a population. The number on the left will be the ket
of a state and the number on the right will be the bra of a state.
Figure 2.2: Feynmann diagrams depicting
the various quantum pathways for A+B∗+
C+D∗ = 0. Image adapted from Ref. [36]
Nonconjugate pulses will raise a ket
to a higher level and will lower a bra,
whereas conjugated pulses will lower a
bra and raise a ket. Arrows pointing
out of the diagram represent energy
leaving the system and arrows directed
in represent energy entering the system.
For an nth order process there will be n
arrows with the final arrow representing
the induced polarization emitted by the system that will be detected. It is important
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to note that a specific pulse sequence can support numerous quantum pathways, as
shown in Figure 2.2. This describes the nonlinear pathway A + B∗ + C = Dsignal, a
commonly observed pathway in coherent nonlinear spectroscopy [36].
2.2 Nonlinear response for second and third order
processes
Before diving too deep into the mathematical framework of nonlinear optics, it
should be noted that no citations will be provided for derivations throughout this
thesis. References [34, 32, 35] were used as guides and can be examined for further












where E is the complex applied electric field, ε is the susceptibility, and PNL is the
nonlinear polarization of the material. Additionally, it is assumed that the field and
medium are interacting non-resonantly, as to have an instantaneous response with
the medium. As a result of the instantaneous response, the pulses must be spatially
and temporally overlapped in the medium.




where the complex conjugate term has been included in order to obtain a real field.
It should be noted, that conjugation is linear process and as a result, only one term
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in Equation 2.4 needs be solved. Further, once Ej is inserted into an equation, it will
often be immediately reduced to Aj(z) multiplied by some exponential. It should also
be noticed that amplitude of Ej, Aj(z), varies weakly as it propagates. In the absence
of a nonlinear polarization, this will merely result in an unperturbed electromagnetic
wave. However, in a nonlinear medium, this weakly varying amplitude gives rise to
energy conversions between different fields. This is the fundamental effect of nonlinear
optics.








where once again the intensities of two fields are functions of propagation length.
The term deff represent the matrix element from the χ
(n) susceptibility tensor, which
describe the magnitude of the nonlinear response and also handles polarization effects.
This means that Ei’s do not necessarily have to be of identical polarization. Each
term here must be calculated for all polarizations and wavelengths inside the beams
bandwidth in order to assess the total nonlinear interaction for an experimental
design, although most calculations can be simplified to a single frequency field with
already correctly assumed polarization relations. This is done here for simplicity, and
it is chosen that two driving fields, Em and Ep, gives rise to a polarization in the form
En. This corresponds to a second order response as two fields are mixing to produce
a third. The situation for higher order interactions will be discussed later on.






















the terms −k2nAn(z) and
εω2n
c2
An(z) cancel, as does the time dependence. It is now
necessary to invoke the Slowly Varying Envelope approximation, in which the pulse
duration is much larger than the wave packet carrier period. This approximation
is reasonable for most laser pulses greater than a few femtoseconds with center
wavelengths in the visible and near infrared, which is sufficient for all the pulses













This results is the coupled wave equation. The equation above applies to a second
order response of a material where two photons, m and p, are parametrically added
























The final exponentials at the end of each of the above equations are of major
importance; these are the phase matching conditions, which are a measure of
the momentum mismatch between the different fields as they propagate. In the
10
ideal case, km + kp − kn = 0 there will be perfect phase matching and the energy
transfer between the different fields will be optimized. In the realistic limit where
km + kp − kn 6= 0 the energy transfer will oscillate as the beam propagates through
a medium. The smaller the value of km + kp − kn, the further through the medium
the beam can travel while experiencing gain, thus increasing the efficiency. For
experimental design, this means that minimally the nonlinear medium must be
rotated in order to optimize the response.
This is clearly a very specific result and by expanding this result to a more general
scenario, a much stronger physical intuition of of the quantum mechanics at play here
is gained. In the situation described by Equations 2.7-2.9, the parametric quantum
pathway defined by km+kp = kn is followed. From this form, a mathematical analogy



















where nc and c are the number of non-conjugate and conjugate terms in the specific
quantum pathway of interest.
2.2.1 Second order processes
Several second order nonlinear processes are of particular importance to this thesis.
































This equation finds a far more tractable meaning when one examines the different
components of it based upon the time dependence of the terms.
Sum Frequency Generation and Second Harmonic Generation
Sum Frequency Generation (SFG) and Second Harmonic Generation(SHG) are in
essence two variations of the same process wherein two photons are parametrically
added together resulting in a third photon whose energy is equal to the sum of the






−2iω2t + E∗21 e




SHG is a special case in which both initial photons are of the same ω, resulting in an
emission at 2ω. Two fields are not actually needed for SHG of either ω1 or ω2. This
arises because the fields inside the pulse are of sufficiently high intensity such that
it can interact with itself. This ability to act numerous times with a sample is true
generally in nonlinear interactions. SFG, on the other hand, results from the cross












Returning to the last sections derivation of the coupled field equation, the SFG






















It is important to note that there is no vector or direction in the polarization or
in the applied electric field. There are three different types of SFG/SHG that are
possible. Type 0 takes two photons of same incident polarization and emits at the
same incident polarization. Type I again mixes two photons of the same polarization
but the radiated light is emitted at a polarization orthogonal to the propagation and
the incident polarization. Type II combines two photons of different polarization and
emits at the one of the polarizations which is determined by the medium in which
the conversion is happening. The polarization dependence has been included in χ(n).
Difference Frequency Generation and Optical Parametric Generation
Two photons can be parametrically added to each other in the process of SFG. An
alternative process Difference Frequency Generation (DFG), which takes two photons
and emits a polarization at energy difference between the two photons energies. This






















Like in SHG/SFG, there are Type 0, Type I, and Type 2 DFG. One interesting aspect
of DFG is that A(ω1−ω2) need not have any intensity for this process to start. A(ω1−ω2)
will be produced as a result of the splitting of Aω1 and Aω2 . In this case there will be
an exponential generation of the DFG polarization until it is of equal intensity as the
two driving fields. This process is known as Optical Parametric Generation (OPG).
2.2.2 Third Order Nonlinear Processes
So far, the only discussed interaction has involved the mixing of two fields in order
to produce a polarization. These processes involved χ(2). Now, situations arising from
χ(3) will be examined.
Self Phase Modulation
Fourier analysis says that a phase applied in the time domain of system results
in shift in the frequency domain[35, 34]. Applied generally to some function of time,
x(t), this will yield,
F [eiω0tx(t)] = X(ω − ω0). (2.20)
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Accordingly, if a temporal phase shift can be applied to the laser pulse propagating
through a medium, there will be a generation of new frequencies, the quintessential
nonlinear response. Self Phase Modulation (SPM) is a processes where a time domain
shift of the phase of a laser pulse is produced as a result of an intensity dependence
of the index of refraction. The process receives its name as the intensity of the pulse
itself leads to its own phase alteration.
A power series expansion of the index of refraction as a function of intensity can
be used as a starting place for describing SPM,
n→ n0 + n2(I) + ... (2.21)
For this process, a centro-symmetric medium is assumed. For a cento-symmetric
medium, the induced polarization should be proportional to the applied electric field.
This means that any terms that are proportional to the electric field raised to an
even power must vanish, or there would be a physical contradiction as altering the
electric field direction would not result in a change of the polarization. As a result,
the even terms drop out of the nonlinear polarization term. Further, the series will






For this derivation, a driving field of the form
E = E0cos(kz − ωt) (2.23)





(1)cos(ωt− kz) + E30χ(3)cos3(ωt− kz)
]
(2.24)














(3cos(ωt− kz) + cos(3(ωt− kz)
]
. (2.26)


















The index of refraction must be adjust to be the nonlinear, intensity dependent index
of refraction















which substitutes into Equation 2.28 to make
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Squaring the power series expansion for the index of refraction gives,
n2 = (n0 + n2I + ...)
2 = (n20 + 2n0n2I + n
2
2I
2 + ...). (2.31)
Reasonably presuming n2 is small, the n
2








which is the equation for the intensity dependent index of refraction.
Stepping back to gain some conceptional understanding, the index of refraction,
n, is a measure of the bending or slowing of light in a medium. Now, taking the prior
derivation into account, the light will bend more if it has a higher intensity. This
gives rise to a focusing effect. It is the intensity of the beam that is causing it to a
focus onto itself, so this is termed Self Focusing (SF). There is a positive feedback
cycle for this process that can lead to even higher order nonlinearities, such as self
steepening and space time focusing [35], or destruction of the medium.
Now, with SF in mind, presume an incident ultrafast laser pulse with sufficient
intensity such that n2 becomes relevant. This pulse will have the mathematical form





For high intensity light, the intensity dependence of the index of refraction must be
considered. This will show up in the system’s phase,
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φ(t, z) = ωt− kz → ωt− ω
c
(n0 + n2I)z. (2.34)










Using Equation 2.33 for the intensity and inserting its derivative gives,
dφ
dt













And so, this system will experience a change in frequency as the beam passes through
the medium. This process is known as Self-Phase Modulation. This in the principle
effect at play in the process of Super-Continuum Generation (SCG), a method for
generating ultra-broadband, octave-spanning spectra which will also be refered to by
the term White Light Generation (WLG).
2.2.3 Optical Parametric Amplifier
The results of the last two sections form a basis for understanding an Optical
Parametric Amplifier (OPA). In an OPA, a high intensity laser pulse is converted via
a series of nonlinear interactions into a high intensity optical field whose frequency
and bandwidth can be controlled with phase matching and a temporal delay. These
systems are an invaluable component of ultrafast spectroscopy and have a notable
role in this thesis.
A typical OPA splits the input beam into two separate beams. One of these beams
will generate the high intensity, high photon energy pump. This is accomplished
by generating either the second or third harmonic of the pump pulse. A higher
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photon energy pump will allow for the amplification of higher energy photons in the
continuum, meaning tunability through lower wavelengths of light. The trade-off,
however, is that higher order harmonics are generated with a much lower efficiency,
resulting in a smaller gain. Fourth harmonic systems have been created, but the strong
absorption inside the OPG crystals at short wavelengths makes damage mitigation
challenging [37].
The other portion of the input beam will be used for SCG. It is critical that
the polarization of the continuum generated be orthogonal to that of the harmonic
that is generated. To generate the continuum, the pump beam is focused into
a non-centrosymmetric medium, usually a sapphire or Yttrium Aluminum Garnet
(YAG) crystal[38, 39, 37]. Inside the crystal, self focusing leads to extremely high
intensity fields wherein SPM generates a broad-band continuum. In the case of
extremely high intensity pumps, other nonlinear processes can further contribute
to the spectral broadening [35, 38, 39, 37]. This light is then dispersed in time so the
red wavelengths are preceded by the blue wavelength and the duration of the pulse is
several times that of the pump’s duration [37]. The output light from the continuum
is exceptionally weak, with the SCG usually having an efficiency of around one tenth
to a hundredth of a percent.
To increase the intensity of this field, the pump and continuum beams are
combined with a dielectric filter and then focused in a DFG crystal in order
to perform OPG, which will then amplify the output of the weak continuum
exponentially as the beams pass through a crystal. Considering Equation 2.19,
the phase matching condition must be satisfied to experience substantial gain.
Additionally, the pump field and the chirped white light must be spatially and
temporally overlapped to experience gain. A delay stage between the pump and
continuum controls the temporal overlap between the colors and can be adjusted
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to select a wavelength of amplification. The phase matching condition will vary
depending on which portion of the bandwidth of the continuum being amplified.
The most basic method for optimizing the bandwidth is to rotate the OPG crystal
[35, 38, 39, 37]. The common crystals selected for the mixing are Lithium Triborate
(LBO) and beta-Barium Borate (BBO). The continuum will be optimized by
selecting a cut along a specific crystal axis chosen by the pump frequency. As both
LBO and BBO have a strong birefringence, the phase matching will be optimized
if pump and probe are orthogonally polarized[37]. Rotating the crystal will alter
the angle of mixing inside the crystal, leading to an increase in gain as a result of
minimizing the exponential in Equation 2.19.
A non-colinear arrangement of the beams being focused in the crystals can be used
to further satisfy phase matching for more colors inside the continuum bandwidth.
This non-colinear OPA is refered to as a NOPA[37]. The increased phase matching
in a NOPA results in the amplification of a larger bandwidth of colors. This means
that that pulses emitted from a NOPA have a much shorter transform limit than
those in a OPA. Even in the non-colinear geometry, it is impossible for the system
to amplify the entire bandwidth of a typical continuum, usually around one hundred
nanometers, simultaneously with only one pump and continuum beam.
As a result of differences in the index of refraction at the pump and continuum
wavelengths, the two pulses will experience temporal walk off as they propagate
through the DFG crystal [35, 37]. Once the walk off of the pump is extensive enough,
the phase matching angle for the continuum frequencies overlapped with the with
pump will no longer be satisfied, meaning no amplification will occur. Additionally,
the pump and probe will both experience temporal dispersion from the OPG crystal,
stretching them in time. To further amplify the white light, the pump and amplified
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beam will be separated and then recombined in a second OPG crystal. If the delay is
correct, further amplification will occur. This is known as a multi-stage amplifier[37].
So far, only the amplified portion of the continuum, which is known as the
signal, has been discussed. In the generation of the signal, another frequency is
also generated. This other portion is known as the idler, and its energy will be the
difference between the pump photon energy and the signal photon energy. The idler
completes the parametric requirement of the process. This idler is exceptionally useful
for long wavelength fields out to Mid-IR [37].
After the signal and idler are generated, the pulses are separated from one another
and compressed. To further expand the tunability of these systems, harmonics of the
pump and idler can be used to generate signals into the UV. The idler can be used




The Raman effect was discovered by C.V. Raman in 1928 after observing inelastic
scattering of sunlight from a medium. He won the Nobel Prize in 1930[40]. In modern
optics, the term Raman scattering is used broadly to describe the inelastic scattering
of a photon [32] but for the purposes of this thesis, it will be used to specifically
describe the inelastic scattering of a visible/near-IR photon from a vibrational mode
in a material. For the derivation of all Raman effects, the term vibration will be used,
encompassing molecular vibrations and phonons.
3.1 Spontaneous Raman
The most basic implementation of Raman is Spontaneous Raman Spectroscopy
(SpRS). In this rather simple experiment, a spectrally narrow pumping field, usually
from a laser, excites electrons to a state. In the case of a non-resonant experiment
this is a virtual state but it can also be an electronic state, although Resonant Raman
effect can occur then [35].
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In this excited state, there is a small chance that the electron will interact
with a vibrational mode in the material, shifting its energy by the energy of
the vibration. When the electron relaxes, it will then emit a photon whose
energy has been offset by the vibrational energy. The vibrational energy
can either be lost or absorbed. This is known as Stokes or Anti-Stokes
scattering. This is depicted in Figure 3.1. The scattered light is collected
and the illuminating field is blocked using either a filter or a subtractive
monochromator, and the Raman shifted photons are detected by a spectrometer.
Figure 3.1: Energy diagram depicting
Spontaneous Raman scattering. Dashed
lines indicate spontaneous emission.
Arrow represents nuclear motion
By measuring the magnitude of the
energy shift and utilizing conservation
of energy, one can resolve most of a
material’s vibrational spectrum. Signals
for SpRS are weak and acquisition times
vary from seconds to minutes, depending
on sample cross section.
SpRS has found widespread use
through a variety of fields. Since
the vibrational energies of a material
are highly sensitive to composition as
well as structure on the order of tens
of picometers, Raman spectroscopy has
become popular as a non-invasive probe
for material fingerprinting, allowing for high precision detection of different lattice and
protein structures, molecular isomers, [41] and as well as phase and crystal thickness
[27, 42, 22, 29].
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3.1.1 Raman basic derivation
A simplistic classical model for Raman scattering can provide substantial insight
while remaining quite tractable. One begins with the linear polarization equation,
P = αE. (3.1)
The effect arises when α is a function of the nuclear coordinate, Q. Taylor expanding
around the equilibrium gives








Q2 + ... = α0 + α1Q+ α2Q
2 + ... (3.2)
The term ∂α
∂Q
represents the change in the polarization of the molecule or solid as
a result of a change in nuclear coordinate, which is commonly referred to as the
transition dipole moment. An electric field at frequency ω is assumed, as is a
sinusoidal change in the nuclear coordinate,
E = E0cos(ωt) and Q = Q0cos(ωpt). (3.3)
This choice of an oscillatory nuclear coordinate is logical as the desired response
should be an emitted polarization based on vibrations between atoms in the system.
Inserting these into the polarization, results in
P = α0E0 + α1E0Q0cos(ωt)cos(ωp). (3.4)
A quick trigonometry identity then leads to the solution,












where there is a polarization at both the lower energy Stokes and higher energy
anti-Stokes frequency that arises from nuclear motion in the sample. If there is no
change in the transition dipole moment upon excitation the system will not experience
a Raman shift. This means that Raman does not effectively probe all vibrational
modes in a material as some vibrations do not induce a change in the dipole moment
and further does not work on metals, where the free electrons oscillate to prevent any
form of dipole forming.
3.1.2 Spontaneous Raman Thermometry
Raman spectroscopy can provide a direct measure of the temperature of a system
[34, 35, 43]. During the inelastic interaction, a vibration can be not only emitted, but
also absorbed. Vibration absorption occurs according to the number of vibration in
the material, which is directly related to the temperature of the sample. Vibration
emission will occur at a rate independent of the temperature.
This can be demonstrated mathematically with some ease[44]. Beginning with






where h̄ is Planck’s constant, Z is the partition function, ωv is the vibrational energy,
and kb is Boltzmann’s constant. If the Stokes energy is taken to be the ground state
energy and the Anti-Stokes is taken to be the first excited state, the probability of







Experimentally measuring probabilities can be challenging. It is far more simple
to measure spectral intensities. These intensities must also take into account the
scattering efficiencies at the different wavelengths, which are proportional to the















where the illumination source has a frequency of ωL. Experiments utilizing this
technique is known as Raman thermometry [46].
3.2 Stimulated Raman Scattering
While SpRS has a tremendous capability to identify materials and study
vibrational modes, it does have several shortcomings. The first problem is the weak
signal, with roughly one out of every million or so photons incident on the sample.
A method for increasing the efficiency of Raman is to perform Stimulated Raman
Spectroscopy (SRS). With this technique, an additional field is applied to the sample
in order to drive the transition to the vibrational mode. Typical enhancement factors
vary between 106 and 108 [47].
Two intuitive pictures for SRS exist. In the first, in a direct comparison to SpRS, a
pumping field excites electrons to a virtual or electronic state. This field must then be
overlapped with a stimulating field, whose frequency will be scanned over a range. If
the difference in energy between the two fields’ energy is equal to a vibrational energy
in the sample, stimulated emission will occur, resulting in conversion of photons from
the pumping field into the stimulating field, as seen in Figure 3.2. An alternative
perspective of this process arises by realizing that the overlap of two laser pulses will
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beat at the difference of their frequencies. When the difference of the frequencies is
equal to a vibrational frequency, the beating of the two fields will drive vibrations in
the material, resulting in a higher chance of interaction between the excited electrons
and the vibrational modes. Both perspectives are valid and by measuring the gain
on the stimulating field as a function of frequency with a power meter or photodiode,
one can resolve the vibrational spectrum of the sample.
Figure 3.2: Image depicting Stimulated
Raman. Solid lines indicate stimulated
emission. Arrow represents nuclear motion
The main downsides of SRS are
shared with SpRS, mainly the inability
to probe materials without a transition
dipole moment and the absence of
temporal resolution. Modes without an
induced transition dipole moment can
be studied using infrared spectroscopy,
which is beyond the scope of this thesis.
The absence of temporal resolution
makes it is exceptionally challenging
or impossible to resolve vibrational
dynamics on their fundamental time
scales. A large amount of effort has
been dedicated to developing time resolved techniques for SRS, such as Coherent
Anti-Stokes Raman Scattering (CARS) [35], Coherent Stokes Raman Scattering
(CSRS)[48], and Femtosecond Stimulated Raman Scattering (FSRS)[10, 4, 1], the
last of which I will discuss in Section 5.
An excellent theoretical model for SRS begins by tracking the nuclear coordinate












where q̄ is the nuclear coordinate, γ is the vibrational lifetime, ωp is the vibrational
lifetime, and F (t) is the driving force, and m is the mass of the atom. It will also
be assumed that the applied electric field will be providing the driving force in this
situation and will induce a dipole in the medium. The energy to construct such a




〈p̄(z, t) · Ē(z, t)〉 = 1
2
ε0α〈Ē2〉, (3.10)













This will be the form of the force on the damped harmonic oscillator. In the case
of SRS, there are two electric fields present. The illuminating field will be from a
narrow-linewidth laser with an intensity of AL, frequency and wave-vectors ωL and
kL respectively. The other beam, which will be referred to as the Stokes field, will





















































The components of the force that are oscillating at the difference between stokes
frequency and light frequency are taken. These are



















The superposition of two beams of different frequency will beat at the difference
frequency between the two beams. In SRS, this beating coherently drives a vibrational
mode in the system, which is responsible for the stimulated emission. With these ideas
in mind, solutions are sought where the position of the molecule or lattice moves in
sync with the beating fields,









As conjugation is a linear process, only the non-conjugate term is solved here, and
then it is conjugated and added to construct the final answer. Inserting Equations
3.14 and 3.15 into Equation 3.9 and canceling out the time dependence yields
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solving for q gives











ω2p − (ωL − ωS)2 − iγ(ωL − ωS)
) , (3.17)
which is used to find q̄






























ω2p − (ωL − ωS)2 + iγ(ωL − ωS)
)e−i((kL−kS)z−(ωL−ωS)t)
(3.18)
Inside the polarization there is a complex Lorentzian amplitude that is propagating
at the vibrational frequency. Inserting Equations 3.18 and 3.12 into the polarization,
Equation 3.4, that has been expanded in terms of the nuclear coordinate,




























































































































































ω2p − (ωL − ωS)2 + iγ(ωL − ωS)
)e−i(kLz−ωLt).
(3.21)
From this equation, there are several contributions that are worth noting. Of primary












ω2p − (ωL − ωS)2 + iγ(ωL − ωS)














ω2p − (ωL − ωS)2 − iγ(ωL − ωS)
) e−i(kSz−ωSt). (3.22)
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Following from the coupled wave system, both of the contributions in Equation 3.22
will be transforming energy from the illuminating field and into the Stokes field.
This conversion from pump to Stokes field is why the SRS signal is always measured
as gain. Additionally, it is worth noting that the emitted field always follows the
direction of the Stokes beam and additionally that the phase matching condition
is satisfied innately [35, 34]. This result can also be used to explain why SRS has
a substantially stronger signal than in SpRS. In SpRS, the terms AS and A
∗
S arise
through exceptionally weak vacuum fluctuations. As a result of the intensity of this
specific field being very weak, the emitted polarization is substantially weaker[49, 33].
Remember also that ωS is a variable and it can be greater or smaller than ωA.
In the case that ωS < ωA, when ωS aligns with a vibrational energy level, there is a
negative dampening as ωL − ωS, leading to a gain in the field AS.
Fruitful results are also be obtained by examining the relationship between the
Stokes and Anti-Stokes frequencies,
ωL − ωS = −(ωL − ωAS), (3.23)
which can be rearrange to see
ωAS = 2ωL − ωS. (3.24)
If instead ωS = 2ωA − ωS = ωAS in Equation 3.22 a depletion effect of that field
will be observed. This response is commonly described as Inverse Raman Scattering
(IRS), as it will show up as a depletion blue shifted from the pump field. As depletion
requires some field already present to be depleted, this signal response will only be
visible in certain circumstances.
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It is worth noting that this different spectral contribution still arises from the same
polarization equation. The reason for this lies in the fact that there are numerous ways
in which the three fields AL, A
∗
L and AS can be arranged, which relate to different
quantum pathways. This will be highly relevant to the discussion of Femtosecond
Stimulated Raman Spectroscopy later.
The relationship found in Equation 3.24 also arises in the nonlinear polarization
that seen before, Equation 3.21. While some authors attribute this to a general four
wave-mixing, it is far more intuitive in this instance to define it according to Equation




















































ω2p + (ωL − ωAS)2 + iγ(ωL − ωAS)
) e−i(kASz−ωASt)
(3.25)
From this equation, a different response to that seen in Equation 3.22 is obtained.
Here, there is no longer have a self satisfied phase matching relationship. This means
that this term will not be satisfied simultaneously as in Equation 3.22. Additionally,
this term will take fields as ωL and ωS and emit a signal at the blue shifted ωAS.
The gain and depletion effect here is reversed in the Anti-Stokes scattering term, so
pumping at ωS produces a gain at ωAS. This, it turns out, is the quantum pathway
that is probed in Coherent Anti-Stokes Raman Spectroscopy [48], an alternative




2D materials were first hypothesized during the rise of the quantum theory of
condensed matter in the 1940’s [50]. Although numerous reports were made prior,
the true isolation of single and few layer atomically thin crystals was not realized until
2004, when Andre Geim and Konstantine Novosolev successfully isolated graphene
using the mechanical exfoliation technique, more colloquially known as the “Scotch
Tape” method [17]. Since then, numerous other 2D materials have been isolated
and studied in immense detail, with properties ranging from insulators, to super
conductors [51], to semi-metals[18, 24, 52]. The recent discovery of magnetic 2D
materials has opened up even further avenues of research [53, 54].
2D materials have attracted widespread interest among researchers for not only
their unique quantum confinement but additionally for their application to technology
[24, 28]. As a result of the single to few layer out of plane confinement, these systems
boast many unique properties ranging from the Massless Dirac Fermions present in
graphene [20] to the layer dependent photoluminescence seen in MoS2 [18]. The
technological benefits from even a mostly complete understanding of these systems
are widespread. In the ongoing quest to produce ultra-scaled electronic devices, the
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atomic scale, .3 to .8 nm [17], boasted by 2D materials presents a tantalizing option
for producing exceptionally thin devices. Additionally, the absence of any out of plane
bonds means they can be stabley stacked on top of other without the dislocations
experienced by more traditional bulk materials [26, 24]. This makes 2D materials
ideal for the construction of heterostructures. These systems are created by stacking
numerous layers of different 2D materials on top of each other. There are many knobs
that can be utilized to fine tune the electronic and thermal structure of such a 2D
material heterostructure as their properties can be drastically altered based upon
the number of layers, the types of materials within the layers, and the geometric
arrangement of the layers [25].
4.1 Mechanical Exfoliation
Mechanical exfoliation provides an experimentally simple method for acquiring
2D materials[17], although the intricacies of it are nuanced, and the work of many
PhD’s. From a basic standpoint, the process is exceptionally simple. The starting
point is a bulk crystal consisting of millions of layers of 2D crystals stacked on top
of each other. This bulk crystal is placed on a piece of tape and by sticking the tape
together and peeling it apart repeatedly, the sheets will be cleaved from one another
until there are just a few layers stacked. This piece of tape is then set on a substrate
and removed, and as there is no bond between the sheet or the crystal, a monolayer
or few layer crystal will hopefully be deposited on the sample.
Although this might sound like a trivial process, the finesse required for repeatable
high quality exfolation and observation can be challenging. A perfect example of
this subtlety is the choice of substrate. A .3 nm thick 2D crystal creates a nearly
nonexistent optical contrast to whatever substrate it is deposited on, making it
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Figure 4.1: Step by step representation of the mechanical exfoliation process.
challenging to locate. In order to optimize this contrast, one must carefully select a
specific silicon oxide thickness on a Si substrate in order to easily see the sample. In
the case of .3 nm graphene, this thickness is 90 nm. For .6 nm MoS2, either a 285
nm or 300 nm oxide will optimize the contrast. Historically, this was a critical step
in isolating these 2D materials [17].
4.2 Exfoliation Procedure
Exfoliation starts with a round silicon wafer, one with an appropriately thick oxide
layer for whatever material is being exfoliated. The wafer is placed with the polished
side up onto a Kimtec wipe. While wearing gloves, use a stainless steel razor and a
diamond scribe to make a scratch 4 mm to 10 mm from the side and perpendicular
to the flat end of the wafer. The flat side is used to demarcate the crystal axis and
perpendicular to this flat side cleaves easiest. Using the wafer and a razor, fracture
the wafer along the scribed line and the edge. Next, take that long and narrow slice
of wafer and using the razor and scribe, divide it into rectangles with sides of 4 mm
to 7 mm.
Cleanliness is a key aspect of the exfoliation process. Any debris on the substrate
or sample reduces the contact area between the two. As the only out of plane forces
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in these materials are Van der Waals interactions, which drop off over extremely short
distances, any obstruction to a clean contact will greatly reduce the efficiency of the
exfoliation. Accordingly, the wafer is cleaned with Acetone, Isopropanol, and then
Methanol, in that order, using the following process. Fill a well cleaned 100 mL beaker
with 10 mL to 20 mL of solvent and then sonicate it for 5 minutes. Using tweezers,
remove the diced wafer pieces one at a time and quickly blow off the solvent using
either compressed air or nitrogen. If a large amount of residue is visible on the wafer,
place it back into the solvent and repeat. After this round of solvents, it is ideal to
use an acidic Piranha solution, a combination of hydrogen peroxide and sulfuric acid,
or oxygen plasma ablation to clean the wafer, however it is not necessary if they are
not easily available. This finishes the preparation of the substrate.
Figure 4.2: Optical microscope image of a
mono- to few- layer sample of exfoliated
graphene. The yellow crystal is a bulk
structure. Shades of lighter purple are
fewer layer samples of graphene with the
lightly colored center being a monolayer
area.
High quality mechanical exfoliation
works best with bulk samples that have
large crystal domains in them. Some
of the bulk crystals were provided in
part by our collaborator, Dr. Samuel
Berweger, at the National Institute of
Standards and Technology and others
were purchased from 2dsemiconductors.
Typical parent crystals are a few
millimeters in scale. Using tweezers,
remove a small portion of material from
the parent crystal. The scale of the
portion removed from the parent crystal
can vary, but a fleck that is less than half
a millimeter will be more than enough.
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Figure 4.3: a) Proper and b) improper way to pull apart tape during exfoliation. The
light blue line represents the dicing tape and the pink lines are crystals. The purple
and grey areas represent the oxide layer and the silicon wafer. The slow pulling at
low angle seen in a) applies generally to the process. Arrows indicate the direction of
the force. The low angle in a) prevents the damage seen in b) and smoothly deposits
the sample onto the substrate.
Place the fleck onto the dicing tape. The advantage of dicing tape is that that it
usually does not leave residue after it has been applied to a surface, making it ideal
for cleaving the adjacent layers without polluting the sample with polymers. However,
when creased, the adhesive in the tape can actually fracture and be deposited onto
the substrate while simultaneously reducing the efficiency of the exfoliation of the
2D material. Accordingly, great care should be taken to prevent any creasing or
unnecessary folding. Further, extreme care should be taken to not to touch the
adhesive side of the dicing tape. This will pollute samples and diminish the mono-layer
yield.
To cleave the layers from the bulk, one must gently place the tape onto itself,
sandwiching the crystal between the two sides of the tape. Run a finger gently over
the area where the crystal is located. Next pull the tape from itself, taking special
attention to try to pull at a low angle with high tension, as shown in Figure 4.3.
Pulling the tape apart from itself at a right angle or greater can lead to fracturing
of the adhesive and should be avoided. Further, the bending of the tape is less likely
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to “set” a monolayer sample onto the substrate and more likely to break the crystal
and leave it attached to the tape.
The number of times that the tape should be placed on itself and removed should
be determined based on the size of the sample needed and the cost. Fewer iterations
of this process will result in larger mono- and few- layer crystals on the samples.
This can lead to a lot of substrates and bulk crystal use, which is more expensive.
More iterations will have a higher chance of exfoliation but smaller domain sizes.
After the desired number of iterations with the dicing tape, one then takes Scotch
Magic Tape or Transparent Tape, and places it on top of the dicing tape so the
adhesive sides are touching each other with the crystal in between. After running
a finger along the tape, slowly pull the tapes apart from each other, trying to keep
the angle between the tapes as small as possible and trying to keep high tension on
the tape. Once the Scotch tape has been removed from the dicing tape, place the
cleaned substrates polished side up onto the adhesive side of the Scotch tape. Let the
substrate settle over night.
The final step is to remove the substrate from the tape. While doing this, make
certain to once again keep the angle between the tape and substrate as shallow as
possible and to pull slowly with high tension. After removing the substrate from
the tape, use an optical microscope to inspect the sample for mono- and few- layer
crystals that have been deposited on the substrate.
4.3 Exfoliated samples and characterization
Mechanical exfoliation of mono- and few- layer 2D materials was achieved for
graphene, MoS2, MoTe2, and ReS2. Optical images of the samples of graphene as
well as ReS2 can be seen in Figure 4.2 and 4.5 respectively. Although exact scale
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characterization was not possible due to resolution problems on the atomic force
microscope available in the physics building, most mono- to few- layer samples are
believed to be on the scale of tens of micrometers. The weak optical contrast is
highlighted in Figure 4.2.
In order to verify the quality and nature of the samples produced, it was necessary
to characterize them using SpRS. As mentioned in Section 3.1, SpRS is highly sensitive
to structure and is one of the few probes capable of distinguishing mono-layer and
few-layer crystals from one another. Figure 4.4 shows a schematic of the simple SpRS
apparatus that was built for for sample characterization during this project. A 532
nm diode laser and a 633 nm Helium Neon (HeNe) laser are used for pump beams. A
magnetic mirror mount can be used to swap between light sources. The desired beam
passes through a 50/50 beam splitter is focused onto a sample with a 20x microscope
objective.
Figure 4.4: Schematic form SpRS setup.
FM is flipe mirror. WL is white light. BS
is beam splitter.
The sample is mounted on a three
axis translational stage to navigate
laterally on the sample and to bring the
sample into the focus of the beam. To
aid in sample imaging and for navigation,
an LED light source has been coupled
into the objective with the help of a
high transmission beam splitter. As
the LED has a high power output, the
high transmission was chosen to reduce
the amount of pump beam and signal
deflected. After the image has reflected
off of the 50/50 beam splitter, it is sent to a camera that is connected to a computer
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Figure 4.5: a) Optical image of a mechanically exfoliated ReS2 sample and b)
corresponding polarization dependent Raman spectra. The angles on the right are
measured on a half wave plate, which is rotated to adjust the polarization of the
incident beam. Results compare to [55].
for easy viewing. After a specific crystal has been found on the sample, the LED can
be turned off, leaving only the pump laser focused onto the sample. The objective
also doubles as a collection optic for the scattered light. The signal is reflected off of
the beam splitter and directed into an imaging spectrometer for detection.
Figure 4.5 shows the Polarization dependent Raman spectra seen in ReS2. This
feature arises as the result of geometrically linear interactions chains of Re atoms
forming in the lattice [55]. When samples have large domains, these chains result in
an altered Raman response when the light is polarized parallel them. This effect is
clearly seen in Figure 4.5, indicating high quality ReS2 exfoliatons.
4.4 Exfoliated Sample Summary
The Siemen’s lab now has all of the materials necessary for the fabrication of
mechanically exfoliated samples. The exfoliation process has been described in great
detail in the last section of this thesis. An overarching theme through the process is
to prevent sample contamination from either external sources, such as oils on hands
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or dust from the air, as well as from the adhesives used during the exfoliation. Pulling
the tape apart at low angles with high tension optimizes the success rate of achieving
mono- and few- layer samples. Samples of mono- to few- layer Graphene, MoS2,
MoTe2, and ReS2 were made.
Sample characterization can easily be achieved with the SpRS setup. Since
the writing of this thesis, the experiment has also been augmented with a 450 nm
illumination source to perform photoluminescence measurements as well.
A future improvement in the lab’s capabilities is to create a sample transfer
process. A controlled method of moving crystals from one substrate to another can





Figure 5.1: Energy level diagram of
the FSRS process. It is similar
to SRS, however, a broadband pulse
drives stimulated emission at numerous
vibrational frequencies simultaneously.
A major drawback of SpRS and
SRS is their inability to acquire
information about sample dynamics.
Several techniques have been developed
to acquire vibrational dynamics.
Femtosecond Stimulated Raman
Spectroscopy (FSRS), can resolve
vibrational dynamics with femtosecond
resolution.
In a FSRS experiment, two distinct
laser pulses are required; a narrow
bandwidth picosecond pulse to excite
a population of electrons as well as a
broadband, femtosecond laser pulse to
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drive stimulated emission at the vibrationally shifted frequencies within the pulse’s
bandwidth. This is in contrast to SRS, where two picosecond pulses are overlapped
and one’s frequency must be tuned through a range until conversion from the pump
to the probe beam is observed.
This reveals the two-fold benefit of FSRS over SRS. First, a frequency tunable
laser is not needed, simplifying the apparatus and data collection. Deeper inspection
shows that, as a result of the nonlinearity required for SRS to occur, there will not
be a FSRS signal except when both the pump and probe pulses are overlapped [47].
Because the probe pulse has a duration on the order of tens of femtoseconds, the FSRS
spectra contain vibrational snapshots with a window on scale of tens of femtoseconds
[1].
It is then possible to bring a third pulse into the sequence, an actinic pump, that
will induce some dynamics in the system. By altering the time delay between the
actinic pump and the Raman pulses, vibrational dynamics with exceptional temporal
and spectral resolution can be observed. This is depicted in Figure 5.2 In such a
setup, FSRS can resolve dynamic vibrational spectra on ultrafast time scales.
Figure 5.2: Pulse sequence for a FSRS
pump-probe experiment. t represents the
time delay between the initiation of the
dynamics and the time when the system’s
structure would be probed.
FSRS was first implemented in the
late 1990’s by Yoshizawa [10]. This
first implementation showed gain at
vibrational energies on a femtosecond
pulse spectum as a result of temporal
overlap with a picosecond pulse, but
the signal to noise ratios were poor and
the spectral resolution was worse than
the result of the picosecond pulse alone.
FSRS was matured in the following years
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by Matthies, where regenerative amplified laser systems lead to high enough signal
that single pulse readouts of spectrum were capable of being detected on USB
spectrometers. This same group also developed a full quantum mechanical description
of FSRS [6]. Over the past decade, FSRS has matured and branched into applications
in imaging in biological systems [56, 57, 33] and performing ultrafast thermometry
[58, 59].
FSRS has long history of revealing molecular reaction dynamics [4, 11, 2],
solavation interaction [60], and foldings of large molecules like proteins [61, 3]. There
are several reasons that FSRS works exceptionally well with these liquid samples.
For one, liquids are often less prone to damage from the high intensity FSRS pump
pulse as the energy of the pulse is distributed over an large number of emitters.
This problem can be further mitigated as fluid samples can be probed as jets, in
which samples are streamed through the beam path and replenished after they are
thermally ablated. However, vibrational dynamics in other materials science systems
such as 2d materials could strongly benefit from the high spectral and temporal
resolution achieved by FSRS.
5.1 FSRS quantum paths
As discussed in Section 2.1.2, it is highly useful to examine the quantum
pathways that are present in a nonlinear interaction [49, 6]. These fields must satisfy
conservation of energy and momentum to have a signal emitted in the phase matched
direction. Of the 48 quantum pathways possible for the field permutations for a
third order process, eight contribute to the FSRS signal. These are shown in Figure
5.3. Examining the pulse sequences for all of the FSRS pathways, it can be noted
they are all different orderings of the fields AL∗, AL, and AS, the exact same fields
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that are in the Stimulated Raman Polaziation described in Equation 3.22. This is no
coincidence and all results applying to SRS from Section 3.2 can be applied to FSRS
without alternation.
Figure 5.3: Feymann diagrams depicting
the eight quantum pathways the are
responsible for the FSRS signal. RRS
stand for Resonant Raman Scattering, HL
stands for Hot Luminescence, and IRS
stands for Inverse Raman Scattering.
The first three paths in Figure 5.3,
Resonant Raman Scattering I (RRS(I)),
and Hot Luminesencence I and II (HL(I)
and HL(II)), collectively produce the
sharp, Stokes shifted peaks that are
observed in SRS as well as FSRS. The
width of these peaks will be determined
by a combination of the vibrational
lifetime along with the pump pulse.
Their intensity will depend on the
vibrational populations. This can be
seen as all three pathways excite the
bra side up with a pump pulse and the
probe pulse knocks the bra back down.
This mimics the stimulated emission
process associated with SRS, as was
seen in Equation 3.4. The ket side
merely satisfies conservation of energy
and momentum needed to observe a signal in the correct direction.
The Inverse Raman Scattering I (IRS(I)) pathways is responsible for the sharp
Anti-Stokes polarization. Similarly to in the case of the SRS(I) pathways, the sharp
spectral features are associated with a state being excited and driven down with a
pump and probe pulse. However, in IRS(I), the probe pulse excites the electron up
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and the pump actually drives it down. This fully captures the depletion aspect of the
Anti-Stokes frequency response seen in Equation 3.4.
In the pathways labeled RRS(II), HL(III) and HL(IV) as well as IRS(II), the
Stokes/probe fields are not interacting with the pump field, and the two pump
fields are just exciting an electron up with one and then driving it back down to
its initial state. As a result, no vibrational information is encoded within them.
In the non-resonant case, the polarizations arising from the combination of RRS(I),
HL(I) and HL(II) are equal magnitude and opposite sign to IRS(II) contributions,
resulting a complete destructive interference of between the four pathways’ emissions
[11, 62, 6]. This in essence, means the probe passes through the sample without
interacting. In the resonant case, where the pump excites electrons to the first real
electronic state, the pump will cause some electronic transition and, as a result, the
signal will experience spectral shifts and dispersive lineshapes [63, 64, 65, 66]. As the
energy levels excited to between RRS(II), HL(III), HL(IV) and IRS(II) are no longer
identical, they will not cancel each other out and lead to dispersive line-shapes and a
resonant background [67].
FSRS has several advantages over other ultrafast vibrational methods that can
provide similar information, like Coherent Anti-Stokes Raman Spectroscopy (CARS)
and Coherent Stokes Raman Spectroscopy (CSRS). Because the FSRS signal arises
from the SRS pathways, the process is innately phase matched [35]. As a result,
the FSRS signal is emitted in the direction of the probe pulse. Accordingly, if the
pump and probe beams are aligned in a noncolinear geometry, isolating the relatively
weak probe spectrum/FSRS signal from the intense pump spectrum can accomplished
geometrically. This strong signal directionality allows for background signals, such
as florescence, to easily be easily avoided. Additionally, as the spectra are directly
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comparable to those of SRS, signal interpretation is substantially easier than in CARS
and CSRS.
5.2 FSRS and time-bandwidth products
An especially interesting aspect of FSRS arises when examining the time
bandwidth products of FSRS experiments. Time-bandwidth products are a standard
measure of the experimental implementation in ultrafast spectroscopy. They are
found by multiplying an experiment’s temporal resolution by its spectral resolution.
As time and frequency are conjugate variables, there exists a lower limit on the
accuracy to which both can be known simultaneously, as defined by the Heisenberg
Uncertainty principle [6]. If an experiment utilizes transform limited pulses, the time
bandwidth limit by the Heisenberg Uncertainty Principle is 5000 cm−1fs. FSRS
experiments have been known to achieve time bandwidth products of 500 cm−1fs
[47].
This apparent breaking of the Heisenberg Uncertainty Principle has been
extensively debated. It was mainly argued that although the product of the time
duration of the femtosecond pulse and the spectral resolution of the FSRS spectra
equals a number below the Heisenberg limit, the signal was, in fact, emitted over a
time that corresponds to the conjugate time limit associated with the picosecond
pump[5]. However, even the skeptics are now in agreement that FSRS spectra do not
violate the uncertainty principle, although they do have time bandwidth products
below the Heisenberg limit [47].
This surprising result arises from a pairing of pulses with quite different durations
/bandwidths and the nonlinearities associated with SRS. In FSRS, each pulse
individually obeys the uncertainty limit. As the electrons in FSRS are excited
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to their virtual state by the picosecond pulse, their energy spread determines the
spectral resolution. In turn, the temporal resolution of FSRS is determined by the
duration of the femtosecond probe pulse. As a result, the time bandwidth product
of FSRS can be far bellow the Heisenberg limit for a single pulse, allowing for
simultaneous spectral and temporal resolution better than 100 fs and 10 cm−1 [47].
5.3 FSRS standard apparatus
In the literature, the standard experimental setup is centered around a 1 kHz,
Ti:Sapphire Regenerative Amplifier, with 1W average power output [68]. This
system provides the high intensity light needed to observe a strong FSRS response.
The output of the amplifier is separated into three beams. A majority of the
power is dedicated to the Raman pump pulse, as converting from a femtosecond
to picosecond pulse is innately inefficient. The pump is usually produced by either
spectrally filtering the fundamental of the Ti:Sapphire laser or using the fundamental
to pump a NOPA, whose spectrum can then be then spectrally filtered to achieve
a picosecond pulse. It is typical for the NOPA to provide a tunable actinic pump
pulse, as the tunablity makes it ideal for tuning to a resonance to excite some
effect within the sample. Alternative methods for obtaining the actinic pump are
frequency doubling via SHG, or frequency tripling the Ti:Sapphire fundamental
output [68]. The remaining energy is split to create a probe pulse, generally just a
few milliwatts or microwatts of the fundamental. Once the Raman pump, Raman
probe, and actinic pump pulses have been generated they are focused onto the
sample in a colinear geometry. The pump pulse is chopped at an integer fraction
of the the repetition rate in order to create an alternating sequence of FSRS signal
spectra and probe spectra, which can then be subtracted in order to generate the
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gain spectra. The light in both cases is dispersed by a spectrometer and detected
by a photo-diode array(PDA) [68]. These are superior to CCD’s in that their well
capacity, the amount of charge each pixel can hold before saturating, is ten to one
hundred times higher than a spectrometers CCD array. Additionally, a PDA can
be linked to a lock-in amplifier to increase signal to noise ratios by integrating the
signal with a sinusoid at the chopper frequency.
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Chapter 6
FSRS as a probe of phonon
dynamics
The goal in realizing condensed matter FSRS is to observe interactions between
phonons in 2D materials on ultrafast time scales in order to correlate changes of
temperature, phonon energy, and phonon populations. Substantial modeling and
theoretical work has gone into such areas[30, 69, 31], but experimental data is largely
lacking [21, 23]. As FSRS can provide this information on ultrafast time scales, it
can further provide insight into non-equilibrium thermal populations.
Figure 6.1 depicts the different sample arrangements that would systematically
provide insight into the true nature of confined non-equilibrium thermal transport.
Of particular interest would be studying the variation in vibrational cooling times and
couplings as the number of layers of the structures are varied, providing a baseline
into the out of plane vibrational interactions between adjacent layers. Since Raman
provides material dependent peaks, FSRS would separately measure the dynamics
of the samples as well as the substrate. Heat transfer between the two would be
readily identified in the FSRS spectra. These results could then be compared to the
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Figure 6.1: Rendition of how thermal transport might vary in a) a several layered
structure on a bulk substrate, b) a 2D crystal on a bulk substrate, and c) suspended
quantum confined material. Note in a) the additional arrows between adjacent layers.
data from a 2D crystal that had been suspended, allowing for the study of a strongly
confined thermal transport.
The temperature of a sample can be resolved by measuring both Stokes and
Anti-Stokes shifted light, so a coarse result of the FSRS experiment would be the
tracking the rate of cooling of the 2D crystals in the various geometric arrangements
of Figure 6.1. The suspended crystal would be expected to have the slowest thermal
transport due to the fact that the heat can only move laterally. Adding a substrate
and then more layers would expedite the cooling process [70], as the contact area has
substantially increased.
A more interesting result would be resolving the individual vibrational modes
interacting with one another and relate them to the temperature of the system. FSRS
has the capability to resolve the hot optical phonon transport that has been theorized
to occur in the first few hundred femtoseconds of cooling [71, 29]. As most 2D
materials have rich optical phonon modes, as seen in Figure 4.5, observing the hot
phonon dynamics and their relationship to a “temperature” could provide substantial
insight into the quantum mechanics of non-equilibrium thermal transport.
A further goal, which FSRS data would only be a part of, is to cross-correlate
phonon dynamics with electronic dynamics, opening possibilities for perhaps driving
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or suppressing certain electronic interactions with vibrational modes. For instances,
if a correlation was found between an exciton disassociation and the emergence or
increase of a phonon mode, one could potentially drive the vibrational mode, using
SRS or some other technique, to disassociate the exciton prematurely. Alternatively,
one might be able to drive other modes and suppress the dissociating mode in order
to increase the exciton lifetime. This is, admittedly, a far off goal, but offers exciting
capabilities for carrier control.
Damage thresholds are the main obstacle in a condensed matter FSRS experiment.
The number of atoms present in a focal volume of mono- to few- layer crystals is
substantially smaller than the number in the liquid samples traditionally used in
FSRS. This means that the repetition rate and laser fluence on the sample must be
finely balanced.
6.1 FSRS iteration 1
The first iteration of the FSRS apparatus is shown in Figure 6.2. The basis for
the experiment is a Spectra Physics Spirit 1040-8 Regenerative amplifier laser that
has 8 W of output at 1040 nm, operating at 200 kHz. Half of the output pumps a
Spectra Physics NOPA 3H, and the other half pumping a pair of nonlinear crystals
to generate second and third harmonics. The NOPA 3H system was purchased from
Spectra alongside the Spirit and produces between 1 to .05 µJ of 30 to 70 fs pulses of
tunable wavelength centered between 500 and 950 nm. The tunablity of this system
makes it an ideal option for producing Raman probe pulses that can be set to a
specific vibrational energy. The other half of the Spirit output was used to pump
a SHG crystal to produce approximately 10 µJ of 520 nm light. This light is then
spectrally filtered to a bandwidth of a few nanometers to produce the picosecond
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Figure 6.2: Diagram of the Siemens lab’s first FSRS experiment. The black line
represent the fundamental output of the Spirit. The green lines are the second
harmonic path and the blue is the the third harmonic. The orange represents the
output from the NOPA. The yellow dashed lines are the signal. To the right, the
FSRS process is depicted. The third harmonic flash heats the sample that the FSRS
pulses then probes the thermal transport. L is lens, O is objective, SPF is short pass
filter, LPF is long pass filter.
Raman pump beam. Some of the unfiltered 520 nm light is additionally recombined
with the fundamental 1040 nm output via SFG to produce a 347 nm actinic pump.
UV light is strongly absorbed by most solid state materials, producing a flash heating
of the system.
The Raman probe and the actinic pump are both connected to electronic delay
stages in order to control the time delay between all three pulses. The conlinear setup
combined the different beams using a series of long pass filters to combine the different
wavelengths of light. These are then focused onto the sample using a 20x microscopy
objective. In both cases the signal beam is collected and sent to an electronically
cooled spectrometer for detection.
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Harmonic Generation
To provide the Raman pump as well as the actinic pump, Second Harmonic
Generation (SHG) and Third Harmonic Generation (THG) are performed. Type
I SHG is performed in a 7 mm Lithium Triborate (LBO) crystal. The emitted green
and fundamental light are then passed through a calcite delay plate to realign the two
orthogonally polarized pulses in time. These pulses then pass through an additional
LBO crystal that had been cut to optimize phase matching between the 1040 nm
fundamental pulse with polarization parallel to the ordinary axis and the 520 nm
pulse polarized parallel to the extraordinary axis. The result of the Type II SFG is a
347 nm pulse with horizontal polarization. This setup is designed to generate a small
amount of 347 nm light while optimizing the output at 520 nm. With a 4 W pump,
it is typical to produce 1.6 W of 520 nm light and 150 mW of 347 nm light.
After generation, the three beams are separated from one another using dielectric
filters. The 1040 nm light was sent to a beam block and is not used further in the
experiment. The 347 nm light is sent to a delay stage and focusing optics without
alteration. The 520 nm light is expanded to a 4 mm width with a telescope and then
spectrally filtered to create the Raman pump pulse. Spectral filtering is achieved
using a 1,800 g/mm grating. The dispersed light is collimated by a 1 m focal length
lens. After an additional meter of propagation, a section of the spectrally dispersed
beam is blocked by a pair of matte black razors placed in front of a mirror. That
mirror back reflected the beam displaced vertically. After passing back through the




A Spectra-Physics NOPA 3H is a foundational aspect in the initial implementation
of the FSRS project. This device has several design aspects that are worth mentioning.
A NOPA requires a high photon energy and intensity pump to amplify a weak, white
light seed. This particular system utilizes the 347 nm third harmonic of the Spirit
output as a pump. The generation of third harmonic can be accomplished either by
a third order parametric addition of three photons of the fundamental beam, or a
by a SHG process followed by a SFG of the second harmonic and the fundamental
beam to create a photon at the third harmonic. The latter process tends to be much
more efficient than the first process. To optimally generate the third harmonic, the
initially vertically polarized pump beam passes through a half-wave plate to rotate
the polarization to have both vertical and horizontal components. The beam is then
sent through a birefringent crystal, delaying the horizontally polarized portion of the
pump from the vertical component. In essence, this creates two pulses offset by a
few hundred femtoseconds, one vertically polarized and the other horizontally. These
pulses then pass through a SHG crystal, which takes two photons from the vertical
polarization and emits second harmonic at a horizontal position. The horizontally
polarized fundamental pulse is not frequency doubled as it is polarized orthogonally
to the non-centrosymmetric axis of the crystal. Now, due to the differences in the
refractive index between the green second harmonic and the fundamental, the green
second harmonic is delayed and is now overlapped with the horizontally polarized
fundametnal. These are then combined Type 0 SFG to generate the third harmonic.
Balancing the intensities of the horizontally second harmonic and fundamental beams
can be achieved by rotating the half wave plate. This can be used to optimize the
conversion efficiency, which can optimally reach about 30%.
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The system also features a two-stage amplifier. The pump and probe pass through
nonlinear crystals twice in order to fully optimize the pump power that was generated.
The second stage usually adds more than an order of magnitude of power when
compared to just the first stage.
Additionally, the system has an integrated compressor to minimize pulse duration.
The system is set up so that after passing through both prisms, the beam hits a
rooftop reflector and passes back through the same prisms, vertically offset, where it
then exits the box as a 20 to 70 fs pulse depending on the wavelength of the output.
The entire system features computer controlled delays between all of the beams
as well as computer controlled positions for the DFG crystals as well as the pulse
compressor. As the white light source is chirped out, small alterations of the delay
stages are needed to optimize the output power of a given color. Additionally, the
DFG crystals need to be rotated in order to achieve ideal phase matching conditions.
These slightly different values are collected at every 10 nm within the tuning range and
used to generate a set of parameters curves that were used to create smooth tuning
of high powered and well compressed pulses at any wavelength desire in between the
points. Resetting or realignment of any portion of the NOPA results in the need for
new tuning curves.
From the output of the NOPA, between 5-15 mW of power at the selected
wavelength are used as the Raman Probe pulse. After passing a delay stage, this
light was combined using a reflective optic nearest to the focusing optics in order to




There have been no reports of FSRS use on 2D solid state systems, so the intensity
of light that would be needed to observe the FSRS response was estimated. For
comparison, the reported pump pulse energy from successful FSRS experiments on
chemical systems is on the order of several to tens of µJ focused down to 50 µm spot
size. For the apparatus, a nominal pump pulse of similar duration would be on the
scale of .1 to 1 µJ. Raman cross sections for solid state materials are approximately two
to three orders of magnitude larger than those seen in liquid phase[35]. However, the
number of scatterers used in a liquid phase experiment can be substantially larger than
those in the condensed phase by a similar two to three orders of magnitude. Based
on these values, the focal spot size to achieve a comparable signal was estimated to
be between 50 µm and .5 µm.
To span this range in focusing needs, two separate focusing pathways are available
for the FSRS experiment. Both arrangements use a colinear geometry for the Raman
Pump and Raman probe pulse and they can be altered between using a flip mirror
mount. For the larger spot size, the 3 mm beam is focused with a 4” focal length,
fused silica lens that is anti-reflection coated between 350 nm and 1100 nm to achieve
a spot size of approximately 44 µm. To achieve smaller spot sizes, a microscope
mount is used in combination with either an infinity corrected a 4x .17 NA objective
with spot size of approximately 4 µm or an infinity corrected 5x .7 NA objective with
a spot size of approximately .5µm.
For detection, a Horiba iHR550 spectrometer is used with a Horiba Synapse CCD.
The Horiba spectrometer has a 550 mm focal length and contains 150 g/mm, 900
g/mm, and 1800 g/mm, resulting in a spectral resolutions between .2 nm and .02
nm. The system connects to a computer utilizing a USB cable and the gratings
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and wavelength position can be controlled through a LabView interface. Coupling
into the spectrometer is achieved by matching the beam’s numerical aperture to the
aperture of the spectrometer. The Synapse CCD is thermo-electrically cooled to
reduce background noise. The quantum efficiency of the model in the visible range
from 40-50%. Acquisition time, number of spectral acquisitions, and gain can all be
controlled with a LabView program.
Data analysis
The spectrometer data is output as a .txt file. The LabView program was altered
so that each spectrum acquired during multiple-acquisition data collection is in an
adjacent column with the first column in the array representing the pixel. The pixel
to wavelength conversion is accomplished in one of two methods. A coarse calibration
curve based on the wavelength position read by the spectrometer for the grating works
sufficiently well for the 150 g/mm and 900 g/mm gratings. For higher resolution,
calibration was achieved using the 532nm laser line and the 520 cm−1 silicon Raman
peak.
A MatLab code was created in order to subtract cosmic rays and other hot pixels
during acquisition. The program examines spectra taken sequentially in time and
compared pixel intensities from one spectra to the next. If there is an increase from
one acquisition to the next that was more than an order of magnitude increase, that
pixel is revalued at the average of that pixels intensity from the previous spectrum
with that from the following spectrum. After hot pixels and cosmic rays have been
subtracted, the spectra are added together and averaged to increase signal to noise
ratios.
60
Challenges and lessons of first iteration
Although the NOPA system was a commercial product, it experienced substantial
difficulties in its operation. The harmonic separator, which reflects the 347 nm pump
from the 520 nm and 1040 nm pump experienced degradation after approximately
20 hours of operation. Initially, it was assumed that this was due to either the
high peak and average output of the third harmonic or perhaps debris from the
air collecting on the optic, resulting in a cascade burning on the dielectric filter.
A replacement was ordered and installed by a Spectra-Physics technician who also
instructed me on the replacement procedure. The replacement was burnt within 10
hours of use. By shimming the mount with a washer, an additional 10 hours of use
could be achieved, but the retuning of the system required a majority of that time,
making it an impractical solution.
It was then discovered that there was a manufacturing issue with the harmonic
separator and they were even degrading in a nitrogen rich environment independently
of any laser fluence. A new batch was prepared and mailed to us component, I
performed the installation. This version did not degrade, but then other optics further
down the beam line began to degrade throughout the system, including the DFG
crystal as well as several of the focusing lenses. After close to 13 months of part
swapping and continued damage, the NOPA was returned and work on the second
iteration of the FSRS setup began.
Part of the way through the experiment we discovered that a back scatter
geometry does not work for SRS or FSRS, although it will work for SpRS. This led
to complications with the mechanically exfoliated samples, as the silicon substrates
the 2D materials were exfoliated onto are non-transmissive at the frequencies
used in the experiment. Transfer of the exfoliated samples can be done, but it is
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exceptionally challenging and if transfered onto a transmissive substrate locating
them is nontrivial. This led to the purchasing of several full coverage graphene
samples mounted on quartz as well as a ReS2 sample on sapphire.
Detection also posed several problems. To measure the gain, a pump on/ pump off
collection sequence is needed. To optimally implement this, the frequency chopping
would be synced to the shutter on the spectrometer for collection. Another issue
that arose was saturation of the spectrometer CCD. The well depth on these systems
is quite low compared to the dual array photodiodes used in low rep rate FSRS
experiments. As a result, even a few milliwatts of power passing through the sample
led to substantial saturation.
In the FSRS setup, none of the pulses are of identical wavelength or duration,
making the alignment of the pulses temporally quite challenging. Fortunately, the
basis of a cross correlation is to utilize a nonlinear signal to align the beams. As
SRS is a nonlinear signal, we decided to search for the FSRS signal as an alignment
procedure for the pump and probe pulse. This has been reported in the literature to
work quite well. However, we did not observe any FSRS gain as a majority of the
time was spent repairing the NOPA system.
6.2 FSRS iteration 2
The second iteration of the FSRS setup is more simplistic and focused on directing
as much power as possible into the Raman pump beam. 7.2 W of power is directed
into the SHG and then spectrally filtered to produce a Raman pump pulse that is
roughly twice the intensity of the pump in the previous iteration. The remaining
10% of the fundamental pumps a YAG crystal to produce a continuum spectrum. In
this case, no actinic pump was created as the primary goal is to just observe a FSRS
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signal. These beams are focused in a non-colinear geometry and were detected by the
same Horiba spectrometer.
Harmonic Generation
For the second iteration, the main output of the laser is split with a half wave
plate and a thin film polarizer. 7.2 W of power was directed through a 7 mm LBO
crystal, resulting in 3.5 W of output at 520 nm. This is then spectrally filtered in
an identical fashion to the previous attempt. This setup yields almost twice as much
power in the Raman pump pulse.
WLG
Without a NOPA, the Raman probe pulse is created using Super Continuum
Generation (SCG) in a Yttrium Aluminum Garnet (YAG) crystal. The beam is
focused with a two inch focal length lens and collected with a 1” focal length
lens mounted to a two-axis translational stage. The YAG crystal is mounted on a
translation stage to move it in and out of the focus of the beam. The continuum is
optimized by rotating the half wave plate to adjust the fluence contributing to the
pumping and by adjusting the position of the YAG. Even though power is slightly
lower, it is ideal to have the continuum’s filament begin near the end of the crystal in
the beams propagation direction. Focusing in the center will yield higher powers but
can often have numerous continua which can all be temporally distinct, resulting in a
continua pulse train [37]. The optimal power output achieved for a stable continuum
is .6 mW using an 800 mW pump.
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Figure 6.3: Comparison between a) a single filament continuum spectrum generated
at end of the YAG plate and b) a multiple continuum filament from the center of
a YAG crystal. The additional peak seen in b) is the result of a second continuum
filament being formed.
Sample and detection
For the second iteration a new setup of focusing and imaging optics was setup. In
this attempt, each beam is focused individually onto the sample. By mounting the
lenses on translation stages, the effective spot size can be readily adjusted to optimize
overlap between the pulses. A 150 mm plano-convex lens that was AR coated for the
visible is used to focus the Raman pump pulse and a 100 mm, 350 nm to 1100 nm
AR coated lens is used for the Raman probe pulse. The samples are mounted with
double sided tape onto a translational stage. As objectives and micro-crystals had
been replaced by a lenses and a 1 cm square chemically grown graphene sample, the
lateral adjustment has been abandoned.
For detection, two methods are used. The first is the spectrometer used in an
identical fashion as before. The alternative utilizes a side exit of the spectrometer
with an adjustable slit to convert the spectrometer into a monochromator. The Horiba
iHR550 can swap between modes with the LabView program. The center pixel of the
CCD array corresponds to the center of the slit in monochromator mode.
The Raman pump pulse is used to collect a SpRS signal from the sample for
alignment to a specific peak. The grating position is then altered so that the peak
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was positioned at the center of the CCD array, and accordingly the center of the
monochromator slit. The light that passed through the slit is then connected to a
photodiode that is coupled to a Stanford Research SR830 Lock-In Amplifier.
Lock-In amplifiers present a substantial benefit in signal to noise ratios over a
spectrometer. By integrating the signal that it receives from an outside source with
a sinusoidal function modulated at the frequency of the expected signal, noise from
stray light, electronics, or other sources that is emitted at frequencies distinct from
the signal are attenuated. The sharpness of the filtering will increase signal to noise
ratios, but at the cost of longer integration times. This amplifier is set to look for
signal at the frequency corresponding to the beat between the rep rate of the laser
system and a mechanical chopper. A FSRS response from the sample would manifest
itself as a gain in this signal. The main drawback to this method is that the entire
spectrum cannot be measured simultaneously. To get around this, the lock-in is used
to find the time at which the pulses are temporally overlapped. The delay stages is
fixed at this position and the detection would then be swapped to the spectrometer
to see the full spectral response.
Challenges of 2nd iteration
One drawback of the 2nd iteration was the pulse duration of the Raman probe
pulse. It was generated with SCG, whose spectrum are usually emitted over a time
scale on the order of the excitation pulse [37]. In the case of an 50 fs probe pulse, this
doesn’t present a major problem. But as the pump is 400 fs, the continuum probe
pulse likely had a fairly long duration. The problem in the setup is exacerbated as
the focusing and collimation optics used were short focal length lenses. These thick
lenses stretched out the pulses further. Additionally, as the SCG is the result of self
focusing, the beam takes up a large portion of the NA of the spherical lens. This
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introduces a substantial amount of spherical aberration that is then combined with
the chromatic aberration that arises from trying to collect light that spans close to
100 nm of the visible light spectrum with a single lens. A superior setup would be a
pair of .5” off axis parabolic mirrors (OAP) for focusing and collimation. OAP do not
suffer from the chromatic or spherical aberration that is found in lenses or spherical
mirrors. Additionally, they would not increase the pulse duration.
It would be further beneficial to have compressed the pulse prior to use in
the experiment. Compression prisms that are optimized for use in the visible are
challenging to find commercially. A grating setup would be possible, but the losses
associated with them can be quite high, especially for the weak .6 mW probe. The
ideal option would be to use chirped dielectric mirrors, as the compression can be
achieved with very low losses, which is ideal for this case where the powers are
already low.
6.3 Ideal Setup
As the FSRS experiment was started from a blank slate, an immense amount
of time was dedicated to designing what the idea system would be. Having now
tried two iterations of the experiment in practice, an ideal setup now has a more
concrete vision. The system’s probe pulse would be exceptionally broadband in
order to capture stimulated emission from as many vibrational modes as possible
and optimize the temporal resolution of the experiment. Additionally, the pulses
would be tunable through the visible spectrum. The actinic pump would share all
of the above traits as the probe pulse, with the addition that it should be able to
extend into the UV. The Raman pump pulse would be high intensity and spectrally
narrow. It would be tunable through a range similar to the probe pulse. Further,
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the ideal FSRS experiment would, on top of these traits, be capable of achieving sub
diffraction limit resolution through some variation of the STED process. Accordingly,
the system would boast a tunable STED beam [72]. For more information on STED,
see Chapter 7. As super resolution SRS has been shown capable with both an
additional picosecond pulse [73] as well as an additional femtosecond pulse [33], the
STED pulse could vary depending on the exact nature of the setup.
6.3.1 OPA design
As part of envisioning this ideal apparatus, several OPA variations were thought
of.
Dual NOPA
After working with the commercial NOPA, it was realized that a few mW of
power were sufficient for the probe and that a multi-stage amplifier was unnecessary.
A system with two independently tunable pulses would be far more preferable. A
schematic for a Dual NOPA is shown in Figure 6.4. In this particular design, the
fact that the the second harmonic must be generated in order to create the third
harmonic is taken advantage of. The SHG and THG ratio can be altered by rotating
the half wave plate or the delay plate the start of the system, akin to the manner it
was produced in the commercial NOPA system.
After separating the harmonics, the remaining fundamental is focused into a YAG
plate for WLG. The continuum produced from this is then split into two arms, each
with its own controllable delay. The white light and harmonics are focused into a
OPG crystal where the white light is amplified. The wavelength is tunable by rotating
the OPG crystals and altering the time delay between the pulses.
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Alternatively, one could generate either the second or third harmonic optimally
and then split that beam into two separate beams. Ideally, this would be done with
a half wave-plate and thin film polarizer so that the pump power to each arm could
be adjusted, varying the intensity of the amplified light in each arm.
Simple OPA
In the instance where high intensity tunable light is needed, a multi-stage amplifier
is required to convert as much of the pump energy as possible. A simple, multistage,
OPA system that does not require separation and recombination of pump and signal
beams was designed, shown a in Figure 6.4b). The second harmonic is generated via
Type 1 SHG process, so that the pump and fundamental are polarized orthogonally.
The harmonic is filtered from the fundamental and sent to a delay stage. The
remaining fundamental is focused into a white light crystal. The two beams are
combined into a colinear geometry with a long pass filter. Next, both beams propagate
through an OPG crystal. These crystals should be long to optimize the OPG.
However, as a result of differences in the index of refraction between the pump and
amplified continuum section, the amplification will stop as the pulses temporally walk
off from one another.
It is typical to then separate the beams with a filter, adjust the time with a delay
stage, and recombine them for further amplification. In this design, the pulse are
temporally realigned with a birefringent crystal. The time adjustment can be tuned
by rotating the crystal or, in extreme cases, by using a thicker crystal. The two beams
then pass through an additional OPG crystal, where the gain is further amplified. In
theory, this process could be repeated until the pump and signal are of equal intensity.
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Fourier OPA
A relatively recent innovation is known as a Fourier OPA or FOPA [74]. So
far, these systems have only been implemented in the IR wavelengths. However,
a schematic for a visible FOPA can be seen in Figure 6.4c). The harmonic pulse
is generated in a method identically as in the Dual NOPA and Simple OPA. It is
then expanded laterally with a cylindrical mirror and directed slightly upward. The
harmonic is then collimated laterally with a spherical mirror, that focuses the beam
back down to the the initial vertical plane. At this point, a set of OPG crystals are
placed.
WLG occurs in a YAG plate and is collimated and the fundamental is filtered out.
The continuum is incident on a grating, dispersing the colors laterally. This light is
then collimated laterally with spherical mirror and then focused at the same position
as the harmonic.
As the continuum colors are spatially offset, each OPG crystal can be adjusted
to optimize the amplification of the portion of white light overlapped with it. As
a result, the entire continuum can be amplified simultaneously, resulting a several
hundred nanometer bandwidth of amplified light. This light propagates colinearly
and is collected by a spherical mirror and sent onto another grating for recombination.
The residual pump, in this design, is sent to a beam block. The resulting beam should
be emitted in a mostly compressed form, but the position of the second grating can
be adjusted to compress the light further if needed.
6.3.2 FSRS ideal setup
The ideal design centers around a 200 µJ regenerative amplified laser system
operating at 500 kHz. The apparatus is shown in Figure 6.5. Approximately 10%
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Figure 6.4: Schematic diagrams for several OPA variations for the FSRS experiment.
The Dual NOPA in a) has two independently tunable NOPA setups. Part b) shows
a schematic for a simple, two step OPA. c) shows a diagram for a Fourier Optical
Parametric Amplifier.
of the system would go to pump a NOPA or FOPA system, highlighted in green in
Figure 6.5. 10% of the output from the NOPA/FOPA will be used as a seed pulse for
the picosecond OPA (PS-OPA) that will be discussed later. The remaining 90% of
the NOPA /FOPA beam would be frequency doubled, occuring the red highlighted
area in Figure 6.5. Its fundamental would be separated from the second harmonic.
The second harmonic would be used as the actinic pump pulse and the original
FOPA/NOPA beam would form the Raman Probe pulse.
The remaining 90% of the fundamental power would pump a Second Harmonic
Bandwidth Converter (SHBC), highlighted in blue in Figure 6.5. In this apparatus,
the input beam would be split into two beam which would then receive positive
and negative chirp. Traditional methods for chirping rely on the use of grating to
spectrally disperse the bandwidth of the pump pulse. This diverging light is then
collimated with a lens. To recombine the pulse without chirp, a mirror is placed
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exactly one focal length away from the collimating lens and the beam is reflected
back through the lens and to the grating. By altering the position of the mirror, one
can produce positively and negatively chirped pulses. This method is cost effective,
as the optical components involved are fairly inexpensive. However, gratings are
innately inefficient, so the losses just from the gratings in this type of SHBC’s can be
optimally 40% or so. A far more efficient alternative is to use chirped mirrors. These
mirrors can chirp a beam while losing ¡ 1% of power and can be designed to have
both positive and negative chirp.
After being stretched by dielectric mirrors, the beams would then be combined
non-colinearly in a SHG crystal. The strong positive and negative chirping in the
two pulses means that the the red portion of one spectrum is added to the blue
spectrum of the other, resulting in a sum frequency of twice the center wavelength
of the pump spectrum for all wavelengths inside the spectrum. The net result is a
spectral compression of the pump beam by more than an order of magnitude with
a respectively small lose of the scale of 50%, roughly the quantum efficiency of the
SFG processes. Additionally, as a result of the phase matching in the noncolinear
geometry, the narrow band second harmonic will be innately spatially filtered from
the pump pulses that generated it.
The narrowband second harmonic would then be split in half and used a pump
a pair of PS-OPAs that will be individually tunable and based upon the Simple
OPA design. The white light seed for these will provided by the pick-off of the
NOPA/FOPA system that has been dispersed by passing through glass. In each
PS-OPA, the polarization of the pump and white light seed would be offset by 90
degrees and passed through a long OPG crystal. As a result of the difference in
the index of refraction between the white light and the pump, the pulses would
exit the OPG crystal temporally offset, preventing further amplification. This offset
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Figure 6.5: Schematic depicting the ideal FSRS experiment. Different colored lines
are used to distinguish beams. BS = Beam Splitter, DM = dichroic filter, NC =
nonlinear crystal, DP = dispersion prisms, L = lens, arrows = delay stages. The
shaded backgrounds designate where each pulse for the FSRS experiment is generated.
would be compensated for by using a birefringent crystal, where the orthogonal
polarizations can be used to delay the pulses independently by choice of crystal
thickness. Once temporally realigned, the pump and seed would again pass through an
OPG crystal. One PS-OPA would produce Raman pump pulse of appreciable power,
tunable between 600 and 900 nm. The other beam would pass through a Spiral Phase
Plate (SPP) in order to create a vortex beam with a singularity at its center. This
beam will be utilized to induce a STED-like process to achieve sub-diffraction limit
FSRS signal from the beam singularity.
All four beams would be recombined in a collinear geometry with the use of high
or low pass filters and beam splitters. These would then be focused with either
a microscope objective or an off-axis parabolic mirror onto the the sample. The
sample would be mounted on a 3-axis motorized stage within a cryostat equipped for
transmission spectroscopy. This would allow for suppression of all room temperature
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vibrational modes and restrict thermal activity as a result of the actinic pump. The
emitted signal would be collected by an objective or OAP and sent to a double
subtractive spectrometer. As Raman filters are expensive, a double subtractive
spectrometer would allow us to remove the Raman pump as well as the STED beam
from the phonon spectrum at whatever wavelength is chosen. Ideally, the detection
at the end of the subtraction phase would be a photodiode array, such that lock-in
detection could be utilized at all wavelengths simultaneously, increasing signal to
noise.
6.4 FSRS Conclusions
The second iteration of the FSRS apparatus on solid state materials has been
constructed. As of now, a FSRS signal still has not been observed. However, the
lessons of the last two years give insight into the future possibilities and directions for
this experiment. Promising results are still expected once the system is functioning.
From a technical standpoint, finely balancing damage thresholds and signal is still
a concern, although work on Surfaced Enhanced FSRS [13, 75], supports that this will
be surmountable. Another technical improvement would be more efficient detection.
A CCD with a large well capacity or a photo-diode array that supports full spectrum
lock-in detection would be optimally suited for the experiment.
Another challenge to be faced in FSRS is to resolve low energy vibrations in the
systems. For 2D materials like MoS2 and ReS2 most modes are under 500 cm
−1,
which is low for a FSRS signal, although vibrational modes as low as 80 cm−1 have
been taken with FSRS [62]. This presents a further challenge for observing breathing
modes in 2D materials, which are often less than 50cm−1 [19, 28]. These would be
extremely challenging to resolve as it would require a very spectrally narrow pump and
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abrupt filter, which would then need to have an even higher intensity to experience
stimulated emission gain.
The main drawback of the FSRS discovered over the last two years is its inability to
be performed in the backscattered direction. This limits implementation to optically
transparent samples. For the case of 2D materials, this is not problematic as they are
transparent in their mono- to few- layer form. However, it does limit FSRS ability
to study bulk solid state materials that might not be stable in few-nanometer thick
layers.
Despite these drawbacks, however, the additional pump power of the second
iteration of the FSRS experiment is capable of achieving several micro-joule pump
pulses, placing it in the same category as the traditional molecular FSRS system
pump powers, leaving pulse alignment as the final, relatively simple obstacle to be
overcome. A new graduate student next year will be taking over the project and
using the second iteration of the experiment to perform solid state FSRS. This will
be a publishable result that is based primarily on the work described in this thesis
and will be notable addition to the FSRS literature.
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Chapter 7
Nonlinear optics and the
Uncertainty Principle
As part of the investigation of the capabilities of nonlinear optics, it will become
relevant to have a grasp of the nature of the Heisenberg Uncertainty Principle.
7.1 The Uncertainty Principle
In the quantum mechanical picture, the Heisenberg Uncertainty Principle limits
the simultaneous observation of non-commuting operators. For any two operators, A
and B, this limit is mathematically defined by
(∆A)(∆B) = ih̄[A,B], (7.1)
where ∆A and ∆B are the standard deviations in the measured values of A and B
and [A,B] [45] represents the commutation of the variables. This gives the relations






[pi, pj] = 0, (7.3)
[xi, xj] = 0. (7.4)
This framework is limited to explaining systems which have quantum mechanical
operators.
However, the Heisenberg Uncertainty Principle’s true roots lie in wave mechanics,
of which quantum mechanics is only a single example.
The classical nature of the Heisenberg Uncertainty Principle can be easily
illustrated conveniently by discussing light. If there is a single frequency of light
propagating everywhere, it will be impossible to describe the position of the wave, as
it is uniformly spread over all space, as seen in Figure 7.1 a). However, the frequency
of that wave can be precisely known. In the opposite extreme is a laser pulse, shown
in Figure 7.1 b), where the pulse will have a definite position. In this instance, there
will be an ambiguity about the frequencies contained in the pulse. So, from this
classical example, it is shown that uncertainty is more accurately described as a
wave phenomenon.
It turns out, any system for which a Fourier transform can be made between the
variables will have an uncertainty relation between the two variable[45]. Immediately,











7.2 Bypassing the Heisenberg limit
A seemingly undiscussed power of nonlinear optics is its ability to bypass
Heisenberg limitations. This capability is elucidated when examined from the
context of quantum pathways driven in nonlinear interactions and the spatial
arrangements of fields.
Figure 7.1: a) Single frequency field in
comparison to a b) laser pulse.
A very simple approach to discussing
this can be found by remember the
commutation relations between energy
and time as well as position and
momentum in Equations 7.2 - 7.6. From
these simple equations, it is observed
that the position of one wave, xi,
commutes with that of another wave xj,
as seen in Equation 7.4. If this were
not the case, then the measurement of
one beam’s profile would increase the
size of another separate beam’s profile.
Additionally, from Equation 7.6, if one laser’s spectrum is measured with high
precision, another’s would then be broadened. Neither of these are physical. However,
each beam independently satisfies Equations 7.2 - 7.6; focal spots are still limited by
wavelength and pulse duration and spectrum still have their fundamental trade offs.
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The commutation between spot sizes, band widths, and pulse durations of different
beams allows for a physical mechanism for bypassing Heisenberg limits.
7.2.1 Spatial distribution of a single field
The most simplistic way for a nonlinear system to bypass the uncertainty relations
requires a signal of at least second order with a field and a single field with a
non-uniform spatial distribution.
This idea is clarified best with an example comparing the spatial resolution of
a first order optical process excited by a Gaussian beam to the spatial resolution
of a second order process excited by a Gaussian beam. Both beam profiles for the
first and second order process are identical. The linear signal’s spatial response will
perfectly reflect the Gaussian profile of the excitation beam. As the polarization
of a second order process is dependent on the square of the intensity, the spatial
resolution of the second order processes’ signal will be emitted as the Gaussian
squared. This will result in a
√
2 increase in the spatial resolution for the nonlinear
signal over the linear signal. Supposing now that each field independently is operating
at the diffraction limit, then the nonlinear interaction has a spatial resolution that
has surpassed the Heisenberg uncertainty relation for each individual field. But
there is no contradiction here. Each beam independently is constrained by the
Heisenberg uncertainty relation. However, the processes’ dependence on the square
of the intensity results in a steeper gradient of the signal near the center of the beam
as opposed to its edges. Theoretically, this provides a method to increase spatial
resolution nearly infinitely by just choosing processes in which higher and higher
nonlinear processes are occurring. The limitations of this will play out according to
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damage thresholds in the sample as higher order nonlinear processes often require
higher and higher intensity fields.
7.2.2 Spatial overlap of fields
While the above situation can increase resolution by a fact of
√
n, there is a better
way to achieve sub Heisenberg resolution in an experiment with lower order processes.
As discussed in Section 2.1.2 nonlinearities can be thought of as driving an electron
down various quantum pathways. The addition of another field at some point during
this process can disrupt that quantum pathway and send electrons other directions.
It is the precise manipulation of this additional field spatially that allows for
super-resolution measurements. As just discussed, the are no restrictions on knowing
the positions of two separate fields. Suppose a set of fields, A, that will drive the
quantum path, α. An additional field, B, when added to A, will suppress α and
drive another pathway, β. Assume the signals from α and β are discriminable. If
B is completely overlapped with the initial fields, A, all that will occur is a uniform
driving of β. However, if the spatial overlaps between A and B are not uniform, the
only place where the signal from β can be emitted is the area where B exists. So, if
B is only present in a small space, the signal can only arise from that area.
A similar effect will arise if B covers all but a small portion of A. If the presence of
B suppresses α effectively, the only signal contributions from α will be emitted from
from small area where A and B are not overlapped. In both cases, A and B must obey
the uncertainty relations expressed in Equations 7.2 - 7.6, but the resulting nonlinear
signal, has no such limitation.
Perhaps the most famous method for Heisenberg breaking is the 2012 Nobel Prize
winning method of STimulated Emission Depletion (STED) [72] microscopy. STED
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microscopy utilizes one Gaussian beam and one Lagguere Gaussian (LG) beam, which
can be described as an Gaussian profile with a zero intensity singularity at the center
of the beam. The two beams are colinearly focused onto a sample. Where the two
beams are overlapped, electronic depletion occurs, resulting in florescence suppression.
However, as a result of the intensity singularity at the center of the LG beam, the only
contributing field is from the Gaussian beam. In this very small area of the singularity,
fluorescence will be permitted. As a result, the spatial resolution of the fluorescence
can be enhanced by more than a factor of 10 [72]! As before, the uncertainty principle
remains perfectly preserved for each individual beam.
Still other versions of exploiting nonlinearity for Heisenberg breaking exist. As
discussed earlier in this thesis, Femtosecond Stimulated Raman Spectroscopy (FSRS)
has provided ultrafast spectroscopy measurements with time bandwidth products of
.5ps ∗ cm−1 [63], which is 30 times the Heisenberg limit of 15ps ∗ cm−1. As the
stimulated emission can only happen in the presence of both fields, the temporal
resolution is determined by the femtosecond pulse. As a result of the mixing of the
picosecond excitation and the femtosecond stimulated emission, the time-bandwidth
product of the method is far below what is permitted by Heisenberg for a single field.
While the power of nonlinear Heisenberg breaking is exceptional, it does have
several limitations that must be considered. One key aspect is the relative efficiencies
of the processes being driven. If the additional field does not effectively drive the
electrons down a different quantum pathway, then its impact is minimal. However,
if the other alternative path has a high efficiency, then the uncertainty principle can
be bypassed.
In some instances, this efficiency can be enough for Heisenberg breaking. In a
FSRS experiment, the SpRS is occurring throughout the entire duration of the pump
pulse, but the Stimulated emission signal has a factor of 106 to 108 enhancement over
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Figure 7.2: Image depicting a nonlinear, sub-diffraction limited signal. In part a),
the signal arising from the center spot can be discriminated from the signal arising
from the outside ring as a result of the different final momentums in the nonlinear
process. Importantly, the difference in spectral emission is for image clarity, but is
unnecessary. This is in contrast to part b), where the signals are both emitted in
spatially overlapped directions, but are spectrally distinguishable.
the SpRS signal [47]. As the SpRS is emitted over an order of magnitude or two
longer time frame, the FSRS signal outweighs the SpRS by a factor of 104 and needs
no further treatment.
Although quantum efficiency can be enough, it is often challenging to find a case
where the nonlinear signal dominates so strongly. An alternative is when the signals of
the two processes are distinct enough to be separable from one another. In nonlinear
optics, this can be done via conservation of momentum of the emitted signals. In this
case, as depicted in Figure 7.2 a), the signal from the different regions is emitted in
different directions, leading to a spatial discrimination between signals.
An alternative method is shown in Figure 7.2 b). In this instance, the beams
are colinear in emission direction, but the signals can be separated based on their
wavelength. For a STED-like FSRS experiment, the signals are can be discriminated
by the momentum conservation[33], as in Figure 7.2, or by a combination of
suppression and spectral filtering[73].
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7.3 Conclusion
Nonlinear processes’ ability to disentangle conjugate variables such as momentum
and space and energy and time should be emphasized as an additional benefit to
the already comprehensive abilities of nonlinear processes to unveil precise details
of electronic, vibrational, and structural properties of materials. The important
considerations for implementing a novel form of nonlinear Heisenberg breaking
are distinguishability of signals as well as the relative efficiencies of the processes
being driven. With this in mind, the intentional development of experiments
in which nonlinearities are used to for Heisenberg breaking would be nearly as
substantial as using them to probe fundamental structure. This discussion of a
highly under-discussed capability of nonlinear optics should be publishable in a





Generally, χn get increasingly smaller as n increases. As a result, higher intensity
fields are required to see higher order nonlinear responses. Nothing prevents a
continuous-wave (CW) laser from reaching these high intensities, the average power
output would be immense and the chances of the sample not suffering damage are
quite small. The alternative is to use a pulsed laser, where the average power is lower
as most of the time no light is actually emitted, but when a pulse is emitted, the field
intensity is substantially higher than in a CW laser. As a result, nonlinear optics and
ultrafast optics and spectroscopy are intrinsically linked.
8.1.1 Pump probe
A relevant question to ask when working with ultrafast dynamics is how one
resolves events that happen very quickly. The first historical solution was to take a
camera in a dark room, set the exposure to a long time and to start some process
and then emit a short flash of light. The camera would be reset, the trigger for the
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flash would then be triggered to start at a time step after the first flash, the process
would then be started again and a snap shot of the dynamics would be captured at
a later part in its evolution. This process would then be repeated until the process
finished and the resulting film would provide a movie of the dynamics.
This is the fundamental concept behind ultrafast spectroscopy. However,
mechanical and electronic methods for triggering the light flash are limited to
nanosecond time scales. This is problematic, as reactions in many atomic, molecular,
and condensed phase materials typically happen on the order of tens of attoseconds,
10−18 s, to several picoseconds, 10−12 s. Pulsed laser systems present a solution to
this and are now capable of generating laser pulses that can now reach into these
ultrafast time scales.
The most basic form of ultrafast spectroscopy is referred to as a “pump-probe”
experiment. In a pump probe experiment, much akin to the method with the cameras,
two laser pulses are initially overlapped in space and time, but there is a controllable
delay between the two pulses. The first pulse excites some dynamics, which can be
anything from exciting a particular population to starting a chemical reaction, and
thus is termed the pump pulse. The second pulse then interacts with the intermediate
state, encoding a wealth of information regarding the transient states energy structure
within its spectrum.
The exact nature of the information contained within the spectrum can vary
drastically depending on the wavelength, energy, and duration of the pulses being
used. In some of the most basic implementations of this, the polarization that is
emitted will not necessarily be a nonlinear signal. However, a nonlinear signal can
still be reached with this pump probe setup. This can be accomplished in the two pulse
configuration if the signal looked for requires the presence of both fields, as in second
harmonic generation, or if numerous photons within the same pulse interact within
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the sample, as in two pulse Four Wave Mixing [36]. An alternative for observing
a nonlinear response is to add additional pulses to the experiment. This can be
beneficial because the geometry can be used to separate the nonlinear signals from
one another.
8.1.2 Lab techniques
The implementation of any ultrafast spectroscopy experiment shares common
features, such as light source selection and pulse alignment. These basic laboratory
techniques will be discussed over the next section to provide clarity for the later
portion of this thesis.
Laser systems
As briefly touched upon, numerous types of lasers exist. The ideal choice of laser
to be used depends greatly on the application that it has been selected for. In general,
the temporal resolution, spectral resolution, and wavelength should all be considered
in choosing a laser system.
It would be ideal to have both high spectral and temporal resolution in an
experiment. However, the Heisenberg Uncertainty Principle restricts this since
energy and time do not commute [45]. As a result, it is often important to choose a
laser system that gives the desired combination of spectral and temporal resolution.
Continuous wave lasers have a very narrow spectral linewidth, such that they can
usually be treated as a single wavelength of light being emitted. In actuality, all
lasers have a finite linewidth, ranging from few Hz systems used for atomic clocks
[76] to the few wavenumber lasers used in vibrational spectroscopy[55]. If signal
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occurs very slowly or needs to have high energy resolution, then a Continuous Wave
(CW) laser would be an ideal choice.
If the dynamics occur on a very fast time scale, a broad-band pulsed laser will
be better suited. These systems have a large spectrum of colors in their bandwidth
and must have a well defined phase relationship between the different colors. In
an experiment, any excitation in the sample will be excited by all wavelengths in
the energy spectrum of the pulse. As a result the emitted signal has poor spectral
resolution.
The wavelength of the laser will determine what type of energy structure will
be probed. As shorter wavelengths correspond to lower energies, microwave and
infrared laser sources are often used to study materials vibrational and rotational
properties[77]. The near infrared and and visible energies often correspond to
valence shell electronic interactions, such as excited state absorption and chemical
reaction dynamics [1, 8]. Pushing to the higher energies of the ultraviolet to and
x-ray spectrum, core electron dynamics and high momentum interactions become
resolvable[35].
Pulse anatomy
Accurate terminology for describing a laser pulse will be valuable to understanding
how nonlinear processes affect and can be affected by the pulse shape. The time
duration of a laser pulse is represented by its carrier envelope. This is the blue line
in Figure 8.1 a). The usual mathematical form for this is a Gaussian or a Secant2
function. The full width at the half maximum of the shape is used to determine the
duration of the pulse.
A pulse is considered to be “transform limited” if all of the colors within its
bandwidth have an overlapped peak at the same position. For a transform limited
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Figure 8.1: Image of the a) Gaussian envelope and the center frequency which are
multiplied together to get b) a complete pulse. If the pulse is given a zeroth order
dispersion, it will manifest itself as the orange line in c) where the blue line represent
the original pulse. If the pulse has chirp, the center frequency will vary, as seen in d).
pulse, the entire carrier envelope should have the same frequency throughout the
pulse’s duration. This is the orange line in Figure 8.1 a). Multiplying the carrier
envelope by an oscillation at the center frequency gives us the entire pulse, shown in
Figure 8.1 b).
The exact positions of the peaks within the pulse can be altered by changing the
carrier envelope phase (CEP). While this might seem like a trivial concept, it can have
drastic impacts for pulses whose duration is on the order of a few center frequency
cycles[34]. A shift of π in the CEP is shown in Figure 8.1 c). In this case, the
superposition of the two pulses would experience complete destructive interference.
Delay stages
Numerous optical fields need to be present for any nonlinear process to occur. The
temporal overlap between two ultrafast laser pulses is achieved by matching the path
optical length between the two up to the scale of the shortest laser pulse duration
divided by the speed of light. For a 30 fs laser pulse, this means that the paths
must be aligned within about 10 µm. Translational stages and retro reflectors are the
spectroscopist’s tool of choice for achieving this alignment. A retro reflector reflects
a beam directly back in the direction it came from with a spatial offset. The retro
reflector is mounted to a movable platform, known as a delay stage, whose position
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can be changed in order to match two pulses’ path lengths. Ideally the stages utilize
computer controlled motors with small step sizes in order to increase repeatability
and accuracy of the alignment.
The improper alignment of a pulse to a delay stage can result in dynamic signal
artifacts from spatial walk off of the beams on the sample. Proper stage alignment
is achieved when the beam propagates parallel with the stages travel in both the
transverse and vertical directions.
One can test and adjust the alignment of a translation stage by using a razor and a
power meter. The razor is mounted to the delay stage and should block approximately
half of the beam. A power meter should be place to measure the transmitted beam’s
power. The angle of the beam is then adjusted using the last mirror mount before
the stage until the power meter has a constant reading over the full travel of the
stage. This should be performed twice, in one instance with the razor splitting the
beam laterally while adjusting the mirror’s pitch, and with the razor splitting the
beam vertically while adjusting the yaw. Although ideally the change in power over
the stage’s travel should be zero, this can be quite difficult to achieve with power
fluctuations in the beams. Alignment to within 1% power change from one end to
the other is a reasonable standard.
A real practical challenge to this process arises if the stage has any bow or
curvature in its travel as result of manufacturing. This cannot be fixed with beam
alignment and occurs in almost all stages to some extent. Accordingly, I always check
that the power is the same at the beginning and end of the stage’s travel. However,
if the change during the stage’s travel is extreme, the delay stage should be replaced.
Improper alignment of the retro reflector can lead to similar signal artifacts and
must be treated with similar scrutiny. Commercial retro reflectors can be purchased
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and have alignment to less than 10 arcseconds. However, the more economical option
is to just make one by aligning a pair of mirrors.
To create retro reflectors, take two mirrors and adjust their pitch and yaw such
that an incoming beam will be reflected roughly in the same plane as incident beams.
Next, bolt one mirror to the delay so that the beam reflected from the mirror
propagates roughly perpendicular to the stage’s motion. Place the second mirror
such that the back reflected beam is aligned roughly parallel to the incident beam. A
coarse alignment can be performed by sending the beam to an iris and then adjusting
the position until it remains roughly focused on the same spot on the iris. For a
fine alignment, set a razor so that it blocks half of the beam’s profile and place a
power meter in the way of the transmitted beam. Scan the stage through its travel
and adjust the second mirrors tilt and yaw until the power remains unchanged at the
start and end of the travel. As before, this should be done twice where in once case
the razor splits the beam laterally with the mirror’s pitch is adjusted and again while
the razor splits the beam vertically and the yaw is adjusted.
Pulse alignment
Once the delay stages have been properly aligned, it becomes necessary to align
the pulses temporally. This is a typical challenge of ultrafast spectroscopy as the time
scales encountered range between a few femtoseconds and a few picoseconds, and thus
the path lengths must be aligned spatially on the scale of a few micrometers.
The general methodology for performing cross correlations revolves around the
idea of looking for a signal that can only be emitted when both pulses are spatially
and temporally overlapped. Often, this just means looking for a relatively easy to
generate a nonlinear optical signal. By controlling the distance between the two
pulses with a translational stage and searching for the nonlinear signal, one can find
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the time that both pulses are spatially and temporally overlapped. This serves as the
“Time zero” between the pulses. In a traditional pump probe experiment, by moving
the translation stage away from time zero, one can effectively probe dynamics of the
system. If a time zero is calculated incorrectly, the measured dynamic responses will
not be a realistic representation of the process.
If both pulse are of identical, it is quite common to use second harmonic generation
(SHG), as described in Section2.2.1, where two photons are absorbed and one is
emitted at twice the energy, for the correlation. This is implemented by focusing the
two beams in a non-colinear geometry onto a nonlinear crystal. The crystal should
be adjusted so that its angle is in between the angle where each beam individually
produces the brightest a second harmonic signal. The temporal delay between the
two pulse should then be changed. When both pulses are overlapped on the crystal, a
second harmonic beam will be emitted straight out, in between the two input beams.
This result can be extended to performing sum frequency generation, the addition of
two photons energy, in the case of two different colored pulses, but the phase matching
direction can be more challenging in these cases. Additionally, if the pulses are already
on the blue/green end of the spectrum, the harmonic signal will be incredibly weak
as a result of absorption from the medium.
An intensity autocorrelation can be used if both pulses share identical spectrum.
In this case, the two pulse are aligned colinearly. When they are both overlapped
in space and time, a set of fringes will appear in the beam profile as a result of the
interference of the two fields. If the pulses are different colors, one cannot search for
the interference fringes between the pulses when they overlap as they will beat at
the frequency difference between them. For two pulses in the visible, this means that
a femtosecond photodiode would be required. Since femtosecond photodiodes don’t
exist, this method cannot be implemented.
90
The temporal alignment of two pulses of different color and duration is more
challenging that in the case of identical pulses. If the pulses are of different durations,
the signal that is emitted from them can only use a fraction of one pulses power to
contribute to the signal, as opposed to the case where the pulses can completely
overlap and drive the nonlinear response for their entire duration.
Dispersion
The index of refraction is a measure of how much light bends when passing from
one medium to another. In actuality, this corresponds to the light slowing down as it
propogates through different materials[34]. If one passes white light through a prism,
then one will notice that the colors will be dispersed, as shown in Figure 8.2. This is
a manifestation of the wavelength dependence of the index of refraction.
The wavelength dependence of light traveling through a medium presents a
substantial challenge for ultrafast spectroscopy. Shorter laser pulses require precise
temporal alignment of a broad bandwidth of colors[34] and as the pulse propagates
through the material, the different colors of the pulse propagate at different speeds.
The result is a stretching of the pulse as the different colors take longer to propogate
through the optic.
It is common to describe the dispersion of the system in terms of a modulation to
temporal phase of the pulse by the addition of a series of higher order polynomials[34].
A zeroth order dispersion within the pulse would be a change in the carrier envelope
phase. This will not effect the pulse duration or frequency distribution, but
will shift the peak positions within the pulse, as shown in Figure 8.1 c). If the
modulation is linear in time, the dispersion will manifest itself as an alteration of
the carrier frequency of the light uniformly through the pulse envelope. A second
order dispersion, or “chirp”, will mathematically be described by a quadratic time
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dependence. The physical result will be a carrier frequency that varies linearly
throughout the pulse, as shown in Figure 8.1d). Higher nth degree terms in the
expansion are referred to as the nth order chirp, and will be characterized as a
(n− 1)th order modulation of the center frequency of the pulse in time.
The experimental ramifications of dispersion can be substantial. As the pulse
is stretched out in time by dispersion, the temporal resolution of the experiment is
reduced[34]. Additionally, as the frequencies vary in time within the pulse, the sample
will not see a true broadband excitation, but rather an excitation that will vary in
energy. This can lead to artifacts in spectra [11].
Pulse compression
The temporal duration of a laser pulse is determined not merely by the bandwidth
of the spectrum, but also by the phase relationship between the spectral components
[34]. This phase relationship will be distorted if the different colors become offset
in time, as will occur as the result of dispersion in a medium. If the pulse is broad
enough, the best solution is only use reflective optics in the setup. However, this is
not always feasible experimentally. To compensate for this, a number of methods
exist for adjusting the phase relationship to compress a pulse to its transform limit.
The most common method of pulse compression is to use a pair of prisms or
gratings [34]. An experimental setup for this can be seen in Figure 8.2. The beam
passes through the first prism, dispersing the different colors of light as a result of the
index of refraction. The amount of compensation can be selected for by altering the
distance between the first prism and second, as well as by varying the insertion of the
second prism into the dispersed beam. This is shown in Figure 8.2. This method can
be challenging as the correct positioning of the prisms for ideal compensation will often
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Figure 8.2: A dielectric chirped mirror a) with a linear relation between the
penetration depth and the wavelength. It is easy to see that this alters the path
length of the different colors in the pulse, resulting in dispersion compensation. Figure
b) shows a top view of pulse compression setup for a set of prisms and c) shows it
from the side. A double pass geometry, accomplished with a rooftop reflector, makes
adjusting the amount of dispersion easier. Arrows represent the positioning changes
needed to adjust the quantity of 2nd and 3rd order compensation.
require some trial and error or an alignment with translation stages. Additionally,
the power losses of the beaming being compressed are often about 50%.
An alternative method for pulse compression is the use of chirped mirrors. By
altering layers of different dielectric materials on top of one another, a wavelength
dependent penetration depth can be created, as depicted in Figure 8.2. As a result,
when a beam is reflected from the mirror, the different colors path lengths will be
offset in time. The quantity of the compensation can be chosen by altering the
number of times a pulse is reflected from the mirror. The functional form of the
wavelength dependence of the penetration depth can be chosen to depend linearly on
the frequency to offset dispersion, quadratically with frequency to offset the chirp, or
at higher order polynomials to offset higher order chirps.
Chirped mirrors offer a few benefits over prism or grating compressors. First of
all, the reflectivity of them is usually on the scale of 99%, meaning that almost no
power is lost while compressing the pulse. Additionally, they are simpler to integrate
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into to the beam path as the entrance angle and number of bounces are the only
parameters to be adjusted. The main drawback of this technique is the cost. Often
the mirrors must be custom made and can cost upwards of $10k.
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