Abstract. The paper deals with the optimal control problem described by second order evolution differential inclusions; to this end first we use an auxiliary problem with second order discrete and discrete-approximate inclusions. Then applying infimal convolution concept of convex functions, step by step we construct the dual problems for discrete, discreteapproximate and differential inclusions and prove duality results. It seems that the EulerLagrange type inclusions are "duality relations" for both prımary and dual problems and that the dual problem for discrete-approximate problem make a bridge between them. Finally, relying to the method described within the framework of the idea of this paper a dual problem can be obtained for any higher order differential inclusions. In this way relying to the described method for computation of the conjugate and support functions of discrete-approximate problems a Pascal triangle with binomial coefficients, can be successfully used for any "higher order" calculations. Key words: Infimal convolution, duality, conjugate, Euler-Lagrange, discrete-approximate. AMS Subject Classifications, 34A60, 49N15, 49M25, 90C46.
Introduction
Many extremal problems, for example, as classical problems of optimal control, differential games, models of economic dynamics, macroeconomic problems, etc. are described in terms of set-valued mappings and form a component part of the modern mathematical theory of controlled dynamical systems and mathematical economics [3] [4] [5] [6] [7] [8] 10, 11, 13, 15, 26] . The first and second-order ordinary and partial differential inclusions, naturally arising from certain physical and control problems, have attracted the attention of many researchers, and as a result, various qualitative problems, including the existence results have been considered by many authors (see [2, 7, 12, [16] [17] [18] 21, 23, 24, 28, 29] and references therein). In the paper [7] are studied the time optimal control problem with endpoint constraints for a class of differential inclusions that satisfy mild smoothness and controllability assumptions. The paper [23] concerns optimal control of discontinuous differential inclusions of the normal cone type governed by a generalized version of the Moreau sweeping process with control functions acting in both nonconvex moving sets and additive perturbations.
In the papers [18] [19] [20] [21] [22] , for optimal control problems of higher order discrete processes and differential inclusions (DFIs) with the use of locally adjoint mappings (LAMs) the necessary and sufficient conditions of optimality are formulated. Along with these the duality theory plays a fundamental role in the analysis of optimization and variational problems. The reader can refer to [1, 8, 9, 25, 27] and their references for more details on this topic. It not only provides a powerful theoretical tool in the analysis of these problems, but also paves the way to designing new algorithms for solving them. A key player in any duality framework is the Legendre-Fenchel conjugate transform. Often, duality is associated with convex problems, yet it turns out that duality theory also has a fundamental impact even on the analysis of nonconvex problems. The work [17] is devoted to optimization of so-called first-order partial DFIs in the gradient form on a square domain. In the Euler-Lagrange form, necessary and sufficient conditions are derived for the discrete-approximate and partial DFIs, respectively. The duality theorems are proved and duality relation is established. Use of infimal convolution throughout this work plays a key role in proofs of duality results for problems with second order DSIs and DFIs. The aim in the work [9] is to establish conditions under which strong duality can be guaranteed. To this purpose, even convexity and properness are a compulsory requirement over the involved functions in the primal problem.
In the present work, the optimality conditions for a second order discrete inclusions (DSIs) and DFIs together with their duality approach were considered for the first time. The construction of duality for a second order DFIs is accompanied first by duality of second order DSIs and then discrete-approximate problems, where the duality of the last problem should be expressed in terms of the resulting difference operators. In turn, for the duality problem of a discrete-approximate problem of the second order, skilful computations of adjoint and support functions are required. Consequently, the key to our success is the formulation of the Lemmas 4.1-4.3 and Propositions 4.1-4.3, without which it is hardly ever possible to establish any duality to the problem with second order DSIs and DFIs. To the best of our knowledge, there are a few papers (see [9, 16, 17, 25] and references therein) devoted to duality problems of first order DFIs. Building on these results, we then treat dual results according to the dual operations of addition and infimal convolution of convex functions [1, 9, 11, 14, 15] .
Thus, the present paper is dedicated to one of the difficult and interesting fields  construction of duality of optimization problems with second order ordinary discrete and DFIs. The posed problems and their dualities are new. The paper is organized in the following order:
In Section 2, the needed facts and supplementary results from the book of Mahmudov [15] are given; Hamiltonian function H and argmaximum sets of a set-valued mapping F , the LAM, infimal convolution of proper convex functions, conjugate function for Hamiltonian function taken with a minus sign are introduced and the problems for second order DSIs (PD) and DFIs (PC) with initial point constraints are formulated.
In Section 3 necessary and sufficient conditions of optimality for second order DSIs are formulated, the dual problem for second order DSIs (PD) is constructed. In what follows, we prove that if  and *  are the values of primary and dual problems, respectively, then *   for all feasible solutions. Moreover, if a certain "nondegeneracy condition", that is standard condition of convex analysis on existence of interior point, is satisfied, then the existence of a solution to one of these problems implies the existence of a solution to the other problem, where *   , and in the case where
 the dual problem has a solution. Finally, duality relationship between a pair of optimization problems with initial point constraint established; it is proved that the Euler-Lagrange type adjoint DSI at the same time is a dual relation.
Section 4 is devoted to duality of discrete-approximate problem (PDA). Consequently, by using the first and the second order difference operators and auxiliary set-valued mapping, the problem for second order continuous-time evolution inclusions (PC) is approximated with associated discrete-approximation problem (PDA). It is noted that, transition to the problem (PDA) requires some special results on calculation of conjugate and support functions, connecting the dual problems In this work we pursue a twofold goal. First, we constructed a dual problem for a discreteapproximate problem to continuous problem (PC). Second, we use this direct method to establish a dual problem to a continuous Mayer problem. The construction of a dual problem to the latter is implemented by passing to the formal limit as the discrete step tends to zero. Finally, relying to the described method, we believe that within the framework of the idea of this paper a dual problem can be obtained for any higher order differential inclusions.
Needed Facts and Problem Statement
Further, for the convenience of the reader, all the necessary concepts, definitions of a convex analysis can be found in the book of Mahmudov [15] . Let n be a n -dimensional Euclidean space, , xu be an inner product of elements ,, n xy  and ( , xy) be a pair of , xy . Assume that :
n is a set-valued mapping from 2n n n  into the set of subsets of
is a convex subset of 3n . The set-valued mapping G is convex closed if its graph is a convex closed set in 3n . The domain of G is denoted by domG and is defined as follows domG 
Let int A be the interior of the set 3n A  and ri A be the relative interior of the set , A i.e. the set of interior points of A with respect to its affine hull Aff A . 
. 
. Thus, the conjugate of infimal convolution is the sum of the conjugates and this holds without any requirement on the convex functions. The operations  and  are thus dual to each other with respect to taking conjugates.
In Section 5 we deal with the Mayer problem for (PC) type of the evolution DFIs:
Here ( , ) : 
(PD) 21 ( , , ), 0,..., 2,
A sequence     . In what follows, to this end our further strategy is as follows: first to derive necessary and sufficient conditions of optimality for problems (PC) and (PD) and then to derive duality results for them. Definition 2.4 Let us say that for the convex problem (4) -(6) the nondegeneracy condition is satisfied if for points , n t x  one of the following cases is fulfilled:
(with the possible exception of one fixed t ) and  is continuous at x  is the optimal trajectory in the problem (4)- (6) 
Infimal Convolution and Duality for a second order DSIs
At first we consider the convex problem (4)- (6) . Let us introduce a vector
and define in the space ( 1) nN  the following convex sets
we will reduce this problem to the problem with geometric constraints. Indeed, it can easily be seen that our basic problem (4)- (6) is equivalent to the following one minimize () fu subject to
where A is a convex set.
In the sense of the terminology of second order DSI [18, 19, 21, 22] we are ready to give the necessary and sufficient conditions for the problem (2.1)-(2.3), which will play an important role in the next investigations. 
Moreover, if the nondegeneracy condition is satisfied, then 1   and these conditions are sufficient for optimality of the trajectory of  
Proof. In accordance with the nondegeneracy condition, it follows from Theorems 1.10 and 1.11 [15] that
Then the rest of the proof is the simple modification of proof of Theorem 5.1 [19] and so is omitted.  For construction of duality we need the following result. 
Proof. In fact, the proof of proposition inferred immediately from a definition of conjugate functions:
otherwise. [14] . By this result, if there exists a point 0 , uA  where f is continuous ( f is continuous on ri domf , however, f may have a point of discontinuity in its boundary), the optimal value of problem (7) is
Note that the nondegeneracy condition guarantees that a point 0 uA  having this property exists.
In general, it can be noticed that    
Then it is reasonable to announce that the dual problem to the primary problem (7) has the form
In addition, if the value of the problem (7) is finite, then the supremum in the problem (8) is attained for all * u . Recall that, the indicator function of intersection is a sum of indicator functions, that is, 
where * () ui
In addition, as is well known, the conjugate function of the indicator function of a convex set is the support function of this set, and by Theorem 1.25 [15] the converse assertion is true if the considered set is closed. Then we deduce that
, otherwise,
:
Further, from the relationships (9)- (11) , with the preceding notations, we conclude that
,
where the supremum is attained, if    . For further convenience, we denote 
Therefore, by Proposition 6.7.8 [14] , it can be conclude that 
Then taking into account (13) and (14) 
Further, it should be noted that on the one hand
and on the other hand
Therefore, inclusions (15) give 
where the vectors * ( ) ( 0,... 
On the other hand, it is not hard to see that the inclusions 01 * * * * * 0 0 0 1 1
As a result of summation of the equalities (17) 
Now we can simplify the last term in the right hand side of (20) 
Finally, introducing (21) in (20) 
.
Thus, taking the supremum in the left hand side of the latter relation on the set of arbitrary vectors 
. Hence, it is interesting to note that supremum here is taken over the set of solutions of the discrete Euler-Lagrange inclusion/equation.
Construction of Dual Problem for a Discrete-approximate Problem
In this section first of all we should construct the dual problem to discrete-approximate problem, associated to continuous problem (PC); assume that  is a step on the t -axis and 
     and associate with the problem (PC) the following second order discrete-approximate evolution problem minimize (23) to a problem of the form (4)- (6) 
we rewrite the problem (23) in terms of function  and set-valued mapping ( , ) Gt  as follows:
Now, our main problem is to construct a dual problem for the problem (24) . According to the dual problem 
Gt t 
Finally, we have the desired result:  is a constant real number, then for a function defined by
the conjugate function is computed as follows:
In addition, for a proper convex function (not necessarily convex)  the following statement is true:
Proof. By definition of conjugate function, we have 
On the other hand, by Theorem 1.27 [15] it is clear to see that 
, 
. (27) Then taking into account the substitution * 
Thus, introducing this formula in (27) 
respectively, are connected with the following inequality relation 
and recalling that the support function is positive homogeneous and subadditive, we derive the validity of the following relation 
where maximization is taken over the set * is its expression in terms of difference derivatives.
The Dual Problem for Convex DFIs
In order to establish a dual problem to the main problem (PC), we use a limiting process in dual problem * () DA P ; by passing to the formal limit as 0   , the obtained maximization problem will be the dual problem to the previous continuous convex problem (PC). It is not hard ro see that here the second term in the problem
is an integral sums and as the mesh of the partition  tends to zero, we have a definite integral of the integrant In order that to prove the duality theorem we need to formulate the duality relation. We shall prove the duality relation is the Euler-Lagrange type adjoint inclusion. To this end, in the following theorem are formulated the sufficient conditions of optimality for the second order convex DFIs with convex initial point nonfunctional constraints (PC).These conditions are more precise since they involve useful forms of the Weierstrass-Pontryagin condition and second order Euler-Lagrange type adjoint inclusions. In the reviewed results this effort culminates in Theorem 5.1. First, we formulate the reminded second order Euler-Lagrange type adjoint inclusion and transversality conditions for the problem (PC) (1) (1),
(1),
(1), . Consequently, maximization in this dual problem to primary problem (38) is realized over the set of solutions of the adjoint equation.
Conclusion
The paper under the "nondegeneracy" condition deals with the development of Mayer problem for second order evolution differential inclusions which are often used to describe various processes in science and engineering; the second-order discrete-approximate inclusions are investigated according to proposed discretization method; here we introduce a general model, that establishes a bridge between second order discrete and second order differential inclusions. First are derived necessary and sufficient optimality conditions in the form of Euler-Lagrange type inclusions and transversality conditions. Then we treat dual results according to the dual operations of addition and infimal convolution of convex functions. For construction of the duality problem skilfully computation of conjugate and support functions are required. It appears that the Euler-Lagrange type inclusions are duality relations for both prımary and dual problems and that the dual problem for discrete-approximate problem make a bridge between the dual problems of discrete and continuous problems. We believe that relying to the method described in this paper it can be obtained the similar duality results to optimal control problems with any higher order differential inclusions. In this way for computation of the conjugate function and support function of discrete-approximate problem a Pascal triangle with binomial coefficients, can be successfully used for any "higher order" calculations. These difficulties, of course, are connected with the existence of higher order difference derivatives in Mayer functional and discrete-approximate inclusions, respectively. Thus, the equivalence results for the conjugate functions and the Hamiltonian in the transition to the continuous problem are basic tools in the study of duality results; this approach plays a much more important role in construction of dual problems with second-order discrete and discrete-approximate inclusions. There has been a significant development in the study of duality theory to problems with first order differential/difference inclusions in recent years. As an open problem for further investigations, we mention the study of duality theory for an arbitrary higher-order differential inclusion. Besides, there can be no doubt that investigations of duality results to problems with second order differential inclusions can have great contribution to the modern development of the optimal control theory. Consequently, there arises a rather complicated problem with simultaneous determination of conjugacy of a Mayer functional depending of high order derivatives of searched functions. Thus, we can conclude that the proposed method is reliable for solving the various duality problems with higher order discrete and differential inclusions.
