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OIBLIOTECA
I PARTE: Aspectos biológicos y lingiiísticos.
11. PRESENTACIÓN
Este trnbajo se ocupn de la comprensión verbal, el interés por elln
nace de observnrln en distintns situaciones y contextos, abarcando desde
Ia vida cotidinnn hastn la psicopntología. Un momento importante se produce
durante Ia transición política española en los años 70, los discursos que
escuchaban los futuros votantes parecínn no ser comprendidos por la
mayoría de ellos. Si la deficiente, cunndo no nuln, comprensión (a
extendemos a la publicidad y propagandn, es de una enorme trnscendencia,
icómo se puede tomar una decisión sin saber lo que hnn dicho?.
Nuestro interés se centra en In pragmática del lengunje, dimensión
que se ocupa de la relación entre los signos y sus intérpretes (Morris,
1938), reglas que dirigen el uso del lengunje dentro de un contexto (Bntes,
1976), es decir, de (a competencia comunicativn, imprescindible y más en
nuestros días nl tener que desenvolvernos en In Sociedad de la
Información.
EI significado es (o importante, no es In palabra en si, sino lo que
significa para quien In escucha, por tanto defendemos la prioridad del
nspecto semántico del lengunjé, el significado es lo que determina In
comprensión.
La comprensión constituye la variable más relevante en el proceso de
adquisición del lenguaje, igualmente, la comunicnción hnbladn influye
poderosamente en las relaciones interpersonales, creándose entrnmados
comunicativos que comienzan con la dinda madre-hi jo, a la que van
sumándose miembros hnsta nlcanznr sistemas cada vez más estructurndos y
entrelazados. Así pues, consideramos que la evolución det individuo depende,
en gran medida, de In comprensión lingiiísticn, necesaria, nunque no
suficiente, para alcanzar el conocimiento.
z1. 1. Ob,^etivo de esta tesis.
Las preguntas a las que queremos responder son:
• ^cómo se pro ĉesn e) lengua,ye?
• ^cómo funcionan todos Ios elementos que intervienen en la comprensión?
• Len qué orden se produce el procesamiento lingiiístico?
Todo ello no sólo en su aspecto lingŭístico sino también psicológico, lo que
el sujeto pone, añade a esa comprensión, es decir, el lenguaje como conductn
personal. Para los conductistas el objeto de In conducta lingiiística es la
conducta verbal, mientras que pnra los psicolingiiístas generativos es la
competencia lingiiísticn.
La psicolingiiística nnce como ciencin interdisciplinar, auna psicología
cognitiva {Piaget, Vigotsky, Lurin}, lingiiística {Chomsky, Lakoff}, recibe
aportnciones de las ciencias biológicas {etología, neurología, fisiología} ,
ciencias socinles y antropológicas ( etnolingiiística, sociologín del lenguaje),
teoría de (n comunicación {nspectos no lingiiísticos, ciencias de In
computnción) y la filosofía {Russell, Wittgestein, Searle). Es pues, la
disciplinn que se interesa por averiguar qué procesos se emplean pnra habinr
y entender, qué recursos psicológicos emplean los sujetos para habinr y.
comprender, realizar inferencias desde una conducta (en este caso el habla}
parn Ilegar a In función psicológica.
Queremos resaltar el nspecto semántico del lengun,^e, por lo tnnto, si el
significndo es lo que determina la comprensión, In importnncia de (o que
"añade" e) su,yeto a lo que escucha es de una importancia crucinl.
Nos proponemos presentar un modelo de especificnción y
representación de comprensión lingiiística habladn, nsí nvnnznr en el
conocimiento de (a naturaleza de la comprensión y posibilitar el desarrollo
de métodos adecundos parn mejorarln dirigidos a cada sector de la
población y a sus necesidades específicas.
Consideramos que Ins dificultades podrían disminuir empleando las
nuevns tecnologías de la informnción, aprovechando los conocimientos
sobre PLN (procesarniento de) lenguaje natura^) y tos avances obtenidos en la
Tecnologín del Habla.
3Indudablemente la ĉomp.rensión del lengunje hablado es un cnmpo
nmplísimo que excede nuestro objetivo presente, por lo que no entraremos
en su vertiente emocionnl, ni en los procesos lingiiísticos patológicos, tanto
orgánicos ĉomo psicológicos. Queremos confeccionar un boceto que
posibilite trabajos posteriores.
A pesar de que lingiiistas como Lakoff, Rommetveit, Katz, además
de psicólogos y psicolingiiistas como Fodor, Miller y Garret, el estudio de
la comprensión de la comunicnción hablada no hn pasado de unos
hipotéticos modelos funcionnles o una descripción fenomenológicn. No
obstante, estos modelos funcionales están siendo utilizados en Tecnología
del Habla al existir en In actunlidnd herramientas que permiten
construirlos.
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Gracias a la selección natural todas Ias personas normales han de ser
cualitativamente idénticas, esto no significa que las diferencias individuales
senn irrelevantes. Partimos de la hipótesis de consideror que In
comprensión verbal es cualitativamente idénticn en todos los humanos,
yc que es urw facultnd procedente de In evolución de la especie,
defendemos que el núcleo de la comprensión verbol es de naturalezn
semántica.
las diferencics que se dán son de orden cunntitativo y debidns n
diferenciats individuales, variables organísmiccs y ombientoles. Los
progra^mas informáticos pueden imitar al hombre a niveles elementales
en este ccmpo, cl igual que lo estó hcciendo en otros.
Defendemos In tesis innatistn: el sujeto incorpora n lo externa lo
que la mente tiene. Consideramos que el lengua je es una parte de la mente,
es decir, de la cognición, como otras facultades (percepción, memoria,
inteligencia...). EI lenguaje parece ser independiente. Intuímos que
inteligencia y lenguaje pueden ir unidos, a pesar de que todavía no se ha
demostrado. Nos alineamos con los modelos que representan el lenguaye
como una estructura modular, en In que el procesamiento se produce de un
modo interactivo y en parnlelo.
41.2. Esttvctura de trabqjo.
Nuestro trabayo consistirá en dos grandes bloques, en el primero nos
ocupnremos del aspecto teórico, el lengua je fundamentnlmente en su
aspecto hnblado, en e) segundo bloque incluiremos 1as investigaciones
prácticns. Concluiremos con unn propuesta de mejora de la comprensión
ling^ística utiliznndo las nuevas tecnologías.
Este será el orden de exposición:
Bloque Primero : investignción teóricn.
Parte I: Aspectos biológicos y lingŭísticos.
Parte II : Tecnología del hnbla.
8loque Segundo : investignción práctica.
Parte III : Pruebas renlizndas con alumnos.
Prueba realizadn con computadoras.
Propuestn: Esquema de proyecto.
Parte IV: Propuesta
1.3. Un poco de historio.
Wa^tson escribe en su manifiesto programático de 1913 "La psicotogía
tal como la ve el conductistd': ..."parece Ilegndo el momento de eliminar
toda referencia a la conciencia en psicologín: la época en la que ya no es
preciso engañarse pensnndo que los ob,^etos mentales están siendo objetos
de observación. Lo que necesitamos es empeznr a trabajar en psicología
haciendo de la conducta y no de la conciencia, el punto objetivo de nuestro
estudio".
Skinner, más tarde, recurre al análisis funcional, dice que el
individuo no es consciente de la mnyor pnrte de las causns a las que obedece
su conductn, esas causns nunca gozan del carácter de una representación
mental, por lo que no es útil la conciencia para una ciencin de In conductn.
Muchos conductistas adoptaron los criterios neopositivistas de la
ciencia que postula: toda teoría científica comporta In efaboración de
constructos hipotéticos y permite el uso de términos no observacionales, así
5se diferenciaron de los _inductivistas _ Watson y Skinner. Esto ."no
observacional" se interpretaban como entidades mentales. Entre variables
independientes y dependientes era preciso introducir vnriables intermedins
o intervinier ►tes para ajustar el modelo resultnnte a la conductn que se
pretendía explicar.
Freud publica en 1900 su "Interpretación de los Sueños" y con ello
nace el psicoanálisis y el concepto de inconsciente; un inconsciente no
objeto de experiencia directa y, al Q ue sólo podemos acceder a partir de
los fenómenos que se manifiestan en la conducta humnna; un inconsciente al
que atribuye In función explicntiva del psiquismo humano.
Los seguidores de Freud y Watson habían coincidido en su arremetida
a la antigua psicología de la conciencia, pero seguían enfrentados sobre el
modelo psicológico que la debía sustituir.
En los años 50 la situación parece cambiar, no existe un acuerdo
genera) de los psicólogos sobre sus supuestos epistemológicos e
implicaciones teóricas, la orientación dominnnte es conocida como
"psicología cognitivo" y la mayoría de In psicología cíentíficn contemporánen
se ha vuelto a ocupar de lo mental.
Piaget, gran defensor de un estudio científico de las condiciones del
conocimiento humano, en una conferencia pronunciada en los años 70
contrapuso el "inconsciente cognitivo" al uinconsciente afectivo" del
psicoanálisis y expresó su confianza en la convergencia futura entre
psicología cognitiva y psicoanálisi ŝ .
Explicn Pinget que los informes verbales de un individuo y las
explicaciones conscientes se ajustarínn a reglns y estrategias diferentes de
las que en renlidad habrían intervenido. La posibilidnd de estos mecanismos,
vendría demostradas por las investigociones neurológicas de Primar, los
procesos de regulación cortical actuarínn de forma selectiva sobre los
estímulos admitiendo unos y rechazando otros.
Chomsky también admite el inconsciente, en 1976 publica "Lenguaje y
Conocimiento Inconsciente". AI igual que Piaget, este autor tratn de
mostrar el paralelismo entre sus investigaciones y el psicoanálisis
estableciendo analogías entre los análisis del trabajo del sueño y e) de las
reglns de In grnmática.
6Chomsky defiende dos tesis:
• Considern que no existe obstáculo alguno pnra recurrir en la explicación
de las conductas de organismos comple,yos al Ilamndo "estilo Galileo", es
decir, la ciencia que se ocupe de tales conductas estnría legitimnda nl
igual que lo están las ciencias nnturales. Se pueden construir sistemas
abstrnctos y estudiar sus propiedades específicas y dar cuenta de
fenómenos observados de mnnera indirecta.
• En el nnálisis de In estructurn del lenguaje, sería preciso ndmitir en su
explicación reglas y principios, en gran medida inconscientes y que están
más allá de unn experiencia consciente.
En Chomsky, las estructuras inconscientes son innctcs e inaccesibles
por principio, no se trata de contenidos o representnciones {como en el
psicoanálisis), sino de mecanismos regulndores de actos y operaciones
mentales.
EI estudio de la mente lo realizan muchos investigndores de acuerdo
con In propuesta chomskiann, estudiando los principios y estructuras
psicológicas que subyacen n nuestros procesos cognitivos y a nuestrns
acciones.
Las investignciones sobre escucha dicóticn han demostrando la
existencia de efectos de un procesamiento semántico o no consciente del
significado de pnlabrns (Coorteen y Wood,1972; Foster y Govier, 1978).
En los años 40, en E.E.U.U. se desarrolló un progrmm^ de investignción
New Look, estudiaban las "percepciones no percibidns". Shevrin {1978}
estudió respuestas corticnles de estímulos presentados subliminalmente.
Spence (1961, 1962, 1977} afirma que no sólo se suscitan asociaciones a
partir del significado de una palnbra que ha sido percibida a un nivel
subliminnl sino reacciones más amplins y varindas.
La teoría disociacionistn de Hilgard plantea la hipótesis de la
conciencia divididn, unn conciencia en la que determinadas partes o sistemns
funcionnn nutónomnmente escnpándose al control voluntario.
Centrándonos en el lengua je, las dos posturas extremns: genetistas y
ambientalista; representan dos corrientes filosóficas diametralmente
opuestas: el racionalismo y el empirismo. Discrepan en sus planteamientos,
defendiendo la primera que la maduración en la adquisición de) lengua je se
produce según un plan genéticamente predeterminado, inmutable y
marcando una secuencia de las distintas etapas cualitntivamente, siendo el
ambiente sólo una función desencadenante. En el otro extremo, la
ambientalista considera que el hombre solamente está preparndo para
reaccionar ante su medio ambiente. Las consecuencias de todo orden que se
deriven de situarse en una de ellas no se nos escapan. En este traba jo,
nos situamos en et paradigma racionalista, manifestamos que el ler^guqje se
ndquiere.
2. EI. SISTEMA NERVIOSp CENT'RAL (SNC). 6ENERALIDADES.
E) sistema nervioso central lo forman una serie de estructuras
nerviosas que aseguran el funcionamiento de los distintos aparatos del
organismo, el SNC se relaciona con ellos por medio de dos tipos de nervios:
craneales y espinales, pertenecientes al sistema nervioso periférico.
La unión de Ios dos sistemas, el central y el periférico, aseguran el
movimiento y(os diversos tipos de sensibilidad (vida de relación). EI
funcionamiento visceral (v ►da vegetativa) es posible gracias al Sistema
Nervioso Autónomo (SNA) dividido en simpático y parasimpático.
EI SNC o cerebroespinal lo forman: La médula espinal, el tronco
cerebral, el cerebelo y el cerebro; su con junto constituye el neuroe je. EI
encéfalo está formado por e) tronco cerebral, el cerebelo y el cerebro, está
contenido en el cráneo. EI e(emento básico del sistema nervioso es la
neurona.
La génes'rs del sistema nervioso se produce a partir del ectodermo, o
capa celular externa de un embrión humano durante la tercera y cuarta
semana después de la concepción. EI SNC empieza con (a placa neural, una
lámina plana de células ectodérmicas situadas en la superficie dorsal del
embrión. La placa se pliega dando una e ŝtruĉtura hueca Ilamada tubo neural.
EI extremo cefálico del canal centrai se ensaricha para formar los
ventrículos. EI sistema nervioso periférico deriva en gran parte de las
8células de (a cresta neural y de fibras nerviosas motoras que salen de la
parte inferior del cerebro, a nivel de cada segmento de la futurn médula
espinal. (Fig.:i).
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Figura 1: Génesis el sisfiema nervioso. ,
Izda. Visión externa y dcha. Sección tr.ansversal a la mitad de la futura médula espinal.
9Ĉ .1. l.n neUrORa.
La célula nerviosa recibe el nombre de neurona, está formnda por
tres regiones celulares: e) cuerpo celular, y dos tipos de prolongaciones, Ins
dendritas (fibras cortas múltiples} y el axón (fib^a Iarga ún^ca}. Es la piezn con In
que se construye el cerebro. EI cuerpo o soma de la céluln contiene el núcleo
de la neurona y la mnquinnria bioquímica pnra la síntesis de enzimas y otras
moléculas esenciales para la vida de In célula, In forma hnbitual del cuerpo
celular es de tipo esférico o piramidal, las dendritas son expansiones en
forma de tubo, se ramifican rápidamente formando arbustos atrededor de
la céluln. Por las dendritas recibe las señales de entrada (aferentes}. EI axón
se expande a partir del cuerpo celulnr, por esta vín In señnl puede ir a larga
distancia, al ^cerebro o a otros lugares del sistemn nervioso. Dendritas y
axón son diferentes tanto en estructurn como en membrana externa.
Los cuerpos neuronnles se ngrupan en masns que constituyen In
sustancia gris; las prolongnciones, enweltas en vainas de mielina, color
binnco nacnrndo, se organizan en fascículos que forman In sustancia blanca.
EI cerebro funciona según la información que fluye a través de
elnborados circuitos consistentes en redes neuronales. Las sinapsis son los
puntos de contncto por (os que la información es transferida de unn a otra
célula. Una neurona puede tener entre 1.000 y i0.000 sinapsis y recibir
informnción de otras 1.000 neuronas.
Las neuronns poseen Ia ^ mismn organiznción genernl y aparato
bioquímico que el resto de las células corporales, sin embnrgo poseen
cnrncterísticns únicns que permiten que las funciones cerebrnles se realicen
de manera muy distinta a Ins de los demás órganos. Entre esta
especializnción neuronal citamos la formn celulnr característica, unn
membrana externn que genera impulsos nerviosos y una estructura única, la
sinnpsis, para transmitir información de una neurona a In siguiente.
Las sinnpsis suelen producirse entre el axón de unn céluln y la
dendrita de otra, aunque también hny entre axón y axón, dendritn y
dendrita y entre axón y cuerpo celular.
En una sinapsis el axón suele dilatarse en forma de botón terminal,
es Ic pnrte de la unión que libera lo intormoción, este botón contiene
estructuras esféricas pequeñísimas Ilamadas vesículas sinápticas, cada una
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con varios miles de moléculas de transmisor químico. Cuando Ilegn un impulso
nervioso al botón terminal, algunas vesículas descargan el contenido en la
hendidurn que separa el botón de la membrana de otrn dendritn celular, que
recibe el mensaje químico, la información pnsn de una neurona a otrn por
medio de un transmisor. Uncts sinapsis son excitatorias y otras inhibitorins
según senn cnpaces de activar la puesta en marchn o cancelar señales.
Además de ser la neurona la base de Ia construcción del cerebro,
otras células también están presentes, como Ia glía, ocupando el espacio del
sistema nervioso no utilizado por las propias neuronns, proporcionn soporte
estructural y metnbólico n In red.
Otra célula es la de Schwnn, está en todo el sistema nervioso, todos
los axones están revestidos por estns célulns, la céluln de Schwan envuelve
el axón durante el desarrollo embrionario, son capas de aislamiento
conocidas como mielina. Esta vaina de mielina se interrumpe cada milímetro
por los nódulos de Rnnvier, el impulso nervioso viaja saltando de nódulo en
nódulo, es dónde el líquido extracelular hace contacto con la membrana
celular, se gana con ello rnpidez en el impulso nervioso. A lo largo del axón
In membrana está especinlizadn en propagar un impulso eléctrico.
Las proteínas de la membrana son clave pnra Ia comprensián de (a
función neuronal y por consiguiente cerebrnl. La neurona, igual que el resto
de las células, es capaz de mantener en su propio interior un líquido de
composición diferente del encontrndo en el exterior, la concentración de
sodio y potnsio es la diferencia más acusnda, el externo contiene 10 veces
más sodio y el interno 10 veces mú.s potasio. La bomba de sodio-potnsio es la
encargada de mantener este equilibrio, los canales sodio-potasio son los
encargndos de la salida y entrnda de los iones que cambinn el potencial
interno de la membrana regulando la actividad eléctrica.
Se bara ja la cifrn de 10 elevado n 11 el número de neuronos que
formnn el cerebro humano. Se afirmaba que la neurona no se divide después
del desarrollo embrionario, por ello la dotación origina) de un individuo debía
servir para toda la vidn, prevaleciendo la hipótesis del desarrollo cerebral
durante los tres primeros nños de vida, no obstante, las nuevas
observnciones demuestrnn que las experiencias acumuladns durante In
adolescencia y en la ednd adulta pueden afectar a In estructura física del
cerebro.
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Ln neurogénesis estn siendo est^^diada por científicos europeos y de
Estados Unidos (Elizabeth Goould y Charles Gross 1999}, por tnnto, se
tambnlen la hipótesis asumida durante los últimos cien años que defendía el
dogma irrefutable de In incapacidad de creación de nuevas neuronns en el
cerebro adulto humano.
Un estudio de In Universidad de Harvard presentndo en el seminnrio
"Biología y patología cerebral" celebrado en los Cursos de verano de la
Universidad Menendez Pelayo del pasado año, concluye que: "se puede Ilegnr
n los 104 años con un cerebro npnrentemente normal", Kathy Newell,
neuropatóloga del Hospitnl General de Massachussets que participó en dicho
estudio, nfirmó: "se puede Ilegar a centenario sin enfermedades asociadns
a los procesos degenerntivos" está nfirmación es producto de un estudio
realizado entre 74 personas mayores de cien años. La Fundación Pfizer fue
la organizadora del seminario. Una cosa es el envejecimiento y otra In
degeneración, nos remontamos a la expresión: " lo que no genera, degenern".
2.2. EI cerebro
Está formndo por dos grandes masas laterales, los hemisferios, su
unión se realizn por formaciones medinles. La superficie de cnda hemisferio
presentn numerosas hendiduras de distintn profundidad, esto nos permite
reconocer los diferentes lóbulos y en cada uno, diversas circunvoluciones.
En su morfologín externa distinguimos:
Ln cisura de Silvio está situada en In cara externa, es muy profundn,
sale de la pnrte nnterior del borde inferior, continunndo hacia ntrás y hacia
arriba. La cisura de Rolando, comienza en el borde superior, de dirección
hacia aExijo y hacia delnnte, siendo menos profunda. Otra menor, la cisura
perpendicular externn se inicia en el borde superior cercn al polo posterior.
Estas tres cisuras nos permiten distinguir cuatro lóbulos: frontal,
temporal, parietnl y occipital.
En su morfología interna, muy complejn, sobre todo en In unión de los
dos hemisferios diferenciamos: Los ventrículos, Ilenos de líquido
cefalorraquideo; la sustancin gris, divididn en dos zonns: el córtex y los
núcleos grises centrales; por último, la sustancia binnca, formada por (os
axones que relacionan los hemisferios con la médula espinal. Y por los
axones de asociación.
DIDLIOTECA
IZ
EI cerebro es un tejido, compuesto por célulns, como cualquier
tejido, aunque de células muy especializadas, funciona y siguen las leyes
según señales eléctricas y químicas que pueden detectarse, registrarse e
interpretarse, puede cartografiarse, por lo que puede ser objeto de
estudio. La obra de Santiago Ramón y Cajal "Histologie du systéme nerveux
de I' homme et des vertébrés", que fue publicada en español en 1899 con el
título "Textura del sistema nervioso del hombre y los vertebrados", todavía
es la obra más importante en neurobiología, ahí comienza e) estudio. (Fig. 2).
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Figurc 2: Mctpa del cortex
13
2.2.1. EI desarrollo del cerebro.
EI cerebro crece en número de neuronas a razón de cientos de miles
por minuto, esto sucede durnnte el desarrollo uterino, el gran problema de
la neurobiologín es ^cómo las neuronas encuentran su lugar y estnblecen Ins
conexiones adecundas?.
La inducción neural es el proceso mediante el cual algunas célulns de)
ectodermo o capa externn, del embrión en desarrollo se transformnn en el
tejido especializndo a partir de) cunl se desarrollan e) cerebro y la méduln
espinal. EI suceso crítico en In inducción neural es la interacción del
ectodermo con una parte del tejido Ilamado mesodermo, esto es conocido
desde el año ^ 1920, no sabemos la naturaleza de esta interacción, pero
parece ser que hay transferencia desde el mesodermo a) ectodermo de
ciertas sustancias y el resultado de esta trnnsferencia es que el tejido
ectodérmico queda implicado en In formación del tejido neural.
Ln primera pnrte del mesodermo, asociada con el ectodermo induce
estructuras del cerebro nnterior, In siguiente porción (leva a la formación
de estructuras del cerebro medio y posterior, In última parcela que crece
bajo el ectodermo formará la médula espinal.
Una vez determinndas las principales regiones del sistema nervioso en
desarrollo, sus potencialidades quedan progresivamente limitadas al
continuar el desnrrollo. ^
EI número de células de la placn neural es pequeño (125.000), no
cnmbia durnnte (a formación de tubo neural, sin embnrgo, una vez cerrndo
la proliferación celular es rápida transformándose In placa neural en unn
lámina epitelinl gruesa localizándose los núcleos celulares n diversos niveles.
EI número de neuronas inicialmente formadas en cualquier región de)
cerebro viene determinado por tres factores:
• Duración del periodo proliferativo en conjunto (varía desde unos días a
semanns).
• Duración deI CiCIo CelUlar (en embriones jóvenes es de unas pocas horas, al avanzar
el desnrrollo puede Ilegnr a ser de cuntro o cinco díns).
• EI número de células precursoras de Ins que proviene In población neural.
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Ln mayoría de las neuronas se generan junto o en el forro ventricular del
tubo neurnl y pasan a instalarse a cierta distancia de esta capa, por lo que
pasan por unn fnse de migración después de finaliznr el ciclo proliferativo, a
veces, las células emigran de la zona ventricular, pero continúan
proliferando. Lm m^yoría de las migrnciones de las neuronas implican el
movimiento de células postmitóticas. EI proceso de la migración neuronal
parece ser ameboide en la mayorín de los casos. Es un procedimiento lento,
siendo la tasa de migrnción promedio del orden de una décimn de milímetro
por día.
Hay desorientación en algunas células durante su migración y ocupan
posiciones anormnles, estos extravíos neuronales (ectopías) concluyen con la
eliminación de esas células durante los estadios posteriores del desarrollo.
Ya alcanzndo el emplazamiento por las neuronns migrntorias, éstas se
suman a otras células de tipo similar parn formar mnsns corticnles o masns
nucleares. Unn característica de la ngregnción celular en el sistema nervioso
en desarrollo es que en la mayoría de regiones del cerebro las células no
sólo se adhieren una a otra sino que también ndoptnn alguna orientación
preferencinl, un eyemplo es que en la corteza cerebral la mayoría de Ins
grnndes neuronas piramidales están alineadas de forma regular con sus
dendritas apicales prominentes dirigidas hacia ln superficie y sus axones
dirigidos hacia ln sustancin blanca subyacente.
Uno de los rasgos más sobresaliente en el desarrollo de las neuronns
es In progresivn elaboración de sus procesos, siendo este un nspecto de su
diferenciación, también adoptnn un modo particular de transmisión (la mayoría
genernn potenciales de acción, algunns sólo presentan transtnisión decreciente) y
selección de uno u otro de las dos modos de interacción con otras células
(formación de sinapsis para proporcionnr liberación de un trnnsmisor químico o forrnación
de uniones para proporcionnr interacción eléctrica de las células).
Otro problema en neurobiologín del desnrrollo es cómo son capaces
los axones de encontrar su camino, sabemos que se produce un crecimiento
direccionalmente guiado.
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Otra caracfier.ística del cre^imiento neurona) es que Im m^yoría de
neuronas parecen generar muchos más procesos de los necesarios o de los
que son capaces luego de mantener, por ello la mayoría de neuronns jóvenes
poseen un riúmero importante de procesos cortos de) tipo dendrita, de los
que todos excepto unos pocos se retraen más tarde al madurar la célula, así
mismo, In mayoría de axones en desarrollo establecen más conexiones de las
necesarias en estado maduro y son eliminadas muchns, en algunos casos
todas excepto una de las conexiones del grupo inicial. Igualmente los
axones tienden n crecer asocindos a sus vecinos (fasciculación).
Pero e) problema más importante en el desarrollo del cerebro es cómo
las neuronas establecen configuraciones específicas de conexiones, la
aleatoriedad resulta insostenible, la mayoría de las conexiones formadas
parecen quedar establecidas con precisión durante una fase precoz de)
desarrollo, son específicas no sólo de determinadns regiones del cerebro
sino de determinadas neuronas (a veces, de partes concreta de ciertns neuronas}. La
afinidnd química es la hipótesis, defendidn por W. Sperry, más aceptada.
Considerando que e) cerebro humano desarrollado contiene
aproximndamente cien mil millones de neuronas y prácticamente no se
nñaden después del nacimiento, se puede calcular que las neuronas se
generan en el cerebro a un promedio de más de 250.000 por minuto.
Es de señnlar que e) desarrollo del cerebro, como el desarrollo de
otras estructuras biológicas, no se da sin error, pueden apnrecer durante
(a migración neuronal, tnmbién en el establecimiento de Ins conexiones, a
veces estos errores son eliminados en estndios posteriores del desnrrollo.
Lo importnnte es que apnrezcan errores con poca frecuencia y que suelan
ser eliminados de manern eficaz.
En la figurn 3 podemos observan el desarrollo del cerebro humano:
fases embrionarias con sus tres partes principales (cerebro anterior, cerebro
medio y cerebro posterior}, se originan abultándose en el extremo cefálico del
joven tubo neural. En los seres humanos los hemisferios cerebrales
terminan por crecer por encimn del cerebro medio y del cerebro posterior y
cubren parcialmente el cerebelo. Lns circunvoluciones de la superficie del
cerebro nparecen hacin In mitad del embarazo.
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Figuro 3: Desorrollo del cerebro humono
2.2.2. Lo químico en el cerebro.
Las célutns vivas son capnces de producir energía química mediante fa
oxidación de nutrientes y son capaces de mantenerse y autorrepararse, la
neurona posee estn maquinaria.
La neurona debe transmitir el impulso nervioso y mantener unos
gradientes iónicos, esto implica un alto consumo energético, igualmente
debe fabricar y liberar unos mensajeros químicos (los neurotransm^sores). Esta
función se produce en las sinapsis.
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Las sinapsis que i_nciden sobre unn neurona cerebrnl pueden ser .
excitatorias o inhibitorias según e) tipo de transmisor que se libere, las
primeras poseen vesículas redondeadas y un engrosamiento en la membrnna
postsinápticá, ias segundas tienen vesículas aplanadas y densidad
postsináptica discontinuas.
También podemos clasificar las sinnpsis en razón de su posición en (a
superficie de Ia neurona receptora. Pueden establecer contacto con e)
cuerpo celular, con el tronco de las dendritas o con las "espinas" que
sobresalen de las dendritas o del axón. (Fig.4).
\...~^ ^
.aIP.7iY:p.yxá CtTKF V4ti4q ^^SF1NP+
^ -^ _. ... _.--.... _. _ ...
-----__ ---
--..^_.__._:...:_.^
.
:i{.'....
Figura 4: Sinapsis
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Se considera el número de unas 30 sustancias que realizan función
trnnsmisora en el cerebro y cada una posee un efecto característico,
excitador o irihibidor sobre la neurona cuyos axones se proyectan sobre
otras regiones cerebrales específicas.
Metabólicamente el cerebro es el órgnno del cuerpo de maryor
consumo energético, e) consumidor de energín mús activo, se refleja en su
amplia irrigación y su activo consumo de oxígeno. E) cerebro es sólo un dos
por ciento del peso corporal total y su velocidad de utilización del oxigeno
(50 mililitros por minuto) alCanza un 20 por ciento de la utilización total de
oxigeno en reposo.
La neuronn se distingue por su elevada sensibilidad, las sustancias
tóxicas incorporadas en el torrente sanguíneo, o los aminoácidos pueden
nfectarla. Estn especial sensibilidad puede ser In rnzón por Ia cual el
cerebro está aislado de In circulación general por medio de un sistema
selectivo de filtrnción Ilamado bnrrera hematoencefálicn. La eficncin de
esta barrera se debe n la impermeabilidnd relativa de los vasos snnguíneos y
n la presencia, alrededor de los vasos, de densas capas de células glía (célulns
de soporte del cerebro). Las moléculas pequeñas como el oxígeno atraviesan sin
dif icultnd la barrera y la glucosa es captnda por mecanismos especiales de
transporte activo.
Trastornos químicos subyncen n enfermedades muy extendidas como:
In epilepsia, la demencia senil, la esquizofrenin, la depresión, igunlmente los
sistemas de trnnsmisión del cerebro nos pueden proporcionnr pistas pnra
comprender los mecanismos químicos del nprendizaje, la memorin, el sueño,
el humor etc.
2.2.3. La especinlizcció^ del cerebro.
Los sistemas nerviosos de todos los animales tienen en común un
número de funciones básicns como el control de movimiento y el anólisis de
la sensnción. Lo que distingue crl cerebro humono es /o copucidcrd de
oprerrder uncr gron vcrriedcrd de octividcrdes Lcr más sobresulíente es el
lenguuje.
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Cndn hemisferio posee unns habilidades comprobadns en su jetos a
los que hn.^ sido necesnrio, por medio de procedimientos Quirúrgicos,
seccionar (os hnces de fibrns nerviosas que los conectan {el cuerpo calloso).
Nadie nace hablando , pero todo el mundo nprende a hablar y n
entender la palabrn hablada, y todas las culturas nprenden n leer y a
escribir. También sucede con la música, personas sin instrucción identifican
y reproducen melodíns, el dibu jo de figuras senci Ilas está al nlcance de
todos.
Sabemos Que hny zonas en el córtex cerebral esencinles pnra Ins
aptitudes lingiiísticas. Ciertas estructuras de la superficie interna de In
parte inferior del lóbulo temporal incluido el hipocampo son necesarias parn
retener los recuerdos. Algunos grupos neuronales definen con toda
precisión una función como el reconocimiento de rostros. Cnpacidades
musicales y artísticns parecen depender de sistemas cerebrales
especializndos.
Es decir, uno cvrcrcterísticu del cereóro humuno es IQ monera de
repvrtirse lvs funciones en los hemisferios cereórales, no es simétrico y
snbemos que existe preferencia por la utilización de unm m^no u otra,
controlando el lado izquierdo del cerebro la derechn y a la inversn. Entre
las personns en las que es dominnnte el córtex del lado derecho se
encuentrnn predisposiciones y aptitudes pnra In músicn y reconocimiento de
patrones visuales, expresión y reconocimiento de la emoción.
Las funciones sensoriales y motoras se sitúnn en un nrco que se
extiende, cruzando e) cerebro por In parte superior, de oreja a orejn,
paratelo a este arco está el área somatosensorial, (somatestés^ca) primaria,
recibe señales procedentes de la piel, los huesos, nrticulnciones y músculos.
{f ig. 5).
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Figurn 5: Funciones sensorinles y motorns.
(Geschwind, N.1979).
En la parte posterior del cerebro, en la superficie interna del lóbulo
occipital, está la corteza visunl primaria. Las áreas nuditivas primarias se
encuentran en los lóbulos temporales; el olfato en la cara inferior del lóbuto
f rontal.
A veces se estudian respuestas suscitadas al estimular
eléctricamente varios puntos del cerebro en pacientes conscientes durante
una intervención quirúrgica, así se puede cartografiar regiones responsables
de varias funciones.
Las especinlizaciones de los hemisferios fueron estudiadas en sujetos
que habían sufrido daño cerebral esto se produjo a finales del siglo XIX en
Francia por Jules Déjerine y en Alemania por Hugo Liepmann, el daño lo
ocasionaron congestiones. Enfermedades como la epilepsia se han aliviado
aislando los hemisferios, seccionándolos quirúrgicamente las comisuras.
Estos pacientes de "cerebro dividido" han aportado estudios tlevados a cabo
por Roger W. Sperry del Instituto de Tecnología de California. Doreen
Kimurn ha estudiado la (lamnda "escucha dicótica" en cerebros intactos.
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No entraremos. en la descripción y,funcioneS de las distintns
estructuras, sólo señalaremos brevemente las áreas implicadns en el
lengua je.
En los años 1860 fue el investigador francés Broca quién observó que
unn lesión en una determinada zona producía una nfasia, desorden del hnbla.
Esta zona se sitúa n un lado del lóbulo frontnl, hoy recibe el nombre de área
anterior del lengunje o área de Brocn, situadn en Ia tercera circunvolución
frontal, a la altura de In sien, es la encargnda de la construcción y
planificación sintáctica, es decir traduce los mensajes en una secuencin
ordenada de movimientos de los músculos que intervienen en la producción
del hnbla, una lesión a este nivel perturba (a capacidad de hablar y escribir,
no la comprensión del lengua je ni la lectura.
En un segundo descubrimiento señnló que la lesión en el área del lado
izquierdo de) cerebro originabn (a afasia, en el derecho dejaba intactn In
facultad de hablar.
Otro tipo de afasiay fue descrita en 1874 por el investigador alemán
Carl Wernicke, se origina tras la lesiona del lóbulo temporal del hemisferio
izquierdo. Estn región recibe hoy el nombre de área de Wernicke, se
encuentrn entre el córtex nuditivo primario y una estructura Ilmm^da giro
angular.
EI área de Wernicke está situada entre la circunvolución tempornl
superior y el lóbulo parietal, un poco por detrás y encima del oído, se
encargn de la codificación y desĉodificación de los mensajes, unn lesión en
esta zona inhabilita para la correcta comprensión y producción del lengua,^e
habindo o escrito.
l.as dos áreas están conectadas entre sí por un haz de fibrns
nerviosas, el fascículo arqueado.
Partiendo del análisis de esos defectos Wernicke formuló un modelo
de la producción del lenguaje en el cerebro. La estructura subyacente de un
enunciado se origina en el área de Wernicke, a continuación, pnsa por el
fascículo arqueado al áren de Broca, allí se origina un detallado y coordinado
programa de vocnlización. Este programa es transmitido al área anterior
subyncente del córtex motor, que activa los músculos adecuados de la
boca, los labios y la (engua, laringe y demás.
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EI área de Wernicke también interviene en la palabra hnblada
comprendidn, el leer y escribir. AI oír una palabra el sonido es recibido en
el córtex auditivo primario, pero la señal pasa a través de la adyacente áren
de Wernicke ŝ i ha de ser entendida como mensaje verbal. Cuando leemos
uha palabra, el patrón visual (proveniente del córtex visual primnrio) es
transmitido al giro angular, el cual opera una transformación que elicitn en
el área de Wernicke In formn nuditivn de Ia palabra. EI escribir unn palabra
respondiendo a una información oral requiere que la información recorra las
mismas sendas en la dirección opuesta: del córtex nuditivo al área de
Wernicke y al giro angular. Fig. 6 y fig. 7.
^ }^ 14F^^^4E ^^ ^r ^ ^i 5i^:lsi ^
^..^^'^^ ^^n:.^^^^^ Ĉ^t^^^
^^F?m^ ^E:.^IC^^(;:^t.:^.
,;^i"i^,^. ,^lá,^,:^-^.^tz;^ F'^ ŝ F^,'r`^i^! ^.
á.^^ ^^-.^^ t 6:.4' y^^l:^}^T^l:f:
'^,"^^:^f^±.^^.^ :^^^^:^i*.^,i^^^
:^:F+?^r? ^; ^ "^^`^E^^-:€^-'±!^
Figurn 6: Palcbrc oída
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Figurn 7: Palnbrn escritn
La localiznción parece ser precisn, esto no significa que Ios
neurotejidos destruidos no se regeneren nunca, parece que, al menos en
parte, las funciones pueden ser asumidas por otras partes del cerebro
(plasticidad cerebral), es probable que exista una reserva alternativa de saber
acumuladn en el Indo opuesto del cerebro. Algunos pacientes tienen más
probabilidad de recuperar su habilidnd lingiiística que otros, los niños de
menos de 8 años son los que obtienen me jor recuperación y las personas
zurdas progresnn más que las diestrns. Esta relación entre habilidnd de las
manos y recuperación de las áreas del lengun je que estuvieron lesionadas,
sugieren que no son independientes totalmente el dominio cerebral de la
habi lidad del lengua je y el de las manos.
Más de veinte años Ilevan investigando el matrimonio Damasio Ins
bases neurales del (engua je, (Damasio, H. y Damasio, A.R. 1989) (Damasio,
A.R., 1992), afirmando que las estructuras acabarán por ser desentrañadas
y hallaremos su expresión cartográf ica.
3. LA ENCEFALIZACIÓN
La disciplinn que estudin el ritmo del desarrollo del sistemn nervioso
en las especies que han precedido a los humanos se Ilama Pnleoneurología,
los datos los deducen de los fósiles, hábitats, herrnmientas, costumbres
etc. Los pasos evolutivos pueden así ser estudiados, es lo que Jerison {1973)
ha nombrado como "inteligencia biológica".
La relación existente entre volumen cerebral y volumen corpornl, la
encefalización, se ha utilizado para separar los vertebrados superiores de
los inferiores. Podemos aceptnr que los sistemas anatómicos que formnn e)
cerebro evolucionaron con distinta velocidad en intensidad, {Pnssinham,
1990). Éste autor ha calculado los tamaños, concluyendo que hay
estructuras que han evolucionado más que otras. EI tronco cerebral y el
bulbo no han aumentndo apenns, pero el diencéfalo presentn un ligero
incremento. Más desarrollo se ha producido en el hipocampo en humanos y el
neocórtex es Ia parte que presenta e) máximo grado de evolución. Le sigue
en expansión la corteza premotorn, por delante de Ia sensorial, siendo las
áreas corticnles de asocinción las más desarrollndas.
La separación entre el chimpancé y la línea que Ilevó nl homo sapiens
se produjo hace 5 millones de años. Posteriormente el nustralophitecus hace
4 millones de años persistiendo hnsta hnce 1,5 millones. Según Stringer y
Andrews, a partir del homo erectus, entre 1,5 y 0,3 millones de años, la
especie humana pnrece distinguirse. Hace 250.000 años parece ser que
nparece el homo snpiens arcaico corisiderado como nuestro antecesor
EI °cociente de encefnlización" {EQ) es lo propuesto por Jerison
{1973) pnrn cunntificar el grado de encefnlización, lo define como la
relación que existe entre el tamaño cerebral de una especie, comparándolo
con el de otras y en relación con sus tamnños corporales. Los "moldes
virtuales" o de plástico obtenidos con tomografía computarizada de los
cráneos fosilizados de diferentes animales nos permiten snber el volumen
de estos cerebros, el tmm^ño corporal lo determinan reconstruyendo restos
de esqueleto fosilizndos EI valor 1 al EQ se ad judicó a los presimios
{Jerison, 1973) nceptando Passinghan igualmente éste valor, partiendo de
esta cifrn han diseñado una escala de encefalización desarrollada en los
últimos 5 millones de años.
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Los monos d^ gran tnmaño poseían un cociente de 2,5 que ha ido
aumentnndo hasta el homo sapiens nlcanzando en desarrollo del tamaño del
cerebro humano. Se considera que el tamnño cerebral humano es el triple,
por gramo de masa corporal, comparado con el de cualquier primate y 7
veces más que el promedio de los mamíferos.
EI australopitecus no se desplnzaban del territorio, no utiliznba
instrumentos o herrnmientas, ni cazaba sistemáticnmente. La bipedestnción
permitió a los homínidos mayor supervivencia y un desnrrollo funcionn)
mayor, se produce en un momento de la evolución. Gould indica que estn
particularidad debe considerarse como uno de (os pasos evolutivos de
mayor trascendencia. Se producen cambios anatómicos y funcionales que
permitieron In bipedestnción, cnmbió no sólo el fémur y In pelvis sino pies,
manos, cn,^a torácica y con ella el aparato respiratorio. Se produce un
mecanismo de locomoción eficaz, nhorro energético, a cnmbio se
convertían en presa fáci) para los depredndores de (a snbana, esto parece
indicar que paralelamente desnrrollnron estrategias sociales y ngrupnciones
que les permitían nnticipar el peligro. La estabilidad social se bnsaba en la
cooperación, esto se identifica en los actuales chimpancés.
Las primeras herrnmientas tardaron un millón de nños, pero al liberar
las extremidades superiores podían realizar pe4ueñas funciones.
EI homo-hnbilis sucede nl nustrnlopitecus en los dos millones de nños
siguientes, caminabn erecto y su forma craneal se asemejaba al
australopitecus, pesaba unos 40 ki los, su cerebro era nlgo mayor y su QE
era de 4,5. Utilizaba artefacfios de piedrn, por ello se le ha podido incluir en
el género homo, no se snbe si esos ob jetos eran herramientas u ob,yetos
encontrados, parece ser que los utilizaba para partir frutas o nueces, estas
herrnmientas primitivas se denominan oldowcrn.
EI homo erectus, con un QE de 5 y 6 sucesor del nnterior, presenta
un salto evolutivo en algunos procesos cognitivos, superándoles
cualitativamente, lo demuestran los restos fósiles encontrados, tenía más
tnmaño cerebral, estntura y una cultura. Aparece hnce 1,5 millones de años
y durante centenares de años sobrevivió. EI crecimiento del cerebro nlcanzó
los 900 cc, posteriormente 1.100 cc. equivnlentes al 80 % de) volumen
cerebra) de los humanos actuales. En los fósiles se pueden observar las
cisurns de Rolando y Silvio, un cerebelo prominente junto con una expnnsión
de los lóbulos frontales y temporales más unn expnnsión del lóbulo parietal.
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. Los ob jetos encontrndos al lado de sus restos adquieren_ formas _que
varían según su función. Se sabe que era omnívoro y la nngulnción craneal
ndvertín de un descenso de In laringe, nunque no suficiente para el
desarrollo del^^lenguaje, este descenso le permitía fácil respiración nasnl
con el consiguiente aumento del aporte de oxígeno e incremento de su
cnpacidad energética. Mnntenín estructuras socinles que le fncilitaban la
cnza, sabía conservar el fuego de modo continuo {lo demuestran los restos
encontrado en China en las cuevas de Choukoutien).
EI erectus poseía In cnpacidad de emigrar y sus recursos cognitivos le
permitían transmitir las habilidades n las siguientes generaciones.
La maryor encefalización aparece hace 200.000 años en el homo
sapiens, es el último incremento del tamaño cerebrnl, Io que Ileva a unn
acelernción del desarrollo cultural. Esta evolución permite el desarrollo de
las funciones cognitivas superiores como resultado se origina la supernción y
adnptnción a Ins presiones evolutivas, le dotan de habilidad parn cambios
culturnles e innovaciones constantes que es lo que cnrncteriza n Ia especie
homo-sapiens-sapiens (se desprende de los restos aparecidos en Cromagnon, Africn)
hace 125.000 nños y en Asia, Australia y Europn hace 45.000; convivieron
con los neanderthales.
En Ins culturas mesolíticas y neolíticas aumenta la fabricación de
herramientas, sin embnrgo el evento evolutivo más sobresnliente fue el
desarrollo de un sistemv de /engucrje complejo, le permitió expresar
experiencias y pensamientos; a partir de este momento es el grnn nvance,
evolución de procesos cognitivos basada en mecanismos no biológicos, es el
homo sapiens.
Desde el punto de vista estructural Ia mcíxima venta,ya evolutivn de
todos los seres vivos la ha proporcionado la corteza cerebral humana. En In
conferencia pronuncinda por el Catedrático de Neurología de la Universidnd
Complutense de Madrid, Dr. Alberto Portera presentada en el Curso de
Verano de Et Escorin) sobre "EI desarrollo del cerebro humano", julio 1998,
af i rma:
"... su complejidnd {la corteza cerebral humana) le permite alcanzar un
nive) funcional incalculable y, aún mós fnscinnnte, inacabable. Nuevas
funciones son siempre posibles.
Los siguientes datos ilustran o anticipan sólo unn mínima pnrte de dichas
posibilidndes:
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• Un fragmento de corteza cerebro del tnmaño de la cabeza de un
fósforo contiene mil millones de neuronas.
• Si se considera, no sólo el número de conexiones sino la caritidnd
de intercomunicaciones que pueden convertirse en operativns, el
resultndo sería hipernstronómico: 10 seguido de un millón de ceros,
cnntidad enormemente más elevada que el número de partículas con
carga positiva que existen en todo el universo conocido {diez elevndo a
80).
• Aún así, lo más sorprendente de la corteza cerebral humana es el
extraordinario grado de orgnnización que existe entre las neuronas y la
gignntesca diversidad de reacciones electroquímicas que tiene lugnr en
cada instante, causarrtes de las sutiles funciones que el cerebro humano
es capaz de realizar: analizar y entender el mundo que le rodea,
analizarse y entenderse a sí mismo y , lo más espectncular, crear nuevans
organizaciones de sonido, o bellns asociaciones de colores y formas."
Afortunadamente poseemos la potencinlidad de seguir evolucionando,
parece ser que nuestra especie cuenta con un órgano maravi Iloso
responsable de ese proceso evolutivo.
Debemos continunr nuestro camino y pnra ello necesitamos unas
breves nociones de acústica yn que la señal de voz es un fenómeno sonoro
físico y el soporte del habla.
4. ACÚSTICA.
La ncústica es el estudio de la física de los sonidos basada en sus
carncterísticas intrínsecas, como son emisión, modo de propagación y de
percepción. Como ciencia implica e) nnQlisis físico de los sonidos, aunque han
aparecido varias ramas: arquitectónicn {estudia aspectos en la construcción),
electroacústica {estudia los dispositivos de conversión de señales eléctricas en sonorns y
viceversa), fisiológica (estudia la fonación y la audición}, musica) (estudia sonidos musicales},
Akúein significa en griego oír, de ahí deriva akoustikós traducido por
acústica.
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4.1. Origen y formación del sonido. Cualidndes del sonido.
Según definición de Calvo-Mnnznno: "EI sonido se puede definir como
todo agente físico que impresiona el sentido del oído".
Es imprescindible para la existencia del sonido la producción de una
vibración por parte de un cuerpo productor. La vibración se propagará por
otro elemento, el medio transmisor, puede ser liquido, sólido o gaseoso, a
través de este medio Ilegnrá hastn el elemento receptor, nuestro tímpano.
EI sonido no existe en (a vibrnción sino en (a impresión del receptor.
EI movimiento vibratorio es un caso especia) de movimiento oscilatorio
rectilíneo, las oscilaciones pequeñas se denominan vibrnciones. Si un
movimiento vibratorio se propaga en un medio elástico se origina en éste un
movimiento ondulatorio (ejemplo ondas en el agua), son de dos tipos: longitudinal
y transversal. AI estudinr (as ondas es imprescindible conocer las
interferencias (efecto que se produce cuando dos o mós ondas pasan por una región
determinada, es la Ilamada superposición de ondas). Onda estacionaria es un caso
especial de interferencia y se produce cuando en un medio elástico se
propagan dos ondas de la misma frecuencin y amplitud, que se desplazan en
sentido contrario pero en la mismn dirección. AI propagarse una onda por un
medio elástico y ser reflejada, tendrá la misma magnitud que la anterior,
propagándose en sentido contrario; por ello las dos ondas se superponen y
dan lugar n una ondn estacionaria (Fig.8). La pnrticularidnd de (as ondas
estacionarias es que se diferencian del resto de ondas en los Ilnmados
nodos, son puntos inmóviles en los^ que In resultante es permanentemente
nula y en otros puntos se sitúan los vientres, en ellos In amplitud va desde
un valor cero hasta el máximo vnlor que puede alcanzar.
Figuro 8: Onda estacioncria
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Las vibraciones de las cuerdas sonoras se producen como ondas
estacionnrias, las ondas se cruznn constantemente en sentido contrario ya
que las vibraciones originadas se propagnn n lo largo de ellas y se reflejan
en los extremos de la cuerdn.
Llamamos serie armónica n la gama de sonidos que ncompañan a un
sonido fundamentnl, de tal manern que dichos sonidos están relncionados
con el fundamental por un número entero de veces (a frecuencia de éste.
Las Leyes de Mersenne son Ins que cumple la vibración de las cuerdns:
1° Ln frecuencia del sonido producido por una cuerda es inversamente
proporcional a la longitud de la misma (mds corta, más frecuencia).
2° La frecuencia del sonido producido por unn cuerda es directamente
proporcionnl a In rníz cuadrndn de la tensión a la que esté sometida In misma
(tensar para mayor frecuencia y destensar pnra disminuir).
3° La frecuencin del sonido producido por una cuerda es inversnmente
proporciona) a la raíz cuadrada de la densidad de la misma (una cuerda mús
densa, frecuencia más bqja, menos densidad, mayor frecuencin).
4° La frecuencia del sonido producido por unn cuerda es inversamente
proporciona) a(a raíz cuadrada de la sección de la misma, es decir, su
diámetro (cuerda gruesa, sonido grave, cuerda delgadn, sonido agudo).
Las cualidndes del sonido son:
Altura, es la cualidad que nos indica la frecuencia (mñs aguda o mñs grave), que
posee un determinado sonido. EI oído humano comprende entre 20 y 20.000
Hz. Las que exceden e) máximo percibido se Ilaman ultrasonidos y las que no
alcanznn los 20 Hz., los infrasonidos.
Intensidad, cualidad por la cunl un sonido es más fuerte que otro, depende
de la fuerza de vibración de tas moléculas, la mayor vibración viene
determinada por la mayor excitación, la intensidad será mnyor. EI oído
necesitn un mínimo de excitación para percibir la vibrnción, este será el
umbral de Ia nudición, si la sensación sonora es elevada el oido no corta la
audición, sino que transmite una sensación dolorosa. No hny que confundir
intensidad con potencia ncústica, In primern es la energía que Ilega a un
determinado punto mientras que la potencia es la energía que una fuente
sonora es capaz de generar y se mide en Vntios (W).
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Timbre, es la cualidad que nos permite diferenciar dos sonidos de la misma
intensidad y altura de distinta procedencin. E) timbre depende de la
complejidad del movimiento vibratorio, no podemos medirlo. EI timbre (o
determina los armónicos que se originan una vez producida (a vibración, no
somos capaces de percibir todos los armónicos que se producen, sólo
percibimos la banda de que seamos capaces, tenemos sólo el rango de los
Ilamndos armónicos presentes. Ln complejidad del movimiento vibratorio
dependerá del cuerpo sonoro que lo produzca y de la manern de excitar n
dicho cuerpo.
4.2. Fenómenos acústicos.
AI propagarse una onda sonora en un medio elástico y producirse un
encuentro con una superficie extraña, se producen cuatro tipos de
fenómenos.
Reflexión, se produce nl incidir una onda sonora sobre unn superficie y
propagarse en el mismo medio pero en sentido diferente, In condición que
se tiene que cumplir es que la superficie con In que entre en contacto sea
opaca e impida su propagación. EI ángulo de incidencia y el de reflexión son
iguales. Ley de Svell.
Refrccción, cuando una onda sonora incide sobre una superficie y la
atraviesa se produce la refracción. La dirección de propagación dependerá
de la densidad de Ios medios en los que se propaga la onda incidente y la
onda refractada. Los dos rayos están en el mismo plano.
Difracción, se origina al bordear una onda sonora un obstáculo y propagarse
en un ambiente a través de una pequeña abertura.(Fig. 9).
Absorción, Se produce este fenómeno al no poder avanznr una ondn sonora
por chocnr contra una superf icie y la energía queda repartida, estas partes
son variables entre el sonido reflejado, el sonido transmitido y el sonido
disipado. Recibe el nombre de nbsorción la suma del sonido transmitido y del
sonido disipado.
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Figurn 9: Difrncción
4.3. Ln señal de voz.
La señn) de voz es unn señal limitada en bnnda, aproximadamente
entre 20 Hz y 20 KHz. Sin embargo, In mayor parte de la energín se
concentra por debajo de 2 KHz, y se asegurn casi toda la inteligibilidad con
un ancho de banda entre 300 y 3400 Hz (salvo algunas consonantes fricativas, con
rasgos distintivos hasta 667 KHz).
E) margen dinámico de la voz es muy amplio, tanto entre (ocutores
(unos 2o de) como para un mismo locutor (hasta 40 dB de diferencin entre zonas
sonoras y sordas) . Sin embargo, hay que recordar que en la señal de voz se
transmite más información que la que figuraba en el texto (emociones ,
entonación, énfasis, identidad del locutor, etc.).
Su distribución de probabilidad se puede aproximnr, parn segmentos
lo bastante largos, mediante una función laplaciana o Gamma.
La señal de voz es muy redundante, y el receptor final es muy robusto
(el oído y el cerebro humano). Ln señnl de voz, aunque muy distinta para cada uno
de los sonidos, mantiene sus características durante periodos bastante
grandes, correspondientes aproximadamente a los alófonos que se están
pronunciando. Se puede intentar encontrar algunas de (ns características
que definen estos sonidos. Para definir y extraer esas características es
preciso desarrollar un modelo de la señal.
32
5. EL HABLA.
Ln trariŝformación en In morfología craneal es Io que permitió el
desarrollo de la articulación del lenguaje.
Liberman, 1984, estudió los cambios de angulación de la bnse del
cráneo asociados n modificaciones en el aparato de fonnción y los músculos
que intervienen en la emisión del lengunje. Entre estos cambios están:
EI descenso de la Inringe, el incremento de In cnvidad suprnfnríngea y
del paladar blando. Ln mandíbula protuye hacia delnnte y la boca ocupadn
por la lengua, además la verticalidnd del cráneo y el desplazamiento de la
cavidad oral hacin atrás, producidns por la bipedestnción, originnn un
tránsito hacia ndelante dei ngu,^ero accipital. La calidad de los sonidos
emitidos (a proporciona este importnnte incremento de la cavidad
supralaríngea.
Los homínidos del Neanderthal poseían un ángulo y longitud en In
región cervical que no les permitín el desarrollo de un aparato vocal supra-
laríngeo. EI cnmbio anatómico que posibilitó e) desnrrollo del lenguaje
nctual, owrriría hace unos 200.000 años en un antecesor que pudo convivir
con los neanderthales, puede que existiera un lengua je más primitivo çue
permitiese In comunicnción entre individuos y la transmisión de
conocimientos a los descendientes.
Las investignciones sobre el lenguaje de los primates ha resultado
decepcionnnte, ninguno de ellos nos ha comunicado informnción relevnnte
sobre sí mismo. !.n paleontologín es quien puede abordar el origen y
desnrrollo del lenguaje. Los únicos organismos que hablamos somos los
seres humanos, transmitimos y recibimos información de nuestros
semejantes deliberadamente, codificando nuestros mensajes en
combinaciones de sonidos preestablecidos, el resto de nnimales
intercambian informnción concreta de aspectos limitados de su vida, su
sistemn de gestos y sonidos es limitado y no está codificado
intencionadnmente {Arsuaga y Martinez,1998).
Phillip Tobias defiende que la región inferior del (óbulo parietnl
relacionada con el área de Wernicke está más desarrollnda en los fósiles de
Homo habilis de Olduvai que en los nustralopitecos. EI área de Broca
apnrece expandida tanto en los Homo habilis esta áren está mucho más
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desarrollada on los primeros humanos que en Ic^s australopitecos, en los que
sólo está esbozada. Se puede concluir que la producción del lenguaje humnno
estaba bien desarrollada en los primeros representantes de nuestro género.
EI lenguaje humano se produce por medio de sonidos modulados en una
serie de cavidndes. EI tracto vocal lo componen la laringe, la faringe y las
cavidades nasal y oral. Unn carncterística de nuestro tubo digestivo es que
tenemos la laringe muy baja en el cuello y no somos capaces de respirar
mientras bebemos, característicn no compartida con el resto de mamíferos,
los bebés sí pueden respirar mientrns maman, el descenso de nuestra
laringe se produce a los dos años de vida, hemos perdido eficacia en In
respirnción y el olfato pero el tener la faringe más larga de todos los
mamíferos nos capacita la modulación de múltiples sonidos diferentes.
Las investigaciones que trataban de reconstruir el aparato fonndor
de Ios neanderthales se encontraban en punto muerto, el modo de romper
dicha situación ern encontrar nuevo material fósil que incluyese basicráneos
intactos y huesos hioides, esto que parecía imposible, se tenían que cumplir
las dos condiciones, tuvo lugar en la Sima de los Huesos de la Sierra de
Atapuerca, encontraron un cráneo con su base prácticamente completa y
In mayor parte de dos huesos hioides. Grnn hallazgo que a todos nos
enorgullece.
La capacidad parn compartir información entre individuos y entre
generaciones por vía oraf, proporciona una gran ventaja adaptativa nl grupo
en su con^unto, no al individuo aislado, los grupos con un mayor nivel de
comunicación interna eran mñs cómpetitivos y eficaces en In explotación de
sus recursos, se elevarínn sobre otros grupos, adquiriendo importancia ln
cooperación social.
E) lenguaje articulado es una de nuestras carncterísticas más
importantes y pudo ser lo que determinó la se/ección de grupo (Arsuaga y
Martinez, 1998}. Estos autores concluyen:
....^Virestra c;vinión al ^especto es que /o qve permifió a
euestnos anteposcrdos desp/azar a/os aeonderthales no fve !a pnesencia de
una ^ntq ja cua/ítafiva, del tipo el leaguq je, sino miós óien de un nmyo^
desorno/% de sus capacidades paro exp/otor /os recursos; seacillamente,
tenían mds de lo mismo"
La Especie Elegid^
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5.1 Lo producción del hoblo. La voz humono.
Sabemos que la cualidnd humana del hnbla se basa en la posición baja
de la laringe debida por Ins modificaciones del modelo de víns respirntorins,
común al resto de mamíferos. La anntomín de nuestro aparato fonndor
puede proporcionnrnos In huelln de In selección natural y proporcionnrnos
indicios de In historia evolutiva de nuestra especie.
Poder hablar se considera una fncultad íntimamente ligada a In
inteligencia y al pensamiento. Por lo tanto, en la antigiiedad proliferabnn
historias de efigies de dioses que, para impresionnr a los fieles,
incorporabnn un sistema con tubos, de modo que un sncerdote oculto podía
hnblar y su voz dnbn In impresión de salir de la estatua. EI caso más famoso
es In cabeza de Orfeo en Lesbos.
La voz es una de (as principales formns de comunicación para Ios seres
humanos. A partir principnlmente del desnrrollo de medios de registro,
trnnsmisión y reproducción de voz, ha constituido ademús un campo de
estudio y desarrollo tecnológico, de este aspecto nos ocuparemos en la
segunda parte de estn tesis.
La señal de voz es el soporte del habla. EI diccionario de (n Real
Academia Española define los siguientes vocablos:
• Voz: Sonido que e) aire expélido por los pulmones produce al salir de
In laringe, haciendo que vibren las cuerdns vocales.
• Habin: Acto individual del ejercicio del lenguaje, producido al elegir
determinados signos, entre los que ofrece la lengun, mediante su
renlización oral o escrita.
• Lengun: Sistema de comunicación y expresión verbnl propio de un
pueblo o nnción, o común a vnrios.
La voz es unn ndnptnción secundaria en la evolución de) ser humano,
con ella nos expresamos, comunicnmos ornlmente los conocimientos,
necesidades, sentimientos y pensamiento. También (n utilizamos pnra cantar.
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. Hay una grnn ro!eción entre músicn y lengun je., entre canto y pnlabra, .
el órgano fonador es la laringe y la utilizamos para cantnr y para hablar.
Difieren en su función comunicativa, el canto pertenece a la música es un
lengun je estético, busca sub jetividnd emocional, la palnbra habladn tiende a
crear una ob,^etividad intelectunl. La gran diferencia entre músicu y
lenguaje es In crsemunticidad de la primera, una sucesión de notas puede
tener infinidad de significados distintos para el compositor, el intérprete o
el auditor, unn frase musicnl, asemántica por naturnlezn, puede cnrecer de
significndos específicos referidos a la inmediatez de las palabras, por ello
se libera de sus limitaciones. Y por ende, la cnracterísticn fundamental del
lenguoje es su semonticidvd.
Parn producir la voz cnntada hay que solucionar el problema que
supone cubrir el pnso de una tesitura a otra, el be/ ccrnto lo ha solucionado.
Según sus peculiaridades las voces se clasifican según caracfierísticas de
color, volumen, espesor, mordiente y vibrato, también por su timbre y
tesitura.
Desde el punto de vistn acústico, la serwl de voz consiste en una ondn
sonorn, condensaciones y rarefncciones del aire, que se propagan en In
misma dirección de In vibración. EI origen de esta onda está en unn
corriente de aire, procedente de los pulmones, y modulada por los órganos
de la Inringe y del tracto vocal .
Ln voz es un por lo tanto un fenómeno sonoro físico, Johnnn Sundberg
Ia define: "Sonido complejo.formado por una frecuencin fundamental (fi^ada
por la frecuencia de vibración de las cuerdns vocales) y un gran númer0 de armónicoS
o sobretonos". La laringe tiene un papel esenciat, n pesnr de que en nuestro
organismo su principal función es la respiración. En nuestro cuerpo no hay
órgano alguno cuyo fundamentn) tarea sea la de producir sonido. EI aparnto
respirntorio, el apnrnto fonndor y aparato resonndor-amplificndo
intervienen en originar el sonido.
Cualquier sonido lingiiístico resultn de cuatro condiciones: In acción de
la (aringe {sordas y sonoras}; In ncción del velo del paladar (vocales y nasnles), el
punto de articulnción y el modo de nrticulación.
Para producir la voz necesitamos dos fuerzas nntngónicas: unn tensión
muscular y una columna de nire. EI aire a través de la traquen choca contra
Ins cuerdas vocales (situadas en la laringe), la columna de nire, convertida en
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sonido y amplificada por In cavidad torácica, sube por Ia fnringe {órgnno de
resonancia junto las fosns nasales y cavidnd bucal} es articulada por IoS IabioS,
dientes lengun y paladnr
En la parte superior de In (nringe hay dos membrnnns, Ilamndas
cuerdas vocnles. Estas se oponen a manera de labios; la nbertura que dejnn
entre sí es la glotis, por elln entra y sale el nire inspírndo y espirndo. Cuando
respirnmos sin emitir voz, In glotis está nbierta. Cunndo emitimos voz, las
cuerdas vocales se juntan por contracción de los músculos insertos en los
cartílagos de Ia laringe, y la glotis se cierra. Ln presión del nire espirado
aumentn y abre In glotis. Entonces vuelve a cner la presión del nire, y Ia
glotis se cierrn de nuevo. De esta manern vibran las cuerdas vocales, y se
formn unn señal cuasi-periodicn en el volumen del aire espirado, que es el
origen del sonido. Esta corriente pnsa nl tracto vocnl, donde ndquiere
muchns de Ins carncterísticas diferenciadoras de los fonemas, a través de
un filtrado espacial.
Lns cuerdns vocnles no son (as encnrgadas de producir In mayorín de
los sonidos básicos. Las cuerdas al abrirse y cerrarse con rnpidez al pnso
de) aire, participnn en la generación de un tono luríngeo, siempre es el
mismo, independientemente de la vocal que pronunciemos.
EI tracto vocnl se nbre desde In Inringe hasta los labios y las ventanas
nnsales. Se puede estudiar como un tubo acústico, con unn serie de
resonancias, Ilnmadas formantes, y de antirresonancias. Mantiene (a energía
de la señal glotn, en frecuencias próximas a las de los formantes, y la
ntenúa en Ins antirresonnncins. ^
La posición de los formantes queda determinadn principnlmente por In
formn de artiwfnción, sobre todo el movimiento de la lengua y de los Inbios.
Lns antirresonancins se producen al bnjnrse el velo del pnlndnr y crearse
unn oclusión en el trncto bucal. EI nire snle por las fosns nnsales, y la
cnvidad buca) actún como unn cnvidad acoplada.
Esta es la forma de generación de los sonidos sonoros. En el caso de
las vocales, se permite el paso de) aire sin restricciones por la cnvidad
bucal. Parn las consonantes sonoras, se restringe e) flujo de aire en algún
punto, y son más débiles.
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En las consonantes sordas, el nire pasa entre las cuerdas vocales sin
hacerlas vibrnr. En algún punto se produce unn restricción lo bastante
estrecha c^mo para crear turbulencias en In corriente de nire {para Ias
fricativos}, o unn oclusión tota) y una súbita libernción de la presión (oclusivas).
La disposición de todos los órganos se mnntiene aproximndamente
durante la realización de cada sonido, que corresponde a un fonema, pero
hay diferencias individuales. La señal mantiene unas ciertas cnracterísticns
durante los intervalos correspondientes a cnda sonido, unas decenas de
milisegundos. Además se produce un proceso de conrticulación o acomodo
hacia (a articulnción del siguiente sonido.
La excitación va a determinar principalmente (as cnracterísticas
personnles de (a voz, así como (a entonación, que transmite informnción
sobre el estndo de animo y las intenciones del locutor, y sobre la estructura
del mensaje. Ln estructura de formantes (envolvente espectral) también reflejn
característicns individuales, y va a transmitir información sobre la
naturaleza de los alófonos. l.os alófonos son la renlización de los fonemas.
Los fonemas son las idealiznciones de los sonidos, compartidas por los
habinntes de una misma (engun, con significnción lingiiística; es decir,
relevanteS para el oyente {p. ej. en castellano una vocnl puede nasaliznrse cuando se
encuentra entre sonidos nnsnles, pero esta información no es relevsnnte para el oyente,
como podría serlo en francés).
5.1.1. Producción de la voz cantada. Clusificoción.
Sabemos que la Inringe es el órgano en el que se produce el sonido, no
obstnnte no sabemos cómo nctúnn las cuerdas nnte In presión del aire o
cómo se origina exactnmente el fenómeno sonoro, las teoríns más aceptadas
son (a mielástica y la neurocronáxicn.
La primera, indicn Venturini, afirma que el origen de la vibración se
produce en In roturn periódica de) equilibrio que se crea entre In tensión de
los músculos abductores, determinantes del cierre de la glotis y la presión
subglótica, que es producida por el aire que lucha por salir. La vibración es
un fenómetro e/óstico.
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La teoría neurocronáxica considera que la regulación del proceso de
Ins vibraciones de las cuerdas se produce golpe u golpe n consecuencia de
impu/sos provenientes del sistema nervioso central. EI sonido se origina por
el aire al pasar entre las nberturas glóticas producidas por dichos impulsos,
no por vibraciones de las cuerdas, sino por un mecnnismo similar al de In
sirena.
EI investigador francés Garde, que junto con Husson hn estudiado y
resuelto estos problemas dice:
"Como cualquier otro músculo, las cuerdas se contraen por
efecto del influjo nervioso y, según se cante o se hnble, los
influjos de estimulnción provienen bien de la corteza cerebral,
bien del diencéfnlo, bien de) bulbo".
EI pnso de Ia voz es el cambio de posición anatómicn de las cuerdas
vocales (de la lar^nye) para el cambio de un registro a otro. Hay tres registros
en In voz humana, cadn uno con una extensión de 4 o b tonos, del más grave
al más agudo son: Registro de pecho, registro medio y registro de cabeza
(falsete).
Siguiendo In clasificación de Husson, podemos clasificarlns por el
color (claras u oscurns); por su volumen (voces pequeñas o grandes); por su espesor
(finns o gruesas); mordiente (titnbradas o destimbrndas brillantes o no); vibrato.
Si consideramos In clasificación por tesituras: Voces blancas y
agudns, voces femeninas, voces masculinns. Las primeras incluyen: Voz
infnntil {do3-la3}; Castrndo o capón; Contratenor; Falsetista; Soprnnista.
Las voces femeninas son: Sopramo (do2-fa5; bifásica; pasaje mi4-
fa4}, que se dividen en: Soprnno ligera, coloratura; Soprano lírico-ligern;
Soprnno lírica; Soprano lírico-spinto; Soprnno lírico-dramática; Soprano
dramática. Mezzo-soprano (so) 2-do5; pasa,yes en re4), se dividen en
Mezzo-soprnna lírica y Mezzo-soprano dramáticn, por último entre las voces
femeninas encontramos Contrnlto (mi2-1a4; pnsaje en do #4).
Finalmente entre las voces masculinas: Tenor {re2-do4; pasaje en
fa-fa#}, se dividen en: Tenor ligero o cómico; Tenor lirico-ligero; Tenor
lírico; Tenor spinto o lírico-dramático; Tenor dramático, tenor di forza,
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He!dentenc^r o tenor-heroico. Bqjo {re1-sol3; pas!^ reb3): se dividen en 8ajo
profundo o negro; Bajo cantante o melódico; Bnrítono dramático, bajo-
barítono, barítono heroico; bnrítono lírico, Spielbariton, barítono Martín;
Contrabajo. ^.^
Atendiendo al estilo de repertorio, tiene relación con el timbre y In
potencia necesnria según la sala que se utiliza. La voz habinda tiene
alrededor de 40 dB de potencia; la Opereta (90-110 d8); la Gran Ópera (i2o
dB, para salas de más de 30.000 m2); la Ópera (ii0 dB, parn salas de máximo 30.000 m2);
el Oratorio (11o d8); Lied y cámara (80 d8); ^azz, Rock etc.
No queremos dejar de nombrar e) agrupamiento de voces, el coro, es
el grupo formado por vnrias voces para el ejercicio de la interpretación
musical por medio del canto, varían según Ia épocn y el estilo de que se
trata. Su estructura varía según el timbre de las voces que lo componen, o
razones de tesiturn, suelen dividirse en cuntro voces: soprano, contralto,
tenor y bajo, son (as Que corresponden de manera naturnl n las cuatro
partes armónicns, Ins forman voces de mujer o niño (soprano y contralto) y
voces de hombre (tenor y bajo). De In naturaleza de Ins voces dependerá el
empaste, In potencia y la claridad de líneas. EI fnctor intensidad no está
directamente relacionado con la mayor cantidad de voces empleadas, un
coro no muy numeroso pero bien preparado tendrá mejor respuestn çue uno
masivo vocalmente poco satisfactorio.
5.1.2.Lai voz en la odolescencia:
La principal cnracterística en la ndolescencia en la voz es la muda, es
un proceso que durn dos o tres meses, siendo más lento en las chicas. Ln voz
se transforma en In pubertad como consecuencin de cambios hormonales,
baja una octava en los chicos y una tercern en las chicns, In edad y el
desarrollo físico hacen que varíe según individuo, suele suceder en
primavera. Los efectos de bitonalidad (gallos} se producen involuntariamente
porque conviven los dos registros.
Otros fenómenos que se producen en esta etapa evolutiva son: la
hipotonía vocal (voz monótona), la glosoptosis (hablar con pocn fuerza y clnridad), la
ronquera (disfonía producida por Ia inflamación de la faringe), la diSlulia {desfigurnción
de las palabrns}.
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6. EL OÍDO
E) oído es uno de los sentidos del ser humano, Ia percepción auditiva
es debida a dos órganos auditivos que están situndos a ambos lados de la
cabezn, insertádos en el hueso temporal del cráneo. Se divide este
órgano en oído éxterno (formado por In oreja}, oído medio (n través por medio de
un sistema de pnlancas trnnsmite y multiplica In energía de las oscilaciones) y oído
interno (las vibrnciones sonoras son trnnsformadas por él en impulsos nerviosos}.
La audición es el sentido con mayor sensibilidad, podemos diferenciar
más sonidos que colores. Poseemos 30.000 fibras nerviosas que pueden
transmitir 340.000 valores a través del nervio desde el oído hasta el
cerebro.
Los límites del oído son Ins frecuencias audibles {entre los ^6 y 20.000
Hz}, (a edad hace que las frecuencias agudas sean menos percibidns.
Distinguimos (as frecuencias cunndo difieren entre 0,8 y 1%, además tienen
que tener una mínima duración para ser percibidns, de 12 a 15 centésimas de
segundo, si es menor se produce la sensnción Ilamadn "click". La intensidad
hace que haya sonidos inaudibles y los muy fuertes produzcan una sensación
dolorosa. Podemos distinguir 325 niveles de sonoridad entre los 0 y los 130
dB. Si queremos distinguir dos sonidos consecutivos, debe pasar 2
centésimas de segundo como mínimo (en esto se txisa los glissandi, es la persistencia
de la sensación sonora una vez extinguida).
E) poseer dos oídos nos permite In audición binural, nos permite
localizar en e) espacio vertical la_ fuente sonora (en esto se basa et sistema
estereofónico}. Las frecuencia coincidentes con la distancia entre los dos
oídos son difíciles de localizar {un ejemplo es el canto del grillo}.
Recordamos que las sensaciones sonoras se producen en el hemisferio
izquierdo, asociado también a Ins emociones, la intuición y la creatividad, el
derecho lo utilizamos para las operaciones verbales, lógica y racionnles; se
produce en Im m^yoría de las personas.
Los fenómenos sonoros son: el sonido, el ruido, los tonos, el silencio y
la música. Fuera de nuestro cerebro sólo hay ondns y vibraciones, sonido es
lo que oímos.
Los sonidos entrnn en nuestros oídos y los interpretamos consciente
o inconscientemente, Schafer y Fragtman dicen que vivimos en una
"sonosfera", la vida que nos rodea y In nuestra produce sonidos, éstos
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pueden ser nnturnles o artificinles, los últimos son producidos por In
civilización y la cultura humann.
EI ruido es un sonido que entre otrns características es: molesto
(definición psicológicn y por tnnto subjetiva), tiene un régimen de vibración
irregular o nperiódico. Musicalmente hnbinndo, es el sonido de altura
indeterminnda y desde el punto de la electrónica, ruido es una interferencin
que perturba In recepción de unn señal determinadn. En la teorín de la
comunicación humnna, se considera ruido a nspectos negativos que
interfieren y distorsionan el mensaje, (Watzlnwick,1987}.
l.os tonos son los sonidos producidos por una vibrnción periódicn con
sus armónicos, que producen una sensación de altura. Permiten In formación
de acordes {errtidndes sonoras con personalidnd propia, sin que los elementos
constitutivos píerda la suya). En nusencia del tono fundamental estando
presentes los nrmónicos, el oído reconstruye el espectro tono que no existe
más que en nuestra imaginación.
EI silencio es la ausencia de sonido, sólo existe en nuestrn
imaginación, podemos distinguir uno negativo y otro positivo, el primero es
opresivo y el segundo creativo.
La músicQ es un conjunto de sonidos ordenados con intención
artística, antes se utilizaban tonos y consonancias, ahora se utiliza hastn el
silencio y el ruido.
AI ser muchos los estímulos sonoros que Ilegnn al oído, siempre está
abierto, este órgano ha desarrollado un filtro mental, el cerebro filtrn y
selecciana sonidos.
Nuestra sensibilidad nuditiva depende de la motivación y carga
nfectivn del estímulo sonoro que nos Ilega, esto hace que oír y escuchar senn
dos formas de audición: Oír es lo hnbitual, no prestamos mucha atención,
escuchar supone un estado especial de ntención.
Nuestra memoria auditiva es otro ejemplo de la intervención del
cerebro. EI sonido transcurre en el tiempo y este sólo existe en nuestrn
memoria, hemos oído una pieza musical en el momento que se extingue el
acorde finnl, la obra ya no existe, solo queda su imagen en nuestra memoria.
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7. El. LEN6VAJE.
En 1938, Charles Morris propone analizar y dar forma a toda una
ciencia de signos que denomina semióticn (correspondencia entre dos códigos},
tres de sus ramas serán: la sintaxis, (n semánticn y la prngmática. Las
tres incluidas en el estudio de) lenguaje.
EI ob jetivo nl hablar, suele ser establecer unn comunicación con el
oyente. Para que esa comunicación sea efectiva es necesario que emisor y
receptor (lector y oyente} compartan el código, en este caso el mismo lengua je.
Otro factor importante en la comunicación es el contexto, junto n otros
factores no IingiiísticoS (por ejempb: estímulos recibidos por otros sentidos distintos
del oído experiencias y conocimientos compartidos por hnbinnte y oyente que, aurpue son
independientes del len4uaje, en muchos casos son imprescindibles para interpretar
correctamerite los mensa^es).
AunQue e) código y los fenómenos extrnlingiiisticos sean compartidos
por emisor y receptor, cada uno los interpreta de una manera particular. De
esta forma, al leer o hnblar, no sólo se utilizan códigos y normativas
comunes a los hablantes, sino que también aparecen factores individuales
que dan personalidad y"cnlidnd" a una lectura o discurso, que de otra
forma sólo sería correcta.
Cuando se lee, el lector reconoce (aunque no uno a uno} los caracteres y
los relnciona con las abstraccíones de Ios sonidos, los fonemas, que
comparten (os hablantes de una lengun. Sin embargo está conversión no se
hace de manera directa. Salvo en el primer momento del nprendizaje, el
lector no identifica y pronuncia el sonido correspondiente a cada letra
(refiriéndonos al españot}, sino çue reconoce estructuras más complejns, como
palabras. De esta manera, habitualmente se puede interpretar y leer
correctamente un texto con errores tipográficos, sin que el lector se dé
cuenta siquiera de los mismos.
Lo mismo sucede con otros tipos de caracteres impresos, que son tan
usuales que se manejan con la misma solturn que si estuviesen escritos de
manera literal. Tal es el caso de los números, las nbreviaturas más comunes,
etc.
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Además de identificar Ios sonidos que debe pronunciar para leer un
texto o identificnr sonidos escuchndos, el lector/oyente es capaz de
entenderlo. .^stas tarens se renlizan simultáneamente y entremezcladas, y
tal y como se señalaba antes, se lee realmente lo que se ha entendido.
A partir de esta comprensión, junto con otros factores (Ia grafia no
puede determinar todos los factores del rnensaje, y quedan elementos individuales, coMo el
estado de ánimo, o In intención que se quiera dar al mensaje}, se genera (a prosodia.
La informnción de los fonemas (información segmental} se refleja en el
contenido espectrn) de la seña) de voz, y en instantes concretos, mientras
que la prosodia (informnción suprasegmental) modifica principalmente otros
parámetros: In frecuencia fundamental, la duración de cnda unidad y la
energía, a lo Iargo del discurso.
La capacidnd del lector pnra reflejar el contenido del mensaje en In
prosodia, junto con los demás fnctores individuales es lo que cataloga a un
lector como bueno (supuesto que lee fluida y correctamente) en In comunicación
oral estas capacidades provienen del orador. Otro factor importante es la
calidad de la voz.
Pensamiento y lenguaje han sido estudiados desde distintas ópticas,
tratando de descubrir el tipo de relación que presentan.
Pinker, 1995, define así el lenguaje: ues el código que la especie
humana emplea para comunicarse".
Según definición de la Enciclopedia Espasa: Lenguaje es un conjunto
de sonidos articulados con que el hombre manifiesta lo que piensa o siente.
Idioma hablado por un pueblo o nación o por una parte de ella. Manera de
expresarse: lenguaje culto, grosero, sencillo, técnico, forense, wlgnr. Estilo
y modo de hablar y escribir de cada uno en particular. Uso del habla o
facultad de hablar. Fig.: Conjunto de señales que dan n entender una cosa: el
lenguaje de los ojos, el de las flores.
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Siguendo a la filología, nos dice: los primeros sonidos,
probablemente, fueron puramente reflejos, involuntarios e independientes
de la voluntad, producidos bnjo el impulso de las emociones; así pues, (a
primera etapa;de la formación del lengunje fue la de la imitación emocional.
La comunicación de ideas subsiguió a la comunicación de emociones, pero el
desnrrollo del proceso de imitación de los sonidos articulados debió de ser
(ento. AI principio de la formación del lenguaje no existía una autoridad tipo
y aquél debió consistir en una mezcla de expresiones nrticuladas del más
variado carácter, en la cual la uniformidad y el uso en común sólo se hicieron
posibles a) emplearse ciertos sonidos por diferentes individuos, de su propia
iniciativa, no influida por In imitación. Pero el paso más decisivo en el
progreso del lenguaje fue el estnblecimiento de relaciones entre dos
palabras para dos cosas, y(a combinación de varins pnlabras en una sola
sentencia Sólo entonces le fue posible al hombre sobrepnsar los límites de
los sentidos e investigar materias que supernbnn su conocimiento.
La informática también posee su lenguaje, es el conjunto de
carncteres, símbolos, representaciones y reglns que permiten introducir y
tratar la información en un ordenador.
En su vertiente etnográfica, el lingiiista Fink distingue
modernamente ocho tipos de estructuras de) idioma: de raíces aisladas y
activo, cvmo el chino y el de Guinea superior; incorporntivo y pasivo, como el
esquimnl y los americanos; consecutivo o enfilado y nctivo, como el bantú y
camita; subordinntivo y activo, como el turco y e) mongol; de pnlabras
aisladas y activo, como los polinesios; de variación o flexión de raíces, como
los semitas; de flexión de palnbras y activo, como los indoeuropeos; de
f lexión de grupos de palnbras, como los caucásicos y el vnscuence.
Siguiendo los datos de la misma Enciclopedia, pensamiento es:
"La potencin o facultad de pensar. Acción o efecto de pensar. Iden
inicial o capita) de una obra cunlquiera. Cadn una de las ideas o sentencias
notables de un escritor. Conjunto de ideas propias de una persona o
colectividad".
Distintos autores han estudiado Ios lazos entre el pensnmiento y el
lenguaje, surgiendo diferentes modelos.
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7.1. Modelos de relaciones del pensnmiento y del lengun,ye según
distintos nutores.
Pensomiento
Lenguaje y pensamiento son independientes pero relacionados.
WhOrf - Sapir (determinismo lingiiístico}
Lertĉtuqje
Pens^ñmiento
La cualidad del pensamiento es determinadn por el lenguaje.
^gotsky
Lenguqje
Pensnmiento
EI pensamiento inicialmente es influido posteriormente por el lenguaje
Piaget (deterministno cog^itivo)
Lengun je
Pe nmiento
E) lenguaje se bnsa y es determinado por e) pensamiento.
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7.2. EI lengun,je. Chomsky.
EI estudio del.lenguaje debe ser abordndo desde distintas perspectivas:
• Como sistema lingíiístico. Nuestras preguntas irán encnminadas a
descubrir cómo funciona, conociendo la relnción entre el signo {sonido en
lenguaje hablado, grafismos en escriturn) y el significado.
• EI lenguaje como conducta de comunicación, o comunicntivn, en sus dos
aspectos:
• producción {un hablante y un oyerite çue puede comprender o no).
• comprensión (rr ►odelo de comprensión: oral, escrita)
• EI lenguaje como sistema. Consta de distintos elementos, por una parte
IingiiísticoS (signos} y metalingiiísticos {es el mismo elemento internalizndo) .
• Hay que hacer referencia para la interpretación lingiiística a to biológico
o neural (tesis de Pinker). {Pinker,1995}.
Presumimos que el lenguaje está en un módulo entre módulos. Es algo
diferente y propio, esto es la tesis de Ia separación. Además consideramos
que en el lengua je se producen nutomatismos (capto lo que sé, si no, no
proceso, esto es un principio general}, igualmente afirmamos que e) lengua^e es
algo biológico y cultural.
Si queremos explicnr cómo funciona el lenguaje debemos tener
presentes dos nombres: Ferdinand de Saussure y Wilhelm von Humbodt,
junto con dos principios.
Saussure enunció el principio de la ARBITRARIEDAD DEL SIGNO (es
In relación convencional que existe entre sonido y significado). EI benefiCiO que ObtenemOS
en la capacidad de trnnsmitir un concepto de una mente a otra.
Por otro lada, von Humboldt, precursor de Ias idens de Chomsky,
enuncia el principio: EL LENGUAJE HACE U50 INFINITO DE MEDIOS
FINITOS, e) beneficio en que empleamos un código para traducir
combinaciones de ideas n combinnciones de pnlabras, según Pinker {Z995},
este código recibe el nombre de GRAMÁTICA GENERATIVA y no hay que
confundirla con la gramática pedagógica o estilística.
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EI lengua,^e se compone de:
• Léxico, son las palabras y las utilizamos para representar conceptos.
• Reglas, con ellas combinamos palabras, así expresamos relaciones entre
conceptos. La consecuencia de que existan reglas es que el lenguaje se
hnce extenso y además se convierte en un código nutónomo respecto n
las demás capacidades cognitivas.
Algunos psicólogos defienden que el lenguaje humano consiste en una
cadena interminable de palabras almacenadas en el cerebro, esto es la
teoría de) estímulo-respuesta. Otros autores difieren, Chomsky demostró
que Ios sistemas de encadenamiento de palabras son sistemas combinatorios
discretos, pero de NATURAl.EZA ERRONEA, en este punto comienza el
estudio de Ia moderna gramática.
De las diferencias entre oraciones reales de una lengua y las cadenas
artificiales de palabrns se extraen dos conclusiones:
• Se aprende una lengun registrnndo qué categorín de pnlabra sigue a
qué otra cntegoría.
• Nombres, verbos y ad jetivos, tienen asignado un determinado hueco,
según el plan genernl de la frase.
Entre los argumentos que utiliza para refutar que el lengua,ye humano es
unn cadena de palabras utiliza los siguientes: los sistemas de
encadenamiento de palabras son amnésicos, sólo recuerdan la últimn palabra
que han seleccionndo y no las que le preceden, otro argumento que utilizn es
que unn oración puede estar incrustadn dentro de sí misma y añnde, los
sistemas de encndenamiento de palabras no pueden utilizar In "dependencin
n larga distancia".
!.a diferencia entre los sistemas combinatorios artificiales del tipo de
sistema de encadenamiento de palabras y otro natural, como e) que existe
en el cerebro, es que LAS ORACIONES NO SON CADENAS, SINO
ÁRBOLES.
En la gramática las pnlabrczs se agrupan en sintagmas del mismo modo que
las hojas se unen para formar ramas, a cnda sintagma se le da un nombre y
los sintagmas más pequeños se pueden unir parn formar otros mayores.
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Las reglas en lingiiísticn se representan mediante unos pocos símbolos:
• Regla qŭe define el sintagma nominal:
*
SN -^{det} N A
• Regla que define In oración:
0-► SN SV
• Regla que define el sintagma verbal:
SV -► V SN
{nomenclatura uti^izada: flecha significn: "cansta de"; los parrrntesis indican elementos
opcionales, y, un asterisco: "tantos elen+entos como se quiera"}.
Además necesitamos un diccionnrio menta) que especifique a qué
categoría pertenecen las palnbras: Nombre (N), verbo {V), adjetivo (A},
determinnnte {det}.
Este con junto de reglas constituye unn gramática de estruc#ura
sintagmática. Sirve para definir cualquier oración adjuntctndo pnlabras a las
ramas de un árbol invertido, el modular. Hay una superestructurn invisible
que mantiene unidas las pnlabras.
!.a grnmática es autónoma respecto al sentido común del significado
de las palabrns, esto hace que podamos producir frases sin sentido y,
gramaticalmente correctas.
l.as ramas etiquetadns de la estructura sintagmáticn de una oración
sirven como plan o esquemn general para recordar la oración completa, esto
hace que podamos manejar las dependencias incrustndas a larga distancia
si........entonces; o.......o
O-►00 oQ
O-► si ^ entonces O
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Esta capacidad se denomina "RECURSIÓN", permite incluir un
ejemplar de un símbolo dentro de otro ejemplar del mismo símbolo y
permite generar un número infinito de estructuras. Hay un núcleo común que
mantiene unido n cada o con su correspondiente o y a cadn Si
con su correspondiente entonces.
La estructura sintagmáticn es una solución de ingeniería nl problema
de cómo seleccionar una trama de idens que tenemos en la mente y
codificnrlas en forma de una estructura de palnbras que sólo pueden snlir
por In boca de una en una. Ln estructura sintagmática es la materia de la que
está hecha el lenguaje.
En In segunda pnrte de esta tesis, tecnología del habla, veremos como
los sistemas utilizados para imitar el lenguaje natural son recursivos.
EI lengua,ye posee unos principios. Cada categoría gramatical de
palabras no se puede definir como clnse de signif icados, sino como una clase
de símbolos que se rigen según ciertas reglas formales {ejemplo piezas del
ajedrez). Otro principio es que parece que todos los sintngmas de todas las
lenguas del mundo tienen una misma anntomía:
• Un núcleo que da nombre al sintagmn y determina su referencia.
• Unos participantes o argumentos que aparecen ngrupados con el
núcleo en un subsintagmQ {denominndo N-barra o V-bnrra).
• Hay posibles modificadores que se sitúan fuern de) N-barrn o V-
barra.
• Un especificador {o sujeto}.
Los lingiiístas proponen unas super-reglas:
_ *
SX-► (ESP) X SY
"un sintngma consta de un especificador opcional seguido de un subsintngma
x-barrn seguido de cualquier número de modificndores".
*
X^ X SZ
"un subsintagma X-barra consta de una palabra núcleo seguidn de cualquier
número de argumentos"
50
Los símbolos X,Y y Z se sustituyen por nombre, verbo, adjetivo 0
preposición y tenemos las reglas de estructura sintngmática que definen
todos los tipos de sintagmas: es Ia TEORÍA X-CON-BARRA.
Este es un diseño extrapolnble n otras muchns lenguns, incluso nl
japonés, se cumple especularmente y los árboles estáticos se convierten en
móvi les.
*
X -► ^ SZ X^
"Un subsintagma X-barrn constn de una palabra núcleo seguida de
cualquier número de argumentos en cualquier orden".
Lo que hace que unas (enguas difieran de otras se conoce como:
PARÁMETRO.
Estn concepción de la gramáticn, propuesta por Chomsky, recibe el
nombre de TEORÍA DE PRINGTPIOS Y PARÁMETROS: Las super-reglas {o
principios), sin orden específico, son universales e innatos, e) niño nnce
sabiendo las super-reglas, sólo hay que fi jar unos pnrámetros mentales.
Más tarde repasaremos estos conceptos.
La diferencia entre las (enguas humanns y los dialectos macarrónicos
y lenguaje signado de chimpnncés es que cunlquier palabrn puede apnrecer
en cualquier posición, el humano tiene que someterse nl papel que le
asigne el SV y Ilevar el distintivo de su función en todo momento.
Llamamos sintagma nominn) a aquel que está organizado en torno a un
nombre. Sintngma verbnl al organizado en torno a un verbo. Sintagma
flexión o sintagma auxiliar es la afirmación de lo que un SV predicn de un
SN de su,^eto es verdadero.
Lns pnlabras funcionales, artículo, pronombres, preposiciones,
conjunciones (sin significado), son pednzos de gramática cristaliznda. Sirven
para diseñar sintagmas mayores en los que se encnjarán otros SSNN y
SSW subordinndos, proporcionando el esqueleto de la oración. Ejercen
efecto en la estructura de (a ornción.
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Una dP Ins principales contribur.,iones de Chomsky a la ciencin san I.os
conceptos de "estructura profunda y estructurn superficial" y las "reglas
transformacionales" {se emplean pnra ncoplar nmbos tipos de estructura}.
Cadn oración consta de dos estructuras sintagmáticas, unn
PROFUNDA {ahorn estructura-p), viene definidn por las super-reglas. Es una
representación de "interfaz" o contacto entre el diccionnrio mental y In
estructura sintngmáticn; todos los participantes asociados al verbo
aparecen en Ins posiciones ndecuadas.
La estructura SUPERFZCIAL (ahora estructura-s), es la configuración
resultante al "moverse" los sintagmas en e) árbo) sintáctico nl producirse
operaciones trnnsformncionales.
Esta duplicación de estructuras se produce porque pnrn conseguir
oraciones útiles, no basta con que el verbo ven satisfechns sus demandas en
la estructura profundn. A veces, un determinado concepto se ve obligado a
desempeñar un pnpel definido por el verbo en el SV, mientras tiene que
desempeñar otro pnpel que se define en otro nivel.
7. 3. Los órgonos del lenguaje y los genes de In grntnáticn.
Pinker considern que el lengua,ye es un instinto puesto que la posesión
de) lengua,ye es uno de los .requisitos para considerarnos humnnos. EI
lengua je es la parte más nccesi ble de la mente humann, queremos saber
sobre el lenguaje porque esperamos que estos conocimientos nos permitan
conocer In mente humana.
Pinker considera su hipótesis del lenguaje como instinto compatible
con Ins leyes de cnusalidad que rigen en el universo físico, y no un simple
misticismo revestido de unn metáfora biológica.
La naturnlezn humana y los dos modelos enfrentados que la explican
son el estándar de las ciencias sociales (MECS) y el causal integrado 0
psicología evolución. E) primero conoció su época de esplendor en los años
20, siendo dos de sus más famosos fundadores la nntropólogn Mnrgnret
Mend y el psicólogo John Watson, el segundo modelo ofreció una
alternativa, n veces se conoce n esta postura como "determinismo
biológico".
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E) MECS considera que los nnimales se hnllnn rígidamente sometidos a
su constitución biológica mientras que e) comportamiento humnno viene
determinado por la cultura, los valores y un sistemn autónomo de signos.
Como el hombr^e se ve libre de esns restricciones que le impone la biología,
las culturas pueden distinguirse unas de otras de formn arbitraria e
ilimitnda. Esta es la posturn nmbierrtclisto.
Otro de sus puntos es que los humnnos nl nacer cuentan con poco más
que unos reflejos y unn capacidad de aprendiznje, es In tnbulc rosc. EI
nprendizaje es un proceso que se emplea en todos los dominios del
conocimiento y los niños adquieren la cultura medinnte el adoctrinnmiento,
modelos de rol y recompensas y castigos, es decir, conductismo.
La postura alternativn, el modelo integrndor es ntncado por sus
detrnctores argumentando çue colocn n las personas en lugares fi jos dentro
de la escala sociopolítica y económica. Este modelo integrn In psicología y la
nntropologín con el resto de las ciencias nnturales, en especial con la
neurociencia y In biología evolucionistn, hunde sus raíces en Darwin y William
James, se inspira en Ins investignciones de Chomsky y de los psicólogos y
lingiiistas que han seguido su escuela. Entre sus puntos defiende que:
• La mente está dividida en módulos: al igual que el lengua,ye que requiere
un entramado muy complejo de procesos mentales, Ins demás fncultndes
de la mente humnna deben de coordinarse con precisión en los procesos
mentales. A) igual que los cómputos mentales de la gramútica se hallnn
sometidos a un diseño universal, tnmbién Ias restantes facultndes
mentales poseen su diseño universal.
• E) nprendizaje no es una alternativa al innntismo, el nprendizaje no
tendrín lugar sin un mecanismo innnto que aprenda.
• Las personns no somos flexibles por el hecho de que el ambiente modele
o esculpn nuestras mentes , sino porque nuestras mentes contienen
muchos módulos diferentes, cada uno con unos procedimientos de
aprendiznje distintos.
• La noción cultura se refiere al proceso por el cual ciertos aprendiza,^es
se van propagando entre los miembros de una comunidad, eso provoca
pautas compartidas entre ellos. Igualmente los conceptos ° lengua" y
udialecto" son procesos en virtud de los cuales los distintos hnblantes de
unn comunidad ndquieren gramáticas mentales muy parecidns.
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• La gramática unive.rsr^l. EI lenguaje es un he^ho. consustnncial a todas Ins_
sociedades humanns, siempre lo fue n lo largo de la historia de nuestra
especie, bajo esas variaciones superficinles, se ocultn un diseño
computaĉiones, único de la órnmática Universal.
Pinker afirma que el instinto del lenguaje nos presentn una mente
compuesta por módulos computacionales adnptados, nada que ver con la
tabin rasa. Prosigue:
" No existe ningún hallnzgo previsible de la psicología que pueda afectar nl
aserto de que todos los seres humanos son éticn y políticnmente iguales y
están dotndos de unos derechos inaliennbles, entre los que fi4ura el
derecho n la vidn, n la libertad y a In búsqueda de la felicidad... el empirismo
radicnl no es necesariamente una doctrinn progresistn y humanista, la tnbin
rasa es el sueño de todo dictador; es inadmisible que se confundnn las dos
siguientes nfirmaciones:
• Las diferencias eritre individuos son innatas (qenesj
• La igunldnd de los individuos es innatn (potencinlidades como ser humano).
En la medida en que los módulos mentales son un complejo producto de la
selección naturnl (no del azar), la variación genética debe verse restringida
a modificaciones cuantitativns y no n diferencias en el diseño básico".
Pinker (1995} prosigue:
"las neuronas de nuestro modelo se pueden conectar unas con otras de
tnl manera que funcionan como °circuitos lógicos" (relaciones bnsadns en
operndores como "y", "o", o°no°, se emplean en los procedimientos de
deducción).
En la actualidad se empiezn a vislumbrnr cómo se produce el cableado
bósíco del cerebro de un embrión. Las moléculas que guían, conectnn y
preservnn las neuronas son proteínas".
Los especialistas en neurociencia estimnn que en la formación del
cerebro y del sistema nervioso intervienen unos 30.000 genes. Por ello In
gramática podría estar representada en genes, es decir, estar definidos
como secuencias de ADN que codifican proteínas , en determinados
momentos y lugares del cerebro. Estas proteínas guían, fi jan o atraen
neuronas hacia nquellos circuitos que, unn vez producido el ajuste sináptico
que tiene lugnr con el aprendizaje, interviene en In solucíón de problemas
gramaticales, como por ejemplo, el seleccionar un afi jo o una pnlabra. Este
nutor concluye que no hay modo de verificarlo directamente estn existencia
de genes gramaticales en los seres humanos, tampaco, decir que haya un
único gen responsable de todos los circuitos subyacentes a In gramáticn.
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No obstante, se apoya en la presencia de familias afectndns-en varins
generaciones en sus capacidndes lingúísticas y pone de manifiesto: utiene que
haber un pntrón de sucesos genéticamente determinados en el desnrrollo del cerebro" eS
decir, los suceŝos alterndos en este síndrome. Esos sucesos genéticamente
determinados se especializnrían en tender los circuitos en los que descansan
los procesos del cómputo lingiiístico. Afirmn el autor que pnrecen estar
diseñados para procesar In gramñtica del lengunje y, no se limitan a Ia
articulación de los sonidos de) habla en el tracto vocnl o n la percepción
auditiva de estos sonidos.
^efiende que:
• Existen los genes de In gramútica, entendiendo como tales unos genes,
cuyos efectos son exclusivos del desarrollo de circuitos neuronales, que
subyacen a componentes específicos de In gramáticn.
• La ubicación de estos supuestos genes en e) cromosoma se desconoce por
completo, lo mismo que sus efectos sobre In estructura del cerebro,
aunque ya se estún efectuando pruebas genéticas basadas en análisis de
sangre a la familia que padece el síndrome.
• EI estudio de la topografía cerebrnl de pacientes con SLI (trastorno
específico del lengunje), n pnrtir de pruebns de resonnncia magnética
nuclear, parece indicar que las personas con este síndrome no presentan
la asimetrín típica de (os cerebros normales en las áreas perisilvinnas.
EI diseño básico del lenguaje, desde el sintngma X-con barra hasta los
rasgos fonológicos y la estructurn del vocabulnrio, es uniforme en todn
nuestra especie. Gracias a(a selección naturnl todns Ins personns normales
han de ser cualitativamente idénticns, no obstante, las variaciones
cunntitativas permiten la formación de perfiles lingiiísticos peculiares:
• Nódulos atrofiados o hipertrofiados.
• Representnciones de sonidos o significados inconscientes que se
hagan nccesibles al cerebro.
• Mayor rnpidez o lentitud entre conexiones entre circuitos del
lengunje, inteligencia o emoción.
Formula Pinker unn nueva hipótesis: detrás de cada individuo hay
combinaciones idiosincrásicas de genes (detectables en los gemelos idénticos
criados por separado).
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8. !.A TEORÍA LIN6l1Í5TICA Y LA TEORÍA DE LA ADQVISICIÓN
DEL LEN6UAJE.
Todas las teorías tienen un ob jetivo común: esclarecer el enigma que
es el lenguaje. Se diferencinn en su visión de (a nnturaleza de (ns lenguns
humanns.
EI estructuralismo, (Wundt, Titchener) preguntn por el es en
contrnposición al funcionalismo que se interrogn por el par+a qué. Todas Ins
escuelas están de acuerdo en la ESTRUCTURA JERÁRQUICA DEL
LENGUAJE, In gramátíca generativn amplia ln posibilidad de descripción.
Para estudiar una (engun h^ que partir de la lengua mismn,
intentando explicar e) conocimiento LATENTE que posee cada hablante y
que es responsable de la producción de las oraciones. La propuestn
chomskiana estudia ese conocimiento Intente. En 1957 Chomsky publica
"Estructuras SintQCticas'; como reacción a la corriente conductista en
Psicología de) Lenguaje, en pVerbal Behavior" de Skinner. Se estableció la
unión entre In lingiiística y la psicología de) lenguaje nació una nueva
disciplinn, °LA PSICOLINGl11STICA'; que trnta de los comportamientos
del lenguaje en el mnrco del funcionamiento psicológico del individuo, se
ncerca a) estudio del (enguaje mediante un marco teórico específico: EL DE
LA TEORÍA GRAMATICAL.
Los estudios psicolingiiísticos renlizados dentro de este mnrco,
tra^tan de determinar en qué consiste /a competencio (capacidad intrínseca de)
hablante), a partir de datos empíricos
Pnra poder comunicarse los su jetos precisan un lengua je, parn ello
tienen que aprender: Las pnlabras o vocabulario (lexicón), unas reglas
{sintaxis, requiere una gratnútica), los significados (semántica, se produce
ambigi;edad), usos {pragmática).
EI lenguaje posee planos: fonológico (fonología), morfológico {morfema),
sintáctico (sirrtaxis), semántico (semántica). La gramática trata de averiguar la
estructura del lengua je.
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Humboldt considera que el lenguaje es creatividcd, es su
carncterística^fundamental, el lenguaje no es pnsivo.
Chomsky (19b5, 1975, 1981) señala que los seres humanos están
dotados de un conocimiento innato de la lengua, de lo que él Ilama gramáticn
universal (GU). Esta teoría propone una respuesta al "problema lógico" de
Platón que explica cómo se adquiere unn lengua cualquiera, de mnnera tnn
rápidn y regular pese n los datos limitados y deficientes del input nl que
solemos estar expuestos. EI objetivo innatista es especificar (os aspectos
del genotipo, aportar argumentos de su existencia, sin olvidar la influencin
del medio.
Slobin {contrario a Chomsky) defiende que los POs son un conjunto de
procedimientos o estrategias que entran en la construcción del lengua je. Es
la manera con la que el niño percibe e interpreta el input. Son los principios
que usn el niño al comienzo de la ndquisición pnra proyectnr su gramática.
Slobin distingue ente {2) "the perceptual and storage filters": principios que
convierten el input en dntos almacenados que usnrá posteriormente el niño
para construir su gramática y{2) uthe patterm m^ker's" los principios que se
usan parn organizar los datos almacenados que se convierten en un sistema
lingŭístico.
Sin embargo, recordemos a P. Olerón {1979} cuando señala que es
importante estudiar las estructuras, reconociendo In repercusión de los
traba,^os de Chomsky, este autor insiste en que no debemos olvidar (as
funciones, se ha estudiado (a importancia de la comunicnción y la prioridad
del significado sobre la sintaxis.
EI dominio de las significaciones implica tanto (a comprensión de los
mensnjes como su producción adoptadn. Formas que ponen en juego
capacidades y operaciones psicológicas (e incluso cuando se considera la producción
fisiológicn).
Son disociables no sólo en formas patológicas (afasias), sino en la
práctica de una lengun extran jern se es capaz de leer y no de hablarla con
igua) facilidad, para comprender tenemos que realizar operaciones:
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Operaciones: "Analizar la continuidad sonora del discurso percibido,
seguir Ias fluctuaciones de la frase, las flexiones y los morfemas,
entresacnr las relncionas gramaticales, retener mediante aprehensión
simultanea esn melodía evanescente que progresa n medida que se
evapora, construir al mismo tiempo unn significación, hacer una síntesis
junto con un nriálisis, ir del conjunto al detalle y viceversn.... Tales son
las etapas que supone la comprensión. Esbozar unn intención, proyectnrla
en (as zonas verbnles convenientes, construirla sobre el entramado
gramáticn, desmembrarla con ayudn de símbolos y reconstruirla,
rehacerla a medidn que se transforma, asegurándola mediante un control
discreto, rápido y permanente del njuste de In expresión a Ia iritención...
tnl es el sistemn del pensamiento habindo...°
Demacráis {1963)
{Ctndo por Olerón en EI niño y la adquisición del lenguaje)
En resumen, teniendo en cuentn los datos científicos presentados hemos
de preguntarnos iqué es el lengua je?, a lo que respondemos que es un
módulo (órgano merrtal o parte) distinguible de otros módulos cognitivos. Como
pruebns {tesis), podemos razonar:
1° Es distinto de otros módulos,
l-Iay inteligencia sin lenguaje (ejemplo en lesiones del área de Broca, que se produce afasin,
no son sujetos retardados^
Disfosia de desarrollo descrita por óopnik {dificultad lingiiística, buena oapacidad intelectiva)
Lenneberg (Tesis del punto crítico en la adquisición del lenguaje)
2° hay lenguaje , pero no inteligencia.
- Esquizofrenia, alzheimer, autistas, afasias, espina bífida
3° EI lenguaje es órgano de extrema perfección y complicación.
EI lenguaje consta de la gramática que se organiza en submódulos:
^ fonología, verbos, casos etc...
Bqjo el lenguaje hny un complejo circuito neural para lo que no importa, o es independiente el
tamaño del cerebro y en el que hay diferencia en la localización.
Hay una complejidad genética en el lenguaje.
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Nos int^resa el lenguaje como conducta personnl, la psicoling^ística
se interesa por averiguar çué procesos se emplean para hablar y entender,
qué recursos psicológicos emplean los su jetos parn habinr y comprender,
realizar inferencias desde una conducta {en esre caso el habla) para Ilegar n la
función psicológica. Los tipos de inferencia pueden ser:
• Desde el habla a la producción.
• Variables que afectan a la respuesta.
• Fnctores paralingŭísticos.
• Relnción entre contexto y situación verbal.
• Lengua je y otros procesos cognitivos.
En este trabajo nos interesaremos por la comprensión /i►rgcirstico
p^rocesadcr ,por ^n oye^e tros p^ercibi^ un mensq é onal_ Consideramos
que In base de In comprensión es la significnción, la función primaria del
lenguaje es la comunicación, el factor previo no es lingiiístico, es
comunicativo.
Hay distintos modelos de comprensión: el léxico {la palabra es la que
condiciona), sintáctico ( las normas de In sintaxis son las Que hacen comprender) y e)
5em4ntico {lo Que el su jeto pone cuando comprende).
8.1. ^Cómo se procesa?
Cuando leemos un texto, lo primero que se hnce es desmenuzar
fonemas y posteriormente volver a integrarlos en un todo significativo, todo
ello contando con la memoria imprescindible para el procesamiento, el
problema sigue siendo: ^dónde poner cnda elemento?, ^cómo se produce e)
flujo de información entre los mísmos?. Hay dos principnles modelos
cognitivos que explican el procesamiento.
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EI primer modelo de K. Forster {1980} ha sido descrito por
Santiuste, V: {2982}, a continuación lo exponemos:
• Todos los elementos gue informnn en la comprensión y cómo funcionnn
según Forster
Comprensión entre la teoría de la nutonomía del subprocesador sintáctico y
la teorín lineal interactiva
GPS
E PROCESADOR F---^I
MECA
NISMO
CONOCI
MIENTO
X SEMÁNTICO
I DE GRAL.
C PROCESADOR
O SINTÁCTICO SOLUCIÓN I^jI CONCEP
DE
TUAL
GRAL_PROCESADOR
LEXICAL PROBLE
MAS
i ►
INP T ^ ^ TPUT
EI (exicón es el procesador y el subprocesndor es de nbajo-arriba.
K. Forster, adscrito a) grupo de investigación de influencin
chomskiana, establece la división de subprocesndores (léxico, sintáctico y
semántico} en una relnción lineal, de manera que no hay procesnmiento
sintáctico si antes no lo ha habido léxico. Son, por lo tanto, autónomos. EI
procesamiento serín:
Léxico--► reglas^ significado
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Por el contrario se contempla en los traba jos de L. Tyler un segundo
modelo que cansidera que e) procesamiento es interactivo y en paralelo
(formalista y fuñcionalista}, estableciéndose una relación continua y paralela
entre los comporíentes ling^ísticos, los principales modelos son:
1. Todos los elementos que informnn en la comprensión y cómo funcionan
según el modelo Formalista. Considera n(a prgmática como un componente
más del lengua je.
morfología
semántica
fonología
Z. Todos los elementos que informan en la comprensión y cómo funcionnn
según el modelo Funcionalista. Considera la pragmática como orgnnizador
general total del lenguaje.
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8.2. MODEl.OS 9E lEN^VAJE.
8.2.1. La gramático genera^tivc, Chomsky.
Ln gramáticn chomskiann pasa por tres momentos, en un cunrto
defiende plnnteamientos minimalistns que serán posteriormente descritos
en este trabajo. En 1957 (n lingiiística girn en torno n In sintaxis, no apnrece
la semántica, sí e) léxico, la fonología y la sintaxis. En un segundo, aspectos
de In teoría de la sintaxis, cambia y aparece la semánticn, en e) tercero, año
1972, estudia semánticn y gramática. Por último 1995 se sitúa en
planteamientos minimatistas, esta información no es trnducida al espnñol
hnsta el 1999.
8.2.2. Modelo de Chomsky: Aspects of the theory of syntax {1965).
Apnrecen tres componentes: fonológico, sintáctico, semántico.
COMPONENTES PROFUNDO
---^_
Reglas categoría
^
lexicón Reglas de
Inserción
^
Estructura p^ofunda
Reglas de transformación
1
Estructura superficial
z
Reglas fonológicas
Representacio fonética
Reglas de transformnción
S IN ES
TAC iRUC
TI TURA
CO PRO
REGLAS
DUCCIÓN
REPRESENTACIÓN EMÁNTICA
COMPONENTES
FONOl.ÓGICOS
► de nctiva n pasiva
( En el primer modelo de 1957 no nparece).
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8.2.3. Modelo de la semñntica generativa. Lnkoff, Mc Cawley(1971).
representaciór^ semánti ca
lexicón rReglas lexicales grdmaticales
1
Reglas fonológicas
representacio fonéticn
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8.2.4. Chomsky: "tnodelo stnndnrd" (1972}.
COMPONENTE
BASE
Reglas de transformación
REPRESENTACI^N SEMÁNTTCA
Estructu a superficinl
Reglas fonológicas
Reglas fonéticas
Los componentes siguen siendo los mismos, modelo más simplificndo, no hay tantos
subcomponentes.
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8.2.5. EI programa minimalista.
Chomsky reflexiona y afirma que parece razonable pensar, que el
lenguaje puede nproximarse n ser un "sistema perfecto", pnra avanzar más
en este camino tenemos que dnr con In respuesta a un amplio abanico de
cuestiones. nos quedan problemas difíciles y provocativos de un nuevo orden
de profundidad y la prospección de una teoría del lengua je con unas
propiedades que son muy sorprendentes, se hace dos preguntns:
• ^Cuáles son las condiciones generales que esperamos que satisfaga la
facultad del lengua je humnno?
• LHasta que extremo está determinada la facultnd del lenguaje por estas
condiciones sin que les subynzca ninguna otra estructura?
Si la respuestn a la segunda pregunta es positiva el lenguaje sería un
"sistema perfecto", satisface restricciones externns de la mejor forma
posible y de un modo razonable.
Chomsky propone el PROGRAMA MINIMAl.ISTA, estos son sus puntos:
• Hay un componente de la mente/cerebro humana dedicndo al lenguaje (Ia
facultad del lenguaje} que interactúa con otros sistemas.
• La facultad del lenguaje tiene, al menos, dos componentes:
• Un sistemn cognitivo que almacena informnción
• Un sistema cognitivo de actuación que accede n esa
información y la utiliza (pueden ser específicas del lenguaje}.
COMPONENT^S DEL l.ENGUAJE
^ SISTEMAS DE
MEMORIA ACTUACIÓN SOBRE LA
MEMORIA
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• E) sistema cognitivo internctún con los sistemas de nctuación por medio
de niveles de representación lingiiística, hay dos sistemas "externos": el
sistema úrticulntorio-perceptual A-P y el sistema conceptual-intensionnl
C-I. Cada uno con dos niveles de interfaz: In formn fonéticn FF {en A-P)
y la forma lógica FL {en C-.I^ .(EI "doble interfaz" sonido con significndo es In
forma tradicional de describir el lenguaje, puede rnstrenrse al menos hastn
Aristóteles}.
Este nutor prosigue, dado un L{lenguajes particulares) eI sistema cognitivo
consta de:
• Un sistema computncional SC
• Un IexiCÓn (especifica qué elementos selecciona e irrtegra en SC parn formar
expresiones lingiiística (FF, FL}
Todos los elementos pertenecen a las categorías:
-SUStantivaS: (verbos, adjetivos, sustarrtivos y pnrtículas)
-funcionales: (tiempo y complemento}
Las nuevas cuestiones del PM(programa minimalista} son: ^Cuán perfecto es
el lenguaje?. Se esperan °imperfecciones" al menos en los rasgos
morfológicos-formales del lexicón y en los aspectos del lenguaje
inducidos por las condiciones del interfaz A-P. Igualmente se pregunta:
^Hasta qué punto estos componentes de In facultnd del lengunje son el
depósito de) distnncinmientó de la virtual necesidad conceptual, de
forma que el sistemn conceptual Cih (sistemn computacional del lenguaje
humano} sea, no sólo único, sino óptimo?.
Afirma que hay un único componente computaciona) para el lengua,^e
humano Cih y sólo una variedad léxica limitada.
Recuerda que lengua no es un sistema de reglns, sino especificación
de un conjunto de valores paramétricos insertos en un sistema invariable
de principios de la grnmática universal (GU), por lo tnnto, la
"Interpretación Plenn" {IP) requiere que Ins representociones sean
mínimas.
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EI sistema conputacionnl del Lenguaje posee tres niveles:
P {estructurn P)
FF (interfaz con sistemas sensomotrices)
FL {interfnz con sistemns estructuras conceptunl y uso del lenguaje}
EI nivel de Estructurn-P está directnmente asocindo con el lexicón.
Los 3 niveles {P,FF,FL) están interrelacionado, pero no directnmente.
La descripción estructurn) de una expresión E en una lengua L no se da sino
a través del nivel intermedio de Estructura-5. Afirma que el lenguaje-I
(interiorizado) es un componente de la mente/cerebro. La estructurn 5 está
relacionada con la Estructura-P, In 5 también con FF y FL
EI "mínirno esfuerzo" es igual a los principios de In GU se aplican
siempre que sea posible, limitnndo la utiliznción de reglns particulares a unn
lengua sólo n nquellos casos en que "snlven" una Estructura-P
Este Principio de umínimo esfuerzo", en su formulnción concreta, es
aparentemente, espec'rfico de la facultad del lenguoje, conclusián que
remite a la naturaleza de la fncultad del lenguqje en general.
Como no puede hnber paso superf luo en las derivnciones, tampoco
existe ningún símbolo_ superfluo en las representnciones. Es la
Interpretnción Plena (IP), un ^ elemento puede aparecer en una
representación sólo si está debidamente "legitimndo", en la estructura P,
IP se cumple por definición, en los 3 niveles entre sistema computacional y
otros sistemas.
Todo esto le Ileva a concluir sobre el diseño de) lengua je: existe
evidencia de que derivaciones y representaciones están sujetns a algún tipo
de condición de "mínimo esfuerzo", no se dan pasos superfluos en la
derivnción, ni símbolos superfluos en la representación, esto elevado a la
condición de principio de GU. Es específico de In facultad del lenguaje.
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Se produce diferenc^a entre el diseño del lenguaje natural y In
estructura de (os sistemas formnles construidos por rnzones de eficacin
computnciona) relevantes como otrns propiedades de) lenguaje natural, como
la existencia de categorías vacías podría crear problemas de procesamiento.
Hny "trucos computacionales" permiten determinar sencillez de
propiedades grnmaticales de una representación de Estructura-5 y permite
utiliznrlo en In práctica. EI diseño del lenguqje, parece ser "disfuncionol"
presenta propiedades no odcptados a los funciones o desempeñar. No
hay ninguna razón para suponer que el diseño general del lenguaje esté
dirigido a su uso eficiente, nfirma que descubrimos rasgos intrignntes e
inesperados, inusuales entre los sistemas biológicos del mundo natural.
8.2.5.1. Un programa minimalista parc lo teoría lingúistica.
En este enfoque, el lenguaje es considerado como parte del mundo
natural. EI lengunje es unn facultad, pnrn su uso y entendimiento, el cerebro
humnno proporciona un conjunto de capacidades, pnrece estar especializndo
en esa función y forma parte del acervo humano común.
Un componente de In facultad del lengua je es un procedimiento
generativo, un lengua je I, (en adelarrte lenguqje} genera descripciones
estructurales (DE} cada unn de las cuales es un complejo de propiedades
que incluye las Ilamadas "semánti ĉas" y"fonéticas"
Considera que Ins DE (descripciones estructurnles} equivalen a las
expresiones del lenguaje, La gramática pertenece n unn lengua particular y
(a GU (gramática un ►voersal} se encuentra en todas Ias lenguas y las expresiones
que genera. Es una teoría de) estado inicial (So) del componente relevante
de la facultnd del lenguaje.
Distingue entre el lengua,^e como sistema conceptunl y e) lenguaje del
sisteltla de competencia praglTl^tica. (Pueden estnr dañado selectivnmente y
disociados en el desarrollo, sus propiedndes son diferer^tes} .
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La GU ^ especifica niveles lingúísticos cada uno es un sistema
simbólico, es decir, un "sistema representQCionQl", cnda nivel proporciona
los medios pnra presentar si esta información sistemática acerca de DE
está en unn secuencia de representaciones, unn por cndn nivel.
En ^a TEE (Teoria Estúndnr Extendida} Cada DE (descripción estructural) eS una
secuencia {S, 6, n, ^,) es representación de los niveles Estructura-P,
Estructgura-5, Forma Fonética (FF) y Forma Lógica (FL}.
Apunta In hipótesis : Los lenguajes se basnn en principios simples
que internctúnn para formar estructuras intrincadas, la facultnd el lenguaje
no está "sobredeterminadas" por Ios principios del lengua je y añade: ° hny
rasgos inesperados entre los sistemns biológicos complejos, más parecidos a
los esperables en e) mundo inorgánico".
Otra cuestión que plantea es el papel del "principio de economía" a)
determinar las computaciones y las DE que generan. Las DE son
instrucciones para sistemas de nctunción: articulnr, referir, preguntnr...., a
los que proporcionn informnción parn su funcionamiento.
Los sistema de actuación son el articulatorio-perceptual y e)
conceptual-intencional, (cndn expresión contiene instrucciones pnra cndn nivel}. Cada
lenguaje determinn un conjunto de pares que se toman de los niveles A-P e
I-C, al primer nive) le corresponde In FF, I-C posee estatus y
cnracterísticas más controvertidns.
Los dos componentes del lengun je son el lexicón y e) sistema
computacional, el primero especificn los elementos que entran en un sistema
computacional, (con sus propiedades), el segundo utiliza los elementos del
(exicón para generar derivaciones y DE. La derivnción de una DE implica una
selección de elementos del lexicón y una computación que construye el par
de representaciones del interfaz. En el modelo idealizado de adquisición del
lenguaje estándar se considera que el estado inicial So es una
función que se proyecta en la experiencia {datos lingi;ísticos primnrios DL.P) sobre
un lenguaje.
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Chc^msky continúa: " para un c.!ise^ño sencillo del lenguaje, los niveles de
interfaz son los únicos niveles, esta suposición formnrá pnrte del Programa
Minimalista"
8.2.5.2. Cctegorías y transformaciones. Ideas centrafes del programa
minimalista.
• EI PM es sólo un programa de investigación, trata de dar respuesta a
la pregunta Lcuún "perfecto" es el lengun je?
• L es un lengunje particular, instanciación del estndo inicin) del
sistema cognitivo de la facultad del lengun je con las opciones
especificndas.
• L procedimiento generntivo, construye pnres (f1, A) que se interpretan
como "instrucciones" para los sistemas de actuación de los interfaces
articulatorio-perceptual {A-P) y el conceptual-intensionnl (C-I)
• 11 es la representnción en forma fonética {FF} {estún formadns por
"ob jetos legítimos" Generada una cep^resentación únicamente de tales objetos,
satiŝace la interpretación plena (1P), míniroo un par, {n, A)
bajo supucstos minimalistas, como máaimo
• A= representación en forma lógica (FL)
• L no sólo se define por un par {^, A), formado por una derivación
convergente, esta debe ser ÓPTIMA, ausencin de "pasos superf (uos"
• L genera 3 con juntos relevantes de computaciones:
EI con,yunto D de las derivaciones
Un subconjunto Dc de las derivaciones convergentes de D
Un subconjunto DA de las admisibles
. IP determinn Dc las condiciones de economía seleccionan DA
• Dn es subcon junto de Dc
EI progrnma minimalista trata, limitndamente, In cuestión de la
especifidad^ del lengunje. La cuestión es la nnturaleza de los
procedimientos computacionales del Cih y en el lugar de su variabilidad
(los rnsgos formnles y morfológicos del lexicón), propiedades de salida franca y
nnturalidad conceptual de sus principios y conceptos.
HASTA QUE NO SE DEMUESTRE LO CONTRARIO, C^.H (Clh=sisterna
computacional del lenguaje hun^+ano) HACE U50 DE PROCE545 DE UN TIPO
MVY RESTRIN6ID0.
8.2.5.3. EI sistema cognitivo de Ia facultad del lengua je. EI
componente computacional.
fl, A basadas en una misma elección de elementos léxicos.
En el programa minimalista las operaciones se aplican en cualquier
momerrto sin ninguna estipulación especial, aunque la derivación
fracasa si se hnce la "elección errónea".
EI lexicón proporciona unn "codificación óptima" de la lista de
"excepciones" (todo lo que no se sigue de principios generales).
Resumiendo, según el Proarmm^ minimnlistn:
• Podemos eliminar la t° de estructurn de frase enteramente
• La computación Cu-i proyectn una numeración n, que se ha
seleccionado del lexicón sobre un par de representaciones de
interfaz {^, A} en FF y FL respectivamente.
• Las categorías funcionales y sus rasgos formnles ocupnn un lugar
central en el funcionamiento de C^H.
• Las condiciones inevitables sobre el (enguaje pueden satisfacerse en
nlgo pnrecido n"In mejor forma posible".
• Parece razonnble pensar que el lengua,^e puede aproximarse a ser un
sistema "perfecto"
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8.3. Síntesis.
A la vista de lo nnterior, consideramos que lo importante es
centrarse en la convergencia entre autares para proseguir en la busqueda
de soluciones en aquellos aspectos en que discrepan.
Existe una opinión generalizadn en considerar que la memoria resulta
imprescindible parn un buen procesamiento, entre los elementos implicados
todos los autores coinciden en consideran la sintaxis, semánticn y
pragmática como componentes imprescindibles.
La colocación de cnda elemento y cómo se produce el flu jo de
información es lo çue debe nclarnrse, nunque los últimos trabnjos conceden
a In semántica mayor peso, como In ^RT (teorín de In representnción del
discurso) elaborada en los nños 80 y 90 por Hans Kamp y sus colaboradores
y la S^RT (semánticn dinámica}, {Lascarides y Asher, 1999). O la semántica
de los mundos posibles {Heim, 1992).
Se acepta que el flujo de información se produce de un modo
interactivo, falta por determinar, si lineal o parnlelo, nunque lasegundn
hipótesis parece la más plausible.
9. MODELOS TEÓRICOS DE LA ADQVISICIÓN DEL LENGVAJE
La ndquisición de la propia lengun en niños normales tratan de
explicarla distintns teoríns, In ombientolisto nfirma que todo es aprendido,
la postura contraria, teorín innotisto, resalta la importancia del papel de
mecanismos innntos del sujeto, mnximizn nspectos cognitivos.
En los años 70 se produce una mínimn convergencin y nparecen dos
direcciones, los asociacionistas que aceptan los procesos cognitivos en el
sujeto y los chomsquianos que se desplazan desde la competencin ling ŭística
a la comunicativa.
Entre los autores asociacionistas podemos citnr n Watson y Skinner.
Lns teorías innatistns y biológicas que enfatizan Ia actividad mental, están
representndas por Chomsky y Fodor.
La adquisición de) lenguaje nativo según tns teorías que se basan en un
modelo innatista, se ocupan del problema lógico de la ndquisición conocido
como problema de Platón.El interés se ha desplazndo del estudio de la
lengua - Exterior (lengua - E) af estudio de fa lengua - Interiorizada (len^ua - I).
Lengua - E son las conductas lingiiísticas que forman un sistema
independiente del módulo nutónomo que constituye la gramática.
Lengua - I es el sistema de conocimiento que forma parte de ese módulo,
es la representación mental çue subyace n díchns conductas.
Las teoríns de adquisición del lenguaje se ocupan de investigar In
FACULTAD LINGl1Í5TICA (^oMPone^te de ^a ment^). La adquisición del lenguaje
se considera el resultado de la interacción de los principios innntos con los
datos de) input y fn fi jación de los valores apropiados de los parámetros.
9. 1.Teoría conductista de Skinner.
Para este autor, ef aprendiza,je del lenguaje es la creación de hábitos
basados en E-R (estímulo-respuesta}. Para conocer el comportamiento verbal
es necesario determinar las variables que lo controlan. Hny que Considerar
dos hechos:
• Los estímulos contextunles para reforzar In respuesta.
• Refuerzos del sujeto dentro de un marco de su grupo socinl y
limitaciones genéticas de su especie.
Consideramos que esta visión es insostenible si tenemos en cuentn
las variaciones de Ins formas de respuesta que puede haber (instaurar,
mantener y modificnr).
Es un modelo general y complicado, los niños no reproducen, sino que
Crean (todo hnblante es capaz de producir y entender un número infinito de ornciones a
pnrtir de un número finito de elementos, ASPECTO GREATIVO DEL U50 DEL
LENGUAJE).
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9.2.Piaget (constructivista e ir.±er-accionista).
Pnrte, al igual que Chomsky, de un componente innato que le
predispone .á aprender el lengua je. Mientras que Chomsky resalta e)
desarrollo lingiiístico,
Piaget defiende:
• EI pensamiento dirige el lenguaje (el desorrollo cognitivo es primario,
es cognición e interocción).
• E) entorno influye poco {el desarrollo es primero individuol y luego socinl).
• Las operaciones tnentales son mecanismos internos derivados del
contacto con el entorno: "asimilación y acomodación".
Internccionismo es Ia relnción entre individuo y medio.
Constructivismo es la mnnera en que se elaboran (ns estructuras del conocimiento.
Piaget rechaza el innntismo chomskiono, no existen principios
sintócticos innatos, el niño posee ol nacer mecnnismos funcionoles, no
estructuras cognitivas previas. EI desorrollo del lenguqje se explica
tnediante bases cognitivas no mediante gramáticn innata.
9.3.Vigotsky
Lev Seminovich Vigotsky (1896-1934) Abre el camino de In
investignción en la auténtica psicología soviética en la que destacaron Luria y
Leontiev, discípulos suyos. Postura denominadn °Origen y Evolución
Histórico-Cultural de) ser Consciente". La conciencia {proceso psíquico superior)
es e) verdadero obyeto de la psicologín.
^efiende el materialismo {el cerebro materin mas nltamente organizada) y el
evolucionismo dialéctico (los actos psíquicos no funcionan con las leyes de Ia materia,
sino que cuentan con leyes propias que permiten la libertad).
En el proceso del desnrrollo histórico cultural el fenómeno más
elevndo es el lengua,je, instrumento básico del pensnmiento, que n su vez
es el más importante agertte transformador de la realidad. AI educar el
pensar surgen muevns formas de pensamiento, por eso el ndulto no piensa
como el niño.
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La escuela rusa defiende la interdependencia en el desarrollo, en su
inicio e) lenguaje camina separado del pensamiento, luego Ilega un momento
que se hace indistinguible, importante el medio social {escuela y padres),
desarrollo biofógico y lo dndo hereditario.
9.4. Chomsky.
Afirma Chomsky que el ser humarro viene dotodo de un conocimiento
innato que le hobilita pnrn oprender unn lenguo cuolquiero. Ofrece dos
hechos para demostrarlo:
• L05 universaleS IingiiÍSticoS (similitud entre construcciones básicns)
• Los niños siguen Ias mismns pautas o el mismo proceso nl adquirir una
lengua determinada.
Para poder adquirir la lengua e) contacto con el medio lingiiístico es
necesnrio pero no suficiente, la habilidnd pnra adquirir e) lenguaje se basn
en propiedades especí^cas de la mente humano. Es un conocimiento
biológicamente determinndo, el lenguqje es un sistema cognitivo, distinto e
independiente con sus principios y reglas, con estrategins de aprendiznje
diferentes y posee unn bnse genética propia.
La teoría ling^ística chomskinna supuso una propuesta innovadora, su
planteamiento más destncado es el desorrollo de unn gromático universnl
(6V) de bnse innoto, por ello está distnnciadn de In teorín conductista.
La gramática sería el conjunto de principios y reglns que rigen la
producción lingiiística.
La descripción de la ndquisición de una lengua determinada, no puede
explicnrse por la formación de hábitos y analogías, el nspecto CREATIVO
de) uso del lenguaje es indicio incuestionable que la adQuisición de) lenguaje
está guiada por un sistema conceptunl PREVIO A CUALQUIER
EXPERIENCIA.
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Responde Chomsky (1976,1981,1986} al "problema de Platón" (^cómo surge
el sistema de conocimiento en la mente?): Aparece porque existen principios
f i^yados de ^. In fncultad del lengua je que forman parte de la herencia
biológica.
La GRAMÁTICA UNIVERSAL (GU} es una teorín para determinar la
estructura interna de la mente humana y una aproximnción nl desarrollo del
lenguaje, abnrca un sistema de PRINCIPIOS {aplicnbles a todas las lenguas) y
unos PARÁMETROS (variación entre dichas lenguas) Se requiere:
• nprender cómo emplear los principios.
• conocer qué vnlor es el apropiado a cada parámetro.
Los UI^IVERSALES LINGl^Í5TIC05(19b5, 1975, 1981) pueden ser
fuertes o débiles. Las lenguas se conforman a los principios de la GU pero
difieren en In opción de los parámetros.
La neurolingiiística y la patología del lenguaje (relación errtre lenguaje y
cerebro) ofrecieron pruebas que apoyaron las hipótesis de la teoría
lingiiística y In base biológica del lengunje defendida por Jakobson.
9.4.1. Modelo de la gramátticn tronsformacional.
Primer modelo de la Gramática Generativa, es el conjunto de reglas
que permitían genernr todas y cada una de las manifestaciones lingiiísticas
de una lengua. Posee dos niveles, la estructura P(profunda) y In estructura 5
(superficial). La estructura profunda genera la estructura superficial, entre
las dos opernn los procesos de transformación.
Para generar una frase se precisnn reglas de reescritura y reglas
trnnsformacionnles, Ins primeras delimitnn las relaciones gramaticales de los
elementos de una cndena discursiva, analizan relaciones sintácticas dentro
de In frase e integran el lexicón; la misión de Ins segundas es el segundo
nivel de análisis, convierten E-P en E-S.
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Existen dos componentes interpretativos de Ia grnmáticn:
• Reglas fonológicas . Ia estructura superficinl (E-S) en
representaĉiones fonéticas
• Reglas de forma lógica: es la interpretación semántica a In estructura
superficial.
lexicón
transformaciones
componentes ^
semántico
interpretativo
fonológico
Lns reglas transformatorins derivan estructuras complejns.
9.4.2. EI tqodelo de principios y porótnetros (1981).
P&P, más conocido con el nombre de Rección y Lignmento (RL}. Este
modelo se concibe como una estructura de sistemas modulares autónomos,
que internctúnn entre sí, sustituye un sistema de reglas por un sistema de
principios.
La grnmática se organiza nlrededor de una serie de niveles y en varios
módulos o con juntos de teorías que regulan la buena formnción de las
oraciones.
ESTRUCTURA-P
T ° de x-bcr►rc
T° mQtico
A4uevasé a
ESTRUCTURA-5
T ° deI CQSO
Formo loqiccr For^na fonética T° de! /iqomento
T° de /o rección
T° de /as ba►^re^+as
Los principios indicnn cómo se proyectan las entradas léxicas, Ins
reglas (muevnsé a} son los posibles movimientos de dichns unidades en la
configuración estructural.
En la construcción de ornciones se originnn combinación unidades
léxicas, pronunciación de unidades léxicas e interpretan unidades léxicas.
!.a estructurn P es e) componente necesario (nivel de representación de
ornciones en su forma básicn) ..Intervienen el principio de proyección, el módulo
de la teoría de la x-barra y e) módulo de In teorín temútica.
La estructurn 5 puede ser modificnda por In regla "muevasé a"
(posibles procesos de movimientos de las unidndes lingiiísticas}.
Cuntro son los submódulos implicados en la obtención de la estructurn
derivnda:
• Teoría del caso (rnarca el cnso a Ios elementos de la oración).
• Teoría de) ligam^ento (relaciones referencinles entre elementos nnafóricos y
pronominales con sus antecedentes) .
. Teoría de In rección (presencia de las categorías uncías}.
• Teoría de las barreras, incluye la condición de localidad y reglas de
movimiento.
EI nivel de formn fonética (FF) da cuenta de cómo se pronuncia la
oración y la Forma lógica (FL) de la representación de los elementos
constituyentes de la oración. Los conocimientos prelingiiísticos interactúan
con los datos del input lingŭístico, los parámetros informan de la variación
entre las lenguas.
A cadn principio universal le corresponde una serie de vnlores
parametrizados, ejemplo teoría x-barra que da cuenta de Ia endocentricidad
de la frase, (cualquier ornción Sx debe tener un núcleo X de In misrna cate4oría. {SN, SV,
SA, SP).
EI niño va seleccionando el valor correcto del PARÁMETRO de. la
lengua n la que está expuesto. En el modelo paramétrico tiene gran
importancia el input para fi jnr el parámetro de su contexto lingiiístico.
Resumiendo, el modelo de principios y parámetros (Chomsky 1981)
propone un conjunto restringido de PRINCIPIOS generales comunes a todas
las (enguas que Ileva asociado un conjunto restringido de PARÁMETROS
responsables de In variación entre las lenguas.
10. LOS MÓDULOS DE LA 6RAMÁTICA 6EIVERATIVA.
La hipótesis de 1981 dice: E) módulo autónomo (GU} forma parte del
conocimiento innato del hablante y condicionn las pautns de adquisición del
lengunje. EI conocimiento acercn de In relación temática y la estructura
sintáctica es un conocimiento inherente que posee cadn habinnte.
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EI Principio de proyeccíón dice: "Los requisitos categoriales de las
piezas léxicns deben satisfncerse con todos los niveles de representación de
la oración". De este principio se desprende que existe unn estructura básica
de In ornción {E-P), a este nivel, interactúan el principio de proyección ^yunto
a las teorías x-barra y temática parn In configuración de la estructura
sintáctica.
La representación de una oración cualquiern en In E-P resulta de la
interacción entre: el principio de proyección, el módulo de In x-barra
(teoría-x' } ^In teoría temática (teoría - A }
10.1. La teorío de la x-barra.
La relación entre los distintos elementos de la oración no es lineal
sino que obedece a una ^erarquía estructurnl.
Módulo de In x-barra:
-todas las categorías léxicas poseen una estructura interna
común (cada categoría léxica x(sN, sV, sA, sP) es nucleo de una categoría x' (In
proyección de x) Que domina n x y sus comptementos.
En un 2° nivel existe una proyección x' '(la proyección máxima de x) que
dominn a x' y el especif icador de x' '(determinarite, nrtículo, sN...)
r
Esp X' i
X
1
COMP
En versiones posteriores no se limita a cntegorías léxicas sino a
todas las categorías funcionales {FLEX: TPO Y CONC) y a otros elementos
no léxicos como el complementante {COMP).
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La proyección FLEX' consiste en el núcleo FLEX y en su complemento
el SV. La proyección máximn FLEX" consiste en FLEX' y en su
especificador, el su jeto SN de FLEX' '. La proyección máxima FLEX' ' es
también la or.ación O.
Existe otro denominndo O' que es la proyección máxima de COMP
Según !a teorío x-barra todos los constituyentes sintócticos
resultan de la proyección de una de las categor'ias léxicas, que
funcionan como núcleo.
Tomaremos los e,^emplos que aparecen en Guellauz, H. (1995).
SN SV
i
^ ^
ESP N' ESP V'
Za ^--^ no
N SA V COMPL
Casa grnnde bebe vino
A
E P '
muy
^
SA SP SP SN
orgullosa de su hi jo hncia la casa
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10.2. La teoríc temática o teoría A.
Es el módulo de la gramática que intentn esclarecer Ins relaciones
semánticns que se establecen entre las distintas categoríns léxicas de la
ornción y los elementos argumentales que relacionan una misma palabrn, a
parte de su significado intrínseco, se le puede nñadir tnmbién un valor
relativo, asignado por el núcleo refector (es el semántico o temñtico}.
EI pnpel temático es el que asignan los núcleos de las categorías
léxicas: V, N, A y P n los argumentos internos {complen^entos) y a los
argumentos externos {su jeto).
A cada argumento sólo se puede asignar un papel temático en virtud
del criterio temático.
La condición necesarin para la buena formnción de las oraciones es el
criterio temático : Todo orgumento tiene un papel temático, todo
papel ten^ático se asigna c uno y sólo a un a,ryumento.
10.3. la teorín del ligamiento.
Este módulo da cuentn de las relaciones de referencin, cntegoría
abierta (realiznción fonética} o vacías (sin renlización fonética} es decir, la
interpretación semántica de las relaciones correferenciales que sobrepasan
los límites de (a oración (la huella de SN, squ, pro y PRO).
María dice Que Teresa ^ se ^ lava
(cualquier nativo sabe que "se" se refiere a Teresa)
Mnría ^ la ^ mira
(ningún niño irrterpreta "la" como correferencial con María)
Lo anterior es un principio de la GU (es este caso Ios principios de la t° del ligamento)
Existen tres elementos en las relaciones de dependencia:
• Las anáforas (pronombres, reflexivos, recíprocos): Junn se ^ afeita
• LoS pronominale5 (pronombres personnles): Juan ta j gOlpeó.
. Las expresiones referenciates (nombres propios, comunes}: Ella ^ defendió a María ^
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Además, durante e) desnrrollo ling ŭístico todos los niños normnles
poseen un mecanismo perceptivo específico cuyo diseño permite captnr los
sonidos del lengunje (Jakubowicz, 1988}, es el primer proceso denominado
"percepción del lenguaje". Todos los niños normales adquieren la estructura
sintczctica en una edad temprnna (Santiuste,1978}.
Igualmente, la pronuncinción es un fnctor importante en la adquisición
lingiiística (Santiuste,1997}.
10.4.La teoría de la rección y el coso.
Rección: Condición necesaria a la hora de delimitar las relaciones
referenciales {anáfora y pronominal)
Los principios de ligamiento no pueden darse sin tener en cuentn la
categoría de rección, también importante en la teorí del caso porque
i nteractúa ya que la asignoción de caso abstracto sólo se da bqjo
rección.
Se hnbin de rección cada vez que se trata de definir la relación entre
un predicndo y su complemento o entre el nombre y su ad jetivo.
Es fundamental determinnr que una oración esté bien formada porque
todo SN léxico ha de recibir caso (abstracto}. La teoría del caso se ocupa de
córno se asigna el caso que va n legititnor la nparición de cualquier SN en
In frase.
10.5. La teoría de Ics borreras.
Este módulo se ocupa de los tipos de movimiento de los constituyentes
de la oración y de In delimitnción de estos desplazamientos {Qué elementos y
hac^a donde). No son fortuitos ni arbitrarios, sino construidos por condiciones
y principios, destncando el principio de subyacencia, delimita el número de
nudos que puede atravesar un elemento desplnzado, tnmbién el principio de
las categorías vacías, que restringe el reconocimiento de las huellas de
movimiento.
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i l _ LOS PARÁMETROS.
Recordnmos que, según Chomsky, la adQuisición del lenguaje se
produce tras fi jar parámetros a partir de la experiencia. Grncins a que los
módulos son parametrizables podemos dar cuenta de las varinciones entre las
distintas lenguas.
EI orden de las palabras puede varinr de una lengua a otra, siempre
binaria, cada lengua selecciona la opción adecuada. Otro principio al que
puede estar sujeta la variación parnmétrica, es el Que da cuenta del
movimiento a.
Manzini y Wexler alegan que la noción de "categorín rectora" es
parametrizable. Rizzi considera que otro módulo con variación paramétrica
es el de (as barreras.
Los purámetros permiten captar la vnriación entre las lenguas
naturales. Los principios universcles son fi jos, ref le jan las propiedodes
comunes a todas las lenguns.
Según Chomsky e) niño posee aptitud innata o L.A.D. (language ncquisifion
device, dispositivo de adquisición del lenguaje), le habilitn pnra aprender Ia lengua.
Lightfoot defiende çue la GU es una teoría selectivn, la evolución del
lenguaje se produce seleccionando los valores de los parámetros de la GU,
atrofiándose los elementos na elegidos. Distingue genotipo y fenotipo, (n GU
contiene lo que es el genotipo (un programa genético), siendo la "grnmática
nuclear" el fenotipo (caracterización de Ia capacidnd lingiiística del hnblante).
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12. ^A MEráFOaA
Consideramos que es importante incluir un npartado dedicndo n In
metáfora por trntarse de un fenómeno psicolingiiístico en el que se
evidencin la comple jidad de) lengua je tanto en su faceta de comprensión,
como en la de producción. Seguiremos la información de Gnllego, C.1988.
Parn estudiar un texto metnfórico es necesario integrar dos
perspectivns de In Psicología del Lenguaje: el procesnmiento de informnción
y la actividnd en un contexto internctivo.
Ln concepción nristotélicn incluye la iden de compnración y traslnción,
(°transfer" de sign^f^cado). Definimos metáfora como unn comparnción tácita, un
sími! o analoyía fundada entre la similitud o semejanza entre los dos
términos. Identificación de objetos diferentes, paradójica semejnnza en In
diferencia. Parn {Katz 1982} son yuxtaposición de dos conceptos
relacionados, dando interpretación nuevn de uno de ellos. Sustitución,
reemplazamiento de un término por otro equivalente, (Cassirer,1944).
Otros autores lo considernn como Anomnlía, desviación del
significado o condideran su carácter crendor o innovador, instrumento
terapeútico, impulso estétético etc.
12.1.Metáfora y conocimierrto.
Existen dos posturas claramente diferenciadas en In relación
existente entre la metáforn y el conocimiento, la primera considera a la
metáfora como vía hacia el conocimiento, mientras que la segundn lo niega.
Autores como Adler {1927) o Hamman {2950) afirman Que todo el
lenguaje es metafórico, otros lo amplínn y añnden que todo el pensnmiento
es metafórico {Shibles,1971).
Considerando la metáforn, como no vía hacia el conocimiento, se la
puede interpretnr como ornamento o desviación. La retórica la concibe como
lenguaje figurado. Lausberg (1960) la considera reliquia primitiva de la
posibilidad mágica de identificación. EI positivismo (ógico la ve como forma
de expresión emotiva, incnpaz de incorporar valores de verdad y In
Lingiiísticn la toma como desviación de la norma.
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Qrtony (1979) describe el enfrentamiento entre positivismo vs
relativismo, o constructivismo vs no constructivismo. Defienden los
constructivistas que el uso y la comprensión del lenguaje son actividades
creativas, por. lo tanto In metáforn puede requerir mnyor creatividad. AI
lado opuesto, los no constructivistas consideran a In metáfora poco
importnnte, es desviación del lenguaje, ornamento pnra usos políticos y
retóricos, no pnra la ciencia.
Las consecuencias de este enfrentamiento Ilevarían al tratamiento de la
metáfora a considerarla como un problema interdisciplinnr, ya que excede a
la comunicación {Ortony, 1979), ndemás apnrece el interrogante de, si
existen diferencias en los usos lingiifsticos no literales (Ortony, Reynolds y
Arter,1978).
12.2. Estructura y clasificQCión.
Los distintos niveles de análisis (gramatical, semántico, etc.) son difíciles
de separar. E) reconocimiento de la metáfora es un problema relacionndo
con el significado y la referencia, complejidad, n nivel semántico o cognitivo
y n nivel de estructura superficial.
Su clasificación se puede efectuar ntendiendo a dos métodos, desde una
perspectiva lingiiística (describirln por su estructura} y desde In perspectiva
idea/contenida.
Aristóteles las clasifica en función de la transferencin (del género a la
especie, de In especie nl género. de In especie n In especie} por nnalogía. LOS
discípulos de Aristóteles, según dirección de la trasferencia (De animndo n no
animndo. De inanimndo a inanimado. De animndo a innnimado De inanimado a animado).
Bally (1926} las ngrupa en concretas, afectivas y muertas, según se
alcancen por la imaginación, el sentimiento o a trnvés de operaciones
intelectuales.
Ullmann (19b2) utiliza el punto de vista semántico, como por ejemplo las
sinestésicas: transposición de (os sentidos "voz dulce".
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La clasificación más aceptnda es la de Ricoeur (1975}, Ins divide en vivns
y muertas o lexicalizadns, las primeras proporcionan una nueva comprensión
de In realidad, mientras que las segundas quedan incorporada al léxico.
12.3. Metaforicidad de la actividnd humana.
La metáforn es un fenómeno lingiiístico, cualquier unidnd ling^ística
puede incorporarln (palabra, sintagmn, enunciado, texto, contexto).
Van Di jk y Kintsch {1983) sostienen que son utilizados para decir
sobre objetos, planes, estructuras causales, atributos funcionales; no
sobre roles o propiedades estructurales.La función cognitiva de In metáfora
es defendidn por Verbrugge, 1980, la considera instrumento poderoso y
camino adecuado para alcanzar el conocimiento.
Berggren nfirma que la veracidad de los enunciados metafóricos
puede considerarse una dimensión psicológica, los su jetos juzgan estos
enunciados como verdnderos o falsos según ocasiones, no son ni verdaderos,
ni fnlsos, sino útiles
En Filosofía, las corrienteŝ espiritualistas y existencialista se
construyen sobre la metáforn, se emplen el conocimiento annlógico (cf.
Mayor, 1985). Además es (a base de las artes y (as ciencias, antropologín y
del folklore etc. Otros sostienen lo contrario. Su pape) en la ciencin ha sido
controvertido (Kuhn,1979; Vega,1982).
No obstante en Psicología es constantemente utilizada, así como en
áreas del conocimiento psicológico, destncando en Psicoternpin, sobre todo
en la analítica, ya que considera a la metáfora como instrumento científico,
representnción de lo interno, regulndora de In conducta e instrumento
terapéutico. Es considerada como disfraz de los deseos humanos {Edelson,
1983), significación inconsciente (Lacan, 1956}, generndora de espacio
psicológico entre la realidad externa e interna {Winnicot,1971).
87
Ropresenta un pnpel primordinl en la transmisión del
conocimiento y proceso educativo, aunque aparecen dos enfoques, uno que la
considern como instrumento educativo facilitador y otro que In considern
como recur^o utilizado por la incapacidad del autor al precisar la
información. Entre los autores que estudian este aspecto podemos citar a
Haynes, 1975; Pollio y cols. ,1977; Walker, 1987). Los resultados se inclinnn
hacia efectos facilitadores en el aprendizaje en memoria, no en
comprensión, dificultándola a veces.
12.4. Conducta y competencin metafórico.
Los tres paradigmas en Psicología, conductistn, psicoanálitico y
cognitivo, han intentado explicar In metáforn. Fundamentalmente se han
hecho dos preguntas: iExiste competencia metafórica?, iEs resultado de la
maduración o del aprendizaje?. Palermo (198b), considern la metáforn como
camino para explorar la cognición infantil. Se puede establecer un
paralelismo entre filogénesis y ontogénesis del lengunje, en el niño su uso se
debe a la necesidad de comunicar conceptos para los que aún no se dispone
de etiqueta, es pues un proceso creativo, resultado de un procesamiento
cognitivo comple,yo.
Vosniadou {1987) postula que la competencia metafórica se basa en
(n habi lidad para ver seme janzas entre ob jetos y sucesos en el mundo
circundante, por otro lado, Chomsky {1970) no hay competencia metafórica,
yn que la lingŭística como competencia gramatical es un estado mental que
abnrca los aspectos de forma y significado y sus relaciones, mientras que
la metáfora es el resultado de violaciones en In nplicnción del con junto de
reglas.
Mayor y Gnllego {1984) consideran que la competencia metafórica
aplica los mismos principios con los que explicamos la ontogénesis del
lenguaje, existe Ia capacidad innata para la adquisición del lengunje çue se
va actualizando y regulando n través de la mnduración y las influencias
ambientales. Existe la competencia metnfórica, ya que todos los
hablantes normales ndquieren un con,yunto de habilidades básicas durante el
proceso de desarrollo lingŭístico debido a la mnduración neurológicn,
regulada por los procesos de nprendiznje, que les va a permitir comprender,
producir y usar metáforas.
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12.5.Procesamiento del lengua^,ye rr^etafórico.
En Psicolingŭística no existe un modelo genernlmente aceptado
mayoritariamet^te que explique el proceso de comprensión del lenguaje
metafórico, existe investigación experimental sobre procesos de
comprensión, producción y memorin, recibe una mayor importancia el papel
de la comprensión frente a la producción {Mayor 1984). Utilizando el
tiempo de reacción como medida de comprensión, indicn que se tarda más en
procesar enunciados metafóricos que literales {Ortony y colbs. , 1978).
Por lo tanto el procesamiento del lengunje metnfórico debe
encuadrnrse en una teorín general del procesamiento de) (engua je. Las
teorías sobre comprensión del lengunje son incompletas si no manejan el
fenómeno de la metáfora, siendo inndecuadas si no pueden hacerlo {Ortony,
Reynolds y Arter,1978}
"Un modelo de comprensión del lenguaje, debe trntar tanto del
lengunje liternl, como de la nmbigiiednd, el lenguaje coloquial, los modismos,
Ias frnses hechas, los refranes, los proverbios, la ironía, la metáfora, el
chiste, el lenguaje poético, el argot, etc:' (Gallego, C. 1988).
12.b. EI problema del significado.
"Significado", término ambiguo y controvertido de In teorín del
lenguaje (Ullmann, 1962). Los aspectos, permanencia y cambio, deben ser
considerados en el estudio de (a naturaleza det significado.
Los positivistas lógicos considernn que significado de un enunciado es
conocer sus condiciones de verdad. Distinguen: Referencia (lo designado por
una expresión) y sentido {el tnodo de darse In referencin). Esta tradición filosófica
se corresponde en In Lingŭísticn con la inclinación "annlítica" o"referencinl",
npresnr la esencia del significado resolviéndolo en sus componentes
principales (Ullmnnn, 1962}. La ambigiiedad se explica por la coexistencia de
más de un significado literal para un mismo enunciado.
La psicolingúística, en la teoría semántica de Katz y Fodor {1963),
utiliza un modelo generativo "de diccionario", para comprender enunciados
literales, se debe tener capncidad de nprehender el significado del conjunto
infinito de oraciones de un lenguaje sin tener información sobre el
contexto y sin variaciones significativas de hablante a hablante, esto es,
poseer competencin semántica.
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^ No se hnn encontrado diferencias concluyentes en el tipo y
mecnnismos de procesamiento utilizndos para producir y comprender
lengunje literal y metnfórico. (Rummelhnrt, 1979). Por tanto el
procesnmientó literal del significado no debe ser punto de partida para una
teoría del procesamiento del lengunje.
Las investigaciones sobre zonas del cerebro implicadas en el lenguaje
literal/metafórico, indican que las restricciones semánticas no pueden ser
atribuidas a las funciones nnalíticns del Nt {Danesi, 1984); distintns partes
del cerebro están implicadns y la comprensión será fruto de la interncción
del HI y el HD.
12.7.Teoríns y inodelos generales.
Dentro de los modelos podemos citar los psicológicos {Black, 1962),
los secuenciales (Searle, 1975) y los constructivistas (Shinjo y Myers,
1987).
Los primeros se pueden clasificar en modelos de : Sustitución
(sustitución directa de una expresión literal), Comparación (comparación de objetos
liternlmente dispnres), Interacción (se relaciona con modelos de tensión y
contradicción, los eletnentos se combinan o funden y un nuevo todo se reconoce, Ortony y
colbs., 1978).
EI segundo grupo está formado por modelos de estndios. La
interpretación de un uso no liternl del lenguaje requiere tres componentes:
e) significado (iteral, el contexto percibido y un postulado conversacionnl
(regin genernl de conversación). AdemáS, para explica la comprensión del lenguaje
no literal se requieren 3 estndios:
• Construcción de la representación mental de la unidad lingiiística
(palabra o enunciado)
• Comprobación de que la interpretnción es adecuadn y posible
confrontándola con el contexto (se acepta o rechazn).
• Derivación de nueva interpretación al lenguaje metafórico.
Por último, los constructivistas defienden que no es necesario más
tiempo para comprender oraciones metafóricns que las literales. La
interpretnción se construye n partir del propio texto de los contextos que
le rodenn.
yo
Hay otras hipótesis, teorías y modelos, destncando por su esfuerzo
integrador la "hipótesis de fa osciloción indefinida" (Mayor 1985},
describe el significado metafórico moviéndose indefinidamente de In
eçuiparnción af^cambio semántico. Incluye procesos lingiiísticos, imaginativos
y mnemónicos, mecanismos asociativos y búsquedn activa, estrategias
específicas, procesos comunes y nutomáticos.
rasgos
similitud tensión
estructura
Fundarr^ento de la metáfora (Mayor,1985)
Síntesis/exclusión
homeostasis
equilibrio
diferencia
entropía negativa
incertidumbre
Hipótesis de In oscilación indefinida {Mayor, 1985}
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Los investigadores concluyen que en soportes contextuales mínimos o
inexistentes, Ios literales son de más fácil y rápida interpretación, siendo
el modelo de los tres estadios adecuado.
La interpretación será igual de rápida y fácil para los dos tipos de
lenguaje, con un soporte contextunl suficiente, en este caso el modelo
secuencial serín erróneo.
EI procesamiento secuencial pnra unos usos lingiiísticos y en paralelo
para otros puede indicar que la misma máquinn cognitiva opera con
diferentes puntos de inicinción y terminación para diferentes procesos
lingiiísticos. Debido a la escasez de modelos teóricos de procesamiento de
textos, destacando el de Van Di jk y Kintsch, es escasa In investignción
sobre comprensión metnfórica, tomada como unidad de discurso
comprendido.
12.8. Procesos cognitivos extrnlingúisticos.
Distintos procesos cognitivos extradingi^isticos intervienen en la
comprensión del lengunje metafórico, entre los que citamos:
Perceptuales {Verbrugge, 1975, 1977, 1980}, e) lenguaje metafórico induce
una "percepción de seme^anzas".
Imnginativo {Paivio y Begg, 198I), propone su "enfoque de código dual",
nmbos procesos {irnaginativos y lingi;ísticos) están implicndos cooperativamente
en el lenguaje y en el pensamiento (incluido e1 procesamiento del lenguaje
metafórico}. Los dos procesos representan la actividad de dos sistemas
{icónico y lingi;ístico} interconectados, pero independientes; difieren en la
naturnleza de la información que manejan y generan (el icónico trata con la
información relntiva a ob jetos y sucesos concretos, construye estructuras organizndas
sincrónicamente nnálogas a las del mundo perceptivo; el lingŭístico trata con Ia información
vaerbal y or4aniza las unidndes lingiiísticns discretas en estructuras secuenciales de orden
superior}.
Rozonamiento analógico (Stenberg y Nigro, 1983}, cierta clnse de
metáforas se basn en analogías subyacentes los componentes del
procesamiento empleados para interpretarlas deben ser similnres a los
utilizados en las annlogías; procesamiento similar pero no idéntico.
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Razonamiento inductivo, (Cohen y Margalit, 1972), para que una teoría
lingiiística puedn ser considerada adecuada, sus componentes semánticos
deben poder explicar e) enlace entre el significado metafórico y literal
dentro de ta estructura del lenguaje natural.
Conceptualización y categorización {Lakoff y Johnson, 1980), función
cognitiva de la metáfora y descripción de los sistemas metnfóricos de
pensamiento.
Penscmiento productivo {Nlattic y Wales, 1982), metáfora como
instrumento de creación, de construcción e innovación. Descansaría sobre
conocimiento actual, no lingiiístico, más que sobre información léxica.
Solución de problemns (Forster 1979), propone un modelo incluyendo
subcomponentes independientes entre sí (lexicales, sintácticos, y de
procesamiento}.
Arnau{1985), apunta que los modelos de comprensión deben
explicar cómo se usan (as estructuras de conocimiento para comprender un
texto y cómo orientan y guínn la recuperación de la informnción. EI problema
de In Psicolingŭística Experimental al diseñar modelos de comprensión es:
^Cómo se representa en conocimiento en In memoria?, la respuesta
explicaría: In recuperación ling ŭisticn, la forma y el tipo de procesamierito.
13 . BA6AJE C06NOSCITIVO.
13.1. Marcos, guiones y escennrios.
Según Minsky nuestros conocimientos están almncenados en la
memoria en forma de estructuras de datos, (os denomina MARCOS (frames},
armazón conservado en la memoria que se adapta cnmbiando detalles para
cada situación. EI conocimiento del lenguaje es un tipo de conocimiento por
lo que existen marcos parn los hechos lingiiísticos.
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Schank y Abelson lo explican calificándolo como GUIÓN (script), se
trata de secuencias de ncontecimientos, Abelson utilizó el concepto de
guión para e^tudiar relación entre actitudes y comportamiento, lo aplicó a la
comprensión de textos incorporándole el análisis de comprensión del
lenguaje de Schank {Z972) como dependencia contextual. Los marcos son
conjuntos estnbles de hechos del mundo, los guiones dinúmicos.
Estas teorías de Schnnk, Abelson y Minsky no dan un criterio para
limitar el número de conceptualizaciones que necesita In comprensión de una
ornción.
Snnford y Garrol acuñan el cancepto de ESCENARIO (scenario},
describe el dominio extendido de referencia que utiliznmos nl interpretar
textos escritos, el éxito en la comprensión basadn en escenarios depende
de la efectividnd del autor para activar el escenario adecuado. Su teoría
tiene en común con otrns en Ia que se usa el término ESQUEMAS (schemata}
{van Di jk, 1981}, los escenarios son situaciones específicas, el esguema son
tipos generales de conocimiento.
Resumiendo: Marcos, guiones, escenarios y esquemas son formas de
representar el saber que todos empleamos y consideramos que los demás
también (o utilizan cuando producimos e interpretamos un discurso.
13.2. Modelos mentales.
Joohnson-Laird afirmn que podemos descomponer el significndo de
las palabras en la oración, aunque no solemos hacerlo en el proceso normal
de comprensión de oraciones, las palabras son utilizndas como estímulos
para construir un modelo mental familiar (modelo mentnl es una interpretación en
forma de modelo irrterno del estado de hechos descrito en la ornción}.
Este autor propone que la comprensión se efectúa a través de In
construcción de modelos mentales, recurre a la semántica teórica de los
modelos ,(en semántica formnl puede emplearse un modelo parn represerrhar un estndo
de hechos posibles en un punto determinndo del espacio y el tiempo que corresponda al
significado de la oración).
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La teorín de los modelos pone en relnción el lengua,ye con el mundo,
pero sin pasar por la mente humnnn. Hay un nivel de comprensión basndo en
In construcción de un modelo mental inicial no resultante de un análisis
elaborado del ^texto de que se trate, hay otros niveles de comprensión
resultantes de manipulnr el modelo mental construido, Ilevando al nbandono
de ese modelo inicinl y construir otro.
Aparece el mismo roblema en todos los métodos de representación
del procesamiento del discurso: determinnr Ins restricciones sobre In
cantidad y tipo de conociiniento que utiliznmos.
14. EL PROCE50 DE COMPRENSIQN.
Durante el proceso de comprensión podemos diferenciar distintas
opernciones o estadios: percepción, análisis y uso. EI análisis es lo que
centrarcí nuestro trnbajo, queremos nverigunr los parámetros que definen a
un analizndor del lengua,^e. Recordemos que el análisis comprende In
nsiqnación de significado a las cndenas de entrada, tarrto a un nivel léxico
como a un nivel sintáctico.
Un enunciado tiene más de una interpretación posible debido n la
estructura sintáctica ya que hay palabras con varios significndos {Chomsky,
1957), estn ambigiiedad sintáctica alcanzó un pape) importante en los
intentos por desarrollnr la GU (Gramática Universnl).
Igualmente los estudios de la ambigiiedad estructural señalnn, que
hay que tener presentes tres fnctores: los parámetros, los tipos de
información que guínn In frase y el análisis sintáctico junto con la
comprensión ndecuada, siendo estos dos últimos aspectos inseparables.
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14. 1.Modelo de Kintsch y van Di,jk.
Segúri estos autores un texto se organizn en tres niveles,
microestructura, macroestructura y superestruturn. E) primer nivel es el
responsable de los componentes de significados locales y relaciones lineales
implicadas en ello. La macroestructura es la encargada del significado globnl
que impregna y da sentido a los elementos locales, es la que proporciona una
coherencin global, nos permite individualizar temáticamente In información
y permite reducir fragmentos extensos a un número de idens manejables.
Deriva y procede de la microestructura para ello se utiliznn
MACRORREGLAS, entre estas podemos citar: supresión, selección,
generaliznción, construcción.
La superestructura, tercer nivel, alude a Ia °forma", "la macrosintaxis
de (a macrosemántica", como hay diferentes "tipos" de textos es
indispensable reconocerla.
La representación no es una copia de la semántica textual, naregnmos
una parte de nuestros conocimientos. La representnción es multidimensionnl
(Di jk y Kintch,1983}, por una parte es textua) y por otra situacional.
14.2. EI modelo "6arden-Path".
La Teoría General de la Comprensión Verbal, tiene como ob jetivos
identificar los tipos de información que utilizan los sujetos cuando oyen o
leen una frnse y descubrir los principios que siguen los sujetos cuando
utilizan la información que tienen a su disposición.
Frazier (1978) Teoría "Garden-Path", este modelo considera que el
Procesador del Lengua je es un sistema contenedor con varios componentes
autónomos en su funcionamiento, cada uno realizn un nivel de análisis
lingiiístico, defiende unn posición modulnr y realizn predicciones sobre los
módulos implicados en e) sistema de comprensión del lenguaje Frnzier
(1978). Ferreiras y Clifton (198ó) Frazier y Rayner, 1982; Frazier, 1987a}.
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Los supuestos básicos de) modelo{ Clifton y Ferreirn ( 1989) son:
• E) annlizadar utiliza parte de sus conocimientos gramaticnles, identificar
relaciones entre sintngmas, el nnalizndor detectn una estructura inciertn
y optará por la estructurn más simple, el nnalizador sigue el principio
general al tomar una decisión: "elige el primer análisis disponible"
(Frazier, Z985 a, Clifton y Frazier, 1989).
• EI modelo sigue la estrategio de conexión mínima: el análisis inicial se
ejecuta más rápidamente en virtud de las reglns de la gramática y
requiere añadir el menor número de nodos a Ias representaciones
si ntácti cas de la f rase que se está construyendo (es la preferencia de los
sujetos al interpretar unn frase nmbigun).
• Otra de la estrategia propuestas es Ia de cerrnmiento tardío o de
conexión local:(Frnzier, 1979, Frazier y Fodor, 1978;Fodor y
Frnzier,1980}, se utiliza al existir dos conexiones mínimas y In estrategia
anterior no resuelve In ambigúedad. (EI acceso n más reglas conllevn rnás tiempo
de procesnmiento).
Por otrn parte Rayner y colaboradores (1983) proponen un
procesador sintóctico y un proceasador temático, son dos subsistemns de
procesamiento independiente.
15. MODEl.OS DONDE !.A INF4RMACIÓN SINTÁCTICA ES
PRIORITARIA.
15.1. Subsistemas independientes.
Clifton y Ferreiras, 1987; Raynes y col. 1998. Diferencian dos
subsistemas de procesamiento independientes. Distinguen: un procesador
sintáctico y un procesador temático. EI primero computa inicialmente el
nnálisis estructurnlmente preferido de una frase, utiliza reg/us de
estructuras constiuyentes, son informaciones sobre los roles temáticos
para construir representnciones de las estructuras sintagmáticas de las
frases. EI segundo examinn estructuras temáticns alternativas de unn
palabra y selecciona la más plausible semántica y/o pragmáticamente. Esto
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es, el mecanismo de interc^cción entre reprPsentaciones gramaticales y el.
conocimiento general {relativo al discurso y nl mundo). EI vocabulario de
relaciones temáticas tiene dimensiones tanto extralingiiísticas (conocimiento
del mundo), cómo gramaticales (conecta roles ten+áticos y categorías sintácticas).
La explicación de la comprensión de frnses con dependencia de
Icrga distancia, Clifton y Frazier (1989} indican, que Ins frases en las que
los constituyentes que están relacionndos no apnrecen en sus posiciones
canónicns, presentan problemas por lo que el procesador debe identificar
Ias relnciones de dependencia que aparecen en la misma. Estos problemas
son tres:
• Identificación de un rellenado
• Identificación de un hueco
• Asignnción de Ios rellenados a los huecos
Clifton y Frazier (1989) afirman que las reglas de estructurn
constituyentes y Ia teorín de asignación de caso se usan como heurísticos de
búsquedn en la memoria para identificar Ios huecos y las relaciones huecos-
rel lenadores.
Si (a información no sintáctica influye en la etapa inicia) del análisis,
se vería seriamente comprometida In supuesta autonomía del módulo
sintáctico. (Taraban, Mc Clelland 2980; Crain y Steedmnn, 1985; Almann y
Steedman,1988; Taraban, Mc Clelland 1988).
Un factor importante en el procesamiento de la frase es e) grado de
ajuste entre: las expectativas de los sujetos, la conexión de los
constituyentes y el papel temático de los elementos.
Crnin y Steedman (Z985) y Altmann y Steedmnn (1988} afirman que ei
contexto puede controlcr In aparición de Ios fenómenos "garden-poth"
(resultado de no empnrejamiento entre el contexto y las presuposiciones referencinles de
lo frase dinnn).
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15.1.1. Modelo Seriol de 6uío Léxicn. {Ford, Bresnan y Kaplan 1982}.
La información léxicn determina el rango de estructuras potenciales
de una frase y el orden en e) cual se consideran las alternativas de análisis.
Ciertns palnbras tienen diferentes "formas lógicas", cada una de Ins
cuales puede usarse en frases con diferentes estructuras de argumentos.
EI analizador selecciona In preferida y usa esta forma como ° atrón" para el
análisis sintáctico de los demás componentes de una frase. Si el esQuema
preferido es incompatible con ta información posterior, el nnalizador
selecciona sucesivamente hasta agotar el rango.
Grnmática Funcional Léxico (6FL). Es lo gramática de referencia
para este modelo. Ford, Bresnan y Kaplan {1982} y Ford {1988} adoptan la
Hipótesis de la Competencia formulnda por Chomsky (1965}. La GFL posee
un componente sintáctico relativnmente simple, gran parte de In información
gramaticczl (normulmente dentro del componerrte sintáctico) se incluye en el Lexicón.
Las reglas son como las libres de contexto del componente base en In teoría
Estándar de la Gramáticn (Chomsky, 19b5), pero están anotadas con un
Esquema Funcional, indican la función que desempeñan los sintagmas en una
frase. Grnmática y l..exicón, no sólo definen una estructura de
constituyentes para una frase dada, sino una Estructuro Funcionol, es
decir, contiene Ins relaciones gramnticales significativas de una frase.
Son necesarins dos condiciones para In buenn formación de In frase:
In coherencin y la completitud.
En el modelo se dan tres supuestos básicos:
• EI analizador utiliza las reQlas de competencia de un lenguaje pnrn
construir representnciones internns de Ins frnses.
• EI annlizador aplica las reglas serialmente, sólo se obtiene una
estructurn inicialmente.
• EI orden de aplicación de las reglas gramaticales da lugar a los efectos
de cerramiento, según un orden:
-Fuerzas de las formns léxicas altermativas.
-Fuerzas de las categorías alternativas en la expansión de las reglas sintácticas.
-Secuencia de hipótesis en el análisis.
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16. -.MODELOS 6UÍAD05 POR EL CONTENIDO.
ib.l.Modelo de procesamiento interactivo y paralelo: versión "fuerte".
Fodor, G.árret y Bever (1968) y Fodor, Bever y Garret (1974).
Jerry Fodor se ha dedicado n estudinr hasta qué punto el análisis
sintáctico de Ia oración constituye un módulo mental o en un elemento más
de In intelignencia genernl. Según Fodor, el módulo de percepción de
oraciones que suministrn una representación del mensaje del habinnte en
forma textual, esto es, sin distorsiones introducidns por los sesgos y
expectativas del oyente, es un ejemplo de la mente humana universalmente
estructuradn, idéntica en todo tiempo y lugnr, que permitirín poner a todos
de acuerdo sobre lo que es justo y verdadero por razones ob jetivas y no por
cuestiones de gustos, hábitos o interese personales.
EI analizador recupera información léxica, In utiliza para explorar y
desarrollar todas las líneas de análisis consistentes con la información. La
informnción léxica controla todas las hpótesis que se construyen sobre la
estructura sintáctica de la frase.
Los estudios sobre nmbigiiedad léxica muestran que Ins propiedades
sintácticns y semánticas aparecen pronto en el procesamiento de palnbras.
{Swinney, 1979; Onifer y Swinney, 1981; Seidenberg, Tenenhaus, Leiman y
Bienkowsky,1982}.
Los r.esultados de todos (os estudios citados proporcionnn apoyo a In
hipótesis que supone que la infórmación temático puede determinar Ins
decisiones iniciales del nnálisis de las frases, a(a hora de resolver unn
nmbigiiedad, como un mecnnismo pnra Ia interncción entre: el conocimiento
genera) del mundo, el contexto y el procesamiento sintáctico.
ib. 2. Modelo de efectos contextuales: modelo interactivo "débil"
Crain y Steedman 1985 defienden que la ambigúedad locnl en el
procesamiento de) lenguaje se debe n In interacción con Ic información
semántica y la referencia al contexto. Winogrnnd, 1972; Marcus, 1980
consideran que el nnálisis de unn frnse permite el acceso al conocimiento
genera) del mundo y el acceso a un modelo mental.
ioo
ib.2.1. 6rumática Categorial o Combinatorin.
La gramática categorial o combinatoria es la que subyace a la teoría
contextual, A jdkiewicz (1935}; versiones posteriores: Dach, 1979; 4ehrle,
1988; Steedman,1987 a, 1989. Distinguen dos componentes:
• EI l.exiCÓn CGttegorial {cada palabra asociada a una categoría sintáctica o semántica *)
• Las Reglas Combinatorias {combinan funciones y argumeni-os).
*(Las categorías distinguen entre elementos como (os verbos, que son sintáctica y
semánticnmerrte FUNGTONES y elementos como los SN o SPrep. que son AR6UMENT05^.
Consideran el principio de Adyacencia que dice: Los reglus
combinQtoricrs sólo pueden aplicurse u entidQdes que estcín reulizrrdus
lingúísticumente y son odyacentes (Impone localismo a la gramática y excluye
postular categorías voncías y opernciones no (imitadns).
ib. 2.2. EI l.exicón Categorial.
Las categorías de todas las expresiones, incluyendo las categorías
léxicas, cumplen el Principio de trosparencia (Klein y Sag, 1985} que dice:
"LQ información de tipo sintóctico de uno expresión incluye lu ínformución
de su tipo semóntico"
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La expresión se produce por medio de una etiqueta sintácticn (aplicar
unn función desde objetos de tipo sintáctico a a objetos de tipo ji), también
semánticamente se produce un etiquetado.
Las Reglas Combinotorias gobiernan categoría-función con los
ndyacentes.
16.2.3. Aplicación Funcional.
Una sóla regln da unión de Ia regln semánticn y la regla sintáctica por
el ^rincipio de transparencin.
Se distinguen las dos haciendo explícita In relación n(a que Ileva Ia
interpretación de) resultndo.
Se requieren dos reglas: (1} X/Y: F Y:.y^ x: Fy {>)
{2) Y: y X\Y: F-^ x: Fy (<)
X e Y Son vnriables pertenecieetes n cunkryier cntegorín (incluyendo (os funciones)
X/Y Función de ^mbiención a In dereehn
X\Y Función de eombinnción a In izquierdn
x, y Letrns minúsculas, son interpretnciones de los nryumentos
Ln aplicación de unn función (F} a un argumento (X) se representa de
izquierda a derecha (Fx). Lns interpretaciones semánticas nparecen a In
derecha de (a categoría sintácticn que identifica el tipo.
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Regla (1):
Aplicación "hacia delante" (permite funciones de combinación a In derecha}.
Ejemplo: Verbos transitivos y sus argumentos. Su aplicación en una
derivación se indica subraynndo los operandos e indicando esta con el
símbolo >
Regla (2):
Permite función de combinación a la izquierda, y se indica en las
derivnciones subrayando los operandos y marcando la línea con el símbolo <
Tomás come manznnas
SN {O\SN)/SN SN
O\SN
< (2}
O
Utiliza IaS doS reglaS (un SV temporalizado Ileva la categoría (O15N} y se
oñade f5N porque es trnnsitivo}
La interpretnción del verbo determina las relaciones grnmaticnles del
primer y segundo argumento como el sujeto y el ob jeto respectivamente.
Consideramos el Principio de Consistencin Direccionol, postula: todus IQs
reglas de combinrrción sin tQCticus deben ser consisten tes con lo
direccionQlídCld de lCt fuRCfón prillci^U/ (debe cumplirse al aplicar una función n un
argumento}
La función principal, es aquella cuyo rango es el mismo çue e) rnngo del resultndo.
La dirección de la barra en un argumento particulnr de una función, establece In posición
relativa de In entidad con la que puede combinarse.
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ib. 2.4. Cónstrvcciones complejas. Steedmcn (1989}
Encontramos dos problemns para cualquier gramática del (engua je
natura) {oraciones coordinadas) el "borrado" la "extracción". Pueden
explicarse extendiendo Ins reglas combinatorias y el concepto de
constituyente en la grnmática.
ib.2.5. Coordinoción
EsQuema de la coordinación en unn Gramática Categorial:
X:F conjunción X: 6-► X:cI^B^ FG
La semántíca de la regla se obtendría aplicando un operador funcional
{^) a la interpretación de la conjunción (&) y a los elementos conjuntados.
Ejemplo: coordinación de los verbos transitivos:
Yo cociné y comí las judíns
SN (O\SN)/SN con j. {O\SN}/SN SN
Coord.
(O\SN}/SN
>
O\SN
<
O
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ib. 2.b. Composición Funcional.
{Stedmnn 1989}
Regla de composición funcionol, su aplicación se denota como ">B"
x/v viz -► x/z
La composición es una operación asociativa, por ello válida para cualçuier
orden de las funciones componentes.
E,jem. (yo cocinaría y podría comer los champiñones) {citada por Stedman 1989)
I wil) cook and might ent the mushrooms...
SN (Q\SN)/SV SV/SN con j. (Q\SN)SV SV/SN SN
> B >B
(O\SN)/SN (O\SN)/SN
coord.
(O\SN)SN
>
O\SN
O
La semántica de In regln definida por:
XY : F YZ: 6-^ XZ: BF6
8 es un "combinador" de dos funciones F y G; F es la "principal" y G la "subsidiaria".
Esta regla está sujeta nl Principio de Consistencia Direccional y al
Principio de Herencia Direccional: (Steedmnn 1987):
Si la categoría que resulta de /a aplicación de una reg/a
combinatoria es una categoría de una función, entonces /a óarra
que define /a direccionalidad para un argumento en su
categoría, deóe ser !a misma que define /o direccíonalidad pora
e! argumento correspondiente de /a función de entrada.
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Encontromos . currt^o patrrones diferenciados en orden y direccionalidad
proviénen de la reglo de composición funcionQl:
• X/Y:F Y/Z: G X/Z: BFG-► {>B)
• X/Y:F Y\Z: Z X\Z: BFG^ (>Bx)
• Y\Z:G X\Y: F X\Z: BFG-► {<B)
• Y/Z:6 x\Y: F X/Z: BFG--► {<Bx)
Los lenguas noturcrles podrínn incluir reglus que se correspondQn con ulguno
de estos pcrtrones, prrru restringir lcrs vuriubles en cuQlquier reglo rr ciertus
cotegoríQS, o pcrro excluir ulguno de ellos
ib.2.7_ Construcciones "Type-raising".
E jemplo(Steedman 1989)
I will cook und Mory muy evt thé bectns ure picked in the grcrnge.
(Yo cocinare y Mnría comería Ins judías que recogimos en la gran^a.)
Necesita algo más que (n composición funcional (sirve para combir^ar
funciones, no argumentos). Los sujetos no pueden combinnrse con los verbos
conjugados, las categorías de estos indican la oblignda combinación con nlgo,
antes de realizarlo con los su jetos. EI modo de denotar esta operación es
C*.
C*, establece una correspondencia entre los argumentos (como los su^etos)
situndos dentro de funciones y funciones que tomnn esos argumentos
(predicados).
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La regla seríCi (para el ejemplo anterior):
SN -► O/{O\SN} {>C*)
Frnse derivada:
Yo (futuro) cocinaré y Marín (condic.) comería las
judías
SN {O\SN}/SV SV/SN con j. SN (O\SN)/SV SV/SN
SN
>C*
OI(O\SN}
-^ C*
O/(O\SN}
>g >B
0/SV 0/SV
>B >B
O/SN OISN
coord.
O/SN
>
O
La semúntica de esta regla se define con la equivalencicc:
C* x F = Fx
io7
16.2.8. Extrncción a In izquierdn.
Fenóméno producido en Ins construcciones con movimiento de partículn
interrogntiva {en ir^lés).
Lns reglas combinatorias de Composición Funcional y las "Type-Raising"
proporcionan lo necesario para explicar este fenómeno.
E jemplo: Estas manznnas Harry debe haber estado comiendo.
These apples Harry must have been enting
SN O/{O\SN) {O\SN)/SV SV/SVen SVen/SVing
SVing/SN
>g
O/SV
>g
O/SVen
>g
Q/SVi ng
>g
Q/SN
Queda convertida en una función simple, ndyacente nl argumento extraído. Las dos
reglas suministran un mecanismo general para lo designado Extracción no-limitada,
e^emplo (suponemos Que la cntegoría del verbo "belive" es (O\SN)/O" , y la de "that" es O"!O):
Manzanas, yo creo Que Harry come.
Apples, I belive that Harry
eats
SN O/(O\SN) (O\SN)/O' U' /O O/(Q\SN)
{O\SN)/SN
>g
O/O'
>g
O/O
>B
O/SN
ios
16.2.9. Interpretación Incrementol.
6ratnáticn Categorial, Pareschi y Steedman,1987.
Posee dos propiedades:
{1) Asocintividad de (a Composición Funcional {todas las derivnciones de los anúlisis
superficiales que tienen la mismn interpretnción producen et mismo resultndo}
{2) Neutralidad procedimental de las Reglas Combinntorias (los constituyentes de
cualquier derivación pueden recuperarse directamente de la interpretación que resulta de
cunlquier otrn derivación que pertenece a In misma clase de eçuivnlencia).
En la óramártica Categorinl, muchas cadenas Que tradicionalmente no serían
considerndas como constituyentes, sí lo son. La estructura superficinl canónica de
unn oración sería sólo una de las posibles nlternativas estructurales de la misma.
Todo ello viene originado por las reglas combinatorias que influyen en el concepto
de estructurn su^erficial y procesamiento sintáctico.
La regla de Composición Funcional convierte la estructura de ramificación a
la derecha en estructura de ramificación a la izquierda.
La ramificación a la izquierdn hace posible la interpretación incremental de
las frnses (Hndock, Z987, 1988) en procesadores que operan de izquierda a
derechn. Y en Ios que existe una correspondencin regln a regla entre sintaxis y
semántica. (EI procesador encuentra ca^dn palabra de la frase, construye una interpretación nl
evalunr con respecto al contexto y solucionn (a posible ambigiiednd siritáctica}.
Las Gramáticas Categoriales ofrecen un formalismo compatible con este
tipo de procesamiento y con la Hipótesis fuerte de la Competencia {Bresnan,
1982).
Según la versión débil de In Hipótesis Interactiva, las estrategias de
procesamiento reducen los análisis semánticamente equivalentes que aparecen al
aplicnr las Reglns Combinntorias (Ades y Steedman,1982; Steedman Z985 a).
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Steedman {2989) afirmn que estas grnmáticns:
• Son compátibles con los modelos guiados por Ios datos.
• Permiten la interpretación semántica incremental.
• No son sensibles a los problemns planteados por las reglas recursivns.
Así mismo, tienen capacidad predictivn que caracteriza n los
procesnmientos que opernn guiados por las hipótesis.
16. 3. Arquitecturo del tnodelo.
La Hipótesis Fuerte de In Competencin {Bresnan y Kaplan 1982)
{Altman y Steedmnn 1988) dice: "lus reglus de lu gramcrticcr nQturvl se
corresporrden directomente con los pcrsos que reQlizu el procescrdor prrra
construír un vnálisis dodo u
Componentes adicionoles del Procesodor: (sin tener en cuenta Ia gramáticn):
• Mecanismo pnra construir estructurns interpretables de acuerdo con
las reglns de In gramática.
• Mecanismo para tratar con la ambigiiednd locnl (decidir qué anál^sis realizar
en un purito determinndo de una frnse).
Lo que presume esta hipótesis, no es una propiedad necesaria de un
procesndor del lenguaje {Berwick y Weinberg, 1983}, sino su valor
psíco/'o i^
Parado,^a: Si las gramáticas naturales se interpretnn de forma
incremental y se mnntiene la Hipótesis Fuerte de In Competencia, es de
esperar çue las estructuras ramificadns hacia ln izquierdn sean la norma en
todas las lenguas de) mundo, lo que no sucede en nlgunas (inglés} que se
rnmif ican hacia la derecha.
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Las gramáticas artificiales se pueden construir con un procesndor
incremental (cotnposicionnl).
E,^emplo.
N=símbolo no-terminal
T=símbolo terminal
N T
^
T
Agregando una semántica composicional, {correspondencin regln a regla entre las
reglas sintácticas y las reglas semánticas) al incorporar cada símbolo terminnl sintáctico
en un sintngma, se produce la interpretación del mismo. Completada la
interpretación, se establece (n extensión o referente de ese elemento. Las
gramáticas ramificndas a la derecha no tienen esa propiedad:
N
T N
T N
T
En este caso la comprensión ha de esperar al final de la cadena, es cuando
se edificn e) primer constituyente completo y puede ser interpretado.
Se evita esta parado ja, según Atman y Steedmnn argumentando:
Z. La Hipótesis Fuerte de In Competencia es falsa (los pasos o etapns en el
procesador no están relacionndos regln a regln con In gramática). (Muchos lingúistns
argumentan que la H.F.C. es un heurístico, la renlidad psicológica de In interpretnción
incrementnl y la nnturnleza de la 4ramática, son independientes).
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2. Negar que la interpretación sea incremental. {Evidencia a favor de la
interpretación en el procesamiento de frases, Marslen 1987; Tanenhaus, Carlson y
Seidenber4, 198^; desambiguación dependieente del contexto de los nombres nmbigiios,
Swinny, 1979).
3. Aceptar la H.F.C. sumado n la intuición sobre Ia interpretación incremental
y rechnzar Ins teorías estandar de la gramática.
En este sentido se han efectuado algunos intentos:
La óramática Funcional Léxica {Bresnan,1982}.
La óramótica Categorial o Cotnbinatoria (Ades y
Steedmnn,1982 y Steedman, 1985b,1987b}, extensión de
la Grnmáticn Cntegorial de A jdukiewicz, 1935). (^a
estructura superficin) de muchas construcciones, en inglés, aparentan
rnmificaciones n Ia derecha cuando en renlidad lo están n la
izquierda).
Teo^ícr, po^ tonto, compotib/e con Irr canpre ►tsión
inct^emento/ bqjo !Q H.F C.
La semántica propuestn por Atman y Steedman (1985} es la
desarrollada por Mellish, {2984, 1985) representn la referencia como un
proceso de satisfacción de condiciones. Este proceso de evnluación
incremental presume que los sujetos tienen representnciones disponibles de
referentes parcialmente evaluados. Estos últimos son los miembros de
conjunto de referentes Que satisfncen Ins condiciones disponibles. Se va
depurando el conjunto según se efectúa el análisis, hasta Quedar un
referente.
Atman y Ssteedman (1985} proponen una arquitectura del procesador
lingiiístico que denominan: "paralela y débilmente interactiva"
BIB^IOTECA
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16.3_l. EI concepto de Autonomío.
Crain y Steedmnn opuestos a la teorín del procesamiento del lengua,^e
que defiende la autonomía de In sintaxis {Frazier, Clifton y Rayner,1983}.
Diferencian tres sentidos de) término:
Autonomío formol. Los componentes sintáctico y semántico se distinguen
en la teoría.
Autonomío representocionol. Se construyen representaciones sintácticas
en algún nivel del análisis lingiiístico:
• Nivel de frnse (Forster, Z979}.
• Nivel de sintagma {Chapin, Smith y Abrahamson, 1972;
Fodor, Bever y Garret,1974}.
Posteriormente se transforma en representación semántica.
No outonomío representocionol, lo irrterpretoción semántica se construye
directomente (sin intromisión alguna no semántica). Las reglas SintácticaS
detallan lo renlizado por el procesador al elaborar una interpretación
semánti ca.
(Alternativa en la que se incluye la oferta de Crain y Steedman, 1985)
La diferencio con teorías estondor: las reglas no describen la clase de
estructuras que se construyen.
La representación Como estructuro (dado que In interpetación semántica se
distingue de su proceso de evoaluación}.
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Aceptnr una hipótesis que estnblozcan correspondencia funcional entre
Ins reglas de la sintaxis y la semántica, supone obtener una versión
empiricnmente vacía de la autonomía, las teorías que asumen esto
hipótesis, áceptnn Que las representaciones sintácticas y semánticcs
seríon idénticas.
Modelos autónomos o no, pueden ser interactivos o no, por (o que hny
que examinar la naturnleza de estn interacción.
16.3.2. Interacción "débil" e interacción "fuerte"_
Encontramos dos formas de estn hipótesis interactiva:
1. "Débil"_ EI procesador sintáctico permite al componente semántico
decidir si abandona o continúa un nnálisis para resolver la ambigiiedad
sintáctica (ocal. Ln sintaxis "propone" alternativns independientes, en
serie o paralelo, y la semántica "elegiría" entre ellas.
2. "Fuerte". La semántica y et contexto determinan Ins entidades
sintácticas prioritarias:
-Por orden de aplicación
-Por la no disponibilidnd temporal de ciertas reglas.
Crnin y Steedman sostienen una versión "débil" de interacción entre
sintaxis y semántica. , según el tamaño de las unidades sintácticns que pasan
a disposición de los procesos semánticos (frase, cláusula..., en el caso de una
palabrn, In interacción sería totnl).
Argumerito en contra de lo interacción entre sintoxis y semántica:
Si el sistema de comprensión de frases no es un sistema descomponible, es
poco probable que nadie Ilegue n entenderla.
Crain y Steedman responden:
Lo defendido en ese nrgumento no es un modelo "débi (" y en el que las
unidades de intercambio entre sintaxis, semántica y contexto son las
palabras, ya que tal modelo sería tan descomponible como lo es otro en el
que estas unidades fueran cláusulas.
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ib.3.3. Procesamiento en paralelo.
En un modelo débilmente interactivo (plausibilidad y referencia al contexto,
fundamentales), las interpretaciones se constrvyen en paralelo.
La formación y consideraciones estructurales pueden trcrtarse como
juicios del tipo todo o nada, el uso del contexto sólo permite la comparación
de análisis {por definición, ninguna expresión es ncertada totalmente en función del
contexto}.
Los análisis nlterna^tivos brindados en paralelo (a disposición de los
procesos semánticos), no quedarían efectos excedentes de la estructura. En
este modelo se afirma que el fenómeno "garden path" ratifica:
1. La selección de una alternntiva se produce en virtud de su bondnd
de a,^uste al contexto y
2. A veces, e) procesador no regresa para intentar alternativas yq
rechazadns:
Este modelo, más que predecir dificultades en el procesamiento de una
estructura, predice dificultades de frases usadas en un contexto dndo, no
existen fenómenos "garden poth" estructurales ( los no elitninables por
manipulación de fnctores semánticos o el contexto}.
ib. 4. Heurísticos de segmentcción.
La interncción "débil" reposa sobre el principio de unn plnusibilidad a
priori, establecida en la semánticn y el conocimiento del mundo.
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Crain y Steedman establecen el Principio de Plousibilidad a priori:
Si una^-lectura es más plausible en términos del conocimiento general
del mundo o del conocimiento específico sobre el universo de) discurso, y
siendo otras cósas iguales, entonces, debe favorecerse sobre otra que no lo
es, {Conflicto entre conocimierito general y específico, este último es el preferido}.
EI Principio de Exito Referencial {caso especial del principio anterior) establece:
Si una lectura que resulta exitosa, a) referirse a unn entidad que está
establecida en el modelo mentnl que el oyente tiene sobre el dominio del
discurso, entonces se elige otra que no lo es
EI PrlnClplO de Parsimonia : (CaSO especial del Principio de Plausibilidnd a Priori y subsUme el
Principio de Éxito Referencial).
Si existe una lectura que conllevn menos presuposiciones no
satísfechas ^pera cansisrentes) que cualquier otra, entonces, manteniéndose otros
criterios de plausibilidad igunlados, debe adoptarse esa lectura como Ia más
plnusible parn e) oyente, y las presuposiciones en cuestión deben ser
incorporadns a su modelo.
Crain y Steedmnn nfirman que es un error común en investigación,
eliminar los efectos contextuales, erróneamente denominado contexto nulo
(presentar frases nislndamerrte}, significa que es un contexto desconocido, no
nulo. Es necesnrio controlar los efectos del contexto presentando frases
precedidas por otras (contexto}.
La única forma de distinguir los efectos^uramente sintácticos de Ios
debidos a fnctores semánticos es por medio de unn Inbor de ^juicios de
gramaticnlidad incrementales" {Crain, 1980), en In cua) los su,^eto decidirán si
una frase continún siendo gramaticn) después de In presentación de cada
palabra o segmento de una frase.
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16.5. Modelo propuesto.
Considernndo los modelos anteriores, nos inclinamos n adoptar un
modelo de comprensión guindo por el contenido, formado por subsistemas,
en éstos, el procesamiento se produce de un modo interactivo y
bidireccionalmente en paralelo.
Proponemos la siguiente arquitecturn pnra un modelo de comprensión
IingliÍStiCa ora) (Fi(^ura 10) {r,esnltnmos el subsistema semárrtico porque consideranws: SI UN
OYENTE NO L06RA OBTENER UN SI6NIFICADO DE LO ESCUCHADO, LO ELIMINA).
VOZ
fonología
PROSODIA
MEMORIA DE TRABAJO
MEMORIA A LARGO PLAZO
SEMÁNTICA
(significado)
Figura 14: Modelo propuesto
La voz es percibida, In fonología y la grnmática son las encargadas de
discriminar esos sonidos y aplicarles Ins reglas oportunns (trabqjo
computncional), pasan ide^tificndns n riuestro lexicón (comienza el trabajo
conceptunl) éste irrteractuará con la sintaxis que le proporcionnrá el orden
correcto de Ins pnlabras, In prosodia ayudará. La memorin de trnbnjo y In
memorin a largo plazo siempre están nctivndas proporcionando información.
Obtenemos un significado de lo escuchndo iritegrándolo en un conte^cto y con
los conocimieritos previos. EI siguiente paso es la comprensión. Todo está
constnntemerrte en interacción y los conocimientos son almacenados en la
memorin n Inrgo plazo, si interesa, o en la de trnbajo.
II PARTE:
!.A SOCIEDAD DE LA INFORMAGTÓN: Tecnología del habla.
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17. INTRODUCCIÓN.
Consideramos que parn comprender la importancia de las nuevas
tecnologías, en lo referente a In comunicación, debemos ofrecer unn
pnnorámica de lo que representn la sociedad de In información en (a que
estamos inmersos y, quiérase o no, es un fenómeno imparable como en su
día sucedió con Ia Revolución Industrinl.
En estn II parte de la tesis, elnborada con la inestimnble nyuda de
Telefónica Investigación y Desarrollo, nos disponemos a realiznr
descripciones que sin perder el interés científico, no revelnn nspectos
industriales.
Consideramos que esta realidad ha de estar presente, debe ser
conocida y diwlgada para poder obrnr en consecuencia. Los cambios tan
violentos y bruscos en los que estamos inmersos han producido, producen y
producirán desequilibrios dificilmente superables en nuestras biogrnfías.
18_ LA SOCIEDAD DE !.A INFORMACIÓN.
Telefónica I+D junto con Scintec ha elaborado un libro Ileva e) título:
"La Sociednd de In Información en España 2000, presente y perspectivas",
este monográfico nos servirá de guía.
La Sociedad modernn ha evolucionndo, hemos ido desde la Sociednd
Industrial en la que se tiene acceso a los bienes producidos por otros,
pasando por la Sociedad Post-Industrial, en la que obtenemos acceso n
servicios prestndos por otros, Ilegando a la Sociedad de Ia Información
responsable de permitirnos el ncceso a Ios conocimientos generndos por
otros a gran velocidnd.
Se percibía un cambio, distintos autores avanzaron que la emergente
Sociedad de In Información se caracterizaría por el desnrrollo de las
tecnologías asociadas a elln, el traba,yo, los productos y los estilos de vida
sufrirían una transformación importante. Los siguientes escritos muestran,
cronológicamente, los cambios que se estnbnn y se iban a producir.
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Fitz Machlup: Producción del Conocimiento, Z962. En Ia Universidad
de Princeton (Estados Unidos), Fittz Mnchlup en ese trabnjo, describe lo
que se denominn "producción del conocimiento", esto es, el cálculo monetario
de un tipo de producción proveniente de la actividad económica del
desarrollo de Ins actividades relacionadas con la información y Ia
comunicación.
Posteriormente, 1969, publica el MITI de Japón: Hacia la
Sociedad de la Información, Plan ACUDI. Es entonces el Ministerio de
Industria y Comercio Japonés {MITI) el que publicn un informe del
Industrinl Structure Counci I, se tituln Towanrds the Information Society.
De esto nace el Plan JACUDI pnra el año 2000 (Japan Con+puter Usa e
Development Institute) nace en 1972 realizado por esta organización no
lucrativa, es el Plan para la Sociedad de la Información.
Será Marc Porat: Economía de la Irrformación, 1974, de In
Universidad de Stanford (Estados unidos), quien delinea el nuevo campo de In
actividad productiva, el de la "economía de la información", en el trabajo
citado, sostiene que se irán utilizando progresivnmente las actividades
relacionadas directa o indirectamente con In información, las nuevas
tecnologías irán unidas a este desarrollo y adquirirán una autonomía dentro
del sector terciario.
Nora-Minc: !a Telemática, Z978. Es un informe de Alain Minc y
Simon Nora titulado "L'informotisation de /cr société`; es la primera vez que
aparece el neologismo telemáticn,^ es decir, se nombra al desarrollo del
sector de los servicios de telecomunicación e informáticos.
1978, Jhon Naisbitt: Megatrends, esta obra describín el escenario
venidero y utiliza la expresión Sociedad de In Información.
EI Presidente y fundador del Instituto para In Sociedad de In
Información y profesor de In Universidad jnponesa de Aomori, Yoneji
Masuda escribe: "La Sociednd de Ia Informaciónu en 1980, este autor es
Director del JACUDI y en este mismo año publicó "The Informcrtioa
Society us Q Post-Industríul Society'; traducido al español por: La Sociedad
Informatizada como sociedad Post-Industrial, este texto se ha uti li zado
en diversos planes estratégicos.
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18.1 Definición de Sociedad de lat InformQCión
Nos parece apropiada la definición de Raúl Tejo Delarbre, aparece en
el texto "La Alfombra Mágicn" , Editorial Fundesco:
"..../a Sociedad de la Información, más que un
proyecto definída, es una aspiración: /a del nuevo entorno
humano, en donde /os conocimientos, su creación y
propagación son e/ elemento definitorio de /as re/aciones
entre los individuos y soóre /as nacíon9es E/ térmíno ha
ganado presencia en Europa, donde es muy emp/eado como
parte de la construcción del contexto para /a Unión
Europea'
18.2. I.a Sociedad en tronsformación.
En 1995 la Conferencia Ministerinl de la O.C.D.E. pidió al Comité de
Políticas de Información, Informática y Comunicaciones el desarrollo de
recomendnciones para la explotación de Ia Infraestructuras Globales de la
Información, esto es, la Sociedad Globa) de la Información.
l..a Organización de las Naciones Unidas parn la Educación, la Ciencia y
(a Cultura (UNESCO} hn establecido un Observatorio sobre In Sociedad de
la Informnción, tiene como objetivo tratar y difundir los aspectas éticos,
legales y sociales de esta, ya que una de sus cnracterísticas es su
constante evolución. ^
Igualmente, distintos pníses han desarrollado iniciativas para el
crecimiento de la Sociedad de la Informnción, desde los más grandes n los
más pequeños. Sirvnn como e,yemplo:
Reino Unido {Information Society Informative)
Francia (Programme d" nction gouvernementnl pour a société de I' ínformation}.
Finlandia { Finland" s Way to the Information Society}.
ESpaña (Info XXI, la Sociednd de la Información pnra todos).
Andorra (Plnn d' áccions per facilitnr a tarnsició d' Andorra a una societat de a
informació i del conexiemenet).
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Este cambio hn supuesto un impacto en Ia sociednd, la forma de vida,
la cultura y las estructuras se eŝtán adnptando. Una tecnologín que modifica
las infraestructuras, que a su vez modifica los procesos vitales, que n su vez
modificn las ác1-itudes y valores, todos estos factores en constnnte
interacción; estó hace que algunos sectores se queden rezagndos en In
adaptnción n esta transformación.
No debemos olvidar que tan per,judicial es el déficit como el
exceso. Lc Sociedad tiene choro otro reto, seleccionor la información.
EI fenómeno Internet es lo que contribuirá al acceso inmedinta a
cunlquier tipo de información, el número de usuarios en Espnñn ha nlcanzado
en febrero de 2000 la cifra de 4.319.000, representa el 12' 4% de In
poblacióm m^yor de Z4 años. Pero no sólo los más jóvenes, grupos de edades
avanzadas se suman, además, al hnberse aprobado Ia tarifa plana y la
reciente oferta de tar jetas prepago parn conexión a Internet, con su
consiguiente menor coste, se consigue que el tiempo de conexión aumente
y su inmediantn consecuencia es que crece el número de usuarios.
18.3. Los usuarios y el acceso a la informnción.
Los usunrios pueden ser divididos en tres grnndes bloques: los
ciudndnnos, las empresns y la administración pública.
La materializnción del acceso a la información se produce a través de
tres elementos, que constituyen la infrnestructura que pondrá en contncto
a los usunrios con los contenidos son tres : los terminnles, las redes y los
servidores.
LoS terminales son: el móvil (su verdadero nombre es teléfono celular}, e)
PC (ordenador personal) y el televisor. Las redes de acceso: el GSM (Global
System Mobile), el par de cobre y el cable coaxinl que, junto con las redes de
transporte, forman las redes, y conectan con Ios servidores, que son
quienes contienen la información solicitnda.
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18.3.1. Los terminoles.
Los términales se caracterizarán por ser multimedia (cnpaces de
presentar al usuario voz, texto, imágenes estáticas, vídeo, música , etc.) e interactivos
(facilitnn información en ambos ser^tidos: qué contenidos quiere y cómo los quiere).
18.3.2. Lns redes.
Las redes son de dos tipos de acceso y de tratnsporte. Siendo las
primeras Ins más empleadas en España, son los populares pares de hilos de
cobre, encargndos de conectar los hogares con centrnles telefónicns. Las
conversaciones y el acceso a Internet se efectúan por medio de un módem
de banda vocal que permiten velocidades de 56 kbit/s. Las líneas RDSI (Red
Digital de servicios Integrados), son líneas de datos que permiten disponer de
dos canales de 64 kbits/s y se pueden usnr agregados o separadamente; la
familia de tecnologías xDSL (Digital subscriber ^ine) es el ncceso en bandn
anchn y la ADSL (Asimetrical Digital subscriber ^ine) con velocidad de hasta 2
Mbit/s desde el proveedor al abonndo y 300 Kbit/s en el sentido contrnrio;
el acceso por cable coaxial es el utilizado por (os operadores de televisión
por cable.
Las redes de transporte pueden ser: analógicas, digitales y de fibrn
ópti ca.
18.3.3. Los servidores.
Los servidores constituyen el soporte para la oferta de contenidos,
están interconectndos unos con otros y el acceso a la información remota se
produce eficazmente, su número numenta constantemente pasando desde
1.014 en el año 1997 a 1.612, en el 2001 . Los bnsados en el sistemn
operativo Unix mantienen el predominio, seguidos de los servidores de
WindowS NT (Fuente survey.com).
18.4. Los contenidos
Unos pueden ser intanqibles (convertibles en bits}, es una información
disponible que puede ser gratuita o mediante pago, por e3emplo: trófico,
noticins, literatura, música, bursátil etc. Los tangibles {bienes físicos}, son
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productos que recibe el usunrio mediante un pngo. También puede ser
servicios: informaciones financieras de pago, espectáculos etc.
Se Ilnma infomediación a contenidos que tiene como ob,yeto facilitar
al usunrio el encontrar ciertos contenidos, son los buscudores, portules , Icts
comunidcrdes de interés y Iv inforrlediución personrrlizQdv.
La oferta de contenidos en Internet es enorme yn que al no estar
sometida a control, ha tenido garantizado el éxito. Sólo es preciso disponer
de una dirección IP {Internet Protocol) , una dirección URL ^Uniform Resource
Locator), un ordenador y un sofware. Muchas de Ias empresns más
importante de hoy en día comenzaron así, un ejemplo es Ynhoo. En www.isc.or^
(Internet Sofware Consortium, se puede obtener más información}.
Hay que solicitnr una URL para hacer accesible un contenido n través
de Internet, hay millones páginas, pnra hacernos idea, su número es
superior a 72 millones de hosts (ordenador Que puede acceder a los demás de la
red}.
EI dominio ".es" está reservado para host en España, ocupn el puesto
número 20. EI dominio líder es el genérico ".com", según la distribución por
países a Espnña le corresponden unos 17.000 (Cotnercial World Domain, 1999}.
EI comercio electrónico aparece y han de desnrrollarse una serie de
herrnmientas que gnrantice la seguridad de (os medios de pago usados en
ese comercio, Ins certificaciones, el diseño de Ias páginas, la publicidad, la
consultoría etc. son una muestrn de la magnitud de) fenómeno. No obstante,
el olvido de la mnl (lamada vieja economín, sustituyéndola por la mal
liamada nueva , Ia desconfinnza de los usuarios, In falta de previsión
logística y In avnricia de muchos, hn Ilevado a no pocns catástrofes
financieras, es el ajuste a un nuevo sistema, isobrevivirán los más nptos?.
Generalmente el lenguaje utilizado es el inglés, pero esto también se
está modificando, la traducción automáticn se está generalizando,
posteriormente lo trataremos al hnblar de los proyectos desarrollndos en
tecnologín del hnbla pnra otras lenguns.
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18.5 . L^I ecosiste!na sociAl.
Las tres partes implicndas: usuarios, infraestructuras y contenidos,
se tienen qúé organizar en un nuevo sistema. Ln economía se trnnsformn,
siendo necesaria una nueva formación empresnrinl, una nueva formación
para el teletrabajo, nsí como se ha detectado un déficit de personal
preparado pnra las tecnologíns de la información. Muchas empresas optnn
por formarlos utilizando como cantera los recién licenciados,
fundamentalmente en áreos de ciencins. Aunque ya se han producido los
primeros despidos masivos de traba jadores.
La regulación del teletrabajo, la fiscalizada, los derechos de autor
etc. Toda la legislación ha de adaptarse, las nuevas formas de delito no
están recogidas en nuestra legislación.
!.a Unión Europea ya ha mostrado su preocupación, por el problemn
que puede representar un profesorado no preparado para esta nueva
perspectivn de la educación {2001).
En suma, es un espacio virtual en el que no se pueden desenvolver
todos los ciudadanos con igunl solturn, los conceptos espacio y tiempo se
modifican y hay que estar preparado para cambiar de lo real a lo virtual, es
un grnn reto y dif ícil de asimi lar por muchos.
Las actitudes, el anonimato, In rapidez, la intimidad, In utilización
frnudulenta de bases de datós, el valor jurídico de los documentos
electrónico, control de contenidos nocivos, etc.
La Unión Europea ha desarrollado acciones de apoyo a In Sociedad de
In Información, entre estos:
Programns de I+D ESPRIT {1984) y RACE (1985}.
"Informe Bangemnnn", mayo de 1994
ISPO (Information Society Project Office}, diciembre de 1994.
IST (Information Society Technologies} diciembre de 1998
Iniciativa e Europe, durante In cumbre de Helsinki, 30 y 11 de diciembre de
1999.
!.a Administración Pública Española, en Info XXI, con unn
perspectivn de seis nños, se presentó por el Ministerio de Industrin y
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Energía en enero de 2000, tiene como objetivo "implantar la Sociedad de In
Información es España para que todos sus ciudndanos y empresas puedan
participar en su construcción y puednn aprovechnr las oportunidndes que
ésta ofrece para aumentar la cohesión social, mejornr la calidad de vida y
de trabajo y acelerar el crecimiento económico"
Igualmente en las Administrnciones Autonómicas tnmbién se han
presentado iniciativas ejemplo: Infoville, Catalunya en Xarxa, Euskadi en la
Sociedad de In Información y Ciezanet.
19. MÁQVINAS INTELI6ENTE5.
Según definición de Norbert Wiener, cibernética es el estudio
unificado del control y de In comunicación entre animnles y máquinas. En los
años 50 Ins tortugas de W. Grey Wulter, que exhibínn comportamientos
sociales, o Ln Bestin de J.Hopkins que, guiada por un sónar y un ojo
fotoeléctrico, era capaz de alimentarse mediante electricidad obtenida a
trnvés de un enchufe que era capaz de encontrnr.
A In vez que los ordenadores analógicos y la cibernética, comienza el
desnrrollo de los ordenadores digitales de hoy basados en In separación de
estruCtura y función (hardware y software, su modo de trabnjnr es la computación
al^orítmica), comienza con la máquina de Turing en 1937. Se construye el
EIVIAC por el ejército americano para calcular trayectorins balísticas,
bomba atómica etc. En los años 40 John von Neumanm concibe unn
computndora basada en la lógica digital, opera ejecutando en serie, unn tras
otrn, instrucciones que componen un algoritmo codificado en forma de
programa el cua) se encuentra almacenado en su memorin. E) desarrollo de
la electrónica es lo que ha permitido e) grnn nuge de las actuales
computndoras digitales.
En 1.950 Turing y Claude Shannon diseñaron los primeros programas
que permitían a un ordenndor digital rnzonar y jugar nl n jedrez. Newell, H.
Simon y J. Shaw presentaron e) Teórico Lógico, primer progrnma cnpaz de
razonar sobre temas arbitrarios.
E) término inteligencia artificial o IA lo acuña John McCarthy en los
nños b0, Marvin Minsky, Newel y Simon habían creado un programa que
demostraba teoremas de geometría, tan sólo eran capaces de resolver los
problemas parn los que habían sido construidos.
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AI desarrollnrse la IA quedó eclipsada la cibernética y las redes
neuronaleS {Ins explicaremos detenidnmente más ndelante}, pero en 1969, Minsky y
Papert mostraron las limitnciones de los perceptrones, modelo neuronnl por
excelencia de los nños sesenta y(a mayor parte de los recursos se
destinaron a la IA.
Hnn transcurrido más de 25 años, tenemos ordenadores potentísimos
y sin embargo no resultan más inteligentes. La IA culminó en los años 70 con
(n introducción de los sistemos expertos, son programas de computador en
los que se codifica el conocimiento de expertos en unn cierta materia en
forma de reglas de decisión {diagnóstico de una enfermedad, diseño...)
En los años 80 se volvió a parndigmas de cómputos nlternativos,
redes neuronales, sistemas borrosos, algoritmos genéticos o n la
computación evolutiva. Vuelven la ANS (Artificial Neurnl syster^s} también
conocidas como sistemns conexionistas.
La arquitectura von Newmann no resulta apropiada para sistemas de
cálculo paralelo y distintos autores trntan de solventnrlo; Hopfield, en el
82, introdujo nuevos puntos de vista combinando redes neuronnles y
modelos de vidrios de espín {spin^lass). Por último se encontró la formn de
entrenar un perceptrón multicapa (Rumelhart, 1986}, nsí se resolvían los
problemas del perceptrón simple.
Los sistemas borrosos incidieron sobre la lógica digital ( O o ^,
verdadero o fnlso), el ser humnno utiliza más criterios. Los sistemas borrosos
son un tipo de lógica multivaluada como: SI .........ENTONCES.......
Las redes neuronnles artif iciales emulan el hardware del cerebro y
los sistemas borrosos se ocupan del software. En estos campos se utiliza e)
término ABC de la inteligencin {Marks, 1993) contemplándose sus tres
facetas: artificinl, biológico y computocional. Pnrece ser Que las tarens que
peor Ilevan n cabo las computadoras son las más fáci les pnra los organismos
biológicos, Ios ordenadores pueden resolver problemas complejísimos de
aritmética, juegos de ajedrez, pero es muy difícil que posenn capacidad
perceptiva y movimiento. En la emulación de Ins facultades humanas se
obtiene un nlto nive) en cálculo, lógica y razonamiento, un bajo nivel en
percepción, reconocimiento de patrones, asociaciones y aprendizaje.
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Pretendemos emular el cerebro, pnrn ello es preciso comparnr In
arquitectura de Ins computndoras con la que presenta el cerebro y trntnr de
emulnr sus capacidades.
Ln máquina de Von Newmnnn es una máquina de procesamiento
{hardware) nctúa e jecutando en serie (una tras otra) una secuencia de
instrucciones o programa (software) que almacena en su memoria. La máquina
In componen cuatro unidades: unidad de entrada de información, unidad de
salida, unidad de procesnmiento (compuesta n su vez, por la unidad ló4ico-arifméticn
y la unidad de control) y memoria, es la máquina de cómputo en el sentido de
Turing, hará In tarea para la que se progrnme y cambiando el programa de
su memoria ejecutará tareas diferentes.
La mayoría de los ordenadores son máquinas mnnipuladoras de
símbolos: la unidad de entrada suele ser el teclndo o las unidades de disco,
las de salida la pantalla o la impresorn, In unidad de procesamiento o CPU
{Central Processing Unit^ eS e) microprocesador, la memorin puede estar
distribuida entre el disco duro, cintas, CD-rom o la memoria central de
semiconductor. EI verdadero corazón del computador es el microprocesador,
circuito electrónico que puede integrar miltones de componentes
electrónicos, además, entre sus cnracterísticas se encuentrnn las de ser
baratos y versáti les.
EI cerebro, cuyns cnpacidndes queremos emular, no es una
arquitectura von Newmnn, no está formndo por un microprocesador, ni
constituido por unas cuantas CPUs, lo componen millones de procesadores
elementales o neuronas interconectndns conformnndo redes de neuronas. La
neurona es un pequeño procesador, sencillo, lento y poco fiable (diferente n los
potentes rnicroprocesadores). En nuestro cerebro se interconectan cien mil
millones de neuronas operando en paralelo, cada neurona puede conectarse
con otras 1.0.000 de promedio y puede procesar trabajando en paralelo de
un modo impresionnnte.
Además la neurona no debe ser programada, aprende a partir de
señales que recibe de) entorno y opera con un esquema diferente al de los
computadores poseen nutoorganizcción, no existe un componente que
gobierne el sistemn como el CPU, las neuronas cuentan con la cnpacidad de
nutoorgnnizarse, aprendiendo de) entorno y adnptándose a él emergiendo
ricas propiedades de procesnmiento.
.
EI hombre trata de construir nrtefactos que sean capuces de imitar
nuestras fncultades y funciones, siendo la señal de voz y su "comprensión"
{la nsignación de un significado) uno de los campos más estudiados, interesn
poder comuriicarse con las máquinas del modo más natural, y lo más nntural
es la voz.
Hay investigaciones que vnn más lejos en sus estudios sobre la
interacción hombre-máquina, Rosaling W. Picard, del Mesin Labs Affecctif
Computer, estudin estn interacción n trnvés de sensores parn que la máquinn
reciba señales y puedn interpretarlas.
20. TECNOLOGÍA DEL HABLA. EI diálogo.
La comunicación ornl humona se basa principalmente en una grnn
cantidad de conocimiento previo, no sólo del lenguaje sino de cómo es el
mundo, el principal problema en tecnología del habla es: EL MO00 DE
TRANSMITIR ESTE CONOCIMIENTO A LA MÁQVINA.
En la primera parte de esta tesis hemos expuesto los distintos
modelos de lenguaje, en tecnología del habla el aspecto más relevante es
el discurso, el procesamiento del lenguaje naturnl y el diálogo hombre-
máquina, comenzaremos por el discurso.
20.1. Análisis del discurso (outomatización del discurso).
Recordaremos nlgunas de las teorías ling ŭísticas que han dado lugar a,
lo que se conoce como Análisis del Discurso (Fernandez-Díaz, 2000}.
AUSTIN, considera que todos Ios enuncindos comparten un carácter
de acción y partiendo de este supuesto, elabora un modelo diferenciando
tres tipos de actos {Austin,1962):
• LOCUTIVO: aquel que realizamos al decir algo.
• ILOCUTIVO: aquel que se realiza al decir algo.
• PERLOCUTIVO: se renliza
efectos producidos.
por haber dicho algo, y se refiere a los
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Igualmente para que nuestros mensajes puednn ser interpretados
usamos nuestros conocimientos lingiiísticos sobre forma y estructura, pero
cohesión y coherencia en e) análisis del discurso desde una perspectivn
dinámica. Cohesión es el uso de lazos y conexiones entre los diversos
textos, Hnlliday y Hasan {3976) analizan bajo los nombres de referencia,
sustitución, etipsis y relaciones léxicas.
Las formas correferenciales inducen nl oyente a buscar interpretaciones
fuera, {/a teoría semúntíca sobre referencia afírmo que la re/acíón de referencía se
establece entre las expresiones de un texto y/as entidades de/ mundo, y!a de
correferenciv entre expresiones que aparecen entre distintas partes de/ texto). Esta
coherencia no es algo existente en el lenguaje, sino en los usuarios de esa
lengua, Ia persona da sentido a lo que escucha.
Pragmática y análisis del discurso son disciplinas relacionadas
estrechamente. AI annlizar un texto o una conversación se encuentrnn
implicados distintos fenómenos como actos de habla {centro de la teoría de
Searle), presuposiciones, implicaturas y deixis; cada unn ha dado origen a
diferentes teorías, apareciendo distintas escuelas prngmáticas.
20.2_ La teorío de los nctos del habla como modelo estático de ariálisis
del discurso.
Lns críticas sobre la teoría de los nctos de habla (Franck 1981) se
basan en hechos como la asignación a cadn emisión de una, y sólo una,
denominación de acto de habin, supone In segmentación del discurso desde
un punto de vista estcítico y unidimensional, no explica los cambios que se
producen a medida que se avanzQ en la conversación. No obstante esta
teoría como fue redefinida por Searle y Vnnderveken (1985) y depurnda por
filósofos del lenguaje (Walis, 1995 y Schiffrin, 1995) está siendo utilizadn
en parte o en su totalidad de una mnnern práctica hoy en día. Muchos
trabajos de investigación la aplican a la hora dé diseñnr y elabornr
sistemas conversncionales entre diferentes usuarios, o entre usuario y el
sistemn (Alexandersson y Reithinger, 1995; Alexandersson, 1996).
EI problema, según Levinson (1993), es que todos estos estudios
acerca de la funcionalidad de la lengua, trntan las diferentes funciones
desde un punto de vista estático, hay que tratar el uso de la lengua de una
manern dinómica {consideramos que se produce una interacción dinámica), en
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continuo movimiento .y proceso, por In que dos individuos se_ interĉamt^inn
determinada información con unos objetivos determinndos, que va
procesándose por cada uno de ellos y fluye de una manern determinada,
por ello, con^idernmos que este análisis no puede ser estudiado desde una
perspectivn exclusivamente estática.
20.3. Análisis de la conversoción
Se denomina "Etnometodología" a) estudio de cnmpo y análisis de In
conversación. Es una disciplina que se interesa por el estudio de las
interacciones y, especialmente, de las interacciones verbales cotidianas u
ordinarias. A los seguidores o practicantes de esta corriente se les conoce
como etnometodólogos o, simplemente, conversacionalistas.
Se distinguen dos corrientes: Análisis del discurso y análisis de In
conversación, ambas estudinn cómo se produce y cómo se comprende la
coherencia y(a organiznción secuencinl en un discurso.
• Análisis del discurso (emplea metodología como los principios y conceptos teóricos
propios de la lingŭ ística}
• Análisis de (a conversnción (analizn grabaciones de convoersaciones naturnles
utiliznndo métodos inductivos rigurosarnente empíricos, evitando elaborar teoríns
prematuras, corrtrasta con In inmediata categorización de los datos típica del analista
del discurso) ^
Levinson(1983) se sitúa en Ia perspectiva basada en e) análisis de la
conversación.
Desde este repaso, extraeríamos Ia conclusión que un diseñQdor de
aplicQCiones en tecnologíu del hubkr, hv de tener en cuentu los
corocterísticas discursi vus rr lu horra de descrrrollar e implemen tur un
sistemo conversucional. Ha de tener en cuenta las nportaciones que
distintas áreas de) análisis del discurso realizan al campo de la gestión del
diálogo, de estas ramas destncar: los actos de habla, la prngmática y el
análisis de la conversación, todas (a investignción actual en sistemas de
gestión de diálogo gira en torno n conceptos e ideas tomadas de estos tres
campos de interés.
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. Indudablemente, hay mntices que distinguen un discurso de u_ na
conversación o de un diálogo, sin embargo en los Sistemas de Gestión de
diálogo en Inteligencin Artificial, se considera igunl a un sistema
conversncional;^ oración, frase, enunciado y alude a(a emisión de un
mensqje por parte de un hablatrte.
Zi . E!. DISCUR50 Y SUS ASPECTOS FORMAl.ES.
Queremos en este npartado completar el conocimiento sobre el
discurso incluyendo n otros autores, para ello hemos ampliado nuestra
información en López Soto (1999).
Pnra que se considere que una oración es correcta desde el punto de
vista semántico, en PLN (Procesarniento del Lenguqje Natural) se acepta que la
oración ha de cumplir las condiciones de verdnd. La descripción semántica
de un lenguaje se convierte así en un mecnnismo de estados finítos que nos
permite saber cuáles son las condiciones de verdnd para cnda oración de
ese lengua je.
EI cálculo de predicados de la lógica de primer orden ha jugado un
pnpel fundamental en el tratamiento semántico en PLN, este tipo de lógica
se puede definir como un peçueño modelo de cómo desarrollar el análisis
semántico de un lengun je, de forma que se aproveche la fuerza expresiva
y, no ambigua de las matemáticas.
Esta lógica dice que las fórmulas bien formadas se especifican en la
grnmática, asociándose una regln de interpretación semánticn parn cnda
construcción sintáctica que permita In gramáticn. Dada una serie de
oraciones se podrán describir sus condiciones de verdad con respecto n)
universo del discurso y Ins inferencias que se puednn extraer a partir de las
condiciones. Sin embargo, en lengunjes naturales el tratamiento semántico
gue ^roporcionn la lógica de ^rimer orden no es suficiente.
Montague {1973) partió de la lógica de primer orden y desarrolló un
modelo más potente: In lógicn intensionnl, se tratn de una representación
intermedia entre la estructura sintáctica y In estructurn del significndo,
esta noción de representación intermedia fue adoptada por Kamp (1981^ en
su ^Teoría de Representación de) Discurso" (DTR).
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Ln "Teoría Situacional" {Barwise y Perry,1983} avanza respecto n las
corrientes montnguennns, formulnndo convenientemente la noción de
"estado par.ĉ ial del mundo", es incorrecta la premisa común en las
corrientes que siguieron a Montague indicando que (a información es
siempre total, para cadn situación unn proposición es verdndern o no.
La teoría de la representnción de) discurso {DTR} (uiscourse
Representation Theory } elabornda y desarrollada en los años 80 y 90 por Hnns
Kamp y sus colaboradores {Kamp, 1981; Kamp y Reyle, 1993; Ei jck y Knmp,
1996) tiene como fin describir relaciones que se establecen entre la forma
lingúística de un enunciado y su significado. Pretende establecer modelos de
interpretnción para fragmentos de discurso que vnn más alló de In oración.
Con ello sería posible formular reglas de interpretación para ciertos
términos no referenciales de) discurso, como los pronombres y otros
términos anáforicos.
Las Estructuras de Representación del Discurso {DRS) presentnn las
relaciones lógicas de predicación y cuantificación sobre variables
individuales necesarias pnra la interpretación de los enuncindos, las
estructuras se relacionan entre sí dando lugnr a un modelo de
interpretación del discurso vúlido para fragmentos amplios del discurso.
Ln DRT es beneficiosa tanto para la interpretación del sintagmn
nominal (cunntificación, plurnles, nornbres genéricos, posesivos) como del sintagma
verbal (tiempo, aspecto, rnodo y modalidnd) es un modelo alternativo a(a lógica de
predicados. Igunlmente permite tratar de forma adecuada n determinados
fenómenos de enriquecimiento semcíntico del discurso, como presuposiciones
e inferencias, que aporta contenido al significado estructural de las
oraciones involucradas.
Kamp {1981) propuso una aproximnción a la interpretación del discurso
y de Ins anáforas pronominales que ponía de manifiesto las deficiencias del
análisis montagueano. La teoría de Hans Kamp se presenta a sí misma como
unn teoría semánticn para un fragmento del lenguaje natural, intenta
describir las relaciones que se dan entre la forma ling ŭística de un
enunciado y su significado.
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Kamp pretende que su teorín semántica sea una representación de)
flujo de informnción que se produce en el acto lingiiístico, entendido como
una descripción parcial de la renlidad. EI significndo de las oraciones que
constituyen un discurso depende de (a verdad del discurso, es decir,
depende de un modelo de interpretación pnrcin) que debe poder ser
integrado en un modelo completo.
Otrns teorías diferentes sobre In interpretnción del discurso han
trntado el problema de las presuposiciones y de su papel en la
interpretación, Teoría de los Estados mentnles de Fauconnier {2984}, el
significado de) discurso se representa mediante un conjunto estructurado
de espncios mentales interconectados asimilables a las DRSs de Knmp o(os
Dominios de Discurso de Seuren {2985}.
Algunas teorías usan In semántica de mundos posibles en la
interpretación del discurso, Irene Heim {Heim, 1982 y 1992}, tratn los
contextos del discurso como mundos posibles, o la Lógica Dinámica de
Predicados (DPL) {Groenendi^k y Stokhof, 1989), a In que se aplican
diversas teorías semánticas (Dekker,1992; Vermeulen,1993}.
Finalmente, nos encontramos con teorías semánticas dinámicns
basadas en la Gramática de Montagne, como la propuesta por J. Groenendi jk
y M. Stokhof (1987} o las teorías de Reinhard Muskens {1996}, que
combinnn la Gramática de Montague y DRT.
21.1 _ ^el discurso nl diólogo.
Cuando estudiamos la gestión de diálogo entre dos o más agentes,
deberemos tener en cuentn, que en cada acto comunicativo subyace un plano
extralingŭístico. En un diálogo se produce la interacción de unas secuencias
de informnción con otras, este nive) de discurso hay que tenerlo en cuentn
para un sistema de gestión de diálogos naturales y reales.
Los enunciados trntndos por los sistemas de gestión de diálogo
forman pnrte de un diálogo. Las características de un diálogo difieren de Ins
de un discurso {Ginzburg, 1998; Poesio, 1998; Rieser, 1999). Estas
investigaciones han sido Ilevadas a cabo en campos como el análisis del
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discurso, (a psicología cognitiva y la lingiiística. Los diseñadores del sistema,
de gestión de diálogo tratan de encontrnr pistas que les nyuden en su tarea
de entender cómo se estructura un diálogo con el fin de poder modelarlo.
La semántica dinámica ha preparado el camino para un buen
trntamiento de las retaciones nnafóricas en discursos no dialogados, en
estos hny que tener en cuenta el papel de los agentes en la conversnción, (as
creencins y motivaciones que conducen el diálogo hacia un camino y formn
determi nndas.
La SDRT {Asher, 1993) es una extensión de la DRT, incorporn
información acerca de la estructurn y función retóricn del discurso y In
extensión del SDRT {Lascarides y Asher, 1999 ) nace con el propósito de
modelar In interpretnción del diálogo. Lascnrides y Asher concluyen su
trabajo dejando un cnmino abierto n futuras investigaciones que incluyan In
resolución de otros fenómenos propios del diálogo como son los actos de)
habla indirectos.
La DRT se hn utilizado como modelo de representnción semántica
durante los últimos años por los módulos semánticos que componen los
sistemns conversacionales del tipo pregunta-respuesta, el sistemn
VERBMOBIL (Alexnndersson et al., Z998) {es un sistema de traducción
automática, más adelarrte ampliaremos datos sobre él), Son modeloS
computacionales que presentnn una grnn robustez (traducido directnmente del
inglés "robustness", significa capncidnd que tiene un sistema cualquiera para adaptarse a
entornos adversos como: ruido, canal, locutor, tnrea, etc.,)
Lns restricciones que el lenguaje ejerce sobre el dominio de Ins
relaciones de significndo, no hnn sido consideradas hnsta ahora como una
parte propia de la semántica misma, sino más bien como un nspecto del
nnálisis de los actos de habla, de Ins intenciones de) hnblante, del
conocimiento y de las creencins. Para Barwise y Perry su forma de abordar
el significndo les obliga a tomar seriamente en consideración la crítica
desnrrollnda por In teorín de los nctos del hnbla contra la semánticn
tradicional, Barwise y Perry dicen que hay que prestnr la mismn ntención n
las dos caras de la relación significativn, los autores elaboran una nuevn
teoría del significado lingiiístico para Ios lenguajes naturales. Por último,
nos quedn recalcar la relevancia de la teoría dinámica del significndo dentro
del estudio discursivo como de la corriente formnl.
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Podemos sir^tetizar que las teorías dinámicas del significado, buscan
establecer relaciones entre la interpretacián de las expresiones lingiiísticns
y el contexto en e) que aparecen. Entre las teorías que trntan de
representar este proceso dinámico hemos expuesto dos:
• DRT teoría de In representnción de) discurso de Knmp {relaciones entre la
forma lingiiística de un enunciado y su significado).
• Semcíntica de situaciones de Barwise y Perry, ^pnrte de la premisa: el
significado de una oración simple declarativrx es unn relación entre preferencias y
situaciones descritas).
Estudiar un discurso implica tener en cuenta procesos y situaciones que
se extienden más allá de los propios enuncindos. Aspectos a tener en cuenta
para desarrollar un sistema de gestión de diálogo (muchos de los sistemas
conv+ersacionales implementados en la actualidad incorporan modelos de especificación del
conocimiento discursivo basados en teorías dinámicas como la ORT}.
22. EL DISCUR50 EN EL ÁMBITO COMPUTACIONAL
Nacen en el campo del P.L.N. (procesamiento de) lenguaje naturnl = ingeniería del
lenguaje). Se centra en In formnlización y nutomatización del tratamiento de
Ios lengua jes naturales y de los sistemas de gestión de diálogo
representnndo un campo clásico de la Lingúística Computacional (poco
fructífern por su comple,yidnd}.
Entre otros sistemns de PLN con entrada de voz enumeramos: el
proyecto JANUS, el grupo de sistemas de lenguaje habindo del MIT,
OVIS, DIALOGIC, Unisys, Word Systems, Philips Speech Processing, UCLA.
(López-Soto 1999).
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La Sociedad Española para el Procesamiento del Lenguaje Natural en
su XVI Congreso celebrado en la Universidad de Vigo 26-28 de septiembre
de 2Q0^, preséntó las últimas investigaciones, pueden ser revisadas en e)
n° 26, de (a Revistn que edita esta Sociedad.
EI uso de voz en interfaces hombre-máquinn (Ia voz el modo de acceder
a los servicios que presta Ia máquina} ha permitido unn revitalización, esto ha sido
posible como parte del estudio de sistemas conversacionales con entrada y
salida por voz. Actualmente, existen muchas aplicaciones que exigen el
tratamiento de la estructura conversacional, aplicaciones cuya interfaz
hombre-máquina y su interacción bidireccional, añade características del
diálogo conocidas y manejadas por los sistemas de gestión de diálogo.
La entrnda en el sistema se produce por medio de la expresión
hablada espontánea reconocida por un módulo de reconocimiento de voz
{RV) pasando a un módulo de procesamiento de lenguaje natural {PLN} que es
el encargado de extraer significndo de las muestras de lengunje hablado
espontáneo. EI mayor reto es extraer el significado de la salidn del
reconocedor (el lenguqje espontáneo presenta cnrncterísticas imprevisibles).
Una de las tareas más complejas consiste en extraer e) significado
de (a cadena reconocida e impedir que el proceso de análisis se detengn
{Young y Matessa,1991}.
Posteriormente un gestor de dialogo (GD) intervendrá en el proceso,
es el encargado de analizar las caracterósticas propins del nivel del
discurso que debe de tenerse en cuenta n(a hora de implementar sistemas
naturales y SUS SubramaS (pragmática, actos del habla, nnálisis de la conversación,
turnos, nnáfora, elipsis, silencios, solnpnmientos, reparnciones).
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Las bases de datos y el administrador del sistema contribuirán a que
se genere una respuesta. {Figura 11} EI procedimiento sería:
Generación
de lenguaje Adrninistrador del sistema
N- ►^ Bases de datos
Sintesis del
habla
Reconocimierrto
de voz (RV)
I
Significado en
el contearto
(GDj
N Representacióndel significado
(PLl^
^ Figuro 11: Proceso seguido en interfaces por voz.
En una primera fase, In entrndn habindn es procesn por el reconocedor de voz
(RV}, posteriormente y ya reconocida la señal de voz continúa hacia el módulo de
PLN, implementndo para et reconocedor, el cual genera una representación del
significndo, mientras, el gestor de diálogo {GD) permite nnaliznr el signifcado en
el contexto del diálogo. EI sistema puede recuperar información de bnses de
datos (texto, gráficos o tabins). Posteriormente se genern el lengunje naturnl
para, finnlmente, producirse Ia sírrtesis del hnbla.
EI rendimiento del sistemn se calculn en función del grndo de error de
palabra, E, según la ecuación:
S+I+D
E= 100
N
N es el número total de pnlabrns y 5, I y D el numero total de
sustituciones, inserciones y eliminaciones. (sustituciones son
unidades reconocidas erróneamente para otrns emitidns,
inserciones unidndes reconocidas por otras no emitidas,
eliminaciones no reconocidas pnra otrns realmente emitidns}
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22.1. EI procesamiento del lenguaje nntural.
La problemática del reconocimiento del habla nnce de su complicación,
superior a la de la producción automática de voz. Lns primeras y
rudimentarias máquinas parlnntes aparecieron en la segunda mitad del siglo
XVIII, las reconocedoras de voz a principios del siglo XX con la máquina de
Flower capaz de escribir el alfabeto fonográfico pronuncindo por unn
persona, han transcurrido cuarenta y cinco años de investigación en
reconocimiento de voz y se han producido importantes avnnces en
informática, ello ha permitido el desarrollo de productos y servicios en
tecnología del habla.
Los factores que determinan çue el Reconocimiento del habla sen
extremadamente comple jo son:
• EI locutor {introduce (a mayor varinbilidad en In forma de ONDA ENTRANTE).
•!.a formn de hnblar (el hombre pronuncia lns pnlabras de formn CONTINUA, y la
inercia de los órganos coarticulatorios, que no pueden moverse instnntáneamente, hnce
se que originen efectos coartitulatorios. Así mismo, las vnriaciones introducidas por In
PROSODIA producen nuevos obstáculos. La dificultad vr^rín según se trnte de
reconocer PALABRAS AISLADAS, FRASES O HABLA CONTINUA}.
• EI vocabulario. {Es el número de palnbrns diferentes que debe reconocer el sistemn.
Dificultades en reconocer palnbrns PARECIDAS ENTRE SÍ con lo que el TIEMPO DE
TRATAMIENTO numerrta^.
• La gramcíticn. ( Es el conjunto de reglns que (imitn el núrnero de combinaciones
permitidns de las palabrns del vocabulario, ayudn a MEJORAR LA TASA DE
RECONOCIMIENTO).
• EI entorno. (Ruido, voces de fondo).
22.2. La tecnología del ha^bla.
Ln Tecnología de) Habla es receptora de un amplio conjunto de
conocimientos y procedimientos de actuación sobre In información
representada en la señal de voz, marco científico-técnico multidisciplinnr,
nbarcando diferentes ramas del saber:
• Procesado de señal: su objetivo es la extrncción de informnción de
la voz (Furui, 1989; Rabiner y Schafer, 1978; Rabiner y Juang,
1993}.
• Acústica: estudia el proceso físico de producción y percepción de
voz.
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• Fisiología: se dedica a) estudio de In producción, comprensión y
percepción del habla (Hardcastle, 1976)
• Lingúística.
• Teoría de In comunicación e información: su objetivo es la
estimación y selección de los modelos.
• Inteligencia artificinl.
• Ciencia de la computación: es la encargada de la implementación
en los ordenadores.
• Psicologín: estudin los factores humanos.
Además, la tecnología del habla se subdivide en diferentes áreas:
• Reconocimiento del habla {Rabiner y Juang, 1993; Waibe) y Lee, 1990},
es la encargada de transformar el mensaje hnblado en texto.
• Conversión texto.voz {8ailly y Bemoit (eds.}, 1990 y Z992; ESCA, 1994;
Flanngan y Rabiner (eds}, 1973; Levelt,1989; Moulines y Sagisaka, 1995;
Olive et al., 1993; Vnn Bezooi jen y Pols, 1990; Vnn Santen et al. {eds.},
1995}, se ocupa de transformnr el texto escrito en mensaje hablado.
• Reconocimiento de locutores (Bolt et nl., 1979; Dixon y Martin {eds.),
1997; Firui, 1994 y 1997; Koenig, 198b; Kiinzel, 1987; Naik et al., Z989;
Nolan, 1983; Rosenberg y Soong, 1991; Stevens et nl., Z968), su misión
es que mediante la señal de voz, se indentifiQue o verifique al habinnte.
Estas técnicns de identificación y verificación de hablante son
utilizadas en distintos ámbitos (para aplicaciones criminológicas, acceso a
Inborntorios del ejercito o servicios en línens directas de bancos}, Atal, Z974; Dixon y
Martin (eds.}; Furui,1981,1986,1991 y 1994; Matsui y Furui,1993}; Naik et
al Z989; O' Shaughnessy,1986.
• Reconocimiento de) idiomn (Atkinson, 1968; Cohen y Starkweeeether,
1961; House y Neuberg, 1977; Muthusamy et nl, 1994}, e) objetivo es
que mediante la señal de voz pueda ser identificado e) idioma.
• Codificación de voz, por medio de ella, la señal de voz de convierte en
una representnción eficiente en formato digitnl para su transmisión y/o
almncennmiento.
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Equemáticamente, {Figura 12) la arquitectura general de un sistema de
reconocimiento del habla es:
sonido E^racción de
caracteísticas
Comparación con
los modelos
Decisión Palabra
recxinnc^ida
^ _
Figura 12 : Esquema de un S. R. H.
En un primer momento se produce una extrncción de características de) sonido producido por
la señal de voz, corrtamos para ello con Ia banda de filtros, el modeb de codificación predictivn linenl
(LP^), In cuantificación vectorinl y los modelos de nnálisis espectral bnsados en In audición, todo ello
es realizar lo conocido co^rw medidas espectrales. Después, se pracede n realimr una comparnción
de modelos, son cadena de fonemas, pnlnbras o secuencia de palnbras. Por último se adoptn la decisión
y palabra restricciones de número de fonemas/palabra, nos conduce a In palnbra reconocidn.
EI ob3etivo del reconocimiento del habla es proporcionar unn
"apropiada" interncción hombre-máquina n través de órdenes habladas, no
obstante, un elevado numero de personas son incapnces de responder frente
a una máquina, por lo tanto no resulta obvio este diálogo.
La comple jidad de este campo (leva a que se produzcnn errores en
cualquiera de los pasos que hay que dar, entre ellos tenemos los que se
producen nl convertir un texto en. voz, pueden proceden de tres fuentes:
-SUStitucioneS {pnsn por tasa^.
-inserciones (el coche por coche^
-elisiones o infragereraciones (...coche por el coche)
Los fallos que no afectnn al significado de la frase, se pueden
solucionar empleando analizadores semánticos poco sensibles a errores de
concordancia en género, número y/o persona, infrageneración o
sobregeneración de nexos sintácticos. Más adelante describiremos el
lenguaje RTN (Recursive Transition Networks) utilizado por Telefónica I+D para
e) análisis semántico.
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22.3.Principales áreas de trobo;yo en Reconacimiento del Hoblo
22.3.1. Proceso de la señal de voz.
22.3.2. Téĉnicas de reconocimiento de patrones.
22.3.3. Diferentes estilos de habla.
22.3.4. Dependencin del Iocutor.
22.3.5. Vocabulario de reconocimiento.
22.3.6. Bases de datos parn entrenamiento y gramáticas de reconocimiento.
22.3.1.Proceso de la señal de voz.
Se ha trabajado fundamentalmente en los siguientes campos:
• Rasgo5 n extraer (a través de considernciones perceptunles a partir del
funcionnmiento del oído. Ln parametriznción se corrtbinn con la utilización de técnicns
discriminativas).
• Efectos perturbadores y cómo eliminarlos; ha generado tres líneas de
trnbajo: detección robusta de voz, reducción de ruido y cancelación de
ecos.
23.3.2. Técnicos de reconocimierrto de patrones.
A partir de la representación paramétrica de la voz, este MÓDULO
realizn un proceso de clasificación utiliznndo una serie de pntrones, estos se
obtienen en una fase de entrenamiento del sistema (representan: palabrns,
sílabas, sonidos y fonemas}, la dificultad surge por los modos y /o velocidades
de hnbin.
Las primerns técnicns utilizndns fueron Ins basadns en un Alineamiento
Temporal a través de algoritmos de programación dintimica, técnicns DTW ,
después los Modelos ocultos de Mnrkov (HMM) y generalización de
algoritmos DTW, posteriormente las Redes Neuronnles Artificiales {RN)
frente a los HMM útiles para el reconocimiento de locutores, cuyn
dificultnd proviene en la variabilidnd temporal del habla. Actunlmente se
trabaja con modelos híbridos, aunque predominan los HM1Vl.
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22.3.3. Diferentes estilos de habla.
Aparecéñ tres modos frente a un sistema de reconocimiento: pnlnbras
aisladas, hnbla conectada y habla continua.
Además los reconocedores de voz tienen çue afrontar, para un modelo
robusto de habla estos tres aspectos:
• reconocimiento en contexto o"word spotting".
• rechazo (sonidos indeseados o palabras que no han sido pronuncindns}.
• múltiples candidatos (información exclusivnmente acústica}, el reconocedor
dispone de N hipótesis, se denominn N-best, es decir, según nuestrns
necesidades elegimos la mejor.
22.3.4. Dependencia del locutor.
Los sistemas que sólo reconocen a un locutor son los dependientes del
locutor, si los patrones son válidos para cualquier hablante, son los
denominados reconocimiento independiente de locutor. EI objetivo que se
persigue es que con la menor cantidad de voz posible sea reconocido el
locutor. ^
22.3.5. Vocabulario de reconocimiento.
Las prestaciones del reconocedor se fi,^an dependiendo del tamaño y
grado de dificultad del vocabulario, número de palabrns que el sistema es
capaz de reconocer, problemas con la similitud fonéticn de las palabras.
Además, hay que distinguir entre vocnbularios fi jos y f lexibles, el
objetivo es conseguir un sistema que no necesite re-entrenarse para cada
nuevo vocabulario.
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22.3.6. Boses de dotos poro entrenomiento y gromáticos de
reconocimiento.
Según aumentn el número de pnlabras de vocabulario, el número
posible de combinaciones crece exponencialmente, las restricciones se
incorporan en forma de gramáticas basadas en reglns sintácticns y/o
semánticas destinadns a reducir e) número de palabras susceptibles de ser
reconocidas en cadn momento. La medida utiliznda para definir el grado de
dificultad que supone una determinada tnrea es In denominadn perplejidod,
(perplejidad es la medin geométrica del número de palnbras que pueden seguir a una
determinadn palabra unn vez aplicado el rnodelo de lenguaje. Es decir, e) número n^áximo de
pnlabras activas en la fnse de reconocirnierrto). Ejemplo (López Soto,1999):
^a
^^ ^
Carpetn grande
bonita
Grnmática 2: perplejidad 2
tamaño 7
In
• N
ni na
carpeta
alta
grnnde
es
bonita
Gramática 2: perpleyidad 7
tamaño 7
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22.4. Principales sistemas experimentales de reconocimiento del habla
• BYBLOS, desnrrollado por BBN
• TANGORA, desarrollado por IBM
• SPHINX-II, desarrollado en la Universidnd de Carnegie-Mellon (CMU)
• LINCOLN, desarrollado en el laboratorio del mismo nombre. Su principal
aportnción es el modelado de voz rápida, con emoción, tensión, etc.
• DECIPHER, desarrollado en SRI international.
• ATR HMM-LR, sistema japonés desarrollado en ATR
• CSELT, desarrollado en e) centro italiano del mismo nombre
• PHILIPS, desarrollado por la empresn de) mismo nombre.
• SISTEMAS TELEFÓNICOS DE AT&T Bell Northern Research (BNR)
• Base de dntos correspondiente a la gestión de recursos navales {Naval,
Resaurce Management}
• Base de dntos de información sobre welos de líneas aérens A.T.I.S. (Air
Travel Information System}
• Base de datos leída del Wall Stree Journal.
• Base de datos en espnñol ALBAYCÍN, es la más importante en nuestro
idioma, su realización fue posible bajo los auspicios de la Comisión
Interministerial de Ciencia y Tecnología.
22.5. Arquitectura funcional.
En In División de Tecnología del Habla de Telefónica I+D, el sistema
de reconocimiento de voz se realiza mediante un sistema de MÓDULOS
orgnnizados, cada uno con una función: acondicionamiento de In señal de
entrada, detector de actividnd, extractor de características,
reconocimiento de patrones y post-procesndo. No confundir con otros
módulos que intervienen posteriormente, nos referimos únicamente al RV
(reconocedor de voz).
Así mismo, el reconocimiento se realizn a cuatro niveles: palabras
aisladas, habla conectnda, palabras aisladas basado en modelos de fonemas
para vocabulario flexible y habla continua.
EI proceso lingŭístico del conversor texto voz, igualmente se produce
mediante una ^ organización en modular, cada uno con unns tareas
específicas:
• MÓDULO DE PREPROCE50, sus tareas son: silnbicación, acentuación
fonética, trntamiento de acrónimos y secuencins impronunciables.
• MÓDULO CATEGORIZADOR (no son exnctnmente categarías gratnaticales, sino
prácticas).
• MODULO ESTRUCTURADOR ( información sobre la estructura siritáctica de la
frase).
• MÓDULO PAUSADOR ( insertar pausasautomáticatnente}.
• MÓDULO CONVERSOR DE GRAFEMAS A ALÓFONOS (obtener In
secuencia de letras de una frase dnda, para ello se emplen parte de la información
lingúistica obtenida en módulos arrteriores).
• MÓDULO GENERADOR DE PARÁMETROS ACÚSTICOS (generar
parámetros parn determinar la prosodia, esta taren se puede descomponerse en otras
dos, una por parámetro: duración y errtonación}.
22.ó. Técnicas de diseño.
Denominamos °pnlnbra" n la unídad básica en la que se apoya el
reconocedor, puede ser sílabas, demisílabas, fenones, morfemas, pnlabras,
conjuntos de palabras etc.
Se utiliznn cuatro técnicas: técnicas topológicas, modelos ocultos de
Markov, redes neuronales y sistemas basados en el conocimiento. Las
primeras estcín basadas en el cálculo y comparación de distancias, las
segundas son técnicns probabilísticas, que son modelos generativos de las
palabras del vocabulario, las redes neuronales tratnn de imitan el
funcionnmiento de las neuronas y, los último, pueden ser sistemas basados
en reglns o sistemns expertos.
Los cuatro conllevan una fase de "entrenamiento" y otra de
"reconocimiento", igualmente, en las cuatro técnicas, el primer proceso es
la "parametrización" (trnnsformación de la forma de onda de la señal entrante en un
con junto de parámetros o carncterísticns adecuadas a cada reconocedor). Vamos a
realizar una descripción de cadn una de estas técnicas.
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22.6.1. Técnicas topológicos Dynatnic Time Worping (DTW), {enfoque
topográfico).
EI procedimiento es el siguiente: En primer lugar, se parametrizn la
señal de voz a reconocer, dividiéndose en pequeñas ventanns de análisis
{20 msg.) , esta secuencia de puntos se Ilama "patrón" o"plaritilla", con ello el
reconocedor obtendrá un conjunto de patrones de "referencia". Una vez
obtenidn la plantilla de la pnlabra, la labor del reconocedor consiste en
compora^rla calculnndo la pdistnncia" y elegirá aquella cuya plantílla de
referencia dé la menor distancia en la comparación.
22.6.2. Técnicas probabilísticc^s: Modelos ocultos de Morkov (HMM},
EI enfoque alternntivo nl de medir distancias entre patrones (enfoQue
topogrúfico} es el de adoptar un modelo estadístico (paro.métrico) para cnda unn
de las palabras del vocabulario de reconocimiento, son los modelos ocultos
de Markov (HMM, del ingles "Hidder Markov Models"}.
Los reconocedores se basan en esta técnica estadística, ya que
aunque sus prestaciones son similares a las de los sistemns basados en
DTW, requieren menos memoria físicn y ofrecen un mejor tiempo de
respuesta, e) aspecto negativo dé las HMM se encuentra en que la fose de
entrenamiento que es mucho mús lenta y costosa, pero, como esta tarea
se realiza una única vez y se Ileva n cabo en los Inborntorios, merece la penn
pagar este precio.
Un HMM se puede contemplnr como unn máquina de estados finitos,
en el cua) el siguiente estndo depende únicamente del estado actunl, y
asociado n cadn transición entre estados se produce un vector de
observaciones o parámetros (correspondiente n un punto del espncio n-dintensionnl}.
Se puede así decir, Que un modelo de Mnrkov Ilevn asociados dos
procesos: uno oculto (no observable directamente) correspondiente a Ins
transiciones entre estados y otro observable ( directnmer^te relncionado con el
prirnero}, cuyns renlizaciones son los vectores de parámetros que se producen
desde cadn estado y que forman la plantilla a reconocer.
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Para nplicar la teoría de los HMM en reconocimiento de voz, se
representa cada palabra del vocnbulario del reconocedor con un modelo
generativo {qŭé se calculara en la fase de entrenamiento} y posteriormente se
calcula Ia probabilidad de que Ia palabrn a reconocer haya sido producida por
cada uno de los modelos de la base de datos del reconocedor. Pnra ello, se
asume que durante la pronunciación de una palabrn, el aparato fonndor
puede adoptar sólo un número finito de configurnciones articula^torias {o
estados), y que desde cnda uno de esos estndos se producen uno o varios
vectores de observación (puntos de la plantilla}, cuyas características
espectrales dependerán (probabilisticamente} del estado en el que se hayan
generado.
Así vista la generación de la palabra, las características espectrales
de cada fragmento de seña) dependen del estado activo en cada instante y
la evolución del espectro de In señal durante la pronunciación de una
palabra depende de la ley de transición entre estados.
Ln representación mós usunl de un HMM es la utilizada para máquinas
de estndos finitos, es decir, conjunto5 de nodos (que representar a los estados}
y arcoS {trnnsiciones permitidas eritre los estados). Un tipo de HMMs
especiatmente apropiado pnra reconocimiento de voz son los modelos "de
izquierda a derecha"; modelos en los que una vez que se ha abandonndo un
estado ya no se puede volver a él.
Pnrn generar los puntos de la plantilla en estos modelos se asume
que el primer vector de observnciones se produce desde el primer estndo y
el último se emite desde el estndo finnl. Recordemos que In secuencin de
estados es la parte owltn del modelo, se conocen los vectores de
parámetros pero no desde qué estndo se han producido.
Definición formal de un HMM.
Un modelo M viene determinado por fos siguientes parámetros:
• N. Número de estados de) modelo.
• Matriz de transiciones de dimensión {N x N}. Define In estructurn del
modelo cada uno de sus elementos ni,^, es decir, In probnbilidad de
pasar del estndo i al estado j. Normalmente A será bidiagona) o
tridiagonnl, significando que, desde cnda estado se pueden
producir dos o tres tipos distintos de transición.
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• Conjunto de funciones de densidad de probnbilidad (fdp}, que
modeÍan estndísticamente las observaciones producidas desde cada
estado.. Habrá pues tantas fdps como estados.
• P. Vector de dimensión N. Cada uno de sus elementos, Pi indica la
probabilidad de encontrarse inicialmente en el estado i. Para modelos
de izquierda a derecha, PI = I, y Pj=O para los demás estados.
La señal de voz viene representada por una plnnti Iln o secuencia de
vectores de característicns 0=[Qg, 02,...Ol'}, donde cada Oj es un
con junto de parámetros {coeficientes LPC, Cepstrum, log-área ratios...) que
caracteriza la señal de voz en una ventana de tiempo centrada en t= i, y T
es el número total de puntos de la plantilla.
Los modelos HAAM basados en este tipo d observaciones se Ilnman HMM
continuos, y B serú un conjunto de fdps continuas. Si, para simplificar las
cosas se hace pasar esa secuencia de observaciones O={'° I, 02,...OT} a
través de un cuantif icador vectorial {en çue cada vector de parámetros oi es
codificado como un número entero), In seña) de voz quedara representadn por unn
secuencia de centroides de) cuantificador. Los HMMs que trabajnn sobre
este tipo de datos se conocen como HMM discretos, y B ser una matriz
con tantas filas como estados tenga e) modelo y tantas columnas como
centroides tenga el codificador vectorial, en que cada elemento bjk es Ia
probabilidnd de que, estnndo en el estado i, se produzca e) centroide k.
Reconocedor de pclabras basado en HMMS
Los modelos de Markov se nplican n problemas renles, como puede ser
el reconocimiento de palabras, (Ia metodología a usar sería Ia misma sí se utilizasen
otras unidades acústicns: fonemas, dernisílabas, frases cortns, etc.}.
EI reconocedor dispondrá de un modelo por cada palabra del
vocabulario de reconocimiento y la estructurn de esos modelos se define en
Ia fase de diseño: el número de estados {N) se elige "a priori" según la
complejidad que se pueda permitir y In calidad deseada. Valores típicos de N
son entre 5 y Z5 estados. Lo mismo ocurre con el tipo de transiciones, Ia
matriz A tendrá sólo, ciertos componentes distintas de cero, y su
número es un parámetro de diseño.
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EI tipo de funciones estadísticns que se utilizarún para modelar las
probabilidades de observación de los puntos de la plantilla desde cadn
estado, también se fi^ya antes de entrar en la fase de entrenamiento de los
modelos, sueten ser gaussianas multivnrinbles, combinaciones lineales de
gaussianas multivariables, funciones gamma, etc.
Una vez fi ja la estructura de los modelos, se lanzn la fase de
entrenamiento con el fin de calcular los valores óptimos de todos los
parámetros que se han mencionado, pnra ello, se usa un cierto número de
repeticiones de cada palabra del vocabulnrio que depende del tipo de
reconocedor que se quiera construir (dependier^te o independiente del locutor}, de
Ins prestaciones esperndas del sistema y del tipo de unidndes que integren
el vocabulario. Se puede decir que ese número de repeticiones varía entre
4 0 5 y unos cuantos centennres, Io que da iden del volumen de dntos y de
cálculos necesario.
Del análisis de todns esas repeticiones saldrá el conjunto de
parámetros que def i ne cada modelo de Markov y que formara (a base de
datos del reconocedor.
Entrenamiento de un HMM
Ya hemos explicado que un modelo M de Markov queda definido por
tres matrices: A, 6 y P. Los modelos que se utilizan en el Reconocimiento
del Habla {Ioŝ denominados "de izquierda a derecha") tienen un vector P fi jo
[=(1,0,0,...0}], por lo que no es preciso reestimar sus componentes.
Parn simplificar las cosas, supóngase que cada repetición de unn palabra
produce una secuencia de vectores de características O{ j}= (01,02,...Ol }, y
que se dispone de k pronunciaciones de cnda pnlabrn [O{ i).. .O{k}}.
Entrennr el modelo es cnlcular los valores qjj y bj (Ot) de ese modelo
usando las k secuencias de observnciones ^(1},O{2)... FO(k}
correspondientes a Ias k repeticiones de la palnbra a modelnr y de forma
que la probnbilidnd de que el modelo calculado haya producido esns k
secuencias sea máxima.
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EI procedimiento que se sigue para entrenar los modelos es, usar las k
repeticiones de la palabra, se genera un modelo inicinl segmentando
uniformemente todas las plantillns entre los estados del modelo y,
extrayendo unos estadísticos de esa primera segmentación, se calculan los
parámetros dé un modelo inicial que será utilizndo para una nuevn
segmentación, y así sucesivamente hasta que se considere que el modelo es
suficientemente bueno.
EI algoritmo de Viterbi estima {usando e) criterio de ttwxirnización a
posteriori de P{o/M)) la secuencia más probable de estados durante la
producción de la pnlabra y Ia probabilidad final pnra esa secuencia de
estados. Así, si se aplica ^terbi a cada una de las repeticiones de la
palabra, se obtiene {usnndo Ins secuencins de estados} una partición de Ias
observaciones y se sabe desde que estado se ha producido cnda una de ellas.
Con estos datos se recalculan los parámetros del modelo.
Una vez disponible esa segmentación para las k repeticiones de la
palabrn que se Quiere modelar, las re-estimaciones de los parámetros del
modelo correspondiente se hacen según formulas.
EI procedimiento completo pnrn encontrar In mejor secuencia de
estados es;
inicinción -► recursión -^ finalización^ obtención de In secuencia de estados
Reconocimiento de patrones
Podemos representar un HMM como un autómata de estados finitos
en e) que el proceso de trnnsición entre estados está gobernado por
probabilidades.{Figura 13). Ante una determinadn unidad ling ŭística, por
e,^emplo una palabra, podríamos decir que e) modelo realizn una
segmentación de In misma asignando un tramo de la unidad a cada estndo.
150
Fig. 13: Problema simplificado de palabra aislada.
Adicionalmente, n cada vector de características asociado n un estado
determinndo el Modelo de Markov le asigna una prolxibilidad; In probabilidad
total obtenida para todos los vectores de características será la puntuación
que se utilice pnra realizar el proceso de clasificación. E) proceso de
asignación de una probabilidad a un vector de características se puede
confeccionar de varias formas que dan lugar a diferentes tipos de HMM .
Así :
• Si se utiliza un proceso de clasificación de los vectores de
características, por ejemplo a través de un Cuantificador Vectorial,
de formn que un vector sea una clase y cnda clase tenga asignada una
probabilidad, entonces se habla de modelos discretos {DDHMM).
• Sí la probabilidad asignada a un vector de características se obtiene
introduciendo el vector en una función densidad de probnbilidad
continua {habitunlmente gaussiana o laplaciana), entonces se habla de
modelos continuos {CDHMM}.
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EI coste computacional pnra los DDHMM es menor que para los CDHMM,
pero los segundos presentan mejores resultados de reconocimiento que los
primeros.
Entre estos dos tipos de modelos han surgido los denominados semi-
continuos (SCHMM), que son, los que incorporó ^elefónica I+D en los
sistemas que dise^iaba. Esta alternativa supone un excelente compromiso ya
que proporciona unas prestaciones próximas a las obtenidas con CDHMM,
pero a un coste computacional muy inferior al que se obtendrfa con ese tipo
de modelos.
Los procedimientos clásicos de entrenamiento están b.nsados en la
estimación de ^ los parámetros del modelo a partir ^de repeticiones de la
unidad lingŭística correspondiente obtenidas de una base de datos de
entrenamiento. Ese proceso de entrenamiento busca obtener un modelo que
aproxime, en términos de máxima probabilidad, la función de distribución.de
los datos. En los últimos ai"ios se han propuesto muchos procedimientos de
entrenamiento alternativos. Uno de estos procedimientos alternativos que
se incorporó at diseño de nuestros sistemas es el conocido como
Entrenamiento Discriminativo, técnica que surge al incorporar
procedimientos propios de las Redes Neuronales n1 entrenamiento de HMM.
En pocas paiabras, la principal innovación de esta^técnica es realizar el
entrenamiento de los modelos, no ya tratando de aproximar la función de
distribución de los datos, sino de forma que se reduzcan directamente los
errores de reconocimiento. Esta técnica se ha utilizado con éxito . en el
entrenamiento de modelos de ruido y basura (los datos no computados por
irrelewontes) que permitan, tanto el rechazo de ruidos no eliminados por el
detector de actividad, como de palabras o sonidos no pertenecientes al
vocabulario correspondiente a la tarea de reconocimiento.
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Otra de las exigencias necesarias en aplicaciones reales es el
reconocimiento en contexto o técnicás de "word spotting". En Telefónica
I+D se viene^t desarrollando desde hace tiempo técnicas de "word spotting"
para reconocimiento de palabras aisladas.
Por último, dentro de este apartado cabe resnltar que también es
aspecto innovador, dentro de las actividades de Telefónica I+D, el
^desarrollo de procedimientos de definicián y entrenamiento de modelos
pa►ra representar unidades lingiiísticas inferiores a^la palabra. ^^^
Entre los trabajos desnrrollados por Ia División de Tecnología del Habla,
dnda la escasez de estudios que paro el español^ existen^ sobre este tema,
tienen especial ^relevancia los destinados a definir sub-unidades o unidndes
inferiores a(a palabra,^ tanto para palabrns aisladas como. para habla
continua. Siendo este último aspecto de vital importancin para disponer de
sistemas de vocabularios flexible. ^ ^
Post-procesado
Para modelar las palabras se emplean Modelos Ocultos de Markov
(HMM), que son secuencias de estados conectados^ a través de
probabilidades de transición. (Figura 1^4}. Cadn .estado (leva nsocinda una
función densidad de probabilidad que modela las características espectrales
de la palabra -en un periodo. de tiempo corto, donde se supone que la seña^
asociada a la palabra es estacionaria.
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Fig. 14: Lci generación del Modelo de Markov. ^
Existen varias aproximaciones al problema de la ..detección de
extremos. Podemos mencionar en primer lugar los detectores de extremos
explícitos (término propuesto por ^amel), en los que la detección se realiza
estudiando la evolución de la energía de tramas sucesivas de la señal de
entrada. Para detectar el comienzo y fin de una pronunciación se exige que
la energía supere unos umbrales experimentales durante unos períodos de
tiempo que también se fi jan de un modo empírico. Los detectores de
extremos explícitos funcionan razonablemente bien cuando la relación seña)
a ruido es superior a 30 dB, pero fallan considerablemente cuando (a voz se
encuentra inmersa en un entorno ruidoso.
Se puede hacer una detección de extremos más robusta,
considerando todos los posibles instantes de comienzo y final de voz para
entregárselos al reconocedor. Esta segunda aproximación al problema se
conoce como detección de extremos implícita y consiste en dejar que (os
propios HMM, entre los que se encontrará un modelo de ruido, se alineen
con la pronunciación desconocida, formando una secuencia del tipo ruido-
palabra-ruido. Dicha alineación se realiza siguiendo criterios estadísticos de
máxima probabilidad, como^por ejemplo el ya citado algoritmo de Viterbi.
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La detección de extremos implícita es mucho más precisa que la
explícita en la localización de los extremos de la voz y produce, por tanto,
una menor tasa de error en el reconocedor. Debido n que se intenta alinear
la pronuncinción con un Modelo de Markov obtenido nl concatenar los HMM
de ruido, pálabra y ruido, se requiere que en la señal que se envín nl
reconocedor esté presente la palabra que se desea reconocer, ya que en
caso contrario se producirán inserciones (el reconocedor etegirá como pnlabra
reconocida aquella que presente un mayor parecido con el ruido presente en la grabación).
Del mismo modo, si en la señal hny más de una pronunciación, el
reconocedor sólo dará unn palnbra reconocida. De todo esto se concluye que
In detección de extremos implfcita es apropiada cuando el reconocedor toma
los datos de entrada procedentes de un fichero, pero no en
implementaciones en tiempo real, en Ins que se hace necesnrio algún
mecanismo de detección de extremos explícita pnra nsegurar que no se
pierde ninguna palabra pronunciada. Además, dado que un reconocedor de
voz requiere unos requisitos de cómputo considerables se puede ahorrnr
cálculo hnciendo que el reconocedor esté nctivo solamente durante periodos
de tiempo en los que se hnya detectado la presencin de voz con algún
detector de extremos explícito que consuma menos recursos.(Figura ^5).
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Los c^lgoritmos de detección de extremos usuales, como el propuesto
por Lamel, funcionnn bien sobre bases de datos de Inborntorio, con unns
condiciones de grabación que se pueden acercar bastnnte a Ias que se
consideran ideales. Sin embnrgo, el problema se hace más difícil nl tratnr
con voz grabadn n través de la línea telefónica debido n la reducción en el
ancho de bandn, la menor relación señnl n ruido y n(a varinbilidad de las
líneas telefónicas, que en España se incrementa por la coexistencia de líneas
analógicas junto con líneas digitales.
En resumen:
• Es un modelo estadístico. Requiere menos memoria física y ofrece mejor
tiempo de respuesta. Su fase de entrennmiento más lenta y costosn, que
se realizn una sola vez y en los laboratorios.
• EI HMM es unn máquina de estados finitos en que el siguiente estado
depende únicamente del estado actual y asociado a cadn transición entre
estados se produce un vector de observación o parámetro.
• Llevn asociado dos procesos: UNO OCULTO {no observ^nble directamerrte}
correspondiente a las transiciones entre estndos; y otro OBSERVABLE
(y directamente relacionado con el primero), cuyas realizacioneS Son los
vectores de parámetros que se producen desde cadn estado y que
forman In planti Ila a reconocer.
• Para aplicnr la teoría de los HMM en reconocimiento de voz., se
representa cada palabra del vocabulnrio del reconocedor con un modelo
generntivo que se calculn en la fase de entrennmiento, posteriormente,
se cnlculn la probabilidad de que la pnlabra a reconocer hnyn sido
producidn por cada uno de los modelos de In base de datos del
reconocedor. Pnrn ello se asume que durante la pronunciación de unn
palabra, el apnrato fonador puede ndoptar sólo un numero finito de
CONFtGURACIONES ARTICULATORIAS (o estados}, y que desde cadn
uno de esos estados se producen uno o varios vectores de observación
(puntos de plantilla), cuyas características espectrales dependerán
(probabilísticamente} del estado en que se haynn generndo.
• La representación más usua) de un HMM es la utilizada para máquinns de
estados finitos, conjunto de nodos (que representnn n los estados} y arcos
(transiciones permitidas entre los estndos}, de "izquierda a derecha", unn vez
abandonado un estndo yn no se puede volver a él.
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• Una vez fi jnda In estructurn de (os modelos se lanzn la fase de
entrenamiento con el fin de calcular Ios valores óptimos de todos los
parámetroŝ que se han mencionado, se usa cierto número de repeticiones
de cnda palnbrn del vocabulario, que depende del tipo de reconocedor
que Se quiera construir {dependiente o independiente de locutor}.
• Del nnálisis de datos snldrá el conjunto de parámetros que define cada
modelo de Mnrkov y que formará (a base de datos del reconacedor.
22.6.3. Redes neurortQles orfificiales.
EI paradigma de procesamiento de información desarrollado a finales del
siglo XIX y principios del XX que confirma e) binomio lógica booleana-
máquina de Turíng {también conocidn por arquitecturn Von Neuman) constituye la
base de nuestros actuales sistemas digitales de procesamiento {co^nputadores
o sistemas basndos en microprocesadores}. No obstante cuando Ia información se
presentn masiva, redundante, imprecisa y distorsionadn ese esquemn
presenta problemns.
l.as redes neuronales artificiales (artificial neurnl network) han sido Id
alternativa junto con los sistemas basados en lógica borrosa (fuzzy logic},
tnmbién se utilizan los algoritmos genéticos (genetic nlgorithms). Son
tecnologíns emergentes o solft computing, que se oponen a la hnrd
computing bnsada en computadores Von Neuman {serie} con In sepnración
entre hardware y software.
Estns tecnologías se inspiran en Ins soluciones que ha encontrndo la
nnturaleza tras millones de nños de evolución al tratar información masiva y
distorsionada procedente del entorno esas soluciones son copindas en
sistemas nrtificiales para ayudar a resolver problemas como el lenguaje
naturnl, (a visión etc.
Las redes neuronales artificiales utiliznn un estilo de computación en
paralelo, distribuido y adaptativo, ndemás son capnces de aprender a pnrtir
de ejemplos. Imitan esquemáticnmente la estructurn hardwnre (neuronal}
del cerebro, para así tratar de reproducir nlgunas de sus capacidades.
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Una red neuronal artificial se puede simular mediante un programa
de ordenador, también se pueden realizar circuitos electrónicos específicos
dotados de un computo paralelo.
Se pueden obtener programas de dominio público en nodos de
internet, entré ellos: http://www.cps.unizar.esl
Estructura de un sistemn neuronnl artificiat
Los tres conceptos clnve de los sistemaŝ nerviosos que tratan
de emular los sistemas artif iciales son: parnlelismo de cálculo, memoria
distribuida y adnptnbilidád nl entorno, por ello, podemos hnblar de Ins
redes neuronales como sistemás paralelos, distribuidos y ndnptativos.
Describimos n continuación estas tres características:
• El procescrmiento en parale%. Un ordénndor que trabnja
secuencialmente, instrucción tras instrucción, emplea varios minutos en
una sencilla tarea, mientras que operando en para{elo emplen un tiempo
mucho menor. EI ^ cerebro lo hnce utili^ando miles de millones de
neuronas que intervienen en paralelo en procesos, como por ejemplo, In
., .
vision.
• Memorio distribuído.^ En un computador la^ memoria está definida, en los
sistemas neuronales se encuentra distribuida por las sinapsis de la red.
En cambio los sistemas biológicos son redundantes, muchas sinápsis
pueden realizar un papel similnr (el sistemo permifie fñllos).
. Adaptabilidad. Los^ ANS se ndaptan al éntorno porque pueden modif icar
sus sinapsis y nprenden de la experiencia, generalizando conceptos a
partir de cnsos pnrticulares, estn propiedad se conoce en.el campo de
las redes neuronales ^ como genera/ización a portir de e, jemp/os ,
^ La estructura de un A1^15 se estáblece de un modo. semejante a la
^ biológica, jerarquizada. EI elemento esenciat es la neuronn artificial,
organizada en capas; constituyendo varias capas una red neuronal. Unn red
neuronal (o un conjunto .de ellas) junto con las interfaces de entrada y salida,
más los módulos necesarios, constituyen el sistemn global de proceso.
(Figurn 16}. .
iss
Figura 16. Estructura jerárquica del sistema
Un sistema neuronal o conexionista (Rumelhart, Mc. Clellnnd, 1986}
está compuesto por,^los elementos siguientes: ^^
• Un conjunto de pr.ocesador.es elementales o neuronas artif iciales.
•- Un patrón de conectividad o arquitectura. . ... ,
• Una dinámica de activaciones. ^
• Una regla o dindmica de aprendizaje.
• EI entorno donde opera, ^ ^
^. EI grupo .PDP (Rumelhart, .Mc. C.lellnnd, 86) desarr-olló una. neurona
artificial. Procesador elemental o neurona es.un dispositivo simple de cblculo
que, . a^ partir de un vector de entrada. procedente ^del . exterior o de otras
neuronas, produce una únicn respuestn o salidn. .
Los elementos que componen este procesador ^elemental i son:
• Conjunto de entradns; Xj, (t) ^ .
• Pesos sinápticos de la neurona . i, Wij. que representnn la in#ensidad de la
interacción entre cada neurona pr^sinápticQ y la neurona postsináptica i.
• Regla de propngación 6(Wi j, X,j(t)), que proporciona el valor del
potencial postsináptico hi (t) = 6.(Wij , X,j (t) ^ de la neurona i en
función de sus pésos y entradas. : .^
• Función de activación fi (a i(t-1), h i(t)), ,que proporciona el estndo
de la activación actual ai (t) = f i. (a i(t-1), hi (t)) de la neurona i
en función de su estado anterior ai (t - 1) y de su potencial
postsináptico actual.
• Función de snlida F i (ai ^(t)) , que proporciona la salida
actual y i(t) = F i (a i(t)), de la neurona i en ^función de su estado
de activación. ^ ^ ^ ^ ^
De este modo, la opernción de la neurona i puede expresarse como
yi(t) =Fi (fi[ai(t-1),ai (Wij,Xj(t))l)
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Este modelo se basa en la operación de la neurona biológica, integra
una serie de entradas y produce una respuestas que se propaga por el axón.
(Figura 17).
^^^r^ ^ :^ ^a•^^^^ >^ár ^^^^a^^ ^ ^.
^^.^-, ^;;':^° ^^^,^ ^^,^t
Figura^ 17: Modelo genérico de neurona artificia►I
No obstunte en la práctica se utiliza una neurona más sencilla, la
neurona estár^dnr, que consiste en:
• Un con junto de entradas X j(t) y pesos siñápticos Wi j
• Una regla de propagación hi (t) = 6(1Ni j, X j(t)); hi (t) = E Wi j,
X,j es la más común.
• Una función activación y i(t) = f i ( hi (t)), que representa
simultáneamente Ia salida de la. neurona y su estado de activación.
A veces (Figura 18), se a^iade al con junto de pesos de la neurona un
parámetro adicional 8 i denominado umbral, se resta de) potencia)
postsináptico y. el argumento de la.función de octivación quedn .
EWij,Xj- 6ij
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Figurc► 18: Modelo de neurono crtificial estónd4r
Llamamos arquitectura a la topología, estructura o pntrón de
conexionado de una red neuronal. En un ANS, los nodos se conectan por
medio dé sinapŝis; ^ eŝaŝ ĉonexionés detérminurán `el cótriportnmiento de In
red .
^ Las conexiones sinápficaŝ ŝon direccionalés, se propaga la información
en un solo sentido (desde la neurona presináptica a la po ŝtsináptica) Figurn 19. La
forma en que se suelen agrupar las unidades, se Ilamnn cnpns. A su vez, Ins
neuronas de unn capa pueden agruparse formando grupos neuronales, en
inglés se denomináñ slabs (há ĉes) .o clustérs (grupós). ^
Hay capas de tres tipos:
• De entrada o sensorinl, compuesta por neuronns que reciben datos o
señoÍes procedéntes del entorno (como pueden sér^ fos sensores): ^ ^
• De salida; son aquellns qúé Ins néuroñas dnn ^In réspúéstn de la red
neuronnl. Sus neuronas pueden conectarse a efectores.
• Una capa ocultn, es la que no tiene conexión directa con el entorno, no
conecta con órganos sensores niefectores.
Las conexiones pueden ser excitatorias coñ peso^ sináptico positivo 0
inhibitorin de peso sináptico negativo. Las conexiones obtienen su valor
para ei peso, incluyendo signo y magnitud, por ^medio del aprendizaje.
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Las conexiones intracapa o laterales se producen entre las
pertenecientes a una misma capa, mientras que las intracapa, se producen
entre neuronas de diferentes cnpas. Además, las conexiones realimentadas
tienen sentido contrario al de entrada-salida, a veces, una realimentación se
puede dar en una neurona consigo misma.
^ ; s;^:.^^° ^: ^^ ^;
{. `;1^,i:^l ^^.Z^' ^_ ^ 1 ^':^,t^':3
^ ;^ w;;1i:^^:#;^;'4.,r^;;;,,^ .
Figural9: Arquitecturc unidireccional
^. ^.^ ^ i^ 4^ £.': °^' d; ^ g 4á i^
Los modelos neuronales dependen del modelo de neuronn concreto que
utilicen, la arquitectura o topología de conexión y el algoritmo de
aprendizaje, por ello podemos desarrollar multitud.
Resumimos:
Las ANS poseen un enorme po#encia) computacional. Los sistemas de
reconocimiento basados en redes neurales pretenden,
INTERCONECTANDO un conjunto de unidades de proceso (o neuronas) en
PARALELO (de formo similar que en /a mente humano), obtener prestaciones de
reconocimiento similares a las humanas, tanto en tiempo de respuesta como
en tasa de error.
....r.^^._
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Estn ir^terconexión es especialmente útil en las unidndes de proceso
en aplicncionés que requieren una gran potencia^ de cálculo, utilizándose
para evaluar varias hipótesis en pnrnlelo como ^sucede ^en los problemas de
reconocimiento de vaz. ^
Las unidades de proceso pueden ser de varios tipos; (ns más simples
disponen de varias entradas y la salida es e) resultado de aplicar alguna
transformación NO LINEAL a la combinación lineal de todns Ins entradns.
Otro tipo de neuronas más elaborado se carncteriza por disponer de
memoria, en ellas la salida en cada momento depende de entradns anteriores
en el tiempo.
La formn en que las neuronas se conectan entre si define la topología
de la red y se puede decir que e) tipo de problemas que una red neural en
particular soluciona de forma efíciente, depende de:
• In topología de In red,
• del tipo de neuronas que la forman y
• la forma concre#n en que entrena la red.
Uno red neuronnl debe ser entrertada. EI algoritmo pnrticular de
entrennmiento dependerá de la estructura itrterna de Ins neuronns, se
Ilevará a cabo a. partir de una base de datos etiquetndas, proceso
iterativo en e) que se modifican lós parán^étros dé la red parn que, ante un
conjunto determinado de estímulos (plantillas), produzca una respuestn
determinada: lo . palnbrc^. del. vocabulnrio representcda por esas
plantillas. ^
Los mejores resultados en el reconocimiento automático del habla es
la denominada °perceptrón multicapa".
En el perĉeptrón multicnpa las neuronas se disponen por capas, hay una
de entrada, que opera . directamente sobre los vectores de observación o
puntos de las plantillas, mientras que unp^ capa de salida apunta a la palabra
reconocida y a una o más capns intermedias. Cada capa está compuesta, por
varins unidades. de proceso que se conectan con la siguiente ĉapn por una
serie de enlaces, a los que se da un cierto peso espécífico.
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En la fase de entrennmiento, dada una entradn conocidn, In snlida de
In red es compnrada con Ia salidn esperada, calculándose un error, se repite
el proceso varias veces y In red "nprende^ qué respuesta debe dar pnra
cnda entradn en la fnse de reconocimiento.
22.6.4. Sistemas basndos en el conocirr^iento.
Los modelos anteriores funcionan cunndo reconocen palabras nislndas,
para reconocer frases o habla continun hay que awdir n otras fuentes de
conocimiento además de Ins puramente matemáticas y acústicas, son por lo
genernl reglas de tipo lingúístico. Este tipo de sistemas se Ilegará a tener
no solo un reconocedor del habla sino un sistema de "comprensión" del habla.
Se Ilama a estos sistemas nvanzados de reconocimiento Sistemas
boscrdos eR e/ Conocimiento, porque utilizn otras fuentes, otras disciplinas,
otros conocimientos parn Ilegar al entendimiento de la frnse. Se trata de
que In máquina Ilegue n tener y utiliznr los conocimientos que tiene una
personn humana para entender un mensnje.
22.6.4. i. Módulos básicos del sisteinc de reconocimiento
Describimos los distintos niveles, o módulos básicos en que se podría
subdividir un Sistema de Reconocimiento basado en el conocimiento:
n. Móduto de procesado acústico.
b. Módulo de análisis fonético.
c. Módulo de nnálisis fonológico.
d. Módulo de análisis morfológico.
e. Módulo de análisis sintáctico.
i6a
a. Módu lo de procesado acústi co.
En él se extraen, n partir de la forma de ondo de la señol de voz, un
conjunto de pnrámetros representativos de In misma, que luego serán
tratados en módulos posteriores. Pnra el cálculo de esos parámetros, se
realiza un proceso de segmentoción de Io señol de entrndo en
pequeños ventonos de análisis.
b. Módulo de análisis fonético.
Calculn, a partir de los parámetros obtenidos en el módulo anterior, la
representoción fonética más probable correspondiente a la señal de voz.
Proceso de etiquetado de (os segmentos de nnálisis en que se divide la
frase pronuncinda, asignnndo n cada tramo de voz una unidad lingiiísticn
abstracta, como pueden ser los alófonos.
Esta unidad es útil yn que el número de datos n manejar es mucho
menor y debido a su naturaleza fonética, presentan una correspondencia
bnstar^te fuerte con In representación léxica.
Este proceso se denominn ^categoriznción", y normalmente se realizn,
de ncuerdo con un con,^unto de reglns de producción.
c. Módulo de análisis fonológico.
EI área de la fonología estudin Io estructuro o función de los sonidos
dentro del lengua^e_ EI conocimiento fonológico permite la adaptnción
de los dntos obtenidos en niveles anteriores a una determinado lenguo_
Es necesnrio definir cuales son Ins unidndes fonológicas que van n ser
reconocidas en el Sistema de Reconocimiento: pueden ser álofonos,
fonemas, difonemas, sífabas, pnlabras, etc. Estns unidades abstractas
del lengua je son estudiadas por separado y dentro de una secuencin pnrn
cadn lengua en concreto.
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Las reglas fonológicas aportan ir.formación de cómo vnría In
pronuncinción de los fonemas, dependiendo del contexto. Con estas
reglas se mejora o complementn la snlida del Procesador Acústico-
Fonético:^
Parn In realización de estas reglns y un njuste correcto de los
pnrámetros, es necesario tener en cuenta la prosodia de In frose. Los
valores de los parámetros obtenidos en el análisis acustico-fonético
ayudarán a determinar las sílabns tónicas o átonns, si la frnse es
enunciativa o interrogntiva, etc.
d. Módulo de análisis morfológico.
Es importante conocer, para cada lenguaje, las reglos de formnción de
las polabras o partir de los morfemas elementales. Hay combinaciones
de sonidos o de letras que están permitidas en unos lenguajes y en otros no.
Tnmbién reglas de formación de palabrns n bnse de utilizar prefi jos o
sufi^os.
Oisponer de estas reglns, nyuda a determinar Ia palnbrn dentro de (n
cadenn de unidades fonéticns que han salido del módulo acústico-fonético.
Tnmbién n la caitegorización gramáticns de las palnbras, lo que podrá ser
usado por otros módulos.
e. Módulo de análisis sintáctico.
Ln sintaxis estudin como combinar palobras para construir frases de
forma correcta en un determinado lenguaje. En cada idioma existe una serie
de reglas de concatenación de palabras, constituyendo la Grnmática del
Lengun je.
Un sistemn de reconocimiento que conozca y aplique Ins reglas de
sintaxis ayudnrá bastante a decidir una secuencia lógicn de pnlabras, y en
caso de dudas entre los módulos nnteriores, elegirá aquella que
sintácticamente sea correcta.
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23.b.4.2. Otros módulos.
A los módulos anteriores se añnden otros que mejoran (as
prestnciones dél sistema.
f. Módulo de nnálisis semántico.
g. Módulo de análisis pragmático.
h. Módulo de análisis del conocimiento del mundo.
f. Módulo de nnálisis semántico.
EI conocimiento semántico está relacionado con cómo se encadenan
las palabras para dnr un siqníficodo o wto filose.
Procesvdor semúntico
EI procesador semántico utilizn el hecho de que In gramáticn usada en
la etapa de reconocimiento permite frases sin sentido para detectnrlns y
comunicar al reconocedor que eli ja unn nueva frase, debido a que In primern
frase propuestn carece de significado. En (a prácticn se pueden utilizar dos
simples estrntegins: en In primern, el reconocedor genera una lista
ordennda de las N mejores frases, pnrn que el procesador semántico
enwentre In primera con sentido; en la segunda, se puede nsumir que la
mejor frnse, erróneamente reconocida, es muy parecida a(n frase
pronunciadn, y procesar nquélla ^ adecuadamente para determinar una
aproximación semántícnmente válida.
Basándose en un esquema de reconocimiento muy parecido al explicado
aquí, numerosas comunidndes de científicos han desarrollnndo y sacando n In
luz sistemas de reconocimiento de habin continun. En Estados Unidos cabe
resaltnr los sistemas de IBM y el de los Lnboratorios Bell de AT&T; los
que se encuentran en (ns Universidades como en e) sistema Summit del
Massachusetts Institute of Technology, el sistema SPHINX de In Carnegie
Mellon University, y el sistema DECIPHER del Stanford Resenrch Institute;
y los de otras compañíns como el sistema Wnll Street Journal de Drngon, y
el sistema BYBLOS de BBN. En Europa podemos resaltar el sistemn HTK,
de la Universidad de Cambridge, el sistemn SPICOS de Philips, e) sistema
del CSELT italiano, y el proyecto LIMSI francés.
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g. Módulo de análisis pragmático.
EI nivel de conocimiento prngmático está retacionado con el contexto
donde se^ están desarrollnndo las ideas. La utiliznción de este
conocimiento está muy relacionado con el módulo de análisis semántico.
Frases sintácticamente mal formadas pueden tener un contenido
prngmático correcto esto ocurre más veces en el lengunje hablado Que
en el escrito.
h. Módulo de anátisis del conocimiento del mundo
Es el conocimiento general que debe tener el usunrio del lengua je, por
e jemplo para mantener una conversación. Es necesario que se conozcn el
nivel de conocimientos del interlocutor en el tema de que se hable para Que
haya unn tronsmisión de ideas, aunque todas Ias frases sean sintáctica,
semcíntica y pragmáticamerrte correctas no hobrú transmisión de ideos
sin esta condición.
Dentro del tratamiento del (engua je en los reconocedores de habla se
puede utilizar para descartar hipótesis de pnlnbras conocidns, que por su
comple,^idad técnica, estén fuera del alcance de In personn que está
utilizando el reconocedor, o para incluirln si la situnción es la contraria.
22.6.4.2. Estructura del sisteina experto
La formn más simple de organizar todns esas estructura de dntos es
de forma jerárquica dividiendo el trnbajo entre vnrios bloques de proceso
concatenados, cada uno de los cuales tiene como entrada Ia salida del
procesndor anterior en Ia cadenn.(Figura 2Q).
Procesador
fonético
^-► I Procesador
morfológico
^--N Procesador
sintácdco
^
Procesador
semántico
I---N Prooesaáor
nra^anático
^-►
Figura 20: Orgonización jerórquico
168
E) procesador acústico-fonético nnalizando la formn de onda produce
varins secuencins de fonemas, cnda una de ellns correspondiente con el
grado de próbabilidad determinndo n la transcripción fonética de la señnl de
entrada al sistema. EI procesador morfológico genern una red con Ias
palabras más probables, y esn red pasa nl procesador sintáctico, que 1a
depura y recorta, dejando sólo las secuencias de palabras gramáticamente
correctas. EI procesador semántico sigue limpiando esa red, eliminando las
frases sin sentido. Por último, y en el supuesto caso de que quede más de un
candidato, será el procesador pragmático quien tome la última decisión.
Este sistema flujo de información en un solo sentido, sin
realimentación que aumente la eficiencia del sistemn, un flu,^o "inverso"
aumentará el tiempo de respuesta del sistema, así como In tasa de
reconocimiento. Estrvctur^a de interconexión.{Figura 21).
Experto acústico
-1 _ ^^erto fonético
voz
Eatperto en
prosodia
Z
Experto
sintáctico
Eacperto silábico
E^cperto
morfológico
Figura 21: Socied®d de Expertos
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Otrn órganización diferente es conectarla a todos los procesadores
con cada uno de los demás utilizando el recurso de memoria compartidn. Es
una estructurn de más complicada implementnción y mucho más versátil que
ofrece más posibilidndes de interacción Que las nnteriores. {Figura 22}.
Procesador semántioo
Analizador acústico
voz
Figuro 22: Organización de mernoria comportida
Los factores humanos serán los responsnbles del éxito y aceptnción
por e) gran público de este tipo de sistemns, en Inboratorio se produce un
96% de éxito, en pruebns reales los usunrios no entrenados genernn errores
superiores.
Los psicólogos y estudiosos de) comportamiento de la mente humnna
tenemos que pronunciarnos en lo referente a la implantación de este tipo de
tecnologías en la vida real y su influencin en la evolución humnna.
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22. 7. Tipos de Información que utiliza un reconocedor de rroz.
Un reconocedor de voz utiliza diferente información,
fundnmentnlmente de cuatro tipos, el primero es el que emplea los modelos
acústicos que identifican sonidos, un segundo tipo lo compone aquel en el
que la información de un diccionario es prioritaria, el tercero se sirve de
un modelo de lengua^e (inforrnación de cómo se deben combinar Ias polabrns para
formar frases} y por último el que incorpora predicciones sobre el contenido
de la Siguiente frase {en los sistemas de diúlogo, eje^nplos: el Júpiter y el desarrollndo
por T I+D}
Hny diferentes reconocedores de voz, cadn uno especinlizado en una
tarea: según el número de locutores que pueden reconocer, según el tamaño
de) vocabulario que reconocen, según el canal (micrófono, red f^ja), según el
tiempo de respuesta.
22.8. Situoción actuol del reconocitniento de hobla continua.
EI reconocimiento de) habla en la actualidnd desarrolla sistemas que
tienen en cuenta las características del habla espontnnea, Herman (1988)
enumera Ins siguientes:
• Construcción de oraciones gramaticalmente incorrectas.
• ^esorden sintáctico.
• Palabras no incluidas en el léxico.
• Construcciones incompletas (elipsis).
• Construcciones anafóricas.
• Repeticiones.
• Ruidos.
• Falsos comienzos giros de la conversnción etc...
Cabe señalar igualmente que el análisis sintáctico o morfológico de una
oración hnblada sigue unas pnutas inspiradas en unas teorías sintácticas
diferentes a las que rigen el análisis gramaticales de textos escritos (Brown
y Yule,1983).
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Recienteŝ investigaciones en nuestro idioma López-Soto (1999), resalta
como característica en la prngmática de nuestro lengunje ornl, el orden
Sintáctico (ibre (uso creativo que hacen los hablantes de su lengua), ^Unto a la
utiliznción de modismos, términos coloquiles y frases hechas, Ia producción
de incorrecciones grnmaticales le Ileva proponer la utilización de unn
"sintaxis del hnbla".
Dentro de los sistemns actuales del reconocimiento de habin continun,
los más avanzados son los que participan en las evalunciones organizndas
nnualmente por D.A.R.P.A. (^efense Advance Research Projets Agenry) en Estados
Unidos.
En los últimos años la evalunción hn estado centrnda en reconocer
programas de rndio (vocnbulario ilirrsitado) (cualquier palabrn y errtorno cambiante:
entrevistas en la calle, música de fondo etc.}, en 1995 reconocidos directamente,
(se producía nFta tasn de error, detección del entorno de forma automútica).
Entre estos sistemas se encuentrnn: IBM, LINISI, CU-HTK (de la
Universidad de Cambridge), BBN, DRAGON, OGI, PWILIPS, SREACH, SRI,
Telefónica I+D utilizn el sistema conversacionnl A.T.O.S. {más adela^rte
lo describiremos), está orientado a tiempo real para reconocer en menos de 1
segundo y poder proporcionar servicio nl usuario.
EI objetivo de los evnlundos en A.R.P.A. {Advnnced Research Proyets
Agency) es reducir la tasa de error al mínimo para no encarecer el
producto, (os programns de radio son con los mismos personnye y se puede
adaptnr el reconocedor a(as voces produciéndose un aumento de
aciertos.
En la nctunlidad Ia tecnología de reconocimiento del habla se
encuentra en un buen nivel y se puede explotar en servicios, (os problemas
nparecen cuando no está la voz bien representada en la base de dntos o el
ruido de fondo es distinto del emplendo al entrenar, cunndo este ruido
proviene de voces distintas a nQuella que deseamos sen la recocida, e)
problema es mayor.
Las líneas de investignción se enfocan hacia las ontologías, los
sistemas de extracción de información y Ia generación de resúmenés, sin
embargo los esfuerzos de indagación se dirigen hncin e) desarrollo de
sistemas conversacionales.
22.9. Problemns asocindos al reconocin^iento del habla.
Recorreremos los principales problemas sin resolver (Tapins A.,
2000). E) principnl factor es el humano, es el usuario de cualquier
tecnologín, en este cnso el habla. Las influencias recibidns,
fundnmentnlmente de la ciencia ficción, provocnn que Ias personas no
comprendn las limitnciones de la tecnología nctual y no acepte que unn
máquinn no entienda Io que han dicho correctamente, el comportamiento de
los usuarios es difícilmente previsible.
Como rimer conflicto, tenemos la independencio del locutor . La tasn
de error depende de quien hable, es debido a que los modelos auísticos se
obtienen n partir de un conjunto finito de voces de muchas personas. Los
reconocedores no funcionan con las voces distintns de las empleadas en el
proceso de entrennmiento, además, los modelos ncústicos modelan una voz
"promedio". Esta variabilidnd obedece a Ins diferencias culturales,
fisiológicas y de) entorno del individuo.
Dentro de (a variabilidad de la señnl encontramos dos tipos: la
morfológica y la acústica.
Recibe el nombre de "vnriedad morfológicn" nl tipo de pronunciación
existentes pnra unn mismn pnlabra. Ln pronuncinción común y Ins
alternntivas (que dependen normalmente del dialecto y ncerrto) forman las
denominadas "redes de pronunciación" en ella intervienen factores físicos y
psicológicos:
• EStilo (cuidadoso, claro, orticulado, formul, normal, leído, dictado etc.).
• Calidad de voz {susurrnnte, tensas, relajada, eta}.
• ConteXto (diversión, profesional, entrevistn, conversación, diálogo persona.tnáquina
etc.).
• Velocidad de habla, (normal lentn, rápida y muy rópida}.
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. Tensión {en rvido, incrementando el psfuerzo, esto se conoce como efecto Lombard:
en presencia de ruido se aumenta el nivel de voz, disminuyendo al desapnrecer, no es
una nmplificnción linea) de volumen. Los cnmbios articulatorios incrementnn la
posibilidad^ de error en el reconocimierrto) y factores emocionnles: enfndo, risa,
etc). ^
!_as "Variedades acústicas" dependen de los cambios de contexto y la
posición y carncterísticas del transductor.
Un segundo abstúculo es el efecto del conal y del ruido, los
humanos no nos vemos nfectados porque, al tener dos oídos, identificamos
las fuentes de sonido y su separación, nuestra capacidad de predicción
procede de una serie de fuentes de conocímiento, nsí mismo, poseemos una
capacidad de adaptación y de cancelación del ruido.
Todo ello hnce que los humanos seamos superiores a los
reconocedores de voz que trnbn,^nn basúndose en conocimientos acústicos y
en un modelo pobre del (enguaje. Los sistemas de reconocimiento deberían
em^lear más información ^ara realiznr su tarea no se sabe QUÉ
información y CÓMO utilizarla .
• Se Ilama "ruido" a cualquier señal acústica o eléctrica que contamine la
señal de voz que queremos reconocer, se clasifican en: ruido estacionario
{constnnte), no estacionnrio {impredecible), voces de fondo (impredecible pero
más dañino a los sistemns de reconocimiento, es posible que el reconocedor
iderrtifique a un iaterlocutor distintó del usuario habitual}.
EI tercer problema es In independencia del dotninio setnántico, al no
tener resueltos los dos anteriores, la única manera de utilizar estns
tecnologías con garnntía de éxito, es:
• Reducir el vocnbulario que mnneja el reconocedor de voz {disminuye
la probabilidad de confundir unas palnbras con otras} y eliminar
nmbigiiedades {palnbrn igual, diferente significado según contexto}.
• Diseñar diúlogos que guíen al usuario parn reducir el máximo de
libertad y que diga el usuario tas cosas que el reconocedor, es
capaz de reconocer.
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Reducir el vocabulnrio supone la especinlización del mismo en la tarea
que realizará él reconocedor, (por tnnto In especinlización del modelo del lenguaje, de
los modelos ncústicos, del diccionario y del módulo de procesumiento del lengunje natural
(P.L.N.}} el modelo de lengua,^e estnrá diseñndo para que fnvorezca nl máximo
combinaciones de palabras con sentido dentro del dominio de la taren, los
modelos acústicos se hnbrán obtenido probablemente a pnrtir de frases
relacionadas con dicho dominio, el diccionnrio estará compuesto únicamente
por palabras del vocabulario y el módulo de P.L.N. estará configurndo por
reglns que incluso podrán estar metidns en el propio código y que estnrán
adaptadas al dominio en cuestión. SI LA TAREA ES DISTINTA HAY QUE
CAMBIAR TODO (vocabulorio y con ello: los modelos del lengunje, el diccionario, los
modelos acústicos y el módulo de P.LN.}.
EI problemn principal es que tnnto el diccionnrio como el módulo de
P.L.N. se pueden crear a pnrtir de unas hipótesis de trabajo y el modelo de)
lenguaje necesita de miles de frases para poder genernr un modelo que
esté adaptado a la tnrea (probar e) sistema parn disponer de dicha frnse} .
EI problema en modelos acústico menor, disponemos de técnicas que.
permiten predecir modelos n pnrtir de los que ya están generndos, contamos
cadn vez con más base de datos de voz disponibles, se pueden generar
modelos acústicos genéricos parn In mayoría de Ias tnreas.
Unn solución al problema del modelo del lengunje es crear nplicnciones
Mago de Oz, usando (a técnica conocida como "Wizard of OZ" (Maulsby et
nl., 1993), que consisten en hncer creer nl usuario que está empleando un
servicio automático, siendo en renlidad una operndora, son por lo tnnto
diálogos entre personns y un sistemn simulado, donde se (es hace creer nl
usuario que renlmente, están conversnndo con un ordenador (Fraser y
Gilbert,1991) así se puede hncer un estudio del vocabulario emplendo.
Este método tiene el inconveniente del coste y el tiempo pnra
recoger y procesar todos los dntos que se necesitnn por lo que se hace
necesnrio conocer técnicns que permitan predecir el modelo del lenguaje
de una tnrea concreta a pnrtir de modelos mcís generales.
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Por último, solucionnr el problema que plantean Ins características del
habla espontnnea. EI lengunje hablado difiere det escrito, el primero
dispone de una informnción prosódica, su naturaleza es transitoria y"en
serie", poseé distintos acentos, precisn de unn alta memoria de trabajo en
el oyente, siendo imprescindible In coordinnción de la atención.
En el habla espontanea, ndemás, se suman otrns carncterísticas
como: sonidos pobremente articulados, nparecen muchos sonidos
conrticulados, la velocidad es vnriable, no se cumplen Ins reglas del
lenguaje, todo ello vnría dependiendo de In multitud de ncentos y dialectos
de un mismo idioma.
Los cuntro problemas descritos son los principales retos de la tecnología
del reconocimiento de voz en nuestros díns, In solución no la alcnnznremos a
trnvés de una sola disciplinn, sino por Ia sinergia de múltiples áreas de
conocimiento y medinnte ordenadores más potentes. Como en cualquier
campo, falta muchas cosas por comprender y experimentos por realiznr
que trasladarán a un futuro prometedor.
23. I.as ONTOLO6ías.
Las ontologías definen las clnses de objetos que pueden ser
manejados por el sistema, las relaciones entre ellos y algunos individuos
especinles de esas clases. Lns^ ontologías utilizan los Ilamados setnontic
clrsi (ar^alizndores en los que es prioritario el nspecto semántico del lenguaje}.
23.1. la Word Net.
Ln Word Net es un sistema de referencia léxica on line en inglés,
cuyo diseño está inspirado por las teorías psicolingŭísticas vigentes sobre
memoria léxica humana, los nombres verbos y ad jetivos se orgnniznn en
conjuntos de sinónimos y cada uno de ellos representa los conceptos léxicos
subyncentes. Existen diferentes relaciones que unen los con juntos de
sinónimos, se puede decir de Word Net que es un diccionario basado en
principios psicolingiiísticos.
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Word Net divide el lexicón en 5 categoríns: nombres, verbos,
nd jetivos, ndverbios y pnlabras de función. De hecho, Word Net sólo
contiene nombres, verbos, ad jetivos y ndverbios.
Esta división se bo.sn en las observaciones en el habla de pacientes
afásicos (Garrett 1982), que indican el probable almncenamiento por
separado de las palabras, encontrándose agrupadas como parte de los
componentes sintácticos del lenguaje.
La decisión de organizar los nombres como un sistema de herencia,
refle,ya un juicio psicolingŭístico sobre el lexicón mental, iqué tipos de
evidencia aportan una base para tnles decisiones?, el nislamiento de los
nombres en un subsistema léxico separado recibe el apoyo de las
observaciones clínicas de pacientes con afasia anómica; después de un
atnque al hemisferio izquierdo, que nfecta n Ia capacidnd para comunicarse
lingŭísticamente, la mayoría de los pacientes çuedan con un déficit de (n
habilidad de nombrar (Caramazza and Berndt,1978).
En lo referente a ndjetivos calificativos, Word Net contiene
punteros entre adjetivos calificativos y el subsistema de los nombres çue se
refiere a sus atributos apropiados.
La antonimia es una relación léxica entre farmns de palabras, no una
relación semántica entre significndos de palabras, este hecho muestra la
necesidad de distinguir entre relaciones semánticas entre formas de
palabras y relaciones semánticas entre significados de palabras, lo que
remite a la hipótesis psicolingíiísticas, puesto que Word Net se supone
que está orgnnizado de ncuerdo a principios que dirigen la memoria (éxicn
humana_ Es decir, In antonimia es la bnse de la relación semánticn entre
ad jetivos calificativos, entre Ia forma de la palnbra, no es una relación
entre significados, Grooss, Ficher y Miller distingue nntonimias directas
como pesadollígero que son opuestos conceptunles, que son también pares
léxicos de nntonimias indirectas como pesndolsin peso, Word Net mnntiene
un fichero separado de ad,^etivos relacionnles con punteros n los
correspondientes nombres.
Merónimo es In relación "parte de", {ejemplo: "mnno/brnzo° o
"brazo/cuerpo) Wilson et al. (1987} diferencia seis tipos de merónimos:
• componente/objeto (ramn/árbol^, .
• miembro/conjunto (árbol/bosque}.
• porción/masa (rebanadolpastel}.
• materia/objeto (aluminio/uvión^.
• rasgo/actividad {pngnr/cor^prar).
• lugar/área tPrincinton/IVew Jersey^.
23.2. I,.n EUro Word Net
La Euro 1NordNet es una base de dntos multilingúe con wordnets parn
varios lenguajes europeos: holandés, alemán, italiano, , espnñol, francés,
checo y estonio. Las wordnets están estructurndas de la misma forma que
la wordnet americana para inglés (Princeton WordNet, Nlilller et nl 1990},
en ngrupamientos, es decir grupos de sinónimos de palabras con relaciones
serná^ticas entre ellas. Cadn wordnet representn un único sistema de
lengunje interno de lexicalizaciones. Además, las wordnets están unidas por
medio de (inks (enlaces} a un Inter-Lingual-Index (es decir están indexndas, se
nccede a ellns n modo del índice de un libro} basado en eI wordnet de Princeton.
A través de este índice los lengua^es están interconectados de
forma, que es posible ir de las pnlabrns en un idioma a palabras parecidas en
otro. EI índice da acceso n una gran ontología compartida, de ó3
distinciones semánticas. Esta gran ontología proporciona unos trnbajos
semánticos comunes parn todo ŝ los idiomas, mientras las propiedades
específicns del idioma se mantienen en Ins wordnets propias. Las bases de
dntos pueden ser usadas, entre otros usos, parn rewperar información
monolingiie y cruzada, aspecto que quedó elaborado en el trabajo.
EI proyecto eurowordnet concluyó en el verano de 1999. EI diseño de
(a base de datos, las relaciones definidns de (a gran ontología y el índice
inter lingual están en estos momentos congelados, no obstante, muchos
otros institutos y grupos de investigación están desarrollando wordnets
pnrecidas en otros idiomas (europeos y no europeos) utilizando las
características de In EuroWordNet.
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Si son compatibles, estas wordnets pueden ser añndidas a la bnse de
datos principnl, vín index, conectnndo con cualquier otra wordnet. EI
formato EurolNordNet está definido por la base de datos Polaris, la
especificación puede encontrarse en el mnnual de la base de datos. Hay
wordnets desarrolladas para sueco, danés, noruego, griego, portugués,
vascuence, catalán, rumano, lituano, ruso búlgnro, esloveno.
La cooperación de eurowornets se mantiene a través de In ólobnl
WordNet Association, es una asociación libre que construye en
EuroWordNet y Princeton WordNet. EI objetivo es estimular la ulterior
construcción de wordnets, hacer progresnr In estnndarización y In
interrelación y el desarrollo de herramientns y distribución de
información. Este proyecto ha sido coordinado por In Universidad de
Amsterdam, Departamento de Lingiiística Computacional.
23.2.1. Base de da^tos.
La base de datos de (a EuroWordNet multiling^e consta de tres
componentes:
• Las actuales wordnets en unn base de dntos Flaim: están indexadas y
comprimidas en formato de Novell, formando pnrte del sofware
Groupwise.
• Polaris, descrita por Louw : es una herrnmienta de edición wornet pnra
In creación, editndo y trasladado de wornets.
• Periscope, desarrollado por Cuypers y Adriaens : es un visor gráfico
pnra visualizar y desplazar bases de datos.
La herramienta Polaris es una re-implementación de Novell Concep
Net de herramientas del habla, investigado por Díez-Orzas y col.
ndaptado a la arquitectura EuroWordNet, Polaris puede importar nuevczs
wordnets o fragmentos de archivos ASCII con el formato correcto, ello
crea unn bnse de datos indexadas a la base de dntos EuroWorNet, (un
ejemplo del formato importado son los archivos de la gran orrtologia). Además, esto
permite nl usuario editar y sumar relaciones en los wordnets y formular
preguntas.
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EI grupo de herramientns parn el habla_ Polaris hace posibl.e al
visualizar las relaciones setnánticos como una estructurn árbol que puede
ser editada directamente. Estos árboles pueden ser expandidos y
contrnidos mediante el clikeo en los significados de palnbras y
especificando los así Ilamados TABs que indica el tipo y la profundidad que
necesitan ser mostrndas. Los árboles o sub-árboles expandidos pueden ser
nlmncenados como un con junto de grupo de herrnmientas que pueden ser
manipulados, snlvados o cargados. Además, es posible acceder al ILI o a Ins
ontologías y cambiarlas entre las wordnets y ontologías por medio de ILI.
Se puede obtener In licencia del Polaris. Por último, Polnris contiene un
interfnce de preguntns para herramientns y conjuntos de herramientas a
través de wordnets.
EI programa Periscope es un visunlizador público que puede ser usado
para consultar a las wordnets creadas por In herromienta Palaris y
compararln, con un interfnce gráfico. Los significados de (as palabrns
pueden verse y los árboles pueden expandirse. Significados i ndividuales o
ramas completas, pueden ser proyectadas en otrns wordnets o estructuras
wordnets pueden ser comparndns a trnvés de relaciones de eçuivalencias
con el Inter-Lingual-Index. Árboles seleccionados pueden ser exportndos a
nrchivos ASCII. EI programa Periscope no puede ser utilizado para importar
o cambiar wordnets.
23. 3. EI Komet
En lengua alemana se desnrrolló el Komet, fue concebido como unn
base de documentos en lenguaje naturnl. Lns tecnologías del lenguaje
natural están siendo construidas de tal modo que son cnpaces de,
automáticamente, hacer disponible (n información a un rango tan amplio de
usuarios potenciales como sea posible. Esta nmplitud no solamente varín
grados de competencia y diferentes áreas de interés sino que diferencia
lengua jes naturnles.
EI sistema de generación de textos KOMET fienín como objetivo
proveer de flexibilidad completa de producción de textos multilingi;es en
(engunjes naturales. Actunlmente se dispone en inglés, nlemán y holandés,
más la habilidad de restringir esa flexibilidad a aplicaciones pnrticulares.
Estos estudios están fructificando tras 20 nños de análisis de texto
i8o
dentro de la funcionalidad tingiiísticn, los resultados de mas de 10 años de
desarrollo de recursos grnmáticos dentro de unn perspectiva de
funcionalidnd, los nuevos desarrollos que han avanzado el estado del arte en
generación automática de texto y un grnn acercamiento en lingúísticn
multilingiie que, radicnlmente nceleran el desarrollo de recursos para nuevos
lengun jes.
A través del Komet se puede acceder a la presentación automática de
información como por ejemplo:
• Generncion de texto totalmente automática desde una base de
conocimiento n grnn escala que contiene casi medio millón de ob,yetos.
• Generación de gráfico/diagrama, totalmente automática desde la misma
base de conocimiento.
• Colocación automática de los textos y diagramas resultantes utilizando
el mismo algoritmo que para el gráfico-diagrama.
En opinión de Oliver Streiter, la solución parn los problemas
multilinguales es un lenguaje de descripción semáriticc multicapa, este
autor que trabnja en el Instituto para el Idiomn Alemán afirma que, con el
fin de aproximarse n Ia descripción de un idioma, primero tranformó la
noción de "concepto" y"condición" los cunles son (os descriptores
semánticos unitarios básicos aplicables.
EI crecimiento de internet hace necesario que, Ios documentos escritos
en distintos lenguajes puedan ser comprendidos, por lo que es necesnrio un
prerrequisito, recuperar informnción multilingue, servidores léxicos y
sistemas de traducción máquina, bases de datos terminológicas y servidores
léxicos, estns máquinas tienen que estar interconectndns y poseer un
número casi ilimitado de funcionalidades, el proyecto europeo de acceso a In
traducción máquinn es el Otelo.
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23.4. Ln EuroWordNet en Espnña.
En España, ĥay vnrio grupos que participan:
• Grupo de Investigación en Lenguaje Naturnl. {Universidad Politécnicn de Cntaluñn}.
• Grupo de Lingŭística Computacional. (Universidnd de t3arcetona).
• Grupo IXA parn el Procesnmiento de) Lenguaje Nntural. {En 4+ascuence}.
• Grupo U.N.E.D. de Procesamiento del Lenguaje Naturnl.
Los proyectos de investigación son:
• EuroWordNet {base de dntos multilingiie relaciones semárrticns entre pnlnbrns de
distirrtos lenguo.^es europeos).
•ITEM (bnse de datos multimedia, (éxico multilingue en Catnlán, Euskera y Espnñal}.
•Catalán WordNet {desarrollo de una WordNet en catntán).
Entre los proyectos de interés debemos mencionar:
• WordNet
• ACQUILEX and II { construcción de unn bnse de datos multilingiie lexicnl}.
Igualmente, la Universidad Politécnica de Madrid, en el Departamento
de Señales, Sistemas y Radiocomunicaciones perteneciente n(a Escuela
Técnica Superior de Ingenieros de Telecomunicación, se estú creando unn
red çue agrupe a los investigadares en el campo de las tecnologías del habin.
Parn más información facilitamos Ins direcciones:
http:!!nipadio.lsí.upc.es/weil.html
httpa/hurn.uva.nl/
http:; /sensei.íeec.uned.es/NLP
http:llwww.darmstadt.c^mc^.deJpubÍíshiñometigen-uminexurn.html
http:f /www.cs.utexas.edu./users/mfkb/re lated.hfiml
1g2
Así mismo, cnda dos nños se celebra un Congreso Internacional:
Eurospeech, el^último organizado en Budnpest, también el I.C.S.L.P. (Institute
Configurntion on 5poken Language Processing^ realiza reuniones en la5 que
intervienen distintos pníses. Actualmente, las dos organizaciones tratan de
nunar esfuerzos. Los trabnjos punteros son presentados en estns
convocntorias, siendo su principal característica In de presentar un
marcado carácter técnico.
Es evidente el volumen de investigaciones en estn área y sus logros,
quedndo patente, que gran parte de ellas tienen como denominador común
el aspecto semánti co del lengua je.
24. HISTORIA OE LOS SISTEMAS DE 6ESTIÓN DE DIÁLO&O _
Primera generación de sistemas de gestión de diálogo, años 60, es muy.
limitada. (Opera con oraciones permitidas y la realiznción de unn tnrea, no aparece el
diñlogo).
Se considera que el diálogo es imprescindible y un componente ha de
controlarlo, su tarea consistirá en plnnear la entrada proporcionadn por el
usuario y proporcionar la salida que debe generar e) sistema. Esto acarrea
unn serie de problemas:
• Asimilación de la entradn.
• Análisis de (a cadena.
• Extracción de contenidos semánticos relevantes.
• Reconocimientos de deseos e intenciones del usuario.
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Para resolverlos, desnrrollnrá mecanismos para determinar
respuestas én base de la información recibida hastn el momento y
estrategias que permitan actualizar los estados internos proporcionados por
esa exploración.
Segunda generación de sistema de gestión de diálogo, se organiza en
torno a lo que es conocido como gramótica del diálogo, era un sistemn libre
de inicintiva del diálogo, la estructura de Ia tarea coincidía con Ia estructura
del diúlogo. EI Inconveniente se daba en la falta de flexibilidad para
modificar estructuras de diálogo y en sus aplicaciones para otras tareas.
Tercern generación, sistemas que incorporan módulos de análisis
gramático y semántico, como en el A,T.O.S. (será descrito más adetante), o el
PHOENIX, siendo en este último una de sus características la utiliznción
de las R.T.N. (Recursiv^e Transition 1Vetworks, lo cunl le proporciona un método muy
robusto para el a,álisis semárrtico). Son modelos que hnn aplicndo técnicas
basadas en planes y enfoques declarativos y arquitecturas distribuídas. La
mayoría mezclan In estrategia de gestión de diálogo con sus aplicaciones a
un problema pnrticulnr.
Todavín no es posible introducir información lingiiística desde el
primer momento, porque In entrnda en el módulo de PLN se produce
mediante una únicn secuencia.
Resumiendo, actualmente los componentes de un gestor de diálogo se
compone básicamente de dos núcleos:
• Ln interpretación de la entrnda en el contexto de la historia
conversacional previa.
•!.a generación de salida siguiendo los objetivos de diálogo colaborativo y
adnptación al usuario.
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Ln arquitectura, siguiendo la filosofín de In Ingeniería del Conocimiento,
distingue:
• nivel de representación (sigue los principios de potencia semántica, declaratividad
y cercanín conceptual, facilitando la especificación de modelos de discurso).
• nivel de raZOnatTtiento (motor inferencia) especializado en In gestión de los
sistemas de discurso especificados, ufilizn In unificación como función básica de
comparación de estructuras, esto permite unn potencia semánticn y computacional
superior a la comparación de patrones}.
24. 1. Ertfoques pot,a lo gestión de diólogo.
Hay distintos modelos, herramientas y técnicas para implementar
sistemas de gestión de diálogo, entre ellos:
• Gramúticas de diálogo (tanto basadas en redes de transición de estados finitos
como en grafos).
• Teoría de juegos de conversnción.
• Modelos estadísticos de diálogo.
• Enfoçues basados en marcos.
• Estrategias de especificación declarativa.
• Arquitectura distribuidas. ^
• Enfoques basados en planes.
En una tecnología de estados finitos se implementa asociando un
conjunto de frases a cnda trnnsición o arco de salidn de cada nodo de la
red, en ocasiones se puede producir unn explosión combinatoria.
La alternativn a estos modelos rígidos y no nnturales de generación
pasa por módulos de procesamiento de lenguaje natural especializados en la
generación de lenguaje. La tecnología de generación de lenguaje natural se
utiliza en diferentes campos de In LINGl^ÍSTICA COMPUTAGTONAL como:
/cr trcrducción outomóticu, 1Q extrvcción de información o geRerrtción de
resúmenes
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24.1.1. Ln traducción nutomáticn.
Entre estos sistemas destaca el sistema Verbmobil (Alexandersson y
Reithinger, 1995; Maier, 1996; Alexandersson, 1996), aparece como
sistema de traducción conversacional de diálogos de negocios en tres
lenguas difererites: inglés, alemán y japonés, el Verbmobil-2 (Alexandersson
et al., 1997 y 1998) planifica rutas de viajes. Posee una arquitectura en
tres módulos (figura 23):
• estadístico (statistics).
• autómata de estados finitos (FSM}.
• planificador de diálogo (planner).
^a^^i?^^á17^ ^
;
r.^v^:^?^21(}il .
^ ^, r,,,.^ ^^^..,^ .
^1;^.t^u^^ ^
^olza=..'Pl ^
I _.r_ _,.,u,.
^e^^s^z`
^ ...
^^^1^^^^^^
^tyt r:. ^zt S^u^^.^:
^t.^ .
Figurn 23: La trnducción nutomá^ticn
Representa la estructura del diálogo intencionada en niveles, siendo el
más ba jo e) encargado de los turnos conversacionales, este modela más
de un acto de habin dentro del turno actuat, n continuaCión incorpora un
nivel que indica la fase del diálogo y concluye con un nivel en el cual los
diálogos individuales tiene lugar.
^^ ^^ ^^
^3^ItSi'^,T
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l.ekta. DescriQción y análisis
En España se desarrolló el LEKTA, diseñado, como módulo de.TA
{trnducción autotttúticn), . dentro de un proyecto conjunto .entre la División de,
Tecnología del Hczbla de Telefónica I+D y el Grupo de Investigación en TA
del Departnmento de Lengua Inglesa de la Universidad de Sevilla (Amores
et a1.,1994; C^uesada et al., 1995). (Este proyecto fue financiado por la Comisión
Interministerial de Ciencia y Tecnología, (CILYT) (PTR93-0063), deritro del Pro^rnma de
Estímulo a la Transferencin de resultados de Investigación (PETRI), SU objetivo erU
desarrollar un sistema de TA con entrada y salidn , por voz, bidireccionnl
entre el inglés y el castelllano para el dominio bancario (transaciones bancarias
de cambio de moneda).
LEKTA es una herramienta basados en trnnsferencia (Hutchins y
Somers, 1992), entre cualquier par de lenguas y versátil para distintos
dominios o aplicaciones. Está formada por tres módulos: análisis,
transferencia y genernción.
Anátisis tronsferencia ► generación
Analiza la oración según sus constituyentes sintácticos, unifica los
términos relevantes que los pasa al módulo de transferencia, In información
semántica se transfieren en forma de conceptos pertinentes a la tarea y
pasan al módulo de generación que es el encargado de generar la respuesta.
EI núcleo de LEKTA na es un algoritmo o una implementnción, sino un
conjunto de ideas para madetar el problema de análisis sintáctico de
lenguajes naturales, {Quesada, 1994), es el analizador sintáctico para
gramáticas libres de contexto
Estsecificación del léxico de LEKTA .
LEKTA se inspira en la 6rnmática Léxico-Funcional (LFG) (Bresnan,
1982) utiliza estructuras de rasgos para formalizar In especificnción del
conocimiento lingiiístico, así Ias entradas léxicas en LEKTA se definen como
estructuras de rdsgos comple jas (Quesada, 1994 y 1996}. De este modo es
posible la recursividad en la definición de estructuras de rasgos (se permite
^ue el valor de un atributo sea a su vez otrn estructura de rasgos).
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24. 1.2. Lo generación de resumenes.
La generación de resúmenes es otro de los campos de investignción.
AI producirse el fenómeno internet se genera un exceso de información,
esta tiene que ser cannlizada y distribuída por lo que se hnce necesario el
desnrrollo de herramientns que distribuyan este f lu jo de conocimientos
extraordinariamente en aumento, así nacen estas indngaciones.
En el último Congreso de la S.E.P.L.N. (Sociedad Española parn el
Procesamiento del Lenguaje Natural}, Cuba en su ponencia presentó el ETIPROCT
(ETIquetador Y PROcesador de Corpus Textuales}, es un sistemn computacional que
procesn grandes corpus textuales, confeccionado sobre la base de los
Modelos Ocultos de Markov {HMM}, trabaja con un conjunto de etiquetas
de 36 componentes.
EI lexicón posee 57.329 palabras, con un campo que reflejn las
características semánticas de las palabras complejas en su significndo.
EI ETIPORCT Hn sido aplicado a un corpus textual oral, a muestras
de textos escritos por escolnres urbanos y rurnles de primaria y secundaria
básica y prensa escrita cubana. Los resultndos han sido satisfactorios.
La empresa del grupo Telefónica Terra estú desarrollando un
sistemn para resumir textos escritos que será utilizado para distribuir y
cannlizar información según contenidos.
24. 2. EI sistema corrversacional A.T.O.S.
Un sistema conversacional puede aceptar órdenes habladas y
mnntener una conversación "inteligente" sobre la tarea para la que ha sido
configurado. Pasamos a describir el sistemn A.T.O.S. actunlmente se
denomina ÁCORA.
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EI ATOS (Automatic Telephone Operator Service) .ha sido desarrollado en
In división de Tecnología del habla de T I+D (Álvnrez et al., 1996 y 1997;
Caminero et al., Z996; López-Soto et al., 3997 en colaboración con el grupo
de investigación JULIETTA de In Universidad de Sevilln. {proyecto de
colnboración por el Programn Nacional de I+D del Ministerio de Educnción y Cultura con el
código CIGYT 95-02140P)
Este sistema tiene como objetivo el desnrrollo de un operador
telefónico automático internctivo dirigido por voz que permite realiznr
tareas, se tra^ta del diseño e implementación de un interfnz inteligente para
los comandos de un sistemn en lenguaje natural hnblado. En su primera
versión, su arquitectura se compuso de cuatro elementos:
• Reconocedor de habla continua, vocabulario de 2.000 palabras.
• Módulo de procesamiento del lenguaje natural que extrae el significado
de (a frase reconocida (toma la decisión sobre la acción que se va n seguir y genera
la frase con que interaccionará con e) usuario}.
• Conversor de texto en voz para pronunciar la frase con la que da o
solicita informnción al usunrio.
• óestor de base de datos con el que accede a Ia informnción solicitada.
Los servicios que prestaría, por ejemplo en PABX (nhora con códi9os}
serían solicitados con la voz, ejemplo: Ilamnda en espera, etc., nsí, realizará
otras prestaciones como: directorio telefónico o agenda personal.
Utiliza el LEKTA (recordamos que es un analizndor) considerando las
peticiones hechas al sistema como lengua de origen y el sub-lenguaje de
funciones telefónicas (que entiende fa terminal} Como lengua destino. LEKTA
analiza In petición del usuario como cndena de entrnda y dewelve la cadena
de salida en forma de función telefónica.
EI primer módulo de LEKTA funciona como analizador sintáctico, en
el segundo, los componentes de las oraciones que aportnn información
relevnnte a Ia taren pasan al módulo de tronsferencia, en el que cadn
contenido semántico se le empare ja un pntrón. En el tercero, la última f rase
hace que se genera la función teléfonica {n partir de patrones crendos en la fase
nnterior, que corresponden a funciones telefónicas).
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Ejemplo:
â quisiera anular el modo esperondo llamada
C^LktRe^ (Trónsl)
(quisiercr anu/ar e/ modo esperando llomado)
___=_____^
(Off EsperandoLlamada)
Reproducimos un ejemplo de entrnda léxica para LEKTA en forma de
matriz de pares atributo-valor pa^ra la formn verbal "transfiere" (López-
Soto 2999). {Figura 24).
Pred: transferir
CAT: v
ggf: C sub, obj. Pob17
pobj: Cpcase: a ^
^num: sing
agr:
^per: 3
tense: pres
Figura: 24: Matriz de pares atributo-vador en LEKTA
Las estructurns de rasgos se utiliznn para representar todn (a
informnción (léxicn, sintnctica, semarrtica, etc.) nsociada coñ cada símbolo
terminnl de In gramática. "trnsfiere" pertenece n la cntegoría siritáctica
verbo, su núcleo predicativo es la forma bnse "transferir", la concordnncin
en número y persona segunda y está en presente, este verbo reQuiere un
sujeto, un objeto y un objeto proposicional, y la preposición requerida en
„n"
i9o
Reconocedor de habla inte^rado con ATOS
Este módulo RH (reconocedor del hnbla) es capnz de identificar un
vocnbulario amplio de palabras y emplea un modelo estadístico del lenguaje,
con ello se pérmite cualquier combinación de Ins pnlabrns del vocabulnrio.
Es un sistema independiente del usuario, presentando un porcentnje de
aciertos en laboratorio de 95%, (os errores que se producen se deben a la
falta de concordancia en género, número y persona, así como a inserciones
y omisiones de palabras.
EI módulo de RH emplea unidades dependientes del contexto, que se
formnn por medio de modelos ocultos de Mnrkov semicontinuos. Las
unidades empleadas {trifonen+as) están constituidns por el sonido centrnl y
sus contextos derecho e izquierdo.
Las etnpns del reconocer para proceder a decodificar (a frase emitida
por el hablante son dos: En primer lugnr se calcula In probabilidad de que
los modelos acústicos y e) modelo del lenguaje haynn generndo (a frase
pronunciadn {se crea una red de posibles palabras reconocidas parn cada instante de
tiempo). En segundo lugar se welve a calculnr (a probabilidad de dicha red, y
se busca Ia frase con unn probnbilidad global más alta. {Ia tarea del ATOS en el
reconocedor de voz se ha configurado pnra utiliznr 24 unidades independierrtes del
contexto (unu para cada fonema) y 5700 unidades dependientes del corii-exto (Kai-Fu et
nl., 1990; Xuedong et a1.,1993).
Estructura CTAC
A cadn función telefónica se asocia un patrón semántico que
determina la categoría de In función correspondiente y los distintos hi,^os
que dependen de cnda función. E) sistema incluye un totnl de 22 patrones
correspondientes a otras tantas funciones nctivables desde Ia terminal
ATOS. Los hijos de una función son del tipo lista (se admite ta lista vacia) y
admiten los operadores " I", pnrn la disyunción u ocionalidnd y In coma
para la adición u obligatoriednd.
Los pntrones léxicos constituyen el trnmo superior en el nná{isis
semántico de In secuencia de entrnda, el ob jetivo del análisis es ir subiendo
por los nodos gramaticales hasta conseguir construir unn estructura
semántica completn o estructura CTAC
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E jem..
Hacer Ilamada= (GLASS: Function,
TYPE: HacerLlomadn,
ARG: (Nombre} I (Empresa} I (Número)
EI IRIS, módulo de comerensión del lenguqje en ATOS
IRIS es un sistema de PLN diseñado como módulo de comprensión del
lenguaje en AT45, integra RH y PLN, sistema conversacional utilizando la
línea telefónica {Caminero et. AI., 1996; Alvarez et al. 1996; Alvarez et nl.
1997) . La arquitctura IRIS está inspiradn en (a técnica conocida como
"concep spotting", el nnalizador busca aquellas palabrns claves que pueden
aportar el contenido informativo relntivo nl dominio. Estns palabras se
clasifican en dos grupos, primero pnlabras que se analizan como "funciones",
y segundo, palabras que se definen como "obyetos" de las funciones.
Cada función Ilnma a una serie de objetos o argumentos (nombres de
persona, nombre de etnpresa, número de telefono, dígito...) funciones y Ob jetoS
. completan la denominnda estructura CTAC (clase, tipo, argumerrtos y contenido},
esta estructura se activa cuando unn función se completn con los
argumentos que In función requiere.
Este tipo de representnción pnsa al 6D (qestor de didlogo) que confirma
la petición y activn la función telefónica deseada. Cuando se hn
"comprendido", el sistema interactún con el 6D generando un mensnje de
confirmación o petición al usuario parn que repita el enunciado o complete la
información Que fnlta. Entre el módulo de PLN y el GD se utiliza como
enlace el protocolo CTAC .
En IRIS, el módulo púrsing permite, ademús, el nnúlisis de
fragmentos del total de la cndena de entradn con el comando
ConParserSolutionPartialStrrngs
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l.a^ qramático de ATOS.
Esta gramática se inspira en la corriente de "concep spotting". EI
sistema, no procesn términos léxicos que no aporten información relevante
n In tarea {categorín void no pasan al pnrser). Los núcleos informativos suelen
corresponderse con sustantivos y verbos. EI sistema incorpora una
herrnmienta de control de palabras desconocidas {si no está recogido un termino
en el (éxico de ATOS se activn el comando NotFoundYYordlgnore, y no son nnnlizndas}.
Asignn la categoría voíd a todns (as pnlabras reconocidas, un mecanismo
Ilamado VoidThrae.sho/d controla el porcentnje de palabras con categoría
v+vid en la secuencin de entrada, así se evita construir árboles de análisis a
partir de oraciones con numerosos errores de reconocimiento.
En (a fase de análisis gramatical se utilizn la estrategia de
tipificación de nodos no teminales, cada nodo no terminal queda asociado n
una estructura de rnsgos clasificnda por tipos, la yn citada CTAC {el
contenido semúntico lo nportan los objetos) que se define indenpendientemente de
las reglas de reescritura, estos árboles se dividen en dos grupos (CLASE:
función y CI.ASE: ob jeto).
Para extraer e) significado de In secuencia reconocidn se emplean dos
estrntegias: análisis a partir de la cadena completn y análisis de cadenas
parciales.
Ln gramática bnsada en unificnción utiliza un kernel inspirndo en (a
teoría LFG (6ramática Léxico-Funcional} (Bresnan, 1982). EI CTAC se nctivn en
la fase de unificación, durante la unificnción los objetos vnn subiendo por
el árbol de nnálisis hasta completar In información semántica que requiere
cnda estructurn CTAC mndre, este protocolo permite que el diálogo entre
el usuario y la máquina no se detenga.
Anulizodor semóntico de ATOS.
EI módulo de análisis semántico de ATOS es el encnrgado de detectar
dentro de una frase todos los conceptos que pueden ser útiles pnrn unn
tarea siguiendo la técnicn "concep-spotting", en una primera etnpa hay que
especificar cuáles son los conceptos útiles y cómo se pueden definir
mediante reglas para construir unn red de patrones para cada concepto.
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Trata de identificar palabras o secuencias de palabras que tengnn
información relevnnte desde el punto de vista de la aplicación. A cadn
fragmento de informnción relevante se le denomina conce to y son tas
entidndes de significado mínimas emplendas por el sistema.
EI annlizndor semántico tiene nlmacenados patrones nsociados con los
distintos conceptos que maneja, de forma que los conceptos que se analiznn
pnra cada frase pueden extrnerse para su identif icnción con el patrón
asociado. Se trata en definitiva de crenr una red semántica referente n In
tnrea conveniente.
La primera versión fue evaluada en junio de 1996 {Álvarez, Tapias,
Crespo, Cotazar y Martínez 1977) concluyéndose que debía mejorar tanto
el reconocedor como la capacidad de recuperación frente a errores del
5istema (or^úforas y elipsis deberían ser resueFtos por el sistema, para permitir un diálogo
n,ás natural}. La últimn versión mejorada será un producto comercial.
24.3. Recorrocedor R+ultiling^e.
EI reconocedor multilingúe ha sido desarrollado por Telefónica I+D
para un funcionamiento real, usuarios reales, diferentes locutores y
diferentes terminales en distintas lenguas: cnstellano, cntalán, galfego,
i nglés y euskera.
Utiliza distinta5 baseS de datoS (selección de ficheros utilizndos para tnreas de
entrenamierrt^o y evnluación, balancenndo dialecto, sexo de locutores, número de apnrición
de distintas pnlnbrns). A continunción pasamos a enumerarlas:
• VESTEL (base de dntos de castellono obtenida por medio de Ilamadas desde todos
los puritos de Espnña).
• VOCATEL {base de datos en catalñn, obtenida con pronuncíación de distirrtns
regiones catnlanas)
• IZDIGITS {base de dntos comercinl diseñadn por Texns Instrumerrt y distribuidn
por el Linguistic Data Consortium (L.D.C.} para inglés, balanceada por sexos}.
• MACROPHONE (distribuida por L.D.C., base de dntos telefónica de unos 6.OOQ
locutores distintos).
• VOVASTEL {VOz en VASco TELefonía, recopilnda por medio de grnbnciones de voz
en euskera^.
194
En la actualidnd se trnba,^a en un mejor modelndo acústico y en la
robustez de) reconocedor frente a ruido de base de fondo.
24.4. La prosodin.
Estudinr In entonnción es otro nspecto a considerar ya que snbemos
que los cambios tonales afectan la orientación del discurso y parece ser que
algunos contextos determinan su funcionamiento. No existen estudios
definitivos sobre la función de la entonnción y su relación con el signif icado.
La prosodia controla el acento, el patrón entonativo y la duración
silábica en el habla continua, todos ellos factores decisivos para determinar
ta materialización de la cadena hablada {Wightman y Ostenddorf,1994).
La eficacia de un sistema de reconocimiento de) habla integrado con
el módulo de comprensión del lengua,ye natural puede aumentar si se
incorporan etiquetas sobre los rasgos prosódicos a la cndenn de entrada y
así, complementar In información ncústica .
Los patrones melódicos están profundamente relncionados con el
modo en que se estructura el discurso, de ahí su importancia en el
reconocimiento del habla, pero también durante el proceso de comprensión
del lengua je.
En un primer enfoque su uso en modelos basados en la estadística
H.M.M. {Wightman y Ostendorf 1994; Bou-Chazale y Itasen, i998), sistema
que ya hemos descrito, es el más conocido. Se hacían bases de datos
entrenando este modelo.
En esta particularidad, también se hnn utilizado, perfeccionndos, los
T8I {Toneard 8reak Indexes, Silvernos et al. 1992} son modelos basados en redes
nuronales para chino desarrollndos recientemente por Wnng et al.
Uno de los primeros sistemns en contnr con información prosódica
para recorrer el grnfo de palabras generadn por e) reconocedor fue
VERM08IL (Wahlister et al, 1997}. { recordamos que es un sistema de trnducción
automática entre humanos parn el dominio de fi jación de negocios) COn información
prosódica, semántica, frontera entre palabras, acento y cntegorías del
diálogo (Warnke et a1.1999}.
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Los japoneses han desarrollado un método automático D.P. (Dynamic
Programming) en el A.T.R. (Advanced Telecomunications Research Tnstitute
Tnternational) es una base de datos para japonés continuo incfuyendo prosodia
(Mitsuru Nakai, 1999), estudiado igualmente por C.W. Wightman and M.
Ostendorf.
Recordamos que un modelo robusto de comprensión de lenguaje
natural para sistemas de diálogo suele estar compuesto por los siguientes
módulos:
• Reconocedor de voz, su tarea consiste en envnr unn secuencin de
palabras etiquetadns con el valor acústico y prosódico.
• Módulo de parsing, este componente adopta un enfoque semántico para
analizar las secuencias que pueden ser claves en la construcción del
signif icado según 1a tnrea.
• Un gestor de diálgo, su labor incluye un sistema basado en predicciones
para organizar los distintos turnos de diálogo atendiendo n la función
discursiva de cada uno de ellos en el contexto comunicativo genernl.
Los problemas en e! analizador de representación prosódica es la
fragmentación en unidades de In cadena de entrada, la estructura sintáctica
es fuertemen#e recursiva mientras que la representación prosódica no lo es
(Selkrink, 1984; Tuckenbrodt, i995). Reproducimos un e jemplo de un
sistema que incorpora un dispositivo para el análisis semántico(Figura 25}.
Figura 25: Prosodia
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24.4.1. Porsing parcial
EI concepto robustez es la hnbilidad de un sistema de reconocimiento
para conseguir resultados óptimos en el mayor número de entornos y para el
mayor número de dominios posibles.
La robustez de un módulo de procesamiento de lenguaje en un sistema de
diálogo ^se mide por 1a activnción de dicho módulo . ante los - siguientes
fenómenos.
• EI habla espontanea; es a menudo agramntical; está fragmentada
(interrúp'ciones, repeticiones, etc...} y puede, Ilegnr.n exceder -el límite del
^ sistema, por ejemplo términos fuera-del vocabulnrio.
• EI modulo de reconocimiento de un sistemn de diálogo, puede
producir errores que al.teren notablemente !n estructura grnmatical
de la cadena, tarrto en su nivel sintáctico^ coma semántico.
La mayoría de los sistemas se adopta el denominado "parsing
parcial" que consiste en In adopción-de-un enfoque determinista mediante el
cual el parsing recorre In secuencin de entrada bus ĉando los fragmentos que
puedan empnre,^arse directamente con In taren en el dominio, es decir
solnmente los frngmentos claves desde el punto de vista semántico. Son
muchos los sistemns que construyen grnmáticas para herramientas claves,
entre otros E.V.A.R.(informnción hornria de trenes, N^th et al. 1999), Philips
(Aust et al, 1995), IRIS {López-Soto, 1999) o Albesano et al., 1997. A
estos modelos se les conoce también como "SEMANTt6RAMA5' {Hnas et
al, 1997). .
EI pnrsing parcial reduce el análisis sintáctico y semántico de una
secuencin a) procesnr únicnmente unidades específicas de un determinado
plan criterio semántico en lugnr de sintáctico.
Este "concepto semánticou varía según 1a tarea. Estos conceptos
semánticos coinciden con los contenidos informativos que son vitales para (a
comprensión del mensaje en e) dominio. EI parser identifica y annliza dichos
conceptos y(es asigna una representación semántico que es can lo que
opera el módulo de gestión de diálogo.
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Existen dos tipos de significndo transmitido por la entonnción
(O' Connor y Arnnold 1973):
• EI lógico (valor de verdad e implicación semántica de las oraciones).
• EI emocional (estado de emoción del hablarite).
La entonación es significativa, produciendo efectos semánticos
definidos, ndemás es sistemática y característica. Igualmente, debemos
tener en cuenta que el texto o discurso se divide en "unidades melódicas".
Ya hemos explicado que cada palabra ha de ser etiquetada
convenientemente, en Tnternet podemos encontrar guías de etiquetado:
http://ling.ohio-state.edu/Phonetics/ToBI/ToBIO.html
Http://^ulius.ling.ohio-state,edu:$OlPhonetics/To^BI
htt^://www.lpl.univ-aix.fr/shirst/intsint.html/
http://galaxX.li nP.lu.se/pro jects/ProZodiag
24.4.2. Discorrtinuidnd del ha^bla.
EI concepto "discontinuidad del habla" (speech disfluency) (Heeman, 1997),
nos explica que el lengun je hablado (el que usan los hablantes) constituye In
manern más natural y directa de comunicación, no ha sido normnlmente
descrito con detalle en cuanto a rasgos que (o distingan, la lingiiística y la
teoría gramatica) da cuenta de fenómenos sólo demostrnbles en el lengua je
escrito, e) lenguaje hablado cumple unn gramaticalidad que existe como tul
en In mente del habinnte(López-Soto 1999), entre estas:
• Entradn cvntinun, no discreta
. Pausas Ilenas y vacíns ("ah", "eh", "ny" etc.)
• Palnbras y sintagmas truncndos (balbuceos, tartnmudeos, repeticiones
silábicas etc.}
• Elementos repetidos
• Inter jecciones
• Pnlabras desconocidas o mn1 pronunciadas
• Construcciones que no se dan en la gramática
• Elipsis
• Lengua je hablado acompañndo de gestos y(engua je corpornl que
complementa a porciones del lengua je hablado
• Velocidad en el habla
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Los principates problemas a los que se enfrentnn los sistemas de
reconocimento del habla son: la "discontinuidad del habla", los falsos
comienzos, las reparaciones y las palabras repetidas.
Entre estos problemas, Heeman 1977, hace una triple ctasificación de
las reparaciones: fresh stnrts (cambiar todo lo dicho), modification repairs
(modificar parte) y a bridged repairs ( incluir fragmentos).
Es oportuno tener presente que el hablante, de manera inconsciente,
incluye pausas Ilenas parn expresar estados de ánimo y ansiedad, dudn,
humildad, etc. Esto ocurre igualmente parn estados cognitivos: ncceso a la
memoria, búsqueda de la expresión (ingiiística más adecuada a la situación
comunicativa. E) oyente, por su parte, puede predecir qué va a manifestar
el hablante. Algunos sistemas incluyen el reconocimiento de este tipo de
pausas (Ward,1991)
24.5. EL Proyecto I35 (Intuitive Interfaces to Infortnation Systems)
(sistema de diálogo conf igurable)
Este proyecto lo reaalizó In compañín Microelectronic and Computer
Technology Corporation (M.C.C.) (Austin, Texas, E.E.U.U.), colnborando con
ella Ins empresas: Suth Western Bel/TRI; NORTE; Texas Instruments y
Telefónica Investigación y Desarrollo.
Fruto de este proyecto resuttó un sistema de diálogo configurable
que funciona en inglés americano y modificado por Telefónica I+D para
operar en castellano con una funcionalidad equivalente.
EI objetivo del proyecto I35 era desarrollar una arquitectura de
sistemas de diálogo independiente de (a aplicación, permitiendo realizar el
prototipo rápido de diálogos dentro de una bnnda de dominios amplia.
Los actunles sistemas son completamente dependientes de la
nplicación, lo que significa que la creación de una nueva aplicación implica el
desarrollo de un nuevo sistema de diálogo por personal altamente
cualificado, con (os costes y tiempo de desarrollo que ello conlleva.
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24.5.1. Objetivos parn la nrquitecturn.
Los objetivos que debía cumplir la topologín de) sistema fueron:
• Representoción unificodo, así minimizar el número de diferentes
representaciones del conocimiento utilizadas por el sistema, facilitando
posteriormente la configuración pnra nuevas aplicaciones.
• Configurobilidad, para ello dividir el conocimiento en porciones
dependientes de un dominio particular y otras que no lo son.
. Independencia del medio, manejar diversos tipos de entrndns (voz,
teclado, ratón...)
• Respuestn en tien^po real, tiempo de espera seme jante nl de una
conversación entre humanos.
24.5.2. Objetivos paro los cornponerrtes Softwnre.
Enumeramos a continuación el diser^o de los componentes y sus propósitos:
• Modulnridnd, se pretendía facilitar la integración de módulos
específicos para In nplicación, por ejemplo, e) reconocimiento de voz, (n
conversión texto-voz y el parsing son tarens dependientes de la
nplicación y conviene que queden aislados en módulos fácilmente
intercambiables por otros similnres.
• Reutiliznción de softwore, se quería reutilizar el yn existente.
. Independencin del dominio, la arquitecturn no debía estar influenciada
por el dominio.
24.5.3. ArQuitecturn del sistemo.
La arquitecturn del sistemn I35 se basa en agentes que se ejecutan
concurrentemente, posiblemente en máquinas distintas, y que se comunican
de forma sincrónica mediante mensajes K.Q.M.L. {Knowledge Query and
Manipulntion Langun4e) n trnvés de sockets (conexiones), esto ofrece múltiples
venta jas:
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• Es muy modular (se puede sustituir uno por otro).
• Facilidnd de comunicación entre agentes que utilizan distintos (engua,yeŝ ^
{C, LISP; etc.)
• Los agentes se pueden ejecutar en máquinas distintns comunicándose
entre sí á través de una red de área local mediante soockets, el
resultado es que al repartir la carga computacional el funcionnmiento es
más rápido.
24.5.4. Utilización de una Ontología Externa.
EI I35 utiliza una ontología externa, (recordemos que las ontologías define
las clases de objetos que pueden ser tnanejados por el sistema, las relaciones entre ellos y
algunos individuos especiales de esas clnses).
Esta ontología está definida en una (ibrerín en L.I.S.P. que es utiliznda
por todos los agentes en L.I.S.P. del sistema. En ella se definen 746 clases y
225 individuos. La ventajn es que asegura una representación común entre
los objetos que maneja el sistema, al comunicarse los agentes rellenan el
campo 'ĉontent" de los mensa jes K.Q.M.L. con ob jetos ontológicos, esto
asegura que todos ellos se entiendnn entre sí.
En todo el sistema de gestión de diálogo se encuentrnn reglas parn
casos específicos, el I35 ha adoptado un único motor de reglas, Ilamado
"lyr^rphocyte"(linfocito) debido a la similitud en su formn de actuación a cómo
nctúan los linfocitos del sistema inmunológico con los antígenos; esta
utilización se hace posible a través de In librería L.I.P.S. "lymphocyte".
Utiliza el interfaz estándar O.K.B.C. (Open Knowldege Base Conectivity}
para el Acceso a la Base de Conocimiento de) Sistema. EI ncceso n la base de
conocimiento {en in4lés Knowledge ease, K.B.) se realiza por medio de un
protocolo estándnr conocido como O.K.B.C. permite acceder de (a mismn
formn a bases de conocimiento que utilicen distintos sistemns de
representación del conocimiento como pueden ser Qntolingua, Loom, ^celot,
Clnssic.
En el caso del sistema I35 In base de conocimiento utiliza como
mecanismo de representnción el sistema de objetos de common /isp,
conocido como C.L.O.S. {Common Lisp Object System). Disponemos de otros
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sistemns de representación de! conocimiento más potentes, Pn el caso del
sistema I35 la base de conocimiento era muy simple por lo que no se ha
emplendo un sistema de representación como Ontolingua, más potente y
comple jo. :^
24.5. 5. Clases de agentes en el sistemn I35,
Cada agente de clase del sistema I35 se (e asigna unn tarea, este, a su
vez, las distribuye en otras varias:
• agente de clase "t^e^-input" asigna (as tareas: keybourd, speech-in,
speech pp, lille-int (desarrollndo por completo por telefónicn I+D), asigna (aS
tareas:
La tarea line-int, a su vez asigna las misiones de: reconocimiento de
voz, a su vez encargada tanto del vocnbulario del reconocedor como
del modelo de lenguaje del reconocedor. EI segundo encargo que debe
de cumplir es el post-procesado de los resultados del reconocimiento
de voz y asigna el trabajo del : analizador semántico {es de Telefónica
I+^, una varinnte del Phoenix, serú descrito posteriormente) y la regeneración
de la f rase reconocida.
• agente de clase "user-ouput", se divide en la operación de display, que
es la encargada de la labores de: speech-out, tidctv y line-int.
• agente de clase "wtime'; estn dividido en: trunscript, testutil,
speech-x, sp/osh y uudio.
• agente de clase LISP del sistema, "system'; presentados por orden de
intervención: en primer lugar el trabajo del parser {parser+post-parser}
(shell MUSICDR), que n su vez asigna: speech acts (actos del diálogo) y
pQI'SP.I' (nnalizador sitáctico-se^nántico) CUyO traba^0 es el (PXiCO y Ia
gramática. En segundo lugar se procede al post-parser, realiza Ias
tareas, (siempre en orden) de: conversión a descripciones ontológicas y
recuperación de errores.
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24.5.6. Procesos l.I.S.P. en el sistemn 135.
• En el sistema I35 hay tres procesos l..I.S.P., o lo que es lo mismo "shells"
K.Q.M.L: DM (gestor de diálogo}. Los agentes que contiene son:
DISCURSE-MANAGER, REFERENCE, CONTEXT-MANAGER, PRINCE
(Verbal Rensoner), dividido en dos: PRINCE (razonndor ^erbal) OUTPUT-
PLANNER {plnnificador de In salida}, ACTUALIZATION, USER, DISPLAY,
SCORING, GPS-SHELL (resolutor genérico de problemns}, PLAN-KB y DR
(razonndor del dominio).
24.6. Un sistemn de lenguqye naturnl, el Phoenix.
EI Phoenix es un sistema de lengunje natural, Telefónicn I+D lo hn
adaptado para nuestra lengua.
Este sistema de comprensión del hnbla de la Carnegie Mellon
University {school Of Computer Science, Pittsburgh, Pennsylvanin, USA), está_
orientado hacia la extracción de información relevnnte en una tarea, utilizn
un PARSER f lexible basado en tramns.
Este sistema manejn fenómenos que son nnturales en el habla
espontnnea por e jemplo: repeticiones y expresiones mal formadas
gramaticnlmente, así mismo, mantiene un archivo histórico de los rasgos
principales del diúlogo, puede resolver referencia.s elípticas, anáforas o de
otro tipo indirectas, ndemás, el contexto modela el sistema, maneja las
correcciones y las preguntns que exceden de sus posibilidndes, soluciona
ncoplamientos rígidos o (axo de) reconocimiento del habla y del
procesnmiento del lenguaje natural. Todas estas carncterísticas hncen que
sea el utilizado en la actualidad por TID (Telefónicn Investigación y Desarrollo),
esta Empresn ha desarrollndo y es propietaria de las adaptaciones parn
nuestra (engua, su bnse de datos alcanza 1.000.000 de pnlabras.
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EI Phoenix se hn utilizado pnra modelar el servicio de información
de las líneáŝ aéreas A.T.I.S. Nov. 1992, cuando se sometió sistemn de
evnluación de. idiomas hnbindos de A.R.P.A. respondió correctamente nl
93' 5% de inputs escritos y un 88' 3% de los hablados.
Una de sus características, es que un pre-procesador eliminn Ins
palabrns que son idénticas a la palnbra anterior de una frase, igualmente,
In gramática es modificada con el fin de que los elementos puednn terminar
con la palabra clave, utiliznda para marcar Ias correcciones.
Como un atributo necesario del sistema de lenguaje hablado es la
cnpacidad pnra responder a cualquier pregunta de forma razonable, si hay
algo significntivo sobre las palabras que no están analizadas
gramarticalmente, pregunta al usuario sobre ellas y en cunlquier otro caso
genera una respuesta adecuada.
Con el fin de permitir n los usuarios elnborar soluciones
incrementalmente, un sistema de lenguaje hablado deberín permitir
referencias implícitas y explícitas a preguntas y respuestas anteriores, el
sistemn debe mantener un registro del dialogo y resolver un número de
cuestiones, por ejemplo el mejor cuadro de puntuaciones generado por el
PARSER que es el que se le pasn al modelo terminado del ATIS, a estas
alturas la elipsis y Ia anáfora se han solventado;
Es relativamente simple In resolución de la elipsis y In nnáfora en este
sistema. Las ranuras en las trnmas, los intervalos de tiempo nsignados a(as
tramas, son semánticos, así pues, sabemos que el tipo de objeto que se
necesita para la resolución en el caso de la elipsis es añadir nuevos objetos,
mientrns que en el caso de la ánforn, simplemente tenemos que suponer
que un objeto de tal tipo ya existe.
AI diseñnr un sistema robusto, Ia interacción entre reconocimiento
del habla y los componentes de comprensión del lengunje representnn una
decisión estructural capital.
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Según opinión de Ismael Cortaznr, Jefe de División de Tecnología del
Habla de T I+D, el analizador semántico que utilizan en su División es eficaz
fundamentalmente por ser muy robusto, se basa en las RTN.
24.ó.1. Las R.T.N. (Recursive tro^ition Nefwoks).
Es un método robusto para el análisis semántico, muy úti I pnra el
procesado de la salidn de los Reconocedores de Habla Continua. EI
procedimiento para el uso de (as R.T.N. se realiza mediante 3 fases:
• Descripción de las redes en el lenguaje RTN
• Compilación de las descripciones generando un modelo binario.
• Genernción de una Analizador Semántico, usando la librería ("parser°)
RTN, a la que se le pasa como parámetro (en tiempo de e,jecución} qué
modelo binario utilizar.
Las RTN no mantienen un contexto de diálogo: cada frase nuevn se
analiza sin considernr las frnses nnteriores, nl construir las aplicnciones se
usa otra herramienta conocida como 6ESTOR DE DIÁL060, que suele ser
el "usuario" del parser RTN.
24.ó.2. EI lengua,^e R.T.N.
EI análisis semántico mediante R.T.N. se basa en los conceptos:
• FUNCIÓN: Una función representn uno o varios conceptos semánticos,
ante una función de entrada el "pnrser" elegirá fn función que mejor se
adapte.
• RED: Unn red representa unn entidad, pnrcinl o total, dentro de un
concepto semántico. Unn función se compone de una o varias redes. Se
dividen en tres tipos: REDES FUNCIÓN, REDES SUB-RED, REDES
DATOS.
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• NO TERMINAI_. .. Entidad que define . una agrupación de símbQlos
terminales. Se usn sólo para facilitar la definición de RTN, y no durante
el "pnrsing". Los no terminales han de definirse con posterioridad a
todos suŝ^usos.
• TERMINAL. Lo constituyen las palabras que pueden entrar en una frase.
Tiene un código numérico y están recogidos en un diccionario.
AI proceso de definición viene apare,^ado In crención de los ficheros
necesarios, cada uno define una función y cada función se resuelve mediante
conca^tenación de alguna de las redes que In componen.
24.6.3. EI itwdelo birtario.
Una vez escritos los ficheros se pasa al proceso de generación del
modelo binario, se realiza mediante el programn GANASEM, este programa
tiene dos modos distintos de funcionamiento: como analizador léxico y como
compilador. EI primero analizn los terminales usados por cada red generando
dos ficheros: uno con aquellos terminnles que están definidos en el
diccionario (extensión °.dic°) y otro con aquellos que no lo están (extensión °.ndi°).
En el modo compilador, el programa GANASEM compila (os ficheros ".grn"
produciendo una descripción ASCII de cada red {fichero °.net•) y una
descripción binaria {fichero ".r,tb°). Posteriormente genera un fichero binario
con la totalidad del modelo. 6ANASEN analiza las fechas de los ficheros
".gra" y".ntb^ para saber qué redes hay Que recompilar por haber sido
modificadns con posterioridnd a la última compilación.
24.b.4. ANÁLISIS (parsing).
Existe un conjunto de rutinas que facilitan la construcción de un
analizador semántico, están contenidas en la librería LIBANASEM, In
rutinn principal es doAnoSem, que recibe como entradn un conjunto de
códigos de palnbrns, tnl y como los entrega el reconocedor de habin
continua, y dewelve las redes y sub-redes las que me,yor han resuelto la
f rase.
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EI parser posee unos pnrámetros, por medio de unos valores iniciales
comienza a uti^lizar la memoria, si no son suficiente, el parser seguirá
funcionando, es decir, pedirá más memoria.
La librería del parser no hace ninguna suposición del entorno
operntivo, por ello utiliza un mecanismo de "ccrl/b^ock" para pedir Ins
funciones básicns. Posteriormente, el parser devuelve los resultados
indicando la red y las sub-redes. Dado un conflicto, una frase puede ser
interpretadn de varias formns, los criterior pnrn elegir la mejor son por
orden de importancia parn resolver el mayor número de palnbrns: contiene
unn determinada red cuyo nombre se pasa como parámetro, o, contiene
menos redes de nive) N(se comparan incrementalmente el nivoel hasta que se resuelve
el corrflicto).
Para ayudar n definir las RTN, y annlizar qué tnl se adaptnn n una
nplicación se suministra la utilidad anasem, esta utilidad permite enviar
fraseS (desde pantalta o fichero) y recibir IoS resultadoS del análisiS (en pantalla o
fichero). Hay que suministrarle uno o tres diccionnrios, dado que puede
simulor lo que hnce el reconocedor que n cnda pnlabra reconocidn le asignn
cero, unn o varias pnlabrns n enviar como resultado de reconocimiento.
Alguna de las opciones de estn utilidad, son:
[-diccioe STRING] /*Diccionario*/
[-inomap BOOLEAN] /*No mnpear entrnda*/
Un eyemplo del funcionamiento se puede contemplar en el anexo 10, y 1Qa.
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Resumiendo:
Telefónica I+D está desnrrollando aplicaciones dialogadns hombre-
máquina utilizando el PH4ENIX ndaptado pnra el español,
fundamentalmente porque es un sistema muy robusto, su analizador es
semántico y el esquema de) procedimiento lo refle,yamos a continuación
(Figura 26).
RV "Oido" RECONOCEDOR ( identifica sonidos)
Modelo acústioo
Entrada de la
señal vocal
N1
N mejor ^^
Modelo de lenguaje
..................
............. .......
................... .
TRIGRAMAS
PLN (procesamiento del lenguaje natural)
(reglas)
1
PAR.SER "Comprensión"
ANALIZADOR (filtrado por
categorias semánticas, da
«^g^^>,)
GD "Contexto"
GESTOR DE DIÁLOGO
{interaoción para una
aplicación determinada)
CTV
CONVERSOR TEXTO-VUZ
(Salida con "significado")
Figuro 26: Esquenu^ del proceso en oplicociones dialogados.
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En primer lugar se realizn el esqueleto del parser, este es
configurable, tengo que decir para qué lo voy a utiliznr y se comienza n
desarrollar la nplicación.
La señal vocal entra en el sistema (es preciso que la base de datos haya sido
construida con un texto muy extemnso} y es reconocida, para ello se utilizan los
modelos acústicos y los modelos de lenguaye, estos dos modelos
intercambinn información, el primero envín al segundo la N-mejor (es decir, In
mejor secuencía, son modelos basados en listas "n-best•) que es comparada con los
modelos de lenguaje estadísticos, siempre busca trigramns, es decir,
secuencins de pnlabras que vnyan precedidas de otrns dos (desde el punto de
vistn matemático, un bigrnma es unn función con dos nrgumentos que se suelen representar
como unn tabla de doble entrndn o matriz bidimensionnl. bigramas o trigramas son tablas
que establecen In frecuencin de ocurrencia entre secuencins de dos unidades, en el primer
cnso, o tres, en e) segundo).
Hasta este momento es la fase de reconocimiento (RV=reconocedor de
voz}, mientras el módulo PLN (procesnmiento de leriguaje natural} y el resto de
los componentes: sintaxis, gramáticas, los diccionnrios, ficheros función
proporcionnn los dntos necesarios pnra que continúe el proceso.
En un segundo momento es donde comienzn lo que podríamos Ilamar,
con muchas reservns, la fase de "comprensión", se trnta de "comprender y
razonar". La información pasa al analizador (PARS^) que es el encargado de
dar un significndo, filtra las secuencias de palabras con categorías
semánticas (están etiquetndas, mnrcadns) , busca pnlabrns del reconocedor con
significado parn el usuario de la aplicación (recordnmos que el parser ha sido
desnrrollado para una determinada nplicnción} y IuS envÍn aI gestor de diálogo {GD},
este nl recibirlas comprueba si cumple las reglas que están jernrquizadas y
establecidas según la aplicación en el módulo de PLN. Si hay que completar
alguna acción, hay una regla que detecta que faltan datos a fin de
completar el árbol, decidiendo de lo que Ilegn al pnrser.
Por último, se produce la salida (síntesis) por medio del conversor
texto-voz (CTV) y queda establecido el diálogo.
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25. PROYECTOS DE INVESTI6ACIÓN EUROPEOS:
DISC, TRINDI Y SIRIDUS
En e) plano de análisis de la conversación los enunciados no son
entendidos como acciones aisladas sino como parte de un ,juego Que
involucra n dos pnrticipantes (Power, 1979 y Kowtko et al., 1992), esto
amplía el cnmpo de la teoría de actos del habla y demuestra que la acción
que subyace a un enunciado puede predecirse medinnte la base a su
posición en el juego que se esté desarrollando, se infiere In acción a partir
de unos principios generales, Allen (1979}. Las líneas de investignción giran
en torno a la idea de simular la estructura de estos juegos y predecir su
comportamiento, así nacen los proyectos europeos DISC {Z997-99},
TRINDI (1998-99} Y SIRIDUS (2000-03)
• DISC (Spoken Languaje Dialogue Sistetns and Cotnponets). Best praCfiice in
development nnd evaluation {Bernseeeen y Dybkjaer, 1997; Dybkjaer y
Bernsen,1997}.
En este proyecto intervienen distintas Universidndes, entes públicos y
privndos de: Dinamarca, Frnncia, Alemania, Suecia, Reino Unido y Países
óajos. Su objetivo es evaluar la metodologín empleada por cnda uno de los
distintos . grupos de investigación involucrados en el desarrollo e
implementación de sistemas dé gestión de diálogo, para definir los
parámetros genernles que permitan n futuros investigadores seguir pnutas
establecidas. (Esprit Long-Term Research Concerted Action N° 24823)
DISC annliza los módulos de síntesis y reconocimiento del hnbla,
comprensión y generación del lengua je, gestión de diálogo, así como la
posterior integrnción de (os mismos, también factores humanos, viabilidad
y rentabilidnd.
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• TRINDI (Task Orierited Instructionnl Dialogue). Es un proyecto de
investigación europeo en e) ámbito de (a ingeniería de) conacimiento (Eu
Telematics Applicntions Programme, Lnnguage Engineering Project LE4-8314}.
Aparece déntro del IV programa marco de la Unión Europea para
desarrollar unn tecnología genérica utilizable en diferentes nplicaciones
y lenguas (Cooper et al., 1999). Ejemplo para este tipo de aplicaciones
serín la planificnción de rutns de via^e es debido a la creciente
demnnda de vehículos Que incorporen navegadores a bordo.
EI concepto clave de TRINDI es que integra las nociones
MOVIMIENTO DE DIÁLOGO Y ESTADO DE INFORMACIÓN y sigue
el modelo descrito en la teoría Map Task (Carletta et a1.,1997).
Un producto similar que ya se encuentra disponible en el mercado,
son navegadores, conectados con información sobre tráfico, aún no
cuentan con diálogo.
• SIRIDUS tiene como fin contribuir nl desarrollo económico de la
Comunidad Europea a través de avances tecnológicos y científicos en el
campo de sistemas de conversación.
Incluye a Ias siguientes instituciones: SRI International (Inglaterra),
Universidad de G^teborg (suecia}, Universidad de Saarland de
Saabriicken (Alernania}, Universidad de sevillla y Telefónicn I+D.
Pretende cubrir diálogos donde la tarea no está especificada de
nntemano, donde el usuario Ileve el control escogiendo (a tarea entre
una de las posibles; usuario y sistema colnboran con el fin de satisfacer
Ins necesidades del usuario.
Incluye la influencia de informnción prosódica. La evaluación de las
herramientas y tecnología crendas por SIRIDUS se Ilevará a cabo
tomando en consideración parámetros como los de DISC (spoken Dialogue
systems and Components -Esprip 24823} y Guidelines for Dialogue Design (UK, ESRC
L127251Q12).
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26. LA COMUNICACIÓN Y LAS PERSONAS MAYORES YIO
QISCAPACITAQAS
Ln Fundación Telefónica se crea en 1998, apoya los proyectos y
propuestas de impacto social que requieren la utilización de Ins tecnologías
de (n comunicación. Esta Institución fomenta las aplicaciones sociales en
tres campos:
• Ln educación.
• La mejora de la calidnd de vidn de grupos más desprotegidos: niños,
ancianos y discapacitados.
• EI desarrollo comunitario.
Varios factores entre los que citamos: el aumento de la esperanzn de
vida, la libertnd de movimiento, Ia plena participación social, el fomentar Ia
autonomía personal y la inserción social y laboral; hnn Ilevado a crenr
soluciones para diferentes colectivos. A continuación expondremos algunos
de los recursos que Telefónica ofrece para personas mayores y
discapacitados.
2b. i. La discnpncidnd y los nuevas tecnologíns.
Las telecomunicaciones facilitan e) acceso a funciones y servicios que no
podrían ser posibles sin estas. l.os problemas pueden ir desde la lejanín
geográfica a la incapacidad física, no obstante el acceso a estos servicios
puede ser difíci) o imposible, por lo que hay que tener presente el grado de
dificultad o discapacidad que presentan y conocido el problema encontrar
soluciones para cnda cnso.
Considernn que en el año 2030 un 25% del mercado de la Unión Europea
será de personas mayores y/o con discapacidad, según fuentes de
EUROSTAT, 1992, en la U.E. habín 77 millones de ancianos y 43 millones de
personas con discnpacidad, este número ha aumentndo significativamente.
Estos ciudadanos deben incorporarse a la emergente sociedad de Ia
información.
DIBLIOTECA
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Un punto importnnte a tener en wenta es que las personas mayores
pueden tener problemas cognitivos, cuya consecuencia inmediate es que los
aparatos difíciles de utilizar serán rechazados. Así mismo, Ins posibles
dificultades fur^cionales han de ser tenidas en cuenta. Por tanto, In fase de
diseño debe ser cuidndosamente estudinda ya que el factor humano será el
determinante.
Los aparntos deben ser pensados para (as personas que los van n utilizar,
una serie de directrices dispone cómo deben ser los teléfonos fi jos, los
móviles, los teléfonos públicos, el videoteléfono, el ordenador, la televisión
internctiva y los terminales de ncceso público. Su enumeración puede ser
consultnda en la Guía que citnmos en la bibliografín.
Mención especial es la vivienda inteligente, consiste en la integrnción de
Ia telemática en la instalación eléctrica de la casa, esto permite mayor
independencia a las personas con necesidndes especiales. Entre Ins
directrices, podemos citnr: detectores de Iluvia que avisen si están
nbiertas las ventnnas, telemedicina, detectores de incendio que activen
alnrmas, nl salir del edificio recibir una descripción verbal informando de si
están las ventanas abiertas o Ios dispositivos eléctricos conectados, etc.
2b.1.1. Deficiencia visual.
La deficiencia visual en la pérdida total de la visión o cnpacidad
reducida de la visión o capacidad reducida de percepción de la luz y el calor
o de percibir las formas. Si poseen visión pnrcial supone que pueden
utilizar determinados nspectos de Ia percepción visual, pero dependen de Ia
informnción procedente de otros sentidos, generalmente del tacto y e) oído.
Algunas de Ins soluciones son:
• Conversor Texto-Voz Multiling ŭe
• Etiquetas pnra teclado
• Agenda Vocal Moviline
• Unidad de Demostración de Equipos Adnptados (CEAPAT}
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26.1.2. Deficiencin nuditiva.
Es la .incapacidad de percibir información acústica total o parcial,
evidencia la deficiencia del órgano de la audición. Puede afectar a todo el
cnmpo de audición o parcialmente. También diferencinmos entre sordos con
o sin capacidad de habla inteligible y sordos que pueden o no entender el
habla con mecanismos de amplificación.
Las personns con deficiencin nuditivn profunda con cnpacidad de
habla totalmente inteligible, pueden transmitir mensajes orales
unidireccionnles, no oyen señnles de teléfono, ni el tono, por ello no saben
cuando marcar o si el otro teléfono está sonando.
Entre las soluciones citamos:
• Conversor Texto-Voz Multilingiie
• Reconocedor de habin.
• Centro de Intermedinción para Persotms con Deficiencia Auditiva.
• Sistemn de Conversación Artificial, Beethoven.
• Unidad de Demostración de Equipos Adaptados (CEAPAT^
2ó.1.3. Deficiencin en lo producción de voz.
EI no poder utilizar la voz de modo funcionnl e inteligible es conocido
como deficiencia del habla. Esta deficiencin puede influir en el habla en un
sentido genernl o sobre determinados aspectos como In fluidez o el
volumen, puede ser congénita o adquirida.
Pnrn pérdidn total se puede utiliznr un teclado o teléfono de textos
escritos. Cuando las personas están en contacto visual, utiliznn In lectura
labial o el lengunje de signos, por lo que la videoconferencia puede ser otrn
solución.
Las soluciones nplicables pueden ser:
• Conversor Texto-Voz Multilingiie.
• Sistema de Comunicación para Lengua,yes Aumentativos, SICLA
• Centro de Intermedinción pnrn Personns con Deficiencia Auditiva.
• Unidades de Demostración de Equipos Adaptados (CEAPAT).
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2ó.1.4. Dificultcd de lecturo.
Suelen ser las minorías lingiiísticas, refugiados, personas de visita con
idioma distintó^ las mcís afectadas, la solución pasa por la utilización de
pictogramns o símbolos sencillos.
Entre los recursos disponibles están:
• Conversor Texto-Voz Multilingiie.
• Terminales telefónicos.
2ó . i. 5. Deficiencio de comprensión del lenguq}e _
Def iciencia que no impide el uso del teléfono u otro medio de
comunicación, pero sí In pérdida o disminución de la capacidad de
comprensión. Los problemas aparecen al no comprender los procedimientos
de pago o las instrucciones y pasos a seguir. La solución pasa por utilizar
medios de pngo sencillos y que las instrucciones siempre Ins oigan en el
mismo orden, citamos:
• Teléfono Modular
• Unidnd de Demostrnción de Equipos Adnptados (CEAPAT)
2b.i.b. Deficiencic de movimienfios en miembros irrferiores.
Afecta esta deficiencia a la posibilidad de trasladarse o acceder a
nlgunas instnlnciones, las sillas de ruedas, los bastones, las muletas etc. Son
necesarias pnra estas personns.
Entre Ias soluciones encontramos:
• Soportes telefónicos.
• Red Iberoamericnnn Solidnria (RIS)
• Unidad de Demostración de Equipos Adaptadas (CEAPATa.
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26 _ 1.7. Deficiencia motora en brazos y manos.
Es la pérdida de uno o ambos brazos o manos o In capacidad reducidn
pnra utilizarlas por limitación de fuerza o coordinación debido a deficiencias
motoras en las extremidades superiores. Los pies son a veces utilizados con
enorme destreza por estas personas, también pueden utilizar teléfonos de
manos libres.
Entre las soluciones:
• Emulador de teclndo.
• Terminales Teléfonicos.
• Unidad de Demostración de Equipos Adnptados (CEAPAT^.
2b.1.8. Deficiencia lntelectual.
La discapacidad cognitiva se da en distintos grados, hay una gran
variedad, estns dificultades pueden ir asociadas a otras sensoriales y
motrices. Algunos individuos no comprenden y otros tienen afectnda In
memoria. Como primera medida debemos tener presente que las
instrucciones, deben ser cortas y fúciles.
Entre las soluciones:
• Telegradior. ^
• Unidad de Demostración de Equipos Adaptados (CEAPAT).
27. DESCRIPCIÓN DE LAS SOLUGIONES ENUMERADAS.
Procederemos ha realizar una breve descripción de cada remedio,
proporcionando en cada apartado la información necesaria para ampliar
datos.
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27.1. Conversor Texto-Voz Multilingúe.
EI CTV Conversor Texto-Voz Multilingŭe) es un sistema que genern, de
forma automática la secuencia de sonidos que una personn producirín al leer
un texto en voz nlta. Se convierte en voz un texto escrito en español,
cntalán, gallego o euskera, la informnción escritn a In que accede el
ordenador puede ser leída en voz alta y enviada n In línen telefónica,
mediante este mecanismo se elimina la grabnción de un locutor humano.
La voz sintética se produce de mnnera automática a partir del texto
de entrada, sin restricción específicn, es imprescindible que esté
correctamente escrito. Ademós, Ins prestaciones que ofrece son:
• Interrumpir Ia voz de salida en cunlquier momento, sin terminar el texto
enviado.
• Modificar, las características de In voz sintética, como velocidad de
pronuncinción, tono y volumen.
• Generación nutomática del tono y de la duración de los sonidos.
• Procesa también elementos no legibles como: *, #;, o fechas horas,
ncrónimos, pnlabras extrnn jeras, etc.
• Dispone de un conjunto de tnblas (ingiiísticas, pueden ser cnrgndas y
descargndas dinámicamente y es posible cargar cualquiera de Ins
seleccionadas.
• Se pueden cargnr dinámicnmente distintos locutores y seleccionar
cualquiern de ellos. Actunlmente se dispone de cuatro (ocutores para e)
idioma castellnno, uno para el cntnlán, uno para el gallego y otro parn el
euskera.
• Las dependencias del idiomn se encuentran adecundamente aislndas en el
sistema. E) cnmbio de lengua se consigue cargando y seleccionando un
locutor y unas tablas lingiiísticas de usuario del idioma que se quiere
emplear.
EI responsable del desarrollo hn sido Telefónica Investigación y Desarrollo,
más informnción se puede obtener en http:l/www.tid.es
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27.2. Etiquetns pa^ra teclado.
Son etiquetas autoadhesivas con la configuración del teclado español,
el tamaño de los cnracteres se aumenta y se puede obtener dos versiones:
• Caracteres negros sobre fondo blanco.
• Caracteres binncos sobre fondo negro.
E) responsable del desarrollo a sido Art Media y para más
información: http://www.teleaccesa.com
27.3. Agendo vocol MoviLine.
Permite Ilamar sin necesidad de marcar un solo número, funciona por
voz. Es preciso introducir previnmente los nombres y números asociados a
los mismos.
Cadn usuario MoviLine dispone de una Agenda Telefónicn
Personalizada. EI usuario puede gestionar su agenda personal desde su
terminal, mediante un conjunto de palabras clave definidas por el operador
del servicio (Telefón^ca Móviles} añade nombres, número de teléfono. También
puede proteger estas funciones por medio de unn clave personal de cuatro
dígitos.
Entre sus características técnicas destaca el uso de Tecnologías del
Habla:
Reconocedor de voz de números de teléfono.
Reconocedor de voz de vocabulnrios flexibles
Transcriptor acústico-fonético
Conversión texto-voz con frases tipo.
Además renliza funciones de gestión y tarificación on-line.
EI responsable de) desarrollo ha sido Telefónica Móviles, más
información en: http://ww.tms.es
zis
27.4. Unidad ^de Demostración de Equipos Adaptados (CEAPAT}
La Unidad de Demostración de Equipos Adaptados del CEAPAT se
enmarca dentro de una serie de actuaciones conjuntas contempladas en el
Convenio Marco de colaboración firmado entre el Ministerio de Trabajo y
Asuntos Sociales y a Fundación Telefónica pnra el desarrollo de programas
de integración socinl, fue firmado en 3995.
Son soluciones tecnológicas de ndaptación nl ordenador Que permiten
Ia integración laboral {teletrobajo) y socinl de las personas con discapncidad.
En In sede del CEAPAT de Mndrid está instalada unn sala de
demostración con cuatro eQuipos configurados con distintas ndaptaciones
para discapacidnd: limitaciones manipulativas y del habla, ceguera y
deficiencia visual, deficiencia auditivn y problemas de aprendiza,ye y
comunicación alternntiva Cadn una de estas discapncidndes se solucionan
mediante distintas correcciones:
• Limitaciones manipulativas y del habla, soluciones:
• Adaptnción para acceso mediante teclado.
• Mediante ratón
• Teclado virtual
• Adaptación para el acceso mediante voz.
• Adaptnción para acceso mediante pulsadores
• Adaptación para facilitar la comunicación
• Adaptnción del entorno
• Ceguern y deficiencia visual, soluciones:
• Adaptaciones para ceguera. Lector de pantalla, con salida en voz
{síntesis} y salida táctil (línea Braille}.
• Adaptación para visión bnja Amplificación de imagen visualizada en la
pnntalla y programn para configuración de colores. También
programas que añaden información en voz.
• Deficiencia auditivn, soluciones:
• Mayor nitidez del sonido hasta utilidades que informan visualmente
de ciertos eventos sonoros. Sistema de videoconfeencia es
especialmente útil para los usuarios con lengua de signos.
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• Problemas de aprendizaje y comunicación alternativn, soluciones:
• Adnptaciones que simplifican el manejo del entorno y los programns.
• Adaptaciones que facilitan Ia comunicación n usuarios de lenguajes
alternativos.
Responsable del desarrollo: Fundnción Telefónica, Telefónica I+D. Parn más
informnción http://www.fundacion.telefonica.es
27.5. Reconocedor de Habla.
Telefónica I+D ha desarrollado varios modelos de reconocedores, se
están utilizando en los servicios automáticos del órupo Telefónica. Existen
dos versiones básicas:
• EI Reconocedor de Lengua je Natural, es capaz de procesar la
totalidnd de la locución y así conseguir que el mensaje puede ser
transcrito en texto.
• EI Reconocedor Universal Multilingúe, posee la característica de
pueder traba jar en el idioma elegido por e) usuario, está orientado
n servicios que precisen una interacción del usuario con el sistema.
EI primero permite al usuario emplear .el habla continua sin
restricciones y puede manejar grnndes vocabularios, incorpora información
sintáctica y marfológica sobre el idiomn que se trnbaja, complementnndo Ia
informnción acústica y fonética, quedando así mejoradas las prestaciones
del reconocedor. Además se realiza un anólisis setnántito de la frase
reconocida, extrayendo el significado de forma que Ia aplicación comprenda
la intención del usuario.
Añade las cnrncterísticas de independencia del locutor,
independencia del canal telefónico y capacidnd de ajustarse
automáticamente al nivel de ruido de la línea.
EI Reconocedor de . Lenguaje Natural se encuentra disponible para
castellano siendo capaz de manejar vocabulnrios muy amplio de palabrns
diferentes.
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Respecto nl segundo, Reconocedor Universnl Multilingiie, es la
interfnz que creará gran cantidad de servicios automáticos por línen
telefónica. Concebido para permitir diálogos nnturnles y facilitar el trabnjo
del desarrollndo de aplicaciones. A este sistema se le ha proporcionado un
vocnbulario multilingiie por medio del cun) se puede prodecer a Ia selección
de idioma, con esta prestación, los usuarios podrán elegir. Igualmente
permite que el desarrollador de aplicaciones cree vocabulnrios de hasta
4.000 palabrns, estas pnlabras pueden cargnse dinámicamente en tiempo
real. AI tratnrse de un reconocedor universal, ayuda a personnlizar los
servicios, diseñando diálogos naturnles y adaptandose a las necesidades de
(as aplicaciones.
EI sistema posee un modo de funcionamiento especinlizado en
reconocimiento de números nnturales, el usuario no tiene que decir e)
número de carné de identidad, ni de teléfono etc, limitándose pronuncinrlos
en forma habitual. Otras prestaciones son el n juste al nivel de ruido de
fondo de la línea y la cancelación de ecos.
Este dispositivo se ha utilizado en distintos servicios: "Servicio
Españn-Directo, "Servicio Despertador y"Cobro revertido Nacional".
Responsable de desarrotlo: Telefónica Investigación y Desnrrollo,
más información en: http://www.tid.es
27.6_ Centro de Intermedioción paro personas con deficiencia auditiva.
Es un servicio que permite comunicar a personas que no pueden oír o
hablar (grupo de usuarios del teléfono de texto) con el resto de personas que
utilizan teléfonos convencionales.
Conjuga las posibilidndes tecnológicas con personal especializado en (a
atención telefónicn y a usunrios con discapncidad. Ln empresa DV
Telemarketing creada a partir de Predif, apoyadn por el Grupo ONCE, es la
responsable del servicio y es quien gestiona el centro y aportn los recursos
humanos.
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EI usuario con discapncidad auditiva marca el número del Centro en su
terminal de texto. EI intérprete u operador del centro recibe la Ilamadn e
informa al ^usunrio que ha contactado con el servicio, posteriormente,
trnnsmite el. mensaje, a aquella persona con la que el usuario desea
contnctar. Tnmbién se puede establecer comunicnción si es el oyente el que
quiere utiliznr el centro para comunicnrse con una persona sorda.
27.7. Sistemo de Conversoción Artificinl Beethoven.
Es un proyecto de investigación para la comunicación global para (os
usuarioS sordoS (red fija, Móvi) e internet).
Tras consultar n los representantes de los usunrios y sus
organizaciones dependientes del IMSERSO y con el apoyo de (a Fundación
Telefónica se pudo materinlizar este proyecto en el que se despliegct grnn
parte de Ins investigaciones realizndns en el cnmpo de la Tecnologín del
Habin, la primera fase se ha concluido en 1999.
EI sistema es automático y directo entre ambos interlocutores, sin
operador o interprete, actualmente el sistema está siendo evaluado.
^escribimos a continuación su funcionamiento:
• EI usunrio oyente Ilamn al usuario sordo desde cualquier terminal
telefónico
• EI servidor Beethoven, este es su nombre, informn al usunrio oyente,
mediante una locución, de como debe proceder.
• La señal de voz de) usuario oyente entra en el modulo de reconocimiento
de habla, convirtiendo el sistemn de locución reconocida en texto.
• EI texto es presentado en el terminal de) usuario sordo.
• La respuestn escrita por el usuario sordo es envindn al servidor,
convirtiéndola en voz y transmitida al oyente.
Este sistemn consta de dos partes:
• Un servidor, en el que se encuentrn el conversor texto-voz y el
reconocedor de habla espontánea. Tiene como objetivo poner en
contacto el termina) de la persona sordn con el terminal telefónico de
la persona oyente y realiza las funciones de reconocimiento del habin
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de la persona oyente convirtiendo la voz en texto y enviándosela al
terminal del usunrio sordo.
• Un termina) cliente, que es el ordenador de la personn sorda donde
se encuentra la interfnz gráficn del sistema, es el encargado de
representar en pantnlln la conversación que se produce entre (os dos
interlocutores.
En este proyecto se trnbajn en Ias áreas de: Reconocimiento del habla
espontánea, Procesamiento del lengua,ye natural, Gestión de diálogo y
Conversión texto voz. EI sistema permite renlizar las siguientes funciones nl
usuario sordo:
• Establecer un diálogo, con cualquier personn oyente sin necesidnd de
tercerns personas.
• Informar al usuario oyente y formularle Ins instrucciones
perti nentes.
• En caso de duda, el usunrio sordo puede reenviar el mensa,je
reconocido al oyente pnra que este confirme su contenido.
• Es unn interfnz de uso sencillo.
• Puede controlar la velocidad e) tono y el volumen. EI usuario puede
seleccionar voz masculina o femeninn.
• Actualmente está disponible el reconocedor en lengua castellana.
• EI idioma del conversor texto-voz está en Español.
• Es un contestador automático personalizndo. Puede el usuario sordo
dejar mensaje escrito que se activará con el contestador.
• Permite renlizar copins de la conversación.
• EI control de In conversación es totalmente del usunrio.
• Permite configurar la forma de visunlización de Ilamadn entrante.
La gran ventaja que aporta al usuario sordo en In confidencialidad
igualándose al resto de la pobinción. EI desnrrollo del proyecto se
determinará por Ins nportaciones de Ios propios usuarios.
EI responsable del desarrollo es Art Medin, pnra más información:
http:!lwww.teleacceso.com
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27.8. Sistema de Comunicoción parn Lenguqyes Aumentativos
(SICLA).
Proyecto pntrocinado por Fundación Telefónica, tiene como objetivo
la incorporación de personas con parálisis cerebral, tnmbién a nquellos
discapacitndos que utilizan un lenguaje alternativo como medio de
comunicación. A estns personas se les proporciona un npnrato adaptado a
sus necesidndes de comunicación bien por el teléfono o internet.
Estos usunrios carecen de lenguqje oral y utilizan otros medios no
verbales para comunicnrse. Los sistemas nlternativos de comunicación
(SAC) han sido creados para que estas personas dispongan de un
lenguaje sustitutorio útil para In comunicación y(es ofrezca símbolos
útiles para el pensamiento. Hay dístintas modalidades de SAC, desde el
lenguaje gestunl de los sordos a) de los dibu,^os de iconos pictográficos o
ideográficos.
Este comunicador también es títil para los usuarios que puediendo
utilizar el lenguaje oral, se ven imposibilitados de producirlo vocnlmente
y tienen dificultades de movilidad en sus miembros beneficiándose así
de) sistema de escriturn por bnrrido.
En este desarrollo colaboran con la Fundnción Telefónica y Art Media
(as entidndes: Federación ASPACE, AVAPACE, ASPACE Bnrcelonn y Ia
Universidnd de Oviedo. Entré sus características citamos:
• Configuración del sistema con e) SAC que el usuario precise. También
se puede configurar con (enguaje convencionn) mediante un emulador
de teclado (teclado virtual de pantalla}.
• Un conversor texto-voz permite la comunicación vocal del usuario.
• E) mismo conversor texto-voz, a través de una interfnz adnptadn y
configurable según el lenguaje nlternativo u oral utilizado por el
usunrio, permite la comunicación vocal telefónica.
• Utilización del correo electrónico por la configuración de una
i nterfnz.
• Lenguaje oral multilingiie, dependiendo de la capncidad tecnológica
del departnmento de Tecnología del Habla de Telefónica I+D.
• Editor de símbolos de lengunjes alternntivos (propiedad de la Universidad
de Oviedo}.
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EI responsable del desarrollo es Art Media, para más informnción:
http://wwrw.fieleacceso.cam
27.9. Terminales telefónicos.
Reúnen unas características que fncilitan la comunicación a usuarios,
con algún tipo de discapacidad, pueden ser fi jos o móviles. Entre sus
característicns destacamos la marcación vocnl, teclas grandes, n^uste del
volumen y tono del timbre de Ilamada y el ajuste de In amplificación del
micrófono.
EI responsable del desarrollo es Telefónica, más información en
http://www.telefóni ca.es
27.10. Telegradior.
La Fundación INTRAS y la Fundación Telefónica firmaron un ncuerdo
para adaptación y nccesibilidad del Proyecto Gradior n zonas rurales o
distanciadas del centro de tratamiento, de este acuerdo nace el programa
TELEGRADIOR, permite a los paciente, o usuarios que no pueden
desplazarse de su zono geográficn, acceder a un sistema de rehabilitación
de deterioro cognitivo mediante conexión telemática.
EI diseño del trntamiento se realiza desde un hospital y por parte de
un profesional, yn confeccionado, se le envía a) domicilio o Centro de Salud
del usuario para ejecutnr In rehabilitación; las sesiones realizadas de forma
remota Ilegan al hospital para su seguimiento, estudio y evaluación a través
del TeleGradior.
EI procedimiento es:
EI usuario acude nl hospital, el profesional (o reconoce, realizn (as
exploraciones psiquiátricns y analíticns necesarias para Ia evaluación. Tras
realizarse el diagnóstico, el terapeuta, mediante el TeleGrndiro (el gestor
clínico da de nltn nl usuario en lu base de dntos de pncientes) junto Con el gestor de
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sesiones, construye pruebas y diseña la rehabilitnción cognitiva para ese
usuario. Terminada la jornada de trabajo, los datos de nuevos pacientes y
tratamientos nsignados ese día se envían vía internet n un buzón ftp.
En el Centro de Salud los datos de los nuevos tratnmientos y
pacientes son recogidos e incorporados a Ia base de datos Iocal, el usuario
realiza su sesión en le Centro de Salud con In supervisión de un auxilinr.
Terminadas las sesiones los resultndos del programa son enviados al buzón
ftp correspondiente.
EI responsable del desarrollo es la Fundación INTRAS y para más
información se puede consultar : http:llwww.intras.es/index.asp
27.11. Red Iberoomericana de Solidaridad (RIS)
Esta Red es unn comunidad virtunl pntrocinndn por Fundación
Telefónica su ob,^etivo es e) desarrollo del denominado tercer sector,
establecidn como intercambio de experiencias e información. Nace como
una intranet de intranets.
EI lanzamiento inicial ha sido en España y en el órupo Promotor están
representadas ONGs de relevancin como: CARITAS, CRUZ ROJA,
FUNDACIÓN DE AYUDA CONTRA LA DROGADICCIÓN .
EI responsable de) desarróllo ha sido GECSA {Gestión del Conocimiento
s.A.), para más información: http://www.risolidaria.org
27.12. Emulndor de teclado.
Es una aplicnción informática Que permite escribir sobre In ventnna
nctiva det entorno Windows, representnndo gráficamente en In pnntalla un
teclado con el mismo aspecto que el convencional.
se pueden elegir dos configuraciones de teclas:
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• Tipo QWERTY, con distintns opciones de visualiznción de grupos
de teclas, útil para los usuarios que pueden utiliznr el rntón y
colocar el puntero sobre el teclndo virtunl.
• 8nrrido. Las teclas están ngrupadas en distintos bloques
funcionales que pueden activarse o no. Hay usuarios que se ven
limitadás a utilizar un solo pulsndor pnrm m^nejar e) ordenador.
^ Puede ser lento escribir con un emulador, por ello para reducir el
número de pulsaciones y aumentar (n velocidad de escritura, el teclado
dispone de un predictor de pnlabrns y frases. Así mismo nlmncena palabras
y frases anteriormente escritas por el usuario, eligiendo si las incluye o no
en el diccionario cuando cierra el programa.
Es el responsable del desarrollo Art Media y para más informnción se
puede consultar: http:JJwww.teleacceso.com
28. ASt3CIACIÓN TELEFÓNICA DE ASISTENCIA A
MINUSVÁLIDOS, (ATAM).
Hace 25 nños, en Telefónica, un grupo de padres de hi jos con
discapncidad se comenzó n nsociar, la respuesta humana fue rápida:
empleados, representnntes de trabnjadores, empresa y pensionistns, se
asociaron, nació ATAM. Los socios contribuyen económicamente pnra su
mantenimiento.
Esta Asociación atíende a personas con discapncidad y es gestionada y
financinda por el Colectivo de Telefónicn, realizn acciones directns,
programas de investigación y desarrollo tecnológico. Sus dos misiones son
prevenir e integrar. En 1977 ATAM fue considerada oficialmente como
entidad de utilidnd públicn.
EI Equipo Ctínico está compuesto por especialistas en Oftalmología,
Psiquintrín, Otorrinolaringología, Psicología, Odontoestomatologín,
Neurofisiología y Neurologín y Asistencia Social.
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La Unidad de Rehabilitación aplica tratamientos de fisioterapia y terapia
ocupacional, asesora a profesionales y familiares de las personas con
discapncidad. De forma constante impnrte cursos de formnción para
profesionales de la rehabilitación en el método Vo jta.
La Unidad de observación se ocupa del control y atención de Ins
personas con discnpacidad, ente sus funciones:
• Consejo y orientación familiar
• Integración Inboral
• Investignción y aryudns técnicas
• Colegio de Educación Especial
• Centro de Atención de Día n minusválidos
• Residencias.
• Centros ocupacionnles.
• Centros Especiales de Empleo.
Además (n Asociación prevé ayudas económicas parn sufragar algunos
gastos.
ATAM posee una Red de Centros, con diferentes servicios:
• Centro de Pozuelo de Alnrcón, Madrid.
• Centro Especial de Empleo,^ Boadi Ila del Monte, Madrid
• Centro de Valldoreix, Barcelona.
• Centro de Torrent, Valencia.
• Centro de Mairena del AI jarafe, Sevi Ila
• Centro el Tablero, Tenerife.
III PARTE: Fnse experimental
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29. INTROOUCCIÓN
Nuestra fnse experimentnl se centró en el estudio que realizamos
nislando (a variable comprensión lingiiística oral, la muestrn estuvo formada
por un grupo de alumnos de Enseñanza Secundaria Obligatoria. Igualmente
efectuamos una pruebn utilizando las tecnologíns del habla.
Existe una creciente preocupación sobre el mnl Ilamado: "fracaso
escolar", lejos de disminuir, es un fenómeno que alcanza proporciones
alarmantes. Es tarea de los investigadores responder a qué se debe ese
bajo rendimiento académico. En esta tesis trntamos de descubrir Ins
dificultndes de comprensión lingúísticas comparando dos grupos de
estudiantes y realizamos una propuesta parn aminorar esas dificultades
utilizando las nuevas tecnologías.
---00000---
EI concepto de estudiante como su,jeto activo, responsable máximo
de su proceso formativo para decidir qué aprender, cómo hncerlo, saber por qué;
todo ello vinculado a otrns cnpacidndes entre (as que destacan:
• Conocimiento de uno mismo
• Conocimiento del contexto
• Búsqueda, trntamiento y selección de información
• Medios para conseguir (a información según objetivos
• Reencontrar motivos pnra dnr energía nl esfuerzo etc.
Así pues, encontramos elementos: cognitivos, afectivos, valorativos,
de contrnste, representación y evaluación de la realidad. EI nprendiz
precisn: autoconocimiento, conocimiento del medio y, desarrollar una
nctitud planificadora.
Es fundnmental que los estudiantes evolucionen hacia unns
estrategias adecuadns a sus propias necesidades, que les permita nlcanzar
Ins metas que se propongan.
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Se define estrategia como un comportamiento planificado que
selecciona y organiza mecnnismos cognitivos, afectivos y motóricos, con el
fin de enfrentarse a situnciones problema, globales o específicas de
nprendi za je.
Entre (ns investigaciones renlizadas se encuentran: el modelo
experimentnl clínico, utilizado por Schmenk, Rubin y Mchityre, bnsndo en
(os modelos de aprendiznje propuestos por Dewey, Lewin y Piaget.
Un conglomerado de estrategias Ileva a que cnda estudiante se
decante por un esti lo determinado. Los autores no se ponen de acuerdo
sobre si se añade un componente motivncionnl.
Entwistle, Hanley y Ratchfe estudian el análisis cualitativo, mediante
entrevistas realizadas n su jetos. Distinguen dos enfoques: EI estilo
profundo, cuya característica es In tendencin al significndo y a la
conclusión. EI segundo enfoque es el estilo superficial, su distintivo es la
tendencia al detalle y a la descripción. Cada enfoque se relaciona con un
tipo de motivnción.
Posteriormente, el estudio cunlitativo lo efectún Dansernu, considera
que lo relevnnte es utilizar estrategins de aprendizqje fundamerrtales,
incidiendo sobre el tratamiento de la informnción.
Por otro lado, Weinstein; Goeta y Alexnnder estudian (a.s:
"Estrategins de nprendizaje y estudio^, definiendo estrategia como la
combinación de tácticas o procedimientos cognitivos requeridos pnrn
adquirir, almacenar y utilizar el conocimiento de modo efectivo.
De lo anteriormente expuesto, aparecen dos (íneas que desarrollan
pruebas parn medir las estrategias y estilos de nprendizaje: cuantitativn y
cualitativa. La primern utiliza diseños de investigación preconcebidos:
{L.A.S.S.I, Weinstein et al.; I.C.P., Schrecket al. ; L.A.S.S.I. ), mientras que
la cualitntivn enfatizn el fnctor situación, {L.A.S.I.; Etwistle y Ramsden).
Ambas coinciden en desarrollar pruebns que miden las estrategias y estilos
de aprendiza je.
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Distintos autores clasifican las estrategias de aprendizaje, tiene
como objetivo la elaboración de instrumentos ndecuados, válidos y fiables,
que nos permitan identificar los factores involucrados en la adquisición del
conocimiento, .y poder establecer métodos adecuados para conseguir "con el
mínimo esfuerzo, el míiximo rendimiento".
A tal efecto se han desnrrollado cuestionarios y otros se han adnptado,
entre los primeros podemos citar:
ACH Caballero, A. (1972) Diagnóstico de técnicas de trabajo intelectual,
CEHE C.EH.E. Cuestionario EIDE, de hábitos de estudio. M.E.C.
IHE Pozar, F.F. (1972}. Inventario sobre hábitos de estudio. Madrid: TEA.
IDEE Selmes, I. (1988} Inwentario del estudio en Ia esc^ela: I.D.E.E., Madrid: Paidos/MEC.
CHE Touron, J. (1989^ Métodos de estudio en la Uni^ersidad. Pamplona: Eunse.
Entre Ios segundos:
SPQ Biggs, J.B. (1978}. Individual and group differences in study processe.
ER Entwistle, N. & Ratnsden, P. (1Q82).
Items corrtained in the final resQarch version of the approaches to study inventory.
F Ford, N. (1965) Learnig styles and strategies of postgraduates students.
Cabe destacnr en este aspecto (os trabajos realizados por
Beltrán, J. {1993), además de la elabornción de un cuestionario de
estrategias de aprendizn^ye (C.E.A.}, incluyendo, las principales
dimensiones de las estrategias de nprendizaje: cognitivas, afectivo-
emocionales y organizativas. Este instrumento fue utilizndo por nosotros
en un traba^yo predoctornl titulndo: "Efecto de las estrategins de
aprendizaje en el rendimiento acndémico en estudiantes de enseñnnza
secundaria".
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Las estrategias de aprendiza je varían según el contexto {educación
secundarin o eduĉación superior}, materia (ciencins o letras y sociales} y Ia persona
que estudia. Igualmente los objetivos varían según el profesor (conseguir buen
nprendizaje de los alumnos}, y los de los alumnos (calificnciones ncadémicas}. Se
intenta verificar las relaciones entre estrategias y rendimiento académico.
Las investigaciones arrojan resultados contradictorios, hay varinbles
que no se hnn controlado: Facultad, especinlidad, curso...
Apenas se conoce la relación existente entre estrategias y diversos
contenidos de aprendizaje, el resultndo es la dificultad de establecer un
lazo entre instrucción y estrategias.
No obstante, al menos, es importante que el estudiante tome
conciencia de su funcionamiento, es un primer paso parci un método de
mejora. En este punto debemos recordar Ins investigaciones de) grupo
G^teborg, que ponen de manifiesto que los estudiantes disponen de
representnciones diferentes del aprendizaje, las dividen en cinco
cntegorías:
-i Crecimiento cunntitativos de conocimiento.
-2 Memoria (nlmacenamiento}.
-3 Adquisición de hechos y métodos.
-4 Abstracción de In significación.
-5 Procesos de interpretación para conocer In realidad.
Estns representaciones, influirán notnblemente en Ias distintas
estrategias que utilicen. Por ello, un segundo pnso metodológico, podrín ser
dotar ol nlumno de un enriquecimiento de su concepción de aprendizqje.
Si no se obtienen los resultados esperados, debemos preguntarnos el
por qué, sus causas, es probable que obedezcan a fnctores múltiples, entre
ellos deberá incluirse la dificultad de comprensión lingúisticn oral, es
f recuente escuchar f rases pronuncindas por los nlumnos como estas: "No
comprendo al profesor", o"no me entero de (o que me dicen", pero: ^que es
lo Que no comprende? :
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• ^La mnteria?
• ^Existe uri déficit en las estrategins utilizadns por alguno nlumnos, que le
impiden dar un significado a aquello que escuchan?
• LResponde n un déficit en los procesos de atención?
•^Qué influencia ejerce el profesor y la metodología en el proceso
enseñanza-aprendizaje?
Consideramos que la comprensión verbal es un factor clave en todo
proceso de comunicación y sus dificultades inciden poderosamente en los
resultados académicos, y no sólo en estos, sino en la calidad de vidn y el
desarrollo personnl de todo individuo, tiene una importancia crucial en In
madurnción del ser humnno y el no haberlo desarrollado convenientemente,
puede Ilevar a errores de mayor trascendencia que las cnlificaciones
obtenidas durante los años escolares.
Una simple observación nos hace sospechar que la comprensión
oral, dista mucho de alcanzar (os mínimos esperados.
Haremos un estudio experimenta) pnra averigunr el grado de
comprensión lingúísticn en alumnos con dificultndes, queremos snber si
existe una relación significativa entre comprensión verbal y estrntegias
utilizadas. ^
La muestra está formnda por estudiantes de 1° y 2° curso de E.5.0.
(Educación Secundaria Obligatorin) niños y niñas, con edndes comprendidas entre
los 12 y 14 años, ninguno presentaba discapacidad auditivn.
Recibieron en su aula habitunl, todos por la mañana, el mnterial
oportuno facilitndo por la experimentadora (la misma para todos los grupos); la
participación fue voluntnrin. Hay que destacar el alto grndo de colaboración
y la inestimnble ayuda prestada por todo el personnl de los dos colegios
donde se realizó el trabajo.
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Parn estudinr et grado de comprensión verbal y las estrategias
utilizndas, hemós elegido un texto desconocido por los estudiantes, tnnto
en su contenido como en su materia, fue elegido trns revisnr una selección
lecturns incluidas en los libros de distintas editoriales para In asignaturn de
Lengun y lecturns ndecundas para estns edndes. Tras una puesta en común
con el director de esta Tesis, acordnmos usar un pequeño fragmento de
José Luis Pinillos.
Los nlumnos eswcharon el texto grabndo en formato mono (así
anulábarnos In verrtaja evolutivn que poseemos los humanos de Ia escuchn estereofónica),
posteriormente respondieron a una serie de preguntns sobre Io eswchado;
con ello obtendríamos el grado de comprensión verbal. Las estrategias
utilizndns se reflejnron en un cuestionario confeccionndo por nosotros.
A continuación se les pasó unn prueba de memoria auditiva inmediatn,
e) M.A.I. (A. Cordero Pnndo, TEA Ediciones,S.A.).
Queríamos con ello responder a las preguntas: Lqué dificultades
encuentran los estudiantes nl comprender un discurso?, iqué modelo
utilizan?, ide qué estrategias se valen?.
Consideramos que la facultad lingú^stica procede de la evolución
de Ia especie y su núcleo es de naturalezo semántica. Nuestra hipótesis
es que las dificultades que presentan algunos esfudiantes en
comprensión lingúistica auditiva, en parte, están determinada.s por no
utilizar un modelo de comprensión ndecuado. Asimistno, las estrotegias
,yuegnn un importante pape! .
Para demostrnrlo realizaremos un experimento en e) que obtendremos
los modelos de comprensión ora) utilizados, tanto por el grupo experimental
como por el de control. Igualmente, pensnmos que Ins estrategias empleadns
por cada grupo difieren.
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Utilizaremos la tecnología del habla pnra hacer una prueba y
mostrar el primer paso de la °comprensión" en los sistemas informáticos.
Obtendremos un modelo de lengua je (según concepto uti^izndo en tecnologín del hnbin), e
intentaremos establecer una compnración entre respuestns dndas por los
alumnos y por el ordenndor.
Queremos recordnr que los ordenadores sólo poseen la información
que previanente hemos introducido, son herrnmientas creadas por el
hombre.
30. PRIMERA PRUEBA (nlumnos}.
30.1. Método.
Para estudiar el grado de comprensión verbn) y las estrategias
utilizadas, elegimos un texto desconocido por los estudinntes, tanto en su
contenido como en su materia. (Anexo 1}. Sobre este texto se les renliznron
unn serie de preguntas, con elló obtendríamos el grado de comprensión
verbnl (Anexo 2}.
Asumiendo las críticns que se derivan de los autoinformes n través de
cuestionarios (accesibilidad introspectiva, desenbilidnd social etc.}, nos pareció que
éste era uno de los métodos comunes a la horn de investigar estrategins
cognitivas y metacognitivas, pnrn numentar In fiabilidad de estos datos
tomamos una serie de precauciones (Garner,1988), entre ellas:
Recoger información sobre nspectos concretos.
Disminuir ef tiempo entre actividad e informe.
Preguntar a(os su jetos sobre lo que hncen, no por qué lo hacen.
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Igualmente, es una forma útil de evaluar el conocimiento y uso de
estrategias cognitivas y metacognitivas , resultando adecuado en entornos
educntivos al resultar fnmiliares a profesores y nlumnas ocasionándoles
Ins mínimas molestias.
Los primeros ítems sobre estrategias los obtuvimos ndaptando los
utilizados en una investigación realizada por Snntiuste y col. {1992},
nñadiendo los que nosotros elaboramos, el resto de ítems nos los
proporcionnron los sujetos que efectuaron distintns pruebns similares
previas a esta tesis.
Confeccionamos dos cuestionarios. EI primero (nnexo 3} compuesto por 26
ítems, daba cuenta de aspectos tales camo: identificación, selección-
integración y conclusión. EI segundo cuestionario (Anexo 4), formado por 41
ítems pretendía desvelar los aspectos metacognitivos: escucha, selección,
planificnción, ekzbornción y organización. Cadn ítem presentnba cuntro
opciones, a Ia clnve N se le daría 1 punto, a CN Z puntos, a CS 4 puntos y n
5 5 purrtos. E) valor central 3 se eliminó para que se decnntasen hacia uno
u otro polo del continuo.
3Q.1.1.Sujetos.
La muestra la formaron alumnos de E.5.0., niñas y niños, ninguno
presentnba discapacidad nuditiva. EI grupo experimental lo componían 31
chicos y 12 niñas que presentaban dificultades en lengua, algunos de ellos
además también tenían problemns de aprendizaje en matemáticas y lengun
inglesa. {Tablas: i, 2 y 3).
236
Frecuencins
^ SEXO DIFICULTADES
N Válidos
Perdidos
158
0
158
0
Tabla 1: estadísticos.
Tabla de frecuencia
Frecuencia Porcentnje Porcerrtaje Porcer^taje
Válido Acumulado
Válidos .00 41 25.9 25.9 25.9
1.00 117 74.1 74.1 100.0
Total 158 100.0 100.0
Tabin 2: sexo
Frecuencia Porcentnje Porcerrtaje Porcerrtnje
Válido Acumulado
Válidos .00 115 72.8 72.8 72.8
1.00 43 27.2 27.Z 100.0
Total 158 100.0 100.0
Tabin 3: Dificultades
30.1.2. Material.
• Grabadorn mono portátil Pnnasonic, modelo RQ-L 309.
• Cinta de cnssette en la que se había grabado previamente el discurso
{tnnto la grabación como la reproducción se realizaron en mono con el fin de poder
introducirla posteriormente en el sistema informático, es sabido que el poseer dos
oídos nos permiten la escucha en estéreo. Nuestro objetivo era aislar al máximo la
varinble observnda y de este modo, la comunicación no verbnl quedaba excluidn).
• Cuadernillo de respuesta de comprensión oral.
• Cuadernillo de respuestas de estrategias de comprensión utilizndas.
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• Cuaderni Ilo de respuestas de estrategias de procedimientos de
comprensión, {pretendín desvelar aspectos metncognitivos: escucha, selección,
planificación, elnboración y organiznción)
• Ho ja de respuestas para la prueba de memoria
• Progrnmas SP55 y EXCEL para el análisis de dntos.
30.1 _3.Procedimiento.
Se explicó a(os alumnos que realizarían una prueba sobre
comprensión oral, se les pedía el máucimo de ntención, y silencio. Recibieron
cada uno el primer cuadernillo (Anexo 2}. Cualquier pregunta sería respondida
tras levantar la mano y Ia experimentadora se acercaría a contestar.
Disponían de 25 minutos, si terminaban antes, guardnrían silencio, los datos
personales sería lo último çue escribirían. Si no habínn escuchado bien lo
indicarían en el cuadernillo, controlábamos así In fnltn de comprensión por
deficiencins de sonido.
Se les informó de que escuchnrían una grnbación tres veces, la
primera para familiarizarse con el sonido, la segundn con una voz mnsculina
y In tercera con una voz femenina. Escucharon la primera, un breve texto
de) Profesor José Luis Pinillos (Anexo ^}, el título fue omitido parn no
facilitar la comprensión; como era previsible hubo protestas y la
experimentadora recordó In necesidad de atención y silencio absoluto parn
poder percibir el sonido; esta segundn vez, se situó nl firwl de la clase para
controlnr In diferencin de intensidnd ncústicn que exíste entre la primera y
última fila, reinó In ntención y el silencio fue absoluto, In tercern vez
escucharon In grabación mientras la experimentadora se paseaba entre las
f i(as de clase, (os alumnos podían girnr la cabezn para oír.
Comenznron n responder a Ins preguntas, quienes terminabnn se
mantenían en silencio. Los que presentaban problemns con Ias definiciones
se les pidió que rellennsen la última hojn, nos interesnba snber si conocían el
significndo, no su capacidad de expresión.
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EI segundo cuadernillo {anexos 3 y 4} lo recibieron al finalizar todo el
grupo. Disponían de tiempo ilimitado, si no conocían una palabra la
experimentadora o los profesores que colaboraban les explicarían su
significndo.
Finalmente, se les pasá una pruebn de memoria auditivn inmedinta
{M.A.I.), la ho ja de respuesta fue adaptada por nosotros para facilitar In
taren {Anexo 5}, pretendíamos controlar la variable contaminadora más
importante, la memoria y estudiar su incidencia en In prueba.
30.1.3. i. Criterios de corrección.
^roboción ora^l
Mediante un acuerdo entre jueces, profesores de Enseñanzn
Secundaria en e,yercicio (de Lengua Españoln, Lengua Francesa, Biología y Músicn} y
otros titulndos, se fi jaron Ios criterios de corrección de) siguiente modo:
Pregunto 1. Se (e asignaron seis puntos. Dividimos el texto en Ins ideas
relevantes y las secundarias, mencionar todas representaba la máxima
puntuación. ^
Pregunta 2. Dos puntos.
Pregunta 3. Recibía 2 puntos, 0' 1 por cnda palnbrn, eran ZZ pnlabras pero
nl producirse un error de transcripción en los protocolos y quednr escrito
idividuo en lugar de individuo, fue eliminada.
Cuestionarios de estroteQias utilizodos
5{siempre) era la máxima, 5. CS (caso siempre), 4. CN {casi nunca) 2. N
{nuncn)1.
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3C}.1.4. ^iseñ+; y variables
Confeccionamos un diseño experimental multivariado, trnbajamos con
dos grupos, uno presentaba dificultades de comprensión lingŭísticn, el
criterio utilizndo para fijar estn particulnridad ha sido la información
proporcionadn por sus profesores de lengua espnñoln, inglesa y mntemáticas,
el grupo control no tenía dificultades. Las variables que consideramos
fueron: memorin (Iógica, numérica, asociativa), comprensión nuditiva (resumen, idea
principal, vocnbulario, comprensión total), y estrategins que uti^izaban para
comprender, las agrupamos en ocho vnriables: identificación, integración,
conclusión, escucha, selección, planificación, elnboración y organización.
Las vnriables contaminadoras: experimentndor, material, condiciones
acústicas, centro educativo, nivel socioeconómico y edad fueron controladas
por igualación.
Las varinbles organísmicas y el sexo se controlnron alentoriamente, la
memoria a^uditiva inmediata, variable cualitntiva importantísima en la
comprensión lingiiística no pudo ser controladn por medio del diseño
experimentnl por, la no equivnlencia de su jetos y utilizamos un análisis de
covarianza, es decir, control estadístico.
31. SE6UNDA PRVEBA, (computadoras).
Con esta segunda prueba sólo pretendimos mostrnr e) primer paso que
es necesario efectunr en la comprensión oral utiliznndo la tecnología del
habla. Hn quedado suficientemente expuesto en Ia parte teórica que uno de
los problemas sin resolver es la necesidnd del número tan importante de
frases que precisa el reconocedor para generar modelos, (ver punto 23).
31.1. Método.
Queríamos originar un modelo de lengun,^e (según el concepto utilizndo en
tecnología del habla) , el texto utilizado fue el mismo presentado a los
estudiantes (Anexo i}. Igualmente querínmos saber qué pnsaría si (e
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introducíamos las oraciones incomplptas que rellenaron los nlumnos (Anexo
2,a}. La única informnción de que disponía el ordenador era la señnl vocnl,
con ella realiznría el modelo de lenguaje.
31.1.1. Material.
Vamos a enumerar los recursos materiales de que dispusimos:
• Para (a fase de reconocimiento:
Grabadora mono portáti) Panasonic, modelo RQ-L 309.
Cinta de cassette utilizada en la prueba con los alumnos.
Reconocedor Vin Voice 98 de IBM.
Ordenador PC, modelo Pentium III, 450 MHz.
Tar,^eta de sonido Sound Blaster PCI 128, (para la digitnlización del sonido}.
• Para la fase de generación y evaluación del modelo de lenguaje:
C.M.U. Stntistical l.nnguage Modeling Toolkit.
Progrnmas:
Para generar LM (modelo de lengua je):
tex2wfreq; text2idngram; idngram2lm.
Para evaluar las ornciones incompletns:
eval Im
31.1.2. Procedimiento. ^
Los pasos que tuvimos que dar fueron:
Primero fase. Generación del modelo.
La señal de voz (Anexo i a) se introdu jo en el ordenador mediante su
digitalización, con ello obtuvimos dos archivos de sonido, uno parn cnda tipo
de voz, mnsculina y femenina. Para esta operación utilizamos un ordenador
PC, modelo Pentium III, 450 MHz, una taryeta de sonido Sound Blaster PCI
128 y el Reconocedor Via Voice 98 de IBM .
EI reconocedor, tras un entrenamiento, identificó casi la totalidad de
Ins palnbras (Anexo b), debe observarse que no nparece ningún signo de
puntuación.
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Utilizamos el pnquete de programas Stntistical Langunge Modeling
Toolkit de la C.M.U. (Carnegie Mellon University de Cambridge}, para Ia
fase de generación del modelo: tex2wfreq; text2idngrnm; idngram2lm,
obteniendo un modelo de lenguaje (LM}, (Anexo ^
Queremos señalar que el texto empleado es exngeradamente
reducido, por lo Que no es el ndecuado para generar modelos estadísticos.
Segunda fase. Evnlunción del modelo.
Realizamos unn prueba para observar qué sucedía si, contando con
este modelo, introducíamos las oraciones incompletns pasadas n los alumnos
(Anexo 2, a}, insertamos todas Ias opciones ofrecídas y examinnmos qué
ornción presentnba la máxima probnbilidad, esa sería la elegida por e)
ordenndor (Anexo 8}.
Significamos que suministrar las respuestas correctas y luego.
preguntar no habría tenido sentido nlguno, Es decir, no hemos etiquetndo,
no hemos construido annlizador, recordamos que las redes semúnticns se
hacen a mano para cnda aplicación, queríamos practicar una mera
evaluación del modelo obtenido, y tras observnrla comparar los resultndos
con Ios alcanzado en el grupo experimental, el de contro) y su totalidad.
31.1.3. Diseño y vnriable.
^iseñamos una prueba en la que Ia variable a observar fue In
comprensión lingiiística oral, para posteriormente establecer unn
compnrnción.
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32. RESULTADOS.
Recogidos los datos y corregidos obtuvimos:
32. 1 Primern pruebn, (alumnos).
Correlnciones (anexo 9 n.)
Las correlaciones obtenidas entre las variables annlizadas (memorin
lógica, metnoria numérica, tnemoria nsociativn, resumen, idea principal, vocabulario,
comprensión total, identificación, integrnción, conclusión, escucha, selección, plnnificnción,
elaboración, y organización) , indican que son significativas:
Iden principal con el resumen .410
Vocabulario con el resumen .225
Vocabulnrio con rr►emoria (ógica .252
Vocabulario con mernoria totnl .244
Comprensión totnl con memorin (ógica .242
Planificación con iden principnl .252
Tntegración con vocabulario .233
Planificnción con comprensión totnl .254
Elabornción con organización .657
Integración con selección .b46
Plnnificación con organiznción .619
Selección con elaboración .597
Planificación con elaboración .590
Selección con organiznción .589
Selección con planificación .587
Integración con organización .542
Integrnción con elnbornción .511
Escucha con selección .454
Integración con plnnificación .452
Escuchn con orgnniznción .393
Escucha con elabornción .345
Integración con escuchn .340
Iderrtificnción con integración .319
Conclusión con organización .305
Conclusión con escucha .299
Conclusión con selección .285
Integración con conclusión .275
Identificación con planificación .275
Iderrtificnción con orgnnización .275
Conclusión con planificación .240
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P^ueba T (Anexo 9b.)
Las pruebas parn muestras independientes arro jnn diferencias entre
el grupo experimentnl y el de control, encontrnmos puntuaciones más altns
en los su jetos sin dificultades en memorin y comprensión. No hay
diferencias entre los dos grupos en estrategias de comprensión. Además, In
memorin lógicn se relnciona con varias de comprensión.
Anólisis factorial (Anexo 9 c.)
Realizamos un análisis factorial de Ins 8 variables en las que
ngrupamos Ins estrategins: identificación, integración, conclusión, escucha,
selección, planificación, elabornción y organización. Sólo se extrajo un
factor con un 53,339 de la vnrianzn.
Prueba T(Anexos 9 d. 9 e y 9 fl.
Utilizamos pnrn esta pruebn como variable el único factor obtenido
de Ins ocho escnlns de los dos cuestionatrios de estrntegias (9d}. Igualmente,
realizamos In prueba para muestras independientes parn cada uno de los
ítems, primer cuestionnrio {Anexo 9 e) y segundo cuestionnrio (Anexo 9 f}.
Lns únicas diferencias se dieron en el ítem 6,15,16 y 18 del primer
cuestionario (mayor puntuación el grupo sin dificultades), y en el ítem 24
(mayor puntuación el grupo con dificultndes). En el segundo cuestionario sólo
el ítem 14 arro^ó mayor puntuación en (os alumnos sin dificultndes.
Análisis de varianzn univoriado (nnexo 9 Q.).
Finalmente, eliminamos la memoria lógicn estndísticamente renlizando
un análisis de covariables y los resultados fueron iguales estndísticamente.
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Frases incompletas y aróficos (Anexo 9 fíi.
Los resultndos de Ins frases incompletns fueron:
media di 0,929 Q,881 0,976 0,97fi 0,976 O,fi67 0,738 0,905 0,976 0,595
media Q,956 Q,943 Q,956 0,994 0,981 0,778 Q,848 0,962 0,994 0,709
Sx di 0,261 Q,328 0,154 0,154 0,154 0,477 Q,445 0,297 0,154 0,497
Sx 0,2Q6 0,233 0,20fi Q,08 0,137 0,417 0,36 0,192 Q,08 0,456
esfuerzo,gestación,genio,aprender,vestigar,herenáa,inteligenáa,biología, límite,naturaleza
La única frase en la que obtienen mejores puntuaciones los alumnos
con dificultades es al utilizar la palabra genio.
En el anexo 9 fipodemos observar (os gráficos correspondientes a la
comparación entre los dos grupos en: palnbras, memoria, comprensión y
estrategias, es decir todas Ins variables que hemos estudiado y la pruebn de
completar ornciones.
32.2. Se.gunda prueba, {computadoras).
Tras ser reconocido el texto los agrupamientos fueron:
^-^:
-0. s441 us> ^ en
-0.17G1 de las personas
-0.1761 la psicología actual
-0.1761 por la herencia
Aparecían 3 trigramas, las agrupaciones más frewente en el modelo
de lengua,^e elaborado con tan sólo 130 palabras de vocabulario, (recordamos
que trigrnrnas son tablas que establecen In frecuencin de ocurrencin entre secuencins de
tres unidades).
En In fase de evnlunción de el modelo obtenido, los resultados (Anexo
8 a}, indican que no ninguna respuesta resultó elegidn correctnmente , por lo
que no pudimos realiznr compnración alguna.
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Insistimos en que esta pruebn con computadoras tenía como ob jeto la
descripción de cómo se generan modelos de lengua^e estadísticos y cómo se
realiza su evnluación. Son modelos basados en la cantidad y se deben
generar vnrios modelos hastn conseguir una evalunción satisfactorin,
recordemos que uno de los principales problemas en tecnologín del habla es
el número tnn importante de pnlnbras que deben ser incluidas en el
vocabulario a In horn de desarrollar una nplicación.
33. CONCLUSIONES.
33.1. Primern pruebn, {alumnos}.
En toda (a muestra:
• La idea principal correlaciona con la comprensión total.
• Memoria, comprensión y estrategias correlacionan.
• Las estrategias entre sí presentan unn nlta correlación.
• La memoria (lógica, numérica y asociativa) no correlaciona entre sí.
• l..n prueba de comprensión entre sí correlnciona.
• Se puede dar el caso, de que con pocn memorin sen posible comprender
como indican Ins correfaciones entre resumen y memoria lógica {.196) y
memoria total y comprensión total (.188).
Las pruebas para muestras independientes arrojnn diferencias entre el
gupo experimental y el de control.
•^os alumnos con dificultades presentan menor puntuación en comprensión
y memoria.
• Obtuvimos un solo factor de (as ocho vnrinbles en Ins agrupamos las
estrategias de comprensión.
• No se dieron diferencias en Ins estrategias que utilizan (os dos grupos
parn comprender un discurso en el segundo cuestionario, únicamente, en
e) ítem 14, mayor puntuación en el grupo sin dificultades (identifico la
organización del diswrso). Lns diferencias se dieron en el primer
cuestianario, ítemS 6{Las pnlabras mal pronunciadas, las corri^o pnra
comprenderlas) 15 {8usco en mi memoria conocimientos previos sobre el tema.),16
(Relaciona las ideas que escucho con las alrnncenadas.}y 18 (Estnblezco conclusiones.
m or puntunción el grupo sin dificultades}, y en el ítem 24 (La entonación me
ayuda a comprender), m or puntuación el grupo con dificultades).
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• AI no snlir diferencias significativas entre los dos grupos al analizar. las
escalas, podemos concluir que todo el grupo utilizó las mismas
estrategins para comprender el discurso.
• EI vnlor heurístico de este campo es innegable, interesn y sigue
interesando.
• Las primeras dificultades aparecen con la memoria y el vocnbulario.
33.2. Segundo prveba (computadoras).
• Sólo pudimos obtener un modelo de lengua je puesto que el vocabulario
ern muy pequeño.
• En los tres trillaras resultantes aparecen palabras imprescindibles parn
la comprensión: (recordamos que es un modelo estndístico}
"De las personas, la psicologín actual, por la herencia"
Pero no aparecen otras importnntísimas para comprender como:
"inteligencia, desarrollo"
Por otro lado, es indudable que lo que más se repite es (o que más
interesa, se suele observnr tanto en la vida cotidiann y mucho más en
ciertas pntologías.
Nuestro texto resaltaba el desarrollo de la inteligencia y In ayuda
que la Psicología actual puede ofrecer para conseguirlo, por lo que el modelo
no estaría muy lejos de ofrecer "algo de comprensión".
• IVo hn sido posible elaborar redes semánticns, puesto que se construyen
manualmente para cada aplicación, por lo que no ha habido etiquetndos y
no hemos utilizado parsing, no obstnnte, hemos mostrado cómo se da el
primer paso parn Que una máquinn °comprendá `.
• Estamos en el "arco reflejo de Ic cotnprensión lingúistica artificial",
linenl, es estímulo respuesta.
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• La máquina no crea, reproduce lo que previamente recibe, el nombre de
computadora es más apropindo, hace operaciones, utiliza nlgoritmos. Son
(as personas quienes crean (os programas, las herramientas y descubren
su uso. ^
• Las tecnologías del tratamiento de voz son indispensnbles para fncilitar
la vida cotidiana, emular el comportamiento hombre-máquina
imprescindible.
• EI valor heurístico de este cnmpo es innegnble, interesa y sigue
interesando.
• Es necesario elaborar modelos genernles predictivos simples, reducidos y
precisos en los que no sea necesnrio un número elevado de dcrtos.
Consideramos que las soluciones sencillas suelen ser las correctas.
• Telefónica I+D utilizn un analizador semántico, fundamentnlmente
porque con ello se obtienen resultados satisfactorios a la horn de
°comprender" esto ha sido posible tras el desarrollo de herramientas
que hnn permitido implementar, lo que n nivel teórico se conocía
• Todos los factores son contemplados en tecnología del habla, hnn
quedado suficientemente expuestos en Ia parte teórica de esta tesis, no
obstante, quedn demostrado que el núcleo semántico es el criterio
óptimo utilizado en "el arco reflejo de In comprensión lin iiíq sticn
artificinl".
•!AS investigadores que materialicen los proyectos en tecnología del habla
deberán provenir de distintas disciplinas, entre Ins que no debe de fnltar
la psicología. EI hombre es el usuario de la técnica en todos los ámbitos:
los transportes, la biología, Ia medicina, sobre todo In cirugín. La
revolución, ha alcanzado todas Ins disciplinas.
• Estamos en In sociednd de la información, la camunicación hnbinda
precede a la escrita, es el primer peldaño y debe estar fuertemente
consolidado para pisar firme en el siguiente, por ello debe
perfeccionarse.
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33.3. Síntesis.
Respecto a nuestra hipótesis principal podemos afirmar que nuestra
muestra parece ser que utiliza e) mismo modelo para comprender, todos
utilizan las mismns estrategias, (as diferencins son cuantitativas y debidns n
variables orgnnísmicas, entre ellas la memorin.
Ln faltn de vocabulario es la primera dificultad en el grupo con
dificultndes, además este grupo se apoya en la prosodia para poder mejornr
su comprensión. La falta de memorin de trabajo les impide corregir palabras
mal pronunciadas, buscar conocimientos previos y relacionar ideas en su
memoria a largo plazo. Igualmente son incapnces de encontrnr el hilo
conductor que es la iden principal.
La comprensión es tnn lenta que no pueden procesnr, podríamos
establecer un pnralelismo con lo que sucede al comenzar a nprender una
lengua extrnn jera, los recursos los gastamos tratando de comprender
fonemas, pnlabrns, estructurns etc. Aparecen tnntos huecos que es
imposible que comprendamos. Hastn que no conseguimos los primeros
nutomatismos es imposible Ilegar a In estructuro profundn de la oración.
No existe unn relación significativn entre comprensión verbnl y
estrategias utilizadas, es decir, ĉomo todos son sujetos normales, el grupo
sin dificultades tiene "más de lo mismo". Las mayores dificultades vienen
determinadas por la faltn de vocabulario y memoria. Es e) significado lo que
va n permitir organizar la comprensión.
Ha quedado demostrado que los progrmm^s informáticos imitan nl
hombre n niveles elementnles, en Tecnología del Hnbla se están utilizando
prioritariamente modelos semánticos, como sosteníamos en nuestrn
hipótesis.
Nos ratificamos en el modelo propuesto en el punto ib.5.
IV PARTE: Propuestn.
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34. INTRODUCCIÓN.
EI Parlamento Europeo y el Consejo (Decisión n° 182/1999/CE} en
su quinto programa marco aprobó, un programa específico de
investigación, desarrollo tecnológico y demostración sobre "La sociedad
de Ia información fácilmerrte accesible a los usuarios".
Pnra disminuir las dificultades de comprensión oral, expondremos
brevemente nuestra propuesta de me jora. Dado que lo más natural es el
lenguaje hablado el objetivo será In generación de proyectos en los que se
utilicen la tecnología del habin.
Hnsta nhorn (os sintetizadores de voz han mejorado las condiciones
de vida de muchas personas, igunlmente los reconocedores de voz son
capaces de e,^ecutnr órdenes por medio del habla, el siguiente paso es la
interacción hombre-máquinn utilizando como interfaz (a voz.
Cabe destncar el trabajo realizndo en España en el marco del
proyecto "Interfaces multimodales para comunicación hombre-máquinn"
financiado por la Comisión Interministeria de Ciencia y Tecnologín y
desarrollado por vnrins Universidndes Españolos desde Z997: Universidad
de Granada {Grupo de Procesamiento de Señnles y Corrtunicaciones) Universidad de
^go (Grupo de Teoría de Señales} y Universidad Politécnica de Madrid (Grupo de
Aplicaciones de Procesado de Señal).
Coincidimos con Poza-Lara (1999) en que se parte de posibilidades
tecnológicas y no de) usuario final como principa) mnndntario, es punto un
de vista excesivamente técnico y no psicológico. Las etapas de actividad
en una interacción hombre-máquina son: (Pozn-Lara,1999^.
250
OBJETIV^S
GENERACIÓN DE
INTENCIONES
!
DEFIIVICIÓN SECUENCIA ACCIONES
!
EJECUCIÓN
Actividad física
EVALUACIÓN
1
INTERPRETACIÓN
i
PERCEPCIÓN
Los investigndores que mnterialicen (os proyectos que involucren
cualquier tecnología, en el caso que nos ocupa el habla y particulnrmente la
comprensión oral, deberán provenir de distintas disciplinas. EI hombre es el
usuario finnl.
Nuestro interés se centra en (n comprensión ornl, no podemos olvidar
que si no se domina esta destreza, difícilmente dominnrá el resto:
expresión ora) , lectura y escritura. l.os sujetos con dificultndes utiliznn
gran cantidnd de recursos cognitivos en (os procesos de lecturn al no haber
conseguido su automntización, esto frena su desarrollo.
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Tras ĉonsiderar los resultados de la fnse experimental creemos que
estas tecnologíns pueden ayudar no sólo a la población con algún tipo de
discapncidad, sino a mejorar el dominio del lenguaje en el resto de
individuos, con el consiguiente beneficio social. Pretendemos que las
máquinas nyuden al hombre en In ejecución de tarens.
Vnmos a renlizar una descripción esquemática de nuestra propuesta.
34.1. Objetivo
Crear un programa de npoyo, para la mejora de la comprensión ornl.
Estnrín estructurado en forma de arbórea, en cada árbol se instnlaría
un texto representativo según nivel y ednd, el acceso sería por medio de un
array dinámico parn cada árbol a manejar, estos árboles se desplegarían
(texto, oraciones, palnbras, morfemas, fonemns) , además para cada estructura
(texto} existiría un indicador que marcarín cuanta memorin está activa y un
localizndor con el nombre del fichero y los parámetros de entrada (según la
edad y progresivamente, cnrgaría mús información).
34.1.1. Funciones
• Cnrgar el texto seleccionndo.
• Cargn en el array dinámico (esto permitirín pasar de un texto n otro, por lo que
Ilevarín un localizador de cada fichero).
. ACtivar (se empezaría a escuchnr el texto que previamerrte estnría cargndo en
memoria, con el vocabulario pertenecierite a esn estructura}.
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• Desczctivar (se desnctiw ese texto, pero no la memorin principnl, para poder pasar a
otro texto).
• DeSCargar (el texto elegido desde la memorin principal).
• Activar, desactivar, descargar palabras correspondientes al texto
elegido (tendría nsociado un diccionario que proporcionaría e^emplos de oraciones
según se (e pidiese sinónitnos o antónimos}.
34.1.2. Estrucivro
Las funciones estarían repartidas en varios módulos:
• Fi cheros de entrnda:
• Fichero fonemas.
• Fichero SenoneS (probabilidad transición y parúmetros de guía}.
• Fichero de diccionario: (pnlabrns, lista fonemas, resultados, comodines,
categorías sirrtácticas, cntegorías semárrticas}. Va a varios ficheros de
salida.
• Fichero de diccionario de ruido.
• Fi chero de modelo de lengua je.
• Ficheros de snlida:
• Fichero string de resultndo.
• Fichero string de mapeados.
• Fichero mapendo resultado.
• Fichero comodines.
• Fichero categoría sintácticn.
• Fichero mapeado categoría sintáctica.
• Fichero binnrio de senones.
• Fichero binnrio de modelo de lenguaje.
• Fichero de árbol de búsqueda (ndetnás de órbol contiene tablas de contexto).
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34.1.3. Utilización.
EI usuario accedería por medio de órdenes orales al programa. No
creemos deba utilizar la lecturn ni la escritura, el objetivo es In
comprensión ornl y su desarrollo.
Es un diálogo hombre-máquina en el que la máquina ofrece una serie
de opciones y el usuario elige y cambia órdenes ornlmente.
Se fi jarían perfiles definidos de usuarios con unas condiciones
f i,^adas.
34.1.4.Beneficios
La tarea monótona y repetitiva se debe dejar n las máquinns, los
profesores corregirían, orientarían y encnuzarían el aprendizoyje.
La pronuncinción me jora al escuchar correctamente los textos.
Consideramos que In fonéticn está siendo olvidada.
EI primer peldnño del lengua^e, (a comprensión lingŭística oral, se
alcanzaría fácil y progresivamente.
34.2. F^jemplo de aplicación.
Tenemos un modelo Ilamado °parser" que "comprende" lo que dice el
usuario y agrupa formns semánticamente equivalentes. Ejem.:
Quiero escuchar el primer texto.
Deseo oír el texto primero.
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Equivalentes porque han realizado una seleccionado en el "pnrser" una
opción de las que previnmente el reconocedor les ha ofrecido. Sólo. se activa
un SLOT que es &oir_primero.
Luego, en el Gestor de Didlogo estos SLOT sólo son dos,
&escuchar primero y oir_primero y activan sus respectivas funciones.
Funciones :
Identificación del Usuario
Cambiar clnve de acceso.
Modificnción del texto solicitado.
Estnblecer nuevo nivel.
6es^tor de diálogo: Recibe las diferentes órdenes según (as funciones
nnteriores:
"quiero cambiar de texto",
"quiero cambiar de nivel",
"quiero cambiar Ia clave".
(también se ngruparínn semánticamente: quiero, deseo, me gustarín; catnbiar, modificar,
sustitu i r...)
Esta orden Ileva al perfil de usuario, se definen según Ias características
de estos:
• Perfil 1 puede realizar todas (as funciones.
• Perfil 2 no puede realizar la función de cambio de clave de acceso.
• Perfil 3 ndemás de la clnve, no puede establecer un nuevo nivel.
• Perfil 4 no puede realizar ningún cambio.
EI perfil 1 accede a Ia base de datos donde tendremos disponible todn In
información y el 4 sólo a unn parte de ella.
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36. Gl.OSARIO Y TÉRMINOS ACRÓI^IMOS
ABC: Mnrks, 1993, corrFempla las tres fncetas de la irrteligencia: artificial, biológicn y
computncionnl.
ACD: Siglas de " Automntic Cnll Distributor".
Acto de diálogo: cada una de las intervenciones de unn de Ins pnrtes que intervienen en el diálogo.
En inglés son conocidos como "speech acts".
ADPCM: Siglns de "Adaptative Pulse Code Modulation".
Agente KQML: Son agentes que se comunicnn con otros ngentes rr+ediante mensajes KQML.
Agente:Cada uno de los diferentes móodulos sofwareque cornponen la estructurn del
sistema I35. Éstos módulos se ejecutnn concurrentetnerrte, con posibilidad de hacerlo en
n+áquinas distintns, y se comunican eritre sí de forma nsíncronn mediante mensajes KQML.
AIR : Siglas de "Agencin de Tnteligencia de Red".
Anáfora: Una anáfora o fenómeno annfórico es una correferencia o identificación
establecida entre dos errtidades liniiísticas denominadas expresión annfórica y
nntecedente. Como expresión anafórica se e^rtenderá toda referencia a Ia representación
lingiiística de algiin objeto evocndo previnmente en el diálogo, represerrtnción ésta que se
denomina nntecederrte. La anáfora recursivn es un fenómeno que da cohesión y coherencin
al discurso, además de permitir, muchas veces, tnaritener una línea de atención parn el
interlocutor.
Annlizador Semántico: Módulo encargado de extrner el contenido semántico de una frase
representada textunlmente. Se encarga de nsignar cndenas de palabras a onceptos del
sistema de diálogo. De esta forma, cadn vez que el sistema de diálogo recibe una frase, el
analizador semántico obtiene el conju ►tito de conceeptos que mejor se ajustan a ella.
Annlizador Sintáctico-Sen+ántico: Modulo que se encarga de hacer el análisís semárrtico de
una frase representadn textualmente, pero teniendo muy en cuenta las restricciones
sintácticas del idioma deque se trate. Oe este modo es aapaz de conseguir un grado de
refinamiento mayor de (n frasew de entrada, pero a consta de un comportamiento menos
robusto frente a distir^tns formas de expresnr una misma idea y frerrte a errores de
reconociemiento.
ANS: Siglas de "Artificia) Neural Systems".
API : Siglas de "Application Progrnmming Interface".
ASCII : Siglas de "American Standnrd Code for Information Interchange".
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Base de da^tos voz: conjunto de ficheros de voz digitalizadn almacenada en cualquier tipo
de soporte ma^riético, óptico o magneto-óptico, empÍeadn para entrenar, probnr o evaluar
sistemas de reconocimiento de voz, o parn cualquier otro fin relacionndo con las
tecnologías del habin.
8nse del conocimiento: Fuente de conocimiento del sistema en la que se almacennn las
informaciones que éŝte necesita a In hora de Ilevnr a cbo la tarea. EI concepto de base de
conocimiento es más nmplio que el de base de datos, ya que una base de onocimiento puede
almacenar informaciones que normnlmente no aparecen en una base de datos {como por
ejemplo predicndos lógicos}.
Bases de dntos 8alanceadn: "balanceado" nsocindo a uno o varios criterios. Un criterio cual
el número de ^aeces que aparezca cada uno de los eventos regulados por dicho criterio sen
aproximadnmente igual, (hay fonéticamente, respecto al dialecto...)
CAS : Siglas de "Cerrtro de Administrnción de Servicios".
CIR: Siglas de "Centro de Inteligencia de Red".
Classic: Sistema de representnción del conocimierrto.
CLOS: Siglas de "Common Lisp Object System", o sistema de objetos de Commn Lisp. Se
trnta de una extensión del Common Lisp que soporta orientnción a ob jetos.
COMMON LISP: Uno de los múltipes dialectos de LISP. Este en concreto es un estándnr
que tratn de unificar y hacer converger a todos los dialesctos de LISP.
Conocimiento: En el terreno de Inteligencia Artificinl es común denominar como
conocimierrto a todo tipo de informaciones y datos en que se basn e) sistemn po:rn
desarrollar su labor. Por ello puede sustituirse la palabrn "conocimiento" por "datos" o
"informnciones".
Conversor texto-voz: Programn informático encargado de renliznr la conversión de un texto
de entrada en una señnl aaística similar a la que produciría un humano nl leer dicho texto.
Puede utilizarse de forma indistinta Ias palabras "sintetizndor de voz" y"converos texto-
VOZ".
CPU: Central Processing Unit.
CTI : Siglas de "Computer Telephony Integration".
CN : Sig las de "Converso Texto Voz".
DRS: Siglas em inglés de "Estructurns de Representnción del Discurso".
DTMF : Siglas de °Detección de Tonos Multi-Frecuencin".
DTR: Siglns de Discourse Representation Theory ,Teoría de Representación del Discurso.
ECS : Siglns de "Entorno de Creación de Servicios".
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FE : Siglas de "Funciones Especiales".
Ficheros basurn: DATOS NO COMPUTADOS, señal que identificn el reconocedor y elimina
por no ser relevnntes.
Grafo: Es una representación compacta de todas Ins secuencins de palabras que el
reconocedor de voz ha Ianzado como hipóotesis parn una secuencia habladn.
Independencia de locutor: Reconoce independiente un vocabulario especificndo pronunciado
por cunlquier persona que hable dichn lengua independiente de acento, dialecto, velocidnd o
volumen de pronunciación.
Independencia de vocabulario: capaz de reconocer palabrns que no se han utilizado parn
entrenar dicho sistemn.
Kernel: núcleo.
KQML: Siglas .de "Knowledge Query and manipulation Language". Se trai^a de un lenguaje
para el irrtercmnbio de información entre módulos softwere. Es el lenguaje que utilizan los
distintos agentes del sistema I35 pnrn comunicarse errtre sí.
LISP: Lengunje de programación basado en listas (LIST Programming} utilizado con
frecuencia en el campo de Ia Inteligencin Artificinl.
Loom: Sistema de representación del conocimiento.
Mensn,je KQLM: Unidad búsica estructuradora de In comunicación en el lenguaje KQML
para conseguir comunicarse entre sí. EI lenguqje KQML define In sintazxis y semántica de
todo el mensq^e KQML salvo su contenido. Los agerites KQML son libres para establecer
una forma de ponerse de acuerdo en la interpretación de dichos mensnjes.
O.K.B.C. : Siglas de "Open Knowldege Base Conectivity".
Ocelot: Sistema de representación del conocimiento.
OKBC: Siglas de "Open Knowledge Base Conectivity". Es un protocolo de ncceso a bnses de
conocimierrto que permite renlizar un ncceso unificado, independientemente del tipo de
sistema de representación del conocimierito que utilicen (ns bases de conocimierito
(Ontolingua, Loom, Ocelot, Cassic, u otros}. Este protocolo es realizndo por un sofware de
libre distribución.
PABX : Siglns de "Priv+nte Automatic 8ranch eXchange".
Perplejidnd: Es la media geométrica del número de palabras que pueden seguir a una determinada
pnlabra una vez nplicado el modelo de lenguaje. Es decir, el número máximo de pnlabras activas en
In fase de reconocimiento
Perplejidnd: Mide las restricciones que impone una gramática (número medio de palabras
de Ins que puede ir seguida cunlquier palabrn del vocabulnrio}. Cuando se habla de
perplejidad media de una base de datos, se indica In perplejidnd media de la gramática
que genernría las frases que la componen.. Proporciona información sobre el niv^el de
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incertidumbre que tiene el reconocedor cadn vez que termina de reconocer unn palabra y
debe comenznr n reconocer la siguiente. En el caso de palnbrns nisladas, in perplejidad
coincide con el tnmaño del vocnbulario.
PIN : Siglas de "Personel Identification Number".
PLN: Siglas de "Procesamierito del Lengunje Natural".
Relación señal-ruido: (RSR o SNR}, es diez voeces el logaritmo del cocierite entre e)
prornedio de potencía de señnl y el promedio de potencia de ruido presente en un fichero
de voz.
Robustez: Traducido directamente del inglés "robustness", significn capacidnd que tiene
un sistemn cualquiera para adnptarse a entornos ad^aersos como: ruido, canal, locutor,
tnrea, etc.
^ RTB : Siglas de "Red Telefónica 8ásica".
RTN: Siglas de "Recursive ^i"ransition Networks."
Ruido: Es cualquier señnl ncústica o eléctrica que corrtamine In señal de voz que queremos
reconocer.
Sistemns expertos: Son programas de computador en los que se codifica el conocimiento
de expertos en una cierta materia en forma de reglas de decisión (diagnóstico de una
enfermedad, diseño...).
Tasn de error: Este pnrámetro indica el porcentaje de veces que el sistema de
reconocimierito, es decir, de grupos de pnlabras de entre Ias cunles el sistemn va n
identificar las palabras reconocidas, tnnto si Ia palnbrn pronunciada por el usuario
pertenecía a dicho con,^unto, como si no.
Técnicas de rechazo: Todas las técnicas que permiten n un sistema de reconocimierrto
discriminar errtre qué palabras que pertenecen al vocabulario de la aplicación y la palabra
que no pertenece a) mismo. Con ellas se evita que ruidos extraños o palabras fuera del
vocabulario pronunciadas por el locutor.
37. ANEXOS
ANEXO 1
iEI desarrollo de la inteligencia
La inteligencia comienza ppr ser una función biológica y,
como tal, posee unos límites específ icos que varían, además, de
individuo a individuo dentro de ia especie. Cada persona, en
efecto, viene a la vida con un techo intelectual determinado de
antemano por la herencia o procesos ocurridos durante ia
gestación. En generul, e! tope impuesto por la herencia es
insalvable, al menos por ahora. Lo que ocurre es que
probablemente la mayoría de las personas permanecen durante
toda su vida muy por debqjo del límite de sus posibilidades. La
superioridnd de los genios no se debe exclusivamente a!os
elevados cocientes intelectuales con que una naturaleza generosa
ha querido dotarlos, sino asimismo a las posibilidades que les
brinda su circunstancia socia{ y, muy especialmente, al esfuerzo
personnl por realizarse a fondo como individuos.
La psicología nctual no se reduce, en consecuencia, a medir
los cocientes intelectuales de las personas pnrn darles su
correspondiente certificado de genialidad o tontería. Por todos
los medios a su alcance trata de investigar Ias condiciones de
todo tipo que eventualmente puedan facilitar el que toda persona
sea capaz de actualizar al máximo sus posibilidades mentales.
En cierto sentido, pues, (a psicología actual pretende que la
gente aprenda a ser más inteligente.
La mente humana
José Luis Pinillos
Biblioteca ^ásica Salvat
Salvat Editores S.A.
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ANEXO 1 n.
1La int^ligencia comienza por ser una función biolágica y,
como tal, pos.ee unos límites específicos que varían, además, de
individuo a individuo dentro de la especie. Cada persona, en
efecto, viene a la vida con un techo intelectual determinado de
antemano por In herencia o procesos ocurridos durante la
gestación. En general, el tope impuesto por In herencia es
insalvable, al menos por ahora. Lo que ocurre es que
probablemente ia mnyoría de las personas permanecen durnnte
toda su vida muy por debcŬo del límite de sus posibilidades. La
superioridad de los genios no se debe exclusivamente a los
elevados cocientes intelectuales con que una naturaleza generosa
ha querido dotarlos, sino asimismo a las posibilidades que les
brinda su circunstancin social y, muy especialmente, al esfuerzo
personal por realizarse a fondo como individuos.
La psicologfa actual no se reduce, en consecuencia, a medir
los cocientes intelectuales de las personas para darles su
correspondiente certificado de genialidad o tontería. Por todos
los medios n su alcance trata de investigar las condiciones de
todo tipo que eventualmente puedan facilitar el que toda persona
sea capaz de actualizar al máximo sus posibilidades mentales.
En cierto sentido, pues, la psicología actunl pretende que la
gente aprenda a ser más inteligente.
ANEXO Z
1CENTRO ....................................................................................................
NOMBRE Y APELLIDOS .........................................................................
EDAD ..........................:..........
SEXO ......................................
1. Resurne lo escuchado:
2. Destnca la iden principnl.
3. befine:
Inteligencia
8iología
2Límite
Idividuo
Herencin
Gestación
Genio
Naturaleza
Estuerzo
Investigar
Aprender
3Comp^eta tas orACiones siguientes con utnc palabra a elegir entre:
Inteligencia, biología, (fmite, individuo, herencin, gestoción, genio, naturaleza, esfuerzo, investigar, nprender
Generalmente, todos los estudiantes que realizan un
...............................consiguen buer^as calif icaciones.
La mu jer de mi hermano ha ido al sanatorio ha dar a luz porque ha Ilegado
la hora del parto, es decir ha finnlizado la ......................................
Marconi fue un ..............................
Para .......................................... a tocar el violín hay que trabajar duro.
Para descubrir algo hay que .........................................................
EI color del pelo y de los o jos se debe a la ....................................
Poseía una ......................................... adecuada, esto le permitía solucionar
todos los problemas que (a vida le iba planteando.
Entre sus asignaturas favoritas se encontraba la .................................
Ese lugar era para el ...........................................que lo había reservado.
Habían Ilegado nl .............................................de sus posibi lidades.
Su entrenamiento, unido a una ........................................... fuera de lo común,
le permitían correr mucho más rápido que el resto de sus compañeros.
ANEXO Z a
iComaleta las oraciones siEuientes con una aalabra a etegir entre:
Inteligencia, biología, límite, individuo, herencia, gestación, genio, naturaleza, esfuerzo, investigar, aprender
Generalmente, todos los estudiantes que realizan un ...............................consiguen
buenas calificaciones.
La mujer de mi hermano ha ido al sanatorio ha dar a luz porque ha llegado la hora del
parto, es decir ha finalizado la ......................................
Marconi fue un ..............................
Para ...................... a tocar el violín hay que trabajar duro.
Para descubrir algo hay que .........................................................
El color del pelo y de los ojos se debe a la ....................................
Poseía una ......................................... adecuada, esto le permitía solucionar todos los
problemas que la vida le iba planteando.
Entre sus asignaturas favoritas se encontraba la .................................
Ese lugar era para el ...........................................que lo había reservado.
Habían llegado al .............................................de sus posibilidades.
Su entrenamiento, unido a una ........................................... fuera de lo
común, le permitían correr mucho más rápido que el resto de sus
compañeros.
BIBLIOTECA
ANEXO 3
I^ CUl',y^LIOt^i^01-'t^l2r^i;ONCX;}^[t t)1!I; ES'I1^^17'EGL^1S;tTI'II:1L,A^ PE1R.h C()MI'RFNDE•R':UNDISCURSO ^
Las preguntas qne a continuación vas a responder, pretenden conocer qué estrategias utilizan
habitualmente los oyentes al escuchar un discurso. No tiene otra finalidad que la investigación,
y no es un instrumento de evaluación de rendimiento académico. Por ello, te pedimos que
contestes lo más s'niceramente posible.
INSTRUCCIONES : Valora en qué grado utilizas habitualmente, cuando escuchas, cada una
de las estrategias que se mencionan. Para ello utiliza la siguiente clave:
N =Nunca
CN=Casi nunca
CS=Casi siempre
S =Siempre
MUCHAS GRACIAS POR TU COLABORACI N.
, ,. . .. F , ^ :;Ti~ iAS^I'1T1i^,ZAC3^tS; ,`^,*'^, ,q ^`^S^
Identifico fonemas
Identifico palabras
Selecciono las palabras que tienen un significado para mí (conozco el idioma)
Las palabras que no comprendo las elimino
Palabras conocidas, pero que no sé su significado, las mantengo en la memoria
Las palabras mal pronunciadas, las corrijo para comprenderlas.
^os enunciados sintácticamente erróneos los corrijo
Selecciono los conceptos relevantes
Sintetizo cada oración
Integro palabras desconocidas, significativas por el sentido de la oración
Las palabras que no puedo integrar las elimino
Las oraciones mal expresadas, las reordeno para encontrar significado
Las oraciones (expresiones), las uno para formar proposiciones(significado)
Elaboro esquemas
Busco en mi memoria conocimientos previos sobre el tema
Relaciono las ideas que escucho con las almacenadas
Establezco conexiones entre las proposiciones escuchadas y mis ideas
Establezco conclusiones
Elaboro inferenciaS (Información nueva a partir de otra nueva)
Cuando el tema me interesa, presto mayor atención
Si el tema no me interesa me cuesta atender
Mi recuerdo mejora cuando el tema es de mi interés
La entonación me ayuda a comprender
Si no me interesa, no recuerdo lo escuchado
^Si no comprendo un discurso, no lo recuerdo
Mantener una idea en la memoria me ayuda a dar sentido al discurso
Señala aquí cualquier otra estrategia que utilices habitualmente y que no se haya mencionado:
...................................... ....................................................................................................................................
....... ........... ............. ...........................................................................................................................
aN^co 4
i^:^^N^^SI^^TA^;^^^^ I^,u., ^ ,..^^
^ ^ ►^  f3 , S^ . ^^. ' y ^ -^ ; ^ , ^,^ ^ ^ ,^
,2'v ^ ^• :^. ^ ^^^ :^.^*W;^.«,é^ ^ ?^,s :,,^+.,: ñ, 'r. ^ ^ v ^
^N ,
: .^í^Y.
^-
_x,^^ >^ ^^^
Presto atención ^•
Elimino ruidos ^
Selecciono lo que escucho según mis intereses
Selecciono lo que escucho según mis objetivos
Selecciono lo que escucho según mis necesidades
Elijo las palabras que son más significativas
Distingo tas ideas principales
Separo las ideas principales y las secundarias
Mantengo las ideas principales con el fin de realizar inferencias
Realizo esquemas para establecer conclusiones
Deduzco el significado de palabras por el sentido global
Identifico relaciones
Localizo las partes del discurso
Ident^co la organización del discurso
Realizo esquemas con mis propias palabras
Relaciono lo escuchado con mi experiencia
Comparo este discurso con otros tipos
Trato de conocer fa intención del autor
Elaboro conclusiones
Cambio palabras que no recuerdo exadamente por aquellas que creo tienen
un significado más próximo.
Trato de hacer preguntas relacionadas con el tema.
Si el discurso es muy largo trato de resumir cada idea o frase en una.
Autorrepetición de la idea que considero más importante.
Sacar conclusiones con palabras propias que sinteticen lo escuchado.
Si no comprendo algo trato de buscar ayuda en otras personas que si lo hayan
comprendido, casi nunca suelo preguntar a aquél que expone.
Suelo tomar notas de los discursos que me interesan para más tarcle
estructurarlo mejor y así comprender lo no entendido.
Cuando hay palabras que no entiendo intento comerrtarlas con otra gente para
que me ayuden un poco.
Esquematizo lo más posible las ideas para que me ayude a comprender
mucho mejor.
Hacer esquemas mentales con tas ideas principales.
Establezco semejanzas.
Las palabras entonadas de manera más afta (voz más alta) las recuerdo mejor
Si puedo hacerlo, pido me repitan ideas que no he captado.
Me hago una idea global del tema para luego desarroltar otras pequeñas.
Realizo un análisis crítico de lo escuchado.
Situar lo escuchado, si es posible, en mi propia experiencia.
Utilizo reglas mnemotécnicas creadas por mí para recordar palabras o ideas
que me resulten difíciles de integrar.
Suelo recordar la información en su conjunto.
Escucho de forma global el mensaje.
Trato de informarme sobre aquello que no he comprendido o entendido.
Selecciono ideas importantes y estructuración de las mismas.
Escucho la idea hasta el final y la sintetizo con mis palabras.
Intento sintetizar cada rrafo.
2^ ^^ ^^^ ^
Estar cerCa del hablante me ayudn a mantener la atención y n discriminar mejor los
sonidos.
Recordar el discurso n ir de unn nnécdota.
Los stos Ias sticulaciones me a dan a entender nl o ue no he entendido
Observo a(a rsona ue hnbin o al ob'eto de donde sal Ia vozAumenta Ia atención.
Intento concentrarme, imaginándome In situación del discurso cuando no conozco
demasiado el temn.
Si no entiendo re unto ra ase urnrme.
Intento sacar la iden rinci al del texto.
Presto mós atención n a uellns Iabras curiosas o extrnñns.
Selecciono oraciones ue me'or he entendido relevantes en el contexto.
Es i rtnnte el tono, timbre vocalización de uien habla
Entonación, stos, claridad del habinnte, aumerrtan ta atención.
Analizar cada rrafo ra sacar una conclusión.
Na o resúmenes.
Suelo fi'ar las ideas rinci les com (etarln con lo relevante.
Elaboro en mi mente historias con los mensqjes que escucho y lo materializo con
elementos de la realidad: ob'etos, rsorias, situaciones.
Sintetizar y omitir la informnción que no es importante, para dar mós importancia n lo
esencial.
Señala aquf cualquier otra estrategia que utilices habitualmente
..........................................................................................................................................................................
..........................................................................................................................................................................
.........................................................................................................................................................................
ANExa 5
1PT............PD.........G .............
CENTRO ....................................................................................................
NOMBRE Y APELLIDOS .........................................................................
E D A D ......................:.........
Párrafo primero
SEXO ......................................
..........................................................................................................................................................................
..........................................................................................................................................................................
..........................................................................................................................................................................
..........................................................................................................................................................................
..........................................................................................................................................................................
Párrafo segundo
..........................................................................................................................................................................
..........................................................................................................................................................................
..........................................................................................................................................................................
..........................................................................................................................................................................
..........................................................................................................................................................................
Series de nútneros directos
.................................
.................................
..........................................
..........................................
................................................
................................................
.....................................................
.....................................................
..........................................................
..........................................................
,5eries de nútneros invertidos
................................
.................................
..........................................
..........................................
................................................
................................................
.....................................................
.....................................................
..........................................................
..........................................................
Pclnbrns emparejndas (primera presentaciór^)
.........................................................................................................................................................
.........................................................................................................................................................
Pnlabras emparejadas (primera presentación)
Palnbras emparejndas (tercera presentación)
ANEXO 6
iLa inteligencia comienza por ser una función biológica y como tal posee
unos límites éspecíficos que varían además de individuo a individuo dentro
de la especie ^ cada persona en efecto viene n la vida con un techo
intelectual determinado de antemano por la herencia o procesos ocurridos
durante Ia gestación en general el toque impuesto por herencia es
insalvable nl menos por ahora Io que ocurre es que probablemente la
mnyorfa de las personas permnnecen durante toda su vida muy por debajo
del límite de sus posibilidades la superioridad de los genios no se debe
exclusivamente a los elevados cocientes intelectuales con que una
naturaleza generosa querido dotarlos sino asimismo n Ins posibilidades que
les brinda su circunstancia social y muy especialmente nl esfuerzo personal
por realizarse a fondo como individuos la psicologín nctua) no se reduce de
inconsecuencia a medios (os cocientes intelectuales de las personas para
darles los correspondientes certificados de intelectuolidad o tonterín
pone todos Ios medios a su alcance para investigar las condiciones de todo
tipo que eventuatmente puedan facilitar el que toda persona sea cnpaz de
actualizar al máximo sus capa^cidades mentales en cierto sentido pues la
psicología actunl pretende que la gente aprendn a ser mós inteligente
(En negritn !ns palnbras no reconocidas)
ANEXO 7
i#n#nn#nn#nn##n##n#n#####nn##n#nn##n#n##n##n##n##n###n##n#nn#n##n#########n###
#n Copyright (c)1996, Camegie Mellon University, Cambridge University,
## Ronald Rosenfeld and Philip Claricson
###n#########n####n###############n#######n###n#n##############n###n#########
_--___= 7his fde was produced by the CMU^ambridge =_____
______= Statistical Language ModelingToolkit. ____--_
This is a 3-g^am language model, based on a vocabulary of 130 words,
which begins "</s>", "<N", „a"...
This is an OPEN-vocabulary model (type 1)
(OOVs were nrappedto UNK, wbich is treated as any othc:r vocabulary word)
Wrtien Bell disWUnYiag was applied.
Thig 61e is in the ARPA-standard fom^at introduced by Doug Paul.
p(wd3^wdl,wd2)=if(trigam exists) p_3(wdl,wd2,wd3)
else if(bigam wl,v^2 e^tists) bo_wt 2(wl,w2)'p(wd3^vd2)
else p(wd3^^) -
p(wd2^wdl)= it(bigram exists) p_2(wdl,wdZ)
else bo_wt 1(wdl)"p_t(wd2)
All probs and badc-off weigbts (bo_wy are given in Iog10 form
Data formats:
Begmnmg of data mark: \datal
ng^aru l^r # aumber of 1-^ams
ngiacn 2=nr # number of 2-grams
ngrarn 3^r # nurnber of 3-^ams
\L-grams:
p_I wd_L bo wt_I
12-g^ams:
p_2 wd_L wd_2 bo wt_2
l'i-gfams:
p_3 wd 1 wd_2 wd_3
end of data mazic: la^dl
Idatal
ngram 1=131
ngrarn 2=1 l
ngram 3=^
\1-grams:
2.3284 <ULYIC> 0.0000
-1.5502 Us>-0.8451
_gg.79g2 <s> -0.2693
-1.4253 a 0.0000
2.0273 adual 0.0(]00
-2.3284 a^aGzar 0.0000
2.3284 además 0.0000
2.3284 ahora 0.0000
-1.8513 al 0.0000
-2.3284 alcance 0.0000
-2.3284 antemano 0.0000
-2.3284 apraida 0.0000
2.3284 asimismo 0.0000
-2.3284 biológica 0.0000
2.3284 brinda 0.0000
-2.3284 cada 0.0000
2.3284 capaz 0.0000
-2.3284 ceAificado 0.0000
-2.3284 cierto 0.0000
-2.3284 circunstancia 0.0000
2.0273 ca:ientes -0.4730
-2.3284 comien7a 0.0000
2-2.0273 oomo 0.0000
2.0273 oon 0.0000
-2.3284 oondiciones 0.0000
-2.3284 oonsewe.•ncia 0.0000
-2.3284 correspondiente0.0000
-2.3284 darles 0.0000
-1.2870 de -0.0709
-2.3284 dehajo 0.0000
-2.3Z84 debe0.0000
-2.3284 del 0.0000
-2.3284 dentro 0.0000
-2.3284 determinado 0.0000
-2.3284 dotarlos 0.0000
2.0273 durante 0.0000
-2.3284 efeda 0.0000
-2.0273 el 0.0000
-2.3284 elevados 0.0000
-1.7263 en 0.0000
-2.0273 es 0.0000
-2.3284 esíue^zo 0.0000
-2.3284 especielmeate 0.0000
-2.3284 especie 0.0000
-2.3284 espedfioos 0.0000
-2.3284 eve,^Rualmarte 0.0000
-2.3284 exclusivam®te0.0000
-2.3284 facilitar 0.0000
-2.3284 fondo 0.0000
2.3284 fimción 0.0000
-2.3284 gmaal 0.0000
2.3284 genaosa 0.0000
-2.3284 gatialidad O.Q000
-2.3284 ga^ios 0.0000
-2.3284 garte 0.0000
-2.3284 gestación 0.0000
-2.3284 ha 0.0000
-2.0273 henmcia 0.0000
-2.3284 impuesto 0.0000
-1.0273 individuo 0.0000
-2.3284 individuos O.Q000
-2.3284 insalvabla 0.0000
-2.3284 intele^.ua) 0.0000
-2.0273 intc:lednates O.Q000
-2.3284 inteligenctia 0.0000
-2.3284 intrligente 0.0000
-2.3284 investigar 0.0000
-1.28701a -0.lSlS
-1.7263 L1s -0.2178
2.32841es 0.0000
-2.328410 0.0000
-1.72631os 0.0000
-2.32841ím$e 0.0000
2.32841íntites 0.0000
-2.3284 mayoría 0.0000
2.3284 medios 0.0000
-2.3284 rnedir 0.0000
Z.3284 menos 0.0000
-2.3284 rnentales 0.0000
-2.0273 rnuy 0.0000
-2.3284 rnás 0.0000
-2.3284 roáximo 0.0000
-2.3284 naturaleza 0.0000
2.0273 no -0.4730
-2.0273 0 0.0000
-2.3284 ocurre 0.0000
-2.3284 o^vrridos 0.0000
-2.3284 para 0.0000
-2.3284 pernrane^xn 0.0000
-2.0273 persona 0.0000
-2.3284 personal 0.0000
-2.0273 personas 0.0000
3-1.4833 por -0.1019
2.3284 posee 0.0000
-2.0273 posibilidades 0.0000
2:3284 posibilidades^Us> 0.0000
-2:3284 pret®de 0.0000
-2.3284 probablena^te 0.0000
-2.3284 procesos 0.0000
-2.0273 psioologfa -0.4?30
-2.3284 puedan 0.0000
-2.3284 pues0.0000
-1.4253 que 0.0000
2.3284 querido 0.0000
-2.3284 realiarse 0.0000
-2.3284 reduce 0.0000
-Z.0273 se 0.0000
-2.3284 sea 0.0000
-2.3284 seatido 0.0000
2.0273 ser o.oaoo
-2.3284 sino 0.0000
2.3284 social 0.0000
-1.7263 su 0.0000
-2.3284 superioridad O.Q000
-2.0273 sus 0.0000
-2.3284 tal 0.0000
-2.3284 tedio 0.0000
2.3284 tipo 0.0000
-2.0273 toda 0.0000
2.3284 todo 0.0000
-2.3284 todos 0.0000
-2.3284 to^.aía 0.0000
-2.3284 tope 0.0000
2.3284 trata 0.0000
-2.3284 un 0.0000
-2.0273 una 0.0000
-2.3284 unos0.0000
2.3284 varían 0.0000
-2.0273 vida 0.0000
-2.3284 viene 0.0000
2.0273 y 0.0000
12-g^ams:
-0.0669 ^/s> ^ -0.0492
-0.6990 Gs> en 0.0000
-0.5229 Gs> la 0.0000
-0.1761 oocieales inteled.uales 0.0000
-0.7782 de las -0.2553
-0.8129 la her^►cia 0.0000
-0.81291a psicología 0.0000
-0.3979 k^s pasanas 0.0000
-0.1761 no se 0.0000
-0.6021 por la -0.4046
-0.1761 psioologta adual 0.0000
l"i-graoB:
-0.5441 </s> <s> en
-0.1761 de las personas
-0.1761 la psicologia adual
-0.1761 por la herm^tia
lend\
ANEXO 8
1Marooni fue un inventor
PROBAB]LIDAD DE LA FRASE SEGUN EL PR]MER MODELO (EN LOG) =-Z.328300
P( uu ^<UNK> ^^UNK> )= 0.0046957 logprob =-2328300 bo case = 3^x1
Marcxxti fue un gcc^io ,
PROBABILIDAD DE LA FRASE SEGUN EL PRIMER MODELO (EN LOG) _-2.328300
P( un ^<lJN1C> ^^IJNK> )= 0.0046957 lo^rob =-2328300 bo_case = 3xZx1
Generalmmte, todas los estudiantes que realizan un esfuerzo oonsiguen bu®as
califica^,iones.
PROBABILIDAD DE LA FRASE 3EGUN EL PRIMER MODELO (EN LOG) _-9.940000
P( todos ^ <UNK> )= 0.0046957 logprob =-2328300 bo_case = 2x1
P( los ^<iJNK> wdos )= 0969617 logprob = -0.013400 bo_case = 3x2
P( que ^ los <[INK> )= 0.03756641ogprob =-1.425200 bo_^se = 3x2x 1
P( un ^ que <i,ll^ll{> )= 0.0046957 logErob =-Z.328300 bo_^se = 3 x2x i
P( esfuerzo ^<UNK> un )= 0.000142953 lo^rob =-3.844800 bo_case = 3r1-1
Generabnente, todos las eshidiarttes que realiTrn un límite consigu® bua^as caliócaciones
PROBABILIDAD DE LA FRASE SEGUN EL PRIMER MODELO (EN LOG) _-9.940000
P( todos ^<UNK? )= 0.0046957 lo^rob =-2328300 bo_case = 2x1
P( los ^<iTN}b todas )= 0.9696 l7 logprob =-0.013400 bo case = 37d
P( que ^ los <j^(K> )= 0.0375664 lo^rob =-1.425200 bo_case = 3^dx1
P( un ^ quo <UNK> )= 0.00469571oPprob =-2328300 bo_case = 3 x2x i
P( lúnite ^<IJNK> un )= 0.000142935 log ►rob =-3.844800 bo case = 3x2-1
Generalm^te todos los aluunos que reali^an un aprendc:r ooosiguea buenas
caliócaciones.
PROBABILIDAD DE LA FRASE SEGUN EL PRIMER MODELO (EN LOG) _-6.095200
P( Wdos ^<UNK> )= 0.00469571ogprob =-2328300 bo_case = 2x1
P( los ^<l7NK> todos )= 0.9696171ogprob =-0.013400 bo_case = 3^
P( que ^ los <UNi{> )= 0.03756641o^rob =-1.423200 bo_case = 3x2x 1
P( un ^ 9ue <(nViç> )= 0.0046957 (o^rob =-2.328300 bo case = 3x2x l
G®erabr^ente, todos las estudiantes que realizan un gestación cansiguen bue^ ►as
califica^.tiones.
PROBABILIDAD DE LA FRASE 3EGUN EL PRIMER MODELO (EN LOG) _ -9.940000
P( todos ^<iJNK> )= 0.00469571ogprob =-2328300 bo_case = 2x1
P( los ^<UNK> todos )= 0.969617 lo^rob = -0.013400 bo_case = 3^d
P( que ^ los <UNK> )= 0.03756641o^rob =-1.425200 bo_case = 3x2x1
P( un ^ que <IlMC> )= 0.00469571o^rob =-2328300 bo_case = 3x2x L
P( gestación ^<UNK> un )= O.OOO1429551o^rob = 3.844800 bo_case = 3 x2-1
Gmoralmenta, todos los estudiandes que realiTrn un ialeligencia aon.sigua ► buenas
calióicaciorns.
PROBABILIDAD DE LA FRASE 3EGUN EL PRIMER MODELO (EN LOG) _-9.940000
P( todos ^<UNK> )= 0.0046957 logprob =-2328300 bo_case = 2x1
P( los ^ QJNK> todos )= 0.969617 lo^rob =-0.013400 bo_^ase = 3.^
P( que ^ los <UNK> )= 0.03736641o^rob =-1.423200 bo_^se = 3x2x1
P( un ^ que <UM{> )= 0.0046937 lo^rob = 2.328300 bo_^se = 3x2x1
P( mteliga►©a ^<tJNK> un )= 0.000142955 logprob =-3.844800 bo_case = 3x2-1
G^eralmarte, todos los e^udiantes qaue reali^n un biología cousiguen bua^as
caliócacivnes.
PROBABILIDAD DE LA FRASE 3EGUN EL PRIMER MODELO (EN LOG) _-4.670000
P( todos ^<LTNK> )= 0.00469571agprob =-2328300 bo_case = 2x1
P( los ^<IJNK> Wdos )= 0.9696171ogprob = -0.013400 bo_rase = 3ad
P( un ^<l7NK> ^17NK> )= 0.00469571ogprob =-2328300 bo_case = 3adx1
P( todos ^<UNK> )= 0.0046957 logprob =-2328300 bo_c+^se = 2xl
Generalm®t^ todos los estudiar^tes que ralizan un individuo ao^^siguen bu®as
califica4tiones
PROBABILIDAD DE LA FRASE SEGiJN EL PRIMER MODELO (EN LOG) _-9.639000
P( los ^<L1NK> todos )= 0.9696171ogprob =-0.O13400 bo_rase = 3ad
P( yue ^ tos <lJr(Lç> )= 0.0373664 lo^tnb =-1.425200 bo_case = 3x2x1
P( un ^ yue <IJiYi{> )= 0.0046957 lo^rob =-2.328300 bo_case = 3x2x1
Generalm®te, todns los estudiar^tes que ^alizan un he►fficia cansiguen buenas
calió^iones.
PROBABILIDAD DE LA F72ASE SEGUN EL PRIMER MODELO (EN LOG) = A.639000
P( individuo ^<UIYi{> un )= 0.000285891 logprob = -3.543800 bo_case = 3^.2-1
2P( todos ^^^IJNK> )= 0.00469571ogprob =-2328300 bo_ca.ve = 2x1
P( los ^<UNK% todos )= 0969617 logprob =-0.013400 bo_r,ase = 3x2
P( yue ^ los <UNK> )= 0.0375664 lo^rob =-1.425200 bo_case = 3adx1
P( un ^ yue <(J1Y1C> )= 0.0046957 logpmb =-2.328300 bo_case = 3x2x1
P( herencia ^ <iJNK> un .) = 0_000285891 logprob =-3.543800 bo case = 3ad-1
G^eralmeate, todos los alurmias que realiran un ^io ^nsiguc•n bumas calificacianes.
PROBABILIDAD DE LA FRASE SEGLTN EL PR][VIER MODELO (EN LOG) _^.095200
P( todos ^<IJNK> )= 0.00469571og^rob = -2328300 bo_rase = 2x1
P( los ^<UNIC> todos )= 0.969617 lo^rob = -0.O]3400 bo_wse = 3x2
P( que ^ los <UNK> )= 0.03756641o^rob =-1.425200 bo_czse = 3x2x1
P( un ^ que QJNK> )= 0.00469S71o8Arob = -2.328300 bo_case = 3x2x1
Generalmente, todas los alurmias que re: ►liran un naturalem oonsiguen bu®as
wlíóca^oaes.
PROBABILIDAD DE LA FRASE SEGLIN EL PRIMER MODELO (EN LOG) _ ^.095200
REPETIRasa
P( todos ^ <IJNIC> )= 0.00469S71ogprob = -2328300 bo_case = 2x1
P( los ^<UNK> Wdos )= 0.969617 logprob =-O.O13400 bo_c^se = 3^d
P( que ^ los <CRYK> )= 0.03756641o^rob =-1.425200 bo_case = 3x2x1
P( un ^ yue <UNK> )= 0.00469571o^rob =-2.328300 bo_case = 3x2x1
G®erahncatn todos laa alurnnos yue reali^n un investip^v oar^siguen bueaas uhlificaciane~a.
PROBABILIDAD DE LA FRASE SEGUN EL PRIMER MODELO (EN LOG) = A.940000
P( todas ^ <UNK> )= 0.0046957 logprob =-2328300 bo_wse = 2x1
P( los ^<UNK> todos ) = 0.9696171ogprob =-0.013400 bo_wse = 3id
P( que ^ los <[JNK> )= 0.03756641ogprob =-1.423200 bo_case = 3x2x1
P( un ^ que <UNK> )= 0.00469S71o^rob =-2.328300 bo_case = 3x2x1
p( investigar ^<IJNID un )= O.OOO142955 logprob =-3.844800 bo_case = 3x2-1
l,a mujer de mi hertawo ha ido sl sanatorio a dar a luz porque ha llegado Ia hora del parto,
es decir ha ónalirrdo la ^s4acián.
OBABILIDAD DE LA FRASE SEGUN EL PRIMER MODELO (EN LOG) _-19902800
p( de ^<UIYIC> <UNK> )= O.OS 16535 lo^rob = -1.286900 bo_c^se = 3x2x 1
p( ha ^<1JNIC> <IJIVIC> )= 0.0046957 logprob =-2328300 bo_case = 3x2x1
P( al ^ ha <UNIb )= 0.0140864 logprob =-1.851200 bo_c^se = 3x2x1
P( a ^ al <IJNK> )= 0.03756641o^rob =-1.425200 bo_case = 3x2x1
P( a ^ a<UNK> )= 0.0375664 lo^cnb =-1.425200 bo_u-^se = 3x2x1
p( ha ^<IJNK> <LTNK> )= 0.0046957 logprob =-2328300 bo_case = 3x2x1
P( la ^ ha <iJNK> )= O.OS16533 log^+ob =-1.286900 bo_case = 3x2x1
P( del ^ la <[JNK> )= 0.00469571ogprob =-2328300 bo_cave = 3^dx1
P( es ^ del <IJNK> )= 0.009390751og^rob = 2.027300 bo_case = 3x2x1
P( ha ^ es <IJIVK> )= 0.00469571ogprob =-2328300 bo_case = 3x2x1
P( la ^ ha <lJN1U )= 0.0516535 logprob =-1.286900 bo_cave = 3aax1
La mujer de mi hetmano ha ido al sanatorio a dar a luz potque ha llegado la hora del pa^to, es
decir ha fmalirrdo la irrteligmcia. ^
PROBABILIDAD DE LA FRASE SEGLJN EL PRII^R MODELO (EN LOG) _ -19.902800
p( de ^<UNIC> <UNK> ) = O.OS 16535 logprob =-L286900 bo_u-►se = 3x2x1
p( ha ^<UNK> <IJNIC> )= 0.0046957 logprob =-2328300 bo_case = 3x2x1
P( al ^ ha <UNIC^ ) = 0.0140864 logpr+ob =-1.851200 bo_case = 3x2x1
P( a ^ al <UNK> )= 0.03756641o^rob =-1.425200 bo_^ = 3^x1
P( a ^ a<CTM{> )= 0.0375664 lo^rob =-1.425200 bo_case = 3x2x1
p( ha ^<[JNK> <iJNK> )= 0.0046957 logprob =-2328300 bo_case = 3x2x1
P( la ^ ha ^QJNK> )= 0.0516535 lo^rob =-1.286900 bo_case = 3x2x1
P( del ^ Ia <UNK> )= 0.00469571ogprob =-2.328300 bo_case = 3^dx1
P( cs ^ del <UNK> )= 0.009390751o^tob = 2.027300 bo_^se = 3^x1
P( ha ^ es QJNK> )= 0.00469571ogprob =-2328300 bo_aue = 3x2x1
P( Ia ^ ha <UNK> )= 0.0516535 logprob =-1.286900 bo case = 3x2x1
La mujer de aŭ hertnano ha ido al sanatorio a dar a luz potque ha llegado la hora del parto, es
decir ha ónalizado la límite.
PROBABILIDAD DE LA FRASE SEGUN EL PRIl1dER MODELO (EN LOG) _- 19.902800
p( de ^<11NK> <UNK> )= O.OS L65351o^rob =-1.286900 bo_case = 3x2x1
P( ha ^<iTNK> <UNK> )= 0.0046957 lo^prob = -2328300 ho r,ase = 3x2x1
P( al ^ ha <tTNK> )= 0.0140864 logprob =-1.851200 bo_case = 3x2x1
P( a ^ al <LTNK> )= 0.0375664 (o^rob =- l .425200 bo_ra^ = 3x2x1
P( a ^ a<UIYh> )= 0_03756641o^rob =-1.425200 bo_wse = 3 x2x l
P( ha ^<UNK> <UNK>• )= 0.00469571ogprob =-2328300 bo_case = 3x2x1
P( la ^ ha <tTNK> )= 0.0516535 lo^rob =-1.286900 bo_c^e = 3x2x1
P( del ^ la <UNK> )= 0.0046957 (ogprob = -2.328300 ho_case = 3^Qx]
3P( es ^ del <1JNK> ) = 0.00939075 logprob =-2.027300 bo_case = 3x2x t
P( ha ^ e1s <1JNK> )= 0.00469571ogprob =-2.328300 bo_cxse = 3x2x1
P( Ia ^ ha <UNK> )= 0.0516533 loPprob =- 1.286900 bo_wse = 3x2x1
La trwjer de mi hertnanoha ido al sanatorio a dar a luz pmque ha llegado la hora del paño, es
decir ha finalizado la individuo.
PROBABILmAD DE LA FRASE SEGUN EL PRIlV1ER MODELO (EN LOG) _- 19.902800
p( de ^<UNK> <UN[ç> )= 0.05165351o^rob =-1.286900 bo_case = 3x2x1
P( ha ^<IINK> <IJNK> )= 0.0046957 lo^rob =-2328300 bo_case = 3x2x1
P( al ^ ha <UNK> )= 0.0140864 logPrrob =- 1.851200 bo_wse = 3x2x1
P( a ^ al <[JNK> )= 0.03756641ogprob =-1.425200 bo case = 3x2x1
P( a ^ a<[JL^fK> )= 0.03756641o^rob =-1.425200 bo_case = 3x2x1
p( ha ^<LTIVI{> <L1NIP )= 0.00469571o8Prob =-2328300 bo case = 3x2x1
P( Ia ^ ha QJNK> )= O.OS 16533 lo^rob =-1.286900 bo_case = 3x2x1
P( del ^ la <tJNK> )= 0.00469571ogprob =- 2328300 bo_case = 3x2x1
P( es ^ del <UNK> )= 0.00939075 logprob = 2.027300 bo_case = 3adx1
P( ha ^ es <UNK> )= 0.00469571ogprob =-2328300 bo_case = 3rdx1
P( Ia ^ ha <UNIC> )= O.OS 16535 logprob =-1.286900 bo case = 3x2x1
La mujer de mi hem^ano ha ido al sanatorio a dar a luz porque ha llegado Ia ho^a del parto, es
decir ha ónal'vado la hera^cia.
PROBABILmAD DE LA FRA3E SEGUN EL PRIL^R MODELO (EN LOG) _ -19.902800
P( de ^<L1NK> <UNK> )= 0.0516535 lop^rob =- 1.286900 bo_case = 3x2x L
p( ha ^<UNIb <UNIC> )= 0.00469571ogprob =-2328300 bo case = 3x2x1
P( al ^ ha <LJNK> )= 0.01408641ogprob =-1.851200 bo_case = 3x2x1
P( a ^ al <iJIJIC> )= 0.03756641ogprob =-1.425ZQ0 bo_case = 3x2x1
P( a ^ a<IlNIU )= 0.03736641o^rob =-1.425200 bo case = 3x2x L
P( ha ^<IJNK> <C1NIU )= 0.0046937 logprob =-2328300 bo_case = 3x2x1
P( Ia ^ ha <LJNK> )= 0.0516535 logpr+ob =-1.286900 bo_case = 3x2x1
P( del ^ la <[JNIp )= 0.0046957 loglxob =-2328300 bo_case = 3x2x1
P( as ^ del QJAIIC> )= 0.00939075 lo^rob =-2.027300 bo_case = 3x2x1
P( ha ^ es <UNK> )= 0.00469571ogprob =-2.328300 bo_cawe = 3x2x1
P( la ^ ha <UNK> )= O.OS 16335 logprob =-1.286900 bo_cavo = 3x2x1
La muja de nti hertnano ha ido al sanatorio a dar a luz porque ha llegado la hora del pa^to, es
docirha óna(izado la ^io.
PRUBABILIDAD DE LA rRASE SEGUN EL PRIMER MODELO (EN LOG) _ -19.902800
p( de ^<UrfK> <ilNl{> )= 0.0516335 logprob =-1.286900 bo case = 3x2x1
P( ha ^<UNK> <'UNK. )= 0.0046957 logprob =-2.328300 bo_case = 3x2x1
P( al ^ ha <UNK> )= O.O L 40864 log^rob =-1.851200 bo case = 3x2x1
P( a ^ al <UNK> )= 0.03756641agprob =-1.425200 bo_case = 3x2x]
P( a ^ a<U1VK> )= 0.03756641o^rob =-1.425200 bo_case = 3x2x 1
P( ha ^<iJNK^^ <[JNIC> )= 0.00469571ogprob =-2.328300 bo_wse = 3x2x1
P( Ia ^ ha ^^L1NK> )= 0.0516535 logprob =-1.286900 bo_wse = 3x2x1
P( del ^ la <UNK> )= 0.0046957 logprob =-2328300 bo_wse = 3x2x1
P( e.w ^ del <IJNK> )= 0.00939075 logprob =-2.027300 bo case = 3 x2x 1
P( ha ^ es <UNK> )= 0.0046957 lo^rob = -2328300 bo ces^ = 3x2x1
P( la ^ ha <UNK> )= O.OS 16535 log^rob =-1.286900 bo_case = 3x2x1
La amjer de mi h^rnaao ha ido al sartatorio a dar a luz porclue ha lle^do la hoea de1 parto, es
decir ha ónalirrdo la naWrale^.
PROBABILmAD DE LA FRASE SEGLIN EL PRIl41ER MODELO (EN LOG) _-19902800
P( de ^<UNK> <iJNK> )= 0.05165351ogprob =-1.286900 bo_case = 3x2x1
P( ha ^<UNK> <[JIVIP )= 0.0046957 logprob =-2328300 bo_ca^ = 3a^x1
P( al ^ ha <CJNK> )= 0.0140864 logprob =-1.851200 bo_w.ae = 3x2x1
P( a ^ al <LTNK> )= 0.03756641o^rob =-1.425200 bo_case = 3x2x1
P( a ^ a<[JMC> )= 0.03756641og^rob =-1.425200 bo_case = 3^dx 1
P( ha ^<iJN]C> <UNg> )= 0.00469571o^nob =-2328300 bo case = 3aaxl
P( la ^ ha <UNK> )= O.OS 16535 lo^rob =-l .286900 bo_c^se = 3x2x1
P( del ^ la <(JNI{> )= 0.00469571ogprob =-2328300 bo_case = 3aax1
P( cs ^ del ^'lJNK> )= 0.00939075 lo^rob =-2.027300 bo_case = 3x2x1
P( ha ^ es <^iIC> )= 0.0046957 logprob =-2328300 bo_case = 3x2x1
P( la ^ ha ^111VK> )= 0.0516335 logprob =-1.286900 bo_c^se = 3x2x1
La mujer de mi hertuano ha ido al sanatorio a dar a luz porque ha lle^do la hora del patto, es
deLir ha finalizado la biología.
PROBABILmAD DE LA FRASE SEGLTN EL PRIL^R MODELO (EN LOG) _- L9.902800
P( de ^<(JNK> <CJNI{> )= 0.0516535 lo^rob =-1.286900 bo_czse = 3x2x1
P( ha ^<LINK> <LTNK> )= 0.0046957 logprob =-2.328300 bo cass = 3x2x1
P( al ^ ha <UNK> )= 0.0140864 logprob =-1.851200 bo_wse = 3x2x]
P( a ^ al <L1NK> )= 0.0375664 log^rob =-1.425200 bo case = 3x2x1
4P( a ^ a<UNK> )= 0.0375664 logpmb =-1.425200 bo_case = 3^dx1
P( ha ^<1JNK%• <IJNK> )= 0.0046957 logprob =- 2.328300 bo_case = 3x2x1
P( Ia ^ ha <IJNK> )= 0.05165351ogprob =-1.286900 bo_case = 3adx1
P( del ^ la •-1JNK> )= 0.0046957 logprob = -2328300 bo_case = 3x2x1
P( es ^ del •:lJTi1U )= 0.009390751ogprob =-2.027300 bo_case = 3adx1
P( ha ^ es <UNK> )= 0.0046957 lo^prob =-2328300 bo_c^dse = 3^dx]
P( la ^ ha <UNIb )= 0.05165351og^rob =-1.286900 bo_case = 3adx1
La mujer de mi hertuano ha ido al sanatorio a dar a luz pot+que ha llegado la hora del parlo, es
decir ha Finalizado la esfuerm.
PROBABILmAD DE LA FRASE SEGUN EL PRIMER MODELO (EN LOG) _- 19902800
p( de ^<(!NK> <[!NK> )= 0.05165351ogprob =-1.286900 bo_case =3adxl
P( ha ^<iJNIp <IJNK>• ) = 0.00469571ogprob =-2328300 bo_case = 3adxl
P( al ^ ha <UNK> )= 0.01408641ogprob =- l .851200 bo_case = 33Qx1
P( a ^ al •^UNK> )= 0.0375664 logprob =-1.425200 bo_cave = 3x2x1
P( a ^ a<iJNK> )= 0.03756641ogprob =-1.425200 bo_^se = 3^dxl
P( ha ^<lINK7 NNK> )= 0.0046957 logprob =-2.328300 bo_wse = 3^x1
P( Is ^ ha <tTNK> )= O.OS16535 lo^rob =-1.286900 bo_case = 3adx1
P( del ^ Ia <UNK> )= 0.00469571ogprob =-2328300 bo_case = 3a^x1
P( es ^ del <iJNK> )= 0.00939075 lo^rob =-2.027300 bo_c^se = 3x2x1
P( ha ^ ess NNK> )= 0.0046957 logprob =-2328300 bo_cave = 3^dx]
P( la ^ ha <UNK> )= 0.0516533 lo^rob =-1.286900 bo cave = 31dx1
la mujer de nti he^mano ha ido al sanatorio a dar a luz potque ha llegado la hora del parto, es
deoir ha finali^do la 'vivestig^r.
PROBABILmAD DE LA F1tA.4E SEGUN EL PRIMER MODELO (EN LOG) _-19.902800
p( de ^<ilP1K> <UNK> )= 0.0516535 lo^rob =-1.286900 bo case = 3x2x1
P( ha ^<UNK> NNK> )= 0.0046957 logprob =-2328300 bo_case = 3x2x1
P( al ^ ha <lJNK> )= 0.0140864 lo^rob =-1.831200 bo_c^se = 31dx1
P( a ^ al <UNK> )= 0.0375664 logprob =-1.425200 bo_case = 3^x1
P( a ^ a<UNIU )= 0.03756641o^rob =-1.425200 bo_case = 3x2x1
p( ha ^<UNK> <1JNK> )= 0.0046957 logprob =-2328300 bo_cese = 3x2x1
P( la ^ ha •^IJNK> )= 0.0516533 lo^rob =-1.286900 bo_case = 3x2x1
P( del ^ Ia <UNK> )= 0.00469571o^rob =-2328300 bo_case = 3^x1
P( es ^ del <1JNIC> )= 0.009390751o^rob = 2.027300 bo_u^se = 3x2x1
P( ha ^ es <UNK> )= 0.00469571ogprob =-2.328300 bo_case = 3^dx1
P( la ^ ha <UNK> )= 0.0516535 log^rob =-1.286900 bo_case = 3aax1
[a mujer de mi henuano ha ido al sanatotio a dar a luz prnyue ha llegado la hora dcl parto, es
decir ha 6nali^do la ap^der.
PROBABILB)AD DE LA FRASE SEGUN EL PRIMER MODELO (EN LOG) =-19.902800
p( de ^<UNK> <UIYK> )= 0.0516535 IogArob =-1.286900 bo case = 3^dx1
P( ha ^•^IJNK> <UNK> )= 0.00469571ogprob =-2328300 bo_case = 3^x1
P( al ^ ha <[JNK> )= 0.0140864 lo^rob =-1.831200 bo_case = 3x2x1
P( a ^ al <UNK> )= 0.03756641og^rob =-].425200 bo_wse = 3^x1
P( a ^ a<CJNK> ) = 0.03756641o^rob = -L.425200 bo p^ = 3x2x1
p( ha ^<UNK> <IJWIh )= 0.00469571ogprob =-2328300 bo_case = 3x2x]
P( Ia ^ ha •^UNK> )= 0.0516535 logprob =-1.286900 bo_case = 3x2x1
P( del ^ la NNK> )= 0.00469571o^rob =-2.328300 bo_case = 3x2x1
P( es ^ del <UNK> )= 0.009390751ogprob =-2.027300 bo_case = 3adx1
P( ha ^ es <IINK> )= 0.0046957 lo^rob =-2328300 bo_case = 3^dxl
P( la ^ ha <IJNK> )= 0.0516535 logprob =-1.286900 bo_case = 3^x1
Marooni fue un g®io.
PROBABILmAD DE LA FRASE SEGUN EL PRIMER MODELO (EN LOG) _-2.328300
p( un ^<IJNK> ^'UNK> )= 0.004ó9571ogprob =-2328300 bo case = 3^dxl
Marooni lŭe un inteG^cia.
PROBABILmAD DE LA FRASE SEGUN EL PRIMER MODELO (EN LOG) _-2.328300
p( un ^<iJNK> <U1VIC> )= 0.00469571opprob =-2328300 bo_case = 3aflxl
Maroati fue un biolo^a.
PROBABILmAD DE LA FRASE SEGUN EL PRI^IER MODELO (EN LOG) _-2.328300
P( un ^•^.iIJ1C> <LINK> )= 0.0046957 logprob =-2.328300 bo_rase = 3x2x1
Manwiv fue un líruite.
pROBAB]LmAD DE LA FRASE SEGUN EL PRIMER MODELO (EN LOG) _- 2.328300
P( un ^<tTNK> •=1lNK> )= 0.0046957 logprob =-2.328300 bo_case = 3^x1
Marcxmi fue un individuo.
PROBABILmr1D DE LA FRASE SEGUN EL PRIMER MODELO (EN LO(i) _ -2.328300
5P( un ^•=UNK> <IJNK> )= 0.00469571ogprob =-2328300 bo_rase = 3^dxl
Marooni fue un herai^ia.
PROBABILIDAD DE LA FRASE SEGUN EL PRIMER MODELO (EN LOG) =- 2.328300
P( un ^<LINK> <UNK%•.) = 0.0046957 logprob =-2328300 bo case = 3x2x1
Marooni fue un ges1ación. .
PROBABILmAD DE LA FRASE SEGLIN EL PRIMER MODELO (EN LOG) =- 2.328300
P( un ^<UNK> ^'L1NK> )= 0.00469571og^rob =-2.328300 bo_ca.^e = 3^Qxl
Maruoeŭ fue un nabiuale^.
PROBABILIDAD DE LA FRASE SEGUN EL PRIMER MODELO (EN LOG) _-2.328300
P( un ^•^UNK> <UNK> )= 0.0046957 lagprob =-2328300 bo_case = 3x2x1
Maroorti fue ua esfuerm.
PROBABILIDAll DE LA PRASE 3EGUN EL PRIMER MODELO (EN LOG) _ -2.328300
P( un ^<UNK> <UNK> ) = 0.0046957 logprob =-2328300 bo case = 3x2x1
Marooni fue un investig^r.
PROBABILIDAD DE LA F72ASE SEGUN EL PRIMER MODELO (EN LOG) _-2.328300
P( im ^<17NIb <lJNlb )= 0.00469571ogprob =-2328300 bo_case = 3adxl
Marooni fuo ua apreader.
PROBABILIDAD DE LA FRASE SEGUN EL PRIMER MODELO (EN LOG) _ -2.328300
P( un ^<UNK> <IJNK> )= 0.00469571ogprob =-2328300 bo_case = 3^C1x1
Para apraede.T a Gocar el violín hay que Uabajar duro.
PROBABILIDAD DE LA FRASE SEGUN EL PRIMER MODELO (EN LOG) _^.877700
P( a ^<UNIC> <UNI{> )= 0.03756641oPprob =-1.425200 bo_cave = 3x2x1
P( el ^ a<[JNK> )= 0.00939073 logprob = -2.027300 bo_caso = 3x2x1
P( que ^<UNIU <UNK> )= 0.03756641o^rob =-1.425200 bo_case = 3adxl
Para inteligoncia a tocar el viol'um hay que trabajar duro.
PROBABILIDAD DE LA FRASE SEGUN EL PRIMER MODELO (EN LOG) _- 8.722500
P( inteligenvtia ^<LINK> )= 0.00469571ogpmb =-2.328300 bo_case = 2x1
P( a ^<UNK> inteligatcia )= 0.00] 14367 logprob =-2.941700 bo_case = 3^d-1
P( el ^ a<UMC> )= 0.00939075 lo^rob =-2.QZ7300 bo_case = 3.^dx1
P( que ^ <LJNK> <UNK> ) = 0.03756641o8prob = - l .425200 bo_case = 3x2x1
Para biología a tocar el violá► hay que trabajar duro.
PROBABILIDAD DE LA FRASE SEGUN EL PRIMER MODELO (EN LOG) _^3.877700
P( a ^<UNK> <L1NIC> ) = 0.03756641ogprob =-1.425200 bo_case = 3x2x1
P( el ^ a NNK> )= 0.00939075 lo^cob =-2.027300 bo_case = 3x2x1
P( que ^<[JNK> <IJNIC> )= 0.0375664 logprob =-I .425200 bo_case = 3x2x1
Para lúnite a tocar el violín hay quevabajar duro.
PROBABILIDAD DE LA FRASE SEGUN EL PRIMER MÓDELO (EN LOG) _-8.701500
e( (ímite ^ <UNIC^ ) = O:oo469s71ogprob = -z3283oo bo_case = zxl
P( a ^<IJNK> límite )= 0.001200331ogprob =-2.920700 bo_case = 3^-1
P( el ^ a<UM{> )= 0.009390751ogsrob =-2.027300 bo_case = 3^dx1
P( que ^<IJNIC> <UNK> )= 0.0375664 logprob =-1.425200 bo_c^ = 3x2x1
Para individuo a tocar el violín bay que trabajar dura
PROBABILIDAD DE LA FRASE SEGUN EL PRIMER MODELO (EN LOG) _-5.794200
P( individuo ^<UNK> )= 0.00939075 logprob =-2.027300 bo_case = 2xl
P( a ^<LJNK> individuo )= 0.484842 lo^rob =-0.314400 bo_case = 3^d
P( el ^ a«11Y1{> )= 0.009390751og>rob =-2.027300 bo_c^se = 3x2x1
P( que ^<LINK> <UNK> )= 0.03756641ogprob =-1.425200 bo_case = 3x2x1
Para herencia a tocar el violín hay yue trabajar duro.
PROBABILIDAD DE LA FRASE SEGUN EL PRIMER MODELO (EN LOG) _-8.415300
P( heneacia ^<IINK> )= 0.009390751ogprob =-2.027300 bo_iase = 2x1
P( a ^<L7NK> her®cia )= 0.OO116011 lo^rob =-2.935500 bo_csse = 3x2-1
P( e1 ^ a<UNK> )= 0.00939075 loBProb =-2.027300 bo_c^se = 3tdx1
P( que ^<UNK> <UNIC> )= 0.03756641ogprob =-1.425200 bo_case = 3aax1
Pan^ gesta^ibn a torar el violín hay yue Vabajar dum.
PROBABILIDAD DE LA FRASE SEGUN EL PRIMER MODELO (EN LOG) _-8.710100
P( gc.^ stación ^•cUNK> )= 0.0046957 logprob =-2328300 bo_case = 2x1
P( a ^<L1NK> gestu^iáu )= 0.00117679 logprob =-2.929300 bo_case = 3^-]
P( el ^ a<l1NI{> )= 0.00939075 logprob =-2.027300 bo_case = 3x2x1
6P( que ^ ^'LTNK> <LTNK> )= 0.0375664 logprob =-1.425200 bo case = 3x2x1
Para gemio a torar el violín hay yue trabajar duro.
PROBABILIDAD DE LA FRASE SEGUN EL PRIMER MODELO (EN LOG) _^1.877700
P( a ^•CIJNK> <tTNK> )= 0.0375664 IogQrob =- I .425200 bo case = 3^x1
P( el ^ a<UNK> )= 0.00939075 logprob =-2.027300 bo_wse = 3x2x1
P( que ^•^UNIC> <IJNK> ) = 0.03756641ogprob =-1.425200 bo_r,a.se = 3x2x1
Para naturale7a a tocar el violin hay que trabajar duro.
PROBABILIDAD DE LAFRASE 3EGUN EL PRIMER MODELO (EN LOG) =-R722500
P( naturalez^ ^<UNK^^ )= 0.00469571ogQrob = -2328300 bo_case = 2xl
P( a ^<UNK> naturalea► )= 0.00114367 logprob =-2.941700 bo_case = 3ad-I
P( el ^ a<UNK> )= 0.00939075 logQrob =-2.027300 bo_case = 3x2x1
P( que ^<IJNK> <UNK> )= 0.03756641ogQrob =-1.425200 bo_case = 3x2x1
Para esfuaw a tacar el violín hay que trabajar duro.
PROBABILIDAD DE LA FRASE SEGIJN EL PRIMER MODELO (EN LOG) _- 8.722500
P( esfuerzo ^<UNK> )= 0.00469571og{imb =-2.328300 bo_case = 2x1
P( a ^<UNK> esfuazo )= O.OOI 14367 logQmb =-2.941700 bo_u-^se = 3ad-1
P( el ^ a<tJNK> )= 0.00939075 logprob =-2.027300 bo_case = 3x2x1
P( que ^ NNIb <UNK> )= 0.03756641ogQrob =-1.425200 bo case = 3^x]
Para iavestigar a tocar el violín hay quetrabajar duro.
PROBABILIDAD DE LA FRASE SEGUN EL PRIMER MODELO (EN LOG) _-8.716300
P( investigar ^<UNK> )= 0.0046957 logQrob =-2.328300 bo_case = 2x t
P( a ^<UNK> investigar )= O.OO116011 logprob = -2.935500 bo_caso = 3x2-1
P( el ^ a<1JNK> )= 0.00939075 logQrob =-2.027300 bo_case = 3^dx]
P( que ^<iJNK> <UNIC> )= 0.0375664 logprob =-1.425200 bo_case = 3x2x1
Para dr,scubrir algo hay que iavestigar.
PROBABILIDAD DE LA FRASE SEGUN EL PRILVIER MODELO (EN LOG) =-1.425200
P( que ^<IINK> QII^IIC> ) = 0.03756641ogprob =-1.425200 bo case = 3x2x1
Para inteligen^ia algo hay que invu^iigar.
PROBABILIDAD DE LA FRASE SEGUN EL PRIMER MODELO (EN LOG) =-3.753500
P( iateliga►^tia ^<((L^IK> )= 0.004695? log►mb =-2.328300 bo_case = 2x1
P( que ^ NNK> NNK> )= 0.03756641ogprob =- 1.425200 bo_case = 3adx1
Pam biología algo hay que iavestigar.
PROBABILIDAD DE LA FRASE SEGLJN EL PRILI^R MODELO (EN LOG) _-1.425200
P( qae ^ <UIVK> <UNK> )= 0.03756641ogprob =- 1.425200 bo case = 3x2x1
Para límite algo hay que investigar.
PROBABILIDAD DE LA FRA.4E SEGUN EL PRIMER MODELO (EN LOG) _-3.753500
P( límite ^ <UNK> )= 0.0046957 logprob =-2328300 bo_case = 2x1
P( que ^<UNIU <IJNIC> )= 0.0375664 logprob =- l .425200 bo_case = 3x2x1
Para iadividuo algo hay que investigar.
PROBABILIDAD DE LA FRASE SEGLIN EL PRIMER MODELO (EN LOG) _-3.452500
P( individuo (<UNK> )= 0.00939075 logprob =-2.027300 bo_case = 2x1
P( que ^<LJNIU QJNIC> )= 0.03756641ogprob =-1.425200 bo case = 3x2x1
Para hermcia algo hay que inves[igv.
PROBABILIDAD DE LA FRASE SEGLIN EL PRILI^R MODELO (EN LOG) _-3.452500
P( hrrencia ^<1JNK> )= 0.009390751ogprob =-Z.027300 bo_case = 2xl
P( que ^<tTNK> <UNK> )= 0.0375664 logprob =-1.425200 bo_case = 3x2x1
Pa^a gesta^ióa algo hay que inveskip^r.
PROBABILIDAD DE LA FRASE SEGUN EL PRIMER MODELO (EN LOG) _-3.753500
P( gesta©6n ^<iJNK> )= 0.00469S71ogprob =-2328300 bo_case = 2x1
P( que ^<LJNK> <i)NK> )= 0.0375664 logprob =-1.425200 bo_c^se = 3x2x1
Para genio algo hay yue investigar.
PROBABILIDAD DE LA FRASE SEGLTN EL PRIMER MODELO (EN LOG) _-1.425200
P( yue ^<IJNK> <LTNK> )= 0.03756641ogQrob =-1.425200 bo_ca.^e = 3x2x1
Para naturaleza algo hay que inveyvtigar.
PROBABILIDAD DE LA FRASE SEGtTN EL PRIMER MODELO (EN LOG) _-3.753500
P( naturaleza ^<1TNK> )= 0.0046957 logQrob =-2.328300 bo_wse = 2sl
P( que ^<LTNK> <IJNK> )= 0.03756641ogprob =- 1.425200 bo_case = 3x2x1
7Para esfuerco algo hay que investigar.
PROBABILIDAD DE LA FRASE SEGLJN EL PRILVIER MODELO (EN LOG) _-3.753500
p( esfuerZO ^<UIVK> )= 0.0046957 lo^prob =-2.328300 bo_case = 2xl
P( yue ^<1JNK> <UNK? )= 0.0375664 logprob =-1.425200 bo case = 3^x1
Para aprerider algo hay que investig•u.
PROBABILIDAD DE LA kRASE SEGUN EL PRILVIER MODELO (EN LOG) _-1.425200
P( que ^<IJNK> <LTNK> )= 0.0375664 logprob =-1.425200 bo_case = 3x2x1
EI uolor del pelo y de los ojas se debe a la hett^nctia.
PROBABILIDAD DE LA FRASE SEGLTN EL PRI[vIER MODELO (EN LOG) _- 12.896000
P( del ^<UNK> <IJNK> )= 0.0046957 logprob =-2328300 bo case = 3x2x1
P( y ^ del <UNK> )= 0.00939075 logprob =-2.027300 bo_case = 3x2x l
p( de ^<UNK> y)= 0.05165351ogQrob =-1.286900 bo_case = 3x2x1
P( los ^ y de )= 0.0883894 logprob =-1.053600 bo_case = 3x2
P( se ^ los •^[JNK> )= 0.009390751o^rob =-2.027300 bo_case = 3x2x1
P( debe ^ <11NK> se )= 0.484842 logprob =-0.314400 bo_case = 3x2
P( a ^ se debe )= 0.00114367 logprob =-2.941700 bo_case = 3-2-1
P( la ^ debe a)= 0.1211991o^rob = -0.916500 bo_^xise = 3x2
El wlor del peb y de los ojas se debe a la irrteligeacia.
PROBAB]LIDAD DE LA FRASE SEGUN EL PRIMER MODELO (EN LOG) _ -12.896000
P( del ^<UNK> <UNIU )= 0.0046957 lo^rob =-2328300 bo_case = 3x2x1
P( y ^ del <UNK> )= 0.009390751o@prob =-2.027300 bo_case = 3x2x1
P( de ^<U[YK> y)= O.OS 16535 logprob =-1.286900 bo_pse = 3x2x1
P( los ^ y de )= 0.0883894 logprob =-1.033600 bo_c^se = 3a^
P( se ^ las <UNIC> )= 0.00939075 (ogQrob =-2.027300 bo_case = 3x2x1
p( debe ^<UNK> se )= 0.484842 logmob = -0314400 bo_case = 3x2
P( a ^ se debe ) = O.OOI 143671o^rob =-2.941700 bo_cxise = 3-2-1
P( ls ^ debe a)= 0.1211991ogprob =-0.916500 bo_case = 3x2
El oolor del pelo y de los ojas se debe a biología.
PROBABILIDAD DE LA FRASE SEGlJN EL PRIMER MODELO (EN LOG) _ -11.979500
p( del ^ NNK> <UNK? )= 0.0045957 logprob =-2328300 bo_case = 3x2x1
P( y ^ del QINK> )= 0.00939075 lo^rob =-2.027300 bo_case = 3x2x1
P( de ^<UN&^ y)= O.OSl653S IogQrob =-1.286900 bo_case = 3x2x1
P( los ^ y de )= 0.08838941ogprob =-1.053600 bo_case = 3^
p( se ^ los <UNK.^ )= 0.009340751ogprob = 2.027300 bo_case = 3x2x1
p( debe ^<[JNK> se )= 0.484842 log^rob = -0314400 bo_case = 3x2
P( a( se debe )= 0.00114367 lo^rob =-2.941700 bo_case = 3-2-1
El oolor del pelo y de los ojas ae debe a la límite.
PROBABILIDAD DE LA FRA3E SEGUN EL PRIIViER MODELO (EN LOG) _- 12.896000
P( del ^<UNK> <UNK> )= 0.00469571ogprob =-2328300 bo_case = 3x2x1
p( y ^ de( <IJNK> )= 0.009390751ogQrob = -2.027300 bo_case = 3x2x1
p( de ^<UNK> y)= 0.0516535 logprob =-1.286900 bo_pse = 3xZx1
P( los ^ y de )= 0.0883894 logprob =-1.053600 bo_wse = 3x2
P( se ^ los <UNK> )= 0.00939075 lo^rob =-2.027300 bo_case = 3x2x1
P( debe ^ <UNK> se )= 0.484842 logprob = -0314400 bo_ca9e = 3^d
P( a ^ se debe )= 0.00] 143671op^rob = -2.941700 bo_case = 3-2-1
P( la ^ debe a )= 0.121199 (og^rob = -0.916500 bo nse = 3x2
El oolor del pelo y de los ojas se debe a la 'v^dividuo.
PROBABILIDAD DE LA FRASE SEGUN EL PRIL1dER MODELO (EN LOG) _-12.896000
p( de1 ^ NNK> <IJNK> ) = 0.00469571ogprob =-2328300 bo_case = 3x2x1
P( y ^ del <1JNK> ) = 0.009390751og^rob =-2.027300 bo_case = 3x2x1
P( de ^<LJIV[C> y)= 0.0516S351ogimb =-1.286900 bo_case = 3x2x1
P( los ^ y de )= 0.08838941o^rob =-1.053600 bo_case = 3x2
p( se ^ los <CTNK> )= 0.00939075 logprob =-2.027300 bo_pse = 3x2x1
P( debe ^<IJNK> se )= 0.48484Z log>rob =-0314400 bo_case = 3x2
P( a ^ se debe )= 0.0071436? logQrob =-2.941700 bo_case = 3-2-1
P( la ^ debe a )= O.12 ] 1991o^rob =-0.916500 bo_^se = 3x2
El oolor del pelo y de los ojos se debe a la gestación.
PROBABILIDAD DE LA FRASE SEGUN EL PRI[^IER MODELO (EN LOG) _- 12.896000
P( del ^ QJNK> ^'UNK> )= 0.0046957 logprob =-2.328300 bo case = 3x2x1
P( y ^ del •^LJNK> )= 0.00939075 lo^rob =-2.027300 bo_case = 3x2x1
P( de ^<:[JNK> y)= O.OS L6535 logprob =-1.286900 bo czse = 3x2x1
P( los ^ y de )= 0.0883894 logprob =- ].OS3600 bo_case = 3x2
P( se ^ los <1JNK> )= 0.00939075 logorob =-2.027300 bo_case = 3x2x1
P( debe ^<(1NK> se )= 0.4848421ogprob =-03144001w_case = 3x2
8P( a ^ se debe )= 0.001143671o^rob =-2.941700 bo_case = 3-2-1
P( la ^ debe a)=0.121 l99 logprob =-0.916500 bo_u^se = 3^Q
El oolor del pelo y de los ojas se debe a la genio.
PROBABILmAD DE LA FRASE SEGUN EL PRII^R MODELO (EN LOG) _- 12.896000
P( del ^<1JIJIC> <IJNK> )= 0.00469571ogprob =-2328300 bo_case = 3a^x]
P( y ^ del <IJNK> )= 0.00939075 logprob = 2.027300 bo_unse = 3adxl
P( de ^<UNI{> y)= 0.05165351ogprob =-1.286900 bo_ulse = 3x2x1
P( los ^ y de )= 0.08838941ogprob =-1.053600 bo_case = 3x2
P( se ^ los <UNK> )= 0.009390751ogprob =-2.027300 bo_case = 3x2x1
P( debe ^<IlNK> se )= 0.484842 logprob = -0314440 bo_case = 3ad
P( a ^ se debe )= 0.001143671o^rob =-2.941700 bo_case = 3-2-1
P( la ^ debe a)= 0.121 l99 lo^rob = -0.9 L6500 bo_^se = 3 x2
El oolor del pelo y de los ojos se debe a la naturalerr.
PROBABILIDAD DE LA FRASE 3EGUN EL PRIL1dER MODELO (EN LOG) _- 12.896000
P( del ^<IJNK> QJNK> )= 0.0046957 logprob =-2328300 bo_case = 3x2x1
P( Y ^ del NNK> )= 0.00939075 log^rob = 2.027300 bo_case = 3x2x1
P( de ^<LlNK> y)= 0.05165351ogprob =-1.286900 bo_case = 3x2x1
P( los ^ y de )= 0.0883894 log^rob =-1.453600 bo_case = 3^
P( se ^ los QJNIC> )= 0.009390751o^rob =-2.027300 bo_case = 3adx1
P( debe ^ <UNR^ se )= 0.4848421ogprob = -0314400 bo_case = 3x2
P( a ^ se debe )= 0.00114367 logprob = 2.94] 700 bo_case = 3-2-1
P( (a ^ debe a )= 0.1211991o^rob =-0.916500 bo_^se = 3^d
EI oolor del pelo y de los ojas se debe a la esfuerm.
PROBABILB)AD DE LA rRASE SEGUN EL PRIMER MODELO (EIV LOG) =-L2.896000
P( del ^<IJIVIP <ilNK> )= 0.0046957 logprob =-2328300 bo_case = 3x2x1
P( y ^ del <IJNK> )= 0.00939075 lo^mb = 2.027300 bo_case = 3x2x1
P( de ^<[JNIU y)= 0.45165351ogprob =-1.286900 bo_case = 3x2x1
P( los ^ y de )= 0.08838941ogprob = -1.053600 bo_case = 3x2
P( se ^ los <IINIU )= 0.00939075 k^rob =-2.027300 bo_case = 3x2x1
P( debe ^ <1JNIU se )= 0.484842 lo^rob = -0314400 bo_case = 3x2
P( a ^ se debe )= O.OOI 14367 lo^rob =-2.941700 bo_case = 3-2-1
P( la ^ debe a )= 0.1211991o^rob = -0.916500 bo_case = 3ad
El oolor del pelo y de los ojos se debe a la inve^ip¢r.
PROBABILIDAD DE LA FRASE SEGUN EL PRIMER MODELO (EN LOG) _ -12.896000
P( del ^<IJNK> NNIC> )= 0.0046957 lo^rob =-2328300 bo_case = 3^x1
P( y ^ del <UNIC> )= 0.009390751ogprob = -2.027300 bo_^se = 3x2x L
P( de ^<1lNIC> y)= 0.05165351o^rob =-1.286900 bo_case = 3x2x1
P( los ^ y de )= 0.0883894 logmob =-I .053600 bo_case = 3x2
P( se ^ los <IJNK> )= 0.009390751ogrmb =-2.027300 bo_pse = 3x2x1
P( debe ^<[!N[U se )= 0.4848421ogprob =-0.314400 bo_case = 3x2
P( a ^ se debe )= O.OOI 143671ogprob =-2.941700 bo iase = 3-2-1
P( la ^ debe a )= 0.121199 lo^rob = -0.916500 bo_case = 3ad
El oolor del pelo y de los ojas se debe a la apreader.
PROBABILIDAD DE LA F72A.4E SEGUN EL PRILI^R MODELO (EN LOG) _- 12.896000
P( del ^<UNK> <IJIVIC> )= 0.0046957 lo^rob =-2328300 bo_case = 3ac2x1
P( Y ^ del <IJNIC> )= 0.009390751ogprob = 2.027300 bo_case = 3x2x1
p( de ^<UM{> y)= 0.0516535 logprob =-1.286900 bo_case = 3x2x 1
P( los ^ y de )= 0.0883894 logprob =-1.053600 bo_case = 3aQ
P( se ^ las <UNK> )= 0.00939075 logprob =-2.027300 bo_case = 3^x L
p( debe ^ <UNK> se )= 0.484842 logprob = -0314400 bo_cave = 3xZ
P( a ^ se debe )= 0.001 143 67 1o^rob =-2.941700 bo_case = 3-2-1
P( la ^ debe a )= 0.1211991o^rob = -0.916500 bo_unse = 3ad
Posefa una inteligeocia adoatada, esto le pamitía solucianar todos las proble^as que la vida le
iba planteando.
PROBABILIDAD DE LA FRASE SEGUN EL PRIMER MODELO (EN LOG) _- 13.084000
P( una ^<ilNK> )= 0.00939075 logprob =-2.027300 bo_c^.qe = 2x 1
P( inteligcrn.tia ^<ilMC> una )= O.OOO143648 lo^rob =-3.842700 bo_case = 3^Q-1
P( todos ^<LTNK> <vI•TK> )= 0.00469571ogprob =-2.328300 bo_c^se = 3x2x1
P( los ^<IJNK> todos )= 0969617 log^rob =-0.013400 bo_rase = 3x2
P( que ^ los <[JM{> )= 0.03756641o^rob =-1.425200 bo_case =3x2x1
P( la ^<UPII{> que )= 0.121199 logpmb = -0.916500 bo_^se = 3^d
P( vida ^ qua la )= 0.002947141ogprob =-2.530600 bo_case = 3-2
Poseía una biología adcx.-uada, esto le permitía solucionar todos (vs problemas que la vida le iba
plantc:lado.
9PROBABILIDAD DE LA FRASE SEGIJN EL PRI(^R MODELO (EN LOG) _-9.241300
p( uua ^<[ll^fl{> )= 0.009390751ogprob =-2.027300 bo_case = 2xl
P( todos ^<IJNK> QJNK> )= 0.00469571og^rob =-2328300 bo_rase = 3x2x1
P( los ^<LTNK> todos )=^ 0.969617 logprob = -0.013400 bo_case = 3ad
P( yue ^ los <[JNK> )= 0.03756641o^rob =-1.425200 bo_case = 3x2x1
P( la ^<IJNK> que )= 0.1211991ogprob =-0.9I6500 bo_u^se = 3ad
P( vida ^ que Ia )= 0.002947141ogprab =-2.530600 bo_u^►se = 3-2
Poseía una límite adecvada, esto le pe^mitía solucionar todos los problernas que Ia vida le iba
planteando.
PROBABILIDAD DE LA FRASE SEGUN EL PRI[vIER MODELO (EN LOG) _- 13.084000
p( una ^ <UNK> )= 0.009390751ogprob =-2.027300 bo_case = 2xt
P( lúnite ^ NNK> una )= 0.000143648 logprob =-3.842700 bo_ca4e = 3^-1
p( todos ^<CTNK> <UNK> )= 0.0046957 logprob =-2328300 bo_case = 3^dxl
P( los ^<UNK> todos )= 0.9696171ogprob = -0.O13400 bo_cave = 3^
P( que ^ los <UNK> )= 0.03756641ogrrob =-1.425200 bo_case = 3x2x1
p( (a ^<UNK> que )= O.1211991o^rob =-0.916500 bo_case = 3x2
P( vida ^ que la )= 0.002947141og^rob =-2.530600 bo_case = 3-2
Pose[a una individuo ade^.-uada, esto le permitfa solucionar todos los problertms que la vida le iba
planteando.
PROBABILIDAD DE LA FRASE SEGUN EL PRIMER MODELO (EN LOG) _ -12.783000
P( una ^<I1NK> )= 0.009390751opprob =-2.027300 bo_case = 2x1
P( individuo ^<UNK> una )= 0.0002872771o^rob = 3.541700 bo case = 3x2-t
P( todos ^^^IJNK> <UNK> )= 0.0046957 lo^rob =-2.328300 bo_wse = 3x2x1
P( los ^ QJNIC> todos )= 0.969617 logprrob = -0.013400 bo_case = 3x2
P( que ^ los <UNK> )= 0.0375664 lo^rob =-1.425200 bo_case = 3x2x1
P( la ^<UM{> que )= 0.1211991ogprob = -0.916500 bo_case = 3x2
P( vida ^ que la )= 0.002947141ogprob =-2.530600 bo_case = 3-2
Poseía una heren©a adewada, esto le peimitta solucioaartodos los proble^nas que la vida le iba
planteando.
PROBABILIDAD DE LA FRASE SEGUN EL PRINIER MODELO (EN LOG) _-13.084000
p( una ^<11NK> )= 0.00939073 log>rob =-2.027300 bo_case = 2x1
P( herencia ^<CTNK> una )= 0.000287277 lo^rob =-3.54i700 bo_case = 3x2-1
P( todos ^<UNK? NNK> )= 0.0046957 logprob =-2328300 bo_case = 3^x1
P( las ^ NNK> todos )= 0969617 logprob =-0.O]3400 bo_case = 3x2
P( que ^ los RJNK> )= 0.03756641ogprob =-1.425200 bo_case = 3x2x1
P( la ^<i!N[U que )= 0.1211991o^rob =-0.916500 bo_case = 3x2
P( vida ^ que la )= 0.002947] 4 lo^rob =-2.530600 bo_case = 3-2
Poseia una g^staciín adecuada, esto le pemvUa solucionartodas los probtemas que la vida le iba
pLwtu~^ado.
PROBABILIDAD DE LA FRASE SEGIJN EL PRIMER MODELO (EIV LOG) _-13.084000
P( una ^<UNK> )= 0.00939075 logprob =-2.027300 bo_case = 2x1
P( grstación ^<IJNK> una )= 0.000 143 648 1ogprob =-3.842700 bo_case = 3^-l
P( todos ^^^1JNK> <UNIC> )= 0.00469571o^rob =-2328300 bo_case = 3x2x1
P( los ^<LJNIC> todos )= 0.969617 lo^rob =-0.013400 bo_case = 3x2
P( que ^ los <UNK> )= 0.03756641ogprob =-1.425200 bo_unse = 3x2x1
P( la ^<CINK> que )= O.l2l 1991ogmb =-0.916500 bo_ur ►se = 3x2
P( vida ^ que la )= 0.002947]41o^rob =-2.330600 bo_case = 3-2
Poseía una geaio adeivada, esto le pem^itía solucionartodos los problemas que la vida le iba
plantewdo.
PROBABILIDAD DE LA FRASE SEGLIN EL PRIMER MODELO (EN LOG) _-9.241300
P( una ^<CINK> )= 0.00939075 log^rob =-2.027300 bo_case = 2x1
P( todos ^<LJNK> QJNK> )= 0.0046957 logprob =-2328300 bo cace = 3adx1
P( los ^^^UNK> tados )= 0.969617 lo^rob =-0.013400 bo_case = 3ad
P( que ^ los <UNK> )= 0.0375664 lo^rob =-1.425200 bo_case = 3^x1
P( la ^<[!NK> que )= 0.1211991ogprob =-0.916500 bo_case = 3x2
P( vida ^ que la )= 0.00294714 logprob =-2.530600 bo_case = 3-2
Poseta una naturalez^ adecvada, esto le pertnitía solu^tionartodas los problenu^s que la vida le
iba pla^eando.
PROBABILIDAD DE LA FILASE SEGtTN EL PRI[^lER MODELO (EN LOG) _-9.555700
P( una ^<.LINK> )= 0.00939075 lo^rob =-2.027300 bo_case = 2x1
P( naturaleza ^<UNK> una )= 0.4848421o^rob =-0.314400 bo_unse = 3x2
P( todos ^•^tTNK=^ <UNK> )= 0.00469571ogprob =-2.328300 bo case = 3x2x1
P( los ^•^tiNK> todos )= 0.9696171ogpmb =-0.013400 bo_case = 3^d
P( que ^ los <CJNK> )= 0.0375664 lo^rob =-1.425200 bo_u-ise = 3x2x1
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P( la ^<(!NK> que )= 0.1211991ogprob = -0.916500 bo_case = 3x2
P( vida ^ que la )= 0.00294714 logprob =-2.530600 bo u-^se = 3-2
Poseía ima esfuerzo adecuada, esto le permitía solucior ►ar Wdos los problemas que la vida le iba
pLwteando.
PROBABILIDAD DE LA FRASE SEGUN EL PRIMER MODELO (EN LOG) _- 13.084000
P( una ^<[1NK> )= 0.00939075 lo^rob =-2.027300 bo_ca.se = 2x1
p( esfuerzo ^<[1NIC> una )= 0.000143648 kgpmb = 3.842700 bo_case = 3ad-1
P( todos ^<IJIVIC> <l1NK> )= 0.0046957 logprob =-2328300 bo_case = 3x2x1
P( los ^<UNK> wdos )= 0.969617 logprob =-O.O13400 bo_ca9e = 3x2
P( yue ^ los <11MC> )= 0.03756641ogirob =-1.425200 bo_case = 3x2x1
P( la ^<UNK> que )= 0.121199 lop^rob =-0.916500 bo_case = 3ad
P( vida ^ que la )= 0.002947141o^rob =-2.530600 bo case = 3-2
Poseía una investi^r ado^uada, esto le pertnitía solu^onartadoa los probletuas que la vida le iba
plaaleando.
PROBABILIDAD DE LA FRASE 3EGUN EL PRIA^R MODELO (EN LOG) _- 13.084000
P( una ^ <UN[{> )= 0.00939075 logprob =-2.027300 bo_wse = 2x L
P( investigar ^<UNK> una )= 0.000143648 lo^rob =-3.842700 bo_wse = 3^d-1
P( todos ^<LJNlb <IJNK> )= 0.00469571ogprob =-2328300 bo_case = 3a^xl
P( los ^<UN1V todos )= 0.969617 logprob = -0.013400 bo_case = 3x2
P( que ^ los <[!NK> )= 0.03736641ogprob =-1.425200 bo_case = 3x2x1
P( la ^<UNK> que )= 0.121199 lo^rob = -0.916500 bo case = 3^
P( vida ^ que la )= 0.002947141o^rob =-2.530600 bo_case = 3-2
Posefa una aprender adeaiada, eslo lepertnitla solucionartodos los probleroas que la vida le iba
PLwteando.
PROBABILIDAD DE LA FRASE SEGUN EL PRIl1^R MODELO (EN LOG) = A.241300
P( una ^<UNK> )= 0.00939075 log^rob =-2.027300 bo_case = 2x 1
P( todos ^<L1NI{^ <iJNK> )= 0.00469571ogprob = -2328300 bo aise = 3asZxl
P( los ^<UNK> tados )= 0.9696171opprob = -0.013400 bo_case = 3x2
P( que ^ los <UNK> )= 0.03756641o^rob =-1.425200 bo_case = 3x2x L
P( la ^<[JNK> que )= 0. ] 2l 1991ogprob = -0.9 L 6500 bo_uM►se = 3^d
P( vida ^ que la )= 0.002947141o^rob = Z.S30600 bo ^se = 3-2
Erttre sus asigpaturas favoritas se enamtraba la biología.
PROBABILIDAD DE LA FRASE SEGUN EL PRI[WER MODELO (EN LOG) _- 5.341500
P( sus ^ <L7NK> )= 0.009390751o^rob =-2.027300 bo_cas^ = 2xl
p( se ^<[lLYI^> <UNl{> )= 0.00939075 lo^rob =-2.027300 bo_wse = 3^x1
P( la ^ se <UNIU ) = 0.05165351ogprob =-1.286900 bo_case = 3^dx1
Enlte sus asigiaturas favoritag se aioo^aba la mteligen^tia.
PROBABILIDAD DE LA FRASE SEGUN EL PRIMER MODELO (EN LOG) _-5.341500
P( sus ^<IJNK> )= 0.009390751ogprob =-Z.027300 bo_case = 2x1
p( se ^<UNK> <fJNK> )= 0.00939075 logprob =-2.027300 bo_case = 3x2x1
P( la ^ se <[JN[{^> )= 0.05165351o^rob =-1.286900 bo_c^se = 3x2x1
Eatte sus asiBsaduras favoritas se euoontraba ta límrte.
PROBABILIDAD DE LA FRASE SEGUN EL PRIMER MODELO (EN LOG) _-5.341500
P( sus ^<t7NK> )= 0.009390751o^rob =-2.027300 bo_case = 2x1
p( se ^<()1^llU <[JIYIP )= 0.00939075 logprub =-2.027300 bo_case = 3^x1
P( la ^ se <[!NK> )= 0.0516535 lo^rob =-1.286900 bo_case = 3x2x1
Entne sus asigiaturas favorRas se cnoa^traba la mdividuo.
PROBABILIDAD DE LA FRASE SEGUN EL PRIMER MODELO (EN LOG) _-5.341500
P( sus ^<IJNK> )= 0.00939075 lo^rob = 2.027300 bo_case = 2x1
p( se ^<U1^1(U <UNK> )= 0.009390751ogprob =-2.027300 bo_cace = 3x2x1
P( la ^ se <[JNK> )= 0.0516535 log^rob =-L.286900 bo_^se = 3x2x1
Enŭ+e sus asigpaturas favoritas se enoontraba la hermcia.
PROBABILmAD DE LA FRASE SEGUN EL PRII^IER MODELO (EN LOG) _-5.34] 500
P( sus ^<LTNK> )= 0.009390751ogprob =-2.027300 bo_case = 2x1
p( se ^<ilIVK> Q11VK> )= 0.00939075 lo^rob =-2.027300 bo_e^se = 3x2x1
P( ls ^ se <(JNK> )= 0.05165351ogprob =-1.286900 bo_case = 3x2x1
Entie sus asigiaturas Favor^as se cnoontraba la gcsta^.YÓn.
PROBABILIDAD DE LA FRASE SEGLTN EL PRIIV>ER MODELO (EN LOG) _- 5.341500
p( sus ^<UNK> )= 0.00939075 loPprob =-2.02T300 bo_case = 2xl
p( se ^<LlNK> <LJNK> )= 0.00939075 lop^rob =-2.027300 ho_case = 3x2x1
P( la ^ se <[lIYK> )= 0.0516535 logprob =-1.286900 bo_case = 3^dx1
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EuUe sus asip^aturas favoritas se aioocdraba la gaiio.
PROBABILIDAD DE LA FRASE SEGUN EL PRIIvIER MODELO (EN LOG) _-S.34I500
P( sus ^<LTNK> )= 0.00939075 logprob =-2.027300 bo_case = 2x]
p( se ^<UNK> <UNK> j= 0.00939075 logprob =-2.027300 bo_case = 3x2x1
P( la ^ se <UNK> )= 0.03165351ogpmb =-1.286900 bo_case = 3x2x1
Evtre sus asie►aturas favorrtas se e^oontraba la natural^.
PROBABILIDAD DE LA FRASE SEGUN EL PRIIVIER MODELO (EN LOG) _-5.341500
P( sus ^<LTNK> )= 0.00939075 lo^mb =-2.027300 bo_case = 2x1
p( se ^<CINK> <CJNK> )= 0.00939075 logprob =-2.027300 bo_case = 3x2x1
P( le ^ se <U[YK> )= 0.05165351o^rob =-1.286900 bo_u-^se = 3x2x1
Entre sus asig^aturas favorrtas se aicordraba la es&aw.
PROBABILIDAD DE LA FRASE SEGUN EL PRIMER MODELO (EIJ LOG) _-5.341500
P( sus ^<IJIVIC> )= 0.009390751ogpmb =-2.027300 bo_case = 2x1
p( se ^<[J1YK> <IlNIU )= 0.009390'75 logprob =-2.027300 bo case = 3xZx1
P( la ^ se <CJNK> )= 0.05165351ogprob =-L.286900 bo_case = 3x2x1
Entne sus asigtaturas favoritas se ^oontraba la mvesligar.
PROBABILIDAD DE LA FRASE SEGUN EL PRIMER MODELO (EN LOG) _-5.341500
P( sus ^<UNIV )= 0.00939075 logprob = -2.027300 bo_wse = 2x1
p( se ^<Uf^fR> <UNK> )= 0.00939075 logprob =-2.Q27300 bo_case = 3adx1
P( la ^ se <U(Yl{> )= 0.0516535 lo^rob =-1.286900 bo_case = 3x2x1
Eutre sus asi^aturns favorrcas se onoontraba la apreader.
PROBABILIDAD DE LA FRASE SEGUN EL PRIIVIER MODELO (EN LOG) =- 5.341 S00
P( sus ^<IJNIU )= 0.009390751o^rob =-2.027300 bo_case = 2x1
P( se ^<UNK> <UNK> )= 0.00939075 Iogprob =-2.027300 bo_case = 3^x1
P( la ^ se <UNK> )= 0.0516535 lo^rob =-1.286900 bo_case = 3x2x1
Ese lugar era para el individuo que lo había reservado.
PROBABILIDAD DE LA FRASE SEGUN EL PRILI^R MODELO (EN LOG) _- 16.128200
P( pam ^<UNK> <UNK> )= 0.00469571ogprob =-2328300 bo_case = 3x2x1
p( e! ^ ^'LTNK> para )= 0.000285891 lop^rob =-3.543800 bo_case = 3x2-1
P( individuo ^ para el )= 0.0002970981o^rob =-3.S27L00 bo_c►se = 3^d-1
P( que ^ el individuo )= 0.0011885 lo^rob = 2.925000 bo_case = 3ad-1
P( lo ^ individuo que )= 0.000157036 logprob = -3.804000 bo_case = 3x2-1
Ese lugar aa para el inteli8encia que lo había resavado.
PROBABILIDAD DE LA FRASE SEGUN EL PRIMER MODELO (EN LOG) _-16.445900
P( para ^ NNK> <[JNI{> )= 0.00469571o^rob =-2328300 bo_case = 3x2x1
P( el ^ NNK> parn )= 0.000285891 logpmb = -3.343800 bo_c^se = 3^d-1
P( iateligaicia ^ para el )= 0.0001485591o^rob =-3.828 L 00 bo_case = 3ad-L
P( que ^ c:l i►delig®cia )= 0.001143671ogprob =-2.941700 bo_case = 3x2-1
P( lo ^ inteligencia que )= 0.000 1 5 7036 lo^rvb =-3.804000 bo_pse = 3x2-1
Ese lugpr aa para el biología que lo había reservado.
PROBABILIDAD DE LA FRASE SEGUN EL PRIl1dER MODELO (EN LOG) _-1 ].101300
p( para ^<[JNK> NNK> )= 0.0046957 logprob =-2328300 bo_wse = 3x2x1
P( el ^<IJNK> paru )= 0.0002858911o^rob = 3.543800 bo_case = 3x2-1
P( que ^ el <UNK> )= 0.0375664 logptob =-1.425200 bo_case = 3x2x1
P( lo ^ QJNK> que )= O.OOOI 570361oppmb =-3.804000 bo_case = 3x2-1
Ese lu^r era para el límite que lo hab[a rest:rvado.
PROBABILIDAD DE LA FRASE SEGLIN EL PRIl1dER MODELO (EN LOG) _-16.424900
P( para ^<L1NK> <UNK> )= 0.00469571ogprob =-2.328300 bo_case = 3x2x1
P( el ^<[JNK> para )= 0.000285891 lo^rob =-3.543800 bo_case = 3x2-1
P( lúnite ^ para el )= 0.000148359 logprob =-3.828100 bo_ca.se = 3x2-1
P( que ( el 1lmite )= O.OO120033 logprob =-2.920700 bo_case = 3x2-1
P( lo ^ Ihnite que )= 0.000157036 logprob =-3.804000 bo case = 3x2-1
Ese lugar era para el heraicia que lo había resetvado.
PROBABILIDAD DE LA FRASE 3EGUN EL PRIlV1ER MODELO (EN LOG) _-16.138700
P( para ^<[JNK> NNK> )= 0.0046957 logprob =-2328300 bo_c^se = 3x2x1
P( el ^<iTNK> para )= 0.000285891 logprob =-3.543800 bo_case = 3^d-1
P( her®cia ^ para el )= 0.000297098 logprob =-3.527100 bo_case = 3^2-1
P( que ^ el haen^ia )= O.OOI 1601 l logprob =-2.935500 bo_aase = 3x2-1
P( lo ^ herencia que )= 0.000157036 logprob =-3.804000 bo_wse = 3x2-1
Ese lugar era para el gesti.ición que lo había reservado.
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PROBABILIDAD DE LA FRASE SEGLTN EL PRIlV1ER MODELO (EN LOG) _- 16.433500
P( para ^ <iTNK> <UNK> ) = 0.00469571ogprvb = -2.3283001w_case = 3x2x1
P( el ^<1TNK%• para )= 0.000283891 logprob =-3.543800 bo_case = 3x2-i
P( gc^ta^ón ^ para el )= D.000148359 logprob =-3.828100 bo_case = 3ad-l
P( que ^ el geslación )= 0.00] 176791o^rob =-2.929300 bo_case = 3xZ-L
P( lo ^ gestación que )= O.OOO L 37036 logprob =-3.804000 bo_case = 3at2-1
Ese lu^r era para el ^io que lo había reservado.
PROBABILIDAD DE LA FIL4SE SEGUN EL PRIMER MODELO (EN LOG) _- L 1.101300
P( para ^<IJTiIC> <LJNK> )= 0.0046957 logprob =-2.328300 bo_wse = 3atZxl
P( el ^<UNIC> para )= 0.00028589 L lo8prob =-3.543800 bo_^se = 3ad-1
P( que ^ el <UNK> )= 0.03756641op^rob =-1.425200 bo_case = 3adx1
P( lo ^<lJNK> que )= 0.000 ] 370361ogprob =-3.804000 bo_case = 3x2-1
Ese lu^r era para el naáuale^$ que lo había reservado.
PROBABILIDAD DE LA FRASE 3EGUN EL PRIMER MODELO (EN LOG) _-16.443900
P( para ^ NNK> <1JNK> ) = 0.00469571ogprob =-2328300 bo_c;ase = 3^x1
P( el ^<iJNK> para )= 0.000285891 logprob =-3.543800 bo_case = 3x2-L
P( naturalerd ^ para el )= 0.0001485591o^rob =-3.828100 bo_case = 3^d-l
P( que ^ el aadnalezg )= 0.001143671o^rob = 2.941700 bo_^se = 3x2-1
P( lo ^ naturale7a que )= 0.000157036 logpr+ob =-3.804000 bo_cave = 3^-1
Ese lugar era para el esfuerm que lo había rescxvado.
PROBABILIDAD DE LA FRASE SEGUN EL PRIMER MODEL,O (EN LOG) _-16.445900
P( para ^ <l7NIU <UNK> )= 0.0046957 logprob = -2.328300 bo_case = 3adx1
P( el ^<I)NIC> para )= 0.000285891 lo^rob =-3.543800 bo_case = 3x2-1
P( esfuerzo ^ para eI )= 0.0001485591o^rob =-3.828 L00 bo_uhse = 3x2-1
P( que ^ el eŝuc;rm )= 0.001143671ogmob =-2.941700 bo_case = 3^-l
P( lo ^ esfuerzo que )= 0.0001570361og^rob =-3.804000 bo_u-^se = 3x2-1
Ese lugar aa paia el investigar que lo había ravavado.
PROBABILIDAD DE LA FRASE SEGUN EL PRIl1dER MODELO (EN LOG) _-L6.439700
P( para ^•^UNK> <UNK> )= 0.0046957 logprob =-2328300 bo_case = 3x2x1
P( el ^<UNK> para )= 0.000285891 lo^rob =-3.543800 bo_case = 3^d-l
P( investigpr ^ para el )= 0.0001485591ogprob =-3.828100 bo_case = 3x2-1
P( que ^ el 'n^vesti^r )= 0.00] 1601 L lo^rob = 2.935300 bo_case = 3x2-L
P( lo ^ inv^tigar que )= 0.000 L 57036 logprob =-3.804000 bo_case = 3^-l
Ese lugar era para el aprznda que lo habfa res^vado.
PROBABILIDAD DE LA FRASE SEGUN EL PRIMER MODELO (EN LOG) _-11.101300
P( para ^ <lTNl{> <lJN1U ) = 0.0046957 (ogprob = -2.328300 bo_case = 3adx1
P( el ^<UNK> para )= 0.000283891 logprob =-3.343800 bo_case = 3^-1
P( que ^ el <UNK> )= 0.03736641ogprob =-1.423200 bo_case = 3^dx1
P( lo ^^'IJNK> que )= O.OOOI 57036 lo^rob = 3.804000 bo_c^se = 3x2-1
HaMa Ile^do al límite de sus postbiGdadea
PROBABILIDAD DE LA FRASE SEGUN EL PRIMER MODELO (EN LOG) _-3.718700
P( al ^<(!N&> R1NK> )= 0.0140864 logpmb =-1.851200 bo_case = 3x2x1
p( (ímite ^<1INK> al )= 0.00014431 l logprob =-3.840700 bo_case = 3x2-1
P( de ^ al limite )= 0.9696171ogprob =-0.013400 bo_pse = 3^d
P( sus ^ lúniie de )= 0969617 logprob =-0.013400 bo_case = 3
Había ile^do al intelig®cia de sua posibilidades.
PROBABILIDAD DE LA FRASE SEGUN EL PRIl1^R MODELO (EN LOG) _-9.548900
P( al ^<UNK> <UNK> )= 0.0140864 log^rob =-L851200 bo_case = 3^dxl
P( iateligc^c+a ^<UNK> al )= O.OOOl443 ] 1 lo^iob =-3.840700 bo_case = 3ad-L
P( de ^ al intelig®cia )= 0.00157253 log^rob =-2.803400 bo_case = 3^-1
P( sus ^ inteligcn^tia de )= 0.08838941o^rob =-].053600 bo_case = 3x2
Había Ileg,ldo al biología de sus postbilidades.
PROBABILIDAD DE LA FRA.SE SEGlJN EL PRIIv1ER MODELO (EN LOG) _^.191700
P( al ^<U[YK> QIM{> ) = O.O1408641o^rob =-1.851200 bo_clse = 3^dx1
P( de ^ al <LINK> )= 0.05 L6533 lo^rob =-1.286900 bo_c^se = 3adx1
P( sus ^<LTNK> de )= 0.08838941ogprob =-1.033600 bo_case = 3x2
Había Ile^do al individuo de sus posibilidades.
PROBABILIDAD DE LA FRASE SEGUN EL PRIIViER MODELO (EN LOG) _-9.231200
P( al ^<1JNK> <[JNK> )= 0.01408641ogprob =-1.851200 bo_case = 3x2x1
P( individuo ^<UNK> al )= 0.0002886021o^mb = 3.339700 bo case = 3^d-L
P( de ^ al individuo )= 0.001634181og^rob =-2.786700 bo_wse = 3^.2-1
P( sus ^ individuo de )= 0.0883894 logprob =-I.OS3600 bo_case = 3aQ
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Había llegado al herencia de sus posibilidades.
PROBABILIDAD DE LA FRASE SEGLIN EL PRIMER MODELO (EN LOG) _-9.24]700
P( al ( <[1NK> <1JNK> ) = 0.0140864 lo^rob = -1.851200 bo_case = 3^x1
P( herencia ^<UNK> al )= 0.00028860Z logprob =-3.539700 bo_case = 3x2-1
P( de ^ al herencia )= 0.001595141ogprob =-2.797200 bo_case = 3x2-1
P( sus ^ herencia de )= 0.08838941ogprob = -L.053600 bo case = 3^
Había Ilegpdo a18es1ación de sus posibilidades.
PROBABILIDAD DE LA FRASE SEGLIN EL PRIIV>ER MODELO (EN LOG) _-9.536500
p( al ^ <[1l^il{> <[INK> ) = 0.01408641og^rob = - 1.85 ]200 bo_case = 3adx1
p( gesta^,tión ^<UNK> al )= 0.000144311 logprob =-3.840700 bo_case = 3x2-1
P( de ^ al ^es1acián )= 0.00161808 logprob =-2.791000 bo_c^se = 3ad-1
P( sus ^ gesta^ón de )= 0.0883894 lo^rob =-1.053600 bo_case = 3x2
Había lieppdo al g®io de sus posibilidades.
PROBABILIDAD DE LA FRASE SEGUN EL PRIMER MODELO (EN LOG) _^.191700
P( al ^<iINK> <UNK> )= 0.01408641og^rob =-1.85 ]200 bo_pse = 3^dxl
P( de ^ al <LJIYK> )= 0.05165351o^rob =-1.286900 bo_unse = 3^dx1
P( sus ^ NNK> de )= 0.08838941ogprob =-1.053600 bo_case = 3x2
Había Ileg^do al naturalea da sus posibilidades.
PROBABILIDAD DE LA FRASE 3EGLTN EL PRIMER MODELO (EN LOG) _-9.548900
P( al ^<UNK> <11NK> )= 0.01408641ogpt+ob = -1.851200 bo_case = 3x2x1
P( naturaleza ^<[INK> al )= 0.0001443111ogprob = -3.840700 bo_case = 3x2-1
P( de ^ al naturale^ )= 0.001572531ogprob = 2.803400 bo_u-►se = 3^-L
P( sus ^ naturalerr de )= 0.0883894 logprob =-1.053600 bo_case = 3x2
Había Ileg^do al esfuerLO de sus paeibílidades.
PROBABILIDAD DE LA FRASE SEGUN EL PRIMER MODELO (EN LOG) _-6.198700
P( al ^<IJNK> <[lNIS> )= 0.01408641o^rob =-1.851200 bo_u^se = 3idx1
p( esfuerzo ^<UNK> ai )= 0323221 lo^rob = -0.490500 bo_case = 3x2
P( de ^ al esfi^enu )= 0.001572531o^nob =-2.803400 bo_a^se = 3-2-1
P( sus ^ esfuerw de )= 0.0883894 log^rob =-1.053600 bo_case = 3id
Había lleg,^do al invesli^vr de sus posibilidades.
PROBABILIDAD DE LA FRASE SEGUN EL PRIMER MODELO (EN LOG) _-9.542700
P( al ^<[!NK> <[!NK> )= O.OI408641ogprob =-1.851200 bo_u-►se = 3^dxl
P( inve^tigar ^ QJNK> al )= 0.000144311 logprob = -3.840700 bo_casn = 3x2-1
P( de ^ ai inv^stiy^r )= O.OOI 595141o^rob =-Z.797200 bo_case = 3^d-L
P( sus ^ mves1i8,ar de )= 0.08838941o^rob =-1.053600 bo_case = 32d
Había Ilegldo al apreader de sus pos^biGdades.
PROBABILIDAD DE LA FRASE SEGUN EL PRIMER MODELO (EN LOG) =-4.191700
p( al ^<i11^(1{> <UM{> )= 0.0140864 logprob =-1.851200 bo_case = 3x2x1
P( de ^ al <[!NK> )= O.OS 16535 loB►rob =-1.286900 bo_case = 3adx1
P( sus ^ QJNK> de )= 0.08838941ogprob =-1.053600 bo_case = 3>LL
3u entrenamieatq unido a una nabualeza fuera de lo oonúm, le pennrtía oor^ nuiá ►o más rápido que
el resto de sus cbmpafieros.
PROBABILIDAD DE LA FRASE SEGUN EL PRIMER MODELO (EN LOG) _- 19.931500
P( a ^<UNK> QJNK> )= 0.0375664 lo^rob =-1.425200 bo_ca.ve = 3^x]
P( una ^<UNK> a)= 0.000329458 logprob = -3.482200 bo_cxise = 3^-1
P( naturaleza ^ a una )= 0.484842 logprob =-0.3I4400 bo_case = 3x2
P( de ^ natwale^ Q7NK> )= 0.0516535 logprob =-1.286900 bo_case = 3x2x1
P( lo ^<LTNK> de )= 0.0001493481o^rob =-3.825800 bo_wse = 3:d-l
p( más ^<[)NK> <UNK> )= 0.00469571o^rob =-2.328300 bo_case = 3^dx1
P( que ^ nm.s <UNK? )= 0.0375664 logprob =-1.425200 bo_case = 3x2x1
P( el ^<UNIC> que )= 0.00431405 L logprob =-3.503000 bo_case = 3^d-1
P( de ^ el <IJNK> )= 0.0516535 lopprob =-1.286900 bo_case = 3^x1
P( sus ^<iJNK> de )= 0.08838941ogprob =-1.OS3600 bo case = 3x2
Su entrenamiento, unido a una infelig®cia fw^a de lo comím, le pertnitía ooaer mudio más rápido
que el resto de sus oompañeros.
PROBABILIDAD DE LA FRASE SEGlJN EL PRIMER MODELO (EN LOG) = 23.459800
P( a ^<UNK> <tJNK> )= 0.03756641ogprob =-].425200 bo_case = 3x2x1
P( una ^<UNK> a)= 0.000329458 logprob =-3.482200 bo_case = 3x2-1
P( inteligancia ^ a una )= 0.000 1 43 64 8 logprob =-3.842700 bo_ca.se = 3x2-1
P( de ^ inteligencia <[1NK> )= O.OS 16535 logptub =-1.286900 bo_case = 3^dx1
P( lo ^<UNK> de )= 0.000149348 logprob =-3.825800 bo_case = 3a2-1
p( nvís ^<UNl{> <[^lg> )= 0.00469571ogptob =-2.328300 bo_case = 3x2x1
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P( que ^ más <LTNK> )= 0.03756641ogprob =-1.425200 bo_case = 3x2x1
p( el ^<1JNK> que )= 0.000314051 lop^rob =-3.303000 bo_case = 3x2-1
P( de ^ el QJNK> )= 0.0516533 lo^rob =-1.286900 bo_cave = 3x2x1
P( sus ^<IJNK> de )= 0.0883894 logprob =-1.053600 bo case = 3^Q
Su entrenamiento, uoido a una biología fuero de lo oomún, le pertuilia co^rer mucho roás rápido que
el msto de sus crnupaHeros. .
PROBABILIDAD DE LAFRA.SE SEGUN EL PRIlV1ER MODELO (EN LOG) =- 19.617100
p( a ^<IJNK> <IINK> )= 0.0375664 lop^rob =-1.425200 bo_rase = 3x2x1
P( una ^<tlNK> a)= 0.000329458 lop^rob =-3.482200 bo_case = 3^d-1
p( de ^<[![YK> <UNK> )= 0.05165351o^rob =-1.286900 bo_case = 3x2x1
P( lo ^<LiNK> de )= 0.0001493481ogprob =-3.825800 bo_caqe = 3x2-1
p( más ^<UIYK> <UNK> )= 0.00469571ogprob = 2.328300 bo_u-^se = 3x2x1
P( yue ^ más qTNK> )= 0.03756641ogprob =-1.425200 bo_case = 31dx1
p( el ^<UNK^^ que )= 0.0003 L 4051 logprob =-3.503000 bo_case = 3x2-1
P( de ^ el <UNK> )= 0.0516535 lo^rob =-I .286900 bo_case = 31dx1
P( sus ^ NNK> de )= 0.0883894 logprob =-1.033600 bo case = 3^d
Su entrenami®to, unido a una limite fuera de lo ooanáy le pamrt.ía corner mu^o más rápido que el
resto de sus oompafleros.
PROBABILIDAD DE LA FRA3E SEGUN EL PRIMER MODELO (EN LOG) =- 23.439800
p( a ^<IJNK> QINIV )= 0.0375664 loglxob =-1.425200 bo case = 3^x1
P( una ^<[JNK> a)= 0.0003294581ogprob =-3.482200 bo_case = 3^d-1
P( lúnite ^ a una )= O.QOO1436481ogprob = 3.842700 bo_case = 3x2-1
P( de ^ límile <UNK> )= 0.0516535 logprob =- l .286900 bo_case = 3X2x1
P( lo ^<[INK> de )= O.OQO 149348 logprob =-3.825800 bo_case = 3a^-1
P( má4 ^<UNK> <UNK> )= 0.00469371ogprob =-2.328300 bo_case = 3adxl
P( que ^ n^ás <UNK> )= 0.0375664 logprob =-1.425200 bo_case = 3x2x1
p( e1 ^<[JN1C> que )= 0.00031405 i lo^rob =-3.503000 bo case = 3^CZ-1
P( de ^ el NNK> )= 0.0516535 lo^rob =-1.286900 bo_csve = 3^dx1
P( sus ^<LINIC> de )= 0.08838941ogprob =- l .053600 bo_cave = 3^
Su e^rtn^ami^to, unido a una individuo fucaa de lo común, le pem^itía oomr mud ►o más rápido que
el reslo de sus oornpaderas.
PROBABILIDAD DE LA FRA3E SEGUN EL PRIMER MODELO (EN LOG) = Z3.158800
P( a ^<UNK> <LTNIU )= 0.03756641ogprob =-1.425200 bo_case = 3x2x]
P( una ^<[JNK> a)= 0.0003294581ogprob = -3.482200 bo_case = 3^d-1
P( individuo ^ a una )= 0.000287277 logprob =-3.541700 bo_case = 3ad-1
P( de ^ individuo <UIVK> )= O.OS L6535 b^rob = -1.286900 bo_casa = 3^dx1
P( lo ^<UNK> de )= O.OOO 149348 logprob =-3.825800 bo_case = 3x2-1
P( más ^<U[YK> <[!Nl{> )= 0.0046957 lo^rob =-2.328300 bo_case = 3idx1
P( que ^ aiás <UNK> ) = 0.03756641ogprob =-1.425200 bo_case = 3x2x1
p( el ^<IINIV que )= 0.00031405I lo^rob =-3.503000 bo_case = 3ad-L
P( de ^ el <IJNK> )= O.OS 16535 logprob =-1.286900 bo_wse = 3x2x1
P( sus ^<UNK> de )= 0.0883894 logprob =-1.053600 bo_case = 3aa
Su ^amien<o, unido a una haencia fuera de lo oomún, le permitía correr nwdio auís rápido que
el resto de sus coropaHeros.
PROBABILIDAD DE LA FRASE SEGUN EL PRIMER MODELO (EN LOG) _ -23.158800
P( a ^ <[JNIC> <UNK> ) = 0.03756641o^rob = -1.425200 bo_case = 3a2x1
P( uua ^<CTNK> a)= 0.000329458 logprob = -3.482200 bo_case = 3ad-1
P( her^cia ^ a una )= 0.0002872771o^rob =-3.541700 bo_^ase = 3 x2-1
p( de ^ heraicia <IJNK> )= 0.0516333 log^rob =-1.286900 bo_case = 3x2x1
P( lo ^<IJNK> de )= O.OOO 1493481ogprob =-3.825800 bo_case = 3x2-1
P( más ^<UNK> <UNK> )= 0.00469371o^rob =-2.328300 bo_case = 32dx1
P( que ^ más ^^1INK> )= 0.03756G4 logprob =-1.425200 bo_c^se = 3^x1
P( el ^<lJNK> que )= 0.000314051 lo^rob =-3.503000 bo_case = 3^d-L
P( de ^ el <UNK> )= 0.0516335 log^rob =- 1.286900 bo_case = 3adx1
P( sus ^<LINK> de )= 0.0883894 logprob =-1.053600 bo_case = 3x2
Su atira^amieato, uuido a una gestación fuera de lo aomún, le pamŭía corna nwdio a^ás rápido que
el reslo de sus cornpañeros.
PROBABILIDAD DE LA FRASE SEGUN EL PRIIVIER MODELO (EN LOG) _-23.439800
P( a ^<IINK> <UNK> )= 0.0375664 logprob =-1.425200 bo_case = 3^x1
P( una ^<[lPiK> a)= 0.0003294581ogprob =-3.482200 bo_case = 3^-1
P( ges[a^tióa ^ a una )= 0.0007436481ogptob =-3.842700 bo_^se = 3x2-1
P( de ^ gestacián <UNK> )= 0.0516333 lo^prob =-1.286400 bo_case = 3x2x]
P( lo ^<LTNK> de )= 0.000149348 logprob =-3.823800 bo_case = 3i2-1
P( má^ ^<U1YK> <UNK> )= 0.0046937 logprob =-2.328300 bo_case = 3x2x1
P( yue ^ avis <UNK%^ )= 0.0375664 lor^rob =-I.425200 bo_case = 3xlx]
P( el ^<LTNK> que )= 0.0003 L4051 lo^rob =-3.503000 bo_wse = 3x2-1
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P( de ^ el ^1JNK> )= 0.0516535 logprob =-1.286900 bo_case = 3x2x]
P( sus ^<LTNK> de )= 0.0883894 logprob =-1 _053600 bo_rase = 3^d
Su entretiamienlo, uuido a una genio fuera de lo oomím, le permitia correr muoho más rápido que el
resto de sus oompañeros.
PROBAB]LIDAD DE LA FRASE SEGIJN EL PR]Iv1ER MODELO (EN LOG) _-19.617]00
P( a ^<UNIU <LTNK> )= 0.03756641o^rob =-1.425200 bo_case = 3x2x1
P( uua ^<UNK> a)= 0.0003294581ogprob =-3.482200 bo_case = 3^-l
p( de ^<UNK> <UNK> )= O.OS 16535 lop^rob =-1.286900 bo_case = 3x2x1
P( lo ^ N1VIG• de )= 0.0001493481ogprob =-3.825800 bo_cese = 3x2-1
p( más ^<ClNK> <[1NK> )= 0.00469571oP{rrob = 2.328300 bo_case = 3x2x1
P( que ^ más <1JNK> )= 0.0375664 logprob =-1.425200 bo_case = 3xZx1
P( e1 ^<UNK> yue )= 0.000314051 logprob =-3.503000 bo_c:ase = 3 x2-I
P( de ^ el <IJNK> )= 0.0516535 logprob =-1.286900 bo_case = 3x2x1
p( sus ^<UTiK? de )= 0.0883894 logprob = -1.053600 bo case = 3x2
3u entrenamiento, unido a ^ma esfuerm fuera de lo comím, le pertnitía ootra• mucho rnás rápido que
el testo de sus eo^añert^s.
PROBAB]LIDAD DE LA 1'RA.SE SEGUN EL PRIMER MODELO (EN LOG) _-23.459800
P( a ^<UNK> <IJNK> ) = 0.0375664 logprob = -1.425200 bo_case = 3x2x1
P( una ^<UNI{> a)= 0.000329458 lo^rob =-3.482200 bo_case = 3^-l
P( esfuerzo ^ a una ) = 0.0001436481ogprob =-3.842700 bo_case = 3^-1
P( de ^ esfuerao <UNK> )= O.OS 16535 logprob =-1.286900 bo_case = 3x2x1
P( lo ^ NNK> de )= O.OOO L493481o^rob =-3.825800 bo_case = 3x2-1
P( més ^<UNK> <LJNK> )= 0.0046937 logprob =-2.328300 bo_case = 3x2x1
P( que ^ más <iJNK> ) = 0.0375664 logprob =-1.425200 bo_case = 31dx1
P( el ^ NNK> que )= 0.0003 L40S 1 lo^rob = -3. 503000 bo_pse = 3x2-1
P( de ^ el <IJNIU )= O.OS 16535 log>rob = -I.286900 bo_case = 3x2x1
P( sus ^<IINK> de )= 0.0883894 logprob =-1.OS3600 bo case = 3x2
3u artrenamiento, uuido a una investi@ar fuera de lo ooatia^, le permitfa cortt•r mud^o más répido
que el resto de sus oompafleros.
PROBABILIDAD DE LA FRASE SEGtTN EL PRIMER MODELO (EN LOG) _-23.459800
P( a ^<LTNK> <L7NK> )= 0.0375664 loBArob =-I.42S200 bo_c^se = 3x2x1
P( una ^<UNK> a)= 0.000329458 logprob =-3.482200 bo_case = 3ad-1
P( investip^r ^ a una )= 0.0001436481o^nob =-3.842700 bo_case = 3x2-1
P( de ^ investip^r <iJNIU )= 0.0516535 lo^rob = -1.286900 bo case = 3x2x1
P( lo ^ QJI^II{> de )= 0.000149348 lo^rob =-3.82SS00 bo_case = 3x2-]
p( más ^<UNK> <[JNK> )= 0.00469S71op^mb = 2.328300 bo_cise = 3x2x1
P( que ^ mág <1JNK> )= 0.03756641ogprob =- l .425200 bo_case = 3adxl
P( el ^<IJNI{> que )= 0.0003 L40S 1 logpmb =-3.503000 bo_case = 3x2-1
P( de ^ el Q1NK> )= O.OS 16535 logprob =-1.286900 bo_case = 3x2x1
P( sus ^<UNK> de )= 0.0883894 logprob =-1.053600 bo_case = 3ad
Su am•a^amieulo, unido a una aprender fuera de lo oortúm, le permitía oorrer av^o más rápido que
el resto de sus campa8eros.
PROBABILIDAD DE LAFRASE SEGUN EL PRIMER MODELO (EN LOG) =-19.617]00
P( a ^<tTNK> <UNIU )= 0.0375664 log^rob =-1.425200 bo_case = 3^x1
P( uua ^<1J[YL{> a)= 0.000329458 logprob =-3.482200 bo_case = 3x2-1
P( de ^<(!N[V <UNIS> )= 0.05 L6535 lo^mb =-1.286900 bo_u-^se = 3x2x1
P( la ^ NNK^^ de )= 0.0001493481ogpr+ob =-3.825800 bo_case = 3x2-1
p( más ^<UNK> <LJNIç> )= 0.0046957 lo^rob =-2.328300 bo_case = 3 x2xl
P( que ^ más ^^LTNK> )= 0.0375664 logprob =-1.425240 bo_case = 3x2x1
P( el ^<IJNK.^ que )= 0.00031405 L lo^rob =-3.503000 bo_case = 3x2-L
P( de ^ el <IJNK> )= 0.0516S3S log^rob =-1.286900 bo_case = 3x2x1
P( sus ^•^IJNK> de )= 0.0883894 logprob =-1.OS3600 bo_case = 3ad
ANEXO 8 a.
1Resultcdos freses incompletas:
Generalmente todos los estudiantes que realizan un
......esfuerzo.....:.....consiguen buenas calificaciones.
Probabilidad BIOLOGÍA
La mujer de mi hermano ha ido al sanatorio a dar a luz porque ha Ilegado fa
hora del parto, es decir ha finalizado la . ....gestación
Probabilidad TODAS LAS PALABRAS IGUAL PROBABILIDAD
Marconi fue un ....genio
Probabilidad TODAS LAS PALABRAS IGUAL PROBABILIDAD
Para ....aprender.....a tocar el violín hay que trabajar duro.
Probabilidad APRENDER, BIOLOGÍA, GENIO
Para descubrir algo hay que .....investignr
Probabilidad DESCUBRIR, BIOLOGÍA, GENIO, APRENDER
EI color del pelo y de los o jos se debe a la .....herencia.
Probabilidad BIOLOGÍA
Poseía una.... inteligencia...... adecunda, esto le permitía solucionar todos los
problemas que la vida le iba planteando.
Probabilidad BIOLOGÍA, GENIO, APRENDER
Entre las asignaturas favoritas se encontraba la.... biología.
Probabitidad TOOAS LA MISMA
Había Ilegado al .... límite..... de sus posibilidades.
Probabilidad BIOLOGÍA, GENIO, APRENDER
Su entrenamiento, unido n una .... naturaleza....fuera de lo común, le permitía
correr mucho más que et resto de sus compañeros.
Probabilidnd BIOLOGÍA, GENIO, APRENDER
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ANEXO 9 c
Análisis factorial
KMO y prueba de BarUett
Medida de adecúá ĉibn muesiral de Kaiser-Meyer-Olkin.
,879
Prueba de esfericidad de Bartlett Chi-cuadrado aproximado 247,158
9t 28
Sig. ,000
Comunalidades
Inicial Extracción
IDENTIFI 1,000 ,169
INTEGRA 1,000 ,645
CONCLUSI 1,000 ,274
ESCUCHA 1,000 ,416
SELECCt 1,000 ,777
PLANIFI 1,000 ,608
ELABORA 1,000 ,632
ORGANIZA 1000 746
MBtodo de extracción: Análisis de Componentes principales.
Varianza total explicada
Autovalores intciales
Sumas de las saturaciones al cuadrado de la
extracción
Componente Total % de la varianza % acumulado Total % de la varianza % acumulado
1 4,287 53,339 53,339 4,287 53,339 53,339
2 ,960 12,006 65,345
3 ,741 9,257 74,602
4 ,658 8,223 82,825
5 ,508 6,348 89,174
8 ,370 4,627 93,800
7 ,265 3,312 97,112
8 231 2 888 100 000
MBtodo de extracción: Análisis de Componentes principales.
Página 1
Gráfico de sedimentación
I 2 3 4 5 6 7 8
Número de componente
Matriz de componentes'
Com onente
1
IDENTIFI ,411
INTEGRA ,803
CONCLUSI ,524
ESCUCHA ,845
SELECCI ,881
PLANIFI ,780
ELABORA ,795
ORGANIZA 864
Método de e^Rracción: Mállsfs de componentes principales.
a. 1 componentes extrafdos
Matriz de componentes rotadoa'
a. S61o se ha extrafdo un componente. La solucián no puede ser rotada.
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ANEXO 9 g
Análisis de varianza univariado
Factores inter-sujetos
DIFIAPRE ,00
1,00
91
31
Pruebas de los efectos inter-sujetos
Variable dependiente: INTEGRA
Fuente
Suma de
cuadrados tl o 111 gl Media euadrátlca F Slg.
Modelo wrregido 2,375 2 1,187 3,393 ,037
Intersección 97,841 1 97,841 279,524 ,000
MEMOLOGI 1,126 1 1,126 3,218 ,075
DIFIAPRE ,626 1 ,828 1,789 ,184
Error 41,653 119 ,350
Total 1535,030 122
Total eorregido 44 028 121
a. R cuadrado =,054 (R cuadrado cortegido =,038)
Análisis de varianza univariado
Factores inter-sujetos
D F APRE ,00
1,00
Variable dependiente: IDENTIFl
N
107
40
Pruebas de los efectos interaujetos
Fuente
Suma de
cuadrados 8 0111 I Media cuadrAtica F SI .
Modelocorregido ,790 2 ,395 1,125 ,327
Intersección 134,219 1 134,219 382,299 ,000
MEMOLOGI 5,718E-03 1 5,716E-03 ,016 ,899
DIFIAPRE ,780 1 ,780 2,221 ,138
Error 50,556 144 ,351
Total 1777,388 147 ^
Total eorregido 51 346 14B
a. R cuadrado =,015 (R cuadrado corregido =,002)
Análisis de varianza univariado
Factores fnter-sujetos
DIFIAPRE ,00
1,00
100
35
Página 1
Pruebas de los efectas inter-sujetos
Variable dependiente: CONCLUSI
Fuente
Suma de
cuadrados tipo III gl Media cuadrática F Sig.
Modelocorregido 3,921E-02a 2 1,980E-02 ,070 ,933
Intersección 156,691 1 158,691 556,380 ,000
MEMOLOGI 3,716E-02 1 3,716E-02 ,132 ,71T
DIFIAPRE 8,915E-03 1 8,915E-03 ,032 ,859
Error 37;175 132 ,282
Total 1925,457 135
Total corregido 37 214 134
a. R cuadrado =,001 (R cuadrado corregido =-,014)
Análisis de varianza univariado
Factores inter-sujetos
DIFIAPRE ,00
1,00
Variable dependleMe: SELECCI
86
33
Pnuebas de los efectos Inter-sujetos
Fuente
Suma de
cuadrados dpo III gl Media cuadr9tica F Sig.
Mode o eorregldo 1,q1 2 ,818 2,402 ,095
IntersecciOn 101,651 1 101,651 299,334 ,000
MEMOLOGI ,857 1 ,857 2,523 ,115
DIFIAPRE ,362 1 ,362 1,067 ,304
Error 39,392 118 ,340
Toml 1430,402 119
Total corregido 41 024 118
a. R cuadrado =,040 (R cuadrado corregido =,023)
Análisis de varianza univariado
Factores inter-sujetos
DIFIAPRE ,00
1,00
Variable dependiente: ESCUCHA
104
39
Pruebas de los efectos inter-sujetos
Fuente
Suma de
cuadrados tl o III gl Media cuadr3tig F Sig.
Modelo corregido ,318 2 ,159 ,656 ,521
Intersección 131,624 1 131,624 542,439 ,000
MEMOLOGI 1,779E-02 1 1,779E-02 ,073 ,787
DIFIAPRE ,253 1 ,253 1,041 ,309
Error 33,971 140 ,243
Total 1791,099 143
Total corregido 34 290 142
a. R cuadrado =,009 (R cuadrado corregido =-,005)
Análisis de varianza univariado
Página 2
Factoresinter-sujetos
DIFIAPRE ,00
1,00
Variable dependiente: PLANIFI
103
33
Pruebas de los efectos inter-sujetos
Fuente
Suma de .
cuadrados tipo III gl Media euadr9tlea F Slg.
Modelo corregido ,896a 2 ,348 ,944 ,392
Intersección 111,170 1 111,170 301,539 ,000
MEMOLOGI ,525 1 ,525 1,423 ,235
DIFIAPRE 5,226E-02 1 5,226E-02 ,142 ,707
Error 49,034 133 ,369
Total 1813,514 136
Total corregido 49 729 135
a. R cuadrado =,014 (R cuadrado eorregido =-,001)
Análisis de varianza univariado
Factores inter-sujetos
DIFIAPRE ,00
1,00
Variáble dependlente: ELABORA
96
34
Pruebas de los efectos inter-sujetos
Fuente
Suma de
cuadrados tf o III gl Medfa cuadr5tica F Slg.
Modelo corregido 1,431 2 ,716 1,540 ,218
Intersección 95,744 1 95,744 206,078 ,000
MEMOIOGI ,822 1 ,822 1,770 ,186
DIFIAPRE ,381 1 ,361 ,776 ,380
En'or 59,004 127 ,465
Total 1533,914 130
Total corregido . 60 436 129
a. R cuadrado =,024 (R cuadrado corregido =,008)
Análisis de varianza univariado
Factores inter-sujetos
DIFIAPRE ,00
1,00
92
33
Página 3
Pruebas de los efectos inter•sujetos
Variable dependiente: ORGANlZA
Fuente
Suma de
euadrados tipo III gl Media euadr'atiea F Sig.
Modelo corregido ,205a 2 ,103 ,274 ,761
Interseccibn 132,930 1 132,930 354,575 ,000
MEMOLOGI 6,365E-02 1 6,365E-02 ,170 ,681
DIFIAPRE 9,397E-02 1 9,397E-02 ,251 ,618
Error 45,738 122 ,375
Total 1734,605- 125
Total corregido 45 943 124
a. R euadrado =,004 (R euadrado eorregido =-,012)
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ANExo io
1CTV: óienvénido nl portnl telefónico y de noticias de Telefónica, ^Puedo
nyudarle?.
REC: sí
PAR: [R_y°confpos: sí]
CTV: Por favor, diga qué función desea realizar. Si no las conoce pida ayuda
REC: Ilamar uno personn
PAR: [R % Ilnmar: Ilamar persona]
CTV: ^A qué persona o empresa quiere Ilamnr?
REC: Luis Monzón Serrano
PAR: [R_%nombre completo: [D_%nombre: Luis][D_%apellido:
Monzón][D %npellido:5errano]]
CTV: Le pongo In (lamada con Luis Monzón
REC: ^}
n taoo
PAR:
CTV: ^ Quizús quiere realizar alguna otra función?
REC: sí
PAR: [R_%confpos: sí]
CTV: Por fnvor, dign Qué función desea realiznr. Si no las conoce pida nyuda
REC: comprar discos Obregón
2PAR: [R_%comprar: comprnr[R_%disco: discos]][R %nombre_completo:
[D_%apel lido: Obregón]]
CTV: Voy a consultnr las direcciones disponibles sobre discos.
REC: ^}
n tnaa
PAR:
CTV: Las direcciones de internet solicitndas son: terra punto com, buk
on lain, amazón punto com,alcoste punto com, cdnau punto com,
CTV: Z Quizás quiere renlizar alguna otra función?
REC: sí
PAR: [R_%confpos: sí]
CTV: Por fnvor, diga qué función desen realizar. Si no las conoce pida a^yuda
REC: de información sobre dntos de unn persona
PAR: [R %consulta_inf: información][R %consultn inf: datos de unn
persona]
OIBUOTECA
^
