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In 2016, the European Network of Forensic Science Insti-
tutes (ENFSI) published guidelines for the evaluation, inter-
pretation and reporting of scientific evidence. In the guide-
lines, ENFSI endorsed the use of the likelihood ratio (LR)
as ameans to represent the probative value of most types
of evidence. While computing the value of a LR is practical
in several forensic disciplines, calculating an LR for pattern
evidence such as fingerprints, firearm and other toolmarks
is particularly challenging because standard statistical ap-
proaches are not applicable. Recent research suggests that
machine learning algorithms can summarize a potentially
large set of features into a single score which can then be
used to quantify the similarity between pattern samples. It
is then possible to compute a score-based likelihood ratio
(SLR) and obtain an approximation to the value of the ev-
idence, but research has shown that the SLR can be quite
different from the LR not only in size but also in direction.
We provide theoretical and empirical arguments that under
reasonable assumptions, the SLR can be a practical tool for
forensic evaluations.
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INTRODUCT ION
Score-based likelihood ratios (SLRs) are one of themost popular methods for evaluating the strength of forensic pattern
evidence (Meuwly andDrygajlo, 2001; Gonzalez-Rodriguez et al., 2003, 2005, 2006; Neumann andMargot, 2009b;
Bolck et al., 2009; Hepler et al., 2012; Davis et al., 2012; Bolck et al., 2015; Neijmeijer, 2016; Galbraith and Smyth, 2017;
Leegwater et al., 2017;Morrison and Enzinger, 2018; Chen et al., 2018; Hendricks et al., 2018). Pattern evidence arises
as “the result of an impression left by a person or object" (Stern, 2017). We consider the use of SLRs to determine
whether two pieces of pattern evidence share a specific, known source, as opposed to a common but unknown source
(Ommen, 2017, Chapter 3). In the specific source framework, one piece of evidence will have an unknown source, for
example a crime scene shoe print, while another piece of evidencewill have a knownorigin, such as a suspect’s shoe print.
The SLR is formed by taking the ratio of distributions of a low-dimensional statistic calculated from the evidence, called
a score, under two competing hypotheses (Meuwly and Drygajlo, 2001; Davis et al., 2012; Hepler et al., 2012;Morrison
and Enzinger, 2018). The numerator hypothesis considers the unknown source evidence to have been generated by the
suspect, while the denominator hypothesis considers the same evidence to have arisen from a source other than the
suspect. The numerator hypothesis, therefore, is consistent with a prosecuting attorney’s position that the suspect is
guilty. Thus, we call the numerator hypothesis the prosecution hypothesis. Alternatively, the denominator hypothesis
is consistent with the defense attorney’s position that the suspect is innocent and did not generate the crime scene
evidence in question. Therefore, we call the denominator hypothesis the defense hypothesis.
Scores are often ameasure of dissimilarity between the piece of evidence known to come from the suspect and the
crime scene evidence, however, this is not always the case (Morrison and Enzinger, 2018). In the shoe print example, one
possible score function is the Euclidean distance (Bolck et al., 2009, 2015) between the vector of pixel values in an image
of the suspect’s shoe print and an image of the crime scene shoe print. Using data sampled under the two competing
hypotheses, the distribution of the score ismodeled under both hypotheses and a “score-based” likelihood ratio (SLR) are
estimated. For example, one could compute Euclidean distances between images of shoe prints created from repeated
impressions of the suspect’s shoe. This would be used tomodel the score under the prosecution hypothesis. One could
similarly compute Euclidean distances between images of the suspect’s shoe prints and images of shoe prints taken
from impressions of other sets of shoes. These distances could then be used tomodel the score distributions under the
defense hypothesis. Examples of how score distributions are constructed can be found in Davis et al. (2012); Hepler
et al. (2012). There is a pair of implicitly assumed data generating models for the raw data, which are unknown but
can be sampled from. Sampled datamay come from actual casework or from other data collection efforts to build up
reference databases (Meuwly and Drygajlo, 2001). For any data generating distributions under the two competing
hypotheses, there exists (under the technical condition that the score is a measurable function) an almost surely unique
SLR. This SLR is rarely, if ever, known in practice, and thus SLRs can only be estimated (Meuwly and Drygajlo, 2001;
Gonzalez-Rodriguez et al., 2006). However, because score distributions are low dimensional, it is reasonable to assume
that techniques like density estimation would be accurate. Recently, researchers have successfully applied “black
box"machine learning classification algorithms to learn the score function by optimizing some objective function (e.g.
misclassification rates on a training data set) (Srihari et al., 2002; Neumann and Margot, 2009a; Hare et al., 2017;
Carriquiry et al., 2019).
Unfortunately, there is a lack of principled justification for the use of SLRs in court. A compelling way to establish
the validity of SLRs would be to compare them to the ideal likelihood ratio (LR) that one would get if it were possible
to correctly specify distributions under the prosecution and defense hypotheses for the original, highly complex data
before reduction through the score function (Morrison and Enzinger, 2018). We occasionally refer to this ideal LR as the
true LR. These distributions are those implicitly assumed by the data generating procedure necessary to sample scores
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under the competing hypotheses. Unfortunately, several authors have raised concerning issues with SLRs. Neumann
and Ausdemore (2020) suggest that some types of SLRs can poorly approximate these LRs in unpredictable ways.
This would be especially concerning if it were possible for an SLR and LR to strongly support opposing hypotheses.
Hepler et al. (2012) showed that SLRs can be constructed in multiple ways which do not always agree on the strength or
the directionality of the evidence. At the same time, Bolck et al. (2009, 2015) found that, when doingMDMA tablet
comparisons, SLRs tended to bemore “stable” and | log SLR | was commonly smaller than | logLR |.
If SLRs (or estimates of them) are to be used in court as amethod of calculating the strength forensic evidence, then
it is necessary to verify that SLRs will not misrepresent the strength of evidence according to the ideal, but unknowable,
LR; this is the focus in our paper. We specifically assume that the prosecution hypothesis,Hp , is that the evidence with
unknown origin was generated by the “distribution of the known source”. In other words, the evidence of unknown
origin and the evidence of known origin can be considered to be random draws from the same probability distribution
describing repeated samples from the suspect. An example of this might be that a fingerprint at a crime scene and
a fingerprint collected from a suspect are both random draws of fingerprints generated by a particular finger from
the suspect. Under the defense hypothesis, Hd , the crime scene evidence is assumed to be generated by a different
distribution than that which generated the evidence from the suspect. One intuitive, but by nomeans defining, example
of such a hypothesis is that the crime scene evidencewas generated by a random draw from a “relevant population"
(Bolck et al., 2009; Davis et al., 2012;Morrison and Enzinger, 2018). The randomdraw could be according to any discrete
or continuous probability distribution, not necessarily uniform. For example, the alternative population could be a single
alternative source. We assume only that it is possible to sample evidence from the probability distributions that match
with the prosecution and defense hypotheses for how the data was physically generated. The ratio of probabilities of
the observed evidence under these true, but unknowable, distributions is the quantity that we define to be the likelihood
ratio. This definition is the same as that considered in Royall (1997, p. 3). We acknowledge, however, that this may differ
from other common uses of the term “likelihood ratio" in forensic science. For example, many researchers refer to the
Bayes factor for quantifying the Bayesian value of evidence as the “likelihood ratio" (Lindley, 1977). This is distinct from
the LR in this work because we do not advocate for or against the use of a subjective Bayesian approach to probability.
In the context of DNA evidence, onemay be able to confidently and accurately estimate LRs due to established
biological science (Stern, 2017). Furthermore, measurement error, or any kind of “within-source" variation, is likely
negligible for DNA evidence. This is not the case for forensic pattern evidence. Stern (2017) discusses many of the
challenges that would need to be overcome to develop LRs for pattern evidence. One of themain challenges is defining
a probability model for a given source that could accurately describe the variability of, for example, fingerprints or shoe
prints across repeated impressions (Stern, 2017). Therefore, we pay particular attention to within-source variability
because it plays an important role in quantifying evidential value for pattern and impression evidence.
In this paper, we explore the degree to which any given SLR approximates the ideal LR.We first examine a small
example to illustrate when and how an SLRmaymisrepresent the strength of forensic evidence. We see that, even in
this simple example with an intuitively reasonable score, | log(SLR ) − log(LR ) | is unbounded. However, we observe that
empirical probabilities of a jurormaking different decisions depending onwhether they are providedwith an SLR as
opposed to an LR behave reasonably. We then generalize those ideas through the development of probabilistic bounds
on the LR and argue thatmeaningful discrepancies between an SLR and an LR are unlikely. To our knowledge, our results
provide the first non-asymptotic theoretical explanation for patterns noticed in Bolck et al. (2009, 2015) in terms of the
“stability” andmagnitude of SLRs compared to LRs. Our results apply for anymeasurable score function withminimal
assumptions on the true data generating models, making our results widely applicable. Further, this shows that for
the types of SLRswe consider, SLRs tend to underestimate the value of evidence in a predictable way. Other types of
SLRs have empirically been shown to lack this predictability (Neumann and Ausdemore, 2020), and it was unknown for
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certain whether this lack of predictability was generally true for all SLRs. We also show results from simulation studies
designed to reflect more realistic settings, which corroborate our theoretical findings and the observations of Bolck
et al. (2009, 2015). Finally, we conclude by discussing some implications of our results.
A S IMPLE EXAMPLE
The example that we study uses the same data generatingmodel as in Lindley (1977) and Grove (1980), but we use the
notation fromHepler et al. (2012). We letX andY denote the evidence of known and unknown origin, respectively. The
model assumes that there are two sources of variability for evidence parameterized by awithin-source variance,σ2w , and
a between-source variance, σ2
b
. Within-source variance can be thought of as inherent variability of repeated samples
from a particular source. Between-source variance can be thought of as the variability of the noise-free characteristic
that defines the source. Themodel we consider is defined as follows,
Hp : X ∼ N (µx ,σ2w ), Y ∼ N (µx ,σ2w )
Hd : X ∼ N (µx ,σ2w ), Y ∼ N (µb ,σ2w + σ2b ),
whereX ⊥Y under bothmodels. The intuition for thismodel is that each source in the population uniquely corresponds
to themean of a Gaussian distribution, and the distribution of means within the broader population is itself distributed
according toN (µb ,σ2b ). Thus, underHd the generative procedure forY , considered to be sampled from a random source,
can bewritten hierarchically asY |µy ∼ N (µy ,σ2w ) and µy ∼ N (µb ,σ2b ).
This model is the same as in Lindley (1977) and Grove (1980) although Lindley (1977) puts a prior on µx . Intuitively,
X andY are independent because the source is fixed and known under Hp . We are just assuming that two pieces of
evidence from within that source are sampled independently. Independence would not be reasonable in a common
source LR underHp because the source itself is considered random rather than fixed (Ommen, 2017, Section 3.1).
In this simple example, the score is s(x , y ) = (x − y )2. Minor variations of this score have been considered in,
for example, Bolck et al. (2009, 2015). These distributional assumptions in combination with this score result in
tractable score distributions. This pair of data generatingmodels is almost identical to those considered in the specific
source scenario in Neumann and Ausdemore (2020, Section 2.3) except we assume the variances ofX andY are equal
under Hp . It is straightforward to show, using normal distribution theory, that under Hp , s(X ,Y )
2σ2w
∼ χ21 , and under Hd ,
s(X ,Y )
2σ2w +σ
2
b
∼ χ21
(
[µx−µb ]2
2σ2w +σ
2
b
)
, where [µx−µb ]2
2σ2w +σ
2
b
is the non-centrality parameter.
In general, a set of specific sourcemodels may neither require that the distribution of the unknown source evidence
comes from the same family under Hp and Hd nor that any parameters are shared between the two distributions.
Our data generatingmodel in this example, however, assumes a sharedwithin-source variance, σ2w , for each piece of
evidence. One obvious cause of variability within a source is measurement error.
| SLRsMay Be Poor Approximations to LRs
We first consider how the SLR compares to the LR for a grid of possible values forX andY . We suppose that µx = 0 = µb ,
so that the known source typically produces evidence commonly observedwithin the broader population. Further, we
will fix σb = 1 and σw = 0.2. Figure 1 compares the contour lines of log(LR ) and log(SLR ) on an even grid of possible
(x , y ) values ranging from −2 to 2. Comparing the LR to the SLR reveals a key difference. Because we have assumed that
X ⊥ Y , the LR depends only on Y, but the SLR depends on both X andY . This is not surprising, but it is important to
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realize that this causes a potential problem. For example, if we restrict ourselves to the values of (X ,Y ) shown in Figure
1, the LR achieves its minimum values atY = −2 andY = 2, and the SLR achieves its minimum values at (X ,Y ) = (2,−2)
and (X ,Y ) = (−2, 2). Comparing these minimum values shows that the ratio of the LR to the SLR (or vice versa) can
become very large. In this case, when (X ,Y ) = (2,−2) the LR is roughly 3 × 1019 times larger than the SLR.
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F IGURE 1 Contour plots of log(LR ) and log(SLR ) at an even grid of values from -2 to 2 for
µx = µb = 0,σw = 0.2,σb = 1. Contour lines are horizontal for the log(LR ), but they are of the form y = x + b for the
log(SLR ).
In this example, bothX andY are one dimensional, the score is intuitive and simple, yet clearly large discrepancies
between the LR and SLR are possible. Furthermore, while it is true that themost troubling inconsistencies between
the LR and SLR occur when the observed evidence is rare with respect to the known source distribution (and thus
multiplicative discrepancies of 3 × 1019 are rare), it is not true that the known source itself is highly unusual; we have
ensured that evidence generated from the known source is often very similar to that observed from the background
population. Thus, it seems that such inconsistencies would be possible in most actual trials.
Perhaps the biggest problem, however, with using an SLR to approximate an LR in this example results from the
differences in the contour lines between the SLR and LR. The LR contour lines are horizontal, meaning that the LR
only changes with the observed values of the unknown source evidence, but the contour lines for the SLR are diagonal
with slope equal to one. This is because the score distributions only depend on (X ,Y ) through the score function. This
implies that the score densities, and therefore the SLR, are constant for any given fixed score. The score is constant
along lines where y = x + b becausewhen y − x = b is fixed, s(x , y ) = b2 . Because it is possible to fix the score andmake
Y arbitrarily large or small by simply changingX accordingly, we see that we canmake | log(SLR ) − log(LR ) | arbitrarily
large. Worse, there is nothing to prevent situations where log(SLR ) is positive and the log(LR ) is negative, and vice
versa. This implies there are situations where not only is the discrepancy between an SLR and LR large, but they are
directionally inconsistent.
A final remark on the above examples is that it is impossible to determine, based solely on the score, whether there
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is a large discrepancy between the SLR and the LR. In this specific and seemingly reasonable case, fixing the score does
not restrict the range ofY -values that wemight obtain. This means that any given score (and consequently SLR) value
can be associated with any true LR value.
| Probability of Large Discrepancies
Theworst problems described in the previous section involved fixing either the score andmanipulating (X ,Y ) (or fixing
the value ofY and manipulating X ) such that their values were unlikely under either Hp or Hd . We now show that
though the probability of large discrepanciesmay be high, most large discrepancies will not likely affect jurors’ decisions.
Figure 2 shows two histograms of log(SLR ) − log(LR ) generated from 5000 data sets simulated underHd andHp
when σw = 0.2,σb = 1, µx = µb = 0. The left panel shows the empirical distribution of log(SLR ) − log(LR ) underHd , and
the right panel shows the empirical distribution of the same quantity underHp . We see that the distribution underHd is
highly skewed right, and the smallest values that log(SLR ) − log(LR ) can take are near zero. UnderHp , the distribution
is fairly symmetric and unimodal, andmost values are between −3 and 3. This difference implies that the directionality
and the severity of the discrepancy between the SLR and the LRmay be highly dependent on whether or notHp orHd is
actually true. It also shows that the probability of large discrepancies can be very high. For example, approximately 20%
of data sets generated underHd result in values of log(SLR ) − log(LR ) larger than 10.
Defense Prosecution
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F IGURE 2 Histograms of log(LR ) − log(SLR ) generated from 5000 samples of (X ,Y ) values underHp (right panel)
andHd (left panel).
| Impact of Discrepancies on Jurors’ Decisions
Such discrepancies arguably onlymatter insofar as they have the potential to impact a juror’s decision. With this inmind,
we consider a set of bins for values of the LR and assume that a juror’s decision is only impacted by the bin in which the
LR falls, not its exact value. The notion that LRs should be presented in such away has already been suggested in, for
example, Nordgaard and Rasmusson (2012); EuropeanNetwork of Forensic Science Institutes (ENFSI) (2016). However,
we use this binning only to illustrate that the effect of common discrepancies between the SLR and the true LR on a
juror’s ultimate decisionmay often be negligible, not to advocate for any particularmethod for communicating the value
of the SLR.We use the ranges proposed in Evett et al. (2000) and similar to the proposal inMarquis et al. (2016). The
scale proposed in Evett et al. (2000) is as follows:
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LR Range Evidence to supportHp
1< LR ≤ 10 Limited
10< LR ≤ 100 Moderate
100< LR ≤ 1000 Moderately strong
1000< LR ≤ 10000 Strong
10000< LR Very strong.
It will be convenient to define a similar collection of sets as
B ≡ {(0, 10−4), (10−4, 10−3), ..., (1, 10), ..., (104,∞)}.
For B ∈ B, figure 3 shows heatmaps of empirical conditional probabilities P (LR ∈ B |SLR ∈ B ,Hp ) on the left and
P (LR ∈ B |SLR ∈ B ,Hd ) on the right. The probabilities were computed based on 105 simulated observations for each
parameter setting (µb = 0 and σb = 1were held fixed). The grey areas on the plots correspond to ranges of values for
which no SLRwas observed. We see that, under both hypotheses, only when the SLR is observed in the lowest or highest
attainable bins are the probabilities of agreement between the LR and SLR close to 1.
F IGURE 3 Heatmap of empirical estimates of P (LR ∈ B |SLR ∈ B ,Hd ) on the left and P (LR ∈ B |SLR ∈ B ,Hp ) on
the right based on 105 simulated data sets. That is, for data generated under the prosecution hypothesis, this shows
conditional probabilities that the LR is in the same set as the SLR. Grey areas correspond to bins in which an SLRwas not
observed.
If we examine estimates of the probabilities of agreement averaged over all sets in B, we see that they are encour-
agingly large. We compute these by approximating
∑
B∈B
P (LR ∈ B |SLR ∈ B ,Hd )P (SLR ∈ B |Hd )
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and
∑
B∈B
P (LR ∈ B |SLR ∈ B ,Hp )P (SLR ∈ B |Hp )
with empirical probabilities. These probabilities are shown in Table 1. As the difference between µx and µb grows or the
σb/σw increases, these probabilities increase as well. This means that, roughly speaking, as the difference between the
known and unknown source distributions grows, the probabilities of making an error in the sense of the LR being in a
different bin than the SLR decrease.
µx σw Hd Hp
0 0.1 0.69 0.87
2 0.1 0.93 0.91
0 0.01 0.96 0.93
2 0.01 0.99 0.92
TABLE 1 Empirical probabilities that the LR is in the same bin as the SLR.
Thus, we see that while probabilities of large discrepancies may be large, the actual probability of arriving at a
categorically different decision when faced with the SLR as opposed to the LR is, at worst, moderate and shrinks as
there is more signal in the data to discriminate the known source from a random draw from the relevant population.
This suggests that the largest andmost common discrepancies occur for themost extreme values of the LR and the SLR.
In the next section, we show that this pattern occurs more generally.
PROBAB I L I S T IC BOUNDS ON THE LR
By constructing probabilistic bounds on the LR conditional on the score, we provide the first theoretical justification
that the patterns observed in the previous section will generalize to realistic settings. The bounds we develop are
typically conservative, and only one side of each bound can be computed with only knowledge of the SLR. However, we
find that these bounds provide enough insight to explain much of the behavior that we have observed up to this point.
Denote by p(x , y |Hi ) the joint probability density from which the known source evidence, X ∈ Òq1 , and the
unknown source evidence,Y ∈ Òq2 , are sampled under hypothesisHi . Wewill use S = s(X ,Y ) ∈ Ò to denote the score
random variable. We require the following assumptions for our inequalities to hold.
Assumption 1 (Conditional Independence) p(x , y |Hi ) = p(x |Hi )p(y |Hi ) for i ∈ {p, d }.
Assumption1means that under both the prosecution anddefensemodels, the knownandunknown source evidence
are generated independently (Lindley, 1977; Grove, 1980; Aitken and Lucy, 2004). This assumption is reasonable for
the specific source problem, but not for the common source problem. Recall thatHp is equivalent to specifying that the
source ofY is the same as the fixed and known source ofX . Thus, the reason thatX andY should bemore similar under
Hp than Hd is because they are sampled from the samemarginal distribution describing repeated samples from the
known source (e.g. the suspect). However, onemust be careful to recognize that many papers consider common source,
rather than specific source, LRs. In the common source problem, the source common to bothX andY is considered to
be randomly chosen from a population underHp , and independence betweenX andY becomes unreasonable.
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Further, our notation should not be confusedwith a Bayes factor, where, for example,
p(x , y |Hp ) =
∫
p(x |θp ,Hp )p(y |θp ,Hp )dθp .
Rather, p(x , y |Hp ) describes the true distribution fromwhich data are sampled underHp . Thus, if the true distributions
fromwhich the evidence are sampled happen to be parametric, the true parameter values are conditioned upon. Recall
that it is always necessary to assume one can sample from p(x , y |Hi ). Our results hold evenwhen distributions are not
parametric.
Assumption 2 (Invariance of the Known Source Distribution) p(x |Hp ) = p(x |Hd ).
Assumption 2means that regardless of whether the prosecution or defense hypothesis is true, the distribution for
the known source data is the same (Hepler et al., 2012; Bolck et al., 2015).
Assumption 3 (Nondegeneracy) Given a fixed valueY = y , S (X , y ) is a nondegenerate random variable.
This final assumption forces the score to dependmeaningfully on the known source evidence. A score function that
is constant for any fixed value ofY = y , such as the true likelihood ratio, violates this assumption. To our knowledge,
scores violating this assumption are not used.
Under 1, 2, 3 and for α ∈ (1,∞), we have that
P
(
LR ≥ SLR/α |s,Hp
) ≥ 1 − 1
α
, (1)
P (LR ≤ αSLR |s,Hp ) ≥
(
1 − 1
α
)2 SLR−1
EY |s,Hd
[
LR−1
] , (2)
P (LR ≤ αSLR |s,Hd ) ≥ 1 − 1
α
, (3)
P (LR ≥ SLR/α |s,Hd ) ≥
(
1 − 1
α
)2 SLR
EY |s,Hp [LR ]
. (4)
The derivations of these inequalities are provided in the supplementary information. Inequalities (1) and (3) are very
similar to two inequalities derived in Royall (1997, p. 7) for discrete probability distributions, though the derivation
differs from ours. It is worth noting that in (2) and (4) the ratios multiplying
(
1 − 1α
)2 are less than or equal to 1. To see
this, note that
SLR
EY |s,Hp [LR ]
=
1
EY |s,Hp
[
p(y |s,Hp )
p(y |s,Hd )
] ≤ EY |s,Hp [ p(y |s,Hd )p(y |s,Hp )
]
= 1,
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by Jensen’s inequality. A similar argument applies to SLR−1
EY |s,Hp [LR−1] . This provides us with a pair of simple additionalresults that
SLR ≤ EY |s,Hp [LR ] (5)
SLR ≥ EY |s,Hd
[
LR−1
]−1
. (6)
Inequalities (5) and (6) can be interpreted to say that the SLR is expected to be closer to 1 than the true LR. An additional
consequence of this is that, if the LR is bounded, then the SLRmust also be bounded. This is because for every score s ,
given an upper boundM for the LR, SLR ≤ EY |s,Hp [LR ] ≤ M . A similar argument applies to the lower bound. Thus, if
the LR is bounded, there is a limit to the degree to which the SLR canmisrepresent the strength of evidence.
Inequalities (1) and (3) explain why the SLR and the LR are likely to fall into the same bins in Figure 3. We know that,
in general, there is no reason to think that the SLR is close to the LR, and so the fact that P (LR ∈ B |SLR ∈ B ,Hi )may be
small is no surprise. However, if the SLR is sufficiently small and the defense hypothesis is true (as it was in the example),
it is highly likely that both the SLR and LRwill be in the same bin. For example, supposing that we observe a score such
that SLR = 10−5, then inequality (3) implies that LR < 10−4 with at least 0.9 probability.
A similar reasoning can be used to understand why the SLR and LR tended to fall into the same bin when the
prosecution hypothesis is true. Supposing that the SLR is in the highest bin (and it often is in the example), the LRwill be
in at least the second highest bin at least 90% of the time. For example, suppose SLR ∈ (100, 1000), then LR > 10with
at least 0.9 probability. And, because the LR is bounded above when all of of the data distributions are Gaussian, the LR
may not be able to take values in a higher bin than the largest of the SLRs.
One practical consequence of these bounds is that if estimates of score densities are sufficiently accurate and
one observes extremely large or small SLR values, it will be likely that the LRwill similarly be extremely large or small,
provided that large SLRs correspond to situations inwhich the prosecution hypothesis is true and small SLRs correspond
to situations in which the defense hypothesis is true (this is a property that should be validated before any SLRmethod
is ever used). In this case, SLRswill yield the same decisions as the ideal LR. Finally, inequalities (2) and (4) imply that
if the SLR is a good approximation of the (conditional) expected value of the LR, we can establish bounds similar to
those resulting from inequalities (1) and (3). For example, assuming that SLR−1 ≈ EY |s,Hd
[
LR−1
] , we can say that
P (LR < 10SLR |s,Hp ) ' 0.81.
S IMULAT ION STUD I E S
| Multivariate Normal Data
Wenow consider a simulated example where the score is learned from a “black box"machine learning classifier. We
specifically consider the case where the score is a predicted class “probability" from a trained random forest (RF). Often
the “probabilities" provided by popular implementations of random forest packages are not directly interpretable as
estimates of posterior probabilities as onemight expect (Pudlo et al., 2015). We treatHp andHd as the class labels we
wish to predict given the observed data, (X ,Y ). Themultivariate Gaussian example is as follows,
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Hp : X ∼ N5(µx , Σw ), Y ∼ N5(µx , Σw )
Hd : X ∼ N5(µx , Σw ), Y ∼ N5(µb , Σw + Σb ).
This is essentially a multivariate version of the simple example considered in the simple example. Therefore, one
should understand that each source corresponds to a particular mean for a multivariate Gaussian distribution with
covariancematrix Σw characterizing variation within a source. The distribution of means in the relevant population
is given a Gaussian distribution with variance Σb . Thus, the data generating model forY under Hd can be written as
Y |µy ∼ N5(µy , Σw ) and µy ∼ N5(µb , Σb ).
We specifically consider the case when µx = (0.5, ..., 0.5)>, µb = (0, ..., 0)>, Σw = 0.5I5×5, Σb = I5×5. Figure 4 shows
histograms of 10000 scores generated under each hypothesis. The random forest was trained on 10000 data sets
generated under both hypotheses which are different and independent from the data shown in these histograms. We
then use kernel density estimation on the data shown in the histograms to compute score densities and SLRs. It is not
always necessary tomodel score densities directly, if the score is an estimate of the posterior class probability. In this
case one can simply multiply the estimated posterior odds by the inverse prior odds to get an estimate of the likelihood
ratio. However, this is not possible with the random forest scores. Therefore, we resort to density estimation here.
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F IGURE 4 Histograms of scores (random forest predictions) for 10000 simulated data sets under both the
prosecution and defense hypothesis. Scores are generated from a random forest trained on 20000 simulated data sets,
half of which correspond to the prosecution and defense hypotheses. (µx = (0.5, ..., 0.5)>, µb = (0, ..., 0)>, Σw = 0.5I5×5,
Σb = I5×5)
Figure 5 shows a scatterplot of the LR versus the SLR for 10000 simulated data sets underHp andHd (20000 total).
This figure is similar to ones considered in Neumann and Ausdemore (2020, Section 3), but Neumann and Ausdemore
(2020) either compare common source SLRs to specific source LRs, or they compare “anchored" specific source SLRs
to specific source LRs. An anchored SLR uses score densities that are conditioned on a value of either the known
or unknown source evidence. The red line corresponds to SLR = LR and the red dashed line corresponds to the
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conservative 95%upper bound on the LR underHd and lower bound underHp resulting from inequalities (3) and (1),
respectively. Because the other set of bounds require knowledge of the conditional distribution of the LR given the
score, we are unable to plot them.
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F IGURE 5 Scatterplot of log(LR ) versus log(SLR ) for 10000 simulated 10 dimensional Gaussian data sets under
both the prosecution and defense hypothesis. Scores are generated from a random forest trained on 20000 simulated
data sets, half of which correspond to the prosecution and defense hypotheses. Score densities are estimated via kernel
density estimation. The red lines correspond to what would happen if the SLR and LRwere perfectly correlated and the
red dashed lines correspond to 95%probability bounds resulting from inequalities (1) and (3). (µx = (0.5, ..., 0.5)>,
µb = (0, ..., 0)>, Σw = 0.5I5×5, Σb = I5×5)
We observe the same patterns in Figure 5 as we did in the bivariate normal example. We see that under both
hypotheses, the SLR and LR largely agree as long as the log(SLR ) is not too small. Furthermore, it appears that the
conditional expectation of the LR given the score is close to the SLR in this case. However, as the SLR gets smaller, which
typically only happens underHd , we see a wider range of possible LR values. Many LR values are much smaller than the
SLRwhen the SLR is small itself. It is in this situation that the bounds based on inequalities (2) and (4) would be largely
useless even if the required conditional expectations were known.
We can explain some of the patterns in Figure 5 using our results in the previous section. Consider when Hd is
true. Inequality (3) explains why log(LR ) is only rarely larger than log(SLR ) and also why those discrepancies are small.
Further, because the SLR itself tends to be small and log(LR ) has no lower bound, the only types of large discrepancies
we see are when the SLR is small but the LR is much smaller. Alternatively, whenHp is true, inequality (1) explains why
the log(LR ) never tends to be much smaller than the log(SLR ). The fact that the LR is bounded above, prohibits the
large kinds of discrepancies we see underHp .
We also see that the bounds resulting from inequalities (1) and (3) are typically overly conservative, with far fewer
than 5% of LRs violating the bound. Table 2 provides empirical estimates of P (LR < αSLR |Hd ) and P (LR > SLR/α |Hp )
for six different levels of α . The bounds based on inequalities (1) and (3) imply that all of these empirical probabilities
should be greater than 1 − 1α , and inmost cases they aremuch greater.
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α 100 50 20 10 5 2
Hd 1.00 1.00 0.99 0.98 0.96 0.87
Hp 1.00 1.00 1.00 1.00 1.00 0.96
TABLE 2 Empirical estimates of P (LR < αSLR |s,Hd ) and P (LR > SLR/α |s,Hp ) averaged across scores for three
different levels of α .
| Beta Data Simulation
In the previous examples, the LR, and hence the SLR,were bounded above. Thiswas because the data distributions under
Hp andHd were both Gaussian and the variance underHd was larger than underHp . This makes sense in our context as
variability under Hp is due exclusively to variation of repeated samples wtihin a source, whereas the variability ofY
underHd is due both to within-source variability and variability between different sources. The consequence of this
was that large discrepancies between the SLR and the LR tended to occur only underHd . We now provide an example
where large discrepancies are possible under both hypotheses. We consider the following pair of models,
Hp : Xi i i d∼ Bet a(αx , βx ), Yi i i d∼ Bet a(αx , βx )
Hd : Xi i i d∼ Bet a(αx , βx ), Yi i i d∼ Bet a(αy , βy ),
where i = 1, ..., 5. We specifically consider the case where (αx , βx ) = (2, 1) and (αy , βy ) = (2, 1).
Oneway to conceptualize this model is to assume, again, that for some type of forensic evidence in (0, 1)5 each source
has a unique set of parameters (αi , βi ). Those parameters may vary over the population according to some probability
distribution. In this example, however, we assume that only two possible sources could have generated the evidence of
unknown origin. Thus, only two possible sets of parameters, (αx , βx ) or (αx , βy ), are possible. We assumewe are able to
sample data from both sources.
Figure 6 shows score histograms and Figure 7 shows scatterplots of the LR vs the SLR. Patterns in the histograms
and scatterplots in this example are similar to those in the multivariate normal example. Onemajor difference here
is that the score distributions aremore peaked near 1whenHp is true and near 0whenHd is true. The secondmajor
difference is that the conditional distribution of the LR given the SLR tends to be skewed both when the SLR is small and
Hd is true andwhen the SLR is large andHp is true. We still see that the bounds from inequalities (1) and (3) hold, but
the bounds from inequalities (2) and (4) would not be very useful outside of −4 < log(SLR ) < 4.
D I SCUSS ION
Research, including our simple bivariate normal example, has indicated that SLRs need not always be close approxi-
mations to the true LR. The requirement, however, that the SLR be close to the LRwith probability 1 is stronger than
we believe is reasonable to hope for. We have shown instead that for a typical set of statistical hypotheses considered
in forensic science, it is possible to establish probabilistic bounds on the LR given an observed score. These bounds
are, perhaps, too loose to be used to construct interval estimates of the LR in court, but by showing that common
discrepancies between SLRs and LRs are likely to be inconsequential, they support the use of SLRs as decision aids in
court when LRs are unavailable.
Our theoretical results and simulation studies suggest that the largest andmost common discrepancies between
14 NATHANIELGARTON, DANICAOMMEN, JARADNIEMI, ALICIA CARRIQUIRY
D
efe
n
s
e
P
rosecution
0.00 0.25 0.50 0.75 1.00
0.0
2.5
5.0
7.5
10.0
0.0
2.5
5.0
7.5
10.0
Random Forest Score
de
ns
ity
F IGURE 6 Histograms of scores (random forest predictions) for 10000 simulated 10 dimensional Beta distributed
data sets under both the prosecution and defense hypothesis. Scores are generated from a random forest trained on
20000 simulated data sets, half of which correspond to the prosecution and defense hypotheses. ((αx , βx ) = (2, 1) and
(αy , βy ) = (2, 1))
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F IGURE 7 Scatterplot of log(LR ) versus log(SLR ) for 10000 simulated 10 dimentional Beta distributed data sets
under both the prosecution and defense hypothesis. Scores are generated from a random forest trained on 20000
simulated data sets, half of which correspond to the prosecution and defense hypotheses. Score densities are estimated
via kernel density estimation. The red lines correspond to what would happen if the SLR and LRwere perfectly
correlated and the red dashed lines correspond to 95%probability bounds resulting from inequalities (1) and (3).
((αx , βx ) = (2, 1) and (αy , βy ) = (2, 1))
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SLRs and LRs occur when the SLR is either very large, but the LR is much larger, or the SLR is very small, but the LR is
much smaller. Among possible discrepancies, these are arguably the least troubling because SLRs are conservative –
reflecting the fact that information has been lost. This confirms that similar empirical results observed in the literature
are quite general (Bolck et al., 2009, 2015). Furthermore, these types of discrepancies will only very rarely involve large
directional inconsistencies between the SLR and LR.
Our simulations involved data that was relatively low in dimension as compared to what is typically encountered
in practice. It quickly becomes computationally prohibitive to accurately model the tails of the score distributions
nonparametricallywhen theoriginal data is highdimensional, and sowepresentedno suchhighdimensional experiments
here. However, we derive in the supplementarymaterial the following results
D(p(y |Hp ) | |p(y | |Hd )) ≥ D(p(s |Hp ) | |p(s |Hd )) (7)
D(p(y |Hd ) | |p(y | |Hp )) ≥ D(p(s |Hd ) | |p(s |Hp )), (8)
where D(p(x ) | |q (x )) ≡ ∫ log p(x )
q (x ) p(x )dx is the Kullback-Leibler (KL) divergence between distributions P andQ having
densities p and q , respectively. Amore general version of this result was proved in Kullback and Leibler (1951). The KL
divergence is a measure of discrepancy between two probability distributions. Larger values of which intuitively imply
that larger values of the LR underHp are common and smaller values of the LR underHd are common.
As the data dimension increases, one would expect the KL divergence on the left hand side of the above inequalities
to grow. The behavior of the right hand side, however, is not obvious. Even if the right hand side grows, it may do so
slower than the left, and so the above bounds become looser and looser. This would result in the same relative behavior
of the LR and the SLR shown thus far, but would likely becomemore extreme.
Readers familiar with approximate Bayesian computation (ABC) (Tavaré et al., 1997; Pritchard et al., 1999; Beau-
mont, 2010; Lopes and Beaumont, 2010) may recognize that, like ABC, using a score-based approach in our forensic
context involves replacing intractable full data likelihoods with likelihoods based on summary statistics. Therefore,
recent discussions surrounding theoretical issues encounteredwhen using ABC formodel selection (Robert et al., 2011;
Barnes et al., 2011;Marin et al., 2013) are relevant to the forensic science literature. Robert et al. (2011) showed that
using summary statistics to domodel selection in ABC can result in inconsistent (in the data sample size) Bayes factors
when the statistics being used are not jointly sufficient for themodel andmodel parameters. More importantly for our
purposes, they showed that in certain situations, the discrepancy between the true Bayes factor and the approximation
based on summary statistics is equivalent to a ratio of probability densities with sample size of order n , the number of
random variables describing the observed data. The problems identified by Robert et al. (2011) are fundamentally the
same as those that arise when comparing an SLR to the ideal LR. However, we have shown that for the specific source
problem and for a finite sample size, these discrepancies have appealing statistical properties.
Unfortunately, one of our sets of bounds involves expectations based on the conditional distribution of the data
given the score, which are unavailable in practical settings. Onemight worry, then, about cases when the SLR is very
large but the defense hypothesis is true. In this case, it is practically impossible to use our lower bound on the LR, and
our experiments suggest assuming SLR−1 ≈ EY |s,Hd
[
LR−1
] will likely be unjustifiable. Thus we can say nothing about
how small the true LRmight be. However, we note that
P (LR < SLR/α , SLR > β |Hd ) ≤ P (SLR > β |Hd ). (9)
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It is possible to estimate P (SLR > β |Hd ), and for large β this probability should be very small in the first place. So while
it might not be possible to provide a lower bound on the LR in this situation, we can verify that such occasions are rare
to begin with.
As a practical note, while the statistical hypotheses and assumptions we have utilized seem reasonable, score
distributionsmay not always be generated in an appropriate way as tomake the above results directly applicable. To
elaborate, many score distributions are generated using samples that are necessarily dependent. One example of
this might be looking at scores for all pairwise comparisons of two shoeprint images created from a suspect’s shoe
to generate samples from p(s |Hp ). Using this empirical score distribution to estimate both probability densities and
probabilities of the form P (SLR ∈ B |Hi ) requires some additional assumptions and further investigation.
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SUPPLEMENTARY INFORMAT ION
| Derivation of Inequalities
Wenow derive inequalities 1-4. First, note that assumptions 1 and 2 imply that p(x ,y |Hp )
p(x ,y |Hd ) =
p(y |Hp )
p(y |Hd ) .
Consider the joint density functions of (Y , s(X ,Y )) = (Y , S ) underHd andHp denoted by p(y , s |Hd ) and p(y , s |Hp ),
respectively. Note that the likelihood ratio of the augmented data vector (Y , S ) is equal to that of the unaugmented data
Y . This is because
p(y , s |Hp )
p(y , s |Hd ) =
p(s |y ,Hp )p(y |Hp )
p(s |y ,Hd )p(y |Hd )
=
p(s |y )p(y |Hp )
p(s |y )p(y |Hd )
=
p(y |Hp )
p(y |Hd ) .
Because s(X ,Y = y ) is random only due toX , and because p(x |Hp ) = p(x |Hd ), we have that p(s |y ,Hp ) = p(s |y ,Hd ).
With this in mind, note that
p(y , x |Hp )
p(y , x |Hd ) =
p(y |Hp )
p(y |Hd )
=
p(y , s |Hp )
p(y , s |Hd )
=
p(y |s,Hp )p(s |Hp )
p(y |s,Hd )p(s |Hd ) .
Weuse a simple application ofMarkov’s inequality to show that,
P
(
LR < 1/c |s,Hp
)
= P
(
1
LR
> c |s,Hp
)
= P
(
p(y |Hd )
p(y |Hp ) > c |s,Hp
)
= P
(
p(y |s,Hd )p(s |Hd )
p(y |s,Hp )p(s |Hp ) > c |s,Hp
)
= P
(
p(y |s,Hd )
p(y |s,Hp ) > c
p(s |Hp )
p(s |Hd ) |s,Hp
)
≤ 1
c
p(s |Hp )
p(s |Hd )
EY |s,Hp
[
p(y |s,Hd )
p(y |s,Hp )
]
=
1
c ∗ SLR .
Equivalently, we canwrite
P
(
LR > 1/c |s,Hp
) ≥ 1 − 1
c ∗ SLR .
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Thus we find a lower bound on the probability that, underHp , the LR exceeds 1/c . Let us consider values of the form
c = αSLR where α ∈ (1,∞). This results in inequality 1.
We can use a symmetric argument to create a probabilistic upper bound on the LR given the score under the
defense hypothesis. That is,
P (LR > c |s,Hd ) = P
(
p(y |Hp )
p(y |Hd ) > c |s,Hd
)
= P
(
p(y |s,Hp )p(s |Hp )
p(y |s,Hd )p(s |Hd ) > c |s,Hd
)
= P
(
p(y |s,Hp )
p(y |s,Hd ) > c
p(s |Hd )
p(s |Hp ) |s,Hd
)
≤ 1
c
p(s |Hd )
p(s |Hp )
EY |s,Hd
[
p(y |s,Hp )
p(y |s,Hd )
]
=
SLR
c
.
Now, considering c of the form c = αSLR where still α ∈ (1,∞), we get inequality 3.
While the bounds derived fromMarkov’s inequality help explain the relationship between an SLR and the LR, they
are unhelpful in terms of giving an upper bound on the LR in the case that the prosecution’s hypothesis is true or a lower
bound on the LR in the case that the defense hypothesis is true. We now derive such bounds fromCauchy-Scwhartz’s
inequality. Unfortunately, these bounds involve incomputable quantities based on the true data densities. They also
require that EY |s,Hp [LR ] < ∞ and EY |s,Hd
[
LR−1
]
< ∞ in order to be non-trivial. Define the indicator function
1 [x ∈ A] =

0 x < A
1 x ∈ A.
For now, note that Cauchy-Schwartz’s inequality implies
EY |s,Hd [LR1 [LR > c]] = EY |s,Hd
[
p(y |Hp )
p(y |Hd ) 1
[
p(y |Hp )
p(y |Hd ) > c
] ]
≤ EY |s,Hd
[(
p(y |Hp )
p(y |Hd )
)2]1/2
× EY |s,Hd
[
1
[
p(y |Hp )
p(y |Hd ) > c
]2]1/2
= EY |s,Hd
[(
p(y |s,Hp )p(s |Hp )
p(y |s,Hd )p(s |Hd )
)2]1/2
× P
(
p(y |Hp )
p(y |Hd ) > c |s,Hd
)1/2
.
Wewill nowwrite p(y |Hp )
p(y |Hd ) as LR for notational compactness. Rearranging terms and squaring both sides we see that
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P (LR > c |s,Hd ) ≥
EY |s,Hd
[
p(y |s,Hp )
p(y |s,Hd )1 [LR > c]
]2
EY |s,Hd
[(
p(y |s,Hp )
p(y |s,Hd )
)2]
×
(
p(s |Hp )
p(s |Hd )
)2(
p(s |Hp )
p(s |Hd )
)2
=
(
p(s |Hp )
p(s |Hd )
)
EY |s,Hp [1 [LR > c]]2(
p(s |Hp )
p(s |Hd )
)
EY |s,Hp
[
p(y |s,Hp )
p(y |s,Hd )
]
=
(
p(s |Hp )
p(s |Hd )
)
P
(
LR > c |s,Hp
)2
EY |s,Hp [LR ]
= SLR
P
(
LR > c |s,Hp
)2
EY |s,Hp [LR ]
.
By plugging in c = SLR/α and using the bound fromMarkov’s inequality, we arrive at the final bound
P (LR > SLR/α |s,Hd ) ≥ SLR
P
(
LR > SLR/α |s,Hp
)2
EY |s,Hp [LR ]
≥
(
1 − 1
α
)2 SLR
EY |s,Hp [LR ]
.
In a similar way, we can use Cauchy-Schwartz Inequality on
EY |s,Hp
[
LR−11
[
LR−1 > c
] ] to arrive at
P (LR−1 > c |s,Hp ) ≥
EY |s,Hp
[
LR−11
[
LR−1 > c
] ]2
EY |s,Hp
[
LR−2
]
=
EY |s,Hp
[
p(y |s,Hd )
p(y |s,Hp ) 1
[
LR−1 > c
] ]2
EY |s,Hp
[(
p(y |s,Hd )
p(y |s,Hp )
)2]
= SLR−1 P (LR < 1/c |s,Hd )
2
EY |s,Hd
[
LR−1
] .
Again, using the bound fromMarkov’s inequality in the last section, we arrive at
P (LR < αSLR |s,Hp ) ≥ SLR−1 P (LR < αSLR |s,Hd )
2
EY |s,Hd
[
LR−1
]
=
(
1 − 1
α
)2 SLR−1
EY |s,Hd
[
LR−1
] .
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| Discrepancy as a Function of Data Dimension
The Kullback-Leibler (KL) divergence of a distribution P to a distributionQ is defined as
D(p(x ) | |q (x )) ≡
∫
log p(x )
q (x ) p(x )dx ,
where p(x ) and q (x ) are the probability densities.
For the following derivations, we assume thatX andY havedensitieswith respect to the Lebesguemeasure and that
the score function is continuous. However, the following results should generalize to discrete data as well. With assump-
tions 1 and 2, it is simple to show that D(p(x , y |Hp ) | |p(x , y |Hd )) = D(p(y |Hp ) | |p(y |Hd )) = D(p(y , s |Hp ) | |p(y , s |Hd )).
Furthermore, we can decompose D(p(y |Hp ) | |p(y | |Hd ) as
D(p(y |Hp ) | |p(y | |Hd ) =
∫
log p(y |Hp )
p(y |Hd ) p(y |Hp )dy
=
∫ ∫
log p(y , s |Hp )
p(y , s |Hd ) p(y , s |Hp )dyds
=
∫ (∫
log p(y |s,Hp )p(s |Hp )
p(y |s,Hd )p(s |Hd ) p(y , s |Hp )dy
)
ds
=
∫ (∫
log p(y |s,Hp )
p(y |s,Hd ) p(y |s,Hp )dy
)
p(s |Hp )ds
+
∫ (∫
log p(s |Hp )
p(s |Hd ) p(y |s,Hp )dy
)
p(s |Hp )ds
= ES |Hp
[D(p(y |s,Hp ) | |p(y |s,Hd ))]
+ D(p(s |Hp ) | |p(s |Hd )).
Note that because ES |Hp
[D(p(y |s,Hp ) | |p(y |s,Hd ))] is nonnegative, D(p(s |Hp ) | |p(s |Hd )) is a lower bound for the KL
divergence of the raw data.
