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ON NORMAL FORMS OF COMPLEX POINTS OF CODIMENSION 2
SUBMANIFOLDS
MARKO SLAPAR AND TADEJ STARCˇICˇ
Abstract. In this paper we present some linear algebra behind quadratic parts
of quadratically flat complex points of codimension two real submanifold in a
complex manifold. Assuming some extra nondegenericity and using the result of
Hong, complete normal form descriptions can be given, and in low dimensions,
we obtain a complete classification without any extra assumptions.
1. Introduction
Let f : M2n →֒ Xn+1 be a real 2n-dimensional smooth manifold, embedded into
an (n + 1)-dimensional complex manifold (X,J). We assume that f is at least C2-
smooth. A point p ∈ M is called CR regular, if the dimension of the complex
tangent space T Cp M = df (TpM)∩ Jdf (TpM) ⊂ Tf (p)X equals the algebraically ex-
pected dimension n − 1. If the complex dimension of T Cp M equals n, we call
such a point complex point. Complex points can be seen as the intersection of
Gf (M) with the subbundle CP(T ∗X,J), where Gf : M → f ∗Gr2nTX is the Gauss
map p 7→ [df (TpM)] ∈ Gr2nTf (p)X (see [23]). By Thom transversality, for generic
embeddings, the intersection is transverse and so complex points are isolated by
a simple dimension count. We call such transverse complex points nondegenerate
and we can assign a sign to such an intersection (note that the sign can be assigned
even in the case of nonorientable M). If the sign is positive, the complex point is
called elliptic, if it is negative, hyperbolic.
Topological structure of complex points was first studied by Lai [23] and, specif-
ically for surfaces, mostly by Forstnericˇ [10]. Classification of complex points up
to isotopy is treated in [25, 26, 27]. Most research into complex points has been
focused into trying to understand local hulls of holomorphy. This direction was
started by Bishop [5] and is now well understood in the case of surfaces through
the works of Kenig and Webster [22], Moser and Webster [24] and Huang [18]
among others. Global theory (filling spheres with holomorphic discs) was studied
by Bedford and Gaveau [1] and Bedford and Klingenberg [2], and has later re-
sulted in many important theorems in symplectic and contact geometry. In higher
dimensions, assuming real analyticity, a similar problem of finding an appropri-
ate Levi flat hypersurface that is bounded by the submanifold near the complex
point, is treated first in the papers of Dolbeault, Tomasini and Zaitsev [7, 8] and to
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a greater generality by Huang and Yin [19, 20] and Fang and Huang [9]. The prob-
lem is equivalent to understanding when the manifold can be holomorphically
flattened near the complex point.
A closely related topic is trying to understand normal forms for manifolds near
real analytic complex points. Again, the situation is well understood in the surface
case by the work of Moser and Webster [24] and Gong [11, 12], but it seems to be
much more intractable in higher dimensions. It is already an interesting problem
to completely classify complex points up to their quadratic part.
If p ∈M is a complex point for a C2-embedding f : M2n → Xn+1, then in some
local coordinates near f (p),M is given by an equation of the form
w = zTAz +Re(zTBz) + o(|z|2),
where A and B are some n × n complex matrices with B symmetric. By apply-
ing a biholomorphic change of coordinates near f (p), while preserving a gen-
eral structure of the above equation, the pair of matrices (A,B) transforms into
(cP∗AP,cPTBP), where c ∈ C, |c| = 1 and P is a nonsingular n × n matrix. This is
more carefully explained in the next section. Classifying complex points up to
their quadratic term means finding nice normal form representatives for matrices
A and B for this congruence relation, and it reduces to a linear algebra problem.
The classification is trivial in the case of n = 1, and for n = 2 was done by Coffman
[6]. Note that ifA is positive definite, we can find a nonsingular P, so that P∗AP = I
and then use Autonne-Takagi theorem (any complex symmetric matrix is unitary
T -congruent to a real diagonal matrix with non-negative entries) to simplify B.
For general Hermitian A (even for semi-definite), we cannot simultaneously di-
agonalize both A and B, as can quickly be seen by a simple example A =
[
1 0
0 0
]
,
B =
[
0 b
b 0
]
, where b , 0.
The purpose of this paper is to give a better understanding of the classification
of complex points up to their quadratic term for n > 2 in the quadratically flat
case (when A is Hermitian after a multiplication by a nonzero complex scalar).
Assuming that detB , 0 in the pair (A,B), the work of Hong [13, 14], Hong and
Horn [15] and others, immediately gives complete normal form descriptions in
all dimensions. We summarize those results in Section 3 (FORM 1 and FORM
2). In both these forms the matrix B is first made into the identity matrix using
Autonne-Takagi theorem, and then A is simplified by ∗-congruence using complex
orthogonal matrices. Since we often want the matrix A to be in its simplest form,
we also introduce FORM 3, where first A is diagonalized using Sylvester’s theo-
rem and then B is simplified while preserving A. At the end of this section we also
point out a much simpler description in the generic case of quadratically flat com-
plex points (Proposition 3.1). In Section 4, we extend these results in dimensions
n = 3 and n = 4 (see Theorem 4.3), to obtain a complete classification without any
extra assumptions on the pair (A,B). While we fail to give a nice form for complete
classification in all dimensions, a quite general result is given in Lemma 4.1.
32. Normal forms up to quadratic terms
A real 2n-manifold M embedded C2-smoothly in a complex (n+1)-manifold X
can locally near an isolated complex point p ∈M be seen as a graph:
(2.1) w = zTAz +Re(zTBz) + o(|z|2), (w(p), z(p)) = (0,0),
where (z,w) = (z1, z2, . . . , zn,w) are suitable local coordinates on X, and A, B are
n × n complex matrices, and in addition B is symmetric (B = BT ). A real analytic
complex point p is called flat, if local holomorphic coordinates can be chosen, so
that the graph of (2.1) lies in Cnz ×R ⊂ Cnz ×Cw. It is called quadratically flat, if local
holomorphic coordinates can be chosen so that the quadratic part zTAz+Re(zTBz)
of (2.1) is real valued for all z. It is clear that this happens precisely when A is
Hermitian.
Let GLn(C) denote the set of all non-singular n×n complex matrices. Any holo-
morphic change of coordinates that preserves the general form of (2.1) has the
same effect on the quadratic part of (2.1) as a complex-linear change of the form[
z
w
]
=
[
P b
0 c
][
z˜
w˜
]
, P ∈ GLn(C), b ∈Cn, c ∈C \ {0}.
Using this linear change of coordinates, the form (2.1) transforms into
w˜ = z˜
T
(
1
c
P∗AP
)
z˜ +
1
2
z˜T
(
1
c
PTBP
)
z˜ +
1
2
z˜
T
(
1
c
PTBP
)˜
z +
1
c
bT w˜+ o(|˜z|2)
or
w˜ − 1
c
bT w˜ − 1
2
z˜T
(
c − c
|c|2 P
TBP
)
z˜ = z˜
T
(
1
c
P∗AP
)
z˜ +Re
(˜
zT
(
1
c
PTBP
)
z˜
)
+ o(|˜z|2).
If we denote ŵ = w˜ − 1c bT w˜− 12 z˜T
(
c−c
|c|2 P
TBP
)
z˜, we get the equation
(2.2) ŵ = z˜
T
(
1
c
P∗AP
)
z˜ +Re
(˜
zT
(
1
c
PTBP
)
z˜
)
+ o(|˜z|2).
It is clear that by real scaling the determinant of P, we can assume that |c| = 1.
Therefore the so-called ∼-congruence is introduced:
(2.3) (A,B) ∼ (cP∗AP,cPTBP), P ∈ GLn(C), c ∈C \ {0}, |c| = 1.
It is clearly an equivalence relation and one can study its equivalence classes by
trying to find a canonical normal form for a pair (A,B). Note that P∗AP is Hermit-
ian if and only if A is Hermitian, so a complex point of the form (2.1) is quadrati-
cally flat precisely when A is Hermitian up to a nonzero complex scalar multiple.
It thus suffices in this case to consider that A is Hermitian, c ∈ {1,−1} in (2.3).
The case n = 1 is very well understood and the complex points are always
quadratically flat and locally given by an equation w = zz +
γ
2 (z
2 + z2) + o(|z|2),
0 ≤ γ < ∞ or w = z2 + z2 + o(|z|2) (Bishop [5]). If they are real analytic and ellip-
tic (γ < 1), they are also flat (see [24]). In dimension n = 2 a simple description
of ∼-congruence classes can be obtained (Coffman [6] and Izotov [21]). In a later
section we generalize this result to dimensions 3 and 4 in the case of quadratically
flat complex points.
4 MARKO SLAPAR AND TADEJ STARCˇICˇ
3. Normal forms for a pair of one Hermitian matrix and one symmetric
nonsingular matrix
Throughout the paper we denote byM1⊕M2 · · ·⊕Mr , r ∈N, the block-diagonal
matrix with blocksM1, . . . ,Mr on the main diagonal. Next, for any m ∈N, the ma-
trices Im and 0m will be the m ×m identity-matrix and m×m zero-matrix. (Some-
times, the index mmight be omitted.)
By Autonne-Takagi factorization (see e.g. [16, Corolarry 4.4.4]), a complex sym-
metric n×nmatrix B is unitary T -congruent to a diagonal matrix Λ⊕0n−m, where
0 ≤ m ≤ n and possibly Λ is a m ×m diagonal matrix with positive diagonal en-
tries. Further, by ∗-conjugating A and by T -conjugating B with
√
Λ−1 ⊕ In−m, we
achieve that (A,B) ∼ (A˜, Im ⊕ 0n−m) for some A˜. Observe that if B is nonsingular,
our situation reduces to the case when B = I is the identity-matrix.
Next, ∗-conjugating (T -conjugating) with iI preserves the matrix (multiplies the
matrix by −1). Hence, for m1 ×m1 matrices A1,B1 and m2 ×m2 matrices A2,B2 the
conjugation with iIm1 ⊕ Im2 gives
(3.1) (A1 ⊕A2,B1 ⊕B2) ∼ (A1 ⊕A2,−B1 ⊕B2),
and in particular,∼-congruence for Hermitian-symmetric pairs (c ∈ {1,−1} in (2.3))
can be redefined as:
(3.2) (A,B) ∼ (±P∗AP,PTBP), P ∈ GLn(C).
For Hermitian matrices A, A˜, it then follows that (A,I) ∼ (A˜, I) is equivalent to the
existence of a complex orthogonal matrix Q and a constant ε ∈ {1,−1}, such that
A˜ = εQ∗AQ = εQ−1AQ, thus the concept of ∼-congruence is closely related to the
notion of consimilarity, i.e. A and A˜ (not necessarily Hermitian) are consimilar if
and only if there exists a non-singular (not necessarily orthogonal) matrix Q such
that A˜ =Q
−1
AQ. Also, note that the problem of consimilarity is further connected
to the problem of similarity of certain corresponding matrices. We refer to [16] or
to section 5. Appendix for the basic properties on this topics. Based on the work
of several authors (see the discussion below) it was eventually observed by Hong
[14] and Bernhardsson [3] that the following two normal forms can be obtained
for a pair (A,I) with A Hermitian.
FORM 1. (Hǫ(A), I),
(3.3) Hǫ(A) =

⊕
j
ǫjHαj (λj )
⊕
⊕
k
Kβk (µk )
⊕
⊕
l
Lγl (ξl )
 ,
where ǫ = {ǫj } with ǫj ∈ {1,−1}, λj ∈ R≥0, µk ∈ R>0, ξl ∈ C \R are such that
λ2j , −µ2k and ξ2l are real non-negative, real negative and non-real eigenval-
ues of AA, respectively;
(3.4) Hm(z) =
1
2


0 1 2z
. .
.
. .
.
1
1 . .
.
. .
.
2z 1 0

+ i

0 1 0
−1 . . . . . .
. . .
. . . 1
0 −1 0


∈Cm×m,
5(3.5) Km(z) =
[
0 −iHm(z)
iHm(z) 0
]
, Lm(z) =
[
0 Hm(z)
H∗m(z) 0
]
.
FORM 2. (J ǫE (A),E(A)),
J ǫE (A) =

⊕
j
ǫjEαj Jαj (λj ,1)
⊕
⊕
k
E2βk Jβk (Λk , I2)
 ,(3.6)
E(A) =

⊕
j
Eαj
⊕
⊕
k
E2βk
 ,
where ǫ = {ǫj } with ǫj ∈ {1,−1}, and λj ∈ R≥0, Λk =
[
ak −bk
bk ak
]
with ak ∈ R≥0,
bk ∈ R\{0} are such that λj , ak+ibk are the eigenvalues of the corresponding
double-sized matrix
[
0 A
A 0
]
; we denoted by Em the backward m-identity-
matrix (with ones on the anti-diagonal) and
Jm(C,D) =

C D
C
.. .
. . . D
C

∈ Crm×rm, C,D ∈Cr×r .
For the sake of completeness, we recall the algorithmic procedure, how to get
the normal FORM 1 (in five steps):
• The corresponding matrix AA is similar to its Jordan canonical form
J (AA) =

⊕
j
Jαj (λ
2
j ,1)
⊕
⊕
k
Jβk (−µ2k ,1)
⊕
⊕
l
(Jγl (ξl ,1)⊕ Jγl (ξ l ,1))
 ,
where λj ∈R≥0, µk ∈R>0, ξl ∈C \R.
• (Hong [14], Hong and Horn [15, Theorem 3.1], Hua [17]) A is consimilar
to a quasi-Jordan form
Jq(A) =

⊕
j
Jαj (λj ,1)
⊕
⊕
k
[
0 Jβk (µk ,1)
−Jβk (µk ,1) 0
]⊕
⊕
l
[
0 Jγl (ξl ,1)
Jγl (ξl ,1) 0
] .
Note that the blocks corresponding to the eigenvalue 0 are uniquely deter-
mined by the so-called alternating-product rank condition [16, Theorem
4.1] (see section 5. Appendix).
• (Bevis, Hall and Hartwig [4]) Jq(A) is consimilar to (Jq(A))∗ with a sym-
metric matrix S =
(⊕
j Eαj
)
⊕
(⊕
k −i(Eβk ⊕Eβj )
)
⊕
(⊕
l(Eγl ⊕Eγl )
)
.
• (Hong [14, Lemma 2.1]) A is consimilar to a Hermitian matrix of the form
(3.3) with ǫj = 1 for all j:
H1(A) = P−1Jq(A)P,
where S = PTP with P =
(⊕
j Pαj
)
⊕
(⊕
k e
iπ
4 (Pβk ⊕ Pβj )
)
⊕
(⊕
l (Pγl ⊕ Pγl )
)
,
and Pm =
e
− iπ
4√
2
(Im + iEm). (Note that H1(A) is a Hermitian canonical form
for A and it is unique up to a permutation of the diagonal blocks.)
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• (Hong [13, Theorem 2.7]) A is consimilar with a complex orthogonal ma-
trix to a Hermitian matrixHǫ(A) of the form (3.3) with ǫ = {ǫj }, ǫj ∈ {1,−1}.
(It implies (A,I) ∼ (Hǫ(A), I).)
Trivially, H1(A) is consimilar to Hǫ(A) for any ǫ, hence Hǫ(A) is unique up to
a permutation of its diagonal blocks as well. However, ǫ might not be uniquely
determined; note that Q∗H3(0)Q = −H3(0), where Q = −1⊕ 1⊕−1 and H3(0) is of
the form (3.4) form = 3, z = 0. On the other hand, the matrices −Km(z) and −Lm(z)
are orthogonally ∗-congruent to Km(z) and Lm(z) respectively (see e.g. [13, Lemma
2.6]), hence using (3.2) we get:
(3.7) (H−ǫ(A), I) ∼ (±Hǫ(A), I).
A different and more direct approach was used by Bernhardsson [3, Theorem
6] to obtain the normal form FORM 2. It is based on the ideas of a similar result
for a pair of two symmetric matrices (Trott [28] and Uhlig [29]). Observe now
that one easily transforms FORM 2 to FORM 1. Clearly, it suffices to take one
Jordan block J in (3.6). By Autonne-Takagi-factorization [16, Corolarry 4.4.4] of
the backward-identity matrix E, there exists a unitary matrix U (i.e. U ∗U = I)
such that UTEU = I . Since (EJ,E) ∼ (U ∗EJU,I) and E = (U ∗)TU ∗ =UU−1 we get
(
U ∗EJU
)(
U ∗EJU
)
=U ∗UU−1JUUT (U ∗)TU ∗JU =U−1J2U.
Moreover, a similar computation also yields that the matrices U ∗EJU and J satisfy
the alternating-product rank condition, and it then follows thatHǫ(U ∗EJU ) of the
form (3.3) consists of only one block and it corresponds to the same eigenvalue
as J (see Proposition 5.1). To sum up, given a pair (A,I) with A Hermitian, we
see that the dimensions of the blocks and the corresponding eigenvalues of the
normal forms (3.3) and (3.6) for A agree.
We now try to find a normal form for a Hermitian-symmetric pair with a nice
Hermitian matrix. By Sylvester’s inertia theorem there exists a non-singular ma-
trix Q such that
(3.8) I (A) =Q∗AQ = −Ip ⊕ Ir ⊕ 0n−p−r ,
called the inertia matrix of a n × n matrix A. Moreover, the columns qj , . . . ,qn of Q
are orthogonal eigenvectors with the corresponding (real) eigenvalues λ1, . . . ,λn of
A and such that |qj | = 1√|λj | for λj , 0, and it can be assumed |qj | = 1 if λj = 0. By
setting
(3.9) NB(A) =QTBQ,
we have (A,B) ∼ (I (A),NB(A)). Note that NB(A) is determined up to the choice of
the ordered orthogonal bases of the eigenspaces of A of dimension greater than
one. Using the normal form FORM 1 and (3.8),(3.9) one can get the third normal
form for (A,I) ∼ (Hǫ(A), I):
7FORM 3. (I (A),NI (A)),
I (A) =

⊕
j
ǫjI
(
Hαj (λj )
)⊕
⊕
k
I
(
Kβk (µk)
)⊕
⊕
l
I
(
Lγl (ξl )
) ,
(3.10)
NI (A) =

⊕
j
NIαj
(
Hαj (λj )
)⊕
⊕
k
NI2βk
(
Kβk (µk )
)⊕
⊕
l
NI2γl
(
Lγl (ξl )
) ,
where ǫ = {ǫj } with ǫj ∈ {1,−1}, λj ∈ R≥0, µk ∈ R>0, ξl ∈ C \R are such that
λ2j , −µ2k and ξ2l are real and non-real eigenvalues of AA, respectively; and
Hαj (λ) and Kβk (µk ), Lγl (ξl ) are of the form (3.4) or (3.5).
For few small m’s we can diagonalize Hermitian matrices Hm(x), Km(y), Lm(z),
x ∈ R≥0, y ∈ R>0, z ∈ C \R. If the matrices are of dimension 3 or 4 the compu-
tations get very tedious but are still manageable, unfortunately the form of the
eigenvectors is not so simple. The problem to diagonalize matrices of bigger sizes
lies clearly in finding their eigenvalues.
We start with Hm(x), x ∈ R≥0:
• H1(x) = x.
• H2(x) = 12
[
1 2x + i
2x − i 1
]
,
∆H2(x)(λ) = λ
2 −λ− x2, λ1,2(x) = 12 (1±
√
1+4x2),
Q(x) =
−
w
|w|√|w|−1
w
|w|√1+|w|
1√|w|−1
1√
1+|w|
 for x > 0, w = 2x + i, Q(0) = 1√2
[
i −i
1 1
]
,
NI2(H2(x)) =

1
2x−i

4x√
1+4x2−1 −
i
x
− ix 4x√1+4x2+1
 , x > 0[
0 1
1 0
]
, x = 0
.
• H3(x) = 12

0 1+ i 2x
1− i 2x 1+ i
2x 1− i 0
,
∆H3(x)(λ) = −λ3 + xλ2 + (x2 +1)λ− x3 (∆H3(0)(λ) = −(λ+1)(λ− 1)λ),
Q(0) = 12

i i −i√2
−1− i 1+ i 0
1 1
√
2
, NI3(H3(0)) = 12

i −i √2
−i i √2√
2
√
2 0
 .
For x ∈R>0 the matrixH3(x) has one negative and two positive eigenvalues
and no multiple eigenvalues (since the discriminant Discr(H3(x)) = 32x
4 +
13x2 + 4 never vanishes.) It is straightforward but somewhat tedious to
compute that NI3(H3(x)) = −i[r(λj ,λk )s(λj )s(λk)]3j,k=1, where λ1 ≤ λ2 ≤ λ3
are the eigenvalues of H3(x) and
r(λ,µ) = λ2µ2 − x2(λ2 +µ2) + x(λ+µ) + x4,
s(λ) =
√
λ2+x2
(x−iλ)
√
|λ|(λ4+λ2(1−2x2)+x2+x4)
.
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• H4(x) = 12

0 i 1 2x
−i 1 2x + i 1
1 2x − i 1 i
2x 1 −i 0
,
∆H4(x)(λ) = λ
4 −λ3 − (2x2 +1)λ2 + (x2 +1)λ+ x4,
Since Discr(H3(x)) = 400x
8 + 204x6 + 93x4 + 32x2, the matrix H4(x) has
multiple eigenvalues precisely for x = 0.
We proceed with Km(y), y ∈ R>0:
• K1(y) =
[
0 −iy
iy 0
]
, ∆K1(y)(λ) = λ
2 − y2, λ1,2(y) = ±y,
Q(y) = 1√
2y
[
i −i
1 1
]
, NI2(K1(y)) = 1y
[
0 1
1 0
]
.
• K2(y) = 12

0 0 −i 1− 2iy
0 0 −1− 2iy −i
i −1+2iy 0 0
1+2iy i 0 0
,
∆K2(y)(λ) = λ
4 − (2y2 +1)λ2 + y4, λ1,2,3,4 = 12 (±1±
√
1+4y2),
Q(y) = 12

iw
|w|√|w|+1
iw
|w|√1−|w| −
iw
|w|√1−|w| −
iw
|w|√|w|+1
i
|w|√|w|+1 −
i√
1−|w|
i√
1−|w| −
i√|w|+1
w
|w|√|w|+1 −
w
|w|√1−|w| −
w
|w|√1−|w|
w
|w|√|w|+1
1
|w|√|w|+1
1√
1−|w|
1√
1−|w|
1√|w|+1

, w = 2y + i,
NI4(K2(y)) = 1y(2y−i)

0 −i 0 4y
1+
√
1+4y2
−i 0 4y−1+√1+4y2 0
0
4y
−1+
√
1+4y2
0 −i
4y
1+
√
1+4y2
0 −i 0

.
Finally, we inspect Lm(z), z ∈C \R:
• L1(z) =
[
0 z
z 0
]
, ∆L1(z)(λ) = λ
2 − |z|2, λ1,2(z) = ±|z|,
Q(z) = 1√
2|z|
[− z|z| z|z|
1 1
]
, NI2(L1(z)) = 12z|z|
[
z + z z − z
z − z z + z
]
.
• L2(z) = 12

0 0 1 2z + i
0 0 2z − i 1
1 2z + i 0 0
2z − i 1 0 0
,
∆L2(z)(λ) = λ
4 − (2|z|2 +1)λ2 + |z|4, λ1,2,3,4 = 12 (±1±
√
1+4|z|2)
Using Lemma 5.3 in section 5. Appendix we can now computeNI4(L2(z)).
Observe that when AA is diagonalizable, Hǫ(A) has only blocks of the form
±H1(x), x ∈ R≥0 and L1(ξ), ξ ∈ C \R (since L1(−iy) = K1(y) for y ∈ R>0). Further-
more, if the discriminant Discr(∆AA) (and hence the resultant Res(∆AA,∆
′
AA
) does
not vanish, which is true for matrices on an open dense subset of GLn(C) (on a
9complement of a real analytic subset of codimension 1), we immediately get the
following simple structures of FORM 1, FORM 2 and FORM 3:
Proposition 3.1. If Discr(∆AA) = (−1)
n(n+1)
2 Res(∆AA,∆
′
AA
) , 0 and A is a Hermitian
n × n matrix, then the normal forms for a pair (A,I) are (Hǫ(A), I), (J ǫE (A),E(A)) and
(I (A),NI (A)):
Hǫ(A) =

⊕
j
ǫjxj
⊕
⊕
l
[
0 ξl
ξ l 0
] ,
J ǫE (A) =

⊕
j
ǫjxj
⊕
⊕
l
1
2
[
i(ξl − ξ l ) ξ l + ξl
ξ l + ξl i(ξ l − ξl )
] , E(A) = Ij ⊕
⊕
l
[
0 1
1 0
] ,
I (A) =

⊕
j
ǫ˜j
⊕
⊕
l
diag(−1,1)
 , ǫ˜j =
{
ǫj , xj , 0
0, xj = 0
,
NI (A) =

⊕
j
x−1j
⊕
⊕
l
1
2ξ l |ξl |
[
ξl + ξ l ξ l − ξl
ξ l − ξl ξl + ξ l
] , x˜j =
{
x−1j , xj , 0
1, xj = 0
,
where ǫj ∈ {1,−1} and xj ∈ R≥0, ξl ∈ C \R are all distinct constants.
4. Normal forms for Hermitian-symmetric pair of matrices of dimensions 3
and 4
In dimensions 2, 3 and 4, we can give a complete list of normal forms for
Hermitian-symmetric pairs (A,B) with possibly B singular. In a more general set-
ting, we first prove the following preparatory lemma. We note that the result of
Hong [13, Theorem 2.7] is a key ingredient in its proof.
Lemma 4.1. Let A be an n×n Hermitian matrix and let B = Im⊕0n−m with 0 ≤m ≤ n.
Then there exists an n × n matrix A˜ satisfying (A,B) ∼ (A˜,B), and such that it is of the
form
(4.1) A˜ =

Hǫm 0 Y
0 I 0
Y ∗ 0 0
 .
Here I is a non-singular diagonal (n −m − k) × (n −m − k) matrix with only minus-
ones and ones on the diagonal, Tr(I ) ≥ 0, n −m ≥ k ≥ 0, Hǫm is a m ×m matrix of
the form (3.3), and Y is a m × k matrix, determined up-to right-multiplication with a
non-singular k × k matrix. Furthermore, if rankY = k ≤m, then
A˜ =

0 0 0 Ik
0 Hǫm−k 0 L
0 0 I 0
Ik L
∗ 0 0
 ,
where Hǫm−k is an (m − k) × (m − k) matrix of the form (3.3), and L is an arbitrary
(m−k)×k matrix. If in addition, I +LTL and I +LLT are both nonsingular, we can have
L = 0.
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Proof. Recall that for n × n Hermitian matrices A,A˜ and B = Im ⊕ 0n−m we have
(A,B) ∼ (A˜,B) if and only if there exists a matrix T ∈ GLn(C) and a constant
ε ∈ {1,−1} such that A˜ = εT ∗AT , B˜ = T TBT (see (3.2)). The later equality holds
precisely for matrices of the form
(4.2) T =
[
P 0
R S
]
,
where 0 denotes an m × (n −m) zero-matrix, P is an m ×m complex orthogonal
matrix (PTP = I), R is an arbitrary (n−m)×mmatrix and S ∈ GLn−m(C). Indeed,[
Im 0
0 0n−m
]
=
[
P Q
R S
]T [
Im 0
0 0n−m
][
P Q
R S
]
=
[
PTP PTQ
QTP QTQ
]
.
We can write a Hermitian n× nmatrix A in the form
(4.3) A =
[
H X
X∗ E
]
,
where H is an m ×m Hermitian, E is an (n −m) × (n −m) Hermitian and X is an
arbitrary m× (n −m) complex matrix. Then ∗-conjugation with the matrices of the
form (4.2), yields:[
H˜ X˜
X˜∗ E˜
]
= ε
[
P 0
R S
]∗ [
H X
X∗ E
][
P 0
R S
]
= ε
[
P∗HP +R∗ER+R∗X∗P + (R∗X∗P)∗ (P∗X +R∗E)S
S∗(P∗X +R∗E)∗ S∗ES
]
.(4.4)
Since E is Hermitian, by Sylvester’s theorem we can choose an appropriate matrix
S (with P = Im, R = 0) in (4.4) and a suitable ǫ ∈ {−1,1}, such that E˜ is of the form
E˜ =
[I 0
0 0
]
,
where I is (n−m−k)×(n−m−k) diagonal matrix with only ±1 on the diagonal and
in addition Tr(I ) ≥ 0.
Taking further ǫ = 1, S = Im−n, P = Im and R =
[
R1
0
]
, with R1 being an (n−m−k)×
mmatrix, transforms the matrix X˜ to X˜+[R∗1 0 ]
[ I 0
0 0
]
, keeps E˜ intact, but also sends
H˜ into some new Hermitian matrix. By choosing appropriate R1, we see that X˜
transforms to
[
0 Y
]
, where Y is some m × k matrix. We may thus assume that A˜
can be of the form
(4.5) A˜ =

H˜ 0 Y
0 I 0
Y ∗ 0 0
 .
Observe that by ∗-conjugating with P ⊕ In−m−k ⊕ Sk , where P is a suitably chosen
m×m complex orthogonal matrix and Sk is any non-singular k × k matrix, we can
achieve by using [13, Theorem 2.7] that H˜ is of the form (3.3); also Y is determined
up to right-multiplying with a k × k non-singular matrix.
Next, suppose that Y has maximal rank k and m ≥ k. For T in (4.2), we take
R = 0, and S =
[
In−m−k 0
0 S4
]
, where S4 ∈ GLk(C) is to be chosen later. A ∗-conjugation
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of A˜ in (4.5) by such T preserves I and the zeros of A˜, transforms H˜ into a newHer-
mitian matrix, which we will by an abuse of notation still call H˜ , but transforms
Y ∗ into S∗4Y
∗P . We can choose a complex orthogonal matrix P to first permute the
columns of Y ∗, so that the first k columns are independent, and than choose S4 so
that those first columns just become the identity matrix. We can thus assume that
Y ∗ in (4.5) is of the form Y ∗ = [ Ik L∗ ], where L is some (m− k)× k matrix.
We will now make an assumption that both I + LTL and I + LLT are nondegen-
erate. Take T of the form (4.2) with P =
[
P1 P2
P3 P4
]
, S = In−m, R = 0. By ∗-conjugating A˜
with such T , we again keep zeros intact, change H˜ into some new Hermitian ma-
trix, which we still call H˜ , and transform Y ∗ =
[
Ik L
∗] into [P1 + L∗P3 P2 + L∗P4].
Let us see that we canmake P1+L
∗P3 and P2+L∗P4 = 0. By Autonne-Takagi theorem
there exists P4 such that P
T
4 (I +L
TL)∗P4 = I and P1 such that PT1 (I +LL
T )∗P1 = I . We
set P2 = −L∗P4, P3 = (LT )∗P1 and thus we get
PT P =
[
PT1 P
T
1 L
∗
−PT4 (LT )∗ PT4
][
P1 −L∗P4
(LT )∗P1 P4
]
=
[
PT1 (I + L
TL)∗P1 0
0 PT4 (I + LL
T )∗P4
]
= I .
So P is an m×m complex orthogonal matrix and L∗ is transformed to 0, while Ik in
Y ∗ stays unchanged. Hence we can assume Y ∗ =
[
Ik 0
]
.
We now choose T in (4.2) with S = In−m, P = Im, R =
[
0
R2
]
, where R2 =
[
R21 R22
]
is a k ×mmatrix, with a k × k matrix R21 and a k × (m− k) matrix R22, to be chosen
later. The conjugation by T then only changes H˜ in (4.5), while leaving everything
else unchanged. By choosing an appropriate matrix R2 the matrix H˜ transforms
into
(4.6) H˜ +R∗2Y
∗ +YR2 = H˜ +
[
R∗21 +R21 R22
R∗22 0
]
=
[
0 0
0 G
]
,
where G is a Hermitian (m−k)× (m−k)matrix. So, under an extra assumption that
I + LTL and I + LLT are both nonsingular, we can make the form of A˜ to look like
0 0 0 Ik
0 Hǫm−k 0 0
0 0 I 0
Ik 0 0 0
 .
If I+LT L and I+LLT are not both nonsingular, we can still make the last change
on H˜ to get
A˜ =

0 0 0 Ik
0 Hǫm−k 0 L
0 0 I 0
Ik L 0 0
 .
Indeed, in this case H˜ transforms to H˜ +
[
R∗21+R21 R22+R
∗
21L
∗
R∗22+LR21 R
∗
22L
∗+LR22
]
, and by choosing a
suitable matrices R21, R22, we get this matrix of the form (4.6).
By ∗-conjugating with Ik⊕P⊕In−m, where P is a suitable (m−k)×(m−k) complex
orthogonal matrix, we finally achieve that by Hong’s result [13, Theorem 2.7] we
can have G =Hǫm−k of the form (3.3). This completes the proof of the lemma. 
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Remark 4.2. If the complex point is assumed to be nondegenerate, i.e. the corre-
sponding matrix
[
A B¯
B A¯
]
is non-singular, this means that Y in Lemma 4.1 must have
rank k, and in particular m ≥ k.
Theorem 4.3. A Hermitian-symmetric pair (A,B) of 2× 2, 3× 3 and 4× 4 matrices is
∼-congruent to one of the following pairs (A˜, B˜):
A˜ B˜
I2 02[
0 1
1 0
]
b⊕ 1
a⊕ 0 1⊕ 0
Hǫ2 I2
A˜ B˜
I3 03[
0 0 1
0 ǫ 0
1 0 0
]
b⊕ 1⊕ 0
a⊕ 02
b⊕I2 1⊕ 02[
0 0 1
0 a 0
1 0 0
]
[
0 0 1
0 a i
1 −i 0
]
Hǫ2 ⊕ 0Hǫ2 ⊕ 1 I2 ⊕ 0
Hǫ3 I3
A˜ B˜
I4 04[
0 1
1 0
]
⊕ 02[
0 0 1
0 1 0
1 0 0
]
⊕ 0[
0 0 1
0 I2 0
1 0 0
]
b⊕I2 ⊕ 0
b⊕ 1⊕ 02
a⊕ 03
b⊕I3 1⊕ 030 0 0 10 b 0 ζ0 0 1 0
1 ζ 0 0
[
0 0 1
0 a 0
1 0 0
]
⊕ 0[
02 I2
I2 02
]
Hǫ2 ⊕I2Hǫ2 ⊕ 1⊕ 0Hǫ2 ⊕ 02 I2 ⊕ 02
0 0 0 1
0 b α ζ
0 α c ξ
1 ζ ξ 0

Hǫ3 ⊕ 1Hǫ3 ⊕ 0 I3 ⊕ 01
Hǫ4 I4
where ǫ ∈ {0,1}, a ∈ R≥0, b,c ∈ R, ζ,ξ ∈ {0, i}, Hǫm is a m ×m matrix of the form (3.3),
Im for m ∈ {2, . . . ,4} is any diagonal m ×m matrix with only minus-ones, ones on the
diagonal, and Tr(Im) ≥ 0.
Proof. The theorem is a consequence of Lemma 4.1. We only need to observe that
some further simplifications can be done in the case when Y in (4.1) is a non-zero
matrix, determined up-to right-multiplication with a non-singular matrix.
By ∗-conjugating with
[
1 0
− a2 1
]
, we obtain
([
a 1
1 0
]
,1⊕ 0
)
∼
([
0 1
1 0
]
,1⊕ 0
)
.
We proceed with 3×3matrices. First, let B = 1⊕02. Recall that any 3×3matrix T
for which T TBT = B is of the form T =
[±1 0
r S
]
, where S ∈ GL2(C) and r is a column
vector in C2 (see (4.2)). By choosing S = I2 and r
T = [0 − a2 ], then ∗-conjugating
A =
[
a 0 1
0 ǫ 0
1 0 0
]
, ǫ ∈ {1,0}, with such T , gives A˜ = T ∗AT =
[
0 0 1
0 ǫ 0
1 0 0
]
.
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Next, let B = I2 ⊕ 0. Then any 3 × 3 matrix T such that B is preserved after
∗-conjugating with T is of the form
(4.7) T =
[
P 0
rT s
]
,
where P is a 2 × 2 complex orthogonal matrix, r is a column vector in C2 and
s ∈ C \ {0}. By using an appropriate permutation for P and a suitable value s
(with r = 0) in (4.7), the ∗-conjugation with such T transforms the column vector
Y ∈C2 \ {0} of a Hermitian matrix
(4.8) A =
[
H Y
Y ∗ 0
]
into a vector
[
1
b2
]
∈ C2, and transforms H into another Hermitian matrix; we will
still call them Y and H by a slight abuse of notation.
If b2 , ±i, we choose
P∗ = 1√
1+b22
[
1 b2
−b2 1
]
, r = 0, s = 1√
1+b22
in (4.7), to get the vector Y =
[
1
b2
]
in (4.8) into
1√
1+b22
[
1 b2
−b2 1
][
1
b2
][
1√
1+b22
]
=
[
1
0
]
.
Let us further write H =
[
h11 h12
h¯12 h22
]
in (4.8). The ∗-conjugation with T of the form
(4.7) for
P = I2, r =
[−12h11−h12
]
, s = 1.
transforms H to
[
0 0
0 h22
]
, while not changing Y . By possibly multiplying the matrix
by −1 and ∗-conjugating it by 1⊕ h−122 ⊕−1 (if h22 , 0), we achieve that h22 ∈ {0,1}.
When b2 = ±i, then by a similar choice of transformations, we can first get H
into the form
[
0 h12
h¯12 h22
]
and then obtain
[
0 0
0 h22
]
, with h22 ≥ 0. After a possible ∗-
conjugation by 1⊕ −1⊕ 1, we can assume b2 = i. Hence, in the case when A is of
the form (4.8) with a non-zero Y and B = B˜ = I2 ⊕ 0, we may assume that A˜ is any
of the matrices 
0 0 1
0 a 0
1 0 0
 ,

0 0 1
0 a i
1 −i 0
 , a ∈R>0.
Finally, we consider 4 × 4 matrices. In case B = 1⊕ 03 we obtain the following
possible non-diagonal normal forms for A˜:
[
a 1
1 0
]
⊕ 02,

a 0 1
0 1 0
1 0 0
⊕ 0,

a 0 1
0 I2 0
1 0 0
 , a ∈R≥0,
for B = I2 ⊕ 02 we get
Hǫ2 0 Z
0 1 0
Z∗ 0 0
 ,
[ Hǫ2 I ⊕ 0
I ⊕ 0 02
]
,
[Hǫ2 I2
I2 02
]
, Z ∈C2 \ {0},
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and when I3⊕01 we have
[Hǫ3 Y
Y ∗ 01
]
with Y ∈C3 \{0}; hereHǫm is am×mmatrix of the
form (3.3), Im for m ∈ {2,3,4} is any diagonal m ×m matrix with only minus-ones,
ones on the diagonal, with Tr(Im) ≥ 0. In a similar fashion as in lower dimensions
we now perform further simplifications on these forms. 
If dimensions ≤ 4 we can also tell something about uniqueness of the normal
form of (A,I).
Proposition 4.4. Suppose A is a n × n Hermitian matrix and n ≤ 4. Then (A,In) ∼
(Hǫ1 (A), In) ∼ (Hǫ2 (A), In) if and only if ǫ1 = ±ǫ2, except for (H3(0)⊕x,I4) ∼ (−H3(0)⊕
x,I4), x > 0. Moreover, the only orthogonally ∗-congruent pair of matrices of the form
(3.3) of dimension ≤ 3 is H3(0), −H3(0).
Proof. For 2×2, 3×3 and 4×4 matrices we do a direct computation to find out when
(Hǫ1 (A), I) ∼ (Hǫ2 (A), I), where Hǫ2 (A),Hǫ2 (A) of the form (3.3) are Hermitian
canonical forms ofA. More precisely, we solve thematrix equation εQ∗(Hǫ1 (A))Q =
Hǫ2(A) or the equivalent equation (Hεǫ1 (A))Q = Q(Hǫ2 (A)) (see the exposition of
the normal FORM 1 in Section 3); here ε ∈ {1,−1} and Q is a complex orthogonal
matrix to be determined. Recall also that by Sylvester’s theorem the inertia matrix
is an invariant under ∗-conjugation with a non-singular matrix.
If the canonical forms of A are diagonal matrices, it is in dimension 4 sufficient
to consider the pair G = λ ⊕ µ ⊕ ν ⊕ η, H = −λ ⊕ −µ ⊕ ν ⊕ η, where ν,η ∈ R and
λ,µ ∈ R \ {0} are of the opposite signs, with |λ| , |µ|. Comparing the entries, their
moduli or the real parts in thematrix equation GQ =QH,Q = [qjk]3j,k , then implies:
0 = λ(q11 + q11), 0 = µ(q22 + q22),
0 = |q21|(|λ| − |µ|) = |q12|(|λ| − |µ|),
0 = |q31|(|λ| − |ν |) = |q13|(|λ| − |ν |),
0 = |q41|(|λ| − |η |) = |q14|(|λ| − |η |),
0 = |q32|(|µ| − |ν |) = |q23|(|µ| − |ν |)
0 = |q42|(|µ| − |η |) = |q24|(|µ| − |η |)
λRe(q31) = νRe(q31), −λRe(q13) = νRe(q13),
µRe(q32) = νRe(q32), −µRe(q23) = νRe(q23),
It is immediate that Re(q11) = Re(q22) = 0, q12 = q21 = 0. Since any of ν,η is
different from at least one of the constants λ,µ, we have either q23 = q32 = 0 or
q13 = q31 = 0 (or both) and either q24 = q42 = 0 or q14 = q41 = 0 (or both). Further-
more, at least one of the entries q13, q31 (and q23, q32) must be purely imaginary.
It follows that at least one of the first two columns or one of the first two rows of
Q is purely imaginary, hence Q cannot be complex orthogonal. In the case of 3×3
(or 2×2) matrices it is enough to check the pair λ⊕µ⊕ν and −λ⊕−µ⊕ν (the pair
λ ⊕ µ and −λ ⊕ −µ) with λ,µ ∈ R \ {0} of the opposite signs and different moduli,
with ν ∈ R. By similar computations as in the 4-dimensional case, the orthogonal
∗-congruence fails again.
Next, we take the pairH2(x)⊕λ⊕−µ andH2(x)⊕−λ⊕µ, with x,λ,ν ∈ R>0, λ , µ.
Let now Q be of the form
[
Q1 Q2
Q3 Q4
]
, where Q1,Q2,Q3,Q4 are all 2× 2 matrices. The
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matrix equation (H2(x)⊕λ⊕−µ)Q =Q(H2(x)⊕−λ⊕ µ) then yields
H2(x)Q1 =Q1H2(x), (λ⊕−µ)Q4 =Q4(−λ⊕ µ)
H2(x)Q2 =Q2(−λ⊕ µ), (λ⊕ µ)Q3 =Q3H2(x).
We compute Q2, Q3 and observe that the columns of Q2 and the rows of Q3 are of
the form s
[
1−i
i+1
]
, s ∈R∪ iR (see also Lemma 5.2). Also, we get that Q4 is of the form[
iu 0
0 iv
]
, u,v ∈ R. It is now easy to see that the last two columns of the matrix Q are
not normalized and therefore Q cannot be complex orthogonal.
We recall that H3(0) and −H3(0) are orthogonally ∗-congruent (∗-conjugated by
−1⊕1⊕−1), whileH3(x), −H3(x) for x > 0 have different inertia matrices, so (H3(0)⊕
x,I4) ∼ (H3(0)⊕ x,I4) follows.
To conclude the proof of the second part of the statement of the lemma, it is left
to consider only a few matrices paired with its additive inverses. We first consider
the pairH2(0)⊕−λ, −H2(0)⊕λwith λ ∈R>0. SupposeQ is of the form
[
Q′ b
cT s
]
, where
Q′ is a 2× 2 matrix, b,c are column vectors in C2 and s ∈ C. The matrix equation
(H2(0)⊕−λ)Q =Q(−H2(x)⊕λ) implies[
H2(0)Q
′ H2(0)b
−λcT −λs
]
=
[
−Q′H2(0) λb
−cH2(0) −λs
]
.
FromH2(0)b = λb and −λs = −λs it then follows that b = 0 and s = it for some t ∈ R
(remember λ , 0). Hence bT b + s2 < 0 and the last column of Q is not normalized
(Q is not complex orthogonal).
We proceed with H2(x)⊕0 and −H2(x)⊕0, x ∈R>0 (hence H2(x) and −H2(x)) are
not orthogonally ∗-congruent. By multiplying the matrices as block matrices in
the equation (H2(x)⊕0)Q = −Q(H2(x)⊕0) immediately yieldsH2(x)[q13 q23]T = 0,
−[q31 q32]H2(z) = 0. Since H2(x) is non-singular, we have q13 = q23 = q31 = q32 =
0. It follows that Q = Q′ ⊕ q33, where Q′ = [qj,k ]2j,k=1 is a complex orthogonal
matrix andH2(x)Q
′ =Q′−H2(x). By comparing the entries in this matrix equation,
regrouping the like-terms, and slightly simplifying, we get
Re(q11) = −q21(x + i2 )− q12(x − i2 ), Re(q22) = −q12(x − i2 )− q21(x + i2 )(4.9)
Re(q12) = −(x + i2 )(q11 + q22), Re(q21) = −(x − i2 )(q22 + q11),
Trivially, the second pair of the above equations (4.9) implies that
0 = −12 (Re(q11) +Re(q22))− z(Im(q22)− Im(q11))
Re(q12) = Re(q21) = −z(Re(q11) +Re(q22)) + 12 (Im(q22)− Im(q11)),
and it is immediate that zRe(q12) = −(z2 + 14 )(Re(q11) + Re(q22)). Adding the first
two equations in (4.9), regrouping the like-terms and combining with the above
equations yields:
Re(q11) +Re(q22) = −2z(Re(q12) +Re(q21)) + i(Re(q12)−Re(q21))
= −4zRe(q12) = (4z2 +1)(Re(q11) +Re(q22)),
Re(q11)−Re(q22) = −(Im(q21) + Im(q12)) + 2iz(Im(q21)− Im(q12)).
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It follows that Re(q11) + Re(q22) = 0 and Re(q11) −Re(q22) = −(Im(q21) + Im(q12)),
therefore we have Re(q12) = Re(q21) =
1
2 (Im(q22) − Im(q11)) and thus Re(q11) =
−Re(q22) = −12 (Im(q21) + Im(q12)). Hence Q′ is of the form
Q′ =
[−12 (b + c) + ia 12 (d − a) + ic
1
2 (d − a) + ib 12 (b + c) + id
]
, a,b,c,d ∈R.
A necessary condition for Q′ to be complex orthogonal is that the anti-diagonal
entries and the difference of the diagonal entries of Q′TQ′ vanish, i.e. a2−b2+ c2−
d2 − 2i(ac + bd) = 0 and −a2 − b2 + c2 + d2 − 2i(ab + cd) = 0. The later implies that
a2 = d2, c2 = d2, ac = −bd. It is easy and straightforward to verify that in any of
these cases we obtain the contradiction with the orthogonality of Q′. 
Remark 4.5. We expect that a similar uniqueness result is also true in dimensions
≥ 5, but we must at least take into account that for any n, H2n−1(0) is ∗-congruent
by the complex orthogonal matrix Q = −1⊕ 1⊕−1⊕ · · ·⊕ −1 to −H2n−1(0).
Next, we try to find a normal form (A,B) with a nice matrixA. Using Proposition
4.3 one can transform the pairs of the matrices (A˜, B˜) in the table of the proposition
to the form (I (A˜),NB˜(A˜)) (see (3.8), (3.9)). This is an easy and straightforward
computation for the block-diagonal matrices with blocks of dimensions less than
3, while if blocks are of dimension 3 or 4 the calculation is more tedious due to
solving the cubic or quartic equation.
Proposition 4.6. A pair (A,B) of a 2×2 (or 3×3) Hermitian matrixA and a symmetric
matrix B is ∼-congruent to one of the following pairs (A˜, B˜):
A˜ B˜
−1⊕ 1 12x−i
[
4x
w−1 − ix
− ix 4xw+1
]
x > 0, w =
√
1+4x2
1
2ξ |ξ |
[
ξ+ξ ξ−ξ
ξ−ξ ξ+ξ
]
ξ ∈C \R[
1 −1−1 1
]
x⊕ y, x⊕ 0 , 02 x,y > 0
I2 x⊕ y, x⊕ 0 , 02 x,y > 0
02 02, 1⊕ 01, I2
1⊕ 0 02, x⊕ 0 , x⊕ 1, 0⊕ 1, x > 0[
0 1
1 0
]
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A˜ B˜
−1⊕ 1⊕ 0 12
[
i −i √2
−i i √2√
2
√
2 0
]
1
2ξ |ξ |
[
ξ+ξ ξ−ξ
ξ−ξ ξ+ξ
]
⊕ ε ξ ∈C \R, ε ∈ {0,1}
x⊕ y ⊕ 1, x⊕ y ⊕ 0 x,y > 0
x⊕ 0⊕ y, 02 ⊕ 1, 03 x,y > 0
x⊕
[
0 1
1 0
]
x > 0
1
2x−i
[
4x
w−1 − ix
− ix 4xw+1
]
⊕ ε w = |2x + i |, x > 0, ε ∈ {0,1}
1
2
[
1 −1−1 1
]
⊕ ε ε ∈ {0,1}
1
4√8
[
0 0 i
0 0 −i
i −i 0
]
−1⊕ I2
[
u(λj ,λk)
]3
j,k=1
a > 0, λ1 ≤ λ2,λ3
−λ3j +aλ2j +2λj−a=0, j=1,2,3
u(λ,µ) =
sign(λ) sign(µ)(λ2+µ2−λ2µ2)√
(λ4−λ2+2)(µ4−µ2+2)
−i[p(λj ,λk )q(λj )q(λk)]3j,k=1 p(λ,µ)=λ2µ2−x2(λ2+µ2)+x(λ+µ)+x4
q(λ)=
√
λ2+x2
(x−iλ)
√
|λ|(λ4+λ2(1−2x2)+x2+x4)
λ1 ≤ λ2 ≤ λ3 eigenvalues of H3(x), x > 0
1
2ξ |ξ |
[
ξ+ξ ξ−ξ
ξ−ξ ξ+ξ
]
⊕ x ξ ∈C \R, x ≥ 0
x⊕ 02, 02 ⊕ x x ≥ 0
x⊕ y ⊕ 0, 0⊕ x⊕ y x,y > 0
x⊕ y ⊕ z, 03 x,y,z > 0
1
2x−i
[
4x
w−1 − ix
− ix 4xw+1
]
⊕ y w = |2x + i |, y ≥ 0,
1
2
[
1 −1−1 1
]
⊕ x x ≥ 0
I3 x⊕ y ⊕ z, x⊕ y ⊕ 0 x,y,z > 0
x⊕ 02 x ≥ 0
03 03, 1⊕ 02, I2 ⊕ 0 , I3
I2 ⊕ 0 03, 02 ⊕ 1, x⊕ 02 , x⊕ 0⊕ 1 x > 0
x⊕ y ⊕ 0 , x⊕ y ⊕ 1 x,y > 0
x⊕
[
0 1
1 0
]
x ≥ 0
1⊕ 02 03 , 0⊕ I2, 0⊕ 1⊕ 0
x⊕ 02, x⊕ 1⊕ 0 , x⊕ I2 x > 0[
0 1
1 0
]
⊕ ε ε ∈ {0,1}
Proof. We can easily see that
([
0 1
1 0
]
,1⊕ 0
)
∼
(
− 1⊕ 1,
[
1 −i
−i 1
])
and
([
0 0 1
0 ǫ 0
1 0 0
]
,1⊕ 02
)
∼(
−1⊕ 1⊕ ǫ, 12
[
1 −1 0−1 1 0
0 0 0
])
, ǫ ∈ {0,1}.
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Next, we examine M(a,ζ) =
[
0 0 1
0 a ζ
1 ζ 0
]
, a ≥ 0, ζ ∈ {0, i}. By inspecting the signs of
the coefficients of
∆M(a,ζ)(λ) = −λ3 + aλ2 + (1+ |ζ|2)λ− a,
we obtain that signs of the eigenvalues of M(a,ζ) are −1, 1, sign(a). If a > 0, ζ = i
it is somewhat tedious but still straightforward to compute that
NI2⊕0(M(a, i)) =
[
u(λj ,λk)
]3
j,k=1
, a > 0,
where λ1,λ2,λ3 are the eigenvalues ofM(a, i) with λ1 negative, and
u(λ,µ) =
sign(λ) sign(µ)(λ2+µ2−λ2µ2)√
(λ4−λ2+2)(µ4−µ2+2) .
Otherwise we easily get
NI2⊕0(M(a,0)) = 12
[
1 −1
−1 1
]
⊕ a˜, a˜ =
{
a−1, a > 0
1, a = 0
,
NI2⊕0(M(0, i)) = 14√8

0 0 i
0 0 −i
i −i 0
 .
It remains to consider (Hǫm, Im) ∼ (I (Hǫm),NIm (Hǫm)) for m ∈ {1,2,3} and (Hǫr ⊕Is, Ir⊕0s) ∼ (I (Hǫr )⊕Is ,NIr (Hǫr )⊕0s) for r, s ∈ {1,2}with r+s ∈ {2,3}). Conveniently,
in the preceding section we have calculated all I (H) and NIm(H) if H was any of
the matrices H2(x), H3(x), K1(ξ) (see (3.4), (3.5)); remember that K1(y) = L1(−iy).
Clearly, (a⊕0,1⊕0) ∼ (1⊕0, 1a ⊕0) for a > 0, while (b⊕1,1⊕0), b ∈R, splits into
classes of three types: (1⊕0,0⊕1), (−1⊕1,x⊕0), (1⊕1,x⊕0), x > 0. Further, from
(Hǫ2, I2) we obtain (1⊕0,x⊕1),
(
−1⊕1, 1
2ξ |ξ |
[
ξ+ξ ξ−ξ
ξ−ξ ξ+ξ
])
, (−1⊕1,x⊕ y), (1⊕1,x ⊕ y),
(02, I2),
(
−1⊕1, 12x−i
[
4x
w−1 − ix
− ix 4xw+1
])
, (1⊕0,
[
0 1
1 0
]
), where w =
√
1+4x2, x,y > 0, ξ ∈C \R.
By adding a direct summand 0 to these pairs of matrices we obtain pairs that are
∼-congruent to (a⊕ 02,1⊕ 02), (b⊕ 1⊕ 0,1⊕ 02), (Hǫ2 ⊕ 0, I2 ⊕ 0).
Similarly we deal with (Hǫ2⊕1, I2⊕0), which yields (I3,x⊕y⊕0), (−1⊕I2,x⊕y⊕0),
(−1 ⊕ I2,0 ⊕ x ⊕ y),
(
− 1 ⊕ I2, 12ξ |ξ |
[
ξ+ξ ξ−ξ
ξ−ξ ξ+ξ
]
⊕ 0
)
, (I2 ⊕ 0,x ⊕ 0 ⊕ 1), (1 ⊕ 02,0 ⊕ I2),
(−1⊕1⊕0,x⊕0⊕y),
(
−1⊕I2, 12x−i
[
4x
w−1 − ix
− ix 4xw+1
]
⊕0
)
, (I2⊕0,0⊕
[
0 1
1 0
]
, x,y > 0, w =
√
1+4x2,
ξ ∈ C \R.
The pair (b ⊕ I2,1 ⊕ 02), b ∈ R, transforms to (1 ⊕ 02,0 ⊕ 1 ⊕ 0), (I2 ⊕ 0,02 ⊕ 1),
(I2⊕0,x⊕02), (−1⊕1⊕0,02⊕1), (−1⊕ I2,0⊕x⊕0), (I3,x⊕02), (−1⊕ I2,x⊕02), x > 0.
Finally, from (Hǫ3, I3) we get the following: (I3,x ⊕ y ⊕ z), (−1 ⊕ I2,x ⊕ y ⊕ z),(
− 1 ⊕ 1 ⊕ 0, 1
2ξ |ξ |
[
ξ+ξ ξ−ξ
ξ−ξ ξ+ξ
]
⊕ 1
)
,
(
− 1 ⊕ I2, 12ξ |ξ |
[
ξ+ξ ξ−ξ
ξ−ξ ξ+ξ
]
⊕ x
)
, (1 ⊕ 02,x ⊕ I2), (I2 ⊕
0,x ⊕ y ⊕ 1), (−1⊕ 1⊕ 0,x ⊕ y ⊕ 1),
(
1⊕ 02,
[
0 1
1 0
]
⊕ 1
)
, (03, I3),
(
− 1⊕ 1⊕ 0,x ⊕
[
0 1
1 0
])
,(
− 1⊕ 1⊕ 0, 12x−i
[
4x
w−1 − ix
− ix 4xw+1
]
⊕ 1
)
,
(
− 1⊕ I2, 12x−i
[
4x
w−1 − ix
− ix 4xw+1
]
⊕ x
)
, 12
[
i −i √2
−i i √2√
2
√
2 0
]
, x,y,z > 0,
w =
√
1+4x2. 
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The proposition can be relatively easily generalized to the case of 4×4 matrices.
However, at the time of this writing we are not yet able to give a result for n × n
matrices with n ≥ 5 in a sufficiently nice form.
Remark 4.7. To some extend, Theorem 4.3 could also be applied to tell us some-
thing about a more general situation for a pair of matrices (A,B) with A arbitrary.
Indeed, A can be written in a unique way as A = H1 + iH2 with H1,H2 Hermitian,
and then one of the matrices H1 or H2 could be put into the normal form, while
keeping B intact. It reduces the number of parameters by roughly one half. We
also note here that the method, which was used in [6] for the case of 2×2 matrices
(i.e. putting A into a nice form first, and then T -conjugating B by the matrices pre-
serving A under ∗-conjugation), does not seem to adapt to the case of 3×3 matrices
due to the involved computations.
5. Appendix
5.1. Consimilarity.
Proposition 5.1. (1) ([15, Theorem 4.1]) Let A, B be two n × n matrices. Then
AA, BB are similar precisely when A, B are consimilar and satisfy the alternat-
ing product rank condition (rankΠk(AA) = rankΠk(BB)).
(2) ([15, Corollary 4.4]) Let A, B be two n×nmatrices and letC be am×mmatrix.
Then A⊕C is consimilar to B⊕C if and only if A is consimilar to B.
5.2. Matrices of double size.
Lemma 5.2. Assume A = A1 + iA2, where A1,A2 are real n × n matrices and let Â =[
0 A
A 0
]
and A˜ =
[
A1 A2
A2 −A1
]
be the corresponding two block-matrices. Then
(1) [16, Problem 1.3.P21] A˜ and Â are similar and ∆A˜(λ) = ∆Â(λ) = ∆AA(λ
2).
(In particular, if λ is the eigenvalue of AA, ±λ is the eigenvalue of Â or A˜; the
non-real eigenvalues of AA occur in conjugate pairs.)
(2) [3, Theorems 5 and 6] The real Jordan form of A˜ or Â is equal to J (A˜) =
J (Â) = J + ⊕ J −, where J + (J −) consists of real Jordan blocks Jαj (λ,1) or
Jβk (Λk , I2) corresponding to the eigenvalues with non-negative real part (Jαj (−λ,1)
or Jβk (−Λk ,−I2) with non-positive real part), and in addition each with only
half of the blocks for eigenvalues with no real part (they occur in even pairs).
Moreover, AA is similar to (J +)2.
Sketch of the proof of Lemma 5.2(2). Let J be the non-singular part of the Jordan
canonical form of the matrix AA, and let the matrix S consists of its corresponding
generalized eigenvectors (i.e. AAS = SJ). If J
1
2 is the square root of J and such that
the real parts of its eigenvalues are non-negative. Then[
0 A
A 0
][
ASJ−
1
2 −ASJ− 12
S S
]
=
[
ASJ−
1
2 −ASJ− 12
S S
]J 12 0
0 −J 12
 ,
On the other hand, it is not difficult to see that for Jordan block Jm(λ,1) of
A˜ corresponding to the real eigenvalue λ we have A˜T = T J(λ) precisely when
AW =WJ(λ), where T consist of generalized eigenvectors tj =
[ uj
vj
]
, j ∈ {1, . . . ,m}, of
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A˜ with respect to λ ((A˜−λI)tj+1 = tj ), and wj = uj − ivj , for all j , are the columns of
W . Observe that t′j =
[
(−1)jvj
(−1)j+1uj
]
, j ∈ {1, . . . ,m}, forming the matrix T ′ , are the gener-
alized eigenvectors of A˜ corresponding to the eigenvalue −λ, thus A˜T ′ = T ′J(−λ)
andAW ′ =W ′J(−λ) withw′j = (−1)jvj+i(−1)j+1uj the columns ofW ′. In particular,
the Jordan blocks of A˜ corresponding to the zero-eigenvalues occur in pairs. Also,
AAW =W (J(0))2, AAW
′
=W
′
(J(0))2 and this concludes the proof of similarity for
AA and (J +)2. 
Lemma 5.3. Let A be an n×n non-singular matrix. Then AA∗ is positive definite, and
assume that u1, . . . ,un ∈Cn are its eigenvectors, corresponding to eigenvalues λ1, . . . ,λn.
Furthermore, for j ∈ {1, . . . ,m}, the pairs
[ uj
1√
λj
A∗uj
]
,
[ uj
− 1√
λj
A∗uj
]
∈ C2n, are the eigen-
vectors with the corresponding eigenvalues ±√λj of the matrix [ 0 AA∗ 0 ]. In particu-
lar, if A = iB for some hermitian matrix B, then AA∗ = B2 and the pairs
[ uj
1√
λj
iBuj
]
,[ uj
− 1√
λj
iBuj
]
∈C2n, are the eigenvectors with the corresponding eigenvalues ±√λj of the
matrix
[
0 iB
−iB 0
]
.
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