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ABSTRACT
The interaction between the solar wind and the partially ionized gas of the local
interstellar medium (ISM) creates a bubble known as the heliosphere. Classically,
the shape of the heliosphere has been regarded as comet-like, with a long tail pointed
in the direction opposite the Sun’s motion through the ISM. In this view, the solar
magnetic field was assumed to have a negligible effect on the global structure of the
heliosphere. Recent advances in numerical modeling have revealed the importance
of the solar magnetic field in its ability to confine and collimate the solar wind
plasma, and the shape of the heliosphere has been called into question. Energetic
neutral atoms (ENAs) are created throughout the heliosphere via charge exchange.
The separate contributions of the solar magnetic field topology and the solar wind
structure to ENA observations is largely unexplored. The Interstellar Boundary
Explorer (IBEX ) has been providing a global perspective of the heliosphere through
ENA maps with energies ranging from 0.2 to 6 keV.
In this dissertation, three-dimensional magnetohydrodynamic simulations of the
heliosphere are used as input to an ENA model designed to produce synthetic ENA
maps. I compare modeled ENA maps with IBEX observations to investigate how dif-
ferent heliospheric conditions and properties affect ENAs created in the heliosphere,
vii
and therefore how ENA observations can be used to understand the heliosphere.
First, I investigate the effect of the solar wind collimation by the solar magnetic
field on ENA maps in the case of a solar wind without latitudinal variation. I find
that even in the absence of variations of the solar wind, two lobes of strong ENA
flux form at high latitudes, similar to what is observed by IBEX at high energies.
Second, I test the effect of a latitudinally-varying solar wind on ENAs both with and
without the inclusion of the solar magnetic field. I show that the latitudinal varia-
tions of the solar wind during solar minimum creates a structured ENA profile with
latitude, corresponding to the profile observed at 1 AU, but that the solar magnetic
field significantly enhances ENA flux in the region where the solar wind is confined.
Lastly, I investigate the effect of the solar cycle on ENAs and how changing solar
wind conditions (e.g. density, temperature, velocity) affect the heliosphere over time.
I demonstrate that, given changes in the solar cycle, there is a significant evolution
in the modeled ENA flux due to the changes in the solar wind profile and the solar
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The heliosphere is created through the interaction of the solar wind emanating
from the Sun and the interstellar medium (ISM), and marks the boundary between
the two plasmas. While the heliosphere surrounds the solar system, there are still a
great number of questions surrounding the processes within and even its basic shape.
Over the last few decades, a great amount of information has been learned about the
heliosphere and its boundaries through both direct means (in-situ observations from
the Voyager 1 (V1) and Voyager 2 (V2) spacecraft) and indirect means (observations
of energetic neutral atoms (ENAs) detected near the Earth and Saturn). These
observations have helped inform the answers to many questions, such as what the
interface between the solar wind and ISM is like, yet there are still many questions
left unanswered.
Due to the supersonic nature of the solar wind in the solar system, the dynamic
pressure is the dominant pressure close to the Sun and planets, with the thermal
pressure and magnetic pressure less significant. At the termination shock (TS), the
solar wind becomes subsonic, and the kinetic energy is partially transferred to thermal
energy during the change from supersonic to subsonic. Downstream of the TS the
thermal energy of the solar wind plasma is still much greater than the magnetic
energy, so traditionally the magnetic pressure has been considered negligible, and
has often been neglected from heliospheric simulations. Opher et al. (2015) and
Drake et al. (2015) suggested through numerical modeling that the solar magnetic
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field tension is able to partially resist the down-tail flow of the subsonic solar wind.
The tension force allows for the solar magnetic field to collimate and confine the
subsonic solar wind, directing the flow into northward and southward lobes. As a
result, while the heliosphere has traditionally been considered to have a long, comet-
like tail which can extend for thousands of astronomical units (AU) in the direction
of ISM flow, the model proposed by Opher et al. (2015) suggests the heliosphere may
have a shortened heliotail, with a “croissant-like" shape.
ENA observations, while indirect, provide the only global probe of the helio-
sphere. Because ENAs only provide an indirect means of observing the heliosphere,
numerical simulations are required to interpret the data and understand the helio-
spheric processes being observed. The goal of this dissertation is to understand the
role of the solar magnetic field in conjunction with the role of the solar wind pro-
file to understand which heliospheric processes influence ENA observations. Using
numerical modeling of the heliosphere and a model to simulate ENA maps from the
modeled heliosphere, I discuss in Chapter 2 how the collimation of the solar mag-
netic field leads to an ENA profile in the heliotail that varies with latitude, even
in the absence of variations of the solar wind, resulting in two lobes of strong ENA
flux at high latitudes. In Chapter 3, I present ENA simulations corresponding to a
heliosphere with solar minimum conditions. I show that the latitudinal variations
of the solar wind during solar minimum creates a structured ENA profile with lat-
itude, corresponding to the profile observed at 1 AU, but that the solar magnetic
field significantly enhances ENA flux in the region where the solar wind is confined.
In Chapter 4, I show that, given changes in the solar cycle from solar minimum to
solar maximum conditions, there is a significant evolution in the modeled ENA flux
due to the changes in the solar wind profile and the solar magnetic field, which is
also seen by ENA observations.
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In the following subsections, I provide relevant background on previous modeling
and observation efforts that provide the framework for my dissertation. In section
1.1, I describe the conditions of the solar wind and the ISM, and how the interaction
between the two leads to the creation of the heliosphere and the various processes
within. In section 1.2, I discuss the details of the Interstellar Boundary Explorer
(IBEX ) spacecraft, which has been the primary source of many key ENA observations
of the heliosphere, and I will discuss some of the most important findings from these
observations. In section 1.3, I will discuss previous ENA modeling efforts, with regard
to their methodology and their findings, and will provide the context in which the
work of my dissertation fits. In section 1.4, I discuss the different numerical models
of the heliosphere that I use to simulate ENA maps. Finally, in section 1.5, I present
the motivating questions behind my work and I also provide the organization of this
dissertation.
1.1 Interaction between the Solar Wind and the Local Inter-
stellar Medium
The upper atmosphere of the Sun is known as the corona, and the flow of the
plasma in the atmosphere outward into the solar system is called the solar wind.
The solar wind is primarily composed of hydrogen protons and electrons by number.
The solar wind was first inferred through cometary observations by Biermann (1951,
1952, 1957), who observed the gas or ion tail of a comet was offset from the dust tail,
which could not be adequately explained by solar radiation pressure alone. Parker
(1958) wrote the seminal paper on the solar wind, suggesting that material must be
flowing outward from the corona supersonically, and he derived the expansion of the
solar wind assuming an isothermal plasma. The Lunik 2 mission was the first to
make a direct measurement of the solar wind (Gringauz et al. 1960; Gringauz 1961),
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Fig. 1.1: The location of the Sun in the galactic environment. Left panel: location
of the Sun relative to other galactic features. Middle panel: location of the Sun rel-
ative to its local interstellar environment. Right panel: depiction of the heliosphere.
(Image credit: NASA/JPL-California Institute of Technology/R. Hurt (Milky Way
Galaxy); NASA/IBEX Team/Adler Planetarium/P. Frisch and S. Redfield (Sun’s In-
terstellar Environment); Adler Planetarium (Heliosphere); McComas et al. (2014a))
while Mariner 2 was the first to measure the solar wind as a continuous plasma flow
(Neugebauer and Snyder 1962).
The solar wind expands outward, until it reaches the local ISM. The local ISM,
which makes up the immediate galactic environment surrounding the Sun and solar
system, is formed by a warm, partially-ionized cloud found in the Local Bubble,
which is a cavity in the neutral gas and dust of the galaxy that is filled with highly
rarefied plasma likely produced through supernovae (Smith and Cox 2001; Frisch
1996; Fuchs et al. 2009). Within the Local Bubble, the Sun sits at the edge of
the Local Interstellar Cloud (LIC), though the exact size and shape of the LIC are
uncertain (Redfield and Linsky 2008). Frisch et al. (2011) suggested that the Sun
is within approximately 20,000 AU of the cloud’s edge; however, considering the
Sun is moving with a velocity of 26 km/s relative to the LIC (Witte 2004; Möbius
et al. 2009), it will be thousands of years before the solar system reaches the edge.
Therefore, the surrounding ISM can be considered constant in its properties during
the modeling process. Figure 1.1 shows the assumed location of the Sun both within
5
Fig. 1.2: A cartoon of the structure of the heliosphere and its boundaries, along with
key elements relevant to the interaction between the solar wind and the ISM (Image
Credit: Gilbert et al. (2009)).
the Milky Way Galaxy and within the LIC. As the Sun moves with the solar system
through the LIC, the motion through the ISM causes an interstellar wind to form
in the heliocentric frame of reference. Due to the fact that the ISM in the LIC is
partially-ionized, the interaction between the solar wind plasma and the ISM plasma
leads to the creation of a large bubble-like region known as the heliosphere. The
solar wind flows radially outward from the Sun, and the cavity filled with solar wind
is the heliosphere. The solar wind has thermal, ram, and magnetic pressures, and it
continues to expand outward until it is in pressure balance with the ISM, which not
only has magnetic and thermal pressure, but also a ram pressure due to the motion
of the ISM in the heliocentric reference frame. A basic cartoon of the heliosphere is
also shown in the right hand panel of Figure 1.1.
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The structure of the heliosphere can be seen in Figure 1.2. The heliopause (HP)
is a discontinuity which separates the solar wind plasma from the ionized component
of the ISM. As the solar wind expands outward supersonically, it is decelerated at
the TS, when the solar wind becomes subsonic and the pressure balances with the
pressure of the ISM. The region where the subsonic solar wind flows is known as
the heliosheath (or inner heliosheath - IHS), and in this region the solar wind is
diverted towards the heliotail, which is in the direction opposite the motion of the
Sun through the ISM. Depending on the motion of the Sun through the ISM, if the
ISM flow is superalfvenic then a fast bow shock (BS) will form ahead of the HP,
otherwise a slow BS will form (Zieger et al. 2013). Regardless of whether there is a
fast or slow BS, the ISM flow will slow down as it approaches the heliosphere. The
slowed down ISM plasma undergoes an increased rate of charge exchange, leading to a
region of high density neutral hydrogen ahead of the HP, referred to as the “hydrogen
wall”. Additionally, while the ISM plasma is separated from the solar wind at the
HP, the interstellar neutrals can flow through the heliosphere unimpeded. There is
significant charge exchange ahead of the HP between interstellar neutrals and slowed
down interstellar protons (Izmodenov et al. 2004; Müller and Zank 2004), but the
neutrals that survive this “filtration” process will enter the heliosphere, where they
can interact with the solar wind. Once in the heliosphere, interstellar neutrals can
become ionized through charge exchange with solar wind ions, UV photoionization
from the Sun, or electron impact ionization, and form pick-up ions (PUIs), which are
picked up by the solar wind.
The heliosphere acts as a shield to protect the solar system from high-energy
particles known as galactic cosmic rays (GCRs). These particles originate outside
of the heliosphere and are accelerated by supernova blast waves and active galactic
nuclei, having energies ranging from tens of MeV to greater than TeV. Primarily,
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Fig. 1.3: Count rate of GCRs measured by V1 at energies > 70 MeV. Measurements
were made with the CRS instrument from the time of launch in 1977 through the
crossing of the HP in 2012. The black line marks the location of the TS and the
red line marks the location of the HP. (Image courtesy of E.C. Stone, initial data
published in Cummings et al. (2016))
the GCRs that can enter the solar system are the GeV particles, as their interaction
with the heliosphere is dependent on how their gyroradii compare to the size of
the heliosphere. GCRs which enter the heliosphere contribute to a harsh radiation
environment within the solar system, and GCRs have the potential to affect life
through radiation damage and DNA mutations (Dartnell 2011). GCRs are also
the primary source of ionization in the lower atmosphere of the Earth (Usoskin
et al. 2004), and have the ability to affect both spacecraft and astronauts in a low-
Earth orbit. It has also been found by Schwadron et al. (2017) and Mertens et al.
(2018) that GCRs could have a negative health effects on astronauts traveling on
long interplanetary missions. The heliosphere is subjected to a near-constant flux of
GCRs, but not all GCRs are able to enter the solar system; most GCRs are filtered
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by the IHS. As seen in Figure 1.3, roughly 75% of the GCRs with energies >70 MeV
are filtered within the IHS.
Just as the Sun has a solar wind, other stars have stellar winds. Stellar winds
have been observed in other stellar systems, such as red giants (Woolf and Ney 1969;
Gehrz and Woolf 1971) and OB supergiant stars (Morton 1967) through observations
of broad P Cygnia spectral lines. Considering the higher luminosity of these types
of stars, their winds are much stronger and are largely driven by radiation pressure
on the surrounding gas (Lucy and Solomon 1970) and dust (Gilman 1972). In com-
parison, it is much more difficult to observe stellar winds around solar-like and M
dwarf stars due to the winds being significantly more rarefied. Various works have
attempted to study the stellar wind around other stars by estimating the mass-loss
rates via X-rays from the de-excitation of electrons energized by charge exchange
(Wargelin and Drake 2002), by using a solar power law to scale stellar mass-loss
with coronal temperature and correlating the rate with millimeter fluxes (Mullan
et al. 1992; Lim and White 1996), and by applying constraints to stellar wind flux,
stellar wind region sizes, and interstellar absorption (van den Oord and Doyle 1997).
Most notably, Wood et al. (2002, 2005, 2014), using Lyman-α (Ly-α) absorption from
other stars to infer the hydrogen wall properties for other astrospheres, deduced stel-
lar mass loss rates for solar-like stars. Understanding the role of astrospheres has
implications not only for understanding exoplanetary atmospheres, but also on the
prospect of life beyond the solar system. Therefore, as the closest and most eas-
ily studied “astrosphere” where we have in-situ data, it is crucial to study our own
heliosphere.
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1.1.1 Structure and Variability of the Solar Wind
Supersonic Solar Wind
The solar wind flows outward from the Sun and has speeds ranging from approx-
imately 300 km/s to approximately 800 km/s depending on the level of solar activity
(Gombosi 2004; Meyer-Vernet 2007). The Ulysses spacecraft had a highly inclined
polar orbit around the Sun, and revealed two distinct winds emanating from the so-
lar corona, with different speeds, chemical compositions, and plasma characteristics
(Phillips et al. 1995; McComas et al. 1998). The solar wind profile varies during the
course of the solar cycle, with slow solar wind (∼300 - 500 km/s) at low latitudes and
fast solar wind (∼600 - 800 km/s) at high latitudes during solar minimum. During
periods of solar minimum, solar activity is low, and active regions are mostly located
near the solar equator at latitudes of ±35◦ (McComas et al. 2000). During times
of solar minimum, the solar magnetic field also closely resembles a dipolar config-
uration. The origin of the slow solar wind at low latitudes, in comparison to fast
solar wind at high latitudes during solar minimum, appears to be correlated with the
streamer belt around the heliospheric current sheet (HCS) and the active regions on
the Sun (Zurbuchen et al. 2002; Feldman et al. 2005), which was validated by Ulysses
observations (McComas et al. 2003). The solar wind experiences a magnetic tension
due to the configuration of field lines at low latitudes, and this tension has the ability
to slow the solar wind expansion. At high latitudes, the magnetic field lines can be
treated as being “open” close to the Sun as they emanate from coronal holes, and
Krieger et al. (1973) discovered the low density, fast solar wind originating from these
coronal holes, where there is much less magnetic tension. Solar activity occurs on an
approximately 11-year cycle, as the Sun transitions from a time of solar minimum
to solar maximum and back again to solar minimum. During solar maximum, the
solar activity is fairly high, with active regions appearing at much greater latitudes
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(as high as ±80◦) with many more active regions present. During this time, the solar
magnetic field becomes more complex, and does not resemble a dipolar configuration.
Additionally, during solar maximum, the solar wind speeds tend to be slower, and
the bimodal profile of fast and slow solar wind disappears.
Beyond the source surface of the Sun (∼2.5 R), the Sun’s magnetic field is
predominantly oriented away from the Sun and field lines extend into the heliosphere.
At the Alfven surface, the solar wind becomes super-alfvenic. Before the Alfven
surface, in the lower corona, the magnetic energy exceeds both the thermal energy
and kinetic energy of the solar wind. This ratio of pressures is characterized as
the plasma β, which is the ratio of the thermal pressure to the magnetic pressure,
β = pth/pB, and it is less than 1 before the Alfven surface. At the Alfven surface, the
kinetic energy of the solar wind is equal to the magnetic energy, and from this point
the kinetic energy dominates the solar wind, which is twice the kinetic energy density
of the solar wind flow. The dynamic pressure is often approximated to be invariant
with latitude at 1 AU, regardless of the profile of the solar wind during the course of
the solar cycle (Richardson and Wang 1999; McComas et al. 2008, 2013b). Due to its
composition of ions and electrons, the solar wind is also a good electrical conductor
and quasi-neutral, which allows for the solar magnetic field to be “frozen-in” with
the solar wind plasma. Therefore, as the solar wind propagates radially outwards, it
carries the solar magnetic field with it.
Due to the rotation of the Sun, into which the solar magnetic field is fixed, the













Fig. 1.4: Ulysses observations of solar cyle variations with latitude from McComas
et al. (2013a). In the top plots, the lines represent the solar wind speed, while the
colors indicate the polarity of the solar magnetic field, with the outward-pointing
magnetic field in red and the inward-pointing magnetic field in blue. The Ulysses
data is overplotted on top of solar images which blend ultraviolet and white light
coronagraph images of the Sun taken with the Solar and Heliospheric Observatory
(SOHO). The solar images correspond to the Sun at a time during the Ulysses obser-
vations, with the first (left) being from 17 August 1996 during solar minimum, the
second (middle) being from 7 December 2000 during solar maximum, and the third
(right) being from 28 March 2006 during solar minimum. The bottom plot shows
the sunspot number (black) and the tilt of the HCS (red) over the same time during
which the Ulysses observations were made.
Here, RS is the radius of the source, BS is the radial magnetic field originating at
the source, Ω is the angular frequency of the Sun’s rotation, θ is the polar angle from
the Sun’s rotational axis, uSW is the solar wind speed, and r̂ and φ̂ are the radial
and azimuthal unit vectors, respectively (Parker 1958). The radial magnetic field
decreases as r−2, while the azimuthal component of the solar magnetic field decreases
as r−1. At 1 AU, the radial and azimuthal components of the solar magnetic field are
roughly equal in magnitude, while past the orbit of Saturn the azimuthal component
of the solar magnetic field dominates.
As the solar magnetic field is carried out with the Sun, the polarity is carried
out as well. The different regions pertaining to the magnetic polarity are referred
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to as sectors, and in a dipolar magnetic field configuration there are two sectors
separated by a current sheet. In the heliosphere, this current sheet is referred to as
the heliospheric current sheet (HCS). During much of the solar cycle, the magnetic
axis of the Sun is not aligned with the rotational axis. When this occurs, the HCS
appears as a “ballerina skirt”, giving rise to a sector structure of alternating sections of
magnetic polarity for latitudes which lie within this tilt angle (Wilcox and Ness 1965),
which can vary between 7◦ and greater than 70◦ at solar minimum and maximum,
respectively. Over the course of the solar cycle, the orientation of the Sun’s magnetic
dipole will switch, yielding a more complex magnetic field configuration as is visible
during solar maximum. During this time, more active regions begin to form and the
magnetic field strength increases until it is strongest during solar maximum. Due
to the higher magnetic field intensity within the active regions, they are cooler and
appear as less bright sunspots on the Sun. The orientation of the magnetic dipole will
flip during solar maximum, at which point the solar magnetic field will decrease in
intensity until it reaches solar minimum. While this cycle takes 11 years, this process
is repeated again for another 11 year solar cycle, at the end of which the magnetic field
returns to its original polarity. Figure 1.4 shows the changes occurring during the
11 year solar cycle from the perspective of sunspots, HCS tilt, solar wind speed, and
magnetic field polarity. In Figure 1.4 it is apparent from the Ulysses observations
that during the solar minimum, which correlates with low sunspot activity and a
small tilt of the HCS, that the solar wind speed and the solar magnetic field have
clear and distinct profiles. In contrast, as solar activity rises and the HCS is at a
greater tilt, the solar wind and solar magnetic field have much more complex profiles.
As the solar wind continues to expand in the solar system, the dynamic pressure
decreases, and eventually the solar wind must become subsonic before interacting
with the ISM in pressure equilibrium. This pressure balance leads to the TS, where
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the solar wind becomes subsonic, and the solar wind then flows subsonically in the
IHS region, separated from the ISM by the HP. When the solar wind is slowed down
at the TS, the plasma density and temperature both increase, and the solar magnetic
field strength increases as well. The front of the heliosphere, in the direction opposite
the motion of the ISM, is referred to as the nose of the heliosphere (upwind), and in
this direction observations suggest the TS occurs at approximately 90 AU from the
Sun (Stone et al. 2005, 2008; Richardson et al. 2008). The back of the heliosphere, in
the direction of the motion of the ISM past the Sun (downwind), is referred to as the
tail of the heliosphere, and here the TS occurs at approximately 150 AU (McComas
et al. 2019a). The TS is further in the tail than it is in the nose due to the increased
pressure the heliosphere experiences from the ISM at the nose. Once the solar wind
crosses the TS, much of its kinetic energy is converted into thermal energy.
Heliosheath
As discussed in Section 1.1.1, as the supersonic solar wind crosses the TS, the
flow becomes subsonic while the plasma density and temperature increase. With
an increase in temperature, the velocity distribution of the plasma flow broadens.
When charge exchange occurs, which is discussed in further detail in Section 1.2,
the broader velocity distribution means that some of the resultant ENAs produced
from this event may have sufficient energy to overcome the bulk motion of the solar
wind plasma away from the Sun and travel back towards Earth. Due to these hotter
temperatures in the IHS, an ENA detector observing at certain energies can view
ENAs originating from the IHS.
Figure 1.5 sketches the velocity distribution of the plasma as a function of radial
velocity and location upstream or downstream of the TS (Gruntman et al. 2001).
The first panel (Figure 1.5a) presents a cartoon of an ENA detector pointed away
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Fig. 1.5: Cartoon of velocity distributions upstream and downstream of the TS from
Gruntman et al. (2001). The top panel (a) depicts an ENA instrument that detects
ENAs traveling toward the Sun at Earth. The vertical black band indicates the
velocity (or energy) range over which the instrument is capable of detecting ENAs.
Panels b and f show the solar wind and PUI velocity distribution upstream of the
TS, while panels c, d, e, g, and h are for the velocity distributions downstream of the
TS. Panels c and d are for the core solar wind plasma after a strong shock where the
electrons have the same thermal pressure and less thermal pressure than the protons,
respectively. Panel e is for the core solar wind plasma after a weak shock. Panels g
and f are for the PUIs after a strong and weak shock, respectively.
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plasma flow and are directed inwards towards the Sun. On each subsequent plot, the
vertical black band over the velocity distribution indicates the velocities (or energies)
over which the suggested detector is observing ENAs. These plots indicate how the
different ion populations and shock conditions influence the number of ENAs being
observed. For the cold core solar wind plasma upstream of the TS (Fig. 1.5b), the
velocity distribution is rather narrow, and there are virtually no protons within the
plasma with high enough thermal speeds to overcome the bulk motion of the solar
wind. As a consequence, for a detector observing ENAs around ∼1 keV, no ENAs
observed in the solar wind upstream of the termination would be observed because
practically all of the ENAs would have trajectories away from the Sun. Once the
cold solar wind crosses the TS, the plasma would be slowed down and also heated,
which would allow for many protons to have velocities pointed inwards towards the
Sun and have energies within the detector range.
The number of protons capable of becoming ENAs observed by a detector at
Earth is influenced by the strength of the TS. A strong shock will result in a slower
and hotter shocked solar wind than a weak shock. Therefore, more ENAs capable of
being observed by the detector are produced when there is a strong TS as compared
to a weak TS. Figures 1.5c and 1.5e show the velocity distribution for a single fluid
plasma when including a strong and weak shock, respectively. The single fluid plasma
assumes the same temperature for the protons and electrons. For a strong shock,
the additional heating and compression of the plasma leads to a larger portion of
the distribution having sufficient energy to be detected at Earth, as compared to the
weak shock. In Figure 1.5d, the case where a large fraction of the supersonic solar
wind kinetic energy is transferred to the thermal energy of the protons (instead of
treating the protons and electrons with equal plasma pressures, as is done in the
single fluid) is presented. In this case, the protons are significantly hotter than they
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are in the single fluid case, and while the number of ENAs within the detector energy
range would be similar to that in Figure 1.5c, the distribution of the protons in Figure
1.5d would be significantly broader.
In Figures 1.5f - 1.5h, the PUIs are treated as a separate population and the
idealizations of their distributions are presented. Since the supersonic solar wind
is moving much faster than the interstellar neutrals it charge exchanges with, the
ionized neutrals which become PUIs after being “picked-up” by the motional electric
field of the solar wind gyrate around the solar magnetic field. The PUIs enter into a
ring beam distribution with their gyration speed perpendicular to the solar magnetic
field and their parallel speed along the direction of the solar magnetic field. However,
this ring beam produces self-induced waves, which makes the ring beam distribution
unstable. The PUIs are scattered onto an isotropic shell distribution, centered on
the bulk plasma speed of the solar wind, and this process heats the plasma. As a
result, in the supersonic solar wind the PUI speed ranges from 0 km/s to twice the
local plasma bulk speed, as measured in the frame of the Sun (Gombosi 2004). As
a consequence of this shell distribution in the supersonic solar wind, ENAs created
from these PUIs do not have sufficient speeds in the negative direction to travel to a
detector at Earth. Richardson et al. (2008) showed that V2 observations of the solar
wind downstream of the TS resulted only a small portion of the solar wind being
heated as the solar wind crossed the shock. The observations from V2 suggested
that most of the energy from the TS actually went into the PUIs, meaning the PUIs
experienced significantly more heating than the core thermal solar wind ions which
originated at the Sun. With this extra heating, PUIs downstream of the TS produce
a significant amount of detectable ENAs, and at high energies (∼1 keV) observed
ENAs are primarily from PUIs.
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1.1.2 Conditions of the Local Interstellar Medium
As described in Section 1.1, the Sun is moving within the LIC of the Local
Bubble. A great deal of what is known about the environments of the LIC and the
Local Bubble are derived from high resolution spectroscopy of nearby stars. The
spectra of these stars are affected by the gas through which the stellar radiation
passes, leading to absorption lines which can be measured for their shape, depth,
and Doppler shift. With these absorption line properties, the column density, tem-
perature, and the velocity of the ISM can be inferred. While these spectral studies
provide ample information along the line-of-sight (LOS) of each individual star, in
order to produce a map of the local environment many LOSs are required (Welsh
et al. 1994; Sfeir et al. 1999). Frisch et al. (2011) found that the Local Bubble is a
hot (T∼106 K), low density ionized region, while Redfield and Linsky (2000) found
that the LIC is warm (T∼7000 K) and partially ionized, which is 93 pc3 in volume
and 0.32 M· in total mass. For the local interstellar environment that is interacting
with the heliosphere as the Sun moves through the LIC, Slavin and Frisch (2008)
derived interstellar parameters from radiation emission passing through the ISM as
well. They found that the neutral Hydrogen density is most likely around 0.19 - 0.2
cm−3, and an electron density of 0.07±0.01 cm−3. By assuming quasineutrality in
the ISM plasma, the proton density would be the same as the electron density.
Observations of neutral Helium passing through the heliosphere also present a
possible mechanism to deduce ISM flow parameters. Like neutral Hydrogen, neutral
Helium is unaffected by electromagnetic forces, however unlike neutral Hydrogen,
charge exchange for neutral Helium passing through the heliosphere is very infre-
quent. Additionally, the flow of Hydrogen deviates as it undergoes charge exchange
near the HP (Lallement et al. 2005; Izmodenov et al. 2005), which is not experienced
by Helium due to its infrequent charge exchange rate. Measurements of neutral He-
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lium flowing through the heliosphere have been made by the Ulysses spacecraft as
well as IBEX. Witte (2004) used Ulysses observations to deduce an ISM flow moving
with a speed of ∼ 26.3 km/s in the direction of (75◦, -5◦) in ecliptic J2000 coordinates.
Wood et al. (2015) did a re-analysis of Ulysses observations of interstellar Helium and
found now variability in the direction of flow over time. Schwadron et al. (2015) and
Swaczyna et al. (2018) used IBEX observations of neutral Helium to deduce an ISM
flow moving with a speed of 23 km/s in the direction of (75◦, -5◦), the same direction
observed by Ulysses.
While numerous studies have tried to constrain the strength and direction of
the interstellar magnetic field, it is difficult to determine. Lallement et al. (2005)
and Izmodenov et al. (2005) found a 4◦ deflection of inflowing Hydrogen atoms from
the pristine ISM flow determined by Helium. This deflection was determined to be
a consequence of an asymmetry of the solar wind-ISM interaction, caused by the
interstellar magnetic field. To reproduce the inflow vector of the neutral Hydrogen
flowing into the heliosphere, they found that the interstellar magnetic field direction
needed to be close to the plane defined by the hydrogen and helium inflow vectors,
known as the Hydrogen Deflection Plane (HDP). Modeling of the heliosphere also
showed that the tilted interstellar magnetic field in the HDP can produce an asym-
metry in the solar wind-ISM interaction as it leads to a compression of the nose of
the heliosphere in southern latitudes (Opher et al. 2006).
When V1 and V2 crossed the TS at 94 AU and 84 AU, respectively, they
found a 10 AU asymmetry in the TS location (Stone et al. 2008). By testing differ-
ent strengths of the interstellar magnetic field, Opher et al. (2009) and Izmodenov
(2009) found a strong interstellar magnetic field with a strength in the range of 3.7
- 5.5 µG in the HDP could explain the observed Voyager asymmetry. In addition
to observations from Voyager, it has also been suggested that the interstellar mag-
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netic field strength and direction could be deduced from IBEX measurements. This
inference can be made by assuming that the ENA flux originating from the IBEX
Ribbon (discussed in Section 1.2.2), which is a noted feature in IBEX ENA maps,
comes from PUIs in the ISM gyrating around the interstellar magnetic field lines.
Various works investigated this effect, assuming the IBEX Ribbon center is close to
the interstellar magnetic field direction (Heerikhuisen and Pogorelov 2011; Strumik
et al. 2011; Ratkiewicz et al. 2012; Ben-Jaffel and Ratkiewicz 2012; Ben-Jaffel et al.
2013; Funsten et al. 2013; Heerikhuisen et al. 2014; Zirnstein et al. 2016a). Zirnstein
et al. (2016a), by comparing numerical modeling and IBEX observations, predicted
an interstellar magnetic field intensity and direction different from that inferred from
Voyager observations, with a lower intensity of 2.9 µG and a direction of (227◦.28,
34◦.62) in ecliptic J2000 coordinates. The works of Opher et al. (2020) and Izmode-
nov and Alexashov (2020) both use a similar direction of the interstellar magnetic
field to Zirnstein et al. (2016a), but with intensities of 3.2 and 3.75 µG, respectively.
Despite the predictions and inferred observations of the interstellar magnetic
field, when V1 crossed the HP into interstellar space in 2012 there was no rotation
of the observed magnetic field as expected, though the strength increased across the
HP. It was observed that the draped interstellar magnetic field maintained the same
direction as the Parker spiral of the solar magnetic field within the IHS (Burlaga
and Ness 2014). For 20 AU beyond the HP, the draped interstellar magnetic field
did not rotate from the solar direction (Burlaga et al. 2018). Observations from V2
in 2019 also showed an increase in the observed magnetic field across the HP with
no change of direction (Burlaga et al. 2019) (Figure 1.6). As an explanation for the
lack of change in the observed magnetic field direction across the HP, Opher et al.
(2017) argued that the interstellar magnetic field lines being observed have undergone
reconnection with the solar magnetic field in the flanks of the heliosphere, leading
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Fig. 1.6: V2 magnetic field data from the crossing of the HP from Burlaga et al.
(2019). (a) One-hour averages of the magnetic field strength, B, observed by Voy-
ager from day 250 to day 265 of 2018. (b) The azimuthal angle of the magnetic
field. (c) The elevation angle of the magnetic field. (d) The six-hour average of
the counting rate of energetic particles with energy of >0.5 MeV/nucleon. The solid
black horizontal line represents approximately where V2 crossed the HP, and it is
clear that the number of solar energetic particle decreases and the magnetic field
increases, representing a change into a new plasma environment. However, during
this transition, the azimuthal and elevation angles of the magnetic field stay roughly
constant, indicating no change in the direction.
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to a reorganization of the magnetic field outside the HP to be twisted around the
HP and Parker-like. Most likely the influence of the heliosphere extends to ∼100 AU
past the HP, much further than either of the Voyager spacecraft have traveled in
interstellar space. Neither Voyager probe has yet found how far the influence of the
heliosphere on the ISM extends from the HP or if there is a strong or weak BS as a
result of this interaction. Zieger et al. (2013) suggested through numerical modeling
that there could be a slow BS ahead of the heliosphere. Zank et al. (2013) suggested
the heliosphere could mediate the ISM out to 400 AU.
Studies have estimated that the Sun could exit the LIC in approximately 3000
years, and enter into a new region of the Local Bubble known as the Galactic (G)
cloud (Lallement and Bertin 1992; Redfield and Linsky 2000). Considering the im-
minent change in environment, changes in the ISM such as in density could shrink
the heliosphere significantly (Zank and Frisch 1999; Müller et al. 2006, 2009). Fields
et al. (2008) showed that nearby supernovae could also have a devastating effect on
the heliosphere, finding that an event 10 pc away from the Sun could compress the
HP to just beyond 1 AU. While in our lifetime we expect the ISM conditions to
remain constant, variations in the ISM can have significant effects on the structure
of the heliosphere which can affect the GRC flux within the heliosphere and life on
Earth. Understanding how the heliosphere interacts with the ISM not only advances
our knowledge of our protective shield, but also allows us to better understand the
conditions for life elsewhere.
1.1.3 In-situ Measurements
Along with ENA measurements (described in further detail in Section 1.2), in-
situ measurements are the other main source for probing the outer boundaries of the
heliosphere. In-situ measurements, while limited to the trajectory along which they
are making the observations, provide the best source of information due to the ability
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for spacecraft to sample its local environment directly. In-situ measurements of the
outer heliosphere have been made by Pioneer 10 and 11, V1 and V2, as well as the New
Horizons spacecraft. Aboard each spacecraft is a variety of instruments capable of
taking spatial and temporal observations of the plasma conditions in their immediate
vicinity. Each of the aforementioned spacecraft had primary goals of observing solar
system objects, such as planets, asteroids, and Kuiper Belt objects. While undergoing
their primary mission, each spacecraft achieved the velocity necessary to escape the
solar system, and have current trajectories leading them to interstellar space.
The Pioneer 10 and 11 spacecraft were launched in 1972 and 1973, respectively,
and became non-operational prior to crossing the TS. In 1977, the V1 and V2 probes
were launched on the “grand tour” of the solar system. Following flybys of the
solar system planets, each spacecraft underwent trajectory correction maneuvers to
send them towards the nose of the heliosphere at 30◦ above and below the ecliptic
plane. V1 was the first spacecraft to cross both the TS and the HP. As mentioned
previously, V1 crossed the TS at a distance of 94 AU Stone et al. (2005), while V2
crossed the TS at a distance of 84 AU Stone et al. (2008); Richardson et al. (2008);
Burlaga et al. (2008). Following a duration in the IHS, V1 crossed the HP at a
distance of 122 AU into interstellar space Webber and McDonald (2013); Stone et al.
(2013); Krimigis et al. (2013); Gurnett et al. (2013). V2 crossed the TS at a distance
of 119 AU Burlaga et al. (2019), and Figure 1.6 shows this crossing. While the
plasma instrument aboard V1 is no longer operational, both V1 and V2 have made
high resolution cosmic ray and plasma wave measurements, as well as making Ly-α
observations. These observations have led to a greater understanding of heliospheric
processes, such as the energy exchange between solar wind ions and PUIs at the TS
crossing, the different IHS conditions and the different structures of the heliospheric
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Fig. 1.7: Densities, temperature, and internal particle pressures of solar wind ions
and PUIs from New Horizons observations from McComas et al. (2017a). Solar wind
ions are shown in gray and PUIs are shown in pink, with time-averaged data over
sidereal rotation periods overplotted in black and red for solar wind ions and PUIs,
respectively. Errors bars indicate ±1σ variations over each sidereal period. Power
law fits to the non-time-averaged data are shown in orange for solar wind ions and
in green for PUIs.
boundaries as observed by the probes in their respective locations, and the draping
of the interstellar magnetic field ahead of the HP.
The New Horizons spacecraft was launched in 2006, and its mission was to
observe Pluto and other Kuiper Belt objects on its trajectory out of the heliosphere.
While it is currently still observing Kuiper Belt objects and is currently located at
approximately 48 AU from the Sun, it is able to sample both the local solar wind
ion and PUI parameters. In McComas et al. (2017a), they found that the PUI
24
temperature is increasing with distance as r0.68, and the PUI density is decreasing
as r−0.6, which is less than the rate predicted in Lee et al. (2009) of r−1 up until 38
AU from the Sun. By extrapolating their findings from 30 AU and 38 AU to 90 AU,
they estimated a PUI temperature of 8.7 × 106 K and a PUI density of 2.2 × 10−4
cm−3 upstream of the TS. Neither Voyager probe has an instrument to specifically
observe the PUIs in the solar wind. Richardson et al. (2008) was able to infer that
a large fraction of the energy of the solar wind is deposited in the PUIs downstream
of the TS, but McComas et al. (2017a) was able to show that upstream of the TS
the PUIs carry a significant fraction of the thermal pressure as well.
1.1.4 Global Shape of the Heliosphere
With the solar wind carving out space within the local ISM in the form of the
heliosphere, a recent debate occurred around the very shape of the heliosphere. Davis
(1955) predicted a field-free cavity in the galactic magnetic field with a mean radius
of 200 AU as a result of the solar “corpuscular emission”, which was inferred from the
observed cosmic ray flux at Earth. Parker (1961) was also one of the first to study
the shape of the heliosphere, treating two specific cases of interstellar parameters:
1) the ISM pressure is dominated by a strong interstellar magnetic field and 2) a
strong interstellar wind as a result of the Sun’s peculiar motion through the ISM,
where the interstellar magnetic field is considered negligible. In these cases, the solar
magnetic field is considered passive, and therefore does not play a role in shaping
the heliosphere. The analytical results of these two cases are presented in Figure
1.8, and show two very different heliospheric shapes. For the case with a strong
interstellar magnetic field dominating the ISM pressure, the ISM is able to confine
the heliosphere into a spherical shape with the ISM wrapped around the solar wind.
Conversely, for the case of a strong ISM flow, Parker (1961) found a long comet-like
shape of the heliosphere, with a tail extending for thousands of AU in the direction
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Fig. 1.8: The two possible shapes of the heliosphere from Parker (1961). The top
case reflects an ISM pressure dominated by a strong interstellar magnetic field. In this
case, the concentric circles in the middle represent possible TS locations as a function
of interstellar pressure, while the HP is marked by bulging line which extend beyond
the domain. The bottom case reflects an ISM pressure dominated by a subsonic
interstellar wind when the interstellar magnetic field is considered negligible. In this
case, the black lines correspond to the plasma flow.
opposite the motion of the Sun. Axford et al. (1963) and Dessler (1967) considered
the effects of interstellar neutrals on the shape of the heliotail and the heliospheric
boundaries, and provided further support for the comet-like shape.
Like Parker (1961), many models of the heliosphere did not include the solar
magnetic field due to the assumption that in the IHS the plasma pressure would dom-
inate over the magnetic pressure. Even though PUIs with energies of ∼ 1 keV are not
measured, this was further confirmed by Voyager measurements of the IHS. Voyager
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Fig. 1.9: Thermal (left) and magnetic (right) pressures in the heliosphere in units of
[dynes cm−2]. Here, the magnetic and rotation axes are aligned. The solar magnetic
field is collimating the solar wind plasma to the north and the south, and there is
no ISM plasma flowing within the domain. The thermal pressure peaks along the
magnetic axis, while the magnetic pressure peaks at the edge of the confinement.
Figure from Drake et al. (2015).
data showed that the plasma in the IHS has a large β, where the thermal pressure is
greater than ten times that of the magnetic pressure. Additionally, In a heliosphere
with a long, comet-like tail, the solar magnetic field is convected downwards in the
heliotail region and is not considered to play a role in influencing the heliospheric
structure. Baranov and Malama (1993) modeled the heliosphere hydrodynamically,
and obtained a comet-like shape for the heliosphere. This work became the paradigm
for the shape of the heliosphere, leading to the conclusion that the heliosphere has a
long, comet-like tail.
Opher et al. (2015) was the first work to show that the solar magnetic field has
the ability to play a critical role in shaping the heliosphere. As the solar magnetic
field propagates outwards from the Sun with the solar wind, the azimuthal component
becomes the primary component and the radial component becomes negligible. At
the TS, the azimuthal component of the solar magnetic field becomes compressed,
and the magnitude of the magnetic field increases. As the solar wind flows in the
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Fig. 1.10: Modeled depiction of the “croissant-like” heliosphere from Opher et al.
(2015). Here, the magnetic and rotation axes are aligned. The yellow surface rep-
resents the HP, and is defined as an isosurface of Tp = 3.3 × 105 K, and is defined
such that it captures closed solar magnetic field lines (gray streamlines). The red
streamlines represent the interstellar magnetic field. Left: heliosphere in the absence
of ISM flow. Right: side view of the heliosphere in the presence of ISM flow.
IHS, the ram pressure of the solar wind causes the solar magnetic field spiral to
“stretch”, until it is no longer able to overcome the tension of the solar magnetic
field. As a result, the solar magnetic field is able to collimate the solar wind plasma
to the north and south in two jets. Opher et al. (2015) showed that this effect can
occur even in the presence of high-β plasma, and Drake et al. (2015) showed that
the thermal pressure will peak along the magnetic axis, while the magnetic pressure
will peak at the edges of the confinement (Figure 1.9). As shown in Figure 1.10, the
flow of the ISM pushes the collimated jets backwards towards the heliotail. While
the pressure from the ISM pushes the jets backwards, the ISM also flows in between
the two lobes, with the pressure keeping the the lobes separated. Therefore, the
result is a “croissant-like” shape of the heliosphere. This result presented the first
challenge to the status-quo regarding the shape of the heliosphere, and showed that
the solar magnetic field has the potential to shape the heliosphere. Izmodenov and
Alexashov (2015) and Pogorelov et al. (2015) both see evidence of collimation when
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using a unipolar solar magnetic field as well; however, Pogorelov et al. (2015) argued
that over time the twisted magnetic field would become unstable and the collimation
would vanish.
Dialynas et al. (2017) used ENA observations from the Ion and Neutral Cam-
era (INCA) onboard the Cassini spacecraft to study the heliosphere. The INCA
instrument is able to observe ENAs in the energy range of 5.2-55 keV, which they
show reflect ENAs in the IHS. Based on the observations, they deduced that the
distance down the heliotail is comparable to the IHS distance at the nose. They
conclude that the shape of the heliosphere is similar to a diamagnetic bubble, like
the shape suggested by Parker (1961) shown in the top panel of Figure 1.8. However,
Schwadron and Bzowski (2018) suggest that the INCA observations instead indicate
episodic cooling and heating of the IHS instead of a “bubble-like” shape. While the
heliosphere requires an exhaust for the solar wind to escape and therefore the “bubble-
like” shape is a simplified form, the shortened heliotail in the “bubble-like” suggestion
is in agreement with the shortened heliotail resulting from the “croissant-like” model
from Opher et al. (2015).
Opher et al. (2020) further advanced the model of Opher et al. (2015) by treating
thermal solar wind ions and PUIs separately in their MHD model. They included
a PUI heating term to match the New Horizons observations described in Section
1.1.3 and assigned different speeds for the separate ion species. They found that by
including the PUIs as a separate fluid, the heliosphere decreased in size, while the
collimation of the solar wind by the solar magnetic field remained. This shrinking of
the heliosphere is caused by the cooling of PUIs as a result of charge exchange with
interstellar neutrals, and this cooling causes the heliosphere to “deflate”.
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Fig. 1.11: Cartoon depicting the charge exchange process between a neutral Hydro-
gen atom and a proton from Heerikhuisen et al. (2006a).
1.2 Interstellar Boundary Explorer
A fraction of ENAs created in the IHS have the potential to have a trajectory
directed back towards 1 AU, and therefore it has been known that they could be used
to indirectly probe the heliosphere (Gruntman 1997). The solar wind plasma in the
IHS is hot (>106 K) as a result of the termination shock crossing, where the plasma
slows down, condenses, and becomes heated. As a result of the hot temperatures,
some ions have sufficient energy to create ENAs with energies on the order of a few
keV, and some of these ENAs have sufficient energy to overcome the outward flow
speed of the solar wind plasma and have trajectories directed towards the Earth.
The role of IBEX is to observe ENAs originating in the heliosphere and beyond.
Hydrogen ENAs are the focus of this dissertation, and they are produced through
charge-exchange between energetic protons and interstellar neutral Hydrogen atoms.
During the charge-exchange process, the energetic parent ion will capture an electron
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Fig. 1.12: Cartoon depicting the trajectories of ENAs created in the heliosphere.
ENAs with trajectories directed toward the Earth and with sufficient energy can
be detected by IBEX (seen in small box). (Image credit: Adler Planetarium (helio-
sphere); NASA/Goddard Space Flight Center (GSFC) Conceptual Image Lab (IBEX
Spacecraft); McComas et al. (2014a))
from a nearby Hydrogen atom, an in doing so will become an ENA. This charge
exchange process can been seen in Figure 1.11. The newly created ENA will have the
same energy and velocity as the parent ion, and as a neutral atom it is unaffected by
electromagnetic forces. Therefore, because it will not be influenced by the magnetic
fields or plasmas (except in cases where the ENA charge exchanges again), ENAs
have the ability to travel ballistically in the direction that parent ion was moving at
the time of charge exchange. For parent ions with a direction of motion pointed in
towards the Earth, the resultant ENA would continue along this path and could be
detected at Earth, as depicted in Figure 1.12. Different regions of the heliosphere
and ISM have plasmas with different temperatures, speeds, and densities. Therefore,
IBEX has the ability to probe the heliosphere in different regions by looking at ENAs
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Fig. 1.13: Cartoon depicting the orbit of IBEX through the magnetosphere as the
Earth orbits the Sun (left) and depicting the field-of-view of IBEX and its spin-axis
directed towards the Sun. (Image Credit: SwRI/IBEX Team/OSC)
of specific energies, allowing for an indirect probe of the heliosphere and the physical
processes and conditions within.
1.2.1 Operation
The concept of IBEX was described by Gruntman et al. (2001). They showed
that by imaging ENAs at 1 AU, it would be possible to study the asymmetric three-
dimensional (3D) heliospheric interface region remotely. Additionally, they suggested
that the nature of the TS and the properties of hot proton populations at the TS and
in the IHS could be explored. IBEX, which has two ENA imaging instruments, was
launched on 19 October 2008 (McComas et al. 2009a) into a low-inclination, highly
elliptical orbit around the Earth, with an apogee of 50 earth radii and a period
of approximately 9 days (McComas et al. 2011a). Figure 1.13 provides a cartoon
illustration of the orbit of IBEX, which was placed into a highly eccentric orbit in
order to minimize the time spent in the magnetosphere of Earth, which itself is the
source of high energy ENAs. While the focus of IBEX is to study heliospheric ENAs,
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IBEX has also been able to study magnetospheric ENAs while IBEX is outside of
the magnetosphere, looking particularly at ENAs from the subsolar magnetosheath
(Fuselier et al. 2010) and the plasma sheet and magnetotail (McComas et al. 2011b).
The spin axis of IBEX is oriented towards the Sun, and IBEX is able to view
and image the entire sky over a 6 month time period. Since launch, IBEX has
continuously provided all-sky maps of ENA flux (particularly Hydrogen ENAs) at
energies ranging from ∼0.2 to 6 keV (McComas et al. 2009b, 2010, 2011c, 2012,
2014b, 2017b, 2020).
The IBEX detector has two single-pixel cameras located on opposite sides of
the spacecraft, known as IBEX-Hi and IBEX-Lo. Both cameras have a ∼7◦ field-of-
view, as noted in Figure 1.13, and detect neutral atoms at different energy ranges
(Funsten et al. 2009; Fuselier et al. 2009). The IBEX-Lo detector measures Hydrogen
ENA fluxes with energies between ∼ 0.2 to 2 keV (Fuselier et al. 2009). While the
focus of IBEX-Lo is on Hydrogen ENAs, at sufficiently low energies the camera is
able to detect neutral atoms from the interstellar gas that have transited through
the heliosphere to 1 AU without being ionized. Among the interstellar neutral atoms
that IBEX-Lo can detect at low energies are Hydrogen, Helium, and Oxygen (Möbius
et al. 2009). One issue that arises with IBEX-Lo measurements are the appearance
of “sputtered” Hydrogen ions, which originate as Helium atoms but are ionized when
hitting the IBEX-Lo camera; however, numerous works have worked to remove the
sputtered-component to reconstruct the ENA flux from interstellar Hydrogen atoms
and low energy ENA flux in IBEX-Lo data (Saul et al. 2012; Fuselier et al. 2012;
Saul et al. 2013; Schwadron et al. 2013; Fuselier et al. 2014; McComas et al. 2014b).
The IBEX-Hi detector measures Hydrogen ENA fluxes with energies between
∼0.4 keV to 6 keV (Funsten et al. 2009), having some overlap with the IBEX-Lo
detector. This energy range is relevant to the plasma in the IHS, and is also rele-
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vant for viewing the IBEX Ribbon (see Section 1.2.2). IBEX-Hi is able to measure
high-energy ENAs by ionizing the incident ENAs with an ultrathin carbon foil. Elec-
trostatic analysis within the detector then measures the energy of the newly ionized
protons. Afterward, a channel electron multiplier is used for multiple coincidence
detection, which helps ensure better statistics. There are six energy bands within
IBEX-Hi, and the sensor steps through each band every 12 spacecraft spins. In this
dissertation, the focus will be on data from IBEX-Hi.
1.2.2 Key Observations
Prior to the first data release from IBEX in 2009, various simulations had
predicted smoothly-distributed concentrations of flux which would be symmetric be-
tween the nose and tail of the heliosphere (Gruntman et al. 2001; Sternal et al. 2008;
Prested et al. 2008; Heerikhuisen et al. 2008; Izmodenov 2009). With the release
of the first data set, a large “ribbon" was discovered in the nose direction of the
heliosphere (McComas et al. 2009b), but spanning various latitudes and longitudes.
McComas et al. (2009b) proposed that the source of this “ribbon", now called the
IBEX Ribbon, could be from secondary ENAs originating from outside the HP. As
depicted in Figure 1.12, some ENAs created in the heliosphere have trajectories into
the ISM. Some of these ENAs leaving the heliosphere will charge exchange with ions
in the ISM, and then be picked up by the interstellar magnetic field. These PUIs can
then charge exchange again, creating secondary ENAs with trajectories back towards
the Earth. This method was simulated in Heerikhuisen et al. (2010), Chalov et al.
(2010), and Zirnstein et al. (2015) and shown to provide good agreement with ribbon
observations. Additionally, under the assumption of this secondary ENA mechanism
being the source of the IBEX Ribbon, Zirnstein et al. (2016a) was able to constrain
the direction and magnitude of the local interstellar magnetic field.
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Fig. 1.14: ENA maps combining the first three years of ENA observations from
McComas et al. (2013a). Maps are centered on the downwind (tail direction) and
cover the IBEX-Hi energy range for the 0.71 keV (top right), 1.11 keV (top left), 1.74
keV (middle right), 2.73 keV (middle left), and 4.29 keV (bottom left) energy bands.
The circles overlaid on top of the map represent the suggested regions of fast and
slow solar wind down the heliotail with the upper and bottom portion of the circle
reflecting regions of fast solar wind and the middle portion reflecting slow solar wind
regions. Bottom right: cartoon describing how regions of fast and slow solar wind
would result in bimodal ENA flux profile.
McComas et al. (2013a) revealed ENA maps of the heliotail at IBEX-Hi energies
and showed the presence of lobes (Figure 1.14). The data showed energy variations
in the heliotail, with a surplus of flux in the low latitudes and a deficit of flux at
high latitudes in the lower energy channels. For the higher energy channels, there
was a surplus of flux in the high latitudes and a deficit of flux in the low latitudes.
Schwadron et al. (2014) additionally presented IBEX observations of the heliotail,
but with the IBEX Ribbon removed (Figure 1.15). They removed the IBEX Ribbon
by putting a mask over the the Ribbon and interpolating across the region using
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statistical techniques, which was first done in Schwadron et al. (2011). ENA data
with the IBEX Ribbon removed is known as the globally distributed flux (GDF) and
is largely considered to be from ENAs with origins within the IHS. The GDF from
Schwadron et al. (2014) displayed the same characteristics seen by McComas et al.
(2013a), with lobe-like structures in the heliotail that evolved with energy. McComas
et al. (2013a) suggested the source of this profile could be from the structured solar
wind profile during solar minimum, during which IBEX was observing, which has
fast solar wind at the poles and slow solar wind at low latitudes. Because slow wind
and fast wind have different characteristic energies, it was interpreted that the slow,
less energetic solar wind would contribute primarily to low latitudes at low energies,
while the fast, more energetic solar wind would contribute primarily to the high
latitudes at high energies. This was further studied in Zirnstein et al. (2016b), who
studied the structure of the heliotail, and came to a similar conclusion. Additionally,
Zirnstein et al. (2017) modeled the heliosphere using time-dependent, solar cycle
conditions and found good modeled ENA map agreement with IBEX observations
of the heliotail.
McComas et al. (2010) showed that IBEX ENA measurements displayed signif-
icant changes in as little as 6 months. During this time (2008-2010), the solar cycle
was transitioning to solar minimum. The transit time of ENAs is characterized by a
combination of several events: 1) it takes roughly one year for a given ion to reach
the TS, 2) the ion will travel through the IHS and then eventually charge exchange
to become an ENA, and 3) the resultant ENA will return to 1 AU. The observations
observed a general decrease in the flux over the entire sky, for both the ribbon and
the GDF, correlating with the reduction in solar flux and ram pressure as a result
of the solar cycle progression to solar minimum. McComas et al. (2012) also showed
a continual reduction of flux over the first three years of IBEX measurements. Mc-
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Fig. 1.15: IBEX ENA maps from Schwadron et al. (2014).Top left: 5-year averaged
IBEX ENA map centered on the upwind (nose) direction of the heliosphere. Top
right: ENA flux from the IBEX Ribbon from 5-year averaged IBEX data using
masking technique. Bottom left: Upwind-centered GDF map with IBEX Ribbon
removed from 5-year averaged ENA data using the ribbon masking technique and
interpolation to fill in the gaps. Bottom right: Same as bottom left, but centered on
the downwind (tail) direction.
Comas et al. (2014b, 2017b) also studied the evolution of IBEX observations during
the first five and seven years, respectively, and found that after the time of 2009
through 2011, there was a leveling off of the global ENA flux from 2013 until 2017
on the upwind side of the heliosphere, while in the heliotail ENA fluxes continued
a general downward trend. In the pole-ward direction, Reisenfeld et al. (2012) and
Desai et al. (2014) found that the fastest time variations occurred on the order of
half a year, while Reisenfeld et al. (2016) found that the was an energy-dependent
recovery of polar ENA fluxes.
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McComas et al. (2013b) used measurements of the solar wind from Ulysses to
show that the dynamic pressure in the ecliptic plane was nearly identical to the dy-
namic pressure at high latitudes. McComas et al. (2017b) used the assumption of
the dynamic pressure as latitudinally-invariant to predict that a drastic increase in
the solar wind dynamic pressure from approximately 1.6 to 2.4 nPa in 2014 would
result in an ENA emission enhancement, with the enhancement being visible in the
higher energies first after the transit time delay. McComas et al. (2018) observed the
enhancement of ENAs at higher energies in late 2016, with a subequent enhancement
at lower energies and an expansion of the emission outward from south of the nose,
as predicted by McComas et al. (2017b). McComas et al. (2018) also coupled their
analysis with the V2 observations of a transient pressure pulse in the solar wind to
show that the pressure pulse originating from the dynamic pressure enhancement
reflected back inwards from the HP before causing the ENA enhancement. Zirnstein
et al. (2018) used numerical simulations to show that the pressure pulse from 2014
resulted in a ring-like structure of changing ENA fluxes across the sky as the pulse
expanded. Schwadron et al. (2018) used the ribbon-separation technique used previ-
ously in Schwadron et al. (2011, 2014) to isolate the GDF and showed that the IBEX
Ribbon had a delayed response to the pressure pulse, supporting the secondary ENA
mechanism for IBEX Ribbon generation, as discussed previously. McComas et al.
(2020) presented the first 11 years of IBEX observations, the length of a full solar
activity cycle, and continued tracking the pressure pulse and observed its continued
expansion in the heliosphere.
1.3 Review of ENA Modeling
Before the launch of IBEX, a number of studies modeled how different he-
liospheric processes would contribute to ENA flux potentially observable at 1 AU.
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Gruntman (1992) and Hsieh et al. (1992) estimated the observable ENA flux from
different heliospheric sources, such as solar wind ions in the IHS or protons accel-
erated via corotating interaction regions (CIRS). Fahr and Lay (2000) studied how
ENA flux could be used to indicate the shock compression ratio of the TS based on
ENAs created from PUIs upstream and downstream of the TS. Fahr et al. (2000)
also modeled how ENA spectra could be distinguished based on energy and location
upstream or downstream of the TS for solar wind ions and PUIs. Gruntman et al.
(2001) used an axially-symmetric model of the heliosphere to produce ENA maps
from the charge exchange of neutral hydrogen atoms and solar wind protons and es-
timated the flux from the thermal solar wind ions and PUI populations. Czechowski
et al. (2001a,b) calculated the ENA flux from anomalous cosmic rays (ACRs) and
pre-TS accelerated PUIs from an axially-symmetric solution of the heliosphere to
show an asymmetry in the ENA intensity in the ecliptic plane between the nose and
tail of the heliosphere, supported by observations from CELIAS/HSTOF on the Solar
and Heliospheric Observatory (SOHO). Using a five-fluid axially symmetric solution
from Fahr et al. (2000), Scherer and Fahr (2003) and Fahr and Scherer (2004) com-
puted and analyzed the effect of the solar cycle on ENA flux, showing the solar cycle
had a significant effect on the ENA flux as a function of energy and source location.
In the years leading up to the IBEX launch, a number of studies also made
predictions for the mission. Sternal et al. (2005, 2008) used a 3D hydrodynamic
model of the heliosphere with 11-year solar cycle conditions to model ENA flux
in the IBEX energy range using line-integration of the ENA flux equation in the
background heliosphere. In their work, they demonstrated the global effect of fast
and slow wind on ENA flux at different energies as measured at 1 AU. Malama
et al. (2006) used an axially-symmetric model with a kinetic description of neutrals
and PUIs to calculate the distribution functions and properties of the various PUI
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populations, and to compute the ENA flux observable at 1 AU self-consistently via
their kinetic model. Heerikhuisen et al. (2007) used a MHD plasma, kinetic neutral
model to model ENAs by tracking neutral trajectories back to 1 AU. In their work,
they studied the effects of asymmetric solar wind boundary conditions and the effect
of the interstellar magnetic field in preparation for IBEX observations.
Prested et al. (2008) and Heerikhuisen et al. (2008) investigated the effect of
using a kappa distribution (Collier 1995), instead of a Maxwellian, to represent the
proton distribution in the IHS due to the presence of PUIs and suprathermal ions.
Prested et al. (2008) found that, in comparing two different 3D MHD models, using
a kappa distribution to represent the IHS proton distribution led to an increase in
modeled ENA flux for both models in comparison to using a Maxwellian distribution.
Heerikhuisen et al. (2008) self-consistently used a kappa distribution in the MHD
modeling of the solar wind plasma (instead of in post-processing as in Prested et al.
(2008)). Their results showed that the use of a kappa distribution in MHD modeling
decreased the thickness of the IHS while also increasing the ENA flux at higher
energies for the heliotail.
Using their 3D model of the heliosphere which treats the neutrals kinetically and
solves the MHD equations for a single-ion plasma (Izmodenov et al. 2005), Izmode-
nov et al. (2009) produced all-sky ENA maps and showed asymmetries in between
the ENA flux from the nose and the tail. They also investigated the effect of the
interstellar magnetic field on ENA maps, which can affect the symmetric ENA flux
profile at the nose in the presence of a strong interstellar magnetic field. Their work
extended the work of Malama et al. (2006) in their investigation of ENA flux from
various PUI sources. They predicted that a significant amount of ENA flux at 1 AU
should be observable at the 0.1 and 1 keV energies.
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Zank et al. (1996) suggested that there are three distinct ion populations in the
IHS: thermal solar wind ions originating from the Sun, PUIs created in the supersonic
solar wind that are transmitted across the TS with no reflection, and PUIs created
in the supersonic solar wind that are further accelerated at the TS, referred to as
“reflected” PUIs. Zank et al. (2010) explored the effects of these different ion popula-
tions on IBEX ENA measurements, and introduced the separate ion populations in
post-processing by partitioning the solar wind plasma in their 3D MHD solution with
kinetic neutral treatment and a single plasma fluid. Modeling each population with
a separate Maxwellian distribution, they found similar intensities in the resultant
ENA spectra as compared to using a single kappa distribution to model the plasma,
as investigated by Prested et al. (2008) and Heerikhuisen et al. (2008). However, in
comparing the use of the different distribution functions, Zank et al. (2010) found
differences in the structure of the modeled maps, suggesting TS microphysics could
be potentially deduced from IBEX ENA observations.
Prested et al. (2010) expanded the work of Prested et al. (2008) by modeling
the flux from the disturbed ISM (commonly referred to as the outer heliosheath -
OHS). They used a kappa distribution to model the ions within this region, and found
that a significant amount of ENA flux can originate from the region of the OHS if a
suprathermal ion population exists there. Prested et al. (2010) also modeled different
configurations of the interstellar magnetic field, and showed that the direction of the
interstellar magnetic field can be inferred based on the distortion it makes on the
heliosphere, which affects ENA production in the OHS.
Gloeckler and Fisk (2010) used an empirical model to estimate the distributions
of different ion populations contributing to IBEX and Cassini ENA observations by
comparing with data from the spacecraft. They included four distinct populations
of ions: thermal solar wind ions, PUIs created in the IHS, PUIs created in the
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supersonic solar wind which are heated as they are transmitted across the TS, and
a suprathermal ion population. However, a large amount of turbulence in the IHS
was needed to match low energy ENA observations, but they found good overall
agreement with the data.
Heerikhuisen et al. (2010) simulated the IBEX Ribbon via the secondary ENA
mechanism described in Section 1.2.2. They modeled the PUIs via a partial shell
distribution, and were able to reproduce the ribbon structure. Chalov et al. (2010)
also modeled the IBEX Ribbon using the secondary ENA mechanism, but assumed
a no-scattering limit for PUIS unlike the work of Heerikhuisen et al. (2010), and they
were able to reproduce the IBEX Ribbon structure and intensity. Heerikhuisen and
Pogorelov (2011) tested different interstellar magnetic field intensities and directions,
as well as different ISM plasma and neutral conditions, to simulate the IBEX Rib-
bon. They found that by fitting the IBEX Ribbon to their simulated ribbon from
the secondary ENA mechanism and the different interstellar magnetic field configu-
rations, the interstellar magnetic field intensity was in the range of ∼2 - 3 µG, and
the direction was near (220-224◦, 39-44◦) in ecliptic coordinates. Heerikhuisen et al.
(2012) compared ENA spectra from model calculations to IBEX spectra. By using
a varying kappa distribution value, ranging from κ = 1.6 at the poles to κ = 3.2 at
the heliotail, they found reasonable model agreement with IBEX observations when
excluding a mechanism for simulating the IBEX Ribbon. When including a ribbon
mechanism, such as in Heerikhuisen et al. (2010), they obtained unique spectra not
seen in IBEX observations.
Basing their work on the line-integration of ENA flux from Gruntman et al.
(2001), Zirnstein et al. (2012) used a 3D MHD solution with a single plasma fluid
and kinetic neutral treatment to compute the IBEX Ribbon flux by integrating
the ENA flux equation (described in 2.3) over a 6 dimensional neutral Hydrogen
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distribution. They assumed outward propagating ENAs from the heliosphere charge
exchange and then scatter onto partial shells as in Heerikhuisen et al. (2010). Using
this technique, Zirnstein et al. (2012) obtained results similar to simulations of the
ribbon flux. Zirnstein et al. (2013) extended the work of Zirnstein et al. (2012)
by comparing modeled ENA flux in both the solar inertial and spacecraft reference
frames. They produced similar results to IBEX-Hi data, and they showed the frame
corrections used in IBEX-Hi observations agreed reasonably well with the results of
their simulations. They also demonstrated the complexities of modeling IBEX-Lo
data due to the effects of gravity and radiation pressure on very low energy ENAs.
Zirnstein et al. (2014) extended the partitioning of the solar wind plasma in-
troduced in Zank et al. (2010) by including the extinction of ions in the IHS as a
result of charge exchange. As a result of each charge exchange event, a new “in-
jected” PUI ion is created in the IHS. They also coupled the loss of PUIs in the IHS
to the production of PUIs in the OHS. They found that the presence of multiple
PUI species in both the IHS and the OHS can contribute to IBEX observations, and
that a significant amount of flux near ∼0.1 keV comes from PUIs in the OHS that
originated as solar wind ions in the IHS. Desai et al. (2014) found similar results to
Zirnstein et al. (2014). Desai et al. (2014) compared several ENA flux simulations
and found that ENA flux at low energies around ∼0.1 keV originate from PUIs in
the OHS which came from solar wind ions in the IHS. Like Zirnstein et al. (2014),
they found multiple species of PUIs in both the IHS and the OHS were required to
match IBEX observations.
Zirnstein et al. (2015) explored the effect of a time dependent solar wind on both
the GDF and the IBEX Ribbon. By using solar wind data from 1990 through 2011,
and extending the data to 2017, they find that the IBEX Ribbon should be time
dependent and should evolve with the 11-year solar cycle. While their GDF results
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show a saturated heliotail due the exclusion of extinction (see Sections 2.3.3, 2.5.1 for
more details), they find that short term fluctuations of the plasma are visible in the
GDF maps. In Zirnstein et al. (2016b), a simple flow model was used to study the
extinction of PUIs in the IHS and the limitations it places on how far the heliotail can
be observed. Zirnstein et al. (2017) extended the works of Zirnstein et al. (2015) and
Zirnstein et al. (2016b) by simulating a time dependent heliosphere and using this
solution to model ENAs and the effect of extinction. They found that by considering
solar cycle variations, they were able to reasonably replicate IBEX GDF data from
Schwadron et al. (2014). In this model, they included both the latitudinally-varying
profile of the solar wind and the solar magnetic field. While the modeled ENA fluxes
were lower than the GDF observations, they showed that the solar cycle and the
solar wind profile are important contributors to the ENA profiles being observed by
IBEX.
An important element of ENA observations and modeling is the determination
of the cooling length. As energetic protons move along streamlines in the IHS, they
will eventually charge exchange with an interstellar neutral hydrogen atom and be
replaced with a lower energy proton, while becoming an ENA. Through this process
of the extinction of high energy protons, there is a limit placed on how far down
the heliotail high energy ENAs can originate. The distance beyond the TS to which
1/e of protons with a particular energy remain is referred to as the “cooling length”,
and describes the distance over which the solar wind plasma has cooled substantially
due to charge exchange. A majority of ENA flux observed in a particular direction
down the heliotail originates before the cooling length, with only a small fraction of
observed flux coming from beyond the cooling length. Schwadron et al. (2014) used
assumptions of the plasma conditions in the heliotail and IBEX GDF observations to
approximate a cooling length of 133 AU for the 0.71 keV energy band. As shown in
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Fig. 1.16: The variation of cooling length with energy from Schwadron et al. (2014).
The cooling length refers to the distance past the TS over which the solar wind
plasma has cooled substantially due to charge exchange, and places a limit on how
far ENAs of a particular energy can be observed in the heliotail. The turquoise
squares correspond to the cooling length for the IBEX-Lo energy bands, while the
dark blue circles correspond to the cooling length for the IBEX-Hi energy bands.
Figure 1.16, the cooling length decreases with increasing energy for the IBEX ranges.
Zirnstein et al. (2016b) used a simple flow model to also approximate the cooling
length in the heliotail. By using realistic solar wind speeds in the IHS, Zirnstein
et al. (2016b) found similar cooling lengths to Schwadron et al. (2014); however,
by significantly increasing and decreasing the speed of the solar wind in the IHS,
they found a significant increase and decrease in the cooling length, respectively.
Zirnstein et al. (2020) used geometry to derive a method for calculating the cooling
length from IBEX observations. They calculated the cooling length at a point with
ecliptic coordinates of (340◦.3, 34◦.1) based on the V1 magnetic disconnection point
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fromMcComas et al. (2019a), and found that in this region of the heliotail the cooling
length varied from a minimum of 129 ± 35 AU from 2009 - 2013 to 329 ± 56 AU
in 2014 - 2017. The cooling length varied significantly during these times due to the
changing solar wind conditions from the progression of the solar cycle.
1.4 Modeling the Heliosphere
1.4.1 Numerical Modeling Overview
Numerical models are a necessary tool for understanding the heliospheric en-
vironment due to the large scale nature of the system. In-situ meausrements, such
as those from the Voyager probes, provide important data from along their LOSs,
but lack the capacity to provide measurements beyond their current position. With
ENA measurements, observers are able to get a global picture of the heliosphere, but
due to the indirect nature of ENAs as a probe additional information is required to
supplement and inform the observations. Numerical models allow for a global, time
dependent perspective and enable researchers to probe the physical processes in the
heliosphere more directly.
As mentioned in Section 1.1.4, the first models of the heliosphere neglected
the solar magnetic field. These models were analytic models (Parker 1960; Baranov
et al. 1970; Wallis 1973), and the models which followed were numerical models
which incorporated the feedback process between the plasma and the neutrals in the
heliosphere self-consistently (Baranov et al. 1981; Osterbart and Fahr 1992; Baranov
and Malama 1993; Linde et al. 1998; Zank and Frisch 1999). The work of Baranov
et al. (1981) was the first to incorporate neutral hydrogen into a computational model.
Pauls et al. (1995) treated the plasma and neutral hydrogen as separate fluids, and the
two fluids were coupled to each other by source terms which approximated the effect
of charge exchange. Later models used a multi-fluid approximation for the neutrals
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(Zank et al. 1996; Williams et al. 1997; Fahr et al. 2000; Pogorelov and Zank 2005;
Opher et al. 2009). A multi-fluid approximation of the neutrals is more physically
accurate than a single-fluid approximation because charge exchange will produce
neutral hydrogen with characteristics of the parent plasma. Based on the region
in which the charge exchange occurs, the ions can be have different characteristic
energies, and thus the charge exchange mean free paths of the created neutrals will
be affected by the region in which they are created. The fluid description of neutrals
is based upon the assumption that there are enough H-H collisions to thermalize the
neutral velocity distribution into a Maxwellian. Izmodenov et al. (2000) found that
H-H collisions in the heliosphere are negligible, and Izmodenov et al. (2001) found
that the velocity distribution of neutrals in the heliosphere is non-Maxwellian.
Due to the non-Maxwellian nature of neutral hydrogen in the heliosphere, Iz-
modenov et al. (2000) found that a kinetic treatment is required to accurately model
neutral hydrogen. Alexashov and Izmodenov (2005) found that the plasma solution
only different by a few percent in the location of heliospheric boundaries in the up-
wind direction when comparing solutions using a multi-fluid treatment of neutrals
with a kinetic treatment. The multi-fluid neutral treatment of neutrals is much more
computationally efficient, therefore it is advantageous for studying dynamical pro-
cesses, even though the neutral solution is incorrect. For modeling a correct neutral
solution via a kinetic treatment, the Monte Carlo method, developed by Bird (1994),
is the preferred method for modeling a rarefied gas whose dynamics are determined
through a finite number of collisional processes for an unsteady flow. The Monte
Carlo method follows the trajectories of many simulated particles as they propagate
through the domain, and collisions are handled via particle pairs instead of integrat-
ing the Boltzmann collision integral as is done in the fluid approximation. Malama
(1991) introduced the first self-consistent kinetic treatment of neutrals in the helio-
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Fig. 1.17: The effect of space weather on the Earth’s technological infrastructure.
Solar storms have the potential to disrupt many of the interconnected systems here
on Earth, such as satellitles, aircraft, and power grids. Therefore, it is important to
understand and predict space weather, which is a goal of the SWMF. (Image credit:
NASA)
sphere, and this treatment was later implements by Baranov and Malama (1993).
Baranov and Malama (1993) solve the Boltzmann equation directly for the trajectory
of neutrals (instead of integrating) by using a Monte Carlo approach. They coupled
the Monte Carlo model to a single hydrodynamic plasma fluid, and the source terms
of the plama parcel in a given cell is determined by the accumulation of charge ex-
change events that occur within the particular location. This method is also used in
the works of Müller et al. (2000); Heerikhuisen et al. (2006b), and the Monte Carlo
code can also be used to model other heliospheric components kinetically as well
(Izmodenov et al. 2003, 2004; Alexashov et al. 2004, 2016).
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1.4.2 The Space Weather Modeling Framework
The models used in this dissertation are based on the Block-Adaptive Tree
Solar wind Roe-Type Upwind Scheme (BATS-R-US) MHD code, which is part of the
Space Weather Modeling Framework (SWMF) (Tóth et al. 2012). The SWMF was
developed for physics-based modeling of space weather, which includes conditions
on the Sun and how the solar wind interacts with the Earth’s magnetosphere and
atmosphere, as well as magnetospheres and atmospheres around other planets. As
depicted in Figure 1.17, the solar wind has the ability to affect a great deal of the
technological infrastructure located on or orbiting Earth, including satellites, aircraft,
and power grids. Due to the effect space weather can have on life here on Earth, the
SWMF was developed in order to predict the impact of solar events and to better
understand the environment in which our planet resides.
The SWMF is able to model various aspects of the Sun-Earth system and be-
yond. Different domains within the solar system have physical processes which occur
on a variety of spatial and temporal scales, which necessitates different components
within the SWMF to accurately model and capture these processes. Traditionally,
due to the variations in scales, each physical region has been treated independently
in its modeling in order to best treat the problem within. Each component within
the SWMF focuses on a different domain, with physical models specifically for the
spatial and temporal scales within, with minimal changes to their own mathemati-
cal and numerical representation (Tóth et al. 2005). As of the time of writing, the
SWMF contains 15 physics domains, extending as far out as the heliosphere and as
close in as the convection zone of the Sun. By the nature of the SWMF, components
can be coupled through the framework, which allows information to pass between
the coupled components. With the passing of information between the coupled com-
ponents, the SWMF has the ability to transform between coordinate systems and
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Fig. 1.18: Diagram of the Space Weather Modeling Framework and the components
within. The green arrows is used to specify which components are coupled, and the
direction of the arrow shows the direction the information is being passed between
the models. The orange arrows indicate external input (i.e. data) used in modeling
a specific component. (Image credit: Gabor Tóth)
interpolate quantities to different numerical grids so that each component can be
run with a mesh optimized for the particular region. Figure 1.18 shows the different
components within the SWMF, and the coupling which exists within the framework.
Additionally, data sets from satellitles or ground based methods can be used as input
into the SWMF in order to model particular events or provide predictions of future
space weather events. For running the desired models within the framework, the
SWMF compiles the models into a single executable. This executable distributes the
components onto a parallel computer, and there the models are coupled and executed
simultaneously.
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BATS-R-US is highly parallel, 3-dimensional MHD code within the SWMF, and
it is the core of the framework (Powell et al. 1999; Tóth et al. 2012). BATS-R-US can
describe both a semi-relativistic and a multi-fluid plasma, as well as solve the ideal,
resistive, and Hall MHD equations. BATS-R-US utilizes Adaptive Mesh Refinement
(AMR), which produces a block-adaptive grid capable of running either Cartesian or
generalized coordinate systems. The code can solve the MHD equations with spatially
first, second, and fifth order schemes (Chen et al. 2016), and is capable of both
explicit and also implicit time stepping. Both the first and second order schemes use
a conservative, cell-centered, upwind, finite-volume approach and to reduce numerical
oscillations at shocks a Total Variation Diminishing scheme is utilized. Chen et al.
(2016) developed a fifth order spacial accurate scheme, which is an MP5 limited
based, conservative, finite difference scheme.
As mentioned at the beginning of the section, the models used within this
dissertation are based on the BATS-R-US code within the SWMF. More detail on
the models used will be presented in the relevant chapters. For Chapter 2, the Outer
Heliosphere (OH) component is used to model the heliosphere with a multi-fluid
neutral approximation (Opher et al. 2015). For Chapters 3 and 4, the OH component
is coupled to the Particle Tracker (PT) component in order to model neutrals in the
heliosphere kinetically (Michael et al. 2020).
1.5 Motivation
The work in this dissertation focuses primarily on two goals: 1) to understand
how the effects of different physical processes in the heliosphere affect the resultant
ENA maps being produced by IBEX and 2) to understand the structure of the
heliosphere and the role of the solar magnetic field. More specifically, through my
ENA modeling I investigate the following questions:
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1. What is the effect on ENA maps of the solar magnetic field topology in the
heliosheath?
2. What is the effect on ENA maps of the solar cycle?
3. Can we distinguish the shape of the heliosphere from IBEX ENA observations?
The first question is addressed in Chapter 2. This chapter describes the ENA
model I use in my dissertation, and I apply this model to a model of the heliosphere
where the solar wind conditions are uniform in time and space at the inner boundary
of the simulation. Realistically, when IBEX observes ENAs originating from down
the heliotail, it is observing ENAs which originate both from slow solar wind and
also fast solar wind due to the mixture from the solar cycle. By using a uniform solar
wind, I am able to directly study the effect of the solar magnetic field confinement
of the solar wind plasma on ENA production, independent of any solar cycle effects.
The solar magnetic field topology is what leads to this confinement, so by isolating
this effect I am able to answer the question of how the solar magnetic field topology
in the IHS affects ENA maps.
In Chapter 3, I address both the first and second questions. I model the he-
liosphere using solar minimum conditions to investigate the effect of the solar wind
profile in relation to the effects of the magnetic field topology and intensity. I present
ENA maps from a heliosphere with solar minimum boundary conditions both with
and also without the inclusion of the solar magnetic field. I also follow-up on the
work of Chapter 2 with the recently developed SHIELD model and I present ENA
maps from a heliosphere with uniform solar wind conditions with both a strong and
a weak solar magnetic field intensity. By doing these comparisons, I am able to ex-
amine how the solar wind profile and how the solar magnetic field both contribute
to observed IBEX ENA maps. In Chapter 4, I also address the second question. I
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simulate the heliosphere using boundary conditions corresponding to different times
during the solar cycle: solar minimum, solar maximum, and the transition between
the two times. I use these various models to investigate how the flux and the observed
structures in ENA maps change over time.
The third question I am investigating throughout this dissertation. The cooling
length of ENAs observed in the IBEX-Hi energy range prevents any determination
of distance to the HP down the tail in low latitudes because both the comet-like and
the “croissant-like" models of the heliosphere have heliotail distances surpassing the
cooling length (see Figure 1.16). While Zirnstein et al. (2020) showed that during the
year 2014 - 2017, the cooling length could extend to ≥ 329 ± 56 AU at mid-latitudes,
these latitudes correlate with lines-of-sight which intersect the northern/southern
lobes of the “croissant-like” model in the heliotail, which extend further than the
cooling length as well. The collimation of the solar wind by the solar magnetic field,
however, is an essential component of the “croissant-like" heliosphere model. As
mentioned previously, while Pogorelov et al. (2015) do display evidence of collimation
in the IHS when using a unipolar magnetic field, they argue that this collimation
does not exist in real-life. As such, by comparing the modeled ENA maps from the
“croissant-like" model to ENA observations, I am specifically investigating the effect
of the solar magnetic field (question 1). Using this information I can examine the
assertion that the solar wind confinement by the solar magnetic field is significant,
and I can therefore use IBEX data to test if the shape of the heliosphere can be
distinguished via the effect of the solar magnetic field.
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Chapter 2
The Effect of a Uniform Solar Wind on
Heliosheath ENAs
A similar version of this Chapter was published in the Astrophysical Journal by
Kornbleuth et al. (2018).
2.1 Introduction
In this Chapter, I investigate how the “croissant" heliosphere affects the GDF
for a uniform solar wind. I study the effect of ENAs from the confinement of the
IHS flows by the solar wind magnetic field, a feature of the heliosphere that exists
regardless of whether there is a comet-like tail or a split tail such as the “croissant"
heliosphere (Michael et al. 2018).
The hypothesis of fast and slow solar wind being responsible for the lobes in the
heliotail was investigated by Zirnstein et al. (2016b) using the first five years of IBEX
observations. Zirnstein et al. (2016b) used a simple flow model of the heliosphere
to simulate the deficit of ENAs in the lower latitude heliotail observed by IBEX at
higher energies. While the presence of the fast and slow solar wind was shown to be
a contributor to the lobes, it had not been shown that the fast/slow solar wind is
entirely responsible for features in the tail. They found that the deficit was a result of
the asymmetry in the solar wind. This study was followed by Zirnstein et al. (2017)
who created ENA maps of the heliotail after incorporating solar cycle dependence
and extinction of pick-up ions (PUIs) in the IHS. Using a 3D MHD solution from
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Heerikhuisen et al. (2013), they were able to model the lobe structures seen in IBEX
GDF measurements, but their model underpredicted the ENA flux.
Opher et al. (2015) used a LOS integration of the ion pressure multiplied by the
neutral density to create a proxy for ENA integration. In this proxy map, it is shown
that for high energy ENAs, two regions of strong emission should manifest themselves
in the north and south. These regions of excess ENA emission show similar features
to the ENA maps from McComas et al. (2013a). Izmodenov and Alexashov (2015)
show confinement of the IHS plasma by the solar magnetic field similar to what is
seen in Opher et al. (2015), as evidenced by Fig. 6b in their work, which shows a peak
in the mass flux around the azimuthal solar magnetic field; however, no synthetic
ENA maps were created from this model. I center maps on the nose as well as the
tail to investigate both directions.
Due to the cooling length at the energies of IBEX, I am only able to probe out
to certain distances. The cooling length is the distance out to which 1/e of the local
ions have survived charge exchange along a streamline. At the energies between 1.7
keV - 6 keV, within the range of IBEX, the cooling length is around 100 AU (Fig.
2.2b) so we cannot observe the tail at distances much beyond this, unless there is
an additional mechanism that either scatters high energy ions into lower energies
or drives low energy ions to higher energy. Turbulence within the heliospheric jets
might act as an energy driver, but will not be included in the ENA analysis presented
here.
2.2 The MHD Model
The model uses the OH component within the Space Weather Modeling Frame-
work (SWMF). The SWMF is used for physics-based space weather modeling, and
has applications ranging from modeling the heating and acceleration of the solar wind
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to modeling the global heliosphere. Frameworks such as the SWMF are useful due
to the ability to model large spatial and temporal scales via separate coupled mod-
els that can apply correct discretization for different regions. Different components
within the framework reflect different physical domains, such as the solar corona and
the outer heliosphere (OH). The SWMF can compile the various models to be used
into a single executable file which can distribute the SWMF components onto a par-
allel computer. These components can then be executed simultaneously while also
being coupled efficiently during the run.
The OH component of SWMF is based on the Block-Adaptive Tree Solar wind
Roe-Type Upwind Scheme (BATS-R-US) solver, which is a 3D, block-adapative,
upwind finite-volume MHD code (Tóth et al. 2012). Opher et al. (2003) adapted the
BATS-R-US code to the outer heliosphere as the OH component and modeled the
plasma component as a single fluid in the 3D MHD solution, while not including
neutrals or the interstellar magnetic field. Opher et al. (2004) updated the OH
component to include the solar and interstellar magnetic field, while Opher et al.
(2009) incorporated interstellar neutral hydrogen. The neutrals are described by a
four-fluid approximation, treating neutrals originating from four different regions as
different fluid populations. Opher et al. (2011) also included the sector structure of
the heliospheric current sheet, while Provornikova et al. (2014) and Michael et al.
(2015) included time and latitude-dependent solar cycle variations of the solar wind.
Recently, Opher et al. (2020) updated the OH component to be able to treat PUIs
as a separate fluid, solving coupled, multi-fluid MHD equations for the thermal solar
wind ions and the PUIs based on the works of Glocer et al. (2009) and Tóth et al.
(2012). The work for this chapter was completed before the publication of Opher
et al. (2020), so I only treat a single ion plasma component in the model.
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As a stand-alone model, OH component is a global 3D multi-fluid MHD simu-
lation of the outer heliosphere which describes the plasma and four neutral hydrogen
species. The OH stand-alone model solves the ideal MHD equations for the plasma.
For each neutral population, a separate set of Euler’s equations are used. The neu-
tral fluids are coupled to the plasma through source terms specified by McNutt et al.
(1998) based on charge exchange. The ideal MHD system is given by the equations
of continuity (Eq. 2.1), momentum (Eq. 2.2), and energy (Eq. 2.3),
∂ρ
∂t







































Because the OH model model uses a single fluid approximation, PUIs formed as a
result of charge exchange between the plasma and neutrals are assimilated back into
the single ion plasma, which affects the momentum and energy of the plasma, but not
the density. The source terms are derived based on the assumption that the single ion
plasma and the neutrals have Maxwellian velocity distributions. The source terms
from McNutt et al. (1998) are given by




















Here i is the index for each neutral fluid species. The charge exchange frequency,
νex,H(i) is given for each neutral fluid as νex,H(i) = nH(i)U∗M,H(i)σex. I use the charge
exchange cross section from Lindsay and Stebbings (2005), given by σex. UH(i) and
Up are the bulk flow velocities of the neutral and plasma fluids, respectively, while
Vth,H(i) and Vth,p are the thermal speeds of the neutral and ion fluids. The relative
velocities between the neutral and ion fluids are given by
U∗H(i) =
√
|UH(i) − Up|2 +
4
π
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For the four neutral fluid, each neutral is tagged according to its region of origin.
Population 1 atoms are neutral atoms which undergo charge exchange with the OHS
behind the BS. Population 2 atoms are those which are created within the IHS, in the
region of compressed solar wind plasma downstream of the TS. Population 3 atoms
are those which are generated within the supersonic solar wind. Finally, Population
4 atoms are in the pristine ISM and are of interstellar origin.
The outer boundary of the domain is placed at x = ±1500 AU, y = ±1500
AU, and z = ±1500 AU. For this paper, since I am primarily interested in exploring
the effect of confinement, I use a uniform, spherically symmetric solar wind. At the
inner boundary instituted at 30 AU, I use the conditions from Opher et al. (2015)
of vSW = 417 km s−1, nSW = 8.74 × 10−3 cm−3, and TSW = 1.087 × 105 K for
the solar wind. The model is based on the Opher et al. (2015) model, which uses a
unipolar solar magnetic field to mitigate the effects of artificial reconnection. This
artificial reconnection is present in the heliospheric current sheet when using a dipolar
magnetic field. The radial component of the solar magnetic field at the equator
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is specified as BSW = 7.17 × 10−3 nT at the inner boundary, and the azimuthal
component is calculated from the Parker solution 1.1.
For the interstellar plasma, I assume vISM = 25.4 km s−1, nISM = 9.25× 10−2
cm−3, and TISM = 7500 K. For the interstellar neutrals, I assume nH = 0.155 cm−3
and that the speed and temperature are the same as for the interstellar plasma.
For the interstellar magnetic field, I use a magnitude of B=2.93 nT, and orientation
of 34◦.62 and 227◦.28 in ecliptic latitude and longitude, respectively, from Zirnstein
et al. (2016a). While I use the parameters from Zirnstein et al. (2016a), the interstel-
lar magnetic field model and conditions from Opher et al. (2015) are able to better
reproduce the heliospheric asymmetries, such as the TS, in a steady- state solar wind
simulation. I use the same grid as in Opher et al. (2015), with 3 AU resolution in the
tail region of the IHS out to 1000 AU. This allows us to have high enough resolution
to capture and resolve the lobes down the tail, from which I calculate the ENA signal.
2.3 The ENA Model
2.3.1 Ion Populations
Since the MHD model has a single ion component, it combines the thermal
ions and PUIs as a single component. Therefore, it is not able to directly simulate
ENA generation, since most ENAs at the energies observed from IBEX are produced
from charge exchange from PUIs. PUIs are created by charge exchange and exhibit
different characteristics based on the region of the heliosphere in which they are
created. Different works include different populations of ions and model them in
different ways. Chalov et al. (2003) modeled the PUI spectra in the IHS, focusing
on their spatial evolution in the upwind direction. These spectra were then used to
model ENA fluxes at 1 AU. Fahr et al. (2000) hydrodynamically modeled PUIs via a
5-fluid model which included protons, hydrogen, PUIs, anomalous cosmic rays, and
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galactic cosmic rays. The inclusion of these separate ion components was shown to
affect the TS and HP location. Scherer and Ferreira (2005) continued on the work
from Fahr et al. (2000) by producing a separate PUI component in their modeling,
and modeling the cosmic ray populations by solving the Parker (1965) transport
equation. Malama et al. (2006) also modeled PUIs as a separate component, treating
multiple PUI populations kinetically.
Within the IHS, there should be three main populations of ions: thermal solar
wind ions, PUIs created in the supersonic solar wind, and PUIs created in the IHS.
Zank et al. (2010) first attempted to model ENAs via a multi-ion plasma by using a
three-dimensional MHD-kinetic global model of the heliosphere to include solar wind
ions, PUIs transmitted across the TS from the supersonic solar wind, and reflected
PUIs which are initially reflected at the TS and are not transmitted until they gain
enough energy from the motional electric field. The characteristics of each population
were estimated at the TS in terms of their number density and temperature. These
populations were modeled as individual Maxwellian distributions, and maintain con-
stant number density and temperature ratios relative to the plasma within the IHS.
Zirnstein et al. (2014) extended the work from Zank et al. (2010) by including an
additional “injected" PUI population. The injected PUIs are the PUIs created locally
in the IHS. For every loss of a solar wind ion, transmitted PUI, or reflected PUI, the
injected population would gain an ion at a much lower energy. The injected energy
is based on the relative speed between the neutral particle flow and the plasma bulk
flow, which is lower in the IHS, giving the injected PUIs an energy of roughly 0.1
keV. This injected PUI population would thus not be a significant contributor to the
measured ENA flux at IBEX-Hi energies, and are therefore neglected from this work.
I use the ion populations from Malama et al. (2006) to model PUIs in the
heliosphere by taking density and temperature ratios at the TS for the different
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ion populations relative to the total plasma. Malama et al. (2006) modeled the
different ion components of the IHS and their properties in a Monte Carlo proce-
dure. This type of approach is important because PUIs most likely do not have
Maxwellian velocity distributions and a kinetic approach to modeling PUIs is ap-
propriate. Within the IHS, they treated five different ion populations: solar wind
ions, transmitted PUIs created in the supersonic solar wind via charge exchange with
an interstellar neutral or an ENA, and PUIs locally created in the IHS via charge
exchange with an interstellar neutral or an ENA. In this work, I extract density
and temperature ratios from Malama et al. (2006) in the nose direction immediately
downstream of the TS for the solar wind ions and the two transmitted PUI pop-
ulations originating in the supersonic solar wind via the WebPlotDigitizer software
(https://automeris.io/WebPlotDigitizer). I use these extracted ratios to create three
main ion populations within the modeling: solar wind ions, transmitted PUIs, and
reflected PUIs.
For the solar wind ions, I use the extracted density and temperature ratios from
Malama et al. (2006) for this population. To create transmitted PUIs within the
model, I combine the two transmitted PUI populations from Malama et al. (2006)
by summing their densities. I then assume that 16% of the transmitted PUIs are
reflected at the TS, and from this I can calculate the reflected PUI density. To
determine the temperature of these populations, I partition the total thermal energy














where np and Tp are the density and temperature of the plasma from the MHD sim-
ulation, ni is the density for the respective ion population, and Γi is the temperature
fraction for the respective ion population given by Γi = Ti/Tp, with Ti being the
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temperature for the respective ion population. In the work of Zirnstein et al. (2017),
they assume thermal pressure fractions for each population, which are held constant
along the surface of the TS (ni/npΓi=constant). Zirnstein et al. (2017) assume ther-
mal pressure fractions of 4% for the solar wind ions, 50% for the transmitted PUIs,
and 46% for the reflected PUIs. Using the work of Malama et al. (2006) I find that
the solar wind thermal pressure fraction is 12% in the model. I assume the ratio of
thermal pressure fractions between the transmitted and reflected PUIs is the same
between my model and the work of Zirnstein et al. (2017), and I find thermal pres-
sure fractions of 46% and 42% for the transmitted and reflected PUIs, respectively.
I solve Eq. 2.10 to find the transmitted and reflected PUI temperatures.
As the ions originating from the supersonic solar wind move in the IHS, they
are depleted due to charge exchange. Once they undergo charge exchange in the IHS,
local PUIs are created in the IHS. In this work, I do not include the locally created
PUIs. The density and temperature fractions at the TS can be found in Table
2.1. These temperature fractions are kept constant throughout the IHS, whereas the
density fractions change as I include extinction for the ions, detailed in section 2.2.3.
While PUIs exhibit suprathermal tails and therefore the total proton distribu-
tion is more accurately described by a kappa distribution, Zank et al. (2010) showed
that a superposition of Maxwellian distributions for the different ion populations ap-
proximates the results of a kappa distribution at lower energies. Desai et al. (2012)
and Desai et al. (2014) also showed that the superposition of three Maxwellian dis-
tributions for the separate ion populations can produce ENA fluxes which are com-
parable to IBEX observations. I thus apply Maxwellian distributions to model all of
the included ion populations.
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Ion Population ni/np Ti/Tp
Trasmitted PUIs 0.208 2.21
Reflected PUIs 0.040 10.58
Solar Wind ions 0.752 0.16
Table 2.1: Density and temperature ratios in the nose direction. PUI densities and
temperatures are varied around the TS using these values as a reference point (i.e.
I normalize all the densities along the TS by values at the nose using Eq. 2.11, and
the temperatures are varied to maintain conservation of thermal energy). The nose
is located at θ = 90◦ and φ = 180◦.
2.3.2 Angular Dependence of PUIs
To include the angular dependence of the PUI distribution in the model, I use
the neutral solution from the MHDmodel. I add the four populations of neutrals from
the global MHD model for each grid cell, and I compare the different neutral densities
across the TS. While the MHD model uses a single ion plasma and therefore I cannot
distinguish between solar wind ions and PUIs within the plasma, charge exchange
still occurs within the MHD solution. The neutral solution will be directly affected
by the charge exchange process between the plasma and interstellar neutrals within
the supersonic solar wind, so I can use the neutral solution to mimic the angular
variation of PUIs across the TS.
I apply the variation in angle to the PUI populations in the model. I normalize
the neutral hydrogen density across the TS by using the average neutral hydrogen
density from within the supersonic solar wind in the nose direction as a reference
point. The variation in the distance to the TS for a given direction will also cause
the PUI density to vary. A longer distance to the TS means a solar wind ion will
have a greater chance to charge exchange and form a PUI. I thus use the distance to
the TS to vary the PUI density similar to the way I use the average neutral hydrogen
density. Coupled with the density fractions from Malama et al. (2006) and the total
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where θ is the polar angle (latitude) and φ is the azimuthal angle (longitude). The
polar angle increases from the northern pole towards the southern pole, while the
azimuthal angle increases in the clockwise direction from the tail. The northern pole
is at θ = 0◦ and φ = 0◦, and the nose is located at θ = 90◦ and φ = 180◦. Also,
rTS is the distance to the TS for a given direction, ni is the PUI density calculated
by using the total plasma density multiplied by the density fractions given by Table
2.1, and nH,avg is the average of the total neutral hydrogen density from the multi-
fluid neutral solution from the inner boundary to the TS for a given direction. The
angular dependence is shown in Fig. 2.1. I also vary the temperature of the PUIs
along the TS corresponding to the variation in PUI density such that the thermal
energy, npkbTp/(γ − 1), is conserved. I find a much denser PUI population in the
nose than in the tail as expected. The densities are normalized to the PUI density at
the nose. With increasing angle from the nose, I see a decrease in the PUI density.
2.3.3 Extinction
The density fractions at the TS from Malama et al. (2006) are used to calculate
the ion fractions in the IHS for different radial vectors. Ions originating within the
supersonic solar wind move beyond the TS and into the IHS, and are depleted due
to charge exchange. Once they undergo charge exchange, local PUIs are created
in the IHS. I take individual streamlines from the MHD solution and calculate the
























Fig. 2.1: Angular variation of PUIs across the TS normalized to the nose calculated
using Eq. 2.11. The PUI variation is based upon the multi-fluid neutral hydrogen
solution from the MHD modeling, as well as the distance to the TS for each direction.
The nose is located at θ = 90◦ and φ = 180◦.
ni(r) = χinp(r)e−τ , (2.12)
r is the radial vector in space, ni is the ion density for population i, χi is the density








where rTS is the streamline distance to the TS, nH is the total neutral H density from
the multi-fluid neutral solution, σ is the charge exchange cross-section for a particular
energy from Lindsay and Stebbings (2005), vi is the speed of the parent proton which
65
0 200 400 600 800 1000 1200 1400





































Fig. 2.2: Cooling Length and speed from a streamline extending down the tail. The
streamline originates in the downwind direction at an ecliptic longitude of 77◦.84
and an ecliptic latitude of 22◦.21 at the TS. (a) The bulk plasma speed along the
streamline. (b) The cooling length as a function of energy along the streamline.
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will yield an ENA of a particular energy, up is the bulk plasma speed, and ds is the
path length over which I integrate the streamline. Figure 2.2 shows both the bulk
plasma speed and the cooling length at different energies along an example streamline
extending into the heliotail. The streamline, picked as an example, originates in the
downwind direction at an ecliptic longitude of 77◦.84 and an ecliptic latitude of
22◦.21 at the TS. As the streamline flows past the TS, it will change in longitude and
latitude. This means that different cooling lengths of different energies along a given
streamline will change in their longitude and latitude based on where the streamline
is located in space.
The cooling length is influenced by the interstellar neutral density as well.
Changing the interstellar neutral density at the outer boundary affects the depth
out to which we can see down the tail. For a smaller neutral density, we can see
further down the tail as the PUIs experience less charge exchange. Additionally, the
energy of a particular ENA will influence how far down the tail we can see based on
Eq. 2. In the IBEX-Hi energy range, the distance we can probe down the tail is
limited (∼100 AU), but at much higher energies (∼100 keV) I am able to probe the
tail much further up to distances of ∼400 AU. As the density of an ion population
decreases, the locally created PUI density increases in the IHS, therefore making it
a much more dense population further away from the TS. Since the locally created
PUIs peak at ∼ 0.1 keV and I am focusing on energies greater than 1 keV, these
locally created PUIs are negligible in the ENA calculations. Regardless, the locally
created PUIs still have an effect on the calculated ENA intensities since they are
directly caused by the extinction of the solar wind ions and transmitted PUIs. This
extinction process depletes the transmitted ion populations at large distances.
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2.3.4 Calculating ENA Flux
To calculate the ENA flux from the MHD model, I interpolate the Cartesian
grid into a spherical grid. I interpolate the MHD plasma properties and neutral
properties to a 2 AU × 6◦ × 6◦ spherical grid, with an outer boundary at 1500 AU.
Since I am using a multi-fluid neutral approximation in the model, I smooth the
solution where numerical effects occur. The ENA model is based on the model used
in Prested et al. (2008) and Opher et al. (2013), where I perform a flux integration






fp(nion(r′), Tion(r′), vplasma(r′))nH(r′)σ(E)S(E)dr′, (2.14)
where mp is the mass of a proton and fp is the phase space velocity distribution,
which is treated as a Maxwellian for each modeled ion population. For the density
and temperature of the given ion population, I use nion and Tion, respectively, where
nion is defined by Eq. 2.12, and Tion is a fraction of the local MHD temperature
based on the thermal pressure fraction of the ion species. The velocity of the parent
ion in the frame of the plasma, vplasma, is given by vplasma = |vp − vi|, with vp and
vi being the velocities of the bulk plasma and the parent proton, respectively.
I also include survival probability, S(E) in the ENA calculations. Survival
probability is the probability that an ENA will make it to an observer at a particular
location (Bzowski 2008). This is calculated in a method similar to the extinction
of ions used in the ENA creation process, except instead of calculating the charge
exchange along a streamline, as I do for the ions, I calculate the charge exchange
along a radial trajectory. The survival probability for ENAs on radial trajectories








where dr is the radial element over which I am integrating, vENA is the speed of the
ENA, and vrel is the relative velocity between the ENA and the bulk plasma given


















|vENA − up|. (2.16)
Here, vENA is the velocity of the ENA, up is the bulk averaged plasma velocity, and
vth,p is the thermal speed of the plasma. The function to calculate relative velocities
between the parent ions and the neutrals will change depending on whether a Kappa
distribution or Maxwellian distribution is used. Equation 2.16 is derived assuming
the background plasma distribution has a Maxwellian distribution. In the MHD
model I only include ionization via charge exchange. I place the observer at the TS,
similar to IBEX ENA maps, which utilizes a survival probability correction out to
100 AU.
In the model, I define the IHS by lnTp > 12.8, where Tp is the plasma temper-
ature. This captures the plasma in the IHS bound by the solar magnetic field. I do
not model the ENA flux from beyond the IHS due to a lack of knowledge about the
PUI characteristics in the ISM.
2.4 Simulated ENA Flux at IBEX-Hi Energies
In Fig. 2.3 I present the results of the simulated maps of ENA flux. There are
three energy bands included, which are centered around 1.11 keV, 2.73 keV, and 4.29
keV to match the IBEX energy bands (Funsten et al. 2009). For these maps, Eq.
5 is integrated to 600 AU in all directions. The integration distance is limited to
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Fig. 2.3: Simulated maps of ENA flux with extinction in the IHS in units of (cm2 s
sr keV)−1. The energy bands of the maps are centered on 1.11 keV (top), 2.73 keV
(middle), and 4.29 keV (bottom). Left : Nose-centered maps of ENA flux. Right :
Tail-centered maps of ENA flux.
600 AU because extinction removes nearly all of the parent protons at this distance
in the IHS, and the ENA flux beyond 600 AU is negligible. I use the MHD model
described in section 2.1 to simulate the ENA maps. The left panels of Fig. 2.3 show
the upwind-centered maps for the three different energy bands. I see an excess of
flux towards the nose of the heliosphere as compared to the tail of the heliosphere.
In the right panels of Fig. 2.3, I present downwind-centered maps, which show the
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presence of high latitude lobes towards the tail with an increase of the relative ENA
flux.
At higher latitudes in the tail direction, I see two lobes of strong flux compared
to other latitudes, which evolve across the energy bands in Fig. 2.3. This is due to
the IHS material being funneled by the solar magnetic field. The funneling exists
because the magnetic tension force of the solar magnetic field is able to resist the
stretching caused by the IHS flows (Opher et al. 2015). As further shown in Drake
et al. (2015), the decrease in the plasma pressure between the TS and HP in the
radial direction is controlled by the magnetic tension that funnels the IHS flows to
the north and south. The funneling of the IHS plasma leads to an increase of the
thermal pressure along the axis of the jet, yielding a high temperature at the poles.
IBEX is able to see evidence of two high latitude lobes in ENA flux at the 2.73 keV
and 4.29 keV energy bands (McComas et al. 2013a); however, these lobes are not
seen in the lower energy maps with energy <2 keV. The maps show the lobes persist
in all energy bands. The energy variation of ENA flux in the heliotail is a function
of the solar wind profile, and is explored in Chapter 3.
Opher et al. (2009) and Izmodenov (2009) both show that the BISM direction
can cause asymmetries in the heliosphere, such as the asymmetries between the Voy-
ager crossings at the TS. The BISM can distort the heliosphere and orientation of
the jets with respect to the north-south rotation axis of the Sun. This same asym-
metry affects the jets in the “Croissant" model, which can be seen in the differences
between the ENA flux from the northern and southern lobes.
I find that the high latitude lobes persist across all energies. I also note a
deficiency of flux in the low latitude downwind directions relative to the high latitude
lobes. The flux at the low latitudes between the lobes decreases relative to the lobes

































U [km/s]: 0 38 75 113 151 189 226 264 302 340 377 415
Fig. 2.4: Meridional slices for the 4.29 keV energy band. The blank wedge is an effect
of the spherically interpolated grid and does not affect the ENA maps. (a) The log
of the ENA flux with units of (cm3 s sr keV)−1 resulting from the transmitted PUI
population originating from interstellar neutrals at each individual radius (dJ/dr).
(b) The log of the density with density units of cm−3. (c) The temperature, and (d)
the speed, U. All variables are shown for the transmitted PUIs.
270◦ in longitude. In contrast, the IBEX maps centered on the tail show a flux
enhancement of ENAs at lower latitudes in 0.71 keV, 1.11 keV, and 1.74 keV. This
could be in part due to the latitudinal variation of the solar wind (fast and slow
solar wind), which is not present in this work. Additionally, the presence of a time-
dependent solar wind could also have a significant effect on the signal from high
latitudes.
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In Fig. 2.4 I present meridional slices through the heliosphere at the 4.29 keV
energy band. I show the ENA flux at each individual grid point (dJ/dr). With
the presence of extinction, a majority of the flux originates close to the TS, with
a strong contribution from the nose. Three factors which influence the signal are:
transmitted PUI density (Fig. 2.4b), transmitted PUI temperature (Fig. 2.4c), and
bulk PUI speed (Fig. 2.4d). While the ENA flux is strongly correlated with the PUI
temperature, the PUI density also has a strong contribution. There are more PUIs in
the nose, which contribute to the ENA flux seen in Fig. 2.4a. The high temperature
and density at the poles, which extend backwards into the heliospheric jets, contribute
to the lobes seen in Fig. 2.3f. While extinction prevents an observer from seeing
ENAs far down the tail and into the jets, the collimation of the heliospheric material
seen in density and higher temperature at the poles manifests itself within the ENA
maps as lobes. The PUIs maintain a higher density out to further distances in the
poles as the plasma gets deflected at the nose towards the tail. This causes a higher
ENA flux at the higher latitudes as compared to lower latitudes. The bulk speed of
the PUIs does have an effect on the charge exchange process, but the ENA flux is not
strongly correlated with this quantity because the shift in the distribution function
due to the bulk speed is less effective at producing higher energy parent protons than
a widening of the distribution function due to a higher temperature.
Fig. 2.5 shows the thermal pressure of the different ion components for the
4.29 keV energy band. The pressure gives insight into the influence of the different
PUI populations with regard to the ENA flux as the thermal pressure includes both
the density and the temperature. The primary contributors to the ENA flux are
the transmitted and reflected PUIs. As is evident from Figs. 2.5a and 2.5b, the
transmitted and reflected PUIs have a similar pressure profile. While the reflected

































log(P_MHD): -5.00 -4.34 -3.69 -3.03 -2.37 -1.72 -1.06 -0.40
Fig. 2.5: Meridional slices of pressure in units of log10(pPa) at the 4.29 keV energy
band. The blank wedge is an effect of the spherically interpolated grid. (a) Pressure
of transmitted PUIs, (b) pressure of reflected PUIs, (c) solar wind ion pressure, and
(d) the plasma pressure from the MHD solution.
transmitted PUIs have a similar pressure to the reflected PUIs because of their higher
density. Additionally, the solar wind population also has a high pressure, because
while the temperature is much less than either PUI population, the density is much
greater for the solar wind population. Also, within the IHS, extinction occurs on all
three ion populations originating within the supersonic solar wind. This extinction
causes a drop in the pressure of the transmitted ion populations as the distance from
the TS increases. Fig. 2.5d shows the plasma pressure from the MHD solution in the
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IHS. Since the MHD solution incorporates the energy from the PUIs locally created
within the IHS into the plasma, the total MHD plasma pressure does not decrease
as quickly as the pressure for the included ion populations.
2.5 Discussion
This chapter focuses on the effect that the newly proposed structure of the
heliosphere has on ENA maps. I show that the collimation of the IHS material by
the magnetic field is visible in the ENA maps. Using a uniform solar wind with a
single ion plasma solution, I am able to produce high latitude lobe structures similar
to those seen in both McComas et al. (2013a) and Schwadron et al. (2014) at energies
greater than ∼2 keV. It was suggested by McComas et al. (2013a) and by Zirnstein
et al. (2017) that the high latitude lobes in the tail-ward direction could be caused
by the presence of fast solar wind at the poles. I find with the model that plasma
collimation from the jets in the Opher et al. (2015) model creates a high latitude
lobe structure within the ENA maps even in the absence of slow/fast solar wind.
While I do predict lobes at high latitudes in ENA maps due to collimation, I am
unable to reproduce IBEX maps on both a qualitative and quantitative level globally
in this chapter. The uniform solar wind cannot capture the variation between the
fast and slow solar wind. During times of solar maximum, the uniform solar wind
model can be seen as an accurate description, but during solar minimum the fast solar
wind should create a hotter, less dense plasma in the polar regions of the heliosphere,
which would change the results of the ENA maps. The inclusion of a time dependent
solar wind with solar cycle variations would lead to an alternation between fast and
slow solar wind at the poles, which would affect the ENA signal both in the polar
regions near the TS and further back in the lobes. The solar cycle variations could
also have an effect on the intensity of the solar magnetic field as shown in Michael
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et al. (2015), which could have an effect on the collimation as well. The impact of
the changing solar wind is studied in Chapters 3 and 4.
2.5.1 The Impact of Extinction on Simulated ENAs
In Fig. 2.6, I see the same maps as Fig. 2.3, but without extinction being
included. Extinction is crucial to matching the higher flux at the nose seen in obser-
vations. When there is no extinction, the tail dominates the ENA flux signal, where
the majority of the ENA flux is due to the high latitude lobes. Within the individual
lobes, there is a gradient of flux which peaks near the center of the lobe. This is
caused by the collimation of the plasma within the solar magnetic field lines. The
thermal pressure peaks at the center of the jet collimated by the magnetic tension
(Drake et al. 2015). This effect is present in the maps, where the region of highest
ENA flux exists where the thermal pressure peaks.
I do not believe the inability to reproduce IBEX maps on a qualitative or
quantitative level could be explained by the heliotail resembling a comet-like shape
as opposed to the “croissant" shape I am modeling here. At the energies I am
investigating, the cooling length is sufficiently short such that I cannot probe the
HP in the low latitude tail direction in the IBEX energy range because the parent
ions are depleted at this distance. While the distance to the tail at low latitudes in
the “croissant" heliosphere is considerably shorter than in the traditional comet-like
structure, the distance is still larger than the cooling length for energies > 20 keV.
2.5.2 Open Heliosheath
I was not able to qualitatively reproduce the low latitude signal down the tail
of high relative flux at lower energies (∼1 keV). In the 1.1 keV map of Fig. 2, I
find a weak signal down the tail, which is not present in the IBEX observations.




Fig. 2.6: Simulated maps of ENA flux without extinction in the IHS in units of (cm2
s sr keV)−1. The energy bands of the maps are centered on (a) 1.11 keV, (b) 2.73
keV, and (c) 4.29 keV. All are tail-centered maps of ENA flux.
from the material between the heliospheric jets (Michael et al. 2018). The PUIs
in that material will be affected by the mixing between the IHS and the ISM and
also potentially be accelerated due to magnetic reconnection and turbulence within
the jets. As shown in Michael et al. (2018), this material also depends on magnetic
dissipation. Since I do not have any information about PUIs in this region, I do not
include it in the modeling, which results in a lower flux between the lobes in the
simulated maps. However, in Fig. 2.7 I include a proof of concept for the inclusion of
the material between the lobes. In this map I use the previously described method,
but I also assume that 5% of the plasma density between the lobes is composed of
PUIs, and that these PUIs have a temperature of 10Tp. As can be seen in this proof
of concept, including the material between the lobes in the modeling significantly
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Fig. 2.7: Simulated map of ENA flux in units of (cm2 s sr keV)−1 for the 1.11 keV
energy band when the material between the lobes of the heliosphere is incorporated
into the ENA model. I assume as a proof of concept that nPUI = 0.15np and
TPUI = 10Tp within this region.
enhances the ENA flux in the tail at low latitudes. It is possible that Zirnstein
et al. (2017) do include the material that is mixed in the region of reconnection and
turbulence between the jets. Exploring the effect of this material between the jets
on ENA flux is beyond the scope of this dissertation, but will be the topic of future
work.
2.5.3 The Impact of Assumptions on Results
A crucial element of the ENA modeling process is the treatment of the separate
ion species. As noted in equation 2.10, I divide the single ion plasma species into three
distinct populations of ions: thermal solar wind ions, transmitted PUIs, and reflected
PUIs. I use ion ratios based on the works of Malama et al. (2006) and Zirnstein et al.
(2017), but different works suggest different density ratios and different energy ratios,
which will affect the temperature ratios. Zank et al. (2010) modeled the thermal solar
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wind ions, transmitted PUIs, and reflected PUIs with density fractions of 0.8, 0.18,
and 0.02 relative to the plasma at the TS, respectively. Additionally, they used
energy fractions of 0.048, 0.52, and 0.48 for the thermal solar wind ions, transmitted
PUIs, and reflected PUIs, respectively. The work of Desai et al. (2014) explores
different energy fractions to best match IBEX observations in the directions of V1
and V2. To match the IBEX data in each direction, they use different density and
energy ratios. In the direction of V1, they find density ratios of 0.8, 0.175, 0.025
and energy ratios of 0.0393, 0.4082, and 0.5525 for the thermal solar wind ions,
transmitted PUIs, and reflected PUIs, respectively. The works of Zirnstein et al.
(2014, 2015, 2017) also model different density and energy ratios in an effort to best
match IBEX observations. Zirnstein et al. (2015) uses the density and energy ratios
for the V1 direction from Desai et al. (2014). Zirnstein et al. (2017) attempt to
calculate the density fractions for each direction using an analytical expression for
PUI density in the heliosphere as a function of ionization rates and the distance to
the TS from Lee et al. (2009); however, they assume fixed energy fractions at the TS
of 0.04, 0.5, and 0.46 for the thermal solar wind ions, transmitted PUIs, and reflected
PUIs, respectively. It is worth noting that in the literature, there is disagreement
over whether the transmitted or reflected PUIs carry a higher energy fraction of the
plasma. In my work I use the ion fractions given in Table 2.1, with resultant energy
ratios of 0.12, 0.46, and 0.42 for the thermal solar wind ions, transmitted PUIs, and
reflected PUIs, respectively, at the nose of the heliosphere.
Aside from simply exploring the specific ratios of ions, other assumptions also
come into this partition. One such assumption is the inclusion of reflected PUIs.
When V2 crossed the TS, it was observed that the flow of the thermal solar wind ions
remained supersonic, and it was suggested that roughly 80% of the solar wind flow
energy was transferred to the transmitted PUIs (Richardson et al. 2008). Reflection of
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PUIs at the TS was first suggested by Zank et al. (1996) as a theoretical acceleration
mechanism for the PUIs; however, there is presently no observational evidence for
their existence.Zieger et al. (2015) attempted to reconstruct the V2 crossing of the
TS using a three-fluid shock tube model, which treated thermal solar wind ions,
PUIs, and electrons separately. They concluded that the TS is a dispersive multi-
fluid shock wave, which had negligible ion reflection. Therefore, they suggested that
reflected PUIs could be ignored.
An additional assumption is the treatment of the electrons. The question of
electrons in the solar wind is an open question, especially near the TS and in the IHS.
Observations from the Ulysses spacecraft found the core temperature of electrons in
the solar wind to be higher than predicted by adiabatic expansion theory (Scime et al.
1994; Phillips et al. 1995). Fahr et al. (2014) extrapolated the electron temperature
to large distances using compressive fluctuations in the solar wind bulk velocity to
suggest the temperatures could be ∼ 104 K near the TS. Observations from the TS
crossing of V2 did not show significant heating of electrons in the 10 eV to 6 keV
energy range, finding the electron temperature to be approximately 3×104 - 4×104 K,
on the order of the thermal solar wind ions (Richardson et al. 2008). Fahr et al. (2015)
suggested that there was a lack of electron heating because suprathermal electrons
could negatively charge the spacecraft potential of V2, which would affect the ability
of the Faraday cups aboard V2 to detect medium-energy electrons. The LECP
instrument aboard V2 did detect a relatively high flux of energetic electrons within
the 22 keV - 1.5 MeV energy range (Decker et al. 2008), suggesting the electrons at
the TS could be hot with a high energy tail in their distribution.
Within this chapter, I assumed “hot electrons", with the temperature of the
electrons being equal to the temperature of the solar wind plasma. While the “cold
electron" assumption typically refers to the electron pressure as being negligible,
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nSW/np ntr/np nref/np ESW/Ep Etr/Ep Eref/Ep cold e−
Case 1 0.752 0.208 0.040 0.12 0.46 0.42 No
Case 2 0.752 0.248 0 0.12 0.88 0 No
Case 3 0.752 0.248 0.040 0.12 0.46 0.42 Yes
Case 4 0.836 0.151 0.013 0.04 0.50 0.46 No
Table 2.2: Density and energy ratios used to test effects of assumptions on ENA
modeling. The table also includes whether the “cold electron" approximation was
used in each case.
here I will define it as the electrons having the same temperature as the thermal
solar wind ions. Zirnstein et al. (2017) use the “cold electron" approximation in their
ENA modeling, basing their assumption on the electron temperature observed by
Richardson et al. (2008). By assuming the electrons have a temperature equal to
the thermal solar wind ions and are not in thermal equilibrium with the solar wind
plasma, the plasma temperature can be calculated as




Here, ESW/Ep is the energy fraction of the thermal solar wind ions relative to the
solar wind plasma. TSW is the temperature of the thermal solar wind ions and
TMHD is the temperature from the MHD solution. TMHD is calculated assuming
quasineutrality and thermal equilibrium between the solar wind plasma and solar
wind electrons such that the total MHD pressure is given by
PMHD = 2nkBTMHD = nekBTe + npkBTp, (2.18)
where ne and Te are the density and temperature of the electrons, respectively. Since
the temperature of the electrons is equal to the thermal solar wind ions, which is less






















































































Fig. 2.8: Comparison of assumptions on ENA fluxes for (a) the nose, (b) the tail,
and (c) the southern lobe in the tail. The four cases are: the original case from
Kornbleuth et al. (2018) (black, Case 1), the original case when the reflected PUIs are
not included (red, Case 2), the original case with the “cold electron" approximation
(blue, Case 3), and with different ratios based on the work of Zirnstein et al. (2017)
(green, Case 4).
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Based on the variety of assumptions that are involved in the ENA modeling, it
is important to test the different effects mentioned above. In Table 2.2, I present the
four different cases treated in this section. The first case I use is from the preceding
sections of this chapter, where I include reflected PUIs and assume “hot electrons"
(Case 1). In the second case, I assume one single PUI population (Case 2). This
PUI population combines the density and energy fractions from the transmitted
and reflected PUI populations in the first case, and I therefore have a denser PUI
population with a larger energy fraction of the plasma. For the second case, the
thermal solar wind ratios remain the same, and “hot electrons" are assumed. The
third case assumes the same density and energy fractions as the first case with the
same ion populations (thermal solar wind, transmitted PUIs, and reflected PUIs),
but here I assume “cold electrons" (Case 3). Considering the electrons have the same
temperature as the thermal solar wind ions, the “cold electron" approximation leads
to a hotter plasma temperature, which leads to hotter PUI populations. The fourth
case uses “hot electrons" and reflected PUIs, but the ratios of each population are
changed (Case 4). The energy ratios used are the same as used in Zirnstein et al.
(2017). The density ratios are the same as those used in Kornbleuth et al. (2020).
The results of these four different cases show produce very different ENA flux
profiles. In Figure 2.8, I present the modeled ENA flux for three different locations:
the nose of the heliosphere (-101◦ and 5◦ in ecliptic longitude and latitude, respec-
tively), the tail of the heliosphere (79◦ and -5◦ in ecliptic longitude and latitude,
respectively), and the southern lobe in the heliotail (90◦ and -42◦ in ecliptic longi-
tude and latitude, respectively). I find that in the case where “cold electrons" are
included, the flux is notable higher than in the other three cases. This is attributable
to the hotter plasma temperature resulting from this assumption, that causes the
ions to be hotter in this case relative to the others. The hotter temperatures act to
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broaden the distribution functions of each ion population, and therefore cause higher
flux in the energy range of the IBEX-Hi instrument. In Case 2, the flux is higher than
the other two cases with “hot electrons" (Cases 1 and 4) for the 0.71 and 1.11 keV
energy bands, and at the higher energy bands the flux falls off dramatically. Cases 1
and 4 display similar fluxes at the lower energies, but at energies > 2 keV, the fluxes
behave rather differently. For all three modeled locations, the spectral slope of the
flux steepens (i.e. it drops off faster) from the 2.73 keV to 4.29 keV energy range for
Case 1. On the contrary, for Case 4 the flux in all three locations has a flattening of
the spectra slope.
It is also evident in Figure 2.8 that the ENA flux in the southern lobe generally
remains higher than in the nose or tail regardless of the case. While the energy
dependence and structures seen in ENA maps is seen to vary based on the case used,
the effect of the solar wind confinement by the solar magnetic field persists. This
is significant because it shows that the results from section 2.4 demonstrating the
ability of the solar magnetic field to enhance the ENA flux in the heliotail into two
high latitude lobes should persist regardless of the assumptions used.
I compare the effect of the different assumptions on the individual ion popula-
tions in Figure 2.9. Here I show how the different ion populations contribute to the
total ENA flux produced in the nose. In this figure I extract the average values of the
plasma density and temperature (3.96 × 10−3 cm−3 and 1.41 × 106 K, respectively)
and I do not include extinction. In comparing the results of Cases 1 and 2, I can see
that the exclusion of reflected PUIs has a strong effect on the ENA flux at the higher
energies of IBEX-Hi. For Case 1, the reflected PUIs become the primary contributor
to the ENA flux at the 1.74 keV energy band. In Case 2, without reflected PUIs,
the ENA flux only comes from the transmitted PUIs, as the solar wind ions become
negligible in their contribution by 0.3 keV. One interesting result of the comparison of
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Fig. 2.9: Comparison of assumption regarding ion population contribution to ENA
flux at the nose. I extract average values of the plasma density and temperature
along the nose-direction of the IHS (3.96 × 10−3 cm−3 and 1.41 × 106 K, respec-
tively). The black line represents the total ENA flux, the red line represents the
ENA flux contribution from thermal solar wind ions, the blue line represents the
ENA flux contribution from transmitted PUIs, and the orange line represents the
ENA flux contribution from reflected PUIs. The dashed vertical lines correspond
to the different energies of the IBEX-Hi energy bins. The four cases are: (a) the
original case from Kornbleuth et al. (2018) (Case 1), (b) the original case when the
reflected PUIs are not included (Case 2), (c) the original case with the “cold electron"
approximation (Case 3), and (d) with different ratios based on the work of Zirnstein
et al. (2017) (Case 4). I do not include extinction here.
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Cases 1 and 2, which is also apparent in Figure 2.8a, is that the ENA flux at the nose
for Case 2 is greater than Case 1 at the 1.74 keV energy band, despite the exclusion of
reflected PUIs. Here Case 2 presents a greater ENA flux than Case 1 at the 1.74 keV
energy band due to how I treat the transmitted PUIs. By combining the transmitted
and reflected PUIs in Case 2, I am increasing the density ratio of transmitted PUIs
relative to the plasma (0.208 for Case 1 and 0.248 for Case 2), while also increasing
the energy ratio of the transmitted PUIs relative to the plasma for Case 2 (0.46 for
Case 1 and 0.88 for Case 2). Therefore, Case 2 has a hotter, denser transmitted
PUI population than Case 1. The ENA flux from a particular ion population reflects
the velocity distribution function of the ion population (Equation 2.14), which here
I model as a Maxwellian distribution as per Zank et al. (2010). The distribution
function will scale as the total density, while an increase in the temperature will act
to broaden the distribution function and lower the number of particles at the peak
of the distribution. This explains why the ENA flux is higher in Case 2 than in Case
1 at the 1.74 keV energy band, despite the reflected PUIs contributing most to the
ENA flux for Case 1, because the broader distribution of the transmitted PUIs in
Case 2 slows the drop off of ENA flux contribution with energy.
In comparing Cases 1 and 3 (Figures 2.9a and 2.9c), it is notable that the
ENA flux contribution from the different ion populations is similar despite the hot-
ter plasma temperature present in Case 3 due to the presence of a colder electron
temperature. Due to the hotter plasma temperature, and therefore hotter ion pop-
ulations, in Case 3, it is apparent that the peaks ENA flux contribution from each
ion population is lower than in Case 1, yet the profiles in Case 3 are all broader. By
having hotter temperatures for the ion populations, the ENA flux profiles shift to
higher energies. For Case 3, the reflected PUIs become as the primary contributor at
the 2.73 keV energy band, as opposed to the 1.74 keV energy band for Case 1. This
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Case 1 Case 2 Case 3 Case 4
γ (Nose) 1.80 4.06 1.71 2.15
γ (Tail) 1.99 4.09 1.79 1.89
γ (Lobe) 2.00 4.32 1.91 2.13
γ (Avg.) 1.93 4.16 1.80 2.06
Table 2.3: Spectral slopes for different cases at the nose, tail, and the southern lobe.
The average of the spectral slope at the three locations is also included. The included
spectral slope is for the 0.71, 1.11, 1.74, 2.73, and 4.29 keV energy bins.
shift leads to more ENA flux at the nose for all energy bands for Case 3 as compared
to Case 1.
Cases 1 and 4 both included reflected PUIs and have hot electrons, but they have
different density and energy ratios for the ions, which affects the ENA contribution
from each population (Figures 2.9a and 2.9d. In Case 4, the density ratios of the
transmitted and reflected PUIs are lower than in Case 1, while the energy ratios
of these respective populations are higher in Case 4, leading to higher temperature
ratios as well. The resultant distributions of the different ion populations are broader
in Case 4 than in Case 1, but with lower densities the peaks of the distribution, and
therefore the peak in the ENA flux contribution, is lower as well. This leads to the
reflected PUIs beginning to have a significant contribution to the ENA flux at 2.73
keV for Case 4, as opposed to 1.74 keV for Case 1.
In Table 2.3, I present the spectral slopes calculated from 0.71 to 4.29 keV.
While Dayeh et al. (2011, 2014) showed that the spectral slope should be divided
into two distinct energy bins separated at 1.74 keV to best capture the low energy
contribution from the slow solar wind and the high energy contribution from the fast
solar wind, here I use a single spectral slope across all energies because I neglect
fast solar wind due to the uniform solar wind boundary conditions. I find that the
spectral slope of Case 3 with “cold electrons" has the flattest average spectral slope
for the three locations (1.80), while Case 2 without reflected PUIs has by far the
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steepest average spectral slope (4.16) compared to the other cases. Cases 1 and 4
have similar average spectral slopes (1.93 and 2.06, respectively) to Case 3. Cold
electrons appear to act to flatten the spectrum due to the hotter plasma.
It is evident that different assumptions can have significant effects on ENA
modeling. The treatment of electrons and the inclusion of reflected PUIs have the
largest effects of the assumptions included. Using different density and energy ratios
does alter the general structure observed in the modeled ENA map, and constraining
the exact fractions of the different ion populations, in addition to which ion popu-
lations are relevant and how the electrons are treated is an important component
of ENA modeling which must be properly addressed in the future. The ratios are
also subject to change with changing solar cycle. Zirnstein et al. (2017) considers
this effect to determine the density ratios of the ion species; however, the energy
ratios are kept constant for all latitudes, longitudes, and time. Additionally, I do not
include PUIs locally created within the IHS within the model. These ions peak in
their contribution to ENA flux at ∼0.1 keV, and therefore are expected to have a
minimal contribution.
2.6 Concluding Remarks
In this chapter I show ENA maps of the “croissant" heliosphere model using
a uniform solar wind solution to investigate the effect of the solar magnetic field
topology on ENAs. I included PUIs into the model, and allowed for both latitudinal
and longitudinal variations of the PUIs. Using the uniform solar wind solution, I was
able to produce a high latitude lobe structure similar to those seen in IBEX ENA
maps at energies greater than ∼2 keV. The presence of the lobes in the maps are
caused by the collimation of the solar wind plasma via the solar wind magnetic field
within the IHS, which affects the ENA flux signal even in the presence of extinction.
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I therefore show that the solar magnetic field topology, while previously assumed to




The Effect of a Latitudinally-varying Solar
Wind on Heliosheath ENAs
A similar version of this Chapter was published in the Astrophysical Journal
letters by Kornbleuth et al. (2020).
3.1 Introduction
As described in Section 1.2.2, ENA images of the heliotail by IBEX (McComas
et al. 2013a) show a multi-lobe structure. These lobes were attributed to signatures of
slow and fast wind within the long heliospheric tail as part of the 11-year solar cycle.
Zirnstein et al. (2016b, 2017), using a time dependent simulation with solar cycle
variations of the solar wind, reproduced the spectral dependence and heliotail ENA
maps as shown by IBEX with a model of the heliotail resembling a long comet-like
tail.
In Chapter 2, I investigated the ENA maps from the “croissant" heliosphere
(Opher et al. 2015) with a uniform solar wind. The collimation of the IHS plasma
by the solar magnetic field created high latitude lobes despite the lack of fast solar
wind at the poles. These high latitude lobes persisted in all energies contrary to
observations. In Chapter 2 I included a solar magnetic field with a radial component
of 6.45 nT at 1 AU, representative of solar maximum-like conditions as in Opher et al.
(2015), which is higher than other models such as 3.5 nT in Pogorelov et al. (2015)
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and 3.75 nT in Izmodenov and Alexashov (2015). These lower values for the radial
solar magnetic field component reflect the field strength seen at solar minimum.
By using a time dependent MHD solution as in Zirnstein et al. (2017), it is
difficult to disentangle the effects of a latitudinally dependent solar wind and the solar
magnetic field. Previous studies suggested the latitudinally dependent solar wind
is responsible for the energy dependent ENA structures in the heliotail observed by
IBEX (McComas et al. 2013a; Zirnstein et al. 2016b, 2017). In Chapter 2, my results
suggested the solar magnetic field could play a key role in the formation of observed
high latitude lobes, but I only used solar maximum-like conditions. Therefore, it is
critical to disentangle the effects of the solar wind structure and the solar magnetic
field to understand the origin of ENAs in observations.
In this chapter, I extend my work from Chapter 2 to investigate the effect of a
latitudinally-varying solar wind and the strength of the solar magnetic field. Other
works, such as Ratkiewicz et al. (2012), have studied the effect of the interstellar
magnetic field on ENA maps. In contrast, the work in this paper focuses on the effect
of the solar magnetic field, which has often been regarded as having a negligible effect.
I use conditions from the year 2008, corresponding to a period of solar minimum and I
compare with the first five years of IBEX data that correspond to the solar minimum
period.
3.2 The MHD Models
In this chapter, I use an updated version of the MHD model used in Chapter
2. Here, I use the Solar-wind with Hydrogen Ion Exchange and Large-scale Dynam-
ics (SHIELD) model, which treats neutral hydrogen kinetically instead of as four
separate fluid populations as was done in Chapter 2.
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Case n cm−3 U km/s Br nT Latitudinal Variation
of Solar Wind
Case 1 5.1 437.7 0 yes
Case 2 5.1 437.7 2.94 yes
Case 3 7.9 417.1 2.94 no
Case 4 7.9 417.1 6.45 no
Table 3.1: The four cases used in this work. The solar wind density (n) and speed
(U), as well as the radial component of the solar magnetic field (Br) are given for
each case at 1 AU for the solar equator. Cases 1 and 2 represent solar minimum-like
conditions with slow wind at the low latitudes and fast wind at the high latitudes.
Cases 3 and 4 represent solar maximum-like conditions, with a uniform solar wind
profile across all latitudes. For all cases, longitudinal symmetry is assumed.
3.2.1 SHIELD
I use the SHIELD model from Michael (2019) and Michael et al. (2020). This
model extends the MHD solution of Opher et al. (2015) to become a global, self-
consistent kinetic-MHD model of the heliosphere. The model treats the plasma as
a single ion species using the MHD equations and describes the neutral hydrogen
kinetically by coupling the OH and PT components of the SWMF. The SHIELD
model uses the Adaptive Mesh Particle Simulator (AMPS) to treat the neutral hy-
drogen kinetically. AMPS is a global, kinetic, 3D particle code developed within the
framework of the Direct Simulation Monte Carlo (DSMC) methods, with the initial
purpose to solve the Boltzmann equation for a dusty, partially ionized, multi-species
gas in cometary comae (Tenishev et al. 2008). AMPS has a block-adaptive mesh
which can use adaptive mesh refinement (AMR) to allow grid cells to resolve the
local mean free path of particles and to capture the geometry of complex systems.
AMPS is a powerful tool that, among other things, is capable of modeling collisions
between particle species.
AMPS uses a DSMC method to solve for the evolution of a given system using


























Fig. 3.1: Solar wind conditions at 1 AU for different heliolatitudes corresponding to
the 2008-averaged solar wind data from Sokół et al. (2015) used in Cases 1 and 2
(solid) and the uniform solar wind used in Cases 3 and 4 (dashed). The black lines
correspond to the solar wind speed and the red lines correspond to the solar wind
density.
model particles, which are each able to represent a number of real particles, such
as interstellar neutral particles, and follow the same trajectory as the real particles.
The velocity of the model particles that are injected at the outer boundary of the
computational domain are distributed according to the distribution function which
represents the real interstellar neutrals. If a collision occurs for a modeled particle,
the velocity is updated and forces are then applied to the particles. Particle locations
and velocity distributions are updated accordingly. AMPS is able to simulate the
transport of particles throughout the domain, and can track the trajectories of the
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Fig. 3.2: A schematic diagram from Michael et al. (2020) describing the coupling
between the OH and PT components within SWMF. The OH component passes the
density (n), velocity (vp), and temperature (Tp) of the plasma, as well as the magnetic
field (B) to the PT component. The PT component passes the source terms to the
continuity, momentum, and energy equations (Sρ, Sρv, and Sε, respectively) to the
OH component.
particles in the heliosphere while determining the probability for a collision event to
occur.
AMPS solves the time dependent Boltzmann equation given by
∂fs
∂t










Here, AMPS is solving the Boltzmann equation for species s, which has a distri-
bution function of fs. The term F is the external macroscopic force, and the term
(∂fs/∂t)c is the resultant distribution function following collisions and stochastic in-
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teractions with the ambient media. The only species modeled in the SHIELD model
currently is hydrogen. The composition of neutrals in the ISM has been measured by
IBEX (Möbius et al. 2012) and has also been observed indirectly as PUIs (Ruciński
and Bzowski 1996). By number, neutral hydrogen makes up 92% of the ISM neu-
tral composition, with other notable neutral species being helium, nitrogen, oxygen,
neon, and argon (Gloeckler and Geiss 2001). SHIELD only models the contribution
from hydrogen atoms because helium atoms rarely undergo charge exchange with
ionized hydrogen (the only ionized species modeled in SHIELD) and oxygen atoms
have a charge exchange cross-section which is an order of magnitude lower than the
hydrogen-proton interaction in the solar wind (Lindsay and Stebbings 2005).
The elastic hydrogen-hydrogen and hydrogen-proton collisions are negligible rel-
ative to the charge exchange mean free path when considering the spatial scale of the
heliosphere (Izmodenov et al. 2000). Photoionization is not considered as a loss for
neutrals in the SHIELD model, because the photoionization rate falls as 1/r2, where
r is the heliocentric distance. At 10 AU where I incorporate the inner boundary
conditions, the charge exchange rate is sufficiently larger than the photoionization
rate such that it can be neglected. Richardson et al. (2008) also found that electrons
are not hot enough (below the 10 eV instrument threshold of V2) to ionize neutral
atoms in the heliosphere, as suggested by Gruntman (2015). While electron impact
ionization does occur within the solar wind, the contribution is not sufficient to have
an influence on mass loading within the solar wind. Therefore, only charge exchange
is modeled as an ionization process within SHIELD (Michael et al. 2020). The col-










|vH − v|σex(|vH − v|)fH(x,vH , t)dvH
− fH(x,v, t)
∫
|v − vp|σex(|v − vp|)fp(x,vp, t)dvp (3.2)
Here, fp(x,v,t) and fH(x,v,t) are the distribution functions of the plasma and neu-
trals at a specific location, vH and vp are the neutral hydrogen and the proton
velocities, respectively, and σex is the charge exchange cross-section given by Lindsay
and Stebbings (2005). Since the plasma is modeled as a fluid, during a charge ex-
change event a proton is selected from the local Maxwellian distribution. Following
the selection of the solar wind proton velocity which will undergo charge exchange,
the resulting ENA is assigned the selected proton velocity.
The source terms used in the MHD equations (Eq. 2.1 - 2.3) are determined by




mp|vH − vp|σex(|vH − vp|)(vH − vp)fH(x,vH , t)fp(x,vp, t)dvHdvp,
Sε =
∫ ∫








fH(x,vH , t)fp(x,vp, t)dvHdvp.
(3.3)
In the multi-fluid approximation, the distribution function for the neutral atoms can
be assumed to be Maxwellian, which allows for an analytic approximation to Sρv and
Sε. The multi-fluid neutral approximation described in Chapter 2.2 is based on the
analytic approximation from McNutt et al. (1998). However, the DSMC model used
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in AMPS is able to use any form of the distrbution function to solve for Sρv and
Sε. Michael et al. (2020) followed the work of Malama (1991) to sum the changes in
momentum and energy due to individual charge exchange events in each cell over a
given time interval to find a statistical estimation of the source terms. The source

















Here, µi is the particle weight of the neutral atom, Vk is the volume of the cell, ∆t
is the time interval over which charge exchange events occur, nex is the number of
charge exchange events that occurred in cell k during that time span, vH,i is the
velocity of the original neutral hydrogen atom, and vp,i is the velocity of the initial
proton selected according to the frequency distribution given by
ν(vp)∼|vH − vp|σex(|vH − vp|)e−(vp−up)
2/v2th,p , (3.5)
where up is the bulk plasma velocity and vth,p =
√
2kTp/mH is the thermal speed
of the plasma. In order to maintain stability within the MHD solution, the source
terms calculated by AMPS must be smoothed from cell to cell. To do this, there
must be a sufficient number of charge exchange events to occur within each cell to
acquire accurate statistics. This is achieved either by increasing the total number
of particles within the domain or by increasing the length of the time interval over
which the source terms are calculated.
97
The multi-fluid approximation, which describes the neutrals as four separate
fluids, is used to relax the plasma to a steady state solution in the MHD model, and
is used to start SHIELD. The SHIELD model passes the MHD solution from BATS-
R-US to AMPS, where the source terms are calculated. The neutrals are initially
injected with Maxwell-Boltzmann distribution and they stream through the plasma.
AMPS determines when and where a charge exchange event will occur, and then
generates an ENA. The change in momentum and energy caused by the replacement
of the original neutral by an ENA is added to the local source terms of the particular
cell. AMPS runs for a specified time interval, ∆t, and following this interval the
source terms are passed back to BATS-R-US and are added to the momentum and
energy equations (Eqs. 2.2 & 2.3). Because each the total number of neutral atoms
in the system is conserved, there is no source term for the continuity equation (Eq.
2.1). The plasma solution is updated and then the new plasma solution is passed
back to AMPS where this process repeats until the solution relaxes into a new steady
state. The source terms must be updated for each time-step of BATS-R-US because
otherwise a numerical instability would form in the flanks of the heliosphere, first
noted by Heerikhuisen et al. (2006b).
The model uses a Cartesian grid, with the outer boundary located at x = ±1500
AU, y = ±2000 AU, and z = ±2000 AU. The neutrals flow throughout the domain,
and the ISM enters the domain from the x = −1500 AU face. For the ISM, I use
the following parameters from Opher et al. (2020): nH = 0.18 cm−3 for the neutral
hydrogen, np = 0.06 cm−3 for the ISM protons, vISM = 26.4 km s−1, TISM = 6519 K,
and BISM = 3.2 µG. These boundaries are chosen because they give good agreement
with the measurements of V1 and V2 outside of the HP. The resolution of the MHD
model is ∆x = 3 AU in the supersonic solar wind (within x = ±120 AU) and ∆x = 6
AU in the IHS (from x = −240 AU at the nose until x = 560 AU at the heliotail).
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The resolution of AMPS within the heliosphere is ∆x = 4.7 AU (from x = −280 AU
at the nose until x = 560 AU at the heliotail).
The SHIELD model is run in local time to cycle between the MHD model and
AMPS, which allows for statistics to accumulate between each step of the plasma
solution (Michael et al. 2020). Use of a local time step (Tóth et al. 2012) is appro-
priate for steady state solutions. Approximately 140 million particles are modeled
within AMPS, and the source terms to the MHD equations due to charge-exchange
with the neutral hydrogen atoms accrue for 5,000 time steps within AMPS before
being passed to the MHD solver to update the plasma solution for one time step.
3.2.2 Interplanetary Scintillation
The inner boundary conditions are specified at 10 AU. I use the solar wind
speed and density from Sokół et al. (2015). These authors used the solar wind speed
derived from the interplanetary scintillation (IPS) observations by the Institute for
Space-Earth Environmental Research at Nagoya University (Tokumaru et al. 2010,
2012). They reconstructed the spatial and temporal variation of the solar wind speed
and density at 1 AU from 1985 to 2013.
With the exception of the Ulysses spacecraft which made three polar orbits
around the Sun to observe the latitudinal variations of the solar wind, there are no
in-situ observations of how the 3D solar wind morphology changes in time. Because
MHD modeling of the heliosphere requires knowledge of the solar wind structure at
latitudes, ground observations of IPS are used to infer the heliolatitude and temporal
variations of the solar wind. Some radio waves observed at Earth originate at distant
astronomical sources and scatter off electron density irregularities in the solar wind.
This scattering process gives rise to fluctuations, which are known as IPS. The ob-
served scintillation signal is the sum of waves scattered along the observer’s LOS to
the radio source. The absolute magnitude of electron density fluctuations, which are
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Fig. 3.3: Illustration from Sokół et al. (2013) depicting the geometry of the LOS
in remote-sensing observations of solar wind in the polar region. An observer in the
ecliptic plane at Earth directs its radio telescope antenna at a target which has a
LOS which intersects a cone with a small opening angle near at the pole (dashed
line). The source function of the observed scintillation signal drops down with the
square of the solar distance, so for IPS observations the strongest contribution to the
signal is at point P.
proportional to the electron density in the solar wind, decrease as the square of the
distance from the Sun. Therefore most of the scattering occurs at distances closest
to the Sun along the observer’s LOS (Figure 3.3). IPS observations are integrated
along the observed LOS. The magnitude of electron density fluctuations in the solar
wind is correlated with the magnitude of the solar wind speed within the observed
region. By deconvolving the IPS signal, the solar wind speed within a given region
can be inferred (Hewish et al. 1964; Coles and Maagoe 1972; Kakinuma 1977; Coles
and Kaufman 1978; Kojima and Kakinuma 1990). The electron density fluctuations,
δne, and the solar wind speed, v, can be linked via δne ∝ vγ. The index γ is based
on an empirical measurement, which was investigated by Asai et al. (1998).
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Fig. 3.4: Comparison of solar wind speed profiles from Sokół et al. (2013) of Ulysses
measurements and IPS observations. Each panel corresponds to one of the three fast
heliolatitude scans made by Ulysses. In each case, the red lines represent Ulysses data
for the years 1995 (corresponding to solar minimum - top), 2001 (corresponding to
solar maximum - middle), and 2007 (corresponding to solar minimum - bottom). For
the first and second scans, the Ulysses data is close to the break of the calendar year.
The blue lines for the first two scans (top and middle) reflect the IPS observations
from the year during which the Ulysses observations begin, and the gray lines reflect
the IPS observations from the year during which the Ulysses observations end. The
blue line in the third scan (bottom) reflects the IPS observations from the whole
third scan.
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Fig. 3.5: Carrington rotation-averaged solar wind speed (left) and density (right)
from Sokół et al. (2015) using IPS data. In the top panels, the blue line corresponds
to values from the OMNI database in the ecliptic plane at 1 AU. In the top left panel,
the orange line reflects the solar wind speed derived from IPS data. In the top right
panel, the gray and green lines reflect the solar wind density derived from IPS data
and calculated from the solar wind energy flux and dynamic pressure, respectively.
The bottom rows show the ratios of the IPS-derived solar wind quantities with OMNI
data.
The accuracy of using IPS data to infer solar wind velocity depends on the ge-
ometry (i.e. the geographical latitude of the telescopes and the tilt of the ecliptic to
the solar equator) and the number of observations. In the 1980s,the Solar-Terrestrial
Environment Laboratory (STEL) was initiated at Nagoya University in Japan. For
solar IPS observations used to determine the solar wind speed after 2005, the obser-
vations used in Sokół et al. (2013) had a three-antenna setup. Each day, 30-40 LOSs
were used in radio scintillation observations on a daily basis for approximately 11
Carrington rotations per year, with a break in the winter due to the effects of snow.
The latitudinal coverage of the sky is restricted by the Sun’s position in the sky. The
polar regions comprise only a small portion of the sky (Figure 3.3), so IPS observa-
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tions intersecting the solar poles are limited. The northern latitude position of the
three-antenna setup in Japan also limits the quality accuracy of the measurements
in the southern pole in comparison with the northern pole of the Sun. Therefore, the
accuracy of using IPS observations to infer the solar wind speed decreases with lati-
tude due to the geometry. The comparison of inferred solar wind speed as compared
to Ulysses latitudinal observations of the solar wind speed are shown in Figure 3.4.
Sokół et al. (2013) used a computer-assisted tomography method to reproduce
the heliolatitude structure of the solar wind. Since IPS observations only yield the
solar wind speed at different latitudes, Sokół et al. (2013) used Ulysses observations
during the first and third fast scans, which occurred during solar minimum, to estab-
lish a linear correlation between the solar wind speed and density. This correlation
was used to obtain the heliolatitudinal variation of the solar wind plasma density at
1 AU. Sokół et al. (2013) produced yearly averaged velocity and density profiles of
the solar wind at 1 AU using this method with a spatial resolution of 10◦.
Sokół et al. (2015) improved upon the method of Sokół et al. (2013) by using
spherical harmonics to fill in data gaps. Each Carrington rotation is decomposed
into spherical harmonics and single spectrum analysis is used to the time series
of spherical harmonic coefficients to fill in data gaps. They also expanded upon
their work in determining the solar wind plasma density from the derived solar wind
speed, by using the invariance of the solar wind dynamic pressure and energy flux
with latitude. The spatial resolution of their inferred data also increased from 10◦
to 3◦, and they were able to produce solar wind data for each Carrington rotation as
opposed to yearly-averaged data. Comparisons of the updated data with OMNI in
the ecliptic plane are included in Figure 3.5.
For cases where I use a latitudinally-varying solar wind profile, I do a yearly-
average of solar wind data corresponding to Carrington rotations in the year 2008
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from Sokół et al. (2015) for the inner boundary conditions with 3◦ resolution in
latitude and assume longitudinal symmetry (Figure 3.1). This year corresponds to
typical solar minima conditions. As in Provornikova et al. (2014), I determine the
solar wind temperature at 1 AU using those data and assume a Mach number of 6
at all latitudes at 1 AU. I extrapolate the solar wind conditions to 10 AU assuming
the flow to be adiabatic.
3.2.3 Inner Boundary Conditions
As in Opher et al. (2015), I treat the solar magnetic field as a unipole with
the same polarity in both hemispheres to avoid artificial numerical reconnection
at both the nose of the heliosphere and also in the solar magnetic equator across
the heliospheric current sheet. The radial component of the solar magnetic field
corresponding to the year 2008 is set at the equator as 2.94 nT at 1 AU. This value
was taken from yearly-averaged OMNI magnetic field data for the year 2008 at 1 AU.
The solar magnetic field is modeled as a Parker spiral (Parker 1958).
In order to probe the effects of a latitudinally-varying solar wind and the
strength of the solar magnetic field on the solution, I run four different cases (Table
3.1). Cases 1 and 2 correspond to solar minimum-like conditions, while Cases 3 and
4 correspond to solar maximum-like conditions. Case 1 utilizes the yearly-averaged
2008 solar wind conditions (Figure 3.1) from Sokół et al. (2015); however, the solar
magnetic field is not included. Case 2 includes the 2008 solar wind conditions and
also the solar magnetic field. Case 3 is based on the model used in Section 2.2. I
use the outer boundary conditions detailed above and the same solar magnetic field
as in Cases 1 and 2, but I use a uniform solar wind profile (as in Chapter 2) corre-
sponding to solar maximum-like conditions from (Opher et al. 2015) with a density
of nSW = 7.9 cm−3, temperature of TSW = 2.9 × 105 K, and speed of vSW = 417.1
km/s at 1 AU (Figure 3.1). Case 4 utilizes the same conditions as Case 3, except
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the radial solar magnetic field at the equator is set to be 6.45 nT at 1 AU instead of
2.94 nT. This intensity corresponds to solar maximum-like conditions used in Opher
et al. (2015).
3.3 ENA Model Updates
I update the ENA model from Ch. 2 to account for variation in solar wind speed
and density at different latitudes in the supersonic solar wind. When including the
latitudinal variation of the solar wind, the speed and density of the plasma must be
considered with regard to the creation of PUIs via charge exchange.
I use the PUI density fraction at the TS, α, from Zirnstein et al. (2017), which




nH,avg(νph,1au + σexup,1aunp,1au), (3.6)
where rTS is the distance for the TS, up,1au is the speed of the solar wind at 1 AU,
np,1au is the density of the solar wind at 1 AU, and nH,avg is the average neutral
hydrogen density between the inner boundary and the TS for a given direction. The
term νph,1au is the photoionization rate at 1 AU assumed to be 8×10−8 s−1 (e.g., Sokół
et al. 2019). As in Zirnstein et al. (2017), I assume the constant photoionization rate,
although it varies in time and space. The photoionization rate contributes about 20%
to the total ionization rates for hydrogen, with charge exchange being the dominant
ionization process (see more, e.g., Sokół et al. 2019). Therefore the approximation
does not change the conclusions. The charge-exchange cross section, σex, is used
from Lindsay and Stebbings (2005).







where θ is the polar angle, and φ is the azimuthal angle. The polar angle increases
from the northern pole toward the southern pole, while the azimuthal angle increases
in the clockwise direction from the tail. The parameter ni is the density of the PUI
species for a given direction calculated using the total plasma density multiplied
by the density fractions as in Section 2.3.1. I partition the plasma from the MHD
solution into three populations of ions based on the work of Zank et al. (2010): solar
wind ions, transmitted PUIs, and reflected PUIs, with their density ratios relative
to the plasma given by 0.836, 0.151, and 0.013, respectively, and their energy ratios
given by 0.04, 0.50, and 0.46, respectively. The total thermal energy of the plasma














where np and Tp are the density and temperature of the plasma, ni is the density for
the respective ion population, and Γi is the temperature fraction for the respective ion
population given by Γi = Ti/Tp, with Ti being the temperature for the respective ion
population. I use the cold electron approximation for the plasma, where the electrons
are assumed to have the same temperature as the solar wind ions. Therefore, the





where TMHD is the temperature given from the MHD solution. I also assume quasi-
neutrality.
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I are not modeling the ENA the contribution from the region in the heliotail
where material with IHS properties sits on magnetic field lines open to the ISM
(Michael et al. 2018), called “open heliosheath". In Section 2.5.2, I showed that the
“open heliosheath" region could enhance the ENA flux observed in the low latitude
tail. The purpose of this chapter is to focus on the effects of the solar magnetic field
and the latitudinal structure of the solar wind, so the exploration of the contribution
of “open heliosheath" is not included.
3.4 Simulated ENA Flux at IBEX-Hi Energies
3.4.1 The Effect of the Latitudinally-varying Solar Wind
In Figure 3.6, I present the tail-centered maps from the different cases, and
tail-centered maps of IBEX data from the first five years (Schwadron et al. 2014).
Schwadron et al. (2014) applied a mask over the region surrounding the IBEX ribbon
in order to observe the globally distributed flux (GDF) from ENAs within the IHS
using IBEX data averaged over the first five years. Similar to Zirnstein et al. (2017),
I scale the ENA flux in the modeled maps by a certain factor (1.8) to match ob-
servations. Case 1, which neglects the solar magnetic field, demonstrates a stronger
lower energy ENA flux at low latitudes compared to high latitudes. With increasing
energy, the ENA flux at high latitudes increases relative to the ENA flux at lower
latitudes. This transition is a consequence of the latitudinally-dependent solar wind
profile, where ENA flux at the highest energies of IBEX are dominated by parent
ions from the fast solar wind. At energies > 2 keV, the ENA maps have two sep-
arated lobes of enhanced ENA flux centered around latitudes of ±40◦ in the 2.73
keV energy band, as well as the appearance of port and starboard lobes discussed in
McComas et al. (2013a) and Zirnstein et al. (2016b). I see these same features in
Case 2, which includes the solar magnetic field, with the northern and southern lobes
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Model (Without BSW) Model (With BSW) IBEX Data
Fig. 3.6: ENA sky map of flux centered on the downwind (tail) direction in units of
(cm2 s sr keV)−1. From top to bottom, the energies included are 1.11, 2.73, and 4.29
keV. Left: simulated sky maps for Case 1, which includes latitudinally-varying solar
wind without solar magnetic field. Middle: simulated sky maps for Case 2, which
includes latitudinally-varying solar wind and solar magnetic field. Right: IBEX ENA
maps from the first five years (2009-2013) of observations (Schwadron et al. 2014).
Simulated sky maps are multiplied by a factor of 1.8.
centered around latitudes of ±40◦ in the 2.73 keV energy band. The high latitude
lobes at the 2.73 and 4.29 keV energy bands are significantly enhanced in size and
flux relative to the case without solar magnetic field. The collimation of the solar
wind plasma by the solar magnetic field leads to a temperature enhancement of the
plasma. This temperature increase results in a higher ENA flux.
Case 2 displays more ENA flux in the high latitude lobes than both Case 1
and the IBEX data. Cases 1 and 2 use the same solar wind conditions at the inner
boundary corresponding to the solar minimum and differ only by the inclusion of
108
the solar magnetic field in Case 2. The results replicate a heliosphere that has only
experienced solar minimum conditions. Zirnstein et al. (2017) showed the importance
of a time dependent solar wind in ENA modeling. Within the IHS at high latitudes,
there is a mixture of fast and slow solar wind due to the progression of the solar
cycle. Because I am not using a time dependent solar wind which includes slow solar
wind at high latitudes, I overpredict the ENA flux within the high latitude lobes. I
underestimate the ENA flux within the low latitude nose and tail for Cases 1 and
2. In these cases, the solar wind dynamic pressure at 1 AU at the equator is 1.9
nPa. The IBEX GDF data presented here is averaged over the years 2009 through
2013. For ENAs observed at the nose, it takes approximately two years from the
time the solar wind is observed at 1 AU to cross the TS, charge exchange with an
interstellar neutral to create an ENA, and then for the ENA to be observed by IBEX.
In the direction of the nose, IBEX is observing ENAs originating from solar wind
observed at 1 AU during the years 2007 through 2011. During this time, the solar
wind dynamic pressure at 1 AU varied from 2.3 nPa, decreased to 1.2 nPa, and
increased again to 2.2 nPa. The dynamic pressure affects the heating of the solar
wind plasma crossing into the IHS, which affects ENA production. Therefore, the
underprediction of ENA flux at the low latitudes may be attributable to the exclusion
of a time dependent solar wind. The underprediction of ENA flux in the low latitude
tail could also be attributable to not including the turbulent mixing between the
interstellar and solar wind plasma in the tail along reconnected field lines.
3.4.2 The Effect of the Solar Magnetic Field
In Figure 3.7, I present a comparison of Cases 3 and 4 along with IBEX ob-
servations. Case 3 reflects the solar magnetic field of solar minimum conditions
corresponding to Case 2. Case 4 uses a stronger solar magnetic field corresponding







Fig. 3.7: ENA sky maps displaying flux in units of (cm2 s sr keV)−1 centered on
the downwind (tail) direction. Simulated sky maps for the uniform solar wind model
with the radial component of the solar magnetic field, corresponding to the year
2008, set to be 2.94 nT at 1 AU (Case 3, left) and 6.45 nT at 1 AU corresponding
to solar maximum-like conditions used in Opher et al. (2015) (Case 4, middle). Also
included are IBEX ENA maps from the first five years (2009-2013) of observations
(Schwadron et al. 2014). Simulated sky maps are multiplied by a factor of 1.8.
netic field strength in solar maximum-like conditions. When using a stronger solar
magnetic field, the collimation of the solar wind plasma is more pronounced. The
additional heating leads to more ENA production. For Cases 1 and 2, the solar wind
dynamic pressure is 1.9 nPa at 1 AU. For Cases 3 and 4, the solar wind dynamic
pressure is 2.7 nPa at 1 AU. The greater solar wind dynamic pressure in Cases 3
and 4 results in the outward motion of the TS, as compared to Cases 1 and 2; how-
ever, the greater magnetic field in Case 4 moves the TS inward. The increased solar










Fig. 3.8: Cuts for Case 1 (top left), Case 2 (top right), Case 3 (bottom left), and
Case 4 (bottom right) at x = 600 AU downtail viewed in the direction of ISM flow,
with contours and lines of temperature. One can see that the lobes are stronger and
exhibit a greater separation along the direction of the interstellar magnetic field in
Case 4 than Case 3.
relative to Case 3 in the nose and tail directions, respectively. The closer TS results
in denser solar wind plasma downstream of the TS in all directions, which enhances
ENA production. I conclude that the solar magnetic field is responsible for the ENA
enhancement in the tail region in Figure 3.7. While it has been suggested that the
structure of the slow and fast solar wind result in the high latitude lobes observed
by IBEX at energies > 2 keV, the results show that the collimation of the solar wind
plasma by the solar magnetic field acts as a critical contributor to the additional
ENA flux enhancement and the shape of the observed high latitude lobes.
As the solar magnetic field increases, the lobes move to higher latitude. The
center of the lobes for the 1.11 keV energy band are at 45◦ and -40◦ in ecliptic
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latitude for the northern and southern lobes respectively of Case 3, while the lobes
are centered at approximately ±55◦ for the 1.11 keV of Case 4. Figure 3.8 shows
cuts down the heliotail at x = 600 AU with contours of temperature for Cases 1 -
4. For Case 1, where the 2008-averaged solar wind conditions are used, but the solar
magnetic field is excluded, it is clear that there is a compression of the heliosphere
with respect to Case 2, where solar magnetic field is included. There are also clearly
distinct lobes present in the results of Case 2, which are absent from Case 1. In
Case 1 where the collimation from the solar magnetic field is not included, the solar
wind crosses the TS is deflected back towards the tail and maintains its latitudinal
profile. For Case 2, the solar wind is collimated by the solar magnetic field. While the
solar wind is also deflected towards the tail after crossing the TS in Case 2, the lobe
structure arises as a result of the influence of the solar magnetic field. This is also
seen in Cases 3 and 4, where a uniform model is used. The solar wind is collimated
into two lobes for both cases, though the solar wind is much hotter in Case 4 due to
the stronger solar magnetic field. When comparing the cases, the increase in solar
magnetic field strength correlates with greater separation of the lobes within the
heliotail. This is because the heliospheric jets with a stronger solar magnetic field
are more resistant to the pressure from the ISM. I also find that Cases 2 and 4 are
very similar in their temperature profile. This is due to the fast wind at the poles of
Case 2 being hotter than the slow wind, while in Case 4 the stronger solar magnetic
field causes more heating of the solar wind plasma through the collimation. This is a
reason why the high latitude lobes observed by IBEX in the heliotail should persist
during the solar cycle, as the solar magnetic field strength will strengthen as the solar
cycle approaches solar maximum. I also find in Figure 3.8 that the lobes in all of the
cases are oriented along the direction of the interstellar magnetic field.
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IBEX Data Case 1 Case 2 Case 3 Case 4
γ1 1.42 ± 0.16 0.64 0.52 1.75 1.49
γ2 1.54 ± 0.12 1.73 1.58 2.32 2.39
Table 3.2: Spectral slopes for IBEX data and Models corresponding to ENA flux
modeled through the southern lobe at an ecliptic longitude of 90◦ and an ecliptic
latitude of -42◦. γ1 is the spectal slope over the low-energy portion of the spectrum,


























































Fig. 3.9: Spectra from the first five year of IBEX Data as compared to models at
the southern lobe. Left: Comparison of IBEX data (black) with Case 1 (red) and
Case 2 (blue). Right: Comparison of IBEX data (black) with Case 3 (green) and
Case 4 (orange). Spectra correspond to ENA flux modeled through the southern lobe
at an ecliptic longitude of 90◦ and an ecliptic latitude of -42◦. Simulated fluxes are
multiplied by a factor of 1.8.
3.4.3 Spectra
In Figure 3.9 and Table 3.2, I present the spectra for the modeled ENA flux in
the southern lobe corresponding to an ecliptic longitude of 90◦ and an ecliptic latitude
of -42◦ as compared to IBEX data. I only consider the southern lobe because the
northern lobe observed by IBEX crosses the path of the IBEX Ribbon, while the
southern lobe does not. The spectral slope represents how the flux changes as a
function of energy for a given latitude and longitude. The flux can be approximated
by J ∝ E−γ. Previous studies have shown that there is both a low-energy and high-
energy component to the polar ENA spectra that comprises two distinct spectral
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slopes. Dayeh et al. (2011, 2014) examined these two slopes by dividing the spectrum
into two portions at 1.74 keV. I divide the spectra in two bins as in Dayeh et al. (2011),
with γ1 corresponding to the flux for the 0.71, 1.11, and 1.74 keV energy bands, and
γ2 corresponding to the flux for the 1.74, 2.73, and 4.29 keV energy bands. The
spectrum of γ1 reflects the signature of the slow solar wind, while γ2 reflects the
signature of the fast solar wind.
I find that γ1 is 0.52 and 0.64 for Cases 1 and 2, respectively. These values
are considerably lower than what is seen in IBEX observations (γ1 ∼ 1.42 ± 0.16).
As mentioned previously, the model does not include a time dependent solar wind
model. As the solar cycle progresses, IBEX is observing ENAs produced during both
solar minimum and solar maximum conditions. I only am modeling solar minimum
conditions and are therefore excluding slow wind at the poles as would be seen during
solar maximum, so it is reasonable to expect that I would not be able to reproduce
IBEX spectra for γ1. For Cases 3 and 4 I find steeper spectral slopes (γ1 ∼ 1.75 and
γ1 ∼ 1.49, respectively) than is present in the IBEX data, but the spectrum is closer
in approximating the IBEX data than Cases 1 and 2 due to the slow solar wind.
I find that γ2 is 1.58 and 1.73 for Cases 1 and 2, respectively. Case 2 has a flatter
spectrum in the pole, as compared to Case 1, which is a result of the heating caused
by the solar wind collimation by the solar magnetic field present in Case 2. Since the
poles are populated with fast solar wind due to the solar minimum conditions, I find
that γ2 for the model is in good agreement with IBEX observations (γ2 ∼ 1.54 ±
0.12), with Case 2 having better agreement due to the presence of the solar magnetic
field. Cases 3 and 4 have spectra of γ2 ∼ 2.32 and γ2 ∼ 2.39, respectively, which
yield significantly steeper slopes compared to the IBEX data due to the lack of fast
solar wind present in the poles for this particular model.
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3.5 Discussion
I find that the solar magnetic field plays a critical role in the observed ENA
structure. The combination of the slow and fast profile of the solar wind coupled
with the collimation of the solar wind plasma by the solar magnetic field leads to
the high latitude lobes observed by IBEX at energies > 2 keV. As noted in Figure
3.6, while the latitudinal variation of the solar wind can play a role in the creation
of high latitude lobes within the tail, the influence of the solar magnetic field leads
to an enhancement of ENA flux within these lobes. This is the first work to explore
the effect of the changing solar magnetic field strength on ENA maps.
I predict that the high latitude lobes of strong ENA flux will remain during
the course of the solar cycle. As the solar cycle progresses towards solar maximum,
the solar wind structure will become more uniform, but the magnitude of the solar
magnetic field will increase in strength. Therefore, the collimation of the solar wind
plasma by the solar magnetic field strengthens during solar maximum, leading to
the persistence of high latitude lobes as shown in Section 2.4. I show that the high
latitude lobes observed by IBEX from 2009 to 2017 (Schwadron et al. 2018) are
the result of the collimation of the solar wind plasma by the magnetic field and the
increase of the magnetic field during solar maximum.
3.5.1 Evaluating the Error in the ENA Flux Calculation
An important aspect of ENA modeling is how I treat the ions in the IHS. As
described in Chapter 2, the ENA model used here calculates the extinction of ENAs.
Along a particular velocity streamline at the TS, there is a distribution of ions that
spans across all energies. As these ions propagate into the IHS, some will undergo
charge exchange, which removes ions from the distribution and replaces them with
ions of a different energy. This is relevant for ions capable of becoming ENAs with
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sufficient energy to be observed by the IBEX-Hi instrument. After an ion with an
energy of 4.29 keV charge exchanges to become an ENA, the new PUI will have an
energy on the order of ∼0.1 keV. Thus, with this extinction process, there is one
less ion capable of creating a 4.29 keV energy ENA. This process continues until the
cooling length, which marks the distance past the TS where only 1/e of ions with a
particular energy remain.
An important element of this extinction process is that it is predicated on the
removal of ions along a streamline. When PUIs are created in the supersonic solar
wind and are transmitted across the TS to become transmitted PUIs, there is no
longer a creation mechanism for this species. Thus, the distribution of transmitted
PUIs along a given streamline at the termination shock should yield the maximum
number of PUIs in the IHS along this particular streamline. As the PUIs travel in
the IHS, extinction removes PUIs from the original distribution function located at
the TS and replaces them with lower energy PUIs.
While the above describes the reality of PUI extinction, within the ENA model
I am forced to simplify this calculation due to computational limitations. I there-
fore employ the method used by Zirnstein et al. (2017) and described by Equation
2.13. While the extinction is calculated along streamlines, I calculate the ion density
used in the ENA flux calculation via Equation 2.12, which instead of extincting the
distribution found at the TS, I extinct the plasma density at a given location in
space.
A comparison of the ENA production via the method used in this work and via
reality described above is shown in Figure 3.10. Here I present the ENA production
for a streamline originating at the nose and a streamline originating at the northern
pole, with the production normalized to the production at the TS. I include the
ENA production from the model, as well as the ENA production calculated by using
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Fig. 3.10: ENA flux production normalized to the TS along a streamline originat-
ing in the nose (black) and originating in the northern pole (red). The solid lines
reflect the ENA production as used in the ENA modeling. The dashed line corre-
sponds to the ENA production when calculated from applying the extinction along
the streamline to the distribution of ions at the TS.
extincting the ENA flux calculated at the TS, such that J(s) = J(sTS)e−τ , where s
is the distance along a given streamline, sTS is the TS location along the streamline,
and τ is the extinction given by 2.13. As can be seen, the method in the ENA model
overpredicts the ENA flux production in comparison with the case where the ENA
production is modeled by extincting the distribution from the TS. One reason for
the overprediction in the ENA modeling is because of the variations in the plasma
solution. As the plasma in the MHD solution undergoes variations in space and time,
though in the model where I use a steady state solution, the variations influence the
calculations. Therefore, the plasma density varies along a streamline such that the
density increases from one point to the next, this will be reflected in the calculations.
While this method is clearly not ideal for steady state modeling, it is advantageous in
time dependent modeling, where temporal variations in the IHS must be considered.
When temporal variations are considered, it is quite difficult to track a distribution
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of ions from the TS, therefore for the sake of consistency and simplicity, I employ
the methods mentioned above.
3.5.2 The Impact of Neutral Treatment on ENA Maps
As noted in Section 3.2, in this Chapter I use the SHIELD model, which treats
neutral H atoms kinetically, instead of as separate fluids as in Chapter 2. Baranov
et al. (1981) was the first work to use neutral hydrogen in modeling the heliosphere.
Along with Pauls et al. (1995), the model had separate plasma and neutral hydrogen
fluids, coupled by source terms that approximated charge exchange. Other models
(Zank et al. 1996; Williams et al. 1997; Fahr et al. 2000; Pogorelov and Zank 2005;
Opher et al. 2009) used a multi-fluid neutral approach, as was used in Chapter 2,
where each neutral fluid was defined by the region it was created within. This
multi-fluid neutral approach is computationally efficient (McNutt et al. 1998), and
Alexashov and Izmodenov (2005) showed that the plasma solution when using a
multi-fluid treatment of neutrals differed by only a few percent, as compared to a
kinetic neutral treatment, in the upwind direction of the heliosphere.
While the plasma solutions are similar regardless of neutral treatment, the solu-
tion for the neutral component is incorrect when using the multi-fluid approximation,
The fluid description assumes that the neutral hydrogen is sufficiently collisional to
thermalize the distribution into a Maxwellian. Izmodenov et al. (2000) showed that
H-H collisions are negligible throughout the heliosphere, which as Izmodenov et al.
(2001) showed, causes the distribution functions of the neutral hydrogen to be non-
Maxwellian. The charge exchange mean free path of neutral hydrogen interacting
with the solar wind is on the order of the size of the heliosphere. As a consequence,
the Knudson number, given by Kn = lmfp/L, where lmfp is the mean free path of
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Fig. 3.11: Meridional slices of the neutral hydrogen density in units of cm−3 corre-
sponding to Case 2. Left: neutral hydrogen density from the SHIELD model, using
a kinetic treatment of neutrals. Right: neutral hydrogen density from multi-fluid
treatment of neutrals.
imately equal to one. Therefore, a kinetic treatment of neutrals, as I describe in
Section 3.2, is required to accurately model neutrals (Izmodenov et al. 2000).
In terms of ENA maps, both the plasma and the neutral solution are extremely
important to ENA modeling. While the properties of the ions largely determine the
ENA profiles seen at different energies, the neutral solution also plays a significant
role as the ENA flux along a particular LOS is directly proportional to the neutral
hydrogen density, as shown in Equation 2.14. In Figure 3.11, I show a comparison of
the meridional slices of the neutral hydrogen density for both the kinetic treatment
and the multi-fluid treatment of neutrals, with plasma conditions corresponding to
Case 2. As can be seen, down the tail of the heliosphere in the model with the
multi-fluid treatment, there is an overdensity of neutrals as compared to the kinetic
treatment. Due to the fluid treatment of neutrals, there is an increase in charge
exchange for the multi-fluid model, which manifests via this overdensity. Since the
ENA flux is directly proportional to the neutral hydrogen density, this increases






Fig. 3.12: Modeled ENA maps centered on the downwind (tail) direction in units
of [cm−2 s−1 sr−1 keV−1] for Case 2 corresponding to a kinetic treatment of neutrals
(left) and corresponding to a multi-fluid treatment of neutrals (right). Included maps
are for the 1.11 (top), 2.73 (middle), and 4.29 keV (bottom) energy bands. Flux is
scaled by a factor of 1.8.
overdensity by using a linear interpolation of neutrals to mimic the neutral hydrogen
density profile seen in the kinetic treatment of neutrals.
In Figure 3.12, I compare ENA maps for Case 2 using a kinetic treatment of
neutrals and using a multi-fluid treatment of neutrals, without interpolation. As
expected based on the meridional slices in Figure 3.11, I see a significant amount of
ENA flux down tail for the multi-fluid neutral treatment as compared to the kinetic
treatment in the 1.11 keV energy band. At the higher energies, I see a saturation
of the high latitude lobes due to the multi-fluid treatment of neutrals. The ENA
enhancement is caused by the increase in PUI fraction, as a result of using Equation
3.6. In Equation 3.6, the PUI density fraction is directly proportional to the average
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neutral Hydrogen density along a LOS between the inner boundary and the TS. With
the neutral density enhancement in the tail direction resulting from the multi-fluid
treatment, there is an increase in the PUI fraction, resulting in more ENA production.
Therefore, while it has previously been shown that a multi-fluid treatment of neutrals
produces a similar plasma solution to one from a kinetic treatment of neutrals, the
multi-fluid model is insufficient for modeling ENA maps due to the importance of the
neutral solution. As shown in Chapter 2, with a linear interpolation of the neutral
solution the ENA map can be significantly improved; however, a kinetic treatment
provides the best comparison with observations.
3.6 Concluding Remarks
In this chapter, I produced modeled ENA maps corresponding to the solar
minimum conditions of 2008 to understand how the solar wind profile affects ENA
production seen in ENA maps. I also extended my work from Chapter 2 to study
the effect of the solar magnetic field for varying magnetic field intensities, and in
conjunction with a uniform solar wind solution and with a latitudinally-varying solar
wind profile. I found that the solar wind profile does play a critical role in structuring
the ENA maps, as has been found by previous studies, but the solar wind profile alone
is insufficient for reproducing IBEX ENA maps. The collimation of the solar wind by
the solar magnetic field leads to an enhancement of ENAs in two confined lobes which,
when coupled with the varying solar wind profile, provides good agreement with
IBEX measurements. In addition, an increase in the solar magnetic field intensity
leads to an enhancement of ENA production in the region of solar wind confinement
due to an increase in thermal pressure along the magnetic axis.
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Chapter 4
The Effect of the Solar Cycle on ENAs and
Comparison with IBEX Observations
4.1 Introduction
Opher et al. (2015) and Drake et al. (2015) suggested that the solar magnetic
field can be a critical role in ordering the shape of the heliosphere. As shown by
Drake et al. (2015), the collimation of the solar wind plasma drives the solar wind
towards the north and the south. In the absence of ISM flow, the structure of the
heliosphere is cylindrical (Figure 1.9). Opher et al. (2015) showed that with the
inclusion of ISM flow, this cylinder is compressed in the direction of ISM flow, such
that the heliosphere develops a “croissant-like” structure. The tension of the solar
magnetic field provides resistance to the ISM flow, and ISM is able to flow between
the northern and southern lobes of the heliosphere (Figure 1.10). These studies
explored the changes in the heliosphere using uniform solar wind conditions and a
static solar magnetic field intensity at the inner boundary; however, changing solar
magnetic field and solar wind conditions have not been explored.
McComas et al. (2012, 2014b, 2017b, 2020) provided IBEX data from the year
2009 through 2019 to demonstrate the changing heliosphere conditions over a solar
cycle. As noted in Section 1.2.2, these studies found that in the direction of the nose
of the heliosphere, there was a gradual decrease in the overall ENA flux profile from
2009 until 2012, and from 2013 through 2016 there was a leveling off of the ENA flux.
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Fig. 4.1: 4.29 keV IBEX ENA maps as compared to a time series showing sunspot
number (red) and solar wind dynamic pressure (white) from McComas et al. (2020).
Time series for solar wind dynamic pressure corresponds to data at 1 AU. The shading
and connecting lines approximate the 2-3 year time delay for the solar wind which
incorporates PUIs that later charge exchange to become ENAs observed by IBEX.
For the heliotail, there was a gradual decrease in the ENA flux from 2009 through
2017, which led the authors to conclude that longer lines of sight and different plasma
flows in the heliotail as compared to the nose of the heliosphere contribute to these
different temporal profiles. The ENA modeling of Zirnstein et al. (2017) exploring
GDF maps for the time dependent heliosphere also supported this finding. Since
2016, McComas et al. (2020) found that the is an increase in the ENA flux at in
the nose-ward direction of the heliosphere, while the ENA flux from the heliotail has
not yet experienced an increasing trend. These results are shown in Figure 4.1 for
the 4.29 keV energy band, where the changing ENA flux profile is correlated with
changes in the solar wind dynamic pressure during the course of the solar cycle.
A variety of studies have also focused on the polar regions of the heliosphere,
where there is better statistics for IBEX, and essentially continuous viewing (Allegrini
et al. 2012; Dayeh et al. 2012, 2014; Reisenfeld et al. 2012, 2016). These works found
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that the fastest time variations in the polar regions were on the order of half of a
year. Additionally, Reisenfeld et al. (2016) found that the energy-dependent recovery
of ENAs from the poles showed recovery occuring in the lower energies before the
higher energies. Considering higher energy ENAs travel faster than lower energy
ENAs, the opposite was expected to be true. Reisenfeld et al. (2016) suggested the
cause for this was attributable to the change in the solar wind profile at the poles
as the solar cycle transitioned from solar minimum to solar maximum. During this
time, the amount of fast solar wind at high latitudes would decrease, which would
therefore cause the ENA fluxes at the poles to decrease as well.
Schwadron et al. (2018) used the ribbon-masking method from Schwadron et al.
(2011, 2014) to isolate the GDF emission in the heliosphere and to observe IHS
changes over time. They combined the GDF maps into 3 year intervals to study
the temporal evolution of the GDF. This was the first study to isolate the temporal
changes in the GDF as distinct from the IBEX Ribbon. They found that in the
direction of the nose, the GDF responds to changes in the solar wind dynamic pressure
through the compression and rarefaction in the IHS. Additionally, in the direction of
the heliotail, they found a relatively stable GDF.
Aside from the works of Zirnstein et al. (2015) and Zirnstein et al. (2017), the
effect of the solar cycle on the GDF has not been thoroughly explored. In Zirnstein
et al. (2015, 2017), the intensity of the solar magnetic field as would be measured at
the Earth is kept constant over time. Additionally, by using a time dependent model
of the heliosphere as is done in Zirnstein et al. (2015, 2017), it is difficult to isolate the
effects caused by solar wind conditions in particular years. In this chapter, I explore
how changing solar cycle conditions contribute to IBEX ENA observations. With
varying solar cycle conditions, there are not only variations in the solar magnetic
field intensity, but also variations in the solar wind dynamic pressure. I therefore
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explore each factor separately. I investigate how the changing solar magnetic field
intensity affects the IHS thickness in the direction of the nose. I also simulate the
heliosphere with solar wind conditions corresponding to different periods of the solar
cycle to understand how the changing dynamic pressure affects ENA observations.
4.2 MHD Models
As in Chapter 3, I use the Solar-wind with Hydrogen Ion Exchange and Large-
scale Dynamics (SHIELD) model (Michael 2019; Michael et al. 2020). The model
treats the plasma as a single ion species using the MHD equations (Equations 2.1
- 2.3) and describes the neutral hydrogen kinetically using AMPS, as described in
Section 3.2. The model uses a Cartesian grid. For all simulations in this chapter,
the outer boundary is located at x = ±1500 AU, y = ±2000 AU, and z = ±2000
AU. The ISM enters the domain from the x = −1500 AU face. The resolution of
the MHD model is ∆x = 3 AU in the supersonic solar wind (within x = ±120 AU)
and ∆x = 6 AU in the IHS (from x = −240 AU at the nose until x = 560 AU
at the heliotail). In the y-direction the resolution is ∆y = 4 AU in the supersonic
solar wind (within y = ±120 AU) and ∆y = 8 AU in the IHS (from y = −440 AU
until y = 440 AU). In the z-direction, the resolution is ∆z = 4 AU in the supersonic
solar wind (within z = ±120 AU) and ∆z = 8 AU in the IHS (from z = −375 AU
until z = 375 AU). The resolution of AMPS within the heliosphere is ∆x = 4.7 AU
(from x = −280 AU at the nose until x = 560 AU at the heliotail). In the y and
z-directions, the resolution is ∆y = ∆z = 6.25 AU from y = −440 AU to y = 440
AU and z = −375 AU to z = 375 AU, respectively. For each step of the MHD model,
the SHIELD model is run and cycles between the MHD model and AMPS, which
allows for statistics to accumulate between each step of the plasma solution (Michael
et al. 2020). Approximately 143,875,870 particles are modeled within AMPS, and
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the source terms due to charge-exchange with the neutral hydrogen atoms accrue for
5,000 time steps within AMPS before being passed to the MHD solver to update the
plasma solution for one time step. Once the plasma solution is updated, it is passed
back to AMPS. This process is repeated for 500 iterations until a new steady state
solution is reached.
The ISM is characterized by the following parameters from Opher et al. (2020):
nH = 0.18 cm−3 for the neutral hydrogen, np = 0.06 cm−3 for the ISM protons,
vISM = 26.4 km s−1, and TISM = 6519 K. For the interstellar magnetic field, I use
BISM = 3.2 µG in the direction of -34◦.62 and 47◦ in ecliptic longitude and latitude,
respectively, as derived from the location and circularity of the IBEX Ribbon (Zirn-
stein et al. 2016a). These boundaries are chosen because they give good agreement
with the measurements of V1 and V2 outside of the HP and are the same as those
used in Chapter 3.
4.2.1 Uniform Solar Wind Conditions
In Section 4.3, I use solar wind conditions from Opher et al. (2015), which I also
use for the uniform solar wind models in Chapters 2 and 3. Here I run four separate
cases to isolate the effect of the solar magnetic field and to investigate its effect on
IHS thickness. For all four cases, I use a solar wind density of nSW = 7.9 cm−3,
solar wind temperature of TSW = 2.9× 105 K, and solar wind speed of vSW = 417.1
km/s at 1 AU and extrapolate these conditions to the inner boundary at 10 AU by
assuming adiabatic expansion. In the first case, I use a hydrodynamic model where
I neglect the solar and interstellar magnetic field. For the second case, I neglect the
solar magnetic field, but include the interstellar magnetic field, which is BISM = 3.2
µG as noted in Section 4.2. For the third case, I include both a solar and interstellar
magnetic field. As in the second case, I use BISM = 3.2 µG for the interstellar
magnetic field, but for the solar magnetic field I set the radial component of the solar
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magnetic field at the equator as 2.94 nT at 1 AU. The solar magnetic field intensity
used in the third case replicates solar-minimum conditions from the year 2008. The
solar magnetic field is modeled as a Parker spiral (Parker 1958). For the fourth
case, I again use BISM = 3.2 µG for the interstellar magnetic field, but for the solar
magnetic field I set the radial component of the solar magnetic field at the equator as
6.45 nT at 1 AU. The solar magnetic field intensity used in the fourth case replicates
solar-maximum conditions, and is used previously in Opher et al. (2015).
In Figure 4.2, I present meridional slices of plasma density, speed, temperature,
and the magnetic field intensity for the cases of uniform solar wind with weak (Br
= 2.94 nT) and strong (Br = 6.45 nT) solar magnetic field. I find that the inclusion
of the stronger solar magnetic field leads to a smaller TS. The TS in the direction
of the nose is located at 75 and 67 AU for the weak and strong solar magnetic field
cases, respectively. For the case with a stronger solar magnetic field, the smaller TS
leads to a denser solar wind at high latitudes and in the tail of the IHS. Additionally,
unlike in the weak solar magnetic field case where the peak plasma temperature
downstream of the TS lies in the nose (upwind) direction, in the case of the strong
solar magnetic field, the plasma temperature peaks at the high latitude poles. In the
case of a strong solar magnetic field, the TS is smaller, therefore the magnetic field
in the IHS will be stronger. As pointed out, the collimation of the solar wind by
the solar magnetic field will lead to a tighter collimation due to the increase in the
magnetic tension confining the plasma (Opher et al. 2015). As noted in Drake et al.
(2015), the thermal pressure of the confined plasma will peak along the magnetic
axis and fall off towards the edges of the confinement. This is seen in comparing the
weak and strong solar magnetic field cases.
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Uniform (Low Bsw) Uniform (High Bsw)
Fig. 4.2: Meridional slices of MHD solutions with uniform solar wind conditions at
the inner boundary with a weak solar magnetic field (Br = 2.94 nT at 1 AU - left)
and with a strong solar magnetic field (Br = 6.45 nT at 1 AU - right). Presented
are lines and contours of the plasma density [cm−3] (first row), plasma speed [km/s]
(second row), and plasma temperature [K] (third row). Fourth row: contour of the
magnetic field intensity [nT] with the inner and outer black lines corresponding to
the TS and HP, respectively, defined by lnT = 12.7.
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4.2.2 Realistic Solar Wind Conditions
In Section 4.4, I use solar wind conditions derived from Sokół et al. (2015). Sokół
et al. (2015) derives the solar wind speed and density at 1 AU using interplanetary
scintillation (IPS) observations from the Institute for Space-Earth Environmental
Research at Nagoya University (Tokumaru et al. 2010, 2012). In their work, the
spatial and temporal variations of the solar wind from 1985-2013 are reconstructed.
As in their work, I assume longitudinal symmetry and use 3◦ latitudinal resolution
of the solar wind. I also assume the Mach number to be 6 for all latitudes at 1 AU
to derive the solar wind temperature. Solar wind conditions at 1 AU are extended
to the inner boundary located at 10 AU assuming adiabatic conditions. The solar
magnetic field is treated as a Parker spiral with the same polarity in the northern and
southern hemispheres. This method is done to avoid numerical dissipation within the
model, and is valid within ideal MHD (Opher et al. 2015; Izmodenov and Alexashov
2015). The intensity of the solar magnetic field varies with time, and I obtain the
intensity for a given time from OMNI observations at 1 AU, which are extrapolated
to 10 AU by the Parker solution.
The MHD solutions employ yearly-averaged solar wind conditions derived from
Sokół et al. (2015) for the years 2008, 2011, and 2014. These times were chosen
as they correspond to different phases of the solar cycle. The year 2008 reflects
solar minimum conditions, 2011 reflects a transition in the solar cycle between solar
minimum and solar maximum, and 2014 reflects solar maximum conditions. Another
advantage in using these years relates to available ENA observations. IBEX GDF
data from Schwadron et al. (2014) displays interpolated ENA observations averaged
over the first five years of IBEX observations (2009-2013). When factoring in the
time delay between solar wind arriving at 1 AU, crossing the TS, charge exchanging















































































Fig. 4.3: The latitudinal variation of the solar wind conditions at the inner boundary
(10 AU) extrapolated from 1 AU using data from Sokół et al. (2015). Top: the
solar wind plasma density (left) and plasma speed (right). Bottom: the solar wind
ram pressure (left) and the solar magnetic field intensity (right) using the radial
component of the solar magnetic field data from OMNI and using the Parker solution
to calculate the variation of the intensity with latitude. Included is yearly-averaged
data for 2008 (black), 2011 (red), and 2014 (blue). Latitude is measured from the
ecliptic plane (0◦), increasing towards the northern pole.
and 2011 reflect times included in these GDF observations. ENA observations of the
heliotail are mostly unaffected by the IBEX ribbon. Therefore, the ENA simulations
of the heliotail from an MHD solution with 2014-averaged solar wind conditions
can be compared with ENA observations such as those included in McComas et al.
(2017b, 2018, 2019b), which include the IBEX Ribbon.
In Figure 4.3, I present the solar wind conditions at the inner boundary of 10
AU for the 2008, 2011, and 2014-averaged solar wind conditions. As the solar cycle
progresses from solar minimum (2008) to solar maximum (2014), it is clear that the
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overall density of the solar wind increases, while the overall speed of the solar wind
decreases. Additionally, the solar wind appears less structured as the solar cycle
progresses towards solar minimum. This is supported by Ulysses observations as
shown in McComas et al. (2000, 2008), where during periods of solar minimum the
solar wind is structured, with a region of slow solar wind at the low latitudes, and a
region of fast solar wind at the high latitudes. During solar maximum, the latitudinal
solar wind profile is much less ordered. These changes from solar minimum to solar
maximum are noted in Figure 4.3, where in the 2008-averaged solar wind data there
is a clear distinction between regions of fast and slow solar wind, whereas in the 2011
and 2014-averaged solar wind data there are no clearly defined regions of fast and
slow solar wind.
As has been noted in works such as Sokół et al. (2013, 2015), there is also a
latitudinal asymmetry of the speed and density in the solar wind, which can be noted
in the 2011 and 2014-averaged data. There is a higher average density and slower
average speed in the northern hemisphere as compared to the southern hemisphere.
This is also reflected in the ram pressure, where especially for the 2014-averaged data
there is a decrease in the ram pressure between latitudes of 0◦ to 50◦ as compared to
conjugate latitudes in the southern hemisphere.
The solar magnetic field also increases in intensity from 2008 through 2014. The
magnitude of the yearly-averaged solar magnetic field goes from 4.16 nT at 1 AU for
the year 2008 to 5.30 nT at 1 AU for the year 2011 to 6.28 nT at 1 AU for the
year 2014. In Figure 4.3, the latitudinal profile of the solar magnetic field follows
the Parker Spiral. The increase in magnetic field intensity from 2008 through 2014
leads to a tighter collimation in the IHS as shown previously in Figure 4.2. Thus, the
narrower confinement by the an increased solar magnetic field can lead to a higher
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thermal pressure gradient, as noted by Drake et al. (2015), which can ultimately be
reflected in ENA production.
In Figure 4.4, I present meridional slices from MHD solutions using the 2008,
2011, and 2014-averaged solar wind data at the inner boundary. In the IHS it is
clear that the solar wind density is not only more structured into regions of slow
(more dense) and fast (less dense) solar wind in the 2008 case than in the other
cases, but also as a result of the additional fast wind at the poles in the 2008 model,
the high latitudes are populated with less dense plasma. The same is true for the
plasma speed, where fast wind populates the high latitude regions and slow wind
populates the low latitude regions in the IHS, whereas in the 2014 case the IHS is
largely populated by solar wind of similar speeds at all latitudes. With the absence
of fast solar wind, which tends to be hotter than slow solar wind, the 2014 case shows
a considerably cooler IHS as compared to the 2008 and 2011 cases. The temperature
affects the velocity distribution of the ions, and a cooler IHS leads to the creation of
less high energy (> 2 keV) as compared to a hotter IHS. At the same time, the solar
magnetic field, as demonstrated in Figure 4.3, gets progressively stronger from 2008
to 2011 to 2014.
One interesting feature of the meridional slices of the solar magnetic field in
Figure 4.4 is how the interstellar magnetic field interacts with the heliosphere. In
all three cases, the interstellar magnetic field intensity and direction is the same far
from the heliosphere. As a result of the asymmetry in the solar wind which arises
as the solar cycle progresses from solar minimum to solar maximum, in the 2014
case the TS is closer to the Sun at northern latitudes than southern latitudes in the
nose direction. As mentioned previously the ram pressure at the inner boundary
is at a minimum from latitudes of 0◦ to 50◦. As a result of the asymmetry in
the solar wind profile, there is an enhancement of the interstellar magnetic field at
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2008 2011 2014
Fig. 4.4: Meridional slices of MHD solutions corresponding to the solar wind condi-
tions for 2008 (left), for 2011 (middle), and for 2014 (right). Presented are lines and
contours of the plasma density [cm−3] (first row), plasma speed [km/s] (second row),
and plasma temperature [K] (third row). Fourth row: contour of the magnetic field
intensity [nT] with the black lines corresponding to the TS and HP, defined by lnT
= 12.7
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northern latitudes where the total pressure of the solar wind is less resistant to the
ISM. This feature is not evident in the 2008 case due to the structured, symmetric
nature of the solar wind during solar minimum. As discussed later in Section 4.4,
IBEX LOS-integrated pressure maps find the maximum pressure in the IHS to be
located at latitudes near and below the ecliptic plane as a result of the compression
of the heliosphere by the interstellar magnetic field. Due to the method by which the
latitudinal profiles of the solar wind at 1 AU are determined by Sokół et al. (2015)
using IPS data, it is possible that asymmetries are not physical. Katushkina et al.
(2013) found that solar wind data from Sokół et al. (2013), which also uses IPS data,
agreed well with SOHO/SWAN solar wind observations during solar minimum, but
had differences during solar maximum. Due to the fact that the years 2011 and 2014
do not correspond to solar minimum conditions, it is possible the asymmetries are
an artifact of the IPS method. If physical, these changes will affect the draping of
BISM (Opher et al. 2017) and should be investigated in future papers.
4.3 Effect of the Solar Magnetic Field Topology on He-
liosheath Thickness
In order to understand how ENA maps vary with time - it is important to
understand first how the variation of the solar magnetic field intensity with solar cycle
will affect the ENA maps. The IHS thickness is a relevant factor in ENA simulations
of the heliosphere because a thicker heliosphere allows for a longer LOS, and therefore
a longer integration path-length. In Figure 4.5, I present how the thickness of the
heliosphere varies as a function of solar magnetic field. As shown in Drake et al.
(2015), in the absence of ISM flow around the heliosphere, the collimation of the
solar magnetic field confines the IHS plasma into two jets directed to the north and
south poles. The HP without motion through the ISM can be estimated as an infinite
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cylinder, with the northward and southward components of the cylinder extending for
thousands of AU along the axis of the solar magnetic field. Incorporating the motion
of the heliosphere through the ISM, the northward and southward components of
the infinite cylinder are forced back in the direction of the ISM flow into two lobes.
While the ISM exerts a pressure on the HP which compresses the heliosphere as the
cylinder is bent, the tension of the solar magnetic field confining the solar wind acts
to resist the force exerted by the ISM (Opher et al. 2015). For an infinite cylinder, the
thickness varies inversely proportional to the cosine of the angle from the nose (black
line in Figure 4.5). Therefore, if I take a spherically symmetric TS, the minimum IHS
thickness is in the direction of the nose (perpendicular to the magnetic axis), while the
maximum IHS thickness is at the northern and southern poles (parallel/anti-parallel
to the magnetic axis). As the ISM flow bends the cylinder into a “croissant-like"
structure, the IHS thickness at the nose remains unaffected, while the IHS thickness
at higher latitude decreases as compared to a cylinder not affected by the flow of
ISM.
Figure 4.5 shows the expected case of a cylinder with the distance measured
from a sphere located at the center of the cylinder representing the TS. The cylinder
has a radius of 150 AU, while the sphere has a radius of 100 AU. I also include the
IHS thickness from MHD solutions for the cases with a uniform solar wind using a
strong solar magnetic field (radial component of 6.45 nT at 1 AU) and a weak solar
magnetic field (radial component of 2.94 nT at 1 AU). The radii for the cylinder were
arbitrarily chosen to reflect a IHS thickness (50 AU) at the nose of the heliosphere,
similar to the thickness at the nose for the two included uniform cases with varying
solar magnetic field intensities. I find that in the case where the solar magnetic field
is stronger, the increased resistance to the compression by the ISM allows for the IHS
thickness at higher latitudes to increase relative to the more compressed case of the
135
Fig. 4.5: IHS thickness as function of polar angle (defined from the northern pole)
along the rotation axis. The red and blue lines corresponds to the uniform solar wind
case with strong solar magnetic field (6.45 nT radial component at 1 AU) and weak
solar magnetic field (2.94 nT radial component at 1 AU), respectively. The black
line corresponds to the distance to the edge of an infinite cylinder with radius of
150 AU from a sphere of radius 100 AU located at the center. One can see that the
uniform case with a strong solar magnetic field has a thicker IHS at higher latitudes
as compared to the low latitudes since the solar magnetic field allows the heliosphere
to resist the pressures of the ISM and is closer to the cylinder approximation than
the uniform case with weaker solar magnetic field which is less able to resist the ISM
pressures.
weaker solar magnetic field. Additionally, at southern latitudes (polar angles greater
than 90◦), the pressure from the interstellar magnetic field is at a maximum outside
of the HP, which causes the IHS in southern latitudes to be thinner as compared
to northern latitudes. Therefore, in the limit of very strong solar magnetic field
strength, the heliospheric structure trends toward a cylindrical shape with the IHS
thickness at higher latitudes increasing.
Figure 4.6 shows the IHS thickness, normalized to the minimum IHS thickness
in the heliosphere, as a global map. I also present a case of uniform solar wind for a
purely hydrodynamic model (no solar or interstellar magnetic field), a hydrodynamic
solar wind (including interstellar magnetic field, but no solar magnetic field), a weak
solar magnetic field (radial component of 2.94 nT at 1 AU), and a strong solar












Fig. 4.6: IHS thickness normalized to the minimum IHS thickness, which is shifted
south of the nose when influenced by the ISM. The inner and outer line represent the
IHS thickness 1.05 and 1.20 times greater than the minimum thickness, respectively.
Top left: IHS thickness assuming an infinite cylinder with a radius of 111 AU and
a spherically symmetric TS of radius 66 AU (values based on boundary locations
at the nose of the uniform solar wind model with strong solar magnetic field). Top
middle: IHS thickness in a hydrodynamic model of the heliosphere (interstellar and
solar magnetic field set to zero). Bottom left: IHS thickness in a uniform model
where the interstellar magnetic field is included, but the solar magnetic field is not.
Bottom middle: IHS thickness for uniform model with a weak solar magnetic field.
Right: IHS thickness for a uniform model with a strong solar magnetic field.
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I construct the cylinder with a radius (rHP = 111AU) based on the HP location of
the nose for the strong solar magnetic field case, as well as a spherically symmetric
TS with a radius (rTS = 66AU) based on the distance to the TS at the nose for the
spherically symmetric case.
As demonstrated in Figure 4.5, the IHS thickness increases inversely propor-
tional to the cosine of the angle from the nose in the latitudinal direction, so for
Figure 4.6 there is an increase in IHS thickness with latitude, but there is no lon-
gitudinal change for the ideal case. The region of “thin nose", characterized by the
contour of 1.05 times the minimum thickness of the IHS, spans 40◦ in latitude and
360◦ in longitude. For the hydrodynamic case, there is no collimation of the solar
wind in the IHS and there is no cylinder-like structure in the heliosphere, so there
is a smaller gradient in the IHS thickness, which is at a minimum where the ISM
flow is perpendicular to the HP. In the hydrodynamic case, the thin nose spans 55◦
in latitude and 50◦ in longitude. When the interstellar magnetic field is introduced,
but there is no solar magnetic field, the thin nose occurs where the interstellar mag-
netic pressure is at a maximum in the south, and there is a broader region of thin
nose (as compared to the hydrodynamic case), which spans 90◦ in latitude and 90◦
in longitude, due to the pressure exerted by the interstellar magnetic field. When a
weak solar magnetic field is introduced, the heliosphere is able to resist the pressure
from the ISM more due to the tension of the solar magnetic field confining the IHS
plasma. Therefore, while there is still a broad region with a thin nose as in the case
with no solar magnetic field (85◦ in latitude and 80◦ in longitude), the region moves
towards the ecliptic plane, but remains at southern latitudes. For the case with a
strong solar magnetic field, the heliosphere has even more resistance and the thin
nose shrinks as the IHS at higher latitudes increases in thickness, and the thin nose


























Fig. 4.7: Cartoon displaying the effect of the interstellar and solar magnetic field
on ENA maps. I present two cases: one with the interstellar magnetic field in the
direction of ISM flow (A - C) and one with the interstellar magnetic field inclined to
the ISM flow (D - F). I explore the cases where there is constant ENA production
(A, D), as well as variable ENA production in the IHS for a weak solar magnetic
field (B, E) and a strong solar magnetic field (C, F).
Figure 4.7 presents a cartoon that illustrates the impact of IHS thickness and
the interstellar magnetic field on ENA maps. I present six cases: three reflect an
interstellar magnetic field aligned with the ISM flow, while three reflect an interstellar
magnetic field inclined with respect to the ISM flow. I explore the cases where there
is constant ENA production and variable ENA production in the IHS, with a weak
and strong solar magnetic field. The constant ENA production case isolates only
the variation of the IHS thickness. As discussed previously, in the case of no motion
through the ISM, the solar magnetic field confines the IHS plasma into a cylinder-like
configuration, driving the flow to the north and south. When ISM flow is introduced,
the cylinder is bent. A consequence of a cylinder is that in the case of a spherically
symmetric TS, the IHS will be thicker at higher latitudes. If I assume constant
ENA production (dJ/dr) in the IHS, as in Cases A and D, I would expect the ENA
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flux to display a gradient, with the ENA flux in the upstream-direction peaking at
the poles and slowly decreasing until the solar equatorial plane (Case A). In the
case where the interstellar magnetic field is not aligned with the ISM flow, I expect
that the strongest ENA signal will be located in the northern hemisphere, opposite
the southern hemisphere where there is the strongest compression by the interstellar
magnetic field (Case D).
In reality, dJ/dr is not constant, and I expect the highest dJ/dr to be located in
the low latitudes in the direction of the nose, where the IHS is most compressed and
where there is the highest density of PUIs. Therefore, in Cases B and D of Figure
4.7, I expect in the case of a weak solar magnetic field that the heliosphere will
have less resistance to the sum of the ISM pressures. In this case, the cylinder-like
configuration of the heliosphere is nearly removed as the heliosphere is compressed on
all sides, and the IHS thickness at higher latitudes becomes more similar to the lower
latitudes. The higher dJ/dr at the low latitude nose allows the low latitude nose to
dominate the ENA flux signal relative to the poles. For Cases C and F where there
is a stronger solar magnetic field, the heliosphere is able to resist the ISM pressures
and stay closer to a cylinder-like configuration. Despite having higher dJ/dr at the
low latitudes, the IHS thickness is greater in the higher latitudes such that the poles
dominate in ENA flux as compared to the low latitudes.
In Figure 4.8, I compare Cases E and F from Figure 4.7 to simulated ENA maps
corresponding to a weak solar magnetic field and a strong solar magnetic field (as in
Figures 4.5 and 4.6). In the case of a uniform solar wind with a weak solar magnetic
field (2.94 nT radial component at 1 AU), the heliosphere is less resistant to the ISM
pressures and is more compressed. This leads to the peak in ENA flux being located
at the low latitude nose, where dJ/dr is the highest. For the case of a uniform solar
wind with a strong solar magnetic field (6.45 nT radial component at 1 AU), the
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Fig. 4.8: Comparison of cartoons (Cases E and F from Figure 4.7) with simulated
ENA maps of corresponding cases. In the case of a uniform solar wind with a weak
solar magnetic field (2.94 nT radial component at 1 AU), the heliosphere is less
resistant to the ISM pressures and is more compressed. This leads to the peak in
ENA flux being located at the low latitude nose, where dJ/dr is the highest. For
the case of a uniform solar wind with a strong solar magnetic field (6.45 nT radial
component at 1 AU), the heliosphere is more resistant to the ISM pressures and has
a shape more similar to a cylinder than the low solar magnetic field case. Therefore,
the IHS thickness at higher latitudes is greater than the lower latitudes such that
the nose experiences a “split" in ENA maps, with the flux in the ENA maps being
influenced by the IHS thickness.
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heliosphere is more resistant to the ISM pressures and has a shape more similar to
a cylinder than the low solar magnetic field case. Therefore, the IHS thickness at
higher latitudes is greater than the lower latitudes such that the nose experiences a
“split" in ENA maps, with the flux in the ENA maps being influenced by the IHS
thickness.
4.4 Effect of Changing Solar Wind Conditions on ENA Maps
Now that the effect of changing IHS thickness as a function of varying solar
magnetic field is understood, it is important to explore how the ENA maps vary
with varying solar wind conditions. As solar wind conditions change, both the helio-
spheric boundaries and the resultant ENA maps used to infer characteristics of the
heliosphere will be affected. As discussed in section 4.3, the changing solar magnetic
field has the ability to affect the IHS thickness at different latitudes. Additionally,
while the ram pressure for the 2008, 2011, and 2014 cases are very similar, the dif-
ferent solar wind profiles of the fast and slow wind will affect ENA production at
different energies. As the solar cycle moves from solar minimum (2008) and pro-
gresses towards solar maximum (2014), I expect the ENA maps to transition as well.
For the 2008 case, which mimics solar minimum, there is a weaker solar magnetic
field (as compared to the 2011 and 2014 cases), and a more structured solar wind
profile, with a distinct region of slow solar wind at the lower latitudes and a distinct
region of fast wind at the highest latitudes. The weaker solar magnetic field acts to
decrease the IHS thickness at higher latitudes, while keeping the IHS thickness at
lower latitudes the same. Therefore, with more uniformity in the IHS thickness, I
expect to see a peak in the ENA flux of ENA maps in the region where there is a
maximum in ENA production. For the 2008 case, this occurs where the pressure of
the interstellar magnetic field is at a maximum, which occurs in southern latitudes
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near the ecliptic plane. This region also contains the slow solar wind, so I would
expect to see a peak in ENA flux centered just south of the ecliptic plane for the low
energy bands (<2 keV). For the higher energy bands (>2 keV), the fast solar wind
should be the primary contributor. Since in the 2008 case there is fast solar wind at
higher latitudes being deflected towards the tail, I would expect to see a peak in the
ENA flux at the highest latitudes near the poles.
For the 2014 case, which occurs during solar maximum and has the strongest
solar magnetic field of the three cases, I find that, in general, slow solar wind occurs
at all latitudes. As such, the ENA maps would more closely reflect the case of a
uniform solar wind profile, which was investigated in Chapters 2 and 3. In this case,
the ENA maps are less energy dependent than the 2008 case due to the lack of fast
wind in comparison. With a strong solar magnetic field, the IHS thickness at higher
latitudes increases, as the strong solar magnetic field is able to resist the pressure
in the ISM more and allows the heliosphere to trend closer to the cylinder structure
discussed in Figure 4.5. With a relatively uniform solar wind profile at all latitudes,
the increased IHS thickness at higher latitudes will bias the ENA maps towards the
thicker regions. I therefore would expect nose flux which peaks at higher latitudes
in the north and south, with a decrease in flux between these two peaks at the lower
latitudes of the nose where the IHS is thinner. In comparing the two peaks of ENA
flux at the high latitude nose, I would expect the peak in the southern latitudes to
be enhanced relative to the northern latitudes due to the increased pressure for the
interstellar magnetic field.
Considering the 2011 case represents a transition between solar minimum and
solar maximum, fast solar wind does exist at the highest latitudes for this particular
case. However, as opposed to having distinct regions of fast solar wind and slow
solar wind as in solar minimum, there is a smooth transition between slow and fast
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wind (Figure 4.3). With a stronger solar magnetic field than in 2008, but a weaker
solar magnetic field than in 2014, I would again expect an intermediate step with
the IHS thicker at higher latitudes than 2008, but not to the degree present in 2014.
Therefore, at the lower energy bands, I would expect a slightly separated nose peaking
at higher latitudes, but close to the ecliptic plane. As in the 2014 case, I would expect
the peak in the south to be greater than the peak in the north due to the increase in
the pressure of the interstellar magnetic field. At the higher energies, I would expect
a much greater separation of the flux at the nose close to the poles in the north and
the south due to the presence of fast wind within these regions, with again the region
of highest flux occurring in the south.
In comparing the expectations with the simulated results in Figure 4.9, I see
good agreement with expectations. For the 1.11 keV energy band, I see a single peak
in the nose flux near the ecliptic plane for the 2008 case centered at∼ −5◦, but shifted
slightly towards low latitudes where the pressure from the interstellar magnetic field
is at its highest. In the 2011 case, I see two regions of enhanced nose flux, with the
southern peak centralized around ∼ −15◦ and the northern peak centralized around
∼ 45◦. The southern peak is more enhanced and much larger than the northern peak
in the 2011 case because of the influence of the interstellar magnetic field. In the
2014 case, I see two peaks in ENA flux at the nose as expected, with the southern
peak centered around ∼ −30◦ and the northern peak centralized around ∼ 55◦. As
in the 2011 case, in the 2014 case the peak in the southern latitudes is more enhanced
and more expansive due to the interstellar magnetic field.
For the 2.73 and 4.29 keV energy bands, I match with expectations as well.
In the 2008 case, there is an apparent transition from a single peak centered near
the ecliptic plane as in lower energies to two distinct regions of higher ENA flux
located at higher latitudes where the fast solar wind is located. For the 2011 case,
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2008 Solar Wind Conditions
2011 Solar Wind Conditions
2014 Solar Wind Conditions
5-year Averaged IBEX Data
Fig. 4.9: ENA sky map of flux centered on the upwind (nose) direction in units of
(cm2 s sr keV)−1. From left to right, the energies included are 1.11, 2.73, and 4.29
keV. Included are simulated sky maps for 2008-averaged (first row), 2011-averaged
(second row), and 2014-averaged (bottom row) solar wind conditions. Simulated sky
maps are scaled by a factor of 1.8. Fourth row: IBEX ENA maps from the first five
years (2009-2013) of observations with the IBEX Ribbon removed (Schwadron et al.
2014).
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I see a similar transition as in the 2008 case, where the two peaks from the lower
energy bands move to higher and higher latitudes where the fast solar wind is located
as the energy increases. For the 2014 case, as noted in Chapter 2 for the case of a
uniform solar wind, the ENA maps are much less energy dependent. There is a slight
shift of the peaks of the ENA flux towards higher latitudes, but the changes are less
significant than in the 2008 and 2011 cases.
The IBEX data presented in this chapter does not include observations beyond
the year 2013, therefore the 2014 case is presented only as a comparison to the
2008 and 2011 cases to demonstrate the effect of changing solar wind conditions.
There is general qualitative agreement with the 2008 and 2011 cases with the IBEX
observations. As observed by IBEX, the peak in ENA flux at the nose is centered
around the ecliptic for the 1.11 keV energy band and in the 2.73 keV band it shifts
towards the south. In the 4.29 keV energy band, there is an apparent break in the
nose flux, with two peaks occurring near the poles. However, unlike in the 2.73 keV
maps for the 2008 and 2011 cases, there is no clear break in the region of enhanced
ENA flux at the nose. This could be due to the modeling potentially overpredicting
the IHS thickness at the highest latitudes, or due to the interpolation technique used
in Schwadron et al. (2014) to separate the GDF from the IBEX ribbon flux.
In Figure 4.10, I present contributions to the ENA flux simulated in the upwind
direction and varying with latitude for the 2008, 2011, and 2014 cases. I find that the
peak in the ENA production occurs in southern latitudes, where the pressure from
the interstellar magnetic field is at a maximum. In this region, there is an increase
in the thermal pressure of the solar wind. Evidence of this effect can be noted while
comparing the normalized IHS thickness in Figure 4.10 and the ram pressure profile
from Figure 4.3. For the case of 2008, the ram pressure is near symmetric about the
ecliptic plane, which occurs during solar minimum. There is a region of slow wind
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Fig. 4.10: Contributions to the ENA flux varying with latitude in the upwind direc-
tion. Top left: average ENA production (dJ/dr) for the 2.73 keV energy band in the
IHS as a function of latitude. Top right: IHS thickness normalized to the nose as
a function of latitude. Bottom: total integrated ENA flux for the 2.73 keV energy
band as a function of latitude. Presented are cases corresponding to 2008-averaged
solar wind conditions (black), 2011-averaged solar wind conditions (red), and 2014-
averaged solar wind conditions (blue). Latitude is measured from the ecliptic plane
(0◦), increasing towards the northern pole.
at low latitudes, and fast wind at high latitudes that gives rise to this structured
profile. At the TS, the ram pressure of the solar wind is converted to thermal
pressure, thereby heating the plasma. The symmetry of the solar wind pressure for
2008 is captured in the normalized IHS thickness, which shows that the IHS thickness
at northern and southern latitudes follows a similar, symmetric profile. While the
ram pressure in northern and southern latitudes is similar, and the IHS thickness in
these respective latitudes is similar, I still see an increase in ENA production in the
southern latitudes. This feature demonstrates the effect of the interstellar magnetic
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field to increase the ENA production, which is then reflected in the total integrated
ENA flux also seen in Figure 4.10.
For the 2011 and 2014 cases, the solar wind is less symmetric about the ecliptic
plane so the effect of the interstellar magnetic field is less pronounced. As 2011 rep-
resents a transition between solar minimum and solar maximum, and 2014 represents
solar maximum conditions, it is not surprising that the symmetry breaks down. For
2011, there is a slight increase in the ram pressure at southern latitudes as compared
to northern latitudes, which is reflected in the IHS thickness, where the IHS is thicker
at southern latitudes as compared to northern latitudes in the range of ±50◦ from the
ecliptic plane. This is also seen in 2014, where the southern latitudes have an even
greater contrast to the northern latitudes in terms of the solar wind ram pressure at
10 AU. Therefore, when analyzing the total integrated flux, I see a contrast between
the 2008 case and the 2011 and 2014 cases. For 2008, I see an increase in the total
ENA flux at southern latitudes largely due to the effect of the interstellar magnetic
field. For 2011 and 2014, I see both the effects of the interstellar magnetic field and
the asymmetric solar wind profile producing a stronger ram pressure at southern
latitudes, both contributing to a strong ENA flux at the nose for southern latitudes.
In comparing the curve for 2008 to the curves for 2011 and 2014, it is clear that there
is a greater contrast in the ENA flux for the 2011 and 2014 cases due to the multiple
factors contributing to the ENA flux profile.
I show the LOS-integrated stationary pressure in Figure 4.11. This can be
calculated as (Schwadron et al. 2011, 2014)











where Ps is the stationary plasma pressure (which neglects the contribution of pres-






IBEX Data2014 Solar Wind
Conditions
Fig. 4.11: LOS-integrated stationary pressure maps in units of pdyn AU/cm2. In-
cluded are model results for the 2008-averaged solution (top left), the 2011-averaged
solution (top right), and the 2014-averaged solution (bottom left). Also included
is the LOS-stationary pressure map for 5-year averaged IBEX GDF data from
Schwadron et al. (2014). Simulated values are multiplied by a factor of 1.8.
is the neutral hydrogen density in the IHS (assumed to be 0.1 cm−3), E is the parti-
cle kinetic energy, σ(E) is the charge exchange cross-section (Lindsay and Stebbings
2005) as a function of particle energy, and v is the particle speed.
The results of Figure 4.11 show a pressure enhancement at southern latitudes
for the 2008, 2011, and 2014 cases. As noted in Equation 4.1, the quantity included
in Figure 4.11 reflects the pressure in the IHS, as well as the thickness of the IHS.
Therefore, I can use the results of Figure 4.10 to disentangle the two quantities. In the
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2008 case where there is a noted symmetry in the IHS thickness, I can attribute the
increase in LOS-integrated stationary pressure to a pressure enhancement in southern
latitudes, caused by the increased pressure of the interstellar magnetic field. For the
2011 and 2014 cases, there is an asymmetry in the solar wind, which affects the
IHS thickness at comparable northern and southern latitudes. As shown in Figure
4.10, the IHS is thicker at southern latitudes of the nose as compared to northern
latitudes at the nose. This asymmetry causes the region of enhanced LOS-integrated
stationary pressure to shift further to southern latitudes. Since the ram pressure
of the solar wind increases in southern latitudes from 2008 through 2014, this leads
to an enhancement of the thermal pressure in southern latitudes as the solar wind
crosses the TS. Therefore, while I see a shift in the region of enhanced LOS-integrated
stationary pressure with time, I also see this region become more enhanced with time
due to the increase in thermal pressure.
Noting the comparison with the 5-year averaged IBEX GDF data, the region of
enhanced LOS-integrated stationary pressure from Schwadron et al. (2014) shows the
enhancement close to the ecliptic plane, with a slight shift toward southern latitudes.
While I would not expect to match in with the case of 2014-averaged solar wind
conditions, there should be reasonable agreement between the 2008 and 2011 cases
with IBEX 5-year GDF results. Zirnstein et al. (2017) provides good agreement
with the IBEX observations in terms of the location of enhanced LOS-integrated
stationary pressure using a fully time-dependent simulation. Based on the findings
from 4.3, the results indicate that the modeled solar magnetic field is too strong in
the solution.
In Figure 4.12, I present tail-centered ENA maps of the 2008, 2011, and 2014
cases in comparison with IBEX GDF data, similar to Figure 4.9. These results sup-
port the findings of Chapters 2 and 3, suggesting that the solar magnetic field plays
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2008 Solar Wind Conditions
2011 Solar Wind Conditions
2014 Solar Wind Conditions
5-year Averaged IBEX Data
Fig. 4.12: Same as Figure 4.9, but ENA sky maps are centered on the downwind
(tail) direction. ENA flux is in units of (cm2 s sr keV)−1. Simulated sky maps are
scaled by a factor of 1.8.
an equally important role as the latitudinal profile of the solar wind in ENA maps.
During solar minimum as seen in the 2008 case, there is a clear energy dependence
visible in the ENA maps attributable to the latitudinal variation of the solar wind. In
Chapter 2, I found that in the absence of a latitudinally-varying solar wind profile as
exists during solar minimum, the collimation of the solar wind by the solar magnetic
field in the IHS alone can cause the appearance of high latitude lobes in the north
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and south of the heliotail. My work in Chapter 3 followed this study by including a
latitudinally-varying solar wind for the 2008 case included in 4.12 and showed this
collimation is also a significant contributor to the high latitude lobes observed in the
heliotail even in the presence of a latitudinally-varying solar wind.
For the 2014 case, the results are similar to those presented in Chapter 2 and
Chapter 3 for the uniform case. As the 2014 case represents solar-maximum condi-
tions which can be loosely represented by a uniform solar wind profile, I see similar
features. In Chapters 2 and 3, I found a lack of energy dependence of the ENA
maps for the cases with a uniform solar wind, and saw high latitude lobes persist
across all energies unlike in the 2008 case where a latitudinal-variation of the solar
wind is present. When comparing ENA maps at different energy bands for IBEX,
it is therefore crucial to have realistic solar wind profiles as suggested by McComas
et al. (2013a) and Zirnstein et al. (2017). This is further confirmed in the results for
the 2014 case where the high latitude lobes in the heliotail persist across all energies
and dominate the ENA maps, as seen in the cases with a uniform solar wind profile.
In the 1.11 keV energy band for the 2008 case, the flux at low latitudes dominates
the ENA flux signal in the tail, and transitions to the high latitude lobes at higher
energy. In the 2014 case, high latitude lobes in the tail dominate the signal at 1.11
keV, and continue to do so with increasing energy.
In the 2011 case, where it is a transition between solar minimum and solar
maximum, I see the evidence of the transition in the ENA maps as well. In comparing
the 1.11 keV energy band, I see the high latitude lobes dominate in the tail for the
2011 case, similar to the 2014 case, but the contrast between the low and high
latitudes is less than in the 2014 case. For the 2.73 keV energy band, I see a ENA
flux profile similar to the 2008 case in terms of the ENA flux at the low and high
latitudes. However, the lobes are more confined as in the 2014 case and the port and
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starboard lobes at low latitudes in the 2011 case are more broad as in the 2014 case.
For the 4.29 keV case, there is also a clear transition from 2008 to 2011 to 2014, with
the overall ENA flux decreasing in this energy band as the solar cycle progresses to
solar maximum, as seen in McComas et al. (2017b).
One notable difference between the tail maps of the 2008, 2011, and 2014 cases,
is the location of the high latitude lobes. By tracking the location of maximum ENA
flux within the high latitude lobes, I can roughly trace the center of the lobes to
determine their location. This is due to the fact that the collimation of the solar
wind by the solar magnetic field in the IHS leads to a peak in the thermal pressure
along the magnetic axis, as shown by Drake et al. (2015). In the IBEX GDF data
from Schwadron et al. (2014), the northern lobe in the heliotail is removed due to the
interpolation and masking method needed to remove the IBEX ribbon. Therefore,
it is best to compare the locations of the lobes in the 2.73 keV energy band. In doing
so, I can see that for the 2008 case, the lobes peak at ecliptic latitudes of 42◦ and
−30◦. For the 2011 case, the high latitude lobes peak at ecliptic latitudes of 54◦
and −48◦. For the 2014 case, the high latitude lobes peak at ecliptic latitudes of 60◦
and −54◦. In comparison for the IBEX GDF data, the high latitude lobes peak at
ecliptic latitudes of 48◦ and −30◦. It is notable that the high latitude lobes progress
towards higher latitudes as the solar cycle progresses from solar minimum to solar
maximum. As discussed in Section 4.3, an increase in the solar magnetic field allows
for the heliosphere to more easily resist the compression caused by the interstellar
medium. As noted in Figure 4.10, the strength of the solar magnetic field is strongest
in he 2014 case and weakest in the 2011 case. Therefore, I would expect the heliotail
to be less compressed in the 2014 case as compared to the 2008 case, with the 2011
case being in between. The location of the high latitude lobes in Figure 4.12 reflect
the strength of the solar magnetic field and the ability of the heliosphere to resist
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the compression of the interstellar magnetic field. As the IBEX GDF data reflect
observations from 2009-2013, the ENAs trace back to a weak solar magnetic field,
giving rise to lobes at lower latitudes as compared to the 2011 and 2014 cases.
In addition to the location of the high latitude lobes, another notable difference
between the maps of the 2008, 2011, and 2014 cases is the size of the lobes. As men-
tioned in Section 4.2.2, a stronger solar magnetic field leads to a tighter collimation
of the solar wind by the solar magnetic field. This is seen in the simulated ENA maps
in Figure 4.12. Considering there is gradient of ENA flux within the high latitude
lobes, I estimate the latitudinal and longitudinal extent of the lobes by finding where
the ENA flux falls off by 10% from the peak flux. I find that for the 2008 case, the
northern lobe spans from ecliptic longitudes of 72◦ - 138◦ (∆λ = 66◦) and ecliptic
latitudes of 24◦ - 54◦ (∆β = 30◦) in the 2.73 keV energy band, while the southern
lobe spans from ecliptic longitudes of 48◦ - 108◦ (∆λ = 60◦) and ecliptic latitudes of
(-24◦) - (-54◦) (∆β = 30◦). For the 2011 case, the northern lobe spans from ecliptic
longitudes of 72◦ - 120◦ (∆λ = 48◦) and ecliptic latitudes of 42◦ - 72◦ (∆β = 30◦)
in the 2.73 keV energy band, while the southern lobe spans from ecliptic longitudes
of 66◦ - 102◦ (∆λ = 36◦) and ecliptic latitudes of (-36◦) - (-60◦) (∆β = 24◦) For the
2014 case, the northern lobe spans from ecliptic longitudes of 60◦ - 126◦ (∆λ = 66◦)
and ecliptic latitudes of 48◦ - 84◦ (∆β = 36◦) in the 2.73 keV energy band, while the
southern lobe spans from ecliptic longitudes of 60◦ - 108◦ (∆λ = 48◦) and ecliptic
latitudes of (-48◦) - (-78◦) (∆β = 30◦). In comparing with IBEX GDF data in the
2.73 keV energy band, I find the northern lobe spans from ecliptic longitudes of 54◦
- 102◦ (∆λ = 48◦) and ecliptic latitudes of 24◦ - 60◦ (∆β = 36◦), while the southern
lobe spans from ecliptic longitudes of 78◦ - 108◦ (∆λ = 30◦) and ecliptic latitudes of
(-24◦) - (-54◦) (∆β = 30◦). I see that the size of the lobes for 2011 case best reflects
the IBEX GDF data.
154
Case γ1 γ2
(0.71 - 1.74 keV) (1.74 - 4.29 keV)
Voyager 1 2008 0.68 1.59
2011 0.98 2.28
2014 1.66 2.33
IBEX 1.66 ± 0.12 1.55 ± 0.08
Voyager 2 2008 0.80 1.85
2011 0.95 2.19
2014 1.36 2.45
IBEX 2.11 ± 0.10 1.69 ± 0.08
Southern 2008 1.01 1.59
Lobe 2011 0.91 2.18
2014 1.41 2.44
IBEX 1.41 ± 0.16 1.49 ± 0.12
Table 4.1: Spectral slopes for IBEX-Hi GDF data Schwadron et al. (2014) and the
2008, 2011, and 2014 models. Spectral slopes are calculated using fluxes averaged
over an 18◦ × 18◦ area centered around each direction. γ1 is the spectral slope over
the low-energy portion of the spectrum, 0.71-1.74 keV. γ2 is the spectral slope over
the high-energy portion of the spectrum, 1.74-4.29 keV. Spectral slopes correspond
to ENA flux modeled through the directions of V1 (λ, β) = (-105◦, 35◦), V2 (λ, β)
= (-71◦, -32◦), and the southern lobe of the heliotail (λ, β) = (90◦, -42◦).
4.5 Discussion
As mentioned previously, for a full and accurate comparison with IBEX data,
and time dependent MHD solution is required, as was done in Zirnstein et al. (2017).
Evidence for this is shown in Table 4.1, where the spectral slopes for the 2008,
2011, and 2014 cases are presented in comparison with spectral slopes from IBEX-Hi
GDF data for the V1 and V2 directions, as well as in the direction of the southern
lobe. I also show the spectra for these directions in Figure 4.13. Spectral slopes
are calculated using fluxes averaged over an 18◦ × 18◦ area centered around each
direction. ENA flux can be approximated as J ∝ E−γ, where E is the ENA energy
and γ is the spectral index. Based on the work of Dayeh et al. (2011, 2014), I
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separate the spectral slope into two distinct energy ranges ranging from 0.71 - 1.74
keV (γ1) and 1.74 - 4.29 keV (γ2). The reason for this separation is that there is a
distinct knee in the IBEX-Hi data, at 1.74 keV. This knee was interpreted to mark
a separation between the energies where the contribution from the slow solar wind
dominated (0.71 - 1.74 keV) and where the contribution from the fast solar wind
dominated (1.74 - 4.29 keV). This knee can be seen in Figure 4.13, especially in
the V1 and V2 direction, where it is clear that the slope of the spectra changes at
1.74 keV. Therefore, the spectral slope is best represented by two (or more) distinct
spectral indices as opposed to a single spectral slope covering the entire IBEX-Hi
energy range.
While the results of Chapter 3 and Figure 4.12 show that the solar magnetic field
is an important component in being able to replicate the high latitude lobes observed
by IBEX, Table 4.1 demonstrates the need for solar cycle inclusion to best replicate
the results of IBEX, as shown by Zirnstein et al. (2017). For the year 2008, which
reflects solar-minimum conditions under during which IBEX GDF observations were
made, the rigid structure of the solar wind used in simulating a steady-state helio-
sphere affects the spectral slope of ENAs. As I discussed in Section 3.4.3, during
the course of the solar cycle, there will be a mixture of slow and fast wind at high
latitudes due to the profile of the solar wind during solar maximum and due to the
deflection of the slow solar wind to higher latitudes along streamlines in the nose
direction. This mixing is not captured in the 2008, 2011, and 2014 models, therefore
none of the simulated models are both able to match γ1 and γ2 of the IBEX GDF
data averaged over the years 2009 through 2013. It is expected that the 2014 model
would not be able to replicate the IBEX GDF data because the year 2014 occurs
after the duration over which the IBEX GDF data was observed, however I include





























































































Fig. 4.13: ENA flux spectra for the directions of V1 (top left), V2 (top right), and the
southern lobe (bottom), in units of [cm−2 s−1 sr−1 keV−1]. The black line corresponds
to IBEX-Hi GDF data from Schwadron et al. (2014), and the red, blue, and green
lines correspond to modeled spectra for the 2008, 2011, and 2014 cases, respectively.
Simulated fluxes are multiplied by a factor of 1.8. Spectral slopes are included in
Table 4.1.
The position of V1 in ecliptic coordinates is located at (longitude, latitude) (λ,
β) = (-105◦, 35◦) and the position of V2 is located at (λ, β) = (-71◦, -32◦). As shown
in Figure 4.9, the locations of V1 and V2 are both located in the direction of the
nose, but approximately ± 30◦ from the ecliptic plane. Due to their latitudes, by
analyzing the spectral slopes in these directions, I can observe the mixing of the solar
wind being deflected toward higher latitudes at the nose. For γ1 in the V1 direction,
the spectral slope for the IBEX GDF data is 1.66 ± 0.12. In contrast, the year 2008
has a spectral slope of γ1 = 0.68 and the year 2011 has a spectral slope of γ1 = 0.98.











































2002 2004 2006 2008 2010 2012
2014
Fig. 4.14: Solar wind density (left) and speed (right) at 1 AU as a function of latitude
as calculated using data from Sokół et al. (2015). Included are the yearly-averaged
conditions for the years 2002 (black), 2004 (pink), 2006 (turquoise), 2008 (orange),
2010 (blue), 2012 (green), and 2014 (red).
an ion at 1 AU, crossing the TS, charge exchanging to become an ENA, and return
to be observed by IBEX is approximately 2 years for ions that charge exchange just
after crossing the TS. For ions that deflect from lower latitudes after crossing the TS
and travel to the direction of V1 before charge exchanging, the total travel time can
be up to approximately 6 years. In considering the IBEX GDF data is averaged over
the years 2009 through 2013, this means that the ENAs being observed in the V1
direction can represent solar wind conditions from the years 2003 through 2011. The
same is true for V2 due to the similar ecliptic latitude of its direction in the southern
hemisphere.
In Figure 4.14, I present the yearly-averaged solar wind density and speed at 1
AU for the years 2002, 2004, 2006, 2008, 2010, 2012, and 2014. While I do not present
the changing solar wind conditions for every year between 2002 and 2014, Figure 4.14
generally shows how the solar wind profile evolved over time based on IPS data from
Sokół et al. (2015). I see that the yearly-averaged solar wind profiles for the years
2008 and 2010 most closely resemble solar-minimum conditions, and the year 2002
and 2014 most closely reflect solar-maximum conditions. The years 2004, 2006 and
2012 mark transitions during the solar cycle, with the transition from solar-maximum
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conditions in 2002 to solar-minimum conditions in 2008 being more gradual than the
transition of solar minimum conditions in 2010 to solar-maximum conditions in 2014.
In comparing the solar wind profiles in Figure 4.14 to the spectral results presented
in Table 4.1 and 4.13, it is clear that the discrepancy between modeled results and
IBEX GDF data in the V1 direction stems from the changing solar wind profile.
The primary contribution from the years 2008 and 2011 in the direction of V1 for
IBEX GDF data would be from ENAs created from ions which have just crossed
the TS and then undergo charge exchange. The year 2008 would also contribute to
a small portion of ENAs observed in the 5-year averaged GDF data which deflected
towards higher latitudes, however the primary contribution from deflected ions would
originate from previous years. By comparing the peak in the solar wind density,
which occurs at low latitudes, in the year 2008 (5.2 cm−3) to the peak in the solar
wind density in the years 2002 (6.8 cm−3), 2004 (5.7 cm−3), and 2006 (6.3 cm−3),
it can be noted that the slow solar wind being deflected towards the V1 direction
is a denser wind which will contribute to more ENA flux at the low energy bands.
The addition of this denser, slow solar wind being deflected towards the direction
of V1 would act to increase the spectral slope for the years 2008 and 2011, which
is why I underpredict the value for γ1. While the year 2014 is not included in the
IBEX GDF observations, the higher density wind profile at all latitudes reflecting
solar-maximum best replicates the average conditions being observed along the V1
LOS, which is demonstrated by having γ1 = 1.66, within the IBEX error.
For γ2 in the direction of V1 , the year 2008 presents a much better comparison.
Because of the latitude of V1 , the primary contribution to ENAs which fall within
the 1.74 - 4.29 keV energy band are ENAs created just after the ions cross the TS. For
IBEX GDF data, γ2 = 1.55 ± 0.08. For comparison, the year 2008 has a spectral
slope of γ2 = 1.59 and the year 2011 has a spectral slope of γ2 = 2.28. Since as
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demonstrated in Figure 4.14, between the years 2008 through 2010 the solar wind
profile reflects solar minimum conditions, which have fast wind at latitudes such as
those in the direction of V1 and V2, it is expected that the spectral slope for the
year 2008 in the higher energy bands would closely resemble the spectral slope for
the same energies in the IBEX GDF data. Likewise, as the year 2011 reflects a
transition between solar minimum and solar maximum, where the wind is slower
and more dense than in the year 2008 (Figure 4.3), it is also expected that using
2011 conditions alone, which only contribute to a small fraction of ENAs observed
in IBEX GDF data, would be unable to replicate the data and would have a larger
spectral slope due to the slower wind. It also follows for the same reason that the
2011 data cannot accurate replicate γ2 for IBEX GDF data, the 2014 data is also
unable to replicate γ2, despite providing a good representation of the data for γ1.
For the direction of V2, I see similar trends as in the direction of V1 , with
the spectral slope increasing as the years progress forward for the modeled cases in
both γ1 and γ2. However, unlike in V1 where there was reasonable agreement, for
both γ1 and γ2 the spectral slopes of the modeled cases fall beyond the error bars
of the IBEX data. For IBEX GDF data, γ1 = 2.11 ± 0.10. In contrast, the year
2008 has a spectral slope of γ1 = 0.80 and the year 2011 has a spectral slope of γ1
= 0.95. As mentioned for the case of V1 , I do not expect either the 2008 or 2011
cases to match γ1 for the IBEX GDF data due to the transit time of ENAs caused
by the deflection of solar wind to higher latitudes from low latitudes. However, γ1
for the 2014 case in the V2 direction (1.36) is unable to compare with IBEX GDF
data, despite doing a reasonable job in the V1 direction. Again, I do not expect the
2014 case to be able to accurately reflect the spectral slope of IBEX GDF data, but
it is useful in interpreting the IBEX GDF data. By comparing with Figure 4.14,
one notable difference between the 2014 case and the 2002, 2004, and 2006 cases is
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in the solar wind asymmetry. For the solar-maximum conditions in 2014, there is
a latitudinal asymmetry of the solar wind which results in a slower, denser wind in
the northern latitudes as compared to southern latitudes. For the 2002, 2004, and
2006 years, the asymmetry is reversed, with a slower, denser wind in the southern
latitudes. These asymmetries lead to an underprediction of γ1 for the 2014 case,
where the faster, less dense in the direction of V2 leads to a smaller spectral slope
than was observed by IBEX in this direction.
I also see an underprediction of γ2 in the V2 direction, with the IBEX GDF
data having γ2 = 1.69 ± 0.08 and the year 2008 having γ2 = 1.85 and the year 2011
having γ2 = 2.19. As mentioned for the case of V1 , I would not expect the 2011 case
to match with IBEX GDF data for γ2, however it is interesting that the year 2008
slightly overpredicts IBEX GDF data in this direction. By not modeling the solar
wind with a time dependent solution, I am not capturing all 5 years (2007-2011)
which are affecting γ2 for IBEX GDF data in this direction (and the direction of
V1). While the IBEX GDF data in the V2 direction possibly reflects a faster, more
energetic solar wind profile in the V2 direction than the 2008 model is providing, it
is also possible that the overprediction stems from the treatment of reflected PUIs.
Reflected PUIs are a hotter population of PUIs that contribute more within increasing
energy (i.e. in the energies of γ2). Therefore, the overprediction of the spectral slope
for the 2008 case in the V2 direction could be due to how I treat the reflected PUIs,
whether it be the density or energy fraction is too low for this population. While the
2008 case did produce a γ2 value within the error of the IBEX GDF data for the V1
direction, it did fall on the high-end of the range of the spectral slope and therefore
an enhancement of reflected PUIs could still allow for the V1 direction to continue
matching as well.
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I also present in Table 4.1 and Figure 4.13 the spectra for the southern lobe in the
heliotail, located at (λ, β) = (90◦, -42◦). The spectra in this direction are influenced
by two components: the mixing of the solar wind as the solar cycle progresses and
the collimation of the solar wind by the solar magnetic field, which results in the
heating of the plasma. Because the solar wind in the high latitude lobes of the
heliotail contains plasma originating at high latitudes, but also the wind deflected
from the nose, the latitudinal profile of the solar wind as a function of time does
not provide a clear perspective. However, because within the southern lobe there is
a mixing of slow and fast solar wind due to the deflection along streamlines, I can
see how the solar cycle does affect the spectral slope of ENAs in this direction. For
IBEX GDF data, the spectral slope in the southern tail at lower energies is γ1 =
1.41 ± 0.16, while the 2008 case has γ1 = 1.01 and the 2011 case has γ1 = 0.91. By
comparison, the 2014 case, which reflects solar maximum conditions with slow wind
originating at high latitudes, has a spectral slope of γ1 = 1.41. I see that the 2008
case underpredicts the spectral slope of the IBEX GDF data. While slow wind does
deflect from low latitudes to high latitudes and therefore would exist along the LOS
of the southern lobe for the 2008 case, the lack of time dependence means that slow
wind that would originate at the high latitudes as would occur during solar maximum
(similar to the 2014 case) is missing. I therefore see an underprediction of γ1 in the
2008 case due to the absence of slow wind which would be there if the progression of
the solar cycle was taken into account.
For γ2 in the southern lobe, IBEX GDF gives γ2 = 1.49 ± 0.12, while I also
have γ2 = 1.59 for the year 2008, γ2 = 2.18 for the year 2011, and γ2 = 2.44 for the
year 2014. The 2008 case shows the best agreement with the IBEX GDF, giving a
spectral slope that is within the error of IBEX. As in the V1 direction, the 2008 case
is at the high end of the IBEX error range, so it is possible the treatment of reflected
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PUIs is resulting in a steeper spectral slope. Despite the potential effect of reflected
PUI treatment, it is unsurprising that the 2008 case gives the result closest to the
IBEX GDF spectral slope in the 1.74 - 4.29 keV energy range, as solar minimum
conditions result in the most fast solar wind at the poles, and the fast solar wind
located within the southern lobe of the heliotail is the primary contributor to γ2.
4.6 Concluding Remarks
In this chapter, I investigated how the solar magnetic field responds to the ISM
to create the “croissant-like” shape suggested by Opher et al. (2015). I found that an
increase in the solar magnetic field results in a greater resistance to the ISM pressures
trying to compress the heliosphere. Under the assumption that the heliosphere in
a stationary ISM plasma is similar in shape to an infinite cylinder, the increase
in solar magnetic field in the presence of ISM flow allows the heliosphere to trend
closer to the cylinder-like structure. As a result, the IHS thickness at high latitudes
in the direction of the nose increases with increasing solar magnetic field strength.
This result suggests that while the solar wind profile most heavily influences the
ENA profile in the direction of the nose of the heliosphere, the solar magnetic field
strength can play a role as well.
I also investigated the effect of changing solar cycle conditions on ENA maps by
isolating the years 2008, 2011, and 2014, which correspond to the solar cycle changing
from solar minimum to solar maximum conditions. I find that, as shown by IBEX
observations, the overall flux in the ENA maps decreases as the solar cycle progresses
from solar minimum to solar maximum. While the overall flux decreases in the ENA
maps over time, the ENA flux from the high latitude lobes in the heliotail increase
in intensity relative to the other features in the ENA maps as a result of an increase
in the collimating force of the solar magnetic field.The ram pressure also plays a
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significant role in the ENA maps, as it influences the locations of the heliospheric





The goal of this dissertation is to understand the heliosphere and the physical
processes within through the lens of ENA maps. ENA maps provide an indirect
method for observing the heliosphere, and by simulating the heliosphere via compu-
tational methods and comparing the modeled ENA output with observations, I am
able to isolate the effects of different heliospheric processes on ENA maps. Within
this chapter, I present my findings and how they relate to the motivating questions
discussed in Chapter 1.
5.1.1 What is the effect on ENA maps of the solar magnetic field topol-
ogy in the heliosheath?
In Chapter 2, I investigated how the solar magnetic field topology in the IHS,
which leads to the confinement of the solar wind plasma, influences ENA maps. I
did this by simulating the heliosphere with uniform solar wind conditions at the
inner boundary, such that any changes in the heliotail ENA flux is primarily due
to the changing magnetic field configuration. In the Opher et al. (2015) and Drake
et al. (2015) model, the solar wind is collimated by the solar magnetic field, and
the thermal pressure in this collimated region peaks along the magnetic axis. With
increasing distance from the magnetic axis, the thermal pressure decreases while the
magnetic pressure increases. This effect leads to a heating of the solar wind plasma
165
downstream of the TS at the polar regions. As this heated solar wind plasma travels
in the IHS and is deflected towards the tail, it has the potential to create higher
energy ENAs than cooler solar wind plasma less affected by the confinement of the
solar magnetic field.
My findings from Chapter 2 showed that this plasma heating effect caused by
the magnetic field topology does in fact lead to an enhancement of the ENA flux in
the heliotail at high latitudes in the form of high latitude lobes. IBEX observations
of the heliopshere from both McComas et al. (2013a) and Schwadron et al. (2014)
find evidence of two high latitude lobes of ENA flux at in the tail region of the
heliosphere. Various works, including McComas et al. (2013a), attributed the source
of these high latitude lobes to the solar wind profile during solar minimum, where fast
wind is located at the high latitudes and slow solar wind is located at low latitudes.
Due to the nature of the fast solar wind, McComas et al. (2013a) suggested that
there is a split ENA profile in the IBEX-Hi energies because the fast wind, at high
latitudes, would contribute primarily to higher energy ENA flux. Conversely, slow
solar wind at low latitudes, would contribute primarily to lower energy ENA flux.
Therefore, this split shape of ENA flux in the heliotail region would arise. My findings
indicate that this very profile in high energy (>2 keV) ENA maps is visible even in
the absence of a fast solar wind. While my ENA map results cannot reproduce the
energy dependence in ENA maps observed by IBEX due to the uniform solar wind
boundary conditions being used, the results do indicate that the solar magnetic field
has a decidedly non-negligible effect on ENA maps, and therefore cannot be ignored.
In Chapter 3, I continued the investigation of the effect of the solar magnetic
field topology on ENA maps, by introducing new cases. One improvement in this
chapter over Chapter 2 was the use of the SHIELD model, which treats the neutrals
in the MHD solution kinetically instead of as multiple fluid populations. The kinetic
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treatment of neutrals gives a more accurate neutral solution, which is important in
modeling ENA flux. In Chapter 3, I also introduced solar minimum-like boundary
conditions which resulted in a latitudinally-varying solar wind profile with fast solar
wind at the high latitudes and slow solar wind at the low latitudes. By including
varying solar wind conditions at the inner boundary, I was able to consider how the
solar magnetic field works in conjunction with variations in the solar wind profile. I
found that while a model of the heliosphere with solar minimum conditions and no
solar magnetic field could reproduce the energy variations of ENA maps observed by
IBEX, a model without solar magnetic field could not reproduce the high latitude
lobes observed by IBEX. With varying solar wind conditions alone, there was an
enhancement of ENAs in the high latitudes for high energy (>2 keV) ENA maps,
and an enhancement of ENAs in low latitudes for low energy (<2 keV) ENA maps.
However, the lack of collimation of the solar wind by the solar magnetic field led to
a weaker ENA flux as compared to a model of the heliosphere that included solar
minimum conditions and the solar magnetic field. With the solar magnetic field,
there is an enhancement of ENAs in the high latitudes, and high latitudes lobes
closely resembling IBEX ENA observations appear. This model used a weak solar
magnetic field corresponding to magnetic field data from OMNI during the year 2008
to reflect the time of the solar wind conditions used. Thus, even in the presence of a
weak solar magnetic field, the effect of the topology on ENA flux is significant.
I also investigated the effect of changing magnetic field strength on ENAs in
Chapter 3. Using the SHIELD model, I produced simulations of a uniform solar
wind model with a strong solar magnetic field (corresponding to the model used
in Chapter 2, which reflect solar maximum conditions), and a weak solar magnetic
field (corresponding to the solar minimum conditions of 2008). In comparing the
ENA maps from the two uniform solar wind models, I found that increasing solar
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magnetic field intensity leads to increasing ENA flux at the high latitudes. This
result is attributable to the thermal pressure of the solar wind plasma being higher
along the magnetic axis downstream of the IHS with the stronger solar magnetic field.
Therefore, the higher thermal pressure translates to a higher temperature plasma,
and the ions within the plasma reflect this higher temperature by producing more
higher energy ENAs.
In Chapter 4, I investigated how the solar magnetic field affects the thickness
of the IHS. As a result of the magnetic tension of the solar magnetic field, a stronger
solar magnetic field provides greater resistance to the compression of the ISM as
compared to a weaker solar magnetic field. I investigated this by comparing uniform
solar wind solutions to the case of a heliosphere with the shape of an infinite cylinder.
As shown in Drake et al. (2015), in the absence of the motion of the heliosphere
through the ISM, the heliosphere takes on a cylindrical shape due to the collimation
by the solar magnetic field. Therefore, I simulated an infinite cylinder to reflect this
condition, and compared how the IHS thickness varied as a function of solar magnetic
field strength when the motion of the heliosphere through the ISM is included. In
doing so, I found that a stronger solar magnetic field is better able to resist the
compression from the ISM as mentioned above, and therefore the IHS is thicker at
high latitudes with a strong solar magnetic field. With a thicker IHS, there is a
longer integration path length for ENA flux. Therefore, this effect has the potential
to enhance ENA flux at high latitudes.
Based on these results, I find that the solar magnetic field topology has a signif-
icant effect on ENA maps. Through collimating the solar wind plasma, it increases
the thermal pressure of the plasma. This heating of the solar wind downstream of
the TS leads to an enhancement of ENA flux in the high latitudes, visible as high
latitudes lobes for energies >2 keV. Additionally, the intensity of the solar magnetic
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field has an effect on the thickness of the IHS. I find that a stronger solar magnetic
field leads to a thicker IHS in high latitudes. The integration path length for ENAs
in the direction of the nose is dictated by the IHS thickness; therefore, the increased
IHS thickness leads to an enhancement of ENAs.
5.1.2 What is the effect on ENA maps of the solar cycle?
While I do not have a time-dependent MHD solution to investigate the effect
of the solar cycle on ENA maps, I am able to investigate this effect by simulating
the heliosphere with solar wind conditions corresponding to different phases of the
solar cycle and investigate how the heliosphere responds to these changing conditions.
One advantage of this method is that I am able to isolate the conditions such that
I can precisely investigate the effects of solar minimum, solar maximum, or a time
in between. When using a time-dependent MHD solution with changing solar wind
conditions over time, it can be difficult to isolate particular conditions as there is a
mixture of solar wind corresponding to different times in the heliosphere.
In Chapter 3, I investigate the effect of solar minimum conditions on the helio-
sphere by using solar wind conditions corresponding to the year 2008. In the year
2008, there was a well-defined solar wind profile of fast and slow wind, with fast
solar wind being located at high latitudes and slow solar wind being located at low
latitudes. In doing so, I was first able to find that the solar wind profile alone is not
able to explain the heliotail observations made by IBEX and presented in McComas
et al. (2013a) and Schwadron et al. (2014). As mentioned in Section 5.1.1, the solar
magnetic field is required to best match IBEX observations. Therefore, while the
solar wind profile, as a result of the solar cycle, plays a role in the energy dependence
of the ENA observations and in structuring the profiles seen in ENA maps, it is not
sufficient on its own to reproduce observations.
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In Chapter 4, I investigate specifically how changing solar cycle conditions in-
fluence the heliosphere and resulting ENA maps. I simulate the heliosphere for the
years 2008, 2011, and 2014, which correspond to solar minimum, the transition to
solar maximum, and solar maximum. I find that in simulating the heliosphere over
this time period, the transition in the solar wind conditions from solar minimum to
solar maximum results in a decrease in the overall simulated ENA flux, which agrees
with IBEX observations. Additionally, in the solar wind conditions, which are in-
ferred from IPS data by Sokół et al. (2015), there are asymmetries in the latitudinal
profile of the solar wind. These asymmetries result in non-negligible effects on the
ENA flux, indicating that changes in the solar wind profile can be seen in IBEX ob-
servations. Additionally, while the southern latitudes in the upwind direction show
the highest amount of ENA production due to the compression by the interstellar
magnetic field, the IHS thickness resulting from changes in the strength of the solar
magnetic field over the course of the solar cycle produces changes in the region of
enhanced ENAs in the direction of the nose seen in IBEX observations and ENA
simulations. The strength of the solar magnetic field also correlates with the size of
the high latitude lobes observed in the heliotail, with a strong solar magnetic field
leading to smaller lobes due to tighter collimation and a weak solar magnetic field
leading to broader lobes.
5.1.3 Can we distinguish the shape of the heliosphere from IBEX ENA
observations?
At the IBEX-Hi energies, it is difficult to distinguish the shape of the helio-
sphere. For the “croissant-like” shape of the heliosphere, the split in the heliotail
would occur at distances beyond the cooling length in the heliotail (∼200 AU). Like-
wise, the comet-like shape of the heliosphere has a heliotail extending for thousands
of AU. The extinction of ions in the IHS places a limit on how far IBEX can see down
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the heliotail. With increasing energy, the cooling length increases, which means that
future missions such as the Interstellar Mapping and Acceleration Probe (IMAP)
with the ability to observe ENAs at much higher energies have the potential to de-
termine the shape of the heliotail. However, IMAP is still in its development stages,
and therefore it is difficult to draw conclusions on the shape of the heliotail at this
time.
One way I am able to conduct tests on the shape of the heliosphere is through
comparing ENA results from the different shapes of the heliosphere with observations
in order to deduce characteristic traits. For instance, the traditional comet-like shape
of the heliosphere has typically been associated with a passive solar magnetic field,
which does not influence the solar wind plasma in the IHS. In contrast, the “croissant-
like” shape of the heliosphere proposed by Opher et al. (2015) considers the solar
magnetic field to have a non-negligible effect in the heliosphere, capable of collimating
the solar wind plasma and affecting the thermal pressure within. Considering the
“croissant-like” shape of the heliosphere is predicated on the solar magnetic field
having an influence on the IHS, I am able to use ENA maps to test whether the solar
magnetic field does play a role in the IHS.
As discussed in Chapters 2, 3, and 4, as well as in Section 5.1.1, I find the solar
magnetic field plays a critical role in organizing the solar wind at high latitudes,
and leads to an enhancement of ENA flux in the form of two high latitude lobes
which is also seen by IBEX observations. In the absence of a solar magnetic field,
as discussed in Chapter 3, a latitudinally-varying solar wind is insufficient to match
IBEX observations of the heliotail. Therefore, I find that the importance of the solar
magnetic field, which is a key element of the “croissant-like” shape of the heliosphere,
is confirmed.
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With latitudinally-varying solar wind conditions using the the “croissant-like”
model in Chapter 3, there is good qualitative agreement with IBEX observations. In
the future when a fully time-dependent solar wind solution is available, I will be able
to probe the two shapes with more realistic solar wind conditions to see if my results
change. While I am currently able to deduce from ENA modeling and observations
that a key feature of the “croissant-like” shape of the heliosphere is present within
ENA observations, I am unable to distinguish the shape of the heliotail from IBEX
ENA observations.
5.2 Future Work
There is still a great deal to explore regarding heliospheric processes and their
effects on ENA production. One aspect of the heliosphere which has the potential
for additional insight is the effect of the interstellar magnetic field on the heliotail.
Works such as Opher et al. (2007) investigated the asymmetries in the nose of the he-
liosphere induced by the interstellar magnetic field via heliospheric modeling. Other
works, such as Prested et al. (2010) studied how different interstellar magnetic field
configurations alter observed ENA flux. Additionally, the work of Zirnstein et al.
(2016a) used the circularity of the IBEX Ribbon to determine the magnitude and di-
rection of the interstellar magnetic field. While these studies all focus on the upwind
direction of the heliosphere and the ribbon beyond, there has not been a compre-
hensive study to investigate the role of the interstellar magnetic field with regard to
the heliotail. As such, how the interstellar magnetic field affects the heliotail and
the resultant ENA maps is an area to be investigated in the future. By changing the
direction and magnitude of the interstellar magnetic field, I can compare how the
heliotail features change as a result of the different configurations. This has the po-
tential to provide insight with regard to the orientation of the high latitude lobes of
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the heliotail, and to further test the different predictions for the interstellar magnetic
field strength and direction.
In this dissertation, I presented my results from the single-ion SHIELD model,
which treats as the ions as a single plasma fluid. This approximation requires that I
partition the plasma into different ion species in post-processing; however, I am not
able to capture any changes in the heliosphere which would occur if the thermal solar
wind ions and PUIs are treated separately. Opher et al. (2020) studied the effects of
a multi-ion MHD model, and found that by including PUIs as a separate fluid the
heliosphere shrinks in size. Additionally, considering PUIs are treated as a separate
fluid, there are far fewer assumptions required for modeling ENA flux resulting from
PUIs. As a result, in the future I will extend the work of my dissertation to model
ENAs from the multi-ion MHD model. Currently, a task of Phase I of the SHIELD
NASA Drive Center, recently rewarded to Prof. Merav Opher, is to couple the
multi-ion MHD model to AMPS to allow for a kinetic treatment of neutrals as in
the model discussed in this dissertation. Using this model to simulate ENAs will
be a significant advancement in ENA modeling capabilities. Additionally, both the
single-ion and multi-ion SHIELD models will be updated in the future to allow for
time dependent solar wind conditions. These time dependent solutions will be critical
in comparing modeled ENA maps with observations to allow for the most realistic
comparison.
Appendix A
Single-ion ENA Map Code Manual
Based on the Work by Prested et al. (2008, 2010). Original code framework and
manual by Dr. Christina Prested. Updated code and manual by Marc Kornbleuth.
A.1 Relevant Files
List of Procedures and Brief Description
distribution_functions.pro: Defines the distribution function for the flux calcu-
lation (i.e. Maxwellian or Kappa). Called by make_countrate_files.pro.
ena_prod_trans.pro: Calculates the variable "fluxconstant" which is used in
the flux calculation of make_countrate_files.pro. Also includes the calculation for
the charge exchange cross-section as defined by Lindsay and Stebbings (2005).
flux_and_counts.pro: Sets up the plotting of ENA maps. This is where plot-
ter.pro is called.
get_limits.pro: Reads in the boundaries.txt file to specify the different regions
within the ENA model. Within this code the regions are: 1) Pristine ISM; 2)
Disturbed ISM; 3) Heliosheath; 4) Termination Shock; 5) Undefined; 6) Open He-




load_multiion_opher.pro: Sets up data structure for multiion opher model (not
used in single-ion case).
load_opher.pro: Sets up data structure for single-ion opher model.
load_parameters.pro: Determines a large number of common blocks and flags.
Sets parameters for different conditions such as grid size, integration length, input
files, etc. See section 3.
make_countrate_files.pro: Where the magic happens. This is the primary file
where the ENA intensity is calculated. See section 2 for further details.
make_countrate_files_batch: The batch file to calculate the ENA flux
make_plots_batch: The batch file to plot ENA flux into maps
plotter.pro: The program to plot the ENA maps from the countrate files calcu-
lated using make_countrate_files_batch.
read_stream.pro: Calculates the extinction of ions along streamlines, which is




boundaries.txt : Created using Tecplot (Section 5). Holds the information re-
garding the different regions of the heliosphere: 1) Pristine ISM; 2) Disturbed ISM;
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3) Heliosheath; 4) Termination Shock; 5) Undefined; 6) Open Heliosheath (i.e. the
region between the lobes where heliosheath material is mixed with ISM).
opherwithneutralsnhfinish.dat : Created using Tecplot (Section 4). Holds the
information regarding the neutral hydrogen density.
opherwithneutralsplasmafinish.dat : Created using Tecplot (Section 4). Holds
the information regarding the plasma density, temperature, and velocities.
3d__xxxxx_streamlines_yyyy.dat : Created using Tecplot (Section 4). Read in
by read_stream.pro. Holds the information for the extinction calculation.
A.2 Code Architecture and ENA Calculation
Primary Directory: The location where all of the programs for the ENA
calculation and plotting exist. The files described in Section 1 all exist in the Primary
directory.
Secondary Directory: The location where all of the input files and output files are
located.
Countrate Files: These files are the output from the ENA flux calculations. From
the original Prested Manual: “For historical reasons, the ENA intensity is converted
to expected count rate in the IBEX instrument and saved as this format for each
direction in the sky. This can easily be converted back to ENA intensity using the
instrument geometric factors found in load_parameters.pro. If the geometric factors
or energy channels are changed, the countrate files must be regenerated before making




Flux calculated using @make_countrate_files_batch, maps generated using
@make_plots_batch.






fp(nion(r′), Tion(r′), vplasma(r′))nH(r′)σ(E)S(E)dr′, (A.1)
In the above equation, we have the following parameters:
E=energy of ENA
r=the vector pointing from the observer to the point where the flux is being
calculated
mp=the mass of the proton
fp=the ion velocity phase space distribution function, typically a Maxwellian
distribution
nion=the density of the parent ion species
Tion=the temperature of the parent ion species
vplasma=the speed of the parent ion in the frame of the bulk ion species
(|vENA− vbulk|). Here we write vENA since the speed of the parent ion is the same as
the resultant ENA since we assume no momentum is transferred during the charge
exchange process
σ=the charge exchange cross-section for H-H+ interaction from Lindsay and
Stebbings (2005)
S=the survival probability of an ENA from its origin to observation. Refer to
Bzowski (2008) and Heerikhuisen et al. (2006b)
177
This equation is only valid for E > 0.1 keV, since above this energy the effects
of gravitational and radiation pressure are negligible. Therefore, we assume perfectly
radial trajectories for our created ENAs.
















In the above equation, we are taking into consideration units (i.e. keV and
erg), as well as considering that the ENAs are observed in an energy channel of an
instrument that has a particular energy width. Here, the units of J are ENAs/(cm2 s
sr keV). In this case, Ecen. is the center of the energy band, which for IBEX is provided
by Funsten et al. (2009) and updated by McComas et al. (2012) for the IBEX-Hi
band. Emax and Emin are the energy boundaries of a particular band, also defined by
Funsten et al. (2009) for IBEX-Hi. Here we also say that dE = (Emax−Emin)/(Eres),
where Eres is the energy resolution we are defining per energy band that we use for
integration (typically 10). These parameters are defined in load_parameters.pro.
To go from the ENA intensity to a count rate (how the output is stored in the
secondary directory), the intensity is multiplied by Ecentral and the geometric factor
of the instrument, G(E), which is also given in Funsten et al. (2009).
To calculate the ENA intensity for each energy band, we primarily use
make_countrate_files.pro. This code contains multiple procedures, all used to cal-
culate the ENA intensity for a given energy band. The order of the procedures used
goes as follows:
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1) allCountRate: creates the countrate data files for all energy bands; acts as
the primary procedure out of which all subsequent procedures are run
2) countrate: finds the countrate map of any energy band and writes it to a
data file; acts as the secondary procedure which runs the flux calculation proce-
dure. The procedure reads in the energy band being calculated (eband), the number
of energy steps (eres – typically 10), the modeler (modeler – Opher), the distri-
bution function being used (dist – typically Maxwellian), the cooling length from
read_stream.pro (lc), the extinction array from read_stream.pro (cool), the x,y, and
z components of streamline velocities from read_stream.pro (vx, vy, vz, respectively).
Additionally, depending on the PUI model, there is also the density ratio (a_z) from
read_stream.pro based on the calculation from Zirnstein et al. (2017).
3) opherwithneutralsfile: reads in data from the input files
4) make_flux : sets the conditions for the densities, temperatures, and speeds,
and calculates the ENA flux for each individual grid cell using the function
calc_diff_flux. The procedure reads in the energy band being calculated (eband),
the modeler (modeler – Opher), the array in which the calculated flux will be
stored (flux), the cooling length from read_stream.pro (lc), the extinction array
from read_stream.pro (cool), the x,y, and z components of streamline velocities
from read_stream.pro (vx, vy, vz, respectively). Additionally, depending on the
PUI model, there is also the density ratio (a_z) from read_stream.pro based on
the calculation from Zirnstein et al. (2017). Also, there are A_temp, B_temp,
C_temp, and D_temp, which are from the original Prested model and are unused.
In the original Prested manual, they are defined as “variables created solely for use
with radial_ena_prod.pro. They should not be used outside of that application and
therefore don’t need to have a value assigned for making all-sky maps using just the
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MHD model output". Since the radial_ena_prod.pro is no longer used in the ENA
model, these are unused inputs.
Within make_flux, there are a few functions and processes of note. First, there
is the PUI profile from Vasyliunas and Siscoe (1976). This profile is actually not
used in the code, but is called with:“if vasyliunas eq 1 then begin". This command is
noted in load_parameters.pro (see below), but while the profile is no longer included,
this process is generally included since some of the variables calculated are good for
debugging. In the code, all of the physics that has been added to the model lies
within the “Radial Range 2" region, and it includes two different replacements for
the Vasyliunas and Siscoe (1976) profile based on the PUI model being used (specified
in load_parameters.pro. For the “Malama" PUI model, the variation of PUIs along
the termination shock as a function of angle from the nose is calculated by using
“ni_rat" which calculates how the total neutral hydrogen density averaged within
the supersonic solar wind over a radial line of sight varies with respect to the nose.
Additionally, it also factors in how the distance to the termination shock for a radial
line of sight varies with respect to the distance to the termination shock at the nose
and the solar wind conditions at 1 AU as well. Coupled together, this gives the
variation of PUIs along the termination shock. More information for this model can
be found in Section 3.3. Additionally, for the “Zirnstein" Model, the value “a" is
calculated, which is the density ratio with of PUIs to solar wind ions, from the work
of Zirnstein et al. (2017).
In the code, we also specify different PUI density and temperature calcula-
tions for the “Malama” and “Zirnstein” PUI models. Each has their respective PUI
variations accounted for, as well as their respective PUI density fractions and PUI
temperature fractions (from the energy partition of the PUIs in the plasma). For
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further detail on the “Malama" model, see Kornbleuth et al. (2018). For further detail
on the “Zirnstein" model, see Zirnstein et al. (2017).
Once these PUI densities and temperatures are calculated, the flux is calcu-
lated using the function calc_diff_flux. This function gets stored in the array
“flux[t,p,nn]", where “t" is the theta index for latitude, “p" is the phi index for
longitude, and “nn" is an index signifying the parent population for the ENA flux.
For “nn", we have 0 as the transmitted PUI contribution, 1 as the reflected PUI
contribution, 2 as the locally created PUI contribution (in the work of Kornbleuth et
al. 2018 this flux is ignored), and 3 is the solar wind ion contribution. There is also
an index of 4, which corresponds to the total combined ENA flux from the different
populations.
For the function calc_diff_flux, the actual flux for a particular grid cell is cal-
culated. In this function, the distribution function is defined based on whether the
kappa value specified in load_parameters.pro is less than 1.5 (Maxwellian distri-
bution) or greater than or equal to 1.5 (Kappa distribution). Next, the function
v_plasma is called, which calculated the speed of the parent ion (with the veloc-
ity of the resultant ENA) in the frame of the ion population being considered. As
noted above, this speed is given by |vENA − vbulk|. However, for the ENAs we are
looking at, only the parent ions with negative radial velocities would be observed
at the Earth. Thus, within the code this calculation is written as |vENA,r + vbulk,r|
for the radial component as the bulk velocity is always positive. Depending on the
distribution called above, the ion temperature, density, and velocity within the ion
fluid is read into the function maxwellian_fn (or kappa_fn if a Kappa distribution is
used), where the distribution function is calculated for the particular grid cell to find
out how many ions of a particular energy with a negative radial velocity exist within
the fluid to be charge exchanged into an ENA. Lastly, the function fluxconstants is
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called, which multiplies the integration element, dr, the cross-section calculated in
ena_prod_trans.pro using the empirical relation from Lindsay & Stebbings (2005),
the survival probability for the created ENA to reach the observer, and the total
neutral hydrogen density for the given grid cell.
Once the flux is calculated from calc_diff_flux, the resultant flux for a given
grid cell is then added to other fluxes from cells along a given line of sight in order
to perform the integration noted in Eq. 2. This is done for all lines of sight from
the integration inner boundary to the integration outer boundary until the flux is
calculated for each direction.
A.3 load_parameters.pro
This procedure defines variables to be used as common blocks throughout the
ENA code. Most variables are defined within the procedure, but this section will
highlight the variables that are worth keeping track of:
dtheta: the latitude resolution, in degrees. This will correspond to the resolution
set in step 1 of Sec. 4.
dphi : the longitude resolution, in degrees. This will correspond to the resolution
set in step 1 of Sec. 4.
dr : the radial resolution, in AU. This will correspond to the resolution set in
step 1 of Sec. 4.
r_lower : the start point for integration, in AU. Based on the way the spherical
grid is determined in section 4, this variable is typically set to 30 to correspond to
the inner boundary.
r_upper : the end point for integration, in AU. This can extend as far as the
outer boundary (1500 AU); however, the longer the integration length the more time
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the code will take to run. Depending on the energy and the resultant cooling length,
a value closer in from the inner boundary is acceptable since at a certain distance no
ENAs will be calculated anymore due to extinction.
kappa: value of kappa for a Kappa distribution for solar wind ions and ions
created in the heliosheath. If kappa is greater than or equal to 1.5, the code will
use a Kappa distribution. If kappa is less than 1.5, the code will use a Maxwellian
distribution.
kappaPUI : value of kappa for a Kappa distribution for PUIs created in the
supersonic solar wind. If kappa is greater than or equal to 1.5, the code will use
a Kappa distribution. If kappa is less than 1.5, the code will use a Maxwellian
distribution.
kappaISM : value of kappa for a Kappa distribution for ions in the interstel-
lar medium. If kappa is greater than or equal to 1.5, the code will use a Kappa
distribution. If kappa is less than 1.5, the code will use a Maxwellian distribution.
kappaOH : value of kappa for a Kappa distribution for ions in the open he-
liosheath (i.e. the region where heliosheath material is mixed with material from
the interstellar medium). If kappa is greater than or equal to 1.5, the code will
use a Kappa distribution. If kappa is less than 1.5, the code will use a Maxwellian
distribution.
num_ebands : the number of energy bands for which the flux is being calculated
arr_eband_indexes : the energy bands being used. See Table 1 for indexes for
IBEX-Hi energy bands.
radial_range: the integration region. 0) ENA flux strictly from the heliosheath,
1) ENA flux strictly from the ISM, and 2) ENA flux from all regions. All of the code
updates exist in 2, so the default for this variable should be 2.
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Index Ecen Emin Emax
8 0.45 0.38 0.59
9 0.71 0.52 0.95
10 1.11 0.84 1.55
11 1.74 1.36 2.5
12 2.73 1.99 3.75
13 4.29 3.13 6.0
Table A.1: IBEX-Hi energy band indexes. Ecen fromMcComas et al. (2017b); Emin
and Emax from Funsten et al. (2009)
dist_names : the distribution to be used. Based on the way the code is written,
it is suggested to always use a Kappa distribution here, and to just use kappa less
than 1.5 when you want to use a Maxwellian distribution.
num_dist : the number of distribution functions to be used. This dictate how
many times to run the code, creating different sets of countrate files.
pui_model : the model to be used for incorporating PUIs into the ENA code.
This can either be from using the work based onMalama et al. (2006) (see Kornbleuth
et al. 2018) or based on the model in Zirnstein et al. (2017).
vasyliunas : whether or not to use a PUI profile which varies as a function of
angle from the termination shock from Vasyliunas and Siscoe (1976). If set to 1,
then the code will be activated. This method has been replaced within the model by
using the neutral solution and the distance from the termination shock to calculate
a PUI variation. Typically this code remains activated; however, since some of the
arrays it calculates are useful for error analysis.
ribbon: for the inclusion of the IBEX ribbon data into our ENA plots. This is
used in the plotting procedure only. Using 1 will include the ribbon in the analysis.
gdf : This is used in the plotting procedure only. If the value is set to one, the
model will plot the GDF data from Schwadron et al. (2014) instead of model data.
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hinterp: a flag for interpolating neutrals. In the tail, there is an artificial en-
hancement of the neutrals in the heliosphere which significantly affects the ENA flux
in the tail. If this flag is set to 1, then the neutrals are interpolated within the
code to smooth the profile in the tail to remove this enhancement. The neutrals are
interpolated based on neighboring cells being below a threshold neutral density.
ntr_frac: the density ratio of the transmitted PUI population relative to the
solar wind plasma at the nose of the heliosphere. Within the coordinate system of
the ENA model, nose is located at (θ, φ) = (90◦,180◦). This ratio is used when the
’Malama’ model is employed.
nref_frac : the density ratio of the reflected PUI population relative to the
solar wind plasma at the nose of the heliosphere. Within the coordinate system of
the ENA model, nose is located at (θ, φ) = (90◦,180◦). This ratio is used when the
’Malama’ model is employed.
ttr_frac : the temperature ratio of the reflected PUI population relative to the
solar wind plasma at the nose of the heliosphere. Within the coordinate system of
the ENA model, nose is located at (θ, φ) = (90◦,180◦). This ratio is used when the
’Malama’ model is employed.
tref_frac : the temperature ratio of the reflected PUI population relative to the
solar wind plasma at the nose of the heliosphere. Within the coordinate system of
the ENA model, nose is located at (θ, φ) = (90◦,180◦). This ratio is used when the
’Malama’ model is employed.
colde : flag for using the cold electron approximation from Zirnstein et al.
(2017). If set to one, will use this approximation. Otherwise, will assume the elec-
trons and thermal solar wind ions have equal pressures.
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esw_frac : the energy ratio of the thermal solar wind ions, which is held constant
along the termination shock. This is used when the ’Zirnstein’ model is employed,
based on the model from Zirnstein et al. (2017).
etr_frac : the energy ratio of the transmitted PUIs, which is held constant
along the termination shock. This is used when the ’Zirnstein’ model is employed,
based on the model from Zirnstein et al. (2017).
eref_frac : the energy ratio of the reflected PUIs, which is held constant along
the termination shock. This is used when the ’Zirnstein’ model is employed, based
on the model from Zirnstein et al. (2017).
flag_survival : flag for using survival probability. Survival probability is the
probability that an ENA created a certain distance from the observer will be able
to reach the observer before charge exchanging again. This is adopted from Bzowski
(2008) and Heerikhuisen et al. (2006b). If the flag is set to 1, then the survival
probability is used.
extinction: flag for extinction. If this flag is set to 1, then the code uses the
read_stream.pro procedure to calculate the extinction of parent ions along stream-
lines. This code is calculated based on the work of Zirnstein et al. (2017) and is
noted in Kornbleuth et al. (2018).
opher_withneutrals_secondarystream_file: the input file for read_stream.pro,
which includes individual streamlines used to calculate extinction. This file name
typically has been variable, which is why it is being mentioned. If the reader wished,
this could easily become a set file name similar to the other input files (like bound-
aries.txt).
manual_lim: flag for using manual color bar limits. Typically this is set to 1
since the automatic color bar limits are based on the maximum and minimum flux
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and thus do not have a minimum set to zero like IBEX measurements and other
maps in literature
manual_maxset : the maximum color bar limit for each energy band being used
in ENA flux plot
manual_minset : the minimum color bar limit for each energy band being used
in ENA flux plot
eps_plot : flag for specifying if the plotting procedure will produce an eps file.
If set to one, will produce an eps file, otherwise it will produce a jpeg file.
plot_scl : a parameter to specify the factor by which the modeled ENA flux
will be scaled to compare with IBEX observations.
tail : flag for indicating the center of the ENA map. If set to one, the ENA map
will be centered on the downwind (tail) direction. Otherwise, the ENA map will be
centered on the upwind (nose) direction.
spec_min : the minimum color bar limit for plotting modeled spectra in helio-
sphere in the form of an ENA map
spec_max : the maximum color bar limit for plotting modeled spectra in helio-
sphere in the form of an ENA map
pres_min : the minimum color bar limit for plotting LOS-integrated pressure
in heliosphere in the form of an ENA map
pres_max : the maximum color bar limit for plotting LOS-integrated pressure
in heliosphere in the form of an ENA map
A.4 Making an ENA Map from a 3D Tecplot File
This will dictate the process to turn the 3D MHD Tecplot file into an ENA
map:
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1) Combining the OH and PT solutions into one data file: As an output to
SHIELD, there will be a 3D file resulting from BATS-R-US which provides the plasma
variables, as well as a 3D file which provides the output from AMPS, including neutral
density, velocity, and temperature. Since these two files have different variables that
are both required for the ENA model, and the BATS-R-US and AMPS are run with
separate grids, these two files need to be combined, and the solution from one needs
to be interpolated onto the other. Here, the goal is to use the BATS-R-US output
(“3d__mhd_xxxx.dat”) as the base for the ENA model, and the output from AMPS
(“pic.H.s=0.out.xxxx.dat”) will be interpolated onto the BATS-R-US grid. The first
step here is to open the AMPS output file in Tecplot and to use the equation set
titled “amps_to_mhd.eqn”, which converts the relevant variables from mks to cgs
units. Afterwards, the 3D BATS-R-US file should be added to Tecplot (by appending
to existing frame), and then the “interpolate_amps_to_mhd.mcr” macro should be
run. While appending the BATS-R-US data to the active frame, the only variables
that should be combined are the X, Y, and Z variables. The others should be treated
separately. This macro creates the total neutral density, velocities, and temperature
variables in the BATS-R-US output file, and then interpolates the AMPS solution
to the BATS-R-US grid in these variables. The variables should then be saved into
a new “.plt” file, and the variables which should be saved are the X, Y, Z, plasma
density, and all variables which follow the plasma density (these are the plasma
variables, plus the total neutral density, velocities, and temperature).
2) Interpolating to a spherical grid: Using Tecplot 2013 (likely the tec360 com-
mand), open the modified 3D MHD file. To create the spherical grid go to Data
–> Create Zone –> Rectangular. For the dimensions, this will vary based on the
resolution desired. For 6◦ × 6◦ × 2 AU, we would use I=60, J=736, K=60. Here J is
the radial component, whereas I and K are the latitude and longitude components.
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If instead we wanted to use 3◦ × 3◦ resolution, we could rewrite I and K as I=120,
K=120. If we wanted a 6 AU resolution instead of 2 AU resolution, we could use
J=246. Considering a grid of 6◦ × 6◦, we then set the following minimum and max-
imum values: Imin=0, Imax=354, Jmin=30, Jmax=1500, Kmin=0, Kmax=354, where I
and K are specified in degrees. Once these are filled in, create the zone. Afterwards,
go to Data –> Alter –> Transform Coordinates. Then select the transformation as
“Spherical to Rectangular" and check the box that says “Put results in existing vari-
ables". We want the angles to be in degrees, and we want to transform the second
zone. Additionally, the variables we want to transform are X, Y, and Z. Then click
interpolate to interpolate. Upon completion, save the new data file which includes
both the original MHD grid and the new interpolated grid as a new data file separate
from the original MHD solution data file. One thing to note is that the interpolated
grid does not have values at this point for the different variables from the MHD code.
The next step fixes this issue.
3) For the next step, open the most recent version of Tecplot (interpolation is
quicker and more efficient in the latest Tecplot versions relative to the 2013 version)
and read in the data file you just created. To interpolate from the Cartesian grid to
the spherical grid, go to Data –> Interpolate –> Linear. Select Zone 1 (the original
MHD) as the Source Zone, and keep all of the variables selected in the right-hand
column. For the destination zone, select Zone 2, which should be the recently created
spherical zone. Do not change outside points. Click “Interpolate". This will take
some time depending on the size of the grid, the speed of your computer, and the
other processes running on your computer. Upon completion, it is recommended that
you check the newly interpolated zone to make sure everything translated correctly.
If so, delete the original Cartesian MHD solution from your data file save the updated
version (this saves time since Tecplot runs a lot faster with just the spherical grid
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solution as opposed to both the spherical and Cartesian grid solutions). Next, create
the different ENA input files using this spherical grid MHD solution.
4) To create the boundaries file, go to Data –> Alter –> Specify Equations. In
the window, go to “Load Equation" to load “spherical_boundary_mhd_xxx.eqn".
The “xxx" here relates to the ending for the boundary equation file. This could either
be nothing, or it may have an indicator to the way the boundary will be defined. Open
the equation file, compute the equations. Check and make sure everything works as
expected. If so, go to File –> Write Data File. Save the file as a .dat file in a way
that clearly defines it as a boundary file. In the next window, make sure the format is
"Point", and it is fine to keep the default conditions otherwise. If you did not delete
the original Cartesian MHD solution, make sure only the spherically interpolated
MHD solution as selected as the input zone, and then among the variables ONLY
choose the ones at the end that start with a “v". Then save the file.
5) To create the neutrals file, Data –> Alter –> Specify Equations. In the win-
dow, go to “Load Equation" to load “opherneutralsfinish_SI_withtemp_mhd.eqn".
There are other files that could be used that may end differently than “withtemp",
however the “withtemp" file was the one primarily used. And it is important to be
careful since this one specifically includes the Pop I neutral temperature, which is
not included in all of them. If you use a neutral equation set that does not include
the Pop I neutral temperature and the ENA code is looking for it, then it will cause
an error. Open the equation file, compute the equations. Check and make sure ev-
erything works as expected. If so, go to File –> Write Data File. Save the file as a
.dat file in a way that clearly defines it as a neutrals file. In the next window, make
sure the format is "Point", and it is fine to keep the default conditions otherwise. If
you did not delete the original Cartestian MHD solution, make sure only the spher-
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ically interpolated MHD solution as selected as the input zone, and then among the
variables ONLY choose the ones at the end that start with a “v". Then save the file.
6) To create the plasma file, go to Data –> Alter –> Specify Equations. Once
in the window, go to “Load Equation" to load “opherplasmafinish_SI_mhd.eqn". As
with the two other previous cases, there may be other iterations of this file, but if
so the aforementioned equation file is the one primarily used. Open the equation
file, compute the equations. Check and make sure everything works as expected. If
so, go to File –> Write Data File. Save the file as a .dat file in a way that clearly
defines it as a plasma file. In the next window, make sure the format is "Point", and
it is fine to keep the default conditions otherwise. If you did not delete the original
Cartesian MHD solution, make sure only the spherically interpolated MHD solution
as selected as the input zone, and then among the variables ONLY choose the ones
at the end that start with a “v". Then save the file and exit Tecplot.
7) To create the streamline file to be used in the extinction calculation, go
first to Data –> Alter –> Specify Equations. Once in the window, go to “Load
Equation" to load “streamlines_mhd.eqn" and compute the equations. These are the
calculated quantities to be used in the extinction code. Next, go to Scripting –> Play
Macro/Script and load the streamline macro corresponding to the latitude/longitude
resolution used (i.e. for the 6◦ case, use “streamline_6deg.mcr". Open the macro
and let it run. Next, go to Plot –> Streamtraces. In the resultant window, go to
the Integration tab and set the step size equal to 1 and the Max steps equal to 750.
Then show the streamtraces, with the variables set to Ux, Uy, Uz. Next extract the
streamtraces using Data –> Extract –> Streamtraces. If you are using a 6 degree
resolution, there should be 1800 streamtraces present. For 3 degree resolution, there
should be 7200 streamtraces present. Next, go to File –> Write Data File, and save
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the data file as a .dat file which clearly marks it as the streamtrace file to be specified
in load_parameters.pro. In the next window, make sure the format is "Point", and
it is fine to keep the default conditions otherwise. Holding the Ctrl key, click on
Zone 1, which is your spherical grid MHD solution, to deselect that zone. It is
important to deselect that zone since in the data file you are writing you only want
the streamtraces. On the Variables side, hold the Ctrl key and select the following
variables: X, Y, Z, Ux, Uy, Uz, nH, UxH, UyH, UzH, np, tp, vr, vtheta, vphi, vt,
theta0, phi0, r0. Then click Ok to save the file. This file will not require any further
modification.
8) To create the actual input files, open the boundaries file you created in
Tecplot. Because of the way Tecplot saves the files, it has a longitude ranging from
0 to 360 degrees and a latitude ranging from 0 to 360 degrees. Based on the way the
ENA code reads the input files; however, we only want latitude ranging from 0 to 180
degrees. To correct for this, find the midpoint of the file and find where the latitude
exceeds 180 degrees. The easiest way to do this is to find where the halfway mark of
the index is. For instance, if you were doing a 6◦ resolution for latitude, then I=60
was set in Tecplot. With the way the variables are written, I spans from 0 to 59.
I=29 would correspond roughly to the 180 degree mark, so I>30 is unnecessary. You
can set a flag in emacs at the location where I=30, J=0, K=0 by using Ctrl+Space.
Then go to the end of the file and have the cursor after the last number and use
Ctrl+w. This will cut out the second half of the boundaries file. Then go to the top
of the file, remove the header information, and rename this “boundaries.txt". For the
neutrals file, do the same procedure as for the boundaries file, afterwards naming it
“opherwithneutralsnhfinish.dat". For the plasma file, do the same procedure, naming
it “opherwithneutralsplasmafinish.dat".
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9) To run the ENA code, first ensure that everything in load_parmeters.pro
corresponds to the resolutions you set previously. Then go type “IDL" and type
@make_countrate_files_batch. This will take some time to run as it will make the
flux calculations and countrate files for all of the specified energy bands. Once it
is completed, you can plot the maps using @make_plots_batch. This will save the
plotted files in the secondary directory. Additionally, for select energy bands, the
code will output a file called “denstemptest_MI_xxxx.dat”, which is a data file with
selected variables that can be modified to be read into Tecplot.
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