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Resumen
En este trabajo se construira´n la cohomolog´ıa singular, la cohomolog´ıa de Cech rela-
tiva a un buen cubrimiento y la cohomolog´ıa de De Rham en manifolds suaves y se
mostrara´ la equivalencia entre algunas de estas.
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Abstract
In this paper we will construct the singular cohomology, the Cech cohomology relative
to a good cover and the De Rham cohomology in smooth manifolds and we will show
the equivalence between some of these.
Keywords
Cohomology, homology, manifold, differential forms, Mayer-Vietoris.
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Introduccio´n
Las teor´ıas de cohomolog´ıa tienen su origen en el trabajo de Poincare´ y de los topo´lo-
gos de la primera mitad del siglo XX. Tras la definicio´n de la homolog´ıa simplicial,
algunos matema´ticos notaron que, dualizando algunas nociones de la homolog´ıa, era
posible construir functores ma´s ricos que los homolo´gicos, ya que estos gozaban de
un producto interno muy similar al producto exterior que hab´ıan desarrollado los
geo´metras y topo´logos diferenciales. Ra´pidamente, De Rham y otros matema´ticos
pudieron demostrar que la cohomolog´ıa de formas y la cohomolog´ıa singular eran en
esencia la misma, para una gran variedad de espacios de intere´s. Simulta´nea e inde-
pendientemente Cech, por su lado, hab´ıa realizado otra construccio´n que daba cuenta
de las mismas ideas desde un punto de vista combinatorio. Esta nueva cohomolog´ıa
de Cech, resulto´ tambie´n ser equivalente a las anteriores, aunque ten´ıa la gran ven-
taja de que era fa´cil computarla. En la de´cada de los an˜os 1960, Cartan, Eilenberg
y Grothendieck, desarrollaron una forma catego´rica general de construir todas estas
teor´ıas, usando la nocio´n de functor derivado.
En esta tesis me propongo, por un lado, comprender algunas de las teor´ıas de
cohomolog´ıa ma´s importantes y demostrar que son equivalentes en manifolds suaves.
Con este objetivo, me propongo discutir y construir las cohomolog´ıas de De Rham,
Cech y singular. Otro punto fundamental es reunir en un solo documento algunas de
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las teor´ıas de cohomolog´ıa ma´s importantes para el estudio de lectores futuros.
2
Cap´ıtulo 1
Homolog´ıa y Cohomolog´ıa singular
1.1. Homolog´ıa Singular
1.1.1. Conceptos ba´sicos
Sea A ⊆ Rn un subconjunto de Rn. Definimos la envoltura convexa de A como la
interseccio´n de todos los conjuntos convexos en Rn que contienen a A. Definimos
un p-simplejo s en Rn como la envoltura convexa de p + 1 puntos, en Rn, el cual
denotaremos por 〈x0, . . . , xp〉, bajo la condicio´n de que x1−x0, . . . , xp−x0 formen un
conjunto linealmente independiente. Es fa´cil ver que la definicio´n anterior no depende
de la escogencia del punto x0.
Proposicio´n 1.1. Sea 〈x0, . . . , xp〉 ⊆ Rn, la envoltura convexa de p + 1 puntos, en
Rn. Entonces las siguientes afirmaciones son equivalentes:
1. x1 − x0, . . . , xp − x0 forman un conjunto linealmente independiente.
2. Si
∑
sixi =
∑
tixi y
∑
si =
∑
ti, entonces si = ti para todo i = 0, . . . , p.
Demostracio´n. Ver [4] pag 2.
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La siguiente proposicio´n describe expl´ıcitamente el conjunto 〈x0, . . . , xp〉.
Proposicio´n 1.2. Sean s un p-simplejo determinado por los puntos x0, . . . , xp en Rn
y sea
A = {t0x0 + t1x1 + · · ·+ tpxp :
∑
ti = 1 y ti ≥ 0}
entonces s = A.
Demostracio´n. Para demostrar la igualdad anterior veamos primero, por induccio´n,
que si x = t0y0 + t1y1 + · · · + tpxp, con
∑
ti = 1 y ti ≥ 0 para todo i, entonces x
pertenece a la envoltura convexa de los puntos y0, y1, . . . , yp. En efecto, para p = 1, sea
x = t0y0 +t1y1, con t0 +t1 = 1 y t0, t1 ≥ 0. Entonces t0 = 1−t1 y x = (1−t1)y0 +t1y1,
con 0 ≤ t1 ≤ 1, lo cual demuestra que x es un elemento de la envoltura convexa de
y0, y1.
Supongamos que la afirmacio´n se cumple para p y veamos que se cumple para
p+1. Sea x = t0y0 + t1y1 + · · ·+ tp+1yp+1, con
∑
ti = 1 y ti ≥ 0, para todo i. Si t0 = 1
entonces x = y0 y se cumple la afirmacio´n. Si t0 6= 1, x se puede reescribir como:
x = t0y0 + (1− t0)
(
t1
1− t0y1 + · · ·+
tp+1
1− t0yp+1
)
.
Ahora, como
t1
1− t0 + · · ·+
tp + 1
1− t0 =
t1 + · · ·+ tp+1
1− t0 =
1− t0
1− t0 = 1
y ti
1−t0 ≥ 0 para todo i = 1, . . . , p+ 1, entonces por la hipo´tesis inductiva el punto
t1
1− t0y1 + · · ·+
tp+1
1− t0yp+1
pertenece a la envoltura convexa de y1, . . . , yp+1, con lo cual se tiene que x pertenece
a la envoltura convexa de y0, y1, . . . , yp+1. La afirmacio´n anterior muestra entonces
que A ⊆ s. Como A es convexo y {x0, x1, . . . , xp} ⊆ A, entonces s ⊆ A, y por lo tanto
s = A.
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De lo anterior se sigue la siguiente proposicio´n.
Proposicio´n 1.3. Sea s un p-simplejo s = 〈x0, x1, . . . , xp〉, entonces todo punto de s
tiene una u´nica representacio´n de la forma
∑
tixi, donde ti ≥ 0, para todo i y donde∑
ti = 1.
Si s es la envoltura convexa de x0, x1, . . . , xp, a los puntos xi se les llama ve´rtices de
s. Si a los ve´rtices de un simplejo s se les da un orden predeterminado, s se denomina
un simplejo ordenado.
Definimos ∆p como el conjunto de todos los puntos de la forma (t0, t1, . . . , tp) ∈
Rp+1 tales que
∑
ti = 1 y ti ≥ 0, para todo i. Notemos que ∆p es precisamente el
p-simplejo con ve´rtices x0 = (1, 0, . . . , 0), x1 = (0, 1, . . . , 0), . . . , xp = (0, 0, . . . , 1). Al
conjunto ∆p, con el orden anterior, se le denomina el p-simplejo esta´ndar con orden
natural.
Sea s un simplejo ordenado con ve´rtices x0, x1, . . . , xp y sea x ∈ s, digamos que x =
t0x0 +t1x1 + · · ·+tpxp. Podemos asociar a x con la p+1 tupla (t0, t1, . . . , tp) de Rp+1 y
definir as´ı una funcio´n f : ∆p → s dada por f(t0, t1, . . . , tp) = t0x0+t1x1+· · ·+tpxp. Es
fa´cil ver que f es continua y biyectiva. Como ∆p es compacto, f es un homeomorfismo.
Deducimos as´ı que cualquier p-simplejo s es homeomorfo a ∆p.
Definicio´n 1.1. Un p-simplejo singular en un espacio topolo´gico X es una funcio´n
continua φ : ∆p −→ X.
Si φ es un p-simplejo singular e i es un entero con 0 ≤ i ≤ p, definimos la cara
i-e´sima de φ, ∂i(φ), como el (p − 1)-simplejo singular dado por ∂i(φ)(t0, . . . , tp−1) =
φ(t0, . . . , ti−1, 0, ti, . . . , tp−1)
Sea X un espacio topolo´gico. Para todo n ≥ 0, definimos el grupo de n-cadenas
singulares, Sn(X), como el grupo abeliano libre cuya base es el conjunto de todos
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los n-simplejos singulares de X. A un elemento de Sn(X) se le llama una n-cadena
singular de X. Por definicio´n, los elementos de este grupo tienen la forma
∑
φ nφφ,
donde nφ es un entero, que es diferente de cero solo para finitos valores. Si φ es un
n-simplejo, ∂iφ es un (n− 1)-simplejo, luego ∂i puede extenderse a un homomorfismo
de cadenas ∂i : Sn(X)→ Sn−1(X) dado por ∂i(
∑
nφφ) =
∑
nφ∂i(φ).
Definimos el operador frontera ∂ : Sn(X) → Sn−1(X) como la suma alternada de
los homomorfismos ∂i, ∂ = ∂0 − ∂1 + · · ·+ (−1)n∂n =
∑n
i=0(−1)n∂i.
Proposicio´n 1.4. La composicio´n ∂ ◦ ∂ en Sn(X) ∂−→ Sn−1(X) ∂−→ Sn−2(X) es igual
a cero.
Demostracio´n. En efecto, sea φ un n-simplejo, entonces
∂(∂φ) = ∂
( n∑
i=0
(−1)i∂iφ
)
=
n∑
i=0
(−1)i∂(∂iφ)
=
n∑
i=0
(−1)i
n−1∑
j=0
(−1)j∂j∂iφ
=
n∑
i=0
n−1∑
j=0
(−1)i(−1)j∂j∂iφ 0 ≤ i ≤ n, 0 ≤ j ≤ n− 1
=
∑
i>j
(−1)i(−1)j∂j∂iφ+
∑
i≤j
(−1)i(−1)j∂j∂iφ.
Ahora, de la igualdad ∂j∂i = ∂i−1∂j, para todo i, j, i > j con 0 ≤ i ≤ n, 0 ≤ j ≤ n−1,
se deduce que los dos sumandos de la u´ltima suma se cancelan, pues cada sumando
tiene n(n+1)
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te´rminos y para cada elemento (−1)i(−1)j∂j∂i (i > j) del primero existe
un u´nico elemento (−1)i−1(−1)j∂i−1∂j (j ≤ i − 1) del segundo el cual es el inverso
aditivo. Por lo tanto ∂(∂φ) = 0.
Sea f : X → Y una funcio´n continua, y φ un p-simplejo singular en X. Entonces
f determina de manera natural un p-simplejo singular en Y, definido por f ◦ φ.
6
Esta correspondencia induce en forma natural un homomorfismo f#(φ) : Sn(X) −→
Sn(Y ), el cual satisface las siguientes propiedades:
1. Si Id : X → X denota la funcio´n identidad, entonces (Id)#(φ) = φ, es el
homomorfismo identidad.
2. Si g : Y −→ Z es otra funcio´n continua, entonces (g ◦ f)#(φ) = g#(f#(φ)). Es
decir, (g ◦ f)# = g# ◦ f#.
Un elemento c ∈ Sn(X) se denomina un n-ciclo si ∂(c) = 0; un elemento d ∈ Sn(X)
se dice que es una n-frontera si d = ∂(e), para algu´n e ∈ Sn+1(X). Como ∂n es un
homomorfismo, su kernel, el conjunto de todos los n-ciclos, es un subgrupo de Sn(X),
denotado por Zn(X). De forma ana´loga el conjunto de todas las n-fronteras, denotado
por Bn(X), es un subgrupo de Sn(X). La proposicio´n anterior nos dice que Bn(X)
es un subgupo de Zn(X). Al grupo cociente Hn(X) = Zn(X)/Bn(X) se le denomina,
el n-e´simo grupo de homolog´ıa singular de X.
Un grupo abeliano graduado G es una coleccio´n de grupos abelianos {Gi : i ∈ Z}
indizados por los enteros con operacio´n de grupo dada componente a componente. Si
G y G′ son grupos graduados, un homomorfismo f de G en G′ es una coleccio´n de
homomorfismos {fi}, donde fi : Gi → G′i+r, para algu´n entero fijo r, llamado el grado
de f . Un subgrupo H de G donde G es un grupo graduado es un grupo graduado
{Hi} donde Hi es un subgrupo de Gi. El grupo cociente G/H se define como el grupo
graduado {Gi/Hi : i ∈ Z}.
Una cadena de complejos es una sucesio´n de grupos abelianos y homomorfismos
· · · Cn Cn−1 · · ·-
∂n+1 -∂n -∂n−1
para los cuales se tiene que ∂n−1 ◦ ∂n = 0, para todo n ∈ Z.
7
Si C y C ′ son cadenas de complejos con operadores frontera ∂ y ∂′, un homomor-
fismo de cadenas de C en C ′ es un homomorfismo Φ : C → C, de grado cero, tal que
∂′◦Φn = Φn−1◦∂, para cada n. Si denotamos por Z∗(C) y B∗(C) el kernel e imagen de
∂, respectivamente, la homolog´ıa de C es el grupo graduado H∗(C) = Z∗(C)/B∗(C).
Sea Φ un homomorfismo de cadena de {C, ∂} en {C ′, ∂′}. Si d ∈ Zn(C), n ∈ Z,
entonces
∂′(Φn(d)) = (∂′ ◦ Φn)(d) = (Φn−1 ◦ ∂)(d) = Φn−1(∂(d)) = 0.
Luego Φn(d) ∈ Zn(C ′), con lo cual Φ(Zn(C)) ⊆ Zn(C ′) y por tanto Φ(Z∗(C)) ⊆
Z∗(C ′). De forma ana´loga se verifica que Φ(B∗(C)) ⊆ B∗(C ′). De esta manera Φ
induce un homomorfismo en los grupos de homolog´ıa Φ∗ : H∗(C)→ H∗(C ′). Veamos
que el homomorfismo f# : S∗(X) → S∗(Y ) definido arriba es en efecto un homo-
morfismo de cadenas; es decir, que f# ◦ ∂ = ∂ ◦ f#. En efecto, sea φ un n-simplejo.
Entonces
∂if#(φ)(t0, . . . , tn−1) = f#(φ)(t0, . . . , ti−1, 0, ti, . . . , tn−1)
= f(φ(t0, . . . , ti−1, 0, ti, . . . , tn−1))
De otro lado f#∂i(φ)(t0, . . . , tn−1) = f(φ(t0, . . . , ti−1, 0, ti, . . . , tn−1)). Luego f# :
S∗(X) → S∗(Y ) es un homomorfismo de cadenas, el cual induce un homomorfismo
de grado cero f∗ : H∗(X)→ H∗(Y ).
Notemos que si g : Y → W es una funcio´n continua, e Id : X → X es la funcio´n
identidad, entonces (g ◦ f)∗ = g∗ ◦ f∗ e (Id)∗ es el homomorfismo identidad. Es
decir, para cada n ≥ 0, la asignacio´n X 7−→ Hn(X) es un functor covariante de la
categor´ıa de espacios topolo´gicos a la categor´ıa de grupos abelianos. De la propiedad
functorial se sigue, en particular, que si f : X → Y es un homeomorfismo, entonces
f∗ : H∗(X)→ H∗(Y ) es un isomorfismo de grupos.
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Computemos, a manera de ejemplo, la homolog´ıa del espacio X = {x} que consiste
de un solo punto. Para cada n ≥ 0 existe solo un n-simplejo, digamos φn. Entonces
Sn(X) es el grupo c´ıclico generado por φn. Si n > 0, entonces ∂φn =
∑n
i=0(−1)i∂iφn =∑n
i=0(−1)iφn−1. Luego
∂φn =

0, si n es impar
φn−1, si n es par
De esta manera Zn(X) = Bn(X) = 0, para n > 0 par y Zn(X) = Bn(X) = Z, para
n > 0 impar. En cualquier caso, Hn(X) = 0 para n > 0. Para n = 0, B0(X) = 0 y
Z0(X) = Z; as´ı los grupos de homolog´ıa de X esta´n dados por:
Hn(X) =

Z si n = 0
0 si n > 0
Un espacio X se llama conexo por caminos si dados puntos cualesquiera x, y ∈ X
existe una funcio´n continua ψ : [0, 1]→ X tal que ψ(0) = x y ψ(1) = y.
Supongamos que X es un conjunto conexo por caminos y consideremos la porcio´n de
la cadena de complejos singulares de X dada por
S1(X)
∂−→ S0(X) −→ 0
Ahora, S0(X) = Z0(X) es el grupo abeliano libre generado por los puntos de X y
S1(X) es el grupo abeliano libre generado por todos los caminos en X. Un elemento de
S0(X) tiene la forma y =
∑
x∈X nxx. Sea α : S0(X)→ Z el homomorfismo de grupos
dado por α(
∑
nxx) =
∑
nx. Como X no es vac´ıo, entonces α es sobreyectivo. Si φ es
un 1-simplejo singular con ve´rtices v0 y v1, vemos que α(∂φ) = α(φ(v1)− φ(v0)) = 0;
luego B0(X) esta´ contenido en el kernel de α.
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Rec´ıprocamente, supongamos que n1x1 + · · · + nkxk ∈ S0(X), con
∑
ni = 0. Sea
x ∈ X cualquier punto de X. Como X es conexo por caminos, para cada i = 1, . . . , k
existe un 1-simplejo singular φi : ∆1 → X tal que ∂0(φi) = xi y ∂1(φi) = x. Tomando
la 1-cadena singular
∑
niφi ∈ S1(X) se tiene que
∂(
∑
niφi) =
∑
nixi − x
∑
ni =
∑
nixi,
es decir,
∑
nixi ∈ B0(X). Luego B0(X) es igual al kernel de α y se concluye lo
siguiente.
Proposicio´n 1.5. Si X es un espacio conexo por caminos se sigue que H0(X) ≈ Z.
Sea A un conjunto y supongamos que para cada α ∈ A existe un grupo abeliano
Gα. Definimos el grupo abeliano
∑
α∈AGα de la siguiente manera: Los elementos son
todas las funciones f : A → ⋃α∈AGα tales que f(α) ∈ Gα, y f(α) 6= 0 solo para
finitos α. La operacio´n de grupo esta´ definida como (f + g)(α) = f(α) + g(α). Si
hacemos gα = f(α) ∈ Gα, podemos escribir f = (gα : α ∈ A) y llamamos a los gα las
componentes de f .
El grupo
∑
Gα se llama la suma directa de´bil de los Gα. Si se elimina la restriccio´n
de f(α) 6= 0 solo para finitos ı´ndices, entonces el grupo resultante es llamado la suma
directa fuerte o el producto directo fuerte de los Gα, denotado por
∏
α∈AGα.
Si G es un grupo abeliano y {Gα}α∈A es una familia de subgrupos de G tales
que para cada g ∈ G existe una u´nica representacio´n g = ∑α∈A gα, con gα ∈ Gα y
gα 6= 0 solo para finitos α, entonces G es isomorfo a
∑
α∈AGα v´ıa el homomorfismo
h : G→∑α∈AGα dado por
h(g) = h
(∑
α∈A
gα
)
= (gα : α ∈ A)
Supongamos ahora que para cada α ∈ A se tiene una cadena de complejos Cα
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· · · Cαp Cαp−1 · · ·-∂
α
-∂
α
-∂
α
Definamos una cadena de complejos
∑
α∈AC
α, tomando
(∑
Cα
)
p
=
(∑
α∈A
Cαp
)
y ∂(cα : α ∈ A) = (∂αcα : α ∈ A). Notemos que ∂ esta´ bien definido y que si
c = (cpα : α ∈ A) y d = (dpα : α ∈ A) son elementos de (
∑
α∈AC
α
p ), entonces
∂(c+ d) = ∂(cpα + d
p
α : α ∈ A) = (∂α(cpα + dpα) : α ∈ A)
= (∂αcpα + ∂
αdpα) : α ∈ A) = ∂c+ ∂d.
Esto es, ∂ es un homomorfismo. Adema´s, se sigue que ∂ es un operador frontera:
∂(∂(cα : α ∈ A)) = ∂(∂αcα : α ∈ A) = (∂α(∂αcα) : α ∈ A)
= (0α : α ∈ A) = 0.
Lema 1.6. Hk(
∑
Cα) '∑αHk(Cα).
Demostracio´n. Veamos que Zk(
∑
Cα) =
∑
Zk(C
α) y Bk(
∑
Cα) =
∑
Bk(C
α). Sea
f ∈ Zk(
∑
Cα), f = (fkα : α ∈ A) donde fkα ∈ Ckα y ∂f = (∂αfkα : α ∈ A) = 0. Esto
es f = (fkα : α ∈ A) y ∂αfkα = 0, para todo α ∈ A, lo cual demuestra la primera
igualdad. La segunda se deduce en forma ana´loga.
Luego
Hk
(∑
Cα
)
= Zk
(∑
Cα
)
/Bk
(∑
Cα
)
=
∑
Zk(C
α)/
∑
Bk(C
α)
'
∑
Zk(C
α)/Bk(C
α) = Hk(C
α).
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Sea X un espacio topolo´gico. Para x, y ∈ X decimos que x ∼ y si existe un camino
en X de x a y. Es fa´cil ver que ∼ es una relacio´n de equivalencia en X cuyas clases de
equivalencia son llamadas las componentes por camino de X o componentes conexas
por camino de X.
Proposicio´n 1.7. Sea X un espacio topolo´gico y sean {Xα : α ∈ A} las componentes
por camino de X. Entonces Hk(X) ≈
∑
α∈AHk(Xα).
Demostracio´n. Existe un homomorfismo natural Ψ :
∑
α∈A Sk(Xα) → Sk(X) dado
por
Ψ
((∑
φα
(nφα)φα
)
: α ∈ A
)
=
∑
α∈A
(∑
φα
(nφα)φα
)
.
Ψ esta´ bien definida, pues solo hay finitos
∑
φα
(nφα)φα diferentes de cero y cada
uno de estos tiene finitos te´rminos. Como los grupos Sk(Xα) con α ∈ A, son libres,
entonces Ψ es inyectiva. Veamos que tambie´n es sobreyectiva. Sea φ : ∆k → X un
k-simplejo singular, entonces como ∆k es conexo, φ(∆k) es conexo y por lo tanto
esta´ contenido en alguna componente conexa por camino de X, digamos Xα. As´ı,
para φ existe φα ∈ Sk(Xα) con Ψ(φα) = φ. Esto muestra que Ψ es sobreyectiva y
por lo tanto que es un isomorfismo para cada k; adema´s Ψ es un homomorfismo de
cadenas entre las cadenas de complejos dadas. Luego
Hk(X) ≈ Hk
(∑
α∈A
S∗(Xα)
)
.
Finalmente, por el lema anterior se tiene que
Hk
(∑
α∈A
S∗(Xα)
)
≈
∑
α∈A
Hk(Xα),
lo cual completa la demostracio´n.
Teniendo en cuenta que las propiedades homolo´gicas de un espacio esta´n completa-
mente determinadas por sus componentes conexas, y las propiedades homolo´gicas de
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cualquier componente conexa son independientes de cualquier otra componente co-
nexa, podemos entonces restringirnos al estudio de los espacios conexos por camino.
En el siguiente teorema computaremos la homolog´ıa de un subconjunto convexo
de Rn.
Teorema 1.8. Sea X un subconjunto convexo no vac´ıo de Rn. Entonces Hp(X) = 0,
para todo p > 0, y H0(X) = Z.
Demostracio´n. Como todo subconjunto convexo es conexo por caminos, vemos que
H0(X) = Z. Sea x ∈ X y φ : ∆p → X un p-simplejo singular, p ≥ 0. Definamos
θ : ∆p+1 → X, un p+ 1-simplejo singular, como:
θ(t0, . . . , tp+1) =

(1− t0)φ
(
t1
1−t0 , . . . ,
tp+1
1−t0
)
+ t0x si t0 < 1
x si t0 = 1.
Notemos que θ(0, t1, . . . , tp+1) = φ(t1, . . . , tp+1). La funcio´n θ es continua excepto
posiblemente en (1, . . . , 0). Para probar la continuidad en este punto es suficiente
mostrar que l´ımt0→1 ‖θ(t0, . . . , tp+1)− x‖ = 0. En efecto:
l´ım
t0→1
‖θ(t0, . . . , tp+1)− x‖
= l´ım
t0→1
∥∥∥∥(1− t0)φ( t11− t0 , . . . , tp+11− t0
)
− (1− t0)x
∥∥∥∥
≤ l´ım
t0→1
(1− t0)
(∥∥∥∥φ( t11− t0 , . . . , tp+11− t0
)∥∥∥∥+ ‖x‖) .
Como φ(∆p) es compacto, entonces el conjunto
{‖φ (t1/(1− t0), . . . , tp+1/(1− t0))‖+ ‖x‖ : t0, . . . , tp+1 ∈ [0, 1], con t0 6= 1},
es acotado, luego el u´ltimo l´ımite es cero, y se sigue entonces que θ es continua.
De la construccio´n es claro que ∂0(θ) = φ. Como este procedimiento se puede
aplicar a cualquier k-simplejo, entonces existe una u´nica extensio´n T : Sk(X) →
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Sk+1(X), tal que ∂0 ◦ T = Id. En forma ma´s general: si φ es un k-simplejo singular,
y t0 6= 0, entonces
∂i (T (φ)) (t0 . . . , tk) = T (φ)(t0, . . . , ti−1, 0, ti, . . . , tk)
= (1− t0)φ
(
t1
1− t0 , . . . ,
ti−1
1− t0 , 0,
ti
1− t0 , . . . ,
tk
1− t0
)
+ t0x.
De otra parte
T (∂i−1(φ))(t0, . . . , tk)
= (1− t0)
(
∂i−1φ
(
t1
1− t0 , . . . ,
tk
1− t0
)
+ t0x
)
= (1− t0)φ
(
t1
1− t0 , . . . ,
ti−1
1− t0 , 0,
ti
1− t0 , . . . ,
tk
1− t0
)
+ t0x.
Si t0 = 0 tambie´n se tiene la igualdad. As´ı, para 1 ≤ i ≤ k + 1, vemos que ∂iT (φ) =
T (∂i−1φ).
Sea φ un k-simplejo singular cualquiera. Entonces:
∂Tφ = ∂0Tφ+
k+1∑
i=1
(−1)i∂iT (φ)
= ∂0Tφ+
k+1∑
i=1
(−1)i∂iT (φ)−
[
k+1∑
i=1
(−1)iT∂i−1(φ) +
k∑
j=0
(−1)jT∂j(φ)
]
= φ− T∂φ.
Luego T : Sk(X)→ Sk+1(X) es un homomorfismo con la propiedad de que ∂T+T∂ es
el homomorfismo identidad en Sk(X) para todo k ≥ 1. En consecuencia, si z ∈ Zp(X)
p ≥ 1, se sigue que T∂z = 0; por lo tanto z = ∂(Tz), es decir, z ∈ Bp(X). Esto implica
que Hp(X) = 0 para todo p > 0.
La construccio´n usada en la prueba del teorema anterior es un caso especial de
una cadena de homotop´ıa entre cadenas de complejos. Supongamos que C = {Ci, ∂}
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y C ′ = {Ci′, ∂′} son cadenas de complejos y T : C → C ′ es un homomorfismo
de grupos graduados de grado uno. Consideremos el homomorfismo de grado cero
∂′T + T∂ : C → C ′. Este es una funcio´n cadena que induce un homomorfismo en la
homolog´ıa (∂′T + T∂)p : Hp(C)→ Hp(C ′), para cada p. Ahora, si z ∈ ZP (C), vemos
que (∂′T + T∂)(z) = ∂′T (z) y este u´ltimo elemento esta´ contenido en Bp(C ′). Luego
(∂′T + T∂)∗ es el homomorfismo cero para cada p.
Dos funciones cadena f, g : C → C ′ se dice que son cadenas homoto´picas si existe
un homomorfismo T : C → C ′ de grado uno con ∂′T + T∂ = f − g.
Proposicio´n 1.9. Si f y g son funciones cadena, las cuales son cadenas homoto´picas,
entonces f∗ = g∗ como homomorfismos de H∗(C) en H∗(C ′).
Demostracio´n. Si T : C → C ′ es una cadena homoto´pica entre f y g, entonces
0 = (∂′T + T∂)∗ = (f − g∗) = f∗ − g∗
Supongamos que C = {Cn}, D = {Dn} y E = {En} son cadenas de complejos y
0 C D E 0- -
f -g -
es una secuencia exacta corta donde f y g son funciones cadena de grado cero. Luego
para cada p se tiene asociada una tripleta en la homolog´ıa de grupos
Hp(C) Hp(D) Hp(E).-
f∗ -g∗
Examinemos cua´nto se desv´ıa de ser una secuencia exacta corta. Estamos suponiendo
que tenemos un diagrama infinito, donde cada fila es exacta y cada cuadrado es
conmutativo:
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...
...
...
0 Cn Dn En 0
0 Cn−1 Dn−1 En−1 0
...
...
...
? ? ?
- -f
?
∂
-g
?
∂
-
?
∂
- -f
?
∂
-g
?
∂
-
?
∂
Sea z ∈ Zn(E), esto es ∂z = 0. Como g es sobreyectiva, existe d ∈ Dn tal que g(d) = z.
Ahora como cada cuadrado conmuta g(∂d) = ∂g(d) = ∂z = 0. As´ı, la imagen de ∂d
esta´ contenida en el kernel de g, que es igual a la imagen de f . Entonces existe un
u´nico c ∈ Cn−1 con f(c) = ∂d. Ahora, f(∂c) = ∂f(c) = ∂(∂d) = 0. Luego, como f es
inyectiva, ∂c = 0.
As´ı, dado un elemento z ∈ Zn(E) existe un elemento no u´nico c ∈ Zn−1(C) relacio-
nado con e´ste, y por tanto el procedimiento no da lugar a una funcio´n. Sin embargo,
esta construccio´n s´ı define una correspondencia entre las clases de homolog´ıa, como
veremos a continuacio´n.
Sean z, z′ ∈ Zn(E) con z−z′ ∈ Bn(E). Entonces existe e ∈ En+1 con ∂(e) = z−z′.
Sean d, d′ ∈ Dn con g(d) = z y g(d′) = z′, y c, c′ ∈ Cn−1 tales que f(c) = ∂d y
f(c′) = ∂d′. Debemos mostrar que c−c′ ∈ Bn−1(C). En efecto, como g es sobreyectiva
existe a ∈ Dn+1 tal que g(a) = e. Ahora, g(∂a) = ∂g(a) = ∂e = z − z′ y por tanto
d− d′ − ∂a es un elemento del kernel de g, que por tanto esta´ en la imagen de f . En
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consecuencia, existe b ∈ Cn con f(b) = d− d′ − ∂a; adema´s:
f(∂b) = ∂f(b) = ∂(d− d′ − ∂a)
= ∂d− ∂d′ = f(c)− f(c′)
= f(c− c′)
y como f es inyectiva, entonces ∂b = c− c′.
As´ı, la correspondencia inducida en los grupos de homolog´ıa esta´ bien definida y
obviamente es un homomorfismo. Este homomorfismo se denota por δ : Hn(E) →
Hn−1(C) y se denomina el homomorfismo conexio´n para la secuencia exacta corta
0 C D E 0- -
f -g -
Lema 1.10 (Zig-Zag). Si 0 C D E 0- -
f -g - es una secuen-
cia exacta corta de cadenas de complejos y homomorfismos cadena de grado cero,
entonces la secuencia larga
· · · Hn(D) Hn(E) Hn−1(C) · · ·-f∗ -g∗ -δ -f∗
es exacta.
Demostracio´n. Mostremos primero que Im f∗ = ker g∗. Veamos la inclusio´n ker g∗ ⊆
Im f∗. Sea d ∈ Zn(D), con g(d) ∈ Bn(E), es decir d, es un elemento de ker g∗. Existe
e ∈ En+1 tal que ∂e = g(d). Como g es sobreyectiva, existe a ∈ Dn+1 con g(a) = e.
Ahora, g(∂a) = ∂g(a) = ∂e = g(d). Luego d − ∂a ∈ ker g y por tanto existe c ∈ Cn
con f(c) = d − ∂a. Solo resta verificar que ∂c = 0 y se tendra´ que f∗(c) = d. Esto
se tiene ya que ∂f(c) = ∂d = 0, lo cual implica que f(∂c) = 0. Como f es inyectiva,
∂c = 0, y se tiene la inclusio´n.
Veamos ahora que Im g∗ = ker δ. Examinemos la inclusio´n ker δ ⊆ Im g∗. Sea
e ∈ Zn(E). Siguiendo la construccio´n del homomorfismo coneccio´n δ, vemos que
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existe d ∈ Dn tal que g(d) = e; para ∂d existe c ∈ Zn−1(C) con f(c) = ∂d, tal que
δ(e) = c. Supongamos que c ∈ Bn−1(C), es decir, e ∈ ker δ. Existe a ∈ Cn para el cual
se tiene ∂a = c. Ahora, f(a) es tal que ∂f(a) = ∂d. Sea d′ = f(a), d− d′ ∈ Zn(D) y
como
g(d− d′) = g(d)− g(d′) = g(d)− g(f(a)) = g(d)− 0 = e
se deduce que g∗(d− d′) = e, lo cual muestra la inclusio´n.
Por u´ltimo probemos que Im δ = ker f∗. Mostremos la inclusio´n ker f∗ ⊆ Im δ. Sea
c ∈ Zn−1(C) tal que f(c) ∈ Bn−1(D). Entonces existe d ∈ Dn tal que ∂d = f(c). Pero
∂g(d) = g(∂d) = g(f(c)) = 0, luego g(d) ∈ Zn(E). As´ı, la clase de g(d) es enviada
mediante δ en la clase de c; luego ker f∗ ⊆ Im δ.
Las dema´s inclusiones se demuestran en forma similar.
1.1.2. Cadenas subordinadas a un cubrimiento
Sea X un espacio topolo´gico y U = {Uα} cualquier cubrimiento abierto de X.
Denotaremos como SUn (X) el subgrupo de Sn(X) generado por los n-simplejos φ :
∆n → X para los cuales φ(∆n) esta´ contenido en algu´n Uα ∈ U . Notemos que
para cada i, Im ∂iφ ⊆ Imφ luego el homomorfismo ∂ : SUn (X) → SUn−1(X) esta´ bien
definido. As´ı, para cualquier cubrimiento U de X, existe una cadena de complejos
SU∗ (X) tal que la inclusio´n natural i : S
U
∗ (X) → S∗(X) es una funcio´n cadena.
Notemos que si W es un cubrimiento de un espacio Y y f : X → Y es una funcio´n
continua tal que para cada Uα ∈ U , f(Uα) esta´ contenido en algu´n Vβ de W , entonces
existe una funcio´n cadena f# : S
U
∗ (X)→ SW∗ (Y ) que satisface f# ◦ iX = iY ◦ f#.
Teorema 1.11. Si U es una familia de subconjuntos de X tal que sus interiores
forman un cubrimiento de X, entonces i∗ : Hn(SU∗ ) → Hn(X) es un isomorfismo
para cada n.
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Demostracio´n. Ver [4] ape´ndice I.
En la prueba de la exactitud de la secuencia generalizada de Mayer-Vietotis para
cadenas singulares proposicio´n 1.15, se necesitara´ de las cadenas subordinadas a un
cubrimiento.
1.2. Cohomolog´ıa singular
Definicio´n 1.2. Sea X un espacio topolo´gico y {Sq(X), ∂q, q ≥ 0} el complejo de
cadenas singulares en X. Al aplicar HomZ( ,Z) se obtiene el complejo
0 S0(X) S1(X) · · · Sq(X) · · ·- -d0 -d1 -dq−1 -dq .
donde Sq(X) = HomZ(Sq(X),Z). Un elemento en Sq(X) se llamara´ una q-cocadena.
d denotara´ el operador cofrontera definido por (dqσ)(c) = σ(∂q+1c), con σ ∈ Sq+1(X)
y c ∈ Sq+1(X). Si c ∈ Sq(X) es tal que dc = 0, entonces c se llamara´ un q-cociclo.
Si b ∈ Sq(X) es tal que existe a ∈ Sq+1(X) con da = b, decimos que b es una q-
cofrontera. A la homolog´ıa de este complejo se le llama la cohomolog´ıa singular de X
y se denotara´ por H∗sing(X).
Sea f : X → Y un homeomorfismo. Sabemos que f induce una funcio´n f# entre
los complejos de cadenas singulares de X y Y ,
· · · Sn(X) Sn−1(X) · · ·
· · · Sn(Y ) Sn−1(Y ) · · ·
-∂ -∂
?
f#
-∂
?
f#
-∂ -∂ -∂
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para la cual se tiene ∂f# = f#∂. Es decir, el diagrama anterior conmuta. f# induce
un homomorfismo en los grupos de homolog´ıa, el cual tambie´n se denotara´ por f#.
Se ve fa´cilmente que este homomorfismo es inyectivo. En forma ana´loga, la misma
propiedad es va´lida para f−1, donde (f#)−1 = (f−1)#. Luego f# es un isomorfismo
entre los grupos de homolog´ıa de los espacios X y Y . Al aplicar HomZ( ,Z) en el
diagrama anterior se obtiene el siguiente diagrama conmutativo.
· · · HomZ(Sn(X),Z) HomZ(Sn−1(X),Z) · · ·
· · · HomZ(Sn(Y ),Z) HomZ(Sn−1(Y ),Z) · · ·
ff d ff d ff d
ff d
6
f#
6
f#
ff d ff d
Veamos que en efecto el diagrama anterior conmuta. Sean c ∈ HomZ(Sn−1(Y ),Z) y
φ ∈ Sn(X). Entonces
[(f#d)c](φ) = (dc)(f(φ)) = c(∂f(φ))
= c(f(∂φ)), (ya que) ∂f# = f#∂
= (f#c)(∂φ) = [(df#)(c)](φ).
Luego f# induce un homomorfismo entre los grupos de cohomolog´ıa de Y y X. De
forma ana´loga se tiene que (f−1)# induce un homomorfismo entre los grupos de
cohomolog´ıa de X y Y . Adema´s para c ∈ HomZ(Sn(Y ),Z) y φ ∈ Sn(Y ) se tiene
[(f−1)#(f#c)](φ) = (f−1(φ)) = c[f(f−1)(φ)] = c(φ),
con lo que (f−1)# ◦ f# es el homomorfismo identidad. En forma ana´loga tambie´n
se prueba que f#((f−1)#c)](φ) = c(φ), con c ∈ HomZ(SnX,Z) y φ ∈ Sn(X). Luego
(f−1)# es el homomorfismo inverso de f#. De lo anterior se tiene
Teorema 1.12. Sean X y Y espacios topolo´gicos y f : X → Y un homeomorfismo.
Entonces f induce un isomorfismo entre las cohomolog´ıas singulares de X y Y .
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Computemos a manera de ejemplo la 0-cohomolog´ıa singular de un espacio to-
polo´gico X.
H0sing(X) = ker(d : S
0(X) → S1(X)). c ∈ S0(X) es un 0-cociclo, si y so´lo si
dc(φ) = 0 para todo φ ∈ S1(X), esto es, c(∂φ = 0), para todo φ ∈ S1(X), si y so´lo
si c(φ(1)) = c(φ(0)), para todo φ ∈ S1(X). Se tiene entonces que c es constante en
cada componente conexa por camino de X, luego H0 (X) =
⊕
p∈B Z, donde |B| es el
nu´mero de componentes conexas por camino de X.
Teorema 1.13. Si X es un subconjunto convexo de Rn, entonces Hqsing(X) = 0, para
todo q > 0 y H0sing(X) = Z.
Demostracio´n. Sea L : Sq(X) → Sq−1(X) el operador dado por (Lσ)(c) = σ(Tc),
donde T es el operador definido en el teorema 1.8, σ ∈ Sq(X) y c ∈ Sq−1(X). Para
σ ∈ Sq(X) y c ∈ Sq−1(X), se tiene
((dL− Ld)σ)c = (d(Lσ))c− (L(dσ))(c)
= (Lσ)(∂c)− (dσ)(Tc)
= σ(T∂c)− σ(∂Tc)
= σ((T∂ − ∂T )c)
= σ(c).
La u´ltima igualdad se tiene por el teorema 1.8. Luego dL − Ld = Id en Sq(X); esto
es, L es un operador de homotop´ıa entre la funcio´n identidad y la funcio´n cero en las
q-cocadenas, q ≥ 1. De este hecho y del ejemplo anterior se tiene que
H∗sing(X) =

Z, si q = 0
0, si q > 0.
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1.2.1. Secuencia de Cech para la homolog´ıa singular
Sea X un espacio topolo´gico y sea U = {Uα : α ∈ A} un cubrimiento de X,
indizado con un cierto conjunto totalmente ordenado A. Denotemos por Sq(Uα0...αp)
el conjunto de q-simplejos singulares en Uα0...αp , donde Uα0...αp denota la interseccio´n
Uα0 ∩ · · · ∩ Uαp . Sean adema´s
BUq = {φ : ∆q → X : Imφ ⊂ Uα, para algu´n α ∈ A}
y SUq el grupo libre abeliano generado por los elementos de B
U
q . A cada elemen-
to c ∈ ⊕α0<···<αp Sq(Uα0...αp) lo representaremos por c = (cα0...αp), donde cα0...αp ∈
Sq(Uα0...αp). Adoptamos la convencio´n de que al intercambiar dos ı´ndices se introduce
un signo menos, esto es, cα0...α...β...αp = −cα0...β...α...αp .
Definimos el operador frontera de Cech
δ :
⊕
α0<···<αp
Sq(Uα0...αp)→
⊕
α0<···<αp−1
Sq(Uα0...αp−1),
como la suma (δc)α0...αp−1 =
∑
α cαα0...αp−1 . Notemos que esta suma so´lo involucra
finitos te´rminos.
No es dif´ıcil ver que el complejo resultante es un complejo de cadenas, es decir,
que δ2 = 0. En efecto, si c ∈⊕α0<···<αp−1 Sq(Uα0...αp), entonces
(δ2c)α0,...,αp−2 =
∑
α
(δc)αα0,...,αp−2 =
∑
α
∑
β
cβαα0,...,αp−2
= 0
La u´ltima igualdad se tiene ya que cαβ... = cβα....
Para el te´rmino de grado cero, el operador aumento se denotara´ por ε :
⊕
α0
Sq(Uα0)→
SUq y lo definimos como la suma de q-simplejos en los Sq(Uα0).
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Ejemplo 1.14. Sea U = {U0, U1}. En este caso el complejo de Cech luce como
0← SUq (U0 ∪ U1) ε← Sq(U0)⊕ Sq(U1) δ← Sq(U0 ∩ U1) ← 0
donde ε(c0, c1) = c0 + c1. Para c ∈ Sq(U0 ∩ U1) se tiene
(δc)0 =
1∑
α=0
cα0 = c00 + c10 = 0− c01 = −c01
(δc)1 =
1∑
α=0
cα1 = c01 + c11 = c01 + 0 = c01,
Esto es, si c = (c01), entonces δ(c01) = (−c01, c01).
Proposicio´n 1.15 (Secuencia de Mayer-Vietoris para cadenas singulares). Sea U =
{Uα : α ∈ A, } donde A es un conjunto totalmente ordenado, un cubrimiento contable
de un espacio topolo´gico X. La siguiente secuencia es exacta
0 SUq (X)
⊕
α0
Sq(Uα0)
⊕
α0<α1
Sq(Uα0α1) · · ·ff ff ε ffδ ff δ .
Demostracio´n. Veamos primero, por induccio´n, que la secuencia es exacta para un
cubrimiento finito cualquiera. Despue´s extenderemos el resultado a un cubrimiento
infinito numerable.
Para dos conjuntos abiertos, la secuencia se convierte en
0← SAq (U0 ∪ U1) ← Sq(U0)⊕ Sq(U1) ← Sq(U0 ∩ U1) ← 0
(−c01, c01) ←− c01
c0 + c1 ←− (c0, c1)
Veamos la exactitud en el medio. Ya sabemos que δ2 = 0. Sean ahora c0 =
∑
i niφi ∈
Sq(U0) y c1 =
∑
i njψj ∈ Sq(U1) con c0 + c1 = 0, donde no hay ni repeticiones de
los φi, ni de los ψj. Entonces mj = −ni, ψj = φi y por tanto c0 = c1 y c0 ∈ Sq(U1),
c1 ∈ Sq(U0). As´ı c0, c1 ∈ Sq(U0 ∩ U1), con lo cual (c0, c1) = (−c1, c1).
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Denotaremos por Uα0...αp a la unio´n ∪pi=0Uαi .
Para tres conjuntos abiertos la secuencia de Mayer-Vietoris es
0← SUq (U012) ← Sq(U0)⊕ Sq(U1)⊕ Sq(U2) ← Sq(U01)⊕ Sq(U02)⊕ Sq(U12) ← Sq(U012) ← 0
(c012,−c012, c012) ← c012
(−c01 − c02, c01 − c12, c02 + c12) ← (c01, c02, c12)
La secuencia de Mayer-Vietoris para dos conjuntos abiertos se inyecta en la se-
cuencia de Mayer-Vietoris para tres y se forma el siguiente diagrama conmutativo
con columnas exactas:
0 0 0
↓ ↓ ↓
0 ← A ε← Sq (U0)⊕ Sq (U1) δ← Sq (U01) δ← 0
↓ ↓ ↓ ↓
0 ← B ε← Sq (U0)⊕ Sq (U1)⊕ Sq (U2) δ← Sq (U01)⊕ Sq (U02)⊕ Sq (U12) δ← Sq (U012) ← 0
↓ ↓ ↓ ↓
0 ← C ε← Sq (U2) δ← Sq (U02)⊕ Sq (U12) δ← Sq (U012) ← 0
↓ ↓ ↓ ↓
0 0 0 0
donde A = SUq (U
01) , B = SUq (U
012) y C =
SUq (U012)
SUq (U
01)
.
La U en SUq (U
01) corresponde al cubrimiento {U0, U1}, mientras que la U en
SUq (U
012) corresponde al cubrimiento {U0, U1, U2}.
Por el lema 1.10 (Zig-Zag), si probamos que la primera y la u´ltima fila son exactas,
la intermedia lo sera´. La primera fila es exacta por ser la secuenia de Mayer-Vietoris
para un cubrimiento con dos conjuntos abiertos. Veamos la exactitud de la u´ltima
fila.
ε es sobre pues las clases que no son cero en
SUq (U012)
SUq (U
01)
, esta´n representadas por q-
cadenas singulares que esta´n contenidas en Sq(U2), y que no esta´n contenidas en Sq(U0) o
Sq(U1).
La cola que resta de la u´ltima fila es casi la secuencia de Mayer-Vietoris para el cubri-
miento abierto {U02, U12}, e´sta es exacta, excepto posiblemente en Sq(U2).
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Sea c ∈ Sq (U02) ⊕ Sq (U12), c = (a, b), a ∈ Sq(U0) y b ∈ Sq(U1). Ahora como δ es el
operador aumento, δ(c) = a+ b ∈ SUq (U01), esto es, ε ◦ δ(c) = 0.
Sea c ∈ Sq(U2) tal que ε(c) = 0. Entonces c ∈ Sq(U0) o c ∈ Sq(U1). Si c ∈ Sq(U0),
a = (c, 0) ∈ Sq (U02)⊕Sq (U12) es tal que δ(a) = c. De forma ana´loga se tiene si c ∈ Sq(U1).
Supongamos ahora que la secuencia de Mayer-Vietoris para cadenas singulares es exacta
para p+1 conjuntos abiertos, y deduzcamos que tambie´n lo es para p+2 conjuntos abiertos.
Con un argumento parecido el caso anterior la secuencia de Mayer-Vietoris para p + 1
conjuntos abiertos se inyecta en la de p+ 2, obtenie´ndose un diagrama conmutativo donde
las columnas son exactas:
0 0 0
↓ ↓ ↓
0 ← A ε← ⊕α0 Sq(Uα0 ) δ← · · · ← Sq (Uα0...αp) δ← 0
↓ ↓ ↓ ↓
0 ← B ε← ⊕Sq(Uα0 ) δ← · · · ← ⊕Sq (Uα0...αp) δ← Sq (Uα0...αp+1) ← 0
↓ ↓ ↓ ↓
0 ← C ε← Sq (Up+1) δ← · · · ←
⊕
i 6=p+1 Sq(Uα0...αˆi...αp+1 )
δ← Sq
(
Uα0...αp+1
) ← 0
↓ ↓ ↓ ↓
0 0 0 0
donde A = SUq (U
α0,...,αp), B = SUq (U
α0,...,αp+1) y C =
SUq (U
α0,...,αp+1 )
SUq (U
α0,...,αp )
. αˆi significa que se ha
suprimido el ı´ndice αi.
La primera fila es exacta por hipo´tesis y la u´ltima, como en el caso anterior, tambie´n lo es,
donde la cola es la secuencia de Mayer-viatoris para los p+1 conjuntos {Uα0αp+1 , . . . , Uαpαp+1}
contenidos todos en Uαp+1 . Luego, por el lema del Zig-Zag, la fila intermedia tambie´n es
exacta.
Supongamos ahora que el cubrimiento es infinito numerable. Por la definicio´n de suma
directa, un elemento c ∈ ⊕Sq(Uα0...αp) tiene solo finitas componentes no nulas. Estas
componentes involucran un nu´mero finito de conjuntos abiertos. Luego si δc = 0, por la
secuencia de Mayer-Viatoris para un cubrimento finito, existe b ∈⊕Sq(Uα0...αp+1) tal que
25
c = δb.
Esto prueba la exactitud de la secuencia de Mayer-Viatoris para un cubrimiento infinito
numerable.
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Cap´ıtulo 2
Manifolds y formas diferenciales
2.1. Manifolds
Definicio´n 2.1. Un espacio topolo´gico M se dice localmente Euclidiano de dimensio´n
n si para todo punto x ∈ M existen Ux ⊂ M un entorno abierto de x, U˜x ⊂ Rn un
abierto y un homeomorfismo ϕx : Ux → U˜x ⊂ Rn. El par (Ux, ϕx : Ux → U˜x) se llama
una carta.
Definicio´n 2.2. Un manifold topolo´gico es un espacio Hausdorff, segundo contable y
localmente Euclidiano. Se dice de dimensio´n n si es localmente Euclidiano de dimen-
sio´n n.
Si M es un manifold topolo´gico conexo, entonces el n en la definicio´n anterior es
el mismo para todos los pares (Ux, ϕx), esto se deduce del teorema de invarianza de
dominio de Brouwer, ver [2].
Definicio´n 2.3. Dos cartas (U, φ : U → Rn), (V, ϕ : V → Rn) en un manifold
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topolo´gico, se dicen compatibles si las dos funciones
φ ◦ ϕ−1 : ϕ(U ∩ V )→ φ(U ∩ V ), ϕ ◦ φ−1 : φ(U ∩ V )→ ϕ(U ∩ V ),
son de clase C∞.
Definicio´n 2.4. Un atlas en un espacio localmente Euclidiano M , es una coleccio´n
A = {(Uα, φα)} de cartas compatibles que cubren a M .
Una carta (V, ϕ) se dice que es compatible con un atlas {(Uα, φα)} si esta es compatible
con todas las cartas del atlas.
Definicio´n 2.5. Un atlas M en un espacio localmente Euclidiano se dice que es
ma´ximal si no existe otro que lo contenga propiamente, es decir, si existe otro atlas
A que contiene a M, entonces M = A.
Definicio´n 2.6. Un manifold suave es un espacio topolo´gico junto con un atlas maxi-
mal. Un manifold se dice que tiene dimensio´n n si todas sus componentes conexas
tienen dimensio´n n.
Definicio´n 2.7. Si M,N son manifolds suaves, una funcio´n f : M → N se llama
suave si para cada p ∈ M existe una carta (Up, ϕp) en M y otra carta (Vf(p), ψf(p))
en N tal que ψf(p) ◦ f ◦ ϕ−1p es C∞.
Los manifolds suaves y sus funciones suaves forman una categor´ıa. Si existe g : N →
M suave tal que g ◦ f = IdM y f ◦ g = IdN , entonces f, g se llaman difeomorfismos y
M,N se llaman difeomorfos.
Denotaremos por (u1, · · ·un) a las coordenadas esta´ndar de Rn, ui (a1, · · · , an) =
ai. Si ϕ : U ⊆ M → U˜ ⊂ Rn, es una carta de M , entonces a la funcio´n ui ◦ ϕ la
denotaremos por xi, de tal forma que ϕ (p) = (x1 (p) , · · ·xn (p)) .
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Definicio´n 2.8. Si f : U → R es suave y (U,ϕ = (x1, · · ·xn)) es una carta en U,
entonces para p ∈ U se define
∂f
∂xi
(p) = Di
(
f ◦ ϕ−1) (ϕ (p)) = ∂
∂ui
(
f ◦ ϕ−1) (ϕ (p)) .
Aqu´ı Di denota la derivada parcial i-e´sima en Rn.
Nota. No es dif´ıcil ver que la definicio´n anterior no depende de la carta escogida.
2.1.1. Espacio tangente
Sea f : U ⊆ Rn → R suave y p ∈ U un punto. La derivada direccional de f en
p en la direccio´n de v = (v1, . . . , vn) esta´ definida como Dvf (p) =
d
dt
f (p+ tv)
∣∣
t=0
.
Por la regla de la cadena, Dvf (p) =
∂f
∂u1
(p) v1 + · · · + ∂f∂un (p) vn. Luego existe una
correspondencia biyectiva v 7−→ Dv. Es fa´cil ver que Dv : C∞ (U)→ R es un operador
R-lineal, esto es, Dv (αf + g) (p) = αDvf (p)+Dvg (p) y Dv (fg) (p) = g (p)Dvf (p)+
f (p)Dvg (p) (regla de Leibnitz).
Definicio´n 2.9. Sea M un n-manifold y p ∈M un punto. El espacio tangente de M
en p, Tp(M), es por definicio´n el conjunto de todos los operadores D : C
∞ (M)→ R
tales que:
i. D (αf + g) = αDf +Dg.
ii. D (fg) = g (p)Df + f (p)Dg.
Es claro que (D1 +D2) (f) = D1f + D2f, (αD1) f = αD1f , luego Tp (M) es un
R-espacio vectorial.
Sea (U,ϕ), ϕ = (x1, . . . , xn) una carta de M . Las derivaciones, ∂
∂xi
∣∣
p
i = 1, . . . , n
dadas por ∂
∂xi
∣∣
p
(f) = ∂f
∂xi
(p), f ∈ C∞ (U), son elementos de Tp(M).
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Lema 2.1. Sea M un n-manifold suave y p ∈ M . Si (Up, ϕ), ϕ = (x1, . . . , xn) es
una carta, entonces βϕ = { ∂∂x1
∣∣
p
, . . . , ∂
∂xn
∣∣
p
} es una base para Tp(M). Si D ∈ Tp(M),
D : C∞ (U)→ R, se tiene que
D = D(x1)
∂
∂x1
∣∣∣∣
p
+ · · ·+D(xn) ∂
∂xn
∣∣∣∣
p
Demostracio´n. Ver [5] pa´g 80.
Sea (Vp, ψ), ψ = (y
1, . . . , yn) otra carta alrededor de p, βy la base { ∂∂y1
∣∣∣
p
, . . . , ∂
∂yn
∣∣∣
p
}
y sea D = ∂
∂yj
∣∣∣
p
. Se sigue que
∂
∂yj
∣∣∣∣
p
=
∂x1
∂yj
(p)
∂
∂x1
∣∣∣∣
p
+ · · ·+ ∂x
n
∂yj
(p)
∂
∂xn
∣∣∣∣
p
.
Entonces la matriz de cambio de base, de βy a βx, esta´ dada por
[Id]βxβy =

∂x1
∂y1
(p) · · · ∂x1
∂yn
(p)
...
. . .
...
∂xn
∂y1
(p) · · · ∂xn
∂yn
(p)
 .
Esta matriz [Id]βxβy =
[
∂xi
∂yj
(p)
]
n×n
tambie´n la denotaremos por Jϕ,ψ(p).
Sean N un n-manifold, M un m-manifold y f : N → M una funcio´n suave.
Entonces f induce en forma natural un R-homomorfismo f∗p : TpN → Tf(p)M de
la siguiente manera: si h : Vf(p) → R es suave, donde Vf(p) es un abierto de M que
contiene a f(p) y D ∈ Tp(N), entonces f∗p(D)(h) = D(h ◦ f). f∗p se denomina la
diferencial de f en p.
Sean ϕ : Up = f
−1(Vf(p)) → U˜ , ψ : Vf(p) → V˜ , ϕ = (x1, . . . , xn), ψ = (y1, . . . , ym)
cartas alrededor de p y f(p) respectivamente. Veamos cua´l es la matriz de cambio
de base [f∗p]βM ,βN , donde βN = { ∂∂x1
∣∣
p
, . . . , ∂
∂xn
∣∣
p
} y βM = { ∂∂x1
∣∣
p
, . . . , ∂
∂xn
∣∣
p
}. Sea
D′j = f∗p(
∂
∂xj
)|p. Por definicio´n D′j (h) = ∂∂xj (h ◦ f) (p) . Del lema 2.1 tenemos
D′j = D
′ (y1) ∂
∂y1
∣∣∣∣
p
+ · · ·+D′ (yn) ∂
∂yn
∣∣∣∣
p
.
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Por tanto D′j (y
j) = ∂
∂xj
(yi ◦ f) (p) . Si denotamos por f i = yi ◦ f, entonces
Dj =
∂f 1
∂xj
(p)
∂
∂y1
∣∣∣∣
p
+ · · ·+ ∂f
n
∂xj
(p)
∂
∂yn
∣∣∣∣
p
.
Luego
[df (p)]βM ,βN =
[
∂f i
∂xj
(p)
]
i=1,··· ,m
j=1,··· ,n
.
2.2. Formas diferenciales
Sean V y W espacios vectoriales reales con bases βV = {v1, . . . , vn} y βW =
{w1, . . . , wn} respectivamente. El dual de V, V ∗, se define como V ∗ = HomR(V,R),
el conjunto de funcionales en V con las operaciones esta´ndar. Cada base βV =
{v1, . . . , vn} para V induce una base para V ∗, llamada base dual, β∗V = {v∗1, . . . , v∗n},
con v∗i : V → R, el operador R-lineal dado por:
v∗i (vj) =

1, si j = i
0, si j 6= i.
Si f : V → W es una transformacio´n lineal, f induce otra transformacio´n lineal
f ∗ : W ∗ → V ∗ dada por f ∗(λ) = λ ◦ f , donde λ es un elemento de W ∗. Es fa´cil
ver que si A = [f ]βW ,βV es la matriz de cambio de base respecto a f en las bases
dadas, entonces la matriz de cambio de base respecto a f ∗, en las bases dadas, es
A∗ = [f ∗]β∗V ,β∗W , la transpuesta de A.
Para cada k ≥ 0, f induce una transformacio´n lineal ∧kf : ∧kV → ∧kW dada por
(para la definicio´n de los productos exteriores y sus propiedades ver [5] Pa´g 15)
∧k(f)(vi1 ∧ · · · ∧ vik) = f(vi1) ∧ · · · ∧ f(vik)
tal que ∧k(g ◦ f) = ∧k(g) ◦ ∧k(f), y ∧k(Id) = Id.
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Sean las bases en orden lexicogra´fico
∧kβV =
{
vi1 ∧ · · · ∧ vik : 1 ≤ i1 < . . . < ik ≤ n
}
y
∧kβW =
{
wj1 ∧ · · · ∧ vjk : 1 ≤ j1 < . . . < jk ≤ n
}
.
Entonces, se puede probar que(ver [5] pa´g 15)
[∧kf ]∧kβW ,∧kβV = [aI,J],
donde I = (i1, . . . , ik), con 1 < i1 < · · · < ik, J = (j1, . . . , jk), 1 < j1 < · · · < jk,
y aI,J = det(AI,J), donde (AI,J)kk es la matriz que se obtiene seleccionando las filas
{i1, . . . , ik} y las columnas {j1, . . . , jk} de la matriz A.
Definicio´n 2.10. Sea M un n-manifold suave. Para cada p ∈ M sean Tp(M) el
espacio tangente y T ∗p (M) su dual. Para cada entero 0 ≤ k ≤ n,una k-forma en un
abierto U ⊂M es una funcio´n
ω : U →
⋃˙
p∈U
∧k T ∗p (M)
que satisface ω(q) ∈ ∧kTq(M)∗ para todo q ∈ U , junto con la propiedad siguiente:
para cada p ∈ U , existe un entorno Up ⊂ U , una carta ϕ : Up → Rn, ϕ = (x1, . . . , xn)
y funciones suaves fα : Up → R tales que para todo q ∈ Up
ω(q) =
∑
α
fα(q)dx
i1|q ∧ · · · ∧ dxik |q,
donde {dx1|q, . . . , dxn|q} denota la base dual de { ∂∂x1 |q, . . . , ∂∂xn |q}.
Nota. De ahora en adelante, se omitira´ por brevedad el s´ımbolo |q cuando no haya
lugar a confusio´n.
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Sea ω una forma definida en U ⊂M abierto, M un n- manifold suave. Supongamos
que U ′ ⊂ U es un abierto y ϕ : U ′ → Rn, ψ : U ′ → Rn con ϕ = (x1, . . . , xn) y ψ =
(y1, . . . , yn) cartas tales que ω|U ′ =
∑
fIdx
I y ω|U ′ =
∑
gJdy
J , con I = (i1, . . . , ik),
dxI = dxi1 ∧ · · · ∧ dxik y en forma ana´loga para J y dyJ. En cada p ∈ U ′ hay dos
bases para Tp(M): βx = { ∂∂x1 , . . . , ∂∂xn} y βy = { ∂∂y1 , . . . , ∂∂yn}. Sabemos que
[Id]βy ,βx =
[ ∂yi
∂xj
]
n×n
.
Pasando a los espacios duales obtenemos
[Id]β∗x,β∗y =
[ ∂yi
∂xj
]T
n×n
,
donde β∗x = {dxJ : J = (j1, . . . , jk)} y β∗y = {dxI : I = (i1, . . . , ik)}. Entonces ω(p) =∑
J gJ(p)dy
J|p y dyJ|p =
∑
I det(AI,J)dx
J|p, donde AI,J se obtiene seleccionando las
filas {i1, . . . , ik} y las columnas {j1, . . . , jk}. Por tanto
ω|U ′ =
∑
J
(
∑
I
det(AI,J)gJdx
J|p) =
∑
I
(
∑
J
det(AI,J)gJ)dx
J|p
Luego fI =
∑
J det(AI,J)gJ.
si ω es una n-forma en U y U = {(Uα, ϕα) : α ∈ A} un atlas tal que ω|Uα =
fαdx
1
α ∧ · · · ∧ dxnα, entonces en Uα ∩ Uβ se tiene que
fα = fβdetJϕβ ,ϕα (2.1)
De lo anterior vemos que, dar una n-forma en U equivale a dar una coleccio´n de
funciones suaves {fα; fα ∈ C∞(Uα)} tales que en Uα ∩ Uβ se cumpla (2.1).
Denotaremos por Ωk(U) con 0 ≤ k ≤ n, U ⊂M al espacio de k-formas en U .
2.2.1. Pullback de k-formas diferenciales
Sean M y N manifolds suaves y f : N → M una funcio´n suave. Sea p ∈ N ,
q = f(p) y f∗p : Tp(N) → Tq(M) la diferencial de f en p. El operador f∗p induce
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una transformacio´n lineal, gp = ∧k(f∗p)∗ : ∧kT ∗q (M)→ ∧kT ∗p (N), (ver [5] Pa´g 15). Si
U ⊂M es un abierto, definamos
f ∗ : ΩkM(U)→ ΩkN(f−1(U)) (2.2)
como la funcio´n que env´ıa a ω ∈ Ωk(U) en la forma f ∗ω, en f−1(U), que esta´ definida
por (f ∗ω)(p) = gp(ω(q)). La funcio´n f ∗ se llama el pullback determinado por f. La
siguiente proposicio´n nos muestra algunas propiedades ba´sicas del pullback.
Proposicio´n 2.2. Sean N un n-manifold, M un m-manifold, f : N → M una
funcio´n suave, ω y θ k-formas diferenciales en M y h una funcio´n suave en M .
Entonces
1. f ∗ (ω + θ) = f ∗ω + f ∗θ.
2. f ∗ (hω) = (h ◦ f) f ∗ω.
3. Sean (V, ϕ = (x1, . . . , xn)) y (U, ψ = (y1, . . . , ym)) cartas con V ⊂ N, U ⊂ M
y f(V ) ⊂ U . Denotemos por f j(x1, . . . , xn), j = 1, . . . ,m, a las coordenadas
de f en estas cartas y por (Jfψ,ϕ)
∗ = [∂f j/∂xi]n×m a la transpuesta de la
matriz jacobiana. Si ω ∈ ΩkM(U) se escribe en estas coordenadas como ω =∑
Jk
ωJk dy
Jk , entonces f ∗ω esta´ dada en V por
f ∗ω =
∑
Ik,Jk
(ωJk ◦ f) det(((Jfψ,ϕ)∗)IkJk) dxIk .
Demostracio´n. Las propiedades 1 y 2 se siguen directamente de la definicio´n de f ∗.
Denotemos por B∗ϕ = {dx1, . . . , dxn}, B∗ψ = {dy1, . . . , dym} a las bases duales de las
bases asociadas a las cartas.
∧kB∗ϕ,p = {dxIk |p : Ik multi´ındice ordenado sin repeticio´n}
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y∧kB∗ψ,f(p) =
{
dyJk |f(p) : Jk multi´ındice ordenado sin repeticio´n
}
son bases para ∧kT ∗p (N) y ∧kT ∗f(p)(M) en p ∈ V y f(p) ∈ U, respectivamente , (ver
[5] pa´g 12). Adema´s, con respecto a estas bases la matriz asociada a la transpuesta
de la diferencial f∗p es precisamente (Jfψ,ϕ(p))∗ y por consiguiente la matriz C(p),
que corresponde a la transformacio´n lineal gp = ∧k(f∗p)∗, tiene como entrada (Ik,Jk)
al elemento C(p)IkJk = det((Jfψ,ϕ(p))
∗
IkJk), (ver [5], pa´g 12). Expl´ıcitamente,
C(p)IkJk = det

∂f j1/∂xi1(p) · · · ∂f jk/∂xi1(p)
...
...
∂f j1/∂xik(p) · · · ∂f jk/∂xik(p)

La imagen de dyJk |f(p) bajo gp viene dada por la columna Jk de la matriz
(
n
k
)× (m
k
)
,
C(p)IkJk , que expresada a su vez en te´rminos de la base ∧kB∗ϕ,p corresponde al vector
gp(dy
Jk |f(p)) =
∑
Ik
C(p)IkJkdx
Ik |p. De aqu´ı se sigue que
f ∗
(∑
Jk
ωJkdy
Jk
)
=
∑
Jk
(ωJk ◦ f)f ∗(dyJk)
=
∑
Jk
(ωJk ◦ f)
∑
Ik
det((Jfψ,ϕ)
∗
IkJk)dx
Ik
=
∑
Jk,Ik
(ωJk ◦ f) det((Jfψ,ϕ)∗IkJk)dxIk ,
lo cual concluye la demostracio´n de la proposicio´n.
2.2.2. Derivacio´n de formas
Sean (U,ϕ = (x1, . . . , xn)) coordenadas en U ⊂ M un n-manifold y f ∈ C∞(U).
Definimos
dxf =
∂f
∂x1
dx1 + · · ·+ ∂f
∂xn
dxn.
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Si ψ = (y1, . . . , yn) es otro sistema de coordenadas en U, se tiene que dyf =
∂f
∂y1
dy1 +
· · ·+ ∂f
∂yn
dyn. Ahora dyi = ∂y
i
∂x1
dx1 + · · ·+ ∂yi
∂xn
dxn. Por tanto
dyf =
n∑
i=1
∂f
∂yi
dyi =
n∑
i=1
∂f
∂yi
n∑
j=1
∂yi
∂xj
dxj
=
n∑
i,j=1
∂f
∂yi
∂yi
∂xj
dxj =
n∑
j=1
(
n∑
i=1
∂f
∂yi
∂yi
∂xj
)
dxj.
Del lema 2.1 se tiene que ∂f
∂xi
=
∑n
i=1
∂yi
∂xj
∂f
∂yi
. Por lo tanto dyf =
∑n
j=1
∂f
∂xj
dxj = dx.
Luego si hacemos d = dx, vemos que d : Ω
0(U) → Ω1(U) no depende de la carta; es
decir, el operador diferencial esta´ bien definido. Las siguientes son sus propiedades
ma´s esenciales:
Proposicio´n 2.3. Sea M un n-manifold, para cada (U,ϕ = (x1, . . . , xn)) existe un
u´nico operador d : Ωp(U)→ Ωp+1(U) tal que:
1. Si f ∈ Ω0(U) = C∞(U), entonces df coincide con el operador definido arriba.
2. d(αω1 + ω2) = αdω1 + dω2 para todo α ∈ R y para todo ω1, ω2 ∈ Ωp(U).
3. d ◦ d = 0.
Demostracio´n. Ver [5] pa´g 164.
2.2.3. Complejo de De Rham
Definicio´n 2.11. Sea M un n-manifold. El complejo de De Rham de M es el com-
plejo de R-espacios vectoriales {Ωk(M), dk}k≥0
0 Ω0(M) Ω1(M) · · · Ωk(M) · · ·- -d0 -d1 -dk−1 -dk
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Su homolog´ıa
Hk(M) =
ker(Ωk(M)→ Ωk+1(M))
Im(Ωk−1(M)→ Ωk(M))
se llama la cohomolog´ıa de De Rham del manifold M y se denota por HkDR(M).
Definicio´n 2.12. Sea M un n-manifold y sea U ⊂ M un abierto. Una k-forma
ω ∈ Ωk (U) se dice que es cerrada si dω = 0 y se dice que es exacta si ω = 0, en el
caso k = 0, o si existe una (k − 1)-forma η ∈ Ωk−1 (U) tal que dη = ω, si k ≥ 1.
Las k-formas cerradas y las k-formas exactas en U forman espacios vectoriales
reales, a los que denotaremos por Zk (U) y Bk (U) , respectivamente.
Ejemplo 2.4. Si M es conexo, entonces
H0DR (M) = Z
0 (M) /B0 (M) =
{
f ∈ Ω0 (M) : df = 0} /0
=
{
f ∈ Ω0 (M) : df = 0} .
Luego, del ejemplo se tiene que H0DR (M) consta de todas las funciones con valores
reales localmente constantes. Como M es conexo, toda funcio´n localmente constante
es constante y, por consiguiente, H0DR (M) puede identificarse con R.
Proposicio´n 2.5. Sean M y N manifolds suaves y sea f : M → N una funcio´n
suave. Entonces para cada abierto U en N y ω ∈ ΩkN (U) , se tiene que f ∗dω =
d (f ∗ω) .
Demostracio´n. Demostrar la igualdad de estas dos formas es un problema local.
Sin pe´rdida de generalidad, supongamos que (U, (y1, . . . , yn)) es una carta de N y
(V, (x1, . . . , xm)) una carta de M , tal que f(V ) ⊂ U . En primer lugar, si h ∈ Ω0N(U),
su derivada exterior es igual a dh =
∑n
j=1 ∂h/∂y
i dyj y
f ∗(dh) =
∑
i=1,...,m
j=1,...,n
∂f j
∂xi
∂h
∂yj
dxi.
37
Por otro lado,
d (f ∗h) = d (h ◦ f) =
n∑
i=1
∂ (h ◦ f)
∂xi
dxi =
∑
i=1,...,m
j=1,...,n
∂h
∂yj
∂f j
∂xi
dxi.
Luego la afirmacio´n es cierta para 0-formas. Sea ahora ω una k-forma en U. Como
f ∗(dyj) = d (f ∗yj) , se sigue que
d (f ∗ω) = d(f ∗
∑
Jk
ωj1...jkdy
j1 ∧ · · · ∧ dyjk)
= d(
∑
Jk
f ∗ωj1...jk
(
f ∗dyj1
) ∧ · · · ∧ (f ∗dyjk))
= d(
∑
Jk
f ∗ωj1...jkd
(
f ∗yj1
) ∧ · · · ∧ d (f ∗yjk))
=
∑
Jk
d (f ∗ωj1...jk) ∧ d
(
f ∗yj1
) ∧ · · · ∧ d (f ∗yjk)
=
∑
Jk
f ∗dωj1...jk ∧
(
f ∗dyj1
) ∧ · · · ∧ (f ∗dyjk)
= f ∗(
∑
Jk
dωj1...jk ∧ dyj1 ∧ · · · ∧ dyjk)
= f ∗dω,
(donde Jk denota el multi´ındice 1 ≤ j1 < · · · < jk ≤ m), como quer´ıamos demostrar.
2.2.4. Invarianza homoto´pica de la cohomolog´ıa
Si M y N son manifolds suaves y f : M → N es una funcio´n suave, el pullback
f ∗ : ΩkN(N)→ ΩkM(M) es una transformacio´n lineal para cada k ≥ 0. Si convenimos
en definir el pullback f ∗ como la transformacio´n lineal cero cuando k < 0, entonces
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la coleccio´n de todos los pullbacks hace conmutar los diagramas
ΩkN(N)
f∗→ ΩkM(M)
d ↓ d ↓
Ωk+1N (N)
f∗→ Ωk+1M (M)
y por tanto, definen un morfismo de complejos de espacios vectoriales. Por otro lado,
si f : M → N y g : N → P son suaves, entonces (g ◦ f)∗ = f ∗ ◦ g∗ y si Id es la
identidad de M , entonces Id∗ es la identidad de ΩkM (M). En particular, si f es un
difeomorfismo, f ∗ es un isomorfismo de complejos y (f−1)∗ = (f ∗)−1. Por consiguiente,
el morfismo f ∗ induce una transformacio´n lineal, que denotaremos nuevamente por
f ∗ o por fk, si se quiere hacer e´nfasis en el entero k. Esto demuestra el siguiente lema.
Lema 2.6. Sea k un entero fijo. La correspondencia HkDR que asigna a cada manifold
M la k-e´sima cohomolog´ıa de De Rham, HkDR(M) y asigna a cada funcio´n suave
f : M → N entre manifolds la transformacio´n lineal
HkDR(f) = f
k : HkDR(N)→ HkDR(M),
define un functor contravariante de la categor´ıa de manifolds suaves y funciones sua-
ves a la categor´ıa de espacios vectoriales reales (de dimensio´n no necesariamente
finita) y transformaciones lineales.
Definicio´n 2.13. Sean M y N manifolds suaves. Dos funciones suaves f, g : M → N
se llaman homoto´picas si existe una funcio´n suave F : M × R→ N tal que
F (p, t) = f (p) , si t ≤ 0
F (p, t) = g (p) , si t ≥ 1,
para todo p ∈ M. En este caso escribiremos f ∼ g. La funcio´n F es llamada una
homotop´ıa entre f y g. Una funcio´n suave f : M → N se denomina una equivalencia
homoto´pica si existe una funcio´n suave g : N →M tal que f ◦g ∼ IdN y g◦f ∼ IdM .
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Nuestro objetivo pro´ximo es demostrar la invarianza homoto´pica de la cohomo-
log´ıa de De Rham: si dos funciones suaves f, g : M → N son homoto´picas entonces
inducen el mismo homomorfismo en los grupos de cohomolog´ıa: fk = gk : HkDR (N)→
HkDR (M), para todo k ≥ 0.
Sea M un manifold, denotemos por piM : M × R → M y piR : M × R → R
a las proyecciones en cada factor y por s : M → M × R a la funcio´n definida por
s(p) = (p, 0). Obviamente, piM ◦ s = IdM , y en consecuencia la compuesta
HkDR(M)
pi∗M→ HkDR(M × R) s
∗→HkDR(M)
es la identidad en HkDR(M). Por otro lado, si bien no es cierto, en general, que
pi∗M(s
∗(ω)) = ω, s´ı es cierto que pikM ◦ sk es la identidad en HkDR(M ×R). Este u´ltimo
hecho lo daremos por cierto y para su demostracio´n se puede consultar en [5], pa´g
189.
Teorema 2.7. Sean M y N manifolds y sean f , g : M → N funciones suaves
homoto´picas. Entonces fk = gk : HkDR(N)→ HkDR(M), para todo k ≥ 0.
Demostracio´n. Supongamos que F : M × R → N es una homotop´ıa entre f y g, es
decir, F es una funcio´n suave tal que
F (p, t) =
 f(p) , t ≤ 0g(p) , t ≥ 1,
para todo p ∈ M. Sean s0, s1 : M → M × R, definidas como s0(p) = (p, 0) y
s1(p) = (p, 1). Claramente, F ◦ s0 = f y F ◦ s1 = g. Por lo tanto s∗0 ◦ F ∗ = f ∗ y
s∗1 ◦F ∗ = g∗. Por otro lado, sabemos que piM ◦s0 = piM ◦s1 = IdM y, por consiguiente,
s∗0 ◦pi∗M = s∗1 ◦pi∗M = Id. Como pi∗M es invertible, con inversa (pi∗M)−1 = s∗0, se sigue que
s∗0 = s
∗
1, y por lo tanto, que f
∗ = g∗.
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Corolario 2.8. Si M y N tienen el mismo tipo de homotop´ıa, es decir, si existen
f : M −→ N y g : N −→ M tales que f ◦ g y g ◦ f son homoto´picas a la funcio´n
identidad, entonces HkDR(M) ' HkDR(N), para todo k ≥ 0.
Definicio´n 2.14. Una funcio´n suave f : M → N se denomina homoto´picamente nula
si es homoto´pica a una funcio´n constante. Decimos que un manifold M es contra´ıble
si la identidad en M es homoto´picamente nula.
Corolario 2.9. Si M es contra´ıble, entonces HkDR (M) = 0, para todo entero k > 0.
Demostracio´n. La funcio´n constante c : M → M, c(p) = p0, para un punto p0 ∈
M, es homoto´pica a IdM , y por tanto, c
∗ = Id∗M . Ahora si i : {p0} ⊂ M denota
la inclusio´n, se tiene que i ◦ c = c, de donde se sigue que c∗ ◦ i∗ = c∗. Puesto que
HkDR ({p}) = 0, para todo k > 0, se sigue que ck = 0 y por tanto, IdkM = IdHkDR(M) = 0
y en consecuencia HkDR (M) = 0, para todo k > 0.
Corolario 2.10 (Poincare´). Toda forma cerrada en un manifold M es localmente
exacta. Es decir, todo punto en M admite un entorno abierto U tal que para toda
ω ∈ UkM (M), k > 0, con dω = 0, existe una (k − 1)-forma α ∈ Uk−1M (U) con
dα = ω|U .
Demostracio´n. Basta tomar cualquier entorno abierto contra´ıble Up de p y aplicar el
corolario anterior.
Corolario 2.11. La cohomolog´ıa k-e´sima de Rn es trivial si k > 0 y es R para k = 0.
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2.2.5. Secuencia de Mayer-Vietoris para la cohomolog´ıa de
De Rham
Sean U y V dos conjuntos abiertos de un n−manifold M (que no necesariamente
cubren a M) y consideremos las inclusiones
jU : U ∩ V → U, jV : U ∩ V → V,
iU : U → U ∪ V, iV : V → U ∪ V.
Lema 2.12. Estas inclusiones dan origen a una secuencia exacta corta
0→ U•M (U ∪ V ) α→ U•M (U)⊕ U•M (V ) β→ U•M (U ∩ V )→ 0
de complejos de espacios vectoriales, donde
αk (ω) = (i∗Uω, i
∗
V ω) y β
k (ω1, ω2) = j
∗
Uω1 − j∗V ω2,
para todo ω1 ∈ UkM (U) y ω2 ∈ UkM (V ).
Demostracio´n. Debemos mostrar que αk es inyectivo, que ker(βk) = im(αk) y que βk
es sobreyectivo, para cada k. La primera afirmacio´n es obvia. Puesto que j∗U ◦i∗U = j∗V ◦
i∗V , es claro que im(α
k) ⊂ ker(βk). Para ver la otra inclusio´n, sea (ω1, ω2) ∈ ker(βk).
Esto significa que ω1|U∩V = ω2|U∩V , y por tanto, estas formas definen una u´nica
forma ω en U ∪ V, que obviamente satisface αk (ω) = (ω1, ω2). Finalmente, veamos
que βk es sobreyectivo. Sea ω una forma en U ∩ V y sea {χU , χV } una particio´n de
la unidad en U ∪ V subordinada a {U, V }. Definamos ω1 = χV ω y ω2 = χUω. Como
χV tiene soporte en V , podemos definir una forma en U por
ω˜1 =
 ω1 en U ∩ V0 en U − V
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De manera similar podemos definir una forma en V
ω˜2 =
 ω2 en U ∩ V0 en V − U.
Es claro que βk (ω˜1,−ω˜2) = ω1 + ω2 = ω.
Del lema 1.10 (Zig-Zag) se sigue directamente el siguiente teorema.
Teorema 2.13 (Secuencia de Mayer-Vietoris). Si U y V son abiertos en M, existe
una secuencia exacta larga
0→ H0DR (U ∪ V ) α
0→ H0DR (U)⊕ H0DR (V ) β
0→ H0DR (U ∩ V ) δ
0→ (2.3)
· · · → HkDR (U ∪ V ) α
k→ HkDR (U)⊕ HkDR (V ) β
k→ HkDR(U ∩ V ) δ
k→ · · ·
La secuencia exacta (2.3) es conocida como la secuencia de Mayer-Vietoris del par
U , V . Como aplicacio´n del teorema anterior, veamos co´mo computar la cohomolog´ıa
de Sn, la esfera n-dimensional.
Para n ≥ 1 tenemos que
HkDR (S
n) '
 R si k = 0, n0 en caso contrario
y H0DR (S
0) ' R2, HkDR (S0) = 0, si k > 0. La afirmacio´n para S0 es obvia y para S1 es
el resultado del ejercicio 4.4.5 propuesto en [5]. Supongamos que n ≥ 2. Recordemos
que
Sn = {x ∈ Rn+1 : (x1)2 + · · ·+ (xn+1)2 = 1}.
En primer lugar, H0DR (S
n) = R, ya que Sn es conexo. Supongamos que k > 0
y denotemos por N = (0, . . . , 1) ∈ Sn al “polo norte” de Sn. Fijemos 0 <  <
1 y definamos U = {x ∈ Sn : xn+1 > −} y V = {x ∈ Sn : xn+1 < } . U y V son
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abiertos que cubren los hemisferios norte y sur, respectivamente, y es fa´cil ver que
son difeomorfos a una bola abierta, y por tanto, contraibles. Luego su cohomolog´ıa
es trivial, excepto en dimensio´n cero, en cuyo caso es isomorfa a R. Por otro lado,
Sn = U ∪ V y U ∩ V ' Sn−1 × (−, ) que es homoto´picamente equivalente a Sn−1.
Por el teorema anterior, el siguiente segmento de la secuencia de Mayer-Vietoris es
exacto
HkDR (U)⊕ HkDR (V )→ HkDR (U ∩ V ) δ
k→ Hk+1 (Sn)→
→ Hk+1 (U)⊕Hk+1 (V )
y como empieza y termina en espacios vectoriales triviales, tenemos que
HkDR
(
Sn−1
) δk' Hk+1 (Sn) (2.4)
es un isomorfismo, para k > 0 y n ≥ 2.
Ahora, consideremos el segmento inicial de la secuencia de Mayer-Vietoris
0→ H0DR (Sn) α
0→ H0DR (U)⊕ H0DR (V ) β
0→ H0DR (U ∩ V ) δ
0→
δ0→ H1DR (Sn) α
1→ H1DR (U)⊕ H1DR (V )
Por la exactitud, tenemos que α0 es inyectiva. Luego dim ker(β0) = 1 y por consigui-
ente β0 es sobreyectiva, lo que implica que δ0 = 0. Pero H1DR (U) ' H1DR (V ) = 0
y por tanto, H1DR (S
n) = 0, para n ≥ 2. Como HkDR (S1) = 0, para k > 1 y
H0DR(S
1) ' H1DR(S1) ' R, las relaciones (2.4) implican, por induccio´n sobre n, el
resultado.
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Cap´ıtulo 3
Sheaves y cohomolog´ıa de Cech
relativa a un cubrimiento
3.1. Sheaves
Definicio´n 3.1. Una presheaf F de grupos abelianos, en un espacio topolo´gico X,
es una funci o´n que asigna, a cada conjunto U abierto en X, un grupo abeliano
F (U), tal que si U es el conjunto vac´ıo, entonces F (U) = 0 y a cada inclusio´n de
conjuntos abiertos iVU : V → U , un homomorfismo de grupos, llamado restriccio´n
ρV U : F (U)→ F (V ) que satisface las siguientes condiciones:
1. Para todo abierto U , ρUU es el homomorfismo identidad.
2. Si W ⊂ V ⊂ Uson abiertos, ρWU = ρWV ◦ ρV U .
Los elementos de F (U) se denominan secciones de F en U y los de F (X) sec-
ciones globales. Llamaremos a los homomorfismos ρV U homomorfismos restriccio´n y
escribiremos s|V en lugar de ρV U(s), si s ∈ F (U).
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Ejemplo 3.1. La presheaf constante con grupo G es la presheaf F que asocia a cada
abierto U las funciones localmente constantes: U → G y a cada inclusio´n de abiertos
V ⊂ U la retriccio´n de funciones: F (U)→ F (V ). Por abuso de notacio´n, la presheaf
constante con grupo R se denotara´ tambie´n por R.
Definicio´n 3.2. Una presheaf F en un espacio topolo´gico X es una sheaf, si para
cualquier abierto U ⊂ X y para cualquier cubrimiento abierto {Uα}α∈A de U se
satisface la siguiente condicio´n: si {sα ∈ A : sα ∈ F (Uα)}, es una coleccio´n de
secciones tales que sα|Uα∩Uβ = sβ|Uα∩Uβ , para todo Uα y Uβ, entonces existe una u´nica
seccio´n s ∈ F (U) tal que sα = s|Uα en cada Uα.
Sean M un manifold y F = Ωk, para U ⊂ M abierto F (U) = Ωk(U), entonces F
es una sheaf con la restriccio´n usual en las k-formas (ver [5] pa´g 156).
3.2. Cohomolog´ıa de Cech
Definicio´n 3.3. Sean X un espacio topolo´gico, F una presheaf de grupos abelianos
y U = {Uα : α ∈ A} un cubrimiento de X, donde A es un conjunto totalmente
ordenado. Denotaremos a la interseccio´n Uα0∩· · ·∩Uαp por Uα0···αp. Para cada p ≥ 0,
sea
Cp(U, F ) =
∏
α0<···<αp
F (Uα0...αp).
A un elemento w ∈ Cp(U, F ) lo representaremos por w = (wα0...αp), wα0...αp ∈
F (Uα0...αp).
Nota. Los ı´ndices en wα0...αp son todos en orden creciente. En general, se pueden
permitir los ı´ndices en cualquier orden, aun con repeticiones, dada la convencio´n
w...α...β... = w...β...α....
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Definicio´n 3.4. Para cada p ≥ 0, definimos δp : Cp(U, F ) → Cp+1(U, F ) de la
siguiente manera:
(δpw)α0...αp+1 =
p+1∑
i=0
(−1)iwα0...αˆi...αp+1|Uα0...αp+1
donde αˆi significa que se ha omitido el ı´ndice αi.
En la notacio´n omitiremos la restriccio´n |.
Ejemplo 3.2. Sean A = {0, 1, 2}, U = {Uα : α ∈ A} un cubrimiento de un espacio
topolo´gico X y F una sheaf. Consideremos todos los multi´ındices α0 . . . αp, αi ∈ A,
ordenados de manera creciente.
0
∏
α0∈A
F (Uα0 )
∏
α0,α1∈A
F (Uα0α1 )
∏
α0,α1α2∈A
F (Uα0α1α2 ) · · ·- -δ0 -δ1 -δ2
Calculemos ker(δ0). Sea w ∈ ker(δ0), entonces si w = (wα0 , wα1 , wα2), wαi ∈ F (Uαi),
se tiene que
δ0w = (wα1 − wα0 , wα2 − wα0 , wα2 − wα1) = 0
Luego wαi |Uαiαj = wαj |Uαiαj , i, j ∈ {0, 1, 2}. Como F es sheaf existe s ∈ F (X) tal que
s|Uαi = wαi. Ahora, si s ∈ F (X) y w = (s|Uα0 , s|Uα1 , s|Uα2 ), entonces δ0w = 0. Luego
se tiene
ker(δ0) = {(wα0 , wα1 , wα2) ∈ C0(U, F ) : {wαi}2i=0 define una seccio´n en F (X), }
esto es, ker(δ0) ' F (X).
Proposicio´n 3.3. La composicio´n δ ◦ δ = δ2 en
Cp(U, F ) Cp+1(U, F ) Cp+2(U, F )-
δ -δ
es cero.
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Demostracio´n. Sean w ∈ CP (U, F ) y η = δw. Por definicio´n
ηα0...αp+1 =
p+1∑
i=0
(−1)iwα0...αˆi...αp+1 ,
luego, como en el caso de la homolog´ıa singular, tenemos
(δ2w)α0...αp+2 = (δη)α0...αp+2
=
p+2∑
j=0
(−1)jηα0...αˆi...αp+2
=
p+2∑
j=0
(−1)j
[∑
j>i
(−1)iwα0...αˆi...αˆj ...αp+2 +
∑
i>j
(−1)i−1wα0...αˆj ...αˆi...αp+2
]
=
∑
j=0,i<j
(−1)i+jwα0...αˆi...αˆj ...αp+2 +
∑
i<j
(−1)i+j−1wα0...αˆj ...αˆi...αp+2
= −
∑
i<j
(−1)i+j−1wα0...αˆi...αˆj ...αp+2 +
∑
i<j
(−1)i+j−1wα0...αˆi...αˆj ...αp+2
= 0.
Definicio´n 3.5. La homolog´ıa del complejo {C∗(U, F ), δ∗} se denomina la cohomo-
log´ıa de Cech de X con coeficientes en F , relativa al cubrimiento U = {Uα : α ∈ A}
y la denotaremos por H∗(U, F ).
Proposicio´n 3.4. Sea M un manifold suave y sea F = Ωp, p ≥ 0 fijo, la sheaf de
p-formas en M . Entonces si U = {Uα : α ∈ A} es un cubrimiento abierto de M se
tiene que:
H i(U,Ωp) =

Ωp(M), si i = 0
0, si i > 0
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Demostracio´n. El complejo de Cech para F es
0
∏
α0∈A
Ωp(Uα0 )
∏
α0,α1∈A
Ωp(Uα0α1 ) · · ·
∏
α0,α1∈A
Ωp(Uα0α1 ) · · ·- -δ - -δ -δ
Un elemento de
∏
α0∈A Ω
p(Uα0) esta´ en el kernel del primer δ si y so´lo si sus
componentes son iguales en las dobles intersecciones, si y so´lo si, es una seccio´n
global de F , pues F es sheaf.
Sea ahora {ρα : α ∈ A} una particio´n de la unidad subordinada al cubrimiento U .
Supongamos ω ∈ ∏Ωp(Uα0...αi) es tal que δω = 0. Definamos τ ∈ ∏Ωp(Uα0...αi−1)
como
τα0...αi−1 =
∑
α
ραωαα0...αi−1 ,
donde, por abuso de notacio´n, ραωαα0...αi−1 es en realidad la forma
0, en Uαα0...αi−1 − soporte(ρα)
ραωαα0...αi−1 , en Uαα0...αi−1 .
Por ser {ρα} una particio´n de la unidad, τα0...αi−1 esta´ bien definida; ahora
(δτ)α0...αi =
i∑
k=0
(−1)kτα0...αˆk...αi =
∑
k,α
(−1)kραωαα0...αˆk...αi .
Como δω = 0, (δω)αα0···αi = ωα0···αi +
∑
k(−1)k+1ραωαα0...αˆk...αi = 0, y entonces
(δτ)α0···αi =
∑
α
ρα
∑
k
(−1)kωαα0...αˆk...αi
=
∑
α
ραωα0...αi = ωα0...αi .
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Cap´ıtulo 4
Isomorfismo entre las cohomolog´ıas
4.1. Doble complejo
Consideremos el diagrama
...
...
...
↑ ↑ ↑
0→ A0,q δ→ A1,q δ→ · · · δ→ Ap,q δ→ · · ·
↑ d ↑ d ↑ d
...
...
...
↑ d ↑ d ↑ d
0→ A0,1 δ→ A1,1 δ→ · · · δ→ Ap,1 δ→ · · ·
↑ d ↑ d ↑ d
0→ A0,0 δ→ A1,0 δ→ · · · δ→ Ap,0 → · · ·
↑
0
↑
0
↑
0
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El diagrama anterior se llama un doble complejo si cada cuadrado
Ap,q+1
δ→ Ap+1,q+1
↑ d ↑ d
Ap,q
δ→ Ap+1,q
es conmutativo. Este se denota por {Ap,q, δ, d}p,q≥0.
Dado un doble complejo, definimos el complejo total de A = {Ap,q, δ, d}p,q≥0 como
T n (A) =
⊕
p+q=nA
p,q, n ≥ 0. Definimos D : T n (A) → T n+1 (A) de la siguiente
manera. Si
a =
⊕
p+q=n
ap,q ∈ T n (A) , D (a) =
⊕
p+q=n
{δap,q + (−1)p dap,q} .
Proposicio´n 4.1. {T ∗(A), D∗} es un complejo.
Demostracio´n. Sea a ∈ T n(A)
D (D (a)) = D
( ⊕
p+q=n
{δap,q + (−1)p dap,q}
)
=
⊕
p+q=n
[
δδap,q + (−1)p+1 dδap,q + (−1)p δdap,q + (−1)2p ddap,q]
=
⊕
p+q=n
[
(−1)p+1 dδap,q + (−1)p δdap,q] = 0.
Proposicio´n 4.2. Sean {Ap,q, δ, d}p,q≥0 un doble complejo y {T n(A), D = δ+(−1)pd}n≥0
el complejo total asociado. Supongamos que cada fila
0 A0,q A1,q · · · Ap,q · · ·- -δ -δ -δ -δ
es exacta, excepto en p = 0. Esto es, el kernel del primer delta en la secuencia anterior
no es necesariamente cero. Entonces, al tomar la homolog´ıa por filas, el doble complejo
se reduce a un doble complejo en que so´lo la primera columna es no nula. Adema´s la
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homolog´ıa de esta columna, con operador d, es isomorfa a la homolog´ıa del complejo
total, es decir, HdHδ(A
0,q) ' Hq(T (A)).
Hq(T (A)) ' ker( Hδ(A0,q) Hδ(A0,q+1)-d )/Im( Hδ(A0,q−1) Hδ(A0,q)-d )
Hδ(A
p,q) = ker
(
Ap,q Ap+1,q-
δ )
/Im
(
Ap−1,q Ap,q-
δ )
Demostracio´n. Sea
Bq = Hδ(A
0,q) = ker
(
A0,q A1,q-
δ )
q ≥ 0, con operador d. Veamos que Hn(B∗) ∼= Hn(T ∗(A)). Sean
0 A0,q A1,q · · · Ap,q · · ·- -δ -δ -δ -δ
la n-e´sima fila del doble complejo y Hnd (B
∗) la n-e´sima homolog´ıa del complejo
{Bq, d}. Definimos φn : Hnd (B∗) → Hn(T ∗(A)) como φn(zn) = (zn, 0, . . . , 0) con
zn ∈ Hnd (B∗). En este caso
D(zn, 0, . . . , 0) = δ(zn) + (−1)0dzn = 0 + 0 = 0,
donde δ(zn) = 0 ya que zn ∈ ker(δ) y dzn = 0 pues zn ∈ Hnd (B∗).
Afirmacio´n. Dado un elemento wn ∈ ker(D : T n(A) → T n+1(A)), digamos wn =
(a0,n, a1,n−1, . . . , an,0), existe vn = (b0,n, 0, . . . , 0) tal que wn = vn en Hn(T ∗(A)),
n > 0.
En efecto, si D(a0,n, a1,n−1, . . . , an,0) = 0, entonces
da0,n = 0, (−1)da1,n−1 + δa0,n = 0, da2,n−2 + δa1,n−1 = 0, . . . , δan,0 = 0.
Como las filas son exactas, excepto en p = 0 y δan,0 = 0, existe un b ∈ An−1,0, con
δb = an,0. Sea η = (0, . . . , b), η ∈ T n−1(A) y
Dη = (0, . . . , (−1)n−1db, δb) = (0, . . . , (−1)n−1db, an,0).
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Entonces wn −Dη = wn, pues
Dη = 0wn −Dη = (a0,n, a1,n−1, . . . , an−1,1 − (−1)n−1db, 0).
Claramente D(wn − Dη) = 0; luego δ(an−1,1 − (−1)n−1db) = 0. Por lo tanto existe
b′ ∈ An−2,1 con δb′ = an−1,1 − (−1)n−1db. Si hacemos η′ = (0, . . . , b′, 0), vemos que
wn−Dη−Dη′ = (a0,n, . . . , 0, 0). Podemos continuar de manera similar por induccio´n,
usando la exactitud de todas las filas, con lo cual se sigue la afirmacio´n.
Veamos que φn es inyectiva. Supongamos que φn(zn) = (zn, 0, . . . , 0) es la clase
del cero en Hn(T
∗(A)). Existe ξ = (cn−1,0, . . . , c0,n−1) ∈ T n−1(A) tal que Dξ =
(zn, 0, . . . , 0). Esto implica que δcn−1,0 = 0 y dcn−1,0 = zn, cn−1,0 ∈ Bn−1 = Hδ(A0,n−1)
y dcn−1,0 = zn, zn = 0 en Hnd (B
∗).
Veamos que φn es sobreyectiva. Dado wn = (dn, dn−1, . . . , d0) ∈ T n(A), por la
afirmacio´n anterior, existe vn = (d
′
n, 0, . . . , 0) con wn = vn. Sabemos que Dvn = 0, de
donde d(d′n) = 0 y δ(d
′
n) = 0. Luego d
′
n ∈ Bn. Claramente φn(d′n) = vn.
La demostracio´n de la siguiente proposicio´n es ana´loga a la anterior.
Proposicio´n 4.3. Sean {Ap,q, δ, d}p,q≥0 un doble complejo y {T n(A), D = δ+(−1)pd}n≥0
el complejo total asociado. Si la homolog´ıa de cada columna es nula, excepto en la
posicio´n q = 0, entonces al tomar homolog´ıa por columnas y luego por filas se obtiene
la homolog´ıa del complejo total, es decir, HδHd(A
p,0) ' Hp(T (A)).
4.2. Isomorfismo entre las cohomolog´ıas
Definicio´n 4.1. Sea M un manifold de dimensio´n n. Un cubrimiento U = {Uα}α∈A
se denomina un buen cubrimiento si Uα0...αp 6= φ es difeomorfo a Rn para todo p ≥ 0.
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En la demostracio´n de los resultados principales, se necesitara´ la existencia de un
buen cubrimiento para un manifold suave M .
Teorema 4.4. Todo Manifold suave M admite un buen cubrimiento.
Demostracio´n. Ver [1] pa´g 42.
Teorema 4.5. Sean M un manifold suave y U = {Uα}α∈A un buen cubrimiento para
M . Sea A el doble complejo {Ap,q = Cp(U,Ωq), δ, d}p,q≥0.
...
...
...
↑ ↑ ↑
0→ ∏
α0
Ωq (Uα0)
δ→ ∏
α0<α1
Ωq (Uα0α1)
δ→ ∏
α0<···<αp
Ωq
(
Uα0···αp
) δ→ · · ·
↑ d ↑ d ↑ d
...
...
...
↑ d ↑ d ↑ d
0→ ∏
α0
Ω1 (Uα0)
δ→ ∏
α0<α1
Ω1 (Uα0α1)
δ→ ∏
α0<···<αp
Ω1
(
Uα0···αp
) δ→ · · ·
↑ d ↑ d ↑ d
0→ ∏
α0
Ω0 (Uα0)
δ→ ∏
α0<α1
Ω0 (Uα0α1)
δ→ ∏
α0<···<αp
Ω0
(
Uα0···αp
) → · · ·
↑
0
↑
0
↑
0
Entonces la n-e´sima cohomolog´ıa de Cech, relativa al cubrimiento U , con coeficientes
en la sheaf R, de funciones localmente constantes en R, es isomorfa a la n-e´sima
cohomolog´ıa de De Rham, es decir,
Hn(U,R) ∼= HnDR(M).
Demostracio´n. Se puede ver que cada cuadrado del diagrama anterior conmuta. En
la proposicio´n 3.4, se mostro´ que cada fila
0
∏
α0∈A
Ωq(Uα0 )
∏
α0,α1∈A
Ωq(Uα0α1 ) · · ·
∏
α0,α1∈A
Ωq(Uα0α1 ) · · ·- -δ -δ -δ -δ
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solo tiene homolog´ıa no nula en la posicio´n p = 0 y es igual a
Ωq (M) = ker (δ : ΠΩq (Uα0)→ ΠΩq (Uα0α1)) .
Esto es va´lido independientemente del hecho de que U sea un buen cubrimiento.
Luego, al tomar homolog´ıa Hδ se produce el doble complejo con una sola columna no
trivial, p = 0.
...
↑
...
↑
...
↑
Ωq (M) → 0 → 0 → · · ·
↑ d ↑ ↑
...
...
...
↑ d ↑ ↑
Ω1 (M) → 0 → 0 → · · ·
↑ d ↑ ↑
Ω0 (M) → 0 → 0 → · · ·
↑
0
↑
0
↑
0
Por definicio´n, Hnd (Hδ (C
∗ (U,Ω∗))) ' HnDR (M) .
De otra parte, al tomar homolog´ıa por columnas, como U es un buen cubrimiento,
se tiene de las propiedades functoriales de la cohomolog´ıa de De Rham, lema 2.6 y
del corolario 2.11, que cada columna
∏
α0<···<αp
Ω0
(
Uα0···αp
) d→ ∏
α0<···<αp
Ω1
(
Uα0···αp
) d→ · · · ,
solo tiene homolog´ıa no nula al comienzo, en la posicio´n cero. Se tiene
ker
(
d : ΠΩ0
(
Uα0···αp
)→ ΠΩ1 (Uα0···αp)) = Cp (U,R) = Πα0···αpR (Uα0···αp) .
Entonces, despue´s de tomar homolog´ıa por columnas, el doble complejo se reduce al
55
complejo
...
↑
...
↑
...
↑
0→ 0 → 0 → · · · → 0 → · · ·
↑ ↑ ↑
0→
...
0 →
...
0 → · · · →
...
0 → · · ·
↑ ↑ ↑
0→ C0 (U,R) δ→ C1 (U,R) δ→ · · · δ→ Cp (U,R) δ→ · · ·
↑
0
↑
0
↑
0
con lo cual se tiene Hnδ (Hd(C
∗(U,Ω∗))) ' Hn(U,R).
Sea {T n(A), D = δ + (−1)pd}n≥0 el complejo total asociado al doble complejo
A = {Ap,q = Cp(U,Ωq), δ, d}p,q≥0. Por las proposiciones 4.2 y 4.3 se tiene
Hn(U,R) ' Hnδ (Hd(C∗(U,Ω∗))) ' Hn(T (A))
' Hnd (Hδ (C∗ (U,Ω∗)))
' HnDR (M)
Por lo tanto Hn(U,R) ' HnDR(M).
Teorema 4.6 (Teorema de De Rham). La cohomolog´ıa de De Rham de un manifold
suave no depende de su estructura diferenciable.
Demostracio´n. En efecto, la cohomolog´ıa de De Rham es isomorfa a la cohomolog´ıa de
Cech relativa a un buen cubrimiento, con la sheaf de funciones localmente constantes
en R y esta u´ltima cohomolog´ıa es meramente combinatoria.
Teorema 4.7. Si M es un n-manifold suave y U = {Uα : α ∈ A} es un buen
cubrimiento contable, entonces
Hpsing(M) ' Hp(U,Z).
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Demostracio´n. Se puede ver que cada cuadrado del diagrama anterior conmuta. De
la exactitud de la secuencia de Mayer-Vietoris generalizada proposicio´n 1.15, y al
considerar el doble complejo cuyas entradas son
Ap,q = HomZ
( ⊕
α0<···<αp
Suq (Uα0...αp),Z
)
'
∏
α0<···<αp
HomZ
(
Suq
(
Uα0...αp
)
,Z
)
,
esto es,
...
↑
...
↑
0→∏α0 Su,q (Uα0) → · · · → ∏α0<···<αp Su,q (Uα0...αp) → · · ·
...
...
↑ ↑
0→∏α0 Su,0 (Uα0) → · · · → ∏α0<···<αp Su,0 (Uα0...αp) → · · ·
↑ ↑
0 0
donde por notacio´n Su,q(Uα0...αp) := HomZ
(
Suq (Uα0...αp),Z
)
.
Un complejo exacto de grupos libres cuando se dualiza, sigue siendo exacto. Luego
cada fila del diagrama anterior es exacta, excepto en su te´rmino inicial. Luego, al
tomar homolog´ıa por filas, so´lo la primera columna es distinta de cero.
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...
↑
...
↑
Su,q (M) → · · · → 0 → · · ·
...
...
↑ ↑
Su,1 (M) → · · · → 0 → · · ·
↑ ↑
Su,0 (M) → · · · → 0 → · · ·
↑
0
↑
0
Despue´s de tomar homolog´ıas por columnas, se obtiene
Hqdδ (A
·,·) = Hqsin g (M) .
Computemos ahora Hδd. Notemos que H
q
sing (Z) = (0) si Z es homeomorfo a Rn y
q > 0. Adema´s H0 (Z) =
⊕
p∈B Z, donde |B| es el nu´mero de componentes conexas
de Z. Notemos tambie´n que si Z es un espacio topolo´gico en el cual las componentes
conexas y arcoconexas coinciden, por ejemplo si Z es un manifold, entonces:
ker
(
∂0 : Hom (S0 (Z) ,Z)→ Hom (S1 (Z) ,Z)
) ' K,
donde
K = {σ : Z → Z : σes constante en cada componente conexa deZ}.
Entonces
ker
 ∏
α0<···<αp
Su,0
(
Uα0···αp
)→ ∏
α0<···<αp
Su,1
(
Uα0···αp
) = ∏
α0<···<αp
Z
(
Uα0···αp
)
= Cp (U,Z) .
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Por otro lado, como cada Uα0···αp es difeomorfo a Rn, la homolog´ıa por columnas es
cero en cualquier punto distinto del comienzo. As´ı Hd (A
·,·) solo tiene la primera fila
distinta de cero.
...
↑
...
↑
...
↑
0→ 0 → 0 → · · · → 0 → · · ·
↑ ↑ ↑
0→
...
0 →
...
0 → · · · →
...
0 → · · ·
↑ ↑ ↑
0→ ∏α0 Z (Uα0) → ∏α0<α1 Z (Uα0α1) → · · · → ∏α0<···<αp Z (Uα0...αp) → · · ·
↑
0
↑
0
↑
0
Luego, al tomar homolog´ıa por filas se obtiene Hpδd (A
·,·) = Hp (U,Z) , la p−e´sima
cohomolog´ıa de Cech con respecto a la sheaf Z (−) , funciones localmente constantes
con valores en Z.
Finalmente de las proposiciones 4.2 y 4.3, se sigue que
Hpsing(M) ' Hp(U,Z).
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