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Abstract of thesis entitled: 
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Submitted by WONG Man-hong 
for the degree of Master of Philosophy 
at The Chinese University of Hong Kong in June 2006 
Abstract Stochastic Programming is widely applied in financial de-
cision problems. In particular, when we need to carry out the actual 
calculations for portfolio selection problems, we have to assign a value 
for each expected return and the associated conditional probability in 
advance. These estimated random parameters often rely on a scenario 
tree representing the distribution of the underlying asset returns. One 
of the drawbacks is that the estimated parameters may be deviated 
from the actual ones. Therefore, robustness is considered so as to cope 
with the issue of parameter inaccuracy. In view of this, we propose a 
clustered scenario-tree approach, which accommodates the parameter 
inaccuracy problem in the context of a scenario tree. 
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1.1 Our Work and Motivation 
In recent years, stochastic programming has gained an increasing pop-
ularity in the framework of decision making under uncertainty. Typ-
ically, we have to approximate the uncertainties by a limited number 
of discrete outcomes which are often generated by sampling from the 
true or assumed probability distribution. The discretization is usually 
called a scenario tree. For a better tree to represent the data, a lot of 
research has been done to evaluate the scenario generating methods. 
(See [15], [16] and [12].). Meanwhile, some other people are dedicated 
to find out a better tree representation. (See [13], [10] and [26].) Fo-
cusing on this issue, we would like to propose a tree that is different 
from the traditional ones. 
"Traditional" trees are regarded as those representations of a dis-
crete distribution with a limited number of outcomes. Pictorially, there 
are single dots at the end of the tree. What is new in our tree is that 
1 
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we replace each single dot by an ellipsoid with a uniform density. In 
other words, each scenario is now represented by infinitely many "dots" 
within the ellipsoid and the tree becomes a representation of data some-
how between a discrete and continuous distribution. Owing to its clus-
tering nature, we call it a Clustered Tree. The advantage is that it 
could reduce the chance of error from the over-estimation or under-
estimation of parameters from the tree since we are now considering 
a range of data instead of a point. In his master thesis, Ruijun Shen 
([24]), who was also a student of my supervisor, introduced the robust-
ness consideration (see [4], [7] and [6]) into the scenario tree. However, 
his "robust tree" is a worst-case analysis and we may wonder why we 
only care to think of the worst case. Therefore, in our clustered tree 
approach, we consider the average case by assuming the uniform el-
lipsoidal distribution under each "scenario", which, to be more precise 
according to its nature, should now be called a cluster. The unifor-
mity assumption is based on the following reasoning. Since robustness 
by nature gives no information about the distribution of the possible 
errors, a neutral assumption is arguably the uniform distribution. In 
our model, we strike the balance between the known statistical knowl-
edge about the distribution and the uncertainty of the distribution by 
constructing a "scenario-tree-like" uniform distribution at each cluster. 
In this thesis, portfolio selection through stochastic programming 
will be our framework. Three financial models will be introduced 
for the applications of our clustered tree, namely, the chance con-
strained model, the downside risk model and the conditional value-
at-risk model. 
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In 
Figure 1.1: Returns happen equally likely in each scenario in this clustered 
tree. 
1.2 Literature Review 
Consideration of risk is a major element in financial decision mak-
ing. Risk generally conflicts with our financial goal) namely, maximiz-
ing our return. It can be considered in a variety of ways. Chance 
constrained programming was originally proposed by Charnes, Cooper 
and Symonds (see [1] and [2]). This has been developed and applied 
by many others ([14] and [18]). Naslund gives an introduction to the 
subject (see [17]). In the chance constrained model, decision makers 
(investors) are required to select a prescribed level of risk, [3. Risk is 
in the form of a probability expression. The investor has to state how 
confident he or she wants the portfolio to exceed the target return. 
In the downside risk model, the investor's focus is only on the cir-
cumstances that the target return cannot be achieved and he or she 
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wants to minimize the loss under these circumstances. This model 
sounds more appealing to the safety-first investors. Ever since Markowitz 
(1950, 1952) published his portfolio theory, the construction of mean-
variance portfolio has been a rather popular subject both in academic 
research and practices in the real world. The quantitative analysis 
between expected return and risk has had a profound impact on the 
everyday investment activities of portfolio managers. However, there 
has also been criticism regarding the use of variance for its indifferent 
attitude toward the upside potential and the downside potential. The 
notion of downside risk was then raised, (see [8], [21].) Among various 
measures for the downside risk, the lower partial moment ([9]) of order 
one will be of our choice of the risk measure. 
Based on Rockafellar and Uryasev's (see [19] and [20]) approach, our 
last model, the conditional value-at-risk (CVaR) model, is in fact an 
ad-hoc issue nowadays. Risk management plays an important role in 
assets allocation. It entails the exercise of control over some statistical 
characteristics of the uncertain portfolio return. The aim is to avoid 
portfolios that may be more susceptible to severe losses. Including a 
prescribed level of confidence, our model considers the minimization 
of the CVaR, which we sometimes call the expected shortfall or tailed 
value-at-risk (VaR). Although the popularity of VaR is comparable to 
that of the CVaR for the financial decision makers, the latter possesses 
nicer mathematical properties that must have gained much more ap-
preciation from academic researchers. 
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1.3 Thesis Structure 
Here outlines the remaining plot of this thesis. In Chapter 2, some nec-
essary mathematical facts and optimization algorithms will be stated. 
In Chapter 3, the probability expression under our clustered tree will 
be introduced. The chance constrained programming will then be dis-
cussed and we will show it can be transformed to a second-order cone 
programming (SOCP) in a single scenario case. Under some conditions, 
it can also be transformed to a SOCP in multiple scenario case. There-
fore, it can be solved efficiently with the use of SeDuMi. In Chapter 4, 
we will derive the downside risk measure and formulate the model. The 
formulation will be similar in both single and multiple scenario cases 
and we will also calculate the derivatives that are necessary for the 
Interior Point Algorithm. In Chapter 5, the conditional value-at-risk 
measure will be derived based on Chapter 4. Therefore, the structure 
will be parallel to Chapter 4, since the conditional value-at-risk mea-
sure possesses a component that is close to the downside risk. We will 
also apply the Interior Point Algorithm to solve the problem. In Chap-
ter 6, we try to compare the models by some the numerical results. 
Finally, Chapter 7 contains be the conclusion. 
• End of chapter. 
Chapter 2 
Preliminary 
Before discussing our models, let us recall some of the facts and algo-
rithms for optimization. 
2.1 Calculus for Volume of Sphere 
The formula from calculus for a n-dimensional sphere (see [11]) is stated 
as a lemma here: 
Lemma 1. The volume of any n-dimensional ball with radius p is given 
by 
n n 
Vol. of Ball m R^ = 、， 
r ( f + i ) , 
where r(-) is the Gamma function and p is the radius. 
n 
For simplicity, let Qn = [(；；”, i.e. Vol of Ball in R^ = 
6 
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2.2 Fractional Programming and Dinkelbach's Al-
gorithm 
Though not of our main concern, we introduce the fractional program-
ming here as we will mention a single-ratio function as one of our objec-
tives in the probability model in the next chapter. Typically, fractional 
program ([5], [22], [23], [3]) is of the form: 
(FP ) max{(3(;z:) := N{x)/D{x)\x eS} 
where S C R " is nonempty, compact, N, D : 5 —> R are continuous 
and D is positive. The problem can be transformed into 
{AP{q)) max {N{x) - qD{x) | rz; e <S} 
where g G R is a parameter. One can see cc* is optimal for (FP) 
if and only if it is optimal for (AP(q*)) where q* is the only zero of 
G(q) = max{N(x) — qD(x)l x E S}, g E R. We have q* = 
G{q) is continuous, convex and strictly decreasing on R, G{q) > 0 for 
q < q* and G{q) < 0 for q�q*. If [FP) is a concave-convex fractional 
program, then {AP{q)) is a convex program for q > 0. Dinkelbach's 
Algorithm is a series of steps to solve the {AP{qk)) for subsequent qk. 
Here outlines the numerical procedure: 
Step 0 Set (?i = 0 and go to Step 1 with k = 2 or 
Let xi G 5 and q2 = go to Step 1 with k = 2 
Step 1 By means of any method of concave programming solve the prob-
lem: 
F{qk) = max{N{x) - qkD{x) | a; 6 
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and denote any solution point by Xk-
Step 2 Let > 0 be any predetermined accuracy. If F{qk) < S, stop and 
optimal q* : qk and Xk is the optimal solution. Otherwise, go to 
Step 3. 
Step 3 Evaluate qk+i 二 and go to Step 1, replacing q^ by qk+i. 
2.3 Nonlinear Programming and Interior Point Al-
gorithm 
Consider the general nonlinear programming problem 
(NP) min f{x) 
s.t. h{x) = 0 
9{x) > 0 
where f : FT — R, h : R/" — lU^ (m < n), and g : TV" Rp. The 
corresponding Langrangian function is 
y, z) = f{x) + y^h(x) — z'^gix), (2.1) 
and the KKT conditions with slack variable s are 
/ \ 
rv � " � 
F{x,y,z,s) = 0 
"⑷一 s 
� ZSe y 
(5,2：) > 0 . 
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where Z = diag(z) and S = diag{s), and e G R/Ms all one vector. New-
ton's method forms a linear model for F around the current point and 
obtains the search direction {Ax, Ay, Az, As)^ by solving the following 
system of equations: 
广 A r c � 
Ay 
J{x,y,z,s) = -F{x,y,z,s) 
Az 
U v 
Let a G [0,1] and := 二：丄 A perturbed KKT condition will 
be considered by introducing the product aji to (2.3): 
I \ I \ / \ 
VlL Vh{x) \/g{x) 0 \ I Ax \ 0 
Vh{xf 0 0 0 A?/ 0 
0 0 I Az 0 
� 0 0 -SZe + a fie > 
(2.2) 
Interior Point Algorithms are iterative procedures which involve 
solving (2.2) for a pair of a and fi each time. Although there are 
many existing Interior Point Algorithms, we generalize them and out-
line framework below: 
Step 0 Set k = 0. Let e > 0 be the desired precision. Choose a feasi-
ble starting point (xo,yo,卻’ So)^ such that VL(xo, yo, zq, Sq) = 0, 
h{xo) = 0, g{xo) - So = 0 and (xq, Sq) > 0. 
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Step 1 Solve 
(•仏释)•"� 0 W A x , \ / • \ 
•"(工 r 0 0 0 A^, 0 
• " ⑷ T 0 0 / A之 & — 0 
\ 0 0 Sk Zk j \ Asfc Q /7 
\ I \ ) \ ~^kZke + Ckfii^e y 
八 (2.3) 
where a^ G [0,1] and jik = 
Step 2 Set (x^+i, y/c+i, s^+i) = {xk, Vk, Zk, Ay^, Azk Ask) 
where a^ G (0，1] is the step length. 
Step 3 If fik < e, stop. Otherwise, set /c := /c + 1 and go to Step 1. 
2.4 Second Order Cones and Conic Programming 
Conic Programming is a broad class of optimization problems. Some 
definitions are quoted here. 
Definition 1. The set K is called a cone if 
ae K , 入 t o 今）Uie K, 
and such a cone is said to be pointed if 
a e K,-a e K ^ a = 0 
Definition 2. An n dimensional second order cone is a cone of the 
— I fO 1 
< G R " 11 > ||x|| > 
A V . 
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The second order cone of dimension n is often denoted as SOCin). 
Definition 3. A conic programming problem is called a second order 
cone problem (SOCP) if the cone K in the definition of conic program-
ming is a direct product of several second order cones. 
• End of chapter. 
Chapter 3 
The Probability Model 
3.1 Derive the Chance Constraint 
We are now going to examine the probability of attaining the target 
return based on our clustered tree. It will be used in the later sections 
for the chance-constrained optimization. We first introduce the nota-
tions, To simplify the case for a better explanation, we would assume 
there is only a single cluster in the next period. 
Suppose we invest in n stocks. Let 
• (/) G R " be my portfolio, 
• r e he the rate of return of the n stocks in the next period. 
(Therefore, r > 0). 
• E R+ be my target return. For the no short selling case, our 
target return can be attained only when it is within the possible 
range of our portfolio return, i.e. 
min Ti < R < max u 
l<i<n _ 一 l<i<n 
12 
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Within the cluster, we suppose the return vector lie uniformly inside 
an ellipsoid S with a positive centre c= (ci, • • • , c^)^, i.e. 
r G £： { r G R^ |(r - cfQ{r - c) < p^}, 
where p > 0, Q is a diagonal matrix with diagonal entries 去 for some 
tti > 0 for i = 1, • • • , n. So the cluster can be represented as an ellipsoid. 
But for the better properties of sphere regarding its symmetry, we want 
to transform the ellipsoid into a sphere B{c) C R^ instead with the 
centre c = (C i ,…,c^ )^ and radius p. This can be achieved without 
loss of generality by a linear transformation: 
r = - c) + c, 
where r is the vector after transformation. So, we have 
？^ G { F g I ||�c|| < p) 
For there is no confusion, we will keep using the notation r instead of 
r afterwards. 
Let r) be our utility function. We can define a probability 
function of attaining a certain utility value a by 
屯 / p{r)dr, (3.1) 
h{.(t>,r)>a 
where p(r) = V{B{C)) the inverse of the volume of the sphere) is the 
constant density function for r being uniformly distributed in B{c) 
In our settings, we choose r) = (jp^r and a = R. This can 
be interpreted as our desire of achieving the target return R from our 
portfolio. We also write a) as Pr{(t)^r > R). 
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To further investigate the probability, some mathematical facts are 
needed to be recalled. Based on Lemma (1), which addresses the for-
mula for the the volume of a whole sphere, we would introduce the 
another lemma showing the formula of a truncated sphere. 
Lemma 2. Denote V{B{c)) as the volume of B{c) with radius p. Then 
J —p 
n - 1 
where Q^-i = 
/ \ 
n 
Proof. Let r 二 , where r' G R . 
V ) 
綱 c ) ) 
= dr 
Jm 
/ C l + P , C 2 + V p 2 - ( r i - C i ) 2 , C n - l + \ / p 2 — ( r i - C i ) 2 ( r n - l - C n — l ) 2 
/ … drndrn—1 ... dn 
-l-p J C2-A/p^-(ri-Ci)2 J Cn-l-A/p2-(ri-Ci)2 (rn-l-Cn-l)^ 
= f (卜…[ dr^drn-i •. • c^r�)dri 
Jci-p \J 二 p2 — ( r i — c i ) 2 } ) 
So, the integration inside the bracket represents a disc in R" . But it is 
also a volume in R几 ]w i th radius ^p^ — (ri — Ci)2. By Lemma 1 we 
have: 
/•ci+p ( \ n-1 
Jci-p \ 乂 
= � [ p " - f f ^ d t 
J — p 
The last step is due to change of variable t = — ci • 
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Corollary 1. Let p > d > 0. If a ball with radius p in R几 is cut by a 
hyperplane which has an Euclidean distance of d from the centre，then 
the volume of the cap (smaller half) not containing the centre is given 
by 
V{cap) = Qn-i [ 力 
J p—d 
or equivalently, the volume of the other half is given by 
/ - p + d 
{p'-tr-^dt 
•p 
The two choices in the corollary depend on the orientation of the 
hyperplane and the sphere. Therefore, to make things clear, a signed 
distance is necessary. 
Definition 4. Given vectors (j) and 6 G R； the signed distance between 
the centre c of the ball and the hyperplane (jp^x = b is given by 
QW '= T 
(P 
Note that > 0 (fy^c > b c lies on the half-plane (p^x > b => 
more than half of the ball lies on (jFx > b. The interpretation for 
< 0 is similar. 
Let us go back to the probability Pr{(lFr > R). Geometrically, we 
want to investigate whether the half-plane > R covers the ball and 
to what extent does this happen. We can define the probability in this 
way: 
n , r^� volume of the portion lying on (b^r > R 
Fr((p r > H)= =—— 
— volume of the whole ball 
Using the signed distance function q(J)) •= we can write out 
the probability's expression explicitly as follows. 
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Definition 5. 
0， for q{(l)) < -p; 
Pr�,rkR�=\ ( ： 二 广 f o r -p < < p； 
1， for > p, 
V ( 
0， for < -p; 
= < 綠 r — q � � f o r -p < qW < p; 
1， for q{(t)) > p, 
n 
whcTC — 
Having defined the probability, we can talk about the mean and the 
variance of the portfolio. 
Lemma 3. Given the portfolio 0 and return r G B{c), the mean and 
variance of are given by 
E{(j)^r) = (fc, (3.2) 
Var{(t)^r) = K\\(j)f, (3.3) 
where K = ^^ I-pt'^iP^ — is a constant 
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Proof. Let O be the origin (all zero vector). By definition, 
EU'^r) 二 [ dr 
^ ) 化 J B i c ) 
二?tV / 、扩r + �Tc) dr 
= ~ I (jP^r dr + 
二？T^ / l|0||n dr-\-(t)^c 
QnP" JB{0) 
^ ^nP J-p 
= f c 
The forth line's integration is achieved by applying a rotation on the 
sphere, namely, G = [ $ j where - • - ^n are or-
V IHI ... J 
thogonal to 命 .T h e last line's integration is zero since the integrand 
is an odd function. 
For the variance, 
Var{(t)^r) = [ � r - (t)^cfdr 
QnP几 JB{C) 
[ 辑 dr 
QnP" Jb{0) 
[ mrifdr 
fP 2/ 2 7 
= KU\? 
• 
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3.2 Single Cluster Model 
Since the variance depends only on the norm of the portfolio, the mean-
variance model may seem not reasonable. Instead, we consider another 
objective: > R), the probability that we have discussed. 
For we are going to maximize Pr{4>^r > R), oy 
F n _ : : � — 力 2 )罕成 
we can just maximize q{(p) as, being fortunate enough, we find that 
Fn{q{(l))) is a strict increasing function in q{(f)). We assuming a budget 




s.t. (p^e = 1 
0 > O 
It is a single-ratio fractional programming problem. Using the 
Dinkelbach's Algorithm, it can be solve through a sequence of concave 
maximization problems, namely 
(PgJ max — _ 
s.t. (jFe 二 1 
0 > O 
For each k, the problem can be solved efficiently using interior-point 
methods. 
However, as to the modelling aspect, it is rare to use the probability 
as the objective in optimization problems. More often, we treat it as a 
—一 一 一 一 一 一 一 一 一 一 一 一——  ——————一 一 一 一 一 一 
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constraint, leading to the following discussion of what is so the called 
chance-constrained programming. 
Chance-constrained programming was pioneered by Charnes and 
Cooper. It was developed later to deal with linear programming under 
uncertainties. It is a means of describing constraints in the form of 
probability levels of attainment. Considering the chance constraints 
allows investors to evaluate his/her objective in terms of their desire 
level of probability. If (3 is his/her desired preset confidence level, that 
means a constraint will have a probability of satisfaction of jS. In 
general, the choice is is a trade-off between risk and return, and it 
could be subjective. 
As the typical stochastic investment models, we use the expected 
return E{(jFr) as our objective function. In addition to the previous 
constraints, we take into account the risk by introducing the probabil-
ity constraint with the given attainment level (5 to form our chance-
constrained programming problem: 
{CCP) min -E{(j)^r) 
s.t. >R)> (5 
(j /e = 1 
0 > O 
Normally speaking, an investor should expect at least more than 
a half of chance that his/her portfolio return can achieve the target. 
Hence it would be reasonable for us to assume jS G (0.5,1). (In fact f3 
are often set much higher than 0.5 like 0.95 or 0.99.) This would be 
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a very crucial assumption for the development of our model, though it 
looks trivial. The reason is revealed right now. 
In the probability constraint, for is increasing in the 
inverse of F must exist uniquely for jS G (0,1). On the other hand, 
0 > 0.5 implies -qn,0 ：= must be negative (i.e. qn,p > 
0). Otherwise, §^ /二打。（"2 - t ^ f ^ d t < 0.5, contradicting f3 > 0.5. 
Therefore, we have 
i^n-l 
钱-qW < 
c^c — R �人 > (j) 
f (j>Tc-R� 
分 qn’0 e S0C(n + 1) 
V ‘ ) 
Hence, our chance-constrained programming problem is also a sec-
ond order cone programming problem: 
[SOCPl) min 
s.t. = 1 
< 4>^C-R \ 
e + 1) where 队々：= 
V 小 / 
0 > O 
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SeDuMi will be a good tool to solve the problem. 
3.3 Multi-clusters Model 
We now extend the use of notations to the multiple clusters case. 
Suppose we invest in n stocks and there will be m possible scenarios 
in the next period. For each cluster k e {!,••• ,m}，let r � be the 
return such that 
r � G yW ：二 { r � I ( r �— c � ) � Q � ( r � - c ⑷ ） < ( p ⑷尸 } � R - , 
where c � is the centre, Q � is a diagonal matrix with the (i, z)-entry 
(a(�2 for i e {1 , ' • •,几} and p � is some positive parameter. Also, let 
R be the target return such that 
min r � < R < max r!") 
l<i<n l<i<n 
l<k<m l<k<m 
There are now m ellipsoids. Like before, we transform each of them 
into spheres without changing the centres by 
r⑷二 ( Q � ) � ) + c � 
The m scenarios are then of the form 
r(的 e { r � € R" I | | r � - c � II < “ � } 
Let c j � for i = 1 •. • m be the probability that cluster k will oc-
cur(i.e. XI二丄 c j � = 1 ) . A natural extension from the single cluster 
model should be as follows. 
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m 
(C^CTm) min � 
k=i 
m 
S . t . [ c ^ � � 2 用 
k=i 
f e 二 1 
0 > O 
in which the probability constraint 
m 
k=l 
( ( P � ) 2 - 力 2 ) 罕汲 2 从 
where q�(小)：二 二丨-丑 . T h i s constraint is non-convex and would be 
difficult to solve in general. However, if we impose the assumption that 
all p⑷，s are equal, we can still consider the corresponding second-order 
cone programming as in the single cluster case, 
m 
{SOCPm) min - ^ c j � � 
k=l 
S . t . (j)T e = 1 
( \ 
W) 
〜’卢 G SOC{n+l) V7c = l , . . . m 
V ^ / 
0 > O 
where q^^^ := for all k. This problem is not equivalent 
to the {CCPm), but it is tighter. Let us put it as a lemma. 
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Lemma 4. If all p � ’s are equal to p, the intersection of the second-
order cone in {SOCPm) implies the probability constraint in (CCPm).i.e. 
(cFck^LR \ 
G SOC{n+l) V/c = l , . . - m 
V ^ ) 
爪,’(fc)o rp⑷ 
k=i ) �� 
Proof. 
I ⑷一 H \ 
W) 
〜，口 G SOC{n + l) Vk = l,…m 
I ^ J 
9 “n-1 
or Vfc 二 l , . . . m 
" n - l 
今 � ( 0 ) ) > Vk 二 1,…m (... F is increasing in g � ( 0 ) ) 
k=l � - 1 
• 
Although {SOCPm) is a tighter problem, we would still propose it 
as our multiple clusters model instead of the (CCPm) since we consider 
the {SOCPm) a better model with respect to its nicer mathematical 
properties. 
• End of chapter. 
Chapter 4 
The Downside Risk Model 
4.1 Derive the Downside Risk Measure 
While the discussion of chance constraint has a long history, downside 
risk measure has been noted for over a half century. From this perspec-
tive, risk is measured in terms of the undesired rate of return which is 
below the preset target rate of return. The general way to express the 
downside risk may be concluded by the lower partial moment (LPM), 
the form of which is given as follows. 
LPMn{R,x) •= E[R-x\l -= [ {R - x)''dF{x) 
I R>x x^S 
where R is the preset target return, x is a random variable (future 
return) in a space S defined in the measure F(-). (See Harlow and 
Ramesh [9].) The degree, n, represents the investor's utility in terms 
of risk aversion. The investor is considered as a risk seeker when n < 1, 
while the investor is averse to risk when n > I. When n = 1, the 
investor is risk neutral. As shown by Bawa and Lindenberg ([25]), 
LPMn{R, x) is a convex function of x, which is an appealing mathe-
24 
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matical properties for optimization problems. In the following discus-
sion, we will choose n to be 1, since this involves a simpler calculation 
to develop the model that is of our main concern. 
Let r G ^ {r E R^ I (r — cYQ{r — c) < p) , where S is an ellipsoid 
(1 \ 
with centre c = (ci, • • • ,c^), and matrix Q = ••. for 
\ ^ 
some a G R几+. p > 0 is a given parameter here. We will do the 
transformation, 
r = Q i ( r - c), 
to shift the centre to the origin and shear the ellipsoid into a sphere 
B = {r \ r^r < p^} (since (r — c)^Q{r — c) 二 护〒 < p^). p can now be 
regarded as the radius. 
In this note, our interest is to calculate the downside risk Er[R — 
where Er{-) is the expectation of r uniformly over S. 
Consider the case when � � > -p： 
Er[R-(t)^r]+ 
=Er[R-(t>'^{Q~''r + c)]+ 
=Er[R - 资 〒 - w h e r e 0 = 
= E r [ R - ；T�-where c = Q�c 
Vol(B) 
一 一 一 一 ——一————————————一——一—— — 一 一 一 一 一 
CHAPTER 4. THE DOWNSIDE RISK MODEL 26 
=det (Q2) r 朽—^Tp^d? where Vol{B) 二 O^p"" 
det(Q去）f ( D It〜：i：�、广 
\�nP J ��R-~小 T-c 
—II列 
d e t ( Q 去 ） ’ p ) � / 1 
= 心 / j {R-(f)'c- ||0||ri)r2„_i j^y _ ^^  J dri 
n r ^ - l d e t { Q i ) 广 (端’ p) � � 2 � I ^ r 
= — — - / {R-(t)'c- U\\ri)[p' - n ) 2 dri 
、乙nP J —p 
^ / � I � I \ -r, 7T � 7 � \ ( 2 � 2 � J � 
J —p 
where 
— i d e t ( Q i ) 
队 - 1 ：二 n^ff^ 
一 TT 宇 r ( f + 1) det(Qi) 
二 r (罕 + 1厂 Trt 
二r(宇)det(Q*) 
- r (毕 ) v V -
7? 二 X* � 
Obviously, the downside risk will be zero if ~~ ^  ^ < —p. Since 
= (f)^c = E[(j)^r] is the expected return of the portfolio, we should 
assume E[(j)^r\ > R and hence R — < 0. Replacing the dummy 
variable ri by t, we have 
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_ Dn-i — u m p ' - tif^dt, ^ > -p-
— \ 
n R-护Z z ^ 
, 音 < -P. 
= < t(p2 - t r ^ d t , ^ > -p-
、0’ 一P‘ 
4.2 Calculate the First and Second Derivative of 
the Downside Risk 
If the downside risk is zero, that means there is no risk at all. This 
will be too ideal and we need to do nothing. A realistic consideration 
is when the downside risk is non-zero. Therefore, we will deal with 
the case for > —p. This will be the implied assumption without IHI 
further notice from now on. 
Let 
Fsd($) := {R —资巧gi($) - (4.1) 
where 
gS)= f^^ip'-tr-^dt, 
J — p 
9^)= ["^tip^-tr-^dt 
J—p 
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(i.e. Er[R - (t)^ r]+ := Az—iF卯(办.Then 
^FsdW = -cgiW + {R-；TZ)g,S)—如2(石)-||?||拟而 
where 
/ / p 7t~\ / ~ T \ 
\ V ll^ ll J J V 办 J 
禍 = ^ (p- - 1 ¥ - (R - 灼 i � 
IHI \ V ll^ ll ) ) V ll^ ll II^IIV 
After simplification, 
VFsdW = -cgM)-丄 
or component-wise 
OFsdW 〜/：：、 ？i /TN 
——^^ = -CigiW ——^92{(P) 
d(t>i 0 
For the second derivative, 
n - l 
dFl^W _ 1 ( 〜 秘 八 2 ( 2 [R-^^cV] 2 
d(t>f \W\ \ UW^ / y V U\\ / 乂 
f 02 1 \ � 
+ - 了 ⑷ 
V 4> ^ (t^  / 
and for i j, 
dFU^)—丄(〜(〜讲-碼八 
d(hd(t)j II0II \ ||0||2 y \ ||0||2 y 
( 2 2 ^ M j .T^ 
P - - + � 
V v ii^ ii / y IH 
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4.3 Single Cluster Model and Numerical Algorithm 
We intend to use the downside risk measure to develop a decision model 
for portfolio selection. Similar to the Markowitz risk-return model, we 
would include a target return as our constraint. We expect the portfolio 
return to be at least the desired return R. i.e. E[(l)^r] = (f)^c > R. 
With the budget constraint and no short selling constraint, here is our 
proposed model: 
min Er[R — (p^r]^ 
s.t. (j)Te = 1 
(fFc > R 
0 > O 
Using the result in Section 2, we have 
/ - w , T 
min FsdW {R - ^ _ 1101^2(0) 
s.t.小丁^ 二 1 
R 
0 > O 
where Q “ 
We want to solve the optimization problem by interior point algorithm. 
First of all, we add the slack variables (pn+i, s :二（Si,. •.，s^ )了 to the 
inequalities to become equalities: 
沪? - i ? - “ 1 = 0 
+ s = 0 
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and formulate the Langrangian function: 
L{x, y, z) = FsdW + yiife - 1) + -R-^n+i)- z^x (4.2) 
( � \ ( \ ( \ 
(j) Hi z' 
where x = G R7"+i，y = G R^, and z 二 = 
V “ ] I j V — 
( ( \ \ 
• e ir+i 
\ ^^  / 
Y y 
The first order KKT conditions are 
VxL{x,y,z) = 0 
VyL(x,y,z) = 0 
—a; + s = 0 
ZiSi = 0 •，71+1 
(^,5) > 0 
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or explicitly, 
•诉D&�+ yi^ + — z' 二 Q 
["^in+M工,y,工)=)-y2- Zn+l = 0 
内 - 1 = 0 
朽 - = Q 
—x + s = 0 
ZiSi = 0 i = 1, • • • , n + 1 
> 0 
Writing the no-shorting selling constraints (with the slack variable 
as a vector function h[x) 二 一o:, the Jacobian of it will be 
Jh{x) = -/(n+i)x(n+i). Hence, the modified Newton step used for 
interior-point algorithm for the equality conditions becomes 
/ \ ( \ 
VlL{x,y,z) Vy(V,L(x,y,2：)) M^cf 0(n+i)x(n+i) ^^ 
VjVyL(x,y,zy) VlL{x,y,z) 02x(n+i) 02x(n+i) ^y 
Jh{x ) 0(n+l)x2 0(n+l)x(n+l) ^(n+1) x (n+1) ^ ^ 
\ 0(n+l)x(n+l) 0(n+l)x2 S Z J ^ As J 
- V y L { x , y , z ) 
-{h{x) + s) 
y -SZe + a lie 乂 
CHAPTER 4. THE DOWNSIDE RISK MODEL 32 
/ \ ( \ 
S\ ZI 
where S = •.. , Z = ..• =杂， 
y "5n+l y Y 之n+l ( \ 
Inxl C 
cr G (0,1) is arbitrarily chosen, Vy{VxL{x, y, z))= = 
[• -V ( � \ 
T o V F ^ s d � Onxi , , 
y, z))Y, VlL{x, y,z)= ^ ，and VlL{x, y, z)= 
^ Onxl 0 > 
02x2 
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For example, if n 二 2，the equation will become 
( ^ ^ � 1 —1 � 。 。 。 。 ） / A i l � 
d(t>i dcMn 丫 
0 1 C2 0 - 1 0 0 0 0 A62 
0 0 0 0 - 1 0 0 - 1 0 0 0 A03 
1 1 0 0 0 0 0 0 0 0 0 
Ci C2 - 1 0 0 0 0 0 0 0 0 A y s 
- 1 0 0 0 0 0 0 0 1 0 0 Azi 
0 - 1 0 0 0 0 0 0 0 1 0 Az2 
0 0 - 1 0 0 0 0 0 0 0 1 Az3 
0 0 0 0 0 Si 0 0 ^ 1 0 0 Asi 
0 0 0 0 0 0 0 0 Z2 0 As2 
、 0 0 0 0 0 0 0 S3 0 0 Z3 J \ ^Ss J 
( + � 
奶 + 仍 — 约 ) 
y2 + 幻 
= -i^^c-R-^s) 
4>\ — Si 
？2 — S2 
03 - S3 
� —SZe + a lie ^ 
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4.4 Multi-clusters Model 
We now extend our model to multiple clusters. Suppose there are m 
clusters, our return r could now be r � with a probability of a ; � and 
whose expected return are c � for /c 二 1,…，m. In other words, each 
r � is in a ellipsoid £ ： � { r G FT | (r - - c) < ( p � 尸 } 
/ \ 
，where the matrix Q � = ... for some G 
1 v wy / 
R^ j：. Then our downside risk measure would be 
m 
m 
= Y ^ ^ ^ ' ^ e m r - ⑷ — ⑷广妒)]+， 
k=l 




F s D k [妒 ) ) ( i ^ — � 力 仍 “ ？ ⑷ ) - I I 於 � ) • 




(Hence Er[R — = Du - iFmdW-) 
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The derivatives are similar to the single-cluster case. 
= •一 ) F W ? ⑷） 
fc=i T 
m 




m ( � 7{k) � \ 
二 y o ； � ( Q �- 洲 ⑷ ) - 身)) 
/C二 1 \ / 
Or componentwise, 
m ( 工(k) \ 
% V "於)丨1 J 
Then the second derivative will be 
("2-dy广(鮮善(H 
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and for i ^ j, 
沪mdW = f v 明 “ ⑷ ( • 虚 、 A 
dMj — 白 ' ] [ W W J 
=f>(寧；[丄 iV) + i：^!：!^ !!!!!!^ !^ 
U) + ([(石項')、 (2 — 丫、宇 
V' J V — V ~ ^ ； > 
+ � ) _ 
To construct the model, we still need the no short selling and the 
budget constraint (jFe 二 1 and the target return: Er [(j)^c] > R, where 
Er[(l)^c] = (/)了(Er二 1 � � c � ) . T h e r e f o r e , the model is as follows. 
min FmdW 
s.t. (fP^e = 1 
m 
k=l 
0 > O 
We will use the same algorithm as for the single cluster. The nu-
merical will also be the same as that except the derivatives of Fsd($) 
is now replaced by those of Fmd{(I>), which are already shown the cal-
culations. 




5.1 Derive the Conditional Value at Risk 
Having derived the downside risk measure, we proceed to a more pop-
ular issue: the conditional value at risk, or CVaR. We can use the 
same technique to handle the CVaR as for the downside risk. For de-
tails of the derivation of optimizing the CVaR, refer to Rockafellar and 
Uryasev [19] and [20]. We will modify their model to suit our purpose. 
Let r) = — be our loss function with the portfolio vector • 
and uniform random return vector r G {r G R " | (r — c)^Q{r — 
c) < p} C R^(as usual). For simplicity, we assume Q to be the identity 
matrix so that r lies on a sphere with a density function p{r) equal to 
the inverse of its volume which is denoted previously as QnP -^ The 
probability of /(</>, r) not exceeding a threshold a is then given by 
r) = / p{r)dr. 
Jf{<i>,r)<a 
37 
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As a function of a for fixed 少 is the cumulative distribution function 
for the loss associated with cj). It completely determines the behavior 
of this random variable and is fundamental in defining VaR and CVaR. 
With a specified probability level p € (0,1), the � - V a R and /3-CVaR 
values for the loss random variable associated with (j) are given by: 
VaRp{(t)) := a认(t)�：二 mm{a G R | 少((/>, a) > p} (5.1) 
CVa聊：二 [ f[c^,r)p�r)dr (5.2) 
丄—P Jf{4>,r)>ai3i4>) 
In the first formula ap{(l)) comes out as the left endpoint of the 
nonempty interval consisting of the values a such that 屯(0, a) 二 jS, 
since 少(0, a) is continuous and nondecreasing with respect to a. In the 
second formula, the probability that /((/), r) > aj^^cj)) is therefore equal 
to 1 — Hence CVaR(3{(j)) comes out as the conditional expectation of 
the loss associated with 小 relative to that loss being a认cj)�or greater. 
Our objective is to minimize the /S-CVaR, but solving this directly 
seems to be difficult owing to the nature of its definition in terms of 
the /3-VaR value [a^{(j))) and the often poor mathematical properties 
of that value. Fortunately, we can handle a far simpler expression 
introduced by Rockafellar and Uryasev: 
FfM, a) := a + —^ I [/O, r) — a]'^p{r)dr. 
卜 P JretS 
A crucial feature of F^ is its joint convexity with respect to (p and a. 
A very significant result in their paper is that minimizing CVaRj^^cj)) 
over the set of possible (/)'s, say X , is equivalent to minimizing a) 
over the set (0, a) G X x R, i.e. 
MINCVARBIS) — min FQ(6, a ) . (5.3) 
^ (0,Q)gXXR 
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Since a) is convex with respect to (0, a), assuming X to be a 
convex set, the joint minimization is a convex programming problem. 
This is a high motivation leading us to explore this function in our 
settings. We now go into the details of the integration in Fp. As p{r) 
is also a constant, we omit this term for the time being. 
Consider the case when < p: 
/ r) — a]'^dr 二 ^ [—— a]+dr 
.eB{c) JreB{c) 
= L R - C N R — C 、 J - , R - ^ 
Q： 
=J 朽�p {-(p^r- 4)^0- a)dr 
丁 
— a — (j> c 
/ I � I , T � / o n-l 
(—II0P - cjFc — a)(p2 - f)丁dt 
•p 
--a_4>Tc 
,rp � / l<^ l . o o, n-l , 
=-[(fc-\-a) / { p ' - f ) — dt 
J —p 
rp 
— Oc — 4> C 
, f ll^ ll , o Ox n-l , 




—Q — 0丄 c 
, \ f丨丨列 ， O 9�几一1 
9Ma)= / ( p ' - f ) — dt 
J —p 
—ot—(i> c 
/ , � f I⑷丨 / 9 9, n-l , 
J-P 
We writing the constant term as � ’ 几 ： = = ( 工 一 乂 … , ， t h e 
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function now becomes 
z 
, � a - + a) + M M , a)), ^ ^ < P； 
(5.4) 
The derivatives of pi and 仍 are similar to the previous chapter's, except 
that one more variable, a, is taken into consideration. For < P， 
^ ( 2 + ( c , 丄T�（p \ 
• 沙 丽 化 丽 ) 
DA II0II y V IHI ) J 
—A— 小TC ( 2 ( c . \ 
d ^ — a + f 2 _ Z o ^ ^ y X ？ 
DA ||0||2 Y V \W\ J ) 
The above derivatives will be zero otherwise. So, the first and second 
derivatives are 
( 
U, llc^ ll ^ P-
\ ( 
& = j 1— A5，n仍， 
如— 1 1 n 
丄， _ -
\ 
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f 
d-F, - A , 息 箭 <P ; 
她 如 “ 0 
u, II0II - P. 
V 
I _ { 2 f {a+cf>'^c)(j>i \ a+cp'^c ,斤 
w ~ v T ^ y J V ' \\w~J ‘ n w ^ p ， 
u, 11011 乙 p-
M I ^ V I I杀") / V ' y 
D'F^ — 
- ( 1 -嘉 )， 
\ 
‘ 厂 n - l 
w I ~ ) V' 
— M ^ J + P F 叫 ， ^ ^ < P, 
U， 11011 - P, 
\ 
5.2 Single Cluster Model and Numerical Algorithm 
As usual, we would consider the constraint set which includes no short-
ing selling, meeting (at least) the target return R, and the budget 
constraint. By (5.3) and (5.4)，the model of minimizing the [3-CVaR 
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becomes 
m i n Ff3{(j), a) 
s.t. (f)^e = 1 
(l)^c> R 
0 > O 
We will use the interior point algorithm again to solve the problem. 
As before, we add the slack variables s := (si, • • • , s^)^ to the 
inequalities and obtain: 
4>TC - R — (pn+i = 0 
—(j) + s = 0. 
The Langrangian function is given as 
L{x,a,y,z) = a) + - 1) + - - — z^x 
/ \ / \ / \ 
(P YI 
where x = E R 几 y = G R , and z 二 = 
V “ ) V^V V ( ( \ \ 
. G R 奸 1 
V ^ ^ / 
Y 之n+1 y 
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The first order KKT conditions are 
= 0 
VaL{x,a,y,z) = 0 
VyL{x,a,y,z) = 0 
+ s 二 0 
ZiSi = 0 i = 1, • • • , n + 1 
or explicitly, 
•0j^/5(0，a) -\-yie + y2C- z = 0 
a) =01 - A(3,n9i{(t>, oO = 0 
y, =) - 2/2 - n^+1 = 0 
- 1 = 0 
(f^c — R — (^n+i = 0 
—a: + s 二 0 
ZiSi 二 0, < = 1，•. •，n + 1 
> 0 
Writing the no-shorting selling constraints (with the slack variable 
(pn+i) as a vector function h{x) = —x, the Jacobian of it will be 
Jh(x) = —/(n+i)x(n+i)- Hence, the modified Newton step used for 
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interior-point algorithm for the equality conditions becomes 
I \ I \ 
V^L V^(V^L) Mxf 0(n+i)x(n+i) Ax 
V l L 02x(n+l) 02x(n+l) A q 
^ x i ^ y L ) 02x1 ^ I L 02x(n+l) 02x(n+l) A y 
Jh{x ) 0(n+l)xl 0(n+l)x2 0(n+l)x(n+l) ^(n+l)x(n+l) A 之 
y 0(n+l)x(n+l) 0(n+l)xl 0(n+l)x2 S Z J As J 
-^aL 
= 
-{h{x) + s) 
乂 —SZe + a fie 乂 
where 
/ \ / \ 
Si Zi 
• •.. ，Z二 . . . ， 
y Sn+i y y 之n+i y 
• /Li =杂，a e (0,1) is arbitrarily chosen, 
( \ 
9019a 
• a, y, z)) = = a, y, z)Y, 
dcpnda 
V c J 
• VlL{x,a,y,z)=袋， 
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• Vy{\/aL{x,a,y,z)) = 0ix2 = a, y, 
/ \ 
l?! X 1 C 
• a, y, z)) = = a, y, z))Y, 
V • -V ( \ 
) V'^FsnW On.i 
• V ^ L ( x , a , y , z ) = , 
� O n x l 0 > 
and a, y, z) = 02x2 
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We illustrate this complicated equation for n 二 2 as an example: 
� S 0 幾 1 - 1 0 0 0 0 0 ) 卜 1 � 
蔬 3 0 幾 1 0 -1 0 0 0 0 A02 
0 0 0 0 0 - 1 0 0 - 1 0 0 0 A03 
g；^ ^ 0 ^ 0 0 0 0 0 0 0 0 A c 
1 1 0 0 0 0 0 0 0 0 0 0 Ayi 
ci C2 - 1 0 0 0 0 0 0 0 0 0 Ay2 
一 1 0 0 0 0 0 0 0 0 1 0 0 Azi 
0 - 1 0 0 0 0 0 0 0 0 1 0 Az2 
0 0 - 1 0 0 0 0 0 0 0 0 1 Az3 
0 0 0 0 O O s i O O z l O O Asi 
0 0 0 0 0 0 0 S2 0 0 Z2 0 As2 
� 0 0 0 0 0 0 0 0 S3 0 0 Zs J \ AS3 ^ 
( f + 仍 +奶 c i — z i ) � 
y2 + 2:3 
—(1 - A3’nPl(0,cO) 
一 - ( 0 了 e - 1 ) 
R-cPs) 
(pl 一 Si 
02 - S2 
03 — S3 
� —S Z e + a fie ) 
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5.3 Multi-clusters Model 
We now go to explore the multiple clusters model. Suppose there are 
m clusters. Our return r could now be r � with a probability of a ; � 
and whose expected return are c � for j = 1, • • • , m. In other words, 
each r � is in an ellipsoid � ： = { r G R " | (r - c ⑷ 严 Q � ( r - c � ) < 
(1 \ 
(p� )2}，where the matrix Q � = •.. for some 
1 
\ / 
G R!j：. But for simplicity, we assume all Q⑷，s are identity 
matrice and all p⑷，s are equal to p. So, the clusters are now only 
differed by the centres c�，s. We would also consider a function like 
(5.4) in order to minimize the CVaR. In fact, it is a weighted average 
of (5.4). Let 
‘ a 斷 ⑷ + a ) 翁 ， a ) 
F , ) 綱 ： 二 1 + | | r f ( 0 , a))， 
where and g^ ^^  are the same as gi and 仍 respectively except that c 
is replaced by c � . T h e n our objective function for " ^二 � � < ^ is derived 
as follows. 
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m 
f m c : 二 E 所 ） 
k=i 
1 r 二 仅 + ^ E � / im r) - arp(r)dr 
1 Jreew 
m 广 
二 a + A 3 ’ n E � ⑷ / H A - 和 
… A , , 工 J k ) f ( — I I 疼 - < / > 了 。 ⑷ - 仅 ) ( 厂 亡 2 ) 宇 说 
二 a - 々 ， 左 � [ W > 了 c � + a )們 0， a ) + ll^^lbf (0,^)1 
k=i 
with the derivatives 
警 > w f > ( ” ( c " i � • 必 ) ） 
^ /c=l 
m 
oFmc 1 A ,，Ak) 
O'Fmc , 
d(t)ida ^ dcpi 
= � f ： , b _ ( ^ ) V ( c f — 
w V V 丨丨公j| " \ ^ ’ 
脊 = • � [ ( , — ( f y 广 ( c 丨 
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d'FMC _ ^ (,) \( 2 + 
—W\白""[V V丨丨利丨) 
f ik) — (a 染 ⑷ ) 也 、 / ⑷ 
Mj ik) 
丽 2 J , 
Vz + J. 
We can see that our objective function is a linear combination of 
convex functions (•Pj力，which is still convex. Hence we can apply the 
same techniques as before to solve the model: 
min FmcW 
s.t. = 1 
m 
0 > O 
In particular, the numerical procedure will be only differed by the 
derivatives such that those of Fp is now replaced by those of Fmc, and 
the explicit forms are already shown above. 
As a reminder, it is worth mentioning that the corresponding (3-
VaR value (the optimal value of a) comes out as a by-product of the 
optimization of jd-CVaR, but this optimal value a is not equivalent to 
the result of minimizing a^^ij)) directly over the same constraint set. 
However, since /3-CVaR{(f)) > l3-VaR{(j)), solutions to our problem 
should also be good from the perspective of minimizing We will 
go through the numerical results in the next chapter. 
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• End of chapter. 
Chapter 6 
Numerical Results 
6.1 Data Set 
Having derived the three models, we are going to investigate their nu-
merical results. 
Suppose there are three scenarios in next stage. For simplicity, we 
will assume they are all spheres instead of ellipsoids. Here are the 
expected rates of return for three stocks in each of the cluster. In other 
words, these are the centres of the spheres. We set a radius of 0.4 for 
each. 
Stocks \ Scenarios 1 2 3 
A 2 1.2 0.8 
B 1.8 1.3 0.7 
C 0.5 1.2 1.9 
We may regard cluster 1 and 3 as the two extreme states of the 





Fig脏 6.1： Returns distribution under three possible discrete clusters in R 3 • 
sense, we assign a probability of occurrence arbitrarily to each state as 
follows. 
Cluster 1 2 3 
Probability i i i 
Applying our notations, we will have the fol lowing: 
• c � = (2,1.8,0.5)T 
•c(2) = (1.2,1.3’1.2)T 
• c � = 07 ,1 .9 )7 
• p � 
• “1) == .25 
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• 二 .5 
• � = . 2 5 
The illustration of the three clusters is given in Fig(6.1). We will 
use this set of data for the multiple clusters consideration in each of 
three models. 
6.2 The Probability Model 
In the {SOCPm), a critical part is to determine which depends 
on the threshold level (5. (Now n 二 3 is fixed.) We have used SeDuMi 
to solve the model. We obtain the following portfolios and expected 
return with different /3's (shown in Table(6.2)). 
In the table,如 is computed using numerical methods for the equa-
tion: 
We can see that the model is reasonable in the sense that higher con-
fidence level results in lower expected payoff. 
6.3 The Downside Risk Model 
For the downside risk model, we will use the primal-dual interior-point 
methods. In particular, we will adapt the algorithm with infeasible 
starting points. Given the data set, the only sensitivity measure is the 
target rate of return R. Table(6.3) shows our results by varying R. 
In the table, "***" means there is no feasible portfolio. We can see 
that the downside risk increases with the target rate of return, which 
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Table 6.1: Numerical Results for the Probability Model. 
P qf3 Portfolio E[(l)^r] 
0.75 0.173648 0.6558079995 1.2874410666 
0.0000000000 
0.3441920005 
0.80 0.212859 0.6122394853 1.2829927809 
0.0204127432 
0.3673477715 
0.85 0.255598 0.4891309131 1.2735228908 
0.1245815351 
0.3862875518 
0.90 0.3042 0.3019305587 1.2591228635 
0.2829818349 
0.4150876064 
0.95 0.36465 0.4063464660 1.2552318901 
0.1946299134 
0.3990236206 
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Table 6.2: Numerical Results for the Downside Risk Model. 
R portfolio E[(l)'^r] downside risk 
1.05 0.26339309068127 1.24885687767579 0.00045427530252 
0.30023424810224 
0.43637266121650 
1.10 0.27432053472482 1.24943470748546 0.00139750850524 
0.29336872017305 
0.43231074510213 
1.15 0.28256589032277 1.24992941521084 0.00310908035947 
0.28897101571419 
0.42846309396303 
1.20 0.29017291909262 1.25039419784549 0.00573773350948 
0.28502541248298 
0.42480166842439 
1.25 0.29851436350402 1.25087557241799 0.00937265797513 
0.28032181423452 
0.42116382226146 
1.30 1.00000000000000 1.30000000000000 0.03343333333333 
0.00000000000000 
0.00000000000000 
1.35 *** — 一 
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meets our intuition. On the other hand, we can see that the portfolio 
return is rather stable and insensitive to R. This may be explained by 




Expected rate of the stocks = 二 ^ /〜⑷ 二 1.275 
k=l 
、1.200 J 
So, we may expect a combination of these stocks (without short selling) 
would have a return rate ranging from 1.2 to 1.3. Also by looking at 
the stock A's return rate, we can see that the target of 1.3 can only 
be obtained by investing all your capital into it. This is a very risky 
move that can be revealed from the big leap of the downside risk from 
R — 1.25 to R = 1.30 (about 350% riskier!). And we cannot request 
more, resulting in the infeasibility beyond 1.30 (see the last row.). 
6.4 The CVaR Model 
Carrying similar mathematical properties with the downside risk model, 
this model is also implemented by the same primal-dual interior-point 
algorithm. There is also a threshold parameter f3 representing the con-
fidence level. Hence the numerical results will be shown in Table(6.4) 
according to different values of /3. 
Agreeing with the model, the result shows that R is almost an inde-
pendent factor unless it reaches its the critical value (1.3) or a higher 
level of confidence (/? > 0.9) is of our concern. Also, the CVaR as 
well as the associated VaR is decreasing as we increases our confidence 
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Table 6.3: Numerical Results for the CVaR Model. 
/3 0.85 0.90 0.95 0.99 
portfolio 0.296568668 0.286307431 0.274452573 0.250280625 
0.281468101 0.287049666 0.293294229 0.310341706 
0.421963231 0.426642903 0.432253197 0.439377668 
E[(l)'^ r] 1.250766974 1.250159468 1.249442324 1.248303690 
CVaR -1.130975111 -1.092842583 -1.046622223 -0.987803416 
VaR -1.239149005 -1.174644069 -1.100725596 -1.011797682 
level (3, which is in line with our common sense that risk has to be 
eliminated for a greater certainty ( or 
• End of chapter. 
Chapter 7 
Conclusions 
After investigating into the numerical results, we may conclude that 
all the probability model, the downside risk and CVaR models are 
reasonably practical in the sense that the numerical results meet our 
intuition. 
However, there is a hinderance for our clustered to develop further 
to two-stage tree. The main challenge lies on the recourse problem in 
the stochastic programming, in which we will suffer from an infinite 
number of constraints. 
To step further into the exploration of our clustered tree, there are 
some potential topics: 
• We may try to alternate the distribution from a uniform one to 
others that may seem more reasonable. A step density function 
that cumulates more "mass" towards the center of the ellipsoid 
may be considered. 
• We may further extend our cluster tree with uniform ellipsoid den-
sity to a broader class of distributions, namely, radial distribution. 
58 
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If this extension is successful, it may result in a wider application 
of the tree, since the commonly used Gaussian distribution also 
falls into this class. 
• An artificial data set is created for the numerical tests instead of 
a data set that is generated from proper sampling techniques be-
cause we cannot find out a suitable set of sample data. Therefore, 
searching for a set of proper real market data for the implemen-
tation is also an important issue. 
• End of chapter. 
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