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Abstract 
This essay suggests the possibility of statistics education using a computer algebra system (CAS) by 



























































関数𝑔𝑔:𝑋𝑋 → 𝑌𝑌の逆関数𝑔𝑔−1を求めるには，𝑦𝑦 = 𝑔𝑔(𝑥𝑥)を𝑥𝑥に
ついて解けばよいわけだが，𝑔𝑔が 1対 1対応でない場合（例
えば𝑦𝑦 = 𝑥𝑥2）には，一般に複数の解（𝑥𝑥 = ±√𝑦𝑦）が存在する．
その場合，このコードでは逆関数を求めず，警告を表示さ
せている． 
「使用例」の最後の 2行は𝑦𝑦 = √𝑥𝑥の逆関数を求める例で
ある（本稿では，変数は全て実数とする）．コードの「assume」
は，変数に対する仮定を示す． 𝑦𝑦 = √𝑥𝑥なので，実数の変数
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しか扱わない場合「𝑥𝑥 > 0」は必要だが，「𝑦𝑦 > 0」は不要な

















𝑓𝑓𝑦𝑦(𝑦𝑦) = 𝑓𝑓𝑥𝑥(𝑔𝑔(y)) ∙ |𝑑𝑑𝑥𝑥𝑑𝑑𝑦𝑦| 
これは，置換積分に相当する．  
もし，定義域，値域が上記と逆の変数変換𝑔𝑔: 𝑥𝑥 ↦ 𝑦𝑦の場合
だと， 𝑦𝑦の確率密度関数𝑓𝑓𝑦𝑦は，次式のように表現できる（図
の tfrm1関数）． 
𝑓𝑓𝑦𝑦(𝑦𝑦) = 𝑓𝑓𝑥𝑥(𝑔𝑔−1(y)) ∙ |𝑑𝑑𝑥𝑥𝑑𝑑𝑦𝑦| 
また，2変数以上の変数変換𝑔𝑔: 𝑥𝑥 ↦ 𝑦𝑦の場合は，重積分の
変数変換と同じように以下の関係が成り立つ（図の tfrm2
関数）． 





図 2 変数変換 
 
次に，変数変換の簡単な例を図 3 に示す．𝑥𝑥を[0, 1]上の
一様分布（𝑓𝑓(𝑥𝑥) = 1）に従う確率変数とする．関係𝑥𝑥 = 𝑦𝑦2を
満たす確率変数𝑦𝑦の確率密度関数は𝑓𝑓𝑦𝑦(𝑦𝑦) = 2𝑦𝑦であること
が tfrm の出力から分る（台は0 ≤ 𝑦𝑦 ≤ 1だが，こうした計
算はこのコードでは行っていない）．関係𝑦𝑦 = √𝑥𝑥で変数変換
しても同じ結果である（tfrm1の出力）． 
また，(𝑥𝑥,𝑦𝑦)を[0, 1] × [0, 1]上の一様分布（𝑓𝑓(𝑥𝑥,𝑦𝑦) = 1）に
従う確率変数とする．変数変換𝑢𝑢 = 𝑥𝑥 + 𝑦𝑦, 𝑣𝑣 = 𝑥𝑥 − 𝑦𝑦による
確率変数(𝑢𝑢,𝑣𝑣)の分布も一様分布（𝑓𝑓𝑢𝑢𝑢𝑢(𝑢𝑢, 𝑣𝑣) = 1 2⁄ ）であるこ
とが tfrm2 の出力から分る（台は 4 点(0, 0), (1, 1), (2, 0), (1,−1)を順に結ぶ正方形の辺と内部である）． 
 
 
図 3 変数変換（例） 





数(𝑥𝑥, 𝑦𝑦)の和𝑢𝑢 = 𝑥𝑥 + 𝑦𝑦の分布を求めるには，(𝑥𝑥, 𝑦𝑦)の同時分
布𝑓𝑓𝑥𝑥𝑥𝑥を各変数の密度関数の積𝑓𝑓𝑥𝑥𝑥𝑥(𝑥𝑥,𝑦𝑦) = 𝑓𝑓𝑥𝑥(𝑥𝑥) ∙ 𝑓𝑓𝑥𝑥(𝑦𝑦)とし
て，𝑢𝑢 = 𝑥𝑥 + 𝑦𝑦, 𝑣𝑣 = 𝑦𝑦により変数変換したときの(𝑢𝑢, 𝑣𝑣)の同時
分布𝑓𝑓𝑢𝑢𝑢𝑢(𝑢𝑢, 𝑣𝑣)を求め，それを𝑣𝑣について積分，周辺化すれば





𝑛𝑛個の独立な確率変数𝑧𝑧𝑖𝑖(𝑖𝑖 = 1,⋯ ,𝑛𝑛)がいずれも標準正規
分布𝑁𝑁(0, 12)に従うとき，それらの平方和𝑥𝑥 = 𝑧𝑧12 + ⋯+ 𝑧𝑧𝑛𝑛2の
従う確率分布が（自由度𝑛𝑛の）𝜒𝜒2分布である． 




√2𝜋𝜋 𝑒𝑒−𝑥𝑥22   




𝑓𝑓1(𝑥𝑥) = { 1√2𝜋𝜋 𝑥𝑥−12 ∙ 𝑒𝑒−𝑥𝑥2, 𝑥𝑥 > 00, 𝑥𝑥 ≤ 0 
また，標準正規分布𝑁𝑁(0, 12)に従う 10,000 個の乱数を 3
組（計 30,000個）用意し，各組から 1つずつ順に取り出し
たデータの平方和 10,000 個を求めると，図 6 のヒストグ
ラムのように分布した．図には自由度 3の𝜒𝜒2分布の確率密
度関数𝑓𝑓3(𝑥𝑥)を重ねて描いている．関数𝑓𝑓3(𝑥𝑥)は，以下の通り： 
𝑓𝑓3(𝑥𝑥) = { 1√2𝜋𝜋 𝑥𝑥12 ∙ 𝑒𝑒−𝑥𝑥2, 𝑥𝑥 > 00, 𝑥𝑥 ≤ 0 
 
 
図 4 標準正規分布 
 
図 5 自由度１の𝛘𝛘𝟐𝟐分布 
 
 
図 6 自由度 3の𝛘𝛘𝟐𝟐分布 
 
図 4，図 5，図 6 を表示する Maxima のコードを付録
に示す）． 
より一般に，（自由度𝑛𝑛の）𝜒𝜒2分布の確率密度関数𝑓𝑓𝑛𝑛(𝑥𝑥)は， 









𝛤𝛤(1) = 1 
𝛤𝛤(𝑛𝑛 + 1) = 𝑛𝑛𝛤𝛤(𝑛𝑛) 
が成り立つ（図 7）．従って，特に， 𝑛𝑛が自然数のときには， 
𝛤𝛤(𝑛𝑛 + 1) = 𝑛𝑛! 
であることが分る．つまり，ガンマ関数は階乗を一般化し
た関数である．また，𝛤𝛤(1 2⁄ ) = √πが成立する． 
これらの関係と𝑓𝑓𝑛𝑛(𝑥𝑥)から，自由度 1, 3の𝜒𝜒2分布の確率密
度関数が前出の式𝑓𝑓1(𝑥𝑥), 𝑓𝑓3(𝑥𝑥)であることが容易に確かめら
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図 5 自由度１の𝛘𝛘𝟐𝟐分布 
 
 
図 6 自由度 3の𝛘𝛘𝟐𝟐分布 
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図 7 𝜞𝜞関数の定義・性質 
 
 ガンマ関数のグラフは，図 8のようになる．また，自由




図 8 𝜞𝜞関数 
 
 
図 9  𝛘𝛘𝟐𝟐分布の確率密度関数 
 
3.2. 分布の導出と性質 
まず，𝑛𝑛個の独立な確率変数𝑧𝑧𝑖𝑖(𝑖𝑖 = 1,⋯ ,𝑛𝑛)がいずれも標
















𝑛𝑛 + 1の𝜒𝜒2分布に従う． 




































いられる：𝑛𝑛個の独立な確率変数𝑧𝑧𝑖𝑖(𝑖𝑖 = 1,⋯ ,𝑛𝑛)がいずれも
同一の正規分布𝑁𝑁(μ,σ2)に従うとき，（母標準偏差で標準化
した）偏差平方和𝑥𝑥 = ((𝑧𝑧1 − 𝑧𝑧̅) 𝜎𝜎⁄ )2 + ⋯+ ((𝑧𝑧𝑛𝑛 − 𝑧𝑧̅) 𝜎𝜎⁄ )2の
確率分布は（自由度𝑛𝑛 − 1の）𝜒𝜒2分布に従う．ただし，𝑧𝑧̅は標
本平均である． 
母平均μが既知なら，確率変数(𝑧𝑧𝑖𝑖 − 𝜇𝜇) 𝜎𝜎⁄ は標準正規分布
に従う．よって，その平方((𝑧𝑧𝑖𝑖 − 𝜇𝜇) 𝜎𝜎⁄ )2は自由度 1 の𝜒𝜒2分
布に従い，それらの和((𝑧𝑧1 − 𝜇𝜇) 𝜎𝜎⁄ )2 + ⋯+ ((𝑧𝑧𝑛𝑛 − 𝜇𝜇) 𝜎𝜎⁄ )2は
自由度𝑛𝑛の𝜒𝜒2分布に従う．しかし，母平均が未知で，母平均
μを標本平均𝑧𝑧̅で置き換えると，自由度が 1つ減った𝜒𝜒2分布



















標準正規分布𝑁𝑁(0, 12)に従う乱数𝑦𝑦と自由度 1 の𝜒𝜒2分布
𝜒𝜒2(1)に従う乱数𝑧𝑧をそれぞれ 10,000個ずつ用意し，1つず




𝑓𝑓1(𝑥𝑥) = 1𝜋𝜋(𝑥𝑥2 + 1) 
で定義され，（標準）コーシー分布とも呼ばれる． 
また，𝑧𝑧を自由度 3の𝜒𝜒2分布𝜒𝜒2(3)に従う乱数に変え，上
















図 12 自由度１の𝒕𝒕分布 




図 13 自由度 3の𝒕𝒕分布 
 
ベータ関数𝐵𝐵は， 
𝐵𝐵(𝑚𝑚,𝑛𝑛) = ∫ 𝑡𝑡𝑚𝑚−11
0
∙ (1 − 𝑡𝑡)𝑛𝑛−1𝑑𝑑𝑡𝑡 
と定義される．ベータ関数の引数𝑚𝑚,𝑛𝑛は，一般的には，（実
部が正の）複素数である．また，ガンマ関数を使って 
𝐵𝐵(𝑚𝑚,𝑛𝑛) = 𝛤𝛤(𝑚𝑚) 𝛤𝛤(𝑛𝑛)
𝛤𝛤(𝑚𝑚 + 𝑛𝑛)  
と表現できる（図 14）．関数のグラフを図 15に示す． 
 
 
図 14 𝜝𝜝関数の定義・性質 
 
 
図 15 𝜝𝜝関数 
また，自由度𝑛𝑛 = 1, 2, 5,∞について，𝑡𝑡分布の確率密度関数
のグラフを描くと図 16のようになる．ただし，𝑛𝑛 = ∞（inf）
については標準正規分布の確率密度関数にしている．これ
は，𝑡𝑡分布の自由度𝑛𝑛を大きくすると，標準正規分布に近づ
くことによる（図 17）．  
 
 
図 16  𝒕𝒕分布の確率密度関数 
 
 
図 17  𝒕𝒕分布の極限 
 
4.2. 分布の導出と性質 











(2) 変数変換𝑔𝑔: (𝑦𝑦, 𝑧𝑧) ↦ (𝑥𝑥,𝑣𝑣)を𝑥𝑥 = 𝑦𝑦
√𝑧𝑧 𝑛𝑛⁄
, 𝑣𝑣 = 𝑧𝑧とし，「準
備」で定義した「tfrm2」を使って，(𝑥𝑥, 𝑣𝑣)の同時分
布を求める（図中の「t2」変数）． 
























自由度 1の𝜒𝜒2分布に従う乱数 10,000個を 2組用意し，1





𝜋𝜋√𝑥𝑥(𝑥𝑥 + 1) 
で定義される． 
 
図 19 自由度(1, 1)の𝑭𝑭分布 
 
また，2組の乱数𝑦𝑦, 𝑧𝑧をそれぞれ自由度 5, 2の𝜒𝜒2分布に変















𝑓𝑓100 100(𝑥𝑥) = 𝛼𝛼 ∙ 𝑥𝑥49(𝑥𝑥 + 1)100 
で定義される．ただし，𝛼𝛼は 
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𝑓𝑓𝑚𝑚𝑚𝑚(𝑥𝑥) = {𝑚𝑚𝑚𝑚2 ∙ 𝑛𝑛𝑚𝑚2𝐵𝐵 (𝑚𝑚2 ,𝑛𝑛2) ∙ 𝑥𝑥
𝑚𝑚
2





図 21 自由度(100, 100)の𝑭𝑭分布 
 
 
図 22  𝑭𝑭分布の関数形確認 
 















図 24  𝑭𝑭分布の導出 








(2) 変数変換𝑔𝑔: (𝑦𝑦, 𝑧𝑧) ↦ (𝑥𝑥,𝑣𝑣)を𝑥𝑥 = 𝑦𝑦 𝑚𝑚⁄
𝑧𝑧 𝑛𝑛⁄
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𝑛𝑛個の独立な確率変数𝑧𝑧𝑖𝑖  (𝑖𝑖 = 1,⋯ ,𝑛𝑛)がいずれも同一の
正規分布𝑁𝑁(μ,σ2)に従うとき，（標準偏差で基準化され




まず，𝑧𝑧𝑖𝑖を標準化して𝑤𝑤𝑖𝑖 = (𝑧𝑧𝑖𝑖 − 𝜇𝜇) 𝜎𝜎⁄ と置くと，𝑤𝑤𝑖𝑖は標準
正規分布に従うが， 𝑤𝑤𝑖𝑖 − ?̅?𝑤 = (𝑧𝑧𝑖𝑖 − 𝜇𝜇) 𝜎𝜎⁄ − (𝑧𝑧̅ − 𝜇𝜇) 𝜎𝜎⁄ =(𝑧𝑧𝑖𝑖 − 𝑧𝑧̅) 𝜎𝜎⁄ なので，下記の命題を示せばよいことが分る（た
だし，?̅?𝑤は𝑤𝑤𝑖𝑖  (𝑖𝑖 = 1,⋯ ,𝑛𝑛)の標本平均）．以下こちらを示す． 
 
𝑛𝑛個の独立な確率変数𝑤𝑤𝑖𝑖  (𝑖𝑖 = 1,⋯ ,𝑛𝑛)がいずれも標準正

























= (2𝜋𝜋)−𝑛𝑛2 ∙ exp(−∑𝑤𝑤𝑖𝑖22𝑛𝑛
𝑖𝑖=1
)
= (2𝜋𝜋)−𝑛𝑛2 ∙ exp (− 12𝑤𝑤𝑡𝑡  𝑤𝑤) 
で与えられる．また，𝑄𝑄の直交性から𝑄𝑄−1 = 𝑄𝑄𝑡𝑡なので 
𝑤𝑤𝑡𝑡  𝑤𝑤 = (𝑄𝑄−1𝑦𝑦)𝑡𝑡𝑄𝑄−1𝑦𝑦 = (𝑄𝑄𝑡𝑡𝑦𝑦)𝑡𝑡𝑄𝑄−1𝑦𝑦 = 𝑦𝑦𝑡𝑡  𝑦𝑦 
である．そして，𝑤𝑤 = 𝑄𝑄𝑡𝑡𝑦𝑦のヤコビアンは𝑄𝑄の直交性から |𝑄𝑄𝑡𝑡| = |𝑄𝑄| = ±1 










































 以上から，𝑥𝑥 = ∑ (𝑤𝑤𝑖𝑖 − ?̅?𝑤)2𝑛𝑛𝑖𝑖=1 は，𝑛𝑛 − 1個の独立な標準正
規分布の平方和なので，自由度𝑛𝑛 − 1の𝜒𝜒2分布に従うことが
示された．□ 












wxdraw2d(grid=true,title="Standard Normal Distribution", 
 histogram_description(z1, nclasses=[-4,4,15], fill_color=red, 





wxdraw2d(grid=true,title="Chi-Square Distribution with 1 
Degree of Freedom", histogram_description(z1^2, nclasses= 





wxdraw2d(grid=true,title="Chi-Square Distribution with 3 
Degrees of Freedom", histogram_description(z1^2+z2^2+ 
z3^2, nclasses=[0,12,15], fill_color=red, frequency =density), 
explicit(f3(x),x,0,12), xrange=[0,12])$ 
 rootscontract(f3(x)); 
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 さて，特に，𝑛𝑛 = 2と𝑛𝑛 = 3の場合について，より具体的に
Maximaで証明の流れを確かめてみる（図 25と図 26）． 
 
 
図 25 偏差平方和の分布（𝒏𝒏 = 𝟐𝟐） 
 
𝑛𝑛 = 2の場合の処理の概要は，以下の通りである： 





1 √2⁄ 1 √2⁄
− 1 √2⁄ 1 √2⁄ )となる． 
 独立に標準正規分布に従う確率変数𝑤𝑤1,𝑤𝑤2の同時分布
𝑓𝑓を標準正規分布の PDF の積 1
2𝜋𝜋
∙ exp(− (𝑤𝑤12 + 𝑤𝑤22) 2⁄ )




∙exp(− (𝑦𝑦12 + 𝑦𝑦22) 2⁄ )であることが分る． 
 𝑤𝑤1,𝑤𝑤2の平均𝑚𝑚 = (𝑤𝑤1 + 𝑤𝑤2) 2⁄  からの偏差平方和(𝑤𝑤1 − 𝑚𝑚)2 + (𝑤𝑤2 − 𝑚𝑚)2 を 計 算 し ， こ れ が 𝑦𝑦22 =(−𝑤𝑤1 + 𝑤𝑤2)2 2⁄ と等しいことを示している． 
 
 
図 26 偏差平方和の分布（𝒏𝒏 = 𝟑𝟑） 
 
また，𝑛𝑛 = 3の場合の処理も同様である．正規直交行列は 
Q = ( 1 √3⁄ 1 √3⁄ 1 √3⁄−1 √6⁄ √2 √3⁄ −1 √6⁄
−1 √2⁄ 0 1 √2⁄ ) 
であり，𝑤𝑤1,𝑤𝑤2,𝑤𝑤3の平均𝑚𝑚 = (𝑤𝑤1 + 𝑤𝑤2 + 𝑤𝑤3) 3⁄  からの偏差
平方和(𝑤𝑤1 − 𝑚𝑚)2 + (𝑤𝑤2 − 𝑚𝑚)2 + (𝑤𝑤3 −𝑚𝑚)2を計算し，これ
が𝑦𝑦2
2 + 𝑦𝑦32と等しいことを確かめている． 
 
 
