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Özetçe —Bu çalıs¸mada ImageNet veri setinde daha önceden
eg˘itilmis¸ farklı mimarideki derin sinir ag˘larının transfer ög˘ren-
mesi yolu ile zemin dokularının sınıflandırılması için kullanılması
aras¸tırılmıs¸tır. Yedi farklı zeminden toplanan görüntüler ile yeni
bir zemin dokusu veri seti olus¸turulmus¸tur. Bu veri seti ile derin
sinir ag˘ları kısmen ya da mümkün oldug˘unda tüm katmanlarıyla
yeniden eg˘itilmis¸tir. Sonuçlar küçük imgeler kullanıldıg˘ında bile
zemin dokularının bas¸arıyla sınıflandırıldıg˘ını göstermektedir.
Anahtar Kelimeler—Doku sınıflandırma, derin sinir ag˘ları,
transfer ög˘renmesi
Abstract—In this study, we investigate the use of transfer
learning on various deep neural network architectures pretained
on the ImageNet data set for ground texture classification
purposes. We introduce a new ground texture data set collected
from seven different areas. We retrain deep neural network’s last
layer or when possible the full set of layers on this data set. The
results show that it is possible to discriminate the ground textures
even when very small images are used.
Keywords—Texture classification, deep neural networks, trans-
fer learning
I. G I˙RI˙S¸
Zemin görüntüleri hem hangi mekanda bulunuldug˘u hem
de bu mekanda yer alması olası nesneler hakkında bilgi içerir.
Özellikle iç ve dıs¸ mekan imgelerinde zeminde yer alan
dokular farklılık gösterir. Örneg˘in ahs¸ap bir zemin genellikle
iç mekanda bulunuldug˘una is¸aret eder. Ayrıca bir mekanda
bulunan zemin tipi, zemin üzerinde yer alabilecek nesneleri
de etkilemektedir. Bu nedenle zemin dokularının tanınması
konumlandırma ve haritalama uygulamalarında yardımcı bir
ög˘e olarak kullanılabilir.
Doku sınıflandırma, farklı desen ve istatistik özelliklere
sahip imgelerin birbirinden ayrılmasını gerektirir. Bu nedenle
doku sınıflandırma yöntemleri imgeler üzerinde birden fazla
filtrenin sonuçlarını bir arada kullanırlar. Geçmis¸te Gabor
filtreleri gibi sabit filtre grupları [1], [2] kullanılırken, son
zamanlarda filtreleri de makine ög˘renme probleminin parçası
haline getiren derin ög˘renme tabanlı yaklas¸ımlar da gelis¸tiril-
mis¸tir [3]–[5].
Bu bildiride yer alan çalıs¸malar I˙zmir Yüksek Teknoloji Enstitüsü tarafından
2017IYTE69 numaralı bilimsel aras¸tırma projesi kapsamında desteklenmis¸tir.
Bu çalıs¸mada farklı iç ve dıs¸ mekanlardan toplanan zemin
görüntülerinin sınıflandırılması amacıyla ImageNet [6] veri
setinde eg˘itilmis¸ farklı mimarideki derin sinir ag˘ları kullanıl-
mıs¸tır. ImageNet üzerinde eg˘itilmis¸ sinir ag˘ları bas¸langıç
noktası olarak alınmıs¸ ve zemin görüntülerinin tanınması için
transfer ög˘renmesi [7] yöntemiyle tekrar eg˘itilmis¸lerdir. Bu-
rada amaç her bir zemin için görece az sayıda imge ile eg˘itimin
sag˘lanabilmesidir. ImageNet veri setinde yer alan imgeler ile
zemin doku imgeleri benzerlik içerdig˘inden ög˘renilen evris¸imli
katman filtrelerinin de zemin dokusu sınıflandırılmasında ba-
s¸arı göstereceg˘i beklenebilir.
Çalıs¸ma sırasında birbirinden farklı mimaride derin sinir
ag˘ları kullanılarak bunların zemin dokusu sınıflandırma ama-
cına uygunlukları kars¸ılas¸tırılmıs¸tır. Farklı mimariler transfer
ög˘renmesine farklı derece uygunluk göstermekte ve bazı mi-
mariler daha bas¸arılı sonuç elde etmektedir. Kullanılan veri seti
görece küçük oldug˘undan transfer ög˘renmesiyle bazı mimarile-
rin tüm katmanlarının yeniden eg˘itilmesi mümkün olmamıs¸tır.
Genelde sinir ag˘ının sadece son katmanları eg˘itilerek evris¸imli
filtrelerden olus¸an alt katmanlar sabit bir filtre grubu olarak
kullanılmıs¸tır. Ancak veri yeterli oldug˘u durumlarda bu kat-
manların da eg˘itilmesinin bas¸arıyı arttırdıg˘ı gözlenmis¸tir.
Derin sinir ag˘ı mimarisi yanında imge boyutunun sınıf-
landırmaya etkisi ölçülen bir bas¸ka deg˘is¸kendir. Ayrıca imge
boyutları hem eg˘itim hızını hem de kullanılması gereken ekran
kartı hafıza miktarını etkilemektedir. Sonuçlar küçük imgeler
kullanıldıg˘ında bile farklı zemin dokularının birbirinden ayrı-
labildig˘ini göstermektedir.
II. I˙LGI˙LI˙ L I˙TERATÜR
Doku sınıflandırma üzerine literatürde pek çok farklı yak-
las¸ım mevcuttur. Özellikle tekrarlanan motiflerden olus¸an ya
da istatistiksel olarak sabitlik gösteren dokuların tanınması
için seçilen bazı özniteliklerin imge üzerindeki dag˘ılımları
sıkça kullanılmaktadır. Sınıflandırma için kullanılacak özni-
telikler uygulamaya bag˘lı olarak Gabor [8] ya da Dalgacık
filtreleri [9], Yerel I˙kilik Örüntüler (LBP) öznitelikleri [1]
veya sadece parlaklık istatistikleri [10] olmus¸tur. Öznitelikler
hesaplandıktan sonra dag˘ılım istatistikleri çıkarılıp dog˘rudan
ya da kümelenerek sınıflandırma için kullanılmıs¸tır. Dag˘ılım
istatistikleri normalize edilerek ya da Fisher yöneylerine dö-
nüs¸türülerek de kullanılmaktadır. Elde edilen nihai öznitelikler
en yakın K-koms¸u ya da destek yöney makineleri benzeri farklı
sınıflandırıcılar yardımıyla kullanılabilir.978-1-5386-1501-0/18/$31.00 c© 2018 IEEE
Ancak son zamanda gelis¸tirilen yaklas¸ımlarda sabit öz-
nitelikler yerine kullanılacak filtrelerin de veriden ög˘renil-
mesi ön plana çıkmıs¸tır. Evris¸imli katmanlarıyla derin sinir
ag˘ları, hesaplanacak özniteliklerin dog˘rudan ög˘renilebilmesini
sag˘lamaktadır. Cimpoi ve dig˘erleri [3] ImageNet üzerinde
eg˘itilmis¸ VGGNet [11] sinir ag˘ının evris¸imli sinir ag˘ı katman-
larını alarak, bu katmanları doku imgelerinin sınıflandırılması
için kullanmıs¸tır. Evris¸imli katmanlar doku imgelerinde tekrar
eg˘itilmemis¸, bunun yerine imge üzerindeki tepkileri bir Fisher
yöneyinde toplanarak sınıflandırma için kullanılmıs¸tır. Buna
alternatif olarak [4] doku imgelerinin tanınması için özel olarak
tasarlanmıs¸ Doku Evris¸imli Sinir Ag˘ı (T-CNN) mimarisini
önermis¸tir. Bu mimari görece kısa ve az sayıda parametre
içermektedir ve evris¸imli katmanların da sıfırdan eg˘itilmesini
gerektirir.
Bu çalıs¸mada ise bu iki farklı yaklas¸ımın bir biles¸imi olan
bir yöntem denenmis¸tir. ImageNet veri kümesinde eg˘itilmis¸
farklı mimarideki derin sinir ag˘larının evris¸imli katmanları
sabit tutularak ya da tümüyle eg˘itilerek zemin dokularının
sınıflandırılması için kullanılmıs¸tır. Veri setinin büyüklüg˘ü de
göz önünde bulundurularak görece daha az parametre içeren
mimariler tercih edilmis¸tir. Bu hem [11] tarafından önerilen
yöntem aksine ayrıca Fisher vektörlerinin çıkarılıp ög˘renil-
mesini gerektirmez hem de [4] tarafından önerilen sıfırdan
eg˘itim yapılmasına göre daha basittir. Sonuçlar dog˘ru mimari
ve eg˘itim yöntemi seçildig˘inde zemin dokularını bas¸arıyla
sınıflandıran bir sinir ag˘ının kolaylıkla eg˘itilebildig˘ini göster-
mektedir.
III. YÖNTEM VE DENEYLER
Zemin dokusu sınıflandırılması için derin sinir ag˘larını
eg˘itmek amacıyla bir veri seti toplanmıs¸tır. Bu veri setinden
örnek görüntüler S¸ekil 1’de verilmis¸tir. Toplam yedi farklı me-
kanda bakıs¸ açısı ve ıs¸ıklandırma deg˘is¸tirilerek örnek imgeler
alınmıs¸tır. Üç sınıf iç mekan görüntülerinden, dig˘er dört sınıf
ise dıs¸ mekan görüntülerinden olus¸maktadır. Bazı görüntülerde
doku rengi deg˘is¸mekte, dıs¸ mekanlarda su birikintileri, bitki ve
ot kümeleri s¸as¸ırtıcı etmen olarak yer almaktadır. Yedi sınıfın
her birinde de yüzer adet görüntü bulunmaktadır. Bunlardan
70 tanesi rastgele olarak eg˘itim kümesi için seçilmis¸, kalanlar
ise dog˘rulama ve test kümeleri için ayrılmıs¸tır.
Bu veri kümesiyle çalıs¸mak üzere farklı mimarilerde ve
ImageNet üzerinde eg˘itilmis¸ derin sinir ag˘ları kullanıl-
mıs¸tır. Mimari olarak ResNet [12], DenseNet [13] ve
ResNext [14] seçilmis¸tir. ResNet mimarisinde evris¸imli
blok çıktıları, etkisiz bir bag˘lantı ile birles¸tirilir. ResNeXt
mimari olarak ResNet’e çok yakındır ancak aynı anda hesap-
lanan evris¸imli blok çıktıları birles¸tirerek farklı bir blok yapısı
elde edilmis¸tir. DenseNet ise evris¸imli blokların ResNet’e
göre daha da geriden gelen etkisiz bag˘lantılar ile çalıs¸ması üze-
rinedir. Önceden eg˘itilmis¸ ResNet ve DenseNet modelleri
için PyTorch kütüphanesinden [15], ResNeXt modeli için
ise fast.ai kütüphanesinden [16] faydalanılmıs¸tır.
Seçilen bu mimarilerin ortak yanı en son katmanlarının
tamamen-bag˘lı bir sinir ag˘ı yapısı içermesi, bunun dıs¸ındaki
katmanların ise evris¸imli bloklardan olus¸masıdır. Bu sayede,
farklı uygulama alanları için farklı imge boyutları bu mimari-
lere beslenebilir ve yine farklı sayıda sınıf için tamamen-bag˘lı
bir son katman eg˘itilebilir.
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S¸ekil 1: Zemin dokusu veri setindeki sınıflardan örnekler.
Seçilen mimarilerin eg˘itim ve sınıflandırma zamanını kı-
saltmak için bu çalıs¸mada 32 × 32 ve 64 × 64 boyutlarında
görece düs¸ük boyutlu imgeler ile çalıs¸ılmıs¸tır. Tüm mimariler
için farklı sayıda temel blok birles¸tirilerek daha derin ya da sıg˘
sinir ag˘ları eg˘itmek mümkündür. Yine hesaplama maliyetini
azaltmak için daha az sayıda parametre içeren ResNet34,
ResNet50, DenseNet121 ve ResNeXt50 sinir ag˘larıyla
çalıs¸ılmıs¸tır. Deneylerde hem evris¸imli katmanlar sabit tutula-
rak son katmanın eg˘itimi denenmis¸ hem de tüm katmanların
hazırlanan veri setinde eg˘itilmesi denenmis¸tir. Tüm as¸amalar
için kullanılan grafik kartı hafızası yaklas¸ık 1 GB’dir. Bir
seferde is¸lenen eg˘itim verisi sayısı olan yıg˘ın boyutu genelde
64’tür. Ancak DenseNet121’in tüm katman eg˘itimleri sıra-
sında hafıza kullanımını dig˘erlerine benzer tutmak amacıyla
yıg˘ın boyutu 32’ye düs¸ürülmüs¸tür.
I˙mgelere eg˘itim sırasında çes¸itlilik katmak ve farklı bakıs¸
açılarından veri sayısını arttırmak için kısıtlı ölçekleme ve
dönme dönüs¸ümleri uygulanmıs¸tır. Bu sayede veriler eg˘itim
sırasında her kullanıldıg˘ında farklı görüntüler ile eg˘itim ya-
pılabilmesi sag˘lanmıs¸tır. S¸ekil 2’de uygulanan dönüs¸ümlerden
örnekler yer almaktadır.
Eg˘itim sırasında öncelikle son katmanların eg˘itimi yapıl-
mıs¸tır. Burada ImageNet veri seti üzerinde eg˘itilen evris¸imli
katmanlar sabit birer öznitelik hesaplayıcı olarak görev yap-
maktadır. Son katman eg˘itildikten sonra alt evris¸imli katmanlar
da serbest bırakılarak tüm sinir ag˘ının eg˘itimi yapılmaya çalı-
s¸ılmıs¸tır. Ancak veri sayısı az oldug˘u için alt katmanlar daha
düs¸ük bir ög˘renme hızı ile eg˘itilmis¸tir. Eg˘itim sırasında eg˘i-
tim hızı dalgalandırılarak parametre uzayında kayıp yüzeyinin
uygun olmayan noktalarından uzaklas¸ılmaya çalıs¸ılmıs¸tır [17],
[18].
32× 32 imgeler için elde edilen sonuçlar Tablo I’de veril-
S¸ekil 2: 32× 32 boyutundaki imgelere uygulanan dönüs¸ümlerden örnekler.
S¸ekil 3: 32× 32 imgeler için ResNeXt50 karıs¸ıklık matrisi
mis¸tir. I˙mge sayısının azlıg˘ı ve imge boyutunun küçük olması
nedeniyle sadece ResNet34 mimarisinin evris¸imli katmanları
eg˘itilebilmis¸tir. Dig˘er sinir ag˘ları daha derin oldug˘undan az
sayıda imge ile alt evris¸imli katmanlar verimli bir s¸ekilde
eg˘itilememis¸tir. Ya sadece son katman eg˘itimi ile aynı bas¸arı
elde edilebilmis¸ ya da eg˘itim kümesi ezberlendig˘inden test
bas¸arısı düs¸ük kalmıs¸tır.
En iyi sonuçlar ResNeXt50 sinir ag˘ının evris¸imli kat-
manları deg˘is¸tirilmeden sadece son katman eg˘itilerek elde
edilmis¸tir. Ancak farklı mimariler için elde edilen sonuçlar
birbirine yakındır. Görece daha sıg˘ olan ResNet34 sinir ag˘ı
da evris¸imli katmanları eg˘itildig˘inde dig˘erlerinin bas¸arısına
ulas¸maktadır. ResNeXt50 için karıs¸ıklık matrisi S¸ekil 3’te
verilmis¸tir. Toplam üç hata bulunmaktadır: Sıfır numaralı doku,
iki ve dört numaralı dokular ile, bir numaralı doku ise bes¸
numaralı doku ile karıs¸tırılmaktadır. S¸ekil 1 incelendig˘inde
bunların görece birbirine yakın dokular oldug˘u gözlenebilir.
64 × 64 imgeler için elde edilen sonuçlar Tablo II’de yer
almaktadır. I˙mge boyutu artınca zemin dokusu sınıflandırma
bas¸arısı da artmaktadır. DenseNet121 sinir ag˘ı sadece son
katmanın eg˘itilmesi ile, ResNet34 sinir ag˘ı ise evris¸imli
katmanların da eg˘itildig˘i durumda hatasız sınıflandırma yap-
maktadır. Ayrıca genelde eg˘itim kayıp deg˘erleri dog˘rulama
kaybının üzerindedir. Bu da eg˘itim verisine as¸ırı uyum soru-
nunun 32×32 imgelere göre görece daha az yas¸andıg˘ına is¸aret
etmektedir.
I˙mge boyutu büyüyünce evris¸imli katman filtrelerinin bo-
yutları sabit oldug˘u için her bir filtre için daha fazla veri
elde edilmis¸ olur. Bu sayede 64 × 64 imgeler kullanıldıg˘ında
ResNeXt50 sinir ag˘ının da alt katmanları eg˘itilebilmis¸tir ve
sadece son katmanın eg˘itimine göre daha yüksek bir bas¸arı elde
edilmis¸tir. Ancak görece daha basit ResNet34 sinir ag˘ının
bas¸arısına ulas¸ılamamıs¸tır. Bunun temel nedeninin veri azlı-
g˘ından dolayı alt evris¸imli katmanların yeterince eg˘itilememesi
oldug˘u düs¸ünülmektedir. Ancak eg˘itim hızı bu katmanlar için
daha da düs¸ürülerek eg˘itim tekrarlandıg˘ında bir iyiles¸me göz-
lenmemis¸tir. Eg˘itim verisine daha fazla dönüs¸üm uygulanması
ya da zemin dokularından daha fazla eg˘itim verisi toplanması
alt katmanların eg˘itim bas¸arısını arttırabilir.
Deneyler sonunda daha önceden eg˘itilmis¸ derin sinir ag˘-
larının yeni bir doku sınıflandırma uygulamasına adaptasyo-
nunun mümkün oldug˘u, mimari derinlig˘in görece az oldug˘u
ve yeterli büyüklükte imgeler kullanıldıg˘ı durumlarda tüm
evris¸imli katmanların eg˘itilebildig˘i gözlemlenmis¸tir. Bunun
da bas¸arıya olumlu etkisi olmus¸tur. Veri setinde çok farklı
açılardan çekilmis¸ görüntüler olmasına rag˘men yüksek bas¸arı
elde edilebilmis¸tir. Bu da en azından hazırlanan veri seti
üzerinde zemin dokusu sınıflandırması için sıfırdan eg˘itim
yapılması ya da Fisher vektörü hesaplanması benzeri adımların
gerekmedig˘ini göstermektedir.
IV. SONUÇ VE TARTIS¸MA
Bu çalıs¸mada önceden eg˘itilmis¸ derin sinir ag˘larının zemin
dokusu sınıflandırması için kısmen ya da tamamen eg˘itilmesi
aras¸tırılmıs¸tır. Farklı sinir ag˘ı mimari ve konfigürasyonları ile
yapılan testler, önceden eg˘itilmis¸ sinir ag˘larının bas¸arıyla yeni
bir doku sınıflandırması alanına aktarılabildig˘ini göstermis¸tir.
Dog˘rudan transfer ög˘renmesi ile doku sınıflandırması, litera-
türde yer alan [4] ve [11] tarafından önerilen yöntemlerden
kavramsal olarak daha basittir. Eg˘itim zamanları görece kısa
ve az miktarda hafıza kullanımını gerektirmektedir.
Çalıs¸mada sınırlı sayıda zemin dokusu kategorisi (yedi) ve
görece az eg˘itim verisi (sınıf bas¸ına yetmis¸ adet) kullanılmıs¸tır.
Burada temel sınırlayıcı mevcut grafik kartı altyapısındaki
eksikliklerdir. I˙leride veri setinin büyütülmesi ile çalıs¸manın
özellikle daha büyük imgeler ile tekrarlanması planlanmak-
tadır. Bu da daha fazla mimari için evris¸imli katmanların
eg˘itilmesi sag˘layacaktır. Özellikle mimari derinlik arttıg˘ında
TABLO I: 32× 32 I˙MGELER I˙LE EG˘I˙TI˙M SONUÇLARI
Mimari Eg˘itilen Katmanlar Eg˘itim Kayıp Deg˘eri Dog˘rulama Kayıp Deg˘eri Dog˘ruluk (%)
ResNet34
Son Katman 0.0556 0.1549 95.7
Tüm Katmanlar 0.0201 0.0931 96.4
ResNet50
Son Katman 0.0766 0.1923 96.4
Tüm Katmanlar – – –
DenseNet121
Son Katman 0.0389 0.0913 96.4
Tüm Katmanlar – – –
ResNeXt50
Son Katman 0.0972 0.1050 96.9
Tüm Katmanlar – – –
TABLO II: 64× 64 I˙MGELER I˙LE EG˘I˙TI˙M SONUÇLARI
Mimari Eg˘itilen Katmanlar Eg˘itim Kayıp Deg˘eri Dog˘rulama Kayıp Deg˘eri Dog˘ruluk (%)
ResNet34
Son Katman 0.1480 0.0635 98.0
Tüm Katmanlar 0.0118 0.0056 100.0
ResNet50
Son Katman 0.0705 0.0877 98.8
Tüm Katmanlar – – –
DenseNet121
Son Katman 0.0304 0.0226 100.0
Tüm Katmanlar – – –
ResNeXt50
Son Katman 0.0183 0.0542 98.4
Tüm Katmanlar 0.0154 0.0206 99.2
veri setinin büyüklüg˘ünün de artması gerekmektedir. Veri bü-
yüklüg˘ü yanında daha eg˘imli açılardan çekilmis¸ veya çevredeki
nesnelerin zemini daha fazla örttüg˘ü imgelerin veri setine
katılması düs¸ünülmektedir. S¸u as¸amada elde edilen sonuçlar
daha zor veriler için de bas¸arılı sınıflandırma için umut vaat
etmektedir.
Çalıs¸manın gelis¸tirilebileceg˘i bir bas¸ka yön de eg˘itim me-
todolojisinin farklılas¸tırılmasıdır. Farklı eg˘itim algoritma ve
yaklas¸ımlarının eviris¸imli katmanların eg˘itimi üzerine etkisi
aras¸tırılmalıdır. Ayrıca bir seferde eg˘itimde kullanılan örnek
sayısı olan yıg˘ın boyutu da aras¸tırılabilir.
Çalıs¸mada yer alan sonuçlar evris¸imli katmanların da eg˘i-
timinin yeterli veri oldug˘unda bas¸arıyı arttırdıg˘ını göstermek-
tedir. Eg˘itim sırasında bu bas¸arı artıs¸ı görece kısa sürede
gerçekles¸tig˘inden, transfer ög˘renmesi ile alt katman filtrelerin
ög˘renilmesinin en bas¸tan eg˘itime göre daha kolay oldug˘u
izlenimi vermektedir.
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