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Summary. 
This thesis develops three new classes of Bayesian graphical models to forecast 
multivariate time series. Although these models were originally motivated by 
the need for flexible and tractable forecasting models appropriate for modelling 
competitive business markets, they are of theoretical interest in their own right. 
Multiregression dynamic models are defined to preserve certain conditional 
independence structures over time. Although these models are typically very 
non-Gaussian, it is proved that they are simple to update, amenable to practical 
implementation and promise more efficient identification of causal structures in 
a time series than has been possible in the past. 
Dynamic graphical models are defined for multivariate time series for which 
there is believed to be symmetry between certain subsets of variables and a causal 
driving mechanism between these subsets. They are a specific type of graphical 
chain model (Wermuth & Lauritzen, 1990) which are once again typically non- 
Gaussian. Dynamic graphical models are a combination of multiregression dy- 
namic models and multivariate regression models (Quintana, 1985,87, Quintana 
& West, 1987,88) and as such, they inherit the simplicity of both these models. 
Partial segmentation models extend the work of Dickey et al. (1987) to the 
study of models with latent conditional independence structures. Conjugate 
Bayesian anaylses are developed for processes whose probability parameters are 
hypothesised to be dependent, using the fact that a certain likelihood separates 
given a matrix of likelihood ratios. It is shown how these processes can be rep- 
resented by undirected graphs and how these help in its reparameterisation into 
conjugate form. 
ix 
Chapter 1 
Introduction. 
This thesis was originally motivated by the practical problem of developing classes 
of Bayesian forecasting models appropriate for competitive business markets. Al- 
though there are aspects of this problem which still remain unresolved by this 
thesis, it is hoped that the models developed here create a foundation on which 
to base further research into this problem, as well as being of theoretical interest 
in their own right. This introduction firstly gives a brief summary of the original 
problem motivating the research and then presents an outline of the thesis. 
1.1 The Original Problem. 
Competitive product markets have several different brands available of the same 
product. Each brand in the market uses various advertising, promotion and 
pricing strategies - known here as "competitive strategies" - to try and retain 
its present share of the market or increase it. Thus, all the companies in the 
market are continually making decisions concerning such problems as setting the 
advertising and promotions budget for the coming year; setting the brand's retail 
price at a competitive rate; deciding whether an advertising campaign would be 
preferential to a promotion at a particular time; and when, where and how to 
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optimally advertise/ promote their brand. 
The total volume of sales in a market is usually approximately constant over 
time, so that if one brand increases its sales, another brand must lose sales. There- 
fore, the competitive strategies of any particular brand will not only be expected 
to affect its own sales, but will also often affect the sales of competing brands. 
Many different situations can influence the effect that a competitive strategy can 
have on the various brand sales. Several brands can employ competitive strategies 
simultaneously, thus possibly limiting the full effects of a competitive strategy. 
Brands affected by a competitive strategy can be expected to retaliate by em- 
ploying their own strategy designed to counter the effects of the original strategy. 
The sequence in which the competitive strategies and their retaliations occur and 
their relative timings are also important factors in influencing the effects of any 
strategy. Suppose, for example, that a brand has just had a generous promotion 
in which for every purchase of a packet of that brand, the consumer gets a packet 
free. Suppose that a large proportion of consumers have taken advantage of the 
promotion and now do not need to purchase the product again for a few months. 
If the first promotion continues for long enough, a promotion offering a 10% dis- 
count, for example, will seem to consumers small in comparison. Therefore, any 
retaliation promotion would have to seem at least as generous for consumers to 
compare it favourably with the previous promotion. Thus, for the retaliation 
to have an optimal effect, the type of retaliation chosen must take into account 
the type of the original strategy. The timing of the retaliation is also influenced 
by the previous strategy. If a brand retaliated immediately, then this would not 
be as profitable as it would be if the brand waited until the consumers used up 
their stock before retaliating. It is therefore important that a brand makes a wise 
decision as to when, where and how it employs its competitive strategy so that 
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in the face of competition the brand's strategy can have the optimal effect. 
If a brand had information about the future strategies of the other brands in 
the market, then this knowledge could be used so that this brand could make 
optimal decisions to suit the competing brands' future strategies. Of course, in 
reality, each brand will not have information about the future strategies of com- 
peting brands, and they must use their knowledge of the competitive behaviour 
and its expected effects on the brand sales in that particular market to predict 
the future strategies. Therefore, many companies and organisations are very in- 
terested in developing an understanding of the competitive behaviour in specific 
product markets to try and help improve their decision making and train new 
decision makers in the consequences of their actions. 
1.2 Outline of the Thesis. 
Chapter 2 considers the different possible market structures and the general struc- 
ture of the markets of interest is highlighted. The various properties which realis- 
tic forecasting models for competitive markets ideally should have are also exam- 
ined and the limitations of previously developed models for this application are 
discussed. Chapters 3 and 4 which provide introductions to Bayesian forecasting 
techniques and graphical models respectively, contain the background knowledge 
needed before the new forecasting models developed in this thesis are introduced. 
In chapter 5, a new class of Bayesian forecasting model is developed which de- 
fines a conditional independence structure across the brand sales in a market and 
utilises any heuristic causal relationships which might exist amongst the brands. 
Chapter 6 extends these models so that more complex relationships can be ac- 
commodated. A new class of forecasting model based on the generalised Dirichlet 
distribution is defined in chapter 7 which models the brand market share. Finally 
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in chapter 8 it is shown how the models of chapter 7 can be generalised into a 
form compatible with the models of chapters 5 and 6 and some ideas for further 
research of the problem are considered. 
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Chapter 2 
Market Structures and Market 
Models. 
This chapter is essentially divided into two parts. Firstly, section 2.1 examines 
the various types of structure that can occur in competitive markets while spe- 
cial attention is paid to the structure of interest in this thesis in section 2.2. The 
second part of the chapter firstly examines in section 2.3 some of the desirable 
properties of a model for competitive markets and secondly in section 2.4 dis- 
cusses the reasons why the multivariate models developed to date are not ideal 
for modelling competitive markets. In particular, it is shown how one of the 
most popular market models - the Dirichlet model - is inappropriate for this 
application. 
2.1 Competitive Market Structures. 
Suppose a market has n brands, B1i ... , 
B,,. Generally market structures can be 
of two types - homogeneous or heterogeneous. If it is homogeneous, then each 
potential customer has the same probability 1/7j of buying brand j, j=1, ... , n. 
On the other hand, if it is heterogeneous, then it is assumed that consumers 
can be divided into r types T1,. .., Tr where customers within each type are 
5 
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homogeneous. It is established which brands each type T; usually buys and these 
are grouped into the set of brands BT;, for i=1, ... , r. A 
heterogeneous market 
is then defined by the following conditions: 
1. For each i=1, ... ,r there is some j, 1 <j <n for which 
P(buy Bi I customer type Ti) >0 
so that each customer type buys at least one brand. 
2. For each j=1, ... ,n and some i, 1<i<r 
P(buy BB customer type Ti) >0 
so that each brand is bought by at least one customer type. 
3. There is at least one j, 1<j<n for which: 
P(buy BB I customer type Ti) 0 P( buy BSI customer type TL. ) 54 0, 
for some i k, 1<i, k<r. In other words, there is at least one brand for 
which the purchase probabilities are not homogeneous across customers. 
Note also that E P(buy Bj I customer type Ti) = 1, for each i. 
Now suppose that for each customer type Ti, 1<i<r: 
P(buyBB type T; )>0, for Bj EBT; 
and 
P(buy Bk I type T; )=0, for Bk EBTi 0 17- 
where B7.. denotes the complement of the set BT;. Notice that by 1) above: 
BT 0o 
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and by 2) above 
(BT, UBT2 U... UBTT) =(B1UB2U... UB,, ). 
Now if BT,..., BT,, form a partition of B1,... ' B,, then this heterogeneous market 
is called a segmented market. However, if there are some values i, k such that for 
i k, 1<i, k<r: 
(BT; n BTJ 0 0 
then this is called a partially segmented market. 
Smith (1956) first defined the concept of market segmentation and ever since 
it has played a major role in marketing. Knowing that a brand appeals to a 
certain type of customer can dictate where, when and how competitive strategies 
for that brand are employed. It is therefore very important for companies to 
identify the segmentation in a market so that differences between customer types 
can be both accounted for and utilised when marketing a product to help increase 
profitability (Frank et al., 1972, Wind, 1978, Samli, 1989). 
The main problem concerning the concept of market segmentation is that 
there are many different ways in which the types of customer have been defined 
and each company makes a subjective choice about the segmentation in a mar- 
ket depending on how they define the customer types. Consumers have been 
segmented according to their geography; demographic and socioeconomic factors 
such as age, sex, education, occupation; life-style and personality differences; and 
the type of brand-use. However, Roberts & Docker (1986) have argued that seg- 
menting consumers according to these qualities are not in fact good indicators 
of their brand choices. Instead they propose segmenting consumers according to 
their attitudes to brands and how they perceive them. Some studies have shown 
that consumers generally agree as to what attributes they believe each brand 
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has, only they rank the attributes differently and it is the ranking which creates 
the different consumer types. Bourgeois et al. (1980,82) and Day et al. (1979) 
utilise this approach so that markets are segmented according to the views of 
actual or potential customers and those brands which can be considered as good 
substitutes for each other are put into the same segment. 
2.2 The General Structure of the Markets of Interest. 
Different modelling approaches are required depending on whether the market 
of interest is homogeneous, segmented or partially segmented. It is therefore 
important to establish the structure of a market before any model for it is derived. 
The markets modelled in this thesis are a selection of the markets which are of 
interest to Unilever Research, such as the washing powder and soap markets. 
Markets of the same type of product usually exhibit the same general structure. 
So by investigating the structure of one of the markets of interest, forecasting 
models designed for the specified market structure could be developed. 
Consumer panel data for a particular market was analysed to establish whether 
the market was homogeneous, segmented or partially segmented. The analysed 
market consisted of 24 brands, B1,. .., B24. 
The data listed the brand purchases 
of 3678 households over a 52 week period. As very little information was available 
about the possible customer types for the market, the consumers were partitioned 
into types T1,. .., T24 depending on which brand they bought 
last. That is, Ti 
consists of all those consumers who bought brand i as their last purchase. The 
market was dominated by just 8 brands labelled B1,... , B8. The market shares 
of the remaining brands were so small that these brands were amalgamated to 
form a single brand Breit. Similarly, Trest consists of all the consumers whose last 
purchase was any brand in Bret. The total number of purchases made of brands 
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BRANDS 
OUST. 
TYPE 
B1 B2 B3 B4 BG BG B7 B8 Brest 
Ti . 308 . 182 . 150 . 097 . 074 . 028 . 028 . 017 . 115 
T2 . 311 . 209 . 125 . 099 . 079 . 028 . 022 . 027 . 097 
T3 . 295 . 183 . 167 . 109 . 085 . 026 . 023 . 025 . 084 
T4 . 298 . 223 . 139 . 106 . 060 . 023 . 029 . 031 . 091 
1' ' . 354 . 186 . 118 . 095 . 094 . 014 . 018 . 028 . 092 
TG . 407 . 195 . 137 . 050 . 073 . 074 . 014 . 011 . 039 
T7 . 391 . 211 . 073 . 050 . 047 . 032 . 074 . 004 . 118 
T8 . 225 . 223 . 142 . 087 . 031 . 030 . 014 . 132 . 115 
TTest . 272 . 207 . 129 . 103 . 073 . 038 . 041 . 030 . 108 
Table 2.1: Proportions of each brand bought by each consumer type. 
Bl,... , B8 and Bret by each of the types T1,... , 
T8 and Tre, t was calculated. 
The proportions of each brand bought by each customer type is displayed in the 
table 2.1. 
Now if the market is homogeneous, then it is expected that the probability 
that brand j is purchased by any customer is i/ij. Further, it is assumed that 
successive purchases are independent and that 1/'j remains constant over time. 
Therefore, the consumers in each different customer group should be buying the 
various brands in the same proportions. However, when a X2 test of homogene- 
ity was carried out, it was found that the proportions of each brand j bought 
were not homogeneous across the customer type. Thus, as this market is a typ- 
ical example of the markets of interest, this thesis concentrates on developing 
forecasting models for heterogeneous markets. 
As was mentioned at the end of section 2.1 there are many different ways of 
defining the segmentation in the market depending on how the customer types 
are classified. In this thesis, the customer types are defined by using a similar 
approach to that of Bourgeois et al. (1980,82) and Day et al. (1979). Suppose 
that customers are divided into r types T1, ... , 
T, depending on which attributes, 
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Figure 2.1: Heuristic undirected graph of market segments. 
such as price or quality, that they consider most important in a brand. The brands 
in the market which consumers believe possess the attribute specified by Ti are 
put collectively into the subset BT;. Thus if any brand has more than one set of 
attributes and therefore appeals to more than one customer type, say Ti and Tk, 
then (BT; rl BTk) 00 and so this will form a partially segmented market. 
Consider the simplest possible partially segmented market. Suppose that any 
consumer has a choice of just three brands X, Y and Z in a product market and 
that 
9X has attribute A alone 
.Y has both attributes A and B 
"Z has attribute B alone 
Now this market can be divided into two segments using the two attributes 
A and B. This can be represented heuristically by the undirected graph (see 
chapter 4) in figure 2.1. 
This heuristic graphical interpretation of partially segmented markets pro- 
vides the initial motivation to amalgamate graphical models (see chapter 4) with 
Bayesian forecasting models (see chapter 3) to produce the new classes of Bayesian 
forecasting models for competitive markets introduced in chapters 5 and 6, as well 
as providing a useful basis for a pictorial representation of the models introduced 
in chapter 7. 
10 
2.3 Ideal Properties of Competitive Market Models. 
Apart from requiring multivariate models which can accommodate the market 
structures introduced in section 2.2, there are other features which ideally any 
mathematical model for competitive markets should have. 
Firstly, the effects of competitive policies on various brand sales tend to be 
non-linear with time (Migon & Harrison, 1985, Colman & Brown, 1983). Thus 
any realistic model needs to be non-linear. The effects of competitive policies 
do not necessarily remain static with time. For example, suppose that a brand 
starts a three month major advertising campaign. Clearly the initial effect of the 
campaign on that brand's sales will not be the same as during the following three 
months. Therefore, any realistic model needs to be dynamic and allow the pa- 
rameters to drift with time. Finally, because these models are of great interest to 
companies, they need to be simple enough to allow for practical implementation. 
2.4 Multivariate Models Already Developed and Their Un- 
suitability for This Application. 
Multivariate time series have been analysed extensively in recent years. However, 
none of the models developed so far are appropriate for competitive markets 
because they do not satisfy all the criteria outlined in section 2.3 which are 
desirable for this application. 
Most of the attention has focussed, implicitly or explicitly, on the study of 
linear, time homogeneous processes where large amounts of data are available 
to produce relatively complex models (Hannan & Kavalieris, 1984, Robinson, 
1973, Jewell & Bloomfield, 1983, Jewell et al., 1983). Economists also tend to 
restrict their attention to linear, time hom ; eneous time series models. However, 
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their models are more amenable to practical implementation as they have a more 
structured approach. They limit their attention to simple, but plausible, models 
which they reject only with strong evidence from the data (Chan & Wallis, 1978, 
Engle & Granger, 1987, Harvey, 1989, Harvey & Stock, 1988, Stock & Watson, 
1988). The Bayesian linear models of Quintana (1985) and Harvey (1986) are also 
relatively simple to implement and, in addition, do not assume time homogeneity 
of the series allowing the parameters to drift with time. However, they require 
stringent symmetry between the component series and so do not accommodate 
the complex relationships which can exist between the brand sales in competitive 
markets. 
Goodhardt et al. (1984) developed a model of consumer buyer behaviour 
called the Dirichlet model. The model considers the number of purchases made 
of each brand by a single particular consumer i and then generalises this to find a 
model for the number of brand purchases of any consumer. The Dirichlet model 
will be discussed in a little more detail here as it has been considered as one of 
the most useful market models to date. 
Suppose there are n brands in a product market. The Dirichlet model is 
defined as follows. 
1. The ilh individual, i=1,2,..., has a probability 0< (-cPj)i <1 of choosing 
brand j from the n alternatives. It is assumed that these probabilities 
are fixed over time and that successive purchases are independent. The 
number of purchases, (r j);, that customer i makes of brand j, j=1,. .., n, 
in any one time period follows a multinomial distribution so that for the ith 
individual: 
n 
rjý rir'ýi 
H (, OAr')i 
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where E 1(rß); = Ni. 
2. The brand choice probabilities 1iß vary across all consumers according to a 
Dirichlet distribution. So for any general consumer: 
ýý 
r Ei°1 c j) ý; -1 plY'1ý ... f `fi'n 
I aý - ýýt 
1 lrlajýý j. l 
of ý`Z. 1ý 
where ý' 1iß = 1. 
3. In any one time period the total number of purchases made by the ith 
individual follows a Poisson process with rate (Ei); >0 so that: 
Ni! 
4. A gamma distribution describes how the mean purchasing rates vary amongst 
individuals so that for a general consumer: 
P(tj 
jf3 
t? -le-61'. 
r(o) 
Therefore, for any consumer, the probability that they make N purchases 
in total is given by: 
p(NIIL)= 
uN e-j` 
N! 
So, for any consumer, the probability that in any one time period they buy 
rj of brand j, for j=1..., n, is given by: 
f rj N! I ý, N) _ ,ý 
ý'ý (2.2) 
rl, 
=i ri, " =i 
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The Dirichlet model is relatively simple to use, can give reasonable forecasts 
and, through a closed form analysis, could provide the basis of a Bayesian forecast- 
ing model allowing the parameters to change with time. However, unfortunately 
it has been designed for homogeneous markets and is inappropriate for partially 
segmented markets. This is because one of the properties of the Dirichlet distri- 
bution is not compatible with partially segmented markets. This result will now 
be shown in. more detail. 
Let i& = (zpl, ... , L',, 
) follow a Dirichlet distribution such that: 
R 
POP I a) °C 'i' 0ä 2'... OIL, iii > 0, j=1 
j_1 
so that if 7%: =0 then: 
P("o I')1 = 0, a) a "cfi22 ... "rpCk. `, 0, 
i=2 
So in particular 
E('pi 1, ý, = 0) 
= 
E(-Oj) aj for i,. 7 - 1. (2.3) E(' iI i =0) E(? Pi) ai ' 
Now suppose there is a partially segmented market with three brands B1, B2, 
B3 and two customer types Ti and T2. Suppose that 
P(buyBj)=? Pj, j=1,2,3, 
? ij >0, Ej=1cfij=1and that 
P(any purchase bought by type Ti) 
B(i) > 0, B(1)+6(2) = 1. Table 2.2 defines a partially segmented market for some 
p and q>0. Each entry is the probability that brand Bi is purchased given that 
type T. is buying. 
14 
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BRANDS 
OUST. 
TYPE 
Bl 
. 
B2 B3 
Tl 
T2 
p 1-p 0 
0 1-q q 
Table 2.2: Purchase probabilities in a partially segmented market where each 
entry is P(Buy Bj I type Ti), j=1,2,3, i=1,2. 
If (p, q) have any (non-degenerate) distributions defined on them, then: 
E(Ib2) = 6(1)E(1 - p) + 0(2)E(1 - q) 
Elba) = e(2)E(4) 
but 
E(iba I obi = 0) = 6(1) + e(2)E(1 - q) 
E('3 Il= 0) = e(2)E(q). 
Therefore 
E(zb2I'(l = 0) 
__ 
E(ip2) 
+C, where C= 
B(1)E(p) 
E(b311Pi = 0) E(i'a) 0(2)E(4) 
As property 2.3 of a Dirichlet distribution does not hold across 101O P243}, a 
Dirichlet model cannot be used on partially segmented markets such as this one. 
However, chapter 7 defines a forecasting model which is a generalisation of the 
Dirichlet model. This basically models each segment of the market by a Dirichlet 
model and has extra model parameters representing segment intersections. 
15 
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Chapter 3 
Bayesian Forecasting and Dynamic 
Models. 
A scientific model is a description of a system. A time series model is a description 
of the past, present and future values of a time series of observations. A forecast 
is a conjecture about something in the future. Time series models can be used 
as a means of both learning about the system and also making forecasts about 
future observations. 
It is often assumed that one wants to learn about a system to find a "true" 
model. However, it has been argued that no model can be a "true" representation 
of a system (Maybeck, 1979,1982). Harrison & Stevens (1976) developed a 
Bayesian approach to forecasting where a model is a description of the system as 
perceived by the modeller. It is this approach to time series modelling which is 
used in this thesis. 
Dynamic Bayesian forecasting models are a class of probabilistic models which 
represent a subjective view of a system. Initially, when little or no data is avail- 
able, the forecaster uses expert or subjective knowledge to set up their model. 
The model then evolves sequentially with each observation of the series. The fore- 
caster may intervene into the forecasting system whenever their beliefs about the 
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model change or external events suggest that the model is no longer appropriate. 
All forecasts are represented in terms of probability distributions, thus reflecting 
the amount of uncertainty which exists as a result of using subjective models. 
Monitoring techniques are used both to check that these subjective models are 
satisfactory and also to detect any unanticipated major changes in the series. 
This chapter gives a short introduction to linear dynamic Bayesian forecasting. 
Section 3.1 gives a brief introduction to the general form of the most well-known 
Bayesian forecasting model, called the dynamic linear model, which is defined 
here for a multivariate time series. The following few sections introduce some of 
the techniques initially developed for this model, which are either mentioned later 
in this thesis, or can be directly applied to the new classes models introduced in 
chapters 5,6 and 7. Models in which the forecaster need not specify fixed values of 
the variances are discussed in sections 3.2 and 3.3, while monitoring techniques 
together with the use of subjective intervention are introduced in section 3.4 
and multi-process models are discussed in section 3.5. All these techniques are 
described in terms of the univariate dynamic linear model as this gives a simple 
presentation of the basic ideas. Finally in section 3.6, a multivariate extension 
of the dynamic linear model introduced in section 3.3 is presented, which allows 
the variance matrix of the series to be estimated on-line as the series develops. 
3.1 Dynamic Linear Models. 
Let the n-dimensional multivariate time series at time t be denoted by the column 
vector Yt such that: 
yT t 
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where XT denotes the transpose of a matrix X. If ytj is the observed value of Y1, 
then the conventional notation will be used that yj' = (yl... , ytj) and similarly 
YJ = (Yl;, ... , Y1). 
The normal dynamic linear model or, when normality is assumed (West & 
Harrison, 1989a, p105), the dynamic linear model (DLM) (Harrison & Stevens, 
1976) defines a model for Yl in terms of an additional s-dimensional vector time 
series of states {9t}t>1. A DLM is defined by an observation equation, which is a 
model for Yl in terms of the state vectors; a system equation, which relates the 
state vectors at time t with those at time t-1; and the initial information about 
the system which is represented through a probability distribution of the state 
vector prior to any observations of the series. Let the knowledge available to the 
forecaster at time 0 be represented by Do. The DLM for Yt is then given by: 
Observation equation 
Ye = Ft O+ vi, vt ^, N(o, Vi) (3.1) 
System equation 
et = Gtei-i + w2, wt ^- N(o, W2) (3.2) 
Initial information 
(Bo I Do) - N(mo, Co) (3.3) 
where Ft is a known (s x n) matrix of independent variables; rot is the n- 
dimensional observation error vector; V is a known (n x n) observational variance 
matrix; Of is a known (s x s) evolution matrix wt is the s-dimensional system 
error vector; Wt is a known (s x . s) evolution variance matrix; and 
NV(/A, E) rep- 
resents the multivariate normal distribution with mean µ and variance E. It 
is assumed that vt, wt and 6t_1 are mutually independent where the sequences 
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{vt}t>l and {wt}t>l are also independent with time. Initially the forecaster must 
specify values for mo and Co and the series V and Wi. 
By definition, the distribution of Yt is completely specified by et, so the joint 
forecast distribution of the vector time series at any time t, is given by : 
p(yeiyt-i) =ft p(ytiOI)p(8tI yt-1)d91. (3.4) 
If FF, Gt, V and Wt are not time dependent, then the DLM is known as a 
constant DLM. If W: =0 also, then this is known as a noise free constant DLM. 
Many DLM's can be quite complex. In this case they are generally constructed 
by using the superposition principle in which the final DLM is built from simpler 
components representing the level of the process, the trend, the seasonality, etc. 
After each set of observations yl, the beliefs about the state vector (and thus 
the future forecasts of the series) are updated. The derivation of the updat- 
ing distributions come directly from multivariate normal distribution theory (see 
West & Harrison, 1989a, p599-600 and 111-113 for details). As the same updat- 
ing process occurs at each time period, only the updating process from beliefs at 
time t-1 to time t will be shown here. At time t-1, after observing Y", the 
posterior beliefs about 9t_1 can be represented by the probability distribution: 
et-ilyt-1 ," 1`lýmt-l, Ce-1ý 
with some mean rat-, and some variance Ct_1. Through the system equation 
this posterior distribution leads straight to the prior distribution: 
Gtl y`-1 - N(a,, Ra) 
where 
at = Gtmt_1 and RL = GtC: _1Gj + 
Wt 
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which in turn leads easily to the 1-step ahead forecast distribution at time t: 
Ytlyt-1 - N(fe, Qt) (3.5) 
where 
ft = Ft at and Qt = Fl R1FF + Vt. (3.6) 
Once yt has been observed, then the distribution of 81 can be updated to give 
the posterior distribution: 
OtI y` e N(mt, Ce), 
where 
mt = at + Aeet, Ce = Re - AtQtAt , 
et = yt - fi and At = RlFFQI 1. 
Thus the whole cycle begins again. 
Note that these recurrence relationships for updating the state vectors are 
essentially the same as the Kalman filter equations (Kalman 1960,63), based on 
work in engineering control. Also note that the statistics mt and Cl are sufficient 
for 9i and they contain all the past history of the series required so that a forecast 
can be made. 
Some of the established non-Bayesian forecasting techniques can be considered 
as special cases of the DLM. Now, as t -ý oo, as long as V/W, V, W, C, F and 
G are constant and there is observability, the adaptive coefficient At tends to 
a constant A, where every element Ai; in the (s x n) matrix A is such that 
0<A; 5 < 1, i=1, ... , s, j=1, ... , n. Thus as t -+ oo the 
forecast mean at can 
be expressed by: 
at = ae-i + A(yc - fa)" 
For the simple case of the univariate series Yý with steady DLM so that n=s=1 
and Ft = Gt =1 in equations 3.1,3.2 and 3.3, the point forecast at time t, as 
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t -ý oo, is given by: 
me = mt-i + A(ye - me-i) 
(1 - A)mt_1 + Aye. (3.7) 
It is straightforward to show (see West & Harrison, 1989a, p54-56) that the 
different forecasting techniques of Holt's (1957) exponentially weighted moving 
average (EWMA), Brown's (1962) exponentially weighted regression (EWR) and 
the ARIMA (0,1,1) model (Box & Jenkins, 1976), all produce the same point 
forecast as the asymptotic form of mt given in equation 3.7. 
3.2 Discount Factors. 
The forecast performance of a model is sensitive to choosing appropriate values 
for both the observation error variance V and the evolution error variance Wt. Wt 
is often not particularly easy to estimate as it can be very small in comparison 
to the magnitude of the observations. This section introduces the concept of 
discounting which offers a relatively simple way of estimating the evolution error 
variance. Brown (1959,62) first promoted the use of discounting techniques. 
Since then Ameen & Harrison (1984,85a, 85b) have integrated the technique 
fully into DLM's. 
Discounting uses a discount factor which can be thought of as an indication 
of how durable the current quantified model is over time and how much attention 
is paid to historical data compared with the current observation. Explicitly, a 
discount factor relates Ct_1i the posterior variance of 8t_1 Iyt'1, to Rf, the prior 
variance of Oz I yt'1 
For ease of presentation consider the univariate steady model given in the 
previous section, where n=s=1 and Ft = Gt =1 in equations 3.1,3.2 and 3.3. 
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The idea is that for a given discount factor b where 0<S<1: 
Wi = Ct_1(b-1 - 1) 
so that 
Rt=Ct-i + Wt= 
Ctt-1 
Thus Wt is simply considered as some fixed proportion of the posterior variance 
Ct_1 and so it is easier to quantify b, which represents the amount of reliance on 
the past, rather than quantify the evolution variance. 
This concept can be applied directly to models where s>1 so that: 
Rt= 
b 
where 
Wi=G1C1_1Gj(6-1-1). 
The concept can be extended further so that each component in the vector Ot can 
have a separate discount factor reflecting the differing rates of evolution which 
can occur for the various parameters in the model. 
3.3 DLM with Unknown Observation Variance. 
As mentioned in section 3.2 the choice of the observation variance V f, which is 
often difficult to estimate, is important to the forecast performance of the model. 
In this section a procedure for variance learning in a univariate DLM is introduced 
(West, 1982, Smith & West, 1983) where it is assumed that Vt =V is constant 
but unknown. If a particular structure is imposed on the error variance sequence 
Wt and the prior mean mo, then a conjugate sequential updating proceedure for 
Vt is available in addition to that of G. 
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Suppose that the observation variance V for a univariate time series Yt is the 
unknown constant V. Assuming that Wt is known, then the DLM for this series 
which will estimate this unknown variance is given by the following equations. 
Observation equation 
Y= Fi 81 + vi, v= - N(O, V) 
System equation 
Be = GtOt-, + we, Tt't ^' N(o, VWi) 
Initial information 
(8o I Do, V) 
(V-1 I Do) 
.. ' 1V(mo, VCo) 
' G(no/2, do/2) 
where G(a,, 3) denotes the Gamma distribution with parameters a and ß. Notice 
how conditional on the value of V this is essentially the same as the DLM defined 
by equations 3.1,3.2 and 3.3, only the variance of (00 1 Do, V) and the evolution 
variance are given as a multiple of the unknown observation variance V. The 
unknown variance V is said to have the Gamma distribution such that: 
tip/2 
P(V-1 I Do) __ P 
(do(/2no)/2) 
(V-1)(, ip12-1)e-(ý)T-1. 
Initially the forecaster must specify values for the quantities m0, Co, no, do and 
also the series Wt. The parameter do is set so that do = noSo such that So is the 
initial point estimate of V. 
The updating distributions for this DLM will now be presented (for proof see 
West & Harrison, 1989a, p119-120. ) 
At time t-1, the posterior distribution of 8t_1, conditional on V, and the 
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distribution of V itself are given by: 
(01-1 1 VI-1I v) 
(V-i I yt-1) 
N(n-i 1, VCt-i) 
nt-i de-1 (221 
for some values mj_1i CL-1, nt_1 and dt_1 such that dt_1 = nt_1St_1 where 
S1_1 is a point estimate of V at time t-1. Unconditionally on V the posterior 
distribution of 8t_l becomes: 
et-11 yt-1 ' T', t (mt-i, St-, CL-1). 
This is known as a multivariate T distribution with nt_1 degrees of freedom, mode 
mt_1 and scale matrix St_1Ct_1. Its density is given by: 
P(et-i I vt-i) « 
[nt-i + (Bt-i - mt-i)T (St-iCt-i)-l(et-i 
As the degrees of freedom nt_1 --ý oo, the distribution tends to normality so that 
(Bt_1 I ye-1) then has a N(mt_11 St-ICI-1) distribution. 
The prior distribution of Of, conditional on V, is such that: 
(ee V) .., N(a:, VR: ) 
where 
at = Gant-, and Rt = GtCI-1Gi + We 
with unconditional distribution: 
L-1 (Bt y ^' 7':, t_, 
(at, St-, Rt) 
The prior distribution for Y can be derived from this to give the conditional 
forecast distribution: 
(' I TJA-', V) ^, N(ft, V Qt) (3.8) 
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where 
ft = Fý at and Qt =1+ F" ReF1 
with the unconditional distribution: 
(Y I YI-1) - Tae-i (f 
St-1Qt). 
After observing yt, both the distributions of 0 and V can be updated. Con- 
ditionally on V, the posterior distribution of 9t is given by: 
(o ( y', V) - N(mt, VCe) 
where 
me =a+ Ater, Ct = Rt - A1AT Qe, 
el = yc - ft and At = ReF: /Q1- 
The posterior distribution of V is such that: 
(V-ley`) NG(2' T) 
where 
ne = nc-i + 1, dt = n1St and Se = ne 1 
(he-, St-i + ei /Qt) . 
Unconditionally on V the posterior distribution of O then becomes: 
(o I y`) ^, T,,, (mt, StCt). 
Note that the prior/posterior distributions are essentially identical to those 
given in section 3.1, only with the observation variance V or its current point 
estimate, appearing in the variance term. 
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3.4 Monitoring and Intervention. 
The Bayesian forecasting model is a subjective view of the system. Monitoring 
techniques (West, 1986, West & Harrison, 1986) are employed to ensure that the 
model is making satisfactory forecasts and to detect any unanticipated changes. 
Typically the forecaster would want a monitoring system to detect when the 
model makes serious over or under estimates of either the forecasts themselves or 
the variability of the series. 
The basic monitoring approach discussed here is that of the sequential prob- 
ability ratio test (SPRT) which is essentially a sequence of hypothesis tests. The 
idea of the SPRT is to compare the given model M with an alternative model A, 
where A represents a model which would signal that model M was performing 
badly. A forecaster will want a monitoring technique which will be able to dis- 
tinguish between an outlier observation and a longer term change in the system. 
Thus, unless the forecast is particularly bad, the SPRT only gives a monitor 
signal if the forecasting system starts to give consistently poor forecasts. The 
forecast distribution at time t of the model Nf is given by p(. y'-', M) and that 
of model A is given by p(. I yt'1, A). After observing yt, the relative support for 
these two models is expressed through the Bayes factor Hl, at time t, which is 
given by: 
__ 
p(ye t yt-1, M) Hl 
P(ye I yt-i, A) 
Now, at time t, one of three possible decisions is made depending on the value of 
HL: 
1. If Hl > dl (dl usually taken to be 1), then model M is considered accept- 
able. 
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2. If Ht < do (do often taken to be about 0.1), then this is a monitor signal 
and model M is no longer considered acceptable. 
3. If do < Ht < dl, then the test is repeated at time t+1 but this time the 
value of HHHt+l is considered. The testing continues at each time point 
until the inequality do <f IT o Ht+; < dl is broken at time t+T where one 
of two decisions can be made: 
(a) If ij o Ht+; < do, then this is a monitor signal and model M is no 
longer considered acceptable. 
(b) If Uo Ht+; > dl, then model M is acceptable and the test restarts at 
time t+T+1 and the Bayes factor HL+T+1 is calculated. 
A forecaster may, however, have information about some event to occur in 
the future which they believe will affect their forecasting model. For example, a 
major market competitor may launch a large scale promotion which is expected 
to dramatically affect the sales of the forecaster's own brand. In this case, the 
forecaster can intervene into the forecasting system and use their subjective view 
to change the forecasting model to reflect the anticipated event (West & Harrison, 
1989b). 
A lot of uncertainty will exist concerning any possible changes in level, trend, 
seasonality etc. and the time it might take for these changes to occur. Despite 
this uncertainty, it will be important for the forecaster to have a model which 
can reflect this change as accurately as possible. To do this, a model must be 
easily adaptable to change as the history of the series becomes less relevant. The 
variance in the model must also be increased to reflect the added uncertainty 
which exists as the event occurs and to allow the model to adapt quickly. If a 
27 
sustained component change is expected then the prior distribution of the states 
is affected, whereas a transient change is reflected through the distribution of 
Y. The prior variances of the model control the adaption time of the model. 
An increase in Qt (the forecast variance of Yt) simply increases the variances 
at the change point, indicating a rapid component change. On the other hand, 
an increase in Rt (the forecast variance of the O) allows the model to gradually 
adapt to new component changes. Thus intervention in a Bayesian model can be 
implemented so that the nature of the expected change is reflected. 
3.5 Multi-process Models. 
It is often unsatisfactory to describe a process in terms of just a single DLM. 
Multi-process models (Harrison & Stevens, 1976) consider a set of n alternative 
models {M(1), ..., 
M(")} for the series simultaneously. There are 2 classes of 
multi-process models, known as Class I and Class II. Class I models assume that 
there is a single (unknown) model MM E {M('),. .., M('i)} which is an adequate 
representation of the process for all time. Class II models, on the other hand, 
assume that no single model describes the series for all time, but rather the model 
considered the most appropriate from the set of possible models {M('), ... , MOO} 
changes with time. Class II models are therefore particularly useful for modelling 
major changes in time series. 
Multi-process models can serve one of two purposes: 
1. They can form a mixture model with components IM('),..., M(")} utilising 
information based on the whole set of alternative models. This allows a 
richer model than can be provided by any single DLM alone. 
2. They can be used to select the most appropriate model M(') for the process 
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from the set of alternatives {M(1,.. ., M('j)}. 
A brief outline of the mixture models for both Class I and Class II multi- 
process models will now be presented. 
As mentioned earlier, Class I models assume that a single model from the set 
of alternatives is an adequate representation of the process for all time. Now, 
after observing y='1 the probability that MW is the "true" model is given by: 
p(Ml'l I yt-1) =Pi, i= 1, ... 1 n. 
The forecast distribution for each model M(i), i=1, ... ,n is given by: 
(Yt 111i1(')> yt-1) ^' 1V(fi1>> Q(i)) 
and the forecast distribution of Y is a mixture of normal distributions: 
n 
(y I JL-1) , ý, 
ý` P1 lv(f 
,Q z)) 
After observing yi each component DLM is updated as a single univariate DLM 
as shown in section 3.1. The posterior probability of M(') is simply: 
P(i) =cf (yt I Mlill yt-1) P(_)" i=1, ... ,n 
where c is the normalising constant. 
Class 11 multi-process models are used when the most appropriate of the 
models {M('), ... , t1ý 
( )} varies with time. An additional n-square transition 
matrix [ir; j, t] is defined where 7r; j, j denotes the probability that if model M(') is 
obtained at time t-1, then model MU) is obtained at time t. Alternatively, there 
is the simpler case where the probability that M is obtained at any time t is 
7rj, regardless of the previous model. In this case the forecast distribution for Yt 
is a mixture of n2 normal distributions: 
:i It 
(Y I vt-1) "' EE Pii)1%rjNlfi')? Q(ij)) 
j=1 i=1 
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where 
P(Mi-)i, Mtj) Pt`)l7ri 
(Yt 11vr 21, Mii), yt-1) ,., 1V(. ft(ii), Q(i1)). 
If multi-process models are being used so that the best model for the series 
can be chosen, each DLM is developed separately over time and some decision 
rule to choose the most suitable model is applied which compares the forecast 
performance of the various models. For example, if there are two possible models 
M(' and M(2), then the Bayes factor of the 2 models can be used as a basis for 
making a decision. 
3.6 Dynamic Multivariate Regression Models. 
The general multivariate DLM was introduced in section 3.1. Although the dis- 
counting techniques of section 3.2 can be extended naturally to the multivariate 
case, the multivariate analogue when the observation covariance is unknown can- 
not in general follow a simple conjugate analysis. Dynamic multivariate regres- 
sion models (DMR) models (Quintana, 1985,87, Quintana & West, 1987,88) 
and the analogous multivariate structural models of Harvey (1986,1989) are a 
multivariate extension of the DLM which, by imposing rather stringent restric- 
tions on the structure of the model, allows the observation covariance structure 
to be estimated on-line in a way analogous to the univariate analysis. 
Suppose that eta is the s-dimensional state vector for Y j, j=1,... ,n then 
the DMR model specifies that for each j, Y; has a univariate DLM with the 
following observation and system equations: 
Observation equation 
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Yj = FiT9tj+vij , vii ' N(0, VQi), (3.9) 
System equation 
eta = Gte(t-i)J + wti, wtj ^' N(o, Wtaj), (3.10) 
Initial information 
(8oj Do, ts-2) N(moi, c? Co) 
(a_2 l D) G1 11L-'- 
(3.11) 
All the defining quantities of the model are assumed known except for uj which 
is some unknown variance scale factor. Each series typically has a different state 
vector 9t state mean moj and expected variance Soj for j=1, ... , n. On the 
other hand, Ft, GL, U, Wl, Co and no are assumed to be the same for each of the 
n series. The error sequences {wj }t>1 and {vt1}i>1 are both independent through 
time and mutually independent of each other for all j. 
Notice that when V=1 the univariate DLM for V; defined above is equivalent 
to the DLM defined in section 3.3 where the univariate observation variance is 
unknown. Also note that central to the theory of DMR models is the fact that 
each univariate distribution has common Ft and Gt. This makes the model 
appropriate for multivariate series which exhibit a high degree of symmetry in 
all but their location. Any common measurement scales can be accounted for by 
the common observation scale factor V. 
Define E to be the unknown covariance matrix given by: 
a vl U12 ... Qi, X 
Q12 U2 ... Q2n 
Q1n U27 ... all 
so that for each i: 
var(v=; I E) = ucr2, cov(wt; I E) = Wtß?, 
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and foralli0j: 
cov(vt;, vt jI E) =Va; j 
cov(wti, we3 IF, ) =W of 
Now the DMR model considers the state parameter vectors and evolution 
error vectors collectively in (s x n) matrices such that 
oe = (eel:... ,O tit) 
Sgt = (wtl, ... , we, ý). 
Let vj= (vll,... , vt), then Yj follows a DMR model if the following observation, 
system equations and prior distribution for el and E hold for all time: 
Observation equation 
YtT = FtTOt+vET, 't11 - 1V(O, VE) 
System equation 
Ot = GtGt_l + Ot, Sgt - N(0, Wt, E) 
Initial information 
(®o, EI Do) ^' NW, -, O (Mo, Co, no So) 
Ft, Gt, V, Wt, Co and no are unchanged from equations 3.9,3.10 and 3.11; 
Mo = (moi, ""., mo,, 
) is an sxn matrix and So is an nxn positive definite 
matrix with {Sol, -, So, l} of distributions 3.11 on its diagonal. Notice that the 
model uses a row vector of observations and a matrix of state parameters. This 
special arrangement utilises the fact that each series shares the same Ft and Gt 
to give a simple conjugate multivariate analysis. 
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f2l is said to have a matrix-variate normal distribution, (see, for example, 
Dawid, 1981), whose density is given by: 
pf Pl} = k{Wt, E} exp {_trace{clgTwz_1clt_1}] 
where 
(2r)-22' lWtl- Z 1EI-= . 
The joint posterior distribution of Ot_l and E at time t-1 (and hence the 
initial distribution at time 0) is said to be a normal/inverse Wishart distribution 
such that: 
(pt-1 1 E, ye-1) ,,, iV(IVlt-1, Cc-1, E)' (E 1 yL-1) ^' W, a, 
l, (nt-lst-i) 
(3.12) 
for some lYlt_1i Cl-1, nl_l and St-1. Following Dawid (1981), E is said to have 
an inverse Wishart distribution if the density for E is given by: 
p(E I yt-i) =c IEI-(==±*/2)exp 
[_trace(nt_iSt_iE')] 
where c is a normalising constant and E(E (St_lnt_1)/(nt_1 - 2) for 
n>2. 
The marginal posterior distribution of 01_1 at time t-1 is known as a matrix 
T distribution (Dawid, 1981) and is denoted by: 
(Ot-1 1 y`-1) - T, i, -, 
(jWt-i7 Ct_1, nt_1St_1). 
As for the matrix normal distribution each component of Ot_l has a multivariate 
T distribution with ni_1 degrees of freedom so that 
(8(t-1)j I Yt-1) -T t-t 
(m(t-l)i, Ct-lS(t-i)i)" 
The updating equations and forecast distributions for the DMR model are 
given as follows (for full details see Quintana, 1985,87). The joint posterior 
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distribution of Ol_1 and E given in equation 3.12 gives the joint prior distribution 
at time t: 
(E)j, JI ye-1) ti NW. -, ', (a1, R1, ne-iSe-i) 
where 
at = GtM1_1 and Rt = G1Ct_1GL + Wt. 
This leads directly to the one-step ahead forecast distribution for Yt conditional 
on E: 
(YL E, y'-1) " N(fe, Q) 
with margin: 
(Yt I ye-i) - T, a, -I 
(fci QtSt-1) (3.13) 
where 
fL = Fý at and Qt = V1 + Ft RtFt. 
After observing yt the joint distribution of et and E can be updated to give the 
posterior distribution: 
(E )j, EI yt) ^' 1VW, jt1(j11f, Cc, naS1) 
where 
where 
11, = at + AteT and Ct = Rt - A1AI Q1, 
nt = ne-i +1 and St = nt1 
(ne-1Se-i + eeet /Qt) 
Ae = R, Fe/Qi and el = ye - ft. 
Notice that aj and AMII are both (s x n) matrices and their jth columns contain 
the means of the state parameters of the DLNI of Y j. Also note that as Ft, GL, 
V1, Wt and Co are common by definition of the DMR model, then the (s x s) 
matrices R, and C1, the (s x 1) adaptive coefficient At and the scalar Qt are 
common to the n series also. 
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One property which emphasises the weakness of the dependence structure 
across the components in the series, is that the one step-ahead forecast distribu- 
tion of a component Y(i) depends only on the history of that component and 
not on Yt-1 (West & Harrison, 1989a). 
Note that if n=1 then the DMR model reduces to a DLM with unknown 
variance. If E is diagonal, then the multivariate model is simply n unrelated 
univariate ones. Indeed, even when E is not diagonal, the only -difference between 
the DMR model and n univariate DLM's with unknown variances, is that the 
covariance structure of the series is also estimated on-line. 
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Chapter 4 
An Introduction to Graphical Models. 
A multivariate random variable may have a set of conditional independence rela- 
tionships across its component variables. Graphical models accommodate these 
conditional independences and represent then by a graphical structure. 
This chapter gives a short review of some of the graph theoretic results which 
are used later in the thesis. 
4.1 Influence Diagrams. 
Let a general set of random vectors be denoted by X, Y, Z and W. The following 
conditional independence (c. i. ) properties can then be defined on them: 
P1) XIIYI(Y, Z) 
P2) XIIYIZ q YIIXIZ 
X El YI (Z' W) 
P3) X II (Y, Z) IW together with 
XIIZ1W 
where X II YZ reads "X is independent of Y given Z" (see Dawid, 1979). 
Let X= (X1,... 
, X,,, 
) be an ordered set of random vectors on which " II 
is defined. Suppose the following m -1 conditional independence statements are 
given: 
Xr J1 Q(X, ) 1 P( r) 2: 5 r<m 
(4.1) 
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where P(X,. ) C {X,, ... , X, -, 
} and Q(X,. ) _ {X 1, ... , 
X,. 
-1}\P(XT) are vec- 
tors of components from (X1,. .., 
X 
_1), such that 
for two sets A and B, A\B 
denotes those elements in A which are not in B. 
The motivation for considering sets of such c. i. statements is as follows. 
Suppose that X1,... , X,,, have a joint density p(xl,... , xm). 
Then this can be 
written in the product form such that: 
m 
p(xi;.... Xm) _ 
[fp(xiIx1, 
..., xi-1). 
i=1 
Using equation 4.1 it can be seen that can be replaced by P(xi) 
without loss. Thus the joint density can be simplified and rewritten as: 
P(X) 
A set of conditional independence statements such as these can be usefully 
represented graphically. A graph G(X, E) comprises a set of nodes X and edges 
E, where a directed edge from X; to Xj is denoted by (Xi, Xi) E E. A directed 
graph with a directed edge from X; to X. if X; E P(X,. ), is called the graph 
of an influence diagram - see Howard and Matheson (1981), Shachter (1986) and 
Smith (1989,90). The set P(Xr) is known as the parent set of X,.. The graph of 
an influence diagram, together with the c. i. statements 4.1 is called an influence 
diagram (ID). 
For example, suppose there are 4 variables, X1, X2, X3 and X4 with the 
following conditional independence statements defined across them: 
X3 II X1 I X2 
X4 II X1 I X2, X3" 
These conditional independences can be represented by the graph of an influence 
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Figure 4.1: The graph of an influence diagram defined on 4 variables. 
diagram shown in figure 4.1. So 
P(X2) _ {Xl} Q(X2) =0 
P(X3) _ {X2} Q(X3) = 
{Xl} 
P(X4) = {X2, X3} Q(X4) = 
{Xl} 
A path of length m from X; to Xx is a sequence of nodes, X; = X;, 0, ..., 
X i, m = Xk, where (X;, (5_1), X; j) EE for each j=1, ... , m. The set of vertices 
with paths to Xk, together with Xk, is called the ancestor set of Xk and is 
denoted by an(Xk). For example, an(X3) in figure 4.1 is {Xj, X2, X3}. 
Although in this thesis conditional independence will be of the usual type, 
many of the results proved here extend to generalised conditional independence 
structures (Smith, 1989), that is, sets of objects on which a ternary operator 
" II "" can be defined which satisfy properties P1, P2 and P3. A simple example 
of this is when X, Y and Z are random vectors but X II YIZ reads "a best 
linear estimate (under quadratic loss) of the components of X based on the 
components of Y and Z need only include the components of Z" (for a proof 
see Smith (1989)). 
It is straightforward to check (Smith, 1989) that if the random vectors X1,. .., Xi 
have their order permuted to Xi(, ),..., X; (,,, ) in a way which is compatible with 
the graph of the influence diagram G of X1,.. ., X71, then the conditional inde- 
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pendence statements associated with G and Xj,... , X,,, are the same as with 
In this case the graph of the influence diagram without num- 
bering of variables, contains sufficient information to retrieve all input c. i. state- 
ments. 
4.2 Directed Markov separation. 
The influence diagram gives a set of m-1 "local" (or "pairwise") Markov state- 
ments. Further conditional independence statements can be deduced from its 
graph using properties P1, P2 and P3. These are sometimes called the global 
Markov properties of the system. 
The following theorem was proved in a rather obscure way by Pearl & Verma 
(1987), Pearl (1988) and later simplified into the given form by Lauritzen et al 
(1990). It identifies all the conditional independences defined by an influence 
diagram and gives an algorithm for deciding whether Any given conditional inde- 
pendence can be logically. deduced from an influence diagram. 
Theorem 4.2.1 Suppose that conditional independence statements for a set of 
variables are represented in an influence diagram whose graph is I and that U, V 
and W denote sets of variables on it. Adapt the influence diagram in the following 
way: 
" Form the directed subgraph Il of I whose nodes are in the ancestor set 
an(U, V, W) and whose directed edges are those in I which lie between these 
nodes. 
9 Join all pairs of nodes (X, Y) E P(Z) by an undirected edge, where P(Z) 
is the parent set of Z and ZEI. This process is known as moralising the 
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graph since all parents of a single variable are joined by an arc. Call this 
mixed graph 12. 
. Form an undirected graph J by replacing all directed edges in 12 by undi- 
rected edges. 
Then 
UIIVIW 
if all undirected paths in J between a node REU and SEV, must pass through 
a node T EW. 
Furthermore, if this condition is violated,, then there exists a probabilistic in- 
fluence diagram respecting the c. i. statements of the influence diagram, for which 
UIIV, W is not true. 
Consider the graph of the influence diagram I in figure 4.2. Suppose that we 
would like to know whether UHVIW. First of all the graph Ii given in b) of 
figure 4.2 is derived. Notice how nodes c, d, e, f and g have been deleted as none 
of them have paths leading to U, V or W. Graph J in figure 4.2 gives the final 
undirected moralised graph of I. It is now simple to see that it is not true that: 
UIIV IW 
as there are two paths (U, a, b, V) and (U, b, V) which do not pass through W. 
An interesting question to ask is when do two influence diagrams on the 
same set of random vectors (X1,... , Xm) imply the same set of c. i. statements. 
Verma & Pearl (1990) report the following result as simply deducible from the 
theorem 4.2.1. 
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12 
Figure 4.2: Illustration of theorem 4.2.1. Is UHVIW? 
J 
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Theorem 4.2.2 Two influence diagrams are equivalent, that is, they have the same 
implied conditional independence structure, iff. " 
1. their undirected graphs are the same 
and 
2. both graphs share the same unmarried parents. 
Thus it is straightforward to decide whether two influence diagrams on the 
same set of variables share the same c. i. statements. 
4.3 Decomposable Graphs. 
Decomposable graphs are influence diagrams of a special form. They have several 
properties which make them a particularly useful class of ID to study. Firstly 
they allow simple arc reversal which in turn makes it very easy to determine 
other ID's having the same structure (Smith, 1989). Secondly the conditional 
independence relationships on the undirected version of a decomposable graph 
can be found directly (Smith, 1989, Kiiveri, Speed & Carlin, 1984). These results 
follow directly from theorem 4.2.1. Finally, they make it particularly simple 
to propagate probabilities as the joint distribution can be stored as margins 
on cliques (Lauritzen & Spiegelhalter, 1988). A decomposable graph will now 
be formally defined. There are various definitions of decomposable graphs by 
different authors, each author concentrates on a particular equivalent property. 
Call a graph of an influence diagram decomposable if all parents in its graph 
are married (that is, all parents are joined by an edge). Figure 4.3 contains 2 
graphs, graph G is decomposable but graph H is not, since there is no edge 
between the parent nodes a and b. 
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OG 
H 
Figure 4.3: Graph of the influence diagram G is decomposable, whereas H is not 
because parent nodes a and b are not joined. 
J 
JU 
Figure 4.4: Decomposable graph J together with J. 
An undirected graph is defined by a set of nodes together with an edge set E 
which has the property that if (X;, Xj) EE then so is (Xi, Xi). If G is the graph 
of a decomposable influence diagram, then let G1 be the undirected graph formed 
from G where all directed edges are replaced by undirected ones. Smith (1989) 
calls two decomposable influence diagrams G1, G2 similar if Gi = G. The graph 
of a decomposable ID J together with J" are given in figure 4.4. Notice how J" 
and G" of figure 4.3 are identical, thus J and G are similar decomposable ID's. 
An undirected graph is triangulated if for any cycle of nodes (Xi(o), X; (1), ..., 
Xi(k) = X; (o)), k>4, there is a chord, that is, there is some edge (X; (J), X; (l)) 
where j01±1 mod (k + 1). Triangulated graphs have been described by 
Berge (1973), Golumbic (1980), Dirac (1961) under the name of rigid circuits, 
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2 
Figure 4.5: Two graphs such that Il is triangulated and 12 is not. 
Figure 4.6: A complete graph. 
Gavril (1972) who calls them chordal, and Lauritzen et al (1984). The graphs 
in figure 4.5 both have the cycle (a, b, c, d). Graph Il is triangulated with chords 
{a, c} and {b, d}, whereas graph '2 is not triangulated since it has no chords. 
A complete graph is one in which there is an edge between every pair of 
nodes in a graph. Figure 4.6 shows an example of a complete graph. A clique is a 
maximally connected subgraph G of G, that is, G is complete and is not contained 
in any other complete subgraph of G. For example, the graph in figure 4.7 has 
the cliques {X1i X2, X3}, {X2, X3i X4}, {X3, X4, X5} and {X5, X6}. 
An undirected graph is said to have the running intersection property (RIP) 
(Beeri, 1981,83, Lauritzen et al, 1984, Tarjan & Yannakakis, 1984) if the cliques 
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Figure 4.7: Graph with the cliques {1,2,3}, {2,3,4}, {3,4,5} and {5,6}. 
on the graph can be indexed C(l),..., C(n) so that 
! -1 
Sal) _ 
(c(i) 
nU C(i)} C C'(Ptl)) 
=1 
for some p(l), 1< p(l) <l-1 this being true for l=2, ... , n. 
That is, the 
intersection of the 1"' clique with all the preceeding ones is contained in just one 
of the preceeding cliques. The undirected graph in figure 4.8 has the RIP on 
the cliques C(1) = {X1i X2, X3i X4}, C(2) = {X3, X4, X, }, C(3) = {X,,, Xr} and 
C(4) = {X3, X5, X7}, since: 
S(2) = C(2) n C(1) = {X3iX4} C 
C(l) 
S(3) = C(3) n (C(1) U C(2)) = {X5} C C(2) 
S(4) = C(4) n (C(1) U C(2) U C(3)) = {X3i X5} c C(2) 
Note that in this example p(2) =1 and p(3) = p(4) = 2. 
The following theorems, the first of which is given by Smith (1989) are a direct 
consequence of applying theorem 4.2.1. 
Theorem 4.3.1 If two decomposable graphs are similar, then they contain equiva- 
lent conditional independence statements, i. e., all conditional independence state- 
ments deducible from one are deducible from the other. 
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Figure 4.8: An undirected graph following the RIP. 
Theorem 4.3.2 The following statements are equivalent: 
1. The graph of the influence diagram G is decomposable. 
2. The undirected graph G" of G is triangulated. 
3. There is an ordering of cliques (C(1),. .., C(n)) such that G" has the RIP. 
Note that the ordering of the RIP for decomposable graphs is never unique. 
One way to construct the ordering of the cliques is to introduce the cliques in 
an order compatible with the ordering of the nodes in the ID. The choice of 
the first clique can be arbitrary and so there are at least n possible choices 
of ordering of cliques for a decomposable ID with graph G which exhibit the 
RIP. For example, once again consider the graph in figure 4.8. Now instead of 
having the cliques C(1), ... , 
C(4) given above, the cliques could have been ordered 
such that C(1) _ {X3i X4, Xs}, C(2) = {X3, X X7}, C(3) _ {Xs, XG} and 
C(4) = {Xl, X2, X3, X4}. Then S(2) = {X3, X, } C C(1), S(3) = {X, } C C(1) 
and S(4) {X3, X4} C C(l), and so with this new ordering of cliques p(l) =1 
for l=2,3,4. Finally note that by the definition of equivalent graphs given in 
theorem 4.2.2, any two decomposable graphs which have the same undirected 
graph are equivalent. 
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Figure 4.9: An undirected graph. 
In an undirected graph, if (Xi, Xi) EE then X3 is said to be a neighbour of 
X;. The set of all neighbours of X; is denoted n(X; ). The conditional indepen- 
dence statements in an undirected graph are interpreted as follows: 
X; II X\{X;, n(X; )} I n(X; ). 
For example, the conditional independence statements of the raph in fig- C) 
ure 4.9 are as follows: 
1 Ti {4,5,61112,3} 
2 II 14,5,6} ({1,3} 
3 II {6}{1,2,4,5} 111, 
4 II {1,2,6}I{3,5} 
5 II {1,2} {3,4,6} 
6 II {1,2,3,4} {5} 
Smith (1989) introduced a result which states that if a decomposable influence 
diagram I has ordered nodes (X 1i ... ,X m), then 
X; II X\{Xi, n(Xi)} I n(Xi)" 
This means that given a directed decomposable ID, the c. i. relationships asso- 
ciated with an undirected graph G" can be directly deduced from any influence 
diagram whose undirected graph is also G". 
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There is another interesting point to note. Suppose that the additional prop- 
erty: 
X IIYIW, Z 
P4) and =X II (w, Y) I Z. 
XIIWIY, Z 
is assumed on the variables. Then the conditional independences defined by an 
undirected graph G" imply those of any decomposable influence diagram whose 
undirected graph is G". This will in particular be true if (X1,.. ., X,,, 
) are ab- 
solutely continuous and their joint density is strictly positive on the range of 
(X1, 
... A. 
). 
Thus, not only can a decomposable graph give information about the c. i. 
statements on the corresponding undirected graph, but with the additional prop- 
erty P4, an undirected graph carries information about the c. i. structure in the 
corresponding decomposable influence diagrams. 
4.4 Chain Graphs. 
Chain graphs were introduced by Lauritzen & Wermuth (1984,1989). In a chain 
graph the variables are partitioned into T subsets {V(1),... , V(T)} so that 
" {V(1),. .., 
V (T) } are ordered in a horizontal row, 
" directed edges between subsets all go in the same direction 
and 
9 variables within V(t), t=1,... ,T can only be connected 
by undirected 
edges. 
The set of concurrent variables is defined by C(t) = V(1) U ... UV 
(t). For any 
pair of unconnected vertices {x, y} the pairwise chain Markov property given by 
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X3 X3 
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- 
, 
------- 
V(1) V(2) V(3) V(4) 
Figure 4.10: A chain graph with 4 subsets of variables V(1), V(2), V(3) and V(4). 
Frydenberg (1989) states that: 
x II yl C(t*)\{x, y} 
where t* is the smallest t so that {x, y} E C(t), i. e., 2 unconnected variables 
are independent conditional on the set of concurrent variables containing them 
both. The ordered subsets are said to form a dependence chain on the subsets 
of concurrent variables. Notice that ID's are special cases of chain graphs where 
subsets contain just one element. Undirected graphical models are also a special 
case - this time the chain graph has just one subset containing all the variables. 
Consider the chain graph in figure 4.10. Here V (l) _ {Xl, X2, X3}, V(2) _ 
{X4, X, }, V(3) = {X6, X7, X8} and V(4) = {X9}. There are 4 sets of concurrent 
variables V(1), V(1) U V(2), V(1) U V(2) U V(3) and V(1) U V(2) U V(3) U V(4). 
Some of the pairwise chain Markov properties for this chain graph are as follows: 
X1 II X21 X3 
XG Il X7 I {X17 X27 X37 X47 X5, X8} 
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X4 II X8 j {X1, X2, X3, X5: XG, X7} 
Chain graph models are a family of distributions which are a mixture of both 
discrete and continuous variables with a set of conditional independence restric- 
tions. Although they are very interesting in their own right, these models are 
not general enough for the purposes of modelling multivariate business time se- 
ries of the type studied in this thesis. This is because each continuous variable 
is assumed to be Gaussian, conditional on its parents, and the dependence on 
the parent set only comes through the mean of the normal distribution. This 
implies joint normality across (X1,.. ., Xm) which has been shown to be inap- 
propriate for this application. However, later in the thesis, different classes of 
joint distribution are introduced which are also consistent with conditional inde- 
pendences represented through a chain graph and are more appropriate for these 
applications. 
As with influence diagrams chain graphs can also be moralised. Here all pairs 
of nodes (X, Y) are joined by an undirected edge, if both X and Y are parents 
of nodes in the same subset of the chain graph. 
It has been shown by Frydenberg (1989) that under the positivity condition 
P4), the global Markov properties of a chain graph can be derived so that for 3 
sets of variables U, V and W: 
UIIViW 
whenever W separates U and V in the moralised graph of an(U, V, W), the small- 
est ancestor set containing the sets U, V and W. 
For example, consider the chain graph and its corresponding moralised graph 
in a) and b) of figure 4.11. Edge (2,3) is added in the moralised graph because 
2 and 3 are both parents of 4; edge (1,4) is added because 1 and 4 are parents 
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Figure 4.11: a) A chain graph and b) its moralised graph. 
of 6 and 7 respectively where {6,7} E V(3); edge (1,5) is added since 1 and 
5 are parents of 6 and 8 respectively where 16,81 E V(3); edge (4,5) is added 
since 4 and 5 are parents of 7 and 8 respectively where {7,8} G V(3); edge (7,9) 
is added since 7 and 9 are parents of He V(4). The moralised graph can now 
be used to deduce the global Markov properties. In particular, it is clear that 
3 II 10 17 since all paths from 3 to 10 pass through 7, whereas it is neither true 
that 1 II 5 1(2,4,6) nor 91171(8,11) since there are the 2 paths (1,5) and (7,9). 
4.5 Granger Causality and Conditional Independence. 
Consider the time series {Vk}k71i {Uk}k>1 and {WL; }k>1. Causation between 
processes have been studied quite extensively in recent years. Granger's (1969) 
original definition of causality required that, for all time t, a best linear estimate 
of V based on {Ux}k<t and {Vk. }k<L, need only depend on {Vk}k<t. A graphical 
representation of Granger causality is given by Lauritzen (1989). Here, however, 
the stronger definition of Florens and Mouchart (1985) is used - they say that 
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U is a non-cause of V, if for all time t: 
VII {Uk}k<t I {Vk}k<e" 
Thus the original idea of Granger is then replaced with a definition based on 
conditional independence itself and now the best estimate (rather than the best 
linear estimate) of V based on {Uk}k<t and {Vk}k<t need only depend on {Vk}k<t. 
Although causality defined in terms of conditional independence does not quite 
capture what is usually meant by causality (Holland, 1986), non-causality of X 
on Y can often reasonably be considered as a consequence of there being a lack 
of causal relation from X to Y. 
The class of models discussed in chapters 5 and 6 lead naturally to a definition 
of conditional causality which says that U is a non-cause of V given W if for all 
points in time t: 
V II {Uk-}kit I {Vx}kit, {Wk}k«. 
Notice that a best estimate of V not only now depends on the past series {Vk}k<t 
and {W}k<t but also the current value W. Thus in any influence diagram of Ut, 
V and Wt satisfying the above definition of conditional causality, Wt E P(V) 
and Ut E Q(VL). This concept of conditional causality is central to the theory of 
2 new classes of Bayesian forecasting model introduced in the next two chapters. 
4.6 Influence Diagram of the DLM. 
The Bayesian forecasting system (see chapter 3) can be represented by an influ- 
ence diagram. This section presents influence diagrams for a univariate time series 
{Yk}k>o following a DLM (see section 3.1) both before and after an observation 
is made at time t. 
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ot+l. at 
Figure 4.12: Influence diagram of DLM before observation yt. 
Figure 4.12 shows the influence diagram of the DLM before observation yl is 
made. Notice that all information about previous observations y-1 is contained 
in the posterior distribution of 8t_1 I yl-1. The prior distribution Ot I y=-1 only 
depends on the posterior 9t-1 I yt-' - this is why there are no edges between the 
node yt-1 and the nodes O and 9t+1, ... in figure 4.12. Note also that the prior 
(forecast) distribution YY I y`-1 only depends on the prior distribution 91 Jye-i 
and so there are no edges between the node y=-1 and the nodes Yt and Yt+l ... or 
the node 6t_1 and the nodes Yt and Yß. 1... in figure 4.12. By similar arguments, 
there are no edges between the nodes Yl and Y+1..., Yi and @t+l ... or Bt and 
Figure 4.13 shows the influence diagram of the DLM after observation yt has 
been made. Notice that edge (8t, Yt) has now been reversed after the realisation of 
Y. This is because once the observation yt has been made, the distribution of 8t is 
updated. This arc reversal induces the edge (y'-1, y1). The posterior distribution 
8i I yt is then all that is required to find the prior distribution 8t+1 y. This 
suggests that the edge (01_1i 8t) should be reversed which in turn induces the 
edge (y=-1,8t). The nodes yt-' and yl can be combined into a single node yt, 
then the node 8t_1 can be dropped from the influence diagram as it has no effect 
on the forecast of Y+1.... The resulting influence diagram is the same as in 
figure 4.12 one time point on. 
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Figure 4.13: Influence diagram of DLM after observing yl. 
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Chapter 5 
Multiregression Dynamic. Models. 
5.1 Introduction. 
This chapter introduces a new class of models called multiregression dynamic 
models (MDM's) in which graphical models and univariate Bayesian forecasting 
techniques are combined. 
Let the general n-dimensional multivariate time series at time t be denoted 
by Yý = (Yt(1),..., Yt(n)). Notice that this notation is slightly different from 
that introduced in chapter 3. Once again the observed value for Y(r) is denoted 
by yt(r) and yt(r)T = (yl(r), ... , yt(r)). For notational convenience set: 
Xt(r)T = (Y(1), Y(2),..., Y(r - 1)) (5.1) 
Zt(r)T = (Y(r+1),..., Yt(n)} 
In the symmetric model of Harvey (1986) and the DMR model (see section 3.6) 
each component of the series has the property that the forecast of each variable 
Y(r), for r=1, ... , n, only depends on the past of that series so that: 
Y(r) II xt-i(r), zt-1(r) 
From the definition of non-causality introduced in section 4.5, this implies that 
the other components {X (r), Z(r)} are non-causes of Y(r). Thus, as Harvey 
(1989) points out, although the forecast covariances are easily estimated in these 
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systems, the price is the lack of any causal structure in the system. MDM's have 
been developed so that the causal structures which can be found in partially 
segmented markets are accommodated, whilst the model is also amenable to 
practical implementation where the forecast covariances are straightforward to 
calculate. 
As MDM's have been developed with the accommodation of partially se- 0 
mented markets in mind, the heuristic motivation provided by partially seg- 
mented markets for these models will be discussed in section 5.2. The MDM 
is formally defined in section 5.3 and proofs of the main results of this section 
are presented in section 5.4. Two special cases of the MDM which are especially 
simple to work with are studied in section 5.5 and full working examples of these 
two models are presented. Finally, section 5.6 provides a discussion of some of 
the properties of MDM's, their advantages and their limitations. 
5.2 Heuristic Motivation for MDM's Provided by Partially 
Segmented Markets. 
Once again consider the simple partially segmented market introduced in sec- 
tion 2.2 in which there are 3 brands X, Y and Z such that their segmentation 
can be represented heuristically by the undirected graph given in figure 2.1. 
Now, suppose that there is a research hypothesis (Wermuth & Lauritzen, 
1990) concerning certain causal relationships between the brand sales so that the 
sales of brand X can be considered as a causal factor in determining Y's sales 
and the sales of brand Y can be considered as a causal factor in determining 
Z's sales. For example, suppose that there are two types of consumer Tl and 
TZ so that {X, Y} E BT, and {Y, Z} E BT2. Suppose that X has an aggressive 
promotion. Now this will be expected to have one of two possible effects: 
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Xt Y Zt 
Figure 5.1: Heuristic influence diagram representing causal and conditional in- 
dependence relationships at a fixed time t in the simplest possible partially seg- 
mented market. 
1. X sells a lot of its brand which leads to a drop in Y's sales and so there 
is an excess stock of brand Y. Thus X's promotion will have an indirect 
effect on Z's sales through the effect on Y's sales. 
2. Y quickly retaliates so that the sales of X and Y stabilise. Once again this 
will have an indirect effect on Z's sales. 
Wermuth & Lauritzen (1990) heuristically argued that when dealing with 
mixed graphical models, variables which are hypothesised to be causally linked 
should be connected by directed edges consistent with the direction of causality. 
The same argument is used here so that the undirected graph of figure 2.1 is used 
to incorporate the causality in the system so that a heuristic influence diagram is 
created representing the conditional independence related to causality between the 
brand sales at a fixed time period t. The heuristic graph of the influence diagram 
consistent with the causal relationships in the market is given in figure 5.1. 
Suppose that the same influence diagram always represents the variables at all 
time points so that P{Yt} = Xt and P{Zt} = YL for t>1. Suppose further that 
the processes over all time points up to and including time t can be represented 
by the graph of the influence diagram of figure 5.2 such that 
P{X1} c {xt-1} 
P{Y} C {X`, Y`-1} 
P{Zt} 9 {Y`, Zt-1} 
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Figure 5.2: Graph of an ID representing the brand sales {Xk}ý; <t, {Yk}kit and 
{Zx}k<t. 
That is, each variable at time t has its past series as parents and also has the 
past series of its parents at time t, as parents. Notice that since there is never an 
edge (Xk., Zk), 1 <k<t-1, there is no edge (Xt-1, Zt-1) in figure 5.2. 
These processes can be thouht of as exhibiting conditional (Granger) causal- C) 
ity, as introduced in section 4.5, such that Z is a non-cause of Y given X. Thus 
the best estimate of Y based on {Xk}k<l, {Yk}k; <t and {Zk}k<t need only depend 
on {Yk}k<t and {Xk}k<e. The conditional independences related to causality from 
figure 5.2 are such that: 
YL II {Zk}k<t ( {Yk}k; <a, {Xk}k. <t- 
Thus, given that the variables exhibit these conditional causal relationships, an 
appropriate forecasting model for each variable at time t, is simply a function of 
its own past series, the past series of its parents and the value of its parents at 
time t. For example, the general form of an appropriate forecasting model for 
the series {Yk}k>1 is given by: 
Yt= 
.f 
(X L 
ly 
t-101) + vz, 
where f (") is some function and vl has some probability distribution. This rea- 
soning can be generalised directly to the case where there are n series. 
57 
Suppose that for fixed time t, the structure of the n-dimensional multivariate 
series Yt can be heuristically represented by an influence diagram I such that: 
P{Yt(r)} C Xt(r). 
Suppose further that the process {Yk}x« can be heuristically represented by an 
influence diagram I* such that: 
P{Y(r)} C {X'(r), Y`-1(r)}. 
Once again it can be seen that for the vector series {Yk}k>1i Z(r) can be 
considered as a non-cause of Y(r) given X (r) so that: 
Yt(r) II Zt-1(r) {Yt-i(r), XL(r)}. (5.2) 
Let °= (8(1)T,. .., B1(n)T) be the state vectors 
determining the distribu- 
tions of Y(1), Y(2),..., Y(n) respectively, and let sr be the dimension of the 
vector 6t(r), t>1. An appropriate forecasting model for each Y(r) consistent 
with this non-causality is then of the form 
Y(r) =f 
(X' (r), yt-i(r), 9e(r)) + vt(r), r=1, ..., n 
(5.3) 
where f (") is some function and vl(r) has some probability distribution. 
The MDM uses this methodology for deriving its observation equations and 
through the special form of the system equation breaks a complex multivariate 
problem into n univariate ones. Notice how the causal relationships between 
the variables are accommodated and that the stringent symmetry conditions im- 
posed on the variables in the models of Harvey (1986) and the DMR model (see 
section 3.6) are not required. The MDM will now be formally defined. 
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5.3 The Multiregression Dynamic Model. 
Using the notation introduced for the n-dimensional vector time series at the 
beginning of this chapter, call {Yt}t>1 a Multiregression Dynamic Model (MDM) 
if it is governed by the following n observation equations, system equation and 
initial information where the restrictions on these equations given below hold for 
all points in time: 
Observation equations 
Y(r) = Ft(r)T Ot(r) + vc(r) vt(r) ' (0, Vt(r)), 1<r<n (5.4) 
System equation 
6t = Gt9t-1 -I- wt (0, Wt) (5.5) 
Initial information 
(0o I Do) ^' (mo, Co) (5.6) 
The sr dimensional column vector Ft(r) is allowed to be an arbitrary but known 
function of xL(r) and yt-1(r), but not zl(r) and yl(r); V(1),... ,V 
(n) are the 
known scalar observation variances; the (s x s) matrices 
Gt = blockdiag(Gt(1),... , GL(n)), 
Wt = blockdiag(Wt(1),..., Wt(n)) 
and 
Co = blockdiag(Co(1),... , Co(n)) 
are assumed known and are such that Gt(r), Wt(r) and Co(r) are (Sr x . Sr) square 
matrices which may be functions of past vectors x'-1(r) and y-1(r) but nothing 
else. 
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Yt(2) 
yt(1) Yt(4) 
Y: (3) 
Figure 5.3: Graph of the ID describing Y(1),. .., Y(4) to illustrate how an 
MDM 
is derived. 
The error vectors 
vT t 
and 
wj = 
(wt(1)T,..., 
wt(n)T), 
where vo(r) is the observation error and wt(r) is the s, dimensional error vector 
for Y(r), 1<r<n, are such that variables vt(1), ..., vi(n) and wt(1), ..., 
wt(n) are all mutually independent and the vectors {vt, wt}t>l are mutually 
independent with time. 
To illustrate how an MDM would be defined for a vector time series, consider 
the following example. Suppose that Yl = (Y(1), ... Y, 
(4)) where at any fixed 
time t Yt can be represented by the graph of the influence diagram given in 
figure 5.3. The MDM for Yt would have observation equations in which Ft(1) is 
a function of yt-1(1); F1(2) is a function of {yt(1), yt-1(2)}; Ft(3) is a function 
of {yt(1), yt(2), yt-1(3)}; and F1(4) is a function of {yt(2), yt(3), yt-1(4)}. 
There are two important results which are central to the theory of MDM's, 
the proofs of which will be given in the next section. It is shown that if 
lr_lel-1(r)Iyt-1 
then the following conditional independence statements must hold: 
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Result 1. 
ur i ea(r)l yt 
(5.7) 
In words this means that if {8t_1(r)} are mutually independent given the data 
yt-1, then under the DLM {61(r)} are also independent given yt. It will follow 
by induction that, provided {6o(r)} are initially independent, the parameters 
remain independent for all time given the current available information. 
Result 2. 
et(r) u zL(r)I xL(r), yt(r) (5.8) 
Written in terms of the components of yt this reads: 
9t(r) IT yt(r + 1), yt(r + 2)ý yýýn)ýytý1), ... , yt(r) 
In words this means that, given the past observation vectors of the first r indexed 
series, 8j(r) is independent of the rest of the past data. 
When defining the MDM, Co is set to be block diagonal and so the parameters 
for each variable are initially mutually independent. Therefore, by Result 1, the 
parameters associated with each variable are updated independently after each 
observation and remain independent at each time point. Thus, as each variable 
follows a conditional univariate Bayesian dynamic model, the conditional distri- 
bution for each variable can be updated independently and conditional forecasts 
can be found separately. A complex multivariate problem has therefore been 
decomposed into n univariate ones. Notice that no assumption of normality has 
been made for both Results 1 and 2 and when defining the MDM and so the class 
of MDNI is extremely large. However, even when Fa(r) is a non-linear function 
of {qt(r), yt-1(r)}, because it is assumed known and therefore fixed at time t, 
a normal IvIDM can be defined such that vt and wt are Gaussian so that, con- 
ditional on xt(r), YL(r) is Gaussian. The MDM is particularly simple to work 
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with in this case. Each variable follows a normal DLM and as such, updating 
and forecasts of conditional univariate distributions are identical to those pre- 
sented in section 3.1. Section 5.5 discusses two special cases of normal MDM's 
called the linear multiregression dynamic model (LMDM) and the corrected linear 
multiregression dynamic model (CLMDM) in which Ft(r) is a linear function of 
{xt(r), yt-1(r)}. 
Of course, in reality, the series are observed simultaneously so that zt(r) 
will not be observed before a forecast for Y(r) is made. The marginal forecast 
distributions for each variable are therefore required. In general these marginal 
distributions will not be Gaussian. However, the moments of Yt for many MDM's 
can be derived fairly easily. The derivation of the first two moments of Yt for 
the CLMDM and the first moment of the LMDM are illustrated in section 5.5. 
Results 1 and 2 combine to enable the joint one-step ahead forecast distribu- 
tion of Yt to be simplified. Consider the forecast distribution for n brands: 
p (yj I yt-1) =1P 
{yc I ee, yt-i 1p {gt I yt-i } dOt 
The conditional independence statements of Result 1, t. ögether with the structure 
of the vector F1(r) specified by the MDM, ensure that the joint distribution can 
be expressed as the product of the individual forecast distributions of y1(r) with 
regressors xt(r). So: 
p (lli iy`-1) _ 11P 
{yz(r) I xt(r), yt-l(r)} 
r 
11et(r) p {yt(r)1 xt(r), yt-'(r), Ot(r)} p {O (r) 1 yt-i} d9t(r) 
However, by the conditional independence statements of Result 2 and the spec- 
ified structure of Gt(r), p(6t(r)lyt-1) only depends on xt-1(r) and yt-1(r) and 
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thus can be rewritten as: 
1ý 
{ei(r) 1 '} =p 
{ei(r) 1 zt-'(r), y`-1(r)} 
Before a discussion of MDM's is presented, the next section formally proves 
Results 1 and 2. 
5.4 Formal presentation of the results. 
Theorem 4.2.1 from section 4.2 can be directly used to prove the following theo- 
rem. For convenience the following notation will be used: 
cbe(r)T = 
(61(1)T,... Ot(r - 1)T) 
'0t(r)T = 
(Ot(r + 1)T,.. ., 
9t(n)T ) 
Theorem 5.4.1 Let {Y1}1>1 be governed by an ! vIDM and, using the notation of 
the previous section, assume: 
. 0i-i(r) u yt-i(r), zi-'(r)lxt-1(r) r=2,..., n (5.9) 
ec-i(r) u zý-1(r)ýýe-i(r)ýýý-1(r), yt-1(r) r=1,..., n (5.10) 
ip: -i 
(r) u Ot-i (r), O, 
-i 
(r) lyt-1 r=2, ... , n-1 
(5.11) 
Then the following conditional independence statements must also be true: 
0, (r) II yt(r), zt(r)I xt(r) r=2,..., n (5.12) 
6t(r) II zt(r), ýt(r)ýýt(r), yl(r) r=1,... ,n 
(5.13) 
'bc(r) u Oz(r), ca(r)I yt r=2,..., n-1 (5.14) 
Proof First the conditional independence statements contained in the inductive 
hypotheses 5.9,5.10 and 5.11 respectively and the MDM itself, will be represented 
in the three graphs of influence diagrams 11,12 and 13 of figures 5.4,5.5 and 5.6. 
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Figure 5.4: The graph of the influence diagram Il and its moralised graph J1. 
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Figure 5.5: The graph of the influence diagram 12 and its moralised graph J2. 
65 
S 
^------------=-----------+ 
iAa -------------- i ---------------, 
ff-t 8e-týfý 
, 
Be(rý Ytýrý i 
I 'Ot(r) +ýrý i 
------------------------------------------------------ 
:.................. ....................................... 
Graph 13 
ý-' 
=------- 
r------------ 
'------------- 
Graph13 i --- -conditioning variables 
Figure 5.6: The graph of the influence diagram 13 and its moralised graph J3. 
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Using property P3 of the introduction, assumption 5.10 can be equivalently 
stated by the pair of assertions 
et-i(r) 11 (5.15) 
ec-1(r) II z'-'(r) Iz=-i(r), y'-'(r) . (5.16) 
Now, by assumption 5.9 and assertion 5.16, arcs between nodes of subvectors 
of yt-' whose components all have an index in yt greater than r to those nodes 
of subvectors of 9L whose components have indices less than or equal to r, are 
allowed to be omitted. 
On the other hand, assertion 5.15 and assumption 5.11 allow arcs between 
parameter vectors which do not share the same components to be omitted. 
This justifies the implied conditional independence statements in the boxes 
labelled A in figures 5.4,5.5 and 5.6. 
The block diagonal form of Gt and Wl in the MDM ensure that: 
01(r) 11 et-i\{Bt-i(r)} I 3l`-', et-1(r) 1< r< n 
Thus on the graph of the influence diagram any arcs between sets of components 
of 6t_1 and sets of components of Of with no common index can be omitted. This 
argument justifies the omission of arcs in box B of the influence diagram boxes. 
Finally the conditional independence statements implicit in the observation 
equations of the M. D. M mean that: 
ye(r) II 91\{O (r)} I yL-1(r), xt(r), 61(r) 
These statements justify the omission of arcs in box C of the influence diagram 
graphs. 
The moralised undirected graphs JI, J2 and J3 of the influence diagrams I1, 
12 and 13 are shown in figures 5.4,5.5 and 5.6 respectively. It is now simple to 
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check that the set of nodes representing the conditioning variables block all paths 
between the nodes associated with elements in different sets U and V claimed to 
be independent. So by the theorem 4.2.1, the result is proved. 
The results introduced in section 5.3 can now be formally stated in the fol- 
lowing corollary of theorem 5.4.1: 
Corollary 5.4.2 If in an MDM the initial states are independent, that is if IIT 100(r), 
then for all time t: 
llr=1 01(r) I yt 
and 
Ot(r) II yt(r + 1), ... , y`(n) 
I yt(1), ... , yt(r) 
Proof: To prove the result for t=1 proceed as in the theorem above. From the 
hypotheses (set A), the system equation (set B) and the observation equations 
(set C) the graph of the influence diagram 14 is obtained in figure 5.7. 
By using exactly the same argument as in the theorem and drawing the cor- 
responding moralised undirected graph J, the conditional independence state- 
ments 5.12,5.13 and 5.14 of theorem 5.4.1 can now be deduced for time t=1. 
Therefore, since II', `_190(t) under the corollary, theorem 5.4.1 must be true for 
t=1, and so by induction the assertions of theorem 5.4.1 must be true for all 
time t. 
Since theorem 5.4.1 holds for all time t, the conditional independence state- 
ments from the theorem can be combined: 
0L(r) II {0, (r), it(r) }' zt(r) I it(r), yt(r) (5.17) 
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Figure 5.7: The graph of the influence diagram 14. 
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Now, by property P3, statement 5.17 implies that: 
el(r) II {0t(r), '&e(r)} 1 zt(r), xt(r), yt(r) 
therefore, 
ur i et(r)Iyt 
Statement 5.17 also implies that: 
6 (r) u zt(r) I xt(r), yt(r) 
and so 
6c(r) II yt(r + 1), ... , yt(n) 
Iy'(1),... 
, yt(r) 
therefore the corollary and hence the results of section 5.3 are proved. 
These results apply to a very wide class of models. However it is helpful 
initially to consider the implications for the LMDM and CLMDM because the 
joint distribution of the variables in these models can be calculated explicitly and 
the one-step ahead forecasts have a particularly simple form. 
5.5 Linear Multiregression Dynamic Models. 
Consider the MDM defined by equations 5.4,5.5 and 5.6. This section introduces 
two special cases of the MDM - the linear MYIDiVI (LMDM) and the corrected 
linear MDM (CLMDM) - which are especially simple to work with. 
Suppose that {vl(r), wj(r)}=>1 are jointly Gaussian, are independent of yt-' 
and Ft(1) does not depend on Yt. Now, let 
Ft(r)T = 
(xc(r)T, 
, Iic(r)T) , 
2<r <n, 
where x (r)T = (Jl(1), ... , Jl(r - 1)) and xl(r) is a set of known exogenous 
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4 
variables not dependent upon Xt(r). This process will be known as a Linear 
Multiregression Dynamic Model (LMDM). Alternatively, suppose that 
Ft(r)T = 
[{xe(r)_1e(r)}T 
' iit(r)T 
17 
where 
. 
fe(r)T = 
{E {Yt(1ýIýJt-il 
..., 
E {Yt(r - 1)Iyt-1}J (5.18) 
and, from Result 2 of section 5.3, f t(r) only depends on y`-1 through x'-'(r) and 
yt-1(r). Once again ii1(r) is a set of known exogenous variables not dependent 
on xt(r). The process will then be known as a Corrected Linear Multiregression 
Dynamic Model (CLMDM). Thus given the components xt(r) which precede it, 
each component Y(r) is described as a univariate DLM with regressors contained 
in the vectors FL(r) given above. 
Note that the LMDM is a stochastic version of a recursive simultaneous equa- 
tions model where Y(r) is regressed against a subset of contemporary variables 
listed before YY(r). Harvey (1989), considers a degenerate special case of this. 
Unlike the economic literature, however, the emphasis here is not on parameter 
estimation but on the types of predictive joint distribution that Yt can exhibit 
given the inevitable continued uncertainty about the regression state in the pro- 
cess. 
The causal relationships between brands modelled by an LMDM have a dif- 
ferent interpretation to those modelled by a CLMDM. Suppose that there are 
just two variables, {YL. (1)}k; >1 and {Yx(2)}k; >,, such that Y(1) is thought to be 
a causal factor of Y(2). If {YA; }k; >1 follows an LMDM, then a long term level 
change in Y(1)'s level would cause a sustained level change in Y(2). However, if 
{Yx}x>1 follow a CLMDM, then the same long term level change in Y(1) would 
have a different causal effect on Y(2). In this case the level change in Y(2) would 
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be short term, followed by a drift back to the original level. This is due to the 
fact that the CLMDM uses residuals as regressors unlike the LMDM which uses 
the actual observation. Thus the CLMDM essentially relates causality through 
forecast residuals so that misforecasting of Y(1) helps in adjusting the forecast 
distribution of YI(2) while the reverse is not true. Therefore, a sudden level 
change in Y(1) would lead to a large residual value in the model for Y(2), thus 
leading to a level change in Y(2). As the model for Y(1) adapts to the level 
change, so the residual in the regression term in Y(2)'s model will get smaller 
and Y(2) will drift back to its original level. To illustrate a situation in which a 
CLMDM would be a useful model, consider an ice-cream market. Suppose that: 
Y(1) = log(total sales of ice-cream) 
Y(2) = lo, -, (market share of ice-cream type A) 
Now if there was a heat wave, the total demand Yl(1) of ice-cream might suddenly 
increase. If brand A had extra stock and could cope with the extra demand better 
than another brand B, say, then the market share Y(2) would be expected to 
increase over the heat wave. This situation could be modelled by a CLMDM such 
that: 
Y1(2) =O +/3 {Yt(1) - E[Yt(l) I yt-1]} + et, 
where el is some error term and ßt is some parameter associated with A's ability 
to cope with extra demand. 
For both the LMDM and the CLMDM, the separate components {Yt(r) I x1(r)} 
have either a Gaussian or Student-t distribution depending on whether the fore- 
cast distribution is assumed known or estimated. The forecast distributions and 
updating relationships associated with these conditional univariate models are 
identical to those introduced in sections 3.1 and 3.3 respectively. It then follows 
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from theorem 5.4.1, that the one-step ahead forecast density of Yt is simply 
the product of the univariate conditional one-step ahead forecast densities of 
{Y(r) I xt(r)}, for r=1, ... , n. Although the joint forecast distribution of y1 
will not, in general, be Gaussian, its mean and covariance matrix take a rela- 
tively simple form and these will now be derived here. Assume throughout this 
derivation that all means and variances are found conditionally on it(r). 
The mean of the marginal forecast distribution for Yt when it follows a LMDM 
will firstly be derived. As has already been mentioned, each variable under the 
LMDM follows a univariate regression DLM. Therefore from equation 3.6 the 
mean of the conditional forecast distribution for {Y(r) I zt(r)} given the past is 
given by: 
E {Yi(r) I ye-i(r), xt(r)} = Ft(r)T at(r) (5.19) 
where at(r) is an sr-dimensional vector. Now suppose that at(r) is partitioned 
so that at(r)' _ (al (r)', it(r)T) where al (r)T = (a(l)(r), ... , air-1)(r)) contains 
those parameters associated with xt(r) and di(r) is an (s,. -r+ 1)-dimensional 
vector containing those parameters associated with {qt(r), y-'(r), x'-'(r)}. The 
expectation of the conditional forecast distribution of {Y(r) I xt(r)} given the 
past can then be rewritten as: 
E {Yt(1) I yt-'(1)} = a(, O)(1) 
E {YI(r) I yt-1(r), xt(r)} = a(O) (r) += a(')(r)Yt(a) (5.20) 
2<r<n 
where a(t°)(r) is a function of {ät(r), qt(r), yt-1(r), xl-1(r)} only. 
The marginal forecast means for Y= given the past can then be easily calcu- 
lated from these conditional means using the identity: 
E {Yz(r) I yt-1(r)ß ý`-'(r)} =E [E {y(r) I yt-1(r), x`(r)}] (5.21) 
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Therefore, from equation 5.20 
r-1 
E {YI(r) I yt-1(T)ß x'-1(r)} = ai°)(r) +E ajiý(r)E {Y(i)1 yt-1(i)ß x 1(i» 
i=1 
(5.22) 
Write ai0)T = 
(ai°)(1),..., ai°)(n)) and At as the nxn lower triangular matrix 
whose (j, k)th element a1L is given by: 
dfk =t 
a(k)(. %) k<j 
l0 otherwise 
Then equation 5.22 across all r=1, ... ,n can be expressed by: 
E(Yt I y`-i) = dig) ± At E(Yt I y`-1) 
and so 
E(Yi 1 y`-1) = [I - At]-laL°ý. 
Similarly for the CLMDM, the expectation of the forecast distribution for 
{Y(r) J xt(r)} given the past can be rewritten as: 
E {YL(1) I y=-'(1)} = aio)(1) 
E {Y(r) I y=-i(rýý ýc(r)} =a ý)(r) -} ýi_i 
QL=)(rý { (iý _ f=(iýl 
(5.23) 
l2<r<n J 
where äýj)(r) corresponds to a different value of the analogous ai')(r) of equa- 
tion 5.20 and f t(r) is the same as in equation 5.18. By using the identity 5.21 it 
is obvious that the marginal forecast means for YI(r) following the CLMDM are 
simply: 
E {Yt(r) I yt-1(r), xt-1(r)} _ aiO)(r). 
Although the marginal covariance matrix of Yt given the past is found from 
the-same recursive relationships in both the LMDM and the CLI+IDM, the co- 
variance matrix of the CLMDM takes a simpler form and so only the derivation 
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of this matrix will be shown here. To find this matrix it is first necessary to find 
the variance of the marginal forecast distribution of Y (r), for r=1, ... , n. 
Suppose that 9t(r)T = {8i (r)T, 91(r)T 
}where 6i (r) is the set of parameters 
contained in 6t(r) associated with xt(r) and 9t(r) is the set associated with qt(r). 
If Rt(r) is the covariance matrix of the prior distribution of 10, (r) I y'-1} then 
Rt(r) can be expressed by: 
Ra(r) -\R; (r)T Rt(r) 
where 
R(r) = cov 
{8i (r), 9i (r) lyi-1 }, Rt(r) = cov 
f bt(r), 9t(r) jyt-1 } 
and Rt(r) = cov 
{9i (r), Bt(r) ý yt-1} 
Therefore, from equation 3.6, the variance of the conditional forecast distribution 
of {Yt(r) I xt(r)} given the past is given by: 
var{Y(r)I yi-1(r), xL(r)} = Ft(r)TRI(r)Fi(r) +V(T). 
Let Tl (r) > 0, r=1, ... ,n 
be a function of the known constants ; iýL(r), 
xt-1(r), Rt(r), R'(r) and V (r). The variance of the marginal forecast 
distribution of YL following a CLMDM then becomes: 
var {Y(1) yt-1(1)} = r2(1) 
var {Y(r) I yt-1(r), xt(r)} = TZ(r) ý- {fi=(r) -I 
(r)}T Ri (r){xt(r) - . 
fe(r)} 
2<r<n 
Now, since R* (r) is a covariance matrix it is positive definite and so can be written 
in the form: 
Rl(r) = SL(r)SL(r)T 
where St(r) is a non-singular matrix. Therefore the variance can be rewritten as: 
var {Yt(r) l yt-1(r), xt(r)} = Ti (r) + {Xt(r) - fe(r)}TSt(r)SS(r)T{x (r) - fe(r)}ý 
2 <r <n. 
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Using the property that: 
trace(AB) = trace(BA) 
and the fact that the trace of a scalar is merely that scalar, the variance becomes: 
var {Y(1) yt-1(1)} = 7-t'(1) 
var {YI(r) I yl-i(r), x(r)} = Ti (r) +h (x, (r)) ,2<r<n 
(5.24) 
where 
h (x=(r)) = T? (r) + trace 
[Sz(r)T {xe(r) 
- f, 
(r)} {Xt(r) 
- fe(r)}T Sz(r)] 
To find the variance of the marginal forecast distribution of Y1(r) given the 
past, it is first noted that for any two variables Z(1) and Z(2), the following 
identity holds: 
var {Z(2)} =E [var {Z(2) I Z(1)}] + var [E {Z(2) I Z(1)}]. (5.25) 
Suppose that Et is the forecast covariance matrix for Yt such that: 
{Et}jk _ oe(j, k) = cov{Y1(j), YY(k) I y`-1}, ?, k = 1,..., n 
and let Et (r) be the forecast covariance matrix of {'(i),. .. '(r- 1) 
} for r= 
2, ... , n. Therefore by using identity 5.25 together with equations 5.23 and 5.24, 
it can be shown that: 
O, =(1,1) = ýrt (1) 
at(r, r) =E [var {Yt(r)1 yt-i(r), xt(r)}} + va, r [E {YY(r) I yt-1(r), xr(r)}l 
=r , 
2(r) + trace 
{St(r)T 
j(r)St(r)} + dl(r)T 
Eit(r)dt(r) 
2<r<n 
where dt(r) = 
ýätl)(r), 
..., 
ä'-')(r)). 
To find the marginal covariance between Y(r) and YY(k), note that for two 
variables Z(1) and Z(2) 
E {Z(1)Z(2)} =E [E {Z(2)Z(1) I Z(2)}] =E [Z(2). E {Z(1) I Z(2)}] 
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Therefore suppose that Z(1) = Y(r) and Z(2) = X1(r) and let a-t(r) be a vector 
such that for r>2 
crt(r)T = (vt(r, 1), ... , vt(r, r- 1)) = cov{Yt(r), 
X: (r) I yt-1 }. 
Then 
at(r) =E 
[(Xt(r). E {Yj(r) IX t(r)}) I y'-']. 
By equation 5.23 this becomes: 
=E 
[X(r) 
I äi°)(r) -}' di=)(r) 
{ (i) - . 
fe(i)l) yt-11 
: =i 
lJJ 
r-1 
= 
äc°ý(r)E {Xt(r) I yl-1} + ai'ý(r)E [Xi(r) {Yt(z) - fe(i)} ý il '} 
It is clear that: 
a )T aj(r, r) 
So if El(2) =o (1,1) is given, then El(r+1) can be calculated as a simple function 
of Et(r), o (r) and 0t(r, r). Hence the marginal forecast covariance matrix of the 
CLMDM, is simply calculated from the variances and expectations of the updated 
distributions for the separate conditional component regression DLV1's. 
These models are best illustrated by some simple examples. 
5.5.1 Example. 
The. simplest nontrivial example which illustrates this new class of models can 
be constructed as follows. Suppose that Yl = (Yt(1), Yt(2)) is to be modelled 
by a LMDM and that at any fixed time the two variables can be represented 
by the graph of the influence diagram in figure 5.8(a). Suppose further that 
the processes {Y (1)}jL<t and {Yx(2)}k<z can be represented by the graph of the 
influence diagram of figure 5.8(b). 
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yt-'(l)H Yt-1(2) 
8-6 
=(1)}ý'ýY=(2) 
(a) (b) 
Figure 5.8: Graph of the influence diagrams for (a) Y(1) and Y(2) at a fixed time 
t and (b) {YI; (1)}k<t and {Yj; (2)}k<z. 
Let the following observation and system equations hold: 
Observation Equations 
Yt(1) = 81(1) + vt(1), vt(1) - N(O, ßi(1)) 
Yt(2) = Yt(1)Ot(2) + vt(2), vt(2) - N(O, Vt(2)) 
System Equation 
of = c'tet_1 + wt, wt N N(o, W1) 
Initial information 
(90 I Do) - N(mo, Co) 
where Gt is the 2x2 identity matrix; WL and Co are diagonal; and vt(1), vt(2), 
wt(1) and w1(2) are mutually independent of each other across time. Notice that 
in this example Ft(1) =1 and Ft(2) = yß(1). 
Suppose that at time t -1 the information about the parameters is expressed 
through the distribution: 
1V (mt-1, Ct-1) 
where m1= (mt_1(1), mt_1(2)) and C1_1 is diagonal. 
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From equation 3.6 and corollary 5.4.2, it can be immediately seen that the 
following means and variances for the conditional forecast distributions come 
through: 
E {Y(i) I yt-1(1)} = Fi(l)mt-1(1) = me-i(1) 
E {Y(2) I y`-1, ye(l)l = Ft(2)mt-1(2) = yt(1)mt-1(2) 
and 
var {Y(1) I y`-i(1)} = Tt (1) 
var {Yl(2) lyt-1, yß(1)} = yt(1)2Rt (2) +, r, 2(2) 
where Tl (1) just depends on t and follows the usual DLM iterative equations, 
T2(2) is simply V(2) and trace[Si(2)T {xt(2)} {xi(2)}T St(2)} = y1(1)2Rt(2), 
where R, (2) (which is equivalent to R2(2) using the notation of sections 3.1 and 
5.5) is a function of 
Thus, by using the results introduced earlier in this section, it is clear that 
the forecast distribution of YL will have mean vector: 
00 -1 mt_1(1) E[ý'ý 
(mc1(2) 
00 )J C 
me-j(1)mt-j(2) 
and-covariance matrix: 
Tl (1) o (1,2) 
c (2,1) o= (2,2) 
where 
ßt(1,2) = ßt(2,1) = mt-i(2)E 
{Y(1)2 I yt-1} 
o (2,2) _ Tl (2) + Rý (2) E {YL(1)2 I yt-i} + mj-i(2)2i(1). 
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Clearly, both {Y(1) I yt-1(1)} and {Y(2) yt-1, yt(1)} have normal distri- 
butions. However, the joint forecast distribution of {Y(1), Y(2) ye-1} is not 
bivariate normal because of the appearance of yt(1) in the variance term of 
{Y(2) I yt-1, yt(i)}. Indeed this joint distribution can be very non-normal. This 
is demonstrated in figures 5.9 and 5.10 in which the contours of the joint dis- 
tribution of {Yt(1), Y(2)} after the margin of Y(1) has been normalised and for 
various different parameter values are given. 
From these diagrams it can be shown that the modes and anti-modes lie on a 
quintic (and so exhibit a Butterfly catastrophe, Zeeman, 1977). Notice that the 
joint forecast distribution is only symmetrical when the variance of {Y(1) I ye-1} 
does not appear in the variance of {Yt(2) yt-'}, that is, when mt_1(2) = 0. 
For any non-degenerate values of the parameters, it can be concluded, after a 
little algebra, that there is a value of y1(2) such that the conditional predictive 
density of {Y(1) I Yt(2) = yl(2)} is bimodal. The worst case obviously occurs 
when O t(2) is uncertain where the distribution becomes very non-Gaussian. As 
R* (2) -a 0, then the process tends to a bivariate normal. However, unlike the 
analogous simultaneous equations models the assumed stochastic drift on 9t(2) 
prevents this limit from ever being reached. 3-D plots of the same LMDM when 
the observation variances are unknown are shown in figure 5.11. Notice how the 
distributions are now also dependent on the number of degrees of freedom in the 
t-distribution of each variable. 
From the figures it is clear that the point E[Y(1) yt-1(1)] (in this case 
Y(1) = 0) takes on special significance as it is the point about which the 
contours are symmetrical or asymmetrical. Regression on the forecast residual 
[Yl(1) -E {Y(1) I yt-1(1)}] will often therefore seem more natural. This gives 
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Figure 5.9: Various symmetric contour plots of Yt(1) and Yl(2) when the marginal 
distribution of Yß(1) has been normalised to have zero mean and unit variance 
and mt_1(2) = 0. R= (2) is kept constant for all graphs in the same row and r (2) 
is kept constant for each column. The value of both Rý (2) and r (2) in the first 
row/column is 1, their value in the second row/column is 10 and in the third is 
100. 
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Figure 5.10: Various asymmetric contour plots of Yt(1) and Yt(2) when the 
marginal distribution of Yt(1) has been normalised to have zero mean and unit 
variance and mt_1(2) 0 0. R= (2) = rt (2) = 10 in the first row, R, *(2) = 10, 
rrt (2) =1 in the second row and R7(2) = 1, Tt(2) = 10 in the third. Mt-1(2) 
varies by column, taking the values 1 in the first column, 5 in the second and 10 
in the third. 
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Figure 5.11: 3-D plots of joint t-distribution of 2 variables following an LMDM. 
Notice how the contour becomes star shape as the degrees of freedom get smaller. 
the corresponding CLMDM whose means and covariance matrix are given by: 
E[Y, yt-1] = 
(mi_l(1)) 
_ 
Ti (1) o. t(1' 2) 
/ vt(2,1) Qt (2,2) 
where 
it(i, 2) =0 (2,1) = mj-i(2)E 
[{Y(1) 
- fcýl)}2 yt-11 I 
ßt(2,2) = Ti (2) + Ri (2)E 
[{Y(i) 
- 
ii(1)}2 I l_i] 
+mt_i(2)2var [{YY(1) - ft(1)} I y"] 
= T2(2) +Ti (1) 
{R (2) + mt-1(2)2} 
The graphs in figures 5.9 and 5.10 will still be appropriate for this corrected 
model. 
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5.5.2 Example. 
Consider now the more general situation for the 2 variable case, where Gt is 
no longer the identity, Ft(1) = ßt(1) and Ft(2)T = (yt(1), ßt(2)). The general 
LMDM now holds: 
Observation Equation 
Ft(l)Tee(l) + v1(1), 
Y=(2) = Ft(2)TO (2)+vt(2), 
System Equation 
Bi = Geee-i -f- wt, 
Initial information 
(80 I Do) - N(mo, Co) 
vt(1) "' N(O, VI(l)) 
vt(2) - N(O, Vt(2)) 
w= N N(o, Wz) 
where Gt, Wl and Co are blockdiagonal as usual and the same independence 
conditions hold as for example 5.5.1 
Using exactly the same notation introduced to define the means and variances 
of the LMDM in this section, equations 5.20 and 5.24 lead directly to the required 
conditional forecast means and variances which are given by: 
E {Y(1) I yt-1(1)} =a (1) 
E {Yt(2) I yt-1' YL(1)} = a(t°)(2) + yt(1)ail)(2) 
and: 
var {Y(1) J yt-1(1)l =r (1) 
var {Y(2) I y`-1, yß(1)} = y(1)2R(2) + Ti (2) 
The only qualitative difference from Example 5.5.1 is that the iterative form 
of r, 2(2) now depends on yl-1(1). This is because 7T"(2) is now a function of 
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ßt(2), Rt(2), Rt(2) and Vj(2) where Rt(2) and Rt(2) will depend on In 
particular, the first two moments of the forecast distribution are simply: 
E[Yt 1 ye-i1 = 
(a0)(2) 
-}-ta(() 1 a, 
(1)(2) 
and covariance matrix: 
-r-t2 (1) a (1,2) 
ot(2,1) ßt(2,2) 
1 
where 
at(1,2) = at(2,1) =a (2)E 
{Y(1) I yt-1I _f a(')(2)E 
{ß't(1)2 yl-iý 
and 
ae(2,2) = Ti (2) + R, * (2) E {ý'i(i)2 yt-11 + a(, 1)(2)2r (1). 12 
It can be seen that the geometry of the problem, given this more complicated 
model, just parallels that of example 5.5.1. 
5.6 Discussion of the MDM. 
Not only do MDM' s accommodate certain features associated with partial seg- 
mentation and causal structures of business multivariate time series, but they 
are also of theoretical interest. Some of the theoretical aspects of MDM's will be 
discussed in this section. 
MDM's define a class of non-Gaussian time series models which decompose the 
forecasting system into components whose conditional distributions are univariate 
Bayesian dynamic regression models. As was mentioned in sections 5.3 and 5.5, 
these univariat. e models can be normal. In particular, if Fi(r) is a linear function 
of {xt(r), yt-1(r)}, then each variable would follow a generalisation of one of 
85 
Priestley's state-dependent models (Priestley, 1980). Alternatively, each model 
could be a non-linear Dynamic Model (West, Harrison & Migon, 1985, Migon 
& Harrison, 1985, Pole, West & Harrison, 1988) enabling any non-linear effects 
of competitive strategies to be modelled directly. If each component follows a 
univariate Bayesian linear or non-linear model, then it is possible to use the 
updating relationships directly from univariate Bayesian dynamic models, even 
though the model regresses on contemporary components of Yt and can be highly 
non-linear. This makes the process especially interesting because the models are 
amenable to analytical investigation. Approximate or numerical methods, with 
all the robustness issues that surround them, are largely unnecessary. On the 
other hand, as can be seen from figures 5.9 and 5.10 of example 5.5.1, the vector 
Yi can have a joint forecast distribution which is very non-Gaussian, even when 
Ft is a linear function of (Y(1),. .., Y 
(r -1)). In this respect this class of models 
is very similar to the models of Wermuth & Lauritzen (1990) in the fact that the 
conditional distributions are fairly simple but the joint model is far more complex. 
Since the forecasting model is expressed in terms of univariate Bayesian dy- 
namic models, such techniques as intervention, trends and seasonals, can be trans- 
ferred directly on to these models. Notice that the MDM does not impose the 
stringent symmetry conditions necessary in the models of Harvey, 1986 and the 
DMR models (see section 3.6), that is, the MDM does not require that each 
variable has the same Ft and G in its observation and system equations. The 
forecaster need not specify fixed values for the observation variances V(i), 
V(n) and the variance for each variable can be estimated on-line with the system 
as described in section 3.3. Discount factors can also be used to specify values 
for the system errors w1(1), ..., wt(n) 
(see section 3.2). 
It is interesting to note that, unlike conditional independence within time 
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Yc(1) Yc(4) ß'c(1) Y (4) 
Yt(3) Y=(3) 
Ye(2) Yc(5) Yc(2) Yc(5) 
(a) (b) 
Figure 5.12: Two graph with the same implied conditional independences, but 
with different LMDM's. 
frames, conditional causality of the type described above depends on the ordering 
of the variables in the MDM. Furthermore each influence diagram corresponds to 
a unique LMDNM or CLMDM structure. 
For example, suppose that for 5 variables modelled with an LMDM, the fol- 
lowing regression equations hold: 
Y(1) = Bi°I (1) + vi (1) 
Y, (2) =0 i°ý(2) + Bil)(2)Je(1) + v=(2) 
ß'c(3) = 9(O)(3) + Bil)(3)ye(1) +o(2) i(3)ye(2) + vß(3) (5.26) 
Y(4) = 0°)(4) + 0(3)(4)ye(3) + vi(4) 
Y, (5) = ei°ý(5) +9 3)(5)y (3) + vi (5) 
The graph of the influence diagram consistent with these equations is given by 
graph (a) in figure 5.12. 
It is easy to check that the LMDM on these regression equations, could alter- 
natively be represented by the LMDM on components of Y taken in the order 
{Y(1), Y(2), Y(3), Y(5), Y(4)}. The graph of the influence diagram figure 5.12(a) 
would remain unchanged. 
In general any new ordering of the variables compatible with the influence 
diagram of a single time frame of a LMDM or CLMDM, given the past, will 
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produce equations algebraically identical to the original. 
On the other hand, note that by the Decomposition Theorem (Smith, 1989), 
for any given time frame t, the implied set of conditional independence statements 
by graph (b) in figure 5.12, given the past, are identical to those represented by 
graph (a). However, the conditional independences related to causality in the two 
diagrams, correspond to two quite different LMDM's. 
For example, from graph (a) it is clear that: 
Y(2) I yt-1 = y(2) I yt-1(2), yt-1(1) 
whereas graph (b) means that: 
Yj(2) { yt-1 = 
Because of the different covariance structure on the system error wt implied by 
each of these influence diagrams, there is no guarantee that these two statements 
could hold simultaneously. 
Suppose that the context of the model is such that the time frame condi- 
tional independences are logically determined. However, suppose that there is 
uncertainty regarding the causal structure across the variables in the problem, 
although this causal structure is assumed consistent over time. In this case a Class 
I jklulti-process MDM can model the system. A multi-process MDM has m mod- 
els {Mil), ..., M(')} where there is one model 
for each of the m possible causal 
structures for the given conditional independence structure. The methodology 
outlined for univariate multi-process models in section 3.5 can then be applied 
directly. Multi-process MDM's allow the prediction of complex series without 
any apriori assumptions about causal structures. This is because the forecasts 
are found by using p(yj I yt-1, M(')) mixed with probabilities p(M() I yt-') to give 
appropriate predictive densities. 
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Although Granger causality has attracted academic interest, in practice it has 
proved difficult to discriminate between different causal structures using linear 
systems. However, by embedding causality in the non-linear MDM, multi-process 
MDM's can give an on-line assessment of hypotheti6al causal relationships across 
the variables. The MDM corresponding to a given causal structure can then be 
made at least plausible. Furthermore, the conditional components can be as 
complicated as necessary, containing trends, regression terms, seasonal factors, 
and so on. It therefore looks promising that the MDM's will enable the selection 
of causal structures across practical models. 
Notice that from the geometries of the joint densities on the model of exam- 
pies 5.5.1 and 5.5.2, most information about causal relationships seems to come 
when the relationship between the variables is uncertain (in these examples this 
corresponds to R, *(2) being large). This will occur early in the series and after 
external intervention (see section 3.4). This might explain why Zellner (1987) 
finds it so difficult to discriminate between two causal structures - the models 
he considers are not dynamic, they would assume that Ri (2) --; 0 and external 
intervention is not considered. 
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Chapter 6 
Dynamic Graphical Models. 
6.1 Introduction. 
Chapter 5 introduced MDM's which are not only fairly simple to implement, 
but are also flexible enough to accommodate many of the causal relationships 
which can exist amongst brand sales in competitive business markets. MDM's 
only have a restricted use, however, as they assume that all components in a 
vector time series YL are causally linked and they do not allow any symmetries 
to exist amongst the components. Dynamic graphical models (DGM's) attempt 
to overcome this problem, modelling both the causal and symmetric relationships 
which might exist between components. 
DGM's are a combination of (conditionally normal) MDM's and DMR mod- 
els (see section 3.6). They attempt to use the flexibility of MDM's to model any 
causal relationships whilst utilising the imposed symmetry of the DVMR model 
to accommodate any natural symmetries that mi ; ht possibly exist amongst the 
components of a vector time series Y. They are essentially (conditionally nor- 
mal) MDM's in which some of the components are vectors and the observation 
covariance matrix, which is assumed unknown, is estimated on-line with the sys- 
tem. 
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Figure 6.1: Graph representing the research hypothesis of the shampoo market. 
To illustrate how a DGM is derived for a multivariate time series, consider the 
problem of forecasting sales in a hypothetical small shampoo market. Consumers 
can choose between buying equally high priced conditioning shampoo and natural 
ingredients shampoo, or a cheaper standard shampoo. Because the standard 
shampoo is not very attractive, consumers would prefer to buy one of the more 
expensive shampoos if they can afford them. So it is expected that, at time t, the 
sales of the more expensive conditioning and natural ingredients shampoos, C, 
and Nt respectively, will decrease as the number of affluent customers decreases, 
the rest having to buy standard shampoo. An index, It, of disposable income 
amongst consumers, at time t, may be a good indicator of consumer affluence. 
Let the sales of standard shampoo at time t be represented by St, then a research 
hypothesis of the causal links between the series at a single time period can be 
seen in the graphical representation of figure 6.1. 
If edge (Ct, Nt) of figure 6.1 were directed, then this would be the graph of an 
influence diagram. In this case, the results of chapter 5 would mean that {I=}t<1 
is a Granger non-cause of {St}1ý1 given {Cl, Nt}i< when it is modelled by an 
MDM. 
However, an MDM would require that Nt be conditioned on (CL, Ii), but 
Ct would be conditioned on It alone, thus destroying the symmetry of the role 
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between CG and NL in the given explanation of the dynamics of the market, as 
well as introducing spurious non-causes. It is therefore inappropriate to represent 
the series by an influence diagram. A DGM is a more satisfactory model for this 
situation as it would accommodate the symmetric relationship between {Ct} and 
{N, } represented by the undirected edge (Cl, Nt) in figure 6.1 whilst {It}t<l 
remains a conditional non-cause of {St}1>1 given {Ct, 1Vt}t>1. Thus both the 
causal and symmetric relationships of figure 6.1 are accommodated. 
In terms of causal structures, these DGM's are represented by a subclass of 
chain graph (Wermuth & Lauritzen, 1990) at every time frame. Chain graphs 
are mixed graphs and they partition variables into subsets, which will be called 
blocks here, such that directed edges connect variables between blocks consistent 
with the order of the partition (lower indexed blocks to higher) and any pairs of 
variables within blocks are joined by a non-causal undirected edge. This subclass 
is defined by imposing the following two conditions: 
1. all variables in the same block of the chain graph are adjacent 
2. if there is a directed edge from a variable in one block to a variable in 
another block, then there must be a directed edge from every variable in 
the first block to every variable in the second. 
Figure 6.1 represents a chain graph of causality that lies in the subclass defined 
by 1 and 2 above. The partition of blocks is ({It}, {Ct, NVt}, {Sr}). Figure 6.2 
shows a research hypothesis of a real market containing 9 brands. 
As for MDM's, the relationships between the present Yl and the past series 
Yt-1 can be represented by a graph in which each variable in the chain graph at 
time t has as its parent set its own past series, as well as the past series of its 
parents at time t. 
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Figure 6.2: A research hypothesis of a real market with blocks {Y(1), Y(2)}, 
{Y(3), Y(4)}, {Y(5)}, {Y(6), Y(7), Y(8)}, {Y(9)}. 
The DGM will be formally defined in section 6.2 and it will be shown how the 
model regressors follow a (conditionally normal) MDM. Section 6.3 introduces 
linear DGM's and shows how the joint forecast mean and covariance for these 
models is easily derived. Finally, in section 6.4 the models are demonstrated by 
a working example of the simplified shampoo market. 
6.2 Dynamic Graphical Models. 
Suppose that at a fixed time t, 1V = E; qj variables are represented by a chain 
graph of the type described in the introduction and that the relationship between 
the iV variables at time t and the past series is represented by a graph in which 
each variable has its previous series as parents and also the previous series. of 
its parents at time t. List the components of the vector time series as YtT = 
(Yt(1)T, 
... YL(n)T) where each vector Yt(r)T = (Y1(r), ... , 
Yqr (r)) consists of 
the q, variables in the rul block of the chain. Conditional on the values of their 
parents, Yt(r) will follow a DLM if q,. =1 and the symmetric DVMR evolution if 
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q,. > 2. Suppose that el(r) _ (Oti(r), ... , 9t.,. 
(r)) is the state parameter matrix 
defining the distribution of YL(r) and 9 (r) is the Sr dimensional state vector 
defining the distribution of Yl5(r), 1<r<n. Let E denote the NxN constant 
but unknown covariance matrix for Yt whose rth diagonal entry, E(r), is the 
q, x qr covariance matrix for Yt(r). 
As with the MDM, the DMR models may have functions of unobserved con- 
temporary variables as regressors. Because of the symmetry of the roles played 
by the variables within a partition block, it will be assumed here that Yt(r) only 
has functions of sums of components over a parent block as regressors. Thus the 
sums are sufficient statistics for the blocks. Notice how this differs from MDM's 
where all the individual components of parent blocks would be regressors. For 
notational simplicity these sums will be labelled by: 
xi (r)T = Yi(1),... Yi(r - 
i=1 i=1 
Zi(r)T = 
(Yti(r+1)... 
Yzi(n)) 
=1 i=1 
such that 
X*t(r)T 
((1)... 
i(r_1)) 
i=1 j=1 
Z*1(r)T = Yi(r+1). ". ".. 
E Yl(n) 
=1 i=1 
where ýý-1 I'ý! (r)T = (ýý=1 Yi j(r)T, ..., ýý=1 Y; (r)T ). Both Xt(r) and Z1(r) 
remain as defined by equation 5.1. 
Explicitly, then, the DGM is given by: 
Observation equations 
y (r)T = Ft(r)T ®(r) + vi(r)T, 1 <r <n, vj(r) NN (o, VI(r)E(r)), 
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System equation 
Oe = Gcee-1 + 0e, Qt ^. N(0, We, E), 
Prior information 
(fit-ýý y`-1) ^r NW, -, ', (ML-1, Cj-j, Sa-i') 
FL(r) is an Sr dimensional vector and is allowed to be an arbitrary but known 
function of x*t(r) and yt-1(r), but not yt\{yt(r)}, z*t(r), Ejg=1 y, ý(r) or yjr); 
vt(r) is the q, dimensional observation error vector; Vf(r) is some known scalar; 
Ot = blockdiag (®(1), ... , Ot(n)) 
Sgt = blockdiag (S2l(1), ... , f2ý(n)) 
and 
MI-1 = blockdiag (Ä'I_1(1), ..., i"lt_1(n)) 
are all (s x N) matrices with (s, x q,. ) matrices on their diagonal such that 
Ot and fti are the parameter matrix and system error matrix respectively and 
fit(r) is the system error matrix for Yt(r); St-l' is a (tV x 1V) matrix with 
the (qr x q,. ) matrices {St_1(1)nt_1(1), ... , St-1(n)n1-1(n)} on its diagonal where 
nl_1(1), ... nt_, 
(n) are specified scalars; and 
Gý = blockdiag (Gt(1), ... , Gt(n)) , 
Wt = blockdiag (Wt(1),... , WL(n)) 
and 
Ct-i = blockdiag(Ct-i(1), "-", C, -i(n)) 
are all (s x s) matrices where Gt(r), W1(r) and C, -j(r) are 
(s,. x s,. ) square matrices 
which may be functions of past vectors x*t-1(r) and yt-'(r), but nothing else. 
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As for both the MDM and DMR models it is assumed that {vtj(r)} and {wtj(r)} 
are both independent for 1<j<q, 1<r<n, and are mutually independent 
over time t>1. 
By substituting ®t(r), {x*1(r), x'(r)}, {F? =1 yl(r), yt(r)} and {z*1(r), zt(r)} 
for 9i(r), cet(r), yt(r) and zt(r) respectively in Corollary 5.4.2 of section 5.4, the 
analogous form of equations 5.7 and 5.8 for DGM's follow directly. That is, if 
IIr=10o(r), then for all time t 
41 4,, 
IIr 1 E)t(r) ytl yß(1), ... ,L yi(n) 
(6.1) 
and 
Qr 
Ot(r) fl ze(r)g z*L(r) I xe(r), x c(r), V'(r), F, yj(r) (6.2) 
j=l 
So, as with MDM's, the conditional distribution of Yt(r) {Yt(1), ... , 
Yz(r-1)}, 
1<r<n for each block can be forecast separately and updated in closed form (by 
equation 6.1). Once again, the joint forecast distribution can then be expressed 
as the product of these conditional distributions and is given by: 
p 
{yc I yt-1} =H 
fUýýrýp {ye(r) I xi (r), yt-i(r)e ®l(r)l p 
JOi(r) J yt-1 
} d®1(r). 
r 
Now, in the definition of the DGM for Yt, it states that Gt(r), Wt(r) and 
C! 
_1(r) may 
be functions of yt-1(r) and x*L_l(r) but nothing else. This, together 
with equation 6.2, allows the simplification of p {Ot(r) I yt_1} to: 
yz-11 =p 
{e (r) I x*e-l(r), yl-1(r)J 
Therefore it is only necessary that the series of sums of the components in each 
of the first r-1 blocks are known to find the conditional forecast distribution 
for Yt(r). 
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It is clear that, given the additional form of Fa(r), the conditional causal 
relationships found in a DGM differ from those of the MDM in that in the DGM 
Z(r), Z* (r), X (r) and Fý=1 yl (r) are all non-causes of Y(r) given X *(r). 
It is interesting to note that X *T = 2=1 
Yt(1), ... , E; =1 
Yt(n)) are gov- 
erned by a (conditionally normal) MDM whose conditional variances are esti- 
mated on-line through the estimation of E. Suppose that 1q,. is a q, dimensional 
vector such that I., T = (1, ... , 1). 
The MDM across these regressors is then 
given by: 
Observation equation 
qr 
Ytj(r) = Fl(r)TOI (r)l,, + vt(r)T 14r, 
j=1 
roe(r)T 14, ^' N (0, VV(r)E'(r)) 
1<r<n 
System equation 
ýe(r)lsr = Gt(r)®t-1(r)ls, + SZz(r)ls,., f21(r)1Qr ^' N (o, E*(r)Wt(r)) 
1<r<n 
Prior information 
ýýc-i(r)lýi. I y`-1, *(r)) 
(E*(T)-1 I yt-1) 
N (fut-i(r)igr, Ct-i(r)F, *(r)) 
(n't-, (r) St 
fi(r)ne-1(r)1 
22 
where E*(r) = 1q, TE(r)1q , Sý 1(r) = 1q, 
TSt_1(r)lq, and Fi(r) and G1(r) are the 
same as in the DGM. 
Proof: From multivariate normal theory (see for example Chatfield & Collins, 
1980), it is known that if 
vc(r)T ^' jýT(oT, 1 t(r)E(r)) 
97 
then 
ve(r)T iqr ^' N(°T lq., V (T)14 ý(r)14ý) 
and so it has been proved that vt(r)T 14* has a univariate normal distribution 
given by: 
vt(r)T 1q, ^' N(O, V (r)E*(r))" 
It will now be proved that: 
f2t(r)iq, , N(o, E*(r)Wt(r))" 
From matrix-variate normal theory (see for example Dawid, 1981) there is a result 
which states that if: 
V ti N(A, B, C) 
then 
HVK +LN N(HAK + L, HBHT, KT CK). (6.3) 
Therefore, since 
Qj(r) N N(O, Wi(r), F, (r)) 
then 
Sit(r)lyr N JV(01q., Wi(r), 1q,. E(r)l,, ) = N(°ýWi(r)ý *(rýý 
where o is now an s,. -dimensional vector. The matrix normal density of Qt(r)lq, 
is therefore given by: 
p{S2t(r)l, jý} =k exp { 
-trace [{Stt(r)lyý}TWL(r)-1{SZý(r)l, 
lr}E*(r)-1ý } 
where 
k= (2, r)-,, 
12IWt(r)1-1/2tE*(r)I `, /2 
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Since E*(r) is a scalar and the trace of a scalar is merely that scalar, p{Stl(r)1gr} 
becomes: 
p{S21(r)14r} = kexp 
{-. 
2 
[{Slt(r)1q, }T{E`(r)WW(r)}-1{Stt(r)1q, }} }. 
Now, the determinant of a scalar is also simply that scalar and so the constant 
term becomes: 
k= (27r) -sr12IWt(r)l-1/2E'*(r)-3"/2 
_ (27r)-sr/2 {E*(r)-12* 
}s" IT'Vt(r)I 2 
which by the properties of determinants becomes: 
k= (2ý) Z jE*(r)Wj(r)I 2. 
Therefore 
p{f2t(r)lyr} = (27T) 2 Iý*(r)Wt(r)IZ 
x exp 
{-2 [{Sti(r)1q,. }T{E*(r)Wt(r)}ý1{S2i(r)1q }} } 
which is a multivariate normal density, thus proving that: 
Qt(r)14r - 1V(o, E*(r)Wt(r))" 
The distributions which make up the prior information will now be derived. 
Throughout the derivation assume that all distributions are conditional on Do. 
It is known that: 
(eo(r) I fi(r)) ^' N(Mo(r), Co(r), E(r)). 
By equation 6.3 the result comes directly that: 
(eo(r) 1gi, 1 E(r)) ^' N(1VIo(r)1q , Co(r), E*(r)) 
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and following the same reasoning as in the last proof, the derivation of the dis- 
tribution of {Oo(r)1gr I E(r)} can be completed to give: 
(®o(r)lgr 1 E(r)) ^' N(Mo(r)1q., > *(r)Co(r))" 
It now remains to derive the initial distribution of E*(r). From the DGM it 
is known that: 
E(r)-l ^; 
From Wishart distribution theory (see for example Chatfield & Collins, 1990) 
this implies that: 
l14 
E(T)lgr}-1 
lno(r)14 
So (r)1 } `.., XZo(*)' 
By the relationship between the X2 and gamma 
distributions, this becomes: 
*(T)_1 ^G 
no(r) S0*(r)no(r)1 
1\ 2'2J 
so that SS(r) is the point estimate of E*(r) at time t. 
6.3 Linear Dynamic Graphical Models. 
Section 5.5 introduced linear MDM's and corrected linear MDM's which are par- 
ticularly simple to work with. DGM's have two analogous models - namely the 
linear DGM's (LDGM's) and corrected linear DGMY 's (CLDGM's). They are a 
combination of the LMDM's/CLMDM's and the DMR model and as such inherit 
the simplicity of these models. 
Suppose that {vl(r), nt(r)}z>1 are jointly Gaussian, are independent of yt-1 
and Ft(1) does not depend on Y. The LDGh1 is defined so that 
ý'ý(r)T = (xi (r)T, -. ic(r)T ) 
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where et(r) is a set of known exogenous variables, and the CLDGM sets 
Ft(r)T 
[{xi 
(r) 
-1 
(r) }T 
, ýiz(r)T 1 
where fe (r)T = 
(E ýýý'_i 
ycj(1) 1 yt-1] ' ... 'E 
{Eý_i 
ye5(r - 1) I yt-ijl. 
As for the LMDNI and CLMDM, the individual forecast distributions of 
the components YI(r), r=1, ... , n, are multivariate normal or 
T. The joint 
forecast distribution is then simply the product of the conditional distributions 
{Yt(r) I xi (r)}, r=1, ... , n. Once again, the joint forecast 
distribution of Yt 
is not of a simple form but, as for LMDM's and CLNMDM's the means and vari- 
ances/covariances of the joint forecast distribution can be found explicitly fairly 
easily and these will be derived now. 
The conditional forecast mean of {YI(r) I x! (r)} when each yt(r) is modelled 
by an LDGM comes directly from equation 3.13 so that: 
E{Yt(r)T I y`-'(r), x*t(r)} = Ft(r)Tat(r) 
where at(r) is an (sr x q,. ) matrix. Let at(r) be partitioned in a similar way to 
the analogous LT'vIDM and CLMDý"I, so that. 
at(r)T = (Ae (r)T , A1(r)T) 
where 
Ai (r) _ (azi(r), ... , at,,,. 
(r)) 
r such that the (r-1)-dimensional vector atj (r)T = (aýlý(r), ... , a(7-1)(r)) contains 
those parameters associated with x*, (r) and AL(r) is the ((Sr -r+ 1) x q,. ) matrix 
of parameters associated with {xl(r), yt-1(r), x*t-1(r)}. The conditional forecast 
expectation of {YI(r) I xi (r)} can then be expressed by: 
E{Ytýl) ýJt-1ý1)} =a (r) 
E Yt T yt-1 r ý* tT= at 
O) 
T+ Al TT xt T) 
} 
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where a(t°)(r) is a q, dimensional vector which is a function of Äß(r), ; i1(r), 
z*t-1(r) only. 
By equation 5.21 the mean of the joint forecast distribution of Y= can be 
found directly to give: 
E [YI 1 yt-1] = dio) + ASE [Xi 1 yt-1] 
where a °) is an N dimensional vector such that: 
= ,..., a n 
(O)T (a0)(1) ()( )T/ 
and the lower triangular Nxn matrix At is such that the (q; + 1)th row to the 
q +l row has AL(i) in its first i. - 1 columns. 
Now, since X= will follow an LMDM, then from section 5.5 it is known that: 
E Yti (r) y`-1 x*t (r) = ai°i! (r) +I aii) (r) ý'ej M 
j=1 
1i=1 
j=1 
where al0ý(r) = j=1 a(, °)(r) and a(')E(r) _ =1 a(d)(r). Thus, 
E {x I Je-l 
1= [I 
- AE] 
-lat 
where A' is an nxn lower triangular matrix whose (j, k)`1' element a, k. is given 
by: 
and 
N-1 a(k)" (j) k<3 aýk _ 0 otherwise 
al°ýr = 
(01), 
... , a(O)E 
(n) j. 
Thus the expectation of the joint forecast distribution of {Yt I yt-'} has been 
found explicitly. 
Similarly, when Yt is modelled by a CLDGM the expectation of the condi- 
tional forecast distribution of {Yt(r) I x7(r)} is given by: 
E [Yz(r)1 yt-1(r) , x* 
c(r)] = di0) (r) + At(r)T 
{x1(r) 
- ft ýrý} (6.4) 
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where the q, dimensional vector d(°)(r) and the (r - 1) x q, matrix Ai(r) _ 
(dtl(r)...... dt, gr(r)) are similar to a(l°)(r) 
and At(r) but with different values. 
The marginal mean for Yt is similar to the analogous result for CLMDM's and 
is simply: 
E[ nL I yt-'] _Q 
o) (6.5) 
Finding the forecast covariance for Yt is a little more complicated. The work- 
ings for both the linear and corrected linear models follow the same principles, but 
as is the case for MDM's, those for the corrected linear model are more straight 
forward and so only the derivation of the forecast covariance of that model will 
be presented here. All workings are shown unconditionally on knowing E and so 
estimates of this matrix are substituted throughout. 
By equation 3.13 the conditional forecast covariance of {Yt(r) Ix (r)}, 1< 
r< i-i, is given by: 
cov{Yt(r) I yt-i(r)e x»e(r)} = Sf-i(r) 
{V(r) + Fz(r)TRj(r)Ft(r)} 
Suppose that each of the N Otj (r), 1<j<q, 1<r<n, can be written as: 
eii (r) = 
(0, 
j(r), eti (r)) 
where O7 (r) is the set of parameters in 01j(r) associated with xi(r) and 9t(r) is 
the set associated with xt(r). If Rt(r) is the covariance matrix for {6lj(r) I yt-1}, 
for each j, 1<j<q,., then Ra(r) can be expressed by: 
C 
Rl (r) Ri(r) 1 
Rt(r) 
__ R: (r)T RL(r) 
J 
where for each j=1, ... , q, 
R* (r) = cov 
(0* (r), 9lß (r)) 
Ra(r) = cov 
(813(r), @zj(r)) 
Rt(r) = cov 
(8: 
j (r), 9th (r)) 
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The conditional forecast covariance can then be rewritten as: 
cov{Y1(1) yt-1(1)} =r (1) 
cov{Yt(r) yt-1(r), x*t(r)} = St_1(r)Dl(r), 2<r<n 
such that: 
Dt(r) = 
[Ti (r) + {xi (r) - fi (r) 
IT Ri (r) {xi (r) - fi (r)l 
] 
where Tl (r) is a function of {U(r), xj(r), R, (r), R (r)}. Following the same argu- 
ment presented in section 5.5, this can be rewritten as: 
cov (Yz(r) 1 y'-1(r), x*t(r)) = St-1(r)Q=(r) (6.6) 
where 
Qt(r) = 
[Ti (r) + trace 
[Ut(r)T {xi (r) -fc (r)} 
{xi (r) - fa (r)IT UL (r) 11 
such that Rl (r) = Ut(r)Ut(r)T and UL(r) is a singular matrix. 
It is relatively straight forward to derive the covariance matrix of the forecast 
distribution of Yt(r), unconditionally on xl (r). Let ft(r) be the covariance 
matrix for the forecast distribution of {Xi (r) yt-1}. From the identity 5.25 of 
section 5.5, together with equations 6.4 and 6.6 it is clear that the covariance of 
the forecast distribution of YL(r) is given by: 
cov {Y, (r) I yt-'(r), x*'-i(r)} = St-i(r) E [Q, (r)] + At(r)T yt(r) At(r) 
where 
E [Qz(r)] = 'rl (r) + trace 
{Ui(r) T Ez(r)UI(r)} . 
Now the covariance matrix between Yj(k) and Yt(l), k --1 1, k, l=1, ... ,n will 
be found. As was mentioned in section 6.2, Z(r), Z* (r), X (r) and E =1 Yj(r) 
are all non-causes of Y(r) so that: 
4" 
Yt(1. ) II xt-1(r)ß zt-1`(r), z*t-1(r) 
ý, 11Tý I yt-1(t 1' *t(Tý. 1JJ 
j=1 
\1l 
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Using this conditional causal relationship, together with the form of Gt(r) and 
Ft(r) it can be concluded that for k , -E 1, k, l=1, ... , n: 
cov {Yt(k), Yt(l) x* (k), x''(1), yi-i l=0. 
Therefore 
E {yl(k)Y1(l) I x*" y1-i1 =E {Y1(k) i x*" ye-il E fyt(l) I x*t, yi-il 
Let Et be the forecast covariance matrix of X; such that: 
{Et}kl = Qt(k, l) = cov f Yi(k), 'Yi(l) j yt-i 1<j, k<n 
i=1 i=1 
and let Zj(k, 1) be the (k - 1) x (l - 1) forecast covariance matrix of X1(k) 
and XI (1). As X1 follows a LMDM Et and E1(k, l) can be found explicitly by 
using the methodology of section 5.5. Using the identity 5.21 of section 5.5 and 
equation 6.4 after some algebra it is clear that.: 
Ef Yt(k)Yt(l)1 y`-1, x*'-'l = at °)(k)d °)(l)T + t(k)T t(k, l)Ac(1). (6.7) 
It is already known that: 
E {Yt(i)1 y! -i, x*'-'l = at (i), 1<i<n 
from equation 6.5, so that: 
E {Yt(k) 1 ye-1, x*e-11 E 
{y=(k) 1, y'-1, x*'-' 
1_ Qjo)(k)Qio)(l)_ 
By subtracting this from equation 6.7 it follows immediately that the covariance 
of the joint forecast distribution of Yt, when Yt follows a CLDGM is given by: 
Gov {Y, (k), Y, (1)1 yt-17 x*t-1} = At(k)T Zt(k, I)At(1). 
Thus once EL and Et(k, I) have been found by using the recursive relationships 
defined in section 5.5, the joint forecast covariance matrix of Yt can be found 
explicitly. 
105 
6.4 A Simple Illustration of a DGM. 
To illustrate the consequences of using a particular DGMVf, return to the original 
shampoo example. Let Y(1) and Yt(3) be the blocks Il and St respectively and 
Yt(2)T = (Y1(2), Y2(2)) represent the block {Ct, Nt}. Suppose that E(1), E(2) 
and E(3) are the unknown variances/covariances of Y(1), Y(2) and Y(3) respec- 
tively. The linear DGM for this example is given by the following observation 
and system equations. Notice that yt(1) is a regressor in Yi(2)'s model, since 
Y(1) is a parent of Yt(2); and the sum ytl(2) + yt2(2) is a regressor in Y(3)'s 
model, since Yt(2) is a parent block of Y(3). 
Observation equations 
Yt(1) - el°l(1) + vt(1), 
Yc(2)T = (1, yc(l)) Oe(2) + vt(2)T, 
Y, (3) = (1, JL1 (2) + y12(2)) et(3) + vt(3), 
System equations 
o(O) ol , (1) = oil-im + w(1)t, 
et(2) = Ot-i(2) + Qe(2), 
0 1(3) = et-i(3) -I-we(3), 
Prior Information 
vt(i) ti NO, E(1)) 
vt(2) - Al (o, E(2)) 
vt(3) N jV(o, E(3)) 
w(lýt NO, Wt(1)E(1)) 
. Qt(2) N tv(0, W(2), E(2)) 
wt(3) N Al (o, W (3)E(3)) 
(B(o) (1) I Do, E(1)) ^' NN(mo(1), Co(I)E(1)) 
(E(1)_' I Do) N ý, 
(no(1) So(1)no(1)1 
l12'2 )' 
(e0(2), E(2) I Do) ti NVlKZ(2) (11Lfo(2), Co(2), so(2)no(2)) , 
(o(3) I Do, E(3)) ", j\r (mo(3), Co(3)E(3)) 
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(E(3)-1 I Do) "' G 
(no(3) 5o(3)no(3)1 
2 '` 2 J' 
where 
(0(0)(2) O)(2) 
ee(3)T = Bi °)(3) 0 (3)) and D°. represents the knowledge of the system 
before any observations. 
The monthly data set analysed is a gross modification of a non-seasonal mar- 
ket with 3 competitors when there was a sudden increase in the interest rate 
at period 13 (all other sources of variation have been filtered). Like MDM's, 
DGM's retain nearly all the advantages of univariate DLM's and, in particular, 
the familiar technique of intervention analysis (see section 3.4) can be used at 
this time period on series It. The conditional forecast distributions for each series 
are found easily from equations 3.8 and 3.13 and the one-step ahead conditional 
forecasts for each distribution are given in figure 6.3 (a). Notice that. some move- 
ment in Y(3) has occurred after period 13, but less than in Y(2), reflecting the 
fact that secondary effects respond less strongly than primary effects. Notice 
from the non-elliptical contour plots in figure 6.4, that, as for the MDM, the 
joint forecast density is non-Gaussian, even in this very simple linear DGM. This 
process, therefore, is very different from a multivariate normal time series. 
Using the notation derived in section 6.3 the marginal moments of components 
in blocks can be derived so that after a little algebra: 
E {Ye(2)T I yt-1(2)} = [1, Ef Yt(i) I y'-1(1)}] Mt_1(2), 
E {Y(3) I yt-'(3)} = 
[1, E {Y1(2) + Y2(2) I yl-1(2)}]me-ß. (3)r 
var 
{Yii(2) I yt-1(2)} = St(2)(i, i)E{Qi(2)} + 
[11ýIt-1(2)(2, i)]2var [Y(1) 1 y`-1(1)] 
j=1,2, 
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Figure 6.3: Conditional (a) and marginal (b) one-step-ahead forecasts of brand 
sales and index of consumer income in a shampoo market. The dots are the 
observations, the solid line gives the one-step ahead forecasts and the dotted 
lines represent the 90% confidence limits. 
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Figure 6.4: Contour plots of initial joint forecast densities of (a) Y(1) and Y1(2), 
and (b) Y1(2) + Y2(2) and Y(3). 
var {Y(3) I yt-1(3)} = St(3)E{Ql(3)} 
+[mt-i(3)(2)]2var {Y1(2) + Y2(2) I yt-1(2)} , 
where: 
E{Qý(2)} =1+ Rt(2)"ia) + 2R1(2)(1'Z)E 
[Yl(1) I y`-'(1)] 
+Rl(2)(2'2) { var [Y(1) I y`-1(1)] +E [Y(1) I yl-1(1) 
2} 
E{Ql(3)} =1+ Rt(3)(l"ll) + 2Rt(3)(1,2)E 
{Ytl(2) + Y2(2) I y`-1(2)] 
+R1(3)(2'2)E [{Yei(2) + ß'c2(2)}2 I yt-l(2)] 
and where the entry in the its` row and jth column of any matrix J is denoted by 
J('J) and the il4 entry of any vector K is denoted by Kl'l. The one-step ahead 
marginal forecasts can be seen in figure 6.3 (b). 
6.5 Conclusion 
Although the analysis of complex market structures with causal hypotheses using 
DGM's is in its infancy, preliminary results on real series are very encouraging. 
We believe that in the future they will extend the scope of the proven versatile 
DLM. In particular, they enable plausible strong and very unsymmetrical prior 
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information to be incorporated in multivariate processes. This permits strong in- 
ferences about the development of the process to be made without requiring very 
large uncontaminated series, virtually unavailable in the business environment. 
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Chapter 7 
Partial Segmentation Models. 
7.1 Introduction. 
This chapter introduces a new class of Bayesian models which are a generalisation 
of the Dirichlet model and extend the work of Dickey et al (1987) to the study 
of models with latent conditional independence structures. 
Recall the Dirichlet model of section 2.4 of chapter 2 for homogeneous markets. 
Here, the number of purchases of the various brands, represented by the vector 
r, followed a multinomial distribution (see equation 2.2) and a Dirichlet prior 
was placed across the parameters i (see equation 2.1) where for each consumer 
in the market: 
? pj = P(purchase brand j). 
Suppose that in a certain partially segmented market there are m brands and the 
consumers are divided into n types where: 
B(i) = P(type i). 
In this case, individuals of different types do not necessarily have the same prob- 
ability of purchasing brand j so that: 
iý _ P(buy brand j type i)O(i) 
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and it was shown how the Dirichlet model is inappropriate for this type of situ- 
ation. With only one m-dimensional observation vector r the problem is clearly 
over-parameterised. A model is therefore required which focuses on the two sets 
of probabilities P(buy brand jI type i) and 0(i), for 1<i<n, 1<j<m, but 
can allow consistent estimation of the probabilities l'j, 1<j<M. 
Following Dickey et al. (1987), it is shown in section 7.2 how, given a hypoth- 
esised matrix Z of likelihood ratios and an observation vector r, the likelihood on 
the purchase probabilities ii separates. For consistency with the work of Dickey, 
"brands" will be known as records. and "types" will be referred to as outcomes for 
the rest of this chapter. The likelihood of then separates into a likelihood on the 
outcome probability parameter 6 and the sample distribution scaling parameter 
A, where 
Aj = max P(record j outcome i). i<i<,: 
Furthermore, the dimension of the (B, A) parameter vector is m-1 and so con- 
sistent estimation of (0, A), given the m-dimensional observation vector r, is at 
least plausible. 
In section 7.3 it is shown how a closed form prior to posterior analysis can 
be performed on the sample distribution scaling parameter .\ with a certain 
large class of conditioning matrix Z. These lie in an apparently novel class of 
distributions which are called nested generalised Dirichlets. Within a certain 
subclass, these distributions can, in fact, be transformed by a reparameterisation 
into products on independent Dirichlets which are obviously particularly simple 
to analyse. These are discussed in section 7.4. 
Models with local independence structures are often difficult to understand 
because their structure and the implications are hidden under a canopy of complex 
notation and side conditions. It is shown in section 7.5 how the graphical methods 
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of Lauritzen & Spiegelhalter (1988) can be used to represent these structures by 
undirected graphs which can then form the framework of a prior to posterior 
analysis. An intriguing relationship between the useful class of Z mentioned 
above and decomposable graphs is established. Section 7.6 shows how such graphs 
can be used to guide the parameterisation of A into a convenient form. 
7.2 Setting up the model. 
Suppose that a set of possible outcomes (1,... , n), which cannot necessarily be 
observed directly, are such that: 
it 
P(outcome i) = 8(i), O(i) = 1,0(i)>O, 1 <_ i <_ n. 
A sample r= (r1, ... , rm) of m possible records is observed where it will be 
assumed that. m>i.. Let Z denote the nxm matrix with z; j as its (i, j)th 
component where 
_P 
(record jI outcome i) (7 1) z'ý P (record jI outcome i*(j)) 
where i*(j) is the outcome for which 
Aj =P (record j outcome i*(j)) = max P (record jI outcome i). i<i<il 
Thus, Aj, 1<j<m, is the probability that brand j is chosen by a type of 
purchaser who likes it best. These probabilities are natural quantities of interest 
in this context since they are the brand purchasing probabilities associated with 
the customers targeted by competitive strategies. This definition implies that, 
0<zij<1, 1<i<ý, 1<j<m. (7.2) 
Write 0= (B(1), ... , 0(n))T and A a,,, 
)T. Note that for non-degeneracy 
0< Aj < 1,1 <j<m, and henceforth this will be assumed. Now, Aj >0 implies 
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that brand j is bought by at least one type and so each column of Z has at least 
one component equal to 1 and )<1 implies that each customer buys at least 
two brands and so each row of Z must have at least two strictly positive terms. 
For each outcome i, 1<i<n: 
P(record jI outcome i) = 1. 
i=1 
This can be rewritten to give the constraint: 
M 
Ez; jaj=1,1<i<n (7.3) 
i=1 -- 
It will be assumed that an observation vector r of records gives rise to the 
likelihood: 
M 
L(ip I r) 11 ifij'', (7.4) 
i=1 
such that E, ýL1 ipj =1 and ij > 0,1 <j<m, where N= Ej= rj, T= 
(tbi, 
... , 1I)m) and itj = 
P(record j). For example, as for the Dirichlet model, 
jr I ýb} could have a multinomial distribution. Since 
P(record j outcome i)O(i) 
t=i 
_)>z; j 0(i) (7.5) 
then as Dickey et al (1987) point out, given the matrix Z, the likelihood L(I% I r) 
separates in 0 and A. Thus inferences about -0 can be made directly from infer- 
ences about 0 and A through two likelihoods, LI(O) and L2(A), such that: 
L((I r, Z) = L(8, A1r, Z) = L1(0)L2(A) 
where 
L1(9) _ (ß(8))r', >0(i) = 1,1 <i<n, (7.6) 
j=l i=l 
such that: 
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TL 
6j(8) =Iz; j0(i), 1<j<m, (7.7) 
i. e. v9) = ZTO, where ý(9) _ m(8))T 
and where 
mm 
L2(A) = II A. r', E ziiAj= 1,1 <i<n (7.8) 
i. e. ZA = 1,1, o<A< lm 
where, using the notation of the previous chapters, 1q denotes a q-diniensional 
vector of 1's. It follows that given the prior independence of 6 and A, given 
Z, then 9 and A remain independent aposteriori. This property will be used 
throughout this chapter. 
Using the condition that m>n and any appropriate regularity conditions on 
A, 6 and Z, it looks likely that the solution space for A, under the constraints 
of equation 7.8, is a manifold of dimension m-n and the solution space for B, 
under the constraint E'i'= B; = 1, is of dimension n-1. So it appears that Z has 
been used to reparameterise the m-1 dimensional solution space for the vector 
of probabilities 7pTn)T into an m- 1(= m-n+n- 1) dimensional 
manifold, the constrained solution space in (A, B). However, unfortunately the 
necessary regularity conditions on Z to ensure this reparameterisation are non- 
trivial. Furthermore, it is simple to find matrices Z, all of whose components lie 
between zero and one, but for which constraints 7.8 can never be satisfied. Z 
will usually need to be specified directly as it forms the basis of the hypothesised 
model. It is therefore important to identify classes of matrices called compatible 
matrices which are matrices of likelihood ratios of the required form which satisfy 
all the constraints to allow the reparameterisation from z, b to (6, A). This issue 
will be addressed in the next section. 
Given a compatible matrix Z, a prior to posterior analysis of A is possible 
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using a Dirichlet prior distribution (as given in equation 2.1 of chapter 2). How- 
ever, before a prior to posterior analysis of 6 is possible, another important issue 
concerning the form of Z is whether, under an appropriately chosen prior distri- 
bution, Bayes estimates of 8, as N=F, 1 ri --> oo, are consistent and whether 
certain combinations of 6 are identifiable from r. It is shown in Appendix A 
that when r is multinomial, a necessary and sufficient condition for 9 to be both 
consistent and identifiable, is that Z is a matrix of rank n- the number of 
outcome types. It will therefore be assumed throughout this chapter that Z is of 
rank n. Given a compatible Z of rank n, an exact prior to posterior analysis of 
8 is then possible using Generalised Dirichlet prior distributions (Dickey et al., 
1987). The natural family of conjugate priors to use for 0 is then given by: 
p(B) a Wi 
fie1o 
i=1 
where ßj(8) is defined by equation 7.7 and aj > 0, for 1<j<m. The pro- 
portionality constant is a complicated function of Gamma functions which are 
tabulated as two-way multiple hypogeometric functions (Carlson, 1977, Dickey, 
1983). This prior and the likelihood Ll(8) enable posterior moments to be found 
explicitly. Posterior modes of 8 are also easy to calculate since the posterior 
density is log concave. 
7.3 Model Consistent Solutions. 
In this section two issues are addressed. The first is the investigation of the form 
of compatible matrices, Z, so that a solution for A exists when Z and A satisfy 
the constraints 7.8. The second investigates how A can be reparameterised while 
satisfying constraints 7.8 so that relatively simple prior to posterior analyses can 
be performed on these conditional probabilities. This section therefore defines a 
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class of Z matrices which not only admits consistent solutions but also has an 
m-n dimensional manifold as a solution space which can be reparameterised in 
a simple way to give a straightforward prior to posterior analysis. 
Call Z recursive if there is a sequence {k(i)}1<i<,, which is strictly increasing 
in i with 
1. z; j >0,1<j 
2. Zj, k(; ) >0 
3. z; 1=0, k(i)<j<m, k(n)=m. 
For example, the matrix Z is recursive where Z is given by: 
.5 1 0 0 0 0 0 
1 .2 0 1 0 0 0 
.6 .5 1 .2 0 1 0 
0 0 .5 1 1 0 1 
Here k(1) = 2, k(2) = 4, k(3) =6 and k(4) =7=m. 
Call Z recursive-directed if it is recursive and when j< k(i - 1), for every 
2<i<n there is a row p(i), where 1< p(i) <i-1 such that z; j < z,, (i), j, with 
strict inequality for some j, 1<j< k(i - 1). 
The matrix: 
1110000 
.5 . 9.1 1000 Z 
.4100100 
0011011 
is recursive-directed. In this example k(1) = 3, k(2) = 4, k(3) =5 and k(4) _ 
7=m. Now, 
p(2) =1 as z21 < z11, z22 < z12 
p(3) =1 as z31 < z11, z32 = z12, z33 < z13, z34 = z14 
p(4) =2 as z41 < z217 z42 < z227 z43 = z23r z44 = z24, z45 = z25 
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and 
p(3) ;2 as z32'> z21 
p(4) ;1 as z44 > z14 
p(4) 3 as z43 > z33 
It will now be shown that when Z is recursive-directed, a solution for A always 
exists which satisfies constraint 7.8 and a conjugate prior to posterior analysis is 
relatively simple to perform. 
Write AT = (A(1)T, ... , A(n)T) where the component vector A(1) is labelled 
as follows, 
A(1)T = (a1, ... , aß; (1)), 
_ 
ýý1(i), 
..., 
At(1)(1)) 
, 
A(Z)T 
_ (A', (i), ... , 
Al(i) (i)) 
Consider the segment of row i of Z: 
t(i) = k(i) - k(i - 1), 2<i<n. 
1 <1 <i<n. 
For example, suppose that: 
11000 
Z= 0 0.5 100 (7.9) 
000.1 11 
then for example, z2(1)T = (0,0.5) and z3(3)T = (1,1). Note that since Aj > 0, 
for j and Z is directed, implying that the lowest indexed row in 
which z; j >0 must be maximal over i, then: 
zz(l) = 1j(ý), 
where 11(i) is the row vector of t(l) ones. 
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I <l <n (7.10) 
Let xi(l) = z; (1)TA(l) such that, by the definition of recursive-directed, for 
any A, 0<A<1,1 <j<m, there is a p(i), 1< p(i) < i, for which: 
xi(l) < X14i)(l), 1<l< p(i), 2<i<n(?. 11) 
with strict inequality for some 1<l< p(i). For the Z matrix in equation 7.9, 
for example, 
x1(1) _ý11)( 
ý1 
I A2 / 
x2(1) 0 0.5 )1 ý2 
and so x2(1) < x1(1). 
Define dýj(l) = z; (l)T. Ä(l) where is a solution for A which satisfies: 
ZÄ= 1. 
It will now be shown how this set of constraints on A, when Z is recursive- 
directed, can be rewritten. The set of constraints exactly requires that there 
exists A(i) _ Vi(i) > 0,1 <i<n-1 such that 
xi(l) = 1,1 <i<n. (7.12) 
t. i 
Of particular interest are the linear combinations 
A, 
_ ýt(l) = zj(l). X(l) (7.13) 
where by equation 7.10 
e(t) 
(7.14) 
Lemma 7.3.1 Suppose Z is recursive-directed and a, defined above. Then 
i) for fixed Z, a1 is a unique linear function of A'-'= (A(1),... , 
A(l - 1)), for 
l>2. 
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ii) the function lies between 0 and 1. 
Proof: Go by induction on r, the index of components of A for which the con- 
straints 7.11 are satisfied. Suppose A is a solution and Z is recursive-directed. 
Clearly (ii) is satisfied for r=1 by the positivity of A and (i) is trivially satisfied. 
Forr>2 
P(r) 
_ 
Pcr) 
zr(l)iý(l) <:: ZP(r)(1)A(l) - ýPcr)(1) -1 
(7.15) 
l-1 I=1 l-1 
by equations 7.11 and 7.12. Because of this strict inequality, the constraint 
Fp(i xý, ý, ý(l) =1 can be written as 
r-1 
zr(l), \(l) >0 (7.16) 
!. 1 
by the above. Note that A, is a linear function of Ar-' and is strictly positive 
regardless of the value of A''-1 because of the inequality in equation 7.15. The 
inductive step is therefore complete, so the lemma is proved. 
A theorem is now presented which shows that a solution for .A always exists 
which satisfies constraint 7.8 when Z is recursive-directed. 
Theorem 7.3.2 If Z is recursive-directed then Z is compatible. Furthermore, the 
solution space A satisfying the constraint is a manifold of dimension (m - n). 
Proof Lemma 7.3.1 showed that for each d=1,... ,na, 
is a function of A' 
where: 
e(1) 
ýi=>Ä, (l)>0. 
9=1 
Therefore, to prove the theorem, it is sufficient to identify those X>0 consistent 
with the constraints 
ýi>0,1<l<n. 
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First note that 
tai) 
. 11 = ý. ýJ(1) = 1. 
Writing p(i) = . 1j(1) the solution space requires that E1 pj (1) =1 and, to 
ensure the positivity of A(1), 
Pý1) _ ýPitl), ... ýPt(i)ý1))T > o. 
The space defined by such p is clearly a manifold of dimension t(1) - 1. Set 
Aj(t) _ 
. ß; (a1-1)pj(t), 1<3< t(ý). (7.17 
Then for each possible value of 5ý1-1 this defines a manifold of dimension t(l) -1 
and spans the solution space under the constraint 
«1) 
i Pi(l) =1 p(1) = 
(Pi (1), 
... , Pz(r)(l))T > 
0. 
i=i 
As this holds for 1<1<n, it now follows that the solution space of A is 
dimension 
u 
ý(t(l) - 1) =m-n 
t=i 
as required. 
By Appendix A it is possible to perform a prior to posterior analysis on 0 using 
generalised Dirichlet distributions. Now, when the matrix Z is recursive-directed 
the above theorem implies that there is also a conjugate Bayesian analysis of the 
conditional probabilities A and this will be the emphasis of much of the rest of 
the chapter. 
It will now be shown how A can be reparameterised in terms of p(1), ... , p(n) 
to provide a relatively simple prior to posterior analysis of A. From equation 7.17: 
A(i) = Aj 
{Pi(i), 
- .. ' PI(i)(i)I , 
i= 1, .... n 
(7.18) 
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where 
i-1 
Ai =1- 
A1zi(l)T 
p(l)" 
1-1 
Notice that A is a polynomial function of p(1),. .., p(i - 1) of order no greater 
than i-1. Using equation 7.18, the likelihood of A can be transformed to p in 
a reasonably straightforward manner. Thus, when ZA = 17, 
mn t(i) 
L2(A) -'-": 
Il Ar =H Aiý' II (A(i))rk(i) (7.19) 
i=1 i=1 k=1 
such that Ex _)l Pk(i) = 
1, Pk(i) > 0,1 <ki<n where rk(i) = rj 
when ak(i) = .A and 
ri = E1<x<tl; l rk(i)- 
A natural choice of conjugate prior to this likelihood, expressed as a distribu- 
tion on {p(1),..., p(n)} would be given by: 
u 1(i) 
P2(P) a i' {Pk(i)}`sk(i) (7.20) 
i=1 k=1 
where p and Aare as in L2 with ä;, ak(i) > 0,1 <i<n, 1<k< t(i) satisfying 
the constraint 
cri = 
7- ak(i). 
1<k<e(i) 
The posterior density will clearly now take the same form as equation 7.20 with 
tr; and aj. (i) replaced by cr; ±i and ak(i)+rk(i) respectively. These densities will 
be called nested generalised Dirichlets. It will be shown in example7.3.1 that their 
moments are straightforward to calculate for moderate sizes of N. For large IV, 
since the posterior density is log concave, the posterior mode and its associated 
matrix of second derivatives of the log density are easy to calculate numerically. 
Often further simplifications to recognised structures are possible. Here are two 
examples. 
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7.3.1 Example. 
Suppose that 5 brands are bought by 3 types of customer and the hypothesised 
model gives the likelihood ratio matrix Z given in equation 7.9. Note that the 
solution space for A is spanned by (pl(1), p2(1)) of dim 1, p, (2) =1 of dim 0 and 
(p, (3), p2(3)) of dim 1. From equation. 7.16: 
al =1 
A2 =1-0.5x2 
=1-0.5p2(1) 
and similarly 
a3 =1 -O. 1a3 
=1-0.1 (1 - 0.5p2(1)) 
= 0.9 + 0.05p2(1) 
The likelihood given in equation 7.19 now becomes, as a function of p: 
(7.22) 
(7.23) 
L2(P) = (1 - 0.5p2(1))'3 (0.9 + 0.05p2(1))r4+rs pi(1)rlP2(1)r2Pi(3)r4P2(3)rs 
= L2(P(1))L2(P(3)) 
where 
L2(P(1)) = (1 - 0.5P2( 1))r3(0_9 + 0.05p2(1))r4+r5Pi(1)r'P2(1)r2 
such that PI (1) + p2(1) =1 and 
L2(p(3)) = pi(3)'(1 - pl(3))rs. 
Thus the likelihood separates in p(l) and p(3). The nested generalised Dirichlet 
defined above sets p(1) II p(3) apriori with p(3) having a Beta distribution and 
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rl = rl + r2 (7.21) 
r2=r3 
r3 = r4 + T5 
4 
p(1) having a generalised Beta distribution. A posteriori, p(1) and p(3) remain 
independent, p(1) Ir having a generalised Beta density and p(3) Jr having a Beta 
density with the usual updating equations relating posterior hyperparameters to 
prior hyperparameters and data r. 
To illustrate the Bayes updating, take Z as in equation 7.9 with rT = 
(2,4,2,1,0) and p(1) and p(3) independent uniform priors. The moments of 
p(l) posterior to r can be calculated from tables of hpergeomeric functions or 
more simply, in this case, by noting that the posterior density is a mixture of 4 
Beta densities with mean 0.139 and variance 0.047. The posterior distribution of 
p(3) is just Beta(2,1) and so . 
has mean 2 and variance 18. Using equations 7.21, 
7.22 and 7.23 it is clear that: 
al = pi(l) 
A2 =1- PI (1) 
A3 = 0.5(1+pi(1)) 
A4 = {0.9 + 0.05 (1 - pl(1))} pl(3) 
ar _ {0.9 + 0.05 (1 - p1(1))}(1 - pl(3)). 
Thus that the posterior mean and covariance of A can be found and are given by: 
E(AT I r) _ (0.139,0.861,0.5695,0.6287,0.314) 
and 
. 0470 -. 0470 . 0240 -. 0016 -. 00075 
. 0470 -. 0235 -. 0613 . 0011 
cov (A r) = . 0117 . 1784 -. 0002 
. 0490 -. 0500 
. 0494 
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7.3.2 Example. 
This time 7 brands are bought by 4 customers, so that the likelihood ratio matrix 
is: 
1100000 
0111000 Z00 
.51110 
00 '0 00 
.51 
The solution space here is spanned by (pl(1), pl(2)) of dim 1, (pl(2), p2(2)) of 
dim 1, (p, (3), p2(3)) of dim 1 and p, (4) (= 1) of dim 0. This time 
Al =1 
A2 =1- p2(1) = pl(1) 
ýs =1- (0.5pi(2) + P2(2)) A2 =1- (1 - 0.5pl(2))P1(1) 
A4 = 1-0-5P2(3)A3 
So L2(p) can be written as: 
L2(P) = L2(P(1))L2(P(2)I P(1))L3(P(3)I P(1)) 
where 
L1(P(1)) = P1(1)r1fr3-i-r4p2(1)rr Pl(1) + P2(1) =1 
L2(P(2)I P(1)) = P1(2)T3P2(2)r4A35+r6 Pl(2) + P2(2) =1 
L3(P(3)IP(1), p(2)) = Pl(3)r5P2(3)r6 
{1 
- 0.5p2(3)A3}r. pi(3) +Pz(3) = 1. 
For simplicity assume that apriori pi (I), pl(2) and pl(3) have independent Beta 
distributions so that their joint density takes the product form fl (p(1)), f2(p(2)), 
f3(p(3)). Then aposteriori, the posterior joint density of p takes the form, 
f3(P(3)I P(1), P(2), r) = I3 1L3(P(3)IP(1), P(2))f3(P(3)) 
f2(P(2)I P(1), r) = I2'I3L2(P(2)I P(1))f2(P(2)) 
fi(P(1)ý'') = Ii 1l2L1(P(1))f(P(1)) 
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where 13,12 and Il are the proportionality constants that ensure f3(1 r), f2("Ir) 
and fl("Ir) integrate to unity, I2 and 13 being functions of p(l) and r. 
Note that f3(p(3)Jp(1), p(2), r) is a generalised Beta density. Furthermore 
since 53 is a polynomial in p(1) of degree 2,13 is a polynomial in p(1) of degree 2r7, 
making f2 a mixture of generalised Beta densities. Similarly I2 is a polynomial 
of degree 2(r5 +r6 + r7) so aposteriori p(Qr) is a mixture of generalised Betas. 
So in particular posterior moments can be calculated. 
Bayesian prior to posterior analyses are even more straightforward if it is pos- 
sible to reparametrise A so that its likelihood is conjugate to a set of independent 
Dirichlet distributions. 
7.4 The class of simple Z matrices. 
One structure of Z which merits special attention is the class which satisfy the 
differentially non-informedness hypothesis (d. n. h. ) in which the entries of Z are 
each either 0 or 1. In practical terms of looking at partially segmented markets, 
this means that each type of customer with a positive probability of buying a 
given brand, has an equal probability of buying that brand. Therefore, as it may 
be difficult to give conditional probabilities of records in reality, assuming that 
Z satisfies the d. n. h. can provide a good null hypothesis to work from. 
Denote C(i) = {j : zij > 0}, for 1<i<n, and call C(i) the outcome clique 
for outcome i. Call a model tree-like if Z is d. n. h. recursive-directed with the 
additional property that 
i) zl(l) =1 is one dimensional 2<l<n 
ii) each row has the same number of elements, m* = (m -n+ 1), so that each 
outcome clique contains the same number of possible records. 
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By theorem 7.3.2, the solution space is of dimension m-n and is parameterized 
by 
k 
A(1) _ (al(1),..., Ak(1))T, a; (1) = 1, k= k(1) =m-n+1. 
This is because i) and ii) then demand that the scalar At, 2<l<n, satisfies: 
At =Aj(1) forsome I<j<k. 
For example, let: 
then 
therefore: 
and 
1 1 1 0 0 
Z= 1 0 1 1 0 
0 0 1 1 1 
Al +A2+A3=1 
A4=1- ill+)3)_A2 
A5 =1- (A3 + A4) = Al 
(7.24) 
since from row 2 it is known that Al + . 13 + A4 = 1. 
Let rj = ri + E; EA, ri where Aj = {l : A1(1) = 
Al, 2<1< n} for I<j<k. 
Then 
kk 
L2(A) = IJ ßi(1)1', E'ß; (1) =1 
j=1 j=1 
with the n-1 constraints 7.24 relating fit, 2<l<n to aA j(1). Obviously a 
Dirichlet, Di(a), aT = (al, ... , ak) on A(1) 
(and hence A degenerately) is conju- 
gate to this likelihood and the posterior of A(1) Ir is D; (a*), a*T _ (ai, ... , an 
where aj* = aj +ri. The constraints 7.24 now give the full posterior distribution 
on A. This class can be further generalised to give a product Dirichlet form. 
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Call Z simple if it can be expressed as 
Z= Zý1ýZý2ý 
where ZM is an nx m' tree-like structure and Z(2) is an m' xm partitioning 
matrix which by definition has exactly one non-zero term in each column and at 
least one non-zero term in each row. The study of Bayesian inference under Z of 
the form Z(Z) is studied in some depth in Dickey et al (1987). 
Without loss it can be assumed that Z(2) is recursive-directed by relabelling 
the components of A so that Z(2) is a block diagonal matrix with a row vector of 
t(2) (i) 1's on its i1h diagonal. This means that if zýý) denotes the (i, j)" element 
of Z(2), then for each row i: 
zij =1 for k(2) (i - 1) +1 <_ j< k(2) (i) 
=0 otherwise 
such that {k2>(i)}1<j<,,,, is a strictly increasing sequence in i with k(2)(m') = m. 
For example, the matrix Z is simple, where: 
_1111100 Z0011111 
such that: 
1100000 
Zw 
(0 
1 1) 
z2ý= 0011100 
0000011 
In this case, m' =3 and, using the notation of section 7.3, Z has values k(1) _ 
5, k(2) = 7, t(1) = t(2) = 5, whereas k(2)(1) = 2, k(2)(2) = 5, k(2)(3) =7 
and t(2)(1) = 2, t(2)(2) = 3, t(2)(3) = 2. Notice that rm'1 t(2)(i) =m for the 
partitioning matrix Z(2). 
Partition the vector A so that: 
AT = (a(1), ... , a(mp)) 
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where 
ý(2)T = 
(Ak(2)(i-1)-l, 
... , 
Ak(s)(i) 
=1 A1(i), .... 
AI(s)(i)(i)) 
Let r= Z(2)A, where r' = (7-1 i ... , Tm') so that 
t(2)(=) 
m'. 
Theorem 7.3.2 now allows the m-n dimensional solution space to be written in 
the form: 
1(2) (i) 
Ak(i) = TiPk-(i) E Pk (i) = 1, Pk(i) >0 
k=i 
where 1<k< t(2)(i), 1<i< m', ý; "ý1 t(2) (i) = m. Notice that the reparame- 
terisation is dictated by the form of the partitioning matrix Z(I) rather than Z 
itself, as was previously the case. 
Relabel the components of r as (rl, ... , Tli) where T; 
' _ (rl(i),... , rt(; )(i)) 
so that rj = rk(i) whenever Al _ Ak(i). Then L2(A I r) can be written in a similar 
fashion to equation 7.19 so that: 
m ml L(2)(i) 
it i] H pk(Z)rA(i) L2 (A I r) -J 
;i 
1-- 
11 
'ri 
j=1 i=1 k=1 
where Ti = E, 
ý_)l r; (k). Since Z(1) is tree-like, a conjugate analysis of A can be 
performed with independent Dirichlet priors on T-T _ {Tl, ... , Tmý 
} and all the 
non-degenerate vectors p(i)g' <i< m'. 
The next example shows how a prior to posterior analysis can be performed on 
a partially segmented market with a simple Z, while simultaneously incorporating 
a time series model on the data. 
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'PTT TP.. 
1 2 3 4 5 6 7 8 9 10 11. 12 13 14 15 16 Sum 
rl 2 5 4 2 5 3 5 1 4 3 3 2 4 5 2 5 55 
r2 1 3 5 2 3 1 2 0 3 3 2 3 3 1 1 2 35 
r3 4 2 4 6 1 3 4 4 5 5 5 4 2 6 2 5 62 
r4 1 2 2 2 1 0 0 2 4 1 2 1 1 1 2 1 23 
r5 4 6 2 4 3 2 2 10 5 7 8 6 6 4 4 6 79 
rG 4 3 3 5 2 4 5 2 2. 2 4 1 2 2 1 2 44 
r7 2 0 3 4 2 1 0 3 3 3 4 0 3 2 4 2 36 
Table 7.1: Bi-weekly sales of 7 brands of computer (confidential industrial source). 
7.4.1 Example. 
Suppose that in a certain market there are 7 brands of computers which are 
believed to be purchased by 4 different types of customer. For the sake of illus- 
tration it will be assumed that the d. n. h. holds and that the Z matrix, is simple, 
where Z is given by: 
1110000 
0011000 
1100110 
0000111 
such that: 
110001100000 
0010000 
Z(1ý _01100 and Z(2) =0001000 
000110000110 
0000001 
A multivariate time series of the bi-weekly sales of these 7 brands over 16 time 
periods is presented in table 7.1. It is assumed that this process continues to 
respect the conditional independence structure assumed in the model. 
It is believed that over the 32 weeks of sales considered, the proportion of 
customers of different types 0 remained unchanged. However, because of repricing 
and advertising effects, the probability vector A was volatile. 
At each time point the likelihoods on 0 and A given the vector of sales r are 
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respectively 
L1(9) = (0(1) +B(3))r1+r2(ß(1) +0(2))T'0(2)T4(9(3) +8(4))t5+' 
o(4)+- 
by equation 7.6 and 
L(A) = p(1)rl(1 - p(l))"p(3)rs(1 - p(3))r6T{rl+rz+r4+r, }(1 - r){r3+rS+r6} 
where 
Ai = p(1)7- As = p(3)(1 - T) 
)2 = (1 - p(1))T )r, = (1 - p(3))(1 - T) (7.25) )3=1-T A7=T 
A4 =T 
If a random variable X follows a Beta distribution, then the density for X is 
given by: 
p(x I a, ß) = r(a)r(0 xCI-1(1 - x)J3-i a'ß >00<x<1. 
Then set apriori p(l), p(2) and r independent with 
{P(i)l Do} - Be(ao(i), ßo(i)) i=1,3 
1T 
I Dp} .. ' Be(ao(T), ßo(r)) 
The processes p(1), p(3) and T remain independent over time and so using the 
simple power steady model of Smith (1979,1990), the beliefs about p(1), p(3) 
and r can be updated after observations have been made in a straightforward 
fashion. Using the notation of chapter 3, the posterior distributions of p(1), p(2) 
and r, given the first t observations of the series r T7}T, is given by: 
{P(i) I rt} - Be(cxc(i), ße(2)) i=1,3 
{T T} - Be(at(r), ße(T)) 
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where the parameters of these distributions can be calculated recursively from 
(ae(1) - 1) = 0.7(at-i(1) - 1) + ri, t 
(ßt(1) - 1) = 0.7(ß1-1(1) - 1) + r2, t 
(at(3) - 1) = 0.7(at_i(3) - 1) + r,, t 
(, 3t(3) - 1) = 0.7(ßt-i(3) - 1) + rs, t 
(at(r) - 1) = 0.9(ät-i(T) - 1) + (rl + r2 + r4 + r7)t 
(/3t(r) - 
1) = O. 9(Qt-1(7) - 1) + 
(r3 + rG + r6)t 
The moments of p(1), p(3) and 7- conditional on the past are now easily calculated. 
It is then simple, using equation 7.25, to find the moments of .A from the moments 
of (p(1), p(3), T). Figure 7.1 plots the evolution of the means of the distributions 
representing the beliefs about (al ... 
A7)T against time. 
An interesting feature of this data set is that there appears to be a dramatic in- 
crease in sales of brand 5 after time point 8. Subsequent investigations concluded 
that this was due to an aggressive repricing. Note how the model quickly adapts 
to this feature, adjusting down its main competitor (brand 6) whilst not interfer- 
ing with the evolution of other brands significantly. Of course, if prior knowledge 
of such repricing were available then the usual Bayes intervention procedures of 
section 3.4 would apply. The simplest way to intervene would be to increase 
a$(3)/a$(3) +ß8(3) and increase the variance of p(3) by setting a$(3) +ßs(3) to 
a smaller value. 
The analysis of the component 0 is more straightforward as it was assumed 
that 0 remained static with time. With a generalised Dirichlet prior on 0 of the 
form suggested by Dickey et al. (1987), set the prior density for 0 as: 
P(O) a {(e(1) + 0(3))100(2)20 (4)51 {(9(1) + 0(2))8(0(3) + 9(4))12}. 
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After the 16 weeks, the posterior density is then of the form: 
p(OIr) a {(8(1) +8(3))7i9(2)71B(4)ry'} {(B(1) +0(2))'''(6(3) -{-O(4))75} 
where ('y1, (z, ^13) i'4, 'Y5) _ (100,25,41,70,135). It is easily checked that the pos- 
terior mode (B(1), 9(2), B(3), B(4)) of 0 is given by = (0.19,0.15,0.41,0.25). 
Since (-ii, -y2,73,74, yr, ) are large the posterior joint density of 0 is approximately 
normal about its mode with approximate covariance obtained by putting these 
estimates into the Fisher information matrix. 
7.5 Representing Outcomes as Cliques on a Graph of Records. 
It has been illustrated that it is technically possible to perform a variety of 
conjugate analyses on the class of problems so far discussed. However, because 
of the heterogeneity of this class it is often difficult to visualise the updating 
mechanism and the notation quickly becomes unwieldy. For a large class of Z 
matrices it is possible to represent its multivariate structure by a unique and 
illuminating graph. This is the subject of this section. 
Recall that an outcome set is denoted by C(k) =fj: zL. j > 0}, 1<k<n 
and let Z* = {z, *} be the nxm matrix defined from Z by 
z; *=z; j z, j =0 1<i<n, 1<j<m. 
z; j -=1 züi >0--- 
Note that under the d. n. h. Z* = Z. 
The graph G(Z*) has m nodes representing the records on Z. Two record 
nodes jl and j2 are connected by an (undirected) edge if and only if there exists 
an outcome set C(i), 1<i<n containing both nodes jl and j2. Call G(Z*) 
the graph of Z*. Dechter & Pearl (1987) and Dechter et al (1990) call this 
the primal-constraint graph associated with the set of constraints imposed on 
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I) ------(3 
I 
2 }-----{ 4 
Figure 7.2: Graph G whose G-set includes the Z* matrices given in equation 7.26. 
-ý 
G(Z) 
36 
5 
Figure 7.3: Graph G(Z) of a partitioning matrix. Notice that C(1)={1,2} and 
C(2)={3,4,5,6}. 
A. Clearly G(Z*) is well defined for each Z* and the outcome sets C(k), for 
1<k<n correspond to complete subgraphs of G(Z*) since all nodes in C(k) 
are joined together. In general, for any graph G there is a set of Z*, called the 
G-set, whose graph is G. For example, graph Gl of figure 7.2 has a C-set which 
includes: 
1100 
Zl 
0110) and 
ZZ =Öi (7.26) C/ 0111 
and many other possibilities. If its outcome sets correspond to the cliques (i. e. 
maximal connected Subgraphs) of C, then Z* is called graphical. Dickey et al. 
(1987) considered the updating of models for graphs of partitioning matrices. 
The graph of a partitioning matrix is given in figure 7.3. 
Call Z* abundant when there is a subset of at least two rows (outcome sets) 
I, where each pair (jl, j2) of elements in U; EI C(i) are such that jl, j2 E C(i*), 
i* E I, or in other words, each pair (jl, j2) of elements in U; EIC(i) can be found 
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in a row i* GI of Z* such that: 
zi 
, iý = 
zi 
, iz =1 
For example, ZZ of equation 7.26 is abundant since all pairs (jl, j2) for j17 j2 = 
1,2,3 appear together in one of the rows of I= {1,2,3}. 
If Z* is not abundant, then the complete subgraphs of G(Z*) formed from each 
outcome set cannot be combined to form another complete subgraph. (Subgraphs 
Gi, iEI are combined by taking a union of their nodes and edge sets). It follows 
that if Z* is not abundant it must be graphical since each outcome set forms a 
clique, and if it is graphical it cannot be abundant by the maximality of cliques. 
For most of the rest of this chapter it will be assumed that Z* is graphical. 
This is a non-trivial restriction. For example, if some rows kl and k2 of Z* are 
nested, i. e. 
C(kl) 9 C(k2) 1< kl, k2 <n 
setting I= {kl, k2} and noting U1 C(i) = C(k2) it is obvious that Z* is abun- 
dant and hence not graphical. Note, however, that nesting is precluded under 
the d. n. h. The reason for this is as follows. Since Z= Z* is of rank n, then any 
nesting must be of the form C(kl) C C(k2). It follows that there is a component 
Aj of A such that aj E C(k2)\C(kl) which by constraint 7.8 implies that aj = 0, 
contrary to the initial conditions imposed on A. Less trivially, since any complete 
graph of more than 3 nodes can be expressed as a combination (for definition, see 
above) of at least 3 complete subgraphs, it is possible to construct Z which satisfy 
both the d. n. h and are abundant. For example, suppose that Z(= Z*) = {zij} is 
defined by 
1 1<j<m-1 
zl`' 0 otherwise 
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z2a 
11<j 54m-1 <m 
0 otherwise 
1 j=m-lorm 
z3'' 0 otherwise 
In this case Z* satisfies the d. n. h. and is also abundant. Clearly its graph is 
complete on m nodes although Z expresses the graph as a combination of 3 
complete subgraphs. The graphical Z* associated with G(Z) simply consists. of 
a single outcome set (row) on these m records. 
Despite the restriction that Z* is graphical, it will be shown later that Z* 
within the same G-set exhibit very similar conditional independence structures 
on the variables of interest. 
Recall from section 4.3 that a graph is called decomposable if it has the run- 
ning intersection property (RIP), i. e. if its cliques can be indexed C(1),... ' 
C(n) 
so that 
1-1 
S(l) 
(- 
C(l) nU C(i)) c_ C(p(l)) (7.27) 
i-1 
for some p(l), 1< p(l) <l-1 this being true for 1=2.... 7 n. 
The following result indicates that many useful models have Z" which are 
graphical. 
Theorem 7.5.1 If Z (and hence Z*) is recursive and has no nested outcome sets, 
i. e. no sets C(i), C(k) of non-zero elements of Z, 1<i, k<n such that 
C(i) C C(k), then 
i)Z* is graphical 
ii)the graph C of Z* is decomposable if in addition Z" is recursive-directed. 
Proof Suppose Z* described above is abundant. Then by definition, in partic- 
ular, there must exist an index set I= {il, ... , ik}, il < ... ,< 
ik of indices of 
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Figure 7.4: Graph of example 7.3.1. 
Figure 7.5: Graph of example 7.3.2. 
the rows of Z* whose associated cliques formed from these rows combine to form 
another clique. Let jk E D(ik) = C(ik)\ U; En{; kl 
C(i). Because Z is recursive, 
D(ik) is non-empty and so such a jk can be found. Since A lies only in C(ik) for 
U; EI C(i) to have a complete subgraph, it follows that it must be true that for all 
jE C(ii): 
{ j, jk} E C(ik). 
But this implies that 
c(al) c C(ik) 
contrary to the hypothesis. So Z* cannot be abundant and therefore must be 
, graphical. 
ii) Since Z` satisfies the d. n. h. the assertion follows directly from equation 7.27. 
The decomposable graphs of figures 7.4,7.5 and 7.6 correspond to the recursive- 
directed Z* of to examples 7.3.1,7.3.2 and 7.4.1 respectively. 
The graph in figure 7.7 contains 2 graphs Gl and G2 for which neither model is 
identifiable for 0, even though the d. n. h. model for Gl has Z which is compatible 
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Figure 7.6: Graph of example 7.4.1. 
18 
Gý 2567 12 9 
43 
34 II 10 
Figure 7.7: Two graphs which are non-identifiable for 0. 
G2 
and at first sight it appears that for G2 inferences about 0 can be made using a 
generalised Dirichlet prior. 
When a tree-like model has m* = 2, then its graph G is a tree (hence the 
name). For general C, a tree-like model has m-1 branches where each "branch" 
of l-1 edges connects junctions of l-1 nodes. 
The motivation for representing Z by G(Z*) is straightforward. Obviously 
since > jEC(i) z; jAj =1 
Ak 11 AJn; () . ), . 1k E C(i) 
where n; (Ak)={Aj : z; j>0andz; k>0, j k}={A : j, kEC(i), j; k}. This 
in particular implies that 
) II AI n(AL. ) (7.28) 
where 
n(Ak) =Un; (A) _ {Aj :j is connected to k in G(Z*)}. 
So in particular, G(Z*) is the usual undirected graph representing the c. i. struc- 
ture across A. This property is conjugate in the sense that it is obviously pre- 
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served after observing r. Note that these properties hold even when Z is not 
graphical. Statements 7.28 remain true for all Z* in the corresponding G-set, 
so that Z with the same graph have similar conditional independence structures 
across A 
7.6 D. n. h. Reparametrisation Using Graphical Results. 
In Section 7.4 it was shown how Z matrices which are simple admit a conjugate 
product Dirichlet prior to posterior analysis for the conditional probabilities A. 
In fact this parametrisation is invariant (up to indexing of p(l) ... p(n)) to the 
choice of any Z within the G-set of G. However, under the d. n. h. two matrices Z 
and Z' within the G-set of G may both have an ordering of cliques which satisfies 
the RIP, implying each is recursive-directed, yet for which the reparametrisations 
of A, as directed by theorem 7.3.2, are not equivalent. In particular one may 
admit a product Dirichlet form whilst the other does not. 
For example, consider the 2 recursive-directed Z matrices 
1110011000 
Z= 01110 and Z'= 01110 (7.29) 
0100101011 
where G(Z) and G(Z') are given in figure 7.8. Clearly G(Z) and G(Z') are iden- 
tical except for the labelling and as such represent the same partial segmentation. 
However under theorem 7.3.2 the two Z matrices give different parameterisations. 
The first gives a likelihood reparametrisation of the form 
L2(P) = Pi(1)r'+r4P2(1)r2P3(1)r3(1 - P2(1) + Pi(3))Ts 
and the second 
LiýP) = Pi(1)rl+r3+r4+rsp2 (1)TZP1'(2)TS+r4p (2)T3. 
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G(Z) 
24 
5 G(Z') 
Figure 7.8: G(Z) and G(Z') for the two recursive-directed Z matrices given in 
equation 7.29. 
Notice that only Z' gives a conjugate analysis with two independent Beta distri- 
butions on (p'(1), p'(2)). 
Thus, although the same graph G can lead to different parameterisations, it 
is possible to use the graph to find the most appropriate parameterisation to 
allow a product form Dirichlet prior to posterior analysis. It is shown that the 
form of the cliques and the order in which they are taken can determine whether 
a conjugate product prior to posterior Dirichlet exists. The following theorem 
characterises the conditions required for the reparametrisation of theorem 7.3.2 
to take on a'product form in terms of G(Z). 
Theorem 7.6.1 The reparametrisation of theorem 7.3.2 has a conjugate product 
of Dirichlet priors under the d. n. h. iff 
#S(i) _ #C(P(i)) -12<i< rý 
where #A denotes the number of elements in a set A and p(i) is defined as the 
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smallest index such that 
S(i) I= C(i) nU C(k)) )c C(p(i)) k=1 
where C(1) ... C(n) are the outcomes sets of Z/cliques of G(Z). 
Proof. It is sufficient to show that under (and only under) the conditions above 
A is a product of the components p(1) ... p(i - 1) i=2, ... ,n where 
5j and p(k) 
are defined in section 7.3. 
To prove that if 
#S(i) = trC(p(i)) -12<i<n 
then the reparameterisation of A follows a conjugate of product Dirichlet priors, 
go by strong induction and assume that the hypothesis is true for 1 
Now suppose that #S(i) _ #C(p(i)) - 1. Then, there is exactly one element 
j of C(p(i)) not in S(i) which has probability 
ýP(i)Pt; (p(i))(p(z)) if jE R(p(i)) = C(p(i))\S(p(i)) 
, Otj(k)(k) if jE S(p(i)), 1<k< p(i) 
where tj(l) denotes the position of element j in zj(l) and pt, (i)(l) is the corre- 
sponding component of p(l). Therefore, the equality 
A, _ AkPi; (k)(k) 1<k< p(i) 
holds. The parameter aj clearly has the required product form provided that the 
inductive hypothesis holds, so that sufficiency is proved by induction. 
It will now be proved that a reparameterisation of a conjugate product of 
Dirichlet priors must imply that #S(i) _ #C(p(i)) - 1. To prove this, it is 
necessary to show that whenever i denotes the smallest index such that 
#C(p(i)) - #S(i) > 2. (7.30) 
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then A; is not a simple product form of p. 
Firstly 54j is expressed in terms of those Aj in the different component sets of 
S(i). It is then shown how, for the various different forms of C(p(i)) and S(i) 
satisfying condition 7.30, a; can never be a simple product form in p. 
It is clear that: 
Aj =1-E Aj. (7.31) 
jES(i) 
S(i) can be partitioned into 2 parts - S(i) fl S(p(i)) and S(i) fl R(p(i)). Equa- 
tion 7.31 can therefore be rewritten so that: 
j E{S(i)nR(p(i))} 
where 
jE{S(i)nS(p(i))} 
The set. R(p(i)) can be partitioned into the two sets R(p(i))(1S(i) and R(p(i))\S(i). 
Thus since 
ki) E Aj ýy(i) Aj + 
A-1 E Aj = 1ý 
jER(p(i)) jE{R(p(i))nS(i)} jE{R(p(i))\S(i)} 
then EjG4S(i)nR(p(i))} Aj can be rewritten so that: 
EA= ýP(s)T 
jE{S(i)fR(p(i))} 
where 
jE{S(i)nR(p(i))} jE{R(p(i))\S(i)} 
Notice that by the definition of p(i), S(i) n R(p(i)) 0 and so T 0. Ai can then 7- 7- 
be written in the form: 
. i=Q-(7.32) 
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It now remains to show that for all possible cases when 
#C(P(i)) - #S(p(i)) ?2 
a; as expressed in the form in equation 7.32 can never be a product form. 
Case I: If R(p(i))\S(i) contains 2 or more elements and S(i) f1 S(p(i)) =0 then 
u=1 and r is the sum of more than 2 items and so clearly A; cannot take the 
required product form. 
Case II: If exactly one element lies in R(p(i))\S(i), then for A; to take the 
required product form it is required that: 
= C. 
However, since ap(i) =1- E5¬s(y(; )) )j, this implies that 
S(i) fl S(p(i)) = S(p(i)). 
So 
#C(p(i)) - &S(i) = r#R(p(i))\S(i) =1 
contradicting condition 7.30. 
Case III: If R(p(i))\S(i) =0 so that R(p(i)) 9 S(i), then r=1 so that 
equation 7.32 becomes: 
At=1- a; -Ap(, ). 
jE{s(i)ns(p(i)) 
Since ap(i) =1- EjeS(y(i)) Aj = F-j¬R(p(j)). \j, this becomes: 
E Aj 
-> 
Aj 
jE{S(i)nS(p(i))} jER(p(i)) 
= 1- E Aj+ E Aj 
jEC(p(i)) jE{S(p(i))\S(i)} 
=r Aj 
jE{S(p(ui))\S(i)} 
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since E Ec(y(; )) aj = 1. Now, it is clear from this equation that for . 1; to have the 
required product form it is necessary and 'sufficient that #{S(p(i))\S(i)} = 1. 
However, since R(p(i)) 9 S(i) so that C(p(i)) = R(p(i)) U {S(p(i))\S(i)} this 
breaks condition 7.30 and so gives the required contradiction. 
Thus the theorem has been proved. 
Suppose there is a recursive-directed matrix Z satisfing the d. n. h. An al- 
gorithm is now presented which uses a graph to reparameterise A so that the 
reparameterised recursive-directed matrix Z dictates a conjugate Dirichlet prior. 
(1)Form a partition of record nodes into equivalence classes where each node 
of a given equivalence class is contained in exactly the same set of cliques. 
(Equivalently collect together the columns of Z which are identical). 
(2)Draw a graph Cpl) in the usual way on a set of nodes with exactly one 
representative from each equivalence class above. 
(3)Label the clique with the largest number of clique intersections C(l). Then 
introduce an ordering of cliques which satisfy both the RIP and the con- 
ditions of theorem 7.6.1. In the case of ties, choose the smallest clique 
first. 
(4)Form Z' = Z(1)Z(2) E G(Z) where Z(2) is a partitioning matrix of records 
representing the equivalence classes above and Z(1) introduces rows in the 
RIP ordering chosen in (3). The reparametrisation of theorem 7.3.2 is used 
on the sums of components of A in each equivalence class and parameters 
within equivalence classes are introduced as for simple structures. 
This procedure gives the simplest parametrisation for simple models and the 
first example of this section. Here is another example on which this algorithm 
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u 
b) 
Figure 7.9: Graph G (a) and GO) (b) such that the nodes on GM represent the 
equivalence classes on G. 
works. Let Z be the graphical model given in figure 7.9 (a) whose associated 
GO derived from (2) above is given in figure 7.9 (b). A clique ordering satisfying 
both the RIP and the conditions of theorem 7.6.1 is given by: 
C(1) = {4, (7,8)} 
C(2) = 1(7,8), 9,10} 
C(3) = {(7,8), 9,11} 
C(4) _ {(1,2), 3,4} 
C(5) _ {3,4,6} 
C(6) {3,5} 
Borrowing notation from Section 7.3 the reparametrisation of A then takes 
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the following form: 
ýi = P2(1)Pi(4)01(1) 'A7: --- P2(1)01(2) 
-ýz = P2(1)Pi(4)b2(1) )8 = P2(1)02(2) 
A3 = P2(1)P2(4) 
A4 = pl(1) 
a5 =1- P2(1)P2(4) 
As = P2(1)P2(2) 
Mio = P2(1)Pi(2) 
All = P2(1)Pi(2) 
Ac = P2(1)P1(4) 
where pl (i) + P2 (i) = 1, for i=1,2,4 and 01(i) + 02 (i) = 1, for i=1,2. Notice 
that although the likelihood on A does not break down into product form under 
this reparametrisation. It almost does, the only problem is the contribution 
(1 - p2(1)p2(4))T5 to the likelihood from the 5th brand. The prior to posterior 
analysis on 0(1), 0(2) and p(2) is simply conjugate Beta. 
7.7 Conclusion 
A well-defined class of censored reporting models with latent local conditional in- 
dependencies have been identified. It has been shown how these can be reparam- 
etrised into a form which allows routine Bayesian prior to posterior analyses, not 
only of outcome probabilities but also record given outcome probabilities. This 
simplification is very useful-for example it allows time series models to be built 
which respect the conditional independencies defining a problem. 
The structures which allow simple reparametrisations are closely linked with 
classes of decomposable graphs. These graphs not only give a concise description 
of a model but can also guide in the discovery of appropriate reparametrisations. 
Throughout this chapter it has been assumed that the matrix Z of likelihood 
ratios is known. However powerful tests of a hypothesised Z against certain 
classes of alternative exist. It is also possible to estimate some of the parameters 
147 
of Z, given that Z is recursive-directed. These topics will be addressed in a later 
paper. 
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Chapter 8 
Discussion and further research. 
This thesis has developed three new classes of Bayesian multivariate forecasting 
model - namely the Multiregression Dynamic Model (chapter 5), the Dynamic 
Graphical Model (chapter 6) and the Partial Segmentation Model (chapter 7). 
Although all the models were initially motivated by the need to develop compre- 
hensive models of competitive business markets, MDM's and DGM's considered 
the problem from a different angle to that concentrated on by Partial Segmen- 
tation Models. The MDM and DGM modelled any conditional causal structures 
imposed by both the partial segmentation and aggressive competitive strategies 
within markets, whereas the Partial Segmentation Model concentrated on mod- 
elling the partial segmentation directly. 
MDM's/DGM's do not rely on the stringent symmetry conditions imposed by 
the multivariate Bayesian forecasting models of Harvey (1986) or the DIM model 
(see section 3.6) and the Partial Segmentation Model provides an alternative to 
the Dirichlet model (see section 2.4). However, the classes of MDM and DMG are 
still not rich enough to capture all the different tyes of dependence between brand 
sales which might be expected. Further research is therefore required to extend 
these models to accommodate more dependence structures. Further research 
is also required to address the issue of model discrimination so that diagnostic 
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checks for these models can be formulated before the models can be implemented. 
in practice. It therefore seems hopeful that these models can provide a foundation 
for further research into the practical problem of modelling competitive business 
markets. 
The models are also of theoretical interest. MDM's/DGM's offer a relatively 
simple method of modelling highly non-Gaussian multivariate time series and also 
provide a vehicle by which heuristic causal links and conditional independence 
structures between components in a multivariate series can be accommodated. 
Partial Segmentation Models extend the work of Dickey et al. (1987) so that 
censored categorical data with partial segmentation (as opposed to the simple 
segmentation which Dickey et al. consider) can be modelled. They also link 
these categorical models to graphs which, not only provide a good pictorial rep- 
resentation of the market structure, but can also be used as a guide by which the 
most appropriate parameterisation for the model of a particular market can be 
found. 
As was mentioned earlier, the MDM/DGM and the Partial Segmentation 
Model were developed by considering competitive business markets from slightly 
different angles. The next section shows how the Partial Segmentation Model for 
a particular market can be generalised into a form compatible with the MDM 
and DGM structures. 
8.1 Integration of Partial Segmentation Models and MDM's/DGM's 
Two examples will be presented to illustrate how the Partial Segmentation Model 
and the MDM/DGM can be integrated. 
Suppose that a market has just 4 brands and two types of customer. Sup- 
pose further that the differentially non-informative hypothesis holds so that the 
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Figure 8.1: G(Z) for Z in equation 8.1. 
hypothesised likelihood ratio recursive-directed matrix Z for this market is given 
by: 
1110 
0111 
(8'1) 
The graph G(Z) can be seen in figure 8.1. 
Using the notation of section 7.3 notice that: 
lp, = B(1)Pl(1) 
02 = P2(1)Pi(2) 
113 = P2(1)P2(2) 
4= e(2)Pi(1). 
where 0(1)+0(2) =1 and pl(i) + p2(i) =1 for i=1,2. 
Now make the assumption that observed sales of the 4 brands (R1, R2, R3, R4) 
have the following independent distributions given their parameters: 
R1 - P°(/1B(1)Pi(1)) 
R2 ^, Po(l1P2(1)Pi(2)) 
R3 ^" Po(FpP2(1)P2(2)) 
R4 ' Po(pO(2)Pi(1)). 
where Po(a) denotes the Poisson distribution with mean a. The likelihood for the 
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parameters p, 6 and p for this model is simply the product of the 4 independent 
likelihoods and is given by: 
L(, i, O, Pl r) = exp [-µ {O(1)Pi(1) + P2(1)Pi(2) + Pz(1)P2(2) + 6(2)Pi(1)}] 
X lpO(1)P1(1)}nl 1PP2(1)p1(2)y2 
fPP2(1)p2(2) 
Jrs l/iO(2)P1(1)}'4 
= LI(6)L2(P)L3(/I) 
where 
L1(9) = 0(1)r'0(2)r4 
L2(P) = P1(l)rl+r4P2( 1)rs+r3p1(2)rsp2(2)r3 
iN e-}` 
such that N= Eß_1 Ti. Note that for a fixed value of Al this is the likelihood 
which would be obtained assuming that R followed a multinomial distribution 
and 0, p(1), p(2) had the generalised Dirichlet structure described in chapter 7. 
For any two variables Xl and X2 such that Xl N Po(tij) and X2 N Po(µ2), 
the distribution of {X1 I Xl + X2} is binomial so that: 
(X, 1 Xl + X2) ti Bi 
(x1 
+ XZ, 
ill + 
ul ) 
where Bi(n, p) denotes the binomial distribution from a sample of n with pa- 
rameter p. Using this result the independent brand sales (R1, ... , R4) can 
be 
transformed to give the following 4 variables: 
N ~ PO(IL) 
(R1 + R4 N) ti Bi(N, Pß(1)) 
(R2 N- (R1 + R2)) ^- Bi(N - (R1 + R2), pl(2)) 
(Ri I Rl + Ra) ^- Bi(Rj + R4)8(1))" 
152 
Figure 8.2: Graph of the ID representing the transformed series of brand sales 
R. 
The independent series R have therefore been transformed to a set of series for 
which a conditional independence structure can be defined across. This condi- 
tional independence structure is represented be the graph of the influence diagram 
of figure 8.2. This graph defines the structure of an 1+MDM for the series 
{Y(1), Y(2), Y(3), Y(4)} = IN, Rl + R4, R2, R1 } 
and 
{e(1), 0(2), 0(3), 0(4)} = {µ, p(1), p(2), 0} 
such that IL, p(1), p(2) and 6 are apriori independent. 
Notice that these are not normal MDM's but the conditional independence 
results still hold. The obvious choice for models of this type would be to make the 
conditional components of the MDM have a DGLM (see West & Harrison, 1989a) 
structure which would allow for the regression seasonality and trend variables to 
be modelled in a larger state space. Of course the predictive distribution would be 
a rather complicated product of the Poisson-Gamma/Beta-Binomial conditional 
distributions on the margins of Y. However, the predictive moments would be 
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Figure 8.3: Graph G(Z) representing the hypothesised likelihood ratios in a star 
model for 5 brands. 
fairly simple to calculate as for the LMDM. Time however prohibits the study 
and application of such processes which will be studied in a later paper. 
A commonly assumed partial segmentation used by Unilever, is what shall 
be called a star model here. In this case the market is assumed to be structured 
so that every purchaser will choose between a "favourite brand" or one other 
alternative. 
Consider a hypothetical example of such a market in which there are 5 brands 
and brand 5 is the favoured brand. Suppose that the graph G(Z) for the hypoth- 
esised likelihood ratio matrix Z satisfying the d. n. h. is given in figure 8.3. 
Once again using the notation of section 7.3 notice that: 
ij= 9(j)Ai, for j=1, ... , 4, 
V5 = 1-)i. 
where ßj_10(j) = 1. In a similar fashion to the first example, assume that the 
sales of the 5 brands (R1, ... , R, 
) have the following independent distributions 
given their parameters: 
R, N Po(p\1O(1)) 
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R2 ' Po(/iA, 0(2)) 
R3 N Po(pAiO(3)) 
R4 ^' Po(jca19(4)) 
Rr, ^. Po(p(1 - A, )). 
The likelihood for the parameters /L, Al and 9 is then given by: 
L(µ, al, 91 r) = exp [-p {A1(0(1) + 0(2) + 0(3) + 0(4)) + (1 - A)}] 
x {µB(1). 11}" {pO(2). \1}r2 {iiO(3)Al}r' {E. tO(4)Al}'4 {/. i(1 - al)}" 
= Ll(e)L2(Ai)L3(p) 
where 
LI(B) = 6(1)'''0(2)"0(3)'''6(4)4 
L2(A1) = AF' ='rJ(l - 
A1)rs 
L3 (A) = Ne-F` 
such that N= Eß_1 r?. 
As for the previous example, transform the independent series R to a set of 
series which have a conditional independence structure defined across them. The 
transformed variables then have the following distributions: 
N Po(u) 
N- Rs N Bi(N, A, ) 
(R1, R2, R3i R4) ' lern {N - R5, {O(1), 0(2), 0(3), 0(4)}} 
where Mn(n, p) denotes the multinomial distribution for sample size n with pa- 
rameter vector p. Assuming p, 8, A, are apriori independent, then the conditional 
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. 
(N Ný____ _R)-<R1, R2, R3, 
R 
µ ý1 B 
Figure 8.4: Graph of the ID representing the transformed variables of 5 brands 
with a star model. 
independencies which exist between these transformed variables can be expressed 
by the graph of the influence diagram of figure 8.4. 
Once again the transformed variables represent the conditional independence 
structure of an MDM, so that the iterative structure still applies. The interest 
in this process lies in the structure of (R1, R2, R3, R4) -a vector regressed on a 
sum which is similar to the form of a DGM. Again multivariate DGLM's (Atwell 
& Smith, 1990) can be used to construct a full model for this process. 
In the applications which originally motivated these studies, the value of total 
sales, represented by tV in the last two examples, would be enormous. In these 
cases, the posterior variance of each parameter after having observed R is neö 
ligible and so, without loss, each parameter can be identified with its maximum 
likelihood estimate. Thus for the first example, the dependent variables 
Rl + R4 R2 Rl (Y(1), 
... , Y(4)) = 
(1V, 
N 'N - (Rl + R4)' Rl + R4 
(Fi, Pi(1), Pi(2), e(1)) 
However, is was assumed that the parameters jc, p(1), p(2) and 0 are apriori 
independent. Thus with a partial segmentation and the d. n. h. hypothesis it is 
expected that when N is very large, the processes Y(1),... ' 
Y(4) are independent 
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and so the dependence degenerates and so an MDM structure is no longer appar- 0 
ent. It appears that Y(l),..., Y(4) can be modelled separately with univariate 
mo dels and the joint distributions of (R1, ..., R4) be obt ained from the inverse 
transform of the one above. 
However, there are two main reasons why the MDM structure will be impor- 
tant here. Firstly, when one or more players are being aggressive about their 0 00 
marketing policy, the d. n. h. is unlikely to hold in the long term, since it is un- 
likely that all types who buy a certain brand have an equal probability of buying 0 
that brand over time. Secondly, it was shown in section 5.5 when demonstrating 
the differences between the interpretations of the LNTIDM and the CLINIMM that 
a plausible CLMDM for an ice-cream market would regress on the aggregate of 0 00 0 
sales to allow for differences in adaptability between the different brand sales. 
Again time constraints have not allowed for the systematic study of such 
processes which estimate parameters of segmentation on-line and relate these to 
the actions of the various competitors. This will be discussed at length in a 
forthcoming paper. Notice that in the example of the star model, for large N, 
(RI, R2, R37 R4) would be conveniently modelled using the logistic transform and 
the DMR model (see section 3.6) linking their models to the DGM. C> 
8.2 Other topics for Further Research. 
Sales data is often insufficient to identify quantities of interest about the dynamics 
of a market. However, surveys, like the panel data presented in section 2.1, 
can be investigated and these can often provide useful information. Suitable 0 
models of the contingency table of panel data which exhibit the appropriate 
forms of conditional independence structure is sympathetic to an analysis by 
Hyper Markov Dirichlet Processes (Dawid & Lauritzen, 1990). It has already 
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been established how such Dirichlet models can be simply stochasticised (see, for 
example, Smith, 1981, Attwell & Smith, 1989). It is necessary to study how these 
models perform in this application and also to incorporate the information from 
such a study into the formulation of MDM's, DGM's and Partial Segmentation 
Models. 
Before it is possible to produce models which realistically take into account 
the effects of competitive strategies on the various brand sales in the market, 
it is necessary to predict how companies are likely to react to one another. An 
obvious starting point in such an analysis is to assume that individual companies 
will react rationally (see Smith & Young, 1988, Young & Smith, 1991a, 91b). It 
can be shown (see, for example, Smith, 1988) that these models whose conditional 
independence structures are consistent with mutual rationality, can be identified 
at least in simple stochastic games. It is hoped that these ideas can be extended to 
the new classes of models to identify interesting subclasses. It should be possible, 
through linking Granger causality with conditional independence structures, to 
analyse and test the ramifications of the postulated rational control by players 
on the causal structure. 
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Appendix A. 
Consistency and. Estimability of 
Partially Segmented Markets. 
To consider whether the posterior distribution of 0 converges as N- oo the 
likelihood function needs to be inspected. Let JV = Fj7-1 rj and x= (X1, ..., Xm)T 
where xj is defined by Nxj = rj, 1<j<m. Then 
m 
(fie. 
er')) = 
(iog 
exp 
i=1 
exp Ioö (ýi(B)r' 
= exp 
(ri1o(ei(o))) 
i=1 
but rj = jti'xj and so 
L1(9) = exp{1V. 11(ß(6))} 4(e) = (ei (0), ... , eß(8)) EA 
(A. 1) 
where 
M 
li(Z(e)) = Exilobe; (0), 
j=i 
°<ee(8)<1,1<j<m. 
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The set A given in equation A. 1 constraining the vector ý is a convex sub- 
space of R". To prove this, consider partitioning ý(O) and Z. Let ý(0)7' -- 
[ýJ(O)T' ý2 (O)Tj 
, where 
ý1(0) is the first n elements of ý(O) and ý2(0) is the 
remaining m-n. Let Z= [ZI, Z2] where Z, is the first n columns of Z and Z2 is 
the remaining rn -n columns. Since Z is of rank n without loss of generality, the 
components of ý can be reordered so that Z, is non-singular. Thus equation 7.7 
can be rewritten as: 
[uz(e)]-[Z 
J8 
and so 
X1(6) = Z1 8. 
Now, the constraint E'i'=, O(i) =1 means that the solution space for ý1(0) (and 
hence ý(O)) is contained in R". The set A is then simply the intersection of 
the n convex subspaces of R"-' imposed by the further constraints O(i) > 0, 
<i<n. 
It is now necessary to show that 11(ý(O)) is a strictly concave function. Now, 
as A is a convex set, 11(ý(O)) will also be strictly concave when restricted to 
A and so there is a unique value ý(O) EA the closure of A, which maximises 
11(ý(O)) on A. This ensures there is only one local maximum in the likelihood. 
In particular 
a2 11 (ý (0)) -XI. 
< -X -<-.: i <0 for 0< ýi < 1,1 <i:! ý m (A. 2) 2 aq o0 i 
where = min, {xj 1. If for some c>0, XE B(, E) where 
B(E) = {x :di ¬}, 
then, as the second derivative of 11(ý(O)) < 0, it follows that 11(ý(O)) is a strictly 
concave function. 
160 
To prove that the posterior distribution of 0 degenerates to ý^ (0) it is sufficient 
to show that under a sufficiently non-degenerate prior, Lj(8) degenerates to ý(O) 
as N --+ oo. Clearly from equations A. 1 and A. 2, for all ý(O) E A, 
17,77 > 0, provided that xE B(e) for some e>0, 
li (ý(e)) . l(4(9)) >o 
and therefore 
N [Il(s(e)) - li(f (e))] - oo, as N ---* oo 
This ensures that provided x C= B(c) -for some 5>0 under any bounded prior 
density p(ý(O)) on ý(O) E 4, non-zero anywhere on . 
4, for all 71 >0 
P(II ý(8) - (°)II ? 77) -oN -3 co 
where P is the probability distribution associated with a maximum likelihood 
estimate &) averaged over the rior distribution on ý(O). 0p 
Thus if xE B(c) for some c>0, the posterior distribution of ý(O) will 
converge in distribution to unit mass of 4(0) - i. e., 4(0) will become consis- 0 
tently Bayes estimable. Assume that the random variable of records r is, by 
hypothesis, multinomially distributed M(j'%I, ip) where N is defined above and 
'0 = (V)l.... I jp1n)T 
ý)i = Ajej(0) > 01 1<j <m. 
It follows that if ?p= minl<j: S.. V)j and 6 then, by the law of large numbers, 0 
for all c< e(S), 
P {X (N) E B(E) j, 0: zfi >8j--+l as N --> o0 
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where X(N) is the random variable representing the proportions of records. So, 
for any fixed (A, 0) (Aj > 0, Oj > 0,1 <j :ý m), for any e>0, if N can be made 
sufficiently large then X(N) E B(, E) is virtually certain. 
It follows that, under a sufficiently non-degenerate prior distribution, the 0 
posterior distribution of 0 will converge to a point b if Z is of rank n. On the 
other hand, if Z is not of rank n, since Li(0) is only a function of 0 through 
4(0), linear ridges on LI(O) will exist and the posterior distribution of 0, based 
on r, will not converae. 0 
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