A Bi-fidelity Surrogate Modeling Approach for Uncertainty Propagation in
  Three-Dimensional Hemodynamic Simulations by Gao, Han et al.
A Bi-fidelity Surrogate Modeling Approach for Uncertainty
Propagation in Three-Dimensional Hemodynamic Simulations
Han Gaoa,b, Xueyu Zhuc,∗, Jian-Xun Wanga,b,∗
aDepartment of Aerospace and Mechanical Engineering, University of Notre Dame, Notre Dame, IN
bCenter for Informatics and Computational Science, University of Notre Dame, Notre Dame, IN
cDepartment of Mathematics, University of Iowa, Iowa City, IA
Abstract
Image-based computational fluid dynamics (CFD) modeling enables derivation of hemody-
namic information (e.g., flow field, wall shear stress, and pressure distribution), which has
become a paradigm in cardiovascular research and healthcare. Nonetheless, the predictive
accuracy largely depends on precisely specified boundary conditions and model parameters,
which, however, are usually uncertain (or unknown) in most patient-specific cases. Quanti-
fying the uncertainties in model predictions due to input randomness can provide predictive
confidence and is critical to promote the transition of CFD modeling in clinical applications.
In the meantime, forward propagation of input uncertainties often involves numerous ex-
pensive CFD simulations, which is computationally prohibitive in most practical scenarios.
This paper presents an efficient bi-fidelity surrogate modeling framework for uncertainty
quantification (UQ) in cardiovascular simulations, by leveraging the accuracy of high-fidelity
models and efficiency of low-fidelity models. Contrary to most data-fit surrogate models
with several scalar quantities of interest, this work aims to provide high-resolution, full-field
predictions (e.g., velocity and pressure fields). Moreover, a novel empirical error bound
estimation approach is introduced to evaluate the performance of the surrogate a priori.
The proposed framework is tested on a number of vascular flows with both standardized
and patient-specific vessel geometries, and different combinations of high- and low-fidelity
models are investigated. The results show that the bi-fidelity approach can achieve high
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predictive accuracy with a significant reduction of computational cost, exhibiting its merit
and effectiveness. Particularly, the uncertainties from a high-dimensional input space can be
accurately propagated to clinically relevant quantities of interest (e.g., wall shear stress) in
the patient-specific case using only a limited number of high-fidelity simulations, suggesting
a good potential in practical clinical applications.
Keywords: Uncertainty quantification, Cardiovascular simulation, Multi-fidelity, Random
field, Hemodynamics, Surrogate modeling
1. Introduction
Cardiovascular diseases (e.g., heart failure, stroke, vascular aneurysm) are the first lead-
ing cause of death and morbidity in the U.S., which poses a major healthcare concern [1].
Hemodynamics information (e.g., blood flow velocity, pressure gradient, wall shear stress,
viscous dissipation) can be used to improve diagnosis, treatment planning, and fundamental
understanding of cardiovascular (patho)physiology. Such functional information is com-
monly obtained from computational fluid dynamics (CFD) simulations based on medical
images, e.g., computed tomography (CT) and magnetic resonance imaging (MRI) [2]. How-
ever, the reliability of simulated hemodynamics largely depends on the boundary conditions
and physiological/material parameters specified in the image-based CFD model, includ-
ing inflow/outflow conditions, domain geometry, and mechanical properties, etc., which are
usually uncertain or even unknown [3, 4]. For example, the patient-specific vessel geom-
etry and inflow conditions typically extracted from anatomical images and flow imaging
data (e.g., phase-contrast MRI) often contain large variations due to measurement noises
and operator-based errors from the segmentation process. A recent international aneurysm
CFD challenge showed that a wide variability exists in the model predictions of intracranial
aneurysm wall shear stress from 26 participating teams, who were only provided with source
three-dimensional (3-D) anatomical images [3, 5]. Moreover, some model parameters such as
blood viscosity, vessel stiffness, and resistance of downstream vasculature are difficult or even
impossible to measure. Rigorous assessment of confidence in model output predictions by
considering the aleatory uncertainty (e.g., intrinsic randomness) and epistemic uncertainty
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(e.g., inter-patient or pathophysiological variations) in model input conditions is critical to
push forward clinical translational applications of computational hemodynamics modeling.
Uncertainty quantification (UQ) and sensitivity analysis (SA) of cardiovascular model-
ing have been gaining increasing attention in the past decade. There are numerous litera-
ture on examining the influence of variations in inflow/outflow boundary conditions [6–18],
segmented vascular geometry [19–28], and mechanical properties of blood flow or vessel
walls [29–33] on the simulated hemodynamics. However, the majority of these works focused
on investigating the sensitivity of the model to its input factors using ad hoc perturbation
analysis but have yet to rigorously characterize and quantify the uncertainty distributions.
One of the main challenges lies in the forward propagation of input uncertainty to model
predictions, because this process usually requires a large number of repeated forward 3-D
CFD simulations, which is computationally prohibitive for most non-trivial cases, particu-
larly when considering complex (e.g., patient-specific) geometry or fluid-structure interaction
(FSI) [34, 35]. For examples, S. Bozzi et al. [14] studied the effects of inflow variations in a
3-D ascending aorta model, where only 100 Monte Carlo samples were drawn (not sufficient
enough to obtain converged statistics), since each model run took 56 hours on a cluster
with 16 CPU cores and to conduct sufficient Monte Carlo simulations is nearly impossi-
ble. To tackle this challenge, people usually resort to surrogate modeling strategy, where a
cost-effective emulator is built to replace the expensive CFD model to facility many-query
applications. Surrogate models can be classified into two categories: (i) projection-based
reduced-order model (ROM) and (ii) data-fit model [36, 37].
The essence of the projection-based ROM is to project the full-order governing partial
differential equations (PDE), e.g., 3-D Navier-Stokes (NS) equations, onto a reduced sub-
space spanned by a group of basis functions, which can either be data-based basis such
as proper orthogonal decomposition (POD) modes [38] or dictionary-based basis including
polynomials [39], wavelets [40], and radial basis functions [41]. It is expected that the re-
duced system after projection can be solved more efficiently. Note that the ROM here does
not refer to reduced-dimension hemodynamic models such as one-dimensional (1D) models
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or lumped parameter (LP) models and this work is focused on 3-D full-field hemodynamic
modeling. Manzoni et al. [42] developed a ROM using the reduced basis (RB) aimed at
real-time blood flow simulations, and they also extended the framework to solve inverse
problems in hemodynamics [43]. Ballarin and Rozza [44] proposed a monolithic ROM for
parameterized FSI problems using POD-Galerkin projection and they applied the ROM to
facilitate hemodynamics analysis in a 3-D patient-specific configuration of coronary artery
bypass grafts [45]. Chen et al. [46] have discussed the potential of using projection-based
ROM for UQ applications. Nonetheless, projection-based ROM for parametric systems has
emerged only recently [37] and is far from mature for realistic hemodynamic applications due
to its remaining challenges [38, 47]. Firstly, the stability and robustness issues are severe
for hemodynamic systems with highly nonlinear behavior, large geometry variations, and
turbulence complexity [47]. How to improve stability is still an active research area [48, 49].
Moreover, the speedup potential of the standard Galerkin-based ROM is largely limited
when strong nonlinearity exists [48, 49]. Furthermore, projection-based methods are code-
intrusive, which poses great challenges to leveraging existing comprehensive hemodynamic
solvers, e.g., SimVascular [50].
As an alternative, data-fit surrogate models aim to build an empirical approximation
of the full-order model using supervised learning from the full-fidelity simulation data (i.e.,
training data) at selected collocation points in the parameter space, which is thus non-
intrusive to the code. There are many different ways to construct a data-fit approximation,
including Gaussian process (GP) [51, 52], radial basis [53], neural networks [54–56], and
polynomial chaos expansion (PCE) [57–60], among others. Data-fit surrogate models are
preferable in hemodynamics modeling due to their non-intrusive nature and several prior
studies have begun to emerge in the past a few years. Sankaran and Marsden developed an
efficient forward and inverse UQ framework for 3-D blood flow simulations based on general-
ized PCE by sparse grid stochastic collocation methods [61, 62], and this approach has been
applied for UQ analysis in various cardiovascular applications, including arterial growth and
remodeling computations [63], coronary blood flows [26, 64], single ventricle palliation [65],
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and ascending thoracic aortic aneurysms [18]. However, the number of training samples
required increases significantly when a relatively high-dimensional stochastic space is con-
sidered (even with adaptive sparse grid algorithms, e.g., Smolyak grid [66]). Although several
remedies have been proposed, e.g., a multi-resolution expansion strategy by partitioning the
stochastic space [67] or using machine learning to accelerate the statistical convergence [68],
the minimum number of required high-fidelity simulations is still beyond practical feasibility,
particularly for high-dimensional UQ problems.
One promising strategy of efficient use of the computational budget for training is to com-
bine the models with varying levels of accuracy and cost, which is known as a multi-fidelity
method. Most of the efforts on developing multi-fidelity surrogate have been made from the
statistical points of view, including GP-based multi-model approach (e.g., multi-fidelity co-
Kriging model) [69–71] and multi-level/multi-fidelity Monte Carlo (MLMC/MFMC) method
[72, 73]. The idea of using multi-fidelity models to facilitate UQ analysis in hemodynamics
has been explored most recently. Biehler et al. [32, 74] developed an efficient UQ framework
using a GP-based multi-fidelity scheme similar to Kennedy and O’Hagan’s formulation [69],
where the correction function from low- to high- fidelity solutions is approximated by a GP
surrogate. Fleeter et al. [75] started to exploit a stochastic framework that leverages widely-
used reduced-dimension hemodynamic models (i.e., 1D and LP models) combined with 3-D
high-fidelity model to formulate multi-level and multi-fidelity Monte Carlo estimators. Their
results have shown promise towards efficient uncertainty propagation in large-scale hemody-
namic problems.
In this work, we will develop a novel bi-fidelity UQ framework for 3-D hemodynamic
simulations based on a recently proposed multi-fidelity stochastic collocation scheme [76–
78], aiming to efficiently reconstruct 3-D full-field hemodynamics information in a high-
dimensional parametric setting. Contrary to prior multi-fidelity approaches, the low-fidelity
model will be used to not only inform the global searches over the parameter space but also
help the high-fidelity reconstruction. Moreover, a practical error bound estimation approach
is proposed to assess the surrogate a priori. The performance of the proposed methods
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are evaluated on a number of cardiovascular flow cases with both standardized and patient-
specific arterial geometries, and different combinations of high- and low- fidelity models for
hemodynamics are also discussed. This study focuses on the inflow uncertainty, including
uncertain inflow rate, flow-split, and secondary flow patterns, modeled as spatial random
fields.
The rest of the paper is organized as follows. The methodology and algorithm of the
bi-fidelity surrogate modeling framework for uncertainty propagation in 3-D hemodynamics
simulations are introduced in Section 2. Several cardiovascular flow cases are investigated in
Section 3 to evaluate the performance of the proposed method, with regard to both accuracy
and cost. The empirical error bound estimation of the bi-fidelity surrogate model is discussed
in Section 4. Finally, Section 5 concludes the paper.
2. Methodology
2.1. Problem formulation
Blood flow in the cardiovascular system can be modeled using the steady incompressible
Navier-Stokes equations under assumptions of rigid walls and Newtonian fluids. Here, we
consider the following parameter-dependent formulation,
∇ · u(x, z) = 0, x ∈ Ωf , z ∈ Iz,
u(x, z) · ∇u(x, z) + 1
ρ
∇p− ν∇2u(x, z) + bf = 0, x ∈ Ωf , z ∈ Iz,
(1)
where x is spatial coordinates in the 3-D fluid domain Ωf ⊆ R3, and z represents input
parameters of the system, including parameters of inflow/outflow boundary conditions, ge-
ometry of the domain, and mechanical/material properties, etc. Note that the fluid density
ρ and viscosity ν can also belong to z, although they are written explicitly in (1). Iz ⊆ Rd
denotes a d-dimensional parameter space, and bf is the body force. The flow solutions,
velocity u(x, z) and pressure p(x, z), are functions of space and parameters, which can be
uniquely determined with specified boundary conditions,
B(p,u, z) = 0, x ∈ ∂Ωf , z ∈ Iz, (2)
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where B is a boundary operator and ∂Ωf ⊆ R3 represents the boundary region, which is
time invariant under the rigid wall assumption.
For a set of fixed input parameters z (i.e., one realization), the flow fields can be solved
deterministically using mesh-based numerical discretization techniques, e.g., finite volume
or finite element methods. To obtain accurate numerical solutions, a large-scale 3-D mesh
(fine mesh) and sufficient numerical iterations (or time steps) are needed to spatially re-
solve the flow field and to achieve fully-converged solutions. This process can be seen as
a high-fidelity (HF) simulation, which is, however, computationally expensive and usually
requires super-computing clusters. For UQ tasks, where input parameters are modeled as
a finite-dimensional random variable z with a joint probability distribution density P (z),
forward propagation of the input uncertainty through the HF model necessitates numerous
repeated model runs (e.g., for stochastic collocation methods or Monte Carlo sampling),
which are often computationally prohibitive. On the other hand, various low-fidelity (LF)
models are available in hemodynamic computations, built by, e.g., reducing time-stepping,
coarsening spatial/temporal discretization, or simplifying the physics (2-D, 1D, LP models),
where the computational cost can be largely reduced by sacrificing the predictive accuracy.
As mentioned above, a proper combination of the HF and LF simulations can potentially
lead to a more efficient surrogate of the hemodynamic model by leveraging the efficiency of
LF model and accuracy of HF model. This work investigates a bi-fidelity surrogate modeling
strategy in the context of uncertainty propagation in hemodynamics, where input uncertain-
ties are assumed to be adequately characterized and quantitatively represented with known
probability distributions or random fields. Throughout this paper, we let vH represent the
HF hemodynamic solution, which is expensive to compute. Similarly, the LF CFD solution
is represented by vL, which is cheap to compute.
2.2. Bi-fidelity Surrogate Construction
2.2.1. Overview
The surrogate model is constructed based on both high- and low- fidelity solutions fol-
lowing a multi-fidelity stochastic collocation strategy proposed in [76, 77], where a low-rank
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approximation of the HF solutions is obtained with the assistance of LF simulations. Similar
to other data-fit modeling approaches, the bi-fidelity surrogate is constructed based on an
offline “training” process. However, only a few HF solutions on a limited number of points
selected from the parameter space Iz are needed for “training”, and the selection of these
“important” points is informed by the cheaper LF simulations. After training, online eval-
uation of the bi-fidelity surrogate can be performed at any location of the parameter space
solely based on the LF simulation, which could significantly reduce the computational cost,
particularly when large numbers of online model queries are expected. The procedure for
constructing the bi-fidelity surrogate is summarized as follows:
1. Offline training with HF and LF simulations
(a) Conduct LF simulations on a parameter set of Γ ⊂ Iz with a sufficient number of
points to fully cover the parameter space Iz.
(b) Select a subset of γ ⊂ Γ containing a handful of important points, on which both
HF and LF solutions are obtained as the HF and LF basis functions, respectively.
2. Online surrogate solution approximation on new parameter points
(a) For a new point z ∈ Iz, conduct LF simulation, and the solution vL(z) is projected
onto the LF approximation space to obtain the coefficients cL.
(b) Approximate the HF solution vH(z) at the new parameter point z based on the
HF solution basis and LF projection coefficients cL.
A schematic of the bi-fidelity surrogate construction in the context of uncertainty propagation
is shown in Fig. 1.
2.2.2. Offline training with selected high-fidelity simulations
In the offline “training” process, the first step is to explore the solution structure over
the entire parameter space (or regions of interest) based on a large number (M  1) of LF
simulations, which are assumed to be cheap to conduct. Specifically, the LF model is run on
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Figure 1: Schematic diagram of the bi-fidelity surrogate construction in the context of uncertainty propaga-
tion.
a prescribed nodal set Γ from the entire parameter space Iz,
Γ = {z1, ..., zM} ⊂ Iz. (3)
Γ can be determined by sampling the characterized joint probabilistic density of parameters
z using standard Monte Carlo method or more efficient sampling (or collocation) schemes,
e.g., Latin hypercube sampling [79], importance sampling [80], or sparse grid collocation
method [66, 81]. The choice is not a restriction as long as the sampled points can sufficiently
cover the regions of interest in Iz. On these sampled points, LF simulations are performed
to obtain the LF snapshot matrix V L(Γ) =
[
vL(z1), ...,v
L(zM)
]T
.
The next key step is to select a subset of m important points from Γ, i.e.,
γm = {z1, ..., zm} ⊂ Γ, (4)
where the HF simulations will be performed and the corresponding HF snapshot matrix
V H(γm) =
[
vH(z1), ...,v
H(zm)
]T
is obtained. The size of γm should be small (O(10)) con-
sidering the high cost of the HF model. The solution snapshots on the m selected important
points can be seen as a low-rank approximation (i.e., basis) of the solution space, and the
corresponding approximation spaces (UH and UL) by the HF and LF basis functions are
defined as,
UH(γm) = span(V H(γm)) = span{vH(z1), ...,vH(zm)}, (5a)
UL(γm) = span(V L(γm)) = span{vL(z1), ...,vL(zm)}. (5b)
9
To select these important points, we followed a LF model informed strategy proposed in [76,
77], which is a greedy algorithm that iteratively adds a new node to the existing selected
points such that the LF solution vector of the newly selected point is the furthest from the
space spanned by the LF solutions of previously selected points in the parameter space.
Namely, let γ(k−1) = {z1, ..., zk−1} be the existing subset of important points, and the next
point will be selected by maximizing the distance between its LF solution and the existing
subspace UL(γ(k−1)) as,
zk = arg max
z∈Γ
d
(
vL(z),UL(γ(k−1))
)
, (6a)
γ(k) = γ(k−1) ∪ {zk}, (6b)
where d(v,W ) is the distance function between the vector v ∈ vL(Γ) and subspace W ⊂
UL(Γ) = span{vL(z1), · · · ,vL(zM)}. This optimization can be accomplished by factorizing
the Gramian matrix G of LF solutions V L(Γ), and we choose the pivoted Cholesky decom-
position as in [77],
G = P TLLTP, (7)
where L is a low-triangular matrix; P is a permutation matrix such that PΓ provides an order
of “importance”, and the index corresponding to the first m columns can be used to identify
the important parameter points for HF simulations. Note that other factorization schemes,
including the column-pivoting QR decomposition or full-pivoting LU decomposition, can
also be used to achieve the same goal [76]. The Gramian matrix is defined by
G = (Gij)1≤i,j≤M , Gi,j = 〈vL(zi),vL(zj)〉L, (8)
where 〈·, ·〉L is the inner product defined in the LF solution space. In practice, we only need
to compute the truncated Gramian matrix corresponding to the first m important solution
vectors. The implementation details of the important point selection approach are given in
Algorithm 1.
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Algorithm 1 Important Point Selection
begin
V L = [vL(z1), ...,v
L(zM)]
d[i] = (vLi )
TvLi for i = 1, ...,M
P = zeros(m, 1), L = zeros(m,M)
k = 1, while k ≤ m do
1. P [k] = arg maxd[k : end];
2. Exchange V L[:, k] and V L[:, P [k]]; Exchange L[:, k] and L[:, P [k]]; Exchange d[k]
and d[P [k]];
3. r(t) = (V L(:, t))TV L(:, k)−∑k−1j=1 L(t, j)L(k, j) for t = k + 1, ...,M ;
4. L[k, k] =
√
d[k];
5. L[t, k] = r[t]/L[k, k] for t = k + 1, ...,M ;
6. d[t] = d[t]− L2[t, k] for t = k + 1, ...,M ;
7. k = k + 1
end
γ[:, t] = Γ[:, P [t]] for t = 1, ...,m;
Form the truncated Gramian GL = LLT
end
2.2.3. Online bi-fidelity construction for surrogate solutions
Once the small subset of points γ are selected, the HF and LF solutions on these im-
portant points (i.e., V H(γm) and V L(γm)) can be used as the basis functions (i.e., low-rank
approximation) to construct the HF and LF solution approximation spaces (i.e., UH and
UL), respectively. For a new point z ∈ Iz, the HF and LF solutions can be reconstructed
based on the corresponding basis. If we assume the reconstruction of HF and LF solutions
share the same approximation rule, the approximated HF solution can be obtained at any
desired location z by solely conducting the LF simulation. Specifically, we first simulate LF
model on the new point z to obtain vL(z), which is then projected onto the LF approxima-
tion space to obtain the projection coefficients cL(z) = [c1, . . . , cm]
>. This can be simply
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achieved by the following equation:
cL = G−1(V L(γm))TvL(z). (9)
Since we assume the HF and LF reconstructions share the same reconstruction coefficients,
thus the HF solution at z can be approximated as follows:
vH(z) ≈ vB(z) =
m∑
k=1
ckv
H(zk), (10)
where vB(z) is the bi-fidelity surrogate solution.
2.2.4. An empirical error bound estimation
For practical applications of the bi-fidelity (BF) approach, it is useful to answer the
following two questions: (1) whether the quality of a given LF model is good enough to
build a reasonably accurate BF approximation? (2) If the LF model is good enough, how
many HF samples are sufficient to obtain satisfactory results? In other words, a priori
assessment of the model quality and prediction error is of practical importance. Practical
estimation of the error bound of the BF approach was proposed in [82], where a number of
additional HF samples are required. In this subsection, we adopt an empirical alternative
with ease of implementation, which is motivated from the following observation:
Theorem 1. Given the first k + 1 pre-selected important points γk+1, the relative error
between the bi-fidelity solution and the high-fidelity solution can be bounded for any point
z∗ ∈ Γ as follows:
||vH(z∗)− vB(z∗)||
||vH(z∗)|| ≤
dH(vH(z∗),UH(γk)))
||vH(z∗)||︸ ︷︷ ︸
relative distance
+
||PUH(γk)vH(z∗)− vB(z∗)||
||vH(z∗)||︸ ︷︷ ︸
in-plane error
=
dH(vH(z∗),UH(γk))
||vH(z∗)|| (1 +
||PUH (γk)vH(z∗)−vB(z∗)||
||vH(z∗)||
dH(vH(z∗),UH(γk)))
||vH(z∗)||
),
(11)
where PUH(γk) is the projection operator onto the subspace UH(γk) and dH is distance func-
tion, which is defined as dH = vH − PUHvH . The proof is rather trivial and omitted here.
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The above error bound is rigorous but less useful, because for any given z∗, we need to have
the high-fidelity data vH(z∗) available. To address this issue, it is useful to introduce Rs,
the model similarity, defined by the relative distance as:
Rs(z) =
dH(vH(z),UH(γk))
||vH(z)|| /
dL(vL(z),UL(γk))
||vL(z)|| , (12)
which characterizes the similarity between the LF/HF models. Rs ≈ 1 indicates that LF
model is informative for the purpose of the point selection. By the definition of Rs, (11)
becomes,
||vH(z∗)− vB(z∗)||
||vH(z∗)|| ≤
dL(vL(z∗),UL(γk))
||vL(z∗)|| Rs(z∗)
[
1 +
||PUH (γk)vH(z∗)−vB(z∗)||
||vH(z∗)||
dH(vH(z∗),UH(γk))
||vH(z∗)||
]
. (13)
Now, the first term of the right-hand side depends on the corresponding LF data uL(z∗).
To remove the dependence of HF data uH(z∗) in the second term of right-hand side in (13),
we propose to use zk+1 ∈ γk+1 as the test point to serve as an error surrogate of the BF
approximation (based on the first k pre-selected parameter point) in the entire parameter
space. We conjecture that, if the LF and HF models are similar (Rs ≈ 1), there are constants
c1 and c2, such that for the first k + 1 pre-selected important points γk+1,
||vH(z∗)− vB(z∗)||
||vH(z∗)|| ≤
dL(vL(z∗),UL(γk))
||vL(z)||
[
c1 + c2
||PUH (γk)vH(zk+1)−vB(zk+1)||
||vH(zk+1)||
dH(vH(zk+1),UH(γk))
||vH(zk+1)||
]
. (14)
In such way, (14) only requires the LF data and a finite number of the first k+1 pre-selected
HF samples, if c1 and c2 are determined properly.
It can be seen that besides Rs ≈ 1 (the LF and HF should be similar), the approximation
quality of the BF approximation also depends on Re, the balance between the in-plane error
and the relative distance,
Re(z) =
||PU(γk)vH(z)− vB(z)||
dH(z,UH(γk))
. (15)
A large Re indicates that the in-plane error is dominant over the distance error. In this case,
it is suggested to stop collecting new HF samples. With this definition, (14) becomes
||vH(z∗)− vB(z∗)||
||vH(z∗)|| ≤
dL(vL(z∗),UL(γk))
||vL(z∗)|| (c1 + c2Re(zk+1)). (16)
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Numerical experiments we have conducted in the Section 4 support our conjectures above and
indicate that when c1 and c2 are set to be 1, if Rs ≈ 1 and Re < 10, the BF approximation
can usually deliver good results (better than the low-fidelity solutions).
Remark. We acknowledge that the error bound estimation is not rigorous. Nevertheless, it
is a useful quantity to gauge the quality of the BF approximation in practice.
3. Numerical Results
In this section, we present three vascular flow cases with both standardized and patient-
specific geometries, where different types of high/low-fidelity (HF/LF) model pairs are stud-
ied to demonstrate the applicability, efficiency, and flexibility of the bi-fidelity (BF) approach
for surrogate hemodynamic modeling. Specifically, a stenotic flow with standardized geom-
etry is studied in subsection 3.1, where simulations with converged/unconverged solutions
are designed as the HF/LF models; subsection 3.2 presents a flow case of an idealized bi-
furcation aneurysm, where the simulations with 3-D/2-D geometries are used as the HF/LF
models; lastly, a patient-specific case of cerebral bifurcation aneurysm is investigated in sub-
section 3.3, where an HF/LF model pair with fine/coarse meshes is used to build the BF
surrogate. To evaluate the accuracy of the BF surrogate model, the following error metric
is defined,
Relative Error =
√√√√∑Ni=1 ||vH(zi)− vB(zi)||L2(Ωf )∑N
i=1 ||vH(zi)||L2(Ωf )
, (17)
where N is the number of test samples in parameter space; vB and vH are BF and HF
solutions, respectively. In each case, the BF surrogate is applied to perform the forward
propagation of inflow uncertainties, and the results are benchmarked against those from the
HF-based Monte Carlo (MC) simulations.
In this study, all CFD simulations are conducted based on the open-source CFD plat-
form, OpenFOAM. The continuity and momentum equations for incompressible laminar
flows were solved using the SIMPLE (semi-implicit method for pressure-linked equations)
algorithm [83]. Collocated grids were used and the Rhie and Chow interpolation was used
14
to prevent the pressure–velocity decoupling [84]. Spatial derivatives were discretized with
the finite volume method using the second-order central scheme for both convection and
diffusion terms. A second-order implicit time-integration scheme was used to discretize the
temporal derivatives. All the mesh files were generated by using ANSYS ICEM software.
3.1. Idealized Stenosis Model (Case 1)
In the first example, we evaluate inflow uncertainties in an idealized stenosis model.
Stenotic flow, as a classic hemodynamic problem, has been extensively studied in the cardio-
vascular community, since it is related to many cardiovascular diseases, e.g., arteriosclerosis,
stroke, and heart attack [85]. Notably, the trans-stenotic pressure drop computed from the
image-based model can be incredibly valuable in clinical practice (as evidenced by Heartflow,
Inc., recently valued 1.5 billion). However, the credibility of the model prediction largely
relies on the accuracy of inflow boundary conditions, and thus quantification of the uncer-
tainties associated with the inlet is crucial. Here, an idealized stenotic vessel geometry (3-D
asymmetric nozzle) is considered, which was originally developed by the U.S. Food and Drug
Administration (FDA) as a benchmark problem for a CFD round-robin study [86, 87]. The
nozzle geometry is scaled down to the coronary dimension (Din = 3×10−3 m) [88], as shown
in Fig. 2. The setting of the baseline CFD simulation follows [88], where a unidirectional,
(a) Coarse mesh for LF model (b) Fine mesh for HF model
Figure 2: The 3-D asymmetric nozzle with (a) coarse and (b) fine computational meshes.
uniform inflow velocity profile of uin = [0.184, 0, 0] m/s is prescribed, with the Reynolds
15
number Re ≈ 167. For the HF simulation, a high-resolution structured mesh with 66,861
cells (Fig. 2b) is used to obtain the fully converged solution with sufficient iterations (2000
iterations). Mesh convergence study is conducted to ensure the mesh quality and solution
accuracy of the HF model. To construct the corresponding LF model, the fine mesh is
downsampled to a coarse one with only 3,359 cells, and unconverged solution with insuffi-
cient iterations (30 iterations) is adopted to reduce the computational cost. In this setting,
the LF simulation has a remarkable speedup compared to the HF simulation by significantly
sacrificing predictive accuracy. Specifically, the cost of a single LF model run is about 0.6
CPU seconds, while the counterpart HF simulation roughly takes 3000 CPU seconds.
To model the uncertainty in the inlet boundary condition, a stationary Gaussian random
field f(x) is introduced to the streamwise (x−) component of the inflow velocity, which can
be expressed as:
f(x) ∼ GP(0, K(x,x′)), K(x,x′) = σ20 exp(
|x− x′|
2l2
), (18)
where K(x,x′) is the exponential kernel function, σ0 and l define the standard deviation
and length scale of the random field, respectively. The random field can be expressed in a
compact form using Karhunen-Loeve (K-L) expansion [89],
f(x) =
nk→∞∑
i=1
√
λiφi(x)ωi, (19)
where λi and φi(x) are eigenvalues and eigenfunctions of the kernel K; ωi is an uncorrelated
random variable with zero mean and unit variance. Usually, the KL expansion can be
truncated with a finite number (nk) of KL basis to approximate the stochastic process. In
this nozzle case, a Gaussian random field with l = 5× 10−3 m and σ0 = 0.02 m/s is imposed
on the streamwise velocity, and the first three (nk = 3) K-L modes are used, capturing 96%
energy of the random field. Therefore, the parameter space of this case has three dimensions,
i.e., z = [ω1, ω2, ω3]
T ∈ Iz ⊂ R3.
The LF simulations are conducted on M = 1000 parameter points (i.e., Γ), which are
sampled from a multivariate Gaussian distribution N (0, I) to well cover Iz, where I is an
identity matrix. The HF simulations are only conducted on m = 6 important points, selected
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from Γ based on Algorithm 1. To test the performance of the BF surrogate model, N =
600 test points are independently sampled from the same distribution N (0, I) within the
parameter space Iz for uncertainty propagation. Note that the Latin hypercube sampling
method (LHS) [79] is applied for all sampling tasks.
The propagated uncertainty from the inlets to the computed pressure drop and velocity
magnitude profiles along the centerline of the nozzle is studied. The means and uncertainty
(1σ) ranges of the centerline pressure and velocity magnitude are plotted in Fig 3, where the
HF (blue), LF (orange), and BF (red) solutions are compared against each other. The flow
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Figure 3: The (a) pressure and (b) velocity magnitude profiles along the center line with 1σ uncertainty
intervals. The position of the center line is showed in the schematic diagram.
from inlet undergoes a gradual constriction, narrow throat, and sudden expansion regions
before reaching the outlet, and thus the velocity magnitude significantly increases across
the converging region and gradually decreases after the expansion (Fig. 3b). The variation
of nozzle walls leads to a highly nonlinear pressure drop (Fig. 3a). We can see that the
perturbation of inlet causes the scattering of centerline pressure and velocity profiles. The
pressure is largely scattered near the inlet region, while the velocity magnitude notably varies
after the sudden expansion. In the narrow region, both the pressure and velocity are less
scattered since the flow is restricted. These features of the pressure and velocity distribution
can be accurately captured by the BF surrogate model as both the means and 1σ envelope
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bounds obtained by the BF model are almost overlapped with the ones from HF-based MC
simulations (ground truth), while the LF model over-predicts the pressure near the inlet
and under-predicts the velocity magnitude near the outlet. Moreover, the uncertainty of the
most important QoI, trans-stenotic pressure drop, can also be accurately captured by the
BF model, where almost 100-times speedup is gained over the HF-based MC simulations
with 600 samples (details see Appendix A).
To better evaluate the BF surrogate approximation compared to the LF baseline, the
decay of the relative error (17) of both BF and LF models over 600 test points are computed
with respect to the number of HF solutions (m) used for constructing the BF surrogate,
which is shown in Fig. 4. It can be seen that the LF model baseline originally has a 10%
1 2 3 4 5 6
Total number of important points (m)
10 2
10 1
100
Re
la
tiv
e 
er
ro
r (
RM
SE
)
BF
LF
Figure 4: The relative root mean squared error (RMSE) of the BF model (black) over 600 test parameter
points with respect to the number of important points (HF simulations) used for BF surrogate construction
in test case 1. The corresponding RMSE of the one with LF basis (orange) are plotted for comparison.
error, while this error can be reduced by more than 80% with only three HF solutions based
on the BF approach. When HF solutions on six important points are used, the relative error
of the BF surrogate is reduced by one order of magnitude, demonstrating a fast decay rate.
Note that the error here is evaluated on 600 test points over the entire parameter space.
18
3.2. Idealized Bifurcation Aneurysm Model (Case 2)
Vascular aneurysm refers to pathological dilatation of the vessel wall, which is an abnor-
mal biological response (a.k.a., growth remodeling of vessel walls) caused by certain unusual
hemodynamic conditions (e.g., low or rapidly changed wall shear stress) [90]. Aneurysms
are more likely to be formed at vessel bifurcations, where the flow pattern is complex and
wall shear stress is usually low or oscillates [91]. In the second test case, we investigate an
idealized bifurcation aneurysm model, whose geometry and boundary condition are adopted
from an experimental benchmark work [92]. As shown in Fig. 5, the model has a perfect “T”
(a) 2-D Geometry for LF model (b) 3-D Geometry for HF model
Figure 5: The idealized bifurcation aneurysm geometry with (a) 2-D and (b) 3-D computational meshes.
shape, where a 90◦ bifurcation has a symmetric placement of outflow tubes. The dome at the
end of the input tube represents an idealized terminal aneurysm. In this case, the simplified
2-D counterpart (Fig. 5a) of the 3-D geometry (Fig. 5b) is used to formulate the LF model,
which is much cheaper to evaluate. Structured meshes are generated for both 3-D and 2-D
geometries with 109,641 cells and 6,681 cells, respectively. Sufficient iterations are performed
in both LF and HF simulations to obtain fully converged solutions. The computational costs
of the HF and LF models are about 23 ∼ 27 CPU seconds and 3, 800 ∼ 4, 000 CPU seconds,
respectively.
Volumetric flow rate q is specified at the inlet and outlet to impose flow boundary condi-
tions. To mimic an uneven flow distribution to the two outflow brunches in reality (e.g., due
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to geometrical asymmetry), a non-dimensional flow-split parameter α ∈ [0, 1] is introduced,
qoutL = αqin,
qoutR = (1− α)qin,
(20)
where qin is the inlet volume flow rate, and qoutL, qoutR are volume flow rates at left and
right outlets. Generally, it is difficult to determine how the blood flow is distributed among
different distal branches clinically, and the flow-split is often estimated based on Murray’s
law [93]. However, such estimation is merely a rough one and contains large uncertainties.
Hence, the flow-split parameter α can be modeled as a random variable. Besides, the viscosity
ν of blood is also assumed to be uncertain in this test case and varies from 7 × 10−6 m2/s
to 2.1 × 10−5 m2/s independently from α. Therefore, two independent random parameters
are considered here and the parameter space has two dimensions, i.e., z = [α, ν] ∈ Iz ⊆ R2.
The setting for the baseline simulation follows Valencia’s work [94], where the inlet volume
rate qin is 1.42 × 10−5 m3/s, blood viscosity ν is 1.4 × 10−5 m2/s, and flow-split α is set to
be 0.5 based on Murray’s law. The Reynolds number of the baseline case is around 143.
We assume the two uncertain parameters are uniformly distributed in the given intervals.
To explore the parameter space, 100 points are sampled from a multi-uniform distribution
[0, 1]×[7 × 10−6, 2.1 × 10−5] based on the LHS method to form Γ. A subset of m = 25
important points are selected from Γ, where HF solutions are collected to construct the BF
surrogate. A test set of 250 parameter points are sampled from Iz independently from the
same distribution.
We plot the mean centerline pressure and velocity magnitude profiles with the 1σ un-
certainty intervals in Fig. 6. The three columns of sub-panels show the profiles along the
centerlines in x, y, and z directions, respectively. In x-direction (Figs 6a and 6d), the profiles
of the mean and variance of the velocity magnitude is nearly symmetric along the x-centerline
since the flow split ratio α is uniformly sampled from [0, 1]. However, the pressure uncer-
tainty is more asymmetrically distributed, as the profiles are largely scattered at the left
outlet and shrink to a constant at the right outlet, which is because the reference pressure
is imposed at the right end of the tube. As for the main flow direction, i.e., y-direction
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Figure 6: The (a-c) pressure and (d-f) velocity magnitude profiles along x-, y-, and z- centerlines with 1σ
uncertainty intervals, and the solution along z-centerline is only available in HF and BF results.
(Figs 6b and 6e), the flow velocity profiles are less scattered in general, while the pressure
shows a relatively large uncertainty. We also can see that the uncertainty close to the dome
is very small since the flow is stagnated, while a larger uncertainty is observed in the cross-
neck region where flow recirculations occur. The LF model fails to accurately capture these
propagated uncertainties, and the LF-predicted mean and uncertainty intervals significantly
deviate from the corresponding HF solutions. In contrast, the BF surrogate has remarkably
better performance since the BF-predicted results agree with the HF ground truth well. It is
worthy to note that the missing flow information of z-direction in solutions of the LF model
with 2-D geometry can be well recovered by the BF surrogate, as shown in Figs 6c and 6f.
A notable feature of the proposed BF surrogate model is the capability of providing
full-field predictions with the HF resolution since HF solutions are used as the basis for
reconstruction. To extensively evaluate the performance of the BF surrogate model, the
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maximum values of the BF-predicted field quantities, including velocity, vorticity, and wall
pressure fields, are calculated. We want to examine how well the extreme values of flow
variables over the entire computational domain can be captured by the BF surrogate, which
is usually a challenging task in surrogate modeling. The probability distributions of the
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Figure 7: The probability density functions (PDF) of maximum velocity magnitude, vorticity magnitude
and pressure on the wall over 250 test points.
maximum values of flow velocity magnitude, vorticity magnitude, and wall pressure propa-
gated by the LF, BF, and HF models over the test set are shown in Fig. 7. The LF model
under-predicts the means of all the maximum values, and the shapes of the distributions are
notably different from the ones propagated by the HF model. In contrast, the BF surrogate
can accurately propagate the uncertainty as the BF-based uncertainty distributions are al-
most overlapped with the HF ground truth. Moreover, since only 25 HF solutions are used
to construct the BF surrogate, the speedup is around 10 for propagating 250 MC samples
(details see Appendix A).
Figure 8 shows the relative errors (RMSE) of the BF surrogate model with respect to
the number (m) of HF simulations used for reconstruction. The relative error of the LF
model is also plotted for comparison, which is relatively large (nearly 100%) due to the
geometry simplification from 3-D to 2-D configuration. Using BF strategy, only with 4 ∼ 5
HF simulations on important parameter points, the RSME error can be significantly reduced
to the error level less than 10%. The convergence rate of RMSE is fast in the first a few
HF samples, and the error can continuously decrease by increasing total of important points
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Figure 8: The relative root mean squared error (RMSE) of the BF model (black) over 250 test samples with
respect to the number of important points (HF simulations) in test case 2. The corresponding RMSE of the
one with LF basis (orange) are plotted for comparison.
(HF samples) but saturates after m > 10. How to determine the optimal number of HF
simulations to be conducted will be discussed later on in Section 4.
3.3. Patient-specific Cerebral Aneurysm Model (Case 3)
As mentioned above, aneurysms are lesions of the arterial wall, and such pathological
dilatation occurring at intracranial arteries may cause serious consequences, e.g., aneurysm
rupture and intracranial hemorrhage, associated with high mortality and morbidity rates [95].
The formation, progression, and rupture of a cerebral aneurysm involve complex pathological
processes. Hemodynamics is known to be a major factor involved in these processes [90],
and accurately quantifying the hemodynamics is significantly important for improving the
prognosis, diagnosis, and treatment planning of cerebral aneurysms and their ruptures.
Nonetheless, the reliability of the model-based hemodynamic predictions largely depends
on the boundary conditions, which often have large uncertainties. For example, the inflow
velocity field obtained from phase-contrast MR images usually has a low resolution and con-
tains measurement noises. In this subsection, a real-world application of the BF model on
patient-specific aneurysm is investigated. Namely, the BF surrogate is applied to propa-
gate a high-dimensional inflow uncertainty in a 3-D cerebral aneurysm model with a real
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patient-specific geometry.
(a) Coarse mesh for LF model (b) Fine mesh for HF model
Figure 9: The patient-specific MCA aneurysm geometry with (a) coarse and (b) fine computational meshes
As cerebral aneurysms are frequently located near arterial bifurcations in the circle of
Willis [90], here a middle cerebral artery (MCA) aneurysm is studied, which is one of the five
MCA geometries used in the 2015 International Aneurysm CFD Challenge [5]. A spatially-
resolved unstructured mesh with 51,648 cells is used to build the HF model, while the LF
model adopts a coarse mesh with only 4,464 cells. In both HF and LF simulations, sufficient
numerical iterations are performed to achieve the convergence. The computational cost
for one HF model evaluation is about 1,110 CPU seconds, while one LF simulation only
takes 2 CPU seconds. The baseline CFD simulation adopts the setting given in the 2015
International Aneurysm CFD Challenge [5]. Specifically, a uniform inflow velocity profiles
with a constant value of 0.509 m/s is prescribed normal to inlet plane, and no secondary
flow is imposed, i.e., in-plane velocity is zero. The Reynolds number is Re = 345, based on
the inlet diameter Din = 2.77× 10−3 m. The zero-traction outlet and no-slip wall boundary
conditions are applied.
The inflow uncertainty is introduced in a similar way as in section 3.1, where the un-
certainties are modeled as Gaussian random fields. However, here we not only consider the
uncertainty in streamwise direction but also introduce uncertain secondary flows. Namely,
three Gaussian scalar random fields fx(x), fy(x), and fz(x), expressed by the KL expansion,
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are added to the three components of baseline velocity inlet ubasein as,
uin = u
base
in + [fx(x), fy(x), fz(x)] (21)
In this case, the randomness of velocity in all directions is modeled by a stationary Gaussian
process with the length scale l = 2 × 10−3 and variance σ20 = 0.01. Three K-L modes are
used to cover 90% energy of each random field. Therefore, a nine-dimensional uncertain
parameter space is defined in this test case, and any parameter point z can be written as,
z = [ω1, ω2, ω3︸ ︷︷ ︸
x streamwise
, ω4, ω5, ω6︸ ︷︷ ︸
y in−plane
, ω7, ω8, ω9︸ ︷︷ ︸
z in−plane
] ∈ Iz ⊆ R9 (22)
where ωi, i = 1 · · · 9 are independent and identically distributed (i.i.d.) random variables.
M = 2000 points are sampled independently from a multivariate Gaussian distribution
N (0, I) to form Γ, and m = 40 important ponts are selected from Γ to conduct HF simula-
tions for BF surrogate construction. To evaluate the BF model and propagate uncertainties,
600 MC samples are independently drawn from Iz to form the test set.
The inflow uncertainties can be propagated to the simulated hemodynamic fields through
the HF, BF, and LF models on the MC samples in the test set. To better visualize the
uncertainty propagation results for the local hemodynamic information, we present contour
plots of the mean and standard deviation (std) fields of the ensembles of velocities, wall
pressures, and wall shear stresses (WSS). The mean and std values of internal velocity
ensemble are shown in Fig. 10, where the streamlines are also plotted to visualize the mean
flow field. We can see that the flow pattern is very complex, especially in the aneurysm
region. A large recirculation and several vortical structures are observed within the aneurysm
(Fig. 10a). The outflows from the aneurysm to two bifurcation arms remain strongly helical
and the vortex core line is eccentric along the radial directions of the arteries. The complexity
of the intra-aneurysmal flow patterns is largely caused by the geometric complexity in the
patient-specific case, and thus the extrapolation from an idealized aneurysm model is usually
not sufficient [90]. The LF-predicted mean velocity field (Fig. 10c) has a large discrepancy
compared to the HF ground truth (Fig. 10c), particularly within the aneurysm, where the
vortex intensity is notably under-predicted and different flow patterns are observed. In
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(a) HF mean (b) BF mean (c) LF mean
(d) HF std (e) BF std (f) LF std
Figure 10: Volume rendering of the (a-c) mean and (d-f) standard deviation of the internal velocity fields
over the test set. Flow streamlines are also plotted with each velocity contour.
contrast, the BF model accurately captures the mean flow pattern and the prediction shows
significant improvement (Fig. 10b). Figure 10d shows the std field of velocities obtained
by the HF model, suggesting a large scattering of velocity magnitude due to the inflow
perturbations. In the aneurysm, the std value is nearly 50% of the local velocity magnitude,
showing that the inflow has large effects on the propagated velocities. The BF surrogate
model can accurately propagate these inflow uncertainties and the BF-predicted std contour
(Fig. 10e) well agrees with the HF result (Fig. 10d), while the LF model largely under-
estimates the uncertainty, especially within the aneurysm region (Fig. 10f).
The mean and std values of the wall pressures of the test ensemble are plotted in Fig. 11.
The average wall pressure is maximum around the stagnation point at the junction between
the aneurysm and right bifurcation arm (Fig. 11a). Similarly, the BF surrogate can accu-
rately predict the mean pressure patterns on the wall (Fig. 11b), which shows a significant
improvement over the LF solutions (Fig. 11c). Moreover, the uncertainties of the wall pres-
sure fields are captured by the BF surrogate very well as the contour plot of the std field
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(a) HF mean (b) BF mean (c) LF mean
(d) HF std (e) BF std (f) LF std
Figure 11: Contours of the (a-c) mean and (d-f) standard deviation of the pressures on the vessel wall over
the test set.
(Fig. 11e) is almost identical to the HF ground truth (Fig. 11d), while the LF under-estimates
the large variance near the junction region of the bifurcation (Fig. 11f).
Wall shear stress (WSS) is one of the most critical hemodynamic factors to the growth
and rupture of cerebral aneurysms since the endothelial cells of vascular walls are capable
to sense WSS and lead to the growth remodeling of vessel structures [96]. Therefore, an
accurate prediction of the WSS field with quantified uncertainties is extraordinarily crucial
in this case. Fig. 12 shows the mean and std fields of WSS results obtained by HF, BF, and
LF models. The mean WSS field exhibits a very complex pattern, where the high and low
WSS values are irregularly distributed on the entire vascular domain. In general, we can see
that the WSS is relatively low over the aneurysm region, where the backflows, recirculation,
and flow stagnation are more likely to happen. Compared to the HF solutions (Fig. 12a)
LF-predicted WSS results miss many details and features (Figure 12c), particularly in the
aneurysm region. Moreover, the propagated uncertainties are significantly under-estimated
by the LF model. In contrast, the BF surrogate model shows significant improvement, and
27
(a) HF mean (b) BF mean (c) LF mean
(d) HF std (e) BF std (f) LF std
Figure 12: Contours of the (a-c) mean and (d-f) standard deviation of the wall shear stress (WSS) magnitudes
over the test set.
both the mean and std contours (Figs. 12b and 12e) are in a good agreement with the HF
ground truth (Figs. 12a and 12d).
Studies have indicated that low WSS causes intimal wall thickening [97] and might lead
to the growth and rupture of aneurysms [95]. Therefore, it is meaningful to identify the
region of the lowest WSS, which is at a high risk of aneurysm rupture. However, this is
a challenging task for the surrogate model, since the extreme values are more difficult to
capture than the averaged flow quantities are. To better demonstrate the capability of
the BF surrogate, we estimated the spatial distributions of the probability density of the
minimum WSS locations based on the flow solution ensembles, propagated from the inflow
uncertainty by the HF, BF, and LF models, which are shown in Fig. 13. Based on the HF
model results (Figs. 13a and 13d), the minimum WSS is located at the lower part of the
aneurysm, close to the junction of the parent artery and smaller bifurcation arm. The LF
model incorrectly predicts the minimum WSS location, which is at the ridge on the other
side of the aneurysm. However, the performance of the BF surrogate model is excellent as
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(a) HF (front view) (b) BF (front view) (c) LF (front view)
(d) HF (back view) (e) BF (back view) (f) LF (back view)
Figure 13: Probability density distribution of the spatial locations of minimum WSS.
the predicted density distribution contour is nearly identical to the HF benchmark results.
Note that only 40 HF solutions are used in this case to construct the BF surrogate in a
high-dimensional (9-D) parameter space. These comparisons demonstrate that the proposed
BF has a great potential for real-world, UQ problems in cardiovascular applications with
high accuracy and remarkable reduction of computational expenses.
Lastly, we present the relative errors of the BF surrogate model with respect to the
number (m) of HF samples for training in Fig. 14, where the LF prediction error is also
plotted for comparison. Similar to the previous cases, the LF model has a large relative
error, while the BF surrogate with only a few HF solutions can considerably reduce the error
by an order of magnitude, though the parameter space is 9-D in this case. Moreover, we
observe that the decay of the BF model error is fast even when m is large than 30.
4. Discussion on A Priori Error Bound Estimation
In practical applications of the BF surrogate, it is useful to know how many important
points (i.e., the number of HF simulations) should be involved and what error magnitude
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Figure 14: The relative root mean squared error (RMSE) of the BF model (black) over 600 test parameter
points with respect to the number of important points (HF simulations) in test case 3. The corresponding
RMSE of the one with LF basis (orange) are plotted for comparison.
is expected on the test set a priori. We proposed an empirical approach in Section 2.2.4
to assess the model quality and estimate the prediction error of the BF surrogate, where
two useful assessment metrics, model similarity Rs(z) (12) and error component ratio Re(z)
(12), are used. In this section, a priori error bound estimations in our three test cases
of vascular flows will be discussed based on the proposed assessment method. The model
similarity metrics vs. the number of important points used for BF reconstruction over the
entire test set are shown in Figs. 15(a-c), and the average relative distances from HF/LF
solutions on the corresponding test set to the subspace spanned by the previous selected
HF solutions are plotted as well. Moreover, the corresponding error bound estimations (16)
of the BF surrogate on the test sets are shown in Figs. 15(d-f), where the ground truth
of the test errors (black dotted line) are plotted for comparison. For all three cases, the
relative distances of both HF and LF solutions decrease as the number of important points
grows, which demonstrates the point-selection algorithm is able to pick out important points
on which the solutions roughly have the maximum distances to the constructed hi-fidelity
approximation space. We can see that the model similarity metric Rs fluctuates under one,
especially Rs is close to one for the first a few important points, showing that the LF model is
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Figure 15: The relative distance (a-c) and error bound estimation (d-e) of the BF models with respect to
the number of important points (HF simulations) used for BF reconstruction in cases 1, 2, and 3.
informative for exploring the parameter space, which is one important factor for the success
of the bi-fidelity approach observed in the previous sections.
Moreover, the error component ratios Re in three cases mainly remain less than 10, which
indicates that the in-plane error is not dominant over the distance error component, and thus
collecting new HF samples based on the max-distance based point selection algorithm is still
effective. From Fig. 15(d-f), we can see that the empirical error bound estimations can
basically capture the trends of the true errors in terms of the number of HF training samples
in all cases. Particularly in case 3, where the model similarity Rs is close to one and Re
is much less than 10 (when even m > 50), the empirical error estimation bounds the true
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error well and adding more HF training samples can further reduce the BF prediction error.
Compared to case 3, the similarity metric Rs becomes more fluctuating and Re increases
significantly in cases 1 and 2 when m grows, and thus the error curves become flat quickly,
indicating collecting additional HF simulations does not help to improve the approximation
quality of the bi-fidelity surrogate. It is noteworthy that the true error curve (black dotted)
are computed based on the HF solutions of the entire test sets (e.g., 600 HF simulations
in case 3), while our error bound estimation (red dashed-dotted) is only dependent on the
existing pre-selected training HF samples and no additional high-fidelity samples are needed.
In general, the proposed evaluation metrics and error bound estimation approach provide a
practical way to assess the performance of the BF surrogate and enable us to better determine
the budget for HF simulations a priori.
5. Conclusion
In this work, we investigated the applicability and performance of uncertainty prop-
agation in 3-D hemodynamics simulations based on a bi-fidelity surrogate proposed and
developed in [76–78]. Unlike the existing work mainly based on coarse meshes, we explored
the different options of low-fidelity models, such as 2-D model and unconverged solutions.
A novel empirical error bound estimation is introduced to access the approximation qual-
ity of the bi-fidelity surrogate, which is simple to compute and provides more insights and
guidance for the practical applications, beyond the target applications. Three cardiovascular
flow cases, including a patient-specific case are investigated to demonstrate the merits of the
bi-fidelity approach and the effectiveness of the simple empirical error bound. In the future,
we plan to investigate the performance of this approach on the flow cases with more complex
physical patterns and improve the error bound estimation.
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Appendix A: Computational Cost for Uncertainty Propagation
Idealized stenosis (Case 1)
m = 6, M =1000, N = 600 Train (HF) Train (LF) Test Total
Bi-fidelity MC ≈ 5.5 ≈ 0.28 ≈ 0.17 ≈ 5.95
Pure high-fidelity MC - - ≈ 550 ≈ 550
Idealized bifurcation aneurysm (case 2)
m = 25, M =100, N = 250 Train (HF) Train (LF) Test Total
Bi-fidelity MC ≈ 27.1 ≈ 0.7 ≈ 1.74 ≈ 29.54
Pure high-fidelity MC - - ≈ 271 ≈ 271
Patient-specific cerebral aneurysm (case 3)
m = 40, M = 2000, N = 600 Train (HF) Train (LF) Test Total
Bi-fidelity MC ≈ 12.22 ≈ 0.33 ≈ 1.74 ≈ 14.29
Pure high-fidelity MC - - ≈ 183.33 ≈ 183.33
Table 1: Training and testing performance of the BF surrogate for all cases, where m and M are the total
numbers of HF and LF samples used for BF training, and N is the number of parameter points (MC samples)
for testing. The time unit is the CPU-hour
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