Abstract. We simultaneously consider two families of subspaces, which for some constant values of parameters give one family of subspaces. The transformation group here is restricted. Instead of usual transformation in Osc k M here we use such transformation group, that
Introduction
Lately a big attention has been payed on the higher order geometries. The theory was introduced by Miron and Atanasiu in [9] and [10] . The theory of Lagrange spaces was studied earlier. Among others we mention here the book of Miron and Anastasiei [8] . Lately Miron gave the comprehend theory of higher order Lagrange and Hamilton spaces and their applications in [6] , [7] and [11] . Here the theory of subspaces in Osc k M will be given, specially the generalized connection and the induced connections.The transformation group and the adapted basis will be slightly different from that introduced by former mentioned authors. The subspaces in most known papers are defined in such a way, that the coordinates of the surrounding space are function of some parameters and its tangent space is the direct sum of the tangent vectors of the subspace and arbitrary vectors normal to this subspace. Here Osc k M will be defined as a C ∞ manifold in which the transformations of form (1.1) are allowed. It is formed as a tangent space of higher order of the base manifold M . Let E = Osc k M be a (k + 1)n dimensional C ∞ manifold. In some local chart (U, ϕ) some point y ∈ E has coordinates ( 
The elements of B * are transformed as d-tensor fields (δy Aa = B a a δy Aa ). The adapted basis B of T (E) (which are given in [1] , [4] ) is B = {δ 0a , δ 1a , δ 2a , . . . , δ ka } = {δ Aa }, where 
We shall use the following notations:
In the base manifold M we can construct two families of subspaces M 1 and M 2 given by equations
where we suppose that the functions determined by ( 
. . . 
is given in the following way
The elements of B * 2 are transformed as d-tensor fields δv
The elements of B 2 are transformed as d-tensor fields δ Ab α = ∂v 
2 , B and B * for which previous conditions are satisfied are constructed in [4] .
The linear connection on T (E)
Definition 2.1. The generalized linear connection ∇ : 
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If we denote by
Now we shall consider the generalized linear connection. If X and Y are two vector fields in
Using the properties of linear connection ∇, we get 
Proof. Because the operator ∇ X acts as differential operator we get
If ω is a 1-forms on T * (E) we can write ω = ω Aa δy Aa . Using the linearity of ∇ and (2.3) we obtain
From above it follows
the summation is going over all kinds of indices). For the d-connection ω Cc|Aa has simpler form ω
where
As before in previous equations the summation is going over all kinds of indices. For the d-connection
Cc Aa (no summation over B and C). 
The induced connection
Now we shall see the connection between the linear connection (X, 
Let us denote by
, the subspaces of T (E 1 ) spanned by {δ 0α }, {δ 1α }, . . . , {δ kα } respectively and by T 0 (E 2 ), T 1 (E 2 ), . . . , T k (E 2 ), the subspaces of T (E 2 ) spanned by {δ 0b α }, {δ 1b α }, . . . , {δ k b α } respectively. We have: 1, 2, . . . , k, i.e., ∇ X Y and Y belong to the same T B (E) for ∀X ∈ T (E). It is given by (3.3) if we put everywhere C = B (no summation over B), the other coefficients are equal to zero. The induced connection is d-connection if it preserves T B (E 1 ) and T B (E 2 ), i.e., ∇ X Y and Y belong both to T B (E 1 ) or T B (E 2 ) for each X ∈ T (E). The induced d-connection is given by 
Definition 3.2. The induced connection defined by (3.3) is almost d-connection if it preserves T B (E) = T B (E
1 ) ⊕ T B (E 2 ), B = 0,∇ δ Aα δ Bβ = Γ Bγ Bβ Aα δ Bγ , ∇ δ Aα δ B b β = Γ Bb γ B b β Aα δ Bb γ , ∇ δ A b α δ Bβ = Γ Bγ Bβ Ab α δ Bγ , ∇ δ A b α δ A b β = Γ
. , k). The induced connection is s.d-connection if X, Y and ∇
In the vector equation (3.22) the T (E 1 ) and T (E 2 ) parts are given by (3.23) and (3.24) respectively:
As A, B, C can be 0, 1, . . . , k, for B = C from (3.23) it follows (3.4) and for B = C it follows (3.5). On the similar way for B = C (3.24) results (3.6) and for B = C it gives (3.7). If we 
In the vector equation (3.25) the T (E 1 ) and T (E 2 ) parts are given by (3.26) and (3.27) respectively:
From (3.26) for B = C it follows (3.8) and for B = C it follows (3.9). From (3.27) for B = C it follows (3.10) and for B = C it follows (3.11). If we (3.20) multiply with B a b γ and using (3.1) we get 
In the vector equation (3.29) the T (E 1 ) and T (E 2 ) parts are given by (3.30) and (3.31) respectively:
From (3.30) for B = C it follows (3.12) and for B = C it follows (3.14). From 
In the vector equation (3.32) the T (E 1 ) and T (E 2 ) parts are given by (3.33) and (3.34) respectively:
From (3.33) for B = C it follows (3.16) and for B = C it follows (3.17). From (3.34) for B = C it follows (3.18) and for B = C it follows (3.19). 
