Abstract: Congestion control for streaming real-time applications, which need smoothness of the transmission rate, should be transmission control protocol (TCP)-friendly. Moreover, in wireless networks, TCP-friendly congestion control should be based on differentiation of packet losses due to congestion and wireless link error to improve network utilisation. The authors propose a TCP-friendly congestion control algorithm based on explicit congestion notification over the wireless networks. The simulation results show that the proposed algorithm utilises the link bandwidth efficiently, providing smoothness of the transmission rate.
Introduction
Since the majority of Internet traffic today is carried by transmission control protocol (TCP), it is important that new congestion control for streaming real-time applications has compatible traffic regulations with TCP [1] . TCP-friendliness means that the throughput of a non-TCP flow should be approximately the same as that of a TCP flow under the same conditions of round-trip time (RTT) and packet loss rate in the wired networks [2] . If real-time applications have the same mechanism as TCP in the wired networks, they are TCP-friendly. In the case of wireless networks, TCP-friendliness means that a proposed algorithm for a non-TCP flow achieves the desired TCP behaviour without penalising a TCP flow, that is, a sender does not reduce its transmission rate because of a wireless packet loss. However, since TCP halves the transmission rate at a packet loss, it is not favourable for streaming real-time applications, which mostly need smoothness of the transmission rate [3] . Thus, congestion control for streaming real-time applications should achieve TCPfriendliness and smoothness. In the wired networks, several schemes such as TFRC [4] and RAP [5] have been proposed for TCP-friendliness and smoothness. However, since they treat a packet loss as a manifestation of network congestion, they cannot be directly applied to the wireless networks. In wireless networks, ARC [6] and RCS [7] have been proposed. Using the control equation based on the desired sender behaviour, ARC [6] can improve the throughput over wireless networks. However, to set the control equation, a sender needs additional information such as the wireless packet loss probability. If a sender does not obtain it, it cannot set the control equation and guarantee its performance. In contrast, in RCS [7] , a sender can properly manage its transmission rate without additional information. It can avoid the degradation of the throughput because of the wireless link error by using low-priority dummy packets. However, it does not provide smoothness as it halves the transmission rate at a packet loss. In this paper, we propose a TCPfriendly congestion control algorithm based on (explicit congestion notification) (ECN) [8] to provide smoothness and to improve network utilisation without dummy packets and additional information in the wireless networks.
Congestion control algorithm
A base station is liable to be a bottleneck because of the difference of network bandwidth between wired and wireless links. In this paper, we assume that the outgoing link of the base station is the bottleneck link, where ECN is implemented. Our assumption that the base station implements ECN is realistic because ECN has gained popularity since it was first introduced in the early 1990s [9] . Our congestion control algorithm for a non-TCP flow consists of three states, that is, initial state, operation state, and backoff state, as shown in Fig. 1 . At the initial state, a sender begins by transmitting at a slow rate but increases its transmission rate exponentially fast. At the operation state, the sender adjusts the transmission rate using the ECN mechanism. At the backoff state, the current transmission rate holds until the sender receives an ACK packet.
Initial state
Our proposed algorithm starts at the initial state to capture the available bandwidth quickly. ARC [6] and RCS [7] estimate the available bandwidth by using the dummy packets. It sends the dummy packets at a rate S Target which represents the value of the transmission rate needed to achieve the highest quality real-time applications. However, using the dummy packets may be overhead and also cause congestion because of the high transmission rate, S Target . Our algorithm does not use the dummy packets to estimate the available bandwidth and do not set a high transmission rate, initially. At the initial state, our algorithm is similar to the slow start phase of TCP congestion control. A sender starts at the low transmission rate, 2 packets/RTT, and it doubles its transmission rate for every RTT. The wireless link shows the delay variation because of several factors such as link-layer error recovery and the changing distance between the base station and mobile host [10] . Moreover, the packet size for real-time applications may be also variable. Considering the variation of the delay and the packet size, we estimate the available bandwidth based on interarrival gaps of ACK (acknowledgement) packets corresponding to each data packet as follows
with
, where t i is the arriving time of the ith ACK packet and L i the packet size of the ith data packet. Moreover, since ABW i fluctuates because of the varying load at the base station, we define the average estimated bandwidth as follows
where I ack is the number of arriving ACK packets during one RTT. Let T be the transmission rate. A sender continues to increase T exponentially until 2 Á T . ABW or the sender receives an ECN-marked ACK packet. There are several congestion control algorithms using the available bandwidth estimator such as TCP-Jersey [9] and TCP-Westwood [11] . They estimate the available bandwidth at the sender by observing the rate of the returning ACKs. However, perfect available bandwidth estimation is impossible. In particular, as the congestion becomes bad, the ability to measure the available bandwidth can be compromised [12] , [13] . Hence, since the estimated available bandwidth may be inaccurate, we use an ECN-marked ACK packet to avoid congestion. An ECN-marked ACK packet alerts the sender of incipient congestion. If the sender receives an ECN-marked ACK packet, the sender does not update its transmission rate. If 2 Á T . ABW, the sender sets a transmission rate, T ¼ ABW. Then, the sender leaves the initial state for the operation state. Thus, we can obtain the available bandwidth in a short time without allowing congestion collapse. However, wireless networks, are likely to experience intermittent link blockages and signal losses [7] . In these cases, the sender cannot receive any ACK packets and estimate the available bandwidth. Thus, if no ACK packet arrives during one RTT, we halve the current transmission rate. Moreover, if no ACK packet is received for a certain timeout period, the sender timeouts and reduces its transmission rate to 2 packets/RTT.
Operation state
At the operation state, we propose a TCP-friendly congestion control algorithm to overcome the disadvantage of a TCP-like protocol and an equation-based protocol. Since an equation-based protocol such as TFRC [4] and ARC [6] uses a control equation, which models the steady-state throughput of a TCP flow, it needs explicit information such as the statistics of RTT and packet loss probability to set the transmission rate. In contrast, a TCP-like protocol such as RCS [7] does not require additional information to set the transmission rate. However, since it halves its transmission rate at a packet loss, it is not suitable for streaming real-time applications, which mostly need smoothness of the transmission rate [6] . As the wireless packet loss ratio increases, it becomes worse in wireless networks. The operation state of the proposed algorithm is described based on the approximate discrete-time model of TCP data rate control for TCP-friendliness and smoothness. Moreover, using the approximate discrete-time model, we analyse the behaviour of the proposed algorithm.
For simplicity, we assume that each flow has the same RTT, t s . Then, we can describe our system as a discretetime model where the duration of a time slot is determined by t s [14] . Let w(n) be the window size of a TCP flow at time n, that is, w(n) is in unit of packets. Let m(n) be the packet marking probability by the ECN router at time n. ECN is a mechanism to explicitly notify senders of congestion indication in the network instead of dropping packets. The sender receives a congestion indication from the network by the marked packets at a random early detection (RED) router by setting a bit in the packet header. The sender of a TCP flow responds to the ECN message by reducing its window size as in the case of packet losses. If the queue length is smaller than the minimum threshold of the queue length, min th , none of the incoming packets is marked. Once the queue length is beyond the maximum threshold of the queue length, max th , all the incoming packets are marked. If the queue length exists between min th and max th , the packet marking probability is written as: m(n) ¼ max p (q(n) À min th )=(max th À min th ), where q(n) is the queue length at time n and max p the maximum packet marking probability [8, 9, 15] . Then, since m(n) depends on the queue length, we can also express the packet marking probability, m(n), as the congestion level.
The probability that at least one packet among w(n) is marked can be described by
Hence, the window size will increase by 1 packet with probability 1 À m(n)w(n) and be halved with probability m(n)w(n). In case multiple packet losses occur within a window size, TCP Reno can halve its window size several times accordingly. However, TCP NewReno halves its window size just one time in case of multiple packet losses. Since our proposed algorithm uses multiple ECN marked ACK packets, it is natural to use and to expect better performance with TCP NewReno. Then, in the average sense, the window control algorithm of TCP NewReno can be described as follows [16] Let R(n) be the number of transmitted packets of a non-TCP flow during RTT. Then, the queue lenth can be written as
where
, N t is the number of TCP flows, N r the number of non-TCP flows and C the link bandwidth.
If a non-TCP flow adjusts its transmission rate with (4), it has the same throughput with a TCP flow over the wired networks, that is, it is TCP-friendly. In this paper, we use a number of ECN-marked ACK packets to obtain the level of congestion, m(n). A sender of a non-TCP flow counts the number of ECN-marked ACK packets during one RTT, I e , in I ack . Then, in the average sense, the overall ratio of I e and I ack is equal to the probability that the ECN router randomly marks packets
Hence, by collecting ECN messages during RTT, we can derive m(n). At the operation state, we adjust R(n) for every RTT as follows
Since the network environment is constantly changing, m(n) and R(n) may fluctuate. This may not be suitable for real-time applications which need smoothness. In order to smooth m(n), we define the estimated average packet marking probability using exponential-weighted moving average (EWMA) as
where a is a positive control parameter, 0 , a , 1. Then, (7) can be rewritten as follows
Hence, the transmission rate of a non-TCP flow is set by R(n)/RTT.
Moreover, in wireless networks, we can derive the congestion level, m(n), irrespective of the wireless packet loss, as follows
where e(n) is the wireless packet loss probability at time n. Then, (9) reflects the desired TCP behaviour over the wireless networks, that is, a sender does not throttle its transmission rate at a wireless packet loss. Thus, regardless of the wireless packet loss, we can achieve the desired TCP throughput and provide smoothness with EWMA and ECN over the wireless networks. In case of RCS [7] , it uses the low-priority dummy packets to differentiate between packet losses caused by network congestion and caused by a wireless link error. Here, the dummy packet transmission may produce overhead. In our algorithm, we adjust the transmission rate not by a packet loss, but by the level of congestion derived from the collected ECN messages. That is, we do not need additional mechanism to differentiate between the causes of packet losses. Moreover, other algorithms such as TFRC [4] and ARC [6] deliver the collected information to a sender additionally, but our algorithm does not need the additional delivery procedure for information. Compared with TCP-like protocols, it can avoid the fluctuation of the transmission rate.
Backoff state
At the operation state, we collect information about congestion from ACK packets. However, during the temporary link blockage, the sender cannot receive any ACK packets during RTT and set the proper transmission rate, as we mentioned in the initial state. Thus, if no ACK packet arrives during one RTT, we halve the transmission rate and leave the operation state for the backoff state. At the backoff state, we hold our current transmission rate until the sender receives an ACK packet. The reason for continuing transmission of data packets in the backoff state is that the real-time applications are loss-tolerant to a certain extent and have strict requirements on time delay. Thus, it is better to keep transmission going on instead of buffering the data [7] . However, if no ACK packet is received for a certain timeout period, the sender timeouts and moves back to the initial state. In our algorithm, ACK packets are used only for congestion control and no retransmissions are performed due to tight time constraints of the real-time applications. RTT and the timeout period are estimated by the method used in TCP [17] .
3
Equilibrium point and asymptotic stability
In this section, we find the equilibrium point and its condition for the asymptotic stability. For the brevity of notation, we assume that min th ¼ 0. Then, we can express m(n) as m(n) ¼ max p = max th q(n) ¼ bq(n), where 0 , b , 1. Let P ms , R s , w s and q s be the equilibrium point of P m (n), R(n), w(n) and q(n). From (4), (5), (8) and (9), we obtain the following equations at the equilibrium point
The solution of (11) - (14), can be obtained as
where N ¼ N t þ N r . Using (15) , it is shown that the throughput of a TCP flow and a non-TCP flow, which are represented by w s =t s and R s =t s , are same as C/N. Therefore our proposed algorithm guarantees that non-TCP flows share the bandwidth fairly with TCP flows under the same conditions of RTT and packet loss rate. Now, we investigate the asymptotic stability at the equilibrium point. Let X(n) be the state vector by
T (16) Note that b ( 1 because of max th ) 1 and 0 , max p 1. Hence, without loss of generality, we approximate ab ¼ 0 because 0 , a , 1. Thus, linearisation of the system about the equilibrium point yields
Note that if Ct s /N . 0.618, then 21 , k 2 , 1. Thus, given C, t s and N such that Ct s /N . 0.618, the equilibrium point is asymptotically stable if
Simulation
In this section, we show the performance of our proposed algorithm in terms of TCP-friendliness, link utilisation and smoothness over the wireless network. Let us consider a simplified network configuration described in Fig. 2 . Our network configuration consists of a wired link and a wireless link. The wired link is a LAN speed network. As the bandwidth of the LAN speed links is typically much higher than that of the wireless shared link, the wireless link is assumed to be the bottleneck link. The bottleneck link bandwidth, C, is 1300 packets/s, which is shared by 20 flows. They have the same RTT, 0.15 s. We set a ¼ 0.1. The base station implements ECN, where min th ¼ 50 packets, max th ¼ 500 packets and max p ¼ 0.1. TCP flows adopt TCP NewReno. Judging from our several simulation results, we can reduce the impact of the initial transient period when we set the simulation time as 50 s. Moreover, to obtain a good representation of the run-to-run variability in performance metrics, all tests are repeated ten times. First of all, to investigate TCP-friendliness of our proposed algorithm over the wired networks, we assume that TCP and non-TCP flows using our algorithm have no wireless packet loss. There are ten TCP flows and ten non-TCP flows. Table 1 depicts the statistical data of the average throughput for TCP-and non-TCP flows. The mean value of the average throughput for TCP and non-TCP flows is similar. Moreover, the average throughput for TCP flows with 95% confidence interval goes from 61.5 to 64.1. In the case of non-TCP flows, the average throughput with 95% confidence interval goes from 63.9 to 66.1. Hence, we conclude that our algorithm is TCP-friendly.
In Figs. 3a and b, we have three simulation results. First, there are ten non-TCP flows using RCS and ten TCP flows, represented by RCS and TCP (RCS), as shown in Fig. 3a . Secondly, there are ten non-TCP flows using our proposed algorithm and ten TCP flows, represented by the proposed algorithm and TCP (P.A.), as shown in Fig. 3b . Finally, there are only 20 TCP flows, represented by TCP only, as shown in Figs. 3a and b. In any case, the throughput of TCP flows decreases as the wireless packet loss probability increases. This degradation of TCP flows is not due to our algorithm and RCS, but due to the problem of TCP flows, that is, TCP flows unnecessarily reduce their transmission rates at a wireless packet loss. In particular, the average throughputs of TCP (P.A.) and TCP (RCS) are similar to TCP only. This means that both our algorithm and RCS do not penalise TCP flows.
Moreover, as the wireless packet loss probability increases, the throughput of our algorithm becomes higher than that of RCS. RCS halves the transmission rate at each packet loss and recovers from unnecessary rate reduction by using the dummy packets. However, as the packet loss probability increases, RCS decreases the transmission rate more frequently and throughput degrades. In contrast, the throughput of our algorithm does not degrade significantly. This is because our algorithm does not reduce the transmission rate at each packet loss. We properly manage the transmission rate by the level of congestion. Hence, our algorithm takes the increased available bandwidth while the TCP throughput decreases. Therefore our algorithm utilises the bandwidth more efficiently compared with RCS. In Fig. 4 , the transmission rates of RCS and our proposed algorithm are shown. In this simulation, the average wireless packet loss probability is 0.01. Our algorithm provides smooth rate change, but RCS experiences frequent rate change. Consequently, our algorithm provides smoothness of the transmission rate and improves the network utilisation without penalising TCP flows.
Conclusion
In this paper, a new congestion control algorithm based on ECN is proposed. It derives the level of congestion from a number of ECN marked. ACK packets and controls the transmission rate smoothly using EWMA. The simulation results show that the proposed algorithm utilises the link bandwidth efficiently without penalising TCP flows. 
