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A CONVERGENT POST-PROCESSED DISCONTINUOUS GALERKIN
METHOD FOR INCOMPRESSIBLE FLOW WITH VARIABLE DENSITY
BUYANG LI AND WEIFENG QIU
Abstract. A linearized semi-implicit unconditionally stable decoupled fully discrete finite ele-
ment method is proposed for the incompressible Navier–Stokes equations with variable density.
The velocity equation is solved by an H1-conforming finite element method, and an upwind
discontinuous Galerkin finite element method with post-processed velocity is adopted for the
density equation. The proposed method is proved to be convergent in approximating reasonably
smooth solutions in three-dimensional convex polyhedral domains.
1. Introduction
This article is concerned with numerical approximation to incompressible flow with variable
density, described by the following hyperbolic-parabolic system of partial differential equations
(PDEs):
∂tρ+∇ · (ρu) = 0 in Ω× (0, T ], (1.1a)
ρ∂tu+ ρu · ∇u+∇p− µ△u = 0 in Ω× (0, T ], (1.1b)
∇ · u = 0 in Ω× (0, T ], (1.1c)
in a convex polyhedral domain Ω ⊂ Rd, with d ∈ {2, 3}, up to a given time T , with the following
boundary and initial conditions:
u = 0 on ∂Ω × [0, T ], (1.2a)
ρ = ρ0 and u = u0 in Ω at t = 0. (1.2b)
In this model, ρ : Ω → R, u : Ω → Rd and p : Ω → R are the density, velocity and pressure of
the fluid, respectively, and µ > 0 is the viscosity constant of the fluid. The initial value of the
density is assumed to satisfy the following physical condition:
ρmin := min
x∈Ω
ρ0(x) > 0. (1.3)
For smooth initial value satisfying the positivity condition (1.3), existence and uniqueness of
smooth solutions of (1.1) in two dimensions were proved in [8, 15, 20]. Hence, this problem does
not generate shock wave in finite time (at least in 2D). Existence and uniqueness of smooth so-
lutions in three dimensions remains open similarly as the Navier–Stokes equations with constant
density.
Numerical approximation to the coupled system (1.1) were studied with many different nu-
merical methods, including projection methods [2, 5, 11, 18, 21], fractional-step methods [12, 13],
backward differentiation formulae [17], and the discontinuous Galerkin (DG) method [19]. The
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stability of several numerical methods was proved in [11, 21, 18]. Convergence of a DG method
and a staggered non-conforming finite element method were proved based on compactness ar-
guments in [19] and [16], respectively, without explicit convergence rates.
Since the variable density introduces considerable difficulties to error analysis of the coupled
nonlinear system, as mentioned in [21], error analysis has been done only in a few articles. The
main difficulty is to prove boundedness of numerical solutions to both ρ and u, as well as a
positive lower bound of the numerical solution to ρ, uniformly with respect to the temporal
stepsize and spatial mesh size. An error estimate for the single velocity equations (1.1b) was
presented in [14] for the methods proposed in [12, 13], where the numerical solutions ρnh, n =
1, . . . , N , of the density equation were assumed to have positive upper and lower bound uniformly
with respect to the temporal stepsize and spatial mesh size; see [14, Conjectures in Remark
4.2]. An error estimate for a fractional-step temporally semidiscrete method was presented in
[3] under the assumption that the numerical solution of density has positive upper and lower
bounds uniformly with respect to the temporal stepsize. The first complete error estimate of fully
discrete FEM for the coupled system (1.1) was presented in [7] for the two-dimensional problem
based on H3 regularity assumption on the solution by utilizing an error splitting approach,
through analyzing the error of full discretization based on uniform regularity estimates for the
temporally semidiscrete solutions. However, the analysis in [7] cannot be directly extended
to three dimensions due to the presence of H1-conforming finite element solution of u in the
density equation, which requires proving W 1,∞-boundedness of the numerical solution to u in
order to obtain an error estimate for the density equation. This limits the analysis in [7] to two
dimensions and solutions with H3 regularity. Hence, error estimates for the three-dimensional
problem based only on H2+α spatial regularity of solutions (more realistic in general convex
polyhedra) still remain open.
The objective of this article is to introduce a fully discrete, linearized semi-implicit, decoupled
and unconditionally stable FEM for the coupled system (1.1)–(1.2) such that error analysis can
be done in three dimensions under more realistic H2+α regularity assumptions on the solution in
a convex polyhedron. To this end, we propose an upwind DG method for the density equation
with post-processed velocity, and H1-conforming FEM for the velocity equation. The key to
error analysis in three dimensions is the post-processing of velocity, which projects the H1-
conforming finite element solution of u to the divergence-free subspace of the Raviart–Thomas
element space. This post-processing has a significant influence on the error analysis: it allows
us to derive an error estimate without proving the W 1,∞-boundedness of the numerical solution
to u.
In Section 2, we present the main results of this paper, including the numerical method and
error estimate. The proof of the main theorem is presented in Section 3.
2. Main results
2.1. Notation
Let Ω be convex polygon/polyhedron in Rd, with boundary ∂Ω, and denote by ν the outward
unit normal vector on ∂Ω. We define the following function spaces on Ω:
H1(Ω) := {v ∈ L2(Ω) : ∇v ∈ L2(Ω)d}, (2.1)
H˚1(Ω) := {v ∈ H1(Ω) : v = 0 on ∂Ω}, (2.2)
L˜2(Ω) := {v ∈ L2(Ω) :
∫
Ωv dx = 0}, (2.3)
H(div,Ω) := {v ∈ L2(Ω)d : ∇ · v ∈ L2(Ω)}. (2.4)
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For any nonnegative integer r, we denote by PrdG(Th) the scalar-valued discontinuous Galerkin
finite element space of degree r, subject to a shape-regular and quasi-uniform partition Th of Ω
into tetrahedra (with Th denoting the set of tetrahedra). The outward unit normal vector on
the boundary ∂K of a tetrahedron K ∈ Th is denoted by νK .
We denote by PrdG(Th) the space of functions which are polynomials of degree r on each
tetrahedron K ∈ Th, possibly discontinuous on the faces of tetrahedra, and define RT
1(Th) to
be the H(div,Ω)-conforming Raviart–Thomas finite element spaces of order 1, i.e.,
RT1(Th) := {w ∈ H(div,Ω) : w|K ∈ P1(K)
d + xP1(K),∀K ∈ Th}.
We also define the following finite element spaces:
P1(Th) := P
1
dG(Th) ∩H
1(Ω), (2.5)
P1b(Th) := P
1(Th) enriched by a bubble function (cf. [4] and [6, Section 7.1]), (2.6)
P˚1b(Th) := P
1b(Th) with with zero boundary condition, (2.7)
P˜1(Th) := {v ∈ P
1(Th) :
∫
Ω vdx = 0}, (2.8)
RT10(Th) := {vh ∈ RT
1(Th) : ∇ · vh = 0 in Ω and vh · ν = 0 on ∂Ω}. (2.9)
We denote by PRTh : L
2(Ω)d → RT10(Th) the L
2-orthogonal projection, defined by
(v − PRTh v,wh) = 0 ∀wh ∈ RT
1
0(Th), ∀ v ∈ L
2(Ω)d. (2.10)
Similarly, we denote by P dGh : L
2(Ω)→ P2dG(Th) the L
2-orthogonal projection defined by
(v − P dGh v,wh) = 0 ∀wh ∈ P
2
dG(Th), ∀ v ∈ L
2(Ω). (2.11)
The finite element space P˚1b(Th)
d × P˜1(Th) satisfies the inf-sup condition (cf. [4, 6])
‖qh‖L2(Ω) ≤ C sup
vh∈P˚
1b(Th)
vh 6=0
|(∇ · vh, qh)|
‖vh‖H1(Ω)
, ∀ qh ∈ P˜
1(Th), (2.12)
and therefore is stable in approximating the Stokes and Navier–Stokes equations.
We denote by
(u, v) =
∑
K∈Th
∫
K
uvdx 〈u, v〉∂Ks =
∫
∂Ks
uv ds
the inner product of L2(Ω) and L2(∂Ks), respectively, where ∂Ks is a subset of ∂K for a
tetrahedron K ∈ Th. For a function v uniformly continuous on each tetrahedron K ∈ Th, we
define
{v} =
1
2
(v+ + v−) and JvK = (v− − v+)νK (2.13)
to be the average and jump of the function v defined on the boundary ∂K for K ∈ Th, with v
+
and v− denoting the exterior and interior traces of the function. If F = K ∩K ′ is a common
face of two tetrahedra K and K ′, then the jump JvK on F is independent of the definitions using
K and K ′.
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To guarantee the positivity of the numerical solution of density ρ, we denote by χ ∈W 1,∞(R)
the cut-off function defined by
χ(s) =

1
2
ρmin if s <
1
2
ρmin,
s if
1
2
ρmin ≤ s ≤
3
2
ρmax,
3
2
ρmax if s >
3
2
ρmax,
where
ρmin := min
x∈Ω
ρ0(x) and ρmax := max
x∈Ω
ρ0(x). (2.14)
The cut-off function defined above has the following conditions:
χ(s) = s ∀s ∈
[1
2
ρmin ,
3
2
ρmax
]
, (2.15a)
1
2
ρmin ≤ χ(s) ≤
3
2
ρmax ∀s ∈ R. (2.15b)
2.2. The numerical method and its convergence
Let tn = nτ , n = 0, 1, . . . , N , be a uniform partition of the time interval [0, T ] with stepsize
τ = T/N . For a given function un−1h at time t = tn−1, we denote by ∂K
n
− the numerical inflow
boundary of the tetrahedron K ∈ Th at time t = tn, defined by
∂Kn− := {x ∈ ∂K : (P
RT
h u
n−1
h · νK)(x) < 0}.
We consider the following fully discrete linearized FEM for (1.1)–(1.2): for given (ρn−1h , u
n−1
h ) ∈
P2dG(Th)× P˚
1b(Th)
d, find (ρnh, u
n
h, p
n
h) ∈ P
2
dG(Th)× P˚
1b(Th)
d × P˜1(Th) satisfying the equations
(Dτρ
n
h, ϕh) + (P
RT
h u
n−1
h · ∇ρ
n
h, ϕh)−
∑
K∈Th
〈PRTh u
n−1
h · Jρ
n
hK, ϕh〉∂Kn− = 0, (2.16a)
(χ(ρn−1h )Dτu
n
h, vh) +
1
2
(Dτχ(ρ
n
h)u
n
h, vh)−
1
2
(χ(ρnh)u
n−1
h ,∇(u
n
h · vh)) (2.16b)
+ (χ(ρnh)u
n−1
h · ∇u
n
h, vh) + (µ∇u
n
h,∇vh)− (p
n
h,∇ · vh) = 0,
(∇ · unh, qh) = 0, (2.16c)
for all test functions (ϕh, vh, qh) ∈ P
2
dG(Th)× P˚
1b(Th)
d × P˜1(Th), where
Dτρ
n
h =
ρnh − ρ
n−1
h
τ
, Dτχ(ρ
n
h) :=
χ(ρnh)− χ(ρ
n−1
h )
τ
and Dτu
n
h =
unh − u
n−1
h
τ
are the backward Euler difference quotients of corresponding functions. The initial values of the
numerical solutions are simply chosen to be
ρ0h = I
dG
h ρ
0 and u0h = Ihu
0,
where IdGh : C(Ω) → P
2
dG(Th) and Ih : C˚(Ω)
d → P˚1b(Th)
d are the globally discontinuous and
continuous nodal interpolation operators, respectively.
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The proposed method (2.16) has unconditional energy stability, i.e., substituting ϕh = ρ
n
h and
vh = u
n
h into (2.16), and using the relation∑
K∈Th
(PRTh u
n−1
h ,∇
1
2
|ρnh|
2)K −
∑
K∈Th
〈PRTh u
n−1
h · Jρ
n
hK, ρ
n
h〉∂Kn−
=
∑
K∈Th
(PRTh u
n−1
h · νK ,
1
2
|ρnh|
2)∂K −
∑
K∈Th
〈PRTh u
n−1
h · Jρ
n
hK, ρ
n
h〉∂Kn−
=
∑
K∈Th
(PRTh u
n−1
h · νK ,
1
2
|ρnh|
2)∂K+ +
∑
K∈Th
(PRTh u
n−1
h · νK ,
1
2
|ρnh|
2)∂K−
−
∑
K∈Th
〈PRTh u
n−1
h · νK [(ρ
n
h)− − (ρ
n
h)+], (ρ
n
h)−〉∂Kn−
= −
∑
K∈Th
〈PRTh u
n−1
h · νK ,
1
2
[(ρnh)− − (ρ
n
h)+]
2〉∂Kn
−
≥ 0, (2.17)
one can obtain the following energy equality:
1
2
‖ρnh‖
2
L2(Ω) +
∫
Ω
1
2
χ(ρnh)|u
n
h|
2dx+ τ(µ∇unh,∇vh)
≤
1
2
‖ρn−1h ‖
2
L2(Ω) +
∫
Ω
1
2
χ(ρn−1h )|u
n−1
h |
2dx. (2.18)
Since (2.16) is a linearly implicit method, the energy inequality above implies existence and
uniqueness of numerical solutions without any condition on the time stepsize or spatial mesh
size.
In this article, we prove convergence of the numerical method (2.16) under the following
regularity assumption on the exact solution: for some α ∈ (0, 12)
ρ ∈ C([0, T ];H2+α(Ω)), ∂tρ ∈ C([0, T ];H
1(Ω)), ∂2t ρ ∈ C([0, T ];L
2(Ω)),
u ∈ C([0, T ];H2(Ω)), ∂tu ∈ C([0, T ];H
2(Ω)), ∂2t u ∈ C([0, T ];L
2(Ω)).
(2.19)
The spatial regularity in (2.19) is only slightly more than H2, which is weaker and more rea-
sonable than the regularity assumptions in [7] (which requires H3 regularity of the solution) for
this problem in a convex polygon or polyhedron.
The main theoretical result of this article is the following theorem.
Theorem 2.1. Under the regularity assumption (2.19) and stepsize restriction τ = o(hd/2),
there exists a positive constant h∗ such that when h ≤ h∗ the fully discrete solutions given by
(2.16) satisfy the following error estimate:
max
1≤n≤N
(
‖un − unh‖L2(Ω) + ‖ρ
n − ρnh‖L2(Ω)
)
+
( N∑
n=1
τ‖un − unh‖
2
H1(Ω)
)1
2
≤ C
(
τ + h
3
2
+α
)
.
The proof of Theorem 2.1 is presented in the next section.
Remark 2.1. The convergence rates in Theorem 2.1 is limited by the regularity of solutions
and the nature of hyperbolic equation of ρ. It is known that even for linear hyperbolic equations,
the DG method generally loses half-order convergence; see [9, Corollary 2.32]. Once the error
estimates for velocity and density are obtained, a weaker error estimate for the pressure (losing
additional half order in time and one order in space) can be obtained by using the method in
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[7], which we omit in this paper. An error estimate for pressure without losing additional order
of accuracy is still missing for this problem even in two dimensions.
3. Error analysis
3.1. Preliminary results
We denote by FIh and F
∂
h the set of all interior and boundary faces of Th, respectively, and
define Fh := F
I
h ∪ F
∂
h to be the collection of all faces. For an interior face F = ∂K ∩ ∂K
′
with K,K ′ ∈ Th, the average and jump defined in (2.13), initially defined on ∂K and ∂K
′,
respectively, coincide on the face F and can be rewritten as
{φ} :=
1
2
(φ+ φ′) and JφK := φνK + φ
′νK ′ on F,
where φ and φ′ denote the trace of φ from the interior of K and K ′, respectively. If F ∈ F∂h,
then we define the average and jump of φ on F as
{φ} := φ and JφK := φ ν.
We denote by ΠRTh the standard Raviart–Thomas projection from H(div,Ω) onto RT
1(Th),
which has the following properties (cf. [22, Lemma 17.1])
(∇ · ΠRTh v,wh) = (∇ · v,wh) ∀wh ∈ P
1
dG(Th), ∀ v ∈ H(div,Ω) ∩H
1(Th)
d, (3.1)
ΠRTh v · ν ∈ P
1
dG(∂K),
∫
∂K
ΠRTh v · ν whds =
∫
∂K
v · ν whds ∀wh ∈ P
1
dG(∂K), (3.2)
‖v −ΠRTh v‖L2(Ω) ≤ Ch
l‖v‖Hl(Ω) ∀ v ∈ H
l(Ω)d, l = 1, 2, (3.3)
where P1dG(∂K) denotes the space of piecewise linear functions on ∂K (possibly discontinuous
at the vertices).
We denote by
un = u(·, tn) and p
n = p(·, tn)
the exact solutions u and p at time level t = tn. Since ∇ · u
n = 0 in Ω and un · ν = 0 on ∂Ω, it
follows from (3.1)–(3.2) that
∇ · ΠRTh u
n = 0 in Ω and ΠRTh u
n · ν = 0 on ∂Ω.
This implies ΠRTh u
n ∈ RT10(Th) in view of the definition in (2.9). Since the L
2 projection PRTh u
n
is the element in RT10(Th) closest to u
n in the L2 norm, it follows that
‖PRTh u
n − un‖L2(Ω) ≤ ‖Π
RT
h u
n − un‖L2(Ω) ≤ Ch
l‖un‖Hl(Ω), l = 1, 2, (3.4)
where the last inequality is due to (3.3). This estimate of ‖PRTh u
n − un‖L2(Ω) will be used in
the error analysis.
Let (ûnh, p̂
n
h) ∈ P˚
1b(Th)
d × P˜1(Th) be Stokes–Ritz projection of the exact solution (u
n, pn) ∈
H10 (Ω)
d × L˜2(Ω), defined by{
(∇ûnh,∇vh)− (p̂
n
h,∇ · vh) = (∇u
n,∇vh)− (p
n,∇ · vh) ∀ vh ∈ P˚
1b(Th)
d,
(∇ · ûnh, qh) = (∇ · u
n, qh) ∀ qh ∈ P˜
1(Th).
(3.5)
It is known that the Stokes–Ritz projection has the following approximation property (cf. [4, 6]):
‖un − ûnh‖L2(Ω) + ‖p
n − p̂nh‖L2(Ω) ≤ Ch
2
(
‖un‖H2(Ω) + ‖p
n‖H1(Ω)
)
. (3.6)
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By using inverse inequality of finite element functions, one can also obtain
‖un − ûnh‖L∞(Ω) ≤ Ch
2− d
2 ≤ Ch
1
2 , for d = 2, 3. (3.7)
The Stokes–Ritz projection (ûnh, p̂
n
h) will serve as an intermediate solution for comparison with
the numerical solution (unh, p
n
h). With the approximation property (3.6), it suffices to estimate
the error enu = u
n
h − û
n
h and e
n
p = p
n
h − p̂
n
h for the velocity equation.
To control the coupling term in the hyperbolic density equation, the following discrete Sobolev
embedding inequality will be used in the error analysis.
Lemma 3.1. In a convex polyhedron (or polygon) Ω, the following inequality holds:
‖PRTh v‖L6(Ω) ≤ C‖v‖H1(Ω) ∀ v ∈ H
1(Ω)d and v · ν = 0 on ∂Ω. (3.8)
Proof. Let RT1ν(Th) be the subspace of RT
1(Th) with the boundary condition σh · ν = 0 on ∂Ω
for σh ∈ RT
1
ν(Th). We define (σh, φh) ∈ RT
1
ν(Th) × P
1
dG(Th) to be the solution of the following
mixed finite element equations:
(σh, ηh) + (φh,∇ · ηh) = (v, ηh) ∀ ηh ∈ RT
1
ν(Th), (3.9a)
(∇ · σh, ϕh) = 0 ∀ϕh ∈ P
1
dG(Th). (3.9b)
The second equation above implies ∇ · σh = 0. This together with the boundary condition
σh ·ν = 0 on ∂Ω implies that σh ∈ RT
1
0(Th), which is defined in (2.9). By choosing ηh ∈ RT
1
0(Th)
in the first equation we obtain σh = P
RT
h v, i.e., the L
2 projection of v onto RT10(Th).
The partial differential equations to which the mixed method (3.9) approximates is
σ −∇φ = v,
∇ · σ = 0,
with boundary condition σ · ν = 0 on ∂Ω. Thus{
−∆φ = ∇ · v in Ω,
−∂νφ = 0 on ∂Ω.
By the regularity of the Neumann problem in a convex polyhedron (cf. [10, Theorem 3.2.1.3
and Theorem 3.1.3.3]), we have
‖φ‖H2(Ω) ≤ C‖∇ · v‖L2(Ω) ≤ C‖v‖H1(Ω).
By the standard error estimate of the mixed FEM (cf. [22, Theorem 17.1]), we have
‖σh −Π
RT
h σ‖L2(Ω) ≤ Ch‖φ‖H2(Ω) ≤ Ch‖v‖H1(Ω).
This implies that, via the inverse inequality,
‖σh −Π
RT
h σ‖L6(Ω) ≤ Ch
− d
3 ‖σh −Π
RT
h σ‖L2(Ω) ≤ Ch
1− d
3 ‖v‖H1(Ω). (3.10)
Then, using the L2-orthogonal projection P dGh : L
2(Ω)d → P2dG(Th)
d. In the case d ∈ {2, 3} we
obtain, by using the triangle inequality,
‖σh‖L6(Ω) ≤ ‖σh −Π
RT
h σ‖L6(Ω) + ‖Π
RT
h σ − P
dG
h σ‖L6(Ω) + ‖P
dG
h σ‖L6(Ω)
≤ ‖σh −Π
RT
h σ‖L6(Ω) + Ch
− d
3 ‖ΠRTh σ − P
dG
h σ‖L2(Ω) + C‖σ‖L2(Ω) ≤ C‖v‖H1(Ω),
where the last inequality uses (3.10) and (3.4). This proves the desired result in Lemma 3.1. 
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Let H1(Th) be the broken H
1 space, consisting of functions which are in H1(K) for all
tetrahedra K ∈ Th, equipped with the norm
‖ϕ‖H1(Th) :=
( ∑
K∈Th
‖∇ϕ‖2L2(K) +
∑
F∈Fh
h−1F ‖JϕK‖
2
L2(F )
) 1
2
, (3.11)
where hF denotes the diameter of face F , equivalent to the diameter of tetrahedron K containing
face F according to the shape regularity of the partition. The H1(Th)-stability of the L
2-
orthogonal projection P dGh is presented in the following lemma.
Lemma 3.2.
‖P dGh ϕ‖H1(Th) ≤ C‖ϕ‖H1(Th) ∀ϕ ∈ H
1(Th).
Proof. For any K ∈ Th the following standard L
2 and H1 approximation properties hold:
‖P dGh ϕ− ϕ‖L2(K) ≤ ChK‖∇ϕ‖L2(K) and ‖∇(P
dG
h ϕ− ϕ)‖L2(K) ≤ C‖∇ϕ‖L2(K).
By the trace inequality on the tetrahedron K and the above approximation properties, we have
h−1F ‖P
dG
h ϕ− ϕ‖
2
L2(∂K) ≤ C
(
h−2K ‖P
dG
h ϕ− ϕ‖
2
L2(K) + ‖∇(P
dG
h ϕ− ϕ)‖
2
L2(K)
)
≤ C‖∇ϕ‖2L2(K).
Hence,
‖P dGh ϕ− ϕ‖
2
H1(Th)
=
∑
K∈Th
(
‖∇(P dGh ϕ− ϕ)‖
2
L2(K) + h
−1
F ‖JP
dG
h ϕ− ϕK‖
2
L2(∂K)
)
≤ C
∑
K∈Th
‖∇ϕ‖2L2(K) ≤ C‖ϕ‖
2
H1(Th)
.
The desired result follows from the above inequality and the triangle inequality. 
3.2. Mathematical induction
We define the following error functions:
enρ,h = P
dG
h ρ
n − ρnh, e
n
u,h = û
n
h − u
n
h, e
n
p,h = p̂
n
h − p
n
h.
For a given 1 ≤ m ≤ N , we assume that the data ρn−1h and u
n−1
h , n = 1, 2, · · · ,m are given
and satisfying the following inequalities (errors on the previous time level are sufficiently small
in some sense):
max
1≤n≤m
‖en−1ρ,h ‖L∞(Ω) ≤
1
4
ρmin, (3.12a)
max
1≤n≤m
‖en−1u,h ‖L2(Ω) ≤ h
3
2
+α
2 + τ
5
6 , (3.12b)
max
1≤n≤m
‖en−1u,h ‖L∞(Ω) ≤ 1 (3.12c)
max
1≤n≤m
‖PRTh u
n−1
h − u
n−1‖L∞(Ω) ≤ 2, (3.12d)
m∑
n=1
τ‖en−1u,h ‖
2
H1(Ω) ≤ (κ+ h
α)h3, (3.12e)
where κ is a sufficiently small constant to be determined later in (3.28)–(3.29). Then we prove
that the numerical solution (ρmh , u
m
h , p
m
h ) ∈ P
2
dG(Th)× P˚
1b(Th)× P˜
1(Th) given by (2.16) satisfies
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the following inequalities:
max
0≤n≤m
‖enρ,h‖L∞(Ω) ≤
1
4
ρmin, (3.13a)
max
0≤n≤m
‖enu,h‖L2(Ω) ≤ h
3
2
+α
2 + τ
5
6 , (3.13b)
max
0≤n≤m
‖enu,h‖L∞(Ω) ≤ 1, (3.13c)
max
0≤n≤m
‖PRTh u
n
h − u
n‖L∞(Ω) ≤ 2, (3.13d)
m∑
n=0
τ‖enu,h‖
2
H1(Ω) ≤ (κ+ h
α)h3. (3.13e)
If this can be proved then, by mathematical induction, (3.13) holds for all 1 ≤ n ≤ N . To use
mathematical induction, we emphasize that all the generic constants below will be independent
of m (but may depend on T ).
The induction assumption (3.12a) implies that
‖IdGh ρ
n−1 − ρn−1h ‖L∞(Ω)
≤ ‖IdGh ρ
n−1 − P dGh ρ
n−1‖L∞(Ω) + ‖e
n−1
ρ,h ‖L∞(Ω)
≤ Ch−
d
2 ‖IdGh ρ
n−1 − P dGh ρ
n−1‖L2(Ω) + ‖e
n−1
ρ,h ‖L∞(Ω)
≤ Ch2−
d
2 ‖ρn−1‖H2(Ω) +
1
4
ρmin ≤
3
8
ρmin, when h is sufficiently small.
Since the nodal interpolation IdGh ρ
n−1 satisfies
‖ρn−1 − IdGh ρ
n−1‖L∞(Ω) ≤ Ch
2− d
2 ‖ρn−1‖
C
1
2 (Ω)
≤ Ch2−
d
2 ‖ρn−1‖H2+α(Ω) (Sobolev embedding H
2+α(Ω) →֒ C
1
2 (Ω))
≤
1
8
ρmin when h is sufficiently small,
it follows that (by using the triangle inequality)
‖ρn−1 − ρn−1h ‖L∞(Ω) ≤
1
2
ρmin,
which implies
1
2
ρmin ≤ ρ
n−1
h (x) ≤
3
2
ρmax, n = 1, · · · ,m, (3.14)
in view of the definition of ρmin and ρmax in (2.14).
Similarly, the error estimate (3.6) for the Stokes–Ritz projection and (3.12c) imply that
‖un−1h ‖L∞(Ω) ≤ ‖e
n−1
u,h ‖L∞(Ω) + ‖û
n−1
h − Ihu
n−1‖L∞(Ω) + ‖Ihu
n−1 − un−1‖L∞(Ω) + ‖u
n−1‖L∞(Ω)
≤ 1 + h−
d
2 ‖ûn−1h − Ihu
n−1‖L2(Ω) + Ch
1
4‖un−1‖
C
1
4 (Ω)
+ ‖un−1‖L∞(Ω)
≤ 1 + Ch2−
d
2
(
‖un−1‖H2(Ω) + ‖p
n−1‖H1(Ω)
)
+ Ch
1
4 ‖un−1‖H2(Ω) + ‖u
n−1‖L∞(Ω)
≤ 2 + ‖un−1‖L∞(Ω) (when h is sufficiently small). (3.15)
Meanwhile, (3.12d) implies
max
1≤n≤m
‖PRTh u
n−1
h ‖L∞(Ω) ≤ 2 + ‖u‖L∞(0,T ;L∞(Ω)). (3.16)
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The boundedness of numerical solutions in (3.14)–(3.16) will be used in the following error
analysis in estimating the nonlinear terms.
3.3. Estimates for enρ,h
From (1.1a) we know that the exact solution ρn satisfies the equation
(Dτρ
n, ϕh) + (u
n−1 · ∇ρn, ϕh) = (R
n
ρ , ϕh) ∀ϕh ∈ P
2
dG(Th) (3.17)
with
Rnρ = Dτρ
n − ∂tρ
n + (un−1 − un) · ∇ρn.
Subtracting (2.16a) from (3.17) yields
(Dτ (ρ
n − P dGh ρ
n), ϕh) + (Dτ e
n
ρ,h, ϕh)
+ ((PRTh u
n−1
h ) · ∇(ρ
n − P dGh ρ
n), ϕh) + ((P
RT
h u
n−1
h ) · ∇e
n
ρ,h, ϕh)
−
∑
K∈Th
〈PRTh u
n−1
h · Jρ
n − P dGh ρ
nK, ϕh〉∂Kn
−
−
∑
K∈Th
〈PRTh u
n−1
h · Je
n
ρ,hK, ϕh〉∂Kn−
+ ((un−1 − PRTh u
n−1) · ∇ρn, ϕh) + (P
RT
h (u
n−1 − un−1h ) · ∇ρ
n, ϕh)
= (Rnρ , ϕh) ∀ϕh ∈ P
2
dG(Th). (3.18)
On a face F ∈ FIh we denote by P̂
dG
h ρ
n the value of P dGh ρ
n from the in-flow side. Then, by
using integration by parts, we have
(PRTh u
n−1
h · ∇(ρ
n − P dGh ρ
n), ϕh)−
∑
K∈Th
〈PRTh u
n−1
h · Jρ
n − P dGh ρ
nK, ϕh〉∂Kn
−
= −(PRTh u
n−1
h (ρ
n − P dGh ρ
n),∇ϕh) +
∑
K∈Th
〈(PRTh u
n−1
h · νK)(ρ
n − P̂ dGh ρ
n), ϕh〉∂K
∀ϕh ∈ P
2
dG(Th).
Then, substituting this identity into (3.18), we obtain
(Dτ (ρ
n − P dGh ρ
n), ϕh) + (Dτ e
n
ρ,h, ϕh)
− (PRTh u
n−1
h (ρ
n − P dGh ρ
n),∇ϕh)
+
∑
K∈Th
〈(PRTh u
n−1
h · νK)(ρ
n −̂P dGh ρ
n), ϕh〉∂K
+ (PRTh u
n−1
h · ∇e
n
ρ,h, ϕh)−
∑
K∈Th
〈PRTh u
n−1
h · Je
n
ρ,hK, ϕh〉∂Kn−
+ ((un−1 − PRTh u
n−1) · ∇ρn, ϕh) + (P
RT
h (u
n−1 − un−1h ) · ∇ρ
n, ϕh)
= (Rnρ , ϕh) ∀ϕh ∈ P
2
dG(Th),
which can be rewritten as
(Dτ e
n
ρ,h, ϕh) + (P
RT
h u
n−1
h · ∇e
n
ρ,h, ϕh)−
∑
K∈Th
〈PRTh u
n−1
h · Je
n
ρ,hK, ϕh〉∂Kn−
= −(Dτ (ρ
n − P dGh ρ
n), ϕh) + (P
RT
h u
n−1
h (ρ
n − P dGh ρ
n),∇ϕh)
−
∑
K∈Th
〈(PRTh u
n−1
h · νK)(ρ
n −̂P dGh ρ
n), ϕh〉∂K
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− ((un−1 − PRTh u
n−1) · ∇ρn, ϕh)− (P
RT
h (u
n−1 − un−1h ) · ∇ρ
n, ϕh)
+ (Rnρ , ϕh)
=:
6∑
j=1
Enj (ϕh). (3.19)
Since ∇ · (PRTh u
n−1
h ) = 0 and (P
RT
h u
n−1
h ) · ν|∂Ω = 0, it can be verified that
(PRTh u
n−1
h · ∇e
n
ρ,h, e
n
ρ,h)−
∑
K∈Th
〈PRTh u
n−1
h · Je
n
ρ,hK, e
n
ρ,h〉∂Kn− (3.20)
=
1
2
∑
F∈FI
h
‖|(PRTh u
n−1
h ) · νF |
1
2 Jenρ,hK‖
2
L2(F ),
which is similar as (2.17). Since En1 (ϕh) = (Dτρ
n − P dGh (Dτρ
n), ϕh) = 0 for any ϕh ∈ P
2
dG(Th),
substituting ϕh = e
n
ρ,h into (3.19) yields
1
2
Dτ
(
‖enρ,h‖
2
L2(Ω)
)
+
1
2
∑
F∈FI
h
∥∥|(PRTh un−1h ) · νF | 12 Jenρ,hK∥∥2L2(F ) ≤ 6∑
j=2
|Enj (e
n
ρ,h)|. (3.21)
In the following, we estimate |Enj (e
n
ρ,h)| for j = 2, . . . , 6.
By using (3.16), we have
|En2 (e
n
ρ,h)| ≤ C‖P
RT
h e
n−1
u,h ‖L∞(Ω)‖ρ
n − P dGh ρ
n‖L2(Ω)‖e
n
ρ,h‖L2(Ω)
≤ Ch2+α‖ρn‖H2+α(Ω)‖e
n
ρ,h‖L2(Ω)
≤ ǫ‖enρ,h‖
2
L2(Ω) + Cǫ
−1h4+2α. (3.22)
Since the value of PRTh u
n−1
h · νF (ρ
n − ̂P dGh ρ
n) on a face F ⊂ ∂K is independent of the
tetrahedron containing the face F , and PRTh u
n−1
h · νF (ρ
n −̂P dGh ρ
n) = 0 on the boundary faces,
it follows that
|En3 (e
n
ρ,h)|
=
∣∣∣∣ ∑
F∈FI
h
〈
PRTh u
n−1
h · νF (ρ
n − P̂ dGh ρ
n), Jenρ,hK · νF
〉
F
∣∣∣∣
≤
∑
F∈FI
h
∥∥∥|PRTh un−1h · νF | 12 (ρn − P̂ dGh ρn)∥∥∥2L2(F ) + 14 ∑
F∈FI
h
∥∥∥|PRTh un−1h · νF | 12 Jenρ,hK∥∥∥2L2(F )
≤ ‖PRTh u
n−1
h ‖L∞(Ω)
∑
F∈FI
h
‖ρn − P̂ dGh ρ
n‖2L2(F ) +
1
4
∑
F∈FI
h
∥∥∥|PRTh un−1h · νF | 12 Jenρ,hK∥∥∥2
L2(F )
≤ C
∑
K∈Th
(
h−1‖ρn − P dGh ρ
n‖2L2(K) + h‖ρ
n − P dGh ρ
n‖2H1(K)
)
+
1
4
∑
F∈FI
h
∥∥∥|PRTh un−1h · νF | 12 Jenρ,hK∥∥∥2
L2(F )
≤ Ch−1h4+2α‖ρn‖2H2+α(Ω) +
1
4
∑
F∈FI
h
∥∥∥|PRTh un−1h · νF | 12 Jenρ,hK∥∥∥2L2(F ). (3.23)
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For α ∈ (0, 12), by using the Sobolev embedding H
2+α(Ω) →֒ W 1,
6
1−2α (Ω) and H2(Ω) →֒
W
3
2
+α, 3
1+α (Ω) (cf. [1, Theorem 7.43]), we have
|En4 (e
n
ρ,h)| = |((u
n−1 − PRTh u
n−1) · ∇ρn, enρ,h)|
≤ ‖un−1 − PRTh u
n−1‖
L
3
1+α (Ω)
‖∇ρn‖
L
6
1−2α (Ω)
‖enρ,h‖L2(Ω) (Ho¨lder’s inequality)
≤ C
(
‖un−1 − Ihu
n−1‖
L
3
1+α (Ω)
+ ‖Ihu
n−1 − PRTh u
n−1‖
L
3
1+α (Ω)
)
‖ρn‖H2+α(Ω)‖e
n
ρ,h‖L2(Ω)
≤ C
(
‖un−1 − Ihu
n−1‖
L
3
1+α (Ω)
+ h−
1
2
+α‖Ihu
n−1 − PRTh u
n−1‖L2(Ω)
)
‖enρ,h‖L2(Ω)
≤ Ch
3
2
+α
(
‖un−1‖
W
3
2
+α, 3
1+α (Ω)
+ ‖un−1‖H2(Ω)
)
‖enρ,h‖L2(Ω) (by using (3.4))
≤ Cǫ−1h3+2α + ǫ‖enρ,h‖
2
L2(Ω), (3.24)
|En5 (e
n
ρ,h)| = |(P
RT
h (u
n−1 − un−1h ) · ∇ρ
n, enρ,h)|
≤ ‖PRTh (u
n−1 − un−1h )‖L
3
1+α (Ω)
‖∇ρn‖
L
6
1−2α (Ω)
‖enρ,h‖L2(Ω)
≤ C
(
‖PRTh (u
n−1 − ûn−1h )‖L
3
1+α (Ω)
+ ‖PRTh e
n−1
u,h ‖L
3
1+α (Ω)
)
‖ρn‖H2+α(Ω)‖e
n
ρ,h‖L2(Ω)
≤ C
(
h
3
2
+α(‖un−1‖H2(Ω) + ‖p
n−1‖H1(Ω)) + ‖e
n−1
u,h ‖H1(Ω)
)
‖enρ,h‖L2(Ω) (by (3.8))
≤ ǫ‖en−1u,h ‖
2
H1(Ω) + Cǫ
−1‖enρ,h‖
2
L2(Ω) + Ch
3+2α, (3.25)
|En6 (e
n
ρ,h)| ≤ Cτ
(
‖∂2t ρ‖L2(Ω) + ‖∂tu‖L3(Ω)‖∇ρ‖L6(Ω)
)
‖enρ,h‖L2(Ω)
≤ Cτ2 + C‖enρ,h‖
2
L2(Ω). (3.26)
Substituting (3.22)–(3.26) into (3.21), we obtain for 1 ≤ n ≤ m,
Dτ‖e
n
ρ,h‖
2
L2(Ω) +
1
4
∑
F∈FI
h
‖|(PRTh u
n−1
h ) · νF |
1
2 Jenρ,hK‖
2
L2(F )
≤ Cǫ−1
(
τ2 + h3+2α
)
+ ǫ‖en−1u,h ‖
2
H1(Ω) + Cǫ
−1‖enρ,h‖
2
L2(Ω).
By choosing ǫ = 1 and applying Gro¨nwall’s inequality, we have
max
1≤n≤m
‖enρ,h‖
2
L2(Ω) +
m∑
n=1
τ
∑
F∈FI
h
‖|(PRTh u
n−1
h ) · νF |
1
2 Jenρ,hK‖
2
L2(F )
≤ C‖e0ρ,h‖
2
L2(Ω) + C
(
τ2 + h3+2α
)
+ C
m∑
n=1
τ‖en−1u,h ‖
2
H1(Ω)
≤ C
(
τ2 + h3+2α
)
+ C
m∑
n=1
τ‖en−1u,h ‖
2
H1(Ω). (3.27)
By the last inequality and the induction assumption (3.12e), we have
max
1≤n≤m
‖enρ,h‖L2(Ω) ≤ C
(
τ + h
3
2
+α + (κ
1
2 + h
α
2 )h
3
2
)
, (3.28a)
max
1≤n≤m
‖enρ,h‖L∞(Ω) ≤ Ch
− d
2 max
1≤n≤m
‖enρ,h‖L2(Ω)
≤ C
(
h−
d
2 τ + hα + κ
1
2 + h
α
2
)
. (3.28b)
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Since all the constants C above are independent of κ, by choosing a sufficiently small κ the
inequality (3.28b) implies
max
1≤n≤m
‖enρ,h‖L∞(Ω) ≤
1
4
ρmin (3.29)
when
τ ≤ κh
d
2 and h is sufficiently small. (3.30)
In this case,
1
2
ρmin ≤ ρ
m
h (x) ≤
3
2
ρmax. (3.31)
As a result,
χ(ρnh) = ρ
n
h for 0 ≤ n ≤ m. (3.32)
From now on we will remove the cut-off function χ on ρnh.
3.4. Estimates for Dτ e
n
ρ,h
We estimate ‖Dτ e
n
ρ,h‖L2(Ω) by substituting ϕh = Dτ e
n
ρ,h in (3.19). Since
En1 (Dτ e
n
ρ,h) = (Dτρ
n
τ − P
dG
h (Dτρ
n
τ ),Dτ e
n
ρ,h) = 0,
we have
‖Dτ e
n
ρ,h‖
2
L2(Ω) ≤
6∑
j=2
|Enj (Dτ e
n
ρ,h)|
+ |((PRTh u
n−1
h ) · ∇e
n
ρ,h,Dτ e
n
ρ,h)|+
∣∣∣ ∑
K∈Th
〈PRTh u
n−1
h · Je
n
ρ,hK,Dτe
n
ρ,h〉∂Kn−
∣∣∣
=:
8∑
j=2
Enj (Dτ e
n
ρ,h). (3.33)
By using the inverse and trace inequalities, we have
|En2 (Dτ e
n
ρ,h)| ≤ ‖P
RT
h u
n−1
h ‖L∞(Ω)‖ρ
n − P dGh ρ
n‖L2(Ω)Ch
−1‖Dτe
n
ρ,h‖L2(Ω)
≤ Ch−1‖ρn − P dGh ρ
n‖L2(Ω)‖Dτ e
n
ρ,h‖L2(Ω)
≤ Ch‖ρn‖H2(Ω)‖Dτ e
n
ρ,h‖L2(Ω),
|En3 (Dτ e
n
ρ,h)| ≤ ‖P
RT
h u
n−1
h ‖L∞(Ω)
(
Ch−
1
2 ‖ρn − P dGh ρ
n‖L2(Ω) + h
1
2‖∇(ρn − P dGh ρ
n)‖L2(Ω)
)
· Ch−
1
2 ‖Dτ e
n
ρ,h‖L2(Ω)
≤ Ch−1
(
‖ρn − P dGh ρ
n‖L2(Ω) + h‖∇(ρ
n − P dGh ρ
n)‖L2(Th)
)
‖Dτ e
n
ρ,h‖L2(Ω)
≤ Ch‖ρn‖H2(Ω)‖Dτ e
n
ρ,h‖L2(Ω),
|En6 (Dτ e
n
ρ,h)| ≤
(
‖Dτρ
n − ∂tρ
n‖L2(Ω) + ‖(u
n−1 − un) · ∇ρn‖L2(Ω)
)
‖Dτ e
n
ρ,h‖L2(Ω)
≤ Cτ
(
‖∂2t ρ‖L2(Ω) + ‖∂tu‖L2(Ω)‖ρ‖H2(Ω)
)
‖Dτ e
n
ρ,h‖L2(Ω),
|En7 (Dτ e
n
ρ,h)| ≤ Ch
−1‖PRTh u
n−1
h ‖L∞(Ω)‖e
n
ρ,h‖L2(Ω)‖Dτ e
n
ρ,h‖L2(Ω)
≤ Ch−1‖enρ,h‖L2(Ω)‖Dτ e
n
ρ,h‖L2(Ω),
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|En8 (Dτ e
n
ρ,h)| ≤ ‖P
RT
h u
n−1
h ‖L∞(Ω)Ch
− 1
2‖enρ,h‖L2(Ω)Ch
− 1
2‖Dτ e
n
ρ,h‖L2(Ω)
≤ Ch−1‖enρ,h‖L2(Ω)‖Dτ e
n
ρ,h‖L2(Ω),
and
|En4 (Dτ e
n
ρ,h)|+ |E
n
5 (Dτ e
n
ρ,h)|
≤ C‖∇ρn‖L6(Ω)
(
‖un−1 − PRTh u
n−1‖L3(Ω) + ‖P
RT
h (u
n−1 − un−1h )‖L3(Ω)
)
‖Dτ e
n
ρ,h‖L2(Ω)
≤ C
(
‖un−1 − PRTh u
n−1‖L3(Ω) + ‖P
RT
h (u
n−1 − ûn−1h )‖L3(Ω) + ‖P
RT
h e
n−1
u,h ‖L3(Ω)
)
‖Dτe
n
ρ,h‖L2(Ω)
≤ C
(
h2−
d
6 + h−
d
6 ‖PRTh e
n−1
u,h ‖L2(Ω)
)
‖Dτ e
n
ρ,h‖L2(Ω)
≤ C
(
h2−
d
6 + h−
d
6 ‖en−1u,h ‖L2(Ω)
)
‖Dτ e
n
ρ,h‖L2(Ω).
Substituting the estimates of Enj (Dτ e
n
ρ,h), j = 2, . . . , 8, into (3.33), we obtain
‖Dτ e
n
ρ,h‖L2(Ω) ≤ Ch
−1
(
‖enρ,h‖L2(Ω) + ‖e
n−1
u,h ‖L2(Ω)
)
+ C(τ + h).
By using (3.12b) and (3.28a), we have
‖Dτ e
n
ρ,h‖L2(Ω) ≤ Ch
−1
(
τ + h
3
2
+α + κ
1
2h
3
2 + h
3
2
+α
2 + τ
5
6
)
. (3.34)
The following estimate of Dτ (ρ
n − ρnh) is also needed in our error estimation for velocity.
Lemma 3.3. The following inequality holds:
|(Dτ e
n
ρ,h, ϕh)| ≤ C‖ϕh‖H1(Th)(‖e
n
ρ,h‖L2(Ω) + ‖e
n−1
u,h ‖L2(Ω) + τ + h
2
)
∀ϕh ∈ P
2
dG(Th).
Proof. According to (3.19), we have
(Dτ (ρ
n − ρnh), ϕh) =
6∑
j=2
Enj (ϕh)− (P
RT
h u
n−1
h · ∇e
n
ρ,h, ϕh) +
∑
K∈Th
〈PRTh u
n−1
h · Je
n
ρ,hK, ϕh〉∂Kn−
=
6∑
j=2
Enj (ϕh) + (P
RT
h u
n−1
h · ∇ϕh, e
n
ρ,h)−
∑
K∈Th
〈PRTh u
n−1
h · νK ê
n
ρ,h, ϕh〉∂K ,
(3.35)
where we have used integration by parts, and ênρ,h denotes the value of e
n
ρ,h from the influx side
on a face F ⊂ ∂K.
By the definition of the L2-projection P dGh , we have
|En2 (ϕh)| = |(P
RT
h u
n−1
h (ρ
n − P dGh ρ
n),∇ϕh)|
≤ C‖PRTh u
n−1
h ‖L∞(Ω)‖ρ
n − P dGh ρ
n‖L2(Ω)‖ϕh‖H1(Th)
≤ Ch2‖ρn‖H2(Ω)‖ϕh‖H1(Th). (3.36)
Similarly as the estimates in (3.23), we have
|En3 (ϕh)| =
∣∣∣ ∑
F∈FI
h
〈
PRTh u
n−1
h (ρ
n −̂P dGh ρ
n), JϕhK
〉
F
∣∣∣
≤
∑
F∈FI
h
hF ‖P
RT
h u
n−1
h (ρ
n − P̂ dGh ρ
n)‖2L2(F )
 12 ·
∑
F∈FI
h
h−1F ‖JϕhK‖
2
L2(F )
 12
≤ C
( ∑
K∈Th
‖PRTh u
n−1
h ‖
2
L∞(K)(‖ρ
n − P dGh ρ
n‖2L2(K) + h
2‖ρn − P dGh ρ
n‖2H1(K))
) 1
2
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·
( ∑
F∈FI
h
h−1F ‖JϕhK‖
2
L2(F )
) 1
2
≤ C(‖ρn − P dGh ρ
n‖L2(Ω) + h‖ρ
n − P dGh ρ
n‖H1(Ω)) ·
( ∑
F∈FI
h
h−1F ‖JϕhK‖
2
L2(F )
) 1
2
≤ Ch2‖ρn‖H2(Ω)‖ϕh‖H1(Th), (3.37)
where the last inequality uses definition (3.11) of the norm ‖ϕh‖H1(Th).
By using integration by parts in En4 (e
n
ρ,h) and E
n
5 (e
n
ρ,h), we have
|En4 (e
n
ρ,h)| = |((u
n−1 − PRTh u
n−1) · ∇ρn, ϕh)|
=
∣∣∣− (ρn, (un−1 − PRTh un−1) · ∇ϕh) + ∑
F∈FI
h
((un−1 − PRTh u
n−1) ρn, JϕhK)
∣∣∣
≤ ‖ρn‖L∞(Ω)‖u
n−1 − PRTh u
n−1‖L2(Ω)‖∇ϕh‖L2(Ω)
+ ‖ρn‖L∞(Ω)
( ∑
F∈FI
h
hF ‖u
n−1 − PRTh u
n−1‖2L2(F )
) 1
2
( ∑
F∈FI
h
h−1F ‖JϕhK‖
2
L2(F )
) 1
2
≤ C(‖un−1 − PRTh u
n−1‖L2(Ω) + h‖u
n−1 − PRTh u
n−1‖H1(Ω))‖ϕh‖H1(Th)
≤ Ch2‖un−1‖H2(Ω)‖ϕh‖H1(Th), (3.38)
|En5 (e
n
ρ,h)| = |((P
RT
h u
n−1 − PRTh u
n−1
h ) · ∇ρ
n, ϕh)|
=
∣∣∣− (ρn, (PRTh un−1 − PRTh un−1h ) · ∇ϕh) + ∑
F∈FI
h
((PRTh u
n−1 − PRTh u
n−1
h ) ρ
n, JϕhK)
∣∣∣
≤ ‖ρn‖L∞(Ω)‖P
RT
h u
n−1 − PRTh u
n−1
h ‖L2(Ω)‖∇ϕh‖L2(Ω)
+ ‖ρn‖L∞(Ω)
( ∑
F∈FI
h
hF ‖P
RT
h u
n−1 − PRTh u
n−1
h ‖
2
L2(F )
) 1
2
( ∑
F∈FI
h
h−1F ‖JϕhK‖
2
L2(F )
) 1
2
≤ C‖PRTh u
n−1 − PRTh u
n−1
h ‖L2(Ω)‖ϕh‖H1(Th) (inverse trace inequality)
≤ C
(
‖PRTh (u
n−1 − ûn−1h )‖L2(Ω) + ‖e
n−1
u,h ‖L2(Ω)
)
‖ϕh‖H1(Th) (triangle inequality)
≤ C
(
h2 + ‖en−1u,h ‖L2(Ω)
)
‖ϕh‖H1(Th). (inequality (3.6) is used) (3.39)
The term En6 (e
n
ρ,h) can be estimated in the same way as (3.26), i.e.,
|En6 (e
n
ρ,h)| ≤ Cτ
(
‖∂2t ρ‖L2(Ω) + ‖∂tu‖L3(Ω)‖∇ρ‖L6(Ω)
)
‖enρ,h‖L2(Ω) ≤ Cτ‖e
n
ρ,h‖L2(Ω). (3.40)
The last two terms in (3.35) can be estimated by∣∣(PRTh un−1h · ∇ϕh, enρ,h)∣∣ ≤ C‖enρ,h‖L2(Ω)‖ϕh‖H1(Th) (3.41)
and ∣∣∣ ∑
K∈Th
〈PRTh u
n−1
h · νK ê
n
ρ,h, ϕh〉∂K
∣∣∣
=
∣∣∣ ∑
F∈FI
h
〈PRTh u
n−1
h ê
n
ρ,h, JϕhK〉F
∣∣∣
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≤ ‖PRTh u
n−1
h ‖L∞(Ω)
( ∑
F∈FI
h
hF ‖ê
n
ρ,h‖
2
L2(F )
) 1
2
( ∑
F∈FI
h
h−1F ‖JϕhK‖
2
L2(F )
) 1
2
≤ C
( ∑
K∈Th
‖enρ,h‖
2
L2(K)
) 1
2
( ∑
F∈FI
h
h−1F ‖JϕhK‖
2
L2(F )
) 1
2
(inverse trace inequality)
≤ C‖enρ,h‖L2(Ω)‖ϕh‖H1(Th). (3.42)
Substituting (3.36)–(3.42) into (3.35) yields the desired result of Lemma 3.3. 
3.5. Estimates for enu,h
From (1.1b) one can see that the exact solution un satisfies the equation
(ρn−1Dτu
n, vh) +
1
2
((Dτρ
n)un, vh) +
1
2
(ρnun−1 · ∇un, vh) (3.43)
−
1
2
(ρnun−1 · ∇vh, u
n) + (µ∇un,∇vh)− (p
n,∇ · vh)
= (Rnu, vh) ∀ vh ∈ P˚
1b(Th)
d,
with a defect Rnu, which has the following expression:
Rnu = (ρ
n−1 − ρn)Dτu
n + ρn(Dτu
n − ∂tu
n) +
1
2
(Dτρ
n − ∂tρ
n)un + ρn(un−1 − un) · ∇un.
(3.44)
Under the regularity assumption (2.19), we have
‖Rnu‖L2(Ω) ≤ Cτ. (3.45)
We also note that equation (2.16b) can be rewritten as (removing the cut-off function χ in view
of (3.32))
(ρn−1h Dτu
n
h, vh) +
1
2
(Dτρ
n
hu
n
h, vh) +
1
2
(ρnhu
n−1
h · ∇u
n
h, vh)
−
1
2
(ρnhu
n−1
h · ∇vh, u
n
h) + (µ∇u
n
h,∇vh)− (p
n
h,∇ · vh) = 0
Subtracting the above equations from (3.43) yields[
(ρn−1h Dτ e
n
u,h, vh) + (ρ
n−1
h Dτ (u
n − ûnh), vh)
+ ((ρn−1 − ρn−1h )Dτu
n, vh)
]
+
1
2
[
(Dτρ
n
he
n
u,h, vh) + (Dτ (ρ
n − ρnh)e
n
u,h, vh) + (Dτρ
n(un − ûnh), vh)
]
+
1
2
(Dτ (ρ
n − ρnh)u
n
h, vh)
+
1
2
[
(ρnhu
n−1
h · ∇e
n
u,h, vh) + (ρ
n
hu
n−1
h · ∇(u
n − ûnh), vh)
]
+
1
2
[
(ρnh(u
n−1 − ûn−1h ) · ∇u
n, vh) + (ρ
n
he
n−1
u,h · ∇u
n, vh)
]
+
1
2
((ρn − ρnh)u
n−1 · ∇un, vh)
−
1
2
[
(ρnhu
n−1
h · ∇vh, e
n
u,h) + (ρ
n
hu
n−1
h · ∇vh, u
n − ûnh)
]
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−
1
2
[
(ρnh(u
n−1 − ûn−1h ) · ∇vh, u
n) + (ρnhe
n−1
u,h · ∇vh, u
n)
]
−
1
2
((ρn − ρnh)u
n−1 · ∇vh, u
n)
+ (µ∇enu,h,∇vh)− (e
n
p,h,∇ · vh)
= (Rnu, vh) ∀ vh ∈ P˚
1b(Th)
d. (3.46)
Then, substituting vh = e
n
u,h into the above equation and using the property (e
n
p,h,∇ · e
n
u,h) = 0
(which is a consequence of (2.16c)), we obtain the following error equation of enu,h:
(ρn−1h Dτe
n
u,h, e
n
u,h) +
1
2
(Dτρ
n
he
n
u,h, e
n
u,h) + (µ∇e
n
u,h,∇e
n
u,h)
=− (ρn−1h Dτ (u
n − ûnh), e
n
u,h)
− ((ρn−1 − ρn−1h )Dτu
n, enu,h)
−
1
2
[
(Dτ (ρ
n − ρnh)e
n
u,h, e
n
u,h) + (Dτρ
n(un − ûnh), e
n
u,h)
]
−
1
2
(Dτ (ρ
n − ρnh)u
n
h, e
n
u,h)
−
1
2
[
(ρnhu
n−1
h · ∇e
n
u,h, e
n
u,h) + (ρ
n
hu
n−1
h · ∇(u
n − ûnh), e
n
u,h)
]
−
1
2
[
(ρnh(u
n−1 − ûn−1h ) · ∇u
n, enu,h) + (ρ
n
he
n−1
u,h · ∇u
n, enu,h)
]
−
1
2
((ρn − ρnh)u
n−1 · ∇un, enu,h)
+
1
2
[
(ρnhu
n−1
h · ∇e
n
u,h, e
n
u,h) + (ρ
n
hu
n−1
h · ∇e
n
u,h, u
n − ûn)
]
+
1
2
[
(ρnh(u
n−1 − ûn−1h ) · ∇e
n
u,h, u
n) + (ρnhe
n−1
u,h · ∇e
n
u,h, u
n)
]
+
1
2
((ρn − ρnh)u
n−1 · ∇enu,h, u
n)
+ (Rnu, e
n
u,h)
=
11∑
j=1
Fnj . (3.47)
Since (ρnhu
n−1
h · ∇e
n
u,h, e
n
u,h) appears with opposite signs in both F
n
5 and F
n
8 , it follows that
(ρn−1h Dτ e
n
u,h, e
n
u,h) +
1
2
(Dτρ
n
he
n
u,h, e
n
u,h) + (µ∇e
n
u,h,∇e
n
u,h) =
11∑
j=1
F̂nj + (R
n
u , e
n
u,h). (3.48)
where F̂nj = F
n
j for j 6= 5, 8, and
F̂n5 = −
1
2
(ρnhu
n−1
h · ∇(u
n − ûnh), e
n
u,h), (3.49)
F̂n8 =
1
2
(ρnhu
n−1
h · ∇e
n
u,h, u
n − ûn). (3.50)
In the following, we estimate |F̂nj | for j = 1, . . . , 11.
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First, we note that (Dτ û
n
h,Dτ p̂
n
h) is actually the Stokes–Ritz projection of (Dτu
n,Dτp
n).
Therefore, (3.6) implies
‖Dτu
n −Dτ û
n
h‖L2(Ω) ≤ Ch
2
(
‖Dτu
n‖H2(Ω) + ‖Dτp
n‖H1(Ω)
)
≤ Ch2.
By using this result and the property ‖ρn−1h ‖L∞(Ω) ≤
3
2ρmax, we have
|F̂n1 | =|(ρ
n−1
h Dτ (u
n − ûnh), e
n
u,h)| ≤ Ch
2‖enu,h‖L2(Ω) ≤ Cǫ
−1h4 + ǫ‖enu,h‖
2
L2(Ω).
Second, we have
|F̂n2 | =|((ρ
n−1 − ρn−1h )Dτu
n, enu,h)|
≤‖ρn−1 − ρn−1h ‖L2(Ω)‖Dτu
n‖L3(Ω)‖e
n
u,h‖L6(Ω)
≤C‖ρn−1 − ρn−1h ‖L2(Ω)‖Dτu
n‖H1(Ω)‖∇e
n
u,h‖L2(Ω) (Sobolv embedding)
≤C
(
‖ρn−1 − P dGh ρ
n−1‖L2(Ω) + ‖e
n−1
ρ,h ‖L2(Ω)
)
‖Dτu
n‖H1(Ω)‖∇e
n
u,h‖L2(Ω)
≤C
(
h2 + ‖en−1ρ,h ‖L2(Ω)
)
‖∇enu,h‖L2(Ω)
≤Cǫ−1
(
h4 + ‖en−1ρ,h ‖
2
L2(Ω)
)
+ ǫ‖∇enu,h‖
2
L2(Ω),
|F̂n3 | =
1
2
|(Dτ (ρ
n − ρnh) e
n
u,h, e
n
u,h) + (Dτρ
n(un − ûnh), e
n
u,h)|
≤‖Dτ (ρ
n − ρnh)‖L2(Ω)‖e
n
u,h‖
2
L4(Ω) + ‖Dτρ
n‖L3(Ω)‖u
n − ûnh‖L2(Ω)‖e
n
u,h‖L6(Ω)
≤C‖Dτ (ρ
n − ρnh)‖L2(Ω)‖∇e
n
u,h‖
2
L2(Ω) + ‖Dτρ
n‖H1(Ω)‖u
n − ûnh‖L2(Ω)‖∇e
n
u,h‖L2(Ω)
≤C
(
‖Dτe
n
ρ,h‖L2 + h
2‖ρn‖H2(Ω)
)
‖∇enu,h‖
2
L2(Ω) + ‖u
n − ûnh‖L2(Ω)‖∇e
n
u,h‖L2(Ω)
≤C
(
‖Dτe
n
ρ,h‖L2 + h
2 + ǫ
)
‖∇enu,h‖
2
L2(Ω) + Cǫ
−1h4,
|F̂n5 | =
1
2
|(ρnhu
n−1
h · ∇(u
n − ûnh), e
n
u,h)|
≤|(ρnh(u
n−1
h − u
n−1) · ∇(un − ûnh), e
n
u,h)|+ |(ρ
n
h − ρ
n)un−1 · ∇(un − ûnh), e
n
u,h)|
+ |(ρn(un−1 − un) · ∇(un − ûnh), e
n
u,h)|+ |(ρ
nun · ∇(un − ûnh), e
n
u,h)|
≤|(ρnh(u
n−1
h − u
n−1) · ∇(un − ûnh), e
n
u,h)|+ |(ρ
n
h − ρ
n)un−1 · ∇(un − ûnh), e
n
u,h)|
+ |(ρn(un−1 − un) · ∇(un − ûnh), e
n
u,h)|
+ | − (∇ · (ρnun)(un − ûnh), e
n
u,h)− (u
n − ûnh, ρ
nun · ∇enu,h)|
=|(ρnh(u
n−1
h − u
n−1) · ∇(un − ûnh), e
n
u,h)|+ |(ρ
n
h − ρ
n)un−1 · ∇(un − ûnh), e
n
u,h)|
+ |(ρn(un−1 − un) · ∇(un − ûnh), e
n
u,h)|
+ |(∂tρ
n(un − ûnh), e
n
u,h)− (u
n − ûnh, ρ
nun · ∇enu,h)| (use ∂tρ
n +∇ · (ρnun) = 0)
≤C‖un−1 − un−1h ‖L2(Ω)‖u
n − ûnh‖H1(Ω)‖e
n
u,h‖L∞(Ω)
+ C‖ρn − ρnh‖L2(Ω)‖u
n−1‖L∞(Ω)‖∇(u
n − ûnh)‖L2(Ω)‖e
n
u,h‖L∞(Ω)
+ ‖ρn‖L∞(Ω)τ‖∂tu‖L∞(0,T ;L3(Ω))‖∇(u
n − ûnh)‖L2(Ω)‖e
n
u,h‖L6(Ω)
+ C(‖∂tρ
n‖H1(Ω) + ‖ρ
n‖L∞(Ω)‖u
n‖L∞(Ω))‖u
n − ûnh‖L2(Ω)‖e
n
u,h‖H1(Ω)
≤Ch−
1
2 ‖un−1 − un−1h ‖L2(Ω)‖u
n − ûnh‖H1(Ω)‖∇e
n
u,h‖L2(Ω) (inverse inequality)
+ Ch−
1
2 ‖ρn − ρnh‖L2(Ω)‖u
n − ûnh‖H1(Ω)‖∇e
n
u,h‖L2(Ω)
+ Cτ‖un − ûnh‖H1(Ω)‖∇e
n
u,h‖L2(Ω) + C‖u
n − ûnh‖L2(Ω)‖∇e
n
u,h‖L2(Ω)
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≤Ch
1
2
(
‖en−1u,h ‖L2(Ω) + ‖e
n
ρ,h‖L2(Ω) + h
2
)
‖∇enu,h‖L2(Ω) +Ch(τ + h)‖∇e
n
u,h‖L2(Ω)
≤ (h+ ǫ) ‖∇enu,h‖
2
L2(Ω) + C
(
‖en−1u,h ‖
2
L2(Ω) + ‖e
n
ρ,h‖
2
L2(Ω)
)
+ Cǫ−1h2
(
τ2 + h2
)
,
|F̂n6 | =
1
2
|(ρnh(u
n−1 − ûn−1h ) · ∇u
n, enu,h) + (ρ
n
he
n−1
u,h · ∇u
n, enu,h)|
≤
3
2
ρmax
(
‖un−1 − ûn−1h ‖L2(Ω) + ‖e
n−1
u,h ‖L2(Ω)
)
‖∇un‖L3(Ω)‖e
n
u,h‖L6(Ω)
≤C
(
h2 + ‖en−1u,h ‖L2(Ω)
)
‖un‖H2(Ω)‖∇e
n
u,h‖L2(Ω)
≤Cǫ−1
(
h4 + ‖en−1u,h ‖
2
L2(Ω)
)
+ ǫ‖∇enu,h‖
2
L2(Ω),
|F̂n7 | =
1
2
|((ρn − ρnh)u
n−1 · ∇un, enu,h)|
≤C
(
‖ρn − P dGh ρ
n‖L2(Ω) + ‖e
n
ρ,h‖L2(Ω)
)
‖un−1‖L∞(Ω)‖∇u
n‖L3(Ω)‖e
n
u,h‖L6(Ω)
≤C
(
h2‖ρn‖H2(Ω) + ‖e
n
ρ,h‖L2(Ω)
)
‖∇enu,h‖L2(Ω)
≤ǫ‖∇enu,h‖
2
L2(Ω) + Cǫ
−1
(
h4 + ‖enρ,h‖
2
L2(Ω)
)
,
|F̂n8 | =
1
2
|(ρnhu
n−1
h · ∇e
n
u,h, u
n − ûnh)|
≤
3
2
ρmax‖u
n−1
h ‖L∞(Ω)‖∇e
n
u,h‖L2(Ω)‖u
n − ûnh‖L2(Ω)
≤C‖∇enu,h‖L2(Ω)‖u
n − ûnh‖L2(Ω) (by (3.15))
≤ǫ‖∇enu,h‖
2
L2(Ω) + Cǫ
−1h4,
|F̂n9 | =
1
2
|(ρnh(u
n−1 − ûn−1h ) · ∇e
n
u,h, u
n) + (ρnhe
n−1
u,h · ∇e
n
u,h, u
n)|
≤
3
2
ρmax
(
‖un−1 − ûn−1h ‖L2(Ω) + ‖e
n−1
u,h ‖L2(Ω)
)
‖∇enu,h‖L2(Ω)‖u
n‖L∞(Ω)
≤C
(
‖un−1 − ûn−1h ‖L2(Ω) + ‖e
n−1
u,h ‖L2(Ω)
)
‖∇enu,h‖L2(Ω)
≤C
(
h2 + ‖en−1u,h ‖L2(Ω)
)
‖∇enu,h‖L2(Ω)
≤ǫ‖∇enu,h‖
2
L2(Ω) + Cǫ
−1
(
h4 + ‖en−1u,h ‖
2
L2(Ω)
)
,
|F̂n10| =
1
2
|((ρn − ρnh)u
n−1 · ∇enu,h, u
n)|
≤
(
‖ρn − P dGh ρ
n‖L2(Ω) + ‖e
n
ρ,h‖L2(Ω)
)
‖un−1‖L∞(Ω)‖∇e
n
u,h‖L2(Ω)‖u
n‖L∞(Ω)
≤C
(
‖ρn − P dGh ρ
n‖L2(Ω) + ‖e
n
ρ,h‖L2(Ω)
)
‖∇enu,h‖L2(Ω)
≤
(
h2‖ρn‖H2(Ω) + ‖e
n
ρ,h‖L2(Ω)
)
‖∇enu,h‖L2(Ω)
≤ǫ‖∇enu,h‖
2
L2(Ω) + Cǫ
−1
(
h4 + ‖enρ,h‖
2
L2(Ω)
)
.
Under regularity (2.19), the truncation error defined in (3.44) satisfies ‖Rnu‖L2(Ω) ≤ Cτ . There-
fore,
|F̂n11| ≤ Cτ‖e
n
u,h‖L2(Ω) ≤ Cτ
2 +C‖enu,h‖
2
L2(Ω).
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It remains to estimate |F̂n4 |. To this end, we use the following inequality inequality and error
estimate:
‖enu,h‖L∞(Ω) ≤ Ch
− 1
2‖enu,h‖H1(Ω) for d = 2, 3, (3.51)
‖un − ûnh‖L∞(Ω) ≤ Ch
1
2 (‖un‖H2(Ω) + ‖p
n‖H1(Ω)) for d = 2, 3, (3.52)
‖Dτρ
n − P dGh Dτρ
n‖H−1(Ω) ≤ Ch
2‖Dτρ
n‖H1(Ω), (3.53)
where the second inequality can be proved by using (3.6) combined with inverse inequality and
triangle inequality. By using Lemma 3.3 and Lemma 3.2, and (3.51)–(3.53), we have
F̂n4 =
1
2
(Dτ (ρ
n − ρnh)u
n
h, e
n
u,h)
=
1
2
(Dτ e
n
ρ,h, P
dG
h (u
n
h · e
n
u,h)) +
1
2
(Dτ (ρ
n − P dGh ρ
n), unh · e
n
u,h)
≤C‖P dGh (u
n
he
n
u,h)‖H1(Th)(‖e
n
ρ,h‖L2(Ω) + ‖e
n−1
u,h ‖L2(Ω) + τ + h
2
)
+ Ch2‖Dτρ
n‖H1(Ω)‖u
n
he
n
u,h‖H1(Ω)
≤C‖unhe
n
u,h‖H1(Th)(‖e
n
ρ,h‖L2(Ω) + ‖e
n−1
u,h ‖L2(Ω) + τ + h
2
)
(due to Lemma 3.2)
=C‖∇(unhe
n
u,h)‖L2(Ω)(‖e
n
ρ,h‖L2(Ω) + ‖e
n−1
u,h ‖L2(Ω) + τ + h
2
)
≤C(‖unh‖L∞(Ω)‖∇e
n
u,h‖L2(Ω) + ‖∇u
n
h‖L3(Ω)‖e
n
u,h‖L6(Ω))(‖e
n
ρ,h‖L2(Ω) + ‖e
n−1
u,h ‖L2(Ω) + τ + h
2
)
≤C(‖enu,h‖L∞(Ω) + ‖u
n − ûnh‖L∞(Ω) + ‖∇e
n
u,h‖L3(Ω) + ‖u
n − ûnh‖W 1,3(Ω))‖∇e
n
u,h‖L2(Ω)
· (‖enρ,h‖L2(Ω) + ‖e
n−1
u,h ‖L2(Ω) + τ + h
2
)
≤C(h−
1
2 ‖∇enu,h‖L2(Ω) + h
1
2 )‖∇enu,h‖L2(Ω)(‖e
n
ρ,h‖L2(Ω) + ‖e
n−1
u,h ‖L2(Ω) + τ + h
2
)
≤Ch−
1
2‖enρ,h‖L2(Ω)‖∇e
n
u,h‖
2
L2(Ω) + Ch
1
2 ‖∇enu,h‖L2(Ω)‖e
n
ρ,h‖L2(Ω)
+ C(‖en−1u,h ‖L2(Ω) + τ + h
2
)
h−
1
2‖∇enu,h‖
2
L2(Ω)
+ C(‖en−1u,h ‖L2(Ω) + τ + h
2
)
h
1
2 ‖∇enu,h‖L2(Ω)
≤
[
Ch−
1
2
(
τ + h
3
2
+α
2 + κ
1
2h
3
2
)
+Ch−
1
2 (h
3
2
+α
2 + τ
5
6 + τ + h2
)]
‖∇enu,h‖
2
L2(Ω)
+ Ch
1
2 ‖∇enu,h‖
2
L2(Ω) +Ch
1
2 ‖enρ,h‖
2
L2(Ω) + Ch
1
2 (‖en−1u,h ‖
2
L2(Ω) + τ
2 + h4
)
,
where we have used (3.28) and (3.12b) in deriving the last inequality. With the stepsize restric-
tion τ ≤ κh
d
2 , the inequality above furthermore implies
F̂n4 ≤ Ch
1
2 (‖∇enu,h‖
2
L2(Ω) + ‖e
n
ρ,h‖
2
L2(Ω) + ‖e
n−1
u,h ‖
2
L2(Ω)) + C(τ
2 + h4
)
.
By substituting the consistency error (3.45) and the estimates of F̂j , j = 1, . . . , 11, into (3.48),
we obtain
1
2
Dτ‖
√
ρnhe
n
u,h‖
2
L2(Ω) + µ‖e
n
u,h‖
2
H1(Ω)
≤ (ǫ+ Ch
1
2 )‖∇enu,h‖
2
L2(Ω) + Cǫ
−1(‖enρ,h‖
2
L2(Ω) + ‖e
n−1
ρ,h ‖
2
L2(Ω) + ‖e
n−1
u,h ‖
2
L2(Ω)) + Cǫ
−1(τ2 + h4
)
.
By choosing sufficiently small ǫ and h, the first term on the right-hand side can be absorbed
by the left-hand side. Then, summing up the inequality above for n = 1, · · · , k, we obtain for
k = 1, · · · ,m,
1
2
‖
√
ρkhe
k
u,h‖
2
L2(Ω) +
µ
2
k∑
n=0
τ‖enu,h‖
2
H1(Ω)
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≤ C
k∑
n=0
τ(‖enρ,h‖
2
L2(Ω) + ‖e
n−1
ρ,h ‖
2
L2(Ω) + ‖e
n−1
u,h ‖
2
L2(Ω)) + C(τ
2 + h4
)
. (3.54)
Summing up λ×(3.27) and (3.54), we obtain
λ‖ekρ,h‖
2
L2(Ω) +
1
2
‖
√
ρkhe
k
u,h‖
2
L2(Ω) +
µ
2
k∑
n=0
τ‖enu,h‖
2
H1(Ω)
≤ C(τ2 + h3+2α) + Cλ
k∑
n=0
τ‖enu,h‖
2
H1(Ω)
+ Cτ
k∑
n=1
(
‖enρ,h‖
2
L2(Ω) + ‖e
n−1
ρ,h ‖
2
L2(Ω) + ‖e
n−1
u,h ‖
2
L2(Ω)
)
.
By choosing λ small enough, the term Cλ
∑k
n=0 τ‖e
n
u,h‖
2
H1(Ω) can be absorbed by the left-hand
side and we obtain for 1 ≤ k ≤ m
‖ekρ,h‖
2
L2(Ω) + ‖
√
ρkhe
k
u,h‖
2
L2(Ω) +
k∑
n=0
τ‖enu,h‖
2
H1(Ω) (3.55)
≤ C(τ2 + h3+2α) + Cτ
k∑
n=1
(
‖en−1u,h ‖
2
L2(Ω) + ‖e
n
ρ,h‖
2
L2(Ω) + ‖e
n−1
ρ,h ‖
2
L2(Ω)
)
.
Applying Gro¨nwall’s inequality to (3.55) and using (3.14) and (3.31), we have
max
1≤n≤m
(
‖enρ,h‖
2
L2(Ω) + ‖e
n
u,h‖
2
L2(Ω)
)
+
m∑
n=0
τ‖enu,h‖
2
H1(Ω) ≤ C(τ
2 + h3+2α). (3.56)
Forτ ≤ κh
d
2 and sufficiently small κ and h, the inequality above implies
‖enu,h‖L2(Ω) ≤ h
3
2
+α
2 + τ
5
6 ,
‖enu,h‖L∞(Ω) ≤ Ch
− d
2 ‖enu,h‖L2(Ω) ≤ h
− d
2 (τ + h
3
2
+α) ≤ 1,
‖PRTh u
n
h − u
n‖L∞(Ω) ≤ ‖P
RT
h (u
n
h − u
n)‖L∞(Ω) + ‖P
RT
h u
n − un‖L∞(Ω)
≤ Ch−
d
2 ‖PRTh (u
n
h − u
n)‖L2(Ω) + ‖P
RT
h u
n − un‖L∞(Ω)
≤ Ch−
d
2 (τ + h
3
2
+α)
≤ Cκ+ Chα
≤ 2,
m∑
n=0
τ‖∇enu,h‖
2
L2(Ω) ≤ C(τ
2 + h3+2α) ≤ C(κ2h3 + h3+2α)
≤ (κ+ hα)h3 (when κ and h are sufficiently small).
This proves (3.13b, 3.13c, 3.13d, 3.13e). Since (3.13a) has been proved in (3.29), the mathemat-
ical induction is closed. Consequently, the estimates (3.13) and (3.56) hold for m = N (with the
same constants), which imply the desired estimate in Theorem 2.1.
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