Highlights of the IMA workshop RNA in Biology, Bioengineering, and Biotechnology are summarized, including recent developments in RNA secondary structure prediction and RNA design, innovative mathematical constructs for RNA structure, bioinformatics advances in RNA structure analysis and prediction, and experimental progress in RNA folding and imaging.
Introduction
Though Wall Street Journal reporter Hotz was referring to stunning recent discoveries concerning regulation of monarch butterfly migration by two light-sensing genes that serve as the monarch's timing device -to trigger northern journeys in the spring and southern returns in the fall (Zhu et al., 2008) -the expanding world of small RNAs is perhaps more aptly described in terms of such global ramifications. Indeed, the emergence of numerous classes of non-coding RNAs that critically regulate gene expression has brought to the fore a renewed interest in RNA biology. As a result, scientists are intensely investigating these new functions of RNA and rapidly exploiting RNA's newly realized powers for exciting applications in bioengineering, therapeutics, and nanotechnology.
Currently, however, most advances in RNA science are dominated by experimental approaches.
Theoretical contributions by modeling and simulation have certainly contributed to these advances, but their systematic application has been hampered by realized difficulties in RNA structure classification, prediction and modeling, including the rugged energy landscape of RNAs, the associated multiple pathways, conformational dependence on divalent ions, and the dearth of solved RNA tertiary structures compared to proteins. Still, a very active and devoted community of RNA bioinformaticians has arisen as well as formed an RNA Ontology Consortium (ROC) to help define standards for RNA investigations and propel this young field.
For a week in late Fall 2007, about 200 such researchers from the US and abroad that included mathematicians, biologists, computer scientists, chemistry, bioengineers, and physicists convened at the University of Minnesota's Institute of Mathematics and its Applications for a workshop entitled Michael Zuker (Rensselaer Polytechnic Institute), the developer of the widely used prediction program Mfold, recently replaced by the more comprehensive UNAfold package, opened the meeting with an overview of computational methods for RNA secondary structure determination, both by comparative analysis (sequence alignment) and free energy minimization via empirically derived energy parameters based on basic physiochemical laws (Zuker and Stiegler, 1981; Zuker, 2003) (Fig. 1 ).
Zuker emphasized that problems in prediction can occur since some high-probability base pairs are not correct while correct ones have very low probability. Moreover, in homologous RNAs, high probability base pairs in one sequence may correspond to low-probability base pairs in another. Thus, caution is warranted in using Rfam data and interpreting computational data. David Mathews (University of Rochester) described the dynamic programming method Dynalign by his group to find the lowest free-energy secondary structure conformation by simultaneously using several structural predictions with sequence alignment data (Mathews et al., 1999; Mathews and Turner, 2002) . This approach can make calculations tractable for long sequences.
The subsequent discussions highlighted that for riboswitches multiple conformations will have various free energies (thus low entropy by itself is not a sufficient criterion) and that sequence alignment would be much improved with a probabilistic framework attached to the alignment, a difficult but ongoing area of research. Both talks emphasized the challenges that remain in secondary structure prediction for RNA and the unique conformational and functional properties of RNAs that can make predictions difficult.
RNA Design
The RNA design session consisted of fascinating lectures and discussions by Shapiro, Jaeger, Pierce, and Inoue. Bruce Shapiro (National Cancer Institute) described a large suite of tools that allows users to design RNA-based nanoparticles with desired functionalities (Yingling and Shapiro, 2007; Bindewald et al., 2008) . In particular, the new relational database RNAJunction reveals many low as well as some high-order junctions (e.g., up to 9) in which RNAs can self assemble. In conjunction with NanoTiler, computational modeling and ingenuity can yield many design constructs.
Luc Jaeger (University of California, Santa Barbara) showed how systematic annotation and analysis of ribosomal motifs can define a 'proto-language' he coined RNA architectonics to build novel nano-RNAs for self-assembling building blocks (Chworos et al., 2004; Jaeger and Chworos, 2006) ( Fig. 2) . The versatility of RNAs can lead to many envisioned usages in medicine and technology.
Niles Pierce (California Institute of Technology) described construction of versatile new materials, such as biosensors, by programming synthetic nucleic acid systems to self-assemble using equilibrium prediction approaches for the interacting nucleic acid strands (Dirks et al., 2004; Yin et al., 2008) .
Tan Inoue (Kyoto University) focused on RNA/protein constructs. He described design and construction of a self-folding RNA scaffold that can be re-wired by combining it with a ribozyme or protein element in a reaction site (Ikawa et al., 2004; Saito and Inoue, 2008) . He demonstrated how in silico and in vitro tools can be combined to develop a prototype for a multi-functional RNA. For example, the designed RNA with functional protein could be built to recognize an antibody in a cancer cell and halt a biological reaction or help image cellular processes. Of course, validation of this idea is a future goal. His group has accumulated RNP motifs for such varied design objectives."Evolution is cleverer than you are" (Leslie Orgel), the speaker reminded us, highlighting the challenges that face RNA designers.
The Varied Mathematician's Toolkit
Talks by mathematical scientists highlighted the many innovative approaches from mathematics that can be applied to RNA studies.
Jes Frellsen (University of Copenhagen) described a probabilistic approach that models RNA's conformational space as continuous rather than discrete states using a Dynamic Bayesian Network for modeling backbone and base dihedral angles (Hamelryck et al., 2006) . The advantage of the approach is its rapid probabilistic sampling of locally RNA-like structures, as demonstrated for five different RNA target structures compared to 1500 decoys. Besides applications to structure prediction, the model can be used to validate experimentally determined structures.
Henri Orland (Saclay) described a topological classification of RNA pseudoknots by using the concept of topological genus in matrix field theory (Vernizzi et al., 2005) (Fig. 3) . In combination with exact enumeration of RNA structure (albeit simplified) and MC simulations, pseudoknots in RNA databases can be identified.
Asamoah Nkwanta (Morgan State University) presented a way to describe an RNA secondary structure as a random walk, a lattice path (Ndifon and Nkwanta, 2006) . His group's goal is to use such Christine Heitsch (Georgia Institute of Technology) described a combinatorial graph theory approach (Heitsch et al., 2002) to model the base pairing of large RNA sequences, such as the 9400 base Hepatitis C viral genome (HCV) whose secondary structure is available from the laboratory of A. C. Palmenberg at UW Madison (http://www.virology.wisc.edu/acp/RNAFolds/RNAFolds hep.html) (Fig. 4) . The mathematical model yields local and global constraints in the secondary structure model and suggests ways to study viral genomes. Building on her lab's expertise in protein structure prediction, Ruth Nussinov (Tel Aviv University and the National Cancer Institute) described an algorithm (ARTS) and database (DARTS) for multiplealignment of RNA tertiary structures and assembly of the fold repertoire of RNAs (Dror et al., 2006) .
Ivo Hofacker (University of Vienna) described prediction applications specific to RNA/RNA costructures. Such interaction partners are important to identify because most recently discovered ncRNAs interact with other RNAs (e.g., microRNAs regulate mRNA translation) (Muckstein et al., 2006) .
In his group's approach (termed RNAup), efficient hybridization of two RNAs is computationally assessed by an interaction energy to describe complementarity and a probability for base pairing. The program uses available folding algorithms and structural information to define such potential interactions and local accessibility of the RNAs. An interesting possible application is to predict siRNA binding to microRNAs.
Jakob Pedersen (University of Copenhagen) described the application of phylogenetic models combined with classical algorithms such as sequence alignments (program EvoFold) to screen multiple sequences of genomes of vertebrates and Drosopholids in search for structural RNAs, namely transcribed regions with functional structure (Pedersen et al., 2006) . Jens Reeder (University of Bielefeld) described a graphical approach for motifs search (Locomotif) that employs dynamic programming algorithms and thermodynamic models of RNA secondary structure formation and executes them on a readily available bioinformatics server which includes the C-language source code: http://bibiserv.techfak.uni-bielefeld.de/locomotif (Reeder et al., 2007) . Namhee Kim and Hin Hark Gan (New York University) described a new approach for enhancing in vitro selection of novel RNAs (Kim et al., 2007a,b) . Such selection experiments are widely performed using random sequence pools to search for RNAs with desired properties (such as catalysis or binding). However, such applications are limited because yields can be small, especially for complex RNAs. To accelerate such discoveries, the group has proposed using mathematical expressions for describing the sequence permutation or synthesis procedure (Fig. 5) . Such processes can then be optimized in terms of the reactants (nucleotide ratios entered in the different experimental vials) to optimize a desired yield, expressed in terms of RNA secondary structures. The optimization is made possible by using mixing matrices for the nucleotide ratios and graph theory representations of RNA secondary structures. The optimization task then becomes a simple linear problem. This pool design procedure has been automated on a web-server RAGPOOLS (http://rubin2.biomath.nyu.edu) to aid researchers to perform in vitro selection experiments more efficiently. 
Experimental Advances in RNA Structure and Processes
The workshop also benefited from expositions by several leading experimentalists who presented new discoveries concerning RNA structure and processes.
Tao Pan (University of Chicago) described recent findings concerning RNA pausing during transcriptional folding that serves to guide the folding process (Wong et al., 2007) . The phylogeneticallyconserved pause sites in these ncRNAs are located between the upstream and downstream portions of the native long-range helix products and, in a such a way, constrain RNA segments to guide the correct folding. In response to the many questions that followed, Pan described at least two types of observed pausing and emphasized the many aspects of pausing yet to be discovered.
Tobin Sosnick (University of Chicago) described new advances of electron cryo-microscopy in tandem with single-particle reconstruction to visualize small RNAs such as 154 residues (≈50kD), about two times smaller than typical limits (Baird et al., 2005) . He showed how divalent-ion-dependent intermediates in the folding of the catalytic domain RNase P RNA can be imaged when stably populated. He proposed that in combination with molecular modeling (with experimental constraints, such as from SAXS and chemical mapping) and all-atom simulations, cryo-EM could be a rapid alternative to RNA crystallography.
Steven Brenner (University of California, Berkeley) presented recent findings showing that all conserved members of the SR family of splice regulators have an unproductive alternative mRNA isoform targeted for decay. Because this splice pattern is conserved in mouse and associated with highly conserved regions that are common to mouse and human, this natural mode of regulation may be biologically significant (Lareau et al., 2007) .
Structural biologists Sarah Woodson (Johns Hopkins University) and David Lilley (University of Dundee) illuminated the attendees on the complex RNA folding process by describing recent dynamics and folding analysis of ribozymes (Koculi et al., 2007; Wilson et al., 2007) (Fig. 6 ). Woodson described experiments in which varied cation type and quantity as well as ribozyme sequence permutations helped capture intermediates along the pathway and understand ion effects on the pathway and the intermediates that form (Koculi et al., 2007) . For example, small multivalent counterions stabilize the RNA more than the large monovalent ions and, in low charge densities, the transition state ensemble becomes broader and accelerates native structure formation.
Lilley described structural studies using the FRET technique of two catalytic RNAs that generate site-specific cleavage by trans-esterification reactions, the hairpin and VS ribozymes (Wilson et al., 2007) . Experiments for the hairpin ribozyme capture multiple cycles of cleavage and ligation and measure rates of internal reactions. For the large VS ribozyme (for which no crystal is available), lowresolution SAXS helped propose a three-dimensional structure of the ribozyme using modeling and intuition. Mutations of the two nucleotides critical to the folding process led to more than 1000-fold impairment in catalysis. The team is working on solving the structure by crystallography.
Theoretician Devarajan Thirumalai (University of Maryland) described complementary computational studies that similarly sought to explore the energy landscape of folding. Already for a hairpin formation, complex kinetics already emerge with multiple pathways (Hyeon and Thirumalai, 2008) .
RNA Structure Analysis
The workshop ended with a series of talks on recent innovative computational efforts for analyzing RNA secondary and tertiary interactions and ultimately predicting RNA structures. Many of these works are performed in the scope of the RNA Ontology Consortium (ROC, http://roc.bgsu.edu/) (Leontis et al., 2006) , an effort that seeks to unify RNA structural description and present to the community standard tools for annotating, analyzing, and predicting RNA structures.
Francois Major (University of Montreal) described an approach developed and enhanced over several years to predict RNA secondary and tertiary structures using a geometric approach based on nucleotide cycle building blocks (motifs) (St-Onge et al., 2007; Parisien and Major, 2008) . Combined with sequence alignments and low-resolution data, these building block definitions can be incorporated to predict RNA conformation states.
Neocles Leontis and
Craig Zirbel from Bowling Green State University described new structural analysis studies of ribosomal RNAs that lead to definitions of RNA motifs (using symbolic notation) and RNA assembly patterns that help identify RNA motifs more broadly (Sarver et al., 2008) . The suite of programs in FR3D (http://rna.bgsu.edu/FR3D/) can help annotate RNAs and perform various searches for recurrent RNA motifs (see also Fig. 7 and (Xin et al., 2008) ).
Eric Westhof (University of Strasbourg) described fundamental concepts that have accumulated regarding RNA architecture and reactivity (Brion and Westof, 1997; Lescoute and Westof, 2006) . He emphasized the hierarchical assembly of RNA and the versatility of A-minor motifs that are mutationally robust. He illustrated RNA's versatility by describing the assembly of the bacterial ribosomal decoding A site in which a dynamic equilibrium between a bulging or hidden adenines contributes to the docoding process during codon/anitcodon recognition. In contrast, specificity stemming from helical lengths, helical stacking, and junction assembly help define a global native fold for many RNAs.
He expressed the hope that RNA three-dimensional structure analysis, sequence alignment, and motif annotation will help derive common evolutionary rules in structural RNAs that could ultimately be used in three-dimensional structure prediction. 
Concluding Remarks
Clearly, the large as well as small RNAs pose many open questions that require close collaborations between the experimentalists and the modelers. With the growing number of genome databases, computational tools for RNA analysis, prediction, and design will be critically needed. As demonstrated in the workshop, many innovative approaches and productive collaborations already are in place. Thus, there is no reason not to expect that RNA science will catch up to protein endeavors in the near future.
In fact, since many functionally important RNAs are quite small, computational strategies should have a profound impact on RNA biology and chemistry, including the exciting applications to medicine and technology.
