Abstract. We prove unique continuation properties for functions u vanishing to infinite order at (0,0) and verifying the inequality | u + ∂ t u| ≤ V (x, t)|u| for some unbounded time-dependent potentials V .
Introduction
In [3] the first author proved the following unique continuation property for the adjoint Heat operator with time-dependent potentials:
Assume n ≥ 2 , 0 < T < +∞ and
for some r and s verifying n/2 < r ≤ ∞ , 1 ≤ s ≤ ∞ and n/2r + 1/s ≤ 1. Further, assume that u verifies | u + ∂ t u| ≤ V (x, t)|u|, and for some constant b > 0 and all k ∈ N, |u(x, t)| ≤ C k |x| + √ t k e b|x| 2 on R n × (0, T ). Then, u ≡ 0 in R n × (0, T ). When s = ∞ the same conclusion holds provided that
where ε depends on n and r. When n = 1 the same holds provided that 1 ≤ r ≤ ∞.
We refer the reader to [3] for a sort update on the history and references related to unique continuation properties for parabolic equations. The above results were obtained using the following Carleman inequality.
Theorem. Let n ≥ 2 , r > n/2 , 1 ≤ s ≤ ∞ and 1 ≤ p ≤p ≤ ∞ verify
Then, there are numbers 1 ≤ q ≤q ≤ ∞ verifying 1/q − 1/q = 1/s such that if α ∈ R and β = 2α − n/p − 2/q > 0 is not an integer, there is a constant N 0 The first author is supported by Basque Government grant P-I997/22 and the second author by Spanish Government grant 00127-98
Typeset by A M S-T E X depending on n , r , s and the distance from β to the set of non-negative integers, such that the inequality 
holds for all f ∈ C ∞ 0 (R n+1 \ {(0, 0)}) . Here, the integration with respect to t takes place in R + and the integration in x on R n . When n = 1, the same holds provided that 1 ≤ r , s ≤ ∞ and 1 ≤ p ≤p ≤ ∞ verify the above conditions.
In this work we extend these results to the end-point case r = n/2 when n > 2 and find that for n ≥ 1 there is a larger range of p's andp's for which the previous Carleman inequality holds, obtaining the following results. Theorem 1. Assume n > 2 and that the numbers p , q ,p andq verify 1/2 − 1/n ≤ 1/p ≤ 1/2 ≤ 1/p ≤ 1/2 + 1/n , 0 ≤ 1/q − 1/q ≤ 1 − n 2 (1/p − 1/p) , and 1 < q ≤q < ∞. Then, if 1/r = 1/p − 1/p , 1/s = 1/q − 1/q , α ∈ R and β = 2α − n/p − 2/q > 0 is not an integer, there is a constant N depending on p , q , r , s and the distance from β to the set of non-negative integers such that the previous Carleman inequality holds.
When n = 2 the same is true if the above conditions hold and (1/p, 1/p) = (1, 0) , and when n = 1 provided that 0 ≤ 1/p ≤ 1/2 ≤ 1/p ≤ 1.
From these one can obtain the following unique continuation property extending the results in [3] Theorem 2. Assume n > 2, 0 < T < +∞ and that u is a solution of the inequality
Then, there is ε > 0 depending on n such that if either
When n = 1 or 2 and if V verifies (ii) the same holds provided respectively that 1 ≤ r < ∞ or 1 < r < ∞.
From the inequality in theorem 1 when r = n/2 and Minkowski inequality it follows that
Using proper truncations it is simple to verify that this inequality holds when
and calculating the L 2 t -inner norm one gets that for ϕ as before and
where N depends on n > 2 and the distance from t − n/2 to N, which is the Carleman inequality proved by D. Jerison and C.E. Kenig [4] to prove the strong unique continuation property for solutions u to | u| ≤ |V (x)u| with V ∈ L n/2 loc (R n ). It is well known [13] that the last inequality for the Laplace operator fails when n = 2, hence the corresponding parabolic inequality also fails in the two-dimensional setting.
It can be easily verify that the results in [3] also hold under the weaker growth condition (1.2) at infinity. On the other hand, if u verifies u+∂ t u = 0 on R n ×(0, 1) and |u(x, t)| ≤ N e (1−δ)|x| 2 /4t , it is well known that u(x, 1) has a unique backwardcaloric extension which is analytic in the space-time variables over R n × (−δ, 1). Hence, if u vanishes to infinite order at the origin, u should be identically zero. Also, the function
, and for some a > 0 and t ∈ (0, 1)
Clearly, the Carleman inequality in theorem 1 does not reflect these facts and it is possible that there could be a version of (1.1) with 1/4 − ε, ε > 0 replacing 1/8. When considering a local solution u to u + ∂ t u = 0 in B 2 × (−2, 2) it is well known that for each fixed time t ∈ (−2, 2) the function u(., t) is analytic in B 2 but could fail to be analytic in the time variable. Also, well known examples (i.e.,
2 /4t for t < 0 and |x| < 2 ) show that if u vanishes rapidly at (0, 0) one could only expect to derive that u(., 0) ≡ 0. In this regard these Carleman inequalities imply the following results.
Theorem 3. Assume that u is continuous and verifies
Then, it follows that u(x, 0) ≡ 0 in B 2 provided that n > 2, n/2r + 1/s ≤ 1 and one of the following conditions hold
is sufficiently small and n/2 ≤ r ≤ ∞. When n = 1 or 2 the same holds provided respectively that always r ≥ 1 or r > 1.
In fact, the proof of theorem 3 shows that under the above conditions there are numbersq,p ≥ 1 and constants N, θ depending on n and the size of the corresponding norm of the potential V such that Now, if the potential V was for instance bounded on B 2 × (0, 2) (weaker conditions do work as well), the standard estimates for subsolutions of parabolic equations [6] would imply that for some new constant N (1.5)
|u(y, s)| dyds when x ∈ B 1 2 and 0 < t < 1/2 , and (1.4), (1.5) are easily seen to imply that the vanishing rate of u in the tdirection at points (x, 0) is in fact of exponential type. In particular, from (1.4), (1.5) it follows that
and 0 < t < 1/2 .
Recall that the Hermite functions h k on R [11, Chapter 1] are given by
The Hermite functions Φ α , α ∈ N n , on R n are defined by taking the product of the one-dimensional Hermite functions h α j
In the sequel we let P k denote the projection onto the kth eigenspace for the Hermite operator on R
It is shown in [3] that the Carleman inequalities in theorem 1 are equivalent by means of changes of variables to the following estimates for the Hermite semigroup. Theorem 4. Let n ≥ 1 and p ,p , q andq be as in theorem 1. Then, if β > 0 is not an integer, there is a constant N depending on n , p , q , r , s and the distance from β to the set of nonnegative integers such that the inequalities
Here, the integration with respect to t takes place in R and the integration in x on R n .
To obtain these inequalities we use estimates for fractional integrals when n/2 < r < ∞ and a smooth Littlewood-Paley decomposition in the time-variable when (1/p, 1/p) = (1/2 + 1/n, 1/2 − 1/n), and the following estimates for the inverse of ( − |x| 2 + 2β + 2iτ + n) m .
Theorem 5. Let m be a positive integer. Then, there is a constant N depending on n ,m and the distance from β to the set of non-negative integers such that the following inequalities hold for all
, n ≥ 2.
(ii)
, n > 2.
This is proved using the orthogonality of the Fourier-Hermite expansions, estimates for fractional integrals and Stein's interpolation theorem of analytic families of operators with an analytic family similar to the one used by S. Thangavelu in [12, Remark to Proposition 1], where the author gives a new proof of the following restriction theorem first proved by G. Karadzhov [5] and which will be very useful to us. Theorem 6. Assume n ≥ 2. Then, there is a constant N depending only on n such that for any
.
In section 2 we prove theorem 4 assuming the results in theorem 5, in section 3 we prove theorem 5 and in the last section show how to obtain the unique continuation properties from theorem 1.
Proof of theorem 4
In what follows assume β / ∈ N, β = l + µ for some l ∈ N and µ ∈ (0, 1), N denotes a constant as in theorem 4, and the notation A B means A ≤ N B.
If
Hence, using this inverse of − |x| 2 + ∂ t + (2β + n), to prove theorem 4 suffices to show that for any
In [3] it is shown that this inequality holds when (1/p, 1/p) = (1/2, 1/2) , 0 ≤ 1/q ≤ 1/q ≤ 1 and n ≥ 1, and for n = 1 and
). We will show that for 0 < 1/q ≤ 1/q < 1 the above inequality holds in the following cases
2n ), 0 < 1/q = 1/q < 1 and n > 2. and the other cases of (2.1) follow from these estimates and the complex method of interpolation [2] .
For
and in particular
where for g ∈ C ∞ 0 (R n ) the operator K is given as
for |τ | ≥ 2 and ε > 0, we have
and from this to formulae choosing ε = 1/|t|, (i) in theorem 5 and Minkowski inequality it follows that
when n ≥ 2. The dual inequality to (i) in theorem 5 and the same argument give
and from (2.2), (2.3), (2.4), Minkowski and Hausdorff-Young inequalities and fractional integration [10] one obtains the first claim in (a). The bounds (b) and (c) are proved with a similar argument but using the inequalities (ii) and (iii) together with their dual inequalities in theorem 5. Using a similar argument, (2.2) and (iv) in theorem 5 give that S β is as a convolution vector-valued singular integral where the operator K(t) verifies
when t ∈ R, and proving (d) with q = 2, (2.5) and standard arguments [7, Theorem 1.3] would imply that (d) holds for all q verifying 1 < q < ∞. Thus, we are left with proving that for n > 2
for all τ ∈ R and 1 < r , p < ∞, there is a constant C depending on r and p such that for all
Proof of lemma 1. The first inequality is well known to hold when 1 < r = p < ∞. The cases 1 < r ≤ p < ∞ follow from the end-point case r = p and viewing it as a vector-valued singular integral operator verifying the Hörmander condition. The dual inequality to (2.7) is
again it holds when r = p and the cases 1 < r ≤ p < ∞ follow viewing it as a vector-valued singular integral operator with a kernel verifying the Hörmander condition. Finally, (2.8) follows from Plancherel identity, duality and (2.7).
and S j denote the operator defined in lemma 1 for j ∈ Z. Then, if n > 2 there is a constant N depending on n and the distance from β to the set of non-negative integers such that the inequality
holds for all j ∈ Z and f ∈ C ∞ 0 (R n+1 ).
Proof of lemma 2. Assuming (iv) in theorem 5 we have
where the operator K j (t) is defined for g ∈ C ∞ 0 (R n ) and t ∈ R as
Then, from the above formulae for K j (t), the bounds and support properties of ϕ and (iv) in theorem 5 we get
when j ∈ Z and t ∈ R, and the Hausdorff Young inequality and the last estimate imply lemma 2.
Next, to derive (2.6) from the lemmas let φ ∈ C ∞ 0 (R) verify φ(τ ) = 1 when 1 ≤ |τ | ≤ 2, supp(φ) ⊂ {1/2 ≤ |τ | ≤ 4}, and for
. Then, from lemmas 1 and 2, the identities S j S β f = S j S βSj f , Minkowski inequality and using that 2n n+2 < 2 < 2n n−2 , we obtain
proving (2.6).
Proof of theorem 5
We start proving (iv). When m ≥ 2, +∞ k=0
1−m and this case follows from theorem 6 and the triangle inequality. When m = 1 write
Denotingĝ the Fourier transform of
R n e −ix·ξ g(x) dx, we recall the following properties of the Hermite functions [11,Chapter 1]: for j = 1, . . . , n and α ∈ N
From (3.1) it is simple to derive that the Fourier-Hermite expansions are orthogonal under the bilinear from
and if {c α } and {ĉ α } denote respectively the Fourier-Hermite coefficients of g and g, from Plancherel's identity and (3.2), |c α | = |ĉ α | for all α ∈ N n . For j = 1, . . . , n set Γ j = { ξ ∈ R n / max 1≤i≤n |ξ i | ≤ |ξ j | } and g j (ξ) = ξ
, and using that k |iτ + β − k| when k ≥ 2l + 1 we obtain
, and from Sobolev inequality and its dual inequality [10] II τ β g
To bound the operator I τ β recall that setting Φ k (x, y) = |α|=k Φ α (x)Φ α (y), the kernel associated to the restriction operator P k , the following generating identity holds [11] 
Defining for z ∈ C and k ≥ 0 the operators P z k g(x) = R n Φ z k (x, y)g(y) dy , where the kernels Φ z k (x, y) are generated by the formula (3.4) for |ξ| < 1 , ξ ∈ C , and ξ z = e z log ξ , −π < arg ξ < π. Consider for each τ ∈ R the analytic family of operators
Γ(k+1)Γ(t+1) are the binomial numbers, together with (3.3), (3.4) give that for k ≥ 0 and z ∈ C (3.5)
Well known bounds for the binomial numbers and the orthogonality of Hermite functions show that {T z τ β } is an admissible family of operators. Since T 2 τ β = I τ β the bound for I τ β follows from Stein's interpolation theorem of analytic families of operators [8] and the following lemma.
Lemma 3.
(i) There is N > 0 depending on n and the distance from β to the set of nonnegative integers such that for σ, τ ∈ R and g ∈ C
(ii) Assume 0 < α < 2/3, then there is N > 0 depending on n, α and the distance from β to the set of non-negative integers such that for σ, τ ∈ R and g ∈ C
Proof of lemma 3. From Cauchy's formula and (3.4) the kernel Φ
is the residue at ξ = 0 of π when |ξ| < 1 , ξ ∈ C , and if 0 < ε < 1 and Θ ε denotes the counterclockwise-oriented path in the complex
the first term is an operator with a kernel given by the representation formula
Moreover, the following estimates hold:
|iτ +µ| |(iτ +k+µ)(iτ −k+µ)|
1.
Then, (ii) in lemma 3 follows from (3.6), (3.7), (3.8), fractional integration [10] and the following lemma.
Lemma 4. Let 0 < α < 2/3 and f be analytic in C except possibly at ξ = 0 verifying |f (ξ)| ≤ 1 , |f (ξ)| ≤ |1 − ξ 2 | −1 when |ξ| = 1. Then, there is a constant C depending on α such that the inequality
holds for all x , y ∈ R n , k ≥ 0 and σ ∈ R.
We postpone the proof of lemma 4 and proceed with (i) in lemma 3. From (3.5), the operator T 2σi τ β equals
and to obtain (i) in lemma 3 suffices to show that
|σ| .
Being the other cases similar and in order to simplify the notation and the proof, we shall assume that l ∈ N is an even number, say l = 2m, β = 2m + µ, m ≥ 1, and only show that
We use the following facts (a) |A
−iσ
k | e N |σ| for all k ≥ 0 and σ ∈ R.
(a) and (b) follow from Stirling's formula [1] and the identity log (1 + z) = z+O(z 2 ). (c) follows from standard methods. Now, when j ≥ m 2m−1
and from (a) and (b) the above sum is equal to
and comparing the above sum with the corresponding oscillatory integral in (c) with λ = 2(j − m) + 1 − µ we get (3.6) when j ≥ m. When j < m, writing
and since
and this sum can be handled as we did when j ≥ m, using (c) with λ = 1 − µ.
Controlling the first term in (3.10) reduces to bound
and from the formula
k ξ 2k when |ξ| < 1, and the residue's theorem
, the integral is independent of ε and choosing ε =
and the second term is also bounded in absolute value by e N |σ| , proving (3.9).
Proof of lemma 4. A calculation shows that
and since f is bounded near |ξ| = 1, writing
dθ and this is bounded by C k ε 1−α/2 |x − y| −2 . Thus, when x = ±y
and parameterizing the right side of |ξ| = 1 with ξ = e 2iθ and the left side with ξ = −e 2iθ , |θ| ≤ π 4 , the absolute value of the above integral is bounded by |p.v.
where |ψ j (θ)| e C|σ| |θ| −1−α/2 , |ψ j (θ)| e C|σ| |θ| −2−α/2 for j = 1, 2 ,|θ| ≤ π/4, and
Hence, it suffices to show that if φ(θ) = s tan θ − r cot θ − 2(k + 1)θ and ψ verifies |ψ(θ)| ≤ |θ|
, there is a constant C > 0 such that (3.11) |p.v. 
and (iii) follows in the same way. To obtain (ii), for 0 < 1/p < 1/2 and m ≥ 1 consider the analytic family of operators
2p−4 z , ξ z = e z log ξ and −π/2 < arg ξ < 3π/2. We
(iτ +β−k) m P k and from theorem 6, the orthogonality of Hermite expansions and the triangle inequality
and (ii) follows from these estimates and Stein's interpolation theorem of analytic families of operators.
Proof of theorems 2 and 3
We begin proving the first case in theorem 2. We know there is a constant N such that if the distance from 2α−n/2 to N equals 1/2 and f ∈ C
For ε > 0 and R > 1 let ϕ ε ∈ C ∞ 0 (R) , ϕ R ∈ C ∞ 0 (R n ) verify ϕ ε (t) = 0 for t ≤ ε or t ≥ 3T /4 , ϕ ε (t) = 1 for 2ε ≤ t ≤ T /2 , ϕ R (x) = 0 for |x| ≥ 2R and ϕ R (x) = 1 when |x| ≤ R. Applying the above inequality to f = uϕ ε ϕ R one gets
, from Hölder's inequality it follows that
On the other hand, IV (ε, R) t
, and from the identities
2 /4t , partial integration and the condition |u(x, t)| e
(1−δ)|x| 2 /8t , it follows that for fixed ε > 0 III(ε, R) and IV (ε, R) tend to zero as R → +∞, obtaining
Then, letting ε tend to zero and using the vanishing condition (1.2) it follows that
implying that u ≡ 0 on R n × (0, T /4) as α → +∞. For the second case, if n/2 ≤ r < ∞, chooser,p andq verifying 
is finite it is possible to write sup t≥0 t and if T is sufficiently small these two terms can as before be hidden on the left hand side of the inequality, proving the result. Being the other cases similar, we only prove theorem 3 when s < ∞. We choose numbers 0 < 1/p ≤ 1/2 ≤ 1/p < 1, 0 < 1/q ≤ 1/2 ≤ 1/q < 1 verifying 1/p − 1/p = 1/r , 1/q − 1/q = 1/s and δ > 0 such that (1.1) holds with α = k + δ + n/2p and with a constant N independent of k ∈ N. Since the norms of V which we are considering are invariant under parabolic scaling we may assume that 
From Stirling's formula [1] there is C > 0 such that t −α e −1/8t ≤ C k k! when t > 0 and from (4.2), (4.3) and Hölder's inequality we obtain After letting ε tend to zero and using (1.3) we get that for k ∈ N From this inequality and using that θ/t ≥ |x| 2 /8t − |x − y| 2 /8t when t > 0 , x ∈ B 1 and |y| ≤ 4θ one gets when |y| ≤ 4θ, and these two facts clearly imply that u(x, 0) = 0 when |x| ≤ 4θ, proving the result.
