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Abstract: The aim of this work is to design tracking algorithm which will be able to track brain 
axonal bundles in diffusion weighted MRI data. Estimation of anisotropic diffusion profile inside 
voxels was performed by diffusion tensor imaging model (DTI). Tracing is based on the 4
th
 order 
Runge-Kutta method. Algorithm is implemented in the MATLAB computing environment and is 
tested on real data biological phantom. 
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1. INTRODUCTION 
Magnetic resonance imaging method (MRI) sensitized for diffusion motion is called diffusion-
weighted MRI (DW-MRI). We can achieve information about histological architecture of the brain 
tissue in vivo by this approach. On the base of the DW-MRI, we are able to not only distinguish 
grey and white matter, but even the white matter structure. White matter consists of the axon bun-
dles which functionally connect specific parts of the brain [1]. The aim of tractography is to create 
a map of these connections throughout the brain. This knowledge can be useful during brain surgi-
cal interventions, for evaluating tumorous tissue etc. [2]. 
2. METHODS 
2.1. DIFFUSION TENSOR IMAGING (DTI) 
Estimation of the direction of the diffusion motion within voxel is the objective of the tensor mod-
el. Fiber propagation is related to diffusion direction because molecule diffusive motion follows the 
fiber. Diffusion in white matter is anisotropic, while gray matter disposes with isotropic diffusion 
profile. Anisotropic diffusion is characterized by ellipsoid in DTI, Figure 1. Orientation and size of 
the ellipsoid are fully described by diffusion tensor which is related to the ellipsoid as shows equa-
tion (1) where eigenvaules λ1, λ2 and λ3 characterize the lengths of major semi-axes and eigenvec-
tors v1, v2 and v3 their orientation in space [1]. Vector belonging to the longest axis λ1 (the 1
st
 eigen-
vector v1) can be seen as the prevailing direction of diffusion as far as the direction of fiber propa-
gation. 
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Fractional anisotropy (FA) is the coefficient related to the shape of the diffusion ellipsoid. FA re-
flects whether the ellipsoid is anisotropic or not. Higher FA value means that diffusion is more ani-
sotropic, FA=0 means isotropic diffusion. We can get FA coefficient by following equation (2) [1]. 
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Figure 1: Diffusion ellipsoid [1] 
2.2. RUNGE-KUTTA METHOD 
Diffusion tensor model provides the map of the 1
st
 eigenvectors, it means that there is information 
about the direction of diffusion for every voxel. We can understand this map as the vector field or 
visualization of unknown differential equation whose solution can be estimated e.g. with the 
Runge-Kutta method [3]. We used 4
th
 order of this method (usage of 4 auxiliary points), which 
provides small computation error but acceptable computation time increase. 
To describe 4
th
 order Runge-Kutta method (Figure 2), vectors vi  and vi+1 represent the vectors in 
starting and auxiliary points, Δk is a step size. To reach the pi+1 point, we follow the equation (3). 
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Figure 2: 4th order Runge-Kutta algorithm [3] 
2.3. DATA ACQUISITION AND PARAMETER SETTINGS 
The algorithm was tested on biological phantom [4]. Golden standard of the phantom is shown in 
Figure 3(a). Diffusion data were acquired with these parameters: size of the voxel is 3x3x3 mm, b-
value equals to 2000 s/mm
2
. Data were acquired from 130 gradient directions with gradient-echo 
scanning sequence. Step size Δk for Runge-Kutta method is the constant, set to 1mm. Trilinear in-
terpolation was used for vector value computation in positions out of the gridded data. It was nec-
essary to define terminating criteria (FA, angle deviation and step size). We fixed the threshold for 
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FA value to 0.1, maximum angle deviation was set to 45°. Tracing was also stopped when the size 
of the vector between last and previous point was smaller than 10
-4
. 
3. RESULTS 
In the Figure 3(b) is the best achieved trajectory. As you can see, the trajectory deviates from the 
main direction. This is expected situation rising from the fact that DTI model is not capable to es-
timate more than one direction of fiber propagation inside one voxel. In this task, algorithm deals 
well with crossing fibers in the bottom part of trajectory. On the other hand, Figure 3(c) shows un-
successful tracking. 
 
 
Figure 3: a) Golden standard [4], b) and c) results of tracking 
4. CONCLUSION 
Designed algorithm is able to track simple straight fiber with no crossing parts. However, it gives 
disappointing results for tracts specified by seed point situated near the border of the fiber, Figure 
3(c). Algorithm suffers from too early termination. Solution is in process, we assume problem 
would be solved by special form of interpolation. FA value is high within the fibers, whether in the 
voxels outside of bundles isotropic diffusion occurs. According to this fact, data would be included 
to the interpolation algorithm with different weights depending on the value of FA in the voxel. 
Weighting would be based on FA value with dependency on some sigmoid function. This approach 
should cause the algorithm more stable in the direction of fiber propagation. However, computa-
tional issue appears with using weighted interpolation for tracking large brain data. Tracking of the 
fiber shown in Figure 3(b) with use of trilinear interpolation is easy to compute and takes few sec-
onds. Current version of weighted interpolation prolongs computation time approximately 10 
times. 
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