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Single-phase convective heat transfer enhancement is important in a variety of 
residential and industrial end-use energy applications. Convective heat transfer 
enhancement can be achieved by passive (no external energy input) or active (requiring 
external energy input) means. Use of heat-transfer enhancement techniques often 
introduces complexity into the physics of the flow and temperature fields. This additional 
complexity can require the introduction of advanced, non-intrusive diagnostics for 
acquisition of detailed experimental velocity and temperature data. In this thesis, an 
experimental investigation of active heat transfer enhancement through periodic, forced 
flow oscillations is undertaken. The focus is on measurement of the time-resolved 
temperature field using both non-intrusive (CARS) and conventional (cold-wire) 
techniques. 
A dual-broadband, pure-rotational coherent anti-Stokes Raman scattering (CARS) 
apparatus is developed for the acquisition of non-intrusive temperature measurements in 
both steady and oscillating thermal boundary layers. To our knowledge, this is the first 
application of CARS to the study of convective heat transfer. Low-temperature 
convection measurements push the CARS technique to the limits of its precision, but the 
method is desirable due to its ability to provide non-intrusive, spatially resolved 
temperature data with rapid frequency response. CARS temperature measurements from a 
tripped steady flow and a laminar, oscillating boundary layer flow are presented. The 
CARS apparatus developed for these studies provides a precision of ±4K, which is a 
significant improvement over the precision obtained in typical CARS combustion 
applications. Temperature data are acquired within 50 pm of the heat transfer surface 
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allowing for non-intrusive estimates of the convective heat flux with a precision of ± 15 -
20%. 
A conventional, cold-wire technique is used to provide a more detailed description of 
the time-resolved structure of a thermal boundary layer in the oscillating flow. The cold-
wire technique provides for increased data acquisition rates relative to CARS, at the 
expense of an ambiguous, systematic error associated with the intrusive nature of the 
probe. The cold-wire technique is used to investigate oscillating boundary layer flows 
with differing degrees of periodic flow reversal. Local, time-averaged Nusselt number 
results for the oscillating flow are a factor of two higher than accepted values for a 
laminar, developing channel flow. Periodic flow reversal did not provide a heat transfer 
advantage relative to non-reversed oscillating flows. 
vi 
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NOMENCLATURE+ 
Roman Symbols 
a sound speed [m/s] 
bJJ' Placzek-Teller coefficient defined in chapter 2 [-] 
Be molecular rotational constant [cm- I ] 
c speed of light in a vacuum (3x108 m/s) 
Cf local skin-friction coefficient (2 Tj pU2) [-] 
cp constant-pressure specific heat [J/kg-K] 
dw diameter of cold-wire sensor [m] 
dh hydraulic diameter [m] 
ek unit vector in the k-direction [-] 
E electric field [Vim] or voltage [V] 
Ec Eckert number (Ec = U ~ / c pllT) 
f frequency of applied periodic forcing [S-I] 
g[ nuclear spin degeneracy [-] 
Gz Graetz number (Gz=RexPr!{xlH]) [-] 
h Planck's constant (6.63xIO-34 J-s) or heat transfer coefficient [W/m2-K] 
Ii hi 2tr [J-s] 
H channel half-height, transverse length scale [m] 
I Intensity [W 1m2] 
J rotational quantum number [-] 
k Boltzmann's constant (1.38xlO-23 JIK) 
I length of CARS probe volume or length of hot/cold wire sensor [m] 
L plate length, streamwise length scale [m] 
N total number density [m-3] 
NJ number density of rotational level J[m-3] (note: J' = J + 2) 
Nux local Nusselt number ( Nux = q:Vx / ldlT) [-] 
Pr Prandtl number (pCp K) [-] 
P Pressure [Pa] 
q; local wall heat flux [W/m2] 
Red Reynolds number based on bulk mean velocity and hydraulic dia. 
(Rex =Umd/v) 
Rex Reynolds number based on x and mean free-stream speed (Rex = Ux/v) 
St local Stanton number (St=NuxIRexPr) [-] 
t time [s] 
T temperature [K] 
U velocity [m/s] 










friction velocity (~ T ... / P ) [mlS] 
streamwise velocity component [mls] 
vibrational quantum number [-] or vertical velocity component [mls] 
spanwise velocity component 
spectrometer slit function [cm-I] 
Womersley number based on transverse length (Wo = H .Jtil/v) 
streamwise distance from the leading edge [m] 
coordinate normal to the heat transfer surface [m] 
Greek Symbols 
a thermal diffusivity [m2/s] 
J.i dynamic viscosity [N-s/m2] 
X third-order susceptibility [m2N 2] 
5s Stokes boundary-layer thickness (5s = ~v/til) [m] 
flu Umax-Umin [mls] 
Go dielectric permittivity [S.S5x 10-12 C2/N_m2] 
Yo anisotropy of the mean polarizability tensor [m3] 
K thermal conductivity [W/m-K] 
v kinematic viscosity [m2/s] 
A wavelength [nm] 















rms or standard deviation [K] 
wall shear stress [N/m2] 
time constant [s] 
wave-number frequency ((i)::::lIA) [cm-I] or circular flow forcing freq. [S-I] 
radian frequency of applied periodic forcing [S-I] 
dynamic viscosity [N-s/m2] 
mode spacing of the broadband dye laser [cm-I] 
linewidth [cm-I or S-I] 
pump beam #1 
pump beam #2 
anti-Stokes or CARS signal 
Stokes beam 
indicates maximum phase-averaged quantity in the free-stream 
indicates minimum phase-averaged quantity in the free-stream 
quantity evaluated at the "wall" or heat transfer surface 





Convective heat transfer enhancement is important in a vast array of residential and 
industrial end-use energy applications. Recently, there has been a considerable research 
effort in the area of convective heat transfer enhancement [1] [2], with both "active" 
(involving external energy input to modify the boundary layer flow) and ''passive'' (no 
external energy input) techniques receiving attention. Examples of active heat transfer 
enhancement methods include electrohydrodynamic flow modification [3] and induced 
oscillating, or pulsed, flow [4]. Promising passive enhancement methods include surface 
modification for generation of vortices [5] and interrupted surfaces [6]. 
The use of heat transfer enhancements often introduces added complexity into the 
convection process, and obtaining a complete understanding of the physics can require 
detailed experimental data. The development and application of modem, non-intrusive 
diagnostics for the measurement of boundary layer temperature and velocity profiles is of 
considerable importance for the detailed study of heat transfer enhancement mechanisms. 
Optical velocity diagnostics such as LDV and PN are now commercially available and 
have been developed for application in a wide variety of flows. However, optical 
temperature diagnostics are not as well developed. In heat transfer studies, diagnostics 
such as schlieren, shadowgraph photography, and interferometry have been the most 
commonly used non-invasive temperature diagnostics [7]. These methods yield line-of-
sight averaged temperature infonnation and can be ineffective in complex, 3-D flows. 
Furthennore, the schlieren and shadowgraph methods only permit qualitative temperature 
visualization [7]. More recently, there has been a move toward laser-based diagnostics for 
temperature measurements in nonreacting, "moderate-temperature" (less than about 500 
K) flows. Planar laser-induced fluorescence (PLIF) has received attention as a 
convective-heat-transfer diagnostic [8] [9] because of its ability to yield planar data 
without path-averaging. The disadvantages of PLIF include the required seeding of the 
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flow and incoherent signal generation, which allows for only a fraction of the total 
fluorescence signal to be collected. 
In this thesis, an experimental investigation of the physics of heat transfer in 
oscillating flows is undertaken. From this investigation, we hope to obtain a better 
understanding of the potential impact of forced flow oscillation as an active heat-transfer 
enhancement technique. As part of this investigation, a pure-rotational coherent anti-
Stokes Raman scattering (CARS) instrument has been developed for non-intrusive, 
spatially resolved measurement of time-resolved thermal boundary layer structure. This 
study is, to our knowledge, the first application of the CARS technique to the study of 
convective heat transfer. A more conventional constant-current anemometry, or "cold-
wire" technique is also used for the acquisition of a large sample of time-resolved 
temperature data. An oscillating, developing, laminar channel flow with a non-zero time-
mean mass flux is studied. The developing channel flow is a canonical problem for gas-
side heat transfer in many compact and plate heat exchangers which operate in the 
laminar regime. This experimental program provides new data on the thermal boundary-
layer structure of heated, oscillating flows that are sorely lacking in the literature. 
Detailed time-resolved data are needed if pulsed-flow heat transfer enhancement methods 
are to be properly applied and eventually accepted in application. 
The remainder of this chapter is divided into 4 sections. In section 1.2, the reader is 
familiarized with the surprisingly large parameter space, and some of the unique 
properties, of oscillating boundary layer flows. A review of the relevant heat transfer 
literature for oscillating flow is presented in section 1.3, followed by a discussion of the 
previous work in pure-rotational CARS in section 1.4. The chapter concludes with a 
discussion of the new contributions of this thesis work to the fields of unsteady heat 
transfer and non-intrusive measurement diagnostics for heat-transfer studies. 
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1.2 Dynamics of Oscillating Boundary Layen 
The purpose of this section is to discuss the hydrodynamics of oscillating boundary 
layers, familiarizing the reader with phenomena that distinguish oscillating boundary 
layers from steady flows and introducing the relevant literature. The section begins with a 
presentation of the relevant dimensionless groups arising as a result of imposed 
oscillations, followed by a discussion of several distinguishing characteristics of 
oscillating boundary layer flows including the effects of phase shift (Stokes boundary 
layers), Reynolds stresses in acoustically resonant flows (acoustic streaming), and 
boundary layer flow reversal in the absence of "separation". 
1.2.1 Dimensional Analysis 
The parameter space associated with oscillating flows is surprisingly large, and the 
literature provides no general consensus on the proper scaling variables. AE. a result, 
generalized normalization of the governing equations is non-trivial. An attempt is made 
here to present a set of relevant dimensionless variables by applying a Buckingham n 
analysis to the problem of determining the local wall heat flux in an oscillating, 
developing channel flow with a non-zero net mass flux. The local wall heat flux can be 
written as an arbitrary function of the following variables. 
q; = f(U, au, p,j.l,a,x,L,H,Q),aT,K,c p,t) (1-1) 
Eq. 1-1 indicates that there are 14 relevant dimensional variables, a number which can be 
reduced to 10 by noting that there are 4 primary dimensions in the problem, mass (M), 
length (L), time (T), and temperature (0). By choosing x, U,JJ, and cp as the scaling 
variables, we arrive at the following dimensionless fonnulation after fonning product 
pairs from some of the resulting n groups 
Nux = g(au/U ,au/OJL,Wo,OJt,Rex,Pr,Ec,Gz,M) . (1-2) 
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Equation 1-2 shows that the addition of oscillations results in a significant increase in the 
complexity of the problem. There are three parameters, !lulU, flu/OJL, and Wo, which 
arise in conjunction with the added time dependence, along with the well-known steady 
flow parameters, Nux, Rex, Pr, Ec, and Gz. The sound speed, a, is included in the 
fonnulation because infonnation is needed regarding the speed of travel of the unsteady 
pressure fluctuation. Inclusion of the sound speed leads to the appearance of the 
important parameter AulOJL and the Mach number, M, which is unimportant for our low-
speed application, as is the Eckert number, Ec. The three additional dimensionless groups 
arising as a consequence of flow pulsation are important in describing several 
distinguishing oscillating flow phenomena including: Stokes boundary layers, steady or 
"acoustic" streaming, and boundary-layer flow reversal in the absence of "separation", all 
of which are discussed next. 
1.2.2 Stokes Boundarv Layers (Effect of Wo) 
Viscous flows with externally applied velocity oscillations possess both the usual 
hydrodynamic boundary layer and a so-called Stokes boundary layer, to which the effects 
of unsteady viscous shear are confined. The thickness of the Stokes layer is characterized 
by the distance 
(1-3) 
where v is the kinematic viscosity and OJ is the circular frequency of the fundamental 
pressure/velocity fluctuations. From Eq. 1-3, we can see that the Womersley number, 
Wo=H {{i _ H , 
'1-; 8s (1-4) 
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provides a comparison of the Stokes layer thickness to a channel height, pipe diameter, or 
other relevant transverse length scale (H). 
The structure of the Stokes layer is illustrated by considering the simple model 
problem of fully developed, channel flow in the presence of both time-mean and time-
periodic contributions to the pressure gradient, as described by Currie [10], and presented 
in Appendix A. Calculated channel velocity profiles at several different phase angles of 
the time-hannonic pressure gradient, for low, moderate, and high Wo are given in Fig. I-
I. The profiles were calculated using a centerline velocity oscillation amplitude that was 
five times the mean centerline velocity, in order to show the effects of strong periodic 
flow reversal in the presence of a non-zero time-mean mass flux. At low Wo, shown in 
Fig. I-l(a), 8s»H and unsteady viscous effects span the entire channel. The profiles 
behave as a quasi-steady Poiseuille flow which oscillates in phase with the pressure 
gradient. 
The solution for moderate Wo is shown in Fig. I-I(b). At moderate Wo, 8s~H and the 
thick but finite Stokes layer is characterized by a velocity extremum that occurs near the 
wall. This near-wall maximum in the magnitude of the velocity is in contrast to steady 
channel flows and boundary layers, where the maximum occurs at the centerline or in the 
free stream. Outside the Stokes layer, the unsteady part of the velocity is essentially a 
slug flow which is superposed with the steady Poiseuille contribution. The near-wall 
velocity fluctuation at moderate Wo begins to phase lead the core velocity and the 
response of the velocity begins to lag the pressure gradient everywhere. 
The solution for large Wo is shown in Figs. I-I(c,d). At high Wo, 0s<<H so that the 
Stokes layer is confined to a thin region. In the high Womersley number limit (Wo > 10), 
the phase relationships between the unsteady pressure gradient and the velocity have 
reached their limiting values. The centerline and near-wall velocities lag dP/dx by 90° and 
45°, respectively, and the wall shear stress lags the pressure gradient by 45°. 
From an engineering standpoint, the most significant property of Stokes boundary 
layers is the increased mean shear. The higher magnitudes of the near-wall velocity may 
also lead to increased convective heat transfer. In contrast to steady flows, the velocity 
maxima do not necessarily occur in the at the centerline or in the free stream but may 
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occur closer to the wall. This near-wall overshoot is termed ''Richardson's Annular 
effect" after E.G. Richardson [11], who published the first experimental observations of 
this phenomenon. The annular effect was predicted analytically in external flows as early 
as 1851 by Stokes [12] and predicted for pipe flows by Sexl [13], Uchida [14], and 
Womersley [15]. Stokes boundary layers have since been experimentally confirmed in a 
wide variety of oscillating flows including acoustically resonant (streaming) flows [16], 
laminar pipe flows [17], [18] forced turbulent duct flows [19], and external laminar 
boundary layers [20]. 
1.2.3 Steady Streaming (Effect of Aul mL) 
Steady or "acoustic" streaming flows are highly nonlinear phenomena in which the 
oscillating part of the velocity field gives rise to an additional steady flow component. 
The production of this additional steady flow can be traced to the nonlinear, convective 
acceleration terms in the Navier-Stokes equations which give rise to Reynolds stresses 
when an averaging is performed over a complete cycle of the applied forcing. The 
Reynolds stress terms represent a time-mean transport of momentum resulting from the 
time-fluctuating flow component, and are typically associated with turbulent flows; 
however, they can also be important in oscillating laminar flows. 
In terms of the dimensional analysis presented in Eqs. 1-1 and 1-2, the conditions 
under which streaming effects are significant can be related to the parameter Aul mL by 
considering the relative magnitudes of the Eulerian and convective acceleration terms as 
they relate to the oscillating velocity field. If Au represents the magnitude of velocity 
changes, 0)-1 is a suitable time scale, and the streamwise length scale is L then, 
{u.v)u {~u)2 / L Au 
~....<...-- =-
au/ at (j)~U mL (1-5) 
The grouping Aul mL dictates the strength of the streaming flow field, which can 
dominate the physics if the time-mean flow is weak. 
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Acoustic streaming flows were first predicted by Rayleigh [21] under conditions of 
resonant pressure fluctuations in a closed tube. Attention to external streaming flows of 
small flu/ (J)L over curved bodies is provided in the analytical treatments of Lighthill [22], 
[23], Riley [24], Stuart [25], and Richardson [26] with experimental confirmation of the 
predicted streaming vortices given by Tatsuno [27] and Schlichting [28]. An example of 
the structure ofa 2-D steady streaming flow over a cylinder is presented in Fig. 1-2(a). 
Wall-bounded streaming flows with large flu/OJL, have been treated by Jackson and 
Purdy [16], [29] who provide experimental and analytical investigations of streaming 
flow in pipes and channels with a small net imposed mass flux and resonant sound fields 
of extremely high intensity. With large flu/OJL and flu/U, the steady streaming and 
oscillatory flows induced by the standing sound fields dominate the flow and heat transfer 
behavior. Purdy et al. [16] analytically solved the flow problem for the 2-D channel 
geometry and found the time-mean flow to be strongly distorted by near-wall vortex 
structures as shown in Fig. 1-2(b). The existence of these near-wall streaming vortices 
was confirmed by smoke injection visualization in a pipe flow [16]. 
1.2.4 Flow Reversal Versus "Separation" (Effect of flu/[J) 
The usual definition of separation applied in steady flows gives the "separation" point 
(line) as the location where the wall shear vanishes, and the near-wall flow begins to 
reverse. This zero-shear point has little significance of its own, but is of practical utility in 
steady flows because it is intimately linked to the formation of wakes and separation 
"bubbles", which are of engineering importance. Oscillating boundary layer flows can 
experience "partial" (confined to a layer near the wall, flu/Umax <1) or "complete" 
(throughout the boundary layer and free-stream, flu/Umax>l) flow reversal, without 
distorting the flow in the potential core. Therefore, a zero-wan-shear condition in an 
oscillating boundary layer is of limited significance. 
Defining separation in an oscillating boundary layer is a complex task which requires 
researchers to link flow features of engineering relevance, such as wake formation, to 
events within the boundary layer. McCroskey [30] and Gad-el-Hak and Bushnell [31] 
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indicate that such a definition is controversial, with some debate over whether it is even 
warranted. In their 1991 review article, Gad-el-Hak and Bushnell [31] present a rigorous 
separation criterion for oscillating boundary layer flows due to Sears [32]. Sears states 
that the flow in the potential core will cease to confonn to the shape of a solid body if 
both the shear stress and the velocity, relative to an observer moving with the separation 
point (line), simultaneously vanish at some location in the boundary layer. The Sears [32] 
criterion was later verified on a case-by-case basis in several theoretical studies [31]. 
While the Sears criterion is important, it is not very practical because the velocity of the 
unsteady separation point (line) is not known a priori - a fact that has forced researchers 
to rely on more qualitative descriptions of unsteady separation. 
One simple but promising working definition has been proposed by Despard and 
Miller [20], who define the separation point (line) in an oscillating boundary layer as the 
furthest upstream location at which there is zero wall shear stress or a reversed flow 
throughout the cycle of oscillation. Despard and Miller [20] arrived at this definition 
based on their hot-wire measurements of boundary-layer velocity profiles in an 
oscillating flow over an airfoil-shaped body in a wind-tunnel. They found that the onset 
of wake fonnation was observed within half a boundary layer thickness of the separation 
point as they defined it. The Despard and Miller definition has been tested numerically 
[31] and was verified under certain but not all flow conditions. 
Some controversy still exists over a useful working definition of separation In 
oscillating boundary layer flows. Such a definition must relate events in the boundary 
layer to events in the outer flow, such as wake fonnation and/or separation bubbles. To 
date, there is no universal practical definition and "separation" often remains an intuitive 
concept in unsteady boundary layers. The interested reader is referred to the review 
articles by McCroskey [30] and Gad-el-Hak [31] and the references therein. 
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1.3 Heat Transfer in Oscillating Flows 
1.3.1 Background 
While much about the dynamics of oscillating boundary-layer flows is known, the 
heat transfer impact of these flows is not as well understood. The literature provides 
conflicting reports of the heat transfer impact of flow oscillation with some researchers 
reporting heat transfer enhancements [4], [33], [34], [35], [36] and others citing no 
impact, or even a decrease in heat-transfer [37], [38], [39], [40], [29]. The majority of 
experiments have focused on measurement of the time-mean heat transfer coefficient and 
on providing empirical correlations for a specific geometry and flow condition. The 
physics of the unsteady convection process have been largely neglected. If the confusion 
that exists regarding the heat transfer impact of oscillating flow is to be overcome, a 
fundamental understanding of the physics of the unsteady convection process must be 
obtained. Such a detailed understanding requires knowledge of the time-resolved flow, 
heat transfer and temperature behavior over a broad range of the parameter space 
suggested in Eq. 1-2. 
Although numerical and analytical results are powerful tools for obtaining 
infonnation over a wide range of the parameter space, they are subject to idealization and 
must be compared to experimental data. Despite the lack of studies aimed at 
understanding this unsteady convection process, the literature does suggest three potential 
heat transfer enhancement mechanisms associated with flow oscillation. Unfortunately, 
the impact of these mechanisms is not fully understood. The mechanisms cited here are 
(1) periodic flow reversal, (2) oscillation-generated turbulence, and (3) steady, or 
"acoustic", streaming. In this section, the relevant heat transfer literature is reviewed 
according to its relation to the three potential enhancement mechanisms cited above. 
1.3.2 Increased Heat Transfer at Times of Flow Reversal 
Heat transfer enhancement in oscillating, reversing flows has been reported [4], [33], 
[41], [42], while little effect or a heat transfer decrease has been observed in several 
studies in the absence of flow reversal [39], [40], [43]. In an early study by Bayley et al. 
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[34], the local, time-mean heat transfer coefficient was measured for oscillating flow over 
a flat plate. The heat transfer coefficient data, obtained for forcing frequencies between 
10 and 100 Hz, showed no dependence on frequency, and increased with the pressure 
fluctuation amplitude when the amplitude exceeded a critical value. This critical 
amplitude was postulated to be associated with flow reversal but no time-resolved 
velocity data were acquired to substantiate this conclusion. 
Hanby [44] and Keil and Baird [41] observed both flow regimes experimentally. 
Hanby [44] observed a decrease in the time- and space-averaged heat transfer coefficient 
for non-reversing flow, and enhanced heat transfer with flow reversal, in a combusting, 
turbulent flow with l00-Hz resonant oscillations. In their study of turbulent water flow in 
a shell-and-tube heat exchanger with 0.4 to 1.1 Hz velocity oscillations, Keil and Baird 
[41] observed no heat transfer impact at all unless the flow was reversed. Both Hanby 
[44] and Keil and Baird [41] were able to correlate their data in terms of a quasi-steady 
theory, described in Fig. 1-3. The quasi-steady theory predicts a slight decrease in heat 
transfer for non-reversing flow and a monotonic increase in Nusselt-number enhancement 
with velocity oscillation amplitude for reversing flow. 
The study of turbulent flow and heat transfer in a pulsed combustor tailpipe by Dec 
and co-workers [4], [19], [45], [46] is the most detailed and thorough work on heat 
transfer in oscillating flows to date. Dec et al. considered resonant oscillations from 67 to 
101 Hz in a fully developed flow of hot-combustion products through a square tailpipe. 
Massive velocity oscillations, as high as five times the mean-bulk velocity, resulted from 
the standing pressure wave. Time-resolved, boundary layer velocity and temperature 
profiles were obtained using LDV and a two-line laser-induced fluorescence technique, 
respectively. The results indicated two distinct peaks per cycle in the instantaneous 
Nusselt number, with enhancements of up to 2.7 times the value for steady, turbulent 
flow. These dual heat-transfer peaks were time-correlated with the zero-velocity crossings 
of the bulk flow. This observation of dual Nusselt number peaks OCCUlTed even though 
the velocity field was a nearly pure sinusoid - suggesting that nonlinear, convective 
interactions act to produce higher harmonics in the temperature and heat-flux histories. 
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The temperature and heat-flux maxima observed by Dec et al. were in qualitative 
agreement with an earlier numerical study of fully developed, laminar pipe flow by Niida 
et al. [33] in which the energy equation was solved numerically using the analytical 
solution for the velocity field provided by Uchida [14]. The resulting temperature and 
heat-flux fields displayed two maxima per cycle and large heat transfer enhancements 
were observed for reversed flow in the thennally developing region. 
Two experimental studies [29], [36] were located that contradict the premise that heat 
transfer is enhanced in reversing flows only. Fujita and Tsubouchi [36] measured local 
heat-transfer coefficients in a pulsed, laminar flow over a flat plate. Hot-wire 
measurements indicated that the flow did not reverse at any time during the cycle, yet 
modest heat transfer enhancements of 10 to 20 % were observed with non-resonant 
forcing at frequencies between 2 and 23 Hz. The heat-transfer data in ref. [36] suggested 
that an optimal forcing frequency existed in contrast to the earlier flat-plate measurements 
of Bailey and co-workers, which indicated no frequency dependence. In their study of an 
acoustically resonant, turbulent pipe flow, Jackson and co-workers [29] observed no 
overall heat-transfer impact with oscillation despite massive velocity and pressure 
fluctuations. Jackson et al., did observe both enhanced and decreased local heat transfer 
coefficients, which resulted in a negligible surface-averaged effect. 
1.3.3 Oscillation-Generated Turbulence 
Periodic velocity oscillations have been linked to increased boundary layer 
receptivity. Oscillations may induce early transition to fully turbulent flow [17] as well as 
"temporary" turbulence [47], and increased turbulence intensity in flows that are already 
turbulent [19]. In any of these situations, enhanced heat transfer can occur due to the 
large-scale macroscopic mixing associated with turbulence and not due to any 
modification of the laminar thennal boundary-layer structure. 
Feiler [38] provided time-mean heat transfer data and time-mean boundary layer 
velocity and temperature profiles (obtained with a hot-wire and a thennocouple) for an 
oscillating air flow over an axisymmetric body of large radius of curvature. With no 
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oscillations, the time-mean boundary layer profiles and heat transfer data were well 
predicted by laminar Blasius theory. However, when oscillations were present, the 
boundary-layer profiles and surface heat transfer data were found to be in agreement with 
the accepted results for steady, turbulent flows. 
Miller [37] confinned Feiler's observations by measuring time-mean heat transfer 
coefficients for both oscillating and steady, turbulent flat-plate boundary layers. Early 
transition was induced by a boundary-layer trip to achieve fully turbulent boundary layers 
for Rex from 105 to 106, forcing frequencies from 0.1 to 200 Hz, and IluIUrmx from 0.08 to 
0.92. Miller found that the time-mean, local and surface-averaged Nusselt numbers were 
unchanged from the values obtained in the steady, turbulent reference flow, and that the 
mean velocity profile was in agreement with accepted profiles for steady, turbulent flows. 
From these observations, Miller [37] concluded that heat transfer enhancement in flat-
plate boundary layers with oscillating flow was solely due to early transition. 
Dec et al. [4] observed a transitional steady flow in their pulsed combustor tail-pipe 
apparatus that became fully turbulent in the presence of large-amplitude oscillations. 
Relative to the steady reference flow, enhancements in local time-mean Nusselt number 
by a factor of three to four were observed. However, Dec et al. [4] did not attribute the 
total enhancement to turbulent conditions because the time-mean Nusselt number data 
exceeded the Colburn correlation by a factor of2 - 2.5. The remainder of the heat transfer 
enhancement was attributed to instantaneous Nusselt number maxima associated with 
periodic flow reversal and to elevated levels of turbulence intensity, which were 3-5 times 
higher than accepted turbulence intensity values for steady, turbulent pipe flow. 
Other research, summarized in the recent review by Cooper et al. [47], suggests that 
large pressure and velocity oscillations can lead to a period of ''temporary'' turbulence at 
certain times during the cycle. These turbulent bursts can occur when the instantaneous 
velocity is sufficiently high for the Reynolds number to exceed a transition value, or 
when periods of strong, adverse pressure gradient destabilize the flow, generating 
turbulence that is relaminarized during the fluid acceleration phase. 
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1.3.4 Acoustic Streaming 
The secondary flows associated with acoustic streaming may also influence 
convective heat transfer. Jackson, Purdy and co-workers [16], [29] studied heat transfer in 
an acoustically resonant pipe flow with large !luIOJL and a small time-mean velocity. 
Smoke-injection visualizations showed that the pipe flow displayed similar steady 
streamlines to the channel flow depicted in Fig. 1-2(b). Measured local Nusselt number 
distributions were found to vary in a sinusoidal manner with streamwise distance. Heat 
transfer maxima occurred on the downstream side of the streaming vortices and minima 
at the upstream side of the vortices, where the core flow separates from the wall. Jackson 
and Purdy [29] found that the strong streaming flow did little to enhance the surface-
averaged heat transfer. 
Contrary to the results of Jackson, Purdy et al., Galitseyskiy et al. [48], [35], [49] 
observed surface-averaged Nusselt number increases on the order of 100% in a resonant 
pipe flow under similar experimental conditions to those used by Jackson and co-
workers. The reason for the discrepancy in the qualitatively similar flow fields of Jackson 
and Purdy and Galitseyskiy et al. is not clear. 
1.4 Optical Measurement of Temperature I Pure-Rotational CARS 
Moffat [50] identifies seven promising, "state of the art" optical methods for gas-
phase temperature measurement. These methods include (1) Rayleigh scattering, (2) 
spontaneous Raman scattering, (3) coherent anti-Stokes Raman scattering (CARS), (4) 
planar laser-induced fluorescence (PLIF), (5) absorption, (6) line reversal, and (7) 
spectrally resolved emission. Of these seven, only the first four provide spatially resolved 
data - the last three yield path-averaged results. To date, the PLIF technique has received 
some attention as a thermometer in convection applications [8], [9]. PLIF offers planar 
thermal imaging, like the more widely used, refraction-based methods, without path 
averaging. However, application of PLIF in wall-bounded thermal boundary-layer 
measurements is hampered because optical access is required in at least two directions 
and the flow must be seeded with a tracer species. 
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As an alternative to PLIF, CARS allows for pointwise temperature measurements 
without seeding of the flow, and requires line-of-sight access in only one direction. One 
of the major objectives of this work is to develop and apply a pure-rotational CARS 
apparatus for boundary layer temperature measurements in a low-speed, moderate-
temperature, convective heat transfer experiment. A description of the CARS technique is 
deferred until chapter 2, while a concise review of previous work, which has primarily 
focused on development of pure-rotational CARS techniques, rather than application, is 
presented here. 
The CARS technique was developed mainly for temperature and species 
concentration measurements in high-temperature combustion applications by Taran and 
co-workers [51], [52], [53] in the 1970's. For high-temperature thermometry, vibrational 
CARS signals obtained from the Raman Q-branch of nitrogen are typically used, with 
typical uncertainties within ±50 K at flame temperatures. At lower temperatures, less than 
1000 K, vibrational CARS sensitivity begins to suffer due to the absence of ''hot bands" 
from the spectra and due to the difficulty of spectrally resolving the fine structure of the 
fundamental Q-branch. As an alternative, pure-rotational CARS has potential for gas-
phase thermometry at low-to-moderate temperatures due to the widely separated (-8 em-I 
in N2), easily resolved pure-rotational line structure, and the high sensitivity of the 
rotational Boltzmann popUlation to small temperature changes at temperatures below 
about500K. 
Many early applications of pure-rotational CARS were plagued by experimental 
complexity. The spectral proximity of the signal to the applied laser fields created the 
need for polarization sensitive suppression of the intense pump and Stokes radiation, and 
the small Raman shifts of pure-rotational resonances required generation of both the 
second and third harmonics of the Nd:Y AG laser. The second harmonic typically 
supplied both pump beams, while the third harmonic was used to pump a dye laser using 
Coumarin dye, which suffered from poor conversion, a spectrally noisy profile, and short 
dye lifetime. These experimental complexities prohibited use of pure-rotational CARS 
methods for combustion application. However, the introduction of dual-broadband CARS 
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generation [54], [55] sparked new interest in pure-rotational CARS, allowing for simpler, 
more feasible experimental implementation and increased signal-to-noise ratio. 
The first report of pure-rotational CARS spectra was provided by Barrett [56], who 
acquired a single rotational line by scanning a tunable dye laser across the S(3) rotational 
transition of H2, a gas that was chosen for convenience because its large rotational 
constant (Be = 60.848 cm-I ) allowed for the rotational CARS signature to be spectrally 
isolated from the pump laser. This demonstration did not address the difficulties of 
obtaining low-Raman-shift, pure-rotational CARS spectra from heavier molecules, like 
N2, O2, and others which are more typically present in application. 
Beattie et al. [57] and Roland and Steele [58] published the first pure-rotational 
CARS spectra from room air, each using a scanning CARS technique to acquire data at 
Raman shifts as low as 50 em-I from the pump-laser frequency. These studies showed that 
acquisition of pure-rotational CARS at low Raman shifts, from molecules of practical 
interest, was feasible. However, the noise level in these spectra was still disappointingly 
high. 
The advent of folded phase-matching schemes resulted in improved signal-to-noise 
ratio for pure-rotational CARS spectra, reducing the noise level from scattered pump and 
Stokes laser light by spatially separating the CARS signal from the applied laser beams. 
Goss et al. [59] obtained relatively "clean" spectra, within 20 cm-I of the pump laser line 
by utilizing a crossed-beam arrangement with scanned CARS acquisition. Shirley et al. 
[60] presented the first demonstration of folded BOXCARS phase matching, which 
allows for proper phase matching as well as adequate spatial separation of the pump and 
signal beams. Using the folded BOXCARS method, Shirley et al. [60] were able to obtain 
scanned CARS spectra in N2 to within 7 cm-I of the pump laser line with reasonable SNR. 
Murphy and Chang [61] and Zheng et al. [62] provided the first reports of single-pulse 
pure-rotational CARS from pure N2 by utilizing the folded BOXCARS arrangement with 
a broadband Stokes source, as first suggested by Taran and co-workers [63] for use in 
vibrational CARS applications. 
In 1986 Eckbreth and Anderson [54] and Alden et al. [55] independently suggested 
the dual-broadband technique for generating pure-rotational CARS. The dual-broadband 
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method renewed interest in the development of pure-rotational CARS because it 
significantly reduced the complexity in the required experimental optical arrangements, 
and provided reduced-noise, single-pulse spectra. As clarified in chapter 2, dual-
broadband, pure-rotational CARS is generated by using a single dye laser source to 
generate both the pump and Stokes laser beams, thereby exciting the full range of 
rotational Raman resonances of interest from a large number of frequency combinations 
within the dye laser spectrum. The effects of dye laser spectral noise are mitigated due to 
an effective averaging over the dye laser spectral profile - a result that has been 
theoretically confirmed by Kroll and Sandell [64]. Dual-broadband methods also allow 
simpler experimental implementation since rotational resonances of small Raman shift 
can now be excited using an arbitrary dye. Arbitrary dye selection eliminates the need for 
generation of the third harmonic of the Nd:YAG laser and allowing for use of highly 
efficient and stable red-yellow dyes (Le. Rhodamines or DCM) instead of Coumarins. In 
addition, dual-broadband pure-rotational CARS signals can be spectrally removed from 
the pump laser source, permitting use of planar phase-matching schemes where simple 
isolation of the pump and signal beams can be provided by simple dichroic mirrors. 
In the 1990's, dual-broadband techniques have motivated the development of pure-
rotational CARS as a complement to vibrational CARS for high-temperature combustion 
thermometry. Alden and co-workers [65] experimentally confirmed the superior single-
pulse temperature-measurement precision of dual-broadband methods over "single-
broadband" arrangements, and later used dual-broadband, pure-rotational CARS (DBPR-
CARS) to measure temperature and relative O2 concentration in engine combustion [66]. 
In addition, several other publications were located addressing the potential of DBPR-
CARS as a complement to vibrational CARS for thermometry at elevated combustion 
temperatures. These studies were mainly aimed at demonstrating DBPR-CARS at very 
high (up to 2000 K) temperatures [67], [68], [69], or the development of rotational 
Raman linewidth models for elevated temperatures [70], and are only of cursory interest 
in relation to DBPR-CARS applications at reduced temperatures for heat-transfer studies. 
17 
1.5 Thesis Contributions 
The objectives of this thesis work are; (1) to provide time-resolved boundary layer 
temperature and surface heat-flux measurements in an oscillating, laminar, developing 
channel flow and (2) to describe the development and application of a pure-rotational 
CARS apparatus for convective boundary-layer measurements. These objectives make 
novel contributions to the areas of unsteady heat transfer and non-intrusive measurement 
diagnostics for heat transfer studies. 
The discussion of heat transfer in oscillating flows presented in section 1.3 indicates 
that some confusion exists regarding the heat transfer impact of velocity oscillations. 
Detailed, time-resolved temperature and surface heat transfer data are needed to improve 
our understanding of the relevant heat transfer mechanisms, and to verify numerical and 
analytical models. In this thesis, new time-resolved temperature and heat-flux data are 
acquired in a laminar, developing, oscillating channel flow and presented. The developing 
channel flow is chosen because it represents a canonical problem for many laminar heat 
exchanger applications. The thennal impact of non-reversed flows and flows that are 
partially or completely reversed is investigated using a mechanical, non-resonant flow 
forcing scheme. The literature cited in section 1.3.2 strongly suggests that bulk flow 
reversal can lead to significant heat transfer enhancements, but very little is understood 
about the interplay between the reversing flow and the time-dependent boundary layer 
temperature and wall heat flux. Additionally, the impact of partial flow reversal, to our 
knowledge, has not been previously addressed. Partial flow reversal is potentially 
important in heat exchanger applications because non-resonant, mechanical forcing 
schemes are likely to be preferred in order to eliminate the high levels of noise and 
vibration associated with acoustic and/or resonant forcing. However, non-resonant 
forcing will provide smaller velocity oscillations than resonant forcing, and may only 
generate partial, or weak bulk flow reversals in many applications. 
A search of the literature reveals that the developing channel flow data presented in 
this thesis are a unique contribution. Six experimental studies of time-resolved thennal 
boundary layer and/or surface heat-flux behavior in oscillating flows were located in an 
extensive search. However, none of these previous results can be strictly generalized to a 
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developing channel flow. The results of these six reports are summarized in Table 1-1. 
Three of the studies cited [71], [72], [73] were concerned with heat transfer in pipe flows 
with zero time-mean mass flux - a condition that can change the heat transfer behavior 
markedly. Two studies were located which addressed pulsating flow over a flat plate. 
Feiler and Yeager [74] used a schlieren technique to obtain a qualitative imaging of the 
time-resolved thennal boundary layer thickness for a flat plate flow with 10% free-stream 
turbulence intensity. The results showed a thickening of the thennal boundary layer 
during flow reversal and were useful, yet qualitative, in nature. The high levels of free-
stream turbulence and the zero time-mean pressure gradient in the flat-plate flow also 
may inhibit generalization of Feiler and Yeager's results to a laminar channel flow. Fujita 
and Tsubouchi [36] used a schlieren interferometer to obtain quantitative measurements 
of the time-resolved wall heat flux in a laminar, oscillating flat-plate boundary layer. 
However, time-resolved results were presented only for a single operating condition and 
flow reversal was not considered. Dec and co-workers [4] provided detailed time-
resolved velocity, temperature and heat flux data in a flow of hot combustion products 
through a square pipe. The results of Dec et al. provide the most detailed and informative 
description of the time-resolved temperature and wall heat flux to date. However, the 
highly turbulent, fully developed flow and resonant, combustion-driven oscillations 
prevent extension of the data to a developing laminar channel flow with weaker, non-
resonant forcing. 
The present work also presents, to our knowledge, the :first reported application of a 
CARS technique to the study of convective heat transfer. The application of CARS to 
heat transfer studies represents a significant extension of the technique to a new 
application that will push the limits of the method's measurement precision. Reported 
precision for dual-broadband, pure-rotational CARS in atmospheric, room-temperature 
nitrogen and air is on the order of ±30 K when evaluated on a single-shot basis [65]. 
However, the lower limit of the measurement uncertainty at low temperatures by using 
dual-broadband CARS spectra that are averaged over multiple laser shots has not been 
well quantified. In an earlier study that contributed to the development of this thesis, 
Kearney et al. [75] used a dual-pump (4-color) CARS technique to map the steady 
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thermal boundary layer of a vertically oriented cylinder in free convection. The results for 
IOO-shot-averaged spectra displayed an estimated precision of ±12 K, based on a 95 % 
confidence interval. This precision was in agreement with earlier pure-rotational CARS 
results provided by Mwphy and Chang [61], who used a single broadband Stokes and 
two spectrally narrow pumps in their demonstration measurements performed in a room-
temperature gas cell filled with pure nitrogen. The dual-broadband CARS temperature 
data presented in this thesis exhibit a precision of ±4 K, which is superior to estimates 
quoted in the literature to date. Additionally, this work provides the first known 
quantitative heat-flux measurements obtained with a CARS apparatus. Heat flux can be 
directly calculated from the shape of the near-wall CARS temperature profiles due to the 
excellent spatial resolution afforded by the technique. This method effectively separates 
the convective and radiative flux contributions. 
Table 1-1: Summary of Previous Experimental Studies of Time-Resolved Thermal Boundary Layer Structure (Page 1 of2) 
-
Authors Methods Parameter Space Contributions GapslProblemslDifferences 
Feiler and Yeager Modified Schlieren Flat Plate b.1. 1. Qualitative visualization 1. Qualitative data only 
[74] 10% Free-stream T.I. of the time-resolved 2. Turbulent flow 
Resonant Forcing thermal boundary layer 3. No time-resolved surface 
34~f ~680Hz thickness heat transfer measurements 
Au/Umax up to - 1.2* 
o ~ Au/ mL ~ 0.04 * 
104 ~ Rex ~ 105 
Fujita and Schlieren Interferometer Laminar Flat Plate b.1. I. First reported time- I. Flow reversal not 
Tsubouchi [36] and Non-Resonant Forcing resolved surface heat considered 
Hot-Wire j= 9.4 Hz transfer data 2. Time-resolved data 
Au/Umax = 0.16 * 2. Fundamental surface presented for just one 
Au/mL = 0.07 * Nusselt-number oscillation operating condition 
3.3x104 ~Rex ~7.7x104 lags free-stream velocity 3. No boundary layer 3. Heat transfer temperature data provided 
enhancements from 10 to 
20% 
Peattie and Cold-Wire Laminar Pipe Flow 1. Time-resolved 1. Zero mean mass flux 
Budwig [71] Zero mean mass flux temperature measurements 2. Study was aimed at axial 
Non-resonant forcing along the pipe centerline diffusion of a passive scalar 
Wo = 5.7, 16,20 simulating pulsed respiration 
Au/Umax = 2.0 * - not surface heat transfer 





Table 1-1: Summary of Previous Experimental Studies of Time-Resolved Thermal Boundary Layer Structure (Page 2 of2) 
Authors Methods Parameter Space Contributions GapslProblemslDifferences 
Dec et a/. [4] LDV velocity meas. Pulsed Combustor Tailpipe 1. Non-intrusive, 1. Turbulent, fully developed 
LIF temperature meas. Resonant Forcing temporally and spatially flow and resonant flow 
Nano-thermocouple and Turbulent Flow resolved boundary layer forcing may change the 
1-D conduction 61~Wo~75 velocity and temperature fundamental physics of the 
assumption for heat flux ll.ulUmax = 1.55 • data problem 
meas. !luI mL indeterminate 2. Temporally resolved 2. The issue of a partial flow 
Red =3750 wall heat-flux data reversal is not addressed 3. First detailed picture of 
thermal physics during 
flow reversal in an 
oscillating flow with non-
zero mean mass flux 
Qiu and Simon Hot-wire velocity meas. Oscillating pipe flow 1. Detailed, temporally 1. Zero mass flux condition 
[72] Cold-wire temperature Zero time-mean mass flux resolved thermal boundary- 2. Square-edged entry region 
meas. Non-resonant forcing layer and heat-flux data used to simulate heat 
Heat flux obtained from Wo= 18 2. Identifies heat transfer exchangers in Stirling cycle I 
near-wall temperature ll.ulUmax = 2.0 • enhancement mechanism in machines generated 
profiles !luI mL indeterminate Stirling-type heat separation-induced 
exchangers as convection turbulence at the ends of the 
of temporary turbulence pipe 
Cooper et al. [73] Hot-wire velocity meas. Oscillating channel flow 1. Time-mean heat transfer 1. Turbulent flow and zero 
Cold-wire temperature Zero time-mean mass flux correlation mass-flux condition may lead 
meas. Non-resonant forcing 2. Provided one set of time- to different heat transfer 
Thermopile heat flux Turbulent flow resolved temperature data mechanisms 
gauge 3 ~ Wo ~13 2. Poor time resolution 
ll.ulUmax = 2.0 • 3. No time-resolved heat flux 
!luI mL indeterminate data 
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Figure 1-1: Illustration of Stokes boundary-layer properties using the model problem ofa 
fully developed channel flow with imposed oscillations in the pressure gradient [10]. Part 
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Figure 1-1 (cont.): Stokes boundary-layer behavior at high Woo Part (c) shows the 
velocity distribution across the entire channel with the core oscillating as a slug-type flow 
and the Stokes layer confined to a thin region near the channel walls. Part (d) shows an 
enlarged view of the Stokes layer region with the effects of the limiting 45° phase lead 
near the wall readily evident. The value of Wo used to construct these plots is 








Direction of Oscillation 
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Figure 1-2(8): An example of external acoustic-streaming motion as described by 
Richardson [26]. Steady streamlines are sketched in the reference frame of a cylinder 
which oscillates in an otherwise quiescent fluid. The solution is for small values of 
11u/ OJL, which creates a weak, secondary streaming motion. 
o 0.125 





Maximum heat transfer 
Figure 1-2(b): Acoustic streaming for resonant flow in a 2-D channel, from the analytical 
solution of Purdy et al. [16] for large ll.ulOJL. The streamlines shown are for the steady 
component of flow with the presence of near-wall streaming vortices clearly discernible. 
The pattern is periodic in the streamwise direction, with period iJ2, where A is the 
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Figure 1-3: Quasi-steady theory predictions of heat transfer enhancement with flow 
oscillation. The plot shows time-mean Nusselt number enhancement as a function of 
oscillation amplitude, /lulU. The pulsed flow Nusselt number is calculated by assuming 
that the steady flow heat transfer laws apply at all cycle times. The Reynolds number is 
then calculated using the instantaneous velocity, and the heat transfer law is integrated 
over the period to yield the time-mean Nusselt number. The results of this crude model 
indicate a substantial enhancement with reversing flow. 
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CHAPTERl 
PURE-ROTATIONAL CARS THERMOMETRY 
Pure-Rotational CARS was applied as a non-intrusive boundary-layer temperature 
diagnostic in this study. The objectives of this chapter are to provide general CARS 
background information, illustrate the advantages of pure-rotational CARS compared to 
vibrational CARS for low-to-moderate temperature boundary layer measurements, 
illustrate the temperature dependence of pure-rotational CARS spectra, and present the 
dual-broadband approach to pure-rotational CARS thermometry. A detailed explanation 
of the principles of pure-rotational CARS thermometry is warranted in this chapter as the 
application of CARS to convective heat transfer is a novel one which tests the limits of 
the method's measurement precision. Explanation of CARS fundamentals is also useful 
to introduce the heat-transfer researcher, who may not be familiarized with laser 
diagnostics, to the CARS methodology. 
2.1 Coherent Anti-Stokes Raman Scattering (CARS) 
This section provides background on gas-phase CARS generation, including a 
description of a general CARS process, appropriate selection of laser frequencies, and a 
discussion of the possible geometrical laser-beam configurations (phase-matching). 
2.1.1 CARS Signal Generation 
A schematic of a general, four-color CARS process is provided in Fig. 2-1. CARS 
spectra are generated by crossing three high-powered, pulsed laser beams, pump beam # 1, 
pump beam #2, and the Stokes laser, in a properly phase-matched geometry, and at a 
common focus. The beam crossing region defines the CARS probe volume in which the 
signal is generated as a coherent, laser-like beam whose spectral signature may generally 
depend upon temperature, pressure, and concentration of the probed species, along with 
the nonresonant contribution of the gas-phase mixture. Contributions to the resonant 
CARS signal are generated by tuning the frequency difference, m)-mS' to a Raman-
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allowed transition of the probed molecule, following the well-known Raman selection 
rules, av=O, ±1 and !JJ=O, ±2. This laser tuning creates an oscillating polarization at 
frequency lVI - lVs which scatters the incident radiation from pump beam #2 to create a 
contribution to the CARS signal at lVCARS = (lVI - lVs) + lV2• In addition to the resonant 
signal, there is also a nomesonant contribution arising from spectrally distant electronic 
resonances. For the case of pure-rotational CARS in air, the nomesonant susceptibility is 
a frequency-independent constant that effectively adds a small pedestal and some subtle 
spectral features to the signal at atmospheric pressure and temperatures below 500 K. 
For thermometry, a full spectrum of resonant Raman lines is required. Early CARS 
investigations [51], [56] used a "scanning" technique, shown schematically in Fig. 2-2(a), 
where a spectrally narrow, tunable Stokes source is used in conjunction with two fixed 
frequency pumps and a monochromator to scan lVI-lVs across the desired range of Raman 
lines. With scanning CARS, the data collection process is tedious, the ability for time-
resolved measurements is lost, and shot-to-shot laser power variation can introduce noise 
into the resulting spectra. Most recent CARS applications have used a broadband, or 
''multiplex'' CARS arrangement [63], where a spectrally broad Stokes dye-laser source is 
tuned to simultaneously drive the full range of Raman transitions desired, as shown in 
Fig. 2-2(b). Broadband CARS techniques offer several advantages, including rapid data 
collection rates, and single-pulse, time-resolved data. The main drawback associated with 
broadband CARS is that random shot-to-shot amplitude fluctuations in the dye laser 
spectral profile can lead to noise in the resulting CARS spectra because each Raman 
transition is coupled to a narrow range of frequencies in the dye laser output. The 
influence of dye-laser noise can be mitigated by averaging the CARS signal over several 
laser shots and using dual-broadband CARS schemes which are discussed later in this 
chapter. 
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2.1.2 Phase Matching 
Proper phase matching, illustrated in Fig. 2-3, requires that kt+k2=ks+kcARS' where the 
"wave vector" ki is in the direction of propagation of the ith beam with magnitude 
Ikil = tVini Ie, where ni is the refractive index at frequency aJ;. This phase-matching 
requirement allows for constructive interference of the contributions to the CARS signal 
generated at different locations along the phase-matched, or CARS beam, direction. 
Proper phase matching can be readily achieved provided there is line-of-sight access for 
the CARS beam, which generally propagates in the forward direction. Several different 
configurations have been presented in the literature and three of the most prominent 
methods, illustrated in Fig. 2-3, are briefly discussed here. 
Early CARS work [52], [58] utilized a collinear beam arrangement, which is perhaps 
the most obvious and simplest to implement. With collinear CARS, dichroic mirrors are 
used to combine all the input beams which are then focused to achieve high beam 
intensity and, therefore, high signal strength. However, spatial resolution with collinear 
arrangements is compromised because the signal constructively builds everywhere along 
the path of the overlapping beams. 
For improved spatial resolution, crossed-beam phase matching (BOXCARS) 
arrangements have become popular jor CARS applications in complex flows. In 
BOXCARS setups, the beams are crossed only at or near their focus, and the signal is 
generated only in the beam-crossing region, the size of which is dictated by the laser-
beam diameters, laser-beam crossing angles, and focusing optics. A tradeoff exists 
between spatial resolution and CARS signal strength, which scales as the square of beam 
interaction length. Typical probe-volume lengths range from about 1-2 Mm. 
Both planar [76] and folded [60] BOXCARS schemes are widely used today. In the 
planar arrangement, the CARS signal beam emerges virtually collinear with pump beam 
#1, which can simplify location of the signal but often requires the use of dichroic mirrors 
and filters to prevent the intense pump radiation from overwhelming the signal-a 
circumstance that hindered early work in pure-rotational CARS where the signal is in 
close spectral proximity to the pump. The widely used folded BOXCARS geometry 
offers the advantage of spatial separation of the signal from the intense pump and Stokes 
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laser beams at the expense of some added difficulty in locating the signal beam which is 
generally too weak to be seen. 
2.2 Pure-Rotational CARS vs. Vibrational CARS 
The potential advantages of CARS methods over ''traditional'' convective heat 
transfer measurements include non-intrusive measurements without line-of-sight 
averaging, good spatial resolution, quantitative temperature data, and measurements very 
close (within 50 f.lrr1) to the heat transfer surface. In addition, CARS offers advantages 
over planar laser-induced fluorescence (PLIF) thermometry in nonreacting, wall-bounded 
heat transfer applications since only line-of-sight optical access is required, and the gas 
flow need not be seeded with a tracer species. 
In this section, the benefits of pure-rotational CARS thermometry over more common 
vibrational CARS thermometry at "low" temperatures are discussed. Once CARS has 
been chosen as a temperature diagnostic for a given application, one must select the 
species and Raman resonances to probe based upon the expected temperature and 
chemical composition of the flow. For heat transfer measurements in atmospheric air at 
temperatures below 500 K, pure-rotational CARS of N2 and O2 is perhaps the most 
attractive CARS approach. 
The vibrational Q-branch (~v=I, AJ=O) of N2 has proven a convenient and reliable 
thermometer in combustion applications [77] and has received the most attention for 
CARS thermometry applications. However, the accuracy of N2 vibrational CARS 
thermometry suffers at temperatures below about 1000 K because the upper vibrational 
energy levels are negligibly populated at low temperatures. This absence of population in 
the upper energy levels leads to a Q-branch spectrum that does not possess the "hot 
bands", shown in Fig. 2-4(a), which provide a distinct spectral structure and lead to good 
CARS temperature sensitivity at elevated temperatures. For the 300 to 450 K temperature 
range of current interest, the structure of the Q-branch lies in a small region of Raman 
shifts between 2315 and 2330 cm-I (Fig. 2-4(b». This compression of the spectral features 
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makes the fine rotational structure difficult to resolve, an effect that makes accurate 
thennometry difficult at reduced temperatures. 
At lower temperatures, below roughly 1000 K, pure-rotational CARS of N2 or air 
becomes competitive with vibrational CARS, as evidenced by recent reports of pure-
rotational CARS temperature measurements in cold, compressible air flows [78], [79], 
and of studies of dual-broadband, pure-rotational CARS as an alternative in some 
combustion applications [66], [67]. Low-to-moderate temperature application of pure-
rotational CARS suggests that the technique has potential for convective heat transfer 
measurements at temperatures between 290 and 450 K. 
Pure-rotational CARS signatures are generated by tuning the pump-Stokes frequency 
difference to a range of pure-rotational, or S-branch, Raman resonances for which Il.v = 0, 
/)J= +2t. The pure-rotational resonances of many simple gases, such as N2 and °2, reside 
at small Raman shifts, within 300 cm-I of the scattered pump #2 frequency, compared to 
shifts of several thousand em-I for vibrational Q-branch spectra. The chief advantages of 
pure-rotational CARS thennometry lie in the wide spacing of pure-rotational resonances, 
which are approximately 4Be apart, or 8 em-I for N2 and 8.35 cm-I for 02' and the 
increased sensitivity of the rotational population distribution to small changes in 
temperature. The widely spaced pure-rotational line structure is easily resolvable with 
common spectrographic instrumentation, and allows for simpler, more accurate 
calculation of the theoretical CARS spectra for comparison to experimentally obtained 
spectra. The structure and temperature dependence of pure-rotational CARS spectra is 
illustrated in the next section. 
t The Raman selection rules also allow for pure-rotational transitions with t:J=-2, or O-branch resonances. Tuning to 
these resonances will produce a signal with similar pure-rotational line structure, but Stokes shifted with respect to 
scattered pump beam #2. This analogous process is referred to as Coherent Stokes Raman Scattering (CSRS). Only the 
pure-rotational CARS process will be discussed in this thesis unless otherwise noted. 
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2.3 Temperature Dependence of Pure-Rotational CARS Spectra 
In this section, the temperature sensitivity of pure-rotational CARS spectra is 
explained. The temperature dependence of CARS spectral signatures arises from the 
third-order susceptibility, X, which describes the optical response of the probed medium 
to the applied pump and Stokes laser fields. The third-order polarization of the medium 
induced by the pump and Stokes laser beams during the CARS wave-mixing process can 
be written as [77] 
where WeARS = (WI - llJs) + ~, r is a spatial position vector, and • refers to the complex 
conjugate. Here, we can see that the susceptibility is a complex-valued tensor of rank 
four. In addition, Eq. 2-1 provides a physical interpretation of X as a measure of how 
readily the probed medium is polarized in the presence of the applied laser fields. 
For isotropic media, such as gases, there are 21 nonzero elements of X of which only 
three are independent [77], Xiijj' Xijij' and Xijji, where Xiiii = Xiijj + Xijij + Xijji.+ Given the 
induced polarization, P, we can use Maxwell's wave equation to determine the magnitude 
of the resulting CARS beam electric field as (see ref. [77] for a sample derivation), 
(2-2) 
Recalling that I = &o~EI2 /2, the following expression for the CARS beam intensity is 
obtained; 
t For example %iijj = %1122 = %1\33 = %2211 etc. 
33 
(2-3) 
We now restrict the discussion to the case where the polarizations of both pumps and 
the Stokes laser are parallel, which yields the highest CARS signal intensity and was used 
in the experiments reported in this thesis. For this situation, all dot products are unity and 
(2-4) 
Equation 2-4 provides a general expression for the CARS intensity arising from an 
isolated Raman transition excited by parallel-polarized, monochromatic lasers. From Eq. 
2-4 we can clearly see that the CARS temperature dependence arises entirely from the 
susceptibility element, Xiiii, with the applied laser field intensities only factoring into the 
signal strength. 
Temperature sensitivity can now be illustrated by considering the form of the 
susceptibility element Xiiii and utilizing the following expressions given by Lucht et al. 
[80] 
Xiijj = 214 (% Xnr +2a(DJ2 -DJs )+b(DJI -DJS)). 
Xijij = 2~(%Xnr +2a(DJI- DJS)+b(DJ2 -DJS)). 




where Xnr is the nonresonant susceptibility, and a and b are the resonant Raman 
contributions. If we now restrict the discussion to the case of pure-rotational transitions, 
a({Uk -(US)= PJJ{ - :5 bJJ'{Yo)2 ), 





We can now arrive at a final expression for the susceptibility from Eqs. 2-5 and 2-6 
and by recalling that Xiiii = %iiii + %ijij + %iiii to obtain, 
negligibly small for 
pure-rotational CARS 
where the second term may be neglected because the detuning of the pump #2/Stokes 
frequency difference from resonance is very large, and tlp JJ. is the nonnalized rotational 
population difference factor, 
(2-8) 
For illustration, the behavior of the susceptibility for a single, isolated rotational 
resonance is plotted in Fig. 2-5. Both the real and imaginary parts of the resonant 
susceptibility as well as i are plotted as a function of the detuning from line center. The 
imaginary part of the susceptibility exhibits strong constructive interference near line 
center while the real part has a distinct dispersive effect. 
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The explicit temperature dependence in X arises through /::,.P JJ' via the rotational 
population distribution, which is assumed to be Boltzmann and is given by 
(2-9) 
The Raman linewidth, rJ, found in the expression for the susceptibility in Eq, 2-6(c) 
provides additional temperature sensitivity as well, and must be accurately modeled, but 
the most obvious changes in the spectral features of the rotational CARS spectrum arise 
due to the repartitioning of the rotational population with temperature, as described by 
Eq. 2-9 and below. 
The influence of changes in the rotational population with temperature on the CARS 
spectra is illustrated in Fig. 2-6, where the distributions of /::,.P JJ' for N2 at temperatures of 
300 and 500 K., and the corresponding theoretically calculated CARS spectra are 
provided. The calculation of the theoretical spectra was performed using the Sandia 
CARSFT code [81]. In the code, the isolated-line susceptibility contributions, given in 
Eq. 2-7, from all S-branch resonances are summed and the result is convolved with the 
assumed finite-width pump/Stokes laser lineshapes according to the convolution integral 
first given by Yuratich [82], 
I ("'CARS) = If ( ~ X(1) ("'I ,"'2 ,'" S, "'CARS) r I I("'I )r 2 ("'2 )Is ("'5) . 
x8{tvs +tvCARS -tv) -tv2}dtv)dtv2dtvs 
(2-10) 
From Fig. 2-6, it is easy to see the distinct shift in the CARS intensity toward higher 
Raman shifts as a direct result of the distribution of /::,.P JJ' - a physical trend that is due to 
the migration of the population toward higher rotational energies with increasing 
temperature. In addition, Fig. 2-6 illustrates the general decay of the CARS signal 
strength with increasing temperature as the magnitude of /::,.P JJ' decreases despite the 
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linear decrease in the total number density, N, with temperature. Physically, this decrease 
in signal level is due to a more even partitioning of the rotational population. This drop in 
signal strength with increasing temperature can introduce a systematic bias toward low 
temperatures when shot-averaged CARS spectra are used. The error incurred from this 
"density-weighting" bias is discussed in chapter 4 of this thesis. 
2.4 Dual-Broadband Approach to Pure-Rotational CARS 
The dual-broadband CARS method, first independently suggested by Eckbreth and 
Anderson [54] and Alden et al. [55], has boosted the application of pure-rotational CARS 
in recent years [65], [66], [67], [68], [70]. In this section, the dual-broadband method is 
described, the potential for increased signal-to-noise ratio is discussed, and the reduced 
complexity of dual-broadband arrangements compared to earlier pure-rotational CARS 
experimental arrangements is explained. 
The application of a single dye-laser, dual-broadband technique for pure-rotational 
CARS generation is shown schematically in Fig. 2-7. This method differs from 
conventional broadband CARS implementations (see Fig. 2-2) as both pump beam #1 and 
the Stokes beam originate from the same broadband dye-laser source, so each of the 
rotational resonances probed is coupled to a very large number of frequency 
combinations within the dye laser spectral profile. A spectrally narrow pump beam #2, 
typically provided by the second hannonic of the Nd:YAG laser, then scatters from the 
induced rotational Raman polarization and pure-rotational CARS spectra are generated on 
a single-shot basis. 
For sufficient signal levels+, stochastic fluctuations in dye laser output are the 
dominant source of error in CARS temperature measurements. The most common 
rotational CARS approach is the broadband arrangement depicted in Fig. 2-2(b), in which 
each Raman transition is coupled to a narrow frequency range in the Stokes (dye) laser 
profile via the Raman shift, ~=ml-mS. From Eqs. 2-4 and 2-10, we can see that random 
spectral variation in the Stokes laser intensity, Is(ms), leads to spectral noise in the 
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resulting CARS signature because the energy coupled to each Raman transition varies 
stochastically on a shot-to-shot basis over the entire spectrum. With dual-broadband 
CARS generation (Fig. 2-7), each resonance is coupled to a large number of frequency 
combinations in the broadband dye-laser output, producing a spectral averaging of the 
total dye-laser energy to drive each resonance and mitigate the dye-laser noise 
contribution in the resulting CARS spectra. 
The spectral "smoothing" effect associated with dual-broadband methods was first 
quantified by Alden [55] who generated nonresonant CARS in argon using both the dual-
and single-broadband approaches with identical Rhodamine 640 dye mixtures and 
observed a factor of two decrease in the spectral noise with dual-broadband CARS 
generation. Here, the "spectral noise" is defined as o(ICARS)/<lCARS>, where o(ICARS) is 
the variance in a sample of single-shot CARS intensities on a given detector pixel and 
<I CARS> is the expected value of the CARS intensity. 
Kroll and Sandell [64] later provided theoretical reasomng for potential nOise 
reduction with dual-broadband methods, identifying separate sources of noise in CARS 
spectra generated using single- and dual-broadband CARS. They found that the primary 
source of noise in conventional, single-broadband CARS generation lies in the dye-laser 
mode-amplitude fluctuations (an explanation which is consistent with the intuitive picture 
provided above), while dye-laser mode-phase fluctuations were the dominant source of 
noise in dual-broadband CARS spectra - a discovery that showed dye-laser amplitude 
noise is not a lower bound on the noise in the resulting CARS spectra. 
Experimental verification of improved noise characteristics for dual-broadband CARS 
thennometry was provided by Alden and co-workers [65]. Alden et al. performed a 
systematic investigation of accuracy in temperature measurement using both single- and 
dual-broadband, pure-rotational CARS techniques. The results of their study indicated 
that dual-broadband methods significantly outperformed single-broadband rotational 
techniques at flame temperatures, and offered a smaller, yet still significant, advantage in 
+ At low signal strengths, the effects of detector shot-noise may become significant ceo detector read-out 
noise is also a concern depending on the level of electronic noise present in the data acquisition system. 
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room temperature nitrogen. The observed relative accuracy of each method was well 
correlated with signal-to-noise ratios calculated from the model of Kroll and Sandell [64]. 
The dual-broadband technique also simplifies pure-rotational CARS experiments 
significantly. The small rotational Raman shifts of most gases made earlier investigations 
using a single dyelNd:YAG laser system very challenging. Small Raman shifts require 
the pump and Stokes lasers to reside in close spectral proximity. For typical broadband 
CARS experiments utilizing a single dye laser, both the second and third harmonics of 
the Nd:YAG laser must be generated simultaneously. The second harmonic provides both 
pump beams in the pure-rotational CARS process, while the third harmonic must be used 
to pump the broadband Stokes dye laser, since dye physics require spectral separation 
between the pump energy and the dye output. In addition, the frequency-tripled, 
Nd:YAG-pumped dyes used in the Stokes laser source have typically.been Coumarin 
dyes, which suffer from poor conversion efficiency, are unstable, and exhibit spectrally 
noisy output, and short dye lifetimes. 
The problems of dual-harmonic generation and the use of unstable Coumarin dyes can 
be eliminated by using the dual-pump CARS technique suggested by Lucht et al. [80] and 
implemented by Kearney et al. [75], and Foglesong et al. [79] for measurements in free-
convection and nonreacting compressible flows, respectively. With dual-pump, pure-
rotational CARS methods, two dye lasers are required, with a tunable, spectrally narrow 
dye laser providing the pump #1 beam and a broadband source providing the Stokes 
beam. The second Nd:YAG harmonic is used to pump both dye lasers and provides the 
pump #2 beam in the dual-pump CARS process. The dual-pump method simply requires 
that the two dye laser outputs be in spectral proximity, requiring no other restrictions on 
their output, so that efficient and stable red/yellow Rhodamine or DCM dyes can be used. 
The resulting CARS signal is also spectrally separated from the pump #1 radiation so that 
planar phase-matching techniques can be used with commercially available dichroic 
mirrors to easily isolate the signal. However, the dual-pump method requires alignment 
and maintenance of a second dye laser, and is still a single-broadband technique which is 
more susceptible to dye-laser spectral noise. 
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Dual-broadband methods for pure-rotational CARS eliminate the added complexity of 
dual-harmonic generation, allow for signal generation with arbitrary red/yellow dyes, and 
provide spectrally separated pump #1 and signal radiation without the need for a second 
dye-laser source. Because both the pump #1 and Stokes sources originate from the same 
broadband dye source, the only constraint in dye selection is that the output possess 
sufficient spectral bandwidth to excite the full range of rotational transitions desired. For 
CARS thermometry at temperatures below 500 K., virtually any Rhodamine dye pumped 
by the second harmonic of the Nd: Y AG laser will provide the needed spectral bandwidth 
of -1 00 cm-) FWHM. 
In addition, dual-broadband CARS spectra have been found to be insensitive to time-
dependent spectral drifts in the mean center frequency and bandwidth of the dye-laser 
output. For comparison with theoretically calculated spectra, which do no.t take the mean 
spectral profile of the Stokes laser into account, experimentally obtained CARS data must 
be normalized by the mean Stokes laser profile. Temperature data obtained with 
traditional single-broadband methods have been shown to be very sensitive to shifts in the 
mean center frequency of the Stokes laser profile, which occur as the dye mixture ages, so 
that the spectral shape of the Stokes dye laser must be frequently monitored. The single-
dye, dual-broadband technique used in this work is not sensitive to temporal shifts in dye-
laser center frequency because both the pump#1 and Stokes photons originate from the 
same broadband source. In addition, the temperatures evaluated from pure-rotational 
dual-broadband spectra have also been shown to be insensitive to changes in the mean 
bandwidth of the dye-laser output, with Alden et a/. reporting that a change in the 
evaluated temperature of only 1 % (about 3 K at room temperature) for a 9% to 16% 
deviation in the mean bandwidth. This insensitivity of dual-broadband, rotational CARS 
spectra to changes in the mean dye-laser profile allows for far less frequent monitoring of 
the dye-laser output during the experiments, as well as reduced computation when 
examining the experimentally obtained spectra. 
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Figure 2-1: Laser-beam arrangement for a general four-color CARS process indicating 
the relative positions of the applied laser beams and the CARS signal beam for the planar 
BOXCARS phase-matching scheme. 
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Figure 2-2: Schematic representation of scanning and the more widely used broadband CARS processes as applied to pure-rotational 
CARS. Energy level diagrams are provided with dashed lines indicating virtual states. The processes are also depicted on "frequency 
domain" plots showing the relative spectral position and bandwidth of all laser beams in the general four-color process. The spectral 
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Figure 2-3: Three examples of possible CARS phase-matching schemes. The collinear 
arrangement was used extensively in early CARS work due to its simplicity and long 
beam-interaction lengths which yielded high signal strength. Beam-crossed, or 
BOXCARS, phase- matching schemes, used in more recent, gas-phase thermometry 
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Figure 2-5: Sample calculation of the susceptibility for an isolated rotational Raman line 
as a function of the pump/Stokes detuning from resonance. Real and imaginary parts of Z 
are shown in (a) and the magnitude of Z is given in (b). The calculations were perfonned 
using Eq. 2-7, using a linewidth of FJ=O.l cm·! and a nonresonant contribution of 0.5% 
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Figure 2-6: Plots of the normalized population difference factor, Ap JJ', and the 
rotational CARS intensity for N2 at atmospheric pressure and temperatures of 300 and 
500 K. The shift in both distributions toward higher rotational energies with increasing 
temperature is readily apparent, reflecting a shift in the rotational population toward 
increasing energies, or higher J. 
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Figure 2-7: Schematic representation of a dual-broadband, pure-rotational CARS 
technique in which the pump #1 and Stokes laser beams are provided by the same 
broadband dye-laser source. An energy level diagram is provided at the top of the figure 
and a "frequency domain" plot showing the relative spectral position and bandwidth of 
the applied laser fields and the CARS signal is shown below. 
CHAPTER 3 
MEASUREMENT INSTRUMENTATION AND OSCILLATING 
FLOW APPARATUS 
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The purpose of this chapter is to describe in detail the instrumentation, data analysis 
methods, and the apparatus used in this study. The chapter is divided into four 
subsections which include: (1) a detailed description of the dual-broadband, pure-
rotational (DBPR) CARS apparatus, including the CARS data analysis and processing 
procedures, (2) an explanation of the constant-current anemometry (CCA), or "cold-
wire", method used for additional time-resolved temperature measurement (3) a 
description of·the thermally compensated constant-temperature anemometry (CTA), or 
"hot-wire", method used for gross characterization of the unsteady velocity field, and (4) 
a description and characterization of the oscillating flow apparatus. 
3.1 Dual-Broadband, Pure-Rotational (DBPR) CARS Instrument 
3.1.1 DBPR-CARS Qptical Arrangement 
A schematic of the DBPR-CARS apparatus is shown in Fig. 3-1. At the core of the 
CARS instrument is a Q-switched, 10-Hz repetition rate, Nd:YAG laser (Continuum 
Powerlite Precision #PL8010), with an injection-seeded linewidth of 0.01 cm-I and a 
frequency-doubled pulse energy of 800 mJ per 10-ns laser shot at 532 nm. The energy of 
the 532-nm laser pulse was reduced from 800 mJ to 375 mJ using a half-wave plate and 
Glan polarizer combination, and the reduced-power 532-nm beam was split by a 
nominally 80/20 beamsplitting optic. The 20 percent portion of the Nd: Y AG beam 
provided pump beam #2 in the dual-broadband CARS process after further power 
reduction via a second waveplate and polarizer combination. The remaining 80 percent 
(-300 mJ) of the Nd:YAG laser energy provided the pump beam for the broadband dye 
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laser-. A Rhodamine 640 and methanol dye solution was used to provide an output 
centered near 607 nm with a nominal bandwidth of 100 em-I (FWHM). With this dye, 
typical conversion efficiencies ranged from 10 to 15 percent, depending on the age of the 
dye mixture, so that the broadband output ranged from 30 to 55 mJ per pulse. The 
broadband pulse output was used in conjunction with a nominally 50/50 beamsplitter to 
provide both pump beam #1 and the Stokes laser beam in the dual-broadband CARS 
process. The three laser beams were relayed to a 390-mm focal length lens by a series of 
mirrors and prisms which raised the height of the laser beams and provided a delay leg 
for the pump #2 beam. This delay was required so that the laser beams were temporally 
overlapped at the probe volume. The extent of the delay was determined by monitoring 
the arrival time of all three laser beams by observing the output of a photodiode on a 300 
MHz oscilloscope. 
The optical arrangement described above was used to provide nominal laser beam 
intensities of (EI , E2, Es) = (20, 25, 15) mJ/pulse. These high pulse energies were used to 
provide large signal levels. Use of such high-intensity beams was justified by previous 
studies which indicate that saturation and Stark effects do not affect the accuracy of 
DBPR-CARS temperature results, even with over 30 mJ in each of the applied laser fields 
[65]. 
The laser beams were arranged in a planar BOXCARS configuration and 
subsequently crossed and focused by a 390-mm focal-length spherical lens at angles of 
approximately 1.5, 1.5, and 1.9 degrees from the center axis for the pump#l, pump #2, 
and Stokes beams, respectively. The focal point was located by passing a low-power 
pump #2 beam through a 50-,urn-diameter pinhole that could be positioned in three axes, 
and observing the diffi'action pattern created by the transmitted beam on a white card. 
Beam crossing at the focal point was then assured by fine adjustment of the pump #1 and 
Stokes laser beams so that they also passed through the 50-,urn aperture. This process 
created an approximately cylindrical CARS probe volume which was conservatively 
estimated to be 50 ,urn in diameter and 2 mm in length. The three input laser beams and 
• This dye laser was built in the Laser Diagnostics Laboratory and is described in detail by Green [83]. 
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the CARS signal were recollimated by a second 390-mm lens and the Stokes and pump 
#2 beams were directed into beam traps by a prism to eliminate as much of the remaining 
532-nm pump radiation as possible. The CARS signal, centered near 529 nm, was 
generated virtually collinear to pump beam #1 and was separated from the intense, 607-
nm, pump-laser light using a dichroic mirror. The CARS signal was easily located by 
following the small amount of 607-nm pump radiation which had leaked through the 
dichroic. The collinear leakage and signal beams were then focused onto the 50 pm 
entrance slit of a I-m Czemy-Tumer Spectrograph (ISA-SPEX #1000M), employing a 
holographically ruled, 1800 groove/mm grating. The spectrograph effectively separated 
the CARS signal from the weak remnants of the pump beam and dispersed the signal onto 
a 512x512, 14-bit, back-illuminated, ceo camera (photometries #CH250), used in 
conjunction with a relay lens pair, which provided a magnification of 2.2. The imaging 
system provided a spectral dispersion of 0.18 cm-I/pixel. 
3.1.2 Preparation of CARS Spectra 
In this subsection the handling and processing of experimentally obtained CARS 
spectra are discussed. An explanation of the 100-laser-shot averaging techniques applied 
to single-shot CARS spectra is provided, and the procedure for correcting the raw spectral 
data for the effects of stray background light and the mean shape of the dye-laser profile 
is given. 
Unless otherwise noted, the CARS temperature data presented in this thesis were 
reduced from 100-laser-shot-averged spectra. This averaging was done to mitigate the 
effect of dye-laser mode-phase fluctuations and improve the precision of the temperature 
measurement. The averaging was carried out in two different ways: an "on-chip" 
averaging was employed to obtain the steady-flow results presented in chapter 4, and 
"software" averaging was used to obtain the oscillating boundary-layer results presented 
in chapter 5. 
The on-chip average was obtained by simply leaving the shutter on the CCD detector 
open for a 10-s duration so that the detector was exposed to 100 single-shot CARS 
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spectra. On-chip averaging is convenient because it simplifies the data acquisition and 
reduction procedure, requiring only a single readout from the ceo device per spectrum 
and reducing the amount of electronic data to be stored and handled by a factor of 100. 
However, on-chip averaging requires the use of neutral-density filters to attenuate the 
CARS signal strength so that the accumulation of 100 single-shot spectra does not 
saturate the CCO detector. This use of neutral density filters essentially ''throws away" a 
significant portion of the signal. 
The software averaging procedure used in the oscillating boundary-layer experiments 
involved acquisition and storage of 100 single-shot CARS spectra that were each phase-
locked with the unsteady forcing. The single-shot results were averaged in software as 
part of the data-processing procedure, and the single-shot infonnation was stored for 
future interrogation if desired. This software averaging procedure was necessary in the 
unsteady experiments because the 10-Hz repetition rate of the Nd:YAG laser would 
otherwise have yielded contributions to an on-chip-averaged spectrum from several 
different phase angles in the unsteady forcing cycle. The single-shot measurement 
procedure required 100 readouts from the CCO device, which should reduce the effect of 
the Gaussian readout noise in the software-averaged spectrum by a factor of ten relative 
to the on-chip average. 
Prior to deducing temperature from the 100-shot-averaged CARS spectra, the 
averaged spectra had to be corrected for the presence of stray background light that 
reached the CCO detector, and for the shape of the mean dye-laser profile. A summary of 
these correction procedures is given in Fig. 3-2, which shows that an averaged 
background image is first subtracted from the CARS spectrum, and the resulting 
background-free spectrum is divided by a correction to account for the shape of the dye 
laser spectral profile. 
The background light correction is straightforward. A background image was 
recorded at each location in the boundary layer by blocking the Stokes beam so that the 
CARS signal was eliminated and only the background light contribution reached the 
detector. The background contribution from the Stokes beam was considered to be 
negligible since it is spectrally separated from the CARS signal and is captured by a beam 
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trap in the optical arrangement. The background radiation was acquired and stored using 
the same 100-shot-averaging procedure used to acquire the CARS signal. This 
background consisted mainly of a fixed 200 count offset per pixel, stray radiation from 
the remnants of the pump # 1 beam, which propagated collinear with the signal, and stray 
Nd:YAG laser energy that had been scattered into the path of the CARS beam. Stray 532-
nm Nd: Y AG laser energy could be especially problematic due to its high intensity and 
spectral proximity to the 529-nm CARS signal. 
The correction for the mean spectral shape of the dye laser output is somewhat more 
complicated, yet it is crucial, and warrants explanation here. Temperature and other 
quantities of interest are deduced by comparing experimentally obtained CARS spectra to 
theoretically calculated predictions, which are based on convolutions such as the one 
given in Eq. 2-10. Calculations based on these convolutions either require infonnation 
about the applied laser lineshapes or neglect any broadband laser structure, so that a 
correction to the experimentally obtained spectra is required. More intuitively, since the 
dye-laser spectrum possesses a finite bandwidth, CARS transitions of high Raman shift 
are driven with less dye-laser energy than those with low Raman shift, so we must 
nonnalize the experimentally obtained spectra by a suitable dye-laser correction which 
captures the distribution of energy driving each Raman transition. The fonn of this 
correction is easily obtained by considering the shape of a nonresonant CARS signal, 
which can be generated in an inert or other gas which does not possess any Raman-
allowed transitions. In the nonresonant case, Z = Znr =:I const. over the range of Raman 
shifts probed in most CARS experiments. From Eq. 2-10, a constant value of Z implies 
that the nonresonant CARS signal has no spectral structure other than that provided by 
the lineshapes of the applied laser fields, which is precisely the correction required. For 
conventional multiplex CARS, this correction is essentially the profile of the dye laser, 
while for DBPR-CARSthe . correction is the spectral autocorrelation of the dye laser 
profile. 
Due to weak nonresonant signal levels, acquisition of nonresonant spectra for pure-
rotational CARS was nontrivial. Instead, an alternate referencing procedure was used, 
which relied upon reference CARS spectra acquired outside of the thennal boundary 
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layer, where the temperature was known. These reference spectra were then compared to 
the theoretical predictions obtained from the Sandia CARSFT code [81] to calculate the 
dye-laser correction. Specifically, this correction was obtained by calculating the 
integrated-line intensities of the isolated N2 transitions in the spectrum, as described in 
the next subsection, from both the experimentally obtained reference spectra and the 
theoretical spectrum. The correction, as a function of the Raman shift, was computed by 
dividing the experimental reference intensities by the theoretically calculated intensities 
according to the fonnula, 
(3-1) 
In Eq. 3-1, Srefand Sth represent the integrated-line intensity, or area under the rotational 
line at center OJR, for the reference spectrum and the theoretical spectrum, respectively. 
The "max" subscript refers to the maximum integrated-line intensity in the spectrum. 
This procedure was repeated for several reference spectra, and the results were averaged 
to obtain a correction curve of the type shown in Fig. 3-2. 
3.1.3 Intemretation of CARS Spectra - Integrated-Line-Intensity Method 
Temperature, pressure, or other quantities of interest are most often deduced by 
comparing experimentally obtained CARS spectra to theoretically calculated spectra. 
This comparison is typically perfonned by finding the theoretically calculated spectrum 
which best fits the data in the least-squares sense (spectrum-fitting method), or by 
comparing the experimental and theoretical integrated-line-intensity distributions 
(integrated-line-intensity method). In this work, temperatures are detennined from CARS 
spectra by using an integrated-line-intensity technique similar to the ones outlined in 
references [65] and [79]. The application of this integrated-intensity technique is 
facilitated by the widely spaced transitions associated with pure-rotational spectra, and is 
preferred because it is much faster and simpler than the spectrum-fitting method. 
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The Sandia CARSFT code [81] is used to generate theoretically calculated spectra 
in 1 K increments from 220 to 550 K. At each temperature, integrated-intensity ratios are 
calculated from the theoretical spectra by using the trapezoidal rule to sum the intensity 
under each of the isolated N2 peaks. The N2 rotational peaks used in the analysis are 
highlighted in the experimentally obtained spectra provided in Fig. 3-3. The integrated-
intensity results are then nonnalized by the maximum integrated-intensity value in the 
spectrum so that the distribution is sensitive only to the shape of the spectrum and not the 
absolute magnitude of the peaks, which can change with input laser power. This process 
yields a library of theoretical, nonnalized integrated-line-intensity distributions for each 
temperature. Experimentally obtained CARS spectra are reduced by computing the same 
nonnalized integrated-line intensities from the experimentally obtained spectra and 
finding the library entry which best fits the experimental data in the least-squares sense. 
This least-squares procedure minimizes the quantity 
~[S~ S:(T)]2 
A = ~ S: -s!x (T) , (3-2) 
where N is the total number of rotational lines used in the data reduction and S':P and 
S~h are the integrated rotational-line intensities of the kth rotational transition in the 
experimental and theoretical spectra respectively. 
Fig. 3-3 contains the results of the integrated-line-intensity procedure for evaluated 
temperatures of 297 and 452 K. There is a noticeable shift in the distribution of peak N2 
line intensities toward Raman shifts of higher rotational quantum number with increasing 
temperature. In this manner, the CARS spectra exhibit the migration of the popUlation to 
higher rotational energies as described in the theoretical arguments provided in chapter 2. 
54 
3.2 Constant-Current Anemometry (CCA) 
A constant-current anemometry, or "cold-wire", technique was used along with the 
CARS temperature measurements for study of thermal boundary-layer structure. Despite 
the ambiguous systematic error involved with the use of an intrusive probe in an 
oscillating and reversing flow and the thermal mass of the sensor, the cold-wire method 
provided for increased data collection rates and improved precision (reduced data scatter) 
relative to the CARS results. 
In essence, a cold wire is a high-speed resistance thermometer. The CCA is an 
unbalanced bridge circuit that provides for a small, constant current through the probe leg 
of the bridge. A commercially available, constant-current bridge (TSI model 145) was 
employed for the cold-wire temperature measurements in this study. The bridge was 
operated at a small current of 0.25 rnA, with a gain of 2000 to avoid any velocity 
sensitivity due to Joule heating of the probe at the nearly stagnant velocities encountered 
near boundary layer flow reversal. The sensors employed in this study were commercially 
available (TSI model T1.5) 4.5-,um-diameter, platinum-coated, tungsten wires with a 
length-to-diameter ratio of 282 for the 1.27 mm active portion of the sensor, and I-mm, 
copper-alloy-plated ends to isolate the sensing element from the thermally massive 
support prongs. The linear resistance-temperature characteristic of the sensing element 
provides a CCA voltage output that is linear with temperature and is given by 
(3-3) 
where I is the constant bridge current, Ro is the resistance at reference state "0", G is the 
gain, and a is the temperature coefficient of resistance of the active sensing element, 
(3-4) 
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In principle, if a very fine wire element is employed, and a small current is used to 
avoid velocity sensitivity, the sensor will follow rapid temperature fluctuations. However, 
the frequency response of even the finest commercially available wires is non-ideal and 
must be accounted for when interpreting cold-wire temperature measurements. At high 
frequencies, the first-order time constant of the sensing element, 
(3-5) 
dictates the cutoff frequency - above which temperature fluctuations are attenuated. If 
this time constant is accurately known, analog electronic compensation schemes of the 
type described by Perry [84] can be used to compensate for this thennal inertia effect. At 
low frequencies, conduction between the sensor and the thennally massive support 
prongs leads to amplitude attenuation even at frequencies of order 10-1 Hz. Most workers 
have either ignored this effect [72], or have employed wires with length-to-diameter 
ratios (lid) in excess of 1000 [84] to minimize end conduction. High lid wires are 
generally not commercially available and are prohibitively fragile and not well suited to 
the present study. 
Wroblewski and Eibeck [85] present a computational method that allows for 
correction of the CCA output for both the high- and low-frequency effects described 
above. The method relies on an analytical solution for the wire transfer function obtained 
by solving the lumped-capacitance form of the unsteady conduction equation for the wire, 
plating and support prongs, as shown in the schematic provided in Fig. 3-4. The details of 
the problem statement and solution are provided in Appendix B. A Fourier-transform 
technique is used to obtain the solution for length-averaged wire temperature as a 
response to an arbitrary fluctuation in the approach stream temperature. From their 




where ZOw, ZOe, and zop are the first-order time constants of the sensing element, sensor 
plating, and the support prongs, respectively, and 
(3-7 a) 
L = leo/d.w = ~ , 
w Iw 1/2 
(3-7 b) 
L = leold.e = Ji'A 
e I I 
e e 
(3-7 c) 
A plot of the complex transfer function is provided in Fig. 3-5 for several different 
approach air-stream velocities. Each velocity corresponds to a different set of time 
constants, zowand ZOe, with ZOp set to a large value of 1 secondl • The smaller time constants 
associated with higher velocities lead to improved amplitude response, with all curves 
exhibiting similar phase-shift characteristics. The low-frequency effect of conduction to 
the support prongs is seen at low mzow by the decay of the amplitude response to a low-
frequency plateau level. As the frequency is increased, two drops in the amplitude 
response occur due to the thennal inertia of the plating and the wire. The cold-wire 
temperature data presented in chapter 5 of this thesis were compensated by dividing the 
discrete Fourier transfonn of the raw, time-series data by Eq. 3-6, and inverting the 
transfonn to recover the corrected time series. Sample results of this spectral 
compensation procedure are provided in Fig. 3-6. 
Use of this spectral compensation procedure in a flow with large, periodic velocity 
fluctuations is useful but involves some ambiguity because constant values of ZOw and ZOe 
1 Wroblewski and Eibeck [85] observed that their results were insensitive to the choice of the prong time 
constant as long as it was much larger than the time constants for the sensor and plating. 
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and, therefore, constant heat transfer coefficients, are assumed in Eq. 3-6. In the work 
presented here, the time constants t'~ and t'c are evaluated using a heat transfer coefficient 
based on the time-mean velocity, which causes the time constant to be underestimated 
during the low-velocity portion of the cycle and overestimated near the velocity peaks. 
The time-mean wire and plating heat transfer coefficients were estimated from heat 
transfer correlations obtained from the calibration of the sensor for hot-wire 
measurements of stream wise velocity, as described in section 3.3. 
The cold-wire sensor was calibrated in a steady, heated boundary layer by connecting 
the sensor to the CTA (hot-wire) bridge and nulling the CTA bridge to measure the 
sensor's resistance at several spatial locations in the boundary layer. At each spatial 
location, the CCA voltage output was also measured. By calculating the wire temperature 
from the known resistance-temperature characteristic of the sensor, the calibration curve 
shown in Fig. 3-7 was obtained. Two sample calibration sets are provided to illustrate the 
stability of the CCA calibration. The scatter in the calibration data is primarily due to the 
turbulence level in the steady calibration flow which caused the sensor resistance to 
fluctuate. Each calibration point was obtained from an average of five resistance 
measurements. The error bars provided in Fig. 3-7 were determined from the standard 
deviation in the resistance data with a student's t multiplier of 2.776 applied to obtain a 
95% confidence interval. The nns bias due to curve fitting was roughly ±2 K, and the 
precision, detennined from the rms noise floor in the data-acquisition system was 
±O.15 K. These bias and precision numbers can be combined to arrive at a composite 
uncertainty of ±2 K, which is primarily a systematic error due to calibration, but does not 
include the ambiguous, systematic error associated with the need for the spectral 
compensation scheme described above, and the systematic error due to the intrusive effect 
of the probe. 
Both the CCA and eTA data were acquired with 12-bit resolution using a National 
Instruments E-series data-acquisitionlcounter-timer card (#AT-MIO-64-E3), which was 
interfaced with a 75-MHz Pentium personal computer running LabView software. The 
CCA and CTA data acquisition were triggered by a reference pulse from a shaft encoder 
that was fixed to one of the shafts of the rotating-damper system (described in section 
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3.4.1) that was used to modulate the flow. A second shaft encoder channel with 1 degree 
resolution provided the clock for the data-acquisition sequence so that 180 data points 
were acquired per forcing cycle. The cold-Ihot-wire data were sampled for 100 cycles and 
analyzed using the triple-decomposition procedure explained in section 3.4.2. 
Since only a single-wire probe was used, the cold- and hot-wire traces could not be 
acquired simultaneously. Instead a cold-wire trace was acquired and the probe was 
immediately switched to the CTA bridge to acquire the hot-wire scan. The CTA 
temperature compensation scheme explained next in section 3.3 then relied upon phase-
averaged CCA temperature data to compensate the instantaneous hot-wire results, so that 
any cyc1e-to-cycle temperature deviations that affect the hot-wire velocity measurements 
could not be strictly accounted for in the temperature compensation scheme. An iterative 
compensation scheme was used to correct both the cold-wire temperature data and hot-
wire streamwise velocity measurements, since the temperature data were needed in the 
thennally compensated CTA technique described below in section 3.3, and the velocity 
data were also needed to calculate the heat transfer coefficients required for the cold-wire 
spectral compensation scheme presented above. The phase-averaged velocity data did not 
change significantly «1 %) after the second iteration so that the procedure was terminated 
after the second trial. 
3.3 Thermally Compensated Constant-Temperature Anemometry (CTA) 
A standard hot-wire technique was used to measure the streamwise velocity 
component of the oscillating flow. The constant-temperature, or "hot-wire" anemometer 
has been a standard instrument in fluid dynamics laboratories for several decades. In 
general, a CTA is a significantly more complicated device than a CCA. The CTA 
employs electronic feedback to adjust the current output of the unbalanced bridge and 
keep the sensor at a constant temperature. Electronic feedback provides frequency 
compensation so that the cutoff frequency of CTA velocity measurements is much greater 
than the first-order time constant of the wire sensor that limits the response of the CCA, 
with 50 kHz cutoffs readily achievable. The reader is referred to the book by Perry [84] 
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and the references therein for the details of the electronics of the CTA. The discussion in 
this subsection will be limited to the temperature compensation of the CT A velocity 
measurements obtained in this thesis. Temperature compensation of the CTA signal is 
important in the heated boundary layers studied in this work because the working 
principle of hot-wire velocimetry relies on the convective heat transfer from the wire, as 
explained in the following paragraphs. 
The CTA voltage output can be related to the flow velocity over the hot-wire sensor 
from the well-known heat-transfer law due to Collis and Williams [86], 
NU(~r =A+BRe' (3-8) 
Under typical conditions, the hot wire is operated at a constant overheat in an isothennal 
flow so that the heat transfer from the wire is only dependent on the effective cooling 
velocity with Nu-E and Re-Uej} A simple, direct calibration of velocity, Ueffi vs. CTA 
voltage output, E, can then be constructed. However, for measurements in nonisothennal 
flows, the measurement is not quite as simple, requiring a scheme for temperature 
compensation. 
The data acquired for this thesis were temperature compensated by taking the effect of 
temperature variations on the tenns in Eq. 3-8 into account. If Eq. 3-8 is rewritten and 
any constants are accounted for in the arbitrary calibration parameters A and B then, 
(3-9) 
The film-temperature dependence of the thennal conductivity, K, and kinematic viscosity, 




where the subscript "0" indicates the conditions at some arbitrary reference state. The 
calibration equation takes its final form when Eqs. 3-10 and 3-11 are substituted into 
Eq. 3-9 to obtain 
) 
[ ( T )m T 1.76n-O.8 ]-U = A ....L f E2 + BT 1.76n n 
eff T T. -T f 
w 
(3-12) 
In situations where the dominant velocity component is perpendicular to the axis of 
the hot-wire probe and the support prongs, Ueffi is given by [87], 
(3-13) 
where the orientation of the velocity components relative to the wire and support prongs 
are shown as in Fig. 3-4. For wires with plated ends and large lid, kr is typically small, 
less than 0.1, and kN is near unity [87]. For both the hot- and cold-wire runs, straight 
prongs were oriented in the wall-normal direction, and the sensing element was oriented 
perpendicular to the flow. This arrangement minimized the effects of the support prongs 
during periodic flow reversals, and the streamwise velocity component thus corresponds 
to u in Fig. 3-4. Since the mean components, V and W are expected to much less than the 
streamwise value, U , the effective cooling velocity corresponds to the streamwise flow 
component if the fluctuations in the v- and w-components of velocity are much smaller 
than the streamwise velocity fluctuation. This condition is surely satisfied by the large, 
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periodic streamwise flow oscillations imposed in this work, except during periodic flow 
reversals when the streamwise component is small, so that transverse and spanwise flows 
may contribute to Ueffi increasing the measurement uncertainty. 
Utilizing Eq. 3-12, the hot-wire sensor was calibrated in a steady flow against a larger 
"hot-ball" sensor (TSI Veloci-Calc Model #8360) which was NIST-traceable calibrated to 
an uncertainty of ±2 cm/s. The wire was calibrated at five different overheats, which were 
set by the sensor's operating resistance. At each overheat the wire temperature, Tw, free-
stream air temperature, TaJ , velocity, U, and CTA output voltage, E, were recorded. A 
typical example of the resulting five "cold-flow" calibration curves is provided in Fig. 3-
8(a). The calibration data were then fit to the functional form dictated by Eq. 3-12 using a 
least-squares technique to obtain results typical of the temperature-compensated 
calibration curve given in Fig. 3-8(b). Using Eqs. 3-10 and 3-11 ·to calculate the 
conductivity and viscosity, the calibration results could then be used to find the heat-
transfer coefficient from Eq. 3-8. The results were used for the CCA spectral 
compensation procedure discussed in section 3.2. The sensor Nusselt-number correlation 
associated with the calibration data in Fig. 3-8 is presented in Fig. 3-9. An example of 
typical temperature-compensated, time-mean velocity data is provided in Fig. 3-10. The 
uncompensated results are clearly biased toward low velocities, as one would intuitively 
expect, with the bias decreasing closer to the free-stream. The difference at the outer edge 
of the boundary layer is due to a temperature change in the laboratory between the data 
run and the calibration. 
3.4 Oscillating Flow Facility 
3.4.1 Construction of the Oscillating Flow Facility 
A schematic of the oscillating flow facility is provided in Fig. 3-11. Flow was 
provided to the tunnel by a 116 HP centrifugal blower through a 203-mm diameter, sheet-
metal duct fitted with a flexible coupling. The flow exited the sheet metal duct into a 
settling chamber of 21 0 x 305-mm cross section. The settling chamber contained a series 
of four rotating damper vanes, a honeycomb flow straightener, and three fine-mesh 
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screens. Oscillations were imparted to the flow by the four co-rotating vanes, which were 
driven by a variable-speed, 1I2-hp DC electric motor, and a series of pulleys and timing 
belts. The axis of the rotating vanes was 203 mm upstream of the honeycomb flow 
straightener. The vanes rotated in phase and modulated the settling chamber pressure by 
providing a blockage that varied the flow area between an almost fully open position and 
roughly 8% of the total settling chamber cross section. Modulated blockage schemes of 
this type have been employed in previous work, [20], [88], [89], [90], and provide 
sufficient pulse amplitude to reverse the flow over a limited range of forcing frequencies 
as explained in section 3.4.2. The flow conditioning provided by the honeycomb and 
screens was crucial for removing transverse velocity components generated by the 
rotating vanes and for reducing the overall turbulence level. The conditioned flow was 
accelerated through a 4.6: 1 area ratio, two-dimensional contraction, designed using the 
matched-polynomial method of Morel [91], to further reduce the turbulence intensity and 
provide a flat exit velocity profile to the test section. 
At the exit plane of the contraction, the nozzle boundary layer flow was removed 
through concentric suction slots of 10-mm minimum clearance, using an approach 
suggested by Swearingen and Blackwelder [92]. The suction slots were created by 
placing the first 25 mm of the test section inside the nozzle and enclosing the 
nozzle/leading edge assembly in a low-pressure suction plenum where vacuum pressures 
were created using a high-head, 1I3-hp blower to continuously remove mass from the 
plenum. This low-pressure suction plenum served several useful purposes. Removal of 
the nozzle boundary layer provided a well-defined origin for the thennal and momentum 
boundary layers, and enabled for transition between the flat nozzle walls and the 
curvature introduced into the floor of the test section, as described below. In addition, it 
was found that use of boundary-layer suction allowed for higher amplitude flow forcing 
than could be obtained without suction, as the mass removed from the nozzle flow 
allowed for larger flow rates through the rotating vane assembly, and therefore larger 
pressure fluctuations in the settling chamber. 
The test section was a semi-rectangular channel, composed of an aluminum ceiling, 
a stainless-steel floor, and side windows fabricated from common 6.35-mm-thick float 
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glass. The channel was 146 nun wide and 286 nun long. In order to prevent leading-edge 
boundary-layer separation, both the ceiling and the floor of the test section were 
machined to sharp leading edges and knife-edged aluminum inserts were used to form the 
first 25 nun of the side walls. The unheated ceiling of the test section was flat and 
constructed from a 10.9-nun-thick aluminum plate, which was fitted with five removable 
blanks to allow for insertion of hot-wire probes at five streamwise locations. The wind-
tunnel floor was heated from its back side using conventional Kapton resistance heaters 
controlled with a V ARIAC. The floor was fabricated from 304 stainless steel, and had a 
curved surface so that the CARS laser beams were not clipped as they entered the test 
section. The channel height was 30 nun at the spanwise centerline, where all 
measurements were made, and 3S nun at the plate glass windows. Potential curvature 
effects were minimized, as care was taken to guarantee that the local radius of curvature 
of the steel plate was always at least an order of magnitude greater than the half-height of 
the channel, which represented the maximum attainable boundary layer thickness. 
The flow exited the test section into a large aluminum discharge plenum and exited 
the apparatus through the top of the exit plenum. A diffuser was not employed at the test 
section exit due to space constraints in the Laser Diagnostics Laboratory which limited 
the length and weight of the device. The absence of a diffuser creates a shear layer at the 
exit of the test section, causing an exit disturbance that could have potentially propagated 
upstream. To mitigate the effects of any exit disturbance, most of the data were collected 
at streamwise locations less than half the channel length from the leading edge. 
3.4.2 Performance of the Oscillating Flow Facility 
In this section, a characterization of the oscillating flow is provided based on 
temperature-compensated CTA results. Performance data are presented at a single 
streamwise location for the four nominal operating conditions studied in this thesis. These 
nominal operating conditions correspond to forcing frequencies of 2.5 and 5.0 Hz and 
mean free-stream velocities of 1.5 and 4.0 mls. All data presented in this section were 
acquired at a streamwise distance of 93 nun from the leading edge, and are representative 
64 
of the two additional operating locations, at 144 and 193 mm, investigated. The triple-
decomposition procedure used to analyze the velocity and temperature data is discussed. 
Both instantaneous and phase-averaged velocity waveforms are provided to qualify the 
shape of the waveforms, as well as the level of turbulence and cycle to cycle fluctuation. 
Spectra of the velocity fluctuations are presented to quantify the level of harmonic 
distortion in the oscillating velocity filed. The coupling between forcing frequency and 
amplitude is discussed, and it is shown that differing levels of periodic flow reversal are 
encountered for each of the four nominal conditions presented. Mean and phase-averaged 
boundary layer profiles are presented to illustrate the shape of the mean and oscillatory 
parts of the velocity fields. The mean profiles exhibit a core profile that is flat to within 3 
percent, while the phase-averaged data show a well-defined Stokes boundary layer. 
A summary of the operating conditions for the data presented in this section is given 
in Table 3-1. A triple-decomposition scheme was used to analyze both the eTA velocity 
data and the CARS and CCA temperature results. The triple-decomposition principle is 
given by 
q(x,t) = q(x) + qosAx,t)+ q'(x,t) , (3-14) 
where q is the instantaneous value, q denotes a long-time average over an integral 
number of periods, qosc is the periodic component of the signal, and q' is a random 
component due to cycle-to-cycle variation and/or turbulence. Implicit in the definition of 
qosc is a phase-averaging procedure to be referred to extensively in this thesis. The phase 
average, (q), can be written in terms of the periodic component as 
(3-15) 
The phase average is dependent on the cycle time 0 S aJt S 21r, and calculated by 
averaging all data within the cycle time bin, aJt to aJt+llt, where (J) is the fundamental 
circular frequency of the applied forcing. 
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Instantaneous and phase-averaged velocity wavefonns for the four nominal operating 
conditions are provided in Figs. 3-12 and 3-13, respectively. The waveforms exhibit some 
harmonic distortion, with a broader crest near the velocity maximum than near the 
velocity minimum. This bias toward high velocities has been previously observed by 
Despard and Miller [20] in a closed circuit wind tunnel with a rotating vane system 
placed downstream of the test section. Velocity wavefonns of higher harmonic purity can 
be achieved using a programmable rotating damper system which varies the rotational 
speed of the vanes through the forcing cycle as demonstrated by Simpson [90]. However, 
the waveforms obtained with the present system of vanes were considered acceptable 
given the increase in complexity associated with programmable speed variation. 
The instantaneous traces exhibit some ''waviness'' at frequencies higher than the 
fundamental associated with low-level turbulence, as well as some cycle-to-cycle 
variation in the gross waveform, which both contribute to the variance of u' . There are 
additional contributions to u' due to imperfect temperature compensation of the hot-wire 
signal. It is useful to compare these wavefonns to the hot-wire traces obtained in a 
turbulent, oscillating flow provided in Fig. 3-14. The turbulent velocity wavefonns 
clearly exhibit a higher range of frequencies than the data presented in Fig. 3-12. In 
addition, power spectra recorded in the free stream flow under conditions of nominal 
cases 1 and 2, shown in Fig. 3-15, do not exhibit the broadband shape characteristic of 
turbulent flows, with a sharp decay of approximately 2 decades between 30 and SO Hz. At 
frequencies above about SO to 100 Hz, the noise contributions to the signal are readily 
apparent. 
Based on the results presented in Fig. 3-12 to 3-15, the velocity fluctuations generated 
in the oscillating flow apparatus can be qualitatively described as "laminar-like" with 
weak, low-frequency oscillations imposed upon the larger-scale wavefonns. It is difficult 
to quantify the turbulence levels in the flow based on a turbulence intensity since the 
contributions to the variance of u', from ''turbulence'', and from cycle-to-cycle 
fluctuation cannot be readily separated. For the cases presented in this subsection, 
maximum values of u~ms/U~ range from 3% for the nominally high-speed cases (1 and 
2) to about 9% for the nominally low-speed cases (3 and 4). Based on the waveforms 
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provided in Fig 3-12, turbulence intensities of this magnitude would clearly be a gross 
overestimate. Operation at U «J -l.S mls might exhibit increased ''waviness'' in the hot-
wire traces, but much of the increase in u'rms/U«J at low speeds is clearly due to the high-
frequency rectification that occurs in the signal due to periodic flow reversal, where the 
uncertainty in instantaneous velocity is markedly increased. 
The results of the literature survey presented in chapter 1 indicate that periodic flow 
reversal may have a profound effect on heat transfer and thermal boundary-layer 
structure. Therefore, the oscillating flow apparatus must provide periodic forcing of 
sufficient amplitude to induce backflow. As shown in Figs. 3-12 and 3-13, different 
levels of periodic flow reversal were attained depending upon the nominal flow 
conditions. With the rotating vane technique used, the amplitude and frequency of the 
forcing are not strictly independent. A plot of the ratio 
UIlU = (Uosc,max -Uosc,min)jUosc,max (evaluated in the free-stream) 
max 
(3-16) 
against forcing frequency for the free-stream flow is provided in Fig. 3-16. The data in 
Fig. 3-16 clearly show that the highest relative amplitude forcing generally occurs at low 
frequencies and at low speeds. This effect is a consequence of the inertia of the fluid 
entering the settling chamber. Low-frequency forcing simply provides more time for the 
vanes to decelerate the fluid in the settling chamber, and lower speed operation provides 
for a lower inertia flow that is more easily decelerated. Some degree of independent 
control of the frequency and amplitude can be provided if vanes of differing size are used. 
The rotating vane assembly was constructed so that vanes of differing sizes could be 
readily inserted, but only a single size was used in the present study. Consequently, 
nominal case #1 is a non-reversing flow, cases #2 and 3 are classified as ''partially'' 
reversed flows, in which the reversal is limited to the near-wall region, and case #4 is 
termed a "complete", or ''bulk'' flow reversal, since a reversal occurs throughout the 
channel. The waveforms in Fig. 3-13 reflect this, with no rectification of the hot-wire 
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signal in case 1 and large rectification in both the boundary layer and free-stream in case 
4. 
The overall structure of the steady and oscillating parts of the boundary-layer flow are 
presented in Figs. 3-17 and 3-18, respectively. Figure 3-17 contains time-mean boundary 
layer profiles for the four nominal cases. The data have not been corrected for signal 
rectification, as such a correction is uncertain at best and extremely tedious. The free-
stream flow was found to be flat to within less than 3% for all 4 cases. The low-speed, 
low-frequency case 4 experiences the highest degree of flow reversal and will suffer from 
the largest degree of high-velocity bias due to CT A signal rectification. This high 
velocity bias can be observed in Fig. 3-17, where the time-mean velocity profile for case 
4 exhibits a maximum about 4 mm from the wall. The location of this artificial maximum 
is within the Stokes boundary layer, where the periodic velocity fluctuations, and the 
CT A signal rectification, are highest. An estimate of the upper bound on the error in time-
mean free-stream velocity due to signal rectification was obtained by manually "de-
rectifying" the phase-averaged, free-stream CTA trace for case #4. The free-stream mean 
velocity for case 4 given in table 3-1 required a correction of 8%. 
Infonnation regarding the structure of the periodic velocity component, Uose, is 
presented in Fig. 3-18. Profiles of Uose for several cycle times, denoted by the shaft 
encoder position in the legend, are provided in Fig. 3-18(a). The data in Fig. 3-18(a) were 
taken from nominal case 1 since flow reversal did not occur in this case and the hot-wire 
data are unaffected by rectification. The data clearly show the existence of a Stokes 
boundary layer in the flow with near-wall overshoots readily evident at times near the 
negative crest of the free-stream velocity wavefonn. Figure 3-18(b) provides a 
comparison of the time-mean Stokes boundary-layer structure for nominal cases 1 and 2 
with the fully developed flow theory outlined in Appendix A. The results for case 2 were 
only weakly affected by signal rectification and still provided reasonable results for Uose. 
The data from the developing flow compare favorably to the fully developed theory, with 
the maximum velocity oscillation amplitude in both sets of experimental data within 7 % 
of the fully developed prediction. The agreement of the hot-wire data with the fully 
developed theory is encouraging and verifies the existence of a Stokes boundary layer in 
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the oscillating flow tunnel constructed for the present study. However, the experimental 
data from the developing boundary layer display a significantly larger near-wall gradient 
in the oscillation amplitude, and the developing flow investigated experimentally is more 
complex and will display two-, or even three-dimensional effects that are not accounted 
for by the fully developed theory. 
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Table 3-1: Summary of the operating conditions for the perfonnance data used to 
characterize the oscillating flow apparatus. 
Ilu 
-
CASE # U«J [m/s] x[mm] f[Hz] Tw-T", [K] Rex Wo U 00 
1 4.19 93 5.10 80 24,500 21.46 0.55 
2 4.10 93 2.44 81 24,000 14.86 0.85 
3 1.56 93 5.10 70 9,100 21.40 0.82 
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Figure 3-1: Schematic of the dual-broadband CARS system used to measure boundary-
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Figure 3-3: Experimentally obtained, lOO-laser-shot-averaged DBPR-CARS spectra at 
temperatures of 297 and 452 K. Rotational S-branch transitions are marked in the legend 
at the top of each plot, with O2 transitions being indicated by asterisks. The lines used in 
the integrated line intensity procedure for determining temperature are highlighted in 
bold. Integrated intensity distributions are given below each spectrum. Note the distinct 
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Fig. 3-4: Schematic of the heat transfer problem solved by Wroblewski and Eibeck [85] 
for the transfer function of a cold-wire sensor in a unifonn stream of fluid. The details of 
this solution are presented in Appendix B. The relative orientation of the streamwise (u), 
transverse (v), and spanwise (w) velocity components are shown as well. To minimize the 
disturbance created by the sensor's support prongs during periodic flow reversal, the 
prongs were straight and oriented in the transverse direction. Note that the distance, lw, is 
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Figure 3-5: Transfer function for the cold-wire sensor used in this study calculated from 
the solution of Wroblewski and Eibeck [85]. The plot shows the amplitude and phase of 
the complex transfer function, H(lD) given in Eq. 3-6. The amplitude of the attenuation is 
plotted on the left-hand axis and the phase lag is plotted on the right-hand axis. 
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Figure 3-6: Results of the spectral compensation scheme for both low-amplitude (a), and 
high-amplitude (b), periodic temperature fluctuations. 
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--T = 266.72 + 19.056E R= 0.99567 
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Figure 3-7: Typical CCA calibration data. Data are provided for two calibration runs 
perfonned 10 days apart to illustrate the stability of the calibration. The scatter in the 
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Figure 3-8: Sample CTA static calibration data; (a) "cold-flow" calibration curves 
obtained at five different overheats assuming n=O.45 , (b) temperature-compensated 
calibration data showing the collapse of all data to a single curve by employing the Collis 
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Figure 3-9: Sensor heat transfer correlation obtained from the hot-wire calibration data 
shown in Fig. 3-8. Correlations of this type were used to estimated the time-mean heat 
transfer coefficients used to calculate the wire and plating time constants in the cold-wire 
transfer function of Wroblewski and Eibeck [85] given in Eq. 3-6. 
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Figure 3-10: Sample results showing the effect of temperature compensation on the eTA 
output. The data presented here were from a non-reversing, heated, oscillating boundary 
layer. The mean velocity data clearly show the bias toward low speeds associated with 
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Figure 3-11: Schematic of the oscillating flow facility. The bulk flow is from left to right. Oscillations are imparted to the flow by a 




























TIME [ms) TIME[ms) 
CASE 3 CASE 4 
TIME [ms) TIME[ms) 
Figure 3-12: Plots of several I-s, phase-locked, temperature-compensated hot-wire 
traces. The data have been plotted against a time base of milliseconds by assuming 
constant rotational speed of the rotating vane shafts in order to provide infonnation on the 
actual time scales in the flow. Each trace was acquired at a different distance from the 
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Figure 3-13: Phase-averaged velocity wavefonns. The phase-averaged velocity data are 
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Figure 3-14: Example of a fully turbulent waveform in a periodically oscillating flow 
obtained with a hot-wire in an isothermal free-stream. The turbulent trace exhibits a much 
broader range of frequencies than the time traces presented in Fig. 3-12. 
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Figure 3-15: Spectra of velocity fluctuations measured with a hot-wire in an isothermal 
free-stream flow under nominal cases 1 (5 Hz forcing) and 2 (2.5 Hz forcing). The spectra 
exhibit distinct peaks at the fundamental forcing frequency in addition to several higher 
hannonics. The energy content decays dramatically near of 30 Hz after which the noise 
content in the signal is obvious. 
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Figure 3-16: Amplitude-frequency characteristic of the rotating vane assembly used to 
provide periodic flow forcing. The open symbols are for hot-wire data acquired 144 mm 
from the leading edge, while the closed symbols represent data at 193 mm. The data 
apply for the fixed thickness vanes used. The apparatus was constructed so that vanes of 
differing thickness could be inserted to provide some independent control of amplitude 
and frequency. 
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Figure 3-17: Mean velocity profiles for the 4 nominal operating conditions at x=89 mDl. 
The core velocity profiles are flat to within 3%. The effect of a bias toward high 
velocities due to rectification of the hot-wire signal during flow reversal is readily evident 
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Figure 3-18: Characterization of the oscillating part of the velocity field. Part (a) contains 
profiles of Uose for case 1 at the cycle times denoted by the shaft encoder position in the 
legend. Part (b) contains a comparison of the nns periodic velocity profile for cases 1 and 
2 with the fully developed flow theory used as a model problem in chapter 1 and 
explained in Appendix A. 
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CHAPTER 4 
CARS MEASUREMENTS IN A STEADY THERMAL BOUNDARY 
LAYER AND IN A GAS CELL 
An initial evaluation of the DBPR-CARS technique in a convective heat-transfer 
application was undertaken in a steady, tripped thennal boundary layer. The results of 
this evaluation are presented in this chapter. Cold-flow hot-wire measurements, used to 
characterize the turbulent flow, are presented. Mean temperature data obtained from 100-
laser-shot, "on-chip" averaged CARS spectra are presented both dimensionally and in 
wall units. The mean temperature data compare favorably with the thennal "law" of the 
wall. Wall heat-flux data obtained from the slope of the CARS temperature profile in the 
conduction sublayer are presented. Single-laser-shot CARS temperature measurements 
obtained in a gas call at four different pressures are presented and the potential for 
"instantaneous" temperature realizations is discussed in tenns of the resulting single-shot 
temperature pdf s. The chapter concludes with a discussion of the uncertainty in the 
CARS mean temperature data and the wall heat flux estimates. The information presented 
in this chapter was used to establish a value of ±4 K for the uncertainty in shot-averaged 
CARS temperature measurements due to random error. This value was then used to 
represent the uncertainty of the CARS measurements obtained in the oscillating 
boundary-layer flow. 
4.1 Characterization of the Steady Boundary Layer Flow 
The steady-flow tests were run in the oscillating flow facility described in chapter 2, 
with the rotating-vane assembly removed, and without leading-edge suction. In the 
absence of leading-edge suction, the pressure in the aluminum entrance plenum was not 
sufficiently low to remove recirculating fluid from the clearance slots. The recirculating 
fluid fed a large-amplitude disturbance into the boundary layer, providing a strong 
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boundary-layer ''trip'' at the test-section entrance and turbulent boundary layers in the 
channel flow, with approximately 2% free-stream turbulence intensity. 
The wind-tunnel flow was characterized using hot-wire measurements obtain in the 
outer regions (u/U., ~ 0.6) of an isothermal boundary layer at Rex = 4.6xl04 and 8.3xl04. 
Mean velocity, streamwise turbulence intensity, and power spectra data are provided in 
Fig. 4-1. When plotted in wall units, the mean velocity data exhibit a logarithmic profile 
that is characteristic of turbulent boundary layers. In addition, the turbulence intensity 
profiles were found to be similar in shape and magnitude to the classical results of 
Klebanoff [93], as were power spectra obtained at three selected locations in the 
boundary layer. These hot-wire results and the mean temperature profiles to be presented 
indicate that the boundary-layer flow was similar in structure to a fully turbulent 
boundary layer in spite of the low Reynolds number flows, 1 04<Rex<1 OS, studied. This 
abrupt, early transition is a result of the above-mentioned, large-amplitude disturbance 
present at the leading edge of the channel, and is referred to as a ''bypass'' transition [94], 
[95]. A bypass transition results when a disturbance of sufficient magnitude causes the 
normal instability and transition process to be replaced by a more abrupt transition. 
4.2 Mean Temperature Results 
Mean boundary-layer temperature distributions for three selected Reynolds numbers 
are presented in dimensional form in Fig. 4-2. The results show excellent spatial 
resolution, with temperature data acquired in increments as small as 50 JlfD normal to the 
wall. At Rex=3.1xl04, a thermocouple mounted flush with the heat transfer surface 
indicates a temperature of 453 K - consistent with the value of 450 K obtained by 
extrapolating the CARS temperature profile to the wall. 
The mean temperature results are plotted in dimensionless form in Fig. 4-3 against the 
mean temperature profiles for turbulent, zero-pressure-gradient boundary layers 
suggested by Reynolds et al. [96] and Kays and Crawford [97]. Here, the temperature and 
distance from the wall are presented in terms of viscous wall units given by 
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(Tw -T)pCp u. T+=----..:.....-- (4-1) 
and 
+ YU. Y =- (4-2) 
v 
In order to compute the dimensionless fonns of the data, it is necessary to know both 
the heat flux and shear stress at the wall. As explained in the next section, the wall heat 
flux is obtained from a linear fit to the temperature data in the near-wall region. The heat 
flux is used to estimate the wall shear from a modified fonn of the Colburn analogy as 





In dimensionless fonn, the data exhibit the shape of typical turbulent boundary layers, 
as suggested by the law of the wall temperature profiles. This agreement further supports 
the observation of a bypass transition to boundary layer turbulence at Reynolds numbers 
well below typical laboratory transition values. A similar result was obtained by Feiler 
[38], who used thermocouples to observe mean temperature profiles of comparable shape 
at Reynolds numbers as low as 2.8 x 104, in a tripped boundary-layer flow with 3 to 4 % 
free-stream turbulence intensity. 
The qualitative agreement of the CARS temperature data with turbulent theory is 
especially good in the conduction sub layer and buffer region where the effect of the free-
stream pressure gradient is minimized. In the logarithmic regime, the data deviate more 
significantly from the zero-pressure-gradient profiles, with the results falling into two 
categories depending upon the free-stream speed. This deviation from the zero-pressure-
gradient curves is to be expected because the law of the wall provides a universal profile 
for a turbulent velocity boundary layer, but does not provide a universal temperature law 
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[97]. The free-stream pressure gradient significantly influences the thermal boundary-
layer shape in the logarithmic region, with profiles in favorable pressure gradients 
exhibiting the usual boundary-layer thinning indicated by an upward shift of the r -y" 
CUlVe [95], [97]. Therefore, the upward shift in the data with increasing free-stream speed 
should be expected because the pressure gradient increases with increasing mass flow 
through the channel. 
Finally, we must note that the uncertainty in T+ presented in the logarithmic layer in 
Fig. 4-3 is dominated by the estimates ofu. and q~. The heat flux is determined directly 
from the spatially resolved boundary-layer temperature profiles as described in section 
4.3. The random error contribution to the uncertainty in q~ is about ±IO-I5%. 
Uncertainty in u. is likely influenced by an ambiguous systematic error associated with 
the use of Eq. 4-3, which has been extrapolated to Reynolds numbers below its lower 
limit of application. The uncertainty due to extrapolation of Eq. 4-3 may be responsible 
for some shift in the data, but the relative error in the data sets is lessened due to the 
systematic nature of the error, so that the trends observed in the results with increasing 
favorable pressure gradient may be observed. 
4.3 Calculation of Wall Heat Flux From DBPR-CARS Temperature Prof"lles 
Following the procedure suggested by Qiu et a1. [98], an estimate of the heat flux can 
be obtained from the slope of a least-squares line fit to the temperature data in the 
conduction sublayer. Calculation of heat flux from the wall temperature profile is useful 
because the convective heat flux is measured directly without correction for radiative heat 
transfer, a factor which becomes important at elevated wall temperatures. The set of 
points used for least-squares fitting was determined using two criteria, y + S8 and y + SIlo 
These two criteria provided a sufficient number of data for least-squares fitting while 
remaining below the upper conduction sublayer limit of y+=13.2 for Pr=O.7, given by 
Kays and Crawford [97]. 
The wall heat flux was calculated by multiplying the least-squares slope by the 
thermal conductivity of air evaluated at the wall temperature extrapolated from the least-
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squares fit to the temperature data. Use of this extrapolation procedure instead of an 
independent measurement of the wall temperature (by a surface thennocouple or RID) 
eliminates any systematic error associated with recording T w and T ac from two 
instruments with differences in their calibrations. Extrapolation of the near-wall 
temperature profiles is also an attractive alternative, as measurement of surface 
temperatures with embedded instrumentation is non-trivial, due to conduction errors that 
arise unless extreme care is taken in the design and installation of surface temperature 
sensors. The heat-flux data obtained from the temperature profiles given in Fig. 4-2, using 
both the y+~8 and y+~11 criteria, are given in Table 4-1 along with the number of data 
points that were used in each least-squares fit, the extrapolated wall temperature, and 
local Nusselt number. 
At each value of Rex, the heat-flux estimates obtained from the y+~8 and y+~ll 
criteria are within 10 percent, an estimate of the scatter, or precision limit, in the heat-flux 
measurement that is consistent with the ±10% uncertainty quoted in [98]. Based on this 
agreement, the y+~l1 criterion was chosen for calculation of the Nusselt number, as this 
provides more data points for estimation of the slope. For comparison, predicted Nusselt 
numbers are tabulated by extrapolating the flat-plate, turbulent heat-transfer correlation of 
Reynolds et ale [96], 
( T )-0.4 Nux = 0.0296Re~·8 PrO.6 T: (all properties evaluated at Trr.> , (4-4) 
below its lower limit of applicability of Rex=10s. The CARS heat-flux data and 
correlation are in reasonable agreement, with Eq. 4-4 undeIpredicting the data by 7 to 43 
percent. Some undeIprediction of the Nusselt number is to be expected when applying the 
zero-pressure-gradient correlation to data obtained in a favorable-pressure-gradient flow. 
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4.4 Potential for Single-Laser-Shot Measurements 
Single-laser-shot CARS data offer the possibility for measurement of nns temperature 
fluctuation in complex flows, as well as for non-intrusive point estimates of turbulent 
heat flux, if nearly simultaneous LOV data are also available. Sets of 500 single-shot 
OBPR-CARS spectra have been acquired from N2 gas in a room temperature cell at four 
different pressures. Pure nitrogen was used instead of air in these measurements to obtain 
simpler CARS spectra without overlapping N2-02 transitions. Sample single-shot 
nitrogen CARS spectra obtained at atmospheric pressure and temperature are provided in 
Fig. 4-4. The spectra were obtained from six consecutive Nd:YAG laser pulses. These 
single-shot spectra demonstrate the need for the shot-averaging procedures discussed in 
chapter 3, as the random pulse-to-pulse variation in the spectral shapes is obvious. This 
random variation still persists, even though dual-broadband CARS generation has been 
employed to reduce the effects of dye-laser noise on temperature measurement. 
Four 500-realization temperature pdfs, each obtained from CARS measurements at 
different gas-cell pressures, are displayed in Fig. 4-5. At 1 atm, the standard deviation is 
18.3 K, yielding a 2cruncertainty of ±36 K due to random error only. Improved precision 
is obtained with an increase in gas-cell pressure. This improvement is due to an increased 
signal-to-noise ratio, SNR, at higher pressures. This reduced noise effect is readily seen 
upon examination of the following equation for the SNR due to Bengtsson et al. [66]. 
(4-5) 
In Eq. 4-5, t is the duration of the CARS signal pulse, r; and rR are the Nd:YAG laser 
and Raman linewidths, respectively, W is the spectrometer slit width, and n is the mode 
M 
spacing of the broadband dye laser. As the pressure increases, the second term becomes 
smaller because the Raman linewidth, r , increases due collisional broadening effects, as 
R 
is evident in the experimental single-shot nitrogen CARS spectra shown in Fig. 4-6. 
The single-shot, OBPR-CARS temperature precision results from this study and 
from references [65] and [66] are summarized in Table 4-2. The results of the present 
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study exhibit the expected trend of decreased uncertainty with increased pressure, as do 
the results of [65] and [66] (obtained by the same group of researchers), where the 
atmospheric-pressure results of [65] indicate less precision than the data presented in 
[66], obtained at pressures of2.6 atm and higher. 
The increased widths of the temperature pdfs obtained in the present study can result 
from increased levels of detector read noise, the unique performance of a given dye-laser 
system, and the choice of laser dye. During the acquisition of the CARS gas-cell data, a 
higher level of ceo detector read noise than present during the steady boundary-layer 
flow experiments was present. The readout noise level is observable in the baseline of the 
single-pulse nitrogen spectra provided in Fig. 4-4, and will surely have an adverse effect 
on the results. Additionally, the noise characteristics of every Nd:Y AG-pumped dye laser 
system will differ so that the quantitative results of CARS experiments will differ for a 
given laboratory. One potential way of improving the noise characteristics of broadband 
dye-laser systems for DBPR-CARS experiments is to increase the length of the dye laser 
oscillator cavity. An elongated cavity results in a reduced mode spacing, .Dr.t, which will 
decrease the second term in Eq. 4-5. 
4.5 Measurement Uncertainty 
4.5.1 Uncertainty in Shot-Averaged CARS Temperature Measurements 
The uncertainty in the DBPR-CARS mean temperature data can be estimated in 
terms of precision (random) and bias (systematic) contributions as described by Moffat 
[99]. The precision error contribution is largely due to dye-laser mode-phase fluctuations 
[65] and CCD-camera read noise, while the bias contribution is a result of density-
weighting effects present in regions of high rms temperature fluctuation. Estimates of 
both contributions to the shot-averaged temperature uncertainty are given in this section. 
An estimate of the precision limit in the mean temperature evaluated from 100-laser-
shot-averaged DBPR-CARS spectra was made from 237 temperature realizations in room 
air. A histogram (Pdf) constructed from these room-air data is shown in Fig. 4-7. The 
mean of these measurements is 294 K, and the standard deviation about 2 K. Using these 
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results we can obtain a 20- (95% confidence interval) estimate of ±4 K for the precision 
limit contribution to the uncertainty. Since a controlled-temperature source was not 
available for further testing, the pdf at 294 K represents the only data acquired under 
controlled conditions. However, the scatter of the data in the CARS mean-temperature 
profiles presented in this chapter and in chapter 5 supports ±4 K as a good estimate of the 
random error. In order to observe the details of the thennal boundary-layer structure, a 
maximum precision error in the CARS temperature measurement of 5% of the wall-to-air 
temperature difference was required. With this in mind, the wall-to-air temperature 
difference used in the CARS measurements was on the order of 100 to 150 K so that the 
±4 K precision was 2 to 4 percent of the total temperature difference. 
As a further check of the estimated temperature-measurement precision, a second pdf, 
shown in Fig. 4-8, was obtained at elevated temperature. This second pdf was constructed 
from 50, 100-shot-averaged temperature realizations acquired with the CARS probe 
volume 150 pm from the heat transfer surface in an oscillating, boundary layer flow. The 
Nd:YAG laser pulses and CCO camera shutter were phase-locked with the unsteady 
forcing (as explained in chapter 5) to acquire single-shot spectra at a fixed cycle time. 
The software-averaged spectra yielded a pdf with a mean of 414.7 K, and a standard 
deviation of 3.45 K. This result was seen as consistent with the 2 K standard deviation 
observed in room air, and shown in Fig. 4-7, as some pdf broadening was expected due to 
the lack of a perfectly controlled environment and to the reduced number of temperature 
realizations. The scatter in the mean-temperature data presented in this thesis indicates 
that ±4 K is reasonable, although an increase in the measurement uncertainty near the 
wall to ±5 or 6 K could be feasible, due to decreased signal levels, and increased scatter 
of intense, Nd: Y AG laser radiation into the signal path. 
Use of shot-averaged CARS spectra can also cause a bias error toward low 
temperatures due to the density-weighting effects mentioned in chapters 2 and 3. This 
effect is significant in regions of high random temperature fluctuation because the CARS 
signal strength decays with increasing temperature, so that contributions to the shot-
averaged spectrum from lower temperature gas are weighted more heavily than those 
from higher temperatures. 
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In order to estimate the magnitude of this density-weighting bias error, several 
fluctuating temperature fields with Gaussian probability were numerically generated. The 
Sandia CARSFT code [81] was used to simulate 100 single-shot CARS spectra obtained 
at a point in a flow field which possessed the generated Gaussian temperature 
fluctuations. Representative, "shot-averaged" CARS spectra were computed by summing 
the intensity data from the numerically generated spectra, and the mean temperature was 
evaluated from these averaged spectra using the integrated-line-intensity method. The 
results for mean temperatures of 300, 350, 400, and 450 K and nns temperature 
fluctuations of 10,20,30, and 50 K are listed in Table 4-3. 
At each value of T, the systematic error, or bias, in mean temperature becomes larger 
with increasing nns temperature fluctuation, so that the maximum bias toward low 
temperature occurs in the buffer layer and in the outer regions of the conduction sublayer 
where the temperature fluctuations are highest [100]. Assuming a 20 K maximum nns 
temperature fluctuation, consistent with the results reported in [100], the maximum bias 
error incurred is 4 K toward cooler temperatures - a value comparable to the precision 
error contribution. The bias error due to temperature fluctuation is reduced to 1 K or less 
in other regions of the boundary layer where the fluctuations are smaller. This 1 to 4 K 
bias toward lower temperatures can be combined with the ±4 K precision error to yield a 
composite uncertainty in the shot-averaged mean temperature that varies from (+3,-5) K 
to (+0,-8) K depending upon the location in the boundary layer. For future CARS 
applications in turbulent heat transfer flows, the density-weighting bias can be eliminated 
by abandoning the more convenient "on-chip" averaging procedure used in this study, 
and recording a large sample of single-laser-shot CARS spectra. The single-shot spectra 
can each be quickly interrogated using the integrated-line-intensity method, and the bias-
free mean temperature can be calculated from the resulting pdt: as was done with the 
single-shot gas cell·results provided in Fig. 4-4. 
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4.5.2 Uncertainty in Wall Heat Flux Calculated From the CARS Temperature Data 
The uncertainty in the heat-flux and Nusselt-number data presented in Table 4-1 can 
be estimated in terms of random (precision) and bias (systematic) contributions. The 
uncertainty in the heat-flux measurement is dominated by temperature-gradient 
uncertainty, because errors in the calculated thermal conductivity due to uncertainty in 
the extrapolated wall temperature are comparatively small. Similarly, it was found that 
the Nusselt-number uncertainty is dominated by the uncertainty in the heat-flux 
measurement, with measurement errors in x, K.c" and (Tw-Tao) making a minor contribution 
« 1%). Therefore, the uncertainties in both heat flux and local Nusselt number are 
essentially equal and are determined by the temperature-gradient uncertainty. 
For each of the temperature profiles presented in Fig. 4-2, the precision limit (random 
error) in the wall temperature gradient was estimated using the stati$tical arguments 
presented in Appendix E. If we consider the sampling distribution of the slope estimate 
obtained from a least-squares, linear fit, it can be shown that a 95% confidence interval 
for the slope estimator is given by [l01] 
(4-6) 
In Eq. 4-6, PI is the estimate of the true slope, oT/fJy, tN-2 is the student's t multiplier for 
N-2 degrees of freedom for error, N is the total number of points used in the fit, (j is an 
estimate of the precision error in the measurement (1 standard deviation), and SSyy is a 
least-squares parameter, 
N 
SSyy = L(Yk -y)2 (4-7) 
k=1 
Plots of the near-wall temperature profiles from the three representative temperature 
distributions presented in Fig. 4-2 are given in Fig. 4-9. The least-squares fits and 
calculated heat-flux values, along with the uncertainties are shown on each of the plots. 
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The uncertainties shown in Fig. 4-9 represent the precision error contribution only and 
were calculated from Eqs. 4-6 and 4-7 using (j = ±2 K. The random error estimates are 
all within 15 %, which is chosen as an appropriate upper bound for the precision limit. 
In flows with high levels of random temperature fluctuation, mean-temperature bias 
due to shot averaging introduces a bias-error contribution toward higher wall heat fluxes. 
This· temperature bias increases with nns temperature fluctuation. Published data and 
DNS calculations [100] show that the random rms temperature fluctuation, T' increases 
monotonically with distance from the wall and peaks near y+=18 before gradually 
decaying to zero at locations outside the thermal boundary layer. The effect of this 
temperature bias on the evaluated heat flux obtained from the steady-flow CARS 
experiments was estimated by assuming a maximum temperature bias of 4 K 
(T~ =:: 20K) and a linear profile of the bias error fromy+=O to y+=11. This temperature-
bias profile was then added to the temperature data used in the least-squares fit. This 
calculation indicates that estimated heat flux could be biased from +5 to +10 %, due to 
the density-weighting error present in the steady-flow CARS measurements. 
Combining the precision and bias limit estimates, we can obtain an estimate of the 
composite uncertainty in qw of -5% to +25%, using the worst-case bias and precision 
limits of +10 % and ±15 %, respectively. This uncertainty can be compared to the values 
for conventional embedded heat flux gauges of the thennopile type, which offer typical 
uncertainties ranging from ±10 % in low-speed flows under steady laboratory conditions 
to ±25 % in harsh environments such as IC engines or industrial settings [102], and do 
not distinguish between radiative and convective heat transfer contributions. Improved 
heat flux measurements are possible in flows with reduced nns temperature fluctuations, 
or if a large sample of single-laser-shot CARS spectra are used for detennination of the 
mean temperature at each point, so that any density-weighting bias in the temperature 
measurements is eliminated. 
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4.6 Summary 
The work presented in chapter 4 described the initial evaluation of dual-broadband, 
pure-rotational CARS as a convective heat transfer diagnostic. The results show that the 
technique has potential for use in convective boundary-layer flows with wall-to-air 
temperature differences of 100 to 150 K or more. The major conclusions from the data 
and analysis presented in chapter 4 are summarized in list form below. 
• CARS temperature measurements in a steady, tripped boundary layer that has 
undergone a bypass transition to turbulence show excellent agreement with the widely 
accepted thermallaw-of-the-wall temperature profile. 
• The CARS temperature data have a precision limit of ±4 K. DBPR-CARS 
boundary-layer measurements with wall-to-air temperature differences of 100 to 150 K 
will allow for effective, non-intrusive determination of the thermal boundary-layer 
structure. Near the heat transfer surface, the precision limit might increase 1 to 2 K, but 
these results are inconclusive, due to the lack of a controlled temperature source. 
• If the flow to be investigated possesses rms turbulent temperature fluctuations in 
excess of 10 to 15 K, then shot-averaged CARS measurements will include a maximum 
bias error contribution of +4 K or more. This bias can be eliminated by acquiring the data 
in single-shot mode and obtaining the mean temperature from the resulting pdfs. 
• CARS temperature data can be acquired within 50 pm (±25 pm) of the heat-transfer 
surface with 50 pm resolution normal to the wall. This level of spatial resolution and the 
ability to probe very close to the wall allow for calculation of the wall heat flux from 
near-wall temperature profiles with a precision limit of ±15%. The level of density-
weighting bias in the temperature measurement during the steady-flow CARS 
measurements caused a bias error in the heat-flux estimate of+5 to +10 %. Use of CARS 
for quantitative surface heat-flux measurement requires adding a small curvature to the 
heat transfer surface so that the laser beams are not clipped; however, curvature effects 
are not a problem if the radius of curvature is much greater than the maximum boundary-
layer thickness, or if the surface in question is already curved. The dynamic range of the 
CARS heat-flux estimates is likely to be limited to high heat fluxes due to the precision 
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limit in the temperature measurement. This point is addressed further in chapter 5 of this 
thesis . 
• Potential for increased measurement precision and/or single-shot temperature data 
exists if the experiment is performed at higher temperature differences or higher static 
pressures, or if the dye-laser mode noise is minimized by using an elongated oscillator 
cavity. 
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Table 4-1: Results of heat-flux estimates obtained from least-squares fits to the linear, 
near-wall temperature profile. Two criteria are presented for choosing the data set used in 
the least-squares fit, y+S8 and y+Sl1. The tabulated values include the number of points 
used in the least-squares fit, the wall temperature obtained by extrapolating the least-
squares line to the wall, the heat flux, Nusselt number data, and predicted Nusselt 
numbers from the correlation suggested in [96]. 
Rex N N Tw[K] Tw[K] qw [kW/m2] qw [kW/m2] Nux Nux 
(y+S 8) (y+Sll) (y+S 8) (y+Sll) (y+S 8) (y+S 11) (y+S 11 Eq.6 
3.1 x 104 12 16 449.6 450.3 2.72 2.80 113 79.1 
7.8 x 104 4 6 393.6 393.4 4.22 4.17 187 175 
1.1 x lOs 4 6 414.9 413.2 5.48 4.96 263 226 
Table 4-2: Comparison of single-shot temperature results to the results of previous work. 
Investigator Gas Pressure T [K] TRMS [K] TIMSIT [%] Laser Dye 
[atm] 
Present N2 1.0 293 18.3 6.2 Rhodamine 640 
Study 3.1 293 13.4 4.5 
4.5 294 11.9 4.0 
5.6 297 11.0 3.7 
Bengtsson et Air 2.6 426 4.6 1.1 DCM 
al. [66] 4.1 490 4.9 1.0 
7.8 585 5.9 1.0 
16.1 706 7.7 1.1 
Alden et al. N2 1.0 294 13.8 4.7 DCM 
[65] 12.3 4.2 Rhodamine 610 
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Table 4-3: Results of CARS density-weighting study perfonned by generating a 
Gaussian pdf with mean temperature T and nns fluctuation T'. Mean temperatures 
calculated from the averaged CARS spectra are presented for several T, T' combinations. 
T [K] T'=10K T'=20K T'=30K T'=50K 
300 299 295 290 272 
350 349 346 343 326 
400 400 396 391 378 
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Figure 4-1: Hot-wire results for characterization of the boundary-layer flow. Mean 
velocity profiles in the outer region (u/CRO.6) of the curved-plate boundary layer are 
given in (a). Streamwise turbulence intensity and one-dimensional power spectra are 
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Figure 4-2: DBPR-CARS temperature data recorded in a low-Reynolds-number 
turbulent boundary layer at three representative Reynolds numbers. The estimated 
uncertainty due to random errors in these 100-laser-shot-averaged data is ±4 K. Data were 
captured as close as 50 pm from the wall with a spatial resolution of 50 pm in the wall-
nonnal direction. This excellent spatial resolution allows for a quantitative estimate of the 
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Figure 4-3: Mean temperature data plotted in wall units. The data are compared to the 
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Figure 4-4: Representative single-shot, pure-rotational CARS spectra obtained from pure 
nitrogen in an atmospheric pressure cell at 294 K. The results shown here are from six 
consecutive Nd:Y AG laser shots. The data clearly show the effects of random error in the 
CARS measurement due to dye-laser mode-phase fluctuations, as the relative intensity of 
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Figure 4-5: Temperature histograms obtained from 500 single-shot DBPR-CARS 
temperature realizations from room-temperature N2 in a gas cell at various pressures. The 
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Figure 4-6: Representative single-shot, pure-rotational CARS spectra obtained from pure 
nitrogen in a room-temperature cell at four different pressures. The spectra exhibit 
increased Raman linewidths at elevated pressures due to homogeneous (pressure) 
broadening effects. This increased Raman linewidth raises the signal-to-noise ratio in the 
resulting spectra, as per Eq. 4-5. The spectra also illustrate the increase in signal level 
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Figure 4-7: Histogram (pdf) obtained from 237 DBPR-CARS temperature realizations in 
room air. The results from these IOO-laser-shot-averaged spectra and the scatter in the 
boundary-layer temperature profiles indicate that ±4 K is a reasonable estimate of the 20-
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Figure 4-8: Probability density function obtained from 50 shot-averaged temperature 
realizations at a fixed phase angle of a laminar, oscillating boundary layer flow. The data 
were acquired in the near-wall region, 150 J-lITl from the heat-transfer surface to minimize 
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CARS MEASUREMENTS IN OSCILLATING FLOW 
In this chapter, the results of time-resolved CARS thennal boundary-layer studies in 
the oscillating flow are presented. The chapter begins with a description of the phase-
locked timing of the CARS data acquisition followed by a presentation of results from the 
CARS experiments. CARS temperature measurements at ten different phase angles of the 
periodic forcing are presented for each of the four nominal operating conditions described 
in chapter 3. The CARS temperature data allow for observation of the time-resolved 
thennal boundary-layer structure as well as for calculation of the temporally varying wall 
heat transfer for heat fluxes in excess of about 1 kW/m2• The CARS data show a 
thickening of the thennal boundary layer near the period of minimum free-stream 
velocity, with an associated drop in the wall heat flux. This growth in thennal boundary-
layer thickness is especially significant when the flow undergoes a complete reversal, 
suggesting a drop in the cycle-resolved Nusselt number, contrary to earlier reports which 
suggest that heat transfer is enhanced by flow reversal [4], [33], [41],[44]. 
5.1 Phase-Locked CARS Acquisition 
At each selected spatial location within the thennal boundary layer, a sequence of 100 
single-shot CARS spectra were obtained at lO selected phase angles by externally driving 
the Nd:YAG laser and CCD camera shutter. The single-shot CARS spectra were then 
averaged in software, as described in chapter 3, to obtain lOO-shot-averaged spectra for 
the determination of flow temperatures. An encoder fixed to the shaft of the lower-most 
rotating vane provided a timebase for the external triggering of the laser and camera. 
Flow forcing frequencies of 2.5 and 5.0 Hz were used because the 10 Hz recommended 
pulse rate of the Nd: Y AG laser was an even multiple of these frequencies, and because 
these relatively low frequencies allowed for large-amplitude flow fluctuations. 
113 
Two channels of shaft encoder TTL output were used to gate and time the 
laser/camera trigger pulses. A reference, or "Z" pulse provided a synchronizing trigger so 
that all data acquisition was referenced to the same phase angle of the periodic forcing. A 
I-degree resolution "A" pulse provided an external clock for the three National 
Instruments counter-timer chips that produced the laser and camera trigger pulses, as 
specified by a custom-written Lab View timing program. The timing software and 
counter~timer chips generated trigger pulses for the Nd:YAG laser and CCD camera. The 
phase of the Nd:YAG laser pulses could be varied in increments of 1 degree of shaft 
encoder "crank angle", or CAD2, relative to the Z-pulse. The CCD camera shutter was 
opened approximately 10 ms before each laser pulse, and remained open for 30 ms, a 
sufficient amount of time to expose the CCD chip to a single-pulse CARS spectrum, and 
close before the next laser shot. A more detailed description of the timing hardware and 
LabView timing program is provided in Appendix D. 
During each data run, the heat transfer surface was positioned with respect to the 
CARS probe-volume by moving the wind-tunnel using a Parker-Hannifan, computer-
controlled, three-axis positioning system (2.54 J.lCD. resolution in each axis) and keeping 
the CARS probe volume stationary. At each spatial location, trigger pulses for the 
software-selectable phase angles were initiated, the Nd:YAG laser was toggled to 
external control, and the 100-laser-pulse sequence of CARS spectra was acquired. The 
laser was then toggled back to internal control, while the next phase angle was selected 
and the timing program restarted. The process was repeated 10 times at each spatial 
location at crank angles of2, 30, 50, 60, 70, 80, 100, 120, 140, and 178 CAD followed by 
the acquisition of background light and room-air reference spectra before moving the 
apparatus to the next desired spatial location. 
At the beginning of each experimental run, a 100-cycle hot-wire trace was recorded at 
the channel centerline .so that the desired Reynolds number could be set. The plate 
2 To stand for ~rank Angle Degree(s). Each cycle of flow forcing corresponds to 180 CAD or 112 
revolution of the rotating damper vanes located in the wind-tunnel settling chamber. An approximate 
conversion from CAD to seconds is given by multiplying by T1180, where T is the period of the applied 
forcing. This conversion is only approximate because it neglects any jitter that is present in the shaft speed 
of the rotating vane system. Therefore, CAD bas been used as a timebase here to provide an absolute 
reference. 
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heaters were activated, and approximately two hours were provided for the stainless-steel 
plate to heat to the desired temperature and reach a steady state. Once the heat transfer 
surface was in thennal equilibrium, a final hot-wire trace was recorded which was used to 
calculate the Reynolds number, based on streamwise distance, the time-mean free-stream 
velocity, and the viscosity evaluated at the free-stream temperature. The hot wire was 
then removed to eliminate any disturbances caused by the intrusive nature of the probe. A 
full set of velocity profiles was not recorded for the CARS experiments since temperature 
data were only acquired at 10 phase angles during the period of the cyclic forcing -
preventing any meaningful temperature compensation of the hot-wire signal. Such a 
coarse temporal grid was employed due to time considerations. Once developed for this 
unsteady heat transfer application, the data-acquisition rate attained with the CARS 
apparatus required about 8 hours to acquire a full set of 10 boundary layer profiles per 
forcing cycle. This was in addition to the wann-up time required for the heat transfer 
apparatus to come to thennal equilibrium, and to perform the required daily optimization 
of the CARS system optics. 
nata sets from CARS experiments in the oscillating boundary-layer flow at each of 
the four nominal conditions discussed in chapter 3 are provided here. These data are 
representative of a larger sample of eight experimental runs during which several of the 
operating conditions were re-tested to verify repeatability of the CARS results. A 
summary of the operating conditions for the CARS thennal boundary-layer experiments 
to be presented is provided in Table 5-1. The data from each CARS run are assigned a 
case number, corresponding to the nominal operating conditions described in chapter 3, 
for reference in the discussion. 
S.2 Thermal Boundary-Layer Structure - Case 1 
Time-resolved temperature profiles for case 1 are shown in Fig. 5-1. The data have 
been presented with one profile per plot for clarity. The time-resolved data reflect the 
phase average of the temperature, (T) = f + Tosc' at each spatial location since shot-
averaged spectra were used to deduce the local temperature. All temperature, velocity, 
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and heat flux data presented in this chapter, and the cold-wire temperature measurements 
to follow in chapter 6, are then understood to be phase-averaged results. The scatter in the 
temporally resolved CARS data is consistent with the ±4 K random error observed in the 
earlier CARS results from the steady boundary-layer flow. 
A composite plot of the case 1 time-resolved temperature profiles and the time-mean 
temperature profile, obtained by performing the time averaging using the trapezoidal rule, 
are provided in Fig. 5-2. The scatter in the time-mean temperature profile is reduced due 
to the smoothing effects associated with time averaging; however, some undetermined 
level of systematic error is likely present in the time-mean data due to the coarse time-
grid used in the trapezoidal-rule calculation. For nominal case 1, both the time-mean and 
phase-averaged boundary layer profiles are qualitatively similar in shape to classical, 
steady-flow thennal profiles. Of the four nominal cases investigated, case 1 displays the 
lowest level of periodic temperature fluctuation, which is likely a result of the low level 
of the relative amplitude, /lulU max . Hot-wire traces obtained near the heated wall 
indicate that the flow did not reverse in the boundary layer at any time within the cycle. 
A characteristic of all the fluctuating temperature fields obtained with both the CARS 
and cold-wire techniques is that the peak magnitude of the temperature oscillations occurs 
within the thennal boundary layer, decaying to zero at the thennally massive wall and in 
the constant-temperature free stream. To illustrate this phenomenon, a plot of the periodic 
rIDS temperature fluctuation, T osc,rms = ~ To~c , for case 1 is provided alongside the time-
mean temperature data in Fig. 5-2(b). The data scatter in the measurement of the periodic 
temperature fluctuation is due to the precision of the CARS temperature measurements 
and to the coarse time grid employed. In the constant-temperature free-stream, the level 
of Tosc rms provided by the CARS measurements is about 2 K, which is consistent with a , 
20' precision limit of ±4 K. Despite the scatter, the general features of the profile of 
Tosc,rms are still discernible. The peak value of Tosc,rms appears about 1.6 mm from the 
wall, which is about two Stokes boundary layer thicknesses from the heat transfer 
surface. Within the Stokes boundary layer, the peak values of Uosc,rms are obtained as 
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well, suggesting that convective effects play a large role in the generation of periodic 
temperature fluctuations. 
Time histories of the phase-averaged free-stream velocity, temperature, thermal 
boundary-layer thickness, and wall heat flux for case 1 are shown in Fig. 5-3. To quantify 
changes in the thermal boundary layer thickness, the temperature defect thickness3, 
(5-1) 
previously recommended by Dec and Keller [46], has been plotted alongside the heat 
flux. 
The small levels of temperature oscillations near the wall and in the outer portions of 
the boundary layer are masked due to the random error in the CARS measurement. 
Between about 0.5 and 2.5 mm, the temperature oscillations are larger in magnitude and 
the long-time structure of the temperature fluctuation is realized. During the crest of the 
velocity waveform from 0 to about 55 CAD, the local temperature remains essentially 
constant. During the deceleration phase of the velocity from 55 to 95 CAD, the thermal 
boundary layer begins to thicken due to the effect of an adverse pressure gradient, 
followed by a gradual recovery during the acceleration phase of the velocity from 95 
CAD to about 180 CAD. A phase shift in the temperature waveforms, seen in the region 
of high Tosc,rms, is suggested by these data, with the near-wall temperature data leading 
those closer to the free stream. This type of phase relationship is suggested in all of the 
CARS results presented here, but is difficult to quantify due to the coarseness of the time 
grid. Cold-wire temperature results, presented in chapter 6, confirm a similar phase shift 
in the temperature fluctuations at certain times during the cycle. 
The spatial grid used in obtaining the profiles provided in Fig. 5-1, is very well 
resolved close to the heat transfer surface. In all cases, CARS spectra were acquired in 
J Perhaps a more appropriate quantity is the enthalpy thickness [97], which is the true thermal aDalog of the 
momentum thickness, upon which many researchers base Re to compare boundary layers over a wide range 
of pressure gradients. Enthalpy thickness calculation requires boundary layer velocity profiles which were 
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50-,urn increments from y = 50 to 500 ,urn - to be referred to as the ''near-wall'' region for 
the remainder of the discussion of the CARS results. The near-wall data were used to 
calculate the time-resolved wall heat flux, and to extrapolate the value of the steady wall 
temperature. The local wall temperature was obtained from the intercept of a least-
squares line fit to the time-mean temperature data in the near-wall region. The heat-flux 
results were calculated using least-squares lines fit to the time-resolved near-wall 
temperature data. Use of such gradient estimate techniques as an alternative to embedded 
surface instrumentation is viable if a sufficient number of boundary-layer data can be 
acquired in a diffusion layer near the wall. Several such uses of gradient-estimation 
techniques have been reported in the recent literature [19], [72], [95], [98], [103]. 
For unsteady, laminar, two-dimensional flow, the boundary layer form of the thermal 
energy equation is given by 
aT aT aT a2T 
-+u-+v-=a--
at ax By By 2 
(5-2) 
In some thin region near the wall, analogous to the turbulent conduction sub layer 
discussed in chapter 4, the convection terms are small, and, for a thermally massive wall, 
the time derivative of the temperature is also small. In this thin layer near the heat transfer 
surface we can write 
aT -~ f(t) . 
By 
(5-3) 
A reasonable, quantitative estimate of the time-resolved heat flux can then be 
obtained from the slope of the near-wall temperature profile, obtained from a linear, least-
squares fit once the extent of the near-wall region is determined. The problem then 
reduces to finding a reasonable thickness for the conduction layer. 
not available for the CARS data runs. Nevertheless, the temperature defect thickness provides an 
unambiguous integral parameter which characterizes the ''thickness'' of the thermal boundary layer. 
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At comparable Reynolds numbers, the extent of the conduction layer should generally 
be larger in a laminar flow than for a turbulent boundary layer, due to the decreased level 
oflarge-scale fluid mixing. The heat-flux calculations for the tripped boundary-layer flow 
presented in chapter 4 showed the upper limits of the conduction sub layer to be 300 pm 
at Rex=l.lxlOs to as high as 800 pm at Rex=3.1xl<t. For the CARS measurements in the 
laminar oscillating flow, Rex varied between 9xl()l and 3xl04, so that an upper limit for 
the conduction layer of y = 500 pm is a reasonable choice. 
Heat-flux results from the CARS data are only presented for operating conditions I 
and 2, where the Reynolds numbers are highest. For the low-Reynolds-number cases 3 
and 4, heat flux results are not presented because the heat flux is low throughout the cycle 
so that the percent uncertainty in the heat flux calculations is much too high. The ± 4 K 
random error associated with the CARS temperature measurements limits the dynamic 
range of the gradient heat-flux measurement. The heat transfer results from the steady 
boundary layer flow, presented in Table 4-1, exhibited higher wall heat fluxes than those 
present in the oscillating-flow experiments so that better results were achieved. For the 
error in the gradient measurement to remain reasonable, the level of scatter in the 
temperature data, represented here by the ±4 K random error, must remain small relative 
to the temperature drop across the subset of points used for least-squares fitting. This 
temperature drop over the 0 to 500 pm span of the near-wall region was over 10 times the 
random error in the temperature measurements obtained in the steady flow, but only 5 to 
6 times greater in the higher velocity, oscillating flow studies of cases 1 and 2, and 
reduced even further to a factor of 4 or less at the low-speed operating conditions in case 
3Aand4. 
Figure 5-4 illustrates the above point by presenting expanded views of CARS near-
wall profiles at high and low values of the heat flux. The high-heat-flux fit, contained in 
Fig. 5-4(a) is of similar quality to the results obtained during the steady flow heat transfer 
studies, an example of which was provided previously in Fig. 4-9. The "low" flux data set 
contained in Fig. 5-4(b) is clearly an inferior fit due to the low temperature drop over the 
extent of the near-wall region. This type of inferior fit was common in the low-speed 
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oscillating-flow experiments in cases 3 and 4. The high-speed operating conditions 1 and 
2 provided reasonable fits, with the exception of heat fluxes less than about 1 kW/m2, 
which is (somewhat arbitrarily) chosen as a lower limit for quantitative heat flux 
measurements using pure-rotational CARS. The heat-flux data with magnitudes below 1 
kW/m2 presented for cases 1 and 2 have extended error bars (±75 %) to indicate that these 
data are somewhat qualitative and have a higher associated error. The heat-flux results 
shown in Fig. 5-3 display a strong, negative correlation with the thermal boundary-layer 
thickness throughout the cycle, which is an expected physical trend. The agreement with 
the gradient measurement of the wall heat flux with the robust, integral measurement of 
thermal boundary-layer thickness provides increased confidence in the heat transfer 
results. 
5.3 Thermal Boundary-Layer Structure - Case 2 
The CARS temperature data for case 2 are presented in the same fashion as for case 1 
in Figs. 5-5 through 5-7. The time-resolved temperature profiles for case 2 in Fig. 5-5 are 
near-parabolic in shape, similar .to steady boundary-layer profiles, through most of the 
forcing cycle. However, the profile obtained at 100 CAD, where the cycle maximum 
thermal boundary-layer thickness and minimum heat flux are attained, is near-linear in 
shape. The temperature field is more dynamic for this operating condition than in case 1 
due to the larger value of flu/U max , as shown by the higher levels of temperature 
fluctuation in the time histories contained in Fig. 5-7(b). 
It is useful to compare the results from cases 1 and 2 as they share similar Reynolds 
numbers but different forcing frequencies and amplitudes. The boundary-layer 
temperature histories for case 2, plotted in Fig. 5-7(b), exhibit a dramatic rise in 
temperature during the middle portion of the forcing cycle when the velocity is low. 
Comparing these results to nominal condition 1 shows that the duration of the 
temperature rise occupies a lower fraction of the cycle period for the lower frequency, 
case 2. However, the duration of the temperature rise is roughly 100 to 120 ms in both 
cases, suggesting that high-temperature fluid is being passively advected through the 
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measurement volume at similar convective velocities under conditions 1 and 2. This 
behavior is expected since the free-stream velocities present in both experimental runs are 
nearly equal, and it is also supported by the cold-wire data presented in the next chapter. 
Hot-wire traces obtained near the wall indicate that a partial flow reversal was present 
for nominal operating condition 2 but not for operating condition 1. Flow reversal has 
been linked to increased rates of heat transfer in the turbulent oscillating flow 
experiments reported in references [4], [41], and [44]. At the cycle-times when data were 
acquired, the phase-averaged heat transfer results provided in Figs. 5-3(c) and 5-7(c) 
suggest that the level of the surface heat transfer fluctuations is quantitatively similar for 
cases 1 and 2, despite the increased level of temperature oscillation and partial flow 
reversal observed for case 2. This result is further reflected in the time-mean heat transfer 
and boundary-layer thickness results for cases 1 and 2, provided in Table 5-2, which 
indicate that a heat transfer enhancement relative to non-reversing flow does not occur. 
The time-mean Nusselt numbers are 63 (±15%) and 50 (±15%) for cases 1 and 2, 
respectively, suggesting that the heat transfer rate is slightly higher for the non-reversing 
flow in case 1. 
5.4 Thermal Boundary Layer Structure - Case 3A 
CARS thermal boundary layer results for case 3A 4 are presented in Figs. 5-8 through 
5-10. Surface heat transfer data are not presented for cases 3A and 4 due to the low levels 
of the time-mean wall temperature gradient. Near-wall hot-wire traces acquired during 
the CARS experiments under nominal operating condition 3A show evidence of a weak 
near-wall flow reversal for only a small fraction of the 100-cycle data sample. The time-
resolved boundary layer profiles for case 3A are generally observed to be near-parabolic 
throughout the forcing cycle. There is evidence of an anomaly toward the outer regions of 
the thermal boundary layer. This anomaly is repeatable throughout the forcing cycle, but 
the associated temperature changes are within the outer limits of the measurement 
4 This nominal condition is denoted as case 3A here because it is similar to case 3 as outlined in chapter 3, 
but the free-stream velocity is about 30010 higher than in case 3. Both cases 3 and 3A were investigated with 
the cold-wire technique and the results are presented in chapter 6. 
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precision, as shown by the error bars on the profile at 2 CAD. Reexamination of the shot-
averaged spectra acquired between 3 and 4 mm from the wall for case 3A showed that 
there was a markedly increased level of intense Nd: Y AG laser scatter reaching the 
detector for the measurements at these spatial locations. 
It is useful to compare the data from case 3A to case 1 since these two flows have the 
same forcing frequency, but different velocities and forcing amplitudes. Case 3A exhibits 
higher magnitude temperature oscillations due a higher value of !1u/Umax' Comparing the 
temperature time histories in Figs. 5-3(b) and 5-10(b), we can see that the structure of the 
temperature time traces are similar. Both data sets exhibit a near steady, thin thermal 
boundary layer near the crest of the velocity wave, followed by a thermal boundary-layer 
thickening during the mid-to-Iater stages of the cycle deceleration phase, and gradual 
decay of the temperature rise during the acceleration phase. The extent of the temperature 
rise is longer for the lower velocity case 3A. This again suggests that the duration of 
some events within the thermal boundary layer is linked to the local levels of convective 
velocity. The decreased levels of periodic temperature fluctuation for case 1 may also 
play a role in the shorter duration of the temperature rise observed there, suggesting an 
interplay between the magnitudes of the time-mean convective velocity, which controls 
the rate at which high-enthalpy fluid is carried through the measurement volume, and the 
periodic velocity fluctuations, which play a large role in the generation of periodic 
temperature fluctuations. 
It is also useful to compare the data from case 3A with the results from case 2, 
because these operating conditions share similar values of the relative amplitude, AulUmax, 
while differing in both forcing frequency and Reynolds number. For similar values of the 
relative amplitude, the lower frequency, higher speed case 2 displays an increased level of 
periodic temperature fluctuation, as illustrated in Fig. 5-11. The two data sets display 
similar levels of time-mean temperature-defect thickness, which is unexpected, since the 
Reynolds number associated with case 3A is more than a factor of two lower than in case 
2. This behavior suggests that the 5-Hz, non-reversing operating condition may display 
some potential heat transfer benefit relative to a partially reversed flow at lower forcing 
frequencies. 
122 
5.5 Thermal Boundary-Layer Structure - Case 4 
CARS temperature data for case 4 are presented in Figs. 5-12 through 5-14. Of the 
four nominal cases investigated, case 4 was the largest relative forcing amplitude tested, 
with llulUmax =1.11. Under these conditions, a complete flow reversal exists, as shown by 
the rectification of the free-stream hot-wire data in Fig. 5-14(a), from 70 to about 95 
CAD. The time-resolved temperature profiles in Fig. 5-12 show that the thennal 
boundary layer does not possess the classical, near-parabolic shape during the periods of 
near-zero velocity at 100, 120, and 140 CAD. This behavior is also displayed in the case 
2 flow, following a much weaker, near-wall only reversal, at 100 CAD in Fig. 5-5. 
Outside of the near-wall region, the shape of the temperature profiles from 100 to 140 
CAD appears almost linear, with a smaller slope than in the near-wall region. 
The temperature time histories in Fig. 5-14(b), and the temperature-defect thickness 
data in Fig. 5-14( c) indicate that the thennal boundary layer experiences the most 
dramatic thickening in case 4, of any of the four nominal cases investigated. The time-
mean value of the temperature-defect thickness for case 4 is over 50% larger than any of 
the other three cases investigated. At cycle times of 100 and 120 CAD, 00 is 3.5 to 4 
times greater than the values observed at the beginning of the forcing cycle, suggesting 
that a significant heat transfer decrease is associated with this bulk flow reversal. 
5.6 Summary 
Phase-averaged temperature measurements were performed in an oscillating, heated 
boundary-layer flow using dual-broadband, pure-rotational CARS of air. A summary of 
the major findings follows . 
• The CARS temperature results in the pulsed flow exhibit a precision comparable to 
the ±4 K value determined from earlier measurements in a steady boundary layer flow . 
• CARS temperature profiles were obtained at 10 phase-locked times throughout the 
forcing cycle. This level of sampling proved adequate for long-time trends in the periodic 
temperature fluctuation, but more samples per cycle are needed to observe the detailed 
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behavior at shorter time scales. More cycle times were not resolved due to time-
constraints in the Laser Diagnostics Laboratory. Automation of the CARS data 
acquisition process would significantly improve the data acquisition rate, by perhaps a 
factor of two, which would increase the utility of the technique for the study of unsteady 
thermal boundary layers . 
• The neat-wall CARS temperature profiles were resolved in 50 J.lCIl increments for 
y S 500 J.lCIl. The resolution of the near-wall region allowed for extrapolation of the wall 
temperature from the mean-temperature profiles (±2 K) and calculation of the phase-
averaged heat flux. The dynamic range of the heat-flux measurement is limited by the 
±4 K random error in the CARS temperature measurement. At low heat fluxes, present 
especially in the low-speed operating conditions 3 and 4, use of the near-wall CARS 
temperature profiles for heat-flux determination is not recommended. The technique 
works well for heat fluxes in excess of 1 kW/m2, with an estimated uncertainty of 15 to 
20%, comparable to most common, embedded heat-flux instrumentation . 
• The cycle-resolved thermal boundary-layer thickness data for all cases investigated, 
and the heat flux data for the higher flux cases 1 and 2, strongly suggest that flow reversal 
does not provide a large heat transfer increase relative to non-reversed oscillating flows. 
This assertion is supported by the cold-wire temperature results to be presented in chapter 
6. 
124 
Table 5-1: Summary of the operating conditions for the CARS temperature 
measurements in oscillating flow. 
flu 
--
CASE Ua;) [m/s] x[mm] f[Hz] Tw-T., [K] Rex Wo Umax 
1 4.16 105 5 117 27,400 23 0.47 
2 4.23 112 2.5 115 29,500 16.25 0.75 
3 1.94 105 5 87 9,000 23.0 0.69 
4 1.56 112 2.5 133 10,900 16.25 1.11 
Table 5-2: Heat transfer results obtained from near-wall CARS temperature data 
CASE q"[kW/m2 ] Nux 80 [mm] 
1 1.44 63.02 1.27 
2 1.58 50.03 1.25 
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Figure 5-1: Time-resolved CARS thermal boundary layer profiles for case 1. 
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Figure 5-2: Time-resolved CARS . temperature profiles and time-mean and nns 
temperature profiles for case 1. The time-resolved profiles were acquired by phase 
locking the Nd: Y AG laser pulse with the shaft-encoder positions given in the legend. The 
time-mean and nns temperature profiles were calculated using the trapezoidal rule to 
perfonn the required time integration. 
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Figure 5-3: Time histories of the core velocity (a), boundary layer temperatures (b), and 
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Figure 5-4: Near-wall CARS temperature profiles obtained in an oscillating flow under 
(a) high-heat-flux and (b) low-heat-flux conditions. The results illustrate the limits of the 
dynamic range of heat-flux measurement from the shape of near-wall temperature data 
using dual-broadband, pure-rotational CARS. The quoted uncertainty estimates were 
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Figure 5-6: CARS temperature data. Time-resolved CARS temperature profiles and 
time-mean temperature profiles for case 2. The time-resolved profiles were acquired by 
phase locking the Nd: Y AG laser pulse with the shaft-encoder positions given in the 
legend. 
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Figure 5-7: Time histories of the core velocity (a), boundary-layer temperatures (b), and 
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Figure 5-9: CARS temperature data. Time-resolved CARS temperature profiles and 
time-mean temperature profiles for case 3A. The time-resolved profiles were acquired by 
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Figure 5-10: Time histories of the core velocity (a), boundary-layer temperatures (b), and 
temperature-defect thickness (c) for case 3A. 
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Figure 5-11: Comparison of rms periodic temperature fluctuations obtained from CARS 
measurements in oscillating boundary-layer flows with similar relative amplitudes, 
8u/UL) , but a factor of two difference in the forcing frequency. The boundary layer for 
case 3A with 2.5 Hz forcing frequency displays peak temperature fluctuations which are 
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Figure 5-13: CARS temperature data. Time-resolved CARS temperature profiles and 
time-mean temperature profiles for case 4. The time-resolved profiles were acquired by 
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Figure 5-14: Time histories of the core velocity (a), boundary-layer temperatures (b), and 
temperature-defect thickness (c) for case 4. 
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CHAPTER 6 
COLD-WIRE MEASUREMENTS IN OSCILLATING FLOW 
In this chapter, the results of cold-wire temperature measurements are presented. The 
data-acquisition rate for the cold-wire experiments was much higher than for the CARS 
experiments, allowing for a more detailed investigation of the time-resolved thermal 
boundary-layer structure at the expense of an ambiguous, systematic error caused by the 
intrusive nature of the technique, and the thermal inertia of the sensor. The parameter 
space spanned by the cold-wire measurements is shown in Table 6-1. The same four 
nominal operating conditions investigated in the CARS experiments were also 
investigated with the cold-wire technique. For each nominal condltion, cold-wire 
temperature and hot-wire velocity measurements were acquired at streamwise positions 
of93, 144, and 194 mm from the leading edge of the test section. Similar levels of wall-
to-air temperature differences were used in the CARS and cold-wire testing. 
The discussion of the cold-wire results is divided into five sections and focuses 
primarily on the temperature field. Section 6.1 contains phase-averaged time histories of 
the temperature, wall heat flux and thermal boundary-layer thickness. Phase-averaged 
boundary-layer temperature profiles are presented in Section 6.2, followed by a 
discussion the surface heat-flux behavior in Section 6.3. A comparison of the cold-wire 
results to the non-intrusive CARS measurements is given in Section 6.4, and the 
discussion concludes with a summary of important results in Section 6.S. 
6.1 Phase-Averaged Time Histories of Temperature and Wall Heat Flux 
In this section, phase-averaged time histories of the cyclic temperature and Nusselt 
number obtained from cold-wire measurements are presented. The Nusselt-number data 
presented in this section were calculated from least-squares fits to the near-wall 
temperature profiles. The usual definition of the Nusselt number for a developing channel 
flow is employed here, namely 
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(6-1) 
where dh is the hydraulic diameter of the duct (taken here as twice the duct height at the 
centerline or 60 mm), and Tm is the time-mean ''mixing-cup'' temperature, which is an 
enthalpy-weighted average of the temperature across the duct, defined on an 
instantaneous basis as, 
(6-2) 
In Eq. 6-2, the absolute value of the velocity is used, as suggested Zhang [104] for a flow 
with local reversals. This approach also removes the effect of directional ambiguity in the 
CTA velocity measurements. 
The details of the least-squares fitting procedure, the calculation of fm' and the 
uncertainty estimate for the wall heat flux can be found in Appendix C. The estimated 
uncertainty in the Nusselt number and heat flux, as a percent of the reading, was found to 
vary throughout the cycle but remained reasonably consistent as a fraction of the time-
mean value through most of the period. The uncertainty in the phase-averaged Nusselt 
number data obtained from the cold-wire study is about ±IS-2S% of the time-mean value 
at x = 93 and 194 mm, and ±2S-3S% of the time-mean at the x = 144 mm measurement 
location, where fewer data were acquired in the near-wall region. Uncertainties during 
periods of flow reversal are higher, particularly for the complete flow reversal 
encountered in case 4, where a reversal in the heat flux is possible due to conjugate heat 
transfer effects. The increased uncertainty is due mainly to the reduced heat fluxes 
present during flow reversal, and because some of the near-wall profiles did not retain a 
linear shape during reversal. In this manner the cold-wire heat flux results possess a lower 
limit on dynamic range, similar to what was observed in the demonstration of CARS in 
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oscillating flow. As explained in Appendix C, the error bars shown with the Nusselt 
number data are absolute error bars. The large degree of systematic error in the gradient 
measurement leads to a very low level of scatter in the data so that the trends in cyclic 
heat flux are readily seen. Furthermore, the gradient measurement of the Nusselt number 
displays a strong, negative correlation with the more robust, integral measurement of the 
temperature-defect thickness, which provides validation of the behavior observed in the 
heat transfer results. 
Phase-averaged free-stream hot-wire traces are shown in Fig. 6-1 to provide phase-
reference with respect to the bulk velocity oscillation. The hot-wire data show that the 
core velocity oscillates in phase at all three axial locations for a given operating 
condition. This result should be expected for the low-frequency forcing used in these 
experiments because a travelling pressure wave with a wavelength that is much longer 
than the test section is present. Rectification in the boundary-layer hot-wire traces, similar 
to those shown earlier in Fig. 3-13, reveal that non-reversing (case 1), partially reversed 
(cases 2 and 3) and completely reversed (case 4) flows were investigated in the cold-wire 
testing. 
The phase-averaged temperature data have been made dimensionless according to, 
(6-3) 
This normalization was performed to remove the effect of the wall-to-air temperature 
difference, so that data at different streamwise locations, with different local wall 
temperatures, can be compared. The tests for each operating condition were performed 
with constant power supplied to the backside of the test plate. The effects of boundary-
layer development and axial wall conduction resulted in higher wall temperatures at 
downstream operating locations, as shown in the wall-to-air temperature differences 
tabulated in Table 6-1. 
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6.1.1 Cyclic Temperature Oscillations in Non-Reversing Flow (Case 1) 
Phase-averaged temperature and Nusselt number histories for case 1 are presented in 
Figs. 6-2 and 6-3, respectively. The temperature histories for case 1 are nearly steady 
during the weak acceleration at the crest of the velocity wavefonn and into the early 
stages of the fluid deceleration phase. At all three streamwise locations, the cycle 
minimum temperature occurs between 75 and 85 CAD, near the time of the minimum 
free-stream velocity. This temperature minimum is significant because it is associated 
with the cycle maximum Nusselt number. A heat transfer maximum near the time of the 
cycle minimum velocity magnitude is characteristic of all four nominal cases 
investigated. This counterintuitive result shows that the heat flux is out of phase with the 
velocity oscillation and is similar to the turbulent flow observations of Dec et al. [4], who 
observed two cyclic heat-flux maxima at cycle times when the bulk velocity was nearly 
zero. A significant phase difference between velocity and heat transfer has also been 
predicted theoretically by Lighthill (as communicated by Stuart [105]), whose solution 
for small-amplitude, high-frequency flow oscillations in the vicinity of a stagnation point 
predicts a heat flux that lags the velocity by 90°. 
Following the temperature minimum, the thermal boundary layer thickens during the 
acceleration phase of the cycle. The increase in thermal boundary-layer thickness during 
the cycle acceleration phase is generally not observed in steady boundary-layer flows. 
The mechanism responsible for this temperature rise is believed to be streamwise 
advection of fluid which has been wanned earlier in the cycle due to high rates of heat 
transfer in the presence of a decelerated velocity field. This passive advection mechanism 
is further supported by the increased duration of the high-temperature phase of the cycle 
with increasing streamwise distance. In this manner, the channel is "swept clean" of high-
enthalpy fluid before the next cycle begins. 
The temperature histories for case 1 also indicate that the magnitude of the 
temperature oscillations varies significantly throughout the boundary layer, but that the 
shape of the temperature histories is similar at all spatial locations. Profiles of the nns 
periodic temperature oscillation, Tosc.rms, are shown for cases 1-4 in Fig. 6-4. The 
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profiles show that the presence of the thermally massive wall dampens the near-wall 
temperature oscillations. The temperature oscillations reach a maximum between 1 and 3 
Stokes boundary layer thicknesses from the wall and gradually decay back to zero in the 
constant-temperature free stream. These results may be intuitively expected for 
developing thennal boundary layers, and this behavior is also displayed in the CARS 
results presented in chapter 5. 
6.1.2 Cyclic Temperature Fluctuations in Partially Reversing Flow (Cases 2 and 3) 
Phase-averaged temperature and Nusselt number histories for case 2 are shown in 
Figs. 6-5 and 6-6, and for case 3 in Figs. 6-7 and 6-8. The partially reversed flow 
condition arising in cases 2 and 3 brings about the appearance of a second maximum in 
the cycle temperature and heat-flux histories, as well as a distinct heat-flux minimum 
during flow reversal. For ease of discussion, the dual-temperature maxima observed for 
cases 2 and 3 are tenned the "initial" and "secondary" temperature rises, in order of their 
occurrence. The initial temperature rise appears to be intimately linked to the negative-
running zero-velocity crossing of the near-wall flow, and represents a rapid 4'explosion" 
in thennal boundary layer thickness which displays a large degree of cycle-to-cycle 
variation. The mechanism(s) responsible for the initial temperature rise are complex and 
are discussed below. The secondary temperature rise occurs during the fluid acceleration 
phase in both cases 2 and 3, and is likely generated by the same streamwise advection 
mechanism discussed in Section 6.1.1. For case 2, the structure of the secondary 
temperature rise and phase-averaged hot-wire data indicate that the levels of streamwise 
convective velocity are sufficient to sweep the channel clear of high-enthalpy fluid before 
the next forcing cycle begins. Conversely, the lower velocities present in case 3 create a 
secondary temperature rise that continues into the next cycle because fluid that is warmed 
during the fluid deceleration and reversal stages is not swept through the channel in a 
single cycle. 
The remainder of the discussion in this section is directed toward mechanisms 
responsible for the initial temperature rise, which is the most significant variation in the 
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temperature histories that can be directly linked to flow reversal. Rapid increases in 
thennal boundary-layer thickness following a negative-running bulk flow reversal have 
been reported in turbulent, oscillating flows with non-zero time-mean mass flux by Dec 
and Keller [4] and Feiler and Yeager [74]. Such rapid increases in thennal boundary-layer 
thickness have not been reported with reversal in oscillating flows with zero mean flow 
[71], [72], [73]. The reason for this "explosion" in thennal boundary-layer thickness has 
not been explained in the existing literature. 
From the energy equation, there are four potential sources of temperature fluctuation 
in any unsteady flow: (1) advection, (2) conduction, (3) viscous dissipation, (4) 
compression heating. For the flows investigated in this work, dissipation and compressive 
heating are negligible because the Eckert number is small (-10-4), and because moderate 
levels of the pressure time derivative and flow velocity are present. Conduction may play 
a role in the thickening of the thennal boundary layer because the velocity across the 
channel is near-zero during a partial flow reversal. As a check on the importance of 
unsteady conduction, we can obtain an order-of-magnitude estimate for the time 
derivative of the temperature and compare this estimate to observed values during the 
initial temperature rise. Conduction will play the largest role if the boundary layer is 
brought to a complete halt. Assuming a zero-velocity condition everywhere and that 
vertical spatial gradients dominate, the unsteady temperature field near the wall IS 
governed by 
(6-4) 
where a is the thennal diffusivity. The temperature changes in the boundary layer are on 
the order of the wall-to-air temperature difference, aT, which is about 100 K. The 
gradients in the y-direction will scale inversely with the thennal boundary layer thickness 
at the time flow reversal occurs. From the phase-averaged temperature profiles to be 
presented in Section 6.2, this 99 % thennal boundary layer thickness is estimated to be 
about 2 mm for case 2 and 3 mm for case 3. Using these scales, the magnitude of the 
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time-derivative in Eq. 6-4 is on the order of 700 Kls. This estimate is an order of 
magnitude lower than the temporal gradients calculated from linear fits to the temperature 
data during the initial temperature rise for both cases 2 and 3. Therefore, conductive heat 
transfer is not a dominant mechanism, but may play a secondary role in the heating of 
stagnated fluid. This result leaves passive advection of enthalpy by the oscillating flow as 
the only remaining potential mechanism for generation of cyclic temperature oscillations. 
The rapid rise in temperature during a negative-running flow reversal is likely due to 
a combination of both streamwise and vertical velocity events. Examination of the shape 
of the velocity profiles encountered in a partial flow reversal suggests that one source of 
the temperature rise is streamwise advection of WanD. fluid from downstream locations 
back toward the measurement volume. This point is clarified in Fig. 6-9, where velocity 
profiles from case 2, ·at x = 144 mm, are shown. The profiles are representative of the 
partial flow reversals observed in cases 2 and 3, and were obtained from temperature-
compensated hot-wire results. The curves that indicate a partial flow reversal (75 and 80 
CAD) are semi-quantitative estimates which have been faired from the uncertain data 
obtained during a low-velocity signal rectification, and are similar in shape to partially 
reversed profiles reported in the literature [20]. The reversed flow near the wall passively 
advects WanD. fluid from downstream regions back to the measurement volume. Based on 
rectified CT A data, the maximum distance that a fluid particle was expected to travel 
upstream is of order 10 to 20 mm. This path length is about three thermal boundary-layer 
thicknesses, based on a 99% estimate from the phase-averaged temperature profile 
obtained just prior to reversal. For streamwise advection to be solely responsible for 
initial temperature rise, the mean level of temperature in the boundary layer prior to flow 
reversal would have to increase on the order of half the local wall-ta-air temperature 
difference in a streamwise distance of 3~. An axial temperature gradient of this 
magnitude is not suggested by the streamwise wall temperature variation tabulated in 
Table 6-1, and would be inconsistent with the boundary-layer approximations because it 
implies similar magnitudes for the streamwise and transverse temperature gradients. 
Therefore, streamwise advection makes a very minor contribution to the rapid 
temperature rise associated with a partial flow reversal. 
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Three sources of vertical velocity events are also possible in this flow: (1) free-
convection, (2) ''temporary'' turbulent fluctuations, and (3) a periodic ejection mechanism 
that has been postulated by Dec and Keller, and is further explained below in terms of 
continuity considerations. 
Phase-averaged hot-wire data indicate that the velocity across the entire height of the 
channel is nearly stagnant during a periodic flow reversal. If the velocity remains low for 
a sufficient period of time, buoyancy-driven flows may be temporarily established. 
Buoyancy forces may be particularly pronounced at the elevated wall temperatures used 
in this work. As a check for the effects of buoyancy, several cold-wire samples were 
acquired for the case 3 operating condition at varying wall temperatures. The cold-wire 
was held fixed at about 1 nun from the wall while the wall temperature was 
systematically varied. This procedure varied the Rayleigh number by an order of 
magnitude. If free-convection forces were important, changes in the temperature history 
were expected as a result of this test. The results of this procedure, shown in Fig. 6-10, 
show that data acquired across a wide range of wall-to-air temperature differences 
collapse onto a single curve when properly scaled. This result was verified by an 
additional check, in which data were acquired with a second probe and a different cold-
wire bridge. The agreement of the phase-averaged temperature histories across a wide 
range of fj.T shows that free-convection does not contribute to thermal boundary-layer 
thickening during flow reversal. 
A second source of bulk fluid mixing in the vertical direction is the ''temporary'' 
turbulence that has often been reported in oscillating flows. It has been well documented 
[17], [106], [107], [108] that Stokes boundary layers are very receptive to transition. 
Transition to turbulence is often temporary but explosive, occurring during the 
deceleration phase of the cycle, or near flow reversal when adverse pressure gradients and 
inflectional velocity profiles destabilize the flow. This temporary turbulence is then 
relaminarized by the strong, favorable pressure gradient encountered during the cycle 
acceleration phase. 
The results of the triple decomposition procedure for cases 2 and 3, shown in Figs. 6-
11 and 6-12, display increased phase-averaged levels of random velocity fluctuations at 
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times during the initial and secondary temperature rise. There are four possible causes of 
random fluctuations in the instantaneous hot-wire signal: (I) disturbance of the reversing 
flow due to the intrusive nature of the probe, (2) non-turbulent, cycle-to-cycle variation in 
the periodic velocity, (3) temporary turbulence, and (4) temperature fluctuations caused 
by (I), (2), and (3). These four factors are difficult to separate, but turbulence should be 
detected as high-frequency bursts in the instantaneous eTA velocity signal, which would 
be most likely to appear during the fluid deceleration phase. Significant high-frequency 
bursts are not apparent in the deceleration phase of the instantaneous hot-wire traces from 
cases 2 and 3, shown in Figs. 6-1 1 (a) and 6-12(a). However, the data for case 2 do exhibit 
high-frequency fluctuations during the fluid acceleration stage which may result from 
turbulence that is generated during flow reversal and persists into the early stages of 
acceleration. It is concluded that low-level temporary turbulence may be generated as a 
result of flow reversal, and that this likely contributes to the rapid temperature rise 
associated with reversal. The exact magnitude of turbulent mixing is uncertain, but it is 
likely that there is another vertical advection mechanism at work because the amount of 
high-frequency velocity variation observed throughout the cycle is low. 
A third possible source of vertical velocity associated with a streamwise flow reversal 
is a periodic ejection mechanism postulated by Dec et al. [4]. Dec et al. [4] suggest that 
the rapid increases in thennal boundary-layer thickness observed at times of flow reversal 
in their experiments are due to a vertical velocity event. This postulated mechanism was 
supported by measurements that tracked an indium tracer from the near-wall region into 
the free-stream at times where the flow changed direction. This potential mechanism is 
explained here in tenns of continuity, with the aid of Fig. 6-13. 
Considering streamwise fluid motion at a fixed distance from the wall, the 
downstream flow will respond more quickly to oscillations in the pressure gradient due to 
its low momentum. A localized flow reversal will then initiate near the downstream end 
of the channel, as shown schematically for t=tt in Fig. 6-13. As reversed fluid begins to 
move upstream, it will immediately encounter stationary or forward-moving fluid, and a 
secondary, transverse and/or spanwise flow must be established to preserve continuity. If 
we consider a two-dimensional model and neglect the changes in gas density due to 
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temperature fluctuations (which is justified by the results provided in Fig. 6-10), then the 





For a negative-running, zero-velocity crossing, au/ax < 0, so that fJv/By > o. A 
vertical-velocity event must then occur almost simultaneously with a local flow reversal 
to satisfy both continuity and the no-slip condition. A "reversal line" then quickly moves 
upstream, as shown in Fig. 6-13 until: (1) the near-wall flow is reversed everywhere, or 
(2) the flow is accelerated in the positive direction again. If this mechanism is to explain 
the rapid temperature rise observed both here and in the data of Dec et ai., [4] the 
upstream propagation of the flow reversal must be very rapid compared to the period of 
the cyclic oscillation. Furthermore, any ejection must also be accompanied by a sudden 
inrush in order to preserve continuity. Rapid propagation is necessary since the flow 
reversal and boundary layer temperature rise occur nearly simultaneously at all three axial 
measurement stations in cases 2 and 3. Analysis of the phase-averaged cold-wire results 
at a I-mm distance from the wall suggests that the temperature rise begins about 2 ms 
earlier at x = 93 mm than at x = 194 Mm. Based on this estimate, the disturbance 
propagates upstream with a speed on the order of 50 mls. Additionally, an inrush of cold, 
free-stream fluid to preserve continuity would also explain the subsequent dip in 
temperature following the rapid initial rise. 
6.1.3 Supplemental Measurements - Case 3A 
While perfonning the partially reversed flow experiments at 5 Hz (case 3), it was 
noticed that the appearance of the initial temperature rise was very sensitive to small 
increases in the free-stream velocity. This behavior was captured with two extra data sets, 
classified here as case 3A. For the case 3A operating condition, 5 Hz forcing was used 
and the time-mean free-stream speed was increased slightly relative to case 3, to a 
nominal value of 2 mls. Hot-wire traces for case 3A indicated that a weak, partial flow 
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reversal only occurred during a small fraction of the 100 cycles sampled at each 
measurement location. This variation in the cycle minimum velocity was attributed to 
small cycle-to-cycle variations in the unsteady forcing. The reduction in the number of 
zero-velocity crossings was accompanied by a corresponding reduction the number of 
forcing cycles in which the initial temperature maximum was present on an instantaneous 
basis. The phase-averaged effect of this intennittent flow-reversal condition on the 
temperature fluctuation and the heat flux is shown in Figs. 6-14 and 6-15. The phase-
averaged temperature histories for case 3A display a significantly attenuated initial 
temperature rise as a result of the reduced number of flow reversals during the 100-cycle 
data sample. 
6.1.4 Cyclic Temperature Fluctuations in Fully Reversed Flow (Case 4) 
Time histories of the temperature, Nusselt number and temperature-defect thickness 
for the fully reversed flow condition encountered in case 4 are presented in Figs. 6-16 and 
6-1 7. The temperature histories for the complete flow reversal in case 4 are different in 
structure than those obtained for the partially reversed flows in cases 2 and 3. However, 
both the partial and complete flow reversals are affected by some of the same physical 
mechanisms. 
The case 4 temperature histories at the start of the forcing cycle display a nearly 
steady behavior with a slight thinning of the thennal boundary layer during a weak fluid 
acceleration. This behavior is similar to case 2, for which the boundary-layer flow has 
been swept clean of high-enthalpy fluid ejected into the thennal boundary layer during 
the previous cycle. Following the period of nearly steady temperatures, the cycle 
temperature minimum and heat-flux maximum occur in the later stages of the 
deceleration phase, when the velocity is near zero. This is followed by a rapid 
temperature rise during flow reversal which is similar in structure, and believed to be 
caused by the same mechanisms observed for the partially reversed flow in cases 2 and 3. 
However, unlike the partial flow reversal, streamwise advection of high-enthalpy 
fluid during a complete flow reversal does play a role. Estimates obtained from rectified 
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eTA traces acquired in the Stokes boundary layer suggest that warm. fluid can travel as 
much as 40% of the channel length (114 mm) back toward the leading edge during a 
complete reversal. This streamwise advection effect combines with the axial temperature 
gradient in the wall to cause a reversal of the heat flux at x = 93 mm - a result of warm. 
downstream fluid being advected back upstream to ''reheat'' the wall. This type of 
conjugate effect can be important in application because most single-phase heat transfer 
surfaces experience axial temperature gradients. 
The flow-reversal stage is followed by an extended period of elevated boundary layer 
temperatures. The duration of this high-temperature, low-heat-flux stage increases with 
downstream distance and is due to the same post-deceleration streamwise advection 
mechanism observed in cases 1-3 above. In case 4, the levels of convective velocity are 
high enough to purge the thermal boundary layer of high-enthalpy fluid by the beginning 
of the next forcing cycle. 
6.2 Cycle-Resolved Thermal Boundary-Layer Profiles 
6.2.1 Boundarv Layer Profiles in Non-Reversing Flow (case 1) 
Phase-averaged temperature profiles for case 1 are displayed in Fig. 6-18. The 
temperature profiles are presented along with an expanded view of the near-wall region 
which contains the subset of data used in the least-squares procedure for calculation of 
the wall heat flux. The profiles retain a parabolics shape throughout the forcing cycle, and 
contain none of the anomalies associated reversing flow, which are seen in the data for 
cases 2-4. 
6.2.2 Boundary Layer Profiles in Partially Reversed Flow (cases 2 and 3) 
Phase-averaged temperature profiles for case 2 are shown in Fig. 6-19. The profiles 
obtained for this operating condition are parabolic in shape, with the exception of some of 
the profiles obtained during flow reversal. For increased clarity, a chronology of the 
S The term "parabolic" is used to refer to boundary-layer profiles that are qualitatively similar in shape to 
the well-known structure of steady boundary layer profiles, and is not to be inteIpreted in a strict sense. 
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changes in the case 2 temperature profiles during periodic flow reversal at x = 93 mm is 
provided in Fig. 6-20. The temperature profiles in Fig. 6-20 show evidence of a high-
temperature front that propagates vertically from the wall during the flow reversal stage 
of the cycle. This observation is consistent with the phase lead in the near-wall 
temperature histories during the initial temperature rise in Figs. 6-5 and 6-7. 
Rectification of the near-wall hot-wire traces indicates that the boundary-layer flow 
begins to reverse near 72 CAD. At 72 CAD, the temperature begins to rise for y less than 
about 0.5 mm from the wall while the rest of the profile is unaffected. By 74 CAD, the 
thermal boundary layer begins to thicken as high-temperature fluid flows in the vertical 
direction. A high-temperature front is clearly visible near the wall in the temperature 
profile at 76 CAD, where the profile is otherwise still parabolic. By 78 CAD the effect of 
the initial temperature rise is observable throughout the rapidly thickening thermal 
boundary layer, and a zone of near-zero temperature gradient is present at both 78 and 80 
CAD. This near-zero temperature gradient forms a nearly adiabatic region within the 
boundary layer at a time when the wall gradient and Nusselt number are increasing. The 
positive-running zero-velocity crossing occurs near 80 CAD and inflections are still 
present in the temperature profiles at 82 and 84 CAD. These inflections are eliminated by 
88 CAD as acceleration begins to stabilize the boundary-layer flow and the temperature 
profiles again display a parabolic shape. 
Phase-averaged boundary layer temperature profiles for case 3 are shown in Fig. 6-21. 
The scatter in the phase-averaged temperature data in the outer regions of the boundary 
layer for cycle times between 96 and 112 CAD is due to increased levels of cycle-to-cycle 
variation in the magnitude of the initial temperature rise at these spatial locations. The 
behavior of the temperature profiles for case 3 is similar to the results from case 2, as 
parabolic temperature profiles are observed, with the exception of cycle times 
corresponding to a partial flow reversal. A chronology of temperature profiles acquired 
during reversal of the case 3 flow at x = 93 mm is shown in Fig. 6-22. The profiles for 
case 3 are qualitatively similar to the results from case 2, and strongly suggest that high-
temperature fluid is advected away from the wall during flow reversal. At 84 CAD, the 
near-wall flow is reversed and the temperature profile remains parabolic as the heat flux 
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begins to decay from its cycle maximum. By 88 CAD, a temperature rise is clearly seen 
near the wall. This high-temperature disturbance propagates outward and fonDS a near-
wall adiabatic layer at 92 and 96 CAD while the heat flux approaches its cycle minimum. 
The positive-running, zero-velocity crossing occurs near 100 CAD and the near-wall 
temperature profile is stabilized while remnants of high-temperature fluid remain in the 
outer portions of the boundary layer. By 116 CAD, the strong, boundary-layer 
acceleration is well underway, the thermal boundary layer is parabolic, and the heat flux 
is again near the cycle maximum. 
6.2.3 Thennal Boundary Layer Profiles in Completely Reversed Flow (case 4) 
Phase-averaged thermal boundary layer profiles for case 4 are shown in Fig. 6-23. 
The bulk flow reversal associated with case 4 is accompanied by upstream advection of 
hot gas from downstream locations, where the plate temperature has increased due to 
axial conduction. A reversal of the heat flux that is due to this streamwise advection 
mechanism clearly occurs at 75 CAD and x = 93 Mm. The magnitudes of the heat flux at 
times near flow reversal are very uncertain due to the non-linear nature of the near-wall 
temperature profiles. However, the heat flux during flow reversal is very low so that the 
cyclic trends in heat flux for this data set are still observable even with a very high 
uncertainty (Fig. 6-17). 
The thermal boundary-layer profiles for case 4 display more irregularity than in cases 
1-3. The profiles retain a parabolic shape during the first half of the cycle, before flow 
reversal occurs. Following flow reversal, the temperature profiles for case 4 begin to 
display irregular shapes, as do the profiles obtained for the partially reversed flows in 
cases 2 and 3. However, case 4 is the only case investigated for which anomalies in the 
thermal boundary-layer shape persisted into the cycle acceleration phase. A chronology 
of thermal boundary-layer profiles for case 4, at x = 93 mm, is shown in Fig. 6-24. At 70 
CAD, the near-wall flow has just began to reverse and the thermal boundary layer retains 
a parabolic shape while the cycle maximum heat flux occurs. However, the effects of 
flow reversal are quickly felt. At 72 CAD, the wall gradient has decreased significantly 
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and the linear region has experienced significant growth. By 75 CAD warm downstream 
fluid has been brought back upstream to ''reheat'' the wall, and the heat flux remains 
nearly zero throughout the period of reversed flow. The positive running zero-velocity 
crossing occurs near 110 CAD, where a linear conduction region near the wall is re-
established. By 120 CAD, the boundary-layer profile achieves an almost linear shape 
throughout, a behavior that was also observed in the CARS measurements presented for 
this case in chapter 5. The strong acceleration conditions stabilize the flow between 140 
and 150 CAD, after which the temperature profiles are parabolic until the next flow 
reversal occurs. 
6.3 Discussion of Heat Transfer Results 
Comparison of the free-stream velocity wavefonns in Fig. 6-1 with the cycle-resolved 
Nusselt number results presented above in Figs. 6-3, 6-6, 6-8, 6-15, and 6-17 shows that 
the surface heat transfer oscillates in phase with the temperature fluctuations in the 
boundary layer but not with the velocity oscillations. As a result of this complicated 
phase difference between the heat flux and the velocity, cyclic heat-transfer maxima are 
attained for all four cases during the fluid deceleration stage when the velocity is very 
low. The wall heat-transfer oscillations are highly correlated with the boundary-layer 
temperature oscillations. These phase relationships suggest that the wall heat transfer is 
primarily driven by the bulk (mixing-cup) temperature oscillations in this flow and that 
the velocity oscillations playa secondary role through the passive advection of enthalpy. 
Significant phase lags in the surface heat transfer with respect to the cyclic velocity 
oscillation have been observed previously. Fujita and Tsubouchi [36] measured a phase 
lag in the surface Nusselt number for laminar, oscillating flow over a flat plate. The phase 
difference observed in ref. [36] increased with the frequency parameter, S = OJX/U CXJ • 
Fujita and Tsubouchi [36] measured phase lags in the fundamental heat transfer 
oscillation of 20° for S = 0.2 and 70° to 90° phase shifts for S between 1 and 2. For the 
experiments reported in this thesis, S ranged from 0.3 to 4.0 so that significant heat 
transfer lags should be expected based on Fujita and Tsubouchi's [36] results. 
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Dec and co-workers [4] experimentally investigated a pulsating, turbulent pipe flow 
with 60 to 100 Hz resonant oscillations and found the fundamental oscillations of the wall 
heat transfer and the bulk temperature to be in phase, while the heat transfer lagged the 
bulk velocity by a quarter cycle - a result that is similar to the observations obtained in 
the present study. Dec et al. observed cyclic heat transfer maxima at cycle times when the 
velocity was near zero throughout their pipe flow. 
Phase lags in surface heat transfer have also been predicted theoretically by Lighthill 
(as communicated by Stuart [105]) for low-amplitude flow oscillations in the vicinity of a 
stagnation point. Lighthill obtained solutions for large and small frequencies of the 
velocity oscillation. The low-frequency solution showed the velocity and heat transfer to 
be in phase (quasi-steady oscillations). Lighthill's high-frequency solution predicts that 
the heat transfer lags the velocity by 900 • Lighthill traced the source of this phase 
difference to the thermal inertia term in the energy equation. 
The phase-averaged heat transfer results obtained for this thesis show that the 
instantaneous impact of both partial and complete flow reversals is a dramatic decrease in 
the Nusselt number. The period of decreased heat transfer is longer if the period of 
reversed flow is longer, so that the lowest Nusselt numbers are obtained for case 4, for 
which a complete flow reversal takes place. The time-mean Nusselt number results for 
the cold-wire experiments are plotted against the inverse of the thermal Graetz number in 
Fig. 6-25. The inverse of the Graetz number is a measure of the state of thermal 
boundary-layer development, and allows the effects of the thermal entry length to be 
accounted for in a heat transfer comparison of the data sets. At low Gzr] (thin thermal 
boundary layers) the data for the non-reversing flow in case 1 and the partially reversed 
case 2 differ by less than the ± 15% uncertainty in the measurement. At higher 
Gz r 1 (thicker thermal boundary layers), the results from the intermittent flow reversal in 
case 3A are clearly higher than the results for the strong, complete flow reversal of case 
4. Previous authors [34], [41], [44] have postulated that flow reversal is a requirement for 
heat transfer enhancement. However, the time-mean heat transfer results presented here 
show that periodic flow reversal does not necessarily lead to increased heat transfer rates 
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relative to non-reversed oscillating flows. Furthennore, the heat transfer results obtained 
in this study show that the time-mean levels of heat transfer are generally enhanced by a 
factor of two relative to the accepted steady flow heat transfer correlations provided by 
Shah and Bhatti [109]. This result indicates that oscillating flows show promise as a heat 
transfer enhancement technique in developing laminar flows that are characteristic of 
many single-phase compact heat exchanger applications. 
6.4 Comparison of CARS and Cold-Wire Temperature Measurements 
In this section, a comparison is made between the non-intrusive CARS temperature 
measurements presented in chapter 5 and the cold-wire data presented in this chapter. A 
comparison of the two data sets is warranted, but is also difficult as the sparse time grid 
used in the CARS measurements masks the details of the cyclic temperatUre variation. 
For the sake of comparison, the CARS data shown previously in chapter 5 are 
presented for a second time here, with the data normalized according to Eq. 6-3. The 
cold-wire data sets with experimental parameters most closely matching those in the 
CARS measurements are also re-plotted in time-series form. Only the cold-wire results 
obtained at the subset of encoder crank angles that was investigated in the CARS 
experiments are plotted. The parameters spanned in the CARS and cold-wire data sets 
compared in this section are summarized in Table 6-2. Some disagreement between the 
data sets is present, but the results exhibit similar trends in the periodic temperature 
changes. The cold-wire data generally phase-lag the CARS results, and also suggest 
thinner thermal boundary layers. 
CARS and cold-wire temperature time histories from case 1 are shown in Fig. 6-26. A 
temperature rise of similar duration and magnitude is captured during the fluid 
acceleration phase with both techniques. This temperature rise initiates between 70 and 
80 CAD in the CARS experiments but not until 90 CAD in the cold-wire results. The 
cold-wire data have been compensated for the thennal inertia of the sensor using a 
Fourier-transform procedure outlined by Wroblewski and Eibeck [85] (as discussed 
previously in chapter 3). In this compensation procedure, a steady sensor time constant is 
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assumed in order to make the problem analytically tractable. Use of a steady time 
constant tacitly assumes a steady flow as well. Examination of the sensor transfer 
function at the low velocities typical of cycle times near flow reversal shows that the 
predicted phase lag of the wire is small. At a O.I-mls approach velocity (0.85-ms wire 
time constant), the phase associated with the thermal response of the sensor should only 
result in a lag of about 3 CAD (-0.1 radians) at a 5 Hz fundamental frequency. The 
observed shift between the CARS and cold-wire results is 10 to 20 CAD, or 0.35 to 0.7 
radians at 5 Hz. Nevertheless, modeling of the dynamics of the cold-wire sensor in an 
oscillating flow is complex. The phase lag due to sensor attenuation may be 
underestimated by the analytically obtained transfer function (Eq. 3-6) due to the 
assumptions made in its development, and also due to uncertainty in the thermophysical 
properties of the sensor and sensor plating. 
CARS and cold-wire time series acquired for case 2 are provided in Fig. 6-27. The 
subset of the cold-wire data plotted indicates that the rapid temperature rise associated 
with periodic flow reversal (see Fig. 6-5) could not have been resolved during the CARS 
experiments due to the coarseness of the time grid. This lack of temporal resolution 
illustrates the desire for full automation of the CARS data acquisition procedure for 
future application in unsteady flows. The phase lag in the cold-wire results for this case is 
evident in the delayed temperature rise of the cold-wire results. 
CARS and cold-wire data for case 3A are shown in Fig. 6-28. The cold-wire 
temperature traces obtained at this transition between reversing and non-reversing flow 
were found to be the most sensitive to small changes in the operating condition, making 
comparison for this case perhaps the most difficult. The CARS time histories are similar 
in structure, and in magnitude, to the temperature fluctuations provided by the cold-wire 
data. The magnitude of the local temperature minimum at upstream measurement stations 
was small enough during the experiments so that the ±4 K uncertainty in the CARS 
results would mask its appearance. A 10 to 20 CAD shift in the results is again apparent 
in these data. 
The CARS time-series data for case 4, shown in Fig. 6-29 are perhaps the only set for 
which the dramatic temperature rise associated with flow is captured despite the 
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coarseness of the time grid. A comparison is made between CARS results obtained at x = 
112 mm and the cold-wire results captured at x = 93 Mm. Both data sets illustrate a 
dramatic temperature rise associated with flow reversal. The CARS results do not 
indicate the reversal in heat flux shown in the cold-wire data. This could be expected 
since the CARS results were obtained further downstream, where the cold-wire data show 
that a heat-flux reversal did not occur. In addition, there is a good chance that the cycle 
temperature maximum was not resolved by the CARS measurements due to the coarse 
time grid used, so that a potential flux reversal condition would be missed as well. 
In the final analysis, both sets of data should be viewed with some degree of caution. 
However, the CARS technique (or any non-intrusive temperature diagnostic) offers two 
major advantages for thermometry in unsteady, reversing boundary layers relative to any 
conventional, intrusive measurement - a non-intrusive probe, and a frequency response 
that is essentially infinite. 
The intrusive nature of the cold-wire probe creates an ambiguous, systematic error 
that is very difficult to quantify. This type of probe-intrusion error can be especially 
important in flows which reverse, because multiple passes of the same fluid mass will 
occur (three passes in a time-periodic flow). Multiple fluid passes will surely increase the 
significance of any probe-insertion errors. 
Use of even the smallest intrusive sensors in a flow characterized by large-amplitude 
temperature fluctuations will exhibit an attenuated response due to the sensor's finite 
thermal mass - an effect that is often neglected by some researchers, or which limits the 
results to time-mean data only. This effect is especially important in very low-speed 
flows of the type investigated here, because the time constants associated with the sensor 
will be at a maximum. The effect of probe thermal inertia is further complicated in flows 
with large-amplitude oscillations because of dynamic changes in the sensor time constant, 
which can further complicate the interpretation of the results. 
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6.S Summary 
An experimental study of a thermal boundary layer in oscillating flow was undertaken 
using a constant-current, cold-wire technique. Four nominal flow conditions were 
investigated which allowed for the study of non-reversing, partially reversed, and fully 
reversed flows. The cold-wire experiments were performed in order to increase the 
temporal resolution in the measurements relative to previous temperature data obtained in 
the same apparatus using the non-intrusive CARS technique. Key findings obtained from 
analysis of the cold-wire data are listed below. 
• The structure of the phase-averaged periodic temperature and surface heat-flux 
fluctuations indicates that the wall heat-flux is well correlated with the bulk temperature 
fluctuation throughout the forcing cycle, but is not directly correlated to the free-stream 
velocity oscillation. This indicates that the temperature field is the main driving potential 
for surface heat-flux variations and that velocity fluctuations playa more indirect role 
through passive advection of enthalpy. This interpretation of the relative influence of the 
temperature and velocity fields is consistent with earlier observations [4]. However, 
quantifiable statements about the exact phase relationship between the surface heat 
transfer and free-stream velocity oscillations should be tempered due to the uncertain 
phase lag present in the cold-wire results. 
• The effect of both partial and complete flow reversals is a dramatic thickening of 
the thermal boundary layer and a corresponding decrease in the phase-averaged Nusselt 
number. The mechanism responsible for this rapid temperature rise and thermal 
boundary-layer thickening is believed to a vertical velocity event that accompanies flow 
reversal. This vertical velocity event is likely due to the periodic ejection mechanism 
suggested previously by Dec and Keller [4]. An undetermined level of temporary 
turbulent mixing induced by a destabilized reversing flow may also contribute to the 
rapid temperature rise as well in some cases. 
• In the case of a strong, complete flow reversal, streamwise advection of enthalpy 
from downstream locations combines with axial wall conduction to create a temporary 
reversal of the heat flux at locations far upstream. This conjugate heat transfer effect 
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suggests an increased sensitivity of convective heat transfer in oscillating flow to the 
surface boundary condition. These conjugate effects are likely to be important in single-
phase heat transfer applications, for which typical surfaces possess axial temperature 
gradients. 
• Relative to the non-reversed oscillating flow, no noticeable heat transfer 
enhancement was observed with either partial or complete flow reversal. This conclusion 
is in contrast to earlier reports [34], [41],[44] which postulate that periodic flow reversal 
is as a necessary requirement for pulsed flow heat transfer enhancement. 
• The time-mean Nusselt number results for this simultaneously developing flow 
show local heat transfer enhancements for all of the oscillating flows tested. 
• The cold-wire results were compared to the limited CARS data that were acquired 
in the oscillating boundary-layer flow. The results were in fair quantitative agreement and 
indicated similar trends in the cyclic temperature oscillations. The cold-wire results 
generally phase lagged the CARS temperatures, and yielded lower temperatures. 
Concrete reasons for the discrepancy are not known, but a combination of factors is likely 
to contribute. These factors may include imperfect compensation for the thermal inertia 
of the cold-wire sensor, the physical intrusion caused by the cold-wire, and a ±150 mm 
uncertainty in the offset between the cold-wire sensor and the wall. 
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Table 6-1: Parameters spanned in cold-wire temperature measurements. 
CASE U., x f Tw - TeD Gz1-1 u::1 flu [mm] [Hz] [K] Rex xl04 Wo -[m/s] Umax 00 filL 
1 4.19 93 5.10 80 24,500 1.48 21.46 0.55 0.32 
1 4.36 144 5.04 106 39,500 2.23 21.45 0.56 0.34 
1 4.16 194 5.05 112 50,800 3.30 21.24 0.58 0.33 
2 4.10 93 2.44 81 24,000 1.50 14.86 0.85 1.05 
2 4.50 144 2.47 96 40,700 2.17 14.96 0.84 1.13 
2 4.38 194 2.50 106 53,400 3.13 14.96 0.84 1.10 
3 1.56 93 5.10 70 9,100 4.14 21.40 0.82 0.21 
3 1.45 144 5.01 96 13,100 6.97 21.55 0.88 0.22 
3 1.55 194 5.04 97 18,900 9.38 21.20 0.85 0.23 
3A 1.92 93 5.00 83 11,200 3.38 21.31 0.76 0.23 
3A 2.05 194 5.04 112 25,000 7.01 21.26 0.77 0.25 
4 1.50 93 2.50 72 8,900 3.90 15.04 1.21 0.74 
4 1.44 144 2.45 93 13,500 6.13 15.01 1.26 0.77 
4 1.45 194 2.50 99 17,600 8.87 14.91 1.22 0.74 
Table 6-2: Parameters spanned by CARS and cold-wire data runs compared in section 
6.4. 
CASE TECHNIQUE Ute) [m/s] x[mm] f[Hz] Tw - TeD [K] 
1 CARS 4.16 105 5.0 117 
1 Cold-Wire 4.19 93 5.10 80 
2 CARS 4.23 112 2.5 115 
2 Cold-Wire 4.10 93 2.44 81 
3A CARS 1.94 105 5 87 
3A Cold-Wire 1.92 93 5.00 83 
4 CARS 1.56 112 2.50 133 
4 Cold-Wire 1.50 93 2.50 72 
161 
TIME (ms] TIME(ms] 
33.33 111.117 100 133.3 1111.7 200 0 100 200 3DO 
7 
5.5 CASE #1 II 
NON-REVERSING 5 5 
(U)~·: (U)aJ 4 
[mlS] t (mlS] 3 o X=93mm o X=93mm 3.5 f 
o X=144mm 
o X= 144mm 
o X=194 mm 2 3 
• X= 194mm 
2.5 
2 0 
0 30 110 110 120 150 1110 0 30 110 110 120 150 
CRANK ANGLE [OEG] CRANK ANGLE (OEG] 
TIME (ms] TIME (ms] 
0 50 100 150 200 0 100 200 3DO 
2.5 3 
CASE #3 CASE #4 
PARTIAL FLOW REVERSAL 2.5 COMPLETE FLOW REVERSAL 
2 
~ 2 
(U)~·5 Ii (U)aJl.5 Ii ~ Ii o X=93mrn 
"e [mls] 1 I- ~ (mls] c X=144mm j 
~ o X=93mm ~ 0 X= 194mm 0 r 8 r o X= 144mm , 0 
0.5 ~ o X= 194mm 0.5 .t, r 
0 0 
0 30 110 110 120 150 1110 0 30 110 110 120 150 
CRANK ANGLE [OEG] CRANK ANGLE (OEG] 
Figure 6-1: Free-stream velocity data recorded during the cold-wire investigations of the 
thermal boundary layer. The free-stream data are provided here as a reference so that 
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Figure 6-2: Temperature time histories obtained from cold-wire measurements at three 
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Figure 6-3: Phase-averaged, local surface heat transfer and thermal boundary-layer 
thickness results from cold-wire measurements for case 1. 
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Figure 6-4: Profiles of the rms magnitude of the periodic temperature fluctuation, 
illustrating the level of the temperature oscillations through the boundary layer. The 
expected damping effect due to decreased levels of velocity oscillation and the large 
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Figure 6-5: Temperature time histories obtained from cold-wire measurements at three 
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Figure 6-6: Phase-averaged, local surface heat transfer and thermal boundary-layer 
thickness results from cold-wire measurements for case 2. 
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Figure 6-7: Temperature time histories obtained from cold-wire measurements at three 
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Figure 6-8: Phase-averaged, local surface heat transfer and thermal boundary-layer 
thickness results from cold-wire measurements for case 3. 
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Figure 6-9: Phase-averaged streamwise velocity profiles for a partial flow reversal. The 
curves with data ticks have been acquired using a temperature-compensated hot-wire 
technique. The curves during times of near-wall flow reversal have been faired, and are a 
best interpretation of the rectified, uncertain hot-wire signal obtained during a low-
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Figure 6-10: Plot of normalized, phase-averaged cold-wire traces obtained at different 
wall temperatures with the probe fixed at approximately 1 mm from the wall. The data 
exhibit a similar phase-averaged periodic temperature fluctuation across a wide range of 
wall-to-air temperature differences, shown in the legend, indicating that the rapid 
boundary-layer temperature rise associated with flow reversal is likely not the product of 
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Figure 6-11: Time histories of the instantaneous velocity(a), phase-averaged velocity (b), 
and phase-averaged (nns) random velocity fluctuations (c) for case 2. The probe is 
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Figure 6-12: Time histories of the instantaneous velocity(a), phase-averaged velocity (b). 
and phase-averaged (rms) random velocity fluctuations (c) for case 3. The probe is 
positioned 1.5 mID from the wall at a streamwise location of x = 93 mID. 
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Figure 6-13: Schematic of streamwise boundary-layer profiles during periodic flow 
reversal. The reversal initiates downstream at t = tl and rapidly propagates upstream. 
Continuity-based arguments show that there must be a vertical velocity event that 
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Figure 6-14: Temperature time histories obtained from cold-wire measurements at three 
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Figure 6-15: Phase-averaged, local surface heat transfer and thennal boundary-layer 
thickness results from cold-wire measurements for case 3A. 
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Figure 6-16: Temperature time histories obtained from cold-wire measurements at three 
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Figure 6-17: Phase-averaged, local surface heat transfer and thennal boundary-layer 
thickness results from cold-wire measurements for case 4. 
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Figure 6-18: Nonnalized thermal boundary-layer profiles obtained from cold-wire 
measurements at three streamwise locations for nominal case 1. The data in the near-wall 
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Figure 6-19: Normalized thermal boundary-layer profiles obtained from cold-wire 
measurements at three stream.wise locations for nominal case 2. The data in the near-wall 
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Figure 6-20: Case 2 boundary layer temperature profiles during periodic flow reversal at 
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Figure 6-21: Nonnalized thennal boundary layer profiles obtained from cold-wire 
measurements at three streamwise locations for nominal case 3. The data in the near-wall 
region used for calculation of the heat flux are shown in the insets. 
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Figure 6-22: Case 3 boundary-layer temperature profiles during periodic flow reversal at 
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Figure 6-23: Nonnalized thennal boundary-layer profiles obtained from cold-wire 
measurements at three streamwise locations for nominal case 4. The data in the near-wall 
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Figure 6-24: Chronology of boundary-layer temperature profiles for case 4 at x = 93 mm 
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Figure 6-25: Time-mean heat transfer data plotted against the inverse of the thennal 
Graetz number. The data are compared to accepted laminar heat transfer correlations and 
show a heat transfer enhancement with flow oscillation in all cases. The error bars on the 
plot reflect a ±15 % uncertainty in time-mean Nusselt number for cases 1,2 and 3, and a 
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Figure 6-26: CARS and cold-wire temperature time-series obtained at similar operating 
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Figure 6-27: CARS and cold-wire temperature time-series obtained at similar operating 
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Figure 6-28: CARS and cold-wire temperature time-series obtained at similar operating 
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Figure 6-29: CARS and cold-wire temperature time-series obtained at similar operating 
conditions for nominal case 4. The data have been normalized and plotted side-by-side 
for comparison. 




The two main objectives of the work presented in this thesis are: (1) assessment of the 
viability of pure-rotational CARS as a non-intrusive temperature diagnostic for 
convective-heat-transfer studies, and (2) to provide time-resolved temperature and heat 
transfer data from an oscillating, developing channel flow. 
Convective heat transfer is of importance in a variety of industrial and domestic 
energy-use applications, ranging from power production and petrochemical processing to 
domestic HV ACIR. As the needs for energy conservation and reduced material costs 
become more important, research in the areas of enhanced heat transfer equipment and 
enhanced heat transfer surfaces has received increased attention [1] [2]. The use of heat 
transfer enhancements often introduces added complexity into the convection process, 
and obtaining a complete understanding of the physics can require detailed experimental 
data. 
Modern, non-intrusive temperature and velocity diagnostics show great promise as 
experimental tools for the study of the complex velocity and temperature fields in 
enhanced convection applications. For velocity measurements, both LDV and PN 
systems have been well-developed for pointwise and planar velocimetry, respectively. 
Non-intrusive, spatially and temporally resolved temperature diagnostics for heat transfer 
studies are not as developed. With this as a motivation, a dual-broadband, pure-rotational 
CARS apparatus was constructed and the viability of CARS as a convective-heat-transfer 
diagnostic was assessed. The results to be summarized here show that the technique has 
potential for spatially resolved temperature and heat-flux measurements provided that 
temperature differences in the flow are about 100 K or more. 
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The literature suggests that induced flow oscillations have the potential to provide 
large increases in convective heat transfer rates [4], [44], [48]. However, there are other 
conflicting reports which cite no heat transfer impact or even a heat transfer decrease [29] 
[37] [40]. This disagreement is thought to be due to a lack of understanding of the 
unsteady· convection process as a result of the complex parameter space associated with 
heat transfer in oscillating flows. Most heat transfer studies have centered on average 
heat-transfer-coefficient measurements and have generally neglected the time-resolved 
structure of the flow, temperature, and surface heat flux. This thesis provides time-
resolved temperature and heat flux data from a developing channel flow, which is a 
canonical-type geometry for many finned and plate heat exchangers. Both a conventional 
cold-wire technique and the non-intrusive CARS method were used to acquire temporally 
resolved temperature measurements in this oscillating flow. The major. findings of this 
research are summarized below. 
7.2 Conclusions and Research Contributions 
7.2.1 - Pure-Rotational CARS Thermal BoundaIy-Layer Studies 
• Using pure-rotational CARS of atmospheric air, temperature measurements were 
performed in steady and oscillating, forced boundary layer flows, and in a free-
convection boundary layer (results published separately in ref. [75]). To our knowledge, 
these are the first applications of pure-rotational CARS to convective heat transfer. 
• From an analysis of temperature results obtained from 100-shot-averaged CARS 
spectra, the dual-broadband, pure-rotational CARS temperature data have a precision 
(random error) limit of ±4 K. A suggested lower limit on the wall-to-air temperature 
difference, T w - T .... , for use of CARS in an atmospheric-air convective-heat-transfer 
experiment is on the order of 100 to 150 K. Temperature differences of this magnitude 
result in a precision that is about 3 to 4% of the total temperature difference in the flow. 
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• CARS temperature data can be acquired within 50 pm (±25 pm) of the heat-transfer 
surface with 50 pm resolution normal to the wall. This level of spatial. resolution and the 
ability to probe very close to the wall allows for calculation of the wall heat flux from the 
near-wall CARS temperature profiles with a random error contribution of ±15 %. The 
dynamic range of heat-flux measurements obtained from the slope of the near-wall CARS 
temperature profiles has a lower limit of about 1 kW/m2• If a density-weighting bias is 
present in the temperature measurement, a bias error in the heat flux estimate of +5 to 
+ 1 0% may result as well. Use of CARS for quantitative surface heat-flux measurement 
requires adding a small curvature to the heat transfer surface so that the laser beams are 
not clipped as they propagate through the test section. This is not significant if the radius 
of curvature is much larger than the maximum boundary layer thickness or if the surface 
in question is already curved. 
• The potential impact of density-weighting bias on pure-rotational CARS temperature 
measurements from 290 to 450 K has been quantified. If the flow to be investigated 
possesses peak rms turbulent temperature fluctuations in excess of 10 to 15 K, then shot-
averaged CARS measurements will include a bias error that ranges from near zero to +4 
K or more, depending on the local rms temperature variation. For future applications of 
the CARS technique in heated, turbulent boundary layers, it is recommended that an 
ensemble of single-shot CARS temperature measurements be used to deduce the local 
mean temperature. Use of single-shot temperature pdfs will remove the effects of 
density-weighting bias. The more convenient shot-averaging procedure can be used in 
laminar flows, or flows with weak levels of turbulent temperature fluctuation . 
• CARS temperature profiles were obtained at 10 phase-locked times throughout the 
forcing cycle of an oscillating boundary-layer flow. The data-acquisition rate attained in 
the CARS experiments reported here allowed for acquisition of 10 phase-locked profiles 
in 8 hours. This level of sampling proved adequate for observation of the periodic trends 
in the temperature fluctuations at long time scales. Further automation of the phase-
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locked CARS acquisition will allow for perhaps a factor of two increase in the data-
acquisition rate. 
7.2.2 Cold-Wire Thermal Boundary Layer Studies 
An experimental study of a thermal boundary layer in an oscillating, developing 
channel flow was undertaken using both pure-rotational CARS and cold-wire 
anemometry. The cold-wire technique allowed for significantly increased data-acquisition 
rates relative to the CARS procedure, at the expense of ambiguous, systematic errors 
associated with the intrusive nature of the probe and the correction for the sensor's finite 
thermal inertia. The results from the CARS experiments show the long-time trends in the 
periodic boundary-layer temperature variation. The increased data-acquisition rates in the 
cold-wire inv.estigations allowed for a more detailed description of the time-resolved 
thermal boundary-layer structure. Four nominal flow conditions were investigated that 
allowed for the study of non-reversing, partially reversed, and fully reversed flows. The 
effects of flow reversal were investigated as several previous works have suggested that 
reversal is linked to heat transfer enhancement in turbulent, oscillating flows [4], [34], 
[41], [44], but only one of these studies [4] provided boundary-layer measurements. The 
key heat transfer findings obtained in this study are summarized below. 
• The effect of both partial and complete flow reversals is a dramatic thickening of the 
thermal boundary layer and a corresponding decrease in the phase-averaged Nusselt 
number. The mechanism responsible for this rapid temperature rise and thermal 
boundary-layer thickening is believed to be a vertical velocity event that accompanies 
flow reversal. This vertical velocity event may be due to the periodic ejection mechanism 
suggested previously by Dec and Keller [4] and also to an undetermined level of 
temporary turbulent mixing induced by a destabilized reversing flow. 
• Relative to the non-reversed oscillating flows (cases 1 and 3A), the time-mean heat 
transfer rates observed in flows with a partial (cases 2 and 3) or complete (case 4) flow 
reversal are lower. This conclusion is in contrast to earlier reports which suggest that flow 
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reversal is required for heat transfer enhancement. These earlier studies considered 
turbulent flow with resonant oscillations [4], [44], or fully developed flows with 1-0 
velocity profiles only [33], [41]. Nusselt-number data from the oscillating flow are a 
factor of two higher than the results predicted from accepted steady channel-flow 
correlations. 
• The structure of the phase-averaged periodic temperature and surface heat flux 
oscillations indicates that the wall heat flux is well-correlated with the boundary layer 
temperature variations throughout the forcing cycle, but is out of phase with the free-
stream velocity oscillation. A phase difference between the heat flux and the free-stream 
velocity is in agreement with previous experiments in flat-plate [36] and turbulent pipe 
flows [4], and with high-frequency laminar theory [105]. The high degree of phase 
correlation of the heat flux with the bulk temperature variation in the boundary layer 
suggests the wall-to-bulk (mixing-cup) temperature difference is the main driving 
potential for instantaneous changes in the surface heat flux. The imposed velocity 
variations are observed to play a more indirect role through the passive advection of 
enthalpy. 
• The cold-wire results were compared to the CARS data acquired in the oscillating 
boundary-layer flow. The results of the two measurement techniques were observed be in 
fair quantitative agreement with the cold-wire data exhibiting lower temperatures and 
generally phase lagging the CARS temperature data. Reasons for the discrepancy may 
include imperfect compensation for the thennal inertia of the cold-wire, the physical 
intrusion caused by the cold-wire sensor and a 150 pm uncertainty in the offset between 
the cold-wire and the wall. 
7.3 Suggestions for Future Work 
7.3.1 Pure-Rotational CARS 
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• Use of an elongated dye-laser oscillator cavity: The dominant source of noise in CARS 
thennometry is random fluctuations in the dye-laser amplitude and mode structure. In 
theory [66] [64], the effect of dye-laser mode noise on dual-broadband, pure-rotational 
CARS temperature measurements will decrease if the mode spacing (OM in Eq. 4-5) is 
decreased. This reduction in mode spacing is achievable by using an elongated dye-laser 
oscillator cavity. Additional improvements in CARS precision can also be obtained if the 
experiments are run above atmospheric pressure as well. This improved precision with 
elevated pressures is suggested by the N2 gas-cell results in chapter 4 of ~s thesis and by 
earlier work [66] [65]. 
• Automated CARS data acquisition: The data rates obtained in the CARS experiments in 
oscillating flow allowed for 10 phase-locked profiles to be acquired in 8 hours. This data-
acquisition rate can be significantly improved if the process is fully automated. 
7.3.2 Convection in Oscillating Flow 
• Simultaneous Temperature and Multi-Component Velocity Data: The results 
presented in this study and by Dec and Keller [4] strongly suggest that a vertical velocity 
event brings fluid from the near-wall region to the outer portions of the boundary layer at 
times near flow reversal. In order to confirm and quantify the effect of this mechanism on 
the temperature field, simultaneous (or nearly simultaneous) measurements of at least two 
components of velocity (u and v) and the temperature are needed. Use of non-intrusive 
probes would be best for these experiments to avoid sensor thermal-inertia effects in the 
measurements, and to unambiguously resolve the direction of the velocity components. 
These measurements could be perfonned on a pointwise basis using LDV and CARS, or 
on a planar basis using PN and PLIF. Planar measurements are perhaps more desirable 
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because they provide insight into the overall structure of the flow and will increase the 
data acquisition rates markedly. Additionally, use of LDV or PlY will eliminate the 
directional ambiguity and sensitivity to temperature that plague hot-wire velocity 
measurements in heated, reversing boundary layers. 
• Experiments over a wider range of the parameter space: Even for laminar flows, the 
parameter space associated with oscillating flow and heat transfer appears to be vast. The 
general lack of understanding of pulsed-flow heat transfer enhancements appears to stem 
from a lack of understanding of the basic heat transfer mechanisms. The work described 
in this thesis is focused on the effects of flow reversal, an amplitude-related effect, at 
moderately low frequencies. The effect of frequency as an independent parameter is 
surely of interest as well, and an earlier experiment [36] suggests that there may be an 
optimum heat-transfer frequency for pulsed flat-plate flow. In many experimental 
arrangements, independent variation of frequency and amplitude can be difficult. 
However, some degree of control can be attained by using rotating vanes of variable 
widths, or by using a variable bleed of air from a wind-tunnel settling chamber. 
Additionally, the experiments reported here show that flow reversal leads to large 
decreases in the cycle-resolved Nusselt number, and that non-reversed oscillating flows 
provide higher heat transfer rates in developing channel flows. Therefore, lower 
amplitude forcing schemes that require less external energy input may prove practical 
over a certain range of the parameter space and should be investigated as well. 
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MODEL PROBLEM - FULLY DEVELOPED OSCILLATING FLOW 
IN A 2-D CHANNEL 
In this appendix, the problem statement and solution for the model problem of a 
laminar, fully developed oscillating channel flow with a non-zero time-mean mass flux is 
presented. The solution to this problem is widely known and appears in the fluid-
dynamics textbook by Currie [10]. A schematic of the problem is provided in Fig. A-I. 
The flow is assumed to be fully developed, so that there is no streamwise dependence in 
any of the variables of interest. This requires a sufficient upstream length of channel for 





where L is a suitable streamwise length scale, and a is the speed of sound. 
(A-I) 
Since the flow is 2-D and fully developed, the continuity equation requires that there 
be only a single velocity component in the x-direction. The problem then reduces to a 
solution of the following fOIm of the x-momentum equation subject to the no-slip 
condition at each of the channel walls. 
au 1 ( [;ax ] ) a 2 u 
-=-- P +re P e +v--X,s x,o 2 
at p Oy 
(A-2) 
u(y=±H)=O (A-3) 
We seek the long-time, periodic solution to Eqs. A-2,3. The problem is linear and 
may be divided into a steady solution in response to the steady part of the pressure 
gradient, and an oscillating solution in response to the oscillating part of the pressure 
gradient. Substituting u =us{y)+uo{y,t) into Eqs. A-2 and A-3, the steady part of the 
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problem is immediately recognized as the well-known Poiseuille problem whose solution 
IS, 
(A-4) 
The oscillating part of the solution is found by noting that Eqs. A-2 and A-3 are 
linear, so that the time-hannonic forcing will result in a time-hannonic response of the 
fonn, 
(A-5) 
Equation A-5 is substituted into the momentum equation, and the no .. slip boundary 
condition to obtain a boundary value problem for the function ,(y), 
d 2 j"'. P ~ 1m, _ X,o 
dy2 --;- - pv ' (A-6) 
'(y=±H)=O (A-7) 
The solution ofEqs. A-6 and A-7 is given by 
,(y)=iPx,o {l- COSh[0+i).J(m/2V)y]}, 
pm cosh [0 + i).J(m/2v)H] (A-8) 
so that the solution for the time-harmonic part of the velocity is 
( ) ( .Px,o { COS.h[(1+i).J(m/2V)Y]} iaN] u 0 y, t = re 1-- 1- e . 
pm cosh [( 1 + i ).J ( m /2 v) H ] 
(A-9) 
Examination of Eq. A-9 shows that the velocity oscillates at the same frequency as 
the imposed pressure gradient, with an amplitude and phase shift that depend on y. The 
dimensionless Womersley number also appears in Eq. A-9. 
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WO=H# (A-lO) 
The Womersley number is a crucial parameter in this solution as it dictates both the 
ratio of the Stokes boundary-layer thickness to the channel half-height, or other relevant 
length scale, as well as the phase relationship between the velocity, pressure, and wall-
shear. At low Wo, the oscillation is quasi-steady and the quantities of interest oscillate in 
phase. As Wo is increased, the near-wall fluid begins to phase lead the higher momentum 
core fluid. In the high Womersley-number limit reached by Wo - 10, the core velocity 
lags the pressure gradient by 90° while the near-wall velocity and wall shear stress lag the 
pressure gradient by 45°. The superposition of the steady Poiseuille flow .adds a parabolic 
shape to the near-slug flow outside of the Stokes layer. Sample velocity profiles for low, 
moderate, and high Wo are provided in Fig. 1-1 of this thesis. 
F-H'7777777777777777777777~ 




FREQUENCY RESPONSE OF A COLD-WIRE SENSOR 
The analytical solution for the cold-wire transfer function due to Wroblewski and 
Eibeck [85] is presented in this Appendix. This transfer function was applied to all of the 
cold-wire data presented in this thesis. To obtain the transfer function, the energy 
equation was solved for the wire, plating, and support prongs, as shown in the schematic 
of the sensor geometry provided in Fig. 3-4. The governing equations for the temperature 
in the wire (w), plating (c), and support prongs (P) are 
(B-1) 
(B-2) 
'[" aop =-(0 -0 ) p p a (B-3) 
at 
In Eqs. B-1 through B-3, 0 = T - fa' where Ta is the time-mean temperature of the 
surrounding air, and lcold,k are the Bechtov cold lengths of the wire (k=w), and plating 
(k=c) given by 
lcold,k = ~'["kak (B-4) 
where ak is the thermal difIusivity of material k, and the time constants, Tk, are the usual 
lumped-capacitance results given by 
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(B-5) 
where hk is the convective heat transfer coefficient, and dk is the diameter. 
When using a cold-wire sensor, 8a, the instantaneous air temperature, is the value we 
wish to measure, while Ow.avg. the lengthwise-averaged temperature of the wire, is what is 
actually measured. The purpose of the spectral compensation procedure is then to 
estimate 8a given the measurements of Ow.avg. 
The formulation of this model assumes that radial temperature gradients are 
negligible, an assumption that is well validated as the Biot numbers associated with the 
sensor wire, plating, and support prongs are of order 10.3 to 10"'. It is additionally 
assumed that the support prongs possess a simple, first-order response with a large time-
constant (f'p - 1 s). Constant heat transfer coefficients over the length of the wire and 
plating are also assumed, so that the dynamics of the approach flow are not taken into 
account in the model - a fact that may complicate compensation of the cold-wire 
response in flows with large, periodic velocity fluctuations. 
The solution is obtained in the frequency domain by applying a Fourier transform to 
Eqs. B-1 through B-3, so that arbitrarily varying gas temperatures may easily be 









is the Fourier transfonn of Bk . 
The appropriate boundary conditions are 
dOw IOJ 0)= 0 dx ~, , (B-1 0) 
(B-11) 
The first boundary condition for the plated section follows from the assumption that 
ICwd;'/ ICed; « 1. For the commercial sensors used in the work presented in this thesis, 
this ratio is about 7 x to-2• 
Wroblewski and Eibeck [85] obtained a simultaneous solution for 0 P' 0 e' and Ow . 
They obtained a single solution for Ow(OJ,x) that was valid across the entire frequency 
range for which end conduction and thennal inertia effects were important. The transfer 
function, H(OJ), was found by averaging the solution across the length of the wire and 
dividing by the forcing function, 0 a , 
(B-12) 
where I = 21w is the total length of the active sensor element. The resulting transfer 
function is given as Eq. 3-6 in the text, and is repeated here for convenience. 
H(t»)= __ I_ 
l+it»'fw 
1 + it»'f w 1 + it»'f w 
tanh [(1 + it»'f )1/2 L ] 1 + it»'f 1 + it»'fp 1 + it»'f e 
x 1 + w w w -1 + _--..",..--=--___ --.." 
(I+it»'fw )1/2 Lw l+it»'fe cosh[(I+it»'fe )1/2 Le] 
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(B-13) 
where Le = le/leold,e and Lw = lw/lcold,w . 
Plots of the sensor transfer function for several different approach velocities are 
provided in the thesis in Fig. 3-5. The heat transfer coefficients used to calculate the time 
constants in the model were obtained from Nusselt-number correlations constructed from 
constant-temperature hot-wire calibration data, obtained using the same probe used in the 
cold-wire experiments. A sample Nusselt-number correlation is provided in Fig. 3-9. A 
second set of representative transfer-function plots is provided in Fig. B-1, where the 
effects of the thermal inertia of the prongs, plating, and sensor wire are clearly 
demonstrated. Two transfer functions are provided, for sensors with identical active 
length-to-diameter ratios, with one sensor plated, and the other unplated. Both sets of 
curves exhibit low-frequency attenuation due to conduction losses to the support prongs. 
The plated sensor exhibits a higher plateau-level response than the unplated probe, due to 
the thermal buffer provided by the plating. The high-frequency cutoff for both curves is 
due to the first-order, lumped-capacitance time constant of the wire filament. The 
amplitude response for the plated sensor exhibits an additional decay from the plateau 
level due to the thermal inertia of the plating. 
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Figure B-1: Cold-wire frequency response characteristics for a plated and unplated 
tungsten sensor, similar to the one used in the experiments reported in this thesis. The 
curves were calculated using an air speed of 5 mls. 
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APPENDIXC 
CALCULATION OF WALL HEAT FLUX AND NUSSELT NUMBER 
In this appendix, the procedures for calculating the phase-averaged wall heat flux, 
time-mean Nusselt and Graetz numbers, and the associated uncertainties in these values, 
in the oscillating flow experiments are provided. The phase-averaged heat flux is 
calculated from linear, least-squares fits to cold-wire temperature data near the wall. 
Typical uncertainties in measured heat flux with embedded surface gauges can reach 20 
to 25%, even under steady laboratory conditions [102]. Embedded heat-flux 
instrumentation must also be corrected for any radiative heat transfer contribution if the 
convective flux is to be isolated. As an alternative, several researchers have recently used 
gradient information from boundary layer data to calculate wall heat flux [72, 95] [103] 
and shear stress [19], and this approach is adopted here. 
The Nusselt numbers are defined using the standard approach for a developing duct 
flow. The heat-flux results are used with an extrapolated local wall temperature and the 
time-mean mixing-cup temperature to calculate the phase-averaged Nusselt number, 
q"d h Nu=-----
Koo (Tw -fm ) 
(C-I) 
where the hydraulic diameter is taken as twice the channel height at the spanwise 
centerline (dh = 60 mm) and the time-mean mixing-cup temperature is used. The time-
mean values of the mixing-cup temperature are used so that changes in the Nusselt 
number throughout the cycle solely arise from changes in the cycle-resolved heat flux. 
C.I Least-Squares Procedure for Calculation of Local Wall Heat Flux 
Observation of the thermal boundary-layer profiles obtained from both CARS and 
cold-wire measurements indicates that the near-wall region of the thermal boundary layer 
displays a linear temperature profile, similar to the well-known conduction sub layer that 
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exists in steady, turbulent boundary layers. This observation is verified by evaluating the 
boundary layer form of the energy equation at the wall. 
aT aT aT a2T 
-+u-+v-=a--
at ax ay ay2 (C-2) 
Due to the no-slip condition, the advection tenns are small. For a thennally massive wall, 
the time-derivative may also be reasonably neglected in the near-wall region and Eq. C-2 
can be integrated with respect to y to show, 
~I =/{t} ~w (C-3) 
The wall temperature distribution is then linear in y, with a slope that may vary as a 
function of time. This wall-gradient procedure has been successfully employed in a 
turbulent, oscillating pipe flow by Qiu and Simon [72], who used cold-wires to traverse 
the near-wall region. 
An estimate of the wall temperature gradient can be obtained by selecting a suitable 
set of points in the linear, near-wall region and perfonning a least-squares linear fit to the 
temperature data. In the CARS steady-flow boundary-layer measurements, the well 
established conduction sub layer limit was used as a criterion to provide an upper limit on 
the maximum y-coordinate used in the least-squares fitting procedure. For unsteady 
laminar flows, no such well-established limit exists. However, the CARS results obtained 
in a steady, tripped, low-Reynolds number flow suggest upper conduction sublayer limits 
as high as 800 pm. With this in mind, the upper limit of the ''near-wall'' region for the 
cold-wire studies was allowed to vary from 400 to 800 pm depending upon the amount of 
data obtained near the heat transfer surface. Choice of this value was a compromise 
between proximity to the wall and the number of points used in the fit. A minimum of 4 
data points per fit was required so that a higher cutoff was used for experimental runs 
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with relatively few data points available near the wall, as at x = 144 mm, than for sets 
with a large number of data acquired near the wall, like the data runs at x = 93 and 194 
mm. 
Observation of the near-wall cold-wire results indicates that the choice of a 400 to 
800 pm cutoff is adequate over the great majority of the forcing cycle, with the exception 
of some of the profiles obtained during flow reversal. At select times during flow 
reversal, the near-wall profiles displayed curvature, but the change in temperature across 
the near-wall region was small, and the thermal boundary-layer thickness was a 
maximum, indicating that the wall heat flux was small during these cycle times. 
A FORTRAN code was used to rapidly perfonn the linear fits to the cold-wire data, 
and to calculate the mixing-cup temperature, and Nusselt number at all 180 CAD. The 
local wall temperature was extrapolated from the shape of the near-wall, time-mean 
temperature profile to within ±2 K. The probe offset from the wall was estimated to 
within ±150 pm by extrapolating the slope of the near-wall, time-mean velocity, from a 
non-reversing flow, to a zero value at the wall [103]. The extrapolation procedure was 
used since the fragile, 4.5-pm cold-wire sensors would break if the probe touched the 
wall. To eliminate error in the heat flux estimates due to uncertainty in the probe position 
relative to the wall, the wall temperature was not used in the fitting procedure. 
C.2 Uncertainty in Wall Heat Flux and Nusselt Number 
When perfonning a gradient measurement such as heat flux or wall shear stress, care 
must be taken to quantify the level of uncertainty in the results. The dominant source of 
uncertainty in both (qlr) and (Nu) is the error in the estimated wall temperature gradient. 
We can estimate the error in the wall gradient by considering the statistical properties of 
the least-squares estimate of the slope. The statistical properties of the slope estimate 
discussed in the following paragraphs are well established and summarize the more 
detailed presentations by Mendenhall and Sincich [101] and Bendat and Piersol [110]. 
A linear, least-squares model for prediction of the temperature T as a function of the 
wall-nonnal coordinate, y, is given by, 
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(C-4) 
In Eq. C-4, E(1) is the expected value of the temperature at location y, Po and PI are the 
wall temperature and the near-wall temperature gradient, respectively, and c is the error 
between the least-squares predicted temperature and the true phase-averaged temperature. 
Exact values for the statistics Po and PI cannot be calculated without an infinite number of 
temperature records. However, it can be shown [101] that the least-squares procedure 
provides unbiased estimators6, Po and PI' of the statistical quantities Po and PI as well as 
information about the sampling distributions of Po and PI. We can then use the 
information regarding the sampling distributions of PI to estimate a 95% confidence 
interval for the error in the temperature gradient if the following assumptions are made. 
1. A linear temperature profile exists over the domain [OJ/max] used in the fit. 
2. The mean of the error, c, is O. 
3. The variance, d, of cis constant for any given value of the independent variable,y. 
4. The error, c, is Gaussian. 
5. The errors associated with any two different observations of the dependent 
variable, T, are independent. 
Mendenhall [101] shows that the variance in the slope estimate, PI' is given by, 
2 (j2 
(j- =--
P, SS )Y 
where 




SS yy = ~:)Yk _ y)2 (C-6) 
k=1 
In Eq. C-6, N is the total number of points used in the fit, and y is the mean of the set of 
points, Yk. A 95% confidence interval for the slope estimate can be obtained from the 
variance in Eq. C-5 and the student's t distribution as, 
A A 0-
PI = PI ±to.02S,N-2o-p. = PI ±to.02S,N-2 ~SSyy . (C-7) 
The variance, cl, is generally not known, but may be estimated from the precision in 
the temperature measurement (e.g., 0:=2 K in the case of the CARS mean data). 






where SSE is the sum of the squares of error resulting from the least-squares fit. A final 
result for the 95% confidence interval of the slope estimate is then obtained in terms of 
the calculable quantities, SSE and SSyy by replacing 0- in Eq. C-7 with the unbiased 
estimate, s, provided in Eq. C-8 to arrive at, 
A SSE 
PI = PI ±to.02S,N-2 (N -i)sSyy (C-9) 
Eq. C-9 was applied to each of the fits used to calculate the Nusselt-number data 
presented in chapter 6. The results for the uncertainty seem intuitively correct. The 
uncertainty in the temperature gradient estimate was found to vary from between 10 and 
20% in regions of high heat flux to between 50 and 100% when the heat flux reached 
very low values during flow reversal. 
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Plots of the representative variation in heat-flux uncertainty throughout the forcing 
cycle are provided in Fig. C-l. The large uncertainties during periods of low heat flux are 
likely tolerable since the absolute magnitude of the heat-flux error will be low compared 
to the dynamic changes in heat flux that occur throughout the cycle. For a representative 
change observed in the cold-wire results, the calculated heat flux drops from 2 kW/m2, 
±20%, to 0.4 kW/m2, ±100%, but the magnitudes of the uncertainties are identical at 0.4 
kW/m2, and information may still be obtained regarding the levels of the heat flux 
variations. 
To illustrate the magnitude of the variation in heat-flux uncertainty throughout the 
forcing cycle, the Nusselt number data at x = 194 mm, already presented in chapter 6, are 
plotted again in Fig. C-2 for convenience. When comparing Figs. C-l and C-2, it is 
readily seen that the periods of high uncertainty are not likely to distort the trends in the 
cycle Nusselt number variation due to the low values of the heat flux encountered at these 
times. 
The large degree of negative correlation between the gradient measurement of the 
phase-averaged Nusselt number, and the more robust integral measurement of the 
temperature-defect thickness, validates the gradient measurement of the wall heat flux as 
well. Furthermore, the scatter in the Nusselt-number data is not nearly as large as the 
error bars presented on the plot. This is indicative of the large systematic component in 
the temperature-gradient error. The near-wall temperature profiles presented in chapter 6 
show that the scatter in the temperature data about the least-squares fits is random for 
each individual fit, but that the nature of the data scatter is correlated between the fits at 
different cycle times. Therefore, the scatter in the heat-flux measurement for a fixed 
number of points used in the fitting procedure is quite low. Due to the systematic nature 
of the temperature-gradient uncertainty, the error in the Nusselt number data relative to 
each other is decreased. However, the larger absolute error bars have been kept on the 
plot as they provide a conservative estimate. 
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C.3 Calculation of Mixing-Cup Temperature, Bulk Velocity, and Graetz number 
In chapter 6 of this thesis, the heat-flux data obtained from the near-wall cold-wire 
results are plotted in terms of time-mean Nusselt and Graetz numbers, and compared to 
developing laminar channel-flow theory. The data-reduction procedures used to calculate 
Nu and GzTare presented in this subsection. Use of the Nusselt number, as defined in 
Eq. C-I, requires calculation of the time-mean mixing-cup temperature, which is an 
enthalpy weighted mean given by [104] 
(C-IO) 
The mass flow rate and the integral in Eq. C-IO were evaluated using the hot- and cold-
wire velocity and temperature data and the trapezoidal rule. Since data were acquired 
only along the spanwise centerline of the channel for 0 S Y S H , where H is the half-
height of the channel, the integrals were calculated on a per-unit-depth basis, assuming 
symmetry about the channel centerline, y = H. 
The mass flow rate per unit depth is calculated in tenns of the bulk velocity, U m, as 
H 
,;,'(t)=2P<XJUmH =2 fpUdY . 
o 
(C-ll) 
The temperature dependence of the density is accounted for by using the ideal gas law, so 
that the phase-averaged bulk velocity is given by, 
H 
1 JT<XJ d U (t)=- -u y 




The phase-averaged bulk temperature, given by Eq. C-IO, is calculated using Eqs. C-II 
and C-12 to evaluate the mass flow. With constant specific heats, the bulk temperature 
calculated from 
(C-13) 
The result given in Eq. C-13 is then averaged over the period of the applied periodic 
forcing to obtain the time-mean mixing-cup temperature used in the definition of the 
Nusselt number given in Eq. C-l. The bulk velocity result given in Eq. C-12 is also 
averaged over the period to calculate the time-mean thennal Graetz number, 
(C-14) 
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Figure C-l: Results of statistical procedure for estimation of the uncertainty in heat flux 
given by Eq. C-9. The results are presented for the x = 194 mm streamwise measurement 
station. The uncertainty during a stable, laminar flow with a high wall gradient range 
from ±10 to ±20 %, while the uncertainties at low heat fluxes are considerably higher, yet 
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Figure C-2: Nusselt-number and temperature-defect thickness data at the x = 194 nun 
measurement station. Representative error bars are included to display the magnitude of 







EVENT TIMING FOR CARS TEMPERATURE MEASUREMENTS 
IN AN OSCILLATING BOUNDARY-LAYER FLOW 
The objective of this Appendix is to provide a brief explanation of the timing and 
synchronization of the laser pulses and CCO camera shutter with the phase-angle of the 
rotating-vane system during the CARS temperature measurements in oscillating flow. A 
schematic of the timing hardware is provided in Fig. 0-1. 
An optical shaft encoder (BEl #H250) provides both a synchronizing trigger, or "Z", 
pulse and a clock, or "A", pulse with a resolution of 1 degree of shaft rotation. All shaft 
encoder outputs are standard 0-5 V TTL. A schematic of the shaft-encoder output is 
provided at the top of Fig. 0-1. To synchronize the acquisition of CARS spectra with a 
specified time, or "crank angle" during the flow forcing cycle, the Nd:YAG laser must be 
triggered precisely when the rotating vanes are in the specified position and the CCO 
camera shutter must be triggered about 10 ms before the laser pulse to allow sufficient 
time for the shutter to open. These operations are triggered with standard 0-5 V TTL logic 
that is generated using National Instruments OAQ-STC counter / timers, programmed by 
Lab View software. Three OAQ-STC chips were required, and each of these counters is 
assigned a number from 0 to 2 in Fig. 0-1. 
To facilitate the timing of the experiments, flow-forcing frequencies of2.5 and 5.0 Hz 
were chosen since the recommended to-Hz repetition rate of the Nd:YAG laser is an 
even multiple of these frequencies. The first function of the LabView timing program was 
to provide a TTL pulse train on the output pin of counter #1 that would trigger a laser 
timing circuit that fires the flashlamps, Q-switches the Nd: Y AG laser, and recharges the 
capacitor banks for the next laser pulse. The start of this pulse train was synchronized at a 
software-selectable delay with respect to the encoder Z-pulse by gating counter #1 in low-
level mode using an output from counter #0. Counter #0 was programmed to output a 
single TTL pulse, using the Z-pulse as a timebase and remaining TTL-high for 10 units 
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and TTL-low for 106 units. This effectively synchronized the output of counter #1 with 
respect to the reference pulse. 
Using the encoder A-pulse as a timebase, counter #1 provided the required TTL pulse 
train needed to trigger the laser timing circuit. During the testing of the timing procedure, 
it was discovered that the encoder A-pulse was too noisy to be used as a timebase for the 
OAQ-STC chips. The clock pulse noise was sufficiently reduced by triggering a function 
generator (Stanford Research Systems #OS345) with the raw encoder A-pulse output and 
programming the function generator to output a square wave that mimicked its trigger. 
The resulting clock pulse was of sufficient quality to serve as a timebase for OAQ-STC 
operations. The duty cycle of the counter #1 output was chosen so that 10 falling edge 
TTL triggers would be generated per second to drive the Nd:YAG laser at 10 Hz. The 
phase of the laser-trigger pulses was software programmable so that the laser was fired at 
the desired crank angle. The laser was also fired at other crank angles so that a 10-Hz 
repetition rate was maintained. Single-shot CARS spectra were acquired at only the 
desired crank angle by externally triggering the ceo camera shutter, using the output of 
counter #2, so that the CCO detector was only exposed to CARS spectra generated at the 
desired time. The outputs of counters 1 and 2 were synchronized by low-level gating both 
outputs with the output of counter #0. The pulse delays were automatically calculated in 
the Lab View software once the desired crank angle for CARS acquisition was selected. 
The timing programming was tested by observing the encoder Z-pulse, and the laser and 
camera trigger pulses, using a digital oscilloscope throughout the course of each run. 
An example of the counter TTL logic is provided in Fig. 0-2, where an illustration of 
the timing pulses for acquisition of CARS spectra at a crank angle of 100 CAD with a 
flow forcing frequency of 5 Hz is presented. Three sets of TTL logic are provided in the 
figure. The uppennost trace shows the output of the Z pulse for one complete revolution 
of the shaft. There are 360 CAD per shaft revolution and 180 CAD per flow-forcing cycle 
because two periods of flow oscillation will occur per revolution of the rotating vane 
system. The second trace from the top of Fig. 0-2 illustrates the pulse train on the output 
pin of counter #1. The Nd: Y AG laser is fired at 10Hz using the falling edge of each TTL 
pulse as a trigger, while the delay in the pulse train is selected so that two of the four 
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pulses per cycle occurs at the desired crank angle of 100 CAD from the start of the flow-
forcing cycle. Phase-locked acquisition of single-shot CARS spectra is assured as the 
output of counter #2, shown in the lower-most trace, opens the CCO camera shutter about 
10 ms before the laser trigger occurs, and the shutter is closed 30 ms later, as specified in 
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Figure D-l: Schematic of the laser-timing hardware and connections used to phase-lock 
the acquisition of single-shot CARS spectra with the unsteady flow forcing. Sample shaft 
encoder output is provided at the top of the figure and the hardware connections are 
shown at the bottom. The National Instruments DAQ-STC counter/timer chips are shown 
as squares with the gate, source, and output pins labeled. All triggers were standard 
falling-edge 0-5 V TTL. 
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Figure D-2: Sample TTL logic for synchronization and timing of CARS data acquisition 
at 100 CAD from the reference pulse at a flow-forcing frequency of5 Hz. 
