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ABSTRACT. This paper considers a numeric algorithm to solve the equation
yptq “ fptq ` ż t0 gpt ´ τqypτqdτwith a kernel g and input f for y . In some applications we have a smooth integrable kernel but theinput f could be a generalised function, which could involve the Dirac distribution. We call the casewhen f “ δ, the Dirac distribution centred at 0, the fundamental solution E , and show that E “ δ`hwhere h is integrable and solve
hptq “ gptq ` ż t0 gpt ´ τqhpτqdτThe solution of the general case is thenyptq “ fptq ` ph ˚ fqptqwhich involves the convolution of h and f . We can approximate g to desired accuracy with piecewiseconstant kernel for which the solution h is known explicitly. We supply an algorithm for the solutionof the integral equation with specified accuracy.
1. VOLTERRA INTEGRAL EQUATION OF THE SECOND KINDApplications of Hawkes process in various grounds, such as in quantitative finance and machinelearning (See for instance [2, 4, 3]) requires one to study Volterra Equation of the second kind whenf “ δ, where δ is the Dirac distribution centred at 0. We call the solution yptq the fundamentalsolution of the second order Volterra equation. Using the theory of distributions by Schwartz.One can show that the fundamental solution have the form δ`h where h is a L1 function solvingthe equation h “ g ` h ˚ g . It also follow from this study that the general solution of volterraequation is y “ f ` h ˚ f and this convolution is well defined for many examples used in thestudies of Hawkes.
yptq “ fptq `#h ˚ p Nÿi“1wiδp¨ ´ tiq ` f1q
+
ptq
“ fptq ` Nÿi“1wihptiq ` ph ˚ f1qptq
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We seek solution of
yptq “ fptq ` ż t0 ypτqgpt ´ τqdτ, for t ě 0 (1.1)In the Hawkes’s setup, gptq “ kφptq (1.2)where φ is L1` pRq with norm }¨}1, that is φptq ě 0 if t ě 0 and φptq “ 0 if t ă 0 and ş80 φptqdt “ 1,0 ă k ă 1. We seek h
hptq “ gptq ` ż t0 hpτqgpt ´ τqdτ, t ě 0 (1.3)In fact hptq “ gptq ` pg ˚ gqptq ` pg ˚ g ˚ gqptq ` ¨ ¨ ¨
“
8ÿ
n“1 gbnptq (1.4)where gbnptq “ g b g b g ¨ ¨ ¨ b g is n-fold convolution, gb1 “ g.Remark. ‚ The n-fold convolution always exists in L1` pRq and
}gbn}L1` pRq “ kn}φ}nL1` pRq (1.5)
‚ In very few cases analytic expressions for h are available. If φptq “ θe´θt for t ě 0, thenhptq “ kθe´p1´kqθt for t ě 0. Analytic expressions are also available for
φptq “ βαΓpαq tα´1e´βt for t ą 0, α ą 0, β ą 0
φptq “ #1 0 ď t ă 10 t ě 1For other choices, numerical procedure are needed.
‚ If ga is an approximation of g and }g}1, }ga}1 ď k ă 1, then
}h ´ ha}1 ď 1p1´ kq2 }g ´ ga}1 (1.6)
}h ´ ha}8 ď 1p1´ kq2 }g ´ ga}8 (1.7)where }h}1 “ ş80 |hptq|dt and }h}8 “ suptě0 |hptq|. The proofs of (1.6) and (1.7) are inappendix.The key result here would be to find h explicitly where
gptq “ #βj jδ ď t ă pj ` 1qδ0 t ă 0 (1.8)and 2
ż 8
0 |gptq|dt “ δ
8ÿ
j“0 |βj | ă 1 (1.9)In our explicit calculation here, the βj ě 0. We provide an algorithm for h, which involves noapproximation.
2. PART I : Special CaseWe study the case
gptq “ #αj , if j ď t ă j ` 10, t ă 0 (2.1)and then derive the case in (1.9) from it.Define
rectptq “ #1, 0 ď t ă 10, t ě 1, t ă 0 (2.2)
pLfqptq “ fpt ´ 1q (2.3)when f P L1` pRq. In (2.3) we note that pLfqptq “ 0 if t ă 1. We use the Laplace transform
yrectpsq “ ż 80 e´strectptqdt
“ 1´ e´ss ps ą 0q (2.4)
xLfpsq “ ż 80 Lfptqe´st dt
“
ż 8
0 fpt ´ 1qe´st dt
“
ż 8
1 fpt ´ 1qe´st dt
“
ż 8
0 fpuqe´spu`1q du
“ e´s fˆpsq
“xMLpsqfˆpsq (2.5)where xMLpsq is called a multiplier for obvious reasons. Let us define
A “ 8ÿj“0ajLj (2.6)where Lj “ L ˝ L ˝ ¨ ¨ ¨ ˝ L (j times) and Ljfptq “ fpt ´ jq for t ě 0. So
Afptq “ 8ÿj“0ajfpt ´ jq (2.7)3
yAfpsq “ ¨˝ 8ÿj“0aje´js‚˛fˆpsq
“xMApsqfˆpsq (2.8)where xMA is the multiple of A.Define
∆ “ I ´ L (2.9)So
p∆fqptq “ fptq ´ fpt ´ 1q
and p∆fpsq “ p1´ e´sqfˆpsq “xM∆psqfˆpsq.Define
Jfptq “ ż t0 fpτqdτ (2.10)Hence pJfpsq “ 1s fˆpsq “xMJpsqfˆpsqLemma 2.1. g “Arect (2.11)Proof. Arectptq
“
8ÿ
j“0ajpLjrectqptq
“
8ÿ
j“1ajrectpt ´ jqand
rectpt ´ jq “ #1, if j ď t ă j ` 10, otherwise
We now compute g b ¨ ¨ ¨ b g “ gbn : we note that
ygbnpsq “ gˆpsqn
“xMApsqnyrectpsqn (2.12)becomes gˆpsq “xMApsqyrectpsq (2.13)4
and yrectpsq “ 1´ e´ss “xMJpsqxM∆psqLemma 2.2. Let fptq “ pt ´ aqγ`
“
#
pt ´ aqγ , if t ě a0, Otherwisethen fˆpsq “ Γpγ ` 1qsγ`1 e´sa (2.14)Proof. We have
fˆpsq “ ż 80 fptqe´st dt s ą 0
“
ż 8
a pt ´ aqγe´st dt
“
ż 8
0 uγe´spu`aq du u “ t ´ a
“ e´sa ż 80 uγe´su du
“ e´saΓpγ ` 1qsγ`1 s ą 0
where Γ is the usual Gamma function, namely Γpxq “ ş80 tx´1e´tdt for x ą 0. Using binomialexpansion pa ` bqn “ an ` `n1˘an´1b ` `n2˘an´2b2 ` ¨ ¨ ¨ ` bn , we found that
yrectpsqn “ 1sn p1´ e´sqn
“ 1sn nÿr“0
ˆnr
˙
p´1qre´rs
“
nÿ
r“0p´1qr
ˆnr
˙ˆ 1sn e´rs
˙
“
nÿ
r“0p´1qr
ˆnr
˙ 1
pn ´ 1q!
ˆpn ´ 1q!sn e´rs
˙
This leads to:Lemma 2.3. rect ˚ rect ˚ ¨ ¨ ¨ ˚ rectptq
“
nÿ
r“0p´1qr
ˆnr
˙ 1
pn ´ 1q!pt ´ rqn´1` (2.15)for n ě 1Proof. This is an immediate result from our previous calculation. 5
Here are some graphics for n “ 1, 2 and 3. In general it can be shown that rectbn are
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unimodal functions and have maxima at n{2 and they are pn ´ 2q times differentiable on p0, nqfor n ě 3. We can write γnptq “ rect ˚ ¨ ¨ ¨ rectlooooooomooooooonn ptq (2.16)and is given by the expression in (2.15). These are universal functions. They may have othergood applications in numerical analysis.We can give an alternative expression for γn . Note that6
xJnfpsq “xMJpsqn fˆpsq
“ 1sn fˆpsqand by Lemma 2.2 with a “ 0 and γ “ n ´ 1.
Jnfptq “ ż t0 pt ´ τqn´1pn ´ 1q! fpτqdτ (2.17)If we select f ” 1, then
Jnfptq “ ż t0 pt ´ τqn´1pn ´ 1q! dτand so
Jn´11ptq “ 1pn ´ 1q! tn´1` (2.18)and zJn´1psq “ 1sn (2.19)Lemma 2.4. We have
γnptq “ ∆npn ´ 1q! tn´1` (2.20)Proof. This follows from
pγnpsqxM∆psqn{Jn´11psqAs ∆ “ I ´ L
∆n “ 8ÿr“0p´1qr
ˆnr
˙Lr
and so (2.20) is equivalent to (2.15). The last step to gbn is to compute An . Lemma 2.5.
An “ 8ÿr“0 βnr Lr (2.21)where tβnr u are calculated as follows.
β1r “ ar, r “ 0, 1, 2, ¨ ¨ ¨ (2.22)
βn`1r “ n`1ÿl“0 alβnr´l (2.23)7
Proof. We start with
An`1 “A 8ÿr“0 βnr Lr
“
¨˝
8ÿ
j“0ajLj‚˛
˜ 8ÿ
r“0 βnr Lr
¸
and equate coefficient of Lr on both sides. Corollary (Corollary to 2.5). We note that βnr is the coefficient of xr in
pa0 ` a1x ` a2x2 ` ¨ ¨ ¨ qn
“
8ÿ
r“0 βnr xrand if we put x “ 1,
8ÿ
r“0 βnr “ kn (2.24)Theorem 2.6.
gbnptq “ Anγnptq “ 8ÿr“0 βnr pLrγnqptq (2.25)Remark. The intuition of Theorem 2.6 is that, if we want n-fold convolution, the way to do it isto apply A n-times to the γ . Then γnptq is the n-fold convolution of the rectanglular function anditself. Then the operator A applies to γn , n times.Theorem 2.7.
hptq “ 8ÿn“0
n´1ÿ
r“0 βnr pLrγnqptq (2.26)Instead of taking unit interval, we approximate in step of δ. If you solve for the case δ “ 1.Then Theorem 2.7 gives us formula for h.
3. PART II : ACTUAL CASE FOR PART IWe now let
gδptq “ #βj , jδ ď t ă pj ` 1qδ0, otherwise (3.1)Let us now define some useful operators. First, define Lδ (δ ą 0)
pLδfqptq “ fpt ´ δq (3.2)
pSδfqptq “ 1δ f
ˆ tδ
˙ (3.3)
S´1δ “ S1{δ (3.4)8
Lemma 3.1. Lδ “ SδLS´1δ (3.5)Proof. For the left hand side, Lδfptq “ fpt ´ δqFor the right hand side,
fptq S 1δÑ δfptδq LÑ δfpδpt ´ 1qq “ δfpδt ´ δq SδÑ“ 1δ pδfpδ tδ ´ δqq “ fpt ´ δq
Let g be as in Part I. Then
Sδgptq
“ 1δg
ˆ tδ
˙
“
# 1δaj , if j ď tδ ă j ` 10, otherwise (3.6)So gδ “ Sδgwhen aj “ βjδ for j “ 0, 1, ¨ ¨ ¨ . Suppose we want to find the solution of
hδptq “ gδptq ` ż t0 hδpτqgδpt ´ τqdτ (3.7)We show:Lemma 3.2. hδptq “ 1δh
ˆ1δ
˙ , for t ě 0 (3.8)
Proof. Note that hδ is the solution of (3.7) but gδptq “ 1δg ` tδ ˘, then
hδptq “ 1δg
ˆ tδ
˙
`
ż t
0 hδpτq1δg
ˆ t ´ τδ
˙ dτ
“ 1δg
ˆ tδ
˙
`
ż t
0 hδpτq1δg
ˆ tδ ´ τδ
˙ dτ
“ 1δg
ˆ tδ
˙
`
ż t
0 hδpuδq1δg
ˆ tδ ´ u
˙ δ du u “ τ{δ
“ 1δg
ˆ tδ
˙
`
ż t
0 hδpuδqg
ˆ tδ ´ u
˙ du
Therefore,
hδptδq “ 1δgptq `
ż t
0 hδpuδqgpt ´ uqdu9
or
δhδptδq “ gptq ` ż t0 δhδpuτqgpt ´ uqduand by uniqueness of solution of the Volterra equation (1.3),δhδptδq “ hptqwhich implies δhδptq “ hpt{δqor
hδptq “ 1δh
ˆ tδ
˙
and so
hδptq “ 1δh
ˆ tδ
˙
“ Sδhptq
using the definition of Sδ in (3.3).

4. APPLICATIONSThe solution to equation (1) is
yptq “ fptq ` ph ˚ fqptq (4.1)Example 1. Suppose
fptq “ Nÿi“1wiδpt ´ tiq ` f1ptq (4.2)where tw1, ¨ ¨ ¨ , wNu are some weights and t1 ă t2 ă ¨ ¨ ¨ ă tN , δ is the diract delta function andf1 P L1locpR`q (This means that f1ptq “ ´ for t ă 0 and for any T ą 0, şT0 |f1ptq|dt ă 8). Iff1 P L1pR`q, that is ş80 |fptq|dt ă 8, then f1 P L1locpR`q. If fptq “ 2` sinptq for t ě 0 and “ 0 fort ă 0, then wi “ 0, i “ 1, ¨ ¨ ¨ , N and f1ptq “ 2` sin t P L1locpR`q, f1 R L1pR`q. Thus
yptq “ fptq ` «h ˚˜ Nÿi“1wiδp¨ ´ tiq ` f1
¸ff
ptq
“ fptq ` Nÿi“1wihptiq ` ph ˚ f1qptqas f1 P L1locpR`q, then ph ˚ f1qptq is well defined (as h P L1pR`q) and ph ˚ f1q P L1locpR`q andż T
0 |h ˚ f1ptq|dt ď }h}L1pR`q
ż T
0 |f1ptq|dt (4.3)This means that we need a formula for ph ˚ f1qptq when f1 P L1locpR`q.Lemma 4.1. Let f P L1locpR`q, then
phδ ˚ fqptq “ Sδph ˚ pS1{δfqqptq, t ě 0 (4.4)10
Proof. Let Jptq “ phδ ˚ fqptq
“
ż t
0 hδpτqfpt ´ τqdτ
“
ż t
0
1δh ´τδ¯ fpt ´ τqdτ by Lemma 7
“
ż t{δ
0 hpuqfpt ´ uδqdu u “ τδ
“
ż t{δ
0 hpuqfpt ´ uδqduSo
Jpδtq “ ż t0 hpuqfptδ ´ uδqduand so
δJpδtq “ ż t0 hpuqδfpδpt ´ uqqdu
S 1δ Jptq “ ż t0 hpuqS 1δ fpt ´ uqduand so Jptq “ Sδph ˚ S1{δfqptq

This means that hδ ˚ f can be calculated via h.Comment
We might want to vary δ ą 0, we could vary hδ or we could keep h constant (once calculated)and vary Sδf . If fptq “ 2` sin t,then
Sδfptq “ #2` 1δ sin tδ . t ě 00 t ă 0
Theorem 4.2. If f P L1locpR`q
ph ˚ fqptq
“
8ÿ
n“0
8ÿ
r“0 βnr Lrpγn ˚ fq11
Proof. We note that
Ź
pLrγnq ˚ fpsq
“ zLrγnpsqfˆpsq
“ xMLpsqr {pγn ˚ fqpsq
“
ŹLrpγn ˚ fqpsq
and the theorem is proved. Corollary. If one requires ph ˚ fqptq for t ď n (for some integer n ě 1) then one may use Lrwith r ď n ´ 1.Corollary. We have
phδ ˚ fqptq “ S´1δ 8ÿn“0
n´1ÿ
r“0 βnr Lrpγn ˚ Sδfqptq (4.5)and if we only need values for t ď nδ, then may use Lr with r ď n ´ 1.Lemma 4.3. If f1, f2 are in L1locpR`q, thenLpf1 ˚ f2q “ pLf1q ˚ f2 “ f1 ˚ Lf2 (4.6)Proof. We have Lpf1 ˚ f2qptq
“ pf1 ˚ f2qpt ´ 1q
“
ż t´1
0 f1pτqf2pt ´ 1´ τqdτ
“
ż t
1 f1pu ´ 1qf2pt ´ uqdu pu “ 1` τq
“
ż t
0 f1pu ´ 1qf2pt ´ uqdu as f1pu ´ 1q “ 0, for 0 ď u ă 1
“
ż t
0 pLf1qpuqf2pt ´ uqdu
“ tpLf1q ˚ f2uptqas f1 ˚ f2 “ f2 ˚ f1, the theorem follows. Remark. We have
Lrpγn ˚ fq “ pLrγnq ˚ f (4.7)We could have Lrγn functions tabulated (universally calculated) for r and n, we only need r ď n´1in (2.24) and (4.5) as γnptq “ 0 for t ě n 12
Lemma 4.4. Let f1, f2 P L1locpR`q.
Lδpf1 ˚ f2q “ pLδf1q ˚ f2 (4.8)
“ δ1 ˚ pLδf2q (4.9)Proof. We haveLδpf1 ˚ f2qptq “ pf1 ˚ f2qpt ´ δq
“
ż t´δ
0 f1pτqf2pt ´ δ ´ τqdτ
“
ż t
δ f1pu ´ δqf2pt ´ uqdu u “ δ ` τ
“
ż t
0 f1pu ´ δqf2pt ´ uqdu as f1pu ´ δq “ 0 if 0 ď t ă δ
“ pLδfq ˚ f2ptqand as before. We now try to simplify (4.5) stated earlier by utilising the operators defined in Lemma 3.2hδ “ Sδhhδ ˚ f “ pSδhq ˚ f (4.10)Lemma 4.5. Let f P L1pR`q,
ySδfpsq “ fˆpsδq (4.11)Proof. We have for s ą 0,
ySδfpsq “ ż 80 1δ f
ˆ tδ
˙ e´st dt
“
ż 8
0
1δ fpuqe´sδuδ du t “ δu
“ fˆpsδq

5. ERROR ANALYSISWe note that the results in (1.6) and (1.7). If f P L1pR`q, then1
}h ˚ f ´ hδ ˚ f}1 ď }f}1p1´ kq2 }g ´ ga}1 (5.1)
}h ˚ f ´ hδ ˚ f}8 ď }f}1p1´ kq2 }g ´ ga}8 (5.2)
1See proof in appendix. 13
if f P L1locpR`q. Then (5.2) becomes sup0ďtďT |h ˚ fptq ´ hδ ˚ fptq|
ď
şT0 |fptq|dt1´ k }g ´ ga}8 (5.3)which was proved in earlier notes.
6. EXAMPLES: POWER LAW AND RAYLEIGH KERNELExample 2. Let
gptq “ # kθcθpc`tq1`θ if t ě 00 if t ă 0We set βj “ gpjδq j “ 0, 1, ¨ ¨ ¨then for jδ ď t ă pj ` 1qδ
|gptq ´ gpjδq|
ď |t ´ jδ| maxjδďtďpj`1qδ |g 1ptq|
g 1ptq “ ´kθp1` θqpc ` tq2`θand so |g 1ptq| ď kθp1` θq for all t ě 0.So
|gptq ´ gpjδq|
ď |t ´ jδ|kθp1` θq
ď δkθp1` θqSo gδptq with this choice of βj satisfies 14
}g ´ gδ}8 ď kθp1` θqδ (6.1)So
}h ´ hδ}8 ď kθp1` θqδ1´ k (6.2)and for t ď T .
|h ˚ fptq ´ hδ ˚ fptq| ď kθp1` θqδ1´ k
ż T
0 |fptq|dt (6.3)Example 3.
gptq “ ktσ2e´ t22σ2 (6.4)
Out[ ]=
1 2 3 4 5 6
σ
0.2
0.4
0.6
0.8
1.0
1.2
g
Rayleigh Probability Density Function
0<
0
∞
g(t)dt=k<1
g 1ptq “ kσ2 r1´ t2σ2 se´ t22σ2So
|g 1ptq| ď kσ2 1` t2{σ2et2{2σ2
ď kσ2 1` t2{σ21` t2{2σ22kσ2 1` t2{σ22` t2{2σ2 ď 2kσ2Again choose βj “ gpjδq, j “ 0, 1, ¨ ¨ ¨ (6.5)and then
|gptq ´ gδptq| ď 2kσ2 ¨ δ (6.6)and the error analysis follows the same argument before.15
Example 4. Let
gptq “ #k if 0 ď k ă 10 otherwise (6.7)Thus this is the case where a0 “ k, aj “ 0 for j ě 1, so βnr “ 0 if r ě 1 and βn0 “ kn
hptq “ 8ÿn“0knγnptq (6.8)as γnptq “ 0 for t ě n. We only need a finite number of terms in (6.8) to calculate hptq for t ď T .In fact for t ď T
hptq “ rTsÿn“0knγnptq
7. NUMERICAL IMPLEMENTATIONCompute βnr coefficients for r ď n ´ 1, all rest equal 0 for n “ 1, 2, ¨ ¨ ¨ . Solve the functionγnptq for each n (MATLAB or C++) so that their values can be called. See equation (2.15). If kis small, we can drop out terms in (2.24) with a small error that can be estimated. may lead todropping further terms in calculation. No approximation is required, because for 0 ď t ď T onlya finite number of terms of the series are non zero.
8. FUTURE OUTLOOKWe will implement our explicit algorithm into software and experiment with its behaviour.We will also experiment with real-world data by using our generative integral equation model topredict for arbitrary time point. (See the ODE version in [1]. This will contribute to not only thecurrent scientific computing literature but also benefit the Machine Learning community.
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10. APPENDIXWe now prove (1.6) and (1.7) If we write (1.1) as:hi “ gi ` gi ˚ hi, i “ 1, 2
h1 ´ h2 “ g1 ´ g2 ` g1 ˚ h1 ´ g2 ˚ h2
“ g1 ´ g2 ` pg1 ´ g2q ˚ h1 ` g2 ˚ ph1 ´ h2qSo
}h1 ´ h2} ď }g1 ´ g2} ` }h1}}g1 ´ g2} ` }g2}}h1 ´ h2}16
So
}h1 ´ h2} ď 11´ }g2} p1` }h1}q }g1 ´ g2}
ď 11´ }g2}
ˆ1` }g1}1´ }g1}
˙
}g1 ´ g2} p4q
“ }g1 ´ g2}p1´ }g1}qp1´ }g2}q p5qwhere all norms are L1 norms for which
}φ ˚ ψ}L1 ď }φ}L1}ψ}L1If g1 “ g2 then h1 “ h2. This implies (1.1) has an unique solution.Also if gn Ñ g in L1 then hn Ñ h in L1. If we assume }gn} ď k ă 1 for all n ě 1, which leadsto
}hn ´ h}L1 ď 1p1´ kq2 }gn ´ g}L2 (6)(We do not want }gn} Ñ 1 as nÑ8)We can also show convergence in sup norms. Let us define
}ψ}t “ sup0ďsďt |ψpsq|Let t ą 0 and s P r0, ts, then
sup0ďsďthpsq “ φpsq ` ż s0 hpτqgps ´ τqdτ
ď }g}t ` }h}t ż s0 gps ´ τqdτ
ď }g}t ` }h}t ż t0 gpτqdτ
ď }g}t ` }h}t ż 80 gpτqdτ
ď }g}t ` k}h}tas sup0ďsďthpsq ď }g}tSo
}h}t ď }g}t ` k}h}tor
}h}t ď 11´ k }g}tand also suptě0hptq ď 11´ ksuptě0gptq (7)Now we would like to derive (6) under supt , or } ¨ }t now.For 0 ď s ď t , we haveh1psq ´ h2psq “ g1psq ´ g2psq ` pg1 ´ g2q ˚ h1psq ` g2 ˚ ph1 ´ h2qpsq17
Thus as before
|h1psq ´ h2psq| ď |g1psq ´ g2psq| ` }g1 ´ g2}t ż s0 h1pτqdτ ` }h1 ´ h2}t
ż s
0 g2pτqdτ
ď }g1 ´ g2}tp1` }h1}L1q ` }g1 ´ g2}t}g2}L1and if }g1}, }g2} ď k ă 1, then 1` }h1}L1 ď 1` k1´ k “ 11´ kand so
}h1 ´ h2}t ď }g1 ´ g2}t 11´ }g1}L1 ` }h1 ´ h2}t}g2}L1and so
}h1 ´ h2}t ď }g1 ´ g2}tp1´ }g1}L1qp1´ }g2}L1q (8)and so
}h1 ´ h2}t ď 1p1´ kq2 }g1 ´ g2}t (9)and letting t Ñ8
}h1 ´ h2}8 ď 1p1´ kq2 }g1 ´ g2}8where }f}D “ suptě0|fptq| This implies that if gn Ñ g in sup norm then so does hn Ñ h in supnorm, provided }gn} ď k ă 1 for all n ě 1.10.1. Proofs of equations (5.1) and (5.2).
}h ˚ f ´ hδ ˚ f}
ď }f}L1}h ´ hδ}where } ¨ } is either L1 and L8 norm. Then following the same arguments of proving (1.6), onehas
}h ˚ f ´ hδ ˚ f}
ď }f}L1p1´ kq2 }g ´ gδ}
REFERENCES[1] Ricky T. Q. Chen, Yulia Rubanova, Jesse Bettencourt, and Duvenaud David. Neural ordinary differential equations.In NIPS 2018, 2018.[2] D.J. Daley and D. Vere-Jones. An introduction to the theory of point processes. Vol. I. Probability and its Applications(New York). Springer-Verlag, New York, second edition, 2003.[3] Angelos Dassios and Hongbiao Zhao. A dynamic contagion process. Adv. in Appl. Probab., 43(3):814–846, 09 2011.[4] Marian-Andrei Rizoiu, Lexing Xie, Scott Sanner, Manuel Cebrian, Honglin Yu, and Pascal Van Hentenryck. Expect-ing to be HIP: Hawkes Intensity Processes for Social Media Popularity. In World Wide Web 2017, InternationalConference on, pages 1069–1078, Perth, Australia, 2017.
18
