Abstract-The Pierre Auger Observatory is designed to unveil the nature and the origin of the highest energy cosmic rays through the detection of extensive air showers, using a hybrid fluorescence/surface array detector. It will consist of two sites, one currently under construction in Argentina and another pending in the Northern hemisphere. Each site comprises a ground array of approximately 1600 water Cherenkov tanks overlooked by four atmospheric fluorescence detectors. The large and geographically dispersed collaboration, and the heterogeneous set of simulation and reconstruction requirements pose some special challenges to the offline software design. We have designed and implemented a framework to allow collaborators to contribute algorithms and sequencing instructions to build up the variety of applications they require. The framework includes machinery to manage client code, to organize the abundance of user-contributed configuration files, to facilitate multiformat file handling, and to provide access to event and timedependent detector information which can reside in various data sources. The framework is implemented in C++, follows an object oriented paradigm, and takes advantage of some of the more widespread tools that the open source community offers, while keeping the client-side simple enough for C++ non-experts.
I. INTRODUCTION
T HE Object Oriented (OO) paradigm offers a wide range of technologies that can be applied to the needs of a physics experiment. It is the natural tool to describe complex detectors and data structures, implement effective algorithms and allow multiple data sources in a user-transparent way. The abstraction capabilities of OO additionally offer the opportunity to hide implementation details under a high level application programming interface (API) easily. However, OO techniques may present some difficulties in terms of architectural complexity. In order to reap the benefits of OO programming, the application needs to have a proper, coherent design. Nonspecialists do not want to confront themselves with such a task, but rather be allowed to perform algorithm development and data analysis efficiently. For these reasons, most experimental collaborations develop frameworks for their data analysis. Frameworks are designed by software architects to facilitate the easy development of client-side analysis code. Details such as class hierarchy, input/output, and general utility code are defined and implemented. Client-code can then be rapidly Stefano Argirò is with the University of Torino and INFN, Lukas Nellen with the Universidad Autonoma de Mexico, Tom Paul with the Northeastern University, Troy Porter with the Louisiana State University and Luis Prado with the State University at Campinas developed, leveraging the pre-existing interfaces and support infrastructure. We have chosen to implement the framework in C++. Although Fortran has been the language of choice for many physics application, OO is not the natural paradigm of this language. Furthermore, the length of time over which the Auger Observatory (20+ years) is projected to run open the question of code maintenance and ease of further development, for which C++ seems more adequate. In the following sections we will describe how these ideas has been implemented for the case of the Auger Collaboration.
II. OVERVIEW
The Auger Collaboration has the peculiarity of being geographically dispersed. Additionally, it lacks a single laboratory facility where collaborators can spend time working together. For this reason we have developed our software around the concept of modularity, having in mind a precise policy for contribution: the client code consists of Modules. These can be inserted into the framework, to implement a particular algorithm or analysis task. This facilitates exchange of ideas between collaborators: modules can be emailed to the other side of the world, and inserted in the recipient's copy of the framework without any modification. The system can be described in terms of three components:
• Description of the event, which describes the data at all levels from raw Fast Analog to Digital Converter (FADC) traces to fully reconstructed showers, or, in the case of simulation, from a simulated shower down to raw FADC traces.
• Description of the detector, which provides static as well as time-dependent information about the instruments.
• Run control, which oversees the program flow, in particular, the order in which modules are sequenced. These components are supported by an event I/O subsystem and a set of utility classes providing time/date, general math support, specialized description of FADC traces and so forth. Typically, a module fetches information from the event, processes its data based on additional information read from the detector, then writes back in the event some other data. This constitutes a step forward toward the completion of the task at hand. A particular set of modules, executed in the correct order, constitutes what we call a module sequence. This situation is illustrated in Figure 1 . In the following we will describe in further detail each component of the framework. The prototype of a module is an abstract interface characterized by the three pure virtual functions Init, Run and Finish. Additionally a REGISTER MODULE macro is provided to make a module known to the software framework. In the concrete implementation of a module, this macro allows the name of the module to be specified. Throughout the system, this provides a unique identifier by which the module is then known. We choose to control the program flow through a simple xml file, called the ModuleSequence file, in which the modules that are to take part in the job are to be specified in the desired order within a <module> tag. Loops can be specified in the file using the <loop> tag. An example is shown in Figure 2 . A special class, called the RunController, is in charge of executing the loops and module sequences specified in the ModuleSequence.xml file. The RunController initializes all modules in the sequence by executing their Init methods. The module sequence is then followed, with the Run methods being executed. Finally, cleanup is performed by calling the Finish methods of all the modules. <s e q u e n c e F i l e> <l o o p numTimes=" unbounded "> <module> E v e n t F i l e R e a d e r </ module> <l o o p numTimes= "10"> <module> ShowerResampler </ module> <module> T a n k S i m u l a t o r </ module> </ l o o p> <module> UserModule </ module> </ l o o p> </ s e q u e n c e F i l e> 
IV. EVENT DESCRIPTION
The Auger Offline Framework comprises a description of the Event at all levels, from raw FADC traces to reconstructed shower parameters, including classes to support simulated data. Through the event, the various modules communicate with each other. The event structure is tree-like. At top level, it splits into four branches: surface detector event, fluorescence detector event, simulated shower and reconstructed shower. The description of each detector component follows the actual layout of the instrument: the surface detector event contains a list of stations, each including three photomultipliers. In a similar way, the fluorescence detector event contains a list of fluorescence eyes, each with six telescopes, each with a collection on 480 channels. Each of the detector event sub-components contains objects to describe simulated and reconstructed data. For example, class Eye, that describes the event as seen by a fluorescence "Eye", contains, by composition, classes EyeRecData and EyeSimData, which in turn will contain simulation and/or reconstruction data for that detector component. The simulated shower component contains a simulated shower produced using one of the supported shower simulation packages (AIRES [7] and CORSIKA [6] ). The reconstructed shower component contains the results of processing of reconstructed data for either of the two detector event sub-components. All sub-components are allocated dynamically. We have defined a protocol to manage sub-components. This is called the Has/Make/Get protocol.We require this method of accessing sub-components because we use the policy of lazy evaluation. That is, an object is only created within the event when it is required. This allows us to minimize memory consumption as well as the needless creation and deletion of objects. 3) SubComponent& GetSubcomponent();
When the user first accesses Subcomponent, it is not known a-priori if memory has been allocated for it. To check if this has been done, the Has method is called. If the answer is negative, the user requests creation of that sub-component via the Make method. At this point, the component is accessible. A reference can be obtained using the Get function. Filling and other manipulations of a component are done via this reference. The ownership is always kept inside the event structure, and the reference semantics improves efficiency. To ensure that client code always gets an actual reference to a component, we place the destructors of the sub-components among the private members. In this way, a syntax of the form Subcomponent subc = component.GetSubcomponent();
will not be valid and will give a compile time error. The only valid syntax is:
Runtime errors, such as calling the Get method for a component that does not exist, are handled through exceptions. In order to provide access to lists of sub-components, we also provide iterators. They satisfy the requirements of iterators in the STL and can be used the same way.
V. DETECTOR DESCRIPTION
In parallel with the description of the event, a description of the Detector is available. This includes three types of information: 1) static information, such as the detector position or commission time 2) dynamic information, such as calibration constants as a function of time 3) detector modeling for simulation purposes As in the case of the Event, the Detector is a tree-like structure that follows the physical layout of the instrument. Each sub-component contains methods to access, in readonly mode, the various quantities that constitute the detector parametrization. We have built a flexible mechanism that allows to retrieve these quantities from different data sources. We have considered that, depending on the kind of data, a storage method could be more suitable than some other. For example, for static information a text file (xml in our case) is a convenient solution, while for keeping track of calibration constants over time a database is needed. For this reason we have devised the so-called Manager mechanism, which allows detector quantities to be retrieved easily for different data sources. The detector can be configured to retrieve data from a set of data sources, each controlled by its manager. Currently we have implemented XML managers and MySQL [5] managers. However, the mechanism can be extended to use any data source (e.g. ROOT [4] files). When client code requests a quantity from the detector description, registered managers for the available data sources are polled in-order of registration. The quantity is retrieved from the first manager able to fulfill the request. If no manager is able to fulfill the request, an error is returned. The manager mechanism is depicted in Figure 4 .
VI. BOOTSTRAP AND CENTRALCONFIG
The offline framework code uses a number of files for its configuration. Additionally, each user module may also have its own configuration file. To keep track of these, configuration information is registered in an object called the CentralConfig. This is done by specifying a single bootstrap file which contains a list of configuration links. A configuration link, for example, will instruct the system to use module sequence files from the user's home directory rather than from the repository of configuration files. A configuration link can even specify an Universal Resource Locator (URL). Through this mechanism, the user can specify in detail the configuration of the system for a particular task.
VII. UTILITIES
We provide a set of utility classes that are used in the event and detector structure and facilitate the implementation of algorithms inside modules. These utilities include a Xerces [2] based XML parser, which is used to configure module and system parameters, classes to describe FADC traces and two dimensional functions with a set of operation on them, classes to describe particles and a geometry package. The latter is based on the CLHEP [3] geometry collection, but adds the feature that all geometry objects, namely 3D vectors and points, carry information about the coordinate system in which they are measured. This is very convenient for the purposes of our experiment, in which sometimes it is best to perform calculation in the reference system of the shower, sometimes the shower geometry must be measured in the reference system of the fluorescence detector that catches the light, etc. Unlike an accelerator experiment, there is no privileged coordinate system, and in addition it is important to take into account the curvature of the Earth. When a geometrical object is created, the user must specify not only its components, but also the coordinate system in which the components are measured. Predefined coordinate systems include a conventional "site" system and the system of each fluorescence detector. The coordinate-independent nature of the geometry package allows algorithms to operate on geometrical objects without being concerned about coordinate systems, since this is taken care of internally by the objects themselves. The geometry package includes classes to handle geodetic (latitude/longitude and Universal Transverse Mercator (UTM) ) coordinates, and convert from Cartesian and UTM representations. This is helpful, because surveying of the Auger site(s) is done using UTM.
VIII. EVENT I/O
The framework provides a sub-system to stream the Event to and from disk. It decouples the in-memory from the ondisk representation completely. This separation was made under the consideration that the C++ language does not offer yet a standard serialization method, but that this could be defined in the next few years. Currently, the ROOT [4] system is the only system used for serialization. When the Write(Event& event) method is called, the event structure is copied into classes suitable for streaming with the ROOT system (i.e., containing the ClassDef macro). The benefit of this method is the ability to leverage the ROOT streaming mechanism, which allows us to structure the event on-disk in an essentially identical way to the in-memory representation. However, this method has two drawbacks: the performance penalty of the copying of the structure and the maintenance of two or more parallel structures. We decided these were acceptable tradeoffs when we initially investigated the advantages of different serialization procedures. However, we are not locked into this single solution, and our design allows for several serialization mechanisms to co-exist at the same time should we find the future need The Event I/O also includes interfaces to read simulated shower data from the CORSIKA [6] and AIRES [7] air shower simulators, and of course to read the Auger raw data formats.
IX. QUALITY ASSURANCE
The Auger Offline Framework has been developed together with a set of validation and regression tests. The test programs are written taking advantage of the CppUnit testing framework [8] , and are integrated in the build procedure of the system, which in turns is set up using the GNU autotools [9].
X. CONCLUSION
We have designed and built a software framework for the analysis and simulation needs of the Pierre Auger Observatory. The requirements posed special problems, because of the peculiarity of an hybrid detector, foreseeing two sites of over 3000 km 2 and of a geographically dispersed collaboration. In a instrument such as the Pierre Auger Observatory, the technical details for the overall software design, and providing common interfaces for accessing the information available from different data sources, can be tedious and time consuming. By providing a common framework, we have an effective and solid tool to develop algorithms and analyses. Users can focus on the creation of algorithms and techniques to exploit the available information more efficiently as a result. Already many collaborators have successfully implemented modules for various reconstruction, simulation, calibration and analysis. We anticipate many more. 
