An interpolation subset in the boundary of a domain is a closed set in which every continuous (or smooth) function can be extended as a holomorphic function inside the domain and continuous (or smooth, respectively) up to the boundary. In this paper we give some geometric description for submanifolds in the unitary group to be interpolation sets for the domain obtained by taking polynomial hull of the unitary group. In particular, we retrieved corresponding results on the polydisc.
The goal of this paper is to characterize the interpolation manifolds in the unitary group U(n), which is regarded as an n 2 -dimensional real analytic submanifold in C n = R 2n . The theme of this topic started from the work by Henkin and Tumanov in [5] , and Burns-Stout in [2] who proved the case for real analytic interpolation manifolds on the boundaries of some pseudoconvex domains. Then a lengthy cycle of works (Hakim-Sibony [4] , Henkin-Tumanov [5] , Stout [13], etc.) followed which mainly study the case for interpolation manifolds in the boundaries of strongly pseudoconvex domains. By using an embedding technique, Saeren's paper [11] was the first to deal with the case for the interpolation manifolds in the polydisc. In what follows, we shall deal with similar problems for U(«), which contains the polydisc as an n-dimensional real analytic submanifold.
The paper is organized in the following way. In §1, we give some basic definitions and properties related to the unitary group U(n). In particular, the polynomial hull of U(n) is described. After introducing the open-cone condition and the closedcone condition, which bear some resemblance to the polydisc case, §2 contains the statement of all the results in this paper. Section 3 provides mainly the technical details for the proof of the results stated in §2. Finally, §4 contains some remarks that relate our work to that of Jimbo-Sakai [7] and that of Saerens [11], [12].
Definitions and certain properties of \J(n).
In this section, we are going to introduce several notations and definitions that we will 181 use throughout the paper. Since we are mainly concerned with some analytic properties of U(n), we will ignore, for the most part, the algebraic structure of this compact Lie group.
Let U(Λ) be the unitary group in C n , that is the set of all n x n unitary matrices. If we use the standard coordinates of C n and write Z = (Z 1 , ... , Z n γ with Z< = (Z/, ... , Zj), then U(Λ) = {Ze C" : ZJZ = ZZ 7 = /"}.
The group U(π) is a real analytic manifold, and dim^U(n) = ή 1 . If we define then U(/i) = {Z e C and GL(/i, C) given above, then the mapping P is nonsingular and linear. It carries U(«) to itself. The differential dP: C" -> C" is just P, and PI n = P. Thus 7>(U(Λ)) = dP(T In (U(n))) = {χ e C" 2 : χ = Pζ with ξ + ? = 0}.
Then, as ξ + |* = 0, 0 = £ + £' = P' 1 * + OP"" 1 *)' = />-*(* + Our conclusion follows. (In particular, the tangent space of U(n) at the identity matrix may be identified with the set of all n x n skewhermitian matrices. That is to say, the Lie algebra of U(«) is the algebra of all skew-symmetric matrices.) Therefore U(w) is a totally real submanifold in C n with maximum dimension. The total reality of U(n) also follows from the observation that U(n) is the fixed submanifold of the antiholomorphic linear mapping T: GL(n, C) -> C) given by T{A) =
() {) {γ
Let D be a bounded domain in C n . We denote by A . We call Σ a local peak set (/oca/ interpolation set, local peak-interpolation set) if for every point p in Σ, the corresponding assumptions hold for Σ Π C/ with some neighborhood U of /?.
Recall that for a compact subset K in C Λ , the polynomial hull of AT is defined to be
In the following lemma, we use the notation A < 0 to mean that the square matrix A has only nonpositive eigenvalues.
Proof. Let A = {Z eC n \ 'ZAZ -I n < 0}. First we know that the torus θ consisting of all matrices of the form Diag(e /<9 i, ... , e iθ *) is contained in U(n). The polynomial hull of θ is given by θ = {Diag^!, ... , λ n ): \λf\ < 1 for / = 1, ... , n}.
On the other hand, every n x n matrix can be written as UDV with U, V two unitary matrices and D a diagonal matrix, a direct consequence of Schur's lemma about diagonalizing square matrices (cf. [1, p. 195] ). The set U(n) is invariant under the action of U(n). That is, if P e U(n), then UPV e U(n). Therefore Λ c U(n). Conversely, if P £ Λ, then there is an eigenvalue of P, say λ\, with modulus strictly greater than 1. By Schur's lemma, there exists a unitary matrix U such that U~ιPU is an upper-triangle matrix with diagonal elements the eigenvalues of P. Assume that λ\ appears in the first position of the diagonal and let U~ι = (υj). Then the polynomial p(Z)= £ u\z\v\ \<s,t<n enjoys the following properties:
This completes the proof.
From the above proof, we can obtain a stronger conclusion that the linear convex hull of U(n) coincides with its polynomial hull, and therefore that U(AI) is convex. Also, from the above lemma, U(«) is closed under matrix multiplication and has Ό(n) as its Shilov boundary. Since a Hermitian matrix is positive definite (i.e., all eigenvalues are positive) if and only if the determinant of all its principal minors are positive, U(n) is the semianalytic set defined by 2. Statement of results. In this section we will state several theorems; we leave the proofs to the next section.
Let In the case of C°° , we have obtained only a partial result as follows. For the corresponding results in the poly disc case, see [8] . We end this section by giving some examples. EXAMPLE 2.5. Consider the real analytic curve Γ in U(w) defined by where \/2/2 < ε < 1 and 1 + η 2 -3ε 2 + 2e 4 < 0. Then we have
Hence the curve is a peak-interpolation set for A(U(n)) for / near 0, since at t = 0 we have that
). This can be seen either from Theorem 2.1, since
and {Z G C rt : det(Z) = 1} is a complex submanifold in C n . Alternatively, the result follows from Theorem 2.2, since for any ξ G 7>(SU(/ι)), we have that Tr{#P} = 0 and this implies that ξ can be neither positive definite nor negative definite. For any fixed real number θ , we define a submanifold
Then U θ is a peak-interpolation set for A ω (U(n)) and for >4(U(w)), since we can show that this submanifold satisfies the open cone condition. Similar to the second proof, one can show that the special orthogonal group
is also a peak-interpolation set for A ω (U(n)) and for A{\J(n)).
The proof of the theorems.
In this section, we will give a complete proof of the theorems stated in the last section. The ideas in these proofs are originally from Nagel and Rudin [9] , Burns and Stout [2] , and Saerens [11]. Two preliminary results from matrix analysis will be used to deal with U(n). The proof of Theorem 2.1 follows, mutatis mutandis, from^the algebraic proof of Theorem IV. 1 of [2] , since we know that U(n) is a semi-analytic set and that the polynomial hull of U(n), U(π) has a Stein neighborhood system. The proof of Theorem 2.2 consists of two parts. First we prove the theorem for l-dimensional submanifolds, i.e., for curves, as follows. 
. If for every t eR, we have that then Γ is an interpolation submanifold of A ω U(n). Conversely, if Γ is a closed interpolation submanifold of A ω Ό(n), then for all t eR
Proof Let / = [-1, 1]. Then Γ(l) = Γ(-l) and Γ = Γ(/). We can assume, without loss generality, that Γ(0) = I n -Since Γ is real analytic in a neighborhood of the interval / and is periodic, we can extend Γ to be holomorphic in a neighborhood R x [-η, η] c C 1 of R for some suitable η > 0. We denote this extension again by Γ.
We have, by the Taylor expansion of Γ(ί + is) about a point t e R, that for small s
As Γ(R) c U(/i), we have
Γ(t)Γ(tγ = I n
for all t E /. Therefore, by differentiating the above equality with respect to t, we obtain
According to these equalities, we get
Γ(t)Γ(tγ + o(s 2 ).
If Γ(ί)Γ(ί) ί ^ ^+U^L, then the matrix ΓφΠί)' has two eigenvalues with opposite signs. Therefore, there exists a constant σ > 0 such that for every t G i?, the matrix /" -Γ(ί + is)Γ(t + w)^ also has two eigenvalues with opposite signs for t e R and \s\ < σ, i.e., for these t and 5, the matrix /" -Γ(ί + is)T{t + is)* cannot be positive semi-definite or negative semi-definite. Define Γ, a complexification of Γ,by f = {Γ(z): z = t + is with t e R and \s\ < σ}.
Note that Γ is a submanifold of a neighborhood of U(n), provided that σ is small enough. The above observation implies that f meets U(n) only along U(/ι), i.e., f ΓΊU(ϊϊ) = f nU(/i) = Γ. Therefore our conclusion that Γ is an interpolation set for A ω (Ό(n)) follows from Theorem 2.1.
Conversely, suppose Γ(t o )Γ{t o y e 3?+ U «^L for some T o e R. We assume that to = 0 and Γ(ίo) = h -Then there exists a small neighborhood / = [-η, η] of 0 so that for all t € /, the matrix V(t)T(ty is either positive definite or negative definite, say the former. Now the positive definiteness of this matrix implies that we can find a positive constant a such that the following two conditions hold for D = {z = t + is : t e J and \s\ < σ}:
1. The matrix Γ'(z) is nonsingular for z G D. or the other way around, Z>_ is mapped to U(Λ) and Z> + to C w \(U(Λ)\U(Λ)) . We assume the former one. Therefore the embedded complex curve Γ(Z)_) meets U(n) only along the curve Γ, while the embedded complex curve Γ(D+) is contained entirely in U(n) and meets U(n) only along Γ. The variety Γ is a one-dimensional complex manifold that is biholomorphically equivalent to an annulus in the complex plane, provided σ > 0 is small enough. There is a function φ defined and holomorphic on a neighborhood of Γ in Γ that takes Γ bianalytically onto the unit circle in C. We can suppose that ^oΓ takes £>+ into the unit disc in C and takes Z>_ into the complement of the unit disc. If ZQ € C lies in the unit disc but has modulus very near one, then the function / defined on Γ by Aw) = ι φ(w) -z 0 is in C ω (Γ), but does not extend analytically to Γ(Z>+). This gives the proof of the second part of the proposition.
The above proposition leads to the proof of Theorem 2.2, by reducing the dimension of Σ to 1 as follows:
Suppose that Σ is an interpolation set for A ω (Ό(n)), i.e., but there is a point P in Σ such that Tp^P 1 is not contained in c5^\(^+ U^_). Then we can find an n x n matrix υ P in 7>(Σ), so that vpP 1 G <^+ U <^_, say it is positive definite. There exists a simple closed analytic curve Γ in Σ in a neighborhood of P such that Γ(l) = P and P(ί) = v P . Here we identify the curve Γ with the image of real analytic map Γ from the unit circle S ι in C. The mapping Γ can be extended to a holomorphic function in a tubular neighborhood D of S ι . The positiveness of the matrix υpP t implies that there exists a neighborhood B of (1, 0) so that one of the sets D-j= {\z\ < l}Γ\DπB and D+ = {\z\ > l}Γ\DπB is mapped into U(/2) and the closure of the image meets V(n) only along Γ. Thus, by the method we used in the proof of the second part of the above proposition, a real analytic function / on Γ can bejDbtained that cannot be extended to a neighborhood of Γ inside \J(n). Since Σ is a simple closed real analytic curve, C ω (Γ) = C ω (Σ)| Γ , which leads to the contradiction that
This contradiction yields the necessary condition in Theorem 2.2.
To prove the sufficiency, we only need to construct a complexification Σ of Σ that intersects U(/t) in Σ. Suppose dim^Σ = m. ) For all t in the unit interval, we are in the same situation as we had in the proof of the first part in Proposition 3.3. Hence by choosing small Ω, we can obtain a complex submanifold Σ contained in Ω that meets U(n) only along the Σ. This completes our proof of Theorem 2.2
In order to prove Theorem 2.3, first we make the following convention:
Given two vectors in C n -R 2n . We regard them as two n x n matrices U = (u\ t + iu 
YERENXU
This is the real part of the standard Hermitian inner product in C n it is the standard real inner product on C n = R 2n . Recall that a C 1 submanifold Jf in C n is called totally real at a point P in ^# if there is no complex subspace contained in the real tangent space of Jί at P, except the origin. Harvey and Wells [3] proved that if M is a C 1 totally real submanifold of a complex manifold X, then there exist a neighborhood Jlf of M and a nonnegative function φ e C 2 
{JV)
such that 1. M = |ZG/: (£(z) = 0} = {z e X : grad(ψ(z)) = 0}, 2. </>(z) is strictly plurisubharmonic on JV . The idea for proving Theorem 2.3 is, at every point P in Σ, to embed Σ locally into the boundary of a strictly pseudoconvex domain 31 in C n such that Σ is complex tangential in the boundary b3$. This can be done first by requiring 3f to be strictly pseudoconvex near the point P. Then use a method from Stout [13] and Saerens [11] to get a globally strictly pseudoconvex domain 31 so that Σ is also complex tangential near P. Thus Σ is a local peak set and a local interpolation set for A(U(n)), following results from Henkin-Tumanov [5] . Moreover, by using partition of unity exactly as done in Hakim-Sibony [4] , Σ is an interpolation set for A(Ό(n)). Finally the property of global peak-interpolation for Σ is obtained from Varopoulos' Theorem in [14] . We give the proof of the first part and leave the proof of the second part to the references [11] and [13] . Without loss of generality, we can assume that P = I n . So starting from now, we can assume that the manifold Σ is of top dimension, i.e., of dimension n 2 -1. We need to show that if τ P (Σ)P ( for P eΣ near the identity, then a normal vector e(P) e can be chosen such that e(P) e &*+ U 3 d -. For this, it is enough to assume that P = I n and that Σ is given by Φ(Z) = 0 for Z e U(n) near I n andΦ a C To construct our desired function p, we assume, without loss of generality, that e(P) e &>+ i.e., the matrix ie(P) = {Cf{P) + iDf(P)) is positive definite for P near the identity. Therefore, Lemma 3.1 and the fact that at I n , / ° 0 vanishes to the second order while the function p\ vanishes only to the first order, yield our result. For part 3, we note that the complex tangent space of bSf at P e Σ is defined by To prove the last part, it is enough to show that the Hessian of p(Z) is strictly positive definite when P = I n . This is obtained from Lemma 3.2 and the following identity Thus, we finish the proof of our proposition.
The global version of Proposition 3.4 is stated in the following proposition that ensures that the domain 3f can be chosen globally as a strictly pseudoconvex domain. The proof is the same as that given by Saerens in [11] for polydiscs. It is known [5, 10] that a C 1 submanifold M in the boundary of a strictly pseudoconvex domain D is a peak-interpolation set if and only if for each point P eM, T P (M) c Tf(bD). Thus together with Proposition 3.5, we can assert, following the lines in Saerens [4] , that Σ is a local peak set and an interpolation set for A(U(n)), provided that Σ satisfies the open cone condition at every point. Since, for every point P in U(n), the function peaks only at the point P, P is a peak point for A(U(n)). Our sufficient condition in Theorem 2.3 is then an immediate consequence of a result, due to Varopoulos in [14] , which implies that, for a bounded domain D, an interpolation set for A(D) of which every point is also a peak point for A(D) is actually a peak-interpolation set for A(D).
Our proof of the necessity in Theorem 2.3 is based on the following two theorems (cf. [9] ).
THEOREM (Nagel and Rudiή) . Let Nagel and Wainger obtained several more general results. For details, see [10] .
Suppose now that σ is a peak set for A(U(n)) and that there is a point, say P, at which there is a non-zero vector ζ e 7>(Σ) such that ξψ* e&'+UέP-. Choose a C 2 simple closed curve γ in U(n) so that P eγ and γ is the image of some C since second and last term in this equality are O(y 2 ) by the above property (2) . Now U(n) is contained in the set S, S = S 2n~ι x x S 2 "" 1 , the product of n copies of {In -l)-sphere. The distance from the point Φ(z) to U(n) is greater than or equal to that to S. Suppose C to be a point in AS . Then
, by letting /(z) = F(Φ(z)), we have following estimate for small y:
Therefore ^^ belongs to £f p (Q) for some rectangle Q in the upper half plane, where 1 < p < 2. Our theorem then follows from the theorem of Nagel and Rudin.
The proof of the sufficiency of Theorem 2.4 could have been carried out exactly in the same fashion, if one notes that our constructions and all the theorems we quoted there still work in the C°° case. But since we no longer have a C°° version of Varopoulos's theorem, we can only reach the conclusion that Σ is a local peak set and an interpolation set for A°°(U(n)).
Proof of the necessity in Theorem 2. Proof. From the definition of the real space of U(n), we can derive that for any unitary matrix U, 
