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Abstract
This thesis has evaluated the use of Independent Component Anal-
ysis (ICA) on Surface Electromyography (sEMG), focusing on the
biosignal applications. This research has identified and addressed the
following four issues related to the use of ICA for biosignals:
• The iterative nature of ICA
• The order and magnitude ambiguity problems of ICA
• Estimation of number of sources based on dependency and inde-
pendency nature of the signals
• Source separation for non-quadratic ICA (undercomplete and
overcomplete)
This research first establishes the applicability of ICA for sEMG and
also identifies the shortcomings related to order and magnitude am-
biguity. It has then developed, a mitigation strategy for these issues
by using a single unmixing matrix and neural network weight matrix
corresponding to the specific user. The research reports experimen-
tal verification of the technique and also the investigation of the im-
pact of inter-subject and inter-experimental variations. The results
demonstrate that while using sEMG without separation gives only
60% accuracy, and sEMG separated using traditional ICA gives an
accuracy of 65%, this approach gives an accuracy of 99% for the same
experimental data. Besides the marked improvement in accuracy, the
other advantages of such a system are that it is suitable for real time
operations and is easy to train by a lay user.
The second part of this thesis reports research conducted to evaluate
the use of ICA for the separation of bioelectric signals when the num-
ber of active sources may not be known. The work proposes the use of
value of the determinant of the Global matrix generated using sparse
sub band ICA for identifying the number of active sources. The results
indicate that the technique is successful in identifying the number of
active muscles for complex hand gestures. The results support the
applications such as human computer interface.
This thesis has also developed a method of determining the number
of independent sources in a given mixture and has also demonstrated
that using this information, it is possible to separate the signals in an
undercomplete situation and reduce the redundancy in the data using
standard ICA methods. The experimental verification has demon-
strated that the quality of separation using this method is better
than other techniques such as Principal Component Analysis (PCA)
and selective PCA. This has number of applications such as audio
separation and sensor networks.
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There are many situations in the real world where a number of independent
signals are mixed and interfere with one another. One obvious situation is in a
noisy room, such as at a cocktail party with many people talking, music playing in
the background, glasses tinkling and so on and all these acoustic signals arrive as
a single waveform at a person’s ear. Separating voices from an environment such
as this is called the “Cocktail Party Problem” (refer Figure 1.1). Acoustic signal
mixing is familiar in our day to day lives but there are many other situations,
such as separating the muscle activities from Surface Electromyography (sEMG),
in which it is important to separate independent signals from mixtures. In all
of these situations, Blind Source Separation (BSS) is an important technique to
separate the sources.
The problem of source separation is an inductive inference problem. There
is not enough information to deduce the solution, so one must use any avail-
able information to infer the most probable solution. The aim is to process
these observations in such a way that the original source signals are extracted
by the adaptive system. The problem of separating and estimating the original
source waveforms from the sensor array, without knowing the transmission chan-
nel characteristics and the source can be briefly expressed as problems related to
BSS. Independent component analysis (ICA) is one of the most widely used BSS
techniques for revealing hidden factors that underlie sets of random variables,
measurements, or signals. ICA is essentially a method for extracting individual
signals from mixtures. Its power resides in the physical assumptions that the
1
Figure 1.1: Illustration of “cocktail party” problem
different physical processes generate unrelated signals. The simple and generic





There appears to be something magical about blind source separation; we are
estimating the original source signals without knowing the parameters of mixing
and/or filtering processes. It is difficult to imagine that one can estimate this
at all. In fact, without some a priori knowledge, it is not possible to uniquely
estimate the original source signals. However, one can usually estimate them
up to certain indeterminacies. In mathematical terms, these indeterminacies
and ambiguities can be expressed as arbitrary scaling, permutation and delay
of estimated source signals (Tong et al., 1991). These indeterminacies preserve,
however, the waveforms of the original sources. Although these indeterminacies
seem to be rather severe limitations, in a great number of applications these
limitations are not essential, since the most relevant information about the source
signals is contained in the temporal waveforms or time-frequency patterns of the
source signals and usually not in their amplitudes or the order in which they are
arranged in the output of the system. However, for some applications especially
biomedical signal models such as sEMG signals, there is no guarantee that the
estimated or extracted signals have exactly the same waveforms as the source
signals.
The ICA source separation process involves estimation of the random source,
so the iterative nature of ICA is always an issue in source separation. ICA is a
powerful method in source separation. However, in real time applications there
are some issues that need to be addressed:
• permutation and ambiguity associated with ICA
• measure of the quality of separation based on dependency and independency
nature of the sources
• removal of redundant information to improve the quality of separation and
• iterative nature of ICA and randomness process involved in source estima-
tion.
BSS techniques can be used for the enhancement of sEMG signals. A more
challenging problem is to apply BSS for the decomposition of sEMG signals into
3
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independent components and Motor Unit Action Potentials (MUAPs). Such blind
or semi-blind processing would be able to isolate the MUAPs into groups of sim-
ilar waveforms and provide important information about the motor system thus
facilitating the assessment of Human Computer Interaction (HCI), rehabilitation
and other related applications.
1.2 Research definition
This research investigates the performance of BSS based techniques such as ICA
for separation of sEMG to identify a number of muscle activities from the mix-
tures. The research also examines the audio source separation and improvement
of audio quality. The objectives of the research reported in this thesis are listed
below:
• Investigate the iterative nature of ICA source separation and provide a
solution to improve the quality of source separation.
• Investigate the randomness associated with ICA source separation and pro-
vide a solution to improve the quality of source separation.
• Propose a robust technique to remove the redundancy associated with
source separation in undercomplete ICA.
• Propose a rigorous technique to measure the quality of source separation in
ICA
• Investigate the efficacy of the ICA source separation and identification tech-
niques to classify low level muscle activities to identify different gestures.
• Examine the usage of source separation and identification process for sep-
arating the audio source and to improve their quality.
The scope and the limit of this research is limited to:
• The application of ICA for bio-signals and audio signals
• Usage of existing ICA algorithm, not the development of a new one
• Possible application of ICA in bio-sensor networks
4
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1.3 Outline of the thesis
The thesis is organised into 7 chapters.
Chapter 1 This chapter provides an introduction to the research.
Chapter 2 This chapter reviews literature that surveys the most important and
relevant research application in the field of Blind Source Separation. It also
examines the background studies on ICA applications in audio and bio signal
processing applications.
Chapter 3 This chapter discusses the fundamental principles of BSS and ICA
estimation. It begins with a simple example to introduce source separation prob-
lem and ICA model. Some mathematical and statistical concepts related to the
topic have been presented here. It also discusses different ICA methods used for
source separation and identification process.
Chapter 4 This chapter discusses some of the issues related to ICA. It also dis-
cusses the preliminary experimental analysis conducted to separate the low level
muscle activities using overcomplete sparse ICA.
Chapter 5 This chapter discusses in detail about the application of ICA for bio
signal application. It discusses the source separation and identification of low
level muscle activities using multi run ICA for identifying various gestures.
Chapter 6 This chapter discusses the new measure of source separation and
identification in bio signals and audio signals. It also explores the application of
ICA in improving the quality of audio sources.
Chapter 7 As a final chapter, it gathers all important discoveries found during
this research in conclusion. It gives some discussion about current achievements




2.1 ICA for source separation and identification
Source separation and identification can be used in a variety of signal processing
applications, ranging from speech processing to medical image analysis. The
separation of a superposition of multiple signals is accomplished by taking into
account the structure of the mixing process and by making assumptions about
the sources. When the information about the mixing process and sources is
limited, the problem is called “blind”. Independent Component Analysis (ICA)
is a technique suitable for blind source separation - to separate signals from
different sources from the mixture. ICA is a method for finding underlying factors
or components from multidimensional (multivariate) statistical data or signals
(Hyvarinen et al., 2001; Hyva¨rinen and Oja, 2000).
ICA builds a generative model for the measured multivariate data, in which
the data are assumed to be linear or nonlinear mixtures of some unknown hidden
variables (sources); the mixing system is also unknown. In order to overcome the
underdetermination of the algorithm, it is assumed that the hidden sources have
the properties of non-Gaussianity and statistical independence. These sources
are named Independent Components (ICs). ICA algorithms have been consid-
ered to be information theory based unsupervised learning rules. Given a set
of multidimensional observations, which are assumed to be linear mixtures of
unknown independent sources through an unknown mixing source, an ICA al-
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gorithm performs a search of the unmixing matrix by which observations can
be linearly translated to form independent output components. When regarding
ICA, the basic framework for most researchers has been to assume that the mixing
is instantaneous and linear, as in Infomax. ICA is often described as an exten-
sion to Principal Component Analysis (PCA), that uncorrelates the signals for
higher order moments and produces a non-orthogonal basis. More complex mod-
els assume for example, noisy mixtures (Hansen, 2000; Mackay, 1996), nontrivial
source distributions (Kaban, 2000; Sorenson, 2002), convolutive mixtures (At-
tias and Schreiner, 1998; Lee, 1997), time dependency, underdetermined sources
(Hyvarinen et al., 1999; Lewicki and Sejnowski, 2000), and mixture and classi-
fication of independent component (Kolenda, 2000; Lee et al., 1999). A general
introduction and overview can be found in (Lee, 1998).
2.2 Review of ICA source separation and iden-
tification techniques
In the literature, there exists many different source separation algorithms. Their
principles can be summarised by the following four approaches which are inter
related to each other (refer Figure 2.1):
1. The most popular approach exploits as the cost function some measures of
the signal’s statistical independence, non-Gaussianity or sparseness. Higher
order statistics are essential to solve the BSS problem (El-Khamy and Farid,
2003; Hyva¨rinen and Oja, 1997; Itoh, 2000; Taoufiki et al., 2007).
2. If the sources have a temporal structure, then each source has a non-
vanishing temporal correlation, and Second-Order Statistics (SOS) are of-
ten sufficient to estimate the mixing matrix and sources (Li et al., 2003; Low
et al., 2004). These methods do not allow the separation of i.i.d.(independent
and identically distributed) sources.
3. This approach exploits non-stationary properties and second order statistics
(Inouye and Hirano, 1995; Parmar and Sahambi, 2004).
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Figure 2.1: Basic approaches for blind source separation. Each approach exploits
some a priori knowledge and specific properties of the source signals (source:
(Choi et al., 2005))
4. The fourth approach exploits various diversities namely time-frequency di-
versities. (Anemu¨ller and Kollmeier, 2003)
More sophisticated or advanced approaches use combinations or integration
of some of the above mentioned approaches. This field began at a neural net-
works conference in Utah in 1986 where Jutten and Herault presented a paper
entitled “Space or time adaptive signal processing by neural network models”
(Herault and Jutten, 1987). Major assumptions are always required on the na-
ture of the sources for successful estimation of the sources. It was only with a
much clearer formulation of Blind Source Separation (BSS) by Comon in 1994
(Comon, 1994) that BSS became a mainstream topic of research. Algorithms
developed to perform blind separation of sources were given the name ICA al-
gorithms and the term ICA is often used interchangeably with BSS. PCA can
be used to separate mixtures of signals using decorrelation but cannot be used
to separate non-Gaussian signals. A well-known fact from elementary statistics,
however, is that for non-Gaussian signals, uncorrelated signals are not necessar-
ily independent. To decorrelate, it is only necessary to consider second order
statistics, whereas, in general, independence requires higher order statistics. As a
result, it is common to consider ICA to be an extension of PCA that is able to sep-
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arate non-Gaussian signals. PCA is still a powerful technique and has many uses,
including feature extraction and data compression (Diamantaras and Kung, 1996;
Jolliffe, 2002). Following Comon’s seminal paper, there was a rapid proliferation
of ICA algorithms. Algorithms were formulated based on a wide variety of prin-
ciples, including mutual information (Cardoso, Oct 1998), maximum likelihood
(Pham et al., 1992) and higher order statistics (Comon, 1994), to name just a few
of the more popular approaches. Bell and Sejnowski (Bell and Sejnowski, 1995)
discovered an important improvement algorithm using the information maximi-
sation principle. This gave a significant performance improvement and made ICA
more practical for real world problems, especially in separating large numbers of
sources. Another important ICA algorithm, called FastICA (Hyva¨rinen and Oja,
1997), was developed in 1997 by Oja and Hyva¨rinen of the Helsinki University of
Technology. It was shown to be a very good alternative to Bell and Sejnowski’s
algorithm, and is probably the most widely used ICA algorithm currently. The
assumptions essential to BSS are discussed here (Hyvarinen et al., 2001):
• The sources being considered are statistically independent
• The ICs have a non-Gaussian distribution
• The mixing matrix is invertible
It is impossible to separate Gaussian sources using the ICA framework because the
sum of two or more Gaussian random variables is itself Gaussian (Leon-Garcia,
1993).
Based on the above assumptions many approaches were applied to various
separation problems.The success of ICA in source separation has resulted in a
number of practical applications. These includes,
• Machine fault detection (Kano et al., 2003; Li et al., 2006; Ypma et al.,
1999)
• Seismic monitoring (Acernese et al., 2004; de La et al., 2004)
• Reflection cancelling (Farid and Adelson, 1999; Yamazaki et al., 2006)
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• Finding hidden factors in financial data (Cha and Chan, 2000; Coli et al.,
2005; Wu and Yu, 2005)
• Text document analysis (Bingham et al., 2002; Kolenda, 2000; Pu and Yang,
2006)
• Radio communications (Cristescu et al., 2000; Huang and Mar, 2004)
• Audio signal processing (Cichocki and Amari, 2002; Lee, 1998)
• Image processing (Cichocki and Amari, 2002; Zhang et al., 2007)
• Bio medical signal processing (Azzerboni et al., 2004; De Martino et al.,
2007; Enderle et al., 2005; James and Hesse, 2005; Kumagai and Utsugi,
2004; Zhu et al., 2006).
Many applications are not listed here, and some applications are still being dis-
covered. ICA assumes that the number of sources are equal to the number of
recordings. However, in most of the above mentioned applications there are four
main problems:
• number of sensors (recordings) can be either less (overcomplete) or more
(undercomplete) than the number of sources, which makes the source sep-
aration complex and
• judging the quality of source separation which questions the reliability of
measure of ICA source separation
• order and permutation ambiguity associated with ICA and
• iterative nature and randomness associated with ICA
To address these issues researchers have done extensive work on overcomplete
and undercomplete ICA problem. Lewicki et al. (Lewicki and Sejnowski, 2000)
proposed a generalized ICA method for learning overcomplete representations of
the data that allows for more basis vectors than dimensions in the inputs. Lee
et al. (Lee et al., 2000) demonstrated that three speech signals can be separated
given only two mixtures of the three signals using overcomplete representations.
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Zibulevsky et al. (Bofill and Zibulevsky, 2001; Zibulevsky and Pearlmutter, 2001)
suggested that the mixing matrix and the sources can be estimated by using the
maximum a posteriori approach. They also demonstrated that the assumption
of sparseness is very powerful and can significantly improve the accuracy and
the computational efficiency of existing ICA algorithms. They proposed a two
stage approach where the first phase is to estimate the mixing matrix by using
a clustering algorithm and the second is to estimate the source matrix. However
there are still three fundamental problems related to overcomplete and sparse
representation of signals in BSS, which need to be further studied:
1. detailed recoverability analysis
2. high dimensionality of the observed data and
3. overcomplete case in which the sources number is unknown.
Another problem associated with ICA is the undercomplete (overdetermined
ICA) source separation problem, namely the case where the number of sensors
is greater than the number of sources and the more sensors can cause redundant
information in the form of cross talk and noise. There are a lot of methods for
solving the undercomplete problem such as methods using sub array (Koutras
et al., 2001; Nishikawa et al., 2004). The typical one uses the subspace method
such as PCA for the preprocess of ICA (Asano et al., 2003, 2000; Joho et al.,
2000). James Stone et al. (Stone and Porrill, 1998) proposed an alternative
method based on the maximisation of joint entropy of the output and correlation
between output and input to recover the ICs for undercomplete situation. An-
other technique to remove redundant information has been proposed by Jutten
et al. (Vrins et al., 2003). They have proposed a variation of PCA to identify
the suitable inputs - selective PCA. One shortcoming of these technique are, the
need to estimate the number of recordings to be considered and then iteratively
determine the number of independent sources in the mixture. When the num-
ber of sources is unknown this can result in errors. Major issues associated with
undercomplete ICA are:
1. redundant information and
11
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2. unknown source parameters
Hence, for successful implementation of ICA when the number of recordings are
unknown, the number of independent sources needs to be determined ahead of
source separation. This thesis examines some of the above mentioned issues. It
also attempts to analyse these issues using bio medical signals such as Surface
Electromyography (sEMG) and audio signals. The next section reviews of some
of the applications of ICA for biomedical and audio signals.
2.3 Review of applications of ICA
2.3.1 Challenges of source separation in Bio signal pro-
cessing
In biomedical data processing, the aim is to extract clinically, biochemically
or pharmaceutically relevant information (e.g metabolite concentrations in the
brain) in terms of parameters out of low quality measurements in order to en-
able an improved medical diagnosis (Niedermeyer and Da Silva, 1999; Rajapakse
et al., 2002). Typically, biomedical data are affected by large measurement errors,
largely due to the noninvasive nature of the measurement process or the severe
constraints to keep the input signal as low as possible for safety and bio-ethical
reasons. Accurate and automated quantification of this information requires an
ingenious combination of the following four issues:
• An adequate pretreatment of the data,
• The design of an appropriate model and model validation,
• A fast and numerically robust model parameter quantification method and
• An extensive evaluation and performance study, using in-vivo and patient
data, up to the embedding of the advanced tools into user friendly user
interfaces to be used by clinicians
A great challenge in biomedical engineering is to non-invasively asses the
physiological changes occurring in different internal organs of the human body.
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These variations can be modeled and measured often as biomedical source signals
that indicate the function or malfunction of various physiological systems. To
extract the relevant information for diagnosis and therapy, expert knowledge in
medicine and engineering is also required.
Biomedical source signals are usually weak, geostationary signals and dis-
torted by noise and interference. Moreover, they are usually mutually superim-
posed. Besides classical signal analysis tools (such as adaptive supervised filtering,
parametric or non parametric spectral estimation, time frequency analysis, and
higher order statistics), Intelligent Blind Signal Processing (IBSP) techniques can
be used for preprocessing, noise and artifact reduction, enhancement, detection
and estimation of biomedical signals by taking into account their spatio-temporal
correlation and mutual statistical dependence.
Exemplary ICA applications in biomedical problems include the following:
• Fetal Electrocardiogram extraction, i.e removing/filtering maternal electro-
cardiogram signals and noise from fetal electrocardiogram signals (Nieder-
meyer and Da Silva, 1999; Rajapakse et al., 2002).
• Enhancement of low level Electrocardiogram components (Niedermeyer and
Da Silva, 1999; Rajapakse et al., 2002)
• Separation of transplanted heart signals from residual original heart signals
(Wisbeck et al., 1998)
• Separation of low level myoelectric muscle activities to identify various ges-
tures (Calinon and Billard, 2005; Kato et al., 2006; Naik et al., 2006, 2007)
One successful and promising application domain of blind signal processing
includes those biomedical signals acquired using multi-electrode devices: Electro-
cardiography (ECG) (Niedermeyer and Da Silva, 1999; Rajapakse et al., 2002;
Scherg and Von Cramon, 1985; Wisbeck et al., 1998), Electroencephalography
(EEG)(Niedermeyer and Da Silva, 1999; Rajapakse et al., 2002; Viga´rio et al.,
2000; Wisbeck et al., 1998), Magnetoencephalography (MEG) (Ha¨ma¨la¨inen et al.,
1993; Mosher et al., 1992; Parra et al., 2004; Petersen et al., 2000; Tang and Pearl-
mutter, 2003; Viga´rio et al., 2000) and sEMG. Surface EMG is an indicator of
13
2.3 Review of applications of ICA
muscle activity and related to body movement and posture. It has major appli-
cations in biosignal processing, next section explains sEMG and its applications.
2.3.2 Surface Electromyography
Surface EMG is the electrical recording of the spatial and temporal integration of
the Motor Unit Action Potential (MUAP) originating from different motor units.
It can be recorded non-invasively and used for dynamic measurement of muscular
function. It is typically the only in vivo functional examination of muscle activity
used in the clinical environment. The signal contains the information that is
related to the anatomy and physiology of the muscle. In clinical application, the
signal is used for the diagnosis of neuro-muscular disease or disorder. Another
application of sEMG is for device control application where the signal is used
for controlling devices such as prosthetic devices, robots, and human-machine
interface. Surface EMG is a quick and easy process that facilitates sampling of a
large number of MUAPs (Basmajian and Deluca, 1985; Enderle et al., 2005).
In sEMG recordings multiple sensors are used to record some physiological
phenomena. Often these sensors are located close to each other, so that they si-
multaneously record signals that are highly correlated with each other. Therefore,
the sensors not only record the muscle activity transmitted by volume conduction
from a few dynamic muscles but also from artificial signals, such as noise inde-
pendent of muscle activities, that overlap with actual muscle activity which may
be present in all sensors. Extraction of the useful information from such kind
of sEMG becomes more difficult for low level of contraction mainly due to the
low signal-to-noise ratio. At low level of contraction, sEMG activity is hardly dis-
cernible from the background activity. Therefore to correctly identify the number
of individual muscles (sources) sEMG needs to be decomposed. There is little or
no prior information of the muscle activity, and the signals have temporal and
spectral overlap, making the problem suitable for BSS (James and Hesse, 2005;
Jung et al., 2000).
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2.3.2.1 Source separation of sEMG
MUAP separation is a new biomedical application of ICA. In previous applica-
tions of ICA to sEMG, researchers have treated the sEMG activity from entire
muscles as ICs. Each muscle contains up to 100 individual motor units and the
sEMG activity from an entire muscle is the superposition of the activity from
each motor unit within the muscle. It has been shown that it is possible to apply
ICA to isolate sEMG signals from individual muscles (Azzerboni et al., 2002;
Mckeown et al., 2002). Treating sEMG activity from entire muscles as ICs is use-
ful in some applications, especially when studying muscle activity in performing
movements. For example, ICA has been used to determine the exact sequence
of muscle contractions in swallowing by McKeown et al. (Mckeown et al., 2002)
in order to diagnose dysphagia (disorder of swallowing). The focus on treating
sEMG activity from entire muscles as ICs arises from a desire to analyse hu-
man movement. The most important application of sEMG is as a clinical tool
for neuromuscular disease diagnosis. In clinical applications physicians seek to
analyse individual motor units. BSS techniques such as ICA is proposed as a
novel approach for isolating individual MUAPs from sEMG interference patterns
by treating individual motor units as independent sources. This is relevant to
clinical sEMG as motor unit crosstalk can make it difficult to study individual
MUAPs (Kimura, 2001).
During the sEMG recordings of the digitas muscles to identify the hand ges-
tures for human computer interface, the cross talk due to the different muscles can
result in unreliable recordings. The simplest and most commonly used method
to improve the quality of the recording is rejection (Barlow, 1979). This is done
by discarding a section of the recording that has artefact exceeding a threshold.
This method is simple, but causes a significant loss of data and its reliability
is questionable since it is predominantly based on visual examination. There is
little safeguard that prevents the removal of some small but important features of
the signal. It is also very dependent on the technician making it less dependable,
and very expensive.
The other commonly used techniques to improve the quality of bio signals
recordings include spectral filtering, gating and cross-correlation subtraction (Bar-
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tolo et al., 1996). Spectral filtering is often not useful due to the overlap of the
frequency spectrum of the desired signals and the artefact component. On the
other hand, gating and subtraction may introduce discontinuity in the recon-
structed signal. In the recent past, techniques such as time domain (Hillyard and
Galambos, 1970; Verleger et al., 1982), and frequency domain regression (Whitton
et al., 1978; Woestenburg et al., 1983), have been attempted. However, simple re-
gression in time domain can over-compensate the artefacts (Peters, 1967; Weerts
and Lang, 1973). The regression techniques depend on the availability of a good
regressing channel - a separate channel to record the corresponding artefact as
a reference. This is often not possible when recording sEMG. Therefore, better
artefact removal techniques are necessary to overcome the disadvantages of the
previous methods. One property of the sEMG is that the signal originating from
one muscle can generally be considered to be independent of other bioelectric
signals such as ECG, EOG, and signals from neighbouring muscles. This opens
an opportunity of the use of ICA for this application.
A number of researchers have reported the use of ICA for separating the
desired sEMG from the artefacts and from sEMG from other muscles. While
details differ, the basic technique is that different channels of sEMG recordings
are the input of ICA algorithm. The outputs of ICA are the ICs and the estimated
unmixing matrix W . He et al. (He et al., 2006) have used ICA to remove ECG
artefact from sEMG data. A variation of the same has been attempted by the
Djuwari et al. (Djuwari et al., 2003), for removing ECG artefact from sEMG of
the lumbar muscles. They attempted to overcome the limitation of the number
of signals to be equal to the number of recordings and remove the ambiguity of
the order. Their work utilized ICA in two sequential steps. In the first step, ICA
with multichannel sEMG recordings that was corrupted with ECG artefact as
the input gave one pure ECG signal in one of its row. In the next step, vector z
found by concatenating the row of the output matrix u = Wx contained the ECG
artefact and each single row of x in turn was used as its input. The output of
this step is a matrix y = Bz that contains ECG artefact in row and the ‘cleaned’
sEMG of corresponding channel in its other row. While in both cases, the visual
inspection suggested the successful removal of the artefact, and statistical analysis
seem to suggest an improvement compared to other techniques, because of the
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unknown properties of the signal, the quality of the signal before and after could
not be compared in a better way. Similar work is also reported by Yong et al.
(Hu et al., 2007) where ICA has been employed to filter the sEMG of the lumbar
muscles. Azzerboni et al. (Azzerboni et al., 2004) demonstrated the artefacts
removal in sEMG using ICA and Discrete Wavelet Transform (DWT). ICA has
also been used by Nakamura et al. (Nakamura et al., 2004), to decompose the
sEMG recordings in terms of the MUAPs. In their paper, they have acknowledged
the drawbacks and the necessary conditions required for the success of the ICA,
but have not demonstrated the suitability of their experimental data for ICA
application. The earlier work done by the researchers mainly focussed on sEMG
source separation and identification. However further source separation issues
need to be investigated.
2.3.3 Validity of the basic ICA model for sEMG applica-
tions
The application of ICA to the study of sEMG and other bio signals assumes that
several conditions are verified, at least approximately: the existence of statisti-
cally independent source signals, their instantaneous linear mixing at the sensors,
and the stationarity of the mixing and the ICs. The independence criterion con-
siders solely the statistical relations between the amplitude distributions of the
signals involved, and not the morphology or physiology of neural structures. Thus,
its validity depends on the experimental situation, and cannot be considered in
general. There are however, two other practical issues that must be considered:
1. Firstly, to ensure that the mixing matrix is constant the sources must be
fixed in space (this was an implied assumption as only the case of a constant
mixing matrix was considered). This is satisfied by sEMG as motor units
are in fixed physical locations within a muscle, and in this sense applying
ICA to sEMG is much simpler than in other biomedical signal processing
applications such as EEG or fMRI in which the sources can move (Jung
et al., 2001).
2. Secondly, in order to use ICA it is essential to assume that signal propaga-
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tion time is negligible. Signals from Gaussian sources cannot be separated
from their mixtures using ICA (Mckeown et al., 1999) because Gaussianity
is a measure of independence. Mathematical manipulation demonstrates
that all matrices will transform this kind of mixtures to another Gaussian
data. However, a small deviation of density function from Gaussian may
make it suitable as it will provide some possible maximization points on
the ICA optimization landscape, making Gaussianity based cost function
suitable for iteration. If one of the sources has density far from Gaussian,
ICA will easily detect this source because it will have a higher measure of
non Gaussianity and the maximum point on the optimization landscape will
be higher. If more than one of the independent sources has non Gaussian
distribution, those with higher magnitude will have the highest maximum
point in the optimization landscape.
Given a few signals with distinctive density and significant magnitude differ-
ence, the densities of their linear combinations will tend to follow the ones with
higher amplitude. Since ICA uses density estimation of a signal, the components
with dominant density will be found easiely. The fundamental principle of ICA
is to determine the unmixing matrix and use that to separate the mixture into
the ICs. The ICs are computed from the linear combination of the recorded data.
The success of ICA to separate the independent components from the mixture de-
pends on the properties of the recordings. However there are few issues involved
in ICA for sEMG applications. Three main problems that need to be addressed:
• issue related to identifying dependency and independency nature of the
sources
• order of the separated signals and
• normalisation of the estimated ICs
This research proposes the imposition of sEMG conditions on ICA to overcome
these limitations, resulting in semi-blind ICA.
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2.4 ICA applications for Audio Source separa-
tion
One of the most practical uses for BSS is in the audio world. It has been used
for noise removal without the need of filters or Fourier transforms, which leads
to simpler processing methods. There are various problems associated with noise
removal in this way, but these can most likely be attributed to the relative infancy
of the BSS field and such limitations will be reduced as research increases in this
field (Bell and Sejnowski, 1997; Hyvarinen et al., 2001).
Audio source separation is the problem of automated separation of audio
sources present in a room, using a set of differently placed microphones, capturing
the auditory scene. The whole problem resembles the task a human listener can
solve in a cocktail party situation, where using two sensors (ears), the brain can
focus on a specific source of interest, suppressing all other sources present (also
known as cocktail party problem) (Hyvarinen et al., 2001; Lee, 1998).
Blind separation of audio signals is, however, much more difficult than one
might expect. This is because the basic ICA model is a very crude approximation
of the real mixing process. Some of the major problems in audio source separation
are highlighted here:
1. The mixing is not instantaneous. Audio signals propagate rather slowly,
and thus they arrive in the microphones at different times. Moreover, there
are echos, especially if the recording is made in a room. Thus the problem
is more adequately modeled by a convolutive version of the ICA model
(Hyvarinen et al., 2001; Lee, 1998)
2. Typically, the recordings are captured with two microphones only. However,
the number of source signals is probably much larger than 2 in most cases,
since the noise sources may not form just one well-defined source. Thus we
have the problem of overcomplete bases.
3. The nonstationarity of the mixing is another important problem. The mix-
ing matrix may change rather quickly, due to changes in the constellation of
the speaker and the microphones. For example, one of these may be moving
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with respect to the other, or the speaker may simply turn his head. This
implies that the mixing matrix must be re-estimated quickly in a limited
time frame, which also means a limited number of data (Bell and Sejnowski,
1997; Hyvarinen et al., 2001; Lee, 1998).
4. Another major problem is undercomplete audio source separation where
there exists more microphones than the number of sources. Hence there is
need for removal of redundant information, which can improve the quality
of audio separation.
Due to these complications, it may be that the prior information, indepen-
dence and non-Gaussianity of the source signals, are not enough. To estimate
the ICA model with a large number of parameters, and a rapidly changing mix-
ing matrix, generally requires more information on the signals and the matrix.
First, one needs to combine the assumption of non-Gaussianity with the differ-
ent time structure assumptions (Matsuoka et al., 1995; Molgedey and Schuster,
1994; Pajunen, 1998). Second, one may need to use some information on the
mixing. For example, sparse priors could be used (Karthikesh, 2000). Speech
signals have auto-correlations and nonstationarities, so this information could be
used for third problem (Ikeda and Murata, 1999; Lee, 1998). Removing redun-
dant recorded data is always a challenging task in ICA source separation. In the
recent past there have been some work done to tackle this problem (Joho et al.,
2000; Liu and Randall, 2005; Nishikawa et al., 2004; Stone and Porrill, 1998), but
still there exist two major issues:
• identification of dependency and independency measure and
• removal of redundant data to improve the signal to noise ratio
Hence there is a need for proper source separation method to improve the
quality of source estimation in undercomplete ICA.
2.5 Summary
This review has described the background of ICA methods, the motivation for
using ICA for source separation and identification in biosignal and audio signal
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processing. This survey has discussed the issues of ICA applications in bio medical
and real time data. The review also highlighted the following issues for ICA:
• Number of sensors (recordings) can be either less (overcomplete) or more
(undercomplete) than the number of sources, which makes the source sep-
aration complex
• Judging the quality of source separation which questions the reliability of
measure of ICA source separation
• Order and permutation ambiguity associated with ICA
• Iterative nature and randomness associated with ICA
• Issue related to identifying dependency and independency nature of the
sources
• Detailed recoverability analysis
• High dimensionality of the observed data
• Normalisation of the estimated ICs
• Identification of dependency and independency measure and
• removal of redundant data to improve the signal quality
This thesis attempts to address few of the above mentioned issues using ICA
and its methods. The foundations of ICA and its methods are explained in







This chapter presents the basic framework of Independent Component Analysis
(ICA). The fundamental concept is discussed in section 3.2. A general description
of the approach to achieving source separation using ICA and a description of
specific details of ICA algorithms are given in Section 3.3. Section 3.4 details the
different ICA methods used in source separation techniques. The readers who
are already familiar with the fundamentals of ICA can skip this chapter.
3.2 Independent Component Analysis
ICA is a statistical technique, perhaps the most widely used, for solving the BSS
problem (Hyvarinen et al., 2001; Stone, 2004). In this section, the basic ICA
model is presented and under which conditions its parameters can be estimated
is shown.
3.2.1 ICA model
The general model for ICA is that the signals from different independent sources
are added through a linear basis transformation, and this results in the observed
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signals through sensor recordings.
Suppose there are N statistically independent signals, si(t), i = 1, ..., N . It is
assumed that the sources themselves cannot be directly observed and that each
signal, si(t), is a realisation of some fixed probability distribution at each time
point t. Also, suppose these signals are observed using N sensors, then a set of N
observation signals xi(t), i = 1, ..., N are obtained that are mixtures of the sources.
A fundamental aspect of the mixing process is that the sensors must be spatially
separated (e.g. microphones that are spatially distributed around a room) so
that each sensor records a different mixture of the sources. With this spatial
separation assumption in mind, the mixing process with matrix multiplication
can be modeled and is as follows:
x(t) = As(t) (3.1)
where A is mixing matrix, and x (t), s(t) are the set of observed signals and
source signals respectively. Incidentally, the justification for the description of
this signal processing technique as blind is that there is no information available
on the mixing matrix, or the sources themselves.
The objective is to recover the original signals, si(t), from only the observed
vector xi(t). Estimates for the sources are obtained by first estimating the “un-
mixing matrix” W, where:
W = A−1 (3.2)
This enables an estimate, sˆ(t), of the independent sources to be obtained:
sˆ(t) =Wx(t) (3.3)
The diagram in Figure 3.1 illustrates both the mixing and unmixing process
involved in BSS. The independent sources are mixed by the matrix A (which is
unknown in this case). Here emphasis is to obtain a vector y that approximates
s by estimating the unmixing matrix W. If the estimate of the unmixing matrix
is accurate, a good approximation of the sources is obtained.
The above description of the ICA model is the simple model and it ignores
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Figure 3.1: BSS block diagram. s(t) are the sources. x(t) are the recordings, sˆ(t)
are the estimated sources A is mixing matrix and W is unmixing matrix
all noise components and any time delay in the recordings.
3.2.2 Statistical Independence
A key concept that constitutes the foundation of ICA is statistical independence.
To simplify the above discussion consider the case of two different random vari-
ables s1 and s2. The random variable s1 is independent of s2, if the information
about the value of s1 does not provide any information about the value of s2, and
vice versa. Here s1 and s2 could be random signals originating from two different
physical processes that are not related to each other.
3.2.2.1 Independence definition
Mathematically, statistical independence can be defined in terms of probability
density of the signals. Consider the joint probability density function (pdf) of s1
and s2 be p(s1, s2). Let the marginal pdf of s1 and s2 be denoted by p1(s1) and
p2(s2) respectively. s1 and s2 are said to be independent if and only if the joint
pdf can be expressed as;
ps1,s2(s1, s2) = p1(s1)p2(s2) (3.4)
Similarly, independence could be defined by replacing the pdf by the respective
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cumulative distributive functions as;
E{p(s1)p(s2)} = E{g1(s1)}E{g2(s2)} (3.5)
where E{.} is the expectation operator. In the following section the above prop-
erties are used to explain the relationship between uncorrelatedness and indepen-
dence.
3.2.2.2 Uncorrelatedness and Independence
Two random variables s1 and s2 are said to be uncorrelated if their covariance
C (s1,s2) is zero.
C(s1, s2) = E{(s1 −ms1)(s2 −ms2)}
= E{s1s2 − s1ms2 − s2ms1 +ms1ms2}
= E{s1s2} − E{s1}E{s2}
= 0
(3.6)
where ms1 is the mean of the signal. Equation 3.5 and 3.6 are identical for in-
dependent variables taking g1(s1) = s1. Hence independent variables are always
uncorrelated. However the opposite is not always true. The above discussion
proves that independence is stronger than uncorrelatedness and hence indepen-
dence is used as the basic principle for ICA source estimation process. However
uncorrelatedness is also important for computing the mixing matrix in ICA.
3.2.2.3 Non-Gaussianity and Independence
According to central limit theorem the distribution of a sum of independent
signals with arbitrary distributions tends toward a Gaussian distribution under
certain conditions. The sum of two independent signals usually has a distribution
that is closer to Gaussian than distribution of the two original signals. Thus a
Gaussian signal can be considered as a linear combination of many independent
signals. This also explains that separation of independent signals from their
mixtures can be achieved by finding a transformation that yields non-Gaussian
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distributions.
Non-Gaussianity is an important and essential principle in ICA estimation. To
use non-Gaussianity in ICA estimation, there needs to be quantitative measure of
non-Gaussianity of a signal. Before using any measures of non-Gaussianity, the
signals should be normalised. Some of the commonly used measures are kurtosis
and entropy measures, which are explained next.
• Kurtosis
Kurtosis is the classical method of measuring non-Gaussianity. When data is
preprocessed to have unit variance, kurtosis is equal to the fourth moment of the
data. The Kurtosis of signal (s), denoted by kurt (s), is defined by
kurt(s) = E{s4} − 3(E{s4})2 (3.7)
This is a basic definition of kurtosis using higher order (fourth order) cumulant,
this simplification is based on the assumption that the signal has zero mean. To
simplify things, we can further assume that (s) has been normalised so that its
variance is equal to one: E{s2} = 1. Hence equation 3.7 can be further simplified
to
kurt(s) = E{s4} − 3 (3.8)
Equation 3.8 illustrates that kurtosis is a nomralised form of the fourth moment
E{s4} = 1. For Gaussian signal, E{s4} = 3(E{s4})2 and hence its kurtosis is
zero. For most non-Gaussian signals, the kurtosis is nonzero. Kurtosis can be
both positive or negative. Random variables that have positive kurtosis are called
as super-Gaussian or platykurtotic, and those with negative kurtosis are called as
sub-Gaussian or leptokurtotic. Non-Gaussianity is measured using the absolute
value of kurtosis or the square of kurtosis.
Kurtosis has been widely used as a measure of non-Gaussianity in ICA and
related fields because of its computational simplicity. Theoretically, it has a
linearity property such that
kurt(s1 ± s2) = kurt(s1)± kurt(s2) (3.9)
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where α is a constant. Computationally kurtosis can be calculated using the
fourth moment of the sample data, by keeping the variance of the signal constant.
In an intuitive sense, kurtosis measured how “spikiness” of a distribution or
the size of the tails. Kurtosis is extremely simple to calculate, however, it is very
sensitive to outliers in the data set. Its values may be based on only a few values
in the tails which means that its statistical significance is poor. Kurtosis is not
robust enough for ICA. Hence a better measure of non-Gaussianity than kurtosis
is required.
• Entropy
Entropy is a measure of the uniformity of the distribution of a bounded set
of values, such that a complete uniformity corresponds to maximum entropy.
From the information theory concept, entropy is considered as the measure of
randomness of a signal. Entropy H of discrete-valued signal S is defined as
H(S) = −
∑
P (S = ai)logP (S = ai) (3.11)
This definition of entropy can be generalised for a continuous-valued signal (s),




One fundamental result of information theory is that Gaussian signal has the
largest entropy among the other signal distributions of unit variance. Entropy will
be small for signals that have distribution concerned on certain values or have pdf
that is very “spiky”. Hence, entropy can be used as a measure of non-Gaussianity.
In ICA estimation, it is often desired to have a measure of non-Gaussianity
which is zero for Gaussian signal and nonzero for non-Gaussian signal for com-
putational simplicity. Entropy is closely related to the code length of the random
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vector. A normalised version of Entropy is given by a new measure called Negen-
tropy J which is defined as
J(S) = H(sgauss)−H(s) (3.13)
where sgauss is the Gaussian signal of the same covariance matrix as (s). Equation
3.13 shows that Negentropy is always positive and is zero only if the signal is a
pure Gaussian signal. It is stable but difficult to calculate. Hence approximation
must be used to estimate Entropy values.
3.2.3 Preprocessing
Before examining specific ICA algorithms, it is essential to discuss preprocessing
steps that are generally carried out before ICA.
3.2.3.1 Centering
A simple preprocessing step that is commonly performed is to “center” the ob-
servation vector x by subtracting its mean vector m = E{x}. That is then the
centered observation vector, xc is obtained and is as follows:
xc = x−m (3.14)
This step simplifies ICA algorithms where in a zero mean is assumed. Once the
unmixing matrix has been estimated using the centered data, the actual estimates
of the independent components are obtained and is as follows:
sˆ(t) = A−1(xc +m) (3.15)
From this point on, all observation vectors will be assumed centered. The mixing
matrix, on the other hand, remains the same after this preprocessing, so this can
be done always without affecting the estimation of the mixing matrix.
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3.2.3.2 Whitening
Another step which is very useful in practice is to pre-whiten the observation
vector x. Whitening involves linearly transforming the observation vector such
that its components are uncorrelated and have unit variance. Let xw denote the
whitened vector, then it satisfies the following equation:
E{xwxTw} = I (3.16)
where E{xwxTw} is the covariance matrix of xw. Also, since the ICA framework
is insensitive to the variances of the independent components, it can be assumed
that without loss of generality the source vector, s, is white, i.e. E{ssT} = I
A simple method to perform the whitening transformation is to use the Eigen
Value Decomposition (EVD) of x. The covariance matrix of x is decomposed as:
E{xxT} = V DV T (3.17)
where V is the matrix of Eigenvectors of E{xxT}, and D is the diagonal matrix
of Eigenvalues, i.e. D = diag{λ1, λ2, ..., λn}. The observation vector can be
whitened by the following transformation:
xw = V D
−1/2V Tx (3.18)
where the matrix D−1/2 is obtained by a simple component wise operation as
D−1/2 = diag{λ−1/21 , λ−1/22 , ..., λ−1/2n }. Whitening transforms the mixing matrix
into a new one, which is orthogonal
xw = V D
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Whitening thus reduces the number of parameters to be estimated. Instead of
having to estimate the n2 elements of the original matrix A, only the new or-
thogonal mixing matrix need to be estimated, where an orthogonal matrix has
n(n−1)/2 degrees of freedom. One can say that whitening solves half of the ICA
problem. This is a very useful step as whitening is a simple and efficient process
that significantly reduces the computational complexity of ICA. An illustration
of the whitening process with simple ICA source separation process is explained
in Appendix B.
3.2.4 ICA Algorithms
There are several ICA algorithms available in literature. However the follow-
ing three algorithms are widely used in numerous signal processing applications.
These includes FastICA, JADE, and Infomax. Each algorithm used a different
approach to solve equation.
3.2.4.1 FastICA
FastICA is a fixed point ICA algorithm that employs higher order statistics for
the recovery of independent sources. FastICA can estimate ICs one by one (de-
flation approach) or simultaneously (symmetric approach). FastICA uses simple
estimates of Negentropy based on the maximum entropy principle, which requires
the use of appropriate nonlinearities for the learning rule of the neural network.








This measure represents the kind of distance of independence. Minimising mutual
information leads to ICA solution. For the FastICA algorithm the above equation
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where sˆ = Wx, Css is the correlation matrix, and cii is the ith diagonal element
of the correlation matrix. The last term is zero because si are supposed to be
uncorrelated. The first term is constant for a problem, because of the invari-
ance in Negentropy. The problem is now reduced to separately maximising the
Negentropy of each component.
Estimation of Negentropy is a delicate problem. The papers (Comon, 1994)
and (Hyvrinen, 1998) have addressed this problem. For the general version of fixed
point algorithm, the approximation was based on a maximum entropy principle.
The algorithm works with whitened data, although a version of non-whitened
data exists.
• Criteria
The maximisation is preferred over the following index
JG(w) = [E{G(wTv)} − E{G(ν)}2 (3.23)
to find one independent component, with ν standard Gaussian variable, and G,
the one unit contrast function.
• Update rule
Update rule for the generic algorithm is
w∗ = E{vg(wTv)} − E{g′(wTv)}w
w = w∗/‖w∗‖
(3.24)
to extract one component. There is symmetric version of the Fixed Point algo-
rithm, whose update rule is
W ∗ = E{g(Wv)vT} −Diag(E{g′(Wv)})W
W = (W ∗W ∗T )−1/2W ∗
(3.25)
where Diag(v) is a diagonal matrix with Diagii(v) = vi.
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• Parameters






The choice is free except that the symmetric algorithm with tanh non linearity
does not separate super Gaussian signals. Otherwise the choice can be devoted
to the other criteria, for instance the cubic non linearity is faster, whereas the
tanh linearity is more stable. These questions are addressed in (Hyvarinen et al.,
2001).
In practice, the expectations in FastICA must be replaced by their estimates.
The natural estimates are of course the corresponding sample means. Ideally, all
the data available should be used, but this is often not a good idea because the
computations may become too demanding. Then the averages can be estimated
using a smaller sample, whose size may have a considerable effect on the accuracy
of the final estimates. The sample points should be chosen separately at every
iteration. If the convergence is not satisfactory, one may then increase the sample
size. This thesis uses FastICA algorithm for all applications.
3.2.4.2 Infomax
The BSS algorithm, proposed by Bell and Sejnowski (Bell and Sejnowski, 1995),
is also a gradient based neural network algorithm, with a learning rule for infor-
mation maximisation. Infomax uses higher order statistics for the information
maximization. In perfect cases, it does provide the best estimate to ICA com-
ponents. The strength of this algorithm comes from its direct relationship to
information theory.
The algorithm is derived through an information maximisation principle, ap-
plied between the inputs and the non linear outputs. Given the form of joint
entropy
H(s1, s2) = H(s1) +H(s2)− I(s1, s2) (3.27)
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Here for two variables s = g(Bx), it is clear that maximising the joint entropy
of the outputs amounts to minimising mutual information I(y1, y2), unless it is
more interesting to maximise the individual entropies than to reduce the mutual
information. This is the point, where the nonlinear function plays an important
role.
The basic idea of the information maximisation is to match the slope of the
nonlinear function with the input probability density function. That is




In the case of perfect matching fs(s) looks like a uniform variable whose entropy
is large. If this is not possible because the shapes are different, the best solution
found in some case is to mix the input distributions so that the resulting mix
matches the slope of the transfer function better than a single input distribution.
In this case the algorithm does not converge, and the separation is not achieved.
• Criteria
The algorithm is a stochastic gradient ascent that maximises the joint entropy
(refer Equation 3.12).
• Update rule
In its original form, the update rule is
∆B = λ[[BT ]−1 + (1− 2g(Bx+ b0))xT ]
∆b = λ[1− 2g(Bx+ b0)]
(3.29)
• Parameters
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and in the extended version, it is
g(s) = s± tanh(s) (3.31)
where the sign is that of the estimated kurtosis of the signal.
3.3 ICA for different conditions
One of the important conditions of ICA is that the number of sensors should
be equal to the number of sources. Unfortunately, the real source separation
problem does not always satisfy this constraint. This section focusses on ICA
source separation problem under different conditions where the number of sources
are not equal to the number of recordings.
3.3.1 Overcomplete ICA
Overcomplete ICA is one of the ICA source separation problem where the number
of sources are greater than the number of sensors, i.e (n > m). The ideas used
for overcomplete ICA originally stem from coding theory, where the task is to
find a representation of some signals in a given set of generators which often are
more numerous than the signals, hence the term overcomplete basis. Sometimes
this representation is advantageous as it uses as few ‘basis’ elements as possible,
referred to as sparse coding. Olshausen and Field (Olshausen, 1995) first put
these ideas into an information theoretic context by decomposing natural images
into an overcomplete basis. Later, Harpur and Prager (Harpur and Prager, 1996)
and, independently, Olshausen (Olshausen, 1996) presented a connection between
sparse coding and ICA in the square case. Lewicki and Sejnowski (Lewicki and
Sejnowski, 2000) then were the first to apply these terms to overcomplete ICA,
which was further studied and applied by Lee et al. (Lee et al., 2000). De Lath-
auwer et al. (Lathauwer et al., 1999) provided an interesting algebraic approach
to overcomplete ICA of three sources and two mixtures by solving a system of lin-
ear equations in the third and fourth-order cumulants, and Bofill and Zibulevsky
(Bofill, 2000) treated a special case (‘delta-like’ source distributions) of source
signals after Fourier transformation. Overcomplete ICA has major applications
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in bio signal processing, due to the limited number of electrodes (recordings)
compared to the number active muscles (sources) involved (in certain cases un-
limited).
Figure 3.2: Illustration of “overcomplete ICA”
In overcomplete ICA, the number of sources exceed number of recordings.
To analyse this, consider two recordings x1(t) and x2(t) from three independent
sources s1(t), s2(t) and s3(t). The xi(t) are then weighted sums of the si(t), where
the coefficients depend on the distances between the sources and the sensors (refer
Figure 3.2):
x1(t) = a11s1(t) + a12s2(t) + a13s3(t) (3.32)
x2(t) = a21s1(t) + a22s2(t) + a23s3(t)
The aij are constant coefficients that give the mixing weights. The mixing process
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In this example matrix A of size 2×3 matrix and unmixing matrix W is of
size 3×2. Hence in overcomplete ICA it always results in pseudoinverse. Hence
computation of sources in overcomplete ICA requires some estimation processes.
3.3.1.1 Overcomplete ICA methods
There are two common approaches of solving the overcomplete problem.
• Single step approach where the mixing matrix and the independent sources
are estimated at once in a single algorithm
• Two step algorithm where the mixing matrix and the independent compo-
nent values are estimated with different algorithms.
Lewicki and Sejnowski (Lewicki and Sejnowski, 2000) proposed the single step
approach, which is a natural solution to decomposition by finding the maximum a
posteriori representation of the data. The prior distribution on the basis function
coefficients removes the redundancy in the representation and leads to represen-
tations that are sparse and are nonlinear functions of the data. The probabilistic
approach to decomposition also leads to a natural method of denoising. From
this model, they derived a simple and robust learning algorithm by maximizing
the data likelihood over the basis functions. Another approach in single step was
proposed by Shriki et al. (Shriki et al., 2002) using recurrent model, i.e., the
estimated independent sources are computed taking into account the influence of
other independent sources.
One of the disadvantage of single step approach is that it is complex and
computationally expensive. Hence many researchers have proposed the two step
method, where the mixing matrix is estimated in the first step and the sources
are recovered in the next step. Zibulvesky et al. (Bofill, 2000) proposed a sparse
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overcomplete ICA with delta distributions. Fabian Theis (Theis and Lang, 2002;
Theis et al., 2002) proposed geometric overcomplete ICA. Recently Waheed et.
al (Waheed and Salem, 2003a,b) demonstrated algebraic overcomplete ICA. In
this thesis Zibulvesky’s sparse overcomplete ICA is utilised, which is explained in
the next section.
3.3.1.2 Sparse overcomplete ICA
Sparse representation of signals which is modeled by matrix factorisation has
been receiving a great deal of interest in recent years. The research community
has investigated many linear transforms that make audio, video and image data
sparse, such as the Discrete Cosine Transform (DCT), the Fourier transform,
the wavelet transform and their derivatives (Mallat, 1998). Chen et al. (Chen
et al., 2001) discussed sparse representations of signals by using large scale linear
programming under given overcomplete basis (e.g., wavelets). Olshausen et al.
(Olshausen and Field, 1997) represented sparse coding of images based on maxi-
mum posterior approach but it was Zibulvesky et al. (Bofill, 2000) who noticed
that in the case of sparse sources, their linear mixtures can be easily separated
using very simple “geometric” algorithms. Sparse representations can be used
in blind source separation. When the sources are sparse, smaller coefficients are
more likely and thus for a given data point t, if one of the sources is significantly
larger, the remaining ones are likely to be close to zero. Thus the density of data
in the mixture space, besides decreasing with the distance from the origin shows
a clear tendency to cluster along the directions of the basis vectors. Sparsity
is good in ICA for two reasons. First the statistical accuracy with which the
mixing matrix A can be estimated is a function of how non-Gaussian the source
distributions are. This suggests that the sparser the sources are the less data is
needed to estimate A. Secondly the quality of the source estimates given A, is
also better for sparser sources. A signal is considered sparse when values of most
of the samples of the signal do not differ significantly from zero. These are from
sources that are minimally active. Zibulevsky et al. (Bofill, 2000) have demon-
strated that when the signals are sparse, and the sources of these are independent,
these may be separated even when the number of sources exceeds the number of
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recordings (Bofill, 2000). The over-complete limitation suffered by normal ICA
is no longer a limiting factor for signals that are very sparse. Zibulevsky also
demonstrated that when the signals are sparse, it is possible to determine the
number of independent sources in a mixture of unknown signal numbers.
• Source estimation
The first step in two step approach is source separation. Here the source sep-
aration process is explained by taking sparse signal as an example. A signal is
considered to be sparse if its pdf is close to Laplacian or super-Gaussian. In
this case, the basic ICA model in Equation 3.1 is modified to have more robust
representation which can be expressed as,
x = As+ ξ (3.33)
where ξ represents noise in the recordings. It is assumed that the independent





where ϕk are the atoms or elements of the dictionary. Important examples are
wavelet-related dictionaries such as wavelet and wavelet packets (Mallat, 1998).
Equation 3.34 can be expressed in matrix notation as
s = CΦ (3.35)
by substituting Equation 3.35 into 3.33 gives
x = ACΦ + ξ (3.36)
The goal is to estimate the mixing matrix A and the coefficients C at the same
time so that C is as sparse as possible. and X ≈ ACΦ, given only the observed
data x and the dictionary Φ
Using maximum a posteriori approach, the above goal can be expressed as
max
A,C
P (A,C|x) ∝ maxA,CP (x|A,C)P (A)P (C) (3.37)
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Taking into account Equation 3.33 and Gaussian noise, the conditional probability








Since C is assumed to be sparse, it can be approximated with the following pdf
pi(C
k





exp− (βih(Cki )) (3.40)
Assuming the pdf of P (A) to be uniform, Equation 3.37 can now be simplified as
max
A,C
P (A,C|x) ∝ maxA,CP (x|A,C)P (C) (3.41)
Finally, the optimisation problem can be formed by substituting 3.38 and 3.40
into 3.41, taking the logarithm and inverting the sign
max
A,C








There are several measures of sparsity. The simplest measure is the l0 norm.
One of the drawback of this measure is that, it is discontinuous and difficult
to optimise, and also very sensitive to noise. The closest approximation of l0
is l1 norm. The validity of this measure can be shown by simplifying equation
3.42 under zero noise assumption and under Laplacian prior distributions with
h(Cki ) = |Cki |. Under these assumptions the optimisation problem can be decom-
posed into K smaller problems for each data point ck at time point







3.3 ICA for different conditions
subject to Ackϕk = xk. If small signal s is sparse in time domain then c
k in











subject to Ask = xk, sk ≥ 0 where sk ⇔ [uk; vk], A⇔ [A;−A] and c⇔ [1; 1].
• Estimating the mixing matrix
The second step in two step approach is estimating the mixing matrix. There
exists various methods to compute the mixing matrix in sparse overcomplete ICA.
The most widely used techniques are:
(i) C-means clustering
(ii) Algebraic method and
(iii) Potential function based method
All the above mentioned methods are based on the clustering principle. The
difference is the way they estimate the direction of the clusters. The sparsity of
the signal plays an important role for estimating the mixing matrix. A simple
illustration that is useful to understand this concept can be found in (Bofill, 2000).
3.3.2 Undercomplete ICA
The mixture of unknown sources is referred to as under-complete when the num-
bers of recordings m, more than the number of sources n. In some applications,
it is desired to have more recordings than sources to achieve better separation
performance. It is generally believed that with more recordings than the sources,
it is always possible to get better estimate of the sources. This is not correct un-
less prior to separation using ICA, dimensional reduction is conducted. This can
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be achieved by choosing the same number of principal recordings as the number
of sources discarding the rest. To analyse this, consider three recordings x1(t),
x2(t) and x3(t) from two independent sources s1(t) and s2(t). The xi(t) are then
weighted sums of the si(t), where the coefficients depend on the distances between
the sources and the sensors (refer Figure 3.3):
Figure 3.3: Illustration of “undercomplete ICA”
x1(t) = a11s1(t) + a12s2(t)
x2(t) = a21s1(t) + a22s2(t) (3.46)
x3(t) = a31s1(t) + a32s2(t)
The aij are constant coefficients that gives the mixing weights. The mixing pro-
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The unmixing process using the standard ICA requires a dimensional reduction
approach so that, if one of the recordings is reduced then the square mixing
matrix is obtained, which can use any standard ICA for the source estimation.
For instance one of the recordings say x3 is redundant then the above mixing


























The above process illustrates that, prior to source signal separation using
undercomplete ICA, it is important to reduce the dimensionality of the mixing
matrix and identify the required and discard the redundant recordings. Principal
Component Analysis (PCA) is one of the powerful dimensional reduction method
used in signal processing applications, which is explained next.
3.3.2.1 Undercomplete ICA using dimensional reduction method
When the number of recordings n are more than the number of sources m, there
must be information redundancy in the recordings. Hence the first step is to
reduce the dimensionality of the recorded data. If the dimensionality of the
recorded data is equal to that of the sources, then standard ICA methods can be
applied to estimate the independent sources. An example of this stages methods
is illustrated in (Joho et al., 2000).
One of the popular method used in dimensional reduction method is PCA.
PCA uses the decorrelated method to reduce the recorded data x using a matrix
V
z = V x (3.47)
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Now it can be proven that




The second stage is using any of the standard ICA algorithms discussed in
Section 3.2 to estimate the sources. In fact, whitening process through PCA
is standard preprocessing in ICA. It means that applying any standard ICA
algorithms that incorporates PCA will automatically reduce the dimension before
running ICA.
3.3.3 Sub band decomposition ICA
Despite the success of using standard ICA in many applications, the basic assump-
tions of ICA may not hold for certain situations where there may be dependency
among the signal sources. The standard ICA algorithms are not able to estimate
statistically dependent original sources. One proposed technique (Cichocki and
Amari, 2002) is that while there may be a degree of dependency among the wide
band source signals, narrow band filtering of these signals can provide indepen-
dence among these signal sources. This assumption is true when each unknown
source can be modeled or represented as a linear combination of narrow-band
sub-signals. Sub band decomposition ICA, an extension of ICA, assumes that
each source is represented as the sum of some independent subcomponents and
dependent subcomponents, which have different frequency bands.
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Such wide-band source signals are a linear decomposition of several narrow-
band sub components (refer Figure 3.4):
Figure 3.4: Sub band ICA block diagram.
s(t) = s1(t) + s2(t) + s3(t), . . . , sn(t) (3.51)
Such decomposition can be modeled in the time, frequency or time frequency
domains using any suitable linear transform. A set of unmixing or separating
matrices: W1,W2,W3,. . . ,Wn are obtained where W1 is the unmixing matrix for
sensor data x1(t) and Wn is the unmixing matrix for sensor data xn(t). If the
specific sub-components of interest are mutually independent for at least two
sub-bands, or more generally two subsets of multi-band, say for the sub band “p”
and sub band “q” then the global matrix
Gpq = Wp ×W−1q (3.52)
will be a sparse generalized permutation matrix P with special structure with
only one non-zero (or strongly dominating) element in each row and each column
(Meyer, 2000). This follows from the simple mathematical observation that in
such case both matrices Wp and Wq represent pseudo-inverses (or true inverse
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in the case of square matrix) of the same true mixing matrix A (ignoring non-
essential and unavoidable arbitrary scaling and permutation of the columns) and
by making an assumption that sources for two multi-frequency sub-bands are
independent (Meyer, 2000). This provides the basis for separation of dependent
sources using narrow band pass filtered sub band signals for ICA.
3.3.4 Multi run ICA
One of the most effective ways of modeling vector data for unsupervised pattern
classification or coding is to assume that the observations are the result of ran-
domly picking out of a fixed set of different distributions. ICA is an iterative
BSS technique. At each instance original signals are estimated from the mixed
data. The quality of estimation of the original signals depends mainly on the
unmixing matrix W . Due to the randomness associated with the estimation of
the unmixing matrix and the iterative process, there is a randomness associated
with the quality of separation.
Multi run ICA has been proposed to overcome this associated randomness
(Naik et al., 2008). It is the process where the ICA algorithm will be com-
puted many times; at each instance different mixing matrices will be estimated.
A1, A2, ..., An. Since it is an iterative technique with inbuilt quantisation, repeat
analysis yields similarity matrices at some stage. Hence mixing matrices A1, A2
etc, will repeat after certain iterations. To estimate the sources from the mixed
data ICA requires just one mixing matrix, the best unmixing matrix would give
clear source separation, hence the selection of the best matrix is the key criterion
in multi run ICA. There exists several methods to compute the quality of the
mixing matrices, they are
• Signal to Noise Ratio (SNR)
• Signal to Interference Ratio (SIR)
• Signal to Distortion Ratio (SDR) and
• Signal to Artefacts Ratio (SAR)
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Figure 3.5: Multi run ICA mixing matrix computation flow chart
In bio signal and audio applications, SIR has found to be a popular tool to
measure the quality separation. Once the best unmixing matrix is estimated,
then any normal ICA method can be used for source separation. The multi run




This chapter has introduced the fundamentals of BSS and ICA. The mathematical
framework of the source mixing problem that BSS/ICA addresses was examined
in some detail, as was the general approach to solving BSS/ICA. As part of
this discussion, centering and whitening, the two important preprocessing steps
of ICA was thoroughly discussed. Specific details of the approach to solving the
mixing problem were presented and two important ICA algorithms were discussed
in detail.
Overcomplete and undercomplete ICA are two special cases of ICA. These
problems can be solved by simplifying the problem into standard ICA model or
by deriving separate algorithms for each case. Overcomplete ICA can be solved
using the single step approach or two step approach. In single step approach
the mixing matrix and sources are estimated in one step, whereas the two step
approach estimates the mixing matrix and the sources separately. Estimating
the mixing matrix can be done using clustering algorithm, algebraic method
and potential function based method. Once the mixing matrix is estimated,
the sources are estimated using the linear programming methods. Both single
step and two step approach require the sources to be sparse in time domain and
any other domains. Despite the success of overcomplete ICA, there are some
drawbacks with the above methods. The success of separation strongly depends
on the choice of the initial value of optimisation. Also for real time overcomplete
problem the quality of the estimated sources degrades as the number of sensors
increases. Undercomplete ICA can also be solved in some ways. The easiest one
is to reduce the dimension of the recordings using PCA due to data redundancy.
If the dimension of the output of PCA is equal to that of the signal, then any
standard ICA algorithm can be used for separating the sources. Despite the
success of PCA removal of redundant information to improve the quality of the
estimated sources is one of the challenging task in undercomplete ICA.
The material covered in this chapter is important not only to understand the
algorithms used in this project to perform BSS/ICA, but it also provides the
necessary background to understand extensions to the framework of Section 3.2
in subsequent chapters. Despite the success of ICA in source separation, there are
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few limitations and ambiguities that are suffered by ICA. Next chapter discuss






Independent Component Analysis (ICA) consists of two major issues;
• Source number estimation and
• Source separation
For conceptual and computational simplicity, most ICA algorithms assume
that the number of sources is equal to the number of recordings and this result in
the mixing matrix to be a square matrix. This simplifies estimation of the mixing
matrix A and unmixing matrix W , because square matrix can be inverted.
However, this equality assumption is in general not accurate for number of
audio and biomedical signal processing applications, where either the number of
sources (muscles) exceeds the number of sensors (overcomplete) or the number
of sources is less than the number of recordings (undercomplete). Hence, it is
important to ensure that all the fundamental conditions of ICA are met before
using ICA for certain applications. If one of these conditions are not met, the
output of the ICA estimation is questionable. This chapter discusses few of the
issues involved with ICA for source separation and identification.
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4.2 ICA Assumptions and Ambiguities
ICA is distinguished from other approaches to source separation in that it re-
quires relatively few assumptions on the sources and on the mixing process. The
assumptions of the signal properties, other conditions and the issues related to
ambiguities are discussed below:
4.2.1 ICA Assumptions
To make sure that the basic ICA model given can be estimated, ICA assumes
certain assumptions and restrictions.
4.2.1.1 The sources being considered are statistically independent
This assumption is fundamental to ICA. As discussed in Section 3.2, statistical
independence is the key feature that enables estimation of the independent com-
ponents sˆi(t) from the observations xi(t). If the sources can be assumed to be
independent or at least approximately independent, the use of ICA estimation
may be feasible.
4.2.1.2 The independent components must have non-Gaussian distri-
bution
This assumption is necessary because of the close link between Gaussianity and
independence. It is impossible to separate Gaussian sources using the ICA frame-
work described in Section 3.2 because the sum of two or more Gaussian random
variables itself is Gaussian (Leon-Garcia, 1993). That is, the sum of Gaussian
sources is indistinguishable from a single Gaussian source in the ICA framework,
and for this reason Gaussian sources are forbidden. This is not an overly restric-
tive assumption as in practice most sources of interest are non-Gaussian.
4.2.1.3 The mixing matrix is invertible
The recordings are assumed to be the linear mixtures or linear transformations
of independent sources. The linearity assumption here is necessary to simplify
the basic estimation. As explained in the previous chapter (refer Equation 3.2),
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this linear transformation is represented by mixing matrix A. It is also important
that the mixing matrix A needs to be a square matrix and thus the number of the
available recording must be equal to the number of sources. If the mixing matrix
is not invertible then clearly the unmixing matrix that needs to be estimated does
not exists.
4.2.1.4 Unit variance and zero mean sources
It is also beneficial that both the independent sources and the recordings have
unit variance (E{s2i } = 1) and zero mean (E{si} = 0). These assumptions
simplify the theoretical analysis, the analysis of Equation 3.6 to Equation 3.13.
This simplifies the algorithm derivation and the implementation. However, if the
signals do not have zero mean, this can be achieved by centering, i.e., subtracting
their sample mean. At the end of the estimation, these means will be added back
to the signals. The unit variance condition is achieved by whitening the signals.
Principal Component Analysis (PCA) like methods can be used to whiten the
data.
It is clear that these assumptions are not particularly restrictive and as a
result only very little information is needed about the mixing process and about
the sources themselves. If these four assumptions are satisfied, then it is possible
to estimate the independent components modulo with some trivial ambiguities.
The ambiguities associated with ICA are explained next.
4.2.2 ICA Ambiguity
There are two inherent ambiguities in the ICA framework. These are (i) magni-
tude and scaling ambiguity and (ii) permutation ambiguity.
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4.2.2.1 Magnitude and scaling ambiguity
The true variance of the independent components cannot be determined. To







where aj denotes the jth row of the mixing matrix A. Since both the coefficients aj
of the mixing matrix and the independent components sj are unknown, Equation





Fortunately, in most of the applications this ambiguity is insignificant. The
natural solution for this is to use assumption that each source has unit variance:
E{si2} = 1. Furthermore, the signs of the of the sources cannot be determined
too.
4.2.2.2 Permutation (Order) ambiguity
The order of the estimated independent components is unspecified. Formally,








Here the elements of P s are the original sources, except in a different order,
and A′ = AP−1 is another unknown mixing matrix. Equation 4.3 is indistin-
guishable from Equation 3.1 within the ICA framework, demonstrating that the
permutation ambiguity is inherent to Blind Source Separation (BSS).
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In most applications, such as the cocktail party problem, the ambiguity issues
are not serious problems. The supervisor is able to identify the different sources
and determine the quality of the separation by listening to the sounds. However,
when dealing with biosignals such as Surface Electromyography (sEMG) signals,
the order of signals may be important as would be the absolute value of the signal
magnitude and the supervisor may not be able to identify the order in any other
way.
4.3 Source separation issues with ICA
Successful separation of independent sources using ICA from a mixture requires
estimating the number of independent sources in the mixture. One of the con-
ditions of ICA is that the number of sources must be equal to the number of
recordings. However, this equality condition is in general not the case in bio sig-
nal analysis and sensor network applications (Overcomplete or Undercomplete).
In these situations, if ICA is applied on the assumption of the matrix being square,
this results in estimating either more or less number of independent sources than
actuals and can result in poor quality of separation. Another shortcoming in the
use of ICA is the iterative nature, which results in the outcome of ICA decom-
position having an associated randomness. The three important issues that need
to be considered are:
• The iterative nature of ICA
• Estimation of number of sources based on dependency and independency
nature of the signals and
• Source separation for non-quadratic ICA (Undercomplete and over com-
plete)
4.3.1 The iterative nature of ICA
ICA is an iterative source separation technique. For each source separation, it
estimates the unmixing matrix. The pseudo-random initialization and iterative
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process of estimating the unmixing matrix and with inbuilt quantisation can be
modelled as a viscosity based stochastic process modelled using Langevin equa-
tion. The repetition of the ICA iteration would lead to a converging number of
unmixing matrices. This suggests that if the order ambiguity associated with ICA
was to be ignored, a set of finite repetition of ICA (such as FastICA algorithm)
would result in the estimation of all possible unmixing matrices. In this situation,
the best source separation (selection of best unmixing matrix) is possible using a
quality of separation as the criterion. Hence there is a need for proper measure
of separation to achieve a high quality separation with respect to sources and
recordings.
4.3.2 Estimation of number of sources based on depen-
dency and independency nature of the signals
There exist many estimation techniques developed for various situations. The
sources to be estimated may be time invariant or time-varying. Certain esti-
mation methods are computationally less demanding but they are statistically
suboptimal in many situations, while statistically optimal estimation methods
can have a very high computational load, or they cannot be realized in many
practical situations. The choice of a suitable estimation method also depends on
the assumed data model, which may be either linear or nonlinear, dynamic or
static, random or deterministic. ICA is one of the BSS techniques which esti-
mates the sources based on the concept of statistical independence. However, a
number of important problems in signal processing depend on measures of sta-
tistical dependence. For instance, this dependence is minimised in the context
of instantaneous ICA, in which linearly mixed signals are separated using their
(assumed) pairwise independence from each other.
The problem of source separation concerns the identification of source signals
given only observed mixtures of those signals along with some prior knowledge of
the physical situation under consideration, such as the origin, propagation, and
detection of source activity. A number of source separation methods have been
proposed to measure independence in the signal, however they generally assume a
particular parametric model for the densities generating the observations. In most
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of the ICA methods the source separation is performed by mutual information,
maximum likelihood, nonGaussianity measures and nonlinear PCA criteria. Each
of these criterion gives an objective function whose optimisation enables ICA
estimation. There are however, a couple of differences between the estimation
principles as well:
• Some principles (especially maximum non-Gaussianity) are able to estimate
single independent components, whereas others need to estimate all the
components at the same time.
• Some objective functions use non polynomial functions based on the (as-
sumed) probability density functions of the independent components, whereas
others use polynomial functions related to cumulants. This leads to different
non-quadratic functions in the objective functions.
• In many estimation principles, the estimates of the ICs are constrained to be
uncorrelated. This reduces the space in which the estimation is performed.
All these estimation methods compute the unmixing matrix W for source esti-
mation. Hence, it is important that the permutation matrix (P ) should be an
identity matrix for the pure source separation.
P = G = A ∗W = I (4.4)
In practical applications using ICA, the matrix (P ) would not be an identity
matrix. Hence by simply inspecting the matrix P , it is hard to ascertain the
source separation. Therefore mathematical measures are essential to estimate
the independency of the sources.
4.3.3 Source separation for non-quadratic ICA (Under-
complete and over complete)
In ICA, the main assumption is that the source signals are independent. Many
ICA methods require that the number of source signals is known in advance. The
drawback of most of these methods is that the number of source signals is assumed
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not to exceed the number of recordings (m ≥ n). Even if the mixing process A is
known, it is not invertible, and in general, the independent components cannot
be recovered exactly.
First, let us consider the case where the number of independent components
n is smaller than the number of mixtures, say m. In such a case, performing
ICA on the mixtures directly can cause big problems, since the basic ICA model
does not hold anymore. Using PCA the dimension of the data (mixtures) can be
reduced to n. After such a reduction, the number of mixtures and Independent
Components (ICs) are equal, the mixing matrix is square, and the basic ICA
model holds. The question is whether PCA is able to find the subspace correctly,
so that the n ICs can be estimated from the reduced mixtures. This is not true
in general, but in a special case it turns out to be the case. In PCA, the data
are represented in an orthonormal basis determined by the second order statistics
(covariances) of the input data. Such a representation is adequate for Gaussian
data but non-Gaussian data contain a lot of additional information in its higher
order statistics. So, PCA fails to detect sources with non-Gaussian distribution.
Hence for successful implementation of ICA when the number of recordings may
be greater than the number of independent sources, the number of independent
sources needs to be determined ahead of source separation.
In the case of more sources than sensors, the overcomplete case, successful
separation often relies on the assumption that the source signals are sparsely
distributed either in the time domain, frequency domain, or in the time-frequency
domain. In bio signal analysis like sEMG, when signals are recorded, most of
the times the number of recording channels corresponds to the active muscles
being measured, with no spare recording to account for the artefact. If the
artefact was to be removed using ICA, the source of the artefacts would be another
independent source, and in such a situation, the number of sources would exceed
the number of recordings. To overcome the difficulty of separation of signals,
when the number of sources exceeds the number of recordings, an alternate to the
entropy based ICA is the use of BSS using clustering. Zibulevsky et al. (Bofill
and Zibulevsky, 2001; Zibulevsky and Pearlmutter, 2001) showed that during
the overcomplete case (number of sources exceeds number of recordings) audio
recordings can be separated by making the data sparse. It is often the density
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of the sEMG that carries the information related to the activity of the specific
muscle and making it sparse may alter the information content of the signal. In
applications where the muscle is weakly active and the signal strength is small,
this may provide a solution. Hence preliminary analysis was performed to verify
the separation of sparse overcomplete data using Zibulevsky’s technique
4.3.3.1 Preliminary analysis using Zibulevsky’s method
A signal is considered sparse, when values of most of the samples of the signal
do not differ significantly from zero. These are from sources that are minimally
active. Zibulevsky et al. (Bofill and Zibulevsky, 2001; Zibulevsky and Pearlmut-
ter, 2001) have demonstrated that when the signals are sparse, and the sources of
these are independent, these may be separated even when the number of sources
exceeds the number of recordings (Bofill and Zibulevsky, 2001; Zibulevsky and
Pearlmutter, 2001). The sEMG was recorded from muscles of the right arm while
performing simple finger posture (gesture), where the muscles were minimally
activated at 5% Maximum Voluntary Contraction (MVC). Figure 4.1 explains
the one Channel sEMG Recording of finger movements and the corresponding




















Figure 4.1: Example of one Channel EMG Recording of finger movements and
the Histograms
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Figure 4.2: Two Channel Sparse EMG Recordings and the respective Histograms
experiment was to justify the underlying theory of the use of ICA for separation
of the sEMG signals. This will determine if it is appropriate to assume that the
sources of Motor Unit Action Potentials (MUAPs) can be considered as inde-
pendent. For this purpose, the sEMG recordings were first made sparse. The
recorded signals were analysed with the aim to make the data sparse and suitable
for Zibulevsky’s technique. The signals were initially filtered with Butterworth
filter of order four so that the energy of the signal after filtering was maintained
at 90%. Corresponding histograms were plotted and compared with the original
histograms to make sure that they maintained the similar shape (Gaussian func-
tion) as shown in Figure 4.1 and Figure 4.2. Scatter plotting was done by the
resultant sparse signals. These were visually observed to identify the number of
sources.
4.3.3.2 Results and observations
Figure 4.3 shows the scatter plot of the sparse recorded sEMG signals. The
sparseness of the sEMG recordings was observed from the histogram plot. While
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the original data was modestly sparse, the signal was made more sparse after
filtering, where nearly 12% of the energy was removed (based on one σ). From
the scatter plot (Figure 4.3) it can be visualised that there are no distinguishable
lines in the directions of the basis vectors, which shows that even when sEMG
is recorded from minimal contraction and filtered, the data is not suitable to
determine the number of independent sources in sEMG recordings.











Figure 4.3: Scatter plot of Sparse data using Zibulevsky’s Sparse Decomposition
Technique
The results demonstrate that sparse decomposition technique is not capable
of identifying the independent sources in sEMG recordings. This could suggest
that either the signal was not sparse enough even after the filtering, or the sources
are not independent, or the number of sources was very large. Hence a proper
source separation techniques and measures are essential to address these issues




This chapter has reported the four major issues related to source separation of
ICA:
• Permutation and amplitude ambiguity
• The iterative nature of ICA
• Estimation of number of sources based on dependency and independency
nature of the signals to be identified and
• Source separation for non-quadratic ICA (Undercomplete and over com-
plete)
To separate the real time signals, it is effective to transform the signals into
time-frequency domain. The difficult point in these approaches is the ambiguity
of the permutation and amplitude which is unavoidable in original ICA problem.
Since the basic ICA approaches cannot solve these ambiguity, there is a need for
a better approach to solve them.
The preliminary experimental results shows that techniques such as Zibulevsky’s
sparse decomposition technique method are not able to identify the number of
source in sEMG recordings. The reason for this could be either because there
are very large numbers of independent sources, or that sEMG signal, even at
extremely low levels of contraction and after filtering, is not sparse enough. The
preliminary results showed that, there need to be proper separation measures re-
quired to separate the low level muscle activities. In the following two chapters,
techniques to mitigate the above issues of ICA have been proposed.
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Chapter 5
Separation of sEMG using ICA
for gesture identification
5.1 Introduction
Hand actions and maintained gestures are a result of combined contraction of
multiple muscles in the forearm. There are numerous possible applications that
are based on reliable identification of hand gestures including prosthesis control,
human computer interface and games. Three major modes of identification of the
hand gestures are;
(i) mechanical sensors e.g. - sensor gloves (Schlenzig et al., 1994)
(ii) vision data with video analysis (Erol et al., 2007; Pavlovic et al., 1997;
Schlenzig et al., 1994; Sudderth et al., 2004; Yang and Ahuja, 1998; Zaletelj
et al., 2007) and
(iii) muscle electrical activity (Barreto et al., 2000; Chan and Englehart, 2005;
Pah and Kumar, 2004)
The use of glove requires an external device while the video sensing is depen-
dent on lighting conditions and unsuitable for very small gestures. These two
techniques are also not suitable for prosthesis control where the user may be an
amputee and may not have a hand. Surface Electromyography (sEMG) is the
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electrical recording of the muscle activity from the surface. It is closely related
to the strength of muscle contraction and does not suffer from the limitations of
the other two modalities.
Surface EMG is related to the motor activity and thus an obvious choice for
control of the prosthesis and other similar applications. Many attempts have been
made to use sEMG signal as the command to control the prosthesis (Doerschuk
et al., 1983; Zardoshti-Kermani et al., 1995), but to obtain a reliable command
signal, the muscle needs to have high level of contraction and with only one
primary muscle being active. These techniques are not suitable for gestures where
the muscle activity is small and there are multiple muscles active simultaneously
such as during maintained hand gestures. This is largely attributable to the high
level of cross-talk and low signal to noise ratio, both of which are more significant
when the muscle activation level is low.
To reliably identify the small movements and gesture of the hand, there is
a need to decompose sEMG into muscle activity originating from the different
muscles. Spectral and temporal filtering is not suitable for this purpose, be-
cause of overlapping spectrums and simultaneously active muscles. Blind Source
Separation (BSS) techniques have recently been developed and these provide a
solution for such a situation. BSS techniques such as Independent Component
Analysis (ICA) have found numerous applications in audio and biosignal pro-
cessing disciplines. Decomposition of sEMG into Motor Unit Action Potentials
(MUAP) originating from different muscles and motor units has been reported
in 2004 (Nakamura et al., 2004). Researchers have also demonstrated the use
of ICA for separation of other biosignals such as Electroencephalogram (EEG)
(Jung et al., 2001). The approaches of Jung et al (Jung et al., 2000) and Djuwari
et al (Djuwari et al., 2003) are based on using the mixing matrix as an indica-
tor of the relative location of the active sources and these remain unchanged for
an individual. Using this technique, three hand actions could be identified with
100% accuracy (Naik et al., 2006, 2007).
However, the system was not found to be very reliable when the number of
hand gestures to be classified is greater than 3. The accuracy of classification for
6 gestures was only about 65% (Djuwari et al., 2008; Naik et al., 2007). It was
observed that one difficulty associated with the use of ICA is that it is an iterative
62
5.2 Surface EMG and its relevance to ICA
process and because the initialisation is largely random, the final outcome has a
randomness associated. Because of this reason, the outcome of the separation is
not optimum. The quality of the separation has an associated randomness. This
results in reduced reliability when the separated signals are classified. This chap-
ter deals with a technique to overcome the above-mentioned limitations of ICA
based sEMG decomposition. The proposed technique overcomes the randomness
associated with ICA by multiple repetition (multi run ICA) of estimation of the
unmixing matrix and selecting the best unmixing matrix based on the highest
Signal to Interference Ratio (SIR). This selected matrix is then used to decom-
pose the sEMG and the decomposed sEMG is then classified to identify the hand
gestures.
This chapter reports the experiments conducted where this multi-run ICA
was used to separate the sEMG recordings into muscle activity. A comparative
to demonstrate the improvement in the results has also been provided.
Section 5.2 reports on the brief discussion on surface EMG and its relevance
to multi run ICA. Section 5.3 reports the experiments and the results that inves-
tigated hand gesture identification for low level of muscle activity using multi run
ICA of sEMG. Finally, Section 5.4 summarizes the proposed gesture identification
method that uses ICA and sEMG for identifying gestures.
5.2 Surface EMG and its relevance to ICA
Surface EMG is a non-invasive recording that requires relatively simple equip-
ment, which makes it suitable for numerous applications (Basmajian and Deluca,
1985). The close relationship between sEMG and the force of contraction of the
muscle is useful for a number of applications such as sports training and machine
control. Surface EMG is a result of the superposition of a large number of MUAP.
These are transients, not correlated in time and originate from different sources
that are spatially separated and the electrical characteristics of the surrounding
tissues are non-linear.
Surface EMG recordings provide a practical mean to record from several mus-
cles simultaneously but tend to be unreliable, i.e. recordings from a subject per-
forming the same movement repetitively tend to have considerable trial-to-trial
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variability. Surface EMG recordings are also affected by “cross-talk” whereby
several muscles may contribute to the recording of a given electrode, making the
source of the signal difficult to be identified. Recently, ICA has been proposed
as a method to analyze sEMG recordings, which addresses many of these con-
cerns. One property of the sEMG is that the signal originating from one muscle
can generally be considered to be independent of other bioelectric signals such as
ECG, Electrooculargram (EOG), and signals from neighbouring muscles. This
opens an opportunity to use ICA for the separation of sEMG signals.
5.2.1 Suitability of ICA for decomposing sEMG
The suitability of ICA to separate the signals originating from different sources
is based on the following assumptions:
• The sources are independent.
• The signals are non-Gaussian,
• The sources are stationary (relative to the recorder) and
• Signal propagation delay is negligible
Below are the arguments demonstrating that muscle electrical activity at low
level of muscle contraction satisfies each of the above criteria.
• Each muscle is a set of motor units that is well separated from the other
muscles and hence each muscle can be assumed to be an independent source.
• At low level of contraction, the muscle activity can be assumed to be made
of independent MUAP that are individual pulses and thus the finite sum of
these are non-Gaussian.
• At low level of muscle contraction, the length and position of the muscles
with respect to the skin and other muscles remains stationary and hence
with respect to the recording electrodes.
• Volume conduction in tissue is essentially instantaneous (Jung et al., 1999;
Mckeown et al., 1999).
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Based on the above, earlier research has developed and reported the technique
where the unmixing matrix is estimated using ICA (Naik et al., 2006, 2007). Using
this unmixing matrix, sEMG recordings can be decomposed on an ongoing basis
for a given electrode position. The vector consisting of RMS values averaged
over the duration of the action are representative features of the action. Other
researchers (Jung et al., 1998, 1999) have reported success in the use of this
approach to decompose EEG data.
The preliminary work (Table 5.4) has demonstrated that the reliability of this
technique becomes very low when the number of complex gestures is greater than
3. This is attributable to one major shortcoming of this approach which is the
randomness associated with the iterative process. There are two major techniques
proposed in literature for improving the outcome of an iterative learning method;
• By reducing the tolerable error, and
• Changing the cost-function
The preliminary work demonstrates that the choice of cost-function was crit-
ical (Table 5.4). The results also demonstrate that reduction of the tolerable
error during training beyond the learning, does not appear to have an impact on
reduction of the error. From the above, it is evident that, choice of cost function
and reduction of error during training are not able to solve the problem and there
is a need for identifying a technique that can be used to optimise the unmixing
matrix estimated using ICA.
5.3 Multi run ICA for gestures
The repetition of the ICA iteration would lead to a converging number of unmix-
ing matrices. This suggests that if the order ambiguity associated with ICA was
to be ignored, a set of finite repetition of ICA (such as FastICA algorithm) would
result in the estimation of all possible unmixing matrices. Based on this principle,
this research proposes to estimate all possible unmixing matrices for a given set
of mixture of source signals and using a quality of separation as the criterion, to
compute the best estimate. While there are number of measures of quality, the
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most suitable measure for quality of separation of biosignals is SIR. SIR as a cost
factor is a very efficient criterion for reducing the effect of cochannel interference
(Cichocki and Amari, 2002). SIR is the ratio of the power of the wanted signal to
the total residue power of the unwanted signals. This performance index could
be used for full-rank or non-full rank analysis. To determine the efficacy of using
SIR for an application, the quality of separation on synthetically mixed data have
been studied, where the original source signals sj(j = 1, ..., N), the mixing matrix
A, the observations be xi(i = 1, ...,M), the estimated unmixing matrix W , and
the estimated source signals yj(j = 1, ..., N) all are available.
For real world problems, there is no access to the original signals sj and the
mixing matrix A. In this scenario the computation of the SIRestimate would be
the SIR for real world data. Taking into account that the Global transfer function
of the mixing-separating system can be defined as G = A ∗W , one can formulate
the SIR (Cichocki and Amari, 2002) of the estimated signals as
SIR = SIRestimate = 10log
E{(gjj ∗ s2j}
E{(∑Nk=1,k 6=j gjk ∗ sk)2 , j = 1, ..., N (5.1)
where, E{.}, ajj and gjk are the mathematical expectation operator, the mixing
matrix and value of the Global matrix parameter respectively.
The best unmixing matrix is selected based on the computation of the highest
SIR of the repeated mixing matrices. The best unmixing matrix thus identified,
then represents the model of sEMG recording at the site and is to be maintained
for the specific electrode location. The output of this unmixing matrix is an
estimate of activity of the different muscles associated with the action or ges-
tures. RMS values of these estimated muscle activity are indicator of the relative
strength of contraction of the muscles and can be used to identify the action that
corresponds to the recorded sEMG using a suitable supervised classifier.
Based on the above, this chapter reports an sEMG based action identification
system that is suitable when muscle activity is low and there are multiple muscles
that are simultaneously active for that action. The system is based on multi run
ICA that identifies a suitable unmixing matrix based on SIR, and classifies the
RMS of the separated muscle activity using a Backpropogation Neural Network
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(BPN).
5.3.1 Experimental setup
The hand gesture experiments were conducted to classify low level of muscle
activities to identify hand gesture using a combination of ICA, known muscle
anatomy and neural network configured for the individual. The proposed system
consists of following steps which is shown in Figure 5.1 and explained in the
following section.
Figure 5.1: Multi run based Hand gesture recognition methodology Block diagram
5.3.1.1 Subjects
Seven healthy subjects (six males and one female) with the following attributes
volunteered to participate in this study.
• Mean age 26.6 ± 2.05 years
• Mean weight 70.6±6.56 kg
• Mean height 170.6 ± 7.42 cm.
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The participants’ inclusion criterion was;
1. No history of myo or neuro-pathology, and
2. No evident abnormal motion restriction
Only right-hand dominant participants were included in this study. Experiments
were conducted after receiving approval from RMIT University Ethics Commit-
tee for Human Experiments. Each participant was given an oral and written
summary of the experimental protocol, purpose of the study and was asked to
sign a consent form prior to participation.
Figure 5.2: Placement of the Electrodes over the skin of the forearm
5.3.1.2 Surface EMG Recording Procedures
Surface EMG recordings were obtained using a proprietary surface EMG acquisi-
tion system by DELSYS (Boston, MA, USA). The parallel-bar EMG sensor was
used for sEMG recording. Each channel is a pair of differential electrodes with
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a fixed inter-electrode distance of 10mm and a gain of 1000 (Figure 5.2). The
sEMG signal was bandpass filtered with cut-off frequency between 20-450Hz. Be-
fore placing the electrodes, the subject’s skin was prepared by lightly abrading
with skin exfoliate to remove dead skin (Basmajian and Deluca, 1985). This was
done to reduce the skin impedance to less than 60 kOhm. Skin was also cleaned
with 70% v/v alcohol swab to remove any oil or dust on the skin surface. Stan-
dard isometric manual muscle testing was performed to verify electrode placement
(Basmajian and Deluca, 1985; Fridlund and Cacioppo, 1986).
5.3.1.3 Muscles studied
Four muscle groups in forearm were chosen for this study: Brachioradialis, Flexor
Carpi Radialis (FCR), Flexor Carpi Ulnaris (FCU) and Flexor Digitorum Super-
ficialis (FDS). These muscles play an important role in wrist and finger flexion
movements (Palastanga et al., 2002). The Table 5.1 shows the function of each
muscle.






Flexor Carpi Abduction and
Ulnaris(FCU) flexion of wrist
3
Flexor Carpi Abduction and
Radialis (FCR) flexion of wrist
4
Flexor Digitorum Finger flexion while
Superficialis (FDS) avoiding wrist flexion
5.3.1.4 Experimental Protocol for hand gesture recognition
Hand gesture experiments were conducted, where sEMG from the four electrode
pairs were recorded when the participant maintained specific wrist and finger
flexion (Table 5.2 and Figure 5.3). The electrodes were placed on the muscles of
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Figure 5.3: Six gestures performed during the experiment
Table 5.2: List of six wrist and finger flexion actions
Gesture Action
Gesture 1 Wrist flexion
Gesture 2 Finger flexion-ring and the middle finger together
Gesture 3 Wrist flexion towards little finger
Gesture 4 Wrist flexion towards thumb
Gesture 5 Finger and wrist flexion together
Gesture 6 Finger and wrist flexion towards little finger
the forearm as shown in Figure 5.2. Each flexion was maintained for 7-8 seconds.
The duration of each run of the experiment was 120 seconds. The experiment
was repeated for three times and for 2 days.
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5.3.2 Data signal analysis
The data was analyzed to compare the performance of multi run ICA based un-
mixing matrix that has been optimized using SIR with the performance of general
ICA based sEMG separation and that of unseparated sEMG for identifying fin-
ger and wrist flexion. The length of each sEMG segment was approximately 2500
samples (2.5 seconds) and this corresponds to the duration of each action.
5.3.2.1 SIR computation
An example of the variations in the values of SIR when using the same signal
files and using the same ICA algorithm is shown in Table 5.3. From this Table,
it is observed that there is a very large variation (in this example) ranging from
11.4 dB to 44.3 dB, and this clearly indicates that if the unmixing matrix is
chosen without considering SIR, the quality of the output may have a high level
of variability.
Table 5.3: SIR values for multi run ICA.











For hand gesture recognition analysis, the mixing matrix with highest SIR
(SIR= 44.3187 dB) was selected. The selected mixing matrix was kept constant
throughout the experiment. The independent sources of MUAPs that mixed to
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Figure 5.4: Estimated four channel source signals ˆs(t) from a four channel record-
ing x(t) for one of the hand gesture actions using FastICA algorithm
make the sEMG recordings were estimated using the following equation.
s =Wx (5.2)
Four sources sa, sb, sc and sd were estimated for each experiment. A source sep-
aration example using multi run ICA is shown in Figure 5.4. RMS was computed







This results in one number representing the muscle activity for each channel for
each hand action. RMS value of muscle activity of each source represents the
muscle activity of that muscle and is indicative of the strength of contraction.
5.3.2.2 Statistical analysis using Manova
The preliminary analysis of ICA resulted in low classification rate for six different
gestures (Table 5.4). Hence prior to classification of the RMS values of muscle
activities using the multi run ICA, the statistical analysis was performed to verify
the feasibility of RMS values for further classification.
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Multivariate Analysis of Variance (MANOVA) was used to analyze the means
of multiple variables and to determine whether the mean of these variables differ
significantly between classes. MANOVA is an extension of One-Way Analysis of
Variance (ANOVA) and is capable of analyzing more than one dependent variable.
MANOVA measures the differences for two or more metric dependent variables
based on a set of categorical variables acting as independent variables (Hair et al.,
2006). MANOVA was used in the experiments to investigate the separation from
six classes of multi run hand gestures and six classes for traditional ICA.



















Figure 5.5: Grouped scatter plot of first two canonical variables (c1= first canoni-
cal variable, c2 = second canonical variable) computed from the 6 classes of RMS
features using traditional ICA.
• Manova for traditional ICA based gestures
MANOVA analysis were used for determining the separation of the different
targets (classes). Canonical analysis identifies the linear combinations of mean-
centered variables and was performed to find the variables with largest separation
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between groups. The MANOVA results were analysed using two statistical pa-
rameters, “p” and “d” which combine the mean and variance information of the
data. From the results, it is observed that RMS of the sEMG data for the given
six actions is only two dimensional data and there is overlapping class separa-
tion. This is also observed from Figure 5.5. This indicated that the six classes of
traditional ICA RMS features were not separable.
• Manova for Multi run ICA based gestures





















Figure 5.6: Grouped scatter plot of first two canonical variables (c1= first canoni-
cal variable, c2 = second canonical variable) computed from the 6 classes of RMS
features using multi run ICA
Manova analyses were used for determining the separation of the different
targets (classes) to determine the reliability of using such a technique. Canonical
analysis identifies the linear combinations of mean-centered variables and was
performed to find the variables with largest separation between groups. Figure
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5.6 below shows the grouped scatter plot of RMS for Participant 1. The Manova
results were analysed using two statistical parameters, “p” and “d”. The first
output, p, is a vector of p values for a sequence of tests. The first p value tests
whether the dimension is 0, the next whether the dimension is 1, and so on. For
Multi run ICA hand gesture experiments all the five p values were very small,
which indicated the dimension of 5 for selected six classes. The second output,
d, is an estimate of the dimension of the group means. If the means were all
the same, the dimension would be 0, indicating that the means are at the same
point. If the means differed but fell along a line, the dimension would be either
4 or 5. The hand gesture experimental analyses resulted in the dimension value
5, which is the largest possible dimension for the means of six groups. These
Manova results justified the clear class separation. From this (Figure 5.6) it is
observed that there is no overlapping between classes of different RMS features.
This indicated that the six classes of multi run ICA RMS features are separable.
5.3.2.3 The classification data
To determine the efficacy of multi run ICA, sEMG recordings were analyzed under
the three conditions;
• When sEMG was not separated,
• When sEMG was separated using ICA and
• When sEMG was separated using multi run ICA
These are described below:
1. RMS of the unseparated sEMG was computed for each actions, and 4 ran-
domly selected examples out of the 12 were used to train the BPN. This
was then tested using the balance 8 examples and the results were recorded.
The training and testing was done for each subject.
2. sEMG was separated using FastICA algorithm and computing RMS for the
separated muscle activity for each of the actions. Similar to previous case,
4 examples were randomly selected for the purpose of training, and the
balance 8 was used for testing. This was repeated for each subject.
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3. sEMG was separated using multi run ICA by repeating the estimation of
unmixing matrix using the same signals and the system was initialised ran-
domly each time prior to computing the ICA. Preliminary experiments re-
vealed that after 10 repetitions, the mixing matrices began to repeat and
hence the multi run ICA was performed for 10 runs. FastICA algorithm
was used for these experiments, but it should be mentioned that this is a
general approach and is suitable for other similar ICA algorithms as well.
Example of the SIR values for the multi run ICA for hand gesture experi-
ments are shown in Table 5.5. Similar to previous case, four examples were
randomly selected for the purpose of training, and the remaining eight was
used for testing. This was repeated for each subject.
The data was classified using BPN that consisted of two hidden layers with
a total of 20 nodes selected iteratively. Back propagation gradient descent ANN
training algorithm with sigmoid threshold was used for training and testing. Dur-
ing testing, the ANN with weight matrix generated during training was used to
classify RMS of the muscle activity. The input to the BPN was the four values
of RMS corresponding to each of the actions and the target was a number 1 to 6
corresponding to the action number (Gesture 1 to Gesture 6). The output of the
BPN during testing was recorded and compared with the known action. Perfor-
mance was measured by determining the error during the testing, 0 if the output
was same as known action and 1 if the output was different corresponding to the
output being erroneous.
5.3.3 Experimental results
5.3.3.1 Preliminary Experimental results using Traditional ICA
The classification of sEMG after pre-processing using ICA based separation for
six hand gestures are presented in Table 5.4. The accuracy was computed based
on the percentage of correct classified data points to the total number of data
points. The experiments were repeated for different number of hand gestures to
be classified. When the number of hand gestures was three, the system was able
to classify the sEMG recordings with 100% accuracy for all the experiments. The
overall accuracy dropped to 85% for four hand actions, 73% for five actions and
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Table 5.4: Overall (average) results for different Hand Gesture experiments using
ICA
Six Gestures performance















































Figure 5.7: The overall results for different Hand Gestures
65% for six respectively. This indicate that cross talk among different muscles are
more when more hand gestures are involved. The results demonstrate that as the
number of hand actions to be classified increases, the accuracy of classification
reduces (Table5.4). The overall results are presented in the form of the bar plot
as shown in Figure 5.7.
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5.3.3.2 Experimental results using multi run ICA
The overall average results (seven subjects) of the experiment on six different
hand gestures are shown in Table 5.5. The overall results are considered for three
methods:
• Method 1 - Classification results for hand gestures using Raw sEMG (with-
out using ICA)
• Method 2 - Classification results for hand gestures using traditional ICA
• Method 3 - Classification results for hand gestures using multi run ICA
The raw EMG results (Method 1) shows an overall efficiency of 60% for all
the experiments. The results of classification after sEMG was separated using
ICA, (Method 2) indicates that the system accurately classified the action 65%
of the times (average). From the results of classification of sEMG using multi run
ICA (Method 3), it is observed that the average accuracy of classification using
Table 5.5: Overall classification results (average) for multi run ICA hand gesture
experiment
Gestures
Method 1 Method 2 Method 3
Day1 Day2 Day1 Day2 Day1 Day2
Wrist flexion
60% 60% 65% 65% 99% 99%
Finger flexion-ring and 60% 60% 65% 65% 99% 99%
the middle finger together
Wrist flexion towards 60% 60% 65% 65% 99% 99%
little finger
Wrist flexion towards 60% 60% 65% 65% 99% 99%
thumb
Finger and wrist 60% 60% 65% 65% 99% 99%
flexion together
Finger and wrist 60% 60% 65% 65% 99% 99%
flexion towards little finger
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Multirun ICA Traditional ICA Raw sEMG
Figure 5.8: The overall results showing hand gesture identification for 7 subjects
using multi run ICA
multi run ICA is 99%. The overall results are shown in the form of the bar plot
in Figure 5.8. The detailed results are tabulated in Appendix A.
5.3.4 Validation of results using Global matrix analysis
One measure to test the quality of separation is to determine the dominant values
and sparseness in the Global matrix. Global matrix for ICA are generated by
multiplying unmixing matrix of signals from one time window, Wp, with the
inverse unmixing matrix of the other time window, Wq. If the separated signals
are independent, each of the unmixing matrices should be the inverse of the
mixing matrix but for ambiguity due to the order and arbitrary scaling (Hyvarinen
et al., 2001; Lee, 1998), and the product of these, the Global matrix should be
sparse with typically one dominant cell in each row and column while the other
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cells should be close to zero (Meyer, 2000). For the dependency nature of the
signals the Global matrix will have more than one dominant values in each row.
To test the efficacy of the use of ICA for sEMG, analysis was performed for
the Global matrix computed during the recordings. Four channels of sEMG that
had been recorded during hand gesture experiments were separated using Fast
ICA algorithm and the unmixing matrices were estimated for a series of time
windows. Below are two matrices corresponding to two set of time frames, one
during traditional ICA case and another during multi run ICA experiment. From
the traditional ICA matrix it is observed that there are more than one dominant
values in each row indicating dependency in source, where as from the multi run
ICA matrix, it is observed that, there is only one dominant cell in each row and
column and the others are close to zero, and thus the matrix is sparse. This





0.8595 -0.8527 −0.3980 0.1114
1.1980 -1.3097 −0.5811 0.3918
0.3553 0.7316 -1.1715 1.0842








−0.0257 1.0128 −0.1960 −0.0542
0.0342 0.0980 -1.7015 −0.0529
0.8056 −0.0056 0.0244 0.0413




These results clearly justify that multi run ICA is able to isolate four indepen-
dent sources from the four channel hand muscle recordings. From these trials, it
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is also evident that one shortcoming with the use of ICA is the ambiguity related
to the order of the outputs. The other ambiguity is due to the arbitrary scaling
making the absolute value of the output arbitrary. To overcome these issues,
this research proposed the estimation of the unmixing matrix only once for an
individual and with the help of this, to train a supervised neural network with
the targets being the known actions. It is proposed that this unmixing matrix
be used for identifying the hand actions. Such a scheme would be extremely fast
and is unsupervised because during operations the computations are feed forward
only using the pre-estimated unmixing matrix and pre-trained neural network.
The above analysis demonstrates the importance of Global matrix analysis
for source separation and identification in ICA. The results shows that the above
analysis could be used as a pre-requisite tool to measure the reliability of the
system. The similar analysis which are performed for facial sEMG to identify
different vowel utterances are explained in Appendix C.
5.4 Conclusions
In this research, a technique is proposed to classify small level of muscle activities
to identify six different gestures using a combination of ICA and neural network
configured for the individual. From the multi run ICA experimental results, it is
evident that classifying sEMG against 6 different finger and wrist flexion actions
without any separation gives poor results of only 60%, while after separation
using ICA, there is only a small improvement to 65%. Using multi run ICA,
there is a substantial improvement and the accuracy of the system increases to
99%.
The reason for this is due to randomness associated with the estimation of un-
mixing matrix using ICA, and the variation in the quality of separation measured
with SIR is very large varying from a low of 11.4dB to a high value of 44.3dB.
A result of this large variation that the resultant classification has a high level of
variation and results in an overall poor accuracy in the classification.
This research work has compared the outcomes of using sEMG without sepa-
ration, using sEMG after separating using ICA, and sEMG separated using multi
run ICA. The results indicate the very poor accuracy using unseparated sEMG
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and sEMG after ICA, and this is attributable to the high level of cross-talk,
noise and low signal strength. The poor accuracy using ICA is also indicated
from Table 5.4 which demonstrates that the quality of separation using ICA can
be highly variable. Multi run ICA overcomes this shortcoming of ICA and the
results clearly show that there is a marked improvement from 65% to 99%.
Multi run ICA based system requires only 4 set of electrodes that can be easily
mounted by the user and trained using 4 examples of the actions. Such a system
is easy to train and use, making it suitable for an individual without expert
assistance. There are number of possible applications of such a system including
human computer interface for the elderly, the weak and people with special needs.
The small number of electrodes makes it also suitable for prosthetic control where
the electrodes may be easily placed above the amputation point. Such a system
gives a natural and seamless means of giving commands or controlling devices.
While this research work reports experiments conducted for finger and wrist
flexion, this technique is suitable for the analysis of other actions and postures
where cross-talk due to overlapping muscles is an issue such as when studying
muscles of the lower back.
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Identification of number of
sources using ICA
6.1 Introduction
In chapter 3 and 4 various techniques for source separation, identification and
issues related to Independent Component Analysis (ICA) have been thoroughly
discussed. This chapter proposes a new measure to identify the number of inde-
pendent sources in an unknown (under-complete ICA situation or overcomplete)
situation using ICA of sEMG and validates the results using Audio signal ICA
analysis. The proposed technique uses the determinant of the Global matrix gen-
erated during sub band ICA estimation. The chapter also discusses the scenario
where, after determining the numbers of independent sources, and by randomly
removing the extra recordings, it is possible to separate the sources with high
quality of separation using standard ICA techniques such as FastICA.
Experiment consisted three parts: Section 6.2 reports on the first part of the
experiments that investigated the mathematical properties of ICA for identifying
number of sources in Surface Electromyography (sEMG) recordings. The source
separation was performed with sub band ICA for eight channel sEMG data.
The mathematical properties of ICA were investigated using the determinant of
the Global matrix and Frobenius norm. The performance of the ICA for source
identification was evaluated empirically. Section 6.3 reports on the validation part
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of the section 6.2. The source identification and separation measures of ICA with
bio signals like sEMG were validated using the audio sources. Section 6.4 reports
on the third part of the experiments that investigated the dimensional reduction
of sources using standard ICA methods. The source separation was performed for
audio data using ICA. The audio sources were synthetically mixed to provide the
undercomplete ICA scenario. The performances of the ICA for voice recognition
were evaluated experimentally using SIR of Global matrix parameters of ICA.
6.2 Source separation and identification in sEMG
using ICA
The identification of number of active muscles during a complex action is use-
ful information to identify the action, and to determine pathologies. Biosignals
such as sEMG are a result of the summation of electrical activity of a number
of sources. The complexity of the anatomy and actions results in difficulty in
identifying the number of active sources from the multiple channel recordings.
ICA has been applied to sEMG to separate the signals originating from different
sources. But it is often difficult to determine the number of active sources that
may vary between different actions and gestures.
To accurately and reliably capture clinically relevant episodes in a pervasive
health care monitoring system, multiple sensors are required to measure both
physiological and contextual information. There is need to identify the pattern of
muscle activity responsible for maintained posture or activity. There are number
of applications for such information such as determining back muscle activation
for posture related disorders, for sports training and for human computer interface
by identifying wrist and hand actions. It is logical to study sEMG for identifying
the active muscles because it is non-invasive and easy to record. However, sEMG
is a noisy signal where it is difficult to identify the differences of activity originat-
ing from different muscles. There is spectral and temporal overlap of the activities
making it not suitable for filtering. Commonality of shape of Motor Unit Action
Potential (MUAP) from the different muscles makes correlation-based techniques
unsuitable for the analysis. Thus it is difficult to estimate the number of active
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muscles from sEMG recordings. It is not possible to build precise models of either
the system or the sources, making the task of identifying the number of active
sources ‘blind ’.
Most ICA algorithms assume that the number of sources equals to the num-
ber of observations (so that the mixing/un mixing matrix is square and can be
easily estimated). However, this equality assumption is in general not the case in
biosignal processing applications, where more number of muscles can be activated
for a simple hand gesture and the number of sources (muscles) can be different
from the number of recordings. This section reports research conducted to eval-
uate the use of ICA for the separation of bioelectric signals when the number of
active sources may not be known. The research proposes the use of value of the
determinant of Global matrix generated using sub band ICA for identifying the
number of active sources.
6.2.1 Experimental setup
Controlled experiments were conducted, where subjects were asked to perform
three different hand actions. Based on the assumption that the muscle contraction
is small during the hand actions, ICA algorithm was used to estimate the sources
for each sub band components:
6.2.1.1 Subjects
Five healthy subjects (Four males and one female) volunteered to participate in
this study. Mean age was 26.6 ± 2.05 years; mean weight 70.6±6.56 kg; and
mean height was 170.6 ± 7.42 cm. The participants’ inclusion criterion was;
1. No history of myo or neuro-pathology, and
2. No evident abnormal motion restriction
Only right-hand dominant participants were included in this study. Exper-
iments were conducted after receiving approval from RMIT University Ethics
Committee for Human Experiments. Each participant was given an oral and
written summary of the experimental protocol and purpose of the study and was
asked to sign a consent form prior to participation.
85
6.2 Source separation and identification in sEMG using ICA
Figure 6.1: Placement of Electrodes for Hand gesture Experiment.
6.2.1.2 Surface EMG Recording Procedures
Surface EMG recordings were obtained using a proprietary surface EMG acquisi-
tion system by DELSYS (Boston, MA, USA). The parallel-bar EMG sensor was
used for sEMG recording. Each channel is a pair of differential electrodes with
a fixed inter-electrode distance of 10mm and a gain of 1000. The sEMG signal
was bandpass filtered with cut-off frequency between 20-450 Hz. Prior to plac-
ing the electrode, skin of the participant was prepared by shaving (if required)
and exfoliation to remove dead skin. Skin was cleaned with 70% v/v alcohol
swab to remove any oil or dust from the skin surface (Basmajian and Deluca,
1985). Standard isometric manual muscle testing was performed to verify elec-
trode placement (Basmajian and Deluca, 1985; Fridlund and Cacioppo, 1986).
Eight electrode channels were placed over four different assumed muscles (two
electrode channels on each muscle), electrode placement diagram for the hand
gesture experiment is shown in Figure 6.1
6.2.1.3 Muscles studied
Six muscle groups in forearm were chosen for this study: Brachioradialis, Flexor
Carpi Radialis (FCR) Flexor Carpi Ulnaris (FCU), Flexor Digitorum Superficialis
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(FDS). Palmaris Longus and Pronator Teres. These muscles play an important
role in wrist and finger flexion movements (Palastanga et al., 2002). The Table
shows the function of each muscle.







Flexor Carpi Abduction and
Ulnaris(FCU) flexion of wrist
3
Flexor Carpi Abduction and
Radialis (FCR) flexion of wrist
4
Flexor Digitorum Finger flexion while




Pronator Teres Pronation of forearm
6.2.1.4 Experimental Protocol
Three different hand actions were performed and repeated 12 times at each in-
stance. Each time, raw signal sampled at 1024 samples/second was recorded.
Markers were used to obtain the muscle contraction signals during recording.
The actions were complex to determine the ability of the system when similar
muscles are active simultaneously. The three different hand actions are performed
and are listed below:
• Wrist flexion
• Finger flexion and
• Finger and wrist flexion together but normal along center line.
These hand actions were selected based on small variations between the muscle
activities of the different digitas muscles situated in the forearm.
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6.2.2 Surface EMG signal processing
The experiments were conducted to obtain three sets of data- independent sources,
dependent sources, and double dependent sources. For this purpose, eight chan-
nels of sEMG were recorded during three hand actions. These eight channels
depicted four independent sources (Table 6.2). During the recording the sensors
can pick up the other source information, hence in reality there were at least six
or more muscles involved which made it to a typical overcomplete ICA problem.
The muscles that involved in different hand actions are listed in Table 6.1: Three
classes of recordings were identified using a combination of 4 channels at a time
(refer Table 6.2). These data were further analysed using sub band ICA Global
matrix analysis.
Table 6.2: Channel selection for three different classes (Independency, Depen-
dency and Double dependency) for ICA Global matrix analysis.
Channel Selection Classes Involved
(1, 3, 5, 7) Independent
(2, 4, 6, 8) Independent
(3, 4, 6, 8) Dependent
(5, 6, 3, 7) Dependent
(3, 4, 7, 2) Dependent
(1, 2, 3, 4) Double Dependent
(5, 6, 7, 8) Double Dependent
6.2.2.1 Global matrix Analysis
To measure the quality of the separation of hand gesture muscle activities and to
estimate number of sources, the Global matrix analysis was used. The sEMG sig-
nals (wide-band source signals) are a linear decomposition of several narrow-band
sub components: s(t) = [s1(t) + s2(t) + s3(t), . . . , sn(t)]
T where s1(t), s2(t),. . . ,
sn(t) each are 2500 samples in length which are obtained from recorded signals
x1(t), x2(t), . . . ,xn(t) using ICA. The Global matrix is computed using the fol-
lowing equation:
Gpq = Wp ×W−1q (6.1)
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For clear source separation, the Global matrix would be a sparse generalized
permutation matrix P with special structure with only one non-zero (or strongly
dominating) element in each row and each column (Meyer, 2000). In order to
measure the linear dependency and independency, mathematical properties of
ICA mixing and unmixing matrices were investigated.
• Mathematical Methods
Two measures used for mathematical independence are
1. Rank of the matrix
The maximum number or linearly independent row vectors of a matrix A
= [ajk] is called the rank of A, denoted : rank A. In terms of the column
vector, the rank of a matrix A equals the maximum number of linearly
independent column vectors of A. Hence A and its transpose AT have the
same rank i.e
Rank of A = row of rank A = column of rank A.
Rank is a widely used parameter to determine linear dependency and inde-
pendency in a matrix. Rank of the matrix will be less than the matrix size
for linear dependency and rank will be size of matrix for linear indepen-
dency, but in real time source separation problems this couldn’t be assured
yet due to noise in the signal. Hence matrix determinant properties were
investigated.
2. Determinant of the matrix
In linear algebra, a family of vectors is linearly independent if none of them
can be written as a linear combination of finitely many other vectors in the
collection. A family of vectors which is not linearly independent is called
linearly dependent. An alternative method uses the fact that n vectors in ℜn
are linearly dependent if and only if the determinant of the matrix formed
by taking the vectors as its columns is zero. When the number of vectors
equals the dimension of the vectors, the matrix is square and hence the
determinant is defined. Normal ICA methods assume the number of source
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equal to number of recordings. Hence computing determinant is valid for
ICA Global matrix. Unlike rank, determinant gives clear cut off (threshold)
values for independent and dependent parameters. But one of the difficulty
associated with the matrix is normalisation problem, that issue is resolved
by computing the mathematical norm of the determinant values or matrix.
The brief descriptions of norms are explained below:
The norm of a matrix is a scalar value that gives some measure of the magnitude of
the elements of the matrix. The most widely used matrix norms are (i) Frobenius
norm (ii) Trace norm and (iii) Max norm
Frobenius norm is one of the widely used matrix norm. There are several












where A∗ denotes the conjugate transpose of A, σi are the singular values of A,
and the trace function is used. The Frobenius norm is submultiplicative and is
very useful for numerical linear algebra. This norm is often easier to compute
than induced norms, and provides the most effective normalisation values. Hence
for further analysis determinant and Frobenius Norm combinations were used.
6.2.3 Results and observations
The above mathematical analysis (determinant) was performed for all the cases.
The determinant results were normalized using Frobenius Norm. For hand gesture



















Figure 6.2: Three dimensional plot showing the individual matrix elements for
Global matrix (G) during Independent case.
6.2.3.1 Independency
The independent results were evident from the Global matrix (G). The ma-
trix results confirms with one of the dominant values in each row and column.
From the resultant matrix G it is observed that there is clear source separation
when the sources are totally independent. The Matrix results are shown using 3




-1.7555 −0.1522 −0.0608 −0.0665
−0.0806 0.1189 −0.0201 1.2224
−0.0760 0.9003 0.0124 0.0538
−0.1653 −0.0046 0.8451 −0.0054


Determinant (G) = -1.6490, Det. FrobeniusNorm = -0.6628
6.2.3.2 Dependency
From the Global matrix (G) it appears confirmed that there exists more depen-
dent values in the matrix. More dominant values can be seen in matrix G, which
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Figure 6.3: Three dimensional plot showing the individual matrix elements for
Global matrix (G) during Dependent case.
shows the trend of dependency. The results also demonstrate that there could
be influence of sources (muscles) from the adjacent channels during the sEMG





−0.2130 -0.5643 0.5196 −0.0028
0.2245 -0.2497 -0.1832 0.1062
0.0621 −0.0753 −0.0213 -0.5959
0.0660 0.4147 0.5015 −0.1231


Determinant (G) = 0.0858, Det. FrobeniusNorm = 0.0678
6.2.3.3 Double Dependency
In this case, the Global matrix (G) shows the results with more than two depen-
dent values in each row and column of the matrix. The results indicates that
there could be more cross-talk between adjacent sources. The low determinant
results normalized with Frobenius norm justifies the argument. The matrix re-
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0.9955 -1.2131 −0.5903 0.9328
0.4400 0.2165 0.6893 -0.3979
-1.1664 0.9400 2.0976 -2.0100
−0.2226 -0.8282 −0.1252 0.1048
















Figure 6.4: Three dimensional plot showing the individual matrix elements for
Global matrix (G) during Double dependent case.
The overall results for the above analysis are shown in Table 6.3. The same
is well explained with line plot in Figure 6.5 and using bar plot in Figure 6.6.
Where the plot shows the low determinant values for dependency and double
dependency which are well below the independency value results.
Hence threshold value of 0.4 for Frobenius norm is considered, distinction
between independent and dependent sources can be clearly made. A threshold of
0.04 separates between dependent and double dependent sources.
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Table 6.3: Frobenius Norm Determinant results of four channels using ICA Global
matrix analysis











Mean = 0.68096 Mean = 0.072774 Mean = 0.01374
StD = 0.107427 StD = 0.017413 StD = 0.005795






































Independency Dependency Double dependency
Figure 6.5: Plots showing the Frobenius norm determinant results for dependency,
double dependency and independency case
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Independency Dependency Double dependency
Figure 6.6: Bar plot showing the Frobenius norm determinant results for depen-
dency, double dependency and independency case
6.3 Validation of source separation results using
Audio
The audio experiments were conducted to validate the results of ICA with sEMG.
The intent was to determine the values of the determinant of the Global matrix
G and test the hypothesis that these values indicate the number of independent
sources in the recordings.
6.3.1 Experimental setup
As a first step, computer simulations were conducted to determine the difference
in the determinant values of the Global matrix when the sources were;
• Independent
• Dependent
• Double dependent and
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• High level dependent.
For this purpose, four audio source recording were used. The mixtures were
synthesized using defined mixing matrices and known independent audio record-
ings. The mixing matrices for each category have been explained in Table 6.4:
Table 6.4: Type of sources for audio experiments, in each case, there are four
recordings.




High level dependency 1
• Independent (4 independent sources).
Four independent audio recordings s1, s2, s3 and s4 were considered. They
were mixed to produce one independent values in each recordings.
x1 = c11s1 + c12s2 + c13s3 + c14s4
x2 = c21s1 + c22s2 + c23s3 + c24s4
x3 = c31s1 + c32s2 + c33s3 + c34s4
x4 = c41s1 + c42s2 + c43s3 + c44s4
(6.3)
Hence, practically there were four independent sources s1, s2, s3 and s4. ICA
requires square matrix for computing sources. Here, the four equations form
4 × 4 matrix. Hence any standard ICA algorithm can be used to estimate the
independent sources.
• Dependent (3 independent and 1 dependent Source).
For the dependent case, the four instantaneous audio recordings s1, s2, s3 and
s4 were mixed as
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x1 = c11s1 + c12s2 + c13s3 + c14s1
x2 = c21s1 + c22s2 + c23s3 + c24s2
x3 = c31s1 + c32s2 + c33s3 + c34s3
x4 = c41s1 + c42s2 + c43s1 + c44s3
(6.4)
Sources were made dependent on each other by mixing the same source twice
in each equation, i.e ( s1, s4), ( s2, s4), ( s3, s4) and ( s1, s3). Hence, practically
there were three independent sources s1, s2, and s3. The fourth source was
dependent on the other three. ICA assumes number of sources equal to number of
recordings. Hence four equations with same dimensions were formed to estimate
the sources using standard ICA algorithm.
• Double dependent (2 independent and 2 dependent sources).
For the double dependency case, the four instantaneous audio recordings s1,
s2, s3 and s4 were mixed as
x1 = c11s1 + c12s2 + c13s2 + c14s1
x2 = c21s1 + c22s2 + c23s2 + c24s1
x3 = c31s1 + c32s1 + c33s2 + c34s2
x4 = c41s2 + c42s1 + c43s1 + c44s2
(6.5)
Sources were made double dependent on each other by mixing the same source
twice with the other two sources, i.e [( s1, s3) and ( s2, s4)], [( s1, s4) and ( s2,
s3)], [( s1, s2) and ( s4, s3)] and [( s2, s1) and ( s3, s4)]. Hence, practically
there were only two independent sources s1 and s2. The remaining two sources
were dependent on other two or dependent on each other. Hence four equations
of the same dimension ensured proper estimation of sources using standard ICA
algorithm.
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• High level dependent (All dependent sources).
For the extra double dependency case, the four instantaneous audio recordings
were mixed as
x1 = c11s1 + c12s1 + c13s1 + c14s1
x2 = c21s1 + c22s1 + c23s1 + c24s1
x3 = c31s1 + c32s1 + c33s1 + c34s1
x4 = c41s1 + c42s1 + c43s1 + c44s1
(6.6)
Sources were made more dependent on each other by mixing the same source
thrice with the other two sources. Hence practically there is only one independent
source s1 and remaining three sources s2, s3 and s4 were dependent on s1.
All the above experiments were repeated 10 times. FastICA algorithm was
used to estimate the sources and 4 × 4 Global matrix was generated for each of
the experiments. Determinant of the Global matrices were computed and were
normalized using Frobenius Norm.
6.3.2 Results and observations
The values of the normalized determinants (using Frobenius Norm) have been
tabulated in Table 6.5 for all the four categories. Examples of the Global matrix
along with the observations for each of the categories along with the values of the
determinants have been provided below.
• Independent case
The independent results were evident from the Global matrixG. The resultant
matrix gave the results with one of the dominant values in each row and column.
From the resultant matrix G it is evident that, there is a clear source separation
when the sources are totally independent (refer Figure 6.7).
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0.0800 -1.0094 0.0271 0.0927
0.0670 −0.0046 0.0307 -1.2610
0.0143 0.0295 0.8062 0.0273

















Figure 6.7: Three dimensional plot showing the individual matrix elements for
Global matrix (G) during independent case.
• Dependent case
The dependent results were evident from the Global matrix G. The resultant
matrix gave the results with more than one dependent value in each row and
column of the matrix. More dominant values can be seen in matrix G, which
shows the trend of dependency. The results also demonstrate that, there could
be more interference from the adjacent channels. The results are shown using
three dimensional plot in Figure 6.8
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1.000 0.6988 0.2026 0.3688
0.0215 0.8923 0.6681 1.000
1.000 0.8296 0.1738 0.5944

















Figure 6.8: Three dimensional plot showing the individual matrix elements for
Global matrix (G) during dependent case.
• Double dependent case
The double dependent results were evident from the Global matrix G. The
resultant matrix gave the results with more than two dependent values in each
row and column of the matrix. The Global matrix G, results in more dominant
values in each row and column, which indicates the clear double dependency. The
determinant results normalized with Frobenius norm justifies the argument. The
results are shown in Figure 6.9.
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0.9995 -1.2131 −0.5903 0.9328
0.4400 0.2165 0.6893 -0.3979
-1.1664 0.9400 2.0976 -2.0100

















Figure 6.9: Three dimensional plot showing the individual matrix elements for
Global matrix (G) during double dependent case.
• High level dependent case
The high dependent results were evident from the Global matrix G. The
resultant matrix gave the results with more than three dependent values in each
row and column of the matrix. The Global matrix G, results in more dominant
values in each row and column, which indicates the clear high level dependency
and also the involvement of more sources. The determinant results normalized
with Frobenius norm justifies the argument (refer Figure 6.10).
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0.2328 0.2467 0.9154 1.000
0.0425 0.0595 0.9666 1.000
0.1199 0.0972 1.000 0.9980















Figure 6.10: Three dimensional plot showing the individual matrix elements for
Global matrix (G) during high level dependent case.
Based on the Table 6.5 and Figures 6.11 and 6.12, it is observed that all
values of Frobenius Norm Determinant for 4 independent sources is greater than
0.5. When there are three out of the four are independent sources, the value
ranges between 0.1 and 0.04. When there are two independent sources and 4
mixtures, the value of Frobenius Norm Determinant ranges between 0.01 and
0.005. The value of the Frobenius Norm Determinant when there is only one
source and 4 mixtures is below 0.001.
From the above, it is observed that based on the value of the Frobenius Norm
Determinant of the Global matrix, the number of independent sources in the
mixture can be identified.
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Table 6.5: Frobenius Norm Determinant results of four channels using ICA Global
matrix analysis
Independency Dependency Double High level
Dependency dependent
0.7937 0.05456 0.0086 0.000809
0.8451 0.0955 0.0077 0.000801
0.7654 0.04081 0.0066 0.000709
0.6754 0.05456 0.0081 0.000601
0.7865 0.08255 0.0072 0.000689
0.7543 0.06401 0.0074 0.000721
0.8567 0.04854 0.0062 0.000705
0.8946 0.08346 0.0069 0.000813
0.7567 0.09012 0.0082 0.000641
0.8231 0.07401 0.0084 0.000684
Mean = 0.7952 Mean = 0.0688 Mean = 0.00753 Mean = 0.00072
StD = 0.0627 StD = 0.0189 StD = 0.00081 StD = 7.715E-05











































Figure 6.11: Plots showing the Frobenius norm determinant results for indepen-
dency, dependency, double dependency and high level dependency case.
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Figure 6.12: Plots showing the Frobenius norm determinant results for indepen-
dency, dependency, double dependency and high level dependency case.
6.4 Dimensionality reduction of sources using
standard ICA
The mixture of unknown sources is referred to as under-complete when the num-
bers of recordings m, are more than the number of sources n. One method for
reducing the size of the W and removing the redundant information is to per-
form Principal Component Analysis (PCA) on the data matrix x, and then to
retain the k < m principal components (PCs) using the largest Eigen values as a
measure. The shortcoming of this approach is that, there is no priori reason to
suppose that the independent components should reside only within the subspace
defined by k principal components (PCs) with largest Eigen values. Using PCA
to reduce the dimension of signals mixtures (from n to m) applied as input to
ICA can compromise the ability of ICA to extract source signals (McKeown et al.,
1998).
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James Stone et al. (Stone and Porrill, 1998) proposed an alternative method
based on the maximisation of joint entropy of the output and correlation be-
tween output and input to recover the independent components (ICs) for under-
complete situation. This requires the user to assume the value of l (number of
independent sources). In the absence of knowledge of the number of indepen-
dent sources, this requires multiple iterations or extracting one IC at a time and
stopping when the output correlation is below a threshold. Another technique to
remove redundancy has been proposed by Vrins et al (Vrins et al., 2003). They
have proposed a variation of PCA to identify the suitable inputs - selective PCA
(sPCA). This requires PCA preceded by selecting a subset of the mixtures from
the available ones using mutual information criterion. They have demonstrated
an improvement of the quality of separation of the sources based on the signal
to noise ratio. One shortcoming of this technique is the need to estimate the
number of recordings to be considered and then iteratively determine the number
of independent sources in the mixture. But when the number of sources is un-
known this can result in errors. From the above, it is evident that for successful
implementation of ICA when the number of recordings may be greater than the
number of independent sources, the number of independent sources needs to be
determined ahead of source separation.
This section reports the research conducted to improve the quality of source
separation for undercomplete ICA using the Signal to Inteference Ratio (SIR)
values of the determinant after successful source separation. In the previous sec-
tion, the numbers of independent sources n, are identified from the total number
of recordings m. As a next step, n (out of m)redundant recording were randomly
removed. Source separation was then conducted using ICA on this data. The
quality of separation was estimated using SIR. The results are repeated 10 times
and have been tabulated in Table 6.6 and 6.7.
6.4.1 Results
The values of the determinant of the Global matrix with 4 recordings are tabu-
lated in Table 6.6. From this Table, it is observed that the average determinant
value is 0.00753 (standard deviation of 0.00081) with a range of 0.0066 to 0.0086.
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Table 6.6: Under complete ICA Results - (normalized with Frobenius norm) with
4 recordings and 2 independent sources.
Experiment Value of determinant SIR of











Mean Value 0.00753 11
Comparing these with the results in Table 6.5, it is estimated that these values
are similar to the values for double dependent and hence two of the recordings
should be removed.













Figure 6.13: Plots showing the SIR values (dB) for (normalized with Frobenius
norm) 4 recordings and 2 independent sources
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Table 6.7: Values of Determinant values of Global Matrix (normalized with
Frobenius norm) with 2 out of 4 randomly selected recordings and 2 indepen-
dent sources.
Experiment Value of determinant SIR of











Mean Value 0.4987 19

















Figure 6.14: Plots showing the SIR values (dB) for 2 out of 4 randomly selected
recordings and 2 independent sources.
From Table 6.6 and Figure 6.13, it is observed that the average SIR for the
separated signals is 11 dB. The low SIR (11 dB) and determinant values indicates
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poor separation of the data. The results also shows that there are redundant
information in the recordings. As a next step, 2 (out of 4) redundant recordings
were randomly removed. The values of the determinant of the Global matrix with
2 recordings (randomly selected) are tabulated in Table 6.7 and shown in Figure
6.14. From Table 6.7, it is observed that average value of the determinant is 0.4987
(standard deviation of 0.01596), ranging from 0.4646 to 0.5231. Comparing these
results with Table 6.5, it is observed that the determinant values are similar to
the values for independent sources (mean of 0.7952, range 0.6754 to 0.8946). It
is also observed that the average SIR for the separated signals is 19 dB.
From these results, it is certain that the determinant value of the Global ma-
trix, G, is a good indicator of the number of independent sources in the mixture.
It is also observed that based on this estimate, number of recordings can be ran-
domly selected to be same as the number of independent sources to obtain a
marked improvement of the SIR (from 11 dB to 19 dB).
6.5 Summary
The overall results were summarized as follows:
• With the use of combination of 4 channels (from 8 recordings) representing
three different classes of sources; dependent, double dependent and inde-
pendent sources, it is possible to determine the number of active sources
using sub band ICA.
• The rank of the Global matrix is an indicator of the dependency within the
matrix and did not indicate the dependent or independent nature of the
sources, and was always 4 in the above examples making this unsuitable for
deciding dependency and independency of the sources.
• The Determinant of the Global matrix has been found to be a reliable
measure of identifying the linear dependency and independency (refer Table
6.3).
• The value of the determinant is a good measure to identify the number of
dependent sources in the mixture. This provides a measure of the number
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of active muscles from sEMG.
• There are number of possible applications for such a technique for biosignal
applications such as identifying the number of active muscles in overlapping
muscles during complex actions and gestures.
From the audio signals validation the overall results were summarized as fol-
lows:
• From Table 6.5, it is observed that the values of the determinant of the
Global matrices after performing ICA on the mixture of data is a good
indicator of the number of dependent sources in the mixture.
• From Table 6.6, it is observed that using the values of determinant as indi-
cators, the number of independent sources in the mixture can be accurately
determined.
• From Table 6.7, it is observed that random selection of recordings to match
with the number of independent sources prior to applying ICA improves
the quality of separation of the output signals as measured using SIR from
11 to 19 dB.
Undercomplete ICA is commonly applied when it is desired to separate sources
from a mixture, and the number of recordings is more than the number of sources.
The techniques proposed in literature include PCA, modified PCA and use of
maximization of entropy. Each of these techniques requires either a priori knowl-
edge of the number of sources or progressively separating individual sources.
Without this knowledge, the outcome of these techniques can result in poor qual-
ity of separation. This research has proposed the use of determinant values of the
Global matrix generated by ICA to identify the number of independent sources
in a given mixture. Using this information, it is possible to separate the original
signals using a large number of ICA methods. The random selection of 2 out of 4
recordings and using FastICA to separate 2 independent sources from a mixture
of 4 recordings were examined in this research work. The results indicate that
such an approach makes a marked improvement of the quality of separation. The
technique does not require any priori knowledge or any assumption regarding the




7.1 Summary of the Thesis
This work has theoretically and experimentally evaluated the use of Independent
Component Analysis (ICA) on Surface Electromyography (sEMG), focusing on
both the mathematical foundations of ICA and signal processing applications.
The research includes investigation on the limitations and condition of the use of
standard ICA to solve both overcomplete and undercomplete ICA situations. The
preliminary results of the research demonstrated that using currently accepted
overcomplete sparse ICA techniques were unsuitable for determining the number
of independent sources in sEMG recordings. The reason for this could be either
because there are very large numbers of independent sources, or that sEMG signal,
even at extremely low levels of contraction and after filtering, is not sparse enough.
This research has identified and addressed the following four issues related to
the use of ICA for biosignals:
1. The iterative nature of ICA
2. The order and magnitude ambiguity problems of ICA
3. Estimation of number of sources based on dependency and independency
nature of the signals
4. Source separation for non quadratic ICA (undercomplete and overcomplete)
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This research also observed that there was a lack of measure of quality of
separation for biosignals. This work has introduced a new measure for qual-
ity of source separation using global matrix parameters of ICA to identify the
dependency and independency among different signals.
This thesis has developed a method of determining the number of independent
sources in a given mixture and has also demonstrated that using this information,
it is possible to separate the signals in an undercomplete situation and reduce
the redundancy in the data using standard ICA methods. The experimental
verification has demonstrated that the quality of separation using this method is
better than other techniques such as Principal Component Analysis (PCA) and
selective PCA.
This thesis has also demonstrated that ICA based system can be used to
classify sEMG recorded from the forearm to accurately identify number of finger
and wrist flexion based actions. There are number of possible rehabilitation and
Human Computer Interaction (HCI) applications that can be developed based on
this.
7.2 Conclusion
This thesis has addressed the following four issues related to ICA:
• Iterative nature ICA
The use of multi run ICA overcomes the shortcoming due to randomness
associated with ICA. The experimental results of multi run ICA on hand
gesture and finger movements confirms that a combination of a ICA along
with neural network classifier is effectively be employed to identify hand
actions and gestures. The results also demonstrate that while multi run
ICA is able to accurately identify the finger and wrist flexion actions, using
standard ICA gives poor results.
• The order and magnitude ambiguity problems of ICA
The use of multi run ICA overcomes the shortcoming due to randomness
associated with ICA. The outcome of this thesis identifies the shortcomings
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related to order and magnitude ambiguity and has experimentally verified
that by using a single unmixing matrix and neural network trained corre-
sponding to the specific user, it is possible to overcome this shortcoming.
The result shows that the ambiguity associated with ICA does not affect
the outcomes because while the order is not known, the order remains the
same during the unmixing and classification stages.
• Estimation of number of sources based on dependency and independency
nature of the signals
This work has identified that use of rank of the matrix is not suitable
for determining the number of dependent and independent sources in a
given mixture. Due to noise contributions in the true-world signals, the
rank always was computed as maximum dimensionality. This thesis has
proposed and experimentally verified that use of determinant values of the
global matrix is a measure of number of independent and dependent sources
in a mixture of signals. The normalised values of the determinant are seen
closely based on the number of dependent sources in the mixture. This
can be related to the fundamental principles of matrix manipulation which
suggests that the determinant of the matrix should be greater than zero for
computing the inverse of the matrix.
This thesis also has verified that the normalized determinant values of the
involved global matrices were found to be a useful indicator for the quality of
the recorded signal compound in terms of dimensionality of independency.
• Source separation for non quadratic ICA (undercomplete and overcomplete)
This research introduced a source separation technique based on the global
matrix parameters which can identify the independency and dependency
in both quadratic and non quadratic ICA. This research has also proposed
a standard ICA techniques based on SIR and global matrix parameters to
overcome the redundant data, and hence improve the quality of the signals
by random selection of data.
The experiments on audio source separation have proposed the use of de-
terminant values of the global matrix generated by ICA to identify the
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number of independent sources in a given mixture. This work has demon-
strated that once the exact numbers of independent sources in a mixture
are established, random selection of the number of recordings from the com-
plete set of recordings to get a quadratic matrix results in good quality of
separation of the sources signals. The technique does not require any prior
knowledge or any assumption regarding the number of independent sources.
7.3 Future studies
This study has developed strategies to overcome some of the limitations of using
ICA for biosignal applications.
The experiments conducted in this study have demonstrated that it is possi-
ble to identify the number of independent sources in a mixture when the number
of sources is less/more than the number of recordings. While this is a generic
application, this thesis has only studied this for 4 recordings. There is need for ex-
tending this for larger number of applications such as for EEG based applications
where there may be over 200 channels. It is important that studies are conducted
where this technique is tested for greater number of sources and channels.
The other useful future study would be related to determining the applications
of multi run ICA technique for other applications such as audio. It is also required
to test the limitations of this technique when the number of recordings is much
higher compared to four that have been studied in this thesis
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Hand gestures used for Multi run ICA experiments:
• Wrist flexion (G1)
• Finger flexion-ring and the middle finger together (G2)
• Wrist flexion towards little finger (G3)
• Wrist flexion towards thumb (G4)
• Finger and wrist flexion together (G5)
• Finger and wrist flexion towards little finger (G6)
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Table A.1: Experimental results for multi run ICA Hand Gesture Identification
without using ICA (Raw EMG) - Average of Day 1 and DAy 2
Participants G1 G2 G3 G4 G5 G6
Subject 1 60% 60% 60% 60% 60% 60%
Subject 2 59% 60% 60% 61% 60% 60%
Subject 3 61% 60% 59% 60% 60% 60%
Subject 4 60% 61% 60% 60% 60% 60%
Subject 5 60% 59% 61% 60% 60% 60%
Subject 6 60% 60% 60% 60% 60% 60%
Subject 7 60% 60% 60% 61% 60% 60%
Table A.2: Experimental results for Hand Gesture Identification using traditional
ICA - Average of Day 1 and DAy 2
Participant G1 G2 G3 G4 G5 G6
Subject 1 65% 64% 65% 65% 65% 65%
Subject 2 65% 65% 65% 66% 65% 65%
Subject 3 64% 65% 65% 65% 65% 65%
Subject 4 65% 65% 65% 65% 65% 65%
Subject 5 65% 65% 66% 65% 65% 65%
Subject 6 65% 65% 65% 65% 65% 65%
Subject 7 65% 65% 65% 65% 65% 65%
Table A.3: Experimental results for Hand Gesture Identification using multi run
ICA for best mixing matrix (Highest SIR) - Average of Day 1 and DAy 2
Participant G1 G2 G3 G4 G5 G6
Subject 1 99% 99% 99% 99% 99% 99%
Subject 2 99% 99% 99% 99% 99% 99%
Subject 3 99% 99% 99% 99% 99% 99%
Subject 4 99% 99% 99% 99% 99% 99%
Subject 5 99% 99% 99% 99% 99% 99%
Subject 6 99% 99% 99% 99% 99% 99%
Subject 7 99% 99% 99% 99% 99% 99%
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Appendix B
Simple Illustrations of ICA
B.1 Simple Illustrations of ICA
To clarify the concepts discussed in the preceding sections two simple illustrations
of ICA are presented here (more advanced applications of ICA are examined and
explained in subsequent chapters).
The results presented below were obtained using the FastICA algorithm of
Section 3.2.4.1 but could equally well have been obtained from any of the numer-
ous ICA algorithms that have been published in the literature (including the Bell
and Sejnowsiki algorithm).
B.1.1 Separation of Two Signals
This section explains the simple ICA source separation process. In this illustration
two independent signals, s1 and s2, are generated. These signals are shown in
Figure B.1. The independent components are then mixed according to equation






The resulting signals from this mixing are shown in Figure B.2. Finally, the
mixtures x1 and x2 are separated using ICA to obtain s1 and s2, shown in Figure
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Original source “ s2 ”
 
 
Original source “ s1 ”
Figure B.1: Independent sources s1 and s2






Mixed signal “ x1 ”
Mixed signal “ x2 ”






Figure B.2: Observed signals, x1 and x2, from an unknown linear mixture of
unknown independent components
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Estimated signal “ s1 ”
Estimated signal “ s2 ”
Figure B.3: Estimates of independent components
B.3. By comparing Figure B.3 to Figure B.1 it is clear that the independent com-
ponents have been estimated accurately and that the independent components
have been estimated without any knowledge of the components themselves or the
mixing process.
This example also provides a clear illustration of the scaling and permutation
ambiguities discussed in Section 4.2. The amplitudes of the corresponding wave-
forms in Figures B.1 and B.3 are different. Thus the estimates of the independent
components are some multiple of the independent components of Figure B.2, and
in the case of s1, the scaling factor is negative. The permutation ambiguity is
also demonstrated as the order of the independent components has been reversed
between Figure B.1 and Figure B.3.
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Figure B.4: Original sources
B.2 Illustration of Statistical Independence in
ICA
The previous example was a simple illustration of how ICA is used; we start
with mixtures of signals and use ICA to separate them. However, this gives no
insight into the mechanics of ICA and the close link with statistical independence.
We assume that the independent components can be modeled as realizations of
some underlying statistical distribution at each time instant (e.g. a speech signal
can be accurately modeled as having a Laplacian distribution). One way of
visualizing ICA is that it estimates the optimal linear transform to maximise the
independence of the joint distribution of the signals xi.
The statistical basis of ICA is illustrated more clearly in this example. Con-













Figure B.4 shows the scatter-plot for original sources s1 and s2. Figure B.5
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Figure B.5: Mixed sources












Figure B.6: Joint density of whitened signals obtained from whitening the mixed
sources
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Figure B.7: ICA solution (Estimated sources)
shows the scatter-plot of the mixtures. The distribution along the axis x1 and
x2 are now dependent and the form of the density is stretched according to the
mixing matrix. From the Figure B.5 it is clear that the two signals are not
statistically independent because, for example, if x1 = -3 or 3 then x2 is totally
determined. Whitening is an intermediate step before ICA is applied. The joint
distribution that results from whitening the signals of Figure B.5 is shown in
Figure B.6. By applying ICA, we seek to transform the data such that we obtain
two independent components.
The joint distribution resulting from applying ICA to x1 and x2 is shown in
Figure B.6. This is clearly the joint distribution of two independent, uniformly
distributed random variables. Independence can be intuitively confirmed as each
random variable is unconstrained regardless of the value of the other random
variable (this is not the case for x1 and x2). The uniformly distributed random
variables in Figure B.7 take values between 3 and -3, but due to the scaling
ambiguity, we do not know the range of the original independent components.
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By comparing the whitened data of Figure B.6 with Figure B.7, we can see
that, in this case, pre-whitening reduces ICA to finding an appropriate rotation
to yield independence. This is a simplification as a rotation is an orthogonal
transformation which requires only one parameter.
The two examples in this section are simple but they illustrate both how
ICA is used and the statistical underpinnings of the process. The power of ICA





Component Analysis for facial
sEMG
C.1 Introduction
The identification of the speech with lip movement can be achieved using visual
sensing, or sensing of the movement and shape using mechanical sensors (Manabe
et al., 2003) or by relating the movement and shape to the muscle activity (Chan
et al., 2002; Kumar et al., 2004). Each of these techniques has strengths and lim-
itations. The video based technique is often computationally expensive, requires
a camera monitoring the lips that is fixed to the user’s head, and is sensitive
to lighting conditions. The sensor based technique has the obvious disadvantage
that it requires the user to have sensors fixed to the face, making the system not
user friendly. The muscle monitoring systems have limitations of low reliability.
The other difficulty of each of these systems is that these systems are user depen-
dent and not suitable for being used by multiple users. Surface Electromyography
(sEMG) is a surface recording of the muscle activity. It is a result of the spatial
and temporal integration of the motor unit action potential (MUAP) originating
from different motor units. Being non-invasive and an important indicator of
muscle activity, sEMG is useful, but the presence of multiple muscle activity and
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random nature of the transmission path makes the signal difficult to use reliably
when muscle activity is small, and actions are complex. It is difficult to separate
muscle activity originating from different muscles due to similarity in the signals.
Kumar et. al has used sEMG to identify unspoken vowels with success (Kumar
et al., 2004), but reliability issues exist. There are two possible reasons;
1. people use different muscles even when they make the same sound and
2. cross talk due to different muscles makes the signal quality difficult to clas-
sify
ICA is an iterative blind source separation (BSS) technique that is useful to
separate signals from different independent sources. ICA algorithms are success-
fully utilised for removing artefact and noise from recorded Bio signals, especially
sEMG. Research that isolates Motor Unit Action Potential (MUAP) originating
from different muscles and motor units has been reported in 2004 (Nakamura
et al., 2004), where success is reported in the isolation of the different MUAP
with applications for decomposing the sEMG at low levels of muscle activation.
ICA has also been proposed for unsupervised cross talk removal from sEMG
recordings of the muscles of the hand (Greco et al., 2003). Recently ICA had
been utilised to identify different hand gestures (Naik et al., 2006, 2007). From
literature, ICA appears to be the emerging technology with solutions to most of
the sEMG applications. Myo-electric activity originating from different muscles
can be considered to be independent, making the use of ICA a suitable method
for the separation of muscle activity originating from the different muscles.
This section reports the results of experiments conducted to study the rela-
tionship of different muscle activity for specific speech. The aim of this work is
to test the hypothesis that when people speak, they repeat the muscle activation
and hence the muscle activity is a good indicator of what they are speaking. To
achieve this, the analysis has used ICA to separate the muscle activity from differ-
ent facial muscles and classified this to ensure the cross-talk issue due to multiple
active muscles is reduced. The application of this is for identifying whether an
individual is speaking normally at different instant of times.
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C.2 Facial muscles for speech
When using facial sEMG to determine the shape of the lips and the mouth, there
is the issue of the choice of the muscles and the corresponding location of the
electrodes. Face structure is more complex than the limbs, with large number of
muscles with overlaps. It is thus difficult to identify the specific muscles that are
responsible for specific facial actions and shapes. There is also the difficulty of
cross talk due to the overlap between the different muscles. This is made more
complex due to the temporal variation in the activation and deactivation of the
different muscles. The Figure 1 shows the facial muscle details.
Figure C.1: Points of Placement of electrodes for different facial muscles (Fridlund
and Cacioppo, 1986).
It is impractical to consider all the facial muscles and record their electrical ac-
tivity. In this study, only four facial muscles have been selected The Zygomaticus
Major arises from the front surface of the zygomatic bone and merges with the
muscles at the corner of the mouth. The Depressor anguli oris originates from the
mandible and inserts skin at an angle of mouth and pulls corner of mouth down-
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ward. Masseter originates from maxilla and zygomatic arch and inserts to ramus
of mandible to elevate and protrude, assists in side-to-side movements mandible.
The Mentalis originates from the mandible and inserts into the skin of the chin
to elevate and protrude lower lip, pull skin into a pout (Fridlund and Cacioppo,
1986).
C.2.1 Articulatory phonetics and face movement related
to speech
The first step in the classification of facial sEMG recording is to determine the
role of the facial muscles in the production of speech. There are various speech
production models that describe the mechanisms of speech productions. These
models commonly describe the mouth as the audio filter where the shape of the
mouth cavity and the lips modulate the air, which is a mixture of the funda-
mental frequencies and flat spectrum to generate the sounds. For the purpose
of identifying the shape of the mouth and the muscle activity with speech, it is
important to identify the anatomical details of speech production.
Articulatory phonetics considers the anatomical detail of the production of
speech sounds. For this purpose, it is convenient to divide the speech sounds into
vowels and consonants. The consonants are relatively easy to define in terms of
the shape and position of the vocal organs, but the vowels are less well defined and
this may be explained because the tongue typically never touches another organ
when making a vowel (Parsons, 1986). When considering the speech articulation,
the shapes of the mouth during speaking vowels remain constant while during
consonants the shapes of the mouth changes.
The face can communicate a variety of information including subjective emo-
tion, communitive intent, and cognitive appraisal. The facial musculature is a
three dimensional assembly of small, pseudo- independently controlled muscular
lips performing a variety of complex or facial functions such as speech, masti-
cation, swallowing and mediation of motion (Chan et al., 2002; Lapatki et al.,
2003). The parameterization used in speech is usually in terms of phonemes.
A phoneme is a particular position of the mouth during a sound emission, and
corresponds with specific sound properties. These phonemes in turn control the
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lower level parameters for the actual deformations. The required shape of the
mouth and lips for the utterance of the phonemes is achieved by the controlled
contraction of the facial muscles that is a result of the activity from the nervous
system (Manabe et al., 2003).
C.2.2 Experimental setup
Experiments were performed to determine the inter-experiment variation of the
vowel based muscle activity analysis. For this aim, the performance of the facial
sEMG based vowel speech recognition was evaluated for different experiments.
The proposed system consists of the following steps which is shown in Fig C.2
and explained in the following section.
C.2.2.1 Subjects
Five healthy subjects (Four male and one female) volunteered to participate in
this study. Mean age was 26.6 ± 2.05 years; mean weight 70.6±6.56 kg; and
mean height was 170.6 ± 7.42 cm. The participants’ exclusion criterion was;
1. no history of myo or neuro-pathology, and
2. no evident abnormal motion restriction
Figure C.2: Methodology Block diagram of face sEMG vowel recognition system
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Only right-hand dominant participants were included in this study. Exper-
iments were conducted after receiving approval from RMIT University Ethics
Committee for Human Experiments. Each participant was given an oral and
written summary of the experimental protocol and purpose of the study and was
asked to sign a consent form prior to participation.
C.2.2.2 sEMG Recording Procedures
Experiments were conducted where sEMG activity of suitable facial muscles
was acquired from the subject speaking 5 vowels (a/e/i/o/u). A four channel,
portable, continuous recording MEGAWIN equipment (from MEGA Electronics,
Finland) was used for this purpose. Raw signal sampled at 2000 samples/ sec-
ond was recorded. Prior to the recording, the male participant was requested to
shave his facial hair. The target sites were cleaned with 70% v/v alcohol swab
to remove any oil or dust from the skin surface (Basmajian and Deluca, 1985).
with alcohol wet swabs. Ag/AgCl electrodes (AMBU Blue sensors from MEDI-
COTEST, Denmark) were mounted on appropriate locations close to the selected
facial muscles. The inter electrode distance was kept constant at 1cm for all the
Figure C.3: Placement of the Electrodes over the skin of the face
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channels and the experiments..
C.2.2.3 Muscles studied
Four muscle groups in face were chosen for this study: the right side Zygomaticus
Major, Masseter and Mentalis and leftside Depressor anguli oris. These muscles
play an important role in wrist and finger flexion movements (Palastanga et al.,
2002). The details of four muscles involved in this study are shown in Figure C.4
and explained in Table C.1.
Figure C.4: Points of Placement of electrodes for different facial muscles (Fridlund
and Cacioppo, 1986).
C.2.2.4 Experimental Protocol
Experiments were conducted where sEMG activity of suitable facial muscles was
acquired from the subjects speaking 5 vowels (a/e/i/o/u). As the muscle con-
traction is stationary during the utterance, root mean square values of each of
the signals for the duration of the utterance was computed and used for further
analysis. Raw signal sampled at 2000 samples/ second was recorded. Controlled
experiments were conducted where the subject was asked to speak 5 English vow-
els (a/e/i/o/u/). Each vowel was spoken separately such that there was a clear
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Table C.1: Facial muscles involved during the vowel recognition Experiment
Channel Muscle Function
1
Zygomaticus Major Muscle of facial expression which
draws the angle of the mouth
superiorly and posteriorly
2
Depressor anguli originates from the mandible and
oris inserts skin at an angle of mouth and
pulls corner of mouth downward
3
Masseter originates from maxilla and zygomatic
arch and inserts to ramus of mandible to
elevate and protrude, assists in side-to-
side movements mandible
4
Mentalis Originates from the mandible and
inserts into the skin of the chin to
elevate and protrude lower lip,
pull skin into a pout
start and end of the utterance. During this utterance, facial sEMG from the
muscles was recorded (refer Fig C.3). sEMG from Four channels were recorded
simultaneously.The experiment was repeated for ten times. The participants were
asked to vary his speaking speed and style to get a wide based training set. The
Figure C.5 shows an example of recorded sEMG signal where a subject spoke in
different speed and style. A suitable resting time was given between each exper-
iment. The experiment was repeated on a different day and sEMG was recorded
from the same subject.
C.2.3 Data analysis
The main aim of this research study was to test the use of ICA for for the
purpose of identifying different vowel utterances. For this analysis 10 set of data
from the experimental recordings were considered. Four channel recording and
four active muscles combination formed 4 × 4 mixing matrix. Each set of facial
sEMG data were analyzed using fastICA matlab package (Hyva¨rinen, 1999). The
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Figure C.5: Raw EMG signal a) when subject speaking ordinarily b) when subject
varying speed and style of the speech
mixing matrix A was computed for the first set of data only. This was kept
constant throughout the experiment. The independent sources of motor unit
action potentials that mix to make the sEMG recordings were computed using
the following.
sˆ =Wx (C.1)
where, W is the inverse of the mixing matrix A. This process was repeated
for each of the four hand gesture experiments. Four sources were estimated for
each experiment. An example of four channels of muscle activity for facial muscle
activity, after source separation using Fast ICA are shown in Figure C.6. After
separating the four sources s1, s2, s3 and s4, RMS was computed for each of the
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Figure C.6: Estimated four channel source signals ˆs(t) from a four channel record-
ing x(t) for one of the facial muscle activities using fast ICA algorithm.
where s is the source and N is the number of samples. This results in one
number representing the muscle activity for each channel for each vowel utterance.
RMS value of muscle activity of each source represents the muscle activity of that
muscle and is indicative of the strength of its contraction. The above process was
repeated for all 3 different hand actions 12 times and for each of the participants.
The process had been repeated for the facial muscle sEMG for the 5 vowels
(a/e/i/o/u). The outcome of this was 10 set of examples, each example pertaining
to speech of 5 vowels. These results were used further for neural network analysis.
C.2.3.1 Statistical Data analysis using MANOVA
MANOVA was used to analyze the means of multiple variables and determine
whether the mean of these variables differ significantly between classes. MANOVA
is an extension of One-Way Analysis of Variance (ANOVA) and is capable of an-
alyzing more than one dependent variable. MANOVA measures the differences
for two or more metric dependent variables based on a set of categorical variables
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Figure C.7: Grouped scatter plot of first two canonical variables (c1= first canon-
ical variable, c2 = second canonical variable) computed from the 5 classes of RMS
features.
acting as independent variables (Hair et al., 2006). MANOVA was used in the
experiments to investigate whether the the facial sEMG RMS values that are
separated from the ICA were classifiable or not.
The results of MANOVA on five vowels facial sEMG features produced the
estimated dimension (d) of the class means of 1 for RMS features. This indicated
that the class means would not fall in a 4-dimensional space, which is the largest
possible dimension for five classes. This demonstrated that the 5 class means were
different. If the means of the classes are all the same, the dimension, d, would
be 0, indicating that the means are at the same point. Canonical analysis was
performed to find the linear combination of the original variables with largest
separation between groups. Canonical variables are linear combinations of the
mean-centered original variables. A grouped scatter plot of the first two canonical
variables show more separation between groups than a grouped scatter plot of
any pair of original variables. The scatter plot of five vowels are shown in Figure
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Figure C.8: Grouped scatter plot of first two canonical variables (c1= first canon-
ical variable, c2 = second canonical variable) computed from the 3 classes of RMS
features.
C.7 for participant 1. From the five vowels scatter plot it is observed that, these
features were not separable and it is also understood that using any classier
would give poor results. Therefore, the MANOVA analysis for different 3 vowels
combinations were performed..
The results of MANOVA on three vowels facial sEMG features produced the
estimated dimension (d) of the class means of 1 for RMS features. This indicated
that the class means would not fall in a 2-dimensional space, which is the largest
possible dimension for three classes. This demonstrated that the 3 class means
are different. Canonical analysis was performed to find the linear combination of
the original variables with largest separation between groups. The scatter plots
for vowels (a/e/i and e/o/u) are shown in Figure C.8 and Fig C.9 for participant
1. From Figure C.8 and C.9 it is observed that there are overlapping between
classes of different vowel features. Based on the above results for 5 vowels and
3 vowels it was almost confirmed that the classification rate would be less. In
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Figure C.9: Grouped scatter plot of first two canonical variables (c1= first canon-
ical variable, c2 = second canonical variable) computed from the 3 classes of RMS
features.
order to confirm the above argument these features were classified using Back
Propagation (BPN).
C.2.3.2 Neural network analysis
As a first step, the networks were trained using the randomly chosen training
data. Performances were also monitored during the training phase in order to
prevent overtraining of the network. The ANN consisted of two hidden layers with
a total of 20 nodes. Sigmoid function was the threshold function and the type of
training algorithm for the ANN was gradient descent. A back propagation neural
network was then trained with the RMS values as the inputs and the different
vowels as the targets. After training, the same ANN architecture was used to
test the data which was not used for the training. The ability of the network
to correctly classify the inputs against known facial muscle activity was used to
determine the efficacy of the techniques to identify the utterance.
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C.2.4 Vowels classification using decomposed sEMG
The result of the experiment demonstrates the performance of the subject for
different days in classifying the RMS values of the different vowels. The results
of different combinations of vowels that are classified using the above method are
shown below:
Table C.2: Classification results for five vowels using Raw sEMG (without using
ICA)
Vowels classification using Raw sEMG
































C.2 Facial muscles for speech
C.2.4.1 Vowels classification using Raw sEMG
The results of the experiment on Raw sEMG signals for all five vowels shown
in Table C.2. The accuracy was computed based on the percentage of correct
classified data points to the total number of data points. The results shows an
over all efficiency of 40% for all the experiments on two different days.
Table C.3: Classification results for five vowels using ICA
Vowels (five) classification using ICA
































C.2 Facial muscles for speech
C.2.4.2 Vowels classification using ICA
• Vowels classification using ICA (five vowels)
The classification of facial sEMG after pre-processing using ICA based sep-
aration for all the five vowels are presented in Table C.3. The accuracy was
computed based on the percentage of correct classified data points to the total
number of data points. The experiments were repeated on five subjects for two
different days. These results indicate an overall classification accuracy of 52%
• Vowel classification using ICA (Three vowels)
Both Raw sEMG and ICA provided the low results for the vowel classification.
Hence, the facial sEMG for three different vowel combination was tested.. These
results indicate an overall classification accuracy of 60%. Two set of three vowel
combinations are shown in Table C.4 and Table C.5
Table C.4: Classification results three for vowels using ICA
Vowels (three) classification using ICA
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Table C.5: Classification results for three vowels using ICA
Vowel classification using ICA (three vowels





















C.2.5 Validation of results using Global matrix analysis
In order to measure the quality of the separation of facial muscle activities, the
global matrix analysis was used. The facial surface EMG signals (wide-band
source signals) are a linear decomposition of several narrow-band sub compo-
nents: s(t) = [s1(t) + s2(t) + s3(t), . . . , sn(t)]
T where s1(t),s2(t),. . . ,sn(t) each are
approximately 2500 samples in length which are obtained from recorded signals
x1(t),x2(t),. . . ,xn(t) using ICA. The global matrix (G) for sub band ”p” and ”q”is
given by
Gpq = Wp ×W−1q (C.3)
The global matrix theory was applied for facial muscles. In order to check
the quality of the source separation and for further analysis, the global matrices
for several narrow-band components were computed. The following results shows








0.4984 −0.0684 -0.6858 0.2180
0.3454 -0.9088 -1.2054 0.0175
0.5734 0.3004 -0.4376 0.3469
0.1300 -0.3502 0.0697 0.5887







0.0485 -1.1738 0.0891 -1.1105
-0.8019 1.0171 0.7873 0.1669
−0.8377 0.0142 1.1837 -1.0169




By inspecting the above matrices it is certain that the values are dependent
(sources are dependent), be cause in each row there are more than one dominant
value. To clarify this, the determinant of the global matrix G was computed
and the result are very close to zero which from matrix theory explains that the
sources are dependent (Meyer, 2000).
The above analysis demonstrates the poor quality of separation and depen-
dency among the facial muscles.
C.3 Summary
The results demonstrated that the proposed method provides interesting result
for inter experimental variations in facial muscle activity during different vowel
utterance. The accuracy of recognition is poor when the system is used for
testing the training network for all subjects. This shows the large variations
between subjects (inter-subject variation) because of different style and speed of
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speaking. This method has only been tested for limited vowels. This is because
the muscle contraction during the utterance of vowels is relatively stationary while
during consonants there are greater temporal variations.
The results demonstrate that for such a system to succeed, the system needs to
be improved. Some of the possible improvements that are suggested will include
improved electrodes, site preparation, electrode location, and signal segmenta-
tion. This current method also has to be enhanced for large set of data with
many subjects in future. This method may be used in near future for checking
the inter day and inter experimental variations of facial muscle activity for speech
recognition to test the reliability of ICA for facial sEMG.
The results on vowel classification using facial sEMG indicate that while there
is a similarity between the muscle activities, there are inter-experimental varia-
tions. There are two possible reasons; (i) people use different muscles even when
they make the same sound and (ii) cross talk due to different muscles makes the
signal quality difficult to classify Normalisation of the data reduced the variation
of magnitude of facial SEMG between different experiments. The work indicates
that people use same set of muscles for same utterances, but there is a variation
in muscle activities. It can be used as a preliminary analysis for using Facial
sEMG based speech recognition in applications in HCI.
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Appendix D
Explanation for the most
important Papers contributed for
the thesis
The most important papers published in relation to work done on this thesis are
shortly described in this Appendix.
D.1 Identification of Hand and Finger Actions
Using Multi Run ICA of Surface Electromyo-
gram
Ganesh. R. Naik, Dinesh K. Kumar, & M. Palaniswami. (2008). ”Identification
of Hand and Finger Actions Using Multi Run ICA of Surface Electromyogram”,
IEEE Transactions on Neural Systems and Rehabilitation Engineering, Accpeted.
Description: Surface electromyogram (sEMG) based control of prosthesis
and computer assisted devices can provide the user with near natural control.
Unfortunately commonly used techniques to classify sEMG are unsuitable for
application where the actions are a result of number of muscles contracting si-
multaneously such as during finger and wrist flexion. This study has measured
the accuracy of such techniques to be only 60%. This is because at low level of
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D.2 Surface EMG based hand gesture identification using semi blind
ICA: Validation of ICA matrix analysis
contractions and with multiple active muscles, signal to noise ratio is very low and
there is high level of cross-talk. This can be improved by separating sEMG into
muscle activity from different muscles. Use of Independent Component Anal-
ysis (ICA) to decompose the signal has been demonstrated to be useful. One
shortcoming in the use of ICA is the iterative nature of ICA which results in as-
sociated randomness. This paper demonstrates that when sEMG was separated
using ICA, the classification accuracy was only 65%. This paper reports the use
of multi-run ICA (MICA) based sEMG classification system. MICA overcomes
the shortcoming due to randomness associated with ICA. The results indicate
that using MICA, the accuracy of identifying the finger and wrist actions using
sEMG was 99%
D.2 Surface EMG based hand gesture identifi-
cation using semi blind ICA: Validation of
ICA matrix analysis
Ganesh. R. Naik, Dinesh K. Kumar, & M. Palaniswami. (2008). Surface EMG
based hand gesture identification using semi blind ICA: Validation of ICA matrix
analysis. Journal of Electromyography and Clinical Neurophysiology, 48(3-4),169-
80, Belgium.
Description: Surface electromyogram (sEMG) has numerous applications.
It had been widely used in various biosignal and neuro rehabilitation applica-
tions. There is an urgent need for establishing a simple yet robust system that
can be used to identify subtle complex hand actions and gestures for control of
prosthesis and other computer assisted devices. Earlier work to identify the hand
actions and gestures based on sEMG suffers from limitation that these are suit-
able for gross actions where there is only one prime-mover muscle involved and
not suitable for small subtle and complex muscle contraction. This paper presents
the hand gesture identification using sEMG decomposed using semi-blind inde-
pendent component analysis combined with neural network based classifier. The
aim was to provide reliable and natural control for rehabilitation and human com-
puter interaction applications. We have proposed a model based approach where
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D.3 Source Identification and Separation Using Global Matrix
Parameters of ICA
the hand muscle anatomy is known. The system was tested on 5 subjects and
with experiments repeated on different days. The system was compared with raw
sEMG as used by other researchers. The system is able to classify the different
hand actions 100%. In comparison, the classification of the traditional ICA and
raw sEMG for the same experiments and similar features was a poor 65% and
60% respectively. This research demonstrates that sEMG can be decomposed to
the individual muscle activities using semi-blind ICA. The muscle activity after
decomposition can be used to accurately identify small and subtle hand actions
and gestures. Finally the ICA source separation was validated with mixing matrix
analysis
D.3 Source Identification and Separation Using
Global Matrix Parameters of ICA
Ganesh. R. Naik, Dinesh K. Kumar, & M. Palaniswami. (2008). Source Iden-
tification and Separation Using Global Matrix Parameters of ICA. IEEE 8th
International Conference on Computer and Information Technology (CIT 2008)
workshops, July 8-11, Sydney, Australia, (pp. 700-705)
Description: Successful separation of independent sources using Blind source
separation (BSS)techniques from a mixture requires estimating the number of in-
dependent sources in the mixture. This paper has proposed the use of determinant
of the global matrix as a measure of the number of independent and dependent
sources in a mixture of signals. The paper reports experimental verification of
the proposed technique where the values of the determinant are seen to be closely
based on the number of dependent sources in the mixture.
D.4 ICA based identification of sources in sEMG
Ganesh R Naik, Dinesh K. Kumar, and Hans Weghorn. ”ICA based identifica-
tion of sources in sEMG”, In Proceedings of IEEE 3rd International conference
on Intelligent Sensors Sensor networks and Information processing (ISSNIP),
Melbourne, Australia, pp. 619 - 624, 3-6 December 2007
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D.5 Limitations and Applications of ICA for Surface Electromyogram
Description: The identification of number of active muscles during a complex
action is useful information to identify the action, and to determine pathologies.
Biosignals such as surface electromyogram are a result of the summation of elec-
trical activity of a number of sources. The complexity of the anatomy and actions
results in difficulty in identifying the number of active sources from the multiple
channel recordings. ICA has been applied to sEMG to separate the signals orig-
inating from different sources. But it is often difficult to determine the number
of active sources that may vary between different actions and gestures. This pa-
per reports research conducted to evaluate the use of ICA for the separation of
bioelectric signals when the number of active sources may not be known. The
paper proposes the use of value of the determinant of the global matrix generated
using sub-band ICA for identifying the number of active sources. The results in-
dicate that the technique is successful in identifying the number of active muscles
for complex hand gestures. The results support the applications such as human
computer interface.
D.5 Limitations and Applications of ICA for Sur-
face Electromyogram
Ganesh R. Naik, Dinesh K. Kumar, Sridhar P. Arjunan and M. Palaniswami,
Rezaul Begg, ”Limitations of ICA for Surface Electromyogram”, 28th IEEE
EMBS Annual International conference, August 30, 2006, New York pp: 5739-
5742.
Description: This paper reports research conducted to evaluate the use
of sparse ICA for the separation of muscle activity from SEMG. It discusses
some of the conditions that could affect the reliability of the separation and
evaluates issues related to the properties of the signals and number of sources.
The paper reports tests using Zibulevskys method of temporal plotting to identify
number of independent sources in SEMG recordings. The theoretical analysis
and experimental results demonstrate that sparse ICA is not suitable for SEMG
signals. The results identify that the technique is unable to identify finite number
of active muscles. The work demonstrates that even at extremely low level of
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D.6 Independent component approach to the analysis of Hand
gesture sEMG and Facial sEMG
muscle contraction, and with filtering using wavelets and band pass filters, it is
not possible to get the data sparse enough to identify number of independent
sources using Zibulevskys sparse decomposition technique
D.6 Independent component approach to the
analysis of Hand gesture sEMG and Facial
sEMG
Ganesh. R. Naik, Dinesh K. Kumar, Sridhar, P. Arjunan, & M. Palaniswami.
(2008). Independent component approach to the analysis of Hand gesture sEMG
and Facial sEMG. Biomedical Engineering: Applications, Basis and Communi-
cations (BME), World Scientific, 20(2),83-93
Description: In the recent past, there has been an increasing trend of us-
ing Blind Signal Separation (BSS) or Independent Component Analysis (ICA)
algorithm for bio medical data. This paper reviews the concept of BSS and
demonstrates its usefulness and limitations in the context of surface electromyo-
gram related to hand movements and facial muscles. In the first experiment ICA
has been used to separate the electrical activity from different hand gestures.
The second part of our study considers separating electrical activity from facial
muscles. In both instances Surface electromyogram has been used as an indicator
of muscle activity. The theoretical analysis and experimental results demonstrate
that ICA is suitable for identification of different hand gestures using SEMG sig-
nals. The results identify the unsuitability of ICA when the similar techniques
are used for the facial muscles in order to perform different vowel classification.
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