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Einleitung
Betrachten wir in einem Banachraum X das abstrakte Cauchyproblem
u′(t) = Au(t), t ≥ 0 (1)
u(0) = x,
wobei A der Erzeuger einer c0-Halbgruppe T (t) ist, dessen Resolvente an der





falls ‖T (t)‖ für t→ ∞ gegen 0 strebt. Das bedeutet, daß die Funktion s →
R(is, A)x unter dieser Voraussetzung die Fouriertransformierte der Abbilung
t → χ[0,∞)(t)T (t)x ist.
Erfüllt umgekehrt die Resolventenfunktion eine Abschätzung der Form
‖R(is, A)x‖ ≤ C|s| ,
so stellen sich die Fragen, ob T (t)x in einem geeigneten Sinn als inverse Fou-
riertransformierte von s → R(is, A)x interpretiert werden kann und welche
Wachstumseigenschaften diese inverse Fouriertransformierte - und damit das
Halbgruppenorbit - besitzt.
Diese Dissertation beschäftigt sich speziell mit diesen und der allgemeine-
ren Frage nach der Fouriertransformierten vektorwertiger Funktionen g, für
die die Abbildungen t → tg(t) beschränkt sind und deren Eigenschaften.
Insbesondere sind wir an Wachstumsabschätzungen für diese Fouriertrans-
formierten interessiert.
Bereits aus Ergebnissen von Zygmund ([Zy]) - formuliert in der Sprache der
Besovräume - folgt, daß die Fouriertransformierte einer solchen Funktion
im Raum B0,∞∞ liegt. Für skalarwertige Funktionen liegt die Fouriertransfor-
mierte sogar in BMO , dem Raum der Funktionen mit beschränkter mittlerer
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Oszillation. Genauer gesagt ist die Fouriertransformation eine stetige lineare
Abbildung vom Raum der Funktionen g mit supt∈R |tg(t)| <∞ in den Raum
BMO . Dieses Ergebnis geht zurück auf C. Fefferman. Der Schlüssel zu diesem
Ergebnis ist die Hardyungleichung∫ |f̂(t)|
|t| dt ≤ C ‖f‖1 (f ∈ L
1mit f̂(t) = 0 für t ≤ 0),
aus der man das gewünschte Resultat durch “Dualisieren” gewinnen kann.
Dabei macht man sich zunutze, daß der Dualraum des HardyraumsH1 gerade
mit dem Raum BMO identifiziert werden kann. Letzteres ist ein berühmter
Satz von C. Fefferman ([Fe]).
Will man dieses Vorgehen nun auf den Fall vektorwertiger Funktionen über-
tragen, stößt man auf erhebliche Schwierigkeiten. Die beginnen damit, daß
die Hardyungleichung im allgemeinen nicht mehr richtig ist, sondern nur in
Banachräumen, die einen nichttrivialen Fouriertyp besitzen. Was darunter
zu verstehen ist, wird in Abschnitt 1.6 erklärt.
Eine weitere Schwierigkeit besteht darin, daß verschiedene Definitionen des
Hardyraums H1, die im skalarwertigen Fall zusammenfallen, im vektorwer-
tigen Fall zu unterschiedlichen Räumen führen. Der für das “Dualisieren”
am besten geeignete ist der über atomare Zerlegungen definierte Raum.
Mit der Definition dieses Raumes und einfachen Eigenschaften desselbigen
beschäftigen wir uns in den ersten beiden Abschnitten von Kapitel 2. Den-
noch kann der Dualraum dieses Hardyraums im vektorwertigen Fall nicht
mit dem Raum der Funktionen von beschränkter mittlerer Oszillation iden-
tifiziert werden. Die Voraussetzung die das erst garantiert, ist die Radon-
Nikodym-Eigenschaft des Dualraums des zugrundeliegenden Banachraums.
Diese Feststellung ist O. Blasco ([Bl2]) zu verdanken. Blasco hat dabei die
entsprechenden Funktionenräume auf {z ∈ C : |z| = 1} betrachtet. Nach-
dem wir in den Abschnitten 2.3-2.5 den Raum der vektorwertigen Funktionen
von beschränkter mittlerer Oszillation definiert und die vektorwertigen Fas-
sungen wichtiger seiner Eigenschaften, inklusive der zentralen Ungleichungen
von John und Nirenberg, vorgestellt haben, bringen wir in Abschnitt 2.6 die
auf R übertragene Version des Satzes von Blasco.
Da man beim “Dualisieren” also auf das Problem stößt, daß der Dualraum
von H1at im allgemeinen nicht mehr der Raum BMO ist, sondern nur noch
ein Raum von Maßen, setzen wir in Abschnitt 2.8 explizit voraus, daß die
Fouriertransformierte als Funktion existiert. Falls der zugrundeliegende Ba-
nachraum einen nichttrivialen Fouriertyp besitzt, können wir mit Hilfe der
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Hardyungleichung aus Abschnitt 2.7 beweisen, daß die Fouriertransformierte
dann von beschränkter mittlerer Oszillation ist und ihre BMO-Norm nach
oben durch C‖t → tg(t)‖∞ abgeschätzt werden kann.
Setzen wir nicht mehr voraus, daß der zugrundeliegende Banachraum einen
nichttrivialen Fouriertyp hat, steht uns die Hardyungleichung nicht mehr
zur Verfügung. Selbst wenn wir voraussetzen, daß die Fouriertransformierte
durch eine Funktion darstellbar ist, können wir nur noch davon ausgehen, daß
wir eine Abschätzung in der Norm des Besovraums B0,∞∞ bekommen. Wir wer-
den in Abschnitt 3.3 eine nützliche Zerlegung von beschränkten Funktionen
kennenlernen, von der ein Teil in B0,∞∞ liegt. Dieser Teil wird im letzten Kapi-
tel gerade die Fouriertransformierte einer Funktion g mit ‖t → tg(t)‖∞ <∞
sein. Zuerst werden aber im Abschnitt 3.1 der Raum B0,∞∞ und sein Partner
B0,11 , der in gewissem Sinne in die Rolle schlüpfen wird, die in Kapitel 2 der
Raum H1at gespielt hat, eingeführt. Den Part der Atome übernehmen für B
0,1
1
die speziellen Atome. Genaueres hierzu ist in Abschnitt 3.2 zu erfahren.
Im letzten Kapitel werden wir die Ergebnisse der vorherigen Abschnitte auf
Betrachtungen zur Asymptotik von c0-Halbgruppen und damit auf das a-
symptotische Verhalten von Lösungen des abstrakten Cauchyproblems (1)
im Banachraum anwenden. Klassische Lösungen gibt es hier gerade dann,
wenn die Anfangswerte x im Definitionsbereich des Halbgruppenerzeugers
A liegen. Deren Verhalten für t → ∞ ist unsere besondere Aufmerksamkeit
gewidmet.
Nach einer kurzen Einführung zu c0-Halbgruppen und deren wichtigsten Ei-
genschaften in Abschnitt 4.1 werden wir uns in den Abschnitten 4.2 und
4.3 mit Aussagen über das asymptotische Verhalten von Halbgruppenorbits
unter der Voraussetzung befassen, daß diese von beschränkter mittlerer Os-
zillation sind. Man kann dies in Analogie zu einem wichtigen Resultat, das
auf Datko und Pazy zurückgeht, sehen, das besagt, daß Orbits, die in einem
Raum Lp((0,∞), X) liegen, für t → ∞ gegen 0 konvergieren und daß eine
c0-Halbgruppe exponentiell stabil ist, wenn dies für alle Orbits gilt.
Von großer Bedeutung sind in der Theorie der c0-Halbgruppen immer Sätze,
die es erlauben, von Eigenschaften des Erzeugers einer Halbgruppe oder des-
sen Resolvente auf Eigenschaften der Halbgruppe oder deren Orbits zu schlie-
ßen. Beispielsweise ist beim abstrakten Cauchyproblem ja der Operator A
gegeben und die Lösung, also die Halbgruppe, und deren Eigenschaften sind
das, worüber man gerne etwas wüßte.
Die Frage, ob aus der gleichmäßigen Beschränktheit der Resolventenabbil-
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dung auf der rechten Halbebene die Stabilität der klassischen Lösungen
des abstrakten Cauchyproblems folgt, war einige Jahre Gegenstand der For-
schung. Zunächst wurden Lösungen unter verschiedenen Einschränkungen an
den zugrundeliegenden Banachraum gefunden, bis schließlich L. Weis und V.
Wrobel ([WeWr]) die Frage ganz allgemein positiv beantworten konnten.
Nun ist es so, daß aus der gleichmäßigen Beschränktheit der Resolvente auf
der rechten Halbebene folgt, daß supt∈R ‖tR(it, A)x‖ < ∞ für alle x aus
dem Definitionsbereich von A gilt. Die Fouriertransformierte der Abbildung
s → R(−is, A)x ist dann bis auf einen konstanten Faktor der Halbgruppe-
norbit T (t)x. Wir werden die abstrakten Ergebnisse aus Kapitel 2 und 3 auf
diese Situation anwenden, womit sich ein neuer Zugang zum Beweis des Sat-
zes von Weis und Wrobel eröffnen wird.
Dabei wird aus unserer Arbeit in Abschnitt 4.5 mit den Resultaten aus Ka-
pitel 2 leicht das zunächst von Wrobel veröffentlichte Teilergebnis für Ba-
nachräume mit nichttrivialem Fouriertyp abfallen. In Abschnitt 4.6 stellen
wir dann mit Hilfe der Aussagen aus Kapitel 3 einen neuen Beweis des Satzes
von Weis und Wrobel dar. Unsere Herangehensweise ermöglicht uns darüber-
hinaus noch Aussagen für einzelne Orbits im Grenzfall s0(A) = 0 zu machen,
wobei s0(A) die Abszisse der gleichmäßigen Beschränktheit der Resolvente
des Erzeugers der Halbgruppe bedeuten soll.
Kapitel 1
Grundlagen
1.1 Bezeichnungen und Konventionen
Wenn nichts anderes gesagt wird, seien in dieser Arbeit die auftretenden Vek-
torräume stets Räume über C, dem Körper der komplexen Zahlen. Außerdem
wollen wir - um etwaigen trivialen Sonderbetrachtungen aus dem Weg zu ge-
hen - stillschweigend davon ausgehen, daß der jeweilige Vektorraum nicht nur
aus dem Nullvektor besteht.
Ist X ein normierter Raum, so bezeichnen wir seine Norm mit ‖ · ‖X oder -
wenn nicht von einer Verwechslungsgefahr auszugehen ist - schlicht mit ‖ · ‖.
Den (topologischen) Dualraum eines topologischen Vektorraums X bezeich-
nen wir mit X∗. Ist x ∈ X und ϕ ∈ X∗, so setzen wir
< x, ϕ >:=< ϕ, x >:= ϕ(x).
Ist (Ω,Σ, µ) ein Maßraum und X ein Banachraum, so verstehen wir unter
Lp(Ω, µ,X) für 1 ≤ p ≤ ∞ den jeweiligen Bochnerraum. Integrale über
Funktionen mit Werten in Banachräumen sind demnach als Bochnerintegrale
aufzufassen (siehe hierzu [DiUh] für Definitionen und Eigenschaften). Ist µ
das Lebesguemaß, so schreiben wir kurz Lp(Ω, X) für Lp(Ω, µ,X). Im Fall
X = C schreiben wir auch Lp(Ω) für Lp(Ω, X).
Für eine lebesguemeßbare TeilmengeM von R verstehen wir unter |M | deren
(Lebesgue-)Maß. Die charakteristische Funktion von M sei definiert durch
χM(t) :=
{
1 falls t ∈M,
0 falls t ∈ R\M.
Mit C∞(R, X) bezeichnen wir den Raum der unendlich oft differenzierbaren
Funktionen mit Werten im Banachraum X. Mit D(R, X) bezeichnen wir den
5
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Raum der Funktionen aus C∞(R, X), die einen kompakten Träger haben.
Für den Träger einer stetigen Funktion f schreiben wir auch kurz supp f . Im
Spezialfall X = C setzen wir wiederum C∞(R) := C∞(R, X) und D(R) :=
D(R, X).
Definition 1.1.1 Der Raum der schnell fallenden Funktionen, der auch als
Schwartzraum bezeichnet wird, ist definiert durch
S(R, X) := {f ∈ C∞(R, X) : sup
t∈R
‖tkf (n)(t)‖ <∞ für alle n, k ∈ N0}.
Im Fall X = C schreiben wir auch S(R) statt S(R,C). Der Unterraum
S0(R, X) des Schwartzraums sei definiert durch
S0(R, X) := {f ∈ S(R, X) :
∫ ∞
−∞
f(t) dt = 0}.
Auch hier schreiben wir im Fall X = C kurz S0(R) statt S0(R,C).
Ein einfaches Lemma, das wir später benötigen werden, lautet:
Lemma 1.1.2 Es sei f ∈ S0(R). Die Funktion F : R → C sei definiert
durch F (t) :=
∫ t
−∞ f(s) ds für t ∈ R. Dann ist auch F eine schnell fallende
Funktion.











für jedes t ∈ R. Sei im weiteren k ∈ N0 beliebig, aber fest gewählt. Da f eine
Schwartzfunktion ist, existiert eine Konstante C > 0, so daß
|f(s)| ≤ C|s|k+2
für alle s ∈ R gilt. Damit haben wir für alle t > 0
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mit D := C/(k + 1). Für alle t < 0 gilt




















|tkF (t)| = 0,
und das bedeutet, daß F eine schnell fallende Funktion ist. 
Im letzten Kapitel werden (abgeschlossene) lineare Operatoren A : X ⊃
D(A) → X (X ein Banachraum) auftreten. Unter der Resolventenmenge
eines solchen Operators verstehen wir die Menge aller z ∈ C, für die z−A den
RaumD(A) bijektiv nachX abbildet und die Inverse R(z, A) := (z−A)−1 als
Operator von X nach X stetig ist. Das Komplement der Resolventenmenge
in C heißt Spektrum von A.
1.2 Reihen in Banachräumen
Absolut konvergente Reihen in einem Banachraum konvergieren bekanntlich
unbedingt und der Wert von Doppelreihen ist der Wert der iterierten Sum-
mation, falls absolute Konvergenz dieser vorliegt. Etwas allgemeiner kann
man auch sagen:
Satz 1.2.1 Für alle n ∈ N und alle j1, ..., jn ∈ N seien xj1,...,jn Elemente des
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Reihen von diesem Typ werden uns später im Zusammenhang mit dem ato-
maren Hardyraum H1 begegnen. Der Satz, den wir dabei benötigen, folgt
leicht aus obiger Aussage und lautet:
Satz 1.2.2 Für alle n ∈ N und alle j1, ..., jn ∈ N seien fj1,...,jn Funktionen


































































Das bedeutet, daß g im Raum L1(R) liegt, und damit insbesondere g(t) <∞
für fast alle t ∈ R gilt. Aus Satz 1.2.1 folgen nun leicht die behaupteten
Zusammenhänge. 
1.3 Die Hardy-Littlewood-Maximalfunktion
In diesem Abschnitt wollen wir ein paar Dinge zur Hardy-Littlewood-Maxi-
malfunktion angeben. Die hier aufgeführten vektorwertigen Resultate folgen
entweder aus den skalarwertigen Versionen oder können analog wie diese
bewiesen werden, d.h. im wesentlichen durch Ersetzen von Betragsstrichen
durch Normstriche. Die Beweise der skalarwertigen Versionen findet man in
Büchern zur harmonischen Analysis wie [GaRu] (Abschnitt II.1) und [St]
(Abschnitt I.3).
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Definition 1.3.1 (Hardy-Littlewood-Maximalfunktion) Die Funktion







‖f(s)‖ ds : t ∈ I, I Intervall
}
für t ∈ R definierte Funktion Mf die (Hardy-Littlewood-)Maximal-
funktion von f .
Den Operator M : f → Mf nennen wir den (Hardy-Littlewood-)Maxi-
maloperator.
Die Funktion Mf ist stets nach unten halbstetig, so daß Mengen der Form
Eα = {t ∈ R : Mf(t) > α} für α > 0 offen sind. Die Zusammhangskompo-
nenten offener Mengen sind in R natürlich Intervalle.
Mit Hilfe der Maximalfunktion kann man integrierbare Funktionen in einen
beschränkten Teil und in einen Teil mit kleinem Mittel zerlegen.
Satz 1.3.2 Es sei f ∈ L1(R, X) und α > 0. Dann gilt für jede Zusammen-













Die Beschränktheit der Funktion auf R\Eα folgt dabei aus der Tatsache,
daß die Maximalfunktion einer lokal-integrierbaren Funktion die Funktion
majorisiert.
Satz 1.3.3 Es sei f : R → X eine lokal-integrierbare Funktion. Dann gelten






‖f(s)− f(t)‖ ds→ 0 für r → 0+;
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1.4 Vektorwertige Distributionen
Wir geben in diesem Abschnitt die Definitionen und einige Eigenschaften
von vektorwertigen Distributionen und temperierten Distributionen an. Die
Beweise können jeweils analog zum skalaren Fall erbracht werden. Darstel-
lungen zu Distributionen und temperierten Distributionen im skalarwertigen
Fall findet man etwa in [Hö], [Pet], [Ho] und [Sch]. Kollektionen der Defi-
nitionen und Resultate ohne Beweise für den vektorwertigen Fall kann man
[ABHN] (Anhang E) und [Am1] (Abschnitt III.4) entnehmen. Aus diesen
Abschnitten der beiden letzten Büchern ist auch dieser Abschnitt zusam-
mengestellt.
Die beiden Räume D(R) und S(R) seien mit ihren üblichen Topologien ver-
sehen. Ist X ein Banachraum, so besteht der Raum der vektorwertigen Dis-
tributionen D′(R, X) aus den stetigen linearen Abbildungen von D(R) nach
X. Der Raum der vektorwertigen temperierten Distributionen S ′(R, X) sei
der Raum der stetigen linearen Abbildungen von S(R) nach X. Eine tem-
perierte Distribution ist immer auch eine Distribution. Wir setzen für eine
Distribution bzw. temperierte Distribution f
< ϕ, f >:= f(ϕ)
für ϕ aus D(R) bzw. aus S(R). Lokal-integrierbare Funktionen werden mit
der durch
< ϕ, Tf >=
∫
ϕ(t)f(t) dt
definierten Distribution Tf identifiziert.
Liegt φ in C∞(R) so ist das Produkt von φ und einer Distribution f erklärt
durch
< ϕ, φ · f >=< ϕ · φ, f > (1.1)
für ϕ aus D(R). φf ist damit wieder eine Distribution. Ist φ zudem noch
langsam wachsend, d.h., daß zu jedem n ∈ N0 eine Zahl Cn > 0 und eine
Zahl mn ∈ N existieren, so daß∣∣∣∣ dφdtn (t)
∣∣∣∣ ≤ Cn(1 + |t|)mn (1.2)
für alle t ∈ R gilt, und ist f sogar eine temperierte Distribution, so wird
durch die entsprechende Multiplikation (d.h. in (1.1) ϕ aus S(R)) eine tem-
perierte Distribution definiert.
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Für n ∈ N0 ist die n-te Ableitung einer Distribution bzw. temperierten Dis-












wieder eine Distribution bzw. temperierte Distribution.
Die Faltung g ∗ f einer Funktion g : R → C mit einer Funktion f : R → X
ist definiert durch
g ∗ f(t) :=
∫
g(t− s)f(s) ds,
sofern das Integral existiert. Ist ϕ aus S(R), so setzen wir ϕ−(t) := ϕ(−t)
und
τsϕ(t) := ϕ(t− s).
Die Faltung von ϕ mit einer temperierten Distribution f sei dann die Funk-
tion
t → ϕ ∗ f(s) :=< τs(ϕ−), f > .
t → ϕ∗f(s) ist unendlich oft differenzierbar und langsam wachsend im Sinne
von (1.2), wobei der Betrag durch die Norm ersetzt wird. Damit ist ϕ ∗ f(s)
auch eine temperierte Distribution.
Die so für Distributionen bzw. temperierte Distributionen definierten Ope-
rationen Multiplikation, Ableitung und Faltung sind mit den herkömmlichen
konsistent, wenn Funktionen als Distributionen in obigem Sinne aufgefaßt
werden.
1.5 Die Fouriertransformation
Die vektorwertige Fouriertransformation F ist definiert durch
(Ff)(s) := f̂(s) :=
∫
e−istf(t) dt (1.3)
für f ∈ L1(R, X). Die inverse Fouriertransformation F−1 ist definiert durch
(F−1f)(s) := f̌(s) := 1
2π
(Ff)(−s)
für f ∈ L1(R, X).
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versehen mit der Supremumsnorm, so gilt:
Satz 1.5.1 (Riemann-Lebesgue) Die Fouriertransformation F ist eine
stetige lineare Abbildung von L1(R, X) nach C0(R, X).
Außerdem ist die Fouriertransformation eine bijektive, stetige lineare Ab-
bildung von S(R) in sich. Die Inverse dieser Abbildung ist gerade die oben
definierte inverse Fouriertransformation auf diesem Raum. Somit können wir
die Fouriertransformation auf S ′(R, X) definieren durch
< ϕ,Ff >:=< ϕ, f̂ >:=< Fϕ, f >
für f ∈ S ′(R, X) und ϕ ∈ S(R).
Verstehen wir für n ∈ N0 unter sn die langsam wachsende Funktion s → sn,













für alle n ∈ N0.
Ist f ∈ S ′(R, X) und ϕ ∈ S(R) so gilt für die Fouriertransformierte der
Faltung
F(ϕ ∗ f) = F(ϕ) · F(f).
Als Referenz für die in diesem Abschnitt aufgeführten Resultate sei auf die
zu Beginn des vorigen Abschnitts angeführten Bücher für den skalar- und
vektorwertigen Fall verwiesen.
1.6 Der Fouriertyp eines Banachraums
Versehen wir für eine Zahl 1 ≤ p ≤ 2 den Raum L1(R, X) ∩ Lp(R, X) mit
der Norm von Lp(R, X), so liegt dieser dicht im Raum Lp(R, X). Für X = C
ist die durch (1.3) definierte Fouriertransformation dann eine stetige lineare
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definiert sein soll. Für beliebige Banachräume gilt dies zwar nach dem Satz
von Riemann-Lebesgue immer noch im Fall p = 1, ist aber für p > 1 in der
Regel falsch. Peetre ([Pe1]) führte deshalb den Begriff des Fouriertyps eines
Banachraums ein.
Definition 1.6.1 Der Banachraum X hat den Fouriertyp p ∈ [1, 2], wenn
eine Zahl Cp > 0 existiert, so daß für alle f ∈ L1(R, X) ∩ Lp(R, X)
‖F(f)‖Lq(R,X) ≤ Cp ‖f‖Lp(R,X)
gilt. Dabei ist q definiert durch die Gleichung 1/q + 1/p = 1.
Jeder Banachraum hat - es wurde bereits erwähnt - den Fouriertyp 1. Des-
halb sprechen wir davon, daß ein Banachraum einen nichttrivialen Fouriertyp
besitzt, wenn er einen Fouriertyp echt größer als 1 hat.
Definiert man den Fouriertyp eines Banachraums in analoger Weise für Fou-
rierreihen von Funktionen auf dem Intervall [−π, π], dann hat ein Banach-
raum den Fouriertyp p in diesem Sinn genau dann, wenn er den Fouriertyp
p in dem von uns definierten Sinn besitzt. Einen Beweis dieses Zusammen-
hangs findet man in [Kö].
Hat ein Banachraum den Fouriertyp p, so hat er auch jeden Fouriertyp
p̃ ∈ [1, p]. Hilberträume haben den Fouriertyp 2, denn hier gilt die Plancherel-
Gleichung analog zum skalarwertigen Fall. Umgekehrt gilt: Hat ein Banach-
raum den Fouriertyp 2, so ist er isomorph zu einem Hilbertraum (Kwapién
[Kw]). Von Bourgain wurde bewiesen, daß die Räume mit nichttrivialem Fou-
riertyp gerade die B-konvexen Räume sind ([Bo1], [Bo2]). Dabei gilt:
Definition 1.6.2 Der Banachraum X ist B-konvex genau dann, wenn eine
Zahl p ∈ (1, 2] und eine Zahl C > 0 existieren, so daß für alle n ∈ N und













erfüllt ist. Dabei ist (rk) die Folge der Rademacherfunktionen, d.h. rk(t) :=
sign (sin(2kπt)).
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Hat X den Fouriertyp p > 1, so schreiben wir für die Fortsetzung der Fou-
riertransformation auf Lp(R, X) ebenfalls F . Die Definition der Fouriertrans-
formierten in diesem Sinne ist wiederum konsistent mit der Definition der
Fouriertransformierten im Sinne temperierter Distributionen.
Eine gute Übersicht zum Thema Fouriertyp findet man im Artikel [GKKT].
Kapitel 2
Abschätzungen in H1at(R, X)
und BMO(R, X)
Die Theorie der klassischen Hardyräume als Räume holomorpher Funktio-
nen auf der Kreisscheibe D = {z ∈ C : |z| < 1} wurde weitgehend in
der ersten Hälfte des vergangenen Jahrhunderts entwickelt. Ein wesentlicher
Aspekt dieser Theorie ist die Charakterisierung von Eigenschaften der Funk-
tionen durch Eigenschaften ihrer “Randfunktionen”, insbesondere auch durch
die zur Randfunktion gehörende Fourierreihe. Die Charakterisierung über be-
stimmte Eigenschaften der Randfunktionen rechtfertigen es, die Räume dieser
auf T = {z ∈ C : |z| = 1} definierten Funktionen ebenfalls als Hardyräume
zu bezeichnen. Einen guten Überblick zu diesem Themenkreis bietet das Buch
von Duren ([Du]).
Analog dazu kann man Hardyräume von holomorphen Funktionen auf dem
Halbraum {s+it : t > 0, s ∈ R} und die zugehörigen Hardyräume der Rand-
funktionen auf R betrachten. Burkholder, Gundy und Silverstein gelang es in
[BuGuSi] die Hardyräume auf dem Halbraum als Räume harmonischer Funk-
tionen zu charakterisieren. Sie ebneten so den Weg weg von den Methoden
der komplexen Analysis hin zu Methoden der reellen Analysis. Einen weiteren
Meilenstein zu setzen, gelang Fefferman mit der Identifzierung des Dualraums
vonH1 mit dem Raum der Funktionen von beschränkter mittlerer Oszillation
BMO auf R ([Fe], [FeSt]). Mit Hilfe dieser Charakterisierung des Dualraums
erhält man leicht die sogenannte atomare Zerlegung von H1-Funktionen auf
R. Die Möglichkeit der atomaren Zerlegung formulierte explizit Coifman in
[Co] und gab einen konstruktiven Beweis dafür an.
Die erwähnte Burkholder-Gundy-Silverstein-Charakteriserung der Hardyräu-
me holomorpher Funktionen, bzw. - was äquivalent dazu ist - harmonischer
15
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Funktionen, deren jeweilige konjugierte Funktion bestimmte Eigenschaften
erfüllt, durch Räume harmonischer Funktionen, deren sogenannte nichttan-
gentiale Maximalfunktion in Lp liegt, bzw. deren Randfunktionen, gilt im
allgemeinen nicht, wenn man Funktionen mit Werten in Banachräumen be-
trachtet. Siehe hierzu [Bl] für den Fall der Randfunktionen auf der Kreislinie
T.
Wir werden in diesem Kapitel den Hardyraum H1 direkt als Raum von L1-
Funktionen, die eine atomare Zerlegung besitzen, definieren, was sich für
unsere Zwecke als der nützlichste Zugang herausstellen wird.
2.1 Der Raum H1at(R, X)
In diesem Abschnitt werden wir den atomaren Hardyraum H1at(R, X) definie-
ren und einige seiner Grundeigenschaften angeben. Die Definition der Atome
erfolgt analog zum skalarwertigen Fall. Siehe dazu etwa die entsprechenden
Abschnitten der Bücher [GaRu] und [St].
Definition 2.1.1 a) Es sei 1 ≤ p < ∞. Eine stark meßbare Funktion a :
R → X heißt (p)-Atom, falls es ein beschränktes Intervall I gibt, so daß
gilt:














a(t) dt = 0.
b) Eine stark meßbare Funktion a : R → X heißt (∞)-Atom, falls es ein
beschränktes Intervall I gibt, so daß gilt:
(i) supp a ⊂ I,




a(t) dt = 0.
Mit Hilfe der Definition der (∞)-Atome werden wir nun den Hardyraum
H1at(R, X) definieren. Im nächsten Abschnitt werden wir dann exemplarisch
im Fall p = 2 zeigen, wie (p)-Atome in (∞)-Atome zerlegt werden können.
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Definition 2.1.2 Eine stark meßbare Funktion f : R → X liegt genau dann
im Hardyraum H1at(R, X), wenn eine Folge komplexer Zahlen (ck)
∞
k=1 und








ckak im Raum L
1(R, X)
gelten.
Wir schreiben auch H1at statt H
1
at(R, X), wenn keine Verwechslungsgefahr
hinsichtlich des zugrundeliegenden Banachraums besteht.




|ck| : (ck)∞k=1 ⊂ C, ak (∞)−Atom für






Wir schreiben auch ‖·‖H1at statt ‖·‖H1at(R,X), wenn keine Verwechslungsgefahr
hinsichtlich des zugrundeliegenden Banachraums besteht.
Ist (ck)
∞
k=1 eine Folge komplexer Zahlen mit
∑∞
k=1 |ck| <∞ und (ak)∞k=1 eine




‖ak(t)‖ dt ≤ |I| · 1|I| = 1
offenbar stets absolut in L1(R, X). Dabei ist in obiger Abschätzung I ein
Intervall, das bezüglich ak die Eigenschaften aus Definition 2.1.1 erfüllt.
Darüberhinaus konvergiert die Reihe
∑∞
k=1 ckak auch punktweise fast überall













und so liegt die Funktion t → ∑∞k=1 ‖ckak(t)‖ in L1(R) und erfüllt damit
insbesondere
∑∞
k=1 ‖ckak(t)‖ < ∞ für fast alle t ∈ R. Wir können also fest-
halten:
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Bemerkung 2.1.3 Ist (ck)
∞
k=1 eine Folge komplexer Zahlen mit
∑∞
k=1 |ck| <









ckak punktweise fast überall.
äquivalent. Die Reihe
∑∞
k=1 ckak konvergiert stets absolut im Raum L
1(R, X)
und punktweise fast überall absolut im Raum X.
Mit der üblichen Identifizierung von Funktionen, die fast überall überein-
stimmen, stellt man unschwer fest, daß H1at(R, X) ein Banachraum ist.
2.2 Zerlegung von (2)-Atomen in (∞)-Atome
Es ist leicht einzusehen, daß jedes (∞)-Atom für jedes p ≥ 1 auch ein (p)-
Atom ist. Andererseits liegen für jedes p > 1 alle (p)-Atome in H1at. Der
folgende Satz beinhaltet diese Aussage im Fall p = 2. Er gilt entsprechend
auch für andere p > 1. Wir benötigen im weiteren jedoch nur die Aussage
für den Fall p = 2, und so wollen wir mit der Beschränkung auf diesen Fall
den Aufwand für den ohnehin langen Beweis ein wenig eindämmen.
Der Beweis ist eine Anpassung des Beweises für den skalaren Fall aus [GaRu]
(III.3.12).
Satz 2.2.1 Es gibt eine Zahl C > 0, so daß für jedes (2)-Atom a eine Folge
komplexer Zahlen (ck)
∞











Beweis. Es seien a = 0 ein beliebiges (2)-Atom und I das kleinste kompakte
Intervall mit
(i) supp a ⊂ I














a(t) dt = 0
Setzen wir b(t) := |I| a(t) für t ∈ R, so gilt
‖b‖2L2(R,X) = |I|2 ‖a‖2L2(R,X) ≤ |I|2
1
|I| = |I| (2.1)
Den Mittelpunkt eines kompakten Intervalls J bezeichnen wir im weiteren
mit mJ und setzen
J2 := [mJ − |J |, mJ + |J |].
Für α > 0 definieren wir
Uα := {t ∈ R : M [‖b(·)‖2](t) > α2}.
Dabei sei M der Maximaloperator aus Abschnitt 1.3. Mit Hilfe der Abschät-
zung (2.1) und der Definition des Maximaloperators ist leicht einzusehen,
daß für alle α ≥ √2 die Mengeninklusion
Uα ⊂ I2 (2.2)
gilt. Wir setzen im weiteren zunächst α ≥ √2 voraus. Es sei {Ij} die Menge





























b(s) ds , t ∈ Ij
0 , sonst.




‖g0(t)‖ ≤ α (2.4)
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für alle t ∈ R. Die Abschätzung (2.4) folgt dabei für t /∈ Uα aus Satz 1.3.3 c)
und für t ∈ Ij aus der Jensenschen Ungleichung (siehe z.B. [El] VI.1.3) und
Abschätzung (2.3).
g0 erfüllt damit
(i) supp g0 ⊂ I2 wegen Uα ⊂ I2 und supp b ⊂ I ⊂ I2;




g0(t) dt = 0 wegen Uα =
∑
Ij.





α|I2|g0(t) für t ∈ R, (2.5)
ein (∞)-Atom.

































≤ α+ α = 2α.
Wir setzen nun bj(t) =
1
2α
hj(t) für t ∈ R. Die so definierte Funktion hat die
Eigenschaften




bj(t) dt = 0;
(iii) ‖bj‖2L2(R,X) ≤ |Ij | wegen (2.6 ).
Diese - und nur diese - Eigenschaften der Funktion b haben wir aber gerade
benutzt, um die Intervalle Ij und die Funktionen a0, g0 und hj mit ihren
entsprechenden Eigenschaften zu konstruieren.
Wenn wir b() := b und I() := I für das leere Indextupel () setzen, können wir
für n ∈ N0 also induktiv folgende Definitionen machen:
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(i) Uα(j0, ..., jn−1) := {t ∈ R : M [‖bj0,...,jn−1‖2](t) > α2}.
(ii) Ij0,...,jn seien die Zusammenhangskomponenten von Uα(j0, ..., jn−1).
(iii) gj0,...,jn−1(t) :=






bj0,...,jn−1(s) ds, t ∈ Ij0,...,jn.
(iv) hj0,...,jn(t) :=
{













Die Indizes jk sind dabei Elemente einer geeignente Indexmenge ⊂ N. g() ent-
spricht dem bisherigen g0, a() dem bisherigen a0 und der Index j0 entspricht
dem bisher verwendeten j.
Die so definierten Intervalle Ij0,j1,...,jn und Funktionen aj0,...,jn−1, gj0,...,jn−1,
hj0,j1,...,jn und bj0,j1,...,jn besitzen Eigenschaften analog zu Ij0 , a0, g0, hj0 und
bj0 .
Wir erhalten
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woraus insbesondere





folgt. Desweiteren haben wir (vgl. (2.6) und beachte supp hj0,...,jn ⊂ Ij0,...,jn)∫
R
‖hj0,...,jn(t)‖ dt ≤ 2α · |Ij0,...,jn|. (2.10)
















( Ij0,...,jn sind die Zusammenhangskomponenten von Uα(j0, ..., jn−1) )
(2.9)





























































Beachtet man, daß nach der Definition von gj0,...,jn−1
supp gj0,...,jn−1 ⊂ (supp (bj0,...,jn−1)\Uα(j0, ..., jn−1)) ∪ Uα(j0, ..., jn−1)
⊂ I2j0,...,jn−1
wegen
supp bj0,...,jn−1 ⊂ Ij0,...,jn−1
und
Uα(j0, ..., jn−1) ⊂ I2j0,...,jn−1 vgl. (2.2)
gilt und daß außerdem
‖gj0,...,jn−1(t)‖ ≤ α vgl. (2.4)




‖gj0,...,jn−1(t)‖ dt ≤ 2α|Ij0,...,jn−1| (2.15)
ein.
Mit einer solchen Eigenschaft von hj0,...,jn (vgl. (2.10)) ist es uns gelungen










Mit (2.14) und (2.16) folgt aus (2.7)
b = g0 + 2α
∑
j0









mit absoluter Konvergenz der Reihen in L1(R, X) (Man beachte Satz 1.2.1).
Bisher hatten wir an α allein die Anforderung α ≥ √2 gestellt. Für α > 4
erhalten wir aus (2.14) und (2.17)
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in L1(R, X). Wir setzen nun
cj0,...,jn−1 := 2α · (2α)n · |Ij0,...,jn−1| ·
1
|I|



































Beachtet man nun noch, daß die Norm eines (∞)-Atoms in L1(R, X) stets
kleiner oder gleich 1 ist, so ist der Beweis wegen (2.19) und Satz 1.2.1
komplett. 
2.3 Der Raum BMO(R, X)
Der Begriff einer Funktion von beschränkter mittlerer Oszillation geht zurück
auf John und Nirenberg ([JoNi]). Bestimmte singuläre Integraloperatoren bil-
den zwar nicht L∞ nach L∞ ab, aber Funktionen aus L∞ auf Funktionen von
beschränkter mittlerer Oszillation. Den Bogen zum Hardyraum H1 schlug
Fefferman ([Fe], [FeSt]), der den Raum der Funktionen von beschränkter
mittlerer Oszillation im skalarwertigen Fall als Dualraum von H1 identifizie-
ren konnte.
Definition 2.3.1 a) Für ein beschränktes Intervall I und eine Abbildung
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c) BMO(R, X) := {f ∈ L1loc(R, X) : ‖f‖BMO(R,X) <∞}
d) BMO(R, X) := (BMO(R, X)/‖·‖BMO(R,X)=0).
Man sieht leicht ein, daß die Funktionen mit
‖f‖BMO(R,X) = 0
gerade die Funktionen sind, die fast überall konstant sind. Elemente von
BMO(R, X) werden wir künftig auch als Funktionen auffassen, indem wir
stillschweigend einen Vertreter herausnehmen und uns im Klaren darüber
sind, daß die Differenz zweier Vertreter derselben Äquivalenzklasse fast über-
all gleich einer Konstanten ist.
Wie im skalarwertigen Fall beweist man nachstehende Charakterisierung von
Funktionen von beschränkter mittlerer Oszillation. Siehe etwa [CoWe] (Be-
weis zu Lemma 3.14).
Satz 2.3.2 Es seien f ∈ L1loc(R, X) und C > 0. Existiert zu jedem be-





‖f(t)− xI‖ dt ≤ C,
so liegt f in BMO(R, X), und es gilt
‖f‖BMO(R,X) ≤ 2C.
Ist f aus BMO(R, X), so folgt aus der Ungleichung
| ‖f(t)‖ − ‖fI‖ | ≤ ‖f(t)− fI‖
für jedes beschränkte Intervall I ⊂ R und jedes t ∈ I und aus Satz 2.3.2
sofort, daß die Funktion t → ‖f(t)‖ in BMO(R,C) liegt.
2.4 Wachstum der Mittel von BMO-Funkti-
onen
Beschränkte Funktionen sind offenbar von beschränkter mittlerer Oszillation.
Die Umkehrung gilt allerdings nicht. Das klassische Beispiel für eine unbe-
schränkte BMO-Funktion ist im skalarwertigen Fall die Abbildung t → log |t|
(Siehe etwa [GaRu] (Cor. II.3.5)). Beim Betrachten des folgenden Satzes be-
halten wir dieses Beispiel im Hinterkopf.
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Satz 2.4.1 Es existiert eine Konstante C > 0, so daß für alle Funktionen









∥∥∥∥ ds ≤ C(1 + | log t|)‖f‖BMO(R,X) (2.21)
erfüllt ist.
Insbesondere gilt für alle f ∈ BMO(R, X)
sup
t>0
t−1(1 + | log t|)−1
∫ t
−t
‖f(s)‖ ds <∞. (2.22)
Beweis. Für t > 0 sei K = K(t) die größte ganze Zahl kleiner oder gleich
| log t| + 1. Außerdem setzen wir a = a(t) := e(log t)/K . Dann gelten aK = t
und





≤ | log t|
K
≤ 1.







für alle k ∈ N0. Im Fall a ≥ 1 können wir wie folgt abschätzen:

















≤ a‖f‖BMO(R,X) ≤ e‖f‖BMO(R,X).
Falls a < 1 ist, haben wir
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In jedem Fall gilt demnach
‖fk+1 − fk‖ ≤ e‖f‖BMO(R,X). (2.23)














‖f(s)− fK‖ ds+ ‖fK − f0‖.





‖f(s)− fK‖ ds ≤ ‖f‖BMO(R,X) (2.25)
und zum anderen
‖fK − f0‖ ≤
K−1∑
k=0
‖fk+1 − fk‖ (2.26)
(2.23)
≤ Ke‖f‖BMO(R,X).





‖f(s)− f0‖ ds ≤ (Ke+ 1)‖f‖BMO(R,X).





‖f(s)− f0‖ ds ≤ (e| log t|+ e+ 1)‖f‖BMO(R,X).
Damit ist (2.21) bewiesen. (2.22) gewinnt man aus (2.21) mit der Dreiecks-
ungleichung. 
Der Beweis von Satz 2.4.1 ist inspiriert durch den Beweis in [FeSt] dafür, daß





gilt. Mit Hilfe von Satz 2.4.1 läßt sich diese Aussage folgendermaßen verall-
gemeinern:
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dann gilt ∫ ∞
−∞









Aus Satz 2.4.1 und der Monotonie von g ergibt sich∫
2k≤|t|≤2k+1








kg(2k) < ∞ folgt aus (2.28) und (2.29) die
Endlichkeit des Integrals (2.27). 
Wie für den Fall p = 2 bereits angedeutet, wird durch g(t) := 1/(1 + tp)
für p > 1 eine Funktion definiert, die den Voraussetzungen von Satz 2.4.2
genügt.
2.5 Die Ungleichungen von John und Niren-
berg
Zu den wichtigsten Sätzen in der Theorie der Funktionen von beschränk-
ter mittlerer Oszillation gehören zweifellos die von John und Nirenberg in
[JoNi] erstmals vorgestellten Resultate, denen wir in diesem Abschnitt in
ihren vektorwertigen Fassungen begegnen werden. Sowohl zu Satz 2.5.1 als
auch zu Korollar 2.5.2 wird in der Literatur als John-Nirenberg-Ungleichung
referenziert. Die Beweise in diesem Abschnitt stammen aus [GaRu] (Theo-
rem II.3.8 und Corollary II.3.10) und wurden für den von uns betrachteten
vektorwertigen Fall angepaßt.
Satz 2.5.1 Es existieren Zahlen C1, C2 > 0, so daß für alle f ∈ BMO(R, X),
alle beschränkten Intervalle I ⊂ R und alle s > 0
|{t ∈ I : ‖f(t)− fI‖ > s}| ≤ C1e−(C2/‖f‖BMO(R,X))s · |I| (2.30)
gilt.
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Beweis.Offenbar können wir uns auf den Fall ‖f‖BMO(R,X) = 1 beschränken.
Sei I = (a, b] mit beliebigen reellen Zahlen a < b und α eine feste Zahl echt





‖f(t)− fI‖ dt ≤ 1 < α. (2.31)
Für n ∈ N0 und k = 0, ..., 2n − 1 sei
In,k := (a + (b− a)k2−n, a+ (b− a)(k + 1)2−n].
In sei die Familie dieser dyadischen Teilintervalle von (a, b] der Länge 2−n(b−
a), also
In := {In,k : k = 0, ..., 2n − 1}.











‖f(t)− fI‖ dt > α, (2.32)
und es existiert kein Intervall in I, das J als echte Teilmenge enthält und
(2.32) erfüllt. Die höchstens abzählbar vielen Elemente von J1 bezeichnen
wir auch mit J1,l und unterscheiden sie durch den Index l.
Jedes J aus J1 hat aufgrund der Definition und wegen (2.31) die Länge
(b−a)2−n mit geeignetem n ≥ 1. Ist nun J̃ das (eindeutig bestimmte) Element





‖f(t)− fI‖ dt ≤ 2|J̃|
∫
J̃
‖f(t)− fI‖ dt ≤ 2α.






‖f(t)− fI‖ dt ≤ 2α (2.33)
für alle J ∈ J1. Aus Satz 1.3.3 b) erhält man leicht
‖f(t)− fI‖ ≤ α (2.34)
für fast alle t ∈ I\⋃J∈J1 J . Aus (2.33) folgt überdies sofort
‖fJ − fI‖ ≤ 2α (2.35)
30 KAPITEL 2. ABSCHÄTZUNGEN IN H1AT (R, X) UND BMO(R, X)


















|J | ≤ 1
α
|I|. (2.36)
Machen wir nun die gerade für I durchgeführte Zerlegung genauso für jedes
feste J1,l aus J1, so erhalten wir eine Familie J1,l dyadischer Teilintervalle
von J1,l mit
‖fJ − fJ1,l‖ ≤ 2α (2.37)
für alle J ∈ J1,l,
‖f(t)− fJ1,l‖ ≤ α (2.38)




|J | ≤ 1
α
|J1,l|. (2.39)
Mit J2 bezeichnen wir die Vereinigung der J1,l. Die höchstens abzählbar
vielen Elemente von J2 unterscheiden wir wieder mit einem Index und be-
zeichnen sie mit J2,l. Für fast alle t ∈ I\
⋃
J∈J2 J gilt
‖f(t)− fI‖ ≤ ‖f(t)− fJ1,l‖+ ‖fJ1,l − fI‖
(2.38),(2.35)
≤ α + 2α,
also insbesondere
‖f(t)− fI‖ ≤ 2 · 2α. (2.40)









Induktiv erhalten wir auf diese Weise zu jedem m ∈ N eine Familie Jm
paarweise disjunkter Intervalle Jm,l mit
‖f(t)− fI‖ ≤ m · 2α. (2.42)
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Für jedes m ∈ N und jede Zahl s mit
m · 2 · α ≤ s < (m+ 1) · 2 · α
gilt damit









Wegen s < (m+ 1) · 2 · α ≤ 4 ·m · α haben wir aber
−m logα ≤ −s · logα
4α
,





|{t ∈ I : ‖f(t)− fI‖ > s}| ≤ e−C2s|I|
gezeigt.
Falls s < 2α ist, gilt
C2 · s < logα
2
und damit trivialerweise
|{t ∈ I : ‖f(t)− fI‖ > s}| ≤ |I| < e(log(α)/2)−C2s|I|.
Setzen wir noch C1 :=
√
α, so ist (2.30) bewiesen. 












so folgt aus der Jensenschen Ungleichung, daß f in BMO(R, X) liegt. Aus
dem vorangegangenen Satz folgt, daß auch die Umkehrung gilt.
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für alle f ∈ BMO(R, X). Das heißt insbesondere, daß die Normen
‖ · ‖p,BMO(R,X) und ‖ · ‖BMO(R,X) für jedes p ∈ (1,∞) äquivalent sind.
b) Es existiert eine Zahl C > 0, so daß für alle f ∈ BMO(R, X) und für









Beweis. Wir betrachten jeweils nur den nichttrivialen Fall ‖f‖BMO(R,X) >
0. I sei ein beliebiges beschränktes Teilintervall von R. Wir setzen g(t) :=
‖f(t)− fI‖ für t ∈ R und
h(s, t) :=
{
1, falls g(t) > s;
0, falls g(t) ≤ s.























psp−1|{t ∈ I : g(t) > s}| ds.
Nach Satz 2.5.1 existieren Konstanten C1, C2 > 0, so daß∫
I
(g(t))p dt ≤ C1
∫ ∞
0
psp−1e−(C2/‖f‖BMO(R,X))s ds · |I|









2.6. DER DUALRAUM VON H1AT (R, X) 33
Damit ist die Ungleichung in a) bewiesen. Die Normäquivalenz folgt aus
dieser Ungleichung und - wir haben es bereits erwähnt - aus der Jensenschen
Ungleichung.





sesu|{t ∈ I : g(t) > u}| du










e[s−(C2/‖f‖BMO(R,X))]u du · |I|
= C1s[(C2/‖f‖BMO(R,X))− s]−1 · |I|
für alle Zahlen s mit 0 < s < (C2/‖f‖BMO(R,X)). 
2.6 Der Dualraum von H1at(R, X)
Wie bereits in der Einleitung dieses Kapitels erwähnt, ist das Resultat von
Fefferman ([Fe],[FeSt]) für skalarwertige Funktionen in den vektorwertigen
Fall nicht in der Form übertragbar, daß BMO(R, X∗) stets isomorph zum
Dualraum vonH1at(R, X) wäre. Letzteres stimmt jedoch, wennX
∗ die Radon-
Nikodym-Eigenschaft besitzt.
Definition 2.6.1 Der Banachraum X hat die Radon-Nikodym-Eigen-
schaft bezüglich des endlichen Maßraums (Ω,Σ, µ) genau dann, wenn
zu jedem Vektormaß G : Σ → X von beschränkter Variation eine Abbildung





für alle E ∈ Σ gilt.
X hat die Radon-Nikodym-Eigenschaft genau dann, wenn X die Radon-
Nikodym-Eigenschaft bezüglich jedes endlichen Maßraums (Ω,Σ, µ) besitzt.
Für Definition und Eigenschaften von Vektormaßen sei auf [DiUh] verwie-
sen. Dort wird auch die Radon-Nikodym-Eigenschaft ausgiebig behandelt.
Die Radon-Nikodym-Eigenschaft besitzen beispielweise reflexive Räume, se-
parable Dualräume und auch die Räume Lp(Ω, µ,X) für 1 < p < ∞ falls
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(Ω, µ,Σ) ein nichtatomarer endlicher Maßraum ist und X selbst die Radon-
Nikodym-Eigenschaft besitzt. Beispiele für Räume, die die Radon-Nikodym-
Eigenschaft nicht besitzen sind L1([0, 1]), c0 und L
∞([0, 1]).
Wir benötigen im weiteren lediglich folgende Charakterisierung der Radon-
Nikodym-Eigenschaft für Dualräume (vgl. Theorem IV.1.1 [DiUh]):
Satz 2.6.2 Es sei 1 ≤ p < ∞ und q−1 + p−1 = 1. Dann hat der Dualraum
X∗ von X bezüglich des endlichen Maßraums (Ω,Σ, µ) die Radon-Nikodym-
Eigenschaft genau dann, wenn (Lp(Ω, µ,X))∗ = Lq(Ω, µ,X∗) gilt.
Zum Beweis des zentralen Satzes dieses Kapitels benötigen wir noch ein ein-
faches Lemma.
Lemma 2.6.3 Für n ∈ N sei die Abbildung Pn : X → X definiert durch
Pn : x →

x, falls ‖x‖ ≤ n;
n
‖x‖ · x, falls ‖x‖ > n.
Dann gilt
‖Pnx− Pny‖ ≤ 2 · ‖x− y‖
für alle x, y ∈ X.
Beweis. Im Fall ‖x‖, ‖y‖ ≤ n ist nichts zu zeigen. Falls ‖x‖ und ‖y‖ größer






‖x‖ · ‖y‖(x‖y‖ − y‖x‖)
=
1
‖x‖ · ‖y‖((x− y)‖y‖ − y(‖x‖ − ‖y‖))
und somit∥∥∥∥ x‖x‖ − y‖y‖
∥∥∥∥ ≤ 1‖x‖(‖x− y‖+ | ‖x‖ − ‖y‖ |) ≤ 2‖x‖‖x− y‖.
Also gilt
‖Pnx− Pny‖ ≤ 2n‖x‖‖x− y‖ ≤ 2‖x− y‖.
Falls ‖x‖ kleiner oder gleich n ist und ‖y‖ größer als n ist, haben wir
x− ny‖y‖ =
1
‖y‖((x− y)‖y‖+ (‖y‖ − n)y)
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und damit
‖Pnx− Pny‖ ≤ ‖x− y‖+ ‖y‖ − n ≤ ‖x− y‖+ ‖y‖ − ‖x‖ ≤ 2 ‖x− y‖.
Somit ist alles gezeigt. 
Nun wollen wir zeigen, daß der Dualraum vonH1at(R, X) isomorph zum Raum
der X∗-wertigen Funktionen mit beschränkter mittlerer Oszillation ist, wenn
X∗ die Radon-Nikodym-Eigenschaft besitzt. Das entsprechende Resultat für
die Kreislinie T dieses Analogons zu Feffermans Satz wurde zuerst von Blasco
in [Bl2] bewiesen. Von Blasco stammen auch noch Verallgemeinerungen für
allgemeine Banachräume ([Bl], [Bl3]). Allerdings bestehen dann die BMO-
Räume nicht mehr aus Funktionen sondern aus Vektormaßen. Das nachste-
hende Resultat steckt im wesentlichen implizit auch in [Bl3]. Der Beweis des
ersten Teils beruht auf dem skalarwertigen Beweis in [CoWe], der zweite Teil
auf einer Anpassung von [Bl2].
Satz 2.6.4 Hat X∗ die Radon-Nikodym-Eigenschaft, so gilt (H1at(R, X))
∗ ∼=
BMO(R, X∗).

































〈g(t)− gIk , ak(t)〉 dt
∣∣∣∣∣ ,
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< g(t), f(t) > dt
ein stetiges Funktional Tg : H
1
at(R, X)→ C mit
‖Tg‖ ≤ ‖g‖BMO(R,X∗) (2.45)
definiert. Für g ∈ BMO(R, X∗) existiert das Integral
Tg(f) :=
∫
< g(t), f(t) > dt






Sei also nun f von dieser Gestalt. Wir setzen gn = Png für n ∈ N. Dabei
sei Pn die in Lemma 2.6.3 definierte Abbildung. Die Abbildungen gn liegen
in L∞(R, X), und nach dem Konvergenzsatz von Lebesgue strebt Tgn(f) für
n → ∞ gegen Tg(f). Für ein beliebiges beschränktes Intervall I gilt nach
Lemma 2.6.3∫
I
‖gn(t)− PngI‖ dt ≤ 2
∫
I
‖g(t)− gI‖ dt ≤ 2|I| ‖g‖BMO(R,X∗).
Daraus folgt nach Satz 2.3.2
‖gn‖BMO(R,X∗) ≤ 4 ‖g‖BMO(R,X∗)
für alle n ∈ N. Unter Zuhilfenahme von (2.45) ergibt sich
|Tgn(f)| ≤ ‖gn‖BMO(R,X∗) ‖f‖H1at(R,X) ≤ 4 ‖g‖BMO(R,X∗)‖f‖H1at(R,X).
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Also haben wir insgesamt
|Tg(f)| ≤ 4 ‖g‖BMO(R,X∗)‖f‖H1at(R,X).
Die Funktionen mit endlicher atomarer Darstellung liegen dicht inH1at(R, X).
Deshalb können wir Tg in eindeutiger Weise zu einem stetigen linearen Funk-
tional - ebenfalls Tg genannt - auf ganz H
1
at(R, X) fortsetzen, und es gilt
‖Tg‖ ≤ 4 ‖g‖BMO(R,X∗).
“⊂”: Es sei T : H1at(R, X) → C ein stetiges Funktional. Es sei K > 0 und
ϕ ∈ L2(R, X) mit supp ϕ ⊂ [−K,K]. Darüberhinaus gelte∫
R
ϕ(t) dt = 0.















ein (2)-Atom. Nach Satz 2.2.1 folgt
‖ϕ̃‖H1at(R,X) ≤ C
mit einer von ϕ̃ unabhängigen Konstanten C und damit
‖ϕ‖H1at(R,X) ≤
√
2K C ‖ϕ‖L2(R,X). (2.46)
Somit ist T für jedes K > 0 ein stetiges Funktional auf
YK :=
{
ϕ ∈ L2(R, X) : suppϕ ⊂ [−K,K],
∫
R
ϕ(t) dt = 0
}
versehen mit der Norm ‖ · ‖L2(R,X). Da X∗ die Radon-Nikodym-Eigenschaft
besitzt, gilt nach Satz 2.6.2 für jedes K > 0
(L2([−K,K], X))∗=̃L2([−K,K], X∗).
Fassen wir fortan YK als (abgeschlossenen) Unterraum von L
2([−K,K], X)




< g1(t), ϕ(t) > dt
38 KAPITEL 2. ABSCHÄTZUNGEN IN H1AT (R, X) UND BMO(R, X)





< gK+1(t), ϕ(t) > dt (2.47)






Aus (2.47) und (2.48) folgt gK+1|[−K,K] = gK . Durch die Festsetzung g(t) :=






< g(t), ϕ(t) > dt




Sei nun I ⊂ R ein beliebiges beschränktes Intervall. Analog zur Herleitung
von (2.46) erhält man für ein beliebiges ϕ ∈ L2(R, X) mit suppϕ ⊂ I und
‖ϕ‖L2(R,X) ≤ 1 die Abschätzung
‖ϕ− χIϕI‖H1at(R,X) ≤
√
|I|C ‖ϕ− χIϕI‖L2(R,X) ≤ 2
√




































































Die Anwendung der Jensenschen Ungleichung komplettiert den Beweis. 
2.7. DIE HARDYUNGLEICHUNG 39
2.7 Die Hardyungleichung





≤ C ‖f‖L1(T) (2.50)
für alle
f ∈ H1 = {g ∈ L1(T) : ĝ(n) = 0 für alle n < 0}.
Sie geht zurück auf Hardy und ist unter seinem Namen wohlbekannt (siehe
z.B. [Du]).
In H1 ist die Norm ‖ · ‖L1(T) äquivalent zur Norm in H1at(T), dem analog
zu H1at(R) definierten atomaren Hardyraum von auf der Kreislinie definier-
ten Funktionen, wobei a(t) = 1/(2π) noch als Atom hinzukommt. Auch im
vektorwertigen Fall hat nach einem Satz von Bourgain ([Bo3]) jede Funktion
aus
H1(X) = {g ∈ L1(T, X) : ĝ(n) = 0 für alle n < 0}
eine atomare Zerlegung (wobei a(t) = (1/(2π))x, ‖x‖ ≤ 1 wiederum zu den
Atomen gezählt wird), und es gilt in H1(X) die Äquivalenz der Normen





≤ C ‖f‖H1at(T,X) (2.51)
für vektorwertige Funktionen, falls X einen nichttrivialen Fouriertyp besitzt.
Insgesamt hat Bourgain damit also (2.50) im vektorwertigen Fall bewiesen,
falls der zugrundeliegenden Banachraum X einen nichttrivialen Fouriertyp
besitzt.
Die Gültigkeit von (2.51) für alle f ∈ H1at(T, X) in einem Banachraum X
ist nach einem Satz von Blasco und Pelczynski ([BlPe]) sogar äquivalent
dazu, daß X einen nichttrivialen Fouriertyp besitzt. Die Arbeit bietet noch
einige andere Ergebnisse im Zusammenhang mit der Gültigkeit von aus dem
skalaren bekannten Ungleichungen und Eigenschaften von Banachräumen.
Weitere Resultate zu Verwandten der Hardyungleichung findet man in [Bl4].
Wir betrachten im folgenden die kontinuierliche Version von (2.51). Zunächst
zeigen wir die Gültigkeit der Ungleichung für Atome. Der Beweis verläuft
dabei analog zum Beweis von (2.51) in [Bo2] für auf der Kreislinie T definierte
Funktionen.
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Lemma 2.7.1 Der Fouriertyp des Banachraums X sei größer 1. Dann exi-
stiert eine Zahl C > 0, so daß∫ ∞
−∞
‖â(s)‖
|s| ds ≤ C (2.52)
für alle (∞)-Atome a gilt.
Beweis. Für α ∈ R setzen wir aα(t) := a(t+ α). Offenbar gilt
‖âα(s)‖ = ‖eiαsâ(s)‖ = ‖â(s)‖.
Folglich genügt es, wenn wir uns auf den Fall beschränken, daß das Intervall
I, das bezüglich a die in Definition 2.1.1 angegebenen Eigenschaften besitzt,
von der Form [−K,K] mit einer positiven Zahl K ist. In diesem Fall haben






































Dabei sind die Zahlen C1 und C2 geeignete, von a und K unabhängige Kon-
stanten.
X habe den Fouriertyp p > 1. Sei nun q > 1 die zu p konjugierte Zahl im




















































Wiederum bezeichnen C3, C4 und C5 geeignete, von a und K unabhängige
positive Zahlen.
Fassen wir nun (2.53) und (2.54) zusammen, so ergibt sich insgesamt die
gewünschte Abschätzung (2.52) mit einer von a und K unabhängigen Kon-
stanten C > 0. 
Wir werden die Hardyungleichung als eine Stetigkeitsaussage über die Fou-
riertransformation auf H1at(R, X) formulieren. Dazu definieren wir zunächst
einmal den Bildraum.
Definition 2.7.2 Für einen Banachraum X sei
L1(R, dt/t,X) := {f : R → X : t → 1
t
f(t) ∈ L1(R, X)}
Für f ∈ L1(R, dt/t,X) sei
‖f‖L1(R,dt/t,X) := ‖t → 1
t
f(t)‖L1(R,X).
Mit dieser Definition des mit 1/t gewichteten Raumes L1 lautet die Hardyun-
gleichung:
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Satz 2.7.3 Der Fouriertyp des Banachraums X sei größer 1. Dann ist die
Fouriertransformation eine stetige lineare Abbildung von H1at(R, X) nach
L1(R, dt/t,X).
























|ck| : f =
∞∑
k=1
ckak mit ck ∈ C und ak Atom
}
= C · ‖f‖H1at(R,X).
Das bedeutet, daß F stetig von H1at(R, X) nach L1(R, dt/t,X) abbildet. 
2.8 Die schwache Fouriertransformation
Die Formulierung der Hardyungleichung im vorangegangen Abschnitt als Ste-
tigkeit der Fouriertransformation
F : H1at(R, X)→ L1(R, dt/t,X) (2.55)
und die Betrachtungen zum Dualraum von H1at(R, X) (falls X
∗ die Radon-
Nikodym-Eigenschaft besitzt) legen die Frage nahe, ob nicht auch eine “dua-
lisierte” Form von (2.55) existiert, d.h. ob nicht die Fouriertransformation
einen geeigneten Raum “L̃∞(R, X)” stetig nach BMO(R, X) abbildet.
Tatsächlich werden wir in diesem Abschnitt einen derartigen Satz bewei-
sen (ohne auf Voraussetzungen bezüglich einer Radon-Nikodym-Eigenschaft
angewiesen zu sein; stattdessen wird ein nichttrivialer Fouriertyp vorausge-
setzt). Jedoch müssen wir dazu die Definition der Fouriertransformation in
einer für unsere Zwecke geeigneten Form erweitern.
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Definition 2.8.1 a) D0 := {f ∈ D(R) :
∫
R
f(t) dt = 0}
b) L̃∞(R, X) := {f : R → X : t → tf(t) ∈ L∞(R, X)}
Für f ∈ L̃∞(R, X) sei ‖f‖L̃∞(R,X) := ‖t → tf(t)‖L∞(R,X).
Der Raum D0 wird der Raum der Testfunktionen sein, und für Funktionen
aus L̃∞(R, X) wüßten wir gerne etwas über deren Fouriertransformierte.
Wir machen es uns im folgenden einfach und fordern zur Definition der Fou-
riertransformierten schon die Existenz einer entsprechenden Funktion.
Definition 2.8.2 Der Fouriertyp des Banachraums X sei größer 1, und f
sei aus L̃∞(R, X). Dann heißt eine Funktion F ∈ L2loc(R, X) schwache
Fouriertransformierte von f genau dann, wenn∫ ∞
−∞




für alle g ∈ D0 gilt.
Wir schreiben dann F = F(f).
Bemerkung 2.8.3 Das Integral
∫∞
−∞ ĝ(t)f(t) dt existiert für alle g ∈ D0 und
alle f ∈ L̃∞(R, X) , denn offensichtlich ist D0 ⊂ H1at(R,C) und damit nach
Satz 2.7.3 ĝ ∈ L1(R, dt/t,C), woraus sofort folgt, daß ĝ · f ein Element von
L1(R, X) ist.
Schwache Fouriertransformierte in obigem Sinne sind nicht eindeutig, denn
mit F ist offenbar auch F + x0 eine schwache Fouriertransformierte von f .
Allerdings erhält man auf diese Weise alle schwachen Fouriertransformierten
von f in folgendem Sinne: Sind F und F̃ schwache Fouriertransformierten
von f , so existiert x0 ∈ X mit F (t)− F̃ (t) = x0 für fast alle t ∈ R.
Dies werden wir mit Hilfe des folgenden Lemmas zeigen.
Lemma 2.8.4 Der Fouriertyp des Banachraums X sei größer 1, f sei aus
L̃∞(R, X) und F = F(f). Dann gilt∫ ∞
−∞
< g(t), F (t) > dt =
∫ ∞
−∞
< ĝ(t), f(t) > dt
für alle g ∈ L2(R, X∗) , deren Träger supp g beschränkt ist und die∫ ∞
−∞
g(t) dt = 0
erfüllen.
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Beweis. Es sei g eine beliebige Funktion aus L2(R, X∗), deren Träger supp g
beschränkt ist und die ∫ ∞
−∞
g(t) dt = 0
erfüllt. I sei ein beschränktes Intervall mit supp g ⊂ I. Dann existieren Funk-







wobei die Funktionen ϕ̃k,n Elemente des Raumes D(R) sind, deren Träger
supp ϕ̃k,n Teilmengen von I sind, und x
∗
k,n Elemente aus dem Dualraum
X∗ von X mit ‖x∗k,n‖ ≤ 1 sind, so daß die Folge (g̃n) in L2(R, X∗) gegen g









g(s) ds = 0.
Es sei nun ψ ein Element des Raumes D(R) dessen Träger supp ψ eine
Teilmenge von I ist und das ∫ ∞
−∞
ψ(s) ds = 1
erfüllt. Wir setzen




und erhalten so Elemente ϕk,n des Raumes D(R), deren Träger supp ϕk,n











ϕ̃k,n(t) dt = 0
besitzen. Das bedeutet, daß die Funktionen ϕk,n Elemente des Raumes D0
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∥∥∥∥∫ ∞−∞ g̃n(t) dt
∥∥∥∥ n→∞−→ 0.
Somit haben wir eine Folge (gn) von Elementen des Raumes D(R, X∗) ge-
funden, deren Träger supp gn Teilmengen von I sind und die∫ ∞
−∞
gn(t) dt = 0
erfüllen, die im Raum L2(R, X∗) gegen g konvergiert.
Die Folge (gn) konvergiert auch im Raum H
1
at(R, X
∗) gegen g. Um das ein-
zusehen, geben wir uns eine beliebige Funktion h aus dem Raum L2(R, X∗)
vor, deren Norm in diesem Raum nicht 0 ist, deren Träger supp h Teilmenge
eines beschränkten Intervalls J ist und die∫ ∞
−∞
h(s) ds = 0
erfüllt. Die Funktion
h̃ =
1√|J |‖h‖L2(R,X∗) · h
ist dann ein (2)-Atom. Nach Satz 2.2.1 liegt h̃ im Raum H1at(R, X
∗) und es
gilt mit einer von h und J unabhängigen Konstanten C die Ungleichung
‖h̃‖H1at (R,X∗) ≤ C,
woraus die Abschätzung
‖h‖H1at(R,X∗) ≤ C ·
√
|J | · ‖h‖L2(R,X∗)
folgt.
g und gn erfüllen gerade die Voraussetzungen, die wir an h gestellt haben.
Demnach sind g und gn Elemente von H
1
at(R, X
∗), und es gilt
gn
n→∞−→ g
im Raum H1at(R, X
∗). Nach Satz 2.7.3 folgt daraus, daß die Funktionen ĝ
und ĝn im Raum L
1(R, dt/t,X∗) liegen. Damit existieren die Integrale∫ ∞
−∞
< ĝ(t), f(t) > dt und
∫ ∞
−∞
< ĝn(t), f(t) > dt,
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und wir haben darüberhinaus∣∣∣∣∫ ∞−∞ < ĝ(t), f(t) > dt−
∫ ∞
−∞





∣∣∣∣〈 ĝ(t)− ĝn(t)t , tf(t)
〉∣∣∣∣ dt
≤ ‖ĝ − ĝn‖L1(R,dt/t,X∗) · ‖f‖L̃∞(R,X)
≤ C · ‖g − gn‖H1at (R,X∗) · ‖f‖L̃∞(R,X)
n→∞−→ 0.
Wegen der Konvergenz der Folge (gn) gegen g in L
2(R, X∗) und der Tatsache,
daß die Träger all dieser Funktionen Teilmengen des beschränkten Intervalls
I sind, gilt offenbar∫ ∞
−∞
< gn(t), F (t) > dt −→
∫ ∞
−∞
< g(t), F (t) > dt
für n→ ∞. Aus der Beziehung∫ ∞
−∞






























< ĝn(t), f(t) > dt
folgt damit durch Grenzübergang die Behauptung. 
Das Bild der schwachen Fouriertransformation soll ja im Raum BMO(R, X)
liegen. Funktionen, die sich nur durch eine Konstante unterscheiden, iden-
tifizieren wir in diesem Raum. Dem sollte unsere Definition der schwachen
Fouriertransformierten Rechnung tragen.
Mit Hilfe des vorangegangenen Lemmas können wir nun einen Satz beweisen,
der genau dies tut.
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Satz 2.8.5 Der Banachraum X habe einen Fouriertyp größer als 1, f sei
aus L̃∞(R, X) und F und G seien schwache Fouriertransformierte von f .
Dann existiert x0 ∈ X mit
F (t) = G(t) + x0
für fast alle t ∈ R.












F (t)−G(t) dt− |I| · x0 = 0. (2.56)





< g(t), H(t) > dt
∣∣∣∣ . (2.57)






g(t)− x∗0 , t ∈ I,
0 , t ∈ R\I,





g(t) dt− |I| · x∗0 = 0. (2.58)
Nach Lemma 2.8.4 gilt deshalb∫ ∞
−∞
< g̃(t), F (t)−G(t) > dt = 0. (2.59)
Damit haben wir∫
I
< g(t), H(t) > dt =
∫
I
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und somit wegen (2.57)
‖H‖L2(I,X) = 0.
Das bedeutet, daß H(t) = 0 für fast alle t ∈ I gilt. Aus der Definition von H
folgt nun unmittelbar F (t) = G(t) + x0 für fast alle t ∈ I. Da das Intervall I
beliebig gewählt war, folgt die Behauptung. 
Mit diesen Vorbereitungen sind wir nun in der Lage, eine Abschätzung der
BMO-Norm der Fouriertransformierten anzugeben, die sich im letzten Ka-
pitel als sehr nützlich erweisen wird. Eine ähnliche Aussage für den Fall der
Kreislinie T findet man in [Bl5].
Satz 2.8.6 Der Banachraum X habe einen Fouriertyp größer als 1. Dann
existiert eine Konstante C > 0, so daß für alle f ∈ L̃∞(R, X), deren schwa-
che Fouriertransformierte existieren, gilt: Die schwache Fouriertransformier-
te F = F(f) liegt im Raum BMO(R, X), und es gilt die Abschätzung
‖F‖BMO(R,X) ≤ C‖f‖L̃∞(R,X).
Beweis. Für jedes beschränkte Intervall I ist L2(I,X∗) normierend für den




































Setzen wir die Funktion (1/
√|I|)(ϕ(t) − ϕI) auf R fort, indem wir ihr für
t ∈ R\I den Wert 0 zuweisen, so ist sie ein Element von L2(R, X∗). Ihr Träger
ist eine Teilmenge von I, und es gilt∫ ∞
−∞
ϕ(t)− ϕI√|I| dt = 0.
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Nach der Jensenschen Ungleichung gilt
‖ϕI‖L2(I,X∗) =
√
|I| · ‖ϕI‖ ≤ ‖ϕ‖L2(I,X∗).
Deshalb gilt
‖ϕ− ϕI‖L2(I,X∗) ≤ 2‖ϕ‖L2(I,X∗) ≤ 2.



























mit geeigneten Konstanten C, C̃ > 0. Dabei wurden Satz 2.2.1 und die Tat-
sache ausgenutzt, daß mit X auch X∗ einen nichttrivialen Fouriertyp besitzt.
Mit der Jensenschen Ungleichung folgt nun die Behauptung. 





In diesem Kapitel werden wir uns den beiden vektorwertigen Besovräumen
B0,∞∞ (R, X) und B
0,1
1 (R, X) widmen. Die verschiedenen skalarwertigen Beso-
vräume werden ausführlich in den Büchern von Triebel ([Tr1], [Tr2]) und im
Buch von Peetre ([Pe2]) behandelt.
Wir werden uns mit den sogenannten homogenen Besovräumen befassen. Ei-
ne gute Übersicht über die vektorwertigen inhomogenen Besovräume bieten
die Arbeiten von Amann ([Am2]) und Schmeisser ([Sc]).
Wir werden im ersten Abschnitt dieses Kapitels die Besovräume B0,∞∞ (R, X)
und B0,11 (R, X) mit Hilfe einer geeigneten Folge von Zerlegungsfunktionen
definieren. Dann werden wir zeigen, daß eine Klasse von recht einfach aufge-
bauten Funktionen - die sogenannten speziellen Atome - im Raum B0,11 (R, X)
liegt. Damit wird es uns gelingen, eine Wachstumsabschätzung anzugeben,
die uns im letzten Kapitel enorme Dienste erweisen wird.
3.1 Die Räume B0,∞∞ (R, X) und B
0,1
1 (R, X)
In diesem und in den anderen Abschnitten dieses Kapitels sei ϕ ein festes
Element aus dem Schwartzraum S(R), dem Raum der schnell fallenden Funk-
tionen mit folgenden Eigenschaften:
(i) ϕ̂(s) ≥ 0 für alle s ∈ R und ϕ̂(s) > 0 für alle s ∈ R mit |s| ∈ (2−1, 2).
(ii) supp ϕ̂ ⊂ {ξ : 2−1 ≤ |ξ| ≤ 2}.
51




ϕ̂(2−ks) = 1 für alle s = 0.
Wir setzen ϕ2k(t) := 2
−kϕ(2−kt) für k ∈ Z und alle t ∈ R und erhalten so
eine Folge von Zerlegungsfunktionen, mit deren Hilfe wir nun die Besovräume
definieren können.






‖f‖B0,∞∞ (R,X) := sup
k∈Z
‖ϕ2k ∗ f‖L∞(R,X).
‖f‖B0,11 (R,X) und ‖f‖B0,∞∞ (R,X) definieren keine Normen, denn für Polynome
der Form f(t) =
∑m
k=0 t
kxk sind diese Größen 0. Wenn wir allerdings die
Distributionen modulo dieser Polynome betrachten, werden die beiden Ab-
bildungen ‖f‖B0,11 (R,X) und ‖f‖B0,∞∞ (R,X) zu Normen auf den nachstehend de-
finierten Besovräumen.
Die Nachweise für diesen Sachverhalt können wie im skalarwertigen Fall
durchgeführt werden. Siehe dazu das 3. Kapitel im Buch von Peetre ([Pe2]).
Definition 3.1.2 Die Besovräume B0,11 (R, X) und B
0,∞
∞ (R, X) seien de-
finiert durch
B0,11 (R, X) := {f ∈ S ′(R, X) : ‖f‖B0,11 (R,X) <∞}
und
B0,∞∞ (R, X) := {f ∈ S ′(R, X) : ‖f‖B0,∞∞ (R,X) <∞},
versehen mit der entsprechenden Halbnorm. Identifizieren wir temperierte
Distributionen, die sich lediglich durch eine Polynomfunktion unterscheiden,
so werden die Räume zu Banachräumen.
Ist f aus B0,11 (R, X) oder aus B
0,∞






in S ′(R, X). Für f aus B0,11 (R, X) konvergiert die Folge (sm) für m→ ∞ in
S ′(R, X). Für f aus aus B0,∞∞ (R, X) existiert eine Folge (cm) in X, so daß
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die Folge (sm+ cm) in S ′(R, X) konvergiert. Falls nichts anderes gesagt wird,
meinen wir mit ∞∑
k=−∞
ϕ2k ∗ f
im Zusammenhang mit diesen Besovräumen jeweils diese Konvergenz. Für f
aus B0,11 (R, X) oder aus B
0,∞




ϕ2k ∗ f + Polynom.
Die Beweise für diese Tatsachen laufen analog zu den skalarwertigen Bewei-
sen, die man in [Pe2] (Kapitel 3) findet.
3.2 Spezielle Atome in B0,11
Wir wollen nun eine Klasse einfach gebauter Funktionen angeben, die Teil
des Besovraums B0,11 (R, X) ist. Diese speziellen Atome sind tatsächlich auch
Atome im Sinne des vorangegangen Kapitels.





mit h > 0, t0 ∈ R und x ∈ X mit ‖x‖ ≤ 1 heißt spezielles Atom.
Bevor wir beweisen, daß spezielle Atome inB0,11 (R, X) liegen und in der Norm
gleichmäßig beschränkt sind, wollen wir noch eine für das Weitere nützliche
Anmerkung machen.
Für eine Funktion f : R → R und eine Zahl α > 0 sei die Funktion fα :
R → R definiert durch fα(t) = (1/α)f(t/α) für t ∈ R. Diese Definition ist
konsistent mit der Definition der Funktionen ϕ2k .
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für t ∈ R. Da ∫∞−∞ ϕ(s) ds = ϕ̂(0) = 0 gilt, ist nach Lemma 1.1.2 φ eine
Schwartzfunktion.










= φ(2−kt) = 2kφ2k(t)
Nun sind wir in der Lage, den angekündigten Satz zu formulieren und zu
beweisen. Für den skalaren Fall findet man den Beweis in [FrJaWe]. Mit
den entsprechenden Anpassungen stammen auch Teile unseres Beweises von
dort. In [Me] (S. 192 ff) wird im skalaren Fall der Raum B0,11 (R, X) über die
speziellen Atome definiert.
Satz 3.2.2 Es existiert eine Konstante C > 0, so daß
‖a‖B0,11 (R,X) ≤ C




absolut in L1(R, X) gegen a.
Beweis. Ist a ein spezielles Atom, so gilt für die Funktion b definiert durch
b(t) := a(t− t0) mit einer beliebigen Zahl t0 ∈ R
‖ϕ2k ∗ b‖L1(R,X) =
∫ ∞
−∞










∥∥∥∥∫ ∞−∞ ϕ2k(v − u)a(u) du
∥∥∥∥ dv
= ‖ϕ2k ∗ a‖L1(R,X)
für alle k ∈ Z. Daraus folgt, daß ‖b‖B0,11 (R,X) = ‖a‖B0,11 (R,X) gilt. Somit genügt
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mit h > 0 beschränken. Desweiteren wollen wir zunächst h ∈ [1, 2] voraus-
setzen.
Der Fall k < 0:
Für k ∈ Z mit k < 0 und t ∈ R erhalten wir mit der Substitution u = t− s


























Beachtet man Gleichung (3.2), so erhält man
ϕ2k ∗ a(t) = 2
k
2h
(φ2k(t+ h)− 2φ2k(t) + φ2k(t− h))x.
Somit haben wir






für alle k ∈ Z mit k < 0. Folglich gilt
−1∑
k=−∞
‖ϕ2k ∗ a‖L1(R,X) ≤ 2‖φ‖L1(R) <∞. (3.3)
Der Fall k ≥ 0:
Für alle k ∈ Z mit k ≥ 0 und alle t ∈ R erhalten wir die Darstellung























|ϕ2k(t− s+ h)− ϕ2k(t− s)| ds (3.4)
folgt.
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Für s ∈ [0, h] gilt wegen h ∈ [1, 2] offenbar −s, h− s ∈ [−2, 2]. Mit Hilfe des
Mittelwertsatzes der Differentialrechnung können wir deshalb nun folgender-
maßen weiter abschätzen:











Beachten wir nun noch, daß (ϕ2k)
′(µ) = 4−kϕ′(2−kµ) gilt und berücksich-




für alle µ ∈ [t− 2, t+ 2] gilt, so erhalten wir aus (3.5)
‖ϕ2k ∗ a(t)‖ ≤
C14
−k
1 + (2−k(t+ 2))2
(3.6)
für alle t ≤ −2 und
‖ϕ2k ∗ a(t)‖ ≤ C14
−k
1 + (2−k(t− 2))2 (3.7)
für alle t ≥ 2. Wir können nun weiter abschätzen:∫ ∞
−∞
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Dabei sind C2 und C3 geeignete, von k unabhängige positive Zahlen. Die
letzte Abschätzung liefert uns
∞∑
k=0
‖ϕ2k ∗ a‖L1(R,X) ≤ 2C3. (3.8)
(3.3) und (3.8) zusammengefaßt bedeuten
‖a‖B0,11 (R,X) ≤ C (3.9)
mit einer geeigneten Konstanten C > 0 für jedes spezielle Atom a mit h ∈
[1, 2].
Im letzten Schritt des Beweises werden wir nun zeigen, daß (3.9) für jedes
spezielle Atom a mit beliebigem h > 0 gilt. Sie also nun h > 0 beliebig
gewählt. Wir wählen uns j ∈ Z, so daß 2jh im Intervall [1, 2] liegt. Mit Hilfe
der Substitution u = 2js ergibt sich für alle k ∈ Z und alle t ∈ R

































= 2jϕ2k+j ∗ a2j (2jt).
Das bedeutet ∫ ∞
−∞
‖ϕ2k ∗ a(t)‖ dt =
∫ ∞
−∞
‖ϕ2k+j ∗ a2j (s)‖ ds, (3.10)






2 · 2jh(χ[−2jh,0](t)− χ[0,2jh](t))x
beachtet. Die letzte Gleichungskette zeigt auch, daß a2j ein spezielles Atom
ist, für das wegen 2jh ∈ [1, 2] die Abschätzung (3.9) gilt.
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Damit haben wir die Gültigkeit von (3.9) für spezielle Atome mit beliebigem
h > 0 gezeigt.




und die L1(R, X)-Funktion a können sich nicht um ein Polynom = 0 unter-
scheiden und müssen daher gleich sein. 
Funktionen aus L∞(R, X) liegen offenbar in B0,∞∞ (R, X). Zwischen diesen
Funktionen und den speziellen Atomen besteht folgende Dualitätsbeziehung:
Korollar 3.2.3 Es existiert eine Konstante C > 0, so daß∥∥∥∥∫ a(t)f(t) dt∥∥∥∥ ≤ C‖f‖B0,∞∞ (R,X) (3.11)
für alle f ∈ L∞(R, X) und alle speziellen Atome a : R → R gilt.









(ϕ2j ∗ a(t))f(t) dt. (3.12)
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(ϕ2j ∗ a(t))p(t) dt = 0.
Da ϕ2j ∗ a(t) eine Schwartzfunktion ist, gilt∫




(ϕ2j ∗ a(t))(ϕ2k ∗ f(t)) dt. (3.13)
Faßt man ϕ2k ∗ f als temperierte Distribution auf, so hat man überdies∫
(ϕ2j ∗ a(t))(ϕ2k ∗ f(t)) dt = [ϕ2k ∗ f ](ϕ2j ∗ a)
= [F(ϕ2k ∗ f)](F−1(ϕ2j ∗ a))
und damit also∫
(ϕ2j ∗ a(t))(ϕ2k ∗ f(t)) dt = 2π [ϕ̂2k f̂ ](ϕ̌2j ǎ)
= 2π [f̂ ](ϕ̂2k ϕ̌2j ǎ).
Da supp ϕ̂2k ∩ supp ϕ̌2j = ∅ für alle j, k ∈ Z mit |j − k| > 1 gilt, ergibt sich∫
(ϕ2j ∗ a(t))(ϕ2k ∗ f(t)) dt = 0
für alle j, k ∈ Z mit |j − k| > 1. Aus (3.13) folgt damit∫




(ϕ2j ∗ a(t))(ϕ2k ∗ f(t)) dt.
Somit gilt∥∥∥∥∫ (ϕ2j ∗ a(t))f(t) dt∥∥∥∥ ≤ j+1∑
k=j−1
∫
|ϕ2j ∗ a(t)| ‖ϕ2k ∗ f(t)‖ dt
≤ 3 ‖f‖B0,∞∞ (R,X) ‖ϕ2j ∗ a‖L1(R).
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Aus (3.12) ergibt sich schließlich∥∥∥∥∫ a(t)f(t) dt∥∥∥∥ ≤ 3 ‖f‖B0,∞∞ (R,X) ∞∑
j=−∞
‖ϕ2j ∗ a‖L1(R)
= 3 ‖f‖B0,∞∞ (R,X) ‖a‖B0,11 (R,C).
Aus Satz 3.2.2 folgt damit (3.11). 
3.3 Zwei nützliche Abschätzungen
Die Bedeutung des folgenden Satzes liegt darin, daß auf der rechten Seite
von (3.14) die Norm im Besovraum steht. Diese läßt sich nach oben durch
die Norm in L∞(R, X) abschätzen. Für Letztere wäre die Ungleichung (3.14)
trivial. Mit der Norm im Besovraum wird sie uns jedoch im letzten Kapitel
von großem Nutzen sein.
Satz 3.3.1 Es existiert eine Zahl C > 0, so daß für alle f ∈ L∞(R, X), alle








∥∥∥∥∥ ≤ CN‖f‖B0,∞∞ (R,X) (3.14)
gilt.




















definiert ist. Wir führen eine vollständige Induktion durch. Sei also für den
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für alle h > 0 und alle t ∈ R. Damit ist (3.15) für den Fall N = 1 gezeigt.
Um den Induktionsschritt zu vollziehen, setzen wir nun voraus das (3.15) für
ein beliebiges, festes N ∈ N gilt und zeigen, daß die Gleichung dann auch für











































































für alle h > 0 und alle t ∈ R. Damit ist der Induktionsschritt vollzogen.











∥∥∥∥∫ ∞−∞ ak(s)f(s) ds
∥∥∥∥ (3.16)
für alle h > 0, alle N ∈ N und alle t ∈ R. Die Funktionen ak : R → R
sind spezielle Atome. Nach Korollar 3.2.3 existiert deshalb eine Zahl C > 0
(unabhängig von k und N) derart, daß∥∥∥∥∫ ∞−∞ ak(s)f(s) ds
∥∥∥∥ ≤ C‖f‖B0,∞∞ (R,X)
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∥∥∥∥∥ ≤ C ·N · ‖f‖B0,∞∞ (R,X)
für alle h > 0, alle N ∈ N und alle t ∈ R folgern. 
Während wir es bei lokal-integrierbaren Funktionen normalerweise streng-
genommen mit Funktionsklassen zu tun haben, machen wir im folgenden
Korollar eine Aussage über eine konkrete Funktion. Das bedeutet, daß in der
Ungleichung auf beiden Seiten wirklich dieselbe Funktion steht und nicht in
Wirklichkeit verschiedene Funktionen, die nur fast überall gleich sind.
Korollar 3.3.2 Es existiert eine Konstante C > 0, so daß für alle f ∈












+ C ·N · ‖f‖B0,∞∞ (R,X)
gilt.
Beweis. Für eine beliebige reelle Zahl t und eine beliebige positive Zahl h












Die Aussage des Korollars folgt dann aus der umgekehrten Dreiecksunglei-
chung und Satz 3.3.1 
Das letzte Korollar kann Ausgangspunkt für weitere Abschätzungen sein. In
der folgenden Bemerkung wollen wir in Abhängigkeit von bestimmten Eigen-
schaften der Funktion f einige Möglichkeiten aufzeigen.








kommen als Abschätzungen beispielsweise in Frage:
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(iii) Existieren eine Zahl α ∈ R und eine Zahl C > 0, so daß ‖f(t)−f(s)‖ ≤
C · 2αs für alle s ∈ [t, t+1] gilt, so ist mit einer geeigneten Konstanten




für alle h ∈ (0, 1] möglich.

























Wir werden von diesen Abschätzungen im letzten Kapitel profitieren.




Ist A eine n×n-Matrix komplexer Zahlen und x ein Element von Cn, so hat
das Cauchyproblem
u′(t) = Au(t), t ≥ 0 (4.1)
u(0) = x
gerade die Lösung etAx =
∑∞
k=0(t
k/k!)Akx. Die Lösung u(t) ist nach dem
Satz von Liapunov genau dann exponentiell stabil (Das soll hier bedeuten:
‖etAx‖ ≤ Ce−εt‖x‖ für eine Zahl ε > 0 und für alle x), wenn alle Eigenwerte
der Matrix A einen negativen Realteil haben und stabil (Das soll hier be-
deuten: ‖etAx‖ ≤ C‖x‖ für alle t ≥ 0 und alle x), genau dann, wenn alle
Eigenwerte von A einen Realteil ≤ 0 und die Eigenwerte mit verschwinden-
dem Realteil halbeinfach sind. Siehe hierzu etwa Abschnitt 17 in [Wa].
Betrachtet man (4.1) nun in einem Banachraum X mit einem linearen und
dicht definierten Operator A : X ⊃ D(A) → X, dessen Resolventenmen-
ge nicht leer ist und Anfangswerte x aus X, so stellt der folgende Satz von
Hille-Phillips (zu finden etwa in [Pa]) die Verbindung zu c0-Halbgruppen her:
Satz 4.1 (4.1) besitzt genau dann für jedes x ∈ D(A) genau eine auf [0,∞)
stetig differenzierbare Lösung u(t), wenn A der Erzeuger einer c0-Halbgruppe
T (t) stetiger linearer Operatoren ist.
Anwendung findet die Theorie des abstrakten Cauchyproblems (4.1) unter
ebengenannten Voraussetzungen beispielsweise bei der Untersuchung parti-
eller Differentialgleichungen. Es liegt nun auf der Hand zu fragen, welche
Möglichkeiten bestehen, das Wachstumsverhalten der Lösungen von (4.1) -
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oder eben das Wachstumsverhalten von Orbits T (t)x einer c0-Halbgruppe -
zu charakterisieren. Der erwähnte Satz von Liapunov im Raum Cn läßt sich
dabei nicht auf allgemeine Banachräume übertragen. Selbst dann nicht, wenn
man die Menge der Eigenwerte durch das Spektrum des Operators ersetzt.
Insofern sind andere Bedingungen vonnöten, die das Wachstumsverhalten
von Halbgruppenorbits T (t)x charakterisieren.
In den ersten Abschnitten dieses Kapitels wenden wir uns - nach Angabe
einiger grundlegender Definitionen und Sätze zu c0-Halbgruppen - der Fra-
gestellung zu, wann Orbits von Halbgruppen beschränkt sind und welche
Zusammenhänge zwischen dem Wachstum von Orbits t → T (t)x und der
Eigenschaft, daß diese im Raum BMO(R, X) liegen, bestehen.
Natürlich ist man in den Anwendungen besonders daran interessiert, zu wis-
sen, welche Eigenschaften des Erzeugers A oder seiner Resolvente das Wachs-
tum der Lösung des Cauchyproblems bestimmen. Zu diesem Themenkreis
werden wir in den Abschnitten des zweiten Teils dieses Kapitels einige Er-
gebnisse erarbeiten.
4.1 c0-Halbgruppen
In diesem Abschnitt wollen wir einige Definitionen und Zusammenhänge über
c0-Halbgruppen angeben. Ausführlich wird die Theorie der c0-Halbgruppen in
den Büchern [EnNa], [Pa], [Na], [Go] und [Da] abgehandelt. Dort findet man
auch die Beweise für die in diesem Abschnitt aufgelisteten grundlegenden
Aussagen.
Definition 4.1.1 Es sei X ein Banachraum. Eine Familie T (t), 0 ≤ t <∞,
von stetigen linearen Operatoren von X nach X mit
(i) T (0) = I,
(ii) T (s+ t) = T (s)T (t) für alle s, t ≥ 0,
(iii) lim
t→0+
T (t)x = x für alle x ∈ X,
heißt c0-Halbgruppe stetiger linearer Operatoren auf X. Wir werden
auch kurz von einer c0-Halbgruppe T (t) sprechen.
Mit dem Satz von der gleichmäßigen Beschränktheit läßt sich leicht zeigen,
daß für jede c0-Halbgruppe T (t) stets Zahlen M > 0 und w ∈ R existieren,
so daß
‖T (t)‖ ≤Mewt (4.2)
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für alle t ≥ 0 gilt. Die gleichmäßige Wachstumsschranke ω0(T ) der c0-Halb-
gruppe T (t) sei definiert durch
ω0(T ) := inf
{





Der Erzeuger oder Generator A einer c0-Halbgruppe T (t) wird folgenderma-
ßen definiert: Zunächst sei
D(A) :=
{













für x ∈ D(A). Der Erzeuger einer c0-Halbgruppe ist stets ein abgeschlossener
Operator, dessen Definitionsbereich dicht in X liegt.
Sind M und w Zahlen derart, daß (4.2) gilt, so liegen alle komplexen Zahlen
λ mit Reλ > w in der Resolventenmenge von A, und für die Resolvente von
A hat man in diesem Fall die Darstellung
R(λ,A)x = (λ− A)−1x =
∫ ∞
0
e−λtT (t)x dt (4.4)
für alle x ∈ X.
Bezeichnet nun s(A) := sup{Reλ : λ ∈ Spektrum(A)} die Spektralschranke
von A, so gilt also stets
s(A) ≤ ω0(T ).
4.2 Beschränkte Orbits
Wie bereits erwähnt wurde, wächst für eine c0-Halbgruppe die Norm der
Operatoren T (t) höchstens exponentiell, d.h. geeignete Zahlen M,w > 0, so
daß die Voraussetzungen des nachstehenden Lemmas für eine c0-Halbgruppe
erfüllt sind, existieren immer.
Lemma 4.2.1 Es seien M,w > 0 und T (t) eine c0-Halbgruppe auf dem
Banachraum X mit ‖T (t)‖ ≤Mewt für alle t ≥ 0. Dann gilt für alle x ∈ X,
alle t ≥ 1/w mit ‖T (t)x‖ > 0 und alle Zahlen s ∈ (t− 1/w, t]
‖T (s)x‖ > ‖T (t)x‖
Me
.
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Beweis. Es gilt









falls die auftretenden Größen die Voraussetzungen des Lemmas erfüllen. 
Eine für unsere Zwecke nützliche Charakterisierung der Beschränktheit eines
Orbits T (t)x einer c0-Halbgruppe wird durch das folgende Lemma gegeben.
Lemma 4.2.2 T (t) sei eine c0-Halbgruppe auf X. Dann sind für jedes x ∈ X
äquivalent:




‖T (t)x‖ dt : I Teilintervall von [0,∞) mit |I| ≤ K
}
endlich.




‖T (t)x‖ dt : I Teilintervall von [0,∞) mit |I| ≤ K
}
endlich ist.
(iii) t → ‖T (t)x‖ ist beschränkt.
Beweis. (ii)⇒ (iii). Sei K eine positive Zahl mit der entsprechenden Eigen-
schaft. Es existieren Zahlen M,w > 0 mit 1/w < K und ‖T (t)‖ ≤ Mewt für
alle t ≥ 0. Wäre t → ‖T (t)x‖ unbeschränkt, so existierte zu jedem n ∈ N
eine Zahl tn > 1/w mit
‖T (tn)x‖ ≥ n. (4.5)
Dann wäre aber doch für alle t ∈ [tn − 1/w, tn] nach Lemma 4.2.1






Somit bestünde die Ungleichung∫ tn
tn−1/w
‖T (t)x‖ dt ≥ n
Mwe
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für alle n ∈ N. Das widerspräche aber der Voraussetzung.
(iii) ⇒ (i). Ist ‖T (t)x‖ ≤ C für alle t ≥ 0, so gilt∫
I
‖T (t)x‖ dt ≤ C · |I|
für jedes beschränkte Intervall I ⊂ [0,∞). Deshalb gilt in diesem Fall (i). 
Aus Lemma 4.2.2 folgt mit dem Satz von der gleichmäßigen Beschränktheit,
daß supt≥0 ‖T (t)‖ < ∞ ist, falls t → T (t)x für alle x ∈ X in Lp([0,∞), X)
für eine feste Zahl 1 ≤ p < ∞ liegt. In diesem Fall gilt sogar ω0(T ) < 0.
Diese Beobachtung geht im Fall p = 2 zurück auf Datko ([Da]). Von Pazy
([Pa] Theorem 4.4.1) stammt die Verallgemeinerung für alle 1 ≤ p <∞. Aus
dem Beweis Letzterer wurde auch der Beweis von Lemma 4.2.2 extrahiert.
Die Tatsache, daß aus der Zugehörigkeit von T (t)x zu Lp([0,∞), X) für jedes
x ∈ X die exponentielle Stabilität (d.h. ω0(T ) < 0) der c0-Halbgruppe folgt,
ist deshalb gemeinhin unter dem Namen Datko-Pazy-Lemma bekannt. Eine
quantitative Version des Datko-Pazy-Lemmas findet man in [Ne] (Theorem
3.1.8).
4.3 Orbits in BMO(R, X)
In einer gewissen Analogie zum Datko-Pazy-Lemma wollen wir in diesem
Abschnitt untersuchen, was man über das Wachstumsverhalten eines Orbits
T (t)x einer c0-Halbgruppe sagen kann, wenn man weiß, daß dieser im Raum
BMO(R, X) liegt.
Satz 4.3.1 T (t) sei eine c0-Halbgruppe auf dem Banachraum X. Für ein
Element x aus X sei
f : t →
{
T (t)x , t ≥ 0,
0 , t < 0
Dann sind äquivalent:





∥∥∥∥ : I Teilintervall von [0,∞) mit |I| ≤ K}
endlich ist.
(ii) supt≥0 ‖T (t)x‖ <∞.
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Beweis. (i) ⇒ (ii). Für alle β > α ≥ 0 mit β − α ≤ K und alle t > 0 gilt














Folglich haben wir∫ β
α




















C dt+ (β − α)‖f‖BMO(R,X)
= C + (β − α)‖f‖BMO(R,X)
für alle β > α ≥ 0 mit β−α ≤ K. Die Beschränktheit von t → ‖T (t)x‖ folgt
nun aus Lemma 4.2.2.
(ii) ⇒ (i). Beschränkte Funktionen liegen immer auch in BMO(R, X). Mit
der Dreiecksungleichung und Lemma 4.2.2 folgt sofort die Existenz der Kon-
stanten K > 0. 
Man kann auch eine Aussage über das Wachstum eines Orbits machen, wenn
man lediglich weiß, daß dieser in BMO(R, X) liegt. Um den entsprechenden
Satz zu beweisen, benötigen wir noch ein Lemma.
Lemma 4.3.2 Es seien M,w > 0 und T (t) eine c0-Halbgruppe auf dem
Banachraum X mit ‖T (t)‖ ≤ Mewt für alle t ≥ 0. Dann existiert zu jedem
x ∈ X, für das
f : t →
{
T (t)x , t ≥ 0,
0 , t < 0
in BMO(R, X) liegt, eine Zahl C > 0 mit







für alle t ≥ 1/w.
Beweis. Ist t ≥ 1/w, so gilt nach Lemma 4.2.1 für alle r ∈ (t − 1/w, t] die
Ungleichung∥∥∥∥T (r)x− w ∫ t
t−1/w
T (s)x ds
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Das beweist (4.7). 
Der angekündigte Satz über das Wachstum von Orbits in BMO(R, X) lautet
nun:
Satz 4.3.3 Ist T (t) eine c0-Halbgruppe auf dem Banachraum X und liegt für
ein Element x aus X die Abbildung
f : t →
{
T (t)x , t ≥ 0,
0 , t < 0
im Raum BMO(R, X), so existiert eine Zahl C > 0 mit
‖T (t)x‖ ≤ C(1 + t| log t|)
für alle t ≥ 0.
Beweis. Die Aussage folgt aus Lemma 4.3.2 und Satz 2.4.1. 
4.4 Beschränktheit der Resolvente
Nachdem wir im vorangegangenen Abschnitt Zusammenhänge zwischen ver-
schiedenen Eigenschaften von Orbits von c0-Halbgruppen untersucht haben,
wollen wir in diesem Abschnitt Verbindungen zwischen der Asymptotik die-
ser und Eigenschaften der Resolvente des Erzeugers A der c0-Halbgruppe
herstellen. Zunächst wollen wir jedoch noch ein paar Definitionen und Re-
sultate angeben, die uns eine Einordnung der späteren Ergebnisse erlauben
werden.
Wie schon im ersten Abschnitt erwähnt wurde, ist die gleichmäßige Wachs-
tumsschranke einer c0-Halbgruppe T (t) stets größer oder gleich der Spek-
tralschranke ihres Erzeugers, das heißt, es gilt s(A) ≤ ω0(T ). Gleichheit gilt
jedoch nur in besonderen Fällen, zum Beispiel dann, wenn der Erzeuger ein
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beschränkter Operator ist, oder - was eine Verallgemeinerung ist - wenn die
c0-Halbgruppe für t ≥ t0 > 0 stetig in der Operatornorm ist. Dies folgt aus
dem Spektralabbildungssatz σ(T (t))\{0} = etσ(A) für diese Halbgruppen, der
zuerst in [HiPh] gezeigt wurde. Eine noch allgemeinere Klasse bilden die c0-
Halbgruppen, die in “unendlich gleichmäßig stetig” sind. Diese Klasse wurde
von Martinez und Mazon in [MaMa] eingeführt, und ebenda wird auch die
Gleichheit von Spektralschranke und gleichmäßiger Wachstumsschranke für
Halbgruppen dieser Klasse bewiesen.
Eine weitere Klasse von c0-Halbgruppen, für die die gleichmäßige Wachs-
tumsschranke mit der Spektralschranke des Erzeugers übereinstimmt, bilden
die c0-Halbgruppen positiver Operatoren auf den Räumen L
p(Ω, µ), wobei
(Ω, µ) ein σ-endlicher Maßraum ist. Für den Fall p = 1 wurde das zuerst von
Derndinger ([De]) bewiesen. Der Fall p = 2 ist Greiner und Nagel zu ver-
danken ([GrNa]). Für allgemeines p ≥ 1 erbrachte schließlich Weis ([We1])
den Nachweis. Desweiteren stimmt für c0-Halbgruppen positiver Operatoren
auf Räumen C(K) (siehe [De]) , wobei K ein kompakter Hausdorffraum ist,
und auf Räumen C0(Ω) (siehe [BaDa]), wobei Ω ein lokal-kompakter Haus-
dorffraum ist, die gleichmäßige Wachstumsschranke der Halbgruppe mit der
Spektralschranke ihres Erzeugers überein.
Nun mag man vielleicht hoffen, daß im allgemeinen zumindest das Wachs-
tum der klassischen Lösungen des Cauchyproblems (4.1) durch die Spektral-
schranke von A bestimmt wird, daß also zumindest die Wachstumsschranke
ω1(T ) := inf
{
w ∈ R : sup
t≥0
e−wt‖T (t)x‖ <∞ für alle x ∈ D(A)
}
(4.9)
der c0-Halbgruppe T (t) stets gleich der Spektralschranke des Erzeugers dieser
Halbgruppe ist. Tatsächlich gilt stets s(A) ≤ ω1(T ). Gleichheit gilt beispiels-
weise für c0-Halbgruppen positiver Operatoren auf Banachverbänden (siehe
[Neu]). Im allgemeinen stimmen Wachstumsschranke und Spektralschranke
jedoch nicht überein. Ein Beispiel hierfür - sogar im Falle, daß ein Hilbert-
raum zugrundeliegt - gab Zabczyk in [Za] an.
Das Spektrum des Erzeugers allein bestimmt also nicht das Wachstum einer
c0-Halbgruppe. Auf der Suche nach anderen Größen, die mit Hilfe des Er-
zeugers oder dessen Resolvente angegeben werden können und die Aussagen
über das Wachstum der Halbgruppe erlauben, stieß man schließlich auf die
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Aus (4.4) folgt unmittelbar, daß s0(A) stets kleiner oder gleich der gleichmäßi-
gen Wachstumsschranke der Halbgruppe ist. Falls der zugrundeliegende Ba-
nachraum X ein Hilbertraum ist, gilt sogar Gleichheit. Dies wurde für Kon-
traktionshalbgruppen zuerst von Gearhart in [Ge] bewiesen und dann von
Prüss in [Pr] bzw. Greiner in [Na], A-III.7, für den allgemeinen Fall gezeigt.
Für c0-Halbgruppen positiver Operatoren auf Banachverbänden wiederum
gilt stets
s(A) = s0(A) = ω1(T ).
Siehe hierzu [Na].
In diesem und in den beiden folgenden Abschnitten werden wir nun weitere
Kriterien an die Resolvente des Erzeugers einer c0-Halbgruppe erarbeiten,
die das Wachstum von Orbits der Halbgruppe bestimmen. Mit Korollar 4.6.2
werden wir schließlich beweisen, daß stets
ω1(T ) ≤ s0(A)
gilt. Das bedeutet, daß die Abszisse der gleichmäßigen Beschränktheit der
Resolvente das Wachstum der klassischen Lösungen des abstrakten Cauchy-
problems (4.1) beschränkt. Ob dies gilt, war lange Zeit eine offene Frage, die
schließlich von Weis und Wrobel in [WeWr] beantwortet werden konnte.
Hilfsweise wollen wir noch eine weitere Wachstumsschranke einführen:
ω2(T ) := inf
{
w ∈ R : sup
t≥0
e−wt‖T (t)x‖ <∞ für alle x ∈ D(A2)
}
. (4.10)
Dabei ist D(A2) der Raum aller x ∈ D(A) mit Ax ∈ D(A), also der Defini-
tionsbereich des Operators A2. Slemrod zeigte in [Sl] die Ungleichung
ω2(T ) ≤ s0(A).
Das folgende Lemma basiert im wesentlichen auf dem dortigen Beweis.
Lemma 4.4.1 A sei der Erzeuger der c0-Halbgruppe T (t) auf dem Banach-





eiνsT (s)x ds = R(−iν, A)x
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für alle x ∈ D(A).
Überdies existiert zu jeder Zahl µ > s0(A) und jedem x ∈ D(A) eine Kon-
stante C = C(µ, x), so daß
‖T (t)A−1x‖ ≤ Ceµt
für alle t ≥ 0 gilt. Insbesondere ist also ω2(T ) ≤ s0(A) erfüllt.
Beweis. Falls ω0(T ) < 0 gilt, ist die Aussage trivial. Wir können uns also
auf den Fall ω0(T ) ≥ 0 beschränken. Es seien γ eine beliebige Zahl, die größer
als ω0(T ) ist, µ eine beliebige Zahl aus dem offenen Intervall (s0(A), 0) und α
eine beliebige positive Zahl. x sei ein beliebiges Element aus D(A). Der Weg
Γ(α) = Γ1(α) ∪ Γ2(α) ∪ Γ3(α) ∪ Γ4(α)
sei positiv orientiert. Die Teilwege Γj seien dabei gegeben durch
Γ1(α) = {γ + is : −α ≤ s ≤ α}
Γ2(α) = {−s+ iα : −γ ≤ s ≤ −µ}
Γ3(α) = {µ− is : −α ≤ s ≤ α}
Γ4(α) = {s+ iα : µ ≤ s ≤ γ}







dλ = R(0, A)x (4.11)












T (s)x ds. (4.12)



















eist · R(µ+ is, A)x
µ+ is
ds
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für alle Zahlen λ aus der Resolventenmenge von A gilt, ist die Funktion
s → R(µ+ is, A)x
µ+ is



















∥∥∥∥ ≤ (γ − µ) · sup
µ≤s≤γ
∥∥∥∥e(s+iα)tR(s+ iα, A)xs+ iα
∥∥∥∥
≤ γ − µ
α
· eγt · sup
Reλ≥µ
‖R(λ,A)‖ ‖x‖









dλ = 0 (4.15)









dλ = 0 (4.16)











für alle t ≥ 0.
Sei nun ν eine beliebige reelle Zahl. Setzen wir
T̃ (t) := eiνtT (t)
für t ≥ 0, so ist T̃ (t) eine c0-Halbgruppe. Der Erzeuger Ã dieser Halbgruppe
ist gerade iν + A mit dem Definitionsbereich D(Ã) = D(A). Für die Resol-
vente gilt demnach die Beziehung R(λ, Ã) = R(λ− iν, A) für alle Zahlen λ,
für die λ− iν in der Resolventenmenge von A liegt. Damit besteht offenbar
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die Gleichung s0(A) = s0(Ã). Somit ist die eben hergeleitete Gleichung (4.17)
auch für T̃ (t) statt T (t) gültig. Es gilt folglich














eiνsT (s)x ds− eµt · F−1
(




für alle t ≥ 0. Wir werden nun die Fouriertransformierte gleichmäßig ab-




















|(µ+ is)(µ+ i(s− ν))|(‖x‖+ ‖R(µ+ i(s− ν), A)Ax‖) ds.
Da µ größer als s0(A) ist, gilt
‖R(µ+ i(s− ν), A)Ax‖) ≤ sup
Re τ≥µ
‖R(τ, A)‖ ‖Ax‖ <∞. (4.21)
Es bleibt also noch das Integral∫ ∞
−∞
1
|(µ+ is)(µ+ i(s− ν))| ds = (4.22)∫
|s|≥2|ν|
1




|(µ+ is)(µ+ i(s− ν))| ds
abzuschätzen. Wir halten zunächst
|(µ+ is)(µ+ i(s− ν))| =
√
µ2 + s2 ·
√
µ2 + (s− ν)2 (4.23)
fest. Für |s| ≥ 2|ν| gilt
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und damit












































Nun widmen wir uns dem zweiten Integral. Beachtet man















|(µ+ is)(µ+ i(s− ν))| (4.23)=
√
(µ2 + s2)(µ2 + (s− ν)2)
=
√
µ4 + µ2(s2 + (s− ν)2) + s2(s− ν)2
≥
√
µ2(s2 + (s− ν)2)
= |µ| ·
√





und damit für ν = 0∫
|s|<2|ν|
1
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Aus (4.19), (4.20), (4.21), (4.22), (4.25) und (4.27) ergibt sich
sup
t≥0, ν∈R









eiνsT (s)x ds = R(−iν, A)x











T (s)x ds+ A−1x =
∫ t
0
T (s)x ds− R(0, A)x
und Gleichung (4.17). 
4.5 Der Fall: X hat Fouriertyp > 1
Daß ω1(T ) ≤ s0(A) für B-konvexe Räume gilt, hatte Wrobel in [Wr] festge-
stellt. Die B-konvexen Räume sind aber genau die Räume, die einen nichttri-
vialen Fouriertyp besitzen. Daß jeder B-konvexe Raum einen nichttrivialen
Fouriertyp hat, wurde von Bourgain in [Bo2] bewiesen. Einen Beweis dafür,
daß jeder Raum, der einen nichttrivialen Fouriertyp besitzt auch B-konvex
ist, findet man beispielsweise in [BlPe] (S. 354). In Verbindung mit Satz 4.3.1
und Lemma 4.4.1 folgt das Ergebnis von Wrobel leicht aus unserem nächsten
Satz. Wir bedienen uns dabei den Grundlagen, die wir in Kapitel 2 gelegt
haben.
Satz 4.5.1 Der Banachraum X habe einen nichttrivialen Fouriertyp. Es
existiert eine Konstante C > 0, so daß für alle c0-Halbgruppen T (t) mit
s0(A) < 0 die Abbildung
f : t →
{
T (t)x , t ≥ 0,
0 , t < 0
für jedes x ∈ D(A) in BMO(R, X) liegt und
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Beweis. Sei T (t) eine c0-Halbgruppe mit s0(A) < 0 und x ein beliebiges
Element von D(A). Wir wollen Satz 2.8.6 anwenden. Sei also ϕ eine beliebige
Funktion aus D0. Dann gilt nach Lemma 4.4.1∫ ∞
−∞




























Damit ist die schwache Fouriertransformierte der Abbildung t → R(−it, A)x
gerade 2πf . Nach Satz 2.8.6 liegt f damit in BMO(R, X), und es gilt
‖f‖BMO(R,X) ≤ C‖R(−i·, A)x‖L̃∞(R,X).
Damit folgt das Behauptete. 
Nun wollen wir uns noch dem Grenzfall s0(A) = 0 widmen. Er fällt als
Korollar ab.
Korollar 4.5.2 Der Banachraum X habe einen nichttrivialen Fouriertyp. A
sei der Erzeuger der c0-Halbgruppe T (t). Es gelte s0(A) ≤ 0, und x sei ein
Element von D(A). Ist dann λ → λR(λ,A)x auf {λ : Reλ > 0} beschränkt,
so liegt
f : t →
{
T (t)x , t ≥ 0,
0 , t < 0
in BMO(R, X), und es gilt
‖f‖BMO(R,X) ≤ C sup
Reλ>0
‖λR(λ,A)x‖.
Dabei hängt C > 0 nur vom Banachraum X ab.
Beweis. Für ε > 0 sei fε durch fε(t) := e
−εtf(t) definiert. Die Halbgruppe
e−εtT (t) erfüllt die Voraussetzungen von Satz 4.5.1. Deshalb gilt
‖fε‖BMO(R,X) ≤ C sup
β∈R
‖βR(iβ + ε, A)x‖. (4.29)
Nun gilt aber wegen
βR(iβ + ε, A)x =
β
iβ + ε
· (iβ + ε)R(iβ + ε, A)x
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‖βR(iβ + ε, A)x‖ ≤ sup
Reλ>0
‖λR(λ,A)x‖ (4.30)
für alle ε > 0. Ist nun I ein beliebiges beschränktes Teilintervall von R, so




























Daraus folgt f ∈ BMO(R, X) mit der gewünschten Ungleichung. 
4.6 Der allgemeine Fall
Wir lassen nun die Voraussetzung fallen, daß der zugrundeliegende Raum
einen nichttrivialen Fouriertyp hat. Statt der bisherigen Abschätzung in der
Norm im Raum BMO(R, X) bekommen wir dann allerdings nur noch eine
Abschätzung in der Norm im Raum B0,∞∞ (R, X).
Satz 4.6.1 Sei X ein Banachraum. Dann existiert eine Konstante C > 0,
so daß für alle c0-Halbgruppen T (t) mit s0(A) < 0 die Abbildung
f : t →
{
T (t)x , t ≥ 0,
0 , t < 0
für jedes x ∈ D(A) in B0,∞∞ (R, X) liegt und




Beweis. A sei der Erzeuger einer beliebigen c0-Halbgruppe T (t) auf X mit
s0(A) < 0. x sei ein beliebiges Element von D(A). Dann kann
g : β → R(−iβ, A)x
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als temperierte Distribution aufgefaßt werden. Für alle ϕ ∈ D gilt







































Da die Fouriertransformierte der temperierten Distribution g wieder eine
temperierte Distribution ist und D(R) dicht in S(R) eingebettet ist, können
wir 2πf mit ĝ identifizieren.
Im weiteren sei ϕ nun die für die Definition von B0,∞∞ (R, X) gewählte Funk-
tion aus S(R). Es gilt für jede ganze Zahl k
2π‖ϕ2k ∗ f‖L∞(R,X) = ‖ ̂ϕ2k ∗ f‖L∞(R,X)
= ‖̂ϕ̂2k f̂‖L∞(R,X).
Damit haben wir
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Deshalb folgt aus (4.31)

















für alle k ∈ Z. 
Wie bereits angedeutet, war der Weg zum Beweis von
ω1(T ) ≤ s0(A)
lang. Neben den angesprochenen Teilergebnissen von Slemrod ([Sl]), d.h.
ω2(T ) ≤ s0(A), von Wrobel ([Wr]) falls eine B-konvexer Raum zugrundeliegt
und von Gearhart und Prüss, falls ein Hilbertraum zugrundeliegt, sei hier
noch ein Ergebnis von van Neerven, Straub und Weis ([NeStWe]) erwähnt.
In der Arbeit wurde gezeigt, daß stets
ωα(T ) ≤ s0(A)
für alle α > 1 gilt. Dabei ist ωα(T ) definiert durch
ωα(T ) := inf
{
ω ∈ R : sup
t≥0
e−ωt‖T (t)x‖ <∞ für alle x ∈ D((w −A)α)
}
,
wobei w eine Zahl größer als die gleichmäßige Wachstumsschranke von T (t)
ist und D((w −A)α) der Definitionsbereich des Operators (w−A)α, der ge-
brochenen α-ten Potenz des Operators w − A.
Die von Weis und Wrobel ([WeWr]) schließlich bewiesene Tatsache, daß die
Wachstumsschranke ω1(T ) einer c0-Halbgruppe in jedem Banachraum stets
kleiner oder gleich der Abszisse der gleichmäßigen Beschränktheit der Resol-
vente des Erzeugers der Halbgruppe ist, wollen wir nun auf eine neue Weise
mit Hilfe der Ergebnisse aus Kapitel 3 beweisen. Ein weiterer Beweis stammt
von van Neerven ([Ne2]).
Satz 4.6.2 T (t) sei eine c0-Halbgruppe auf dem Banachraum X. Ist A der
Erzeuger von T (t), so gilt ω1(T ) ≤ s0(A).
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Beweis. Es genügt zu zeigen, daß für alle c0-Halbgruppen T (t) mit s0(A) <
0 stets ω1(T ) ≤ 0 gilt, denn es gilt allgemein: Ist A der Erzeuger der c0-
Halbgruppe T (t) und ist α eine reelle Zahl, dann ist α+A der Erzeuger der
c0-Halbgruppe e
αtT (t), und es gelten s0(α+A) = α+s0(A) und ω1(e
αtT (t)) =
α + ω1(T ).
Es sei also s0(A) < 0. Für x ∈ D(A) defineren wir
fx : t →
{
T (t)x , t ≥ 0;
0 , t < 0.
Nach Satz 4.6.1 liegt fx stets in B
0,∞
∞ (R, X), und es gilt




iβR(iβ, A)x = x+R(iβ, A)Ax
und s0(A) < 0 folgt
‖fx‖B0,∞∞ (R,X) ≤ C2(‖x‖+ ‖Ax‖). (4.32)
Nach Lemma 4.4.1 ist für x ∈ D(A2) die Abbildung fx beschränkt. Nach
Korollar 3.3.2 existiert somit eine Konstante C3 > 0, so daß für alle h > 0,
alle x ∈ D(A2), alle N ∈ N0 und alle t ≥ 0
















gilt. Mit (4.32) ergibt sich nun












(T (t)x− T (s)x) ds
∥∥∥∥ (4.34)
+NC4(‖x‖ + ‖Ax‖) (4.35)
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für alle h > 0, alle x ∈ D(A2), alle N ∈ N0 und alle t ≥ 0. Da zu jedem
x ∈ D(A) eine Folge (xn) ⊂ D(A2) mit xn → x und Axn → Ax für n → ∞
existiert, gilt diese Abschätzung sogar für alle x ∈ D(A).
Im weiteren werden manche der auftretenden Konstanten von x ∈ D(A)







∥∥∥∥∥ ≤ C52N−1h. (4.36)
Sind C6 und w > 0 so gewählt, daß ‖T (t)‖ ≤ C62wt für alle t ≥ 0 gilt und
beachtet man, daß für t > 0
(T (t)x)′ = T (t)Ax





(T (t)x− T (s)x) ds
∥∥∥∥ ≤ h2 sups∈[t,t+h]C62ws‖Ax‖
≤ C7h2wt‖Ax‖ (4.37)
für alle t ≥ 0 und alle h ∈ (0, 1]. Für t ≥ 0 setzen wir nun h := 2−wt ∈ (0, 1],
und N sei die größte ganze Zahl, die kleiner oder gleich wt ist. Schätzen wir
jetzt noch den Ausdruck (4.33) mit Hilfe von (4.36) und den Ausdruck (4.34)
mit Hilfe von (4.37) ab, so erhalten wir




≤ 4C5 + C7‖Ax‖+ C4wt(‖x‖+ ‖Ax‖).
Damit haben wir gezeigt, daß für alle x ∈ D(A)
(1 + t)−1‖T (t)x‖
beschränkt ist. Das bedeutet doch aber, daß ω1(T ) kleiner oder gleich 0 ist.
Mehr war nach der Bemerkung am Anfang des Beweises nicht zu zeigen. 
Abschließend wollen wir nun wiederum den Grenzfall s0(A) = 0 betrachten.
Satz 4.6.3 A sei der Erzeuger der c0-Halbgruppe T (t) auf dem Banachraum














(1 + t)−1‖T (t)x‖ <∞.
Beweis. Für ε > 0 defineren wir
fε : t →
{
e−εtT (t)x , t ≥ 0;
0 , t < 0.
Nach Satz 4.6.1 liegt fε in B
0,∞
∞ (R, X), und es gilt
‖fε‖B0,∞∞ (R,X) ≤ C1 sup
β∈R
‖βR(iβ + ε, A)x‖ (4.38)
für alle ε > 0. Da man für alle β ∈ R
βR(iβ + ε, A)x =
β
iβ + ε
(iβ + ε)R(iβ + ε, A)x
hat, gilt




für alle β ∈ R und alle ε > 0. Aus (4.38) und Voraussetzung (i) folgt daher
C2 := sup
ε>0
‖fε‖B0,∞∞ (R,X) <∞. (4.39)
Aus Satz 4.6.2 wissen wir, daß fε eine Funktion aus L
∞(R, X) ist. Nach
Korollar 3.3.2 wissen wir deshalb um die Existenz einer Konstanten C3 > 0,
so daß für alle h, ε > 0, alle N ∈ N0 und alle t ≥ 0
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gilt. Unter Berücksichtigung von (4.39) ergibt sich daraus



































(T (t)x− T (s)x) ds
∥∥∥∥ (4.41)
+NC4 (4.42)
für alle h > 0, alle N ∈ N0 und alle t ≥ 0. Die einzelnen Summanden werden
nun wie im Beweis von Satz 4.6.2 abgeschätzt. Der Vollständigkeit halber
geben wir die einzelnen Schritte an.







∥∥∥∥∥ ≤ C52N−1h (4.43)
ab. Sind C6 und w > 0 so gewählt, daß ‖T (t))‖ ≤ C62wt für alle t ≥ 0 gilt
und beachtet man, daß für t > 0
(T (t)x)′ = T (t)Ax





(T (t)x− T (s)x) ds
∥∥∥∥ ≤ h2 sups∈[t,t+h]C62ws‖Ax‖
≤ C7h2wt‖Ax‖ (4.44)
für alle t ≥ 0 und alle h ∈ (0, 1]. Für t ≥ 0 setzen wir nun h := 2−wt ∈ (0, 1],
und N sei die größte ganze Zahl, die kleiner oder gleich wt ist. Schätzen wir
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jetzt noch den Ausdruck (4.40) mit Hilfe von (4.43) und den Ausdruck (4.41)
mit Hilfe von (4.44) ab, so erhalten wir




≤ 4C5 + C7‖Ax‖+ C4wt.
Daraus folgt nun unmittelbar das Behauptete. 
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