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RÉSUMÉ
L’objectif principal de ce projet de maîtrise est de développer un modèle consti-
tutif du comportement viscoplastique d’un métal CFC. Le document comprend
trois parties principales :
1. Le Chapitre 1 contient une revue de littérature qui explique les différentes
théories adoptées pour le développement du modèle constitutif. Ce chapitre
présente la théorie de l’activation thermique, un survol sur les lois de la ther-
modynamique et les différents modèles existants.
2. le Chapitre 2 porte sur le modèle proposée et sa formulation thermodyna-
mique. Il présente la dérivation du modèle unidimensionnel et le détail de sa
généralisation vers un modèle tridimensionnel dans le cadre des principes de
la thermodynamique.
3. le Chapitre 3 porte sur l’implémentation numérique du modèle et la pré-
sentation des résultats. La méthode d’Euler et l’algorithme « Radial Return
Mapping »ont été adoptés dans la solution numérique en utilisant le logiciel
Matlab 7.0. L’implémentation a été suivie par des exemples numériques de
différents types de chargement.
vABSTRACT
The main objective of the thesis is to develop a constitutive model for viscoplastic
behaviour of FCC metals. The document is composed of three main sections :
1. Chapter 1 present bibliographic review that explains the theories that helped
developing the constitutive model. It presents the thermal activation theory
followed by an overview on the thermodynamic principles and existing models
2. Chapter 2 discuss the proposed model and its thermodynamic formulation. It
explains the development of the one-dimensional model then tridimensional
formulation using the thermodynamic laws
3. Chapter 3 shows the numerical implementation and related results. Euler me-
thod and the Radial Return Mapping algorithm where adopted in the nume-
rical implementation using Matlab 7.0. The program was tested for different
loading types.
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T˙ : dérivée temporelle de la température
→
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tm : temps moyen de mouvement d’une dislocation entre deux obstacles
tn : temps à l’intervalle n
tn + 1 : temps à l’intervalle n+ 1
tw : temps moyen d’attente d’une dislocation devant un obstacle
∆t : incrément de temps
xxi
τ : contrainte appliquée sur une dislocation
τ ∗ : contrainte appliquée sur une dislocation pour franchir un obstacle
sans la contribution des fluctuations thermiques
τµ : contrainte appliquée sur une dislocation pour franchir un obstacle
avec la contribution des fluctuations thermiques
τ0 : contrainte minimale appliquée sur une dislocation pour franchir un
obstacle à 0 Kelvin
τ : tenseur déviateur de la contrainte
θ : variable utilisée pour des fins de simplification
θn : θ à l’intervalle n
θn+1 : θ à l’intervalle n+ 1
ϑ : variable utilisée pour des fins de simplification
ϑn : ϑ à l’intervalle n
ϑn+1 : ϑ à l’intervalle n+ 1
υ : facteur de fréquence, vitesse de mouvement des dislocations
υ0 : vitesse moyenne de dislocation
→
υ : vitesse virtuelle
V : constante caractérisant le potentiel thermodynamique reliée à
l’écrouissage cinématique
V ∗ : volume d’activation
v : vecteur unitaire parallèle à la direction du glissement de dislocation
W ∗ : travail effectué par une force durant l’activation thermique
x : fraction de la densité des dislocations totales
x1 : variable utilisée pour des fins de simplification
x2 : variable utilisée pour des fins de simplification
xxii
X : variable force, tensorielle d’ordre deux, associée à l’écrouissage ci-
nématique
X˙ : dérivée temporelle de la variable force du tenseur de l’écrouissage
cinématique
Ξ : variable utilisée pour des fins de simplification
ξ : variable utilisée pour des fins de simplification
ξn : ξ à l’intervalle n
ξn+1 : ξ à l’intervalle n+ 1
y : variable utilisée pour des fins de simplification
yn : y à l’intervalle n
yn+1 : y à l’intervalle n+ 1
Yd : paramètre caracatérisant le modèle de Abed-Voyiadjis
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rature
zn : évolution adiabatique de la température à l’intervalle n
zn+1 : évolution adiabatique de la température à l’intervalle n+ 1
1INTRODUCTION
Mise en contexte
Le grenaillage est un processus de bombardement d’une surface métallique par
des billes ou des grenailles afin d’améliorer la vie en fatigue ou la mise en forme
des pièces grenaillées. Durant le processus du grenaillage, les grenailles frappent la
surface à des vitesses élevées engendrant des déformations permanentes et provo-
quant des contraintes résiduelles en compression à la surface (Schiffner et al., 1999;
Deslaef et al., 2000; Miao et al., 2009).
Le Centre de la Technologie et de la Fabrication Aérospatiale (CTFA) cherche à
simuler le grenaillage des pièces en Aluminium Al7075 dans le but de produire des
outils prédictifs. Les résultats obtenus par la méthode des éléments finis surestiment
les contraintes résiduelles. Plusieurs recherches ont montré que cette déviation est
due au comportement visqueux du métal quant il est soumis à des déformations
rapides suite à des impacts (Hassani, 1981; Al-Hassani et al., 1999; Meguid et al.,
2002).
Dans ce contexte, l’objectif principal de ce projet de maitrise est de formuler une
loi de comportement pour les métaux qui tienne compte des phénomènes visqueux
à des grands taux de déformation.
L’objectif d’une relation constitutive est de décrire le comportement macrosco-
pique d’un matériau. Certaines relations constitutives sont purement empiriques,
dérivées mathématiquement à partir de résultats expérimentaux. Elles sont une
combinaison d’expressions mathématiques corrélées afin de coïncider avec ces ré-
sultats. La formulation de relations constitutives empiriques restreint souvent leur
domaine de validité. La compréhension des mécanismes microscopiques dans les
2matériaux est souvent très utile pour la dérivation de la loi de comportement.
Dans cette étude, on cherche à développer une loi de comportement pour l’alu-
minium soumis à des grands taux de déformation dans le domaine plastique. En
appliquant une charge sur un corps métallique, le matériau se déforme élastique-
ment jusqu’à une certaine limite, applée limite d’élasticité. Par la suite il se déforme
inélastiquement et ne retourne plus à sa forme initiale ; c’est la plasticité. Les ex-
périences ont montré que le comportement de certains matériaux dépend du taux
de déformation auquel le chargement est effectué. Il est donc intéressant de com-
prendre la plasticité sensible aux taux de déformation : c’est la viscoplasticité.
Les différents types d’inélasticités, comme la plasticité, la viscoplasticité et autres,
sont des distorsions macroscopiques résultantes d’un déplacement permanent des
atomes au niveau microscopique à l’intérieur du matériau. Ceci est relié aux mou-
vements des dislocations dans le matériau, ce qui implique que la cinématique des
dislocations est à l’origine de l’inélasticité macroscopique et doit être considérée
dans la formulation d’une loi de comportement modélisant celle-ci.
Méthodologie
Une introduction au concept des dislocations et une étude de la théorie de l’ac-
tivation thermique sont réalisées en premier lieu pour comprendre les mécanismes
microscopiques dans les matériaux. Ensuite on dérive un modèle unidimensionnel
pour les matériaux du même type de structure cristalline (atomique) que l’alu-
minium basé sur les courbes d’écrouissage de traction. On procède par la suite à
la formulation thermodynamique pour généraliser le modèle unidimensionnel pour
des chargements tridimensionnels. On clôture par l’implémentation numérique du
modèle tridimensionnel et la présentation des résultats.
3Plan du mémoire
Ce mémoire est structuré de la façon suivante : le Chapitre 1 donne un panorama
du sujet de recherche à l’aide de la revue de la littérature où on présente une
introduction sur les dislocations, la théorie de l’activation thermique, un survol sur
les lois de la thermodynamique et les différents modèles existants ; le Chapitre 2
porte sur le modèle proposé et sa formulation thermodynamique ; le Chapitre 3
porte sur l’implémentation numérique du modèle et la présentation des résultats ;
finalement les Conclusions où des perspectives de travail sont rajoutées.
Les contributions de ce mémoire sont donc a) une revue de littérature détaillée
sur le sujet ; b) une nouvelle loi de comportement et c) la preuve qu’elle est adéquate
pour être implémentée dans le code de calculs.
Il est important de noter qu’il existe très peu de présentation complète de la
théorie de l’activation thermique. Comme cette théroie est relativement nouvelle
pour le groupe de recherche, un effort particulier a été déployé pour la revue de
littérature.
4CHAPITRE 1
REVUE DE LA LITTÉRATURE
1.1 LES DISLOCATIONS
Le concept des dislocations a été introduit en 1934 (Orowan, 1934; Taylor, 1934)
par le fait que la force nécessaire pour déformer permanemment une structure
cristalline est plus élevée que celle nécessaire à la déformation d’un seul cristal pur.
Ce n’est qu’aux alentours des années soixante, avec l’apparition des microscopes
électroniques, que l’existence des dislocations a été démontrée expérimentalement
(Johnston et Gilman, 1959; Chiem et Duffy, 1983).
À l’échelle atomique, il existe initialement un certain nombre d’imperfections
dans un matériau métallique cristallin (Seeger, 1955). Certaines imperfections sont
définies comme des défauts d’empilement des atomes dans la structure d’un poly-
crystal. Les types de défauts que l’on rencontre le plus souvent sont les suivants :
– Les défauts ponctuels engendrant des distorsions locales dans la structure cris-
talline. Les figures 1.1 et 1.2 montrent respectivement la présence de lacunes et
d’ atomes étrangers (impuretés) différents de la majorité des atomes formant
le cristal.
– Les défauts surfaciques engendrant des distortions planaires dans la structure
cristalline. On cite les joints de grains qui sont l’interface où plusieurs sé-
quences d’empilement d’atomes s’intersectent. Ce type de défaut est illustré
à la figure (1.3).
– Les défauts linéiques, aussi appelés « dislocations », sont principalement res-
5ponsables des distortions macroscopiques des métaux. Ces dislocations sont
des chaînes linéiques d’atomes imbriquées dans la structure cristalline et changent
l’ordre d’empilement des atomes (figure (1.4)). On distingue plusieurs type de
dislocations dont les dislocations de type coin (figure (1.5.a)) et les dislocations
de type vis (figure (1.5.b))
Lacunes 
(défauts ponctuels)
Figure 1.1 Les lacunes sont des défauts ponctuels dans une sturcture cristalline
représentant un atome manquant
En appliquant une force au-delà d’une certaine limite, une fraction des dislocations
glisse dans certains plans préférentiels, appelés « plans de glissement », dans la di-
rection de la force projetée sur ces plans (Seeger, 1955; Gillis et Gilman, 1965a,b;
Hahn, 1962). Durant leurs mouvements, les dislocations rencontrent des disloca-
tions immobiles et d’autres défauts formant des obstacles qui résistent à leurs glis-
sements. Les dislocations se multiplient et forment des cellules (concentration de
dislocations) qui grandissent au fur et à mesure. En s’interceptant, elles créent des
forêts de dislocations. La figure (1.6) illustre le mécanisme de création des disloca-
tions présenté par Frank et Read. La densité des dislocations continue à augmenter
6Impuretés
Figure 1.2 Les impuretés sont des défauts ponctuels dans une sturcture cristalline.
Elles peuvent être un atome étranger substituant un atome existant ou inséré entre
les autres atomes
jusqu’à une valeur de saturation(Klepaczko, 1986; Klepaczko et Chiem, 1986). Un
autre phénomène qui se présente simultanément est la destruction des disloca-
tions ; en d’autres termes, la restauration. Ce phénomène est plus présent quant
le matériaux est chauffée permettant au cristal de réétablir l’ordre d’empilement
(Klepaczko, 1968; Klepaczko et Duffy, 1977).
Le résultat de tous ces mécanismes est la raison des déformations inélastiques
créant le durcissement du métal qu’on appelle « écrouissage ».
1.2 THÉORIE DE L’ACTIVATION THERMIQUE
Une dislocation mobile en mouvement sous l’action d’une force rencontre plu-
sieurs obstacles générant des champs de contraintes qui résistent à son mouvement
(figure(1.7)). Pour que les dislocations franchissent les obstacles, la force appliquée
7Joints de grains
Atomes
Figure 1.3 Les joints de grains sont l’interface où plusieurs séquences d’empilement
s’intercèptent
doit être supérieure à la force de résistance générée par ces obstacles. Cette na-
ture dynamique de la déformation plastique a été initialement reconnue par Becker
(Becker, 1925). Ce dernier a postulé que des fluctuations thermiques contribuent à
la force appliquée pour franchir les obstacles en décrivant le taux de déformation
plastique ε˙p sous forme d’une équation d’Arrhenius :
ε˙p = υ exp
[
−G(σ)
kT
]
(1.1)
où υ est la vitesse de mouvement des dislocations appelée « facteur de fréquence »,G
l’énergie d’activation (ou enthalpie) démontrée fonction de la contrainte appliquée
(Kocks :75, Kocks :01), k la constante de Boltzman et T la température absolue en
Kelvin.
Les obstacles peuvent être classés en deux groupes :
8Dislocation
Figure 1.4 Les dislocations sont des chaines linéiques d’atomes imbriquées dans la
structure cristalline changeant l’ordre d’empilement des atomes
– Des obstacles générant des champs de contrainte sur un long intervalle. Ils
sont moins nombreux mais offrent une grande résistance (Milella, 1998). On
pourrait nommer les dislocations sur les plans de croisements parallèles et les
précipités par exemple.
– Des obstacles générant des champs de contraintes sur un petit intervalle. Ils
sont plus nombreux mais moins résistant (Milella, 1998). Les dislocations dis-
persées dans le plan de glissement, les dislocations de type vis et celles de type
coin en sont des exemples (Figure 1.5).
Les obstacles de long intervalle sont moins nombreux, mais plus résistant ce
qui fait que l’énergie requise pour les dépasser est relativement grande. Ceci fait en
sorte que la contribution des fluctuations thermiques à la contrainte appliquée pour
franchir ces obstacles devient négligeable (Conrad et Frederick, 1962; Davidson et
Lindholm, 1974; Campbell, 1975), donc l’activation thermique ne joue aucun rôle
et ces obstacles sont nommés « obstacles athermiques ».
9Dislocation coin Dislocation vis
a) b)
Figure 1.5 a)Dislocation coin : défaut créé par une translation d’une partie du
cristal ; a)Dislocation vis : défaut créé par une rotation locale d’une partie du
cristal
Par contre, les fluctuations thermiques contribuent considérablement à surmon-
ter les obstacles générant des champs de contraintes sur petits intervalles à cause
de leur faible résistance (Conrad et Frederick, 1962; Davidson et Lindholm, 1974;
Campbell, 1975). Ces obstacles sont désignés « obstacles thermiques ». Ce sont ces
obstacles qui sont responsables de l’aspect dynamique de la déformation plastique.
La figure 1.8 illustre comment certains obstacles de petits intervalles sont franchis
par une dislocation. La figure 1.8.a montre le mouvement d’une dislocation mobile
dans un plan d’atomes d’un réseau cristallin. La résistance que subit une dislo-
cation durant un tel mouvement est appelée contrainte de Peierls-Nabarro. Cette
résistance est sinusoïdale et fonction de la longueur de la dislocation et de la dis-
tance qui sépare deux plans d’atomes (Hertzberg, 1996). Elle est plus faible quand
les plans d’atomes sont éloignés, donc quand la densité atomique planaire est plus
élevée. La figure 1.8.b montre le mouvement d’une dislocation intersectée par des
forêts de dislocations. Les forêts de dislocations sont les dislocations qui percent le
plan de glissement d’une dislocation. La figure 1.8.c montre l’impact des impuretés
sur le mouvement d’une dislocation et la figure 1.8.d présente l’influence de l’obs-
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Figure 1.6 Multiplication des dislocations par le mécanisme de Frank et Read. Une
dislocation entre deux obstacles A et B (a) soumis à une force se déplace jusqu’à
entourer les deux obstacles (b, c). Lorsque les deux branches se réjoignent en C (d),
elles s’attirent et se recombinent pour donner naissance à une autre dislocation aussi
source de multiplication (e, f).
tacle formé par le croisement de deux plans sur le mouvement d’une dislocation.
Supposons une dislocation de type coin dans un réseau cristallin. La figure 1.9
montre la position initiale du défaut et sa position après un dépassement d’un
obstacle. La distance entre ces deux positions d’équilibre est le vecteur Burgers de
cette structure. En se déplaçant entre ces deux positions, la dislocation rencontre
une énergie de résistance plus élevée qui est maximale à mi-chemin. C’est l’énergie
nécessaire pour franchir la liaison entre deux atomes qui se déplacera dans le sens
contraire au mouvement de la dislocation. La différence entre l’énergie maximale et
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Figure 1.7 Une dislocation peut croiser durant son mouvement autres dislocations
dans le même plan de glissement et des dislocations sécantes à ce plan. Les dislo-
cations et les autres types de défauts rencontrés constituent des obstacles résistant
au glissement de la disloaction en mouvement - (Roters et Raabe, 2006b)
l’énergie à l’équilibre est appelée « énergie de Peierls-Nabarro »et notée par GPN .
La figure 1.10 montre la variation de l’énergie le long du trajet ainsi que la variation
de la résistance au mouvement de la dislocation. Même s’il s’agit ici d’un obstacle
à champs de contraintes de petit intervalle, la variation d’énergie et la résistance
au mouvement est semblable pour des obstacles de grands intervalles, seulement à
plus grande échelle.
En superposant les mécanismes de franchissement d’obstacles à champs de cont-
raintes sur petits intervalles (mécanismes activés thermiquement) à un mécanisme
de franchissement d’obstacle à champs de contraintes sur longs intervalles (méca-
nisme athermique), la variation de la résistance interne aux dislocations le long
d’un grand intervalle est alors la somme des contraintes opposées aux mouvements
des dislocations des résistances créées par chaque obstacle. La figure 1.11 illustre
une telle distribution.
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Figure 1.8 Mécanismes de glissement des dislocations activées themiquement
À 0 Kelvin, pour qu’une dislocation soit en mouvement, i.e. pour avoir une défor-
mation inélastique du matériau, la contrainte appliquée doit être supérieure à une
contrainte minimale τ0. À une température plus élevée, les fluctuations thermiques
contribueront aux franchissements des obstacles et la contrainte appliquée requise
pour un mouvement des dislocations devient τ < τ0. Si les obstacles à champs
de contraintes sur des petits intervalles sont absents, la contrainte appliquée à la
dislocation nécessaire pour franchir un obstacle de grand intervalle est alors moins
sensible à la température.
La plupart des auteurs (Conrad et Frederick, 1962; Davidson et Lindholm, 1974;
Campbell, 1975; Klepaczko, 1975; Klepaczko et Duffy, 1977, 1982; Klepaczko, 1986;
Klepaczko et Chiem, 1986; Zerilli et Armestrong, 1987; Abed et Voyiadjis, 2005a;
Voyiadjis et Abed, 2006a) supposent que la résistance aux obstacles de petit in-
tervalle dépend de la température et du taux de déformation. Par contre, il existe
différentes hypothèses sur la dépendance de la contrainte nécessaire pour franchir
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Figure 1.9 Mouvement d’une dislocation coin. Le défaut linéique d’empilement se
déplace d’une distance équivalente au vecteur de Burgers engendrant une rupture
de liaison des atomes voisins. - (Conrad, 1964)
les obstacles à long intervalle.
Certains auteurs considèrent la résistance des obstacles de long intervalle comme
indépendante de la température et du taux de déformation (Zerilli et Armestrong,
1987; Tjotta et Mo, 1993; Cheng et al., 2001; Abed et Voyiadjis, 2005a; Voyiadjis et
Abed, 2006a), alors que d’autres (Klepaczko, 1975; Klepaczko et Duffy, 1977, 1982;
Klepaczko et Chiem, 1986; Rusinek et Klepaczko, 2001; Uenishi et Teodosiu, 2004;
Rusinek et al., 2007) la considère légèrement dépendante de ces deux paramètres.
La dépendance de la résistance des obstacles de grand intervalle à la température
provient de la dépendance du module de cisaillement à la température µ(T ). Elle
exerce toutefois un léger effet sur la résistance des obstacles de long intervalle. Cette
étude partagera la résistance aux mouvements des dislocations en une résistance
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Figure 1.10 Variation de l’énergie et de la contrainte selon la distance de mouvement
pour une dislocation - (Conrad, 1964)
sensible aux fluctuations thermiques et en une résistance athermique totalement
indépendante de la température.
Il est important aussi de distinguer la structure cristalline du matériau en ques-
tion. Il existe trois structures (figure 1.12) :
– CC (ou BCC), « cristal Cubique Centré »ou « Body Centered Cubic »
– CFC (ou FCC), « cristal Cubique à Face Centrées »ou « Face Centered Cubic »
– HC (ou HCP), « cristal hexagonal compact »ou « Hexagonal Close Packed »
Chaque structure a sa propre distribution d’obstacles et son propre comportement.
La structure de l’aluminium pur est CFC ; nous nous concentrerons donc au com-
portement de ce type de structure.
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Figure 1.11 Champ de contrainte interne opposant une dislocation en mouvement
dans un réseau crystallin. τ0 est la contrainte nécessaire sans pour franchir les obs-
tacles sans la contribution des fluctuations thermiques, τ est la containte appliquée
nécessaire pour franchir les obstacles avec la contribution des fluctuations ther-
miques. τµ est la contrainte necessaire pour franchir un obstacle de long-intervalle et
indépendante des fluctuations thermiques. τ ∗ = τ − τµ est la partie de la contrainte
dépendante des fluctuations thermiques. - (Conrad, 1964)
En se basant sur l’existence de deux types d’obstacles dans la structure cristalline
à l’échelle microscopique, l’hypothèse suivante selon laquelle la contrainte peut être
séparée en deux composantes, est formulée :
σ = σath + σth (1.2)
où σath est la partie de la contrainte indépendante du taux de déformation et de
la température, appelée « contrainte athermique », et σth la partie de la contrainte
sensible au taux de déformation et à la température, appelée « contrainte ther-
mique ».
Plusieurs auteurs ont réussi à écrire des relations constitutives décrivant le com-
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Figure 1.12 Les différentes structures cristallines
portement des matériaux pour plusieurs intervalles de taux de déformation et de
températures en adoptant cette hypothèse de partition (Tjotta et Mo, 1993; Cheng
et al., 2001; Abed et Voyiadjis, 2005a; Voyiadjis et Abed, 2006a; Klepaczko et
Chiem, 1986; Rusinek et Klepaczko, 2001; Uenishi et Teodosiu, 2004). Chacune
des composantes sera traitée en détail dans les prochaines pages en considérant
un comportement unidimensionnel. Une fois la forme empirique de ces relations
obtenue, elle servira de base pour la formulation du comportement tridimensionnel
d’un matériau CFC.
1.3 COMPORTEMENT UNIDIMENSIONEL
1.3.1 Écoulement plastique et écrouissage
Supposons une éprouvette sous une force de traction Ft comme montrée à la
figure (1.13). La contrainte à une section de l’éprouvette est considérée uniforme
et définie comme étant la quantité moyenne de force par unité d’aire de surface :
σ =
Ft
Ao
(1.3)
où Ao est l’aire de section initiale. En effectuant un test de traction, la déforma-
tion est mesurée comme étant l’élongation ∆l divisée par la longueur initiale li de
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l’éprouvette :
ε =
∆l
li
(1.4)
Une courbe de traction (ou de compression) est construite en traçant la contrainte
en fonction de la déformation.
Force
Force
A o
σ
σ
li
∆ l
Force
Force
Figure 1.13 Éprouvette sous une force de traction Force, subit un allongement ∆l.
La contrainte σ à une section de l’éprouvette est la denstié surfacique de force
supposée uniformement distribuée
En général, les courbes de traction-compression des matériaux peuvent être clas-
sées dans deux catégories (Lemaitre, 2004) :
– Courbes d’écrouissage à palier - figure 1.14
– Courbes d’écrouissage à module tangent continu - figure 1.15
Le comportement de l’Al7075 sous traction ou compression présente une courbe
d’écrouissage à module tangent continu : Quand la force est appliquée, la contrainte
σ commence à augmenter linéairement par rapport à la déformation ε jusqu’à une
valeur seuil σY qui limite le domaine élastique, appelée limite d’élasticité. Dans
ce domaine, la contrainte est reliée à la déformation par une constante E appelée
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Figure 1.14 Courbe d’écrouissage à palier de l’ Acier XC 38 - (Lemaitre, 2004)
module d’élasticité qui représente le taux de variation de la contrainte par rapport
à la déformation :
σ = Eε =
∆σ
∆ε
ε (1.5)
Quand la contrainte σ dépasse la limite d’élasticité σY , le matériau montre un
durcissement et le taux de variation de la contrainte par rapport à la déformation
diminue. Ce phénomène est appelé écrouissage et caractérise le domaine plastique
(σ > σY ) où la contrainte n’évolue plus linéairement en fonction de la déformation :
Si on pose que la déformation plastique εp et la déformation élastique εe sont
indépendante, la déformation totale s’écrit :
ε = εe + εp (1.6)
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Figure 1.15 Courbe d’écrouissage à module tangent continu de l’Acier inoxydable
A 316 - (Lemaitre, 2004)
et la contrainte totale devient :
σ = Eεe σ < σY (1.7)
σ = σs = Eεe + σp(εp) σ > σY (1.8)
où σs est la contrainte dans le domaine plastique et σp la contrainte plastique.
Ramberg et Osgood (Ramberg et Osgood, 1943) ont montré que l’écrouissage
obéit à l’équation suivante :
σs = σY +KY ε
1/MY
p (1.9)
où KY etMY sont des constantes déterminées à partir des données expérimentales.
Cette forme d’écrouissage découle d’un passage à l’échelle macroscopique de la
théorie de dislocations. Introduite par Taylor (Taylor, 1938), cette théorie postule
que la contrainte dans le domaine plastique est proportionnelle à la racine carrée
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de la densité de dislocation ρ1/2d , telle que
σs = κdbρ
1/2
d (1.10)
où κd est une constante et b le vecteur de Burger.
Comme il existe une densité initiale de dislocations (ou défauts) ρd0 qui n’est pas
nulle dans un matériau avant sa déformation, l’équation précédente peut s’écrire
alors sous la forme suivante :
σs = σY + κdb(ρd − ρd0)1/2 (1.11)
La figure 1.16 montre une courbe d’écrouissage pour de l’Al 7075-T6 roulé et
fini à froid. En réarrangeant l’équation (1.9), on obtient
ln [σs − σY ] = ln [KY ] + 1/MY ln [εp] (1.12)
Par régression linéaire, il est possible d’obtenir MY et KY . On trouve MY = 1.7 ;
KY = 356.38 MPa ; σY = 510.21 MPa. La figure 1.16 montre que la courbe tracée
en utilisant les valeurs obtenues coïncide avec les données expériementales et que
l’équation (1.9) modélise bien l’écrouissage de ce type de matériau.
1.3.2 Écoulement sensible au taux de déformation
Selon le taux de déformation et la température à laquelle le matériau est sollicité,
trois régions sont distinguées, chacune caractérisée par un mécanisme de déforma-
tion dominant (El-Magd et al., 2005, 2006; Lee et M.S., 2003; Uenishi et Teodosiu,
2004; Rusinek et al., 2007).
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Figure 1.16 Courbe d’écrouissage Al 7075-T6 - (MMPDS-3, 2008)
Ces régions sont identifiées en étudiant la variation de la contrainte plastique σs,
à plusieurs températures T , en fonction du taux de déformation ε˙ pour une valeur
choisie de déformation ε(ou de déformation plastique εp). Les figures 1.17, 1.18 et
1.19 illustrent bien le cas des alliages d’acier, de titane, et celui d’un aluminium,
respectivement. Elles montrent des courbes de la contrainte σs(T, ε˙)|ε=constatnte en
fonction du taux de déformation sur une échelle logarithmique pour plusieurs tem-
pératures.
1.3.2.1 Région 1 - fluage
À des températures élevées et des taux de déformation relativement faibles (ε˙ ≤
10−2), on remarque le mécanisme du fluage qui gouverne la déformation quand le
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Figure 1.17 Courbes de contraintes plastiques pour plusieurs taux de déformation
à plusieures températures et à une déformation constante ε = 0.1 - Acier Ck45N -
(El-Magd et al., 2005)
matériau est soumis à une charge pendant une longue période.
Pour des températures élevées, supérieures aux tiers de la température de fusion
du matériau et à des taux de déformation faibles-moyens (région 1), la déformation
est gouvernée par le fluage résultant d’une restauration de la structure cristalline et
du mouvement des dislocations dans les grains, auxquels se superposent des effets
de glissement intercristallin (Conrad et Frederick, 1962; Johnston, 1962; Kocks
et al., 1975; Meyers, 2002).
Lemaitre et Chaboche (Lemaitre, 2004) ont expliqué que la courbe de fluage
peut être divisée en trois phases (figure(1.20)) :
– Une phase de fluage primaire, 0 < ε < ε1 , au cours de la quelle l’écrouissage
du matériau engendre initialement une vitesse de fluage très grande. Dans
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Figure 1.18 Courbes de contraintes pour plusieurs taux de déformation à plusieures
températures - Titanium TIAl6V4 - (El-Magd et al., 2005)
cette phase la déformation peut être reliée au temps par la loi d’Andrade :
ε = At1/q (1.13)
où A et q sont des constantes reliées au matériau et à la température.
– Une phase de fluage secondaire, ε1 < ε < ε2, où la vitesse de fluage est
constante. Dans ce cas, le taux de déformation est relié à la contrainte par la
loi de Norton :
ε˙∗p =
( σ
λ∗
)N∗
(1.14)
où N∗ est le coefficient de Norton et λ∗ une constante. Ces deux constantes
sont reliées au matériau et à la température.
– Une phase de fluage tertiaire, ε2 < ε, où se présentent plusieurs mécanismes,
dont l’endommagement qui réduit la résistance du matériau, ainsi qu’une in-
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Figure 1.19 Courbes de contraintes pour plusieurs taux de déformation à plusieures
températures - Aluminium AA7075 T351 - (El-Magd et al., 2005)
stabilité de déformation résultante de la réduction de section dans les essais à
force constante.
1.3.2.2 Région 2 - Activation thermique
Dans la région des températures faibles (autour de la température ambiante), à
des taux de déformation moyens jusqu’à des taux légèrement élevés, la contrainte
σs est linéairement proportionnelle au logarithme du taux de déformation pour une
déformation donnée (Maiden et Green, 1966; Holt, 1967; Johnson et Cook, 1983;
El-Magd, 1985; Lee, 2000; et al., 2000; Lee et M.S., 2003; Zhao, 1997; El-Magd
et al., 2005, 2006; Malinowski et al., 2007). Cette tendance peut être expliquée
par la théorie de l’activation thermique (Conrad et Frederick, 1962; Conrad, 1964;
Medrano, 1972; Davidson et Lindholm, 1974; Campbell, 1975; Kocks et al., 1975;
Puchi, 1997; Goto, 2000; Kocks, 2001; Kocks et Mecking, 2003; Elmustafa et al.,
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Figure 1.20 a)Une courbe typique de fluage peut être divisée en trois zones : fluage
primaire, fluage secondaire et fluage tertiaire. b) Durant le fluage la contrainte est
maintenue constante en fonction du temps
2003; Roters et Raabe, 2006b,a).
Dans cette région, le mouvement des dislocations devient de plus en plus in-
fluencé par les obstacles de petit intervalle, comme les forêts de dislocations et
les impuretés dans les matériaux CFC et comme les barrières de Peierls dans les
matériaux CC.
Orowan (Orowan, 1934) a postulé que le taux de déformation en cisaillement
plastique est relié à la densité des dislocations mobiles par l’équation suivante :
γ˙p = bρmυ (1.15)
où ρm est la densité des dislocations mobiles.
La vitesse de dislocation est généralement écrite sous la forme d’une équation
de type Arrhenius (Conrad, 1964; Kocks, 2001; Klepaczko, 1975) :
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υ = υ0 exp
[
−G(σ)
kT
]
(1.16)
où υ0 = d/(tw+ tm) est la vitesse moyenne de dislocation sur une distance moyenne
d entre les obstacles. tw est le temps moyen d’attente d’une dislocation devant un
obstacle et tm le temps moyen de mouvement entre un obstacle et l’autre. Plusieurs
auteurs (McCormick, 1972; Shioiri et al., 1985; El-Magd et al., 2006) ont observé
que dans la région de l’activation thermique le temps moyen de mouvement est
négligeable par rapport au temps d’attente qui est relativement élevé.
En substituant l’équation (1.16) dans l’équation (1.15), on obtient une relation
entre le taux de déformation en cisaillement, la densité des dislocations mobiles,
l’énergie d’activation et la température :
γ˙p = bρmυ0 exp
[
−G(σ)
kT
]
(1.17)
Le tenseur de taux de déformation plastique (à l’échelle macroscopique) peut être
relié au taux de déformation plastique en cisaillement (à l’échelle microscopique)
par un tenseur d’orientation d’ordre deux M (Bammann et Aifantis, 1987) :
ε˙p = γ˙pM (1.18)
Le tenseur d’orientation M est déduit du vecteur unitaire normal au plan de
glissement n et du vecteur unitaire parallèle à la direction du glissement v, par
l’équation (1.19) :
M =
1
2
(n⊗ v + v ⊗ n) (1.19)
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Les matériaux métalliques sont incompressibles dans le domaine plastiques et la
déformation hydrostatique εH est nulle. Le taux de déformation équivalent s’écrit
ε˙p =
√
2
3
ε˙p : ε˙p (1.20)
ce qui permet d’écrire :
ε˙p = mbρmυ0 exp
[
−G(σ)
kT
]
(1.21)
où m =
√
2
3
M :M est le facteur d’orientation de Shmidt.
Les variables m, b et υ0 sont des constantes et sont des propriétés du matériau.
Si la densité de dislocations mobiles ρm reste constante, le terme pré-exponentiel
dans l’équation (1.21) devient constant et peut être posé égal à un taux de défor-
mation initial ε˙0. On obtient une équation semblable à l’équation (1.1) suggérée
par Conrad :
ε˙p = ε˙0 exp
[
−G(σ)
kT
]
(1.22)
où
ε˙0 = mbυ0ρm (1.23)
Cette hypothèse peut être valide au début de l’écrouissage où les déformations
sont petites. Plusieurs auteurs (Kubin et Estrin, 1990; Klepaczko et Chiem, 1986;
Klepaczko et al., 1993; Kubin et al., 2008) ont démontré que ce terme n’est pas
constant, spécialement dans le domaine des grandes déformations où la densité
des dislocations évolue en fonction de la déformation. L’évolution est approxima-
tivement linéaire dans le premier stade de l’écrouissage alors qu’elle devient plus
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complexe pour des déformations importantes. Plusieurs modèles ont été proposés,
les plus importants étant :
– Klepaczko (Klepaczko, 1988) a postulé que l’évolution des dislocations ρ par
rapport à la déformation plastique εp est linéairement proportionnelle à la
différence entre la densitité des forêts des dislocations ρf et la densité des
dislocations initiales ρi dans le matériau. :
dρ
dεp
= M − ka (ρf − ρi) (1.24)
où M et ka peuvent être considérés comme des constantes dans les premiers
stades de l’écrouissage.
– Kubin et Estrin (Kubin et Estrin, 1990) ont proposé deux équations différen-
tielles reliant la densité des dislocations mobiles ρm à la denstité des forêts de
dislocations ρf :
dρm
dεp
=
λ1
b2
− λ2ρm − λ3
b
ρ
1/3
f (1.25)
dρf
dεp
= λ2ρm +
λ3
b
ρ
1/2
f − λ4ρf (1.26)
où λ1, λ2, λ3 et λ4 sont des constantes reliées à la multiplication des disloca-
tions.
Développer une expression convenable de l’énergie d’activation G est aussi le
sujet de plusieurs recherches dans la théorie de l’activation thermique. Si on désigne
σ0 la contrainte appliquée nécessaire à franchir un obstacle de petit intervalle à 0K
sans la contribution des fluctuations thermiques et τ0 sa composante projetée dans
le plan de glissement de la dislocation, l’énergie d’activation est l’énergie requise
des fluctuations thermiques pour franchir un obstacle sous une contrainte appliquée
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τ ∗ < τ0. La Figure (1.21) illustre l’énergie d’activation pour un seul obstacle.
G
F max
F = τ* b  l*
x
d*
F(x)
Figure 1.21 L’aire sous la courbe F(x) représente l’énergie d’activation totale Go
nécessaire pour franchir un obstacle d’une longueur d∗ sans aucune contribution
des fluctuations thermiques. La partie hachurée représente l’énergie d’activation
qui doit être fournie par les fluctuations thermiques pour que l’obstacle soit franchi
par la dislocation de largeur l∗ sous une force appliquée F = τ ∗bl∗ où b est le vecteur
de Burgers. La partie non hachurée sous la courbe représente le travail effectué par
la force F = τ ∗bl∗ - (Conrad, 1964)
La force fictive F ∗ appliquée sur une dislocation soumise à τ ∗ est égale à :
F ∗ = τ ∗bl∗ (1.27)
où l∗ est la longueur du segment de dislocation en mouvement. Le produit A∗ = bl∗
est appelé l’aire d’activation.
Le travail effectué par cette force durant l’activation thermique s’obtient en
intégrant la force F ∗ le long de la distance d∗ balayée par la dislocation durant son
mouvement (figure 1.22) :
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Figure 1.22 Mouvement d’une dislocation d’une longueur l∗ à travers une distance
d∗ de la position 1 jusqu’à la position 2 sous une contrainte τ .
W ∗ =
∫ d∗
0
F ∗dx (1.28)
En se référant à la Figure (1.21), l’énergie de l’activation est la différence entre
le travail total nécessaire pour franchir un obstacle sans la contribution des fluc-
tuations thermiques et le travail effectué par la force appliquée ;
G =
∫ d∗
0
F (x)dx−
∫ d∗
0
F ∗dx =
∫ d∗
0
F (x)dx−
∫ d∗
0
τ ∗bl∗dx (1.29)
En fait, le premier terme de l’équation (1.29) est l’énergie d’activation G0 né-
cessaire pour franchir l’obstacle sans aucune contrainte appliquée, possible à des
températures très élevées parfois supérieures à la température de fusion.
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Le deuxième terme est souvent écrit sous forme d’une intégrale en fonction de
la contrainte, ce qui permet de sortir le volume d’activation V ∗ = bl∗d∗, où d∗ est
la distance balayée par la dislocation durant le glissement.
G = G0 −
∫ τ∗
0
V ∗dτ ∗ (1.30)
Kocks (Kocks, 2001; Kocks et Mecking, 2003) a observé, après plusieurs expé-
riences, que l’énergie d’activation peut être reliée à la contrainte thermique σth et
à la contrainte totale σ0 nécessaire pour franchir un obstacle sans contribution des
fluctuations thermiques par une formule empirique :
G = G0
[
1−
[
σth
σ0
]q1]q2
(1.31)
où q1 et q2 sont des constantes dont la valeur typique est de 1/2 et 3/2 respective-
ment, pour les matériaux CFC et de 2/3 et 2, respectivement pour les matériaux
CC. En combinant l’équation (1.31) et l’équation (1.22), on obtient une forme gé-
nérale reliant la contrainte et le taux de déformation dans la région des mécanismes
activés thermiquement :
σth = σ0
{
1−
[
−kT
G0
ln
(
ε˙p
ε˙0
)]1/q2}1/q1
(1.32)
1.3.2.3 Région 3 - Amortissement linéaire
Pour des taux de déformation élevés (de l’ordre 104s−1), le temps d’attente
tm devient négligeable (El-Magd et al., 2005) et la vitesse de dislocation s’écrit
υ0 = d/tm. Alors les dislocations glissent à des grandes vitesses créant des distor-
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sions élastiques suivies par des relaxations. Dans cette région, on observe que la
contrainte dans le domaine plastique est décomposée en une contrainte σh dépen-
dante de la déformation et de la température et une partie proportionnelle au taux
de déformation (El-Magd et al., 2005, 2006) :
σ = σh(ε, T ) + ηε˙p (1.33)
où η est un coefficient d’amortissement créé par la dissipation d’énergie résultante
des distorsions élastiques.
1.4 MODÉLISATION
L’objectif d’une relation constitutive est de décrire le comportement macrosco-
pique d’un matériau. Certaines relations constitutives sont purement empiriques
(Johnson et Cook, 1983; Zhao, 1997; Liang et Khan, 1999; Lee et G.H., 1999;
Khan et Liang, 1999, 2000; Goto, 2000; Zubelewicz et al., 2006; Sheikh-Ahmad et
Twomey, 2007), dérivées mathématiquement à partir de résultats expérimentaux.
Elles sont une combinaison d’expressions mathématiques corrélées afin de coïnci-
der avec ces résultats. La formulation de relations constitutives empiriques restreint
souvent leur domaine de validité. Il existe aussi des relations constitutives basées
uniquement sur le comportement physique du matériau au niveau microscopique
(Zerilli et Armestrong, 1987; Tjotta et Mo, 1993; Teodosiu et Hu, 1995; Campagne
et al., 2005; Cheng et al., 2001; Meyers, 2002; Rusinek et al., 2007). La compréhen-
sion des mécanismes microscopiques dans les matériaux est souvent très utile pour
la dérivation de la loi de comportement, mais elle ajoute une certaine complexité
au modèle par l’implication d’un grand nombre de paramètres physiques et par la
mesure des propriétés de la microstructure.
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L’idée générale derrière ce projet est de proposer un modèle phénoménologique
(ou empirique) en se basant sur les mécanismes au niveau microscopique. Dans ce
qui suit, on fait l’hypothèse qu’une courbe d’écrouissage peut être approximée par
une relation de Ramberg-Osgood, peu importe le taux de déformation (équation
1.9).
La sensibilité aux taux de déformation de la courbe d’écrouissage se manifeste
de différentes manières, dépendament de la structure cristalline du matériau. Les
figures (1.23), (1.24) et (1.25) illustrent comment réagissent les matériaux CC, CFC
et HC, lorsque écrouis à plusieurs taux de déformation.
Figure 1.23 Courbes d’écrouissage du TANTALUM (CC) à plusieurs taux de dé-
formation. Le matériau montre le même écrouissage pour les différents taux de
déformation. C’est la limite d’écoulement qui augmente par rapport aux taux de
déformation - CHEN and GRAY (1995)
On observe que les matériaux CC (1.23) sont seulement influencés au niveau de la
limite d’élasticité qui est croissante par rapport au taux de déformation. Par contre,
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Figure 1.24 Courbes d’écrouissage du OFHC Cuivre (CFC) à plusieurs taux de
déformation et températures. Le matériau montre des écrouissages croissants par
rapport aux taux des déformations mais l’écrouissage débute à la même limite
d’écoulement - (Johnson et Cook, 1988)
l’écrouissage est indépendant du taux de déformation. Pour les matériaux CFC, on
note que la limite d’élasticité reste invariable par rapport au taux de déformation.
C’est l’écrouissage et la variation de la contrainte plastique en fonction de la dé-
formation qui sont influencés. Les matériaux HC regroupent les deux phénomènes.
La limite d’élasticité et l’écrouisage sont dépendants du taux de déformation.
En se basant sur ces observations, on peut conclure que le premier terme de
l’équation de Ramberg-Osgood (équation (1.9)) est indépendant du taux de défor-
mation pour un matériau CFC. σY représente donc la contrainte athermique σath,
et l’équation (1.32) forme la contrainte thermique σth tout en remplaçant σ0 par le
deuxième terme de l’équation (1.9). On aura donc :
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Figure 1.25 Courbes d’écrouissage du TITANE (HC) à plusieurs taux de déforma-
tion et températures. Le matériau montre des écrouissages croissants par rapport
aux taux des déformations débutants respectivement à des limite d’écoulement dif-
férentes qui augmentes par rapports aux taus de déformation- (Nemat-Nasser et al.,
1999)
σs = σY︸︷︷︸
σath
+KY ε
1/MY
p
{
1−
[
−kT
G0
ln
(
ε˙p
ε˙0
)]1/q2}1/q1
︸ ︷︷ ︸
σth
(1.34)
1.4.1 Modèle Abed-Voyiadjis
Zerilli et Armestrong (Zerilli et Armestrong, 1987) ont proposé un modèle pour
prédire le comportement viscoplastique de certains matriaux CFC en se basant sur
les mécanismes microscopiques physiques présents quand le matériau est soumis
à des grands taux de déformation. Abed et Voyiadjis (Abed et Voyiadjis, 2005a)
ont montré que le modèle de Zeirilli et Armestrong montre certaines inconsistances
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avec les expériences (Hoge et Mukherjee, 1977; Nemat-Nasser et Li, 1998; Nemat-
Nasser et Issacs, 1997) dues à une approximation mathématique proposée par ces
derniers. Abed et Voyiadjis ont réussit à dériver des modèles (Abed et Voyiadjis,
2005b; Voyiadjis et Abed, 2005a,b, 2006a,b, 2007; Abed et Voyiadjis, 2007), basés
aussi sur les mécanismes microscopiques, sans adopter l’hypothèse simplificatrice
assumée par Zeirilli et Armestrong (Zerilli et Armestrong, 1987).
Après modification du modèle Zeirilli-Armestrong (Abed et Voyiadjis, 2005a),
ils ont considéré une évolution linéaire de la densité des dislocations ρ (Voyiadjis
et Abed, 2005a) telle que proposée par Klepaczko (Klepaczko, 1988) par l’équation
(1.24). De l’équation (1.23) on peut voir que
ε˙0(εp) = mbυ0ρm(εp) (1.35)
ce qui implique que ε˙0 dans l’équation (1.32) est dépendant de la déformation
plastique εp.
Abed et Voyiadjis (Voyiadjis et Abed, 2005a) ont obtenu la densité de dislocation
totale ρ(εp) par une intégration directe de l’équation(1.24) en supposant que M et
ka demeurent constantes durant l’évolution :
– soit e¯ et ε¯p des variables d’intégration représentant respectivement la densité
des dislocations et la déformation plastique. L’intégrale de l’équation (1.24)
s’écrit : ∫ ρ
ρi
de¯
M + kaρi − kae¯ =
∫ εp
0
dε¯p (1.36)
où on intègre pour une évolution de dislocation à partir d’une densité initiale ρi
qui représente l’état du matériau sans aucune déformation plastique (εp = 0)
jusqu’à une densité de dislocation ρ après un écrouissage (εp 6= 0).
37
– la solution de l’intégrale devient :
− 1
ka
ln(M + kaρi − kae¯)|e¯=ρe¯=ρi = εp|ε¯p=εpε¯p=0 (1.37)
– en évaluant aux bornes, on obtient :
− 1
ka
[ln (M + kaρi − kaρ)− ln (M)] = εp (1.38)
– si on applique la propriété ln(a)− ln(b) = ln(a/b), on obtient :
− 1
ka
[
(M + kaρi − kaρ)
M
]
= εp (1.39)
– en réarrangeant, on obtient la densité des dislocation en fonction de la défor-
mation plastique :
ρ = ρi +
M
ka
[1− exp(−kaεp)] (1.40)
La densité des dislocation mobiles ρm est une fraction x de la densité des dislo-
cations totales et peut être écrite comme :
ρm = xρ (1.41)
Par conséquent, la densité des dislocations mobiles initiale est écrite sous la forme
d’une fraction de la densité des dislocation initiale :
ρmi = xρi (1.42)
L’équation (1.40) devient alors :
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ρm = ρmi
{
1 + x
M
ρmika
[1− exp(−kaεp)]
}
(1.43)
Afin de simplifier, on pose C1 = x Mρmika , une constante, et on l’insère dans l’équa-
tion (1.43) pour obtenir :
ρm = ρmi {1 + C1 [1− exp(−kaεp)]} (1.44)
En remplaçant l’équation (1.44) dans l’équation (1.35) on obtient :
ε˙0(εp) = mbυ0ρmi {1 + C1 [1− exp(−kaεp)]} (1.45)
En posant le premier terme en facteur dans l’équation (1.45) constant et égal
à ε˙0i (équation (1.49)) et en remplaçant l’équation (1.45) dans l’équation (1.34)
Abed et Voyiadjis (Voyiadjis et Abed, 2005a) ont proposé l’équation (1.46) pour la
contrainte thermique de leurs modèles :
σth = σ0
{
1−
[
β1T − β2T ln
(
ε˙p
ε˙0i
)]1/q2}1/q1
(1.46)
où
β1 =
k
G0
{1 + C1 [1− exp(−kaεp)]} (1.47)
β2 =
k
G0
(1.48)
ε˙0i = m b υ0 ρmi (1.49)
σ0 = Yd + Bˆ ε
1/2
p (1.50)
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où Yd et Bˆ sont des constantes.
Le modèle viscoplastique de Abed et Voyiadjis devient :
σs = σY + (Yd + Bˆ ε
1/2
p )
{
1−
[
β1T − β2T ln
(
ε˙p
ε˙0i
)]1/q2}1/q1
(1.51)
1.5 NOTIONS ET HYPOTHÈSES DES CONTRAINTES ET DES
DÉFORMATIONS
En pratique, la contrainte n’est pas tout à fait distribuée uniformément sur
une section comme expliquée à la section (1.3.1). On cherche alors à examiner la
contrainte sur un petit élément du matériau. Supposons un cube élémentaire du
matériau infiniment petit. La contrainte sur cet élément peut être définis par neufs
(9) composantes d’un tenseur d’ordre deux comme l’indique la figure (1.26)
σ =


σ11 σ12 σ13
σ21 σ22 σ23
σ31 σ32 σ33

 (1.52)
et le tenseur de déformation s’écrit :
ε =


ε11 ε12 ε13
ε21 ε22 ε23
ε31 ε32 ε33

 (1.53)
Les composantes de contraintes orthogonales aux faces de l’élément sont appelées
« contraintes normales ». Les composantes parallèles aux faces de l’élément sont
appelées « contraintes de cisaillement ». Ces composantes sont désignées par σij où
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Figure 1.26 Composantes du tenseur de contrainte sur un élément infinitésimal
i est l’indice de la face correspodante à la composante et j l’indice de la direction
de cette composante. Le « théorème de Cauchy »stipule que pour des éléments
infiniments petits le moments résultants aux trois axes (x1, x2, et x3 sont nuls, par
conséquence l’élément n’est pas soumis à un couple de rotation ce qui conduit aux
relations :
σij = σji (1.54)
En considérant cette hypothèse, le tenseur de contrainte devient symétrique et
définis par six (6) composantes :
σ =


σ11 σ12 σ13
σ12 σ22 σ23
σ13 σ23 σ33

 (1.55)
c’est le tenseur de Cauchy.
On peut orienter l’élément dans l’espace de façon à ce que tout les contraintes
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de cisaillement soient nulles et d’obtenir juste des contraintes normales :
σ =


σ1 0 0
0 σ2 0
0 0 σ3

 (1.56)
Les contraintes σ1, σ2 et σ3 sont appelées « contraintes principales », et sont sou-
vent utilisés comme les axes de références de l’espace tridimensionel des contraintes.
1.5.1 Contrainte hydrostatique et déviateurs
Quand les contraintes normales sont égales (σ11 = σ22 = σ33) et les contraintes
de cisaillement sont nulles (σ12 = σ13 = σ23 = 0), l’état de contrainte auquel l’élé-
ment est soumis est celui d’un corps immergé dans l’eau où les déformations sont
attribuables uniquements aux contraintes normales. Pour un état de contrainte
quelconque, les portions hydrostatiques de la contrainte σH et celle de la déforma-
tion εH sont définies respectivement par :
σH =
σkk
3
=
σ1 + σ2 + σ3
3
(1.57)
εH =
εkk
3
=
ε1 + ε2 + ε3
3
(1.58)
En soustrayant la partie hydrostatique du tenseur de la contrainte σ et de la
déformation ε, on obtient les déviateurs de la contrainte et de la déformation res-
pectivement :
τ = σ − 1
3
σkki (1.59)
γ = ε− 1
3
εkki (1.60)
42
où i est le tenseur d’identité de deuxième ordre :
i =


1 0 0
0 1 0
0 0 1

 (1.61)
1.5.2 Critère de plasticité de von Mises
La définition de la limite d’élasticité introduite à la section (1.3.1) pour un
chargement unidimensionel représente un point dans l’espace de la contrainte à
une dimension qui sépare le domaine élastique du domaine plastique. Dans l’espace
de contrainte à trois dimensions, cette limite est représentée par une surface ou
un envelope qui sépare les deux domaines. La limite d’élasticité n’est plus définie
par un scalaire (σY ) mais par une fonction qui détermine la surface limite appelée
« surface d’écoulement ».
Von Mises a postulé que pour des matériaux métalliques ductiles, le seuil de
plasticité est relié à l’énergie élastique de distorsion. En d’autres termes, la fonction
d’écoulement est indépendante de la contrainte hydrostatique σH et peut être écrite
en fonction du tenseur déviateur τ de la contrainte. La contrainte équivalente au
sens de von Mises est définit par :
σeq =
√
3
2
τ : τ (1.62)
Le critère de von Mises est défini par la fonction d’écoulement f fonction de la
contrainte équivalente σeq et de la contrainte seuil de plasticité σs :
f = σeq − σs = 0 (1.63)
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En utilisant la définition du tenseur de Cauchy σ (équation 1.55) et du dé-
viateur τ (équation 1.59) dans l’équation (1.62), l’équation (1.63) de la fonction
d’écoulement s’écrit :
1
2
[
(σ11 − σ22)2 + (σ22 − σ33)2 + (σ33 − σ11)2 + 6(σ212 + σ223 + σ213)
]−σ2s = 0 (1.64)
Dans l’espace des contraintes principales la fonction d’écoulement se déduit :
1√
2
√
[(σ1 − σ2)2 + (σ2 − σ3)2 + (σ3 − σ1)2]− σs = 0 (1.65)
La surface d’écoulement décrite par l’équation (1.65) représente un cylindre dans
l’espace des contraintes principales dont l’axe est la trissetrice du repère (σ1, σ2,
σ3) et de rayon R =
√
2
3
σs (figure 1.27.
1.5.3 Écrouissage isotrope et écrouissage cinématique
Durant l’écrouissage d’un matériau, l’écrouissage isotrope est caractérisé par une
dilatation de la surface d’écoulement, donc une augmentation de la contrainte seuil
σs, mais le centre de la surface d’écoulement reste invariable. L’écrouissage est ci-
nématique si la surface d’écoulement subit une translation X dans l’espace des
contraintes (figure 1.28). Certains matériaux subissent simultanément un écrouis-
sage mixte isotrope-cinématique.
1.6 THERMODYNAMIQUE DES MILIEUX CONTINUS
Une fois les bases physiques du modèle viscoplastique uni-dimensionel établies,
une généralisation pour des chargements multiaxiaux à des grandes vitesses de
44
σ
  =
  σ
  =
  σ
σ
σ
σ
1
2
3
1
2
3
2
3
σ
sR =
Figure 1.27 La surface d’écoulement au sens de von Mises se représente comme un
cylindre dans l’espace des contraintes principales. L’axe du cylindre est la trissec-
trice du repère (σ1, σ2, σ3) (σ1 = σ2 = σ3), et son rayon R est égal à
√
2
3
σs(Lemaitre
et Chaboche 2004).
déformation (jusqu’à 104s−1) est développée en utilisant le cadre de la théorie de
la thermodynamique. La formulation thermodynamique des processus irréversibles
avec des variables internes offre un cadre solide pour le développement d’une rela-
tion constitutive. Ce formalisme conduit à des lois de comportement phénoméno-
logiques qui respectent les principes de la thermodynamique. Cette approche est
purement empirique et ne traite aucunement la structure atomique du matériau.
Elle englobe des méthodes qui décrivent des effets dissipatifs.
Les lois constitutives sont tirées à partir de deux potentiels :
– Le potentiel thermodynamique qui décrit l’état actuel du matériau.
– Le potentiel de dissipation qui décrit la nature irréversible du processus.
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écrouissage isotrope b) écrouissage cinématique
surface d’écoulement initiale
surface d’écoulement actuelle après écrouissage
Figure 1.28 a) Durant un écrouissage isotrope la surface d’écoulement se dilate sans
aucune translation de son centre. b) L’écrouissage cinématique est caractérisé par
une translation du centre de la surface d’écoulement
Le choix de la forme des potentiels est important pour aboutir à des lois de
comportement adéquates. L’étude de la microstructure physique du matériau et la
théorie de l’activation thermique serviront alors pour le choix des potentiels. Ceci
permettra de formuler une loi de comportement constitutive phénoménologique
inspirée des micromécanismes physiques.
Pour bien comprendre la formulation thermodynamique, il est essentiel de connaître
la théorie derrière ce formalisme. Un résumé de cette théorie est présenté à la sec-
tion suivante. Pour plus de détails, il est conseillé de consulter le livre de Lemaitre
et Chaboche (Lemaitre, 2004).
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1.6.1 Mécanique des milieux continus et les principes de la thermody-
namique
1.6.1.1 Processus Thermodynamique et Variables d’État
On considère un corps D avec des particules M appartenant à ce corps. On
suppose que ce corps D peut se déformer et conduire la chaleur. Le processus ther-
modynamique de ce corps est décrit par un groupe de variables, appelées variables
d’état, qui décrivent l’état interne de la matière. Elles sont fonction de la position
de la particule M et de l’instant t. Le processus est appelé processus thermodyna-
mique si à chaque instant de l’évolution les principes de la thermodynamique sont
satisfaits. Chaque phénomène physique devant intervenir dans la formulation est
représentée par une ou plusieurs de ces variables. Le choix de ces variables ainsi
que le potentiel thermodynamique qui les relie est important car celui-ci détermine
le succès ou l’échec de la loi de comportement. Les variables d’état peuvent être
réparties en deux classes :
– variables observables : ce sont les variables mesurables directement. La tem-
pérature T et la déformation ε sont deux exemples de variables observables,
souvent imposées par le formalisme de la théorie thermodynamique des mi-
lieux continus.
– Variables internes : ce sont les variables cachées qui ne sont pas directement
mesurables et servent à décrire l’état interne de la microstructure.
Une fonction d’état est une fonction scalaire des variables d’états f(T, ε, ...) per-
mettant de déterminer entièrement l’état thermodynamique d’un matériau. Chaque
valeur de la fonction d’état correspond à un état themodynamique particulier. Si la
fonction d’état est continue, elle prendra une infinité de valeurs représentant tous
les états thermodynamique du matériaux.
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1.6.1.2 Équations de la mécanique des milieux continus
Soit un point M d’un corps de volume D en mouvement à une vitesse
→
υ et une
accélération
→
γ , soumis à des forces extérieurs (figure 1.29) :
–
→
f : forces de volume exercées à distance par des systèmes extérieurs sur le
volume D du corps.
–
→
T : densité surfacique des forces exercées pas des systèmes extérieurs sur la
surface ∂D du corps.
f
n
δD
D
Figure 1.29 Corps soumis à des force de volume et de surface
L’ axiome de l’équilibre stipule que pour tout mouvement virtuel à une vitesse
→
υ
cinématiquement admissible et à n’importe quel instant t, la somme de la puissance
des efforts intérieurs Pˆ (i) et de la puissance produite par les efforts extérieurs Pˆ (x)
est égale à la puissance produite par les quantités d’accélérations Pˆ (a). Le bilan de
puissance s’écrit alors :
Pˆ (i) + Pˆ (x) = Pˆ (a) (1.66)
En écrivant chacune des puissances sous sa forme intégrale de produit scalaire
entre la force (ou accélération) et la vitesse sur le volume du domaine D, on obtient
(Lemaitre, 2004) :
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−
∫
D
σ : dˆ dV︸ ︷︷ ︸
Pˆ (i)
+
∫
D
→
f · →υ dV +
∫
∂D
→
T ·
→
υˆ dS︸ ︷︷ ︸
Pˆ (x)
=
∫
D
→
γ ·
→
υˆ ρdV︸ ︷︷ ︸
Pˆ (a)
(1.67)
où σ est le tenseur de contrainte, ρ la masse volumique et Dˆ est le tenseur du
second ordre du taux de déformation :
Dˆ =
1
2
[
→
∇→υ +(
→
∇→υ)T
]
(1.68)
En appliquant le théorème de divergence au premier terme de l’équation (1.67),
on obtient l’équation d’équilibre suivante :
∫
D
(divσ+
→
f −ρ →γ )·
→
υˆ dV +
∫
∂D
(
→
T −σ· →n)·
→
υˆ dS = 0 (1.69)
où cette identité n’est rencontrée que s’il existe un équilibre statique ou dynamique
local,
divσ+
→
f −ρ →γ= 0 (1.70)
et
→
T= σ· →n (1.71)
Si on suppose que pour des cas où le carré du module de la déformation |ε| <
2%, les hypothèses des petites déformations et des s s’appliquent ; le vecteur de
déplacement et le tenseur de déformation deviennent :
→
u=
∫ t
0
→
υ dt (1.72)
ε =
∫ t
0
→
D dt =
1
2
∫ t
0
[
→
∇→υ +(
→
∇→υ)T
]
dt =
1
2
[
→
∇→u +(
→
∇→u)T
]
(1.73)
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Les équations de la mécanique des milieux continus en petites déformations et
petits déplacements se résument donc à :
divσ+
→
f= ρ
→
γ (1.74)
ε =
1
2
[
→
∇→u +(
→
∇→u)T
]
(1.75)
1.6.1.3 Énoncés fondamentaux de la thermodynamique
L’énergie cinétique
L’énergie cinétique d’un corps d’une masse volumique ρ, en mouvement à une
vitesse
→
υ est donnée par :
K =
1
2
∫
D
ρ
→
υ .
→
υ dV (1.76)
La variation temporelle de l’énergie cinétique s’écrit :
dK
dt
=
d
dt
∫
D
1
2
ρ
→
υ .
→
υ dV
=
∫
D
→
γ ·
→
υˆ ρdV
(1.77)
D’après l’équation 1.67 on peut écrire :
dK
dt
= Pˆ (i) + Pˆ (x) (1.78)
Taux de chaleur reçue par un corps
Le taux de chaleur reçue par un corps de volume D est donné par :
Q =
∫
D
r dV −
∫
∂D
→
q .
→
n dS (1.79)
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où
→
q est le vecteur flux de chaleur et r la densité volumique de production interne
de chaleur à distance. En appliquant le théorème de la divergence, on obtient :
Q =
∫
D
[
r − div(→q )
]
dV (1.80)
Énergie interne totale d’un corps
L’énergie interne totale d’un corps de volume D est donnée par :
Et =
∫
D
ρe dV (1.81)
où e est l’énergie interne spécifique au corps par unité de volume.
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Premier principe de la thermodynamique, lois de conservation de
l’énergie
Le premier principe de l’énergie implique que l’énergie emmagasinée par le corps
est égale à l’énergie fournie par l’extérieur :
d
dt
(Et +K) = P (x) +Q (1.82)
En remplaçant les équations 1.81, 1.78 et 1.80 dans l’équation 1.82, on obtient :
d
dt
∫
D
ρe dV + P (x) + P (i) = P (x) +
∫
D
[
r − div(→q )
]
dV (1.83)
La puissance interne P (i) est déduite de l’équation 1.67, et l’équation 1.83 devient :
d
dt
∫
D
ρe dV −
∫
D
σ : dˆ dV =
∫
D
[
r − div(→q )
]
dV (1.84)
Sous sa forme locale, et en considérant l’hypothèse des petites déformations et
petits déplacement, le premier principe de la thermodynamique devient,
ρe˙ = σ : ε˙+ r − div →q (1.85)
Deuxième principe de la thermodynamique, lois de production de l’en-
tropie
Soit la température T (M, t) un champ à valeur scalaire positive définie à chaque
instant et en tout point du corps D. L’entropie se définit comme une variation
d’énergie associée à une variation de température. Si on désigne s comme étant
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l’entropie spécifique par unité de volume, l’entropie totale est donnée par :
S =
∫
D
ρsdV (1.86)
Le second principe de la thermodynamique stipule que le taux de production
d’entropie est toujours supérieur ou égal au taux de chaleur reçu divisé par la
température :
dS
dt
≥
∫
D
r
T
dV −
∫
∂D
→
q .
→
n
T
dS ∀x ∈ D (1.87)
En utilisant l’équation(1.86) et en appliquant le théorème de divergence, on obtient :
∫
D
ρ
ds
dt
dV −
∫
D
[
r
T
− div
→
q
T
]
dV ≥ 0 ∀x ∈ D (1.88)
Sous sa forme locale, l’équation 1.88 devient :
ρ
ds
dt
− r
T
+ div
→
q
T
≥ 0 ∀x ∈ D (1.89)
En utilisant le premier principe (équation 1.85), on obtient l’inégalité fondamentale
ρ
ds
dt
+ div
→
q
T
− 1
T
(ρ
de
dT
− σ : ε˙+ div →q ) ≥ 0 ∀x ∈ D (1.90)
or, il peut être montré que
div(
→
q
T
) =
div
→
q
T
−
→
q · →∇ T
T 2
(1.91)
En remplaçant l’équation (1.91) dans l’équation (1.90) et en multipliant par la
températue T l’inégalité fondamentale devient,
ρ(T
ds
dt
− de
dt
) + σ : ε˙− →q ·
→
∇ T
T
≥ 0 ∀x ∈ D (1.92)
53
en introduisant dans l’inégalité fondamentale la variable de l’énergie libre spécifique
Ψ = e− Ts (1.93)
on obtient l’inégalité de Clausius-Duhem pour des petites perturbations,
σ : ε˙− ρ(Ψ˙ + sT˙ )− →q .
→
∇ T
T
≥ 0 (1.94)
Dans ce qui suit, l’énergie libre spécifique Ψ va jouer le rôle d’une fonction
d’état. On va lui postuler une forme mathématique qui fera intervenir les variables
internes et observables afin de faire le lien entre la contrainte et les déformations ap-
pliquées. Certaines restrictions doivent être introduites afin de respecter l’inégalité
de Clausius-Duhem décrite par l’équation (1.94).
1.6.2 Principe de formulation
1.6.2.1 Variables internes pour un modèle viscoplastique
Comme mentionné çi-haut, la déformation totale ε et la température T sont
des variables d’état observables. Pour obtenir un modèle élasto-viscoplastique, on
a choisi des variables internes décrivant l’état actuel du matériau qui seront consi-
dérées dans la formulation selon la nature du comportement étudié. En général les
variables internes suivantes sont choisies :
– εp : la déformation plastique ou viscoplastique. Variable tensorielle du second
ordre reliée à la déformation totale et la déformation élastique εe par l’hypo-
thèse de partition :
εp = ε− εe (1.95)
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– p : variable interne de nature scalaire caractérisant l’écrouissage isotrope. Elle
est souvent considérée comme la déformation plastique cumulée.
p =
∫ t
0
(
2
3
ε˙p(τ) : ε˙p(τ)
)1/2
dτ (1.96)
– α : variable tensorielle d’ordre deux caractérisant l’écrouissage cinématique.
1.6.2.2 Potentiel thermodynamique et les lois d’états
Postulons l’existance d’un potentiel thermodynamique fonction des variables
internes et observables, à valeur scalaire, concave par rapport à T et convexe par
rapport aux autres variables d’états. Les conditions de concavité et de convexité
sont exigées pour assurer l’existence de solutions stables à cette fonction (Lemaitre,
2004). On aura alors :
Ψ = Ψ(ε, εp, T,α, p) (1.97)
En viscoplasticité, les déformations sont représentées sous forme de partition, ce
qui implique :
Ψ = Ψ([ε− εp] , T,α, p) = Ψ(εe, T,α, p) (1.98)
Ψ˙ =
∂Ψ
∂εe
: ε˙e +
∂Ψ
∂T
T˙ +
∂Ψ
∂α
: α˙+
∂Ψ
∂p
p˙ (1.99)
En remplaçant dans l’inégalité de Clausius-Duhem, on obtient :
σ : ε˙− ρ( ∂Ψ
∂εe
: ε˙e +
∂Ψ
∂T
T˙ +
∂Ψ
∂α
: α˙+
∂Ψ
∂p
p˙+ sT˙ )− →q .
→
∇ T
T
≥ 0 (1.100)
(σ− ρ ∂Ψ
∂εe
) : ε˙e +σ : ε˙p − ρ(∂Ψ
∂T
+ s)T˙ − ρ∂Ψ
∂α
: α˙− ρ∂Ψ
∂p
r˙− →q .
→
∇ T
T
≥ 0 (1.101)
L’inégalité de Clausius-Duhem doit être vérifiée pour n’importe quel changement
réversible dans les variables observables, en particulier pour une histoire de char-
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gement réversible où les variables internes demeurent constantes (ε˙p = α˙ = 0 et
T˙ = 0). Les deux termes entre parenthèses doivent s’annuler indépendamment :
σ = ρ
∂Ψ
∂εe
∣∣∣∣
ε˙p,α˙=0
(1.102)
s = −∂Ψ
∂T
∣∣∣∣
ε˙p,α˙=0
(1.103)
Nous remarquons que le potentiel thermodynamique a permis d’écrire les relations
des variables observables εe et T avec σ et s respectivement. On dit que σ et s
sont les variables « force »associées à ces variables d’état, et les équations (1.102)
et (1.103) sont les lois d’état. Par contre, aucune relation n’est définie pour les va-
riables d’état interne. Il est seulement possible, par analogie, de définir les variables
« force »associées
R = −∂Ψ
∂p
(1.104)
X = −∂Ψ
∂α
(1.105)
Pour cette raison on a recours à des lois complémentaires pour décrire l’évolution
des variables internes. Leur évolution est reliée aux processus dissipatifs dans le
matériau étudié. Nous introduirons donc la notion du potentiel de dissipation.
Il est important de mentioner que les variables forces définies σ, R et X sont
indépendantes entre elles :
∂σ
∂X
=
∂σ
∂R
=
∂X
∂R
= 0 (1.106)
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1.6.2.3 Potentiel de dissipation et lois complémentaires
En remplaçant les relations d’état 1.102 à 1.105 dans l’inégalité de Clausius-
Duhem, on obtient l’expression de dissipation :
Φ = σ : ε˙p −X : α˙−Rp˙− →g .
→
q
T
≥ 0 (1.107)
Considérant l’hypothèse de découplage entre les effets thermiques et les effets in-
trinsèques, on obtient :
– La dissipation intrinsèque ou mécanique
Φm = σ : ε˙
p −X : α˙−Rp˙ ≥ 0 (1.108)
– La dissipation thermique
Φt = −
→
g .
→
q
T
≥ 0 (1.109)
Par contre, cette hypothèse n’est pas valide dans notre cas étant donné le cou-
plage entre la température et les taux de déformation.
Comme pour le potentiel thermodynamique, on postule l’existence d’un potentiel
de dissipation, fonction des variables flux relatives aux variables internes, vérifiant
l’expresion de dissipation. Soit
ϕ = ϕ(ε˙p, α˙, p˙,
→
q
T
) (1.110)
Le travail plastique peut être décomposé en énergie intrinsèque stockée dans le
matériau dû à l’écrouissage et en une énergie dissipée comme chaleur. Dans le
cas présent il s’agit des processus dissipatifs et le potentiel de dissipation peut
se décomposer en un potentiel de dissipation viscoplastique et un potentiel de
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dissipation thermique :
ϕ = ϕvp +ϕg (1.111)
où le potentiel de dissipation viscoplastique est :
ϕvp = ϕvp(ε˙p, α˙, p˙) (1.112)
et le potentiel de dissipation thermique est :
ϕg = ϕg(
→
q
T
) (1.113)
Une façon d’avoir un potentiel fonction des variables flux à la place des variables
internes est d’appliquer la transformée de Legendre-Fenchel (Rockafellar, 1970) au
potentiel de dissipation viscoplastique ϕvp(ε˙p, α˙, p˙) pour obtenir son dual (Cha-
boche, 1991, 1997) :
F = F (σ,X, R) (1.114)
Les lois complémentaires sont obtenues après l’appliquation du principe de dis-
sipation maximale (Hill, 1948; Lubliner, 1984). Ce principe dicte que la fonction
de dissipation viscoplastique est maximisée sur tous les états admissibles par l’état
actuel des forces thermodynamiques. Donc on cherche à maximiser l’expression de
dissipation Φ en imposant le dual du potentiel de dissipation viscoplastique F , qui
représentrera l’état dissipatif actuel, comme contrainte d’optimisation. En utilisant
la méthode de Lagrange on obtient le problème suivant :
– Fonction objective :
Ω = Φ− λ˙F (1.115)
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– Condition initiales :
∂Ω
∂σ
= 0;
∂Ω
∂X
= 0;
∂Ω
∂R
= 0; (1.116)
En appliquant l’équation (1.116) à la fonction objective (1.115) , on obtient les
lois d’évolution complémentaires en forme des variables flux en fonction des forces
thermodynamiques :
ε˙p = λ˙
∂F
∂σ
(1.117)
α˙ = −λ˙ ∂F
∂X
(1.118)
p˙ = −λ˙∂F
∂R
(1.119)
En remplaçant les équations (1.117), (1.118) et (1.119) dans l’équation (1.107),
l’expression de la dissipation devient :
Φ =
[
σ :
∂F
∂σ
+X :
∂F
∂X
+R
∂F
∂R
]
λ˙− →g .
→
q
T
≥ 0 (1.120)
Pour modéliser le comportement du matériau par une loi de plasticité ou de
viscoplasticité, il suffit donc de déterminer l’expression analytique du potentiel
thermodynamique Ψ et du potentiel de dissipation ϕ et/ou de son dual F et de les
identifier auprès des expériences caractéristiques.
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En pratique il est presque impossible de mesurer la valeur de ϕ ou de F en raison
de leur nature énergétique. Les lois complémentaires d’évolution sont donc identi-
fiées directement à partir des variables flux et des variables duales. Le potentiel de
dissipation servira donc comme guide ou cadre pour leur écriture.
1.6.2.4 Surface d’écoulement et condition de consistance
La surface d’écoulement est une surface fermée dans l’espace des containtes. L’in-
térieur de cette surface constitue le domaine élastique, l’extérieur de cette surface
est le domaine plastique. Dans le cas de la viscoplastité il ne s’agit plus d’une seule
surface d’écoulement mais de plusieurs surfaces emboîtées l’une dans l’autre, sou-
vent appelées « surfaces à dissipation égale ». Elles sont nommées de cette manière
car la dissipation est égale pour chaque état appartenant à la même surface.
Dans ce travail, la surface d’écoulement est définie en se basant sur le critère de
von Mises et en s’inspirant du modèle unidirectionnel proposé. La viscoplasticité
est modélisée en incorporant la dépendance du temps de certaines variables dans
le critère d’écoulement. Dans l’espace des contraintes la surface d’écoulement est
représentée par une fonction f :
f = f(σ, p,X, p˙, T ) (1.121)
La condition de consistance découle du critères charge-décharge introduit par
Kuhn et Tucker. Kuhn et Tucker ont montré que pour que l’écoulement plastique
se produise, deux conditions doivent être présentes :
– Le point représentatif de l’état de contrainte σ∗ doit appartenir à la surface
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d’écoulement :
f = f(σ∗, p,X, p˙, T ) (1.122)
– Tout le long de l’écoulement, le point représentatif de l’état de contrainte ne
doit pas pouvoir sortir de la surface :
df(σ∗) =
∂f
∂σ
: dσ∗ +
∂f
∂p
dp+
∂f
∂X
: dX +
∂f
∂p˙
dp˙+
∂f
∂T
dT = 0 (1.123)
Les critères de charge/décharge deviennent :
– f < 0 → comportement élastique
– f = 0 et df = 0 → écoulement plastique
– f = 0 et df < 0 → décharge élastique
Ces critères impliquent la définition de la condition de consistance en dérivant
par rapport au temps t :
f˙ =
∂f
∂σ
: σ˙ +
∂f
∂p
p˙+
∂f
∂X
: X˙ +
∂f
∂p˙
p¨+
∂f
∂T
T˙ = 0 (1.124)
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CHAPITRE 2
LE MODÈLE
2.1 MODÈLE PROPOSÉ
Comme expliqué à la section 1.4.1 le modèle Abed-Voyiadjis est dérivé à partir
de la théorie d’activation thermique, et définit par des paramètres dont certains
sont fonctions des propriétés de la microstructure du matériau en question :
– β1 = β1(k,Go, C1, ka)
– β2 = β2(k,Go)
– ε˙0i = ε˙0i(m, b, vo, ρmi)
– Yd
– Bˆ
Dans les prochains paragraphes, on propose un modèle dont la forme est inspirée
des mécanismes au niveau microscopiques, mais définis par des paramètres phéno-
ménologiques déterminés à partir du comportement macroscopique. Ceci permettra
de réduire le nombre des paramètres qui définissent le modèle. La nature phéno-
ménologique de ces paramètres permettra aussi une formulation thermodynamique
d’un modèle dont les paramètres peuvent être identifiés par des essais expérimen-
taux à l’échelle macroscopique, loin des observations microscopiques complexes.
Dans le cadre du processus de grenaillage, la déformation plastique n’excède
pas les 15% (Miao et al., 2009; Meguid et al., 2002), ce qui permet d’appliquer
l’hypothèse des petites déformations. Si on limite l’étude de la variation de β1 en
fonction de la déformation plastique εp (équation (1.47)) au domaine des petites
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Figure 2.1 Approximation de la forme de β1(εp) proposée par Abed-Voyiadjis
(Voyiadjis et Abed, 2005a) par une fonction de la forme Aε1/2p
déformations, certaines simplifications s’appliquent en vertu de l’hypothèse d’une
évolution linéaire de ρm ((Klepaczko, 1988), équation (1.24)).
En utilisant les constantes obtenues par Abed et Voyiadjis pour le cuivre OFHC,
β1(εp) est tracé en fonction de la déformation plastique jusqu’à une valeur de 30%.
La figure (2.1) montre que β1(εp) peut être approximé par une fonction de la forme
Aε
1/2
p pour ce matériau. En supposant que cette hypothèse est valable pour tous les
matériaux FCC, l’équation (1.47) peut être remplacée par une forme plus simple
et permet de réduire le nombre du paramètre du modèle par éliminant deux : C1
et ka.
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Le modèle proposé pour les matériaux FCC dans le domaine des petites défor-
mations est le suivant :
σs = σY +KY ε
1/MY
p
{
1−
[
Aε1/2p T −BT ln
(
ε˙p
ε˙i0
)]1/q}1/p
(2.1)
où KY , MY . A, B et ε˙i0 sont des constantes.
Pour valider le modèle, on s’est appuyé sur les données expérimentales de John-
son et Cook (Johnson et Cook, 1988) pour déterminer les différents paramètres du
modèle proposé (équation (2.1)). Les paramètres ont été identifiés pour le matériau
OFHC (cuivre) en utilisant la méthode ci-dessous. Cette méthode peut être utili-
sée pour la détermination des paramètres du modèle pour n’importe quel matériau
FCC :
– Peu importe les taux de déformation, l’écoulement plastique ou viscoplastique
dans un matériau FCC commence à la même contrainte d’écoulement σY .
Celle-ci est donc déterminée en observant le début d’écoulement de la courbe
d’écrouissage.
– Chaque courbe d’écoulement disponible (i) est considérée comme une courbe
d’écrouissage sous un chargement quasi-statique. Les paramètres (KY )i et
(MY )i respectifs sont déterminés en effectuant une régression linéaire utilisant
l’équation (1.12). Par la suite, on calcule la moyenne des (KY )i et (MY )i pour
obtenir les paramètres KY et MY respectivement.
– On fixe la valeur ε˙i0 selon la vitesse à laquelle le chargement est considéré
quasi-statique. Normalement cette veleur est de l’ordre 10−6 (Kocks et Me-
cking, 2003).
– Les valeurs des paramètres A et B sont déterminées par une simple régression.
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Le choix de la méthode de détermination est laissé aux utilisateurs comme elle
peut varier selon le niveau de déformation, la plage de température et le taux
de déformation en question ainsi que la disponibilité des données expérimen-
tales.
Voici les valeurs des paramètres trouvées pour le cuivre OFHC à partir des
données expérimentales de (Johnson et Cook, 1988) illustrés à la figure (1.24) :
σY = 75 MPa
KY = 990 MPa
σY = 75 MPa
KY = 990 MPa
MY = 2
A = 0.000156K−1
B = 0.0000352K−1
ε˙i0 = 6.9710
−6
Celles-ci sont obtenues par des corrélations avec les données de Johnson et Cook,
la validation du modèle doit être étudiée par un différent lot de tests. Pour cette
raison, les valeurs obtenues sont remplacées dans l’équation (2.1) du modèle proposé
et comparées avec les données expérimentales obtenues par Nemat-Nasser et Li
(Nemat-Nasser et Li, 1998), (voir figure (2.2)).
La figure (2.2) montre une bonne corrélation entre le modèle proposé et les
données expérimentales. Elle montre que le modèle prédit bien le comportement
viscoplastique d’un matériau FCC. Dans les prochains chapitres, le modèle est
généralisé pour des chargements tridimensionnels en utilisant le cadre de la ther-
modynamique.
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Figure 2.2 Comparaison du modèle proposé avec les données expérimentales
(Nemat-Nasser et Li, 1998) pour OFHC (cuivre)
2.2 FORMULATION THERMODYNAMIQUE
2.2.1 Loi de comportement viscoplastique
2.2.1.1 Définition de la surface d’écoulement
La surface d’écoulement doit représenter la forme des courbes d’écrouissage. En
se basant sur le modèle unidimensionnel déjà proposé, la surface d’écoulement est
posée sous la forme suivante :
f = σeq − σY −R(p, p˙, T ) (2.2)
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où R est défini à partir du modèle unidimensionel proposé,
R(p, p˙, T ) = Kp1/M
{
1−
[
Ap1/2T −BT ln
(
p˙
p˙i0
)]1/q1}1/q2
(2.3)
f s’écrit alors,
f(σ, p,X, p˙, T ) = σeq−σY −Kp1/M
{
1−
[
Ap1/2T −BT ln
(
p˙
p˙i0
)]1/q1}1/q2
(2.4)
σeq est définie selon le critère d’écoulement von Mises en considérant un écrouis-
sage cinématique :
σeq =
(
3
2
(τ −X) : (τ −X)
)1/2
(2.5)
Si on suppose un écrouissage isotrope (X = 0), la contrainte équivalente se
réduit à l’équation (1.62), et le terme de l’écrouissage cinématique s’élimine de la
condition de consistance :
f˙ =
∂f
∂σ
: σ˙ +
∂f
∂p
p˙+
∂f
∂p˙
p¨+
∂f
∂T
T˙ = 0 (2.6)
2.2.1.2 Définition du potentiel thermodynamique - Énergie libre de
Helmotz
Le potentiel thermodynamique doit aussi se définir en se basant sur le modèle
unidimensionnel proposé. Sa forme est fondamentale pour la dérivation des relations
constitutives. Le potentiel thermodynamique choisi est en fait l’énergie libre de
Helmotz. Le potentiel peut être décomposé en plusieurs potentiels, chacun décrivant
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l’état de chaque variable interne :
ρΨ = ρΨ1(ε
e) + ρΨ2(α) + ρΨ3(p) (2.7)
La forme du premier terme doit réstituer le domaine élastique à partir de la loi
d’état tirée de l’inégalité de Clausius-Duhem qui relie la contrainte à la déforma-
tion élastique (équation 1.102). Proposée par nombre d’auteurs (Chaboche, 1989;
Chaboche et Cailletaud, 1996; Abed et Voyiadjis, 2007; Wang et al., 1997), la forme
est la suivante :
ρΨ1(ε
e) =
1
2
εe : E : εe (2.8)
On obtient le tenseur de contrainte en dérivantl’équation (2.8) et en remplaçant
dans la loi d’état de l’équation (1.102) :
σ = E : εe = E : [ε− εp] (2.9)
Le but d’introduire un écrouissage cinématique est de pouvoir représenter des
chargements cycliques. Ould et al. (Ould et al., 2006) ont démontré qu’un écrouis-
sage cinématique représente mieux le comportement du matériau soumis au pro-
cessus de grenaillage à cause du bombardement consécutif de la surface métalique.
Pour modéliser l’écrouissage cinématique, Chaboche et Jung (Chaboche et Jung,
1989) se sont basés sur cette formulation commune :
ρΨ3(α) =
1
3
Vα : α (2.10)
Remplacée dans l’équation (1.105) cette formule permet d’obtenir une relation
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linéaire entre la variable force X et la variable interne d’écrouissage α :
X =
2
3
Vα (2.11)
La forme du troisième terme ρΨ(p) doit réstituer la relation entre R et p à
partir de l’équation (1.104). Or la relation entre R et p est dictée par le modèle
unidimensionnel proposé par l’équation (2.3). La forme de ρΨ(p) est alors obtenue
à partir de l’équation (1.104) après intégration :
ρΨ1(p) =
∫ p
0
Rdp (2.12)
En remplaçant R par sa valeur :
ρΨ1(p) =
∫ p
0
Kp1/M
{
1−
[
A(p)T −BT ln
(
p˙
p˙i0
)]1/q1}1/q2
dp (2.13)
où
A(p) = Ap1/2 (2.14)
Cette intégrale peut être résolue analytiquement si A(p) est supposée constante.
Mathématiquement parlant l’intégrale dans l’équation (2.13) n’est que l’aire en
dessous de la courbe R(p) entre 0 et p. La figure (2.3) montre que l’hypothèse de
considérer A(p) constante (A(p = 0.1), A(p = 0.15), A(p = 0.2)), engendre une
erreur négligeable sur l’aire en-dessous de la courbe R(p).
Par la suite, l’intégrale peut être effectuée en considérant le terme entre accolades
comme indépendant de p, ce qui permet d’obtenir la forme de ρΨ(p) :
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Figure 2.3 Comparaison de l’aire au-dessous de la courbe pour différentes hypo-
thèses de A(p). En traçant la courbe pour différentes valeurs de p, on remarque que
l’effet de p est négligeable sur l’aire au-dessous de la courbe, représentant l’intégrale
de la fonction A(p).
ρΨ1(p) = K
p(1+M)/M
(1 +M)/M
{
1−
[
A(p)T −BTln
(
p˙
p˙i0
)]1/q1}1/q2
(2.15)
En remplaçant les équations (2.8), (2.10) et (2.15) dans (2.7) on obtient le po-
tentiel thermodynamique total :
ρΨ1 =
1
2
εe : E : εe+
1
3
Vα : α+K
p(1+M)/M
(1 +M)/M
{
1−
[
A(p)T −BTln
(
p˙
p˙i0
)]1/q1}1/q2
(2.16)
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2.2.1.3 Définition du dual du potentiel de dissipation - F
Ould et al. (Ould et al., 2006) ont montré qu’un modèle avec un écrouissage
cinématique permet de mieux estimer les contraintes résiduelles dans l’aluminium
après grenaillage. Abed (Abed, 2005) a déclaré qu’un écrouisage cinématique non-
linéaire donne une caractérisation plus réaliste de la réponse du métal. Pour obtenir
un écrouissage cinématique non-linéaire, on propose un dual du potentiel de dissi-
pation F , différent de la surface d’écoulement f , sous la forme suivante (Chaboche,
1989; Abed, 2005) :
F = f +
3γ
4V
X :X (2.17)
où γ et V sont des constantes ajustées pour la compatibilité des unités.
En remplaçant l’équation (2.4) dans l’équation (2.17), on obtient le dual de la
dissipation thermique :
F =
3γ
4V
X :X+σeq−σY −Kp1/M
{
1−
[
Ap1/2T −BTln
(
p˙
p˙i0
)]1/q1}1/q2
(2.18)
ou
F =
3γ
4V
X :X + σeq − σY −R(p, p˙, T ) (2.19)
2.2.2 Détermination des dérivées : p˙, p¨, T˙ , σ˙,X˙
L’équation (2.19) permet de déterminer les variables flux à partir des lois d’évo-
lution complémentaires (équations 1.117, 1.118, et 1.119) :
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ε˙p = λ˙
∂F
∂σ
=
3
2
τ −X
σeq
λ˙ (2.20)
α˙ = −λ˙ ∂F
∂X
=
[
3
2
τ −X
σeq
− 3γ
2V
X
]
λ˙ (2.21)
p˙ = −λ˙∂F
∂R
= λ˙ (2.22)
Suite à l’équation (2.22) on obtient p¨
p¨ = λ¨ (2.23)
En dérivant l’équation (2.11) par rapport au temps et en substituant α˙ par son
expression dans (2.21), on obtient X˙ :
X˙ =
[
V
τ −X
σeq
− γX
]
λ˙ (2.24)
σ˙ est aussi obtenu en dérivant l’équation (2.9) par rapport au temps, et en substi-
tuant ε˙p par l’équation (2.20) :
σ˙ = E : [ε˙− ε˙p] = E :
[
ε˙− 3
2
τ −X
σeq
λ˙
]
(2.25)
En posant (Abed, 2005),
N =
3
2
τ −X
σeq
(2.26)
et en remplaçant dans les équations (2.20) à (2.33), on obtient les équations d’évo-
lution :
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ε˙p =N λ˙ (2.27)
p˙ = −λ˙∂F
∂R
= λ˙ (2.28)
p¨ = λ¨ (2.29)
α˙ =
[
N − 3γ
2C
X
]
λ˙ (2.30)
X˙ =
[
2
3
VN − γX
]
λ˙ (2.31)
σ˙ = E : [ε˙− ε˙p] = E :
[
ε˙−N λ˙
]
(2.32)
L’évolution de la température durant un chargement adiabatique est dérivée à
partir de la première loi de la thermodynamique (équation 1.85) (Lemaitre, 2004).
Abed (Abed, 2005) a montré que T˙ s’écrit :
ρCpT˙ =
[
σeq − 3γ
2V
X :X −R
]
λ˙ (2.33)
où Cp est la chaleur spécifique du matériau. Si on pose
z =
1
ρCp
[
σeq − 3γ
2V
X :X −R
]
(2.34)
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on obtient :
T˙ = zλ˙ (2.35)
On remarque que dans l’évolution de la température, l’écrouissage isotrope R
intervient dans l’équation (2.34). Il devient alors nécessaire de calculer l’équation
d’évolution de l’écrouissage isotrope.
Pour fin de simplification on pose
Rˆ(p) = Kp1/M (2.36)
et
ϑ(p, p˙, T˙ ) =
{
1−
[
Ap1/2T −BTln
(
p˙
p˙i0
)]1/q1}1/q2
(2.37)
la variable d’écrouissage isotrope s’écrit
R(p, p˙, T˙ ) = Rˆ(p)ϑ(p, p˙, T˙ ) (2.38)
La dérivée temporelle de R(p, p˙, T˙ ) s’écrit
R˙(p, p˙, T˙ ) =
∂R
∂p
p˙+
∂R
∂p˙
p¨+
∂R
∂T
T˙ (2.39)
en développant chaque terme on obtient
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R˙ =
[
∂Rˆ
∂p
ϑ+ Rˆ
∂ϑ
∂p
]
p˙+ Rˆ
∂ϑ
∂p˙
p¨+ Rˆ
∂ϑ
∂T
T˙ (2.40)
Abed (Abed, 2005) a postulé que l’équation d’évolution de l’écrouissage isotrope
est principalement due à la déformation plastique (représentée par la déformation
plastique cumulée p), et peut être approximée par
R˙ =
∂Rˆ
∂p
ϑp˙ (2.41)
et que la contribution des autres termes à l’évolution est négligeable. Dans notre
cas l’équation d’évolution de l’écrouissage isotrope s’écrit
R˙ =
K
M
ϑp(1−M)/M p˙ (2.42)
2.2.2.1 Détermination du multiplicateur plastique à partir de l’équa-
tion de consistance
Les équations d’évolution sont maintenant en fonction de la dérivée temporelle
du multiplicateur plastique λ˙. Pour déterminer ce multiplicateur, les équations
d’évolution sont remplacées dans la condition de consistance (équation 1.124). Il
reste maintenant à développer les dérivés partielles de f .
On rappelle l’équation de la surface d’écoulement f de l’équation (2.4)
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f(σ, p,X, p˙, T ) = σeq − σY −Kp1/M
{
1−
[
Ap1/2T −BT ln
(
p˙
p˙i0
)]1/q1}1/q2
(2.43)
et la condition de consistance
f˙ =
∂f
∂σ
: σ˙ +
∂f
∂p
p˙+
∂f
∂X
: X˙ +
∂f
∂p˙
p¨+
∂f
∂T
T˙ = 0 (2.44)
La dérivée de f par rapport au tenseur de la contrainte σ s’écrit :
∂f
∂σ
=
3 (τ −X)
2σeq
=N (2.45)
la dérivée de f par rapport au tenseur de l’écrouissage cinématique X s’écrit :
∂f
∂X
= −3 (τ −X)
2σeq
= −N (2.46)
la dérivée de f par rapport à la déformation plastique cumulée p s’écrit :
−∂f
∂p
= − 1
q1q2
ATK
2
p
2−M
2M Ξ
1−q2
q2 Γ
1−q1
q1 +
K
M
p
1−M
M Ξ1/q2 (2.47)
où
Ξ =
{
1−
[
Ap1/2T −BTln
(
p˙
p˙i0
)]1/q1}
(2.48)
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Γ =
[
Ap1/2T −BTln
(
p˙
p˙i0
)]
(2.49)
la dérivée de f par rapport au taux de la déformation plastique cumulée p˙ s’écrit :
−∂f
∂p˙
=
1
q1q2
KBTΞ
1−q2
q2 Γ
1−q1
q1 p1/M p˙−1 (2.50)
la dérivée de f par rapport à la température T s’écrit :
− ∂f
∂T
=
1
q1q2
Kp1/MΞ
1−q2
q2 Γ
1−q1
q1
[
Ap1/2 −Bln
(
p˙
p˙i0
)]
(2.51)
En remplaçant les dérivées temporelles des variables d’états, équations (2.28),
(2.29), (2.31), (2.32) et (2.35), et les dérivées partielles de f (2.45), (2.46), (2.47),
(2.50) et (2.51) dans l’équation de consistance (1.124), on obtient la conditon de
consistance en fonction des dérivées du multiplicateur plastique λ˙ et λ¨ :
f˙ =N : E : ε˙− [N : E :N ] λ˙
+
[
−2
3
VN :N + γX :N
]
λ˙
−
[
− 1
q1q2
ATK
2
p
2−M
2M Ξ
1−q2
q2 Γ
1−q1
q1 +
K
M
p
1−M
M Ξ1/q2
]
λ˙
−
[
+
1
q1q2
KBTΞ
1−q2
q2 Γ
1−q1
q1 p1/M p˙−1
]
λ¨
−
[
+
1
q1q2
Kp1/MΞ
1−q2
q2 Γ
1−q1
q1
[
Ap1/2 −Bln
(
p˙
p˙i0
)]]
zλ˙
= 0
(2.52)
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En posant
x1 = [N : E :N ] (2.53)
x2 =
[
2
3
VN :N − γX :N
]
(2.54)
h =
∂f
∂p
=
[
− 1
q1q2
ATK
2
p
2−M
2M Ξ
1−q2
q2 Γ
1−q1
q1 +
K
M
p
1−M
M Ξ1/q2
]
(2.55)
y =
∂f
∂p˙
=
[
− 1
q1q2
KBTΞ
1−q2
q2 Γ
1−q1
q1 p1/M p˙−1
]
(2.56)
θ =
∂f
∂T
=
[
+
1
q1q2
Kp1/MΞ
1−q2
q2 Γ
1−q1
q1
[
Ap1/2 −Bln
(
p˙
p˙i0
)]]
(2.57)
et en regroupant les termes en λ˙ et λ¨ la condition de consistance devient une
équation différentielle dont la solution est le multiplicateur plastique λ˙
λ¨− (x1 + x2 + h+ θz)
y
λ˙+
N : E : ε˙
y
= 0 (2.58)
Plusieurs méthodes peuvent être adoptées pour résoudre l’équation (2.58). On
cite la méthode de discrétisation proposée par Wang et al. (Wang et al., 1997), la
méthode de transformée de Laplace proposée par Heeres et al. (Heers et al., 2002)
et l’algorithme suivant proposé par Abed (Abed, 2005) :
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λ˙(t) = λ˙(0) +
1
y
(Nijεij(t)−Nijεij(0))− (x1 + x2 + h+ θz)
y
(λ(t)− λ(0)) (2.59)
Dans le prochain chapitre, une méthode incrémentale présentée par Wang et al.
(Wang et al., 1997) et reprise par Abed et Voyiadjis (Voyiadjis et Abed, 2007) est
utilisée pour déterminer le multiplicateur plastique λ˙. Cette méthode est basée sur
la méthode d’intégration d’Euler et utilise la technique de Newton-Raphson pour
la solution des équations non-linéaires. Ces deux techniques sont les plus utilisées
dans les solutions des éléments finis.
Dans ce chapitre, la formulation thermodynamique a été développée de façon à
couvrir la plus grande variété de matériaux métalliques de nature cristalline FCC.
Par contre, à cause du manque de données expérimentales, nous nous limiterons
aux matériaux d’une élasticité isotrope, d’un écrouissage isotrope lorsque subit à
un chargement dans le domaine inélastique et d’une incompressibilité plastique.
Ces hypothèses et leurs effets sur les équations constitutives seront expliqués dans
la section 2.2.3.
2.2.3 Hypothèses adoptées quant à l’implémentation numérique
Dans le cadre de ce projet, on va se limiter à développer une solution aux pro-
blèmes d’élasticité et d’inélasticité isotrope. Ceci implique que les composantes du
module d’élasticité E se réduisent à 21 composantes. Le tenseur E s’écrit alors :
E = Eijkl = κδijδkl + µ (δikδjl + δilδjk) (2.60)
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où κ est le module de flexion, µ le module d’élasticité en cisaillement et δij, δkl, δik,
δjl, δil et δjk sont le Delta de Kronecker.
À cause du manque de données expérimentales concernant l’écrouissage cinéma-
tique des matériaux étudiés dans le cadre de cette recherche, les variables reliées à
l’écrouissage cinématique ne seront pas considérées dans l’implémentation numé-
rique. En d’autre termes, on considère que les matériaux sous chargement dans le
domaine plastique vont subir seulement un écrouissage isotrope. Cette hypothèse
est surtout valide quand il ne s’agit pas de chargements cycliques.
α˙ =X = 0 (2.61)
Les matériaux métalliques en général se déforment plastiquement à volume
constant, ce qui fait que l’écoulement de dépend pas de la contrainte hydrosta-
tique σH . Le tenseur de contrainte déviatorique s’écrit dans ce cas :
τ = σ (2.62)
En tenant compte des trois hypothèses expliquées ci-haut, les équations consti-
tutives se réduisent à :
N =
3
2
σ
σeq
(2.63)
l’équation (2.20) d’évolution de la déformation plastique devient
80
ε˙p =
3
2
σ
σeq
λ˙ =N λ˙ (2.64)
l’équation (2.25) d’évolution de la contrainte s’écrit
σ˙ = E : [ε˙− ε˙p] = E :
[
ε˙− 3
2
σ
σeq
λ˙
]
= E :
[
ε˙−N λ˙
]
(2.65)
et l’évolution de la température (2.35) devient
T˙ = zλ˙ (2.66)
où
z =
1
ρCp
[σeq −R] (2.67)
Le restant des équations d’évolution sont indépendantes de l’écrouissage ciné-
matique et restent comme telles :
p˙ = −λ˙∂F
∂R
= λ˙ (2.68)
p¨ = λ¨ (2.69)
R˙ =
K
M
ϑp(1−M)/M p˙ (2.70)
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Les termes d’écrouissage cinématique disparaissent aussi de la condition de
consistance (2.52) et de l’équation différentielle qui en découle (2.58) :
f˙ =N : E : ε˙− [N : E :N ] λ˙
−
[
− 1
q1q2
ATK
2
p
2−M
2M Ξ
1−q2
q2 Γ
1−q1
q1 +
K
M
p
1−M
M Ξ1/q2
]
λ˙
−
[
+
1
q1q2
KBTΞ
1−q2
q2 Γ
1−q1
q1 p1/M p˙−1
]
λ¨
−
[
+
1
q1q2
Kp1/MΞ
1−q2
q2 Γ
1−q1
q1
[
Ap1/2 −Bln
(
p˙
p˙i0
)]]
zλ˙
= 0
(2.71)
λ¨− (x1 + h+ θz)
y
λ˙+
N : E : ε˙
y
= 0 (2.72)
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CHAPITRE 3
APPLICATION NUMÉRIQUE
Ce chapitre explique la procédure numérique utilisée pour résoudre l’équation
différentielle (2.59) et implémenter les équations obtenues par la formulation ther-
modynamique du modèle pour prédire l’évolution des variables d’état.
La plupart des solutions des éléments finis utilisent typiquement une procédure
incrémentale itérative pour résoudre le problème en question. Le choix de la mé-
thode numérique utilisée affecte énormément la stabilité et l’efficacité de la solution
entière. Les méthodes d’intégration numérique implicite ont montré un grand ni-
veau de stabilité et de performance quand il s’agit de problèmes de plasticité et de
viscoplasticité (Tjotta et Mo, 1993; Wang et al., 1997; Voyiadjis et Abed, 2006b,
2007; Rusinek et al., 2007). La méthode la plus reconnue est la méthode d’Euler
qui se divise en deux méthodes :
– Méthode d’Euler-Avant (explicite)
– Méthode d’Euler-Arrière (implicite)
3.1 Méthode d’Euler
La méthode d’Euler consiste à approximer une fonction y(t) en connaisant sa
dérivée temporelle f(y(t), t) = dy
dt
à partir d’une condition initiale y(0) = 0. En
connaissant un point yn = y(tn) à un temps tn, le point yn+1 = y(tn+1) à un temps
tn+1 = tn +∆t peut s’approximer par :
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yn+1 = yn +∆tf(tn, yn) (3.1)
Comme la dérivée f(tn, yn) de y(t) est fonction de yn, valeur connue à un temps
tn, yn+1 est calculée directement. Pour cette raison la méthode est considérée ex-
plicite et appelée méthode d’intégration d’Euler-Avant. Telle qu’énoncée ci-haut,
cette méthode consiste en une application directe et ne demande pas beaucoup
de calculs ou d’itérations. Par contre elle requière d’avoir des petits intervalles de
temps ∆t pour assurer la convergence si on intègre sur un temps t = N∆t
La méthode d’Euler-Arrière propose d’écrire la dérivée f(tn+1, yn+1) en fonction
d’équation implicite de yn+1
yn+1 = yn +∆tf(tn+1, yn+1) (3.2)
comme yn+1 est encore inconnue et écrite sous sa forme implicite, cette méthode
d’intégration est considérée implicite et appelée méthode d’intégration d’Euler-
Arrière. Dans ce cas, calculer yn+1 revient à résoudre une équation non-linéaire en
yn+1. L’équation (3.2) s’écrit
yn+1 − yn −∆tf(tn+1, yn+1) = 0 (3.3)
et la méthode de solution Newton-Raphson est utilisée pour la résoudre.
En général, dans un problème d’éléments finis, la contrainte est recalculée (mise
à jour) au point de Gauss pour un déplacement au nœud spécifique ce qui fait que
l’histoire de déplacement est connue. La méthode consiste donc à discrétiser l’his-
toire de déplacement en plusieurs sous-intervalles pour lesquels les autres variables
d’état sont recalculées.
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Soit une histoire de déformation de ε = εi jusqu’à ε = εf . Si on divise l’histoire
de déformation en N intervalles réguliers, alors l’incrément de déformation sur un
intervalle de n jusqu’à n+ 1 est :
∆ε =
εf − εi
N
(3.4)
Un incrément de temps ∆t entre le début de l’intervalle tn et la fin de l’intervalle
tn+1 doit être spécifié de façon à refléter le taux de déformation désiré pour cet
intervalle :
tn+1 = tn +∆t (3.5)
Les équations d’évolution sont dérivées à la section (2.2.2) et reprises à la section
(2.2.3) en tenant compte des hypothèses d’isotropie et d’incompressibilité plastique.
En se basant sur celles-ci et sur la méthode d’Euler expliquée ci-haut, les équations
constitutives sous forme incrémentale s’écrivent :
σn+1 = σn +∆σ = E :
(
εn+1 − εpn+1
)
(3.6)
où
ε
p
n+1 = ε
p
n +∆ε
p (3.7)
et
85
∆εp = ∆λNn+1 (3.8)
avec
Nn+1 =
3
2σeqn+1
σn+1 (3.9)
la contrainte équivalente sous forme incrémentale devient
σeqn+1 =
√
3
2
σn+1 : σn+1 (3.10)
La température après un temps ∆t évolue incrémentalement par
Tn+1 = Tn +∆λ zn+1 (3.11)
où
zn+1 =
1
ρcp
(
σeqn+1 −Rn+1
)
(3.12)
et l’écrouissage isotrope définie par
Rn+1 = Rn +
K
M
ϑn+1 p
(1−M)/M
n+1 ∆λ (3.13)
où ϑn+1 d’après l’équation (2.37)
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ϑn+1 =
{
1−
[
A p
1/2
n+1 Tn+1 −B Tn+1 ln
(
1
p˙i0
∆λ
∆t
)]1/q1}1/q2
(3.14)
et la déformation plastique cumulée s’écrit
pn+1 = pn +∆λ (3.15)
Pour résoudre les équations non-linéaires ci-haut, on a recours à la technique de
Newton-Raphson.
Si on considère une fonction nonlinéaire y(x) que l’on tente de résoudre pour x
si y(x) = a, les étapes essentielles à la solution sont les suivantes :
1. Écrire sous une forme résiduelle r(x) = y(x)− a = 0
2. Calculer la dérivée de r(x) par rapport à x : r′(x)
3. Spécifier x0 une valeur initiale de x suffisamment proche de la solution
4. Calculer
xi+1 = xi − r(xi)
r′(xi)
(3.16)
où l’indice i signifie la ime itération
5. Répéter les étapes 1, 2, et 4 avec la nouvelle valeur de xi+1. Itérer jusqu’à
convergence |xi+1 − xi| < TOLRANCE ≈ 0
En écrivant les équation incrémentales (3.6), (3.7), (3.11) et (3.13) sous la forme
résiduelle, on obtient le système nonlinéaire suivant
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σn+1 −E : (εn+1 − εpn −∆λpNn+1) = 0 (3.17)
ε
p
n+1 − εpn −∆λpNn+1 = 0 (3.18)
Tn+1 − Tn −∆λp zn+1 = 0 (3.19)
Rn+1 −Rn − K
M
ϑn+1 p
(1−M)/M
n+1 ∆λ
p = 0 (3.20)
où la seule inconnue est ∆λp.
Généralisant l’équation (3.16) pour résoudre un système non-linéaire, la tech-
nique de Newton-Raphson s’écrit
xi+1 = xi − J−1(xi) r(xi) (3.21)
où J(xi) est la matrice jacobienne et définie par
J(xi) =
(
∂rin+1
∂xin+1
)
(3.22)
Les équations non-linéaires à résoudre sont inter-reliées entre elles et la détermi-
nation des dérivées nécessaires dans le calcul de la matrice jacobienne est difficile.
Cette complexité rend l’algorithme de la solution lourde et instable. Abed (Abed,
2005) a observé que pour des matériaux réels, les dérivées des équations en ques-
tions sont souvent incalculables et deviennent trop coûteuses numériquement. Pour
ces raisons, on a recours à des algorithmes qui surpassent ces difficultés. L’algo-
rithme « return mapping »est une forme spéciale de la méthode d’Euler et souvent
utilisé pour l’intégration des relations constitutives en élastoplasticité et élastovi-
scoplasticité. Simo (Simo et Taylor, 1986), Wang (Wang et al., 1997) et autres, ont
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montré l’efficacité et la stabilité de cet algorithme.
3.2 Méthode de "Radial Return Mapping"
Comme on remarque dans le système non-linéaire, les équations (3.17), (3.18),
(3.19) et (3.20) sont dépendantes de l’incrément du multiplicateur plastique ∆λ.
Une fois cet incrément déterminé, l’évolution des variables d’état devient explicite.
Soit l’équation de la surface d’écoulement (2.43) sous forme incrémentale
fn+1 = σ
eq
n+1 − σY −K p1/Mn+1
{
1−
[
A p
1/2
n+1 Tn+1 −B Tn+1 ln
(
1
p˙i0
∆λ
∆t
)]1/q1}1/q2
(3.23)
Tel qu’expliqué dans la section (2.2.2.1) le multiplicateur plastique est déduit
de la condition de consistance. Cette condition implique que pour toute contrainte
σn+1 :
– si f(σn+1, ε
p
n+1, Rn+1, Tn+1) < 0, il s’agit alors d’un chargement dans le do-
maine élastique
– si f(σn+1, ε
p
n+1, Rn+1, Tn+1) = 0 et df = 0 il s’agit alors d’un chargement dans
le domaine inélastique
– si f(σn+1, ε
p
n+1, Rn+1, Tn+1) = 0 et df < 0 il s’agit alors d’un déchargement
L’algorithme "radial return mapping" permet de résoudre les équations consti-
tutives (3.17), (3.18), (3.19) et (3.20) tout en respectant les conditions ci-haut pour
un incrément de temps ∆t et une histoire de déformation ∆ε connue. En supposant
que les l’états initiaux sont connus (σn, εpn, Rn, Tn ...), les différentes étapes pour
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trouver l’état final ( σn+1, ε
p
n+1, Rn+1, Tn+1...) sont les suivantes :
1. on suppose qu’après l’incrément de déformation ∆ε on est toujours dans le
domaine élastique
∆ε = ∆εe (3.24)
dans ce cas la contrainte d’essai σ∗n+1 se calcule par
σ∗n+1 = σn +E : ∆ε (3.25)
cette tentative suppose que la contrainte évolue élastiquement et qu’il n’y a
aucun écoulement inélastique. Cette hypothèse est à vérifier dans la prochaine
étape.
2. L’équation de la surface d’écoulement ( 3.23) est évaluée pour la valeur de la
contrainte d’essai σ∗n+1
f ∗n+1 =
√
3
2
σ∗n+1 : σ
∗
n+1 − σY
−K p1/Mn
{
1−
[
A p1/2n Tn −B Tn ln
(
1
p˙i0
∆λ
∆t
)]1/q1}1/q2 (3.26)
Une fois la valeur de la fonction d’écoulement f ∗n+1 déterminée, deux cas se
présentent
– si f ∗n+1 ≤ 0 alors l’hypothèse posée à la première étape est valide, le maté-
riau n’a subit aucune déformation inélastique et la valeur de la contrainte
d’essai σ∗n+1 est acceptée
σn+1 = σ
∗
n+1 (3.27)
Comme il n’y a aucun écoulement inélastique, les autres variables restent
les mêmes et on retourne à l’étape (1) pour la soluion du prochain incrément
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– si f ∗n+1 > 0 alors le matériau a subi un écoulement viscoplastique et une
correction doit être apportée à la contrainte d’essai σ∗n+1. En effet, il faut
retrancher de la contrainte d’essai la partie supposée élastique alors qu’elle
est viscoplastique
σn+1 = σ
∗
n+1 −E : ∆εp = σ∗n+1 − 2µNn+1 ∆λ (3.28)
Sous l’hypothèse de l’incompressibilité plastique et d’écrouissage isotrope,
la surface d’écoulement dans l’espace de contrainte déviatorique forme une
sphère et le tenseur Nn+1 est le tenseur normal à cette surface. Cette
propriété nous permet d’affirmer que l’évolution de la contrainte σ est
radiale et que les tenseurs normaux à la surface sont égaux
Nn+1 =N
∗
n+1 =
3
2σeq
∗
n+1
σ∗n+1 (3.29)
où
σeq
∗
n+1 =
√
3
2
σ∗n+1 : σ
∗
n+1 (3.30)
Les prochaines étapes expliquent la procédure de solution durant un écou-
lement viscoplastique.
3. L’équation (3.29) est facilement évaluée puisque la seule inconnue dans l’équa-
tion (3.28) est l’incrément du multiplicateur plastique ∆λ. Les autres équa-
tions constitutives sont similairement déduites en fonction de ∆λ :
σeqn+1 = σ
eq∗
n+1 − 3µ∆λ (3.31)
∆εp =Nn+1 ∆λ (3.32)
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ε
p
n+1 = ε
p
n +∆ε
p = εpn +Nn+1 ∆λ (3.33)
pn+1 = pn +∆λ (3.34)
Tn+1 = Tn + zn+1 ∆λ (3.35)
où
zn+1 =
1
ρcp
(
σeqn+1 −Rn+1
)
(3.36)
et l’écrouissage isotrope,
Rn+1 = Rn +
K
M
ϑn+1 p
(1−M)/M
n+1 ∆λ (3.37)
où
ϑn+1 =
{
1−
[
A p
1/2
n+1 Tn+1 −B Tn+1 ln
(
1
p˙i0
∆λ
∆t
)]1/q1}1/q2
(3.38)
4. Les équations (3.31) jusqu’à (3.36), fonction de ∆λ, sont remplacées dans
l’équation d’écoulement (3.23)
fn+1(∆λ) = σ
eq∗
n+1 − 3µ∆λ− σY
−Kp1/Mn+1
{
1−
[
Ap
1/2
n+1 Tn+1 −B Tn+1 ln
(
1
p˙i0
∆λ
∆t
)]1/q1}1/q2
(3.39)
5. Résoudre l’équation (3.39) pour ∆λ en utilisant la méthode de Newton-
92
Raphson
(∆λ)i+1 = (∆λ)i − r ((∆λ)
i)
r′ ((∆λ)i)
(3.40)
où le résidu r (∆λ) = fn+1(∆λ)
r (∆λ) = σeq
∗
n+1 − 3µ∆λ− σY
−Kp1/Mn+1
{
1−
[
Ap
1/2
n+1 Tn+1 −B Tn+1 ln
(
1
p˙i0
∆λ
∆t
)]1/q1}1/q2 (3.41)
et r′ (∆λ) la dérivée du résidu par rapport à ∆λ
r′ (∆λ) = −3µ+ ∂fn+1
∂pn+1
∂pn+1
∂∆λ
+
∂fn+1
∂Tn+1
∂Tn+1
∂∆λ
+
∂fn+1
∂p˙
∂p˙
∂∆λ
(3.42)
en se référant à la section (2.2.2.1) r′ (∆λ) s’écrit
r′ (∆λ) = −3µ− hn+1 − θn+1 zn+1 − yn+1
∆t
(3.43)
où hn+1, θn+1 et yn+1 sont les équations (2.55), (2.56) et (2.57) respectivement
sous leur forme incrémentale :
hn+1 = ξn+1 p
2−M
2M
n+1
A K Tn+1
2
+
K
M
p
1−M
M
n+1 ϑn+1 (3.44)
θn+1 = ξn+1 p
1/M
n+1
[
Ap
1/2
n+1 −Bln(
1
pi0
∆λ
∆t
)
]
(3.45)
yn+1 = ξn+1 K p
1/M
n+1 BTn+1
∆λ
∆t
(3.46)
où ϑn+1 déjà définie par l’équation (3.14) et ξn+1 par
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ξn+1 = − 1
q1q2
{
1−
[
Ap
1/2
n+1Tn+1 −BTn+1ln(
1
pi0
∆λ
∆t
)
]1/q1} 1−q2q2
[
Ap
1/2
n+1Tn+1 −BTn+1ln(
1
pi0
∆λ
∆t
)
] 1−q1
q1
(3.47)
6. Une fois la valeur∆λ déterminée, elle est remplacée dans les équations (3.31) à
(3.38) et les variables d’état sont déterminées. Pour un nouveau incrément de
déformation ∆ε et de temps ∆t, les valeurs obtenues sont considérées initiales
et on retourne à l’étape (1) pour la détermination des nouvelles valeurs à la
fin de ces incréments.
3.3 Exemples numériques
L’algorithme présenté dans la section précédente est codé numériquement dans
Matlab 7.0 . Le détail du code numérique est en annexe. Les prochaines figures
présentent des courbes d’écrouissages pour différents types de chargements afin de
valider l’algorithme présenté dans la section précédente. Les propriétés utilisées
dans le code numérique sont celles du matériaux OFHC obtenues à la section 2.1.
Les figures 3.1 et 3.2 montrent des courbes d’écrouissages pour des charge-
ments uniaxiaux pour différents conditions de chargement. Le modèle montre une
bonne corrélation avec les données expérimentales obtenues par Nemat-Nasser et
Li (Nemat-Nasser et Li, 1998) et celles obtenues par Johnson et Cook (Johnson et
Cook, 1988). Ceci indique que le modèle simule bien l’effet de taux de déformaion
et de la température quand le matériau est soumis à un chargement.
Les figures 3.3 jusqu’à 3.8 sont produites pour tester si l’algorithme peut sup-
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porter autre que les chargements simples de traction. La figures 3.3 montre une
courbe d’écrouissage du matériau soumis à une compression tout en assumant que
la limite d’écoulement σY est égale 75MPa. La figure 3.4 montre une séquence de
chargement et de déchargement à un taux de déformation constant alors que la
figure 3.5 illustre une séquence de chargements et de déchragements partiels à des
différents taux de déformation.
Les figures 3.6 jusqu’à 3.8 montrent une varience de chargements cycliques. La
figure 3.6 présente un chargement cyclique borné par une déformation négative
et une déformation positive. La figure 3.7 montre un chargement cyclique dont
on augmente la déformation minimale et maximale à chaque cycle. La figure 3.8
présente un chargement cyclique dont on augmente la déformation maximale à
chaque cycle tout en revenant à une déformation minimale nulle.
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Figure 3.1 Comparaison du modèle avec les données expérimentals de Johnson et
Cook (Johnson et Cook, 1988) pour OFHC cuivre
Après l’observation de ces figures, on peut conclure que le modèle présenté prédit
95
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
0
50
100
150
200
250
300
350
400
450
500
Deformation (mm/mm)
Co
nt
ra
in
te
 (M
Pa
)
77 K − 8000 1/s
296 K − 8000 1/s
296 K − 0.1 1/s
x Nemat - Nasser & Li
Modèle proposé
Figure 3.2 Comparaison du modèle avec les données expérimentals de Nemat-Nasser
et Li (Nemat-Nasser et Li, 1998) pour OFHC cuivre
bien le comportement d’un matériau CFC à plusieurs taux de déformation et que
l’algorihtme respective peut être utilisé pour différents types de chargement.
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Figure 3.3 Prédiction du modèle pour OFHC cuivre sous compression
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Figure 3.4 Prédiction du modèle pour OFHC cuivre sous une séquence de charge-
ment et déchargement
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Figure 3.5 Prédiction du modèle pour OFHC cuivre sous une séquence de charge-
ment et déchargement partiels à différents taux de déformaions
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Figure 3.6 Prédiction du modèle pour OFHC cuivre sous des chargements et dé-
chargements cycliques bornés par une déformation négative et une déformation
positive
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Figure 3.7 Prédiction du modèle pour OFHC cuivre sous des chargements et dé-
chargements cycliques dont on augmente la déformation minimale et maximale à
chaque cycle
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Figure 3.8 Prédiction du modèle pour OFHC cuivre sous des chargements et dé-
chargements cycliques dont on augmente la déformation maximale à chaque cycle
tout en revenant à une déformation minimale nulle
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CHAPITRE 4
CONCLUSION
L’objectif de ce projet de maitrise a été de modéliser le comportement d’un ma-
tériau CFC lorsque soumis à des chargements à des grands taux de déformation. Un
modèle phénoménologique a été développé à partir des mécanismes microscopiques
réagissant à l’échelle atomiques. Par le biais de la thermodynamique des processus
irréversibles, un modèle est formulé pour décrire le comportement viscoplastique
des matériaux CFC à l’échelle macroscopique.
Étant donné que la littérature sur ce sujet est éparpillée et loin d’être claire,
et que la solution au problème requière la compréhension de plusieurs notions
dans différents domaines, il était nécessaire de construire une revue de littérature
ordonnée regroupant et expliquant les différentes théories reliées à ce problème
avant d’entamer sa solution.
D’abord une définition des dislocations, leurs différents types et leurs comporte-
ments ont été présentés. À partir des mécanismes de dislocation étudiés, on présente
la théorie de l’activation thermique qui explique l’effet du taux de déformation et de
la température sur le comportement du matériau quand soumis à un chargement.
En second lieu, la représentation de la contrainte et de l’écrouissage dans l’espace
est révisée ainsi que le critère de plasticité de Von Mises. Par la suite, les principes
de la thermodynamique des milieux continus sont présentés afin de préparer une
base physique pour la formulation d’un modèle tridimensionnel respectant les lois
fondamentales de la thermodynamique.
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En deuxième partie, on propose un modèle empirique unidimensionnel inspiré
des équations de la théorie de l’activation thermique. Les avantages apportés par le
modèle proposé sont un nombre des paramétres inférieur au nombre des paramètres
définissant les modèles existants, ainsi qu’une nature phénoménologique permettant
de simplifier la complication présente dans les détails de la microstructure mais
dérivée de ces derniers. Par la suite, la formulation de la thermodynamique est
adoptée pour la généralisation dans l’espace. Elle introduit un système d’équation
non-linéaire dont sa solution décrit l’évolution de la contrainte pour une histoire
de déformation donnée. Les étapes de la formulation se résument à :
– Une dérivation d’une surface d’écoulement à partir du modèle unidimensionnel
– Une introduction d’un potentiel thermodynamique et d’un potentiel de dissi-
pation pour un écrouissage isotrope en fonction des variables internes et du
multiplicateur plastique
– Définition de la condition de consistance qui est base de la résolution du
problème thermodynamique
Le chapitre 3 présente la méthode d’Euler pour la solution des systèmes non-
linéaires. Par la suite, la méthode numérique « Radial Return Maping », basée sur
la méthode d’Euler, définit les différentes étapes de la solution numérique.
Finalement, l’algorithme numérique présenté est codé dans Matlab 7.0 pour
démontrer la validité de l’algorithme pour plusieurs types de chargement.
Les contributions de ce travail sont :
1. Une revue de littérature ordonnée regroupant les différentes notions reliées à
la formulation d’un modèle viscoplastique. La revue de littérature présentée
dans ce mémoire a été travaillée dans le but de couvrir toute la matière
reliée au développement d’un modèle viscoplastique tout en ayant un aspect
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pédagogique pouvant servir dans des travaux futurs. Il n’était pas trouver
dans la littérature un tel document.
2. Une méthodologie de formulation d’un modèle macroscopique à partir des
comportements microscopiques. À travers le document on couvre les diffé-
rentes étapes nécessaires au développement d’un modèle :
– Compréhension de la théorie reliée à la microstructure
– Observation des données expérimentales disponibles et conclusion
– Modélisation unidimensionnelle et corrélation avec les données expérimen-
tales
– Formulation thermodynamique et généralisation du modèle unidimensionel
– Écriture d’un algorithme pour l’implémentation du modèle dans un code
numérique
3. Un modèle modélisant le comportement viscoplastique d’un matériau CFC
et respectant les lois de la thermodynamique.
Prespective de Travail
Afin d’améliorer et/ou d’élargir le domaine d’utilisation du modèle développé
dans le cadre de ce projet de maitrise certaines recommandations sont suggérées :
1. Des observations microscopiques (Johnston et Gilman, 1959; Chiem et Duffy,
1983; Bhattacharjee, 2007; Kubin et al., 2008) pour les matériaux qu’on dé-
sire modéliser spécifiquement, peuvent montrer les mécanismes dominants
au niveau de la microstrucutre ansi que l’évolution des dislocation sous les
conditions respectives.
2. De plus, différents testes mécaniques sur des échantillons peuvent être effec-
tués. Par exemple, il est intéressant d’avoir plus de courbes de tractions à
différents taux de déformations et de températures pour différents matériaux
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CFC. Il est aussi possible d’étudier le comportement des matériaux sous diffé-
rents types de chargement, citons les chargements bi-axiaux, les chargements
cycliques et d’autres chargements complexes pouvant offrir une meilleure dé-
finition du comportement du matériau et servir l’écriture du modèle. Les
méthodes de tests rencontrées dans la littérature varie entre des tests dy-
namiques axiaux (Maiden et Green, 1966; Lee, 2000; Rusinek et Klepaczko,
2001; Hopperstad et al., 2003; Lee et M.S., 2003; Uenishi et Teodosiu, 2004;
El-Magd et al., 2005) et les tests dynamiques en torsion (Nicholas, 1971; R.A.
et Duffy, 1972; Khan et Liang, 2000).
3. Il devient alors possible de formuler le modèle en considérant un écrouissage
cinématique. L’hypothèse d’un écrouissage isotrope a été adoptée à cause de
l’abscence des données expérimetales décrivant cette nature. Dans le chapitre
2 on montre comment une telle formulation est possible.
4. Il doit être noté que l’implémentation du modèle dans un code d’élément
finis n’a pas été réalisée. L’algorithme présenté au chapitre 3 peut être codé
dans un logiciel de calcul d’éléments finis, ABAQUS à titre d’exemple, et des
simulations numériques du grenaillage peuvent être effectuées.
5. Finalement, la méthodologie présentée dans ce mémoire peut être adoptée
pour développer le comportement viscoplastique des matériaux de types CC
ou HC.
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