We consider the problem of off-policy evaluation in Markov decision processes. Off-policy evaluation is the task of evaluating the expected return of one policy with data generated by a different, behavior policy. Importance sampling is a technique for off-policy evaluation that re-weights off-policy returns to account for differences in the likelihood of the returns between the two policies. In this paper, we study importance sampling with an estimated behavior policy where the behavior policy estimate comes from the same set of data used to compute the importance sampling estimate. We find that this estimator often lowers the mean squared error of off-policy evaluation compared to importance sampling with the true behavior policy or using a behavior policy that is estimated from a separate data set. Our empirical results also extend to other popular variants of importance sampling and show that estimating a non-Markovian behavior policy can further lower mean squared error even when the true behavior policy is Markovian.
Introduction
Sequential decision-making tasks, such as a robot manipulating objects or an autonomous vehicle deciding when to change lanes, are ubiquitous in artificial intelligence. For these tasks, reinforcement learning (RL) algorithms provide a promising alternative to hand-coded skills, allowing sequential decision-making agents to acquire policies autonomously given only a reward function measuring task performance (Sutton and Barto 1998) . When applying RL to real world problems, an important problem that often comes up is policy evaluation. In policy evaluation, the goal is to determine the expected sum of rewards that an evaluation policy, π e , will obtain when deployed on the task of interest.
In off-policy policy evaluation, we are given data (trajectories) generated by a second behavior policy, π b . We then use these trajectories to evaluate π e . Accurate off-policy policy evaluation is especially important when we want to know the value of a policy before it is deployed in the real world or have many policies to evaluate and want to avoid running each one individually. Importance sampling addresses this problem by re-weighting returns generated by π b such that they are unbiased estimates of π e (Precup, Preprint. Work in progress. Sutton, and Singh 2000) . While the basic importance sampling estimator is often noted in the literature to suffer from high variance, more recent importance sampling estimators have lowered this variance (Thomas and Brunskill 2016a; Jiang and Li 2016) . Regardless of additional variance reduction techniques, all importance sampling variants compute πe(a|s) π b (a|s) for all state-action pairs in the off-policy data.
In practice, π b may be unknown and need to be estimated before any importance sampling variant can be applied (Gruslys et al. 2017; Gottesman et al. 2018) . While how best to estimate the behavior policy is an under-studied question in Markov decision process environments, it is natural to assume that replacing the behavior policy with its empirical estimate can only harm the accuracy of off-policy evaluation.
Surprisingly, recent work in the multi-armed bandit literature has shown that estimating the behavior policy can improve the mean squared error of importance sampling policy evaluation (Li, Munos, and Szepesvári 2015) . Motivated by these results, we study a family of estimators that given a dataset, D, of trajectories, use D both to estimate the behavior policy and then to compute the importance sampling estimate. Though related to methods in the statistics literature, the so-called regression importance sampling methods are specific to Markov decision processes where interaction with the environment occurs over multiple time-steps. We show empirically that regression importance sampling lowers the mean squared error of importance sampling off-policy evaluation in both discrete and continuous action spaces. Though our study is primarily empirical, we present theoretical results that, when the policy class of the estimated behavior policy is specified correctly, regression importance sampling is consistent and has asymptotically lower variance than using the true behavior policy for importance sampling. To the best of our knowledge, we are the first to study this method for policy evaluation in sequential decision-making tasks.
A, transition probabilities, P , reward function R, horizon L, discount factor γ, and initial state distribution d 0 (Puterman 2014) . A Markovian policy, π, is a function mapping the current state to a probability distribution over actions; a policy is non-Markovian if its action distribution is conditioned on past states or actions. For simplicity, we assume that S and A, are finite and that probability distributions are probability mass functions.
1 Let H := (S 0 , A 0 , R 0 , S 1 , . . . , S L−1 , A L−1 , R L−1 ) be a trajectory, g(H) := L−1 t=0 γ t R t be the discounted return of trajectory H, and v(π) := E[g(H)|H ∼ π] be the expected discounted return when the policy π is used starting from state S 0 sampled from the initial state distribution. We assume that the transition and reward functions are unknown and that the episode length, L, is a finite constant.
In off-policy policy evaluation, we are given a fixed evaluation policy, π e , and a data set of m trajectories and the policies that generated them:
where H i ∼ π b (i) . We assume that ∀{H i , π b (i) } ∈ D, π b (i) is Markovian i.e., actions in D are independent of past states and actions given the immediate preceding state. Our goal is to design an off-policy estimator, OPE, that takes D and estimates v(π e ) with minimal mean squared error (MSE). Formally, we wish to minimize E D [(OPE(π e , D)−v(π e )) 2 ].
Importance Sampling
Importance Sampling (IS) is a method for reweighting returns generated by a behavior policy, π b , such that they are unbiased returns from the evaluation policy. Given a set of m trajectories and the policy that generated each trajectory, the IS off-policy estimate of v(π e ) is:
.
We refer to (1) -that uses the true behavior policy -as the ordinary importance sampling (OIS) estimator and refer to πe(A|S) π b (A|S) as the OIS weight for action A in state S. The importance sampling estimator with OIS weights can be understood as a Monte Carlo estimate of v(π e ) with a correction for the distribution shift caused by sampling trajectories from π b instead of π e . As more data is obtained, the empirical frequency of any trajectory approaches the expected frequency under π b and then the OIS weight corrects the weighting of each trajectory to reflect the expected frequency under π e .
Limitations of Importance Sampling
The ordinary importance sampling estimator (1) is known to have high variance. A number of importance sampling variants have been proposed to address this problem, however, one constant across such methods is the use of the OIS weight. The common reliance on OIS weights suggest that an implicit assumption in the RL community is that OIS weights lead to the most accurate estimate. Hence, when an application requires estimating an unknown π b in order to compute importance weights, the application is implicitly assumed to only be approximating the desired weights.
However, OIS weights themselves are sub-optimal in at least one respect: the weight of each trajectory in the OIS estimate is inaccurate unless we happen to observe each trajectory according to its true probability. When the empirical frequency of any trajectory is unequal to its expected frequency under π b , the OIS estimator puts either too much or too little weight on the trajectory. We refer to error due to some trajectories being either over-or under-represented in D as sampling error. Sampling error may be unavoidable when we desire an unbiased estimate of v(π e ). However, correcting for it by properly weighting trajectories will, in principle, give us a lower mean squared error estimate.
The problem of sampling error is related to a Bayesian objection to Monte Carlo integration techniques: OIS ignores information about the closeness of trajectories in D (O 'Hagan 1987; Ghahramani and Rasmussen 2003) . This objection is easiest to understand in deterministic and discrete environments though it also holds for stochastic and continuous environments. In a deterministic environment, additional samples of any trajectory, h, provide no new information about v(π e ) since only a single sample of h is required to know g(h). However, the more times a particular trajectory appears, the more weight it receives in an OIS estimate even though the correct weighting of g(h), Pr(h|π e ), is known since π e is known. In stochastic environments, it is reasonable to give more weight to recurring trajectories since the recurrence provides additional information about the unknown state-transition and reward probabilities. However, ordinary importance sampling also relies on sampling to approximate the policy probabilities which are already known.
Finally, we note that the problem of sampling error applies to any variant of importance sampling using OIS weights, e.g., weighted importance sampling (Precup, Sutton, and Singh 2000) , per-decision importance sampling (Precup, Sutton, and Singh 2000) , the doubly robust estimator (Jiang and Li 2016; Thomas and Brunskill 2016a) , and the MAGIC estimator (Thomas and Brunskill 2016a) . Sampling error is also a problem for on-policy Monte Carlo policy evaluation since Monte Carlo is the special case of OIS when the behavior policy is the same as the evaluation policy.
Regression Importance Sampling
In this section we introduce the primary focus of our work: a family of estimators called regression importance sampling (RIS) estimators that correct for sampling error in D by importance sampling with an estimated behavior policy. We introduce RIS as a family of estimators but primarily discuss the RIS(0) estimator that estimates the probability of actions conditioned on the state and the RIS(L − 1) estimator that estimates the probability of actions conditioned on the entire state and action history.
We assume that, in addition to D, we are given a policy class -a set of policies -Π n where each π ∈ Π n is a distribution over actions conditioned on an n-step state-action history: π : S n+1 ×A n → [0, 1]. Let H t−n:t be the trajectory segment: S t−n , A t−n , ...S t−1 , A t−1 , S t where if t − n < 0 then H t−n:t denotes the beginning of the trajectory until step t. The RIS(n) estimator first estimates the maximum likelihood behavior policy in Π n given D:
The RIS(n) estimate is the importance sampling estimate with π D (n) as the behavior policy:
Analogously to OIS, we refer to
as the RIS(n) weight for action A t , state S t , and trajectory segment H t−n : t. The RIS(n) weights are always well-defined since π D (n) never places zero probability mass on any action that occurred in D.
Correcting Importance Sampling Sampling Error
In Section 3, we described how ordinary importance sampling estimates may be inaccurate due to sampling error, i.e., trajectories in D appearing above or below their expected frequencies. We now discuss how RIS corrects for sampling error. Intuitively, if we observe a trajectory at a higher frequency than its true probability the actions along that trajectory have higher probability under π D and the RIS weights down-weight the return to correct for it being over-sampled.
The sampling error correction may be more accurate when we estimate π D that conditions on trajectory segments (i.e., RIS(n) with n > 0) even when the true behavior policy only conditions on the preceding state. We present this analysis in a limited setting in which we assume deterministic MDPs with finite |S| and |A| and that D contains all state-action trajectories possible under π b . In this setting, we show that RIS(L − 1) exactly corrects for the sampling error of OIS while RIS(n) with n < L−1 can only approximately correct for it. We discuss these limitations below. In Appendix D we provide a different intuition for sampling error in continuous action spaces.
We define c(h i:j ) as the number of times that trajectory segment h i:j appears during any trajectory in D. Similarly, we define c(h i−n:i , a) as the number of times that action a is observed following length n trajectory segment h i−n:i during any trajectory in D. For this discrete setting, RIS(n) uses the behavior policy:
First, observe that both OIS and all variants of RIS can be written in one of two forms:
where w π (h) = L−1 t=0 π(a t |s t ), H is the set of all possible state-action trajectories, and for OIS π := π b and for RIS(n) π := π D (n) as defined in Equation (1). Form (ii) can be written as E[
2 Thus, once all trajectories possible under π b have been observed, regardless of their frequency, the RIS(L − 1) estimator gives a zero MSE estimate. This ideal evaluation can be understood as RIS(L − 1) providing the optimal correction for sampling error: RIS(L − 1) first divides by the exact empirical frequency to remove the approximate weight from sampling and then applies the correct weighting by multiplying by w πe . In contrast, OIS must observe all trajectories at their expected frequency to return a zero MSE estimate.
. Even though we know that the true Pr(h|π b ) = L−1 t=0 π b (a t |s t ), it does not follow that the empirical probability of a trajectory is equal to the probability of the empirical Markovian behavior policy, i.e., that
With a finite number of samples our data may appear to have come from a non-Markovian behavior policy. Since RIS(L − 1) learns behavior policies that condition on the entire trajectory, it is able to learn a policy that captures the statistics of D. We conjecture that w π D (n) still provides a better correction than w π b since π D reflects the statistics of D while π b does not. This conjecture is supported by our empirical results comparing RIS(0) to OIS and a theoretical result we present in the following section that states that RIS(n) has lower asymptotic variance than OIS for all n.
Before concluding this section, we discuss two limitations of this analysis. First, we have assumed the rewards and transitions are deterministic. The primary reason for this assumption was to emphasize that RIS corrects for sampling error in the action selection. In stochastic environments, sampling error also appears in the occurrence of states and rewards. Neither RIS or OIS can correct for this kind of sampling error since this requires knowledge of what the true state and reward frequencies should be and these quantities are assumed unknown in our setting.
Second, we have only compared performance once all trajectories possible under π b have been observed. When some trajectories are absent from D, RIS(L − 1) has non-zero bias. As L, |S|, and |A| grows the total number of trajectories required before we have seen all trajectories grows exponentially. In our experiments we show that the higher bias incurred by RIS(L − 1) makes smaller n preferable in the small sample size setting. Theoretical analysis of this bias for both RIS(L − 1) and other RIS variants is an open question for future analysis.
Theoretical Properties of RIS
Here, we briefly summarize new theoretical results (full proofs appear in the appendices) as well as a connection to prior work from the multi-armed bandit literature:
• Proposition 1: For all n, RIS(n) is a biased estimator, however, it is consistent provided π b ∈ Π n (see Appendix A for a full proof).
• Corollary 1: For all n, if π b ∈ Π n then RIS has asymptotic variance at most that of OIS. This result is a corollary to a result by Henmi et al. (2007) for general Monte Carlo integration (see Appendix B for a full proof). We highlight that the derivation of this result includes some o(n) and o p (1) terms that may be large for small sample sizes; the lower variance is asymptotic and for finite-sample sizes the variance of RIS may be greater than that of OIS.
• Connection to REG: For finite MDPs, Li et al. (2015) introduce the regression (REG) estimator and show it has asymptotic lower minimax MSE than OIS provided the estimator has full knowledge of the environment's transition probabilities. With this knowledge REG can correct for sampling error in both the actions and state transitions.
is an approximation to REG that only corrects for sampling error in the actions. The derivation of the connection between REG and RIS(L − 1) is given in Appendix C.
We also note that prior theoretical analysis of importance sampling with an estimated behavior policy has made the assumption that π D is estimated independently of D (Dudík, Langford, and Li 2011; Farajtabar, Chow, and Ghavamzadeh 2018) . This assumption simplifies the theoretical analysis but makes it inapplicable to regression importance sampling.
RIS with Function Approximation
In many practical settings, exact count-based estimation is intractable and we must rely on function approximation. For example, in our final experiments we represent π D as a Gaussian distribution over actions with the mean given by a neural network. In this subsection, we discuss two practical concerns when using function approximation for RIS: avoiding over-fitting and selecting the function approximator.
RIS uses all of the data available for off-policy evaluation to both estimate π D and compute the off-policy estimate of v(π e ). Unfortunately, the RIS estimate may suffer from high variance if the function approximator is too expressive and π D is over-fit to our data. Additionally, if the policy class of π b is unknown, it may be unclear what is the right function approximation representation for π D . A practical solution is to use a validation set -distinct from D -to select an appropriate policy class and appropriate regularization criteria for RIS. This solution is a small departure from the previous definition of RIS as selecting π D to maximize the log likelihood on D. Rather, we select π D to maximize the log likelihood on D but constrained to also generalize to unseen data. This approach represents a trade-off between robust empirical performance and potentially better but more sensitive estimation with RIS.
Empirical Results
We present an empirical study of the RIS estimator across several policy evaluation tasks. Our experiments are designed to answer the following questions:
1. What is the empirical effect of replacing OIS weights with RIS weights in sequential decision making tasks? 2. How important is using D to both estimate the behavior policy and compute the importance sampling estimate? 3. How does the choice of n affect the performance of RIS(n)?
In continuous action spaces, our results suggest that the standard supervised learning approach of model selection using hold-out validation loss may be sub-optimal for the regression importance sampling estimator. Thus, we also investigate the question:
4. Does minimizing hold-out validation loss set yield the minimal MSE regression importance sampling estimator when estimating π D with gradient descent and neural network function approximation?
Empirical Set-up
We run policy evaluation experiments in several domains. Except where specified otherwise, RIS refers to RIS(0). We provide a short description of each domain here; a complete description and additional experimental details are given in Appendix D of the supplemental material.
• Gridworld: This domain is a 4 × 4 Gridworld used in prior off-policy evaluation research (Thomas and Brunskill 2016a) . RIS uses count-based estimation of π b . This domain allows us to study RIS separately from questions of function approximation.
• SinglePath: This environment has 5 states, 2 actions, and L = 5. The agent begins in state 0 and both actions either take the agent from state n to state n + 1 or cause the agent to remain in state n. This domain is small enough to make implementations of RIS(L − 1) and the REG method from Li et al. (2015) tractable. All RIS methods use count-based estimation of π b .
• Linear Dynamical System: This domain is a point-mass agent moving towards a goal in a two dimensional world by setting x and y acceleration. Policies are linear in a second order polynomial transform of the state features.
We estimate π D with ordinary least squares.
• Simulated Robotics: We also use two continuous control tasks from the OpenAI gym: Hopper and HalfCheetah. 3 In each task, we use neural network policies with 2 layers of 64 tanh hidden units each for π e and π b .
Finite MDP Policy Evaluation Our first experiment compares several importance sampling variants implemented with both RIS weights and OIS weights. Specifically, we use the basic IS method described in Section 2, the weighted IS estimator (Precup, Sutton, and Singh 2000) , and the weighted doubly robust estimator (Thomas and Brunskill 2016a) .
Figure 1(a) shows the MSE of the evaluated methods averaged over 100 trials. The results show that, for this domain, using RIS weights improves all IS variants relative to OIS weights. 4 We also evaluate alternative data sources for estimating π b . Specifically, we consider: Figure 1(b) shows that these alternative data sources for estimating π b decrease accuracy compared to RIS and OIS. Independent Estimate has high MSE when the sample size is small but its MSE approaches that of OIS as the sample size grows. We understand this result as showing that this baseline cannot correct for sampling error since the behavior policy estimate is unrelated to the data used in the off-policy evaluation. Extra-data Estimate initially has high MSE but its MSE decreases faster than that of OIS. Since this baseline estimates π b with data that includes D, it can partially correct for sampling error -though the extra data harms its ability to do so. Only estimating π D with D and D alone improves performance over OIS for all sample sizes.
RIS(n)
In the Gridworld domain it is difficult to observe the performance of RIS(n) for various n because of the long horizon: small n perform similarly and larger n scale poorly. To see the effects of different n more clearly, we use the SinglePath domain. Figure 2 gives the mean squared error for OIS, RIS, and the REG estimator of Li et al. (2015) that has full access to the environment's transition probabilities. For RIS, we use n = 0, 3, 4 and each method is ran for 200 trials. Figure 7 shows that higher values of n and REGtend to give inaccurate estimates when the sample size is small. However, as data increases, these methods give increasingly accurate value estimates. In particular, REGand RIS(4) produce estimates with MSE more than 20 orders of magnitude below that of RIS(3) (Figure 7 is cut off at the bottom for clarity of the rest of the results). REGeventually passes the performance of RIS(4) since its knowledge of the transition probabilities allows it to eliminate sampling error in both the actions and the environment. In the low-to-medium data regime, only RIS(0) outperforms OIS. However, as data increases, the MSE of all RIS methods and REG decreases faster than that of OIS. The similar performance of RIS(L − 1) and REG supports the connection between these methods that we discuss in Section 4. We see that RIS weights improve both IS and PDIS, while both WIS variants have similar MSE. This result suggests that the MSE improvement from using RIS weights depends, at least partially, on the variant of IS being used.
RIS with Linear Function Approximation
When estimating π D with either an independent estimate of π D (Independent Estimate) or adding additional data to are similar to Gridworld. Independent Estimate gives high variance estimates for small sample sizes but then approaches OIS as the sample size grows. Extra-Data Estimate corrects for some sampling error and has lower MSE than OIS. RIS lowers MSE compared to all baselines.
RIS with Neural Networks
Our remaining experiments use the Hopper and HalfCheetah domains. RIS represents π D as a neural network that maps the state to the mean of a Gaussian distribution over actions. The standard deviation of the Gaussian is given by state-independent parameters. In these experiments, we sample a single batch of 400 trajectories and compare the MSE of RIS and IS on this batch. Figure 4 compares the MSE of RIS for different neural network architectures. Our main point of comparison is RIS using the architecture that achieves the lowest validation error during training (the darker bars in Figure 4 ). Under this comparison, the MSE of RIS with a two hidden layer network is lower than that of OIS in both Hopper and HalfCheetah though, in HalfCheetah, the difference is statistically insignificant. We also observe that the policy class with the best validation error does not always give the lowest MSE (e.g., in Hopper, the two hidden layer network gives the lowest validation loss but the network with a single layer of hidden units has ≈ 25% less MSE than the two hidden layer network). This last observation motivates our final experiment.
RIS Model Selection
Our last experiment aims to better understand how hold-out validation error relates to the MSE of the RIS estimator when using gradient descent and neural network function approximation. This experiment duplicates our previous experiment, except every 25 steps of gradient descent we compute the MSE of RIS with the current estimate, π D . We also compute the training and hold-out validation negative log-likelihood. Plotting these values gives a picture of how the MSE of RIS changes as our estimate of π D changes. Figure 5 shows this plot for the Hopper domain.
We see that the policy with minimal MSE and the policy that minimizes validation loss are misaligned. If training is stopped when the validation loss is minimized, the MSE of The y-axis of the top plot is the average negative log-likelihood. The y-axis of the bottom plot is mean squared error (MSE). MSE is minimized close to, but slightly before, the point where the validation and training loss curves indicate that overfitting is beginning.
RIS is lower than that of OIS (the intersection of the RIS curve and the vertical dashed line in Figure 5 . However, the π D that minimizes the validation loss curve is not identical to the π D that minimizes MSE. We hypothesize that this misalignment is a result of the bias-variance trade-off when estimating π D : the minimal validation loss point is a minimal bias model, stopping before this point introduces bias but decreases variance, and training past the minimal validation loss point increases both bias and variance. Appendix F shows the same general result in the HalfCheetah domain. These results suggest that there may be an early stopping criterion -besides minimal validation loss -that would lead to lower MSE with RIS, however, to date we have not found one.
In this section we survey work related to behavior policy estimation for importance sampling. In the statistical literature, methods related to RIS have been studied for Monte Carlo integration (Henmi, Yoshida, and Eguchi 2007; Delyon and Portier 2016) and causal inference (Hirano, Imbens, and Ridder 2003; Rosenbaum 1987) . The REG method (discussed below) can be seen as the direct extension of these methods to MDPs. In contrast to these works, we study policy evaluation in Markov decision processes which introduces sequential structure into the samples and unknown stochasticity in the state transitions. Other works have explored directly estimating the importance weights instead of first estimating the proposal distribution (i.e., behavior policy) (Oates, Girolami, and Chopin 2017; Liu and Lee 2017) . These "blackbox" importance sampling approaches show superior convergence rates compared to ordinary importance sampling. These methods have also, to the best of our knowledge, not been studied in Markov decision processes or for sequential data. Li et al. (2015) study the regression (REG) estimator for off-policy evaluation and show that its minimax MSE is asymptotically optimal though it might perform poorly for small sample sizes. Though REG and RIS are equivalent for multi-armed bandit problems, for MDPs, the definition of REG and any RIS method diverge; REG estimates the total reward along trajectories and requires knowledge of the transition probabilities while RIS methods estimate action probabilities and do not require knowledge of the transition probabilities. Figure 2 shows that all tested RIS methods improve over REG for small sample sizes though REG has lower asymptotic MSE. Intuitively, REG corrects for sampling error in both the action selection and state transitions though knowledge of the true state-transition function. However, such knowledge is usually unavailable and, in these cases, REG is inapplicable.
In the contextual bandit literature, Dudik et al. (2011) present finite sample bias and variance results for importance sampling that is applicable when the behavior policy probabilities are different than the true behavior policy. Recently, Farajtabar et al. (2018) extended these results to full MDPs. These works make the assumption that π D is estimated independently from the data used in the final IS evaluation. In contrast, RIS uses the same set of data to both estimate π b and compute the IS evaluation. This choice allows RIS to correct for sampling error in the OIS estimate.
A large body of work exists on lowering the variance of importance sampling for off-policy evaluation. Such approaches include control variates (Jiang and Li 2016; Thomas and Brunskill 2016a) , normalized importance weights (Precup, Sutton, and Singh 2000), and importance ratio clipping (Bottou et al. 2013 ). These variance reduction strategies are complementary to regression importance sampling; any of these methods can be combined with regression importance sampling for further variance reduction.
Discussion and Future Work
Our experiments demonstrate that regression importance sampling can obtain lower mean squared error than ordinary importance sampling for off-policy evaluation in Markov decision process environments. The main practical conclusion of our paper is the importance of estimating π D with the same data used to compute the importance sampling estimate. We also demonstrate that estimating a behavior policy that conditions on trajectory segments -instead of only the preceding state -improves performance in the large sample setting.
Our study was primarily empirical and left open several questions on the theoretical side. For all n, RIS(n) is consistent and has lower asymptotic variance than OIS, however, both these results provide little information about the finitesample setting and make the assumption that we estimate π D from a policy class that includes the true behavior policy. The connection to the REG estimator and our empirical results suggest that RIS with n close to L may suffer from high bias. Future work that quantifies or bounds this bias will give us a better understanding of RIS methods. Relaxing the assumption that π b ∈ Π or analyzing the case when π b ∈ Π is also an important next step for bridging the gap between our presented theory and the use of RIS in practice.
Our experiments that used neural networks and gradient descent for estimating π D showed that the π D that gives minimal MSE estimates and the π D that maximizes the log likelihood of a hold-out data set are generally different policy estimates. This observation motivates the important question of: "how should we stop training early or regularize supervised learning to find the best π D for importance sampling?" We have experimented with entropy regularization and early stopping criteria based on the variance of the RIS estimator. However, we were unable to find an approach that works across all domains that we have tested. Our experiments suggest that with powerful function approximation, RIS could obtain substantially lower MSE than OIS provided we can identify robust, practical strategies for early stopping.
Finally, incorporating RIS into policy improvement methods is an interesting direction for future work. Importance sampling is a component of several leading RL algorithms: Retrace for multi-step Q-learning (Munos et al. 2016) , trustregion policy optimization (Schulman et al. 2015) , proximal policy optimization , and ACER (Wang et al. 2017) . Regression importance sampling can potentially speed up learning by reducing sampling error in these methods. In preliminary experiments, not reported here, we have used RIS with REINFORCE (Williams 1992) and TRPO (Schulman et al. 2015) and found that it does indeed improve performance. However, it still remains to see how these methods will scale to more challenging domains than the ones we have tested to date.
Conclusion
We have studied a class of off-policy evaluation importance sampling methods, called regression importance sampling methods, that apply importance sampling after first estimating the behavior policy that generated the data. Notably, RIS estimates the behavior policy from the same set of data that is also used for the IS estimate. Computing the behavior policy estimate and IS estimate from the same set of data allows RIS to correct for the sampling error inherent to importance sampling with the true behavior policy. We evaluated RIS across several policy evaluation tasks and show that it improves over ordinary importance sampling -that uses the true behavior policy -in several off-policy policy evaluation tasks. Finally, we showed that, as the sample size grows, it can be beneficial to ignore knowledge that the true behavior policy is Markovian even if that knowledge is available.
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A Regression Importance Sampling is Consistent
In this appendix we show that the regression importance sampling (RIS) estimator is a consistent estimator of v(π e ) under two assumptions. The main intuition for this proof is that RIS is performing policy search on an estimate of the log-likelihood, L(π), as a surrogate objective for the true log-likelihood, L(π). Since π b has generated our data, π b is the optimal solution to this policy search. As long as, for all π, L(π) is a consistent estimator of L(π) then selecting π D = arg max π L(π) will eventually return π b and the RIS estimator will be the same as the OIS estimator which is a consistent estimator of v(π e ). If the set of policies we search over, Π, is countable then this argument is almost enough to show RIS to be consistent. The difficulty (as we explain below) arises when Π is not countable. Our proof takes inspiration from Thomas and Brunskill who show that their Magical Policy Search algorithm converges to the optimal policy my maximizing a surrogate estimate of policy value (Thomas and Brunskill 2016b) . They show that performing policy search on a policy value estimate,v(π), will almost surely return the policy that maximizes v(π) ifv(π) is a consistent estimator of v(π). The proof is almost identical; the notable difference is substituting the log-likelihood, L(π), and a consistent estimator of the log-likelihood, L(π), in place of v(π) andv(π).
Definitions and Assumptions
Let (Ω, F, µ) be a probability space and D m : Ω → D be a random variable. D m (ω) is a sample of m trajectories with ω ∈ Ω. Let d π b be the distribution of states under π b . Define the expected log-likelihood:
Assuming for all s, a the variance of log π(a|s) is bounded, L(π|D m (ω)) is a consistent estimator of L(π). We make this assumption explicit:
− − → L(π).
This assumption will hold when the support of π b is a subset of the support of π for all π ∈ Π, i.e., no π ∈ Π places zero probability measure on an action that π b might take. We can ensure this assumption is satisfied by only considering π ∈ Π that place non-zero probability on any action that π b has taken.
We also make an additional assumption about the piecewise continuity of the log-likelihood, L, and the estimate L. First we present two necessary definitions as given by Thomas and Brunskill (2016b) 
We now present our final assumption: Assumption 2. (Piecewise Lipschitz objectives). Our policy class, Π, is equipped with a metric, As pointed out by Thomas and Brunskill, this assumption holds for the most commonly considered policy classes but is also general enough to hold for other settings (see Thomas and Brunskill (2016b) for further discussion of Assumptions 1 and 2 and the related definitions).
Consistency Proof
Note that:
Lemma 1. If Assumptions 1 and 2 hold then
From Assumption 1 and one definition of almost sure convergence, for all π ∈ Π and for all > 0: Pr lim inf m→∞ {ω ∈ Ω : ∆(π, ω) < } = 1.
Thomas and Brunskill point out that because Π may not be countable, (3) may not hold at the same time for all π ∈ Π. More precisely, it does not immediately follow that for all > 0: Pr lim inf m→∞ {ω ∈ Ω : ∀π ∈ Π, ∆(π, ω) < } = 1. (4) Let C(δ) denote the union of all of the policies in the δ-covers of the countable partitions of Π assumed to exist by Assumption 2. Since the partitions are countable and the δ-covers for each region are assumed to be countable, we have that C(δ) is countable for all δ. Thus, for all π ∈ C(δ), (3) holds simulatenously. More precisely, for all δ > 0 and for all > 0:
Consider a π ∈ C(δ). By the definition of a δ-cover and Assumption 2, we have that ∃π ∈ Π (5) we have that for all δ > 0 and for all > 0:
Substituting this into
The next part of the proof massages (5) into a statement of the same form as (4). Consider the choice of δ := /(K + K). Define = 2 . Then for all > 0:
Pr lim inf m→∞ {ω ∈ Ω : ∀π ∈ Π, ∆(π, ω) < } = 1 (6) Since ∀π ∈ Π, ∆(π, ω) < , we obtain:
and then applying the definition of ∆
where (a) comes from the fact that π b maximizes L, (b) comes from (7), (c) comes from the fact that π D maximizes L, and (d) comes from (8). Considering (9) and (12), it follows that |L(π D ) − L(π b )| < 2 . Thus, (6) implies that:
Using := 2 we obtain:
From the definition of the KL-Divergence,
and we obtain that:
And finally, since the KL-Divergence is non-negative:
which, by the definition of almost sure convergence, means that 
− − → v(π e ).
Proof. Lemma 1 shows that as the amount of data increases, the behavior policy estimated by RIS will almost surely converge to the true behavior policy. Almost sure convergence to the true behavior policy means that RIS almost surely converges to the ordinary OIS estimate. Since OIS is a consistent estimator of v(π e ), RIS is also a consistent estimator of v(π e ).
B Asymptotic Variance Proof
In this appendix we prove that, ∀n, RIS(n) has asymptotic variance at most that of OIS. We give this result as a corollary to Theorem 1 of Henmi et al. (2007) that holds for general Monte Carlo integration. Note that while we define distributions as probability mass functions, this result can be applied to continuous-valued state and action spaces by replacing probability mass functions with density functions. Corollary 1. Let Π n θ be a class of twice differentiable policies, π θ (·|s t−n , a t−n , . . . , s t ). If ∃θ such that πθ ∈ Π n θ and
where Var A denotes the asymptotic variance.
Corollary 1 states that the asymptotic variance of RIS(n) must be at least as low as that of OIS.
We first present Theorem 1 from Henmi et al. (2007) and adopt their notation for its presentation. Consider estimating v = E p [f (x)] for probability mass function p and real-valued function f . Given parameterized and twice differentiable probability mass function q(·|θ), we define the ordinary importance sampling estimator of
f (x i ) whereθ is the maximum likelihood estimate ofθ given samples from q(·|θ). The following theorem relates the asymptotic variance ofv to that ofṽ. Theorem 1 shows that the maximum likelihood estimated parameters of the sampling distribution yield an asymptotically lower variance estimate than using the true parameters,θ. To specialize this theorem to our setting, we show that the maximum likelihood behavior policy parameters are also the maximum likelihood parameters for the trajectory distribution of the behavior policy. First specify the class of sampling distribution:
π θ (a t |s t−n , a t−n , . . . , s t ). We now present the following lemma:
log π θ (a t |s t−n , a t−n , . . . ,
log π θ (a t |s t−n , a t−n , . . . , s t )
Finally, we combine Lemma 2 with Theorem 1 to prove Corollary 1: Corollary 2. Let Π n θ be a class of policies, π θ (·|s t−n , a t−n , . . . , s t ) that are twice differentiable with respect to θ.
Proof. Define f (h) = g(h), p(h) = Pr(h|π e ) and q(h|θ) = Pr(h|π θ ). Lemma 2 implies that:
is the maximum likelihood estimate ofθ (where πθ = π b and Pr(h|θ) is the probability of h under π b ) and then Corollary 1 follows directly from Theorem 1.
Note that for RIS(n) with n > 0, the condition that πθ ∈ Π n can hold even if the distribution of A t ∼ πθ is only conditioned on s t . This condition holds when ∃π θ ∈ Π n such that ∀s t−n , a t−n , . . . a t−1 :
πθ(a t |s t ) = π θ (a t |s t−n , a t−n , . . . , s t ) even if πθ is Markovian.
C Connection to the REG estimator
In this appendix we show that RIS(L−1) is an approximation of the REG estimator studied by Li et al (2015) . For this discussion, we recall the definition of the probability of a trajectory for a given MDP and policy:
. We also define H to be the set of all possible state-action trajectories of length L:
Li et al. introduce the regression estimator (REG) for multiarmed bandit problems (2015) . This method estimates the mean reward for each action asr(a, D) and then computes the REG estimate as:
This estimator is identical to RIS(0) in multi-armed bandit problems (see Li et al. (2015) ). The extension of REG to finite horizon MDPs estimates the mean return for each trajectory asĝ(h, D) and then computes the estimate:
Since this estimate uses Pr(h|π e ) it requires knowledge of the initial state distribution, d 0 , and transition probabilities, P . For MDPs, REG and RIS are not identical. We now elucidate a relationship between RIS(L − 1) and REG even though they are different estimators. Let c(h) denote the number of times that trajectory h appears in D. Similar to the bandit case, we can rewrite REG as an importance sampling method:
The denominator in (15) can be re-written as a telescoping product to obtain an estimator that is similar to RIS(L − 1):
This expression differs from RIS(L − 1) in two ways:
1. The numerator includes the initial state distribution and transition probabilities of the environment.
2. The denominator includes count-based estimates of the initial state distribution and transition probabilities of the environment where the transition probabilities are conditioned on all past states and actions.
If we assume that the empirical estimates of the environment probabilities in the denominator are equal to the true environment probabilities then these factors cancel and we obtain the RIS(L − 1) estimate. This assumption will almost always be false except in deterministic environments. However, showing that RIS(L − 1) is approximating REG suggests that RIS(L − 1) may have similar theoretical properties to those elucidated for REG by Li et al. (2015) . Our SinglePath experiment (See Figure 2 in the main text) supports this conjecture: RIS(L − 1) has high bias in the low to medium sample size but have asymptotically lower MSE compared to other methods. REG has even higher bias in the low to medium sample size range but has asymptotically lower MSE compared to RIS(L − 1). RIS with smaller n appear to decrease the initial bias but have larger MSE as the sample size grows. The asymptotic benefit of RIS for all n is also corroborated by Corollary 1 in Appendix B though Corollary 1 does not tell us anything about how different RIS methods compare. The asymptotic benefit of REG compared to RIS methods can be understood as REG correcting for sampling error in both the action selection and state transitions.
D Sampling Error with Continuous Actions
In Section 3 of the main text we discussed how OIS can suffer from sampling error. Then, in Section 4, we discussed how RIS corrects for sampling error in D in deterministic and finite MDPs. Most of this discussion assumed that the state and action spaces of the MDP were finite. Here, we discuss sampling error in continuous action spaces. The primary purpose of this discussion is intuition and we limit discussion to a setting that can be easily visualized. We consider a deterministic MDP with scalar, real-valued actions, reward R : A → R, and L = 1. We assume the support of π b and π e is bounded and for simplicity assume the support to be [0, 1]. Policy evaluation is equivalent to estimating the integral:
and the ordinary importance sampling estimate of this quantity with m samples from π b is:
Even though the OIS estimate is a sum over a finite number of samples, we show it is exactly equal to an integral over a particular piece-wise function. We assume (w.l.o.g) that the a i 's are in non-decreasing order, (a 0 <= a i <= a m ). Imagine that we place the R(a i ) values uniformly across the interval [0, 1] so that they divide the range [0, 1] into m equal bins. In other words, we maintain the relative ordering of the action samples but ignore the spatial relationship between samples. We now define piece-wise constant functionR OIS whereR OIS (a) = R(a i ) if a is in the i th bin. The ordinary importance sampling estimate is exactly equal to the integral 1 0R OIS (a)da.
It would be reasonable to assume thatR OIS (a) is approximating R(a)π e (a) since the ordinary importance sampling estimate (17) is approximating (16), i.e., lim m→∞R OIS (a) = R(a)π e (a). In reality,R OIS approaches a stretched version of R where areas with high density under π e are stretched and areas with low density are contracted. We call this stretched version of R,R . The integral ofR is v(π e ). Figure 6 (a) gives a visualization of an exampleR using on-policy Monte Carlo sampling from an example π e and linear R. In contrast to the trueR , the OIS approximation toR, R OIS stretches ranges of R according to the number of samples in that range: ranges with many samples are stretched and ranges without many samples are contracted. As the sample size grows, any range of R will be stretched in proportion to the probability of getting a sample in that range. For example, if the probability of drawing a sample from [a, b] is 0.5 thenR stretches R on [a, b] to cover half the range [0, 1]. Figure 6 visualizesR OIS the OIS approximation toR for sample sizes of 10 and 200.
In this analysis, sampling error corresponds to overstretching or under-stretching R in any given range. The limitation of ordinary importance sampling can then be expressed as follows: we know the true amount of stretching for any range and yet OIS ignores this information and stretches based on the empirical proportion of samples in a particular range. On the other hand, RIS first divides by the empirical pdf (approximately undoing the stretching from sampling) and then multiplies by the true pdf to stretch R a more accurate amount. Figure 6 also visualizes theR RIS approximation toR for sample sizes of 10 and 200. In this figure, we can see thatR RIS is a closer approximation toR thanR OIS for both sample sizes. In both instances, the mean squared error of the RIS estimate is less than that of the OIS estimate.
Since R may be unknown until sampled, we will still have non-zero MSE. However the standard OIS estimate has error due to both sampling error and unknown R values.
E Extended Empirical Description
In this appendix we provide additional details for our experimental domains.
SinglePath: This environment is shown in Figure 7 with horizon L = 5. In each state, π b selects action, a 0 , with probability p = 0.6 and π e selects action, a 0 , with probability 1−p = 0.4. Action a 0 causes a deterministic transition to the next state. Action a 1 causes a transition to the next state with probability 0.5, otherwise, the agent remains in its current state. The agent receives a reward of 1 for action a 0 and 0 otherwise. RIS uses count-based estimation of π b and REG uses count-based estimation of trajectories. REG is also given the environment's transition matrix.
Gridworld: This domain is a 4 × 4 Gridworld with a terminal state with reward 100 at (3, 3), a state with reward −10 at (1, 1), a state with reward 1 at (1, 3) , and all other states having reward −1. The action set contains the four cardinal directions and actions move the agent in its intended direction (except when moving into a wall which produces no movement). The agent begins in (0, 0), γ = 1, and L = 100. All policies use a softmax action selection distribution with temperature 1 and a separate parameter, θ sa , for each state, s, and action a. The probability of taking action a in state s is given by: π(a|s) = e θsa a ∈A e θ sa
The behavior policy, π b , is a policy that can reach the high reward terminal state and the evaluation policy, π e , is the same policy with lower entropy action selection. RIS estimates the behavior policy with the empirical frequency of actions in each state. This domain allows us to study RIS separately from questions of function approximation.
Linear Dynamical System This domain is a point agent moving towards a goal in a two dimensional world by setting x and y acceleration. The dynamics of the domain are linear with additive Gaussian noise. The agent receives a reward that is proportional to its distance from the goal. We use second order polynomial basis functions so that policies are non-linear in the state features but we can still estimate π D efficiently with ordinary least squares. We obtain a basic policy by optimizing the parameters of a policy for 10 iterations of the Cross-Entropy method (Rubinstein and Kroese 2013) . The basic policy maps the state to the mean of a Gaussian distribution over actions. The evaluation policy uses a standard deviation of 0.5 and the true π b uses a standard deviation of 0.6.
Continuous Control
We also use two continuous control tasks from the OpenAI gym: Hopper and HalfCheetah 5 In each task, we use neural network policies with 2 layers of 64 hidden units each for π e and π b . Each policy maps the state to the mean of a Gaussian distribution with state-independent standard deviation. We obtain π e and π b by running the OpenAI Baselines ) version of proximal policy optimization (PPO) ) and then selecting two policies along the learning curve. We use the policy after 30 updates for π e , for both environments we use the policy after 20 updates for π b . These policies use tanh activations on their hidden units since these are the default in the OpenAI Baselines PPO implementation, RIS estimates the behavior policy with gradient descent on the negative log-likelihood of the neural network. In our experiments we use a learning rate of 1 × 10 −3 . The multilayer behavior policies learned by RIS use relu activations. The specific architectures considered for π D are given in the main text.
F Extended Empirical Results
This appendix includes two additional plots that space constraints limited from the main text.
Importance Sampling Variants
This appendix presents additional importance sampling methods that are implemented with both OIS weights and RIS weights. Specifically, we implement the following:
• The ordinary importance sampling estimator described in Section 2.
• The weighted importance sampling estimator (WIS) (Precup, Sutton, and Singh 2000) that normalizes the importance weights with their sum.
• Per-decision importance sampling (PDIS) (Precup, Sutton, and Singh 2000) that importance samples the individual rewards.
• The doubly-robust (DR) estimator (Jiang and Li 2016; Thomas and Brunskill 2016a ) that uses a model of P and r to lower the variance of PDIS.
• The weighted doubly robust (WDR) estimator (Thomas and Brunskill 2016a ) that uses weighted importance sampling to lower the variance of the doubly robust estimator. Since DR and WDR require a model of the environment, we estimate a count-based model with all available data in D. Estimating the model with the same data used to compute the estimate invalidates consistency guarantees of DR and WDR, however, in practice it tends to improve performance (Thomas and Brunskill 2016a) . Figure 8 gives results for all 5 of these IS variants implemented with both RIS weights and OIS weights. In addition to the results for ordinary IS, WIS, and WDR that are also in the main text, Figure 8 shows RIS weights improve DR and PDIS.
Gradient Descent Policy Estimation
This appendix shows how the MSE of RIS changes during estimation of π D in the HalfCheetah domain. Figure 9 gives the results. As in the Hopper domain, we see that the minimal validation loss policy and the minimal MSE policy are misaligned. Further discussion of this phenomenon is given in Section 6 of the main text.
