Abstract: An environment has been developed which comprises mathematical methods, concepts, and tools to enable the processing of experimental data to usable new insights about biological systems. Therefore, a mathematical modelling concept -Hybrid Petri-Nets for biological applications (HPNbio) -has been defined which is properly adapted to the demands of biological process. This concept has been implemented with the object-oriented modelling language Modelica. The developed Modelica library, called PNlib (Petri Net library), in combination with an appropriate Modelica-tool enables graphical hierarchical modelling, hybrid simulation, and animation of HPNbio-models. Thereby, an additional Modelica library, called PNproBio (Petri Nets for process modelling of Biological systems), provides wrapped HPNbio which offers on the one hand an easy-use-model at the top level with an intuitive and familiar adapted biological view and on the other hand the flexibility and generality of the HPNbio concept at a lower level. Based on an established model, the underlying processes can be optimized. This process optimization procedure is performed by means of hybrid optimization methods, i.e. a global method is combined with a local method by use of a specific switching strategy, in order to realize an open-loop control for biological processes.
INTRODUCTION
Modern computer techniques and large memory capacities make it possible to produce an enormous amount of biological data stored in huge databases. These data are indispensable for the scientific progress but they do not lead necessarily to insight about the functionality of biological systems. Hence, an approach is needed to achieve usable information from this huge data amount. A mathematical model provides a means for summarizing and structuring experimental data in order to simplify the communication of knowledge progresses with other researchers. Additionally, it improves the understanding of the living system and allows the directed design of experiments by predicting the system behaviour under specific conditions and proving it by experiments.
Numerous model formalisms have been proposed for modelling and simulation biological systems (see e.g. (Wiechert 2002) ). Generally, it has to be distinguished between qualitative and quantitative approaches. Qualitative models represent only the fundamental compounds, their interaction mechanisms, and the relationships amongst them while quantitative models describe, in addition, the time related changes of the components. Hence, a qualitative model is the basis for every quantitative model and the mentioned improved data basis enables us today to extend qualitative models to quantitative ones. Beyond, quantitative model formalisms can be further divided into discrete and continuous approaches as well as deterministic and stochastic techniques.
The decision which modelling approach is used is anything other than easy and is strongly influenced by the availability of data. If all kinetic data are known, models consisting of ordinary differential equations are mostly the first choice while in the absence of these kinetic data only qualitative approaches are usable. An additional difficulty arises in the demand of having at the same time a model which is easy to understand and an abstraction of the real system as well as a detailed and nearly complete description of it. Besides, the modelling process of biological systems is further complicated by incomplete knowledge, noisy and inaccurate data, and different ways of representing data and knowledge.
Petri-nets with their various extensions are a universal graphical modelling concept for representing biological systems in nearly all degrees of abstraction. They support the qualitative modelling approach as well as the quantitative one. Once a qualitative Petri-net model has been established, the quantitative data can be added successively. Furthermore, the biological processes can be modelled discretely as well as continuously and, in addition, discrete and continuous processes can also be combined within a Petri-net model to so-called hybrid Petri-nets (see e.g. (David and Alla 2001) ). The Petri-net formalism with all its extensions is so powerful that all other formalisms are included and, hence, only one formalism is needed regardless to the approach (qualitative vs. quantitative, discrete vs. continuous vs. hybrid, deterministic vs. stochastic) which is appropriate for the respective system. The Petri-net formalism is easy to understand for researchers from different disciplines and is such an ideal way for intuitive representing and communicating experimental data and knowledge of biological systems. Besides, Petri-nets allow hierarchical structuring of models and offer such the possibility of different detailed views for every observer of the model.
To use Petri-nets as a graphical modelling concept for biological systems, the Petri-nets, for their part, have to be modelled textually by an appropriate language. The objectoriented modelling language Modelica, developed and promoted by the Modelica Association since 1996 for modelling, simulation, and programming primarily of physical and technical systems and processes (Modelica Association 2010), is ideally suited for this task. Modelica has become the de-facto standard for hybrid, multidisciplinary modelling. Each Petri-net element, place and transition, can be described with the aid of a model in the Modelica language defined on the lowest level by discrete (event-based), algebraic, and differential equations. An appropriate Modelica-tool enables then graphical hierarchical modelling, hybrid simulation, and animation.
Moreover, an established model can be used to control biological processes which plays an important role in the industrial biotechnology. There, organic substances are converted by microorganisms such as bacteria, fungi, or animal cells to specific products used in foods or pharmaceuticals; this procedure is called fermentation. The industry is mainly interested in achieving a maximum product yield from the organisms at minimum costs. Thereby, a process optimization procedure applied on an established model can achieve an open-loop control for the biological process, i.e. the process parameters are calculated based on the model representing the state of the biological system; no feedback is used to determine if the output has yielded the intended purpose of the adapted process parameters. Possible process parameters are temperature, pH-value, stirrer speed, or feeding parameters.
HYBRIB MODELLING WITH HYBRID PETRI NETS FOR BIOLOGICAL APPLICATIONS (HPNbio)
The Discrete transitions are provided with delays and firing conditions and fire first when the associated delay is passed and the conditions are fulfilled. They fire by removing the arc weight from all input places and adding the arc weight to all output places. On the contrary, the firing of continuous transitions takes places as a continuous flow determined by the firing speed.
Places and transitions are connected by "normal" arcs which are weighted by integer and non-negative real numbers, respectively. But also functions can be written at the arcs depending on the current markings of the places. Places can also be connected to transitions by test, inhibition, and read arcs. Then their markings do not change during the firing process. In the case of test and inhibitor arcs, the markings are only read to influence the time of firing while read arcs only indicate the usage of the marking in the transition, e.g. for firing conditions or speed functions.
The conversion of a discrete to a continuous marking is realized by connecting a discrete transition to a continuous place and the conversion from a continuous to a discrete marking is realized by connecting a continuous place to a discrete transition. However, the conversion is always performed by discrete transitions, discrete places can only influence the time when continuous transitions fire but their marking cannot be changed during the firing process. Fig. 2 shows examples of these two basic principles:  can only fire when has more than zero marks and has at least one token,  can only fire when has at least one token and has at least 5.4 marks,  fires by removing one token from and adding 1.8 marks to  fires by removing 0.8 marks from and adding one token to . ) from the tank (PC, ) to the bowl (PC, ) and afterwards to the sewer (TC, ). When the water flows to the bowl, the float (PC, ) sinks in the toilet tank. If the float falls below a specific level (IA), the tank fill-valve (PD, is opened (TD, ) and new water can flow (TC, ) into the tank. This causes also that the float rises and when a specific level is reached (TA), the tank fill-valve is closed (TD, ) . If the lever has returned to its starting position, the flush valve flapper sinks back to the bottom (TD, ) and no water can flow into the bowl anymore. 
Transformation of biological elements to Petri-net equivalents
The table gives some examples for modelling biological compounds and processes by using HPNbio. 
Implementation
The main process in the place model is the recalculation of the marking after firing a connected transition. In the case of the discrete place model, this is realized by the discrete equation when fire then m = pre(m) + firingSumIn -firingSumOut; end when; whereby pre(m) accesses the marking m immediately before the transitions fire. To this amount, the arc weight sum of all firing input transitions is added and the arc weight sum of all firing output transitions is subtracted from it.
The marking of continuous places can change continuously as well as discretely. This is implemented by the following construct der(m) = conMarkChange; when discreteFire then reinit(m, m+discreteMarkChange); end when; whereby the der-operator access the derivative of the marking m according to time. The continuous mark change is performed by a differential equation while the discrete mark change is performed by the reinit-operator within a discrete equation. This operator causes a re-initialization of the continuous marking every time when a connected discrete transition fires.
The main process of the transition is to check if it can fire. When it is possible, discrete and stochastic transitions wait as long as the (random) delay is passed while the continuous transitions fires continuously with a speed calculated in the transition model. Via connector variables, the places report the transitions their markings and the transitions report if they fire.
Several conflicts arise in HPNbio that have to be resolved by appropriate methods to get a successful simulation.
Wrapping Technique
An additional Modelica library, called PNproBio (Petri Nets for process modelling of Biological systems), provides wrapped HPNbio which offer on the one hand an easy-usemodel at the top level with an intuitive and familiar adapted biological view and on the other hand the flexibility and generality of the HPNbio concept at a lower level.
Several wrappers have already been implemented to model: kinetic effects/laws, stochastic effects, cell growth and death, substrate uptake and product formation, activation and inhibition mechanisms, and fermentation processes, in a simple and biological adapted way.
The wrapper for modelling cell growth by the Monod kinetics, for example, comprises only one continuous transition with the Monod kinetics as speed function (1) whereby is the cell concentration, the substrate concentration, and is the growth rate. But this effects that only the two parameters of the Monod kinetics, and , have to be entered to the property dialog of the wrapper instead of the whole equation (1) every time again.
PROZESS OPTIMIZATION
Once a model is parameterized by direct experiments or specific parameter estimation methods and verified by additional experiments or sensitivity analysis methods (cp. Bachmann 2011a, Proß and Bachmann 2011b) , the underlying process can be optimized. This process optimization procedure achieves the already mentioned openloop control of biological processes which is an important aspect for industrial fermentation processes: achieving a maximum product yield at minimum costs.
This engenders the following optimization problem
Modelica-HPNbio-model (2) whereby the vector comprises the process parameters such as temperature, stirrer speed, feeding parameters, and is the objective function which is subject to the lower and upper parameter bounds, and , and to the Modelica model established with the PNlib and the PNproBio, respectively.
A concrete formulation of the objective function ( could be either
The objective function in (3) regards only the product yield at a fixed point in time while the objective function in (4) considers also the time when the specific product yield is reached due to the fact that the fermentation time correlates with costs; thus, (4) tries to find the best compromise of product yield and corresponding costs.
These objective functions in combination with a HPNbiomodel are not only non-linear but also usually discontinuous and not-differentiable due to the discrete changes during a simulation of a HPNbio-model. This non-differentiability does not allow the general usage of methods which determine decent directions from derivatives of the objective function. However, derivative-free methods do not require derivatives to optimize the objective function and can be divided into local and global methods. Local methods try to find the minimum starting from a given point. Thereby, only local information about the objective function from the neighbourhood of the current approximation is used to update the approximation. However, the objective of global methods is to find the global minimum of the optimization problem usually in the presence of multiple local minima by seeking the whole search space. Local and global methods can also be combined to so-called hybrid methods which should avoid the high computational costs of global methods due to their slow convergence near the minimum and, additionally, the entrapment in a local minimum should be prevented which is often the drawback of local methods. A "good" working hybrid approach is found by combining the (global) evolution strategy with the (local) Hooke-Jeeves method and applying a specific switching strategy.
The evolution strategy is a biologically inspired method founded by Rechenberg and Schwefel in the early 1970s (Rechenberg 1971 , Schwefel 1975 . It bases on a collective learning process within a population of individuals. Each of these individuals represents a possible process parameter set of the optimization problem in (2). The initialization of the population is arbitrarily and it is more and more improved by the (probabilistic) processes selection, mutation, and recombination. The selection process prefers individuals with a higher fitness value to reproduce more often than those of lower fitness. The fitness value of an individual is identical to the value of the objective function ( with the corresponding process parameter set (individual) . Based on this information, the evolution strategy makes use of Darwin's principle: "Survival of the fittest". The recombination process combines two or more parental individuals to produce new individuals and the mutation process changes the individuals at random to innovate the population.
The direct search method of Hooke and Jeeves was introduced in 1961 (Hooke and Jeeves 1961) . It consists of two procedures: exploratory moving and pattern search. In the first, the parameter vector is changed locally by a positive and negative variation of one parameter at a time to obtain information in which direction the objective function decreases. This information is used in the second procedure to find the best direction for the minimization process. If the exploratory move was successful, i.e. the function value decreases, further progress may be possible in this direction; otherwise, the step size of the exploratory move has to be reduced.
According to the mentioned advantages and drawbacks of both methods, they are combined to a hybrid approach in order to speed up the convergence rate while retaining the ability to avoid being easily entrapped at a local minimum. Thereby, the evolution strategy localizes a promising region within the parameter space and the local optimizer, the Hooke-Jeeves method, reaches accurately and fast the best solution in this region.
The hybrid algorithm is then performed in two phases: diversification and intensification (cp. Chelouah and Siarry 2003) . In the diversification phase, the mechanism of ES are applied repeatedly: recombination, mutation, and selection. It stops when one of the following abort criteria is fulfilled: S1: A given number of generations is reached. S2: A given accuracy which corresponds to the objective function values is reached, i.e. the difference between the worst objective function value of the current population and the best objective function value so far is smaller than a given accuracy. S3: A given accuracy which corresponds to the localization of the process parameters in the current population is reached, i.e. the average distance between the best parameter set up to now and the remaining parameter sets of the population is smaller than a given neighbourhood radius ∑‖ ‖ whereby is the size of the parent population.
If the diversification phase stops with individuals all in the promising area, the parameter set of the best individual is the start value of the local Hooke-Jeeves method.
CONCLUSIONS
A powerful environment has been developed which comprises mathematical methods, concepts, and tools to enable the processing of experimental data to usable new insights about biological systems.
The mathematical modelling concept HPNbio, especially developed based on the demands of biological processes, is so powerful but also so universal and generic that it is an ideal all-round-tool for modelling and simulation of nearly all kinds of processes such as business processes, production processes, logistic processes, work flows, traffic flows, data flows, multi-processor systems, communication protocols, and functional principals.
Besides, a future goal is to provide an open source Petri-net simulation tool. This demands a further development of the open source Modelica-tool OpenModelica to get the PNlib work with it because some Modelica features are not supported so far. The University of Applied Sciences Bielefeld is already closely involved in the further development of the OpenModelica-tool (Braun et al. 2010 , Braun et al. 2011 .
Several other methods for process optimization as well as for data pre-processing, relationship analysis, parameter estimation, sensitivity analysis, and deterministic and stochastic hybrid simulation are already developed and provided in a Matlab-tool called AMMod (Analysis of Modelica Models). The connection between the used Modelica-tool Dymola and Matlab/Simulink is realized by a Dymola interface in Simulink and a set of Matlab m-files utilities (cp. Dynasim AB 2010) .
Moreover, the functionality of AMMod could also be expanded by further methods. Especially the process optimization procedure offers a good basis for further development. Till now, it achieves an open-loop control strategy, i.e. the strategy is given based on the model and no feedback from the real system is included. This feedback could be also considered by realizing a closed-loop control, particularly the so-called model predictive control (MPC), to improve the biological process further. Therefore, the model is used to calculate the process states of the real system in the future depending on current measurements. Based on these predictions and an expert system in the background, the process parameters can be adapted appropriately. With additional methods from artificial intelligence, a self-learning system could be established. The vision is that this MPC of fermentation processes proceeds fully automatically. Thereby, the process data are measured by specific sensors and the process parameters are properly adapted by actuators depending on the control data gained from mathematical methods and the process model.
