The storage, management, and retrieval of entityrelated data has always been among the core applications of database systems. However, since nowadays many people access entity collections over the Web (e.g., when searching for products, people, or events), there is a growing need for integrating unconventional types of data into these systems, most notably entity descriptions in unstructured textual form. Prime examples are product reviews, user ratings, tags, and images. While the storage of this data is wellsupported by modern database technology, the means for querying it in semantically meaningful ways remain very limited. Consequently, entity-centric search suffers from a growing semantic gap between the users' intended queries and the database's schema. In this paper, we introduce the notion of conceptual views, an innovative extension of traditional database views, which aim to uncover those queryrelevant concepts that are primarily reflected by unstructured data. We focus on concepts that are vague in nature and cannot be easily extracted by existing technology (e.g., business phone and romantic movie). After discussing different types of concepts and conceptual queries, we present two case studies, which illustrate how meaningful conceptual information can automatically be extracted from existing data, thus enabling the effective handling of vague realworld query concepts.
Introduction
With the widespread use of the Web as primary information source, entity-centric search has become a common task for many people, with product search arguably being most prominent. In this context, typical entity types are mobile phones, movies, and books, but could of course also be people, news items or events. The handling of entity data traditionally falls into the domain of database systems [4] , but database methodology alone is becoming less and less adequate to master this task. Entities are no longer characterized by structured data alone but to a large extent also by semi-structured and unstructured information. For example, besides technical specifications, a typical shopping website features detailed textual product descriptions, expert reviews, and a large variety of user-generated content such as ratings, tags, and opinions. While modern database systems offer extensive technical capabilities for storing a large variety of data types (e.g., text documents, XML documents, and even multimedia content), the means for querying this data remain very limited [29] .
Therefore, recent research has been more and more focused on integrating information retrieval capabilities into database systems, in particular by structuring unstructured data for use by structured queries [3, 18, 30] . Most of this ongoing research focuses on extracting precise facts from textual data using methods from the area of information extraction [19] . While preliminary results are promising, still many problems remain to be solved. But to make things even more complicated, an analysis we performed on the AOL search query log revealed the following: When searching for mobile phones, people very often include vague concepts (e.g. business phone, portability, or for kids) in their queries, about as often as they refer to precise technical product details (e.g. weight, display diagonal size, or talk time). Figure 1 illustrates the different types and respective frequencies of queries related to mobile phones we identified in the AOL search query log.
We also investigated what information regarding mobile phones is provided by current online shops, price comparison services, and media news portals such as CNET.com. We found that while almost all sites collect and allow searching for a broad range of technical specifications, the coverage of vague product features is fragmentary at best. Typically, information about concepts such as business phone is only available through manually-created top ten lists, which have been published as ordinary pages. Usercreated top lists are particular popular and even market leaders such as Amazon.com have recognized them as important means for providing conceptual information about products. None of the web sites we studied offered structured search functionality for vague concepts.
Our analyses indicate that there exists a significant mismatch between the users' intended queries and the database schema. A very similar issue has been identified in the field of multimedia databases, where it is usually referred to as semantic gap [9] . As argued above, in case of entity-centric search, the semantic gap mainly exists because users' information needs often are based on natural but typically vague concepts, which information providers usually do not model explicitly in their databases. However, previous studies also indicate that information about many queryrelevant concepts is already contained in those parts of entity databases that are currently not used for answering the users' queries [15, 25] . This mainly refers to unstructured information (e.g. textual product reviews), but may also include structured information (e.g. user ratings, which currently are mostly used to compute average product ratings, thus ignoring the users' hidden preferential structures).
In this paper, we present our approach to bridging the semantic gap in entity-centric search. As a key element, we introduce the notion of conceptual views, an innovative extension of traditional database views, which are a systematical approach to make implicit conceptual information explicit to database applications. In particular, using case studies from the domains of mobile phones and movies, we demonstrate how conceptual views can be constructed automatically from the existing data and provide a rough classification of typical query types and matching extraction techniques.
The rest of the paper is structured as follows: In Sect. 2, we analyze the characteristics of query terms used when searching for entities. Based on our insights, we then introduce and discuss the notion of conceptual views as well as their use in modern database systems in Sect. 3. In the following sections we present our case studies. We continue by reviewing related work in Sect. 6, and conclude by highlighting some important findings from cognitive psychology in Sect. 7, which are strongly aligned to our approach and will guide our further work. We conclude by summarizing the results of our current research efforts and discuss open problems in Sect. 8.
Characteristics of query terms in entity-centric search
Our analysis of the AOL log indicates that people use different types of query terms when searching for products. However, today's on-line retailers actually support only certain types. Since the majority of queries focuses on simple attributes like product prices or brands, such queries can be answered by all web portals: they can be directly extracted from product databases using simple SQL. The remaining query terms are of a more tricky nature, because complex concepts like business cell phones or cell phone for seniors are difficult to handle and usually need IR techniques. Although such queries represent only a relatively small percentage, answering them is vital for the search process. The reason is that product searches usually consists of two phases: in the first phase, users generally gather information in a task-based manner, i.e., they try to identify best products for the intended usage. The second phase is purely informational. Here users compare technical specifications of candidate products, or prices from different vendors. Since informational queries usually are posed several times for different products or for different vendors, it accounts for the significant difference in percentages.
In any case, selecting the "right" technique to correctly answer a query needs a more detailed distinction of query terms. It is obvious that the exact meaning of query terms or phrases is generally less clear the more complex concepts Fig. 2 Query concepts for cell phones the terms describe. Consider for example a popular concept like an easy to use cell phone. The meaning of the phrase is rather ambiguous compared to, say, the pricing plan for some cell phone or provider: What are the features or characteristics that make a phone easy to use? But this is not the only differentiating factor. Query terms can also be distinguished in terms of the expected result for all users. There may be terms or phrases where most users would agree on the result set. On the other hand there may be quite individual expectations or different expections shared by certain user groups. As an example consider a query for cheap cell phones: smart phone users probably would consider a device for under $100 rather cheap. In contrast, all basic phone users would find this already pretty expensive. So querying for a cheap cell phone would lead to different expectations of user groups with respect to the result, whereas for instance querying for the price of Nokia E60 would lead to expectations of the same result.
Actually, the clarity of the query term and the level of user consensus over the expected result span a space where typical query terms can be arranged. To illustrate this, we show some popular query terms in Fig. 2 in the field of cell phones.
Taking a closer look with respect to prime techniques for evaluating the respective queries, we find that on the left-hand side queries can be answered successfully with simple SQL-based techniques directly relying on product databases. In contrast, for query terms on the right hand side techniques from the field of IR evaluating text, e.g., of product descriptions or reviews, would be more appropriate. On the vertical axis we find that queries have to be answered in a more personalized (or user profile-based) fashion the more we move to the lower rim, i.e., preference profiles or individualized scoring functions have to be used in retrieval. However, focusing our attention more on the center of the diagram, currently there are very little suitable approaches for query evaluation, because a combination of structured/unstructured information has to be exploited for retrieval. Supporting those queries in a satisfying manner, is the subject of our research.
Designing a view mechanism for answering conceptual queries
In this section we will discuss the basic mechanism for answering conceptual queries. Since database entities usually represent entities of the real world, the key idea is to understand concepts as special database attributes in a structured form. The attribute's value for every entity is obviously determined by the "degree of applicability" of the concept, which can be defined in a variety of ways as we will discuss later. In any case, this specific way of mediating between some user's or application's information need and the logical design of a database or information system is generally provided by the view mechanism. In the following we will briefly discuss how concepts are prepared for retrieval purposes using conceptual views.
Detecting concepts in queries
As we have seen, many queries address a rather conceptual understanding of database items (or entities) and therefore cannot be answered directly. But, how can such queries be handled in an effective yet easy-to-use way? The first step of course is to detect some new concept within queries, and thus a new information need. Whereas this is easy to do in SQL-style declarative query languages, where a mapping of previously unknown attributes to actually existing attributes in the underlying source(s) can be derived (see for instance the work on malleable schemas [32] ), the recognition of new concepts in simple keyword queries is somewhat harder. Of course, it is impossible to mine all individual concepts from a vast number of query terms put together in millions of queries regarding some topic. But preparing the underlying database to answer at least the most often occurring keyword queries, and thus providing for predominant groups of users, can be a strategic advantage, especially for e-commerce portals.
Following our running example, we determined typical characteristics of predominant conceptual queries, i.e., what concepts with respect to mobile phones are there and how often do they occur? To answer this question we inspected the online advertising platform Google AdWords 1 and related the monthly number of general queries on our example domain of mobile phones (and all common spelling variants like "mobile phones" and "cell phones") to the number of queries reflecting often used concept terms as derived from the AOL query log (again expanded with common spelling variants, but not related queries, e.g., the query "business phone" was not expanded by related terms like "calendar" or "organizer"). Since Google AdWords only allows for monthly averages, the results shown in Table 1 can only be seen as an intuition about the demand for individual concepts. For the month of September 2010, Google AdWords reported a total of about 22 million general-purpose queries on mobile phones. Considering the top-5 concepts from the AOL query log we find that the relative monthly amount of queries ranges between 0.2% and 1.4%. Still, the result clearly shows that individual concepts will occur in significant numbers of queries and thus are easily detectable in a query log. Thus, periodically inspecting query logs for often co-occurring combinations of keywords can be expected to lead to the detection of currently relevant query concepts. The basic idea for building conceptual views is to derive each entity's score with respect to some concept and offer it to query processing engines under the name of the concept (basically the used query term, for complex mappings of different queries to abstract concepts please refer to the large body of work on schema mapping). The score assigned to each entity with respect to a concept can be interpreted in several ways. Of course the easiest way is to employ expert judgments simply rating all items. However, relying on editors (like e.g., the allmusic portal 2 ) is an expensive and cumbersome method, which can only be employed on small collections, where trust in the scoring process is vital. On the other hand, given the variety of information about entities collected in today's databases and information systems, such as Amazon.com's shopping portal or the IMDb movie database, 3 conceptual information can be derived with adequate extractors. Before discussing these extractors, we will provide a brief overview of how concept scores are typically interpreted:
1. Possibility that an entity represents a concept, based on structured information only. A good example is the concept portability for mobile phones or laptops. Here, the degree of membership (score) can be assumed to be a simple weighted aggregation of the weight and size attributes that will be part of the structured technical specifications. 2. Possibility that an entity represents a concept, also considering unstructured information. This is essential for concepts that cannot directly be derived from structured data, such as the concept of business phone in the domain of mobile phones. Usually, such concepts are (to some degree) based on opinions or user expectations, which are just supported by structured information. 3. Probability that an arbitrary user would rate an entity as matching the concept. The way of scoring is often modeled as degree of belief. A typical example is the notion of beauty, which again is sometimes supported by structured information, but in the end relies on (probably differing) opinions. 4. Average user judgments. User judgments already are a significant type of data in most information portals. The users are invited to express a personal opinion, and the scoring of each entity can then be derived by suitable aggregations of such ratings.
Of course, the major feat for the successful generation of conceptual views lies in the respective extraction algorithms for the concept scoring. Indeed, for the four interpretations above there are some typical extraction techniques (which we will described in more detail and tied to conceptual query types in a later section). Generally speaking all extraction algorithms have to rely on a set of sample entities exhibiting the concept in question. Of course, such typical entities can always be provided by users in a query-by-example fashion (e.g., the iPhone as a typical smart phone or Hugh Grant movies as typical romantic comedies), but also a simple keyword search in unstructured data associated with some entities in our experiments proved to yield sufficiently accurate examples. The basic structure of extraction algorithms for the above interpretations can be roughly classified as follows: [6] . Here, the feature space is rotated into the direction of prominent eigenvectors, thus representing predominant topics that can be used to distinguish between sets of entities. We will also revisit this kind of extraction as a use case.
Having built a new attribute in the conceptual view for each relevant target concept using an adequate extractor depending on the type of concept, the view can be queried. Obviously, the extraction algorithms tend to be rather complex and time-consuming such that a materialized version of the view has to be maintained. This immediately raises questions about possibilities to update such views, which in turn reflects on the extraction algorithms used. However a detailed discussion of this problem is beyond the scope of this paper.
Answering conceptual queries
For answering conceptual queries by means of conceptual views, we must be aware of the dichotomy between precise concepts (which usually are already modeled explicitly in the database) and vague concepts (which are provided by conceptual views). The former typically will be used to specify hard logical constraints within the query (e.g., retrieve only Nokia phones or phones being cheaper than 300 Euros), while the latter are the primary focus of queries involving vague concepts (e.g., retrieve all business phones that are mid-priced and iPhone-like). Since those queries cannot be formulated and processed in a semantically meaningful manner using precise query languages such as SQL, a different approach is needed.
As vague concepts almost always go hand-in-hand with the notion of degree of membership, a purely set-oriented retrieval approach seems inappropriate for conceptual attributes; ranking-based methods are more appropriate here. Fortunately, there already exists a large body of research dealing with exactly this type of query formulation and processing. As soon as all relevant concepts have been made explicit in structured form, a whole bunch of existing methods for supporting vagueness in queries and data can be applied, thus enabling a concept-aware and more intuitive entity-centric search. Notable approaches are fuzzy database systems [8] , the VAGUE system [20] , top-k retrieval [11] and typicality queries [10] , just to name a few. To integrate both types of query concepts, preference-based database retrieval [5, 13] offers a large variety of options. Figure 3 summarizes our vision of conceptual views and embeds this notion into the context of existing database systems. Conceptual views can actively and automatically be maintained by analyzing user query logs. As soon as relevant query concepts have been identified that currently cannot be handled using structured data, a suitable extractor is chosen to extend the conceptual view accordingly. Thus, conceptual views provide a systematic and unifying perspective on all available data, regardless of its type. Since all relevant concepts have been made explicit in structured form, existing methods for concept-based query processing can be applied to satisfy a broad range of information needs, which could not be handled using the previously existing structured data alone.
Case study: mobile phones
Our first case study concerns the domain of mobile phones, which already has been discussed briefly. Here, in addition to providing a number of structured technical specifications for each phone, a typical product database also contains a textual description of each phone along with a possibly large collection of detailed reviews written by expert users or journalists. Query concepts differ from those that are primarily defined in terms of structured data (e.g., portability) to those that have almost no connection to the technical specifications (e.g. well-designed). In between, there are concepts being defined by both types of data (e.g. business phone). In this case study, we present a method that jointly analyzes both structured and textual data to extract a meaningful score value for some target concept, which in the following will be business phone.
In order to store the degree of membership for each entity with respect to the target concept, we first need to build a model-based representation of this concept. Such a model comprises a feature collection together with the corresponding strengths, which we will refer to as model vocabulary (MV) in the following. Moreover, we will need an entity representation function, used for calculating the degree of membership of each entity in the database towards the target concept.
Method: feature analysis
The approach to be presented in the following is based on conceptual features, which are either "real" product features extracted from the technical specifications or nouns (and noun phrases) contained in some textual description or review of a product [16] . We first extract all conceptual features from the available structured and unstructured data, and then try to find meaningful relationships between them (e.g., business phones tend to have advanced calendar functionalities). Our method implements a self-supervised learning technique that uses two types of training data for each product: a concept-related product review provided by some professional editor and the product's technical specifications in structured form.
The method works as follows: We start by automatically splitting the training data (and thus also the entities) with classical information retrieval techniques (such as keyword search) into the explicitly concept-relevant data, further referred to as R, and the remaining data (for which the relevance towards the concept is unknown), further referred to as U . The sets R and U are disjoint. Of course, U will typically not only contain irrelevant entities, but also some entities for which the concept is only visible in terms of related features. In order to ensure a model of high quality, we have to split the training set by performing the concept keyword search both in the structured and unstructured data of each entity. We also have trained the model by using only editor product reviews which are extensive by nature, explicitly covering a broad spectrum of features and concepts.
Adapting procedures from document classification, we extract those product features that tend to discriminate entities in the set R from those in U (assuming that most entities in U will be irrelevant to the target concept). For this purpose, we assign a numerical strength to each feature, which measure the feature's importance with respect to the given concept. We consider only the strongest ones for our MV. The strength of a feature f i is defined as follows:
where n R (f i ) is the number of entities in R containing the feature f i . The first summand calculates the normalized feature strength relative to entities belonging to R, while the second summand calculates the normalized strength relative to U . But since in we have split the product data into two classes, why not train a classifier to deal with new products? As previously stated, simple IR keyword-based techniques are not able to provide a clear separation of the relevant data. Therefore, U will also contain implicitly relevant information. For this reason, classifiers like SVMs or decision trees are not the right option (see [7] for further details). Furthermore, typical weight measures associated with discriminative feature weighting like term co-occurrence, mutual information, or information gain tend to excessively penalize important terms due to the noisy separation of the data into R and U .
Our method considers only those features having a reasonably high strength, namely three times the standard deviation above the average strength found in the entire population. An example of the resulting MV for the concept business phone is shown in Fig. 4 . The technical features and specification labels are extracted from the structured data, along with part of the corresponding values. Other features are extracted from unstructured data. Together with their corresponding strengths calculated with the above formula, all these features describe our target concept.
In order to be able to evaluate the degree of membership of an entity E towards the target concept, we have used the entity representation function
which states that an entity is as relevant to the concept as the sum the strengths of those features belonging to both the model as well as the entity.
As an example, consider that we want to compute the degree of membership towards the business phone concept for an entity which is described by the following text: "Powerful, but incredibly cumbersome. Pros: Has Microsoft Office, full featured calendar, support for multiple email accounts, internet connectivity, Wi-Fi, and a good battery life. Cons: It's incredibly cumbersome and has a cluttered Windows 3.1 UI." After evaluating the strength of this text only, by using our weighting function on the features from the text which also belong to the model (see Table 2 ), the entity gains a strength of 1.115, increasing its relevance towards the concept. Knowing that the total strength of the model is 57.082, the previous text provides for an increase in relevance by about 2%.
Experimental setup
To evaluate our approach, we collected a training data set from PhoneArena.com, a major customer portal in the area of mobile phones. Our data set consists of expert reviews and technical specifications for 500 different phones. This data set has been used to build a model for the concept business phone as described above. Of course, this concept is not explicitly mentioned in PhoneArena.com's structured data.
To test the predictive power of this model, we downloaded 200 user-provided reviews of recent mobile phones from CNET.com. These reviews then have been manually labeled by experienced mobile phone users, either as being relevant or not relevant with respect to the concept business phone. We then compared the entity scores derived by our model to these manually created assessments. As evaluation metric, we used a precision-recall curve, which is the dominant methodology for evaluating information retrieval systems. We compared our approach to two different baselines: document ranking by TF-IDF and Latent Semantic Indexing. 
Results
The results of our evaluation are displayed in Fig. 5 . As we can see, our method is close to the two baseline approaches for high-precision scenarios and outperforms them in high-recall settings. This shows that integrating the available structured information into the retrieval process allows us to create a much more accurate model of the target concept than it is possible using previous methods. However, there is still room for improvement, which will be our primary goal in future work. To conclude, these results indicate that our method is well-suited for the task of constructing conceptual views from structured data and textual information.
Case study: movies
In our second case study, we are considering a database of movies. There are many popular examples on the web, e.g. IMDb, Netflix, 4 and Rotten Tomatoes. 5 Typically, those services offer their customers a broad spectrum of structured information about each movie, such as its title, release date, director, cast, genre, running time, and a short plot description. Also, they often allow people to contribute by providing their personal opinions in form of textual user reviews or ratings on a fixed numerical scale (e.g. one to five stars). The former usually are published on the respective service's web site, the latter are used to compute a mean rating (which then is published) or to generate personalized movie recommendations for each user. In contrast to our first case study, taste in movies is extremely complex and individual, and can only be approximated very coarsely by the usual ways of cataloging movies. As a result, the available structured data often is of little use for finding movies matching a user's current mood or taste. To counter this problem, some providers have started to manually classify each movie along a wide range of semantically more meaningful concepts (e.g., complexity or character depth). This method is sometimes referred to as the Movie Genome approach, which is adopted by services such as Clerkdogs 6 and Jinni, 7 amongst others. However, since movie databases tend to be quite large (ranging from around 10,000 movies in smaller systems to almost 1.7 million in larger ones such as IMDb), manually evaluating each movie with respect to many different vaguely defined concepts seems to be a challenging, if not impossible, task.
In the following, we demonstrate how such movie concepts can be made explicit by a conceptual view that extracts all necessary conceptual information from a large number of user ratings (where each user just assigns a number to each rated movie but does not provide any additional details). Each concept included in the conceptual view is defined by providing a small number of exemplary movie-score pairs. In a sense, this setting is similar to the machine learning task of semi-supervised learning [33] . The approach to be presented in the following is based on but significantly extends previous work, which has been published recently [25] .
Method: semantic spaces
In contrast to the feature-based approach presented in the previous section, we now purely rely on similarities and differences in users' perception of movies, which are modeled by embedding the movies into an artificial high-dimensional coordinate space ("semantic space"). The individual dimensions of this space do not necessarily correspond to conceptual features of movies as recognized by humans.
We start by giving a formal definition of the problem to be solved. In the following, we use the variable m to refer to a movie, whereas u denotes a user. We are given a set of n M movies and n U users, where each user may rate each movie on some predefined numerical scale (e.g., the set of integers from one to ten). The provided ratings thus can be represented as a rating matrix R = (r m,u ) ∈ R ∪ { } n M ×n U , where each entry corresponds to a possible rating and r m,u = indicates that movie m has not been rated (yet) by user u. Typically, the total number of ratings provided is very small compared to the number of possible ratings n M · n U , often lying in the range of 1-2%. We are also given a small set of n movie-score pairs C = { (m 1 , s 1 ) , . . . , (m n , s n )}, which correspond to a human evaluation of the target concept for a random selection of movies. Our task is to estimate the score of all remaining movies.
In line with methodology that recently has been successfully applied in the area of collaborative recommender systems [14] , we first perform a factorization of the rating matrix R into two smaller matrices A = (a m,i ) ∈ R n M ×d and B = (b i,u ) ∈ R d×n U such that the product A · B closely approximates R on all entries that are different from ; the constant d is chosen in advance and typically ranges between 50 and 200. The idea is similar to the Latent Semantic Indexing (LSI) approach used in information retrieval [6] : Reduce the n U -dimensional movie space (each movie is described by a vector of user ratings) and the n M -dimensional user space (each user is described by a vector of movie ratings) to its most significant d-dimensional subspace.
Formally, the matrices A and B can be defined as the solution of the following optimization problem:
where the SSE (sum of squared errors) function is defined as SSE R,R = and λ ≥ 0 is a regularization constant used to avoid overfitting. Besides this specific formulation of the matrix decomposition problem, many other versions have been proposed [14] . However, the one just presented is the most fundamental.
To provide an example, Fig. 6a shows a 2-dimensional semantic space. Movies are represented by squares, users by circles. User u's expected rating for each movie m can be derived by projecting the movie vector a m onto the user vector b u . According to the definition of the dot product, the length of the projection vector is equal to To arrive at a canonicalized solution exhibiting some desirable properties (orthogonal axes, axes weighted by importance), we apply a singular value decomposition to represent the product A · B in the form U · S · V , where U ∈ R n M ×d is a column-orthonormal matrix, S ∈ R d×d is a diagonal matrix, and V ∈ R d×n U is a row-orthonormal matrix. By reordering rows and columns, S can be chosen such that its diagonal elements (the singular values) are ordered by increasing magnitude. To arrive at a data representation that distinguishes only between movies and users, we integrate (a) Relation between user/movie coordinates and ratings.
(b) The canonical coordinate system. the weight matrix S to equal parts into U and V . Therefore, we define U = US 1 2 and V = S 1 2 V to be our final coordinate representation. Now, each row of U corresponds to a movie, and each column of V corresponds to a user, both being represented as points in some d-dimensional space.
As an example, Fig. 6b shows the canonical coordinate system for the semantic space depicted in Fig. 6a . Basically, by applying the singular value decomposition on the original coordinate representation (Fig. 6a) , all coordinate axes are redefined such that the first axis points to the direction containing the largest variance in the data points. All remaining axes are chosen accordingly. As we can see, modifying coordinate axes does not have any effect on the calculations illustrated in Fig. 6a . However, using a canonical coordinate system allows us to compare solutions of the above optimization problem produced by different solvers. Also, from our experience, using the canonical coordinates often speeds up the computations described below.
The representation of movies by the matrix U provides the basis for learning the target concept from the examples in the set C. Taken together, the n M movie points can be interpreted as a semantic space, which captures the fundamental properties of each movie [25] . Now, the target concept can be learned using specialized algorithms from the fields of statistics and machine learning. For this case study, we decided to use kernel-based support vector regression [27] .
In essence, support vector regression is a form of regression analysis that is able to cope with a large variety of transformation functions. That is, given our set C of n movie-score pairs (where each movie m i is represented by its coordinates in semantic space and each score s i is just a real number), we are able to learn a function f such that
In addition, and in contrast to traditional approaches to regression analysis, support vector regression is able to use so-called ε-tubes. Here, differences between s i and f (m i ) are ignored if they are below some threshold ε. This way, the problem of learning the function f can focus on major differences. Another reason why we applied a kernel-based approach to regression analysis are recent findings from machine learning and cognitive psychology, which state that many established models used to describe how humans use and understand concepts can easily be embedded into a kernel-based learning framework [12] .
Experimental setup
This case study uses the MovieLens 10M data set, 8 which consists of about 10 million ratings collected by the online movie recommender service MovieLens. 9 After postprocessing 10 the original data, our new data set contains 9,999,960 ratings of 10,674 movies provided by 69,878 different users (thus, about 1.3% of all possible ratings are known). The ratings use a 10-point scale from 0.5 (worst) to 5 (best). Each user contributed at least 20 ratings. Movie coordinates have been extracted using a method based on gradient descent [22] . The regularization parameter λ has been chosen by cross-validation such that the SSE is minimized on a randomly chosen test set. We arrived at a value of λ = 0.04. 
. , n iters do
Update matrices A and To be self-contained, a simple iterative optimization algorithm based on gradient descent is shown in Fig. 7 . Essentially, after initializing A and B with random numbers, n iters iterations are performed (typically, n iters ≈ 500). In each iteration, the a m,i 's and b i,u 's are updated according to the respective derivatives of the term we want to minimize in our optimization problem. Here, a learning rate α, which is decreased after each iteration, is used to ensure convergence. The resulting matrices A and B are a (possibly near-optimal) solution of the optimization problem.
As target concepts to be learned from examples, we decided to use the list of 37 concepts that have been manually created by movie experts from Clerkdogs. For each movie, an expert selected a subset of the available concepts (probably the most relevant ones) and scored the movie with respect to each of these concepts on a 12-point scale (0 to 11). We retrieved a total number of 137,521 scores for the 13,287 movie entries in their database (thus, each movie has been evaluated with respect to 10.4 concepts on average). After mapping these movies to the MovieLens 10M data set (and removing 9 movie entries which have been duplicates), we identified 7,813 movies that are covered by both data sets. Since the extracted coordinates of movies with only a small number of ratings by MovieLens users tend to be unreliable, we restricted our experiments to those movies that received at least 100 ratings. Finally, we ended up with a collection of 5,283 movies.
To learn each of the 37 target concepts from a set of examples, we randomly selected a subset of all the movies that have been scored with respect to the respective concept and applied kernel-based support vector regression to estimate the scores of all remaining movies. We then compared the estimated scores to the correct ones and measured both Pearson correlation and Spearman rank correlation to measure the estimates' accuracy. All experiments have been performed using MATLAB in combination with the SVM light package 11 for kernel regression. After some initial experiments we found the Gaussian radial basis function kernel to be most useful. We chose the learning parameters C = 10, γ = 0.1, and ε = 0.1 as they seemed to generate results of high quality. We did not yet perform a systematic tuning of these parameters.
We tried training sets of different sizes, ranging from 1% of the scored movies up to 90%. Although our scenario clearly focused on small training sets (to enable an easy definition of concepts within the conceptual view), we also included larger training sets to see the effect of the number of training examples on overall performance. For each combination of target concept and training size, we performed 20 experimental runs on randomly selected training sets. All numbers reported in the following section are averages over these 20 runs. Depending on the training size, the whole learning and estimation process took between 0.2 and 202 seconds on a notebook computer with a 2.6 GHz Intel Core Duo CPU (we used only a single core) and 4 GB of RAM.
Results
The results of our experiments are listed in Table 3 . Since there have been large differences in performances among the different concepts, we abstained from aggregating the results into a single performance score over all target concepts. The table only reports the Pearson correlation between our estimations and the correct scores, as we found Pearson correlation and Spearman rank correlation to be extremely similar in most cases.
The most notable result is that all Pearson correlations are positive, that is, it was always possible to learn the target concept correctly at least to a certain degree. While for some concepts we have been able to achieve a quite high accuracy (e.g., character depth and suspense), there also have been concepts which proved to be hard to learn (e.g., slow pace and revenge); we can only speculate that these concepts do not significantly influence human movie preferences and thus are not reflected in the user ratings, but leave this question open for further research. We can also observe that for most concepts we can obtain a correlation between 0.2 and 0.3, even for a very small number of training examples. It is also interesting to see that even with small training sizes we are able to come close to the performance achieved on extremely large sizes. Given that the correlation coefficient of a perfect estimation is 1 and that of a naive baseline (estimating each score by the average score in the training set) is 0, the estimated scores do not seem to be very accurate. But this assessment takes too narrow a view, as it relies on the assumption that the scores provided by Clerkdogs' experts are indeed objectively correct. In our analysis of Clerkdogs' data we found nine movies that occur twice in the movie database, and thus have also been evaluated more than once by the experts, most probably without being aware of it. In total we located 63 movie-concept combinations which have been assessed twice, and used this data to estimate the inter-expert consistency. We found that the Pearson correlation between the rating pairs is only 0.60, which is an surprisingly low value. Therefore, the quality for most of our own results lies somewhere in the middle between a naive approach and a human expert assessment, which makes the results of this study a promising starting point for further research. Since our estimates are based on a broad range of user opinions, there is hope that at least for some concepts the wisdom of the crowd can outperform the experts [28] .
To conclude this case study, we have been able to show that a meaningful conceptual view can be created from rating data and a few examples of each target concept. Due to the short computation times, new concepts can be integrated easily.
Related work
Our general approach and methods are related to two other prominent areas of research, namely, multimedia databases and recommender systems.
Multimedia databases
The notion of sematic gap as used in this paper originates from research in content-based image and video retrieval, where the mismatch between the users' information needs and the available descriptive information has very early been identified as one of the foremost problems to be solved [9] . Consequently, early approaches focused on extracting numerical scores from images and movies that are related to human perception such as the coarseness of an image, its color distribution, and the parameters of mathematical models describing textures, so called low-level features [26] . Although these features do not correspond directly to queryrelevant concepts, they provide a solid foundation for further processing, in particular for defining meaningful similarity measures. In a sense, these feature spaces correspond to the coordinate spaces created by LSI and the method we presented in our second case study.
More resent research in multimedia databases, focuses on integrating high-level semantic features into the retrieval process [17] . Here, the idea is to learn the most relevant query concepts from the collection of extracted low-level features, thus bridging the semantic gap. This general approach follows the same spirit as conceptual views, although conceptual views also integrate meaningful structured data, which rarely exists in multimedia databases.
Recommender systems
Recommender systems [1] aim at learning the user's preferences based on his or her previous interaction with the system. Typically, this is done by recording which items have been bought or at least investigated in the past. The main goal of recommender systems is to present a ranked list to the user containing those items which are likely to match the user's taste. Again, there is a connection to conceptual views. While conceptual views try to extract concepts that are meaningful for all users, the only concepts relevant to recommender systems are of the general type well-liked by user X. Although the task of learning those concepts is much more focused than the extraction problem underlying conceptual views, it also limits the possibilities of recommender systems. For conceptual views, we intentionally chose not to perfectly fit any user's needs and taste but provide a semantically meaningful conceptual description of all entities. In particular, this enables the system to respond to spontaneous changes in the user's mood and taste (e.g., the lover of documentary movies that sometimes just wants to view a comedy). However, as we have seen in our second case study, research in recommender systems offers a wide variety of methods that can be adapted to construct conceptual views.
Cognitive psychology's view on concepts
Before concluding this paper, we would like to offer cognitive psychology's perspective on concepts. Until now, our motivation and handling of vague concepts has been backed mainly by intuition and common knowledge. While this approach is perfectly valid and in line with previous work on handling concept-related queries in database and information retrieval systems, we next show that many ideas presented are backed by research performed on cognitive psychology over the last forty years.
From a psychological perspective, concepts are mental representations of classes, and their primary function is to enable cognitive economy [24] . By dividing the world into categories, we decrease the amount of information to be perceived, learned, remembered, communicated, and reasoned about. Concepts are considered to be formed through the discovery of correlations between features/attributes (that is, clear properties of the entities under consideration). For example, the concept bird if formed when noticing a correlation between the features has wings and has feathers. Features largely correspond to precise attributes that are typically modeled explicitly in databases.
When investigating how people commonly think about concepts and categories, psychologists came to differentiate two kinds of categories: precise concepts (also called classical or crisp concepts) and vague concepts (also called fuzzy or probabilistic concepts). Precise concepts can be defined through logically combining defining features, e.g., the concept prime number can be defined this way. Vague concepts cannot be so easily defined, a popular example is game. Their borders tend to be fuzzy. Some concepts may even appear both in a precise as well as in a vague shape. Biologists may suggest that we use the word fruit to describe any part of a plant that has seeds, pulp, and skin. Nevertheless, our natural, vague concept of fruit usually does not easily extend to tomatoes, pumpkins, and cucumbers. The notion of vagueness as used in this context is clearly to be distinguished from the problem of missing knowledge. Vague concepts are inherently fuzzy, that is, even with perfect knowledge of the world they do not allow crisp classifications of all entities. Vague concepts are primarily based in human intuition and often cannot be made explicit in terms of logical rules.
Another central property of human concepts is typicality, that is, within a category, items differ reliably regarding their "goodness-of-example." While both penguins and robins clearly are considered birds, the former are judged as being untypical instances of this concept. This phenomenon can even be observed in precise concepts. For example, people generally consider 13 to be a better example of a prime number than 89 [21] .
Cognitive psychology also offers formal models for capturing the essential properties of real-world concepts. These models can roughly be classified into two groups: models based on features, and models based on semantic spaces. In feature-based models, each entity is represented by a list of features; the process of categorization often is modeled by complex interactions between these features, e.g., by means of neural network models. Models based on semantic spaces represent each entity as a point in some high-dimensional space, where individual coordinate axes do not necessarily have an interpretable meaning; categorization is modeled by means of similarity measures in this space, e.g., distance of an entity to the concept's prototype. Both types of models have been found to be highly accurate; some researchers even propose to create hybrid models to get the best of both worlds [23] . Now, the connection to the models used in our case studies becomes apparent. The model used in the first study (mobile phones) models the target concept using a feature-based approach; classification is performed based on relative feature frequency. In our second study (movies), the underlying model uses a semantic space for categorization, which has been extracted from rating data. Therefore, our work provides a solid foundation for further research and may readily be extended to incorporate the important notion of typicality.
Conclusion and outlook
In this work, we identified and discussed one of the major problems of entity-centric search, namely, the lack of support for querying natural concepts in a structured fashion. We demonstrated that most of the relevant information is already present in current database systems and only needs to be made visible to applications.
To address this issue, we proposed the notion of conceptual views, which provide a systematic and unifying interface between the broad range of data types available in current database systems and existing query processing algorithms, thus bridging the semantic gap between the vague concepts characterizing the users' information need and the database schema.
In two extensive case studies from different domains we have been able to demonstrate that our vision of an automated extraction process for vague concepts can indeed be put into practice. We also showed that our work is backed by theories from cognitive psychology.
However, this paper also revealed that the journey towards an effective, efficient, and reliable construction and maintenance of conceptual views has just begun. In future work, we will develop a detailed theory of conceptual views that is closely interwoven with models and theories from cognitive psychology. Since we are primarily dealing with natural, vague concepts, there needs to be a stronger focus on research results from the humanities. Moreover, we are going to both continue the work on our existing concept extractors as well as creating new ones for application scenarios that are not covered well enough yet.
