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In this paper we present a sequential Monte Carlo algorithm for Bayesian sequential exper-
imental design applied to generalised non-linear models for discrete data. The approach is
computationally convenient in that the information of newly observed data can be incorpo-
rated through a simple re-weighting step. We also consider a flexible parametric model for
the stimulus-response relationship together with a newly developed hybrid design utility that
can produce more robust estimates of the target stimulus in the presence of substantial model
and parameter uncertainty. The algorithm is applied to hypothetical clinical trial or bioas-
say scenarios. In the discussion, potential generalisations of the algorithm are suggested to
possibly extend its applicability to a wide variety of scenarios.
Keywords: Clinical trials, Generalised linear model, Generalised non-linear model, Sequential
design, Sequential Monte Carlo, Target stimulus
1 Introduction
In sequential or adaptive design, one makes use of currently available data in order to make
an informed decision about the selection of the next design point. This decision is based
on optimising some utility function over a set of allowable design points, which takes into
account that many different observables are plausible at each design point. In many instances
the utility function involves computing the expected information gain about the parameters,
or a function thereof, of a particular model that is assumed to generate the observed data.
Sequential designs are useful as they are generally more efficient than static designs for non-
linear models in the presence of parameter and model uncertainty (see, for example, Dror
and Steinberg (2008)). Therefore such approaches are critical in applications where data are
costly to collect.
The incorporation of parameter and model uncertainty is most rigorously achieved within a
Bayesian framework. Consequently, many authors have adopted such an approach in optimal
experimental design (see, for example, Chaloner and Verdinelli (1995), Mu¨ller et al. (2007)
and Amzal et al. (2006)). The sequential nature of how the data are observed lends itself
naturally to the use of an on-line updating algorithm such as sequential Monte Carlo (SMC).
To our knowledge there has been little application of this methodology to sequential design
problems. Gramacy and Polson (2011) present a particle learning algorithm for sequential
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design, but have a specific focus on Gaussian process models. The aim of this article is to
present an algorithm for sequential design problems that can be applied when there exists a
finite set of design points and a discrete observation process. We believe that this approach
has potential to be generalised to other settings (see the discussion for more details).
The implementation of sequential design methodology is prevalent throughout the literature,
for example, in computer experiments (Loeppky et al., 2010), neural networks (Pavel and
Miroslav, 2010), item response theory (Chang and Ying, 2009), neurophysiology experiments
(Lewi et al., 2009), clinical trials (Liu et al., 2009) and bioassay (Tian and Wang, 2009). In
this paper we illustrate the algorithms and utility functions we develop on two motivating
examples. We focus on utility functions where the objective is to learn about a particular
value on the stimulus-response curve, however some of the utilities can be applied generally
and alternative utilities can be incorporated straightforwardly.
In both motivating examples we use a generalised linear or non-linear model framework (see
for example, Biedermann and Woods (2011)) where the predictor is a function of the stimulus
applied. The first example is binary; for example it could be whether or not a particular toxic
event (or adverse reaction) occurs after dose administration in phase I clinical trials or an all
or nothing response in quantal assay. Secondly, we consider a count response (for example,
the number of seizures in epileptic studies such as in phase II clinical trials) modelled via a
Poisson distribution (see Russell et al. (2009)). We assume that each subject receives a single
stimulus, and that each response is available before the next subject. In both cases we are
interested in estimating the stimulus value based on a particular expected response.
Bayesian sequential design is suited to SMC methods as the sequence of targets is built
through data annealing. SMC algorithms (also known as particle filters) sample from a
sequence of target distributions that evolve smoothly (see Del Moral et al. (2006)). Weighted
samples (particles) are generated from a tractable importance distribution and are propagated
through the sequence of targets via iteratively applying re-weighting (importance sampling),
resampling and mutation steps. New data are incorporated via a simple re-weighting step
rather than sampling the full posterior distribution via Markov chain Monte Carlo (MCMC)
as in McGree et al. (2012) for example. Therefore the major motivation for an SMC approach
is computational. We make use of an efficient Metropolis-Hastings algorithm within the
SMC to diversify the particle population, called the mutation step, after resampling to avoid
particle degeneration, although this does not occur after every re-weight. Moreover, this step
is potentially parallelisable. The use of MCMC as a mutation kernel within SMC results in
an algorithm complexity that is linear in the number of particles. Furthermore, we find that
SMC provides a convenient way to estimate the Kullback-Leibler divergence (Kullback and
Leibler, 1951), which is a general utility of interest in Bayesian design problems (Bernardo
and Smith, 1994).
In the stimulus selection phase of the algorithm, a new posterior distribution must be ap-
proximated for each combination of new stimulus and response in order to evaluate the utility
value for each design point. It is important to note, however, that these posteriors do not
form part of our sequence of targets, but are solely used for the stimulus selection. In this
part we use importance sampling (as per McGree et al. (2012)) to obtain estimated utilities
via the weighted samples. We use the algorithm to efficiently compare the performance of
several fully-Bayesian utilities for adaptive designs where the interest is in estimating the
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target stimulus, which is a function of model parameters. We implement a new hybrid utility
for this purpose that can be useful in the presence of little prior information.
In the parametric approach to adaptive studies an underlying model must be assumed for
the observed data. In this article we investigate the impact of model mis-specification on
the estimate of the target stimulus and propose a more general model that can lead to more
robust estimates.
This paper is organised as follows. In Section 2 we detail the parametric models we consider
as well as the priors we place on the parameters of such models. SMC is introduced in Section
3 together with the self-tuning SMC algorithm we develop for Bayesian sequential design.
In Section 4 we present the various Bayesian utilities we consider to assist in the stimulus
selection process. The results are given in Section 5 followed by a concluding discussion in
Section 6. One part of the discussion involves suggestions for generalising the algorithm to
continuous responses and non-finite design spaces.
2 Problem and Bayesian Framework
2.1 Inferential Problem
In the sequential experimental design set-up, the current data together with a utility function
is used to make an informed decision about the values of the controllable variables to use for the
next experimental unit. Using a Bayesian approach, the current information is encapsulated
within the posterior distribution, pit(θ|y1:t,D1:t) ∝ pi(θ)
∏t
i=1 f(yi|θ, Di), if the responses
y1:t = (y1, . . . , yt) are independent. The value of the controllable variable for the tth subject
is given by Dt. The prior, pi(θ), contains the information about the model parameter, θ,
before any experiments. The problem is then to determine an appropriate value for Dt+1 (the
so-called stimulus in this paper) to apply to the t+1th experimental unit in order to achieve
some inferential goal as quickly as possible. The aim of the experiment is captured by the
utility function which depends on the currently collected data, U(d|y1:t,D1:t). Maximising
this utility over the design space, Da, we obtain
Dt+1 = arg max
d∈Da
U(d|y1:t,D1:t).
Such an approach is referred to as a one-at-a-time or myopic design. The utility value is
given by the expectation of the user-specified utility function, U(d,θ, z|y1:t,D1:t), over the
posterior parameter space and response space. For discrete data we obtain
U(d|y1:t,D1:t) =
∑
z∈S
f(z|y1:t,D1:t, d)
∫
θ
U(d,θ, z|y1:t,D1:t)pi(θ|(y1:t, z), (D1:t, d))dθ,
where S is the set of allowable responses and f(z|y1:t,D1:t, d) is the posterior predictive
probability of a future observation. When the utility function is independent of θ (as is the
case in this paper), one need only consider
U(d|y1:t,D1:t) =
∑
z∈S
f(z|y1:t,D1:t, d)U(d, z|y1:t,D1:t).
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In this paper we tackle this problem by using SMC to efficiently obtain approximations to
the posterior distribution as data are accrued sequentially. We rely on importance sampling
to estimate utility values.
2.2 Likelihood
We use the generalised linear or non-linear model framework (McCullagh and Nelder, 1989).
The expected response for the tth observation is given by
E[Yt] = g−1(ηt) where
ηt = θ0 + θ1
Dλt − 1
λ
,
where Dt is the stimulus assigned to the tth subject. The likelihood function for the tth obser-
vation, f(yt|θ, Dt), is given by the binary (using g(·) = logit(·)) or Poisson (using g(·) = log(·))
mass function depending on the application, where θ = (θ0, θ1, λ) is the model parameter and
we restrict λ ∈ (0, 1]. Here E[Yt] = pt and E[Yt] = µt for the binary and Poisson cases
respectively. As mentioned above, pt and µt are only affected by the stimulus applied.
2.3 Model Discussion
We refer to the non-linear predictor in the above model hereafter as the power model. The
power model is convenient as it includes special cases: (1) ηt is affected linearly with Dt when
λ = 1 (linear model hereafter) and (2) ηt is affected linearly with log(Dt) as λ→ 0 (log model
hereafter). For example in clinical trials, Houede et al. (2010) note that both the linear and
log models are plausible. Whilst the Bayesian approach to adaptive studies is already partly
robust to model mis-specification as it allows for parameter uncertainty, the above model adds
an extra layer of robustness.
Of interest is the target stimulus, D∗, which is defined here as the stimulus which produces
a probability equal to p∗ of a positive response for the binary data or as the stimulus which
produces an expected response equal to µ∗. We denote η∗ = g(p∗) or η∗ = g(µ∗) depending
on the context. Given η∗ and the true value of the parameter, θT = (θT0 , θT1 , λT ), are known,
the target stimulus for the above linear, log and power models can be simply calculated
(respectively) by
D∗ =
η∗ − θT0
θT1
+ 1,
D∗ = exp
(
η∗ − θT0
θT1
)
,
D∗ =
(
λT
η∗ − θT0
θT1
+ 1
)1/λT
.
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2.4 Prior
To complete the Bayesian specification, a prior distribution is required. For the log and linear
models, we place an independent and uninformative normal prior (with a variance of 100) on
the parameters such that
pi(θ0, θ1) = N(θ0; 0, 100)N(θ1; 0, 100),
to reflect our lack of knowledge of the parameters a priori. However we apply a slightly
more restrictive prior on the power model to avoid the possibility of encountering a posterior
distribution of D∗ with an imaginary component arising from powering up a negative number.
Therefore the prior for this model is
pi(θ0, θ1, λ) ∝ N(θ0; 0, 100)N(θ1; 0, 100)U(λ; 0, 1)1
(
λ
η∗ − θ0
θ1
+ 1 > 0
)
,
where 1(·) denotes the indicator function. Figure 1 shows the implied prior on the parameter
due to the restriction for η∗ = log(0.02/0.98) (dashed for the restricted prior and solid for
the unrestricted prior). This is quite similar for the other values of η∗ we consider in this
paper. There is a very mild implied negative correlation a priori between θ0 and θ1. We
used simple rejection sampling to draw values from this prior, where the acceptance rate was
approximately 85%.
3 Sequential Monte Carlo for Bayesian Sequential Design
3.1 Importance Sampling
Before detailing the specifics of SMC, importance sampling is described, on which we base
the selection of the stimulus. Importance sampling bypasses direct sampling from a target
distribution by drawing N samples from an importance distribution and re-weighting such
samples so they reflect the target. We denote the unnormalised and normalised weight for the
ith particle as wi and Wi respectively. The effective sample size (ESS) is used to measure the
efficiency of a weighted sample. This can be approximated via, ESS ≈ 1/∑Ni=1(W i)2. The
reader is referred to Robert and Casella (2004) for more information on importance sampling.
Unfortunately importance sampling is usually inefficient in high dimensions (see Bickel et al.
(2008); Beskos et al. (2011)). SMC methods can overcome this drawback by updating the
importance distribution sequentially to reflect the target distribution more closely as the
sequence of targets is traversed.
3.2 Sequential Monte Carlo
In this application of SMC our sequence of targets is given by
pit(θ|y1:t,D1:t) = f(y1:t|θ,D1:t)pi(θ)
Zt
, for t = 1, . . . , T,
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Figure 1: Prior distribution of the power model for η∗ = log(0.02/0.98). Dashed denotes the
prior due to the restriction placed upon the parameters while the solid denotes the hypothetical
prior if no restriction was applied.
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where T is the number of subjects, y1:t is the data up to subject t and D1:t are the cor-
responding stimuli. In these applications we are dealing with discrete data so f refers to a
probability mass function. The normalising constant, Zt =
∫
θ f(y1:t|θ,D1:t)pi(θ)dθ, is also
referred to as the evidence (MacKay, 1995). We require Zt in one of the stimulus selection
utilities, namely, the Kullback-Leibler divergence. The initial importance distribution for pi1
is given by the prior, pi(θ). In an SMC algorithm the initial sample is traversed through the
sequence of targets using a combination of re-weighting, resampling and mutation steps. The
mutation step can be based upon a forward kernel or an MCMC kernel. We take the MCMC
approach of Chopin (2002) (see Del Moral et al. (2006) for more details on the forward kernel
method).
In particular, our algorithm can be viewed as a resample-move algorithm. The particles are
continually re-weighted as new data arrives and the ESS is re-computed. When the ESS falls
below a pre-defined threshold, E, resampling is performed, which usually has the effect of
duplicating high-weighted particles and eliminating those with negligible weight. The move
part of the algorithm diversifies the particles in a controlled way via an MCMC kernel after
resampling. Assume that we have a particle set at target t − 1, {W it−1,θit−1}Ni=1. In this
context the re-weighting formula is given by
wit =W
i
t−1f(yt|θit−1, Dt), (1)
(Chopin, 2002), which produces an O(N) algorithm (Del Moral et al., 2006). The re-weighting
formula only involves the likelihood of the new data-point rather than all available data, but
the MCMC kernel requires all data up to subject t. The approach is detailed in Algorithm 1
in addition to the design aspect discussed later.
To help overcome duplicated particles left behind by the MCMC kernel, we iterate the MCMC
kernel a fixed R times, changing the complexity to O(RN) but R << N in practice. The
value of R can be updated dynamically based on the overall acceptance rate of the previous
move (see Drovandi and Pettitt (2011) for an example of this in the context of approximate
Bayesian computation). However for our purposes here we found that taking R = 5 and
R = 10 for the special case and power models respectively throughout was sufficient. In fact,
we believe it to be quite conservative as we were able to maintain, in the majority of cases,
an almost fully diversified sample throughout the algorithm. The mutation step we apply is
adaptive in the spirit of Chopin (2002). Specifically we use a multivariate normal random
walk with a covariance matrix estimated from the current set of particles. Other adaptive
proposals could be used.
3.3 The Algorithm
The SMC algorithm we use for Bayesian sequential design is given in Algorithm 1. One of
the crucial aspects of the algorithm involves selecting the next design point based on current
information and the chosen utility. This is discussed in more detail below.
In order to select the next design point we use importance sampling to obtain a weighted
sample for the target distribution involving the current data in addition to a proposed design
point, d, and a possible value of the response, z. This weighted sample needs to be obtained
for each combination of (d, z) where d ∈ Da and z ∈ S. In the binary example S = {0, 1}
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Algorithm 1 SMC Algorithm for Bayesian sequential design using an MCMC kernel.
1: Draw θi0 ∼ pi(·) and set W i0 = 1/N for i = 1, . . . , N
2: for t in 1 to T do
3: Select the next design point to optimise chosen utility (see Algorithm 2), say Dt
4: Simulate a new data-point from the true model, yt ∼ f(·|θT , Dt) (i.e. data collection)
5: Re-weight wit =W
i
t−1f(yt|θit−1, Dt) for i = 1, . . . , N
6: Set θit = θ
i
t−1 for i = 1, . . . , N
7: Normalise the weights W it = w
i
t/
∑N
j=1w
j
t for i = 1, . . . , N
8: Compute ESS = 1/
∑N
i=1(W
i
t )
2
9: if ESS < E then
10: Resample according to the normalised weights to obtain {θit, 1/N}Ni=1 (resample step)
11: The tuning parameters of MH proposal, qt(·|·), are computed from the resampled
particles (see text)
12: For i = 1, . . . , N move particle i with an MCMC kernel R times with invariant
distribution proportional to f(y1:t|θ,D1:t)pi(θ). This produces {θit, 1/N}Ni=1
13: end if
14: end for
whereas in the count scenario S ∈ N theoretically where N is the set of natural numbers,
which is an infinite set. Practically we require a finite set for S. To overcome this here we select
min(S) = 0 and use the following approach to obtain max(S). For the current design point,
d, we compute µk for each particle, k = 1, . . . , N . Then we obtain µmax = maxk=1,...,N (µk),
and compute the 0.999 quantile, q0.999, of the Poisson distribution based on the µmax and
set max(S) = min(50, q0.999). The upper bound of 50 is required here since early in the
algorithm there is a large amount of variability in the µ’s. Later on in the process, q0.999,
becomes substantially smaller than 50, which saves on computation. In the event that the
quantile function is not available for a particular model, we suggest performing posterior
predictions to obtain a likely set for S.
The utility for the design point d at observation z based on the current data is denoted as
U(d, z|y1:t,D1:t). A utility for the proposed design point, U(d|y1:t,D1:t), can be obtained
by taking the expectation of U(d, z|y1:t,D1:t) with respect to the distribution of z given d.
In the trivial case where the true parameter, θT , is known, U(d|y1:t,D1:t) is derived using a
weighted average with the weights given by the true probabilities of each z value. However,
the best that can be done in the sequential design set-up is to use the posterior predictive
distribution of z, f(z|y1:t,D1:t, d) =
∫
θ f(z|θ, d)pi(θ|y1:t,D1:t)dθ. Hence we obtain
U(d|y1:t,D1:t) =
∑
z∈S
f(z|y1:t,D1:t, d)U(d, z|y1:t,D1:t). (2)
This predictive probability, f(z|y1:t,D1:t, d), can be conveniently estimated during the SMC
algorithm by summing the importance weights after taking into account the proposed obser-
vation and design point (see line 5 of Algorithm 2 and Section 4.1 for more details) obtaining
fˆ(z|y1:t,D1:t, d). Typically we cannot compute U(d, z|y1:t,D1:t) exactly either, and we use
our weighted samples from the posterior to approximate it as Uˆ(d, z|y1:t,D1:t). Substituting
these into (2) we derive Uˆ(d|y1:t,D1:t). The next design point, for the t+1th subject, is the
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one that maximises the utility, Uˆ(d|y1:t,D1:t)
Dt+1 = arg max
d∈Da
Uˆ(d|y1:t,D1:t).
The approach we adopt to finding the next design point can be found in Algorithm 2. Different
utilities give different values for Uˆ(d|y1:t,D1:t). We discuss various choices for the utilities in
the following section.
Algorithm 2 Importance sampling algorithm for selecting the next design point.
1: We have particles at current t, {θit,W it }Ni=1
2: for d ∈Da do
3: for z ∈ S do
4: Compute importance weights, wi(d, z) =W it f(z|θit, d), for i = 1, . . . , N .
5: Approximate the predictive probability, fˆ(z|y1:t,D1:t, d) =
∑N
i=1w
i(d, z)
6: Normalise the importance weights in Line 4 and compute a weighted utility value,
Uˆ(d, z|y1:t,D1:t)
7: end for
8: Compute the utility Uˆ(d|y1:t,D1:t) =
∑
z∈S fˆ(z|y1:t,D1:t, d)Uˆ(d, z|y1:t,D1:t)
9: end for
10: Choose the next design point Dt+1 = argmaxd∈Da Uˆ(d|y1:t,D1:t)
4 Bayesian Utilities for Stimulus Selection
There are several utilities for stimulus selection that have been presented (see Atkinson and
Donev (1992) for a general reference on design utilities). These utilities could be placed in the
general classes of non-Bayesian, semi-Bayesian and fully-Bayesian. Most of the clinical trials
literature has focussed on semi-Bayesian utilities (see for example Whitehead and Brunier
(1995) and O’Quigley et al. (1990)). We investigate fully-Bayesian utilities, however our
algorithm can obviously be modified to include an alternative class of utility functions. We
present a new hybrid utility that is useful in estimating a point on the stimulus-response
curve. It is worth mentioning here that we estimate all utilities using the weighted sample
based on all collected data, the proposed design point, d, and the possible future observation,
z.
Below we describe several fully-Bayesian utilities that can be justified for choosing the next
design point. Here we use these utilities in an attempt to efficiently estimate the target
stimulus, D∗. The utilities in Section 4.1 and Section 4.2 are applicable to designing for
efficient parameter estimation generally while the utilities in Section 4.3 and Section 4.4
specifically focus on designing for the target stimulus, D∗.
4.1 Kullback-Leibler Divergence Utility
If precision of model parameter posterior distributions is of interest, an important utility in-
volves the Kullback-Leibler (KLD) divergence (Kullback and Leibler, 1951) between the new
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and current posterior distributions. The formulation of the KLD between the current poste-
rior, pit(θ|y1:t,D1:t), and the posterior based on proposed d and z, pit(θ|(y1:t, z), (D1:t, d)),
we use is given by
U(d, z|y1:t,D1:t) =
∫
θ
pit(θ|(y1:t, z), (D1:t, d)) log(f(z|θ, d))dθ − log
(
Zt(d, z)
Zt
)
, (3)
where Zt(d, z) = f((y1:t, z)|(D1:t, d))). This is similar to the KLD expression between prior
and posterior given in Friel and Pettitt (2008). The reader is referred to Bernardo and Smith
(1994, chap. 2) for the motivation of using such a utility and alternative interpretations.
Our representation of the KLD in equation (3) is conveniently suited to SMC. We note that at
Line 4 of Algorithm 2, and after normalising, we obtain a weighted sample, {W it (d, z),θit}Ni=1
from pit(θ|(y1:t, z), (D1:t, d)). Therefore we can use Monte Carlo integration to approximate
the first quantity on the right hand side of equation (3). The second term in (3) is a ratio
of normalising constants. One of the advantages of SMC is that we can obtain an estimate
of the current evidence by approximating the ratio of evidences throughout the algorithm
(Del Moral et al., 2006). It is worth mentioning that, in this context, the ratio of normalising
constants, Zt(d, z)/Zt, is equivalent to the posterior predictive probability of z given d. It is
not difficult to show that
Zt(d, z)
Zt
=
∫
θ
f(z|θ,y1:t, (D1:t, d))pi(θ|y1:t,D1:t)dθ.
Therefore a Monte Carlo approximation of the ratio of normalising constants and the posterior
predictive probability of z given d is
Zt(d, z)
Zt
≈
N∑
i=1
W it f(z|θit, d),
since f(z|θ,y1:t, (D1:t, d)) = f(z|θ, d). We note that the elements inside the above summation
are simply the unnormalised updating weights, wit(d, z), (see line 4 of Algorithm 2) similar to
equation (1). Therefore the above computation is simply a sum of these weights. Using these
two Monte Carlo integration steps, the KLD can be approximated via
Uˆ(d, z|y1:t,D1:t) =
N∑
i=1
W it (d, z) log(f(z|θit, d))− log
N∑
i=1
wit(d, z).
The above utility that is simply estimated using the particle values and weights is computed
the same way regardless of the model chosen for the data. It should be mentioned that, at
most, the dimension of the models we consider is three, which is relatively small. Hence the
KLD (as well as the normalising constants required to compute it) may be obtained simply
via numerical integration (quadrature for example). However we found that this was far too
time consuming, even for the two dimensional model, and could be numerically unstable.
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4.2 Bayesian D-Posterior Precision Utility
Another utility that focusses on efficient estimation of the model parameter is, what we term,
the Bayesian D-posterior precision. The utility in this case is given by
U(d, z|y1:t,D1:t) = 1det(Var(θ|(y1:t, z), (D1:t, d))) .
The use of the trace in the above instead of the determinant would result in the Bayesian
A-posterior precision. Unfortunately the optimisation of utilities focussed on the model pa-
rameter does not always lead to the best estimate of the target stimulus. It is worth noting
that this utility is equivalent to the KLD when the underlying model is linear (Bernardo and
Smith, 1994, pp. 159). This utility is estimated via taking the determinant of the weighted
sample covariance matrix of the particles.
4.3 Precision Utility
The first utility we consider that focusses directly on the D∗ is the posterior precision of D∗
given by
U(d, z|y1:t,D1:t) = 1Var(D∗|(y1:t, z), (D1:t, d)) .
This utility is estimated by computing the particle values of D∗ from the particle values for
θ and using the weighted sample variance of the particles.
Unfortunately, early in the study when there is little information about the parameters,
the posterior distribution of D∗ is approximately its prior, which (under the linear model)
is a ratio of two normal random variables with relatively large standard deviations. The
resulting distribution is very long tailed (and even more-so for the log model, which involves
exponentiating this ratio) and suffers from a number of outliers (in fact, the ratio of two
standard normal random variates follows a Cauchy distribution, which does not have finite
moments). The posterior of D∗ is so unstable for the log model that we instead consider the
posterior distribution of log(D∗) whenever we use this utility for this model. Other parameter
functionals may have unstable distributions a priori.
These considerations suggest that the variance may be an inappropriate measure of spread,
and could lead to the selection of a poor stimulus.
4.4 Hybrid Utility
Finally we consider a combination of the Bayesian D-posterior precision and precision utilities.
In this hybrid utility, the D-posterior precision utility (see Section 4.2) is used to select stimuli
for the first ten subjects to learn generally about the unknown parameter θ before switching to
the precision utility. This utility is an attempt to overcome the unstable posterior distribution
of D∗ early in the process. We prefer to use the D-posterior precision over the KLD utility
here since we find that the two utilities provide similar estimates of the target stimulus
(see the results section) and the D-posterior precision utility can be applied more generally.
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That is, the KLD utility requires either an importance sampling approach or computationally
demanding numerical integration. However if the posterior distribution is multi-modal the
D-posterior precision utility may be inappropriate and the KLD utility would be preferred.
From a simulation study, for the examples investigated in this paper, the close to optimal yet
conservative switching time is around five to ten observations.
5 Results
Here the results for the binary and Poisson examples are presented in Sections 5.1 and 5.2,
respectively. In both of these sections the different stimulus selection utilities detailed in
Section 4 are compared. Note that in the tables where we compare these utilities we bold the
utilities that provided the best results in each scenario. Furthermore, we consider the problem
of model uncertainty and what the consequences are of assuming the wrong model. We also
investigate the performance of the power model in accounting for this model uncertainty. We
perform these investigations via considering several true parameter configurations.
Due to the dependence of results on simulated data, each run of the algorithm is repeated 500
times. The estimated target stimulus for a particular run is given by the posterior median of
D∗. In the tables below where we compare the utilities, we show the mean, median, standard
deviation, interquartile range and the root mean square error (rmse) of the 500 posterior
median estimates of D∗. In addition, figures are shown to highlight the distribution of D∗
over the 500 runs as the sample size increases for different utility functions (on-line figures are
in colour). For the results in the tables, we perform 10 replicates of the 500 runs to obtain
an estimate of the Monte Carlo error. In the tables, the mean value over the ten runs is
shown in each column, however we additionally include the Monte Carlo standard deviation
in parenthesis for the rmse column.
All of the results below are based on systematic resampling and a resampling threshold of 75%
of the original particle size. Some preliminary investigations indicated that these choices are
conservative for the examples considered below. We used N = 1000 and N = 10000 for the
binary and Poisson examples respectively. More particles are used for the Poisson example
to reduce the possibility of particle degeneracy, which is an important consideration for any
SMC algorithm.
5.1 Results for Binary Example
Here we present some results of the binary example, which could be an application in de-
termining the maximum tolerable dose for an adverse reaction in phase I clinical trials or
bioassay. The interest is in determining the stimulus that produces a 20% chance of a positive
response. The set of design points available are Da = {0.1, 0.2, . . . , 2}, which approximates a
continuous stimulus design space.
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5.1.1 Stimulus Selection Utilities
In this section we compared the utilities on a select few examples. In particular, we considered
the three parameter configurations for θT of (0,2,1) (see Figure 2), (0,3,1) (see Figure 3) and
(-0.25,5,1) (see Figure 4). These figures highlight the distribution of the estimated D∗ from
the SMC algorithm over 500 independent runs for the different utility functions. The results
are shown for 10-100 subjects. Shown are the 2.5%, 50% and 97.5% quantiles of the estimated
D∗ over the 500 runs for all utility functions. The horizontal solid line highlights the true D∗
It is clear from the three figures that biased results can be produced for a small number of
subjects regardless of the chosen utility, with the parameter configuration of θT = (0,2,1)
being the most challenging scenario. The precision utility produces the largest variability in
estimated D∗ for a small number of subjects but is typically the least biased. However the
variability of the estimated D∗ rapidly decreases with increasing sample size for the precision
utility, and is basically on par with the other utilities after about 30 subjects. The hybrid and
precision utilities clearly produce the least variable results after a large number of subjects.
The KLD and D-posterior precision utilities appear to produce similar results. Both utilities
are less variable for a small number of subjects compared with the precision utility but more
variable for a large number of subjects. The bias for the two utilities is rather persistent. The
results for the hybrid utility are a mixture of the D-posterior precision and precision utilities.
The results behave in a similar way to the D-posterior precision utility for a small number of
subjects but then become increasingly closer to the precision utility results as the number of
subjects increases. Overall the hybrid utility has a good trade-off between bias and variability.
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Figure 2: Distributions of the estimated target stimulus over 10 to 100 subjects for the true
parameter configuration of θT = (0,2,1) producing D∗ = 0.307. Solid horizontal line is the
true D∗. Shown are the 2.5%, 50% and 97.5% quantiles over the 500 runs for each utility
function.
Although the precision utility performed quite well over these examples, we show later that
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Figure 3: Distributions of the estimated target stimulus over 10 to 100 subjects for the true
parameter configuration of θT = (0,3,1) producing D∗ = 0.538. Solid horizontal line is the
true D∗. Shown are the 2.5%, 50% and 97.5% quantiles over the 500 runs for each utility
function.
the precision utility can give inadequate results, which the hybrid utility can rectify. We
compare the utilities further in the following model uncertainty section.
5.1.2 Model Uncertainty
In this section we considered the problem of model uncertainty where the true model is not
known a priori. We investigated the consequence of assuming the incorrect model and how
the power model performs in overcoming model uncertainty. We considered each of the three
models (linear, log and power) being the true model. We found that the KLD and D-posterior
precision utilities gave similar results, so we only present the D-posterior precision estimates.
Firstly we return to the parameter configuration of θT = (-0.25,5,1), where the true model
is linear. The results for assuming the linear (correct), log (wrong) and power models are
shown in Table 1. Not surprisingly, an accurate estimate of the target stimulus is achieved
if the correct model is assumed. For the log model, as mentioned above, the precision utility
considers the posterior precision of log(D∗), which seems to produce satisfactory results here.
Consideration of the posterior distribution ofD∗ resulted in extremely poor results throughout
all examples where this model was applied.
An interesting result in Table 1 is that the utilities under the log (wrong) model produce
particularly accurate results. By incorporating parameter uncertainty in the Bayesian context,
these utilities were able to correct for assuming the wrong model by adjusting the parameter
values. We consider examples below where such a compensation is not sufficient.
It is evident from Table 1 that reasonable estimates of the target stimulus are obtained if
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Figure 4: Distributions of the estimated target stimulus over 10 to 100 subjects for the true
parameter configuration of θT = (-0.25,5,1) producing D∗ = 0.773. Solid horizontal line is
the true D∗. Shown are the 2.5%, 50% and 97.5% quantiles over the 500 runs for each utility
function.
the power model is assumed. However, as expected, the results are not quite as accurate
compared with the estimates obtained when assuming the true model.
For variety, in the next two examples we set p∗ = 0.02. Firstly we consider now a new scenario
where the true regressor is the log model with a parameter configuration of θT = (1,3,0). Here
the true target stimulus is given by D∗ = 0.196. The results of assuming the linear (wrong),
log (correct) and power models are shown in Table 2. It can be seen that the results are quite
poor when assuming the linear (wrong) model.
The results when assuming the power model are promising. However, the precision utility
produces relatively poor results. The D-posterior precision and hybrid utilities still perform
relatively well. The results for these latter two utilities are almost as good in comparison with
the true model.
Finally we consider an example where the power model is the true model with θT = (2,4,0.5).
The true target stimulus in this case is approximately D∗ = 0.07. The results for assuming
the three different models are shown in Table 3. Again the assumption of the power model
produces more accurate inferences, in that a more accurate target stimulus is attained. The
hybrid and precision utilities perform well for all models.
The precision utility generally performs well however we find that it occasionally produced a
poor estimate of D∗, and this inflated the rmse and its Monte Carlo standard deviation where
this occurred. This can be seen in Tables and 1 and 2. These results can be attributed to the
initial instability of the posterior distribution of D∗.
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Table 1: Model uncertainty summary statistics when the true model is the linear model with
θT = (-0.25,5,1) producing a target stimulus of D∗ = 0.773. Shown are the results for when
assuming the log (wrong) and power models.
Criterion Subjects mean median std iqr rmse
Linear (Correct) Model
D-post 100 0.79 0.79 0.07 0.10 0.074(0.002)
Prec 100 0.78 0.78 0.06 0.07 0.057(0.008)
Hybrid 100 0.78 0.78 0.06 0.07 0.056(0.001)
Log (Wrong) Model
D-post 100 0.79 0.79 0.07 0.09 0.072(0.003)
Prec 100 0.77 0.77 0.07 0.08 0.072(0.022)
Hybrid 100 0.76 0.77 0.06 0.08 0.061(0.002)
Power Model
D-post 100 0.79 0.79 0.07 0.09 0.072(0.003)
Prec 100 0.78 0.78 0.07 0.08 0.070(0.024)
Hybrid 100 0.78 0.78 0.06 0.07 0.057(0.002)
Table 2: Model uncertainty summary statistics when the true model is the log model with
θT = (1,3,0) and p∗ = 0.02 producing a target stimulus of D∗ = 0.196. Shown are the results
for assuming the three different models.
Criterion Subjects mean median std iqr rmse
Linear (Wrong) Model
D-post 100 0.47 0.47 0.06 0.08 0.283(0.002)
Prec 100 0.47 0.47 0.05 0.06 0.276(0.003)
Hybrid 100 0.47 0.47 0.04 0.06 0.276(0.002)
Log (Correct) Model
D-post 100 0.22 0.22 0.06 0.07 0.061(0.002)
Prec 100 0.21 0.21 0.04 0.06 0.046(0.002)
Hybrid 100 0.21 0.21 0.04 0.06 0.046(0.002)
Power Model
D-post 100 0.15 0.14 0.06 0.07 0.074(0.001)
Prec 100 0.19 0.18 0.11 0.06 0.107(0.021)
Hybrid 100 0.18 0.18 0.05 0.06 0.053(0.004)
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Table 3: Model uncertainty summary statistics when the true model is the power model with
θT = (2,4,0.5) and p∗ = 0.02 producing a target stimulus of D∗ = 0.07. Shown are the results
for when assuming the three different models.
Criterion Subjects mean median std iqr rmse
Linear (Wrong) Model
D-post 100 -0.10 -0.09 0.12 0.16 0.207(0.006)
Prec 100 -0.04 -0.03 0.10 0.12 0.144(0.003)
Hybrid 100 -0.04 -0.04 0.09 0.13 0.147(0.003)
Log (Wrong) Model
D-post 100 0.16 0.16 0.05 0.07 0.103(0.002)
Prec 100 0.13 0.13 0.04 0.05 0.074(0.002)
Hybrid 100 0.13 0.13 0.04 0.05 0.075(0.001)
Power Model
D-post 100 0.11 0.10 0.05 0.06 0.060(0.003)
Prec 100 0.09 0.09 0.04 0.05 0.048(0.002)
Hybrid 100 0.09 0.09 0.04 0.05 0.048(0.003)
For the three model uncertainty scenarios we collected the posterior values of λ over the 500
runs. The distribution of λ for when 100 subjects were considered is shown in Figure 5 for the
three parameter configurations. All results are based on the hybrid utility. All the subfigures
demonstrate some preference for the correct model. Choosing between the log and linear
model is a difficult task as the data are binary and the utility mostly focusses on estimation
of the target stimulus rather than optimising the selection of stimuli to distinguish between
the models. This is reflected by the element of vagueness in the distributions of λ in Figure
5.
5.2 Results for Poisson Example
For this example we borrow some aspects of the scenario given in Akacha and Benda (2010).
Here the participants in this study are suffering from chronic gout. There are five doses of a
new drug that can be administered, Da = {0.25, 0.5, 1, 2, 3}. Following each administration
of the drug, the patient in question records the number of flares in a week period. We assume
that there exists a comparative drug where a safe dosage level results in on average three
flares. Therefore the target dose, the minimum effective dose (MED), of the new drug is the
dose that results in fewer than three flares in expectation (µ∗ = 3).
Again in this section we investigate the performance of different Bayesian dose-finding utilities
and examine the robustness of results under model uncertainty.
5.2.1 Dose-finding Utilities
Figures 6-8 present the results for three different parameter configurations, which can be seen
in the captions of the figures. All examples in this section have λ = 1, which refers to the
linear model. Again the KLD and D-posterior precision utilities perform similarly.
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Figure 5: Density of λ generated from 500 independent runs of the SMC algorithm using the
power model when the true model is the linear (a) model, the log (b) model and the power
(c) model (with λ = 0.5). λ = 1 corresponds to the linear model while λ→ 0 corresponds to
the log model. The dashed represents the prior for λ under the respective model while the
solid lines are the density estimates of all the posterior samples of λ over all 500 runs. The
hybrid utility was used.
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The precision utility gives unacceptable results (hence we do not show results for this utility).
We found that the distribution of MEDs obtained for this utility was typically multi-modal.
We found that in the majority of cases the dose-finding approach does not recover from the
initial instability of the posterior distribution of D∗ and a poor selection of doses occurs
throughout the algorithm.
The hybrid utility, which uses the precision utility, does not suffer from the same problem.
Initially, when the distribution of D∗ is unstable, the D-posterior precision utility is used to
rapidly obtain information about the parameter, θ. Once this is performed, the posterior
of D∗ becomes much more stable, and the precision utility is used to focus directly on D∗.
The hybrid utility outperforms the D-posterior precision and KLD utilities for parameter
configurations 1 (Figure 6) and 3 (Figure 8) (more-so for parameter configuration 3). The
utilities produce similar results for parameter configuration 2 (Figure 7).
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Figure 6: Distributions of the estimated target stimulus over 10 to 100 subjects for the true
parameter configuration of θT = (1.5,-0.5,1) producing D∗ = 1.8028. Solid horizontal line is
the true D∗. Shown are the 2.5%, 50% and 97.5% quantiles over the 500 runs for each utility
function.
5.2.2 Model Uncertainty
Here we investigated the impact of assuming the wrong model and assessing the extra ro-
bustness of selecting the power model using three parameter configurations: (1) linear model
with θT = (1.5,-0.5,1) producing D∗ = 1.8028 (2) log model with θT = (1,-0.5,0) producing
D∗ = 0.8210 and (3) power model with θT = (1,-0.5,0.5) producing D∗ = 0.8125. We found
that the results were again poor when using the precision utility, hence we do not present these
results. Furthermore we do not show the KLD results as they are similar to the D-posterior
precision estimates.
The results for the first parameter configuration are presented in Table 4. It is evident from
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Figure 7: Distributions of the estimated target stimulus over 10 to 100 subjects for the true
parameter configuration of θT = (0.5,-1.5,1) producing D∗ = 0.6009. Solid horizontal line is
the true D∗. Shown are the 2.5%, 50% and 97.5% quantiles over the 500 runs for each utility
function.
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Figure 8: Distributions of the estimated target stimulus over 10 to 100 subjects for the true
parameter configuration of θT = (1.3,-1,1) producing D∗ = 1.2014. Solid horizontal line is
the true D∗. Shown are the 2.5%, 50% and 97.5% quantiles over the 500 runs for each utility
function.
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Table 4: Model uncertainty summary statistics when the true model is the linear model with
θT = (1.5,-0.5,1) producing D∗ = 1.8028. Shown are the results for when assuming the log
(wrong) and power models.
Criterion Subjects mean median std iqr rmse
Linear (Correct) Model
D-post 100 1.79 1.79 0.14 0.18 0.136(0.003)
Hybrid 100 1.80 1.80 0.12 0.16 0.118(0.005)
Log (Wrong) Model
D-post 100 1.04 1.03 0.13 0.17 0.777(0.004)
Hybrid 100 1.51 1.51 0.11 0.15 0.312(0.004)
Power Model
D-post 100 1.66 1.66 0.15 0.19 0.205(0.004)
Hybrid 100 1.75 1.75 0.12 0.17 0.133(0.004)
Table 5: Model uncertainty summary statistics when the true model is the log model with
θT = (1,-0.5,0) producing D∗ = 0.8210. Shown are the results for when assuming the three
different models.
Criterion Subjects mean median std iqr rmse
Linear (Wrong) Model
D-post 100 1.54 1.53 0.14 0.19 0.729(0.006)
Hybrid 100 1.06 1.06 0.14 0.19 0.280(0.004)
Log (Correct) Model
D-post 100 0.82 0.81 0.11 0.14 0.105(0.002)
Hybrid 100 0.82 0.81 0.10 0.13 0.097(0.002)
Power Model
D-post 100 0.97 0.96 0.14 0.19 0.208(0.006)
Hybrid 100 0.87 0.86 0.10 0.14 0.114(0.003)
the table that biased results are produced when selecting the log (wrong) model. However,
less biased results are produced when using the hybrid utility. The results are more robust
when selecting the power model. They are slightly biased as compared to when the true model
is selected. The hybrid utility is clearly preferred here in terms of both bias and precision.
Next we move onto the log model parameter configuration, where the results are presented
in Table 5. When assuming the correct model, the D-posterior precision and hybrid utilities
produce precise results. Biased results are obtained when assuming the linear (wrong) model,
with the hybrid utility again outperforming the D-posterior precision utility. The results are
again more robust when using the power model (with the hybrid utility preferred again), but
are not quite as good compared with the true model results.
Finally we assume that the power model is the true model, where λ = 0.5. The results (pre-
sented in Table 6) are again relatively inaccurate when assuming the log or linear (wrong)
models. Although the results with the hybrid utility seems to account for the model uncer-
tainty better than other combinations. The results are unsurprisingly excellent when assuming
the power model (although the algorithm still needs to learn that λ = 0.5). The hybrid utility
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Table 6: Model uncertainty summary statistics when the true model is the power model with
θT = (1,-0.5,0.5) producing D∗ = 0.8125. Shown are the results for when assuming the three
different models.
Criterion Subjects mean median std iqr rmse
Linear (Wrong) Model
D-post 100 1.12 1.12 0.14 0.18 0.341(0.004)
Hybrid 100 0.93 0.92 0.12 0.16 0.165(0.004)
Log (Wrong) Model
D-post 100 0.56 0.56 0.07 0.09 0.259(0.002)
Hybrid 100 0.71 0.70 0.09 0.13 0.140(0.004)
Power Model
D-post 100 0.81 0.80 0.13 0.18 0.134(0.003)
Hybrid 100 0.81 0.80 0.11 0.15 0.111(0.003)
is again the best for this model.
In all three examples there was support for the true λ value when the power model was
considered with the use of the hybrid utility.
6 Discussion
In this paper we have presented a new SMC algorithm for Bayesian sequential design. Our
algorithm uses an MCMC kernel for particle diversity, which was adaptive in the spirit of
Chopin (2002). This efficient algorithm allowed the simulation properties of utilities to be
discovered in a timely manner. We also found that SMC can conveniently estimate the
KLD between successive target distributions. The KLD is an important utility in Bayesian
experimental design.
We considered a flexible parametric model based on a power transformation of the indepen-
dent variable and we found this model gave more robust estimates under the problem of
model uncertainty. Other approaches to obtaining flexibility in the stimulus-response rela-
tionship have appeared in the literature. For example a non-parametric approach is to assign
a probability parameter for each available stimulus (see, for example, Yin et al. (2006); Gas-
parini and Eisele (2000); Mukhopadhyay (2000)). Bornkamp and Ickstadt (2009) propose a
(potentially infinite) mixture of parametric distribution functions, which results in a flexible
stimulus-response curve. However the focus of this paper is what can be achieved by assuming
a parametric form for the stimulus-response curve.
To assess the Monte Carlo error, for each scenario the algorithm was run 500× 10 times. On
a small percentage of occasions for the Poisson example, we found that a small ESS occurred,
indicating that the algorithm was close to degenerating. Even though for 10000 particles this
did not appear to affect our estimates of the target stimulus, we note that caution should
always be taken when using SMC to monitor the ESS and apply some intervention when it
is very low. Typically, degeneration is more likely to occur early in the algorithm when new
data can update dramatically the information about the parameter.
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Current and newly developed fully-Bayesian utilities were compared for selecting the next
design point to estimate the target stimulus. A novel aspect of this paper was the development
of the hybrid utility, which gave the best results over almost all examples where the interest is
in estimating a target stimulus. In the absence of prior information, the D-posterior precision
utility was used to compile information about the parameters of the model, before turning to
the precision utility to gather information specifically about the target stimulus. In conclusion,
the combination of the power model with the hybrid utility produced robust estimates of the
target stimulus in the presence of substantial model and parameter uncertainty. Of course,
if there is a substantial amount of prior information, from expert elicitation for example,
the hybrid utility may not be required. However the development of this utility extends the
applicability of Bayesian techniques for Bayesian sequential design (for example in clinical
trials) when little or no prior information is available. This utility may be useful in designing
for other functionals of parameters.
The algorithm has potential for broad applicability, and we are working on several useful
extensions. An extension of the algorithm would be to apply the technique of Fearnhead and
Taylor (2010) that promotes learning of the optimal MCMC kernel out of a subset of allowable
MCMC proposal distributions.
For simplicity the design space was fixed and discretised allowing straightforward optimisation
for the next design point. If the dimension of the design space was increased, discretising
the design space may be computationally prohibitive. Instead a more sophisticated search
algorithm could be adopted. If the design space were continuous then an algorithm such as
the ones in Mu¨ller (1999) or Amzal et al. (2006) are applicable to perform the optimisation
at each time point. Any of these approaches could straightforwardly be substituted into
our algorithm. Furthermore, our algorithm can be extended to continuous responses by
introducing an additional Monte Carlo step and we are currently investigating this. We are
also exploring the algorithm for models of higher dimension.
For future research we plan on using SMC to handle model uncertainty in sequential designs in
a more rigorous manner. A finite set of plausible models a priori will be proposed and an SMC
algorithm will be run for each model (in parallel) in order to estimate the posterior probability
of each model (see Drovandi et al. (2012) for more details). We plan to consider utilities to
most efficiently estimate (functions of) parameters of each model and/or to discriminate
between the models.
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