Non-classical correlations can be regarded as resources for quantum information processing. However, the classification problem of non-classical correlations for quantum states remains a challenge, even for finite-size systems. Although there exist a set of criteria for determining individual nonclassical correlations, a unified framework that is capable of simultaneously classifying multiple correlations is still missing. In this work, we experimentally explored the possibility of applying machine-learning methods for simultaneously identifying non-classical correlations such as entanglement, non-locality, and quantum steering, using the same set of features. In particular, we constructed quantum-state classifiers from three different machine-learning approaches, including neural network, support vector machine, and decision tree. We found that for a family of quantum states, all three approaches can achieve high accuracy for the classification problem, but the runtimes are very different. Overall, we found that support vector machine can significantly reduce the computing time with a mild loss of accuracy, compared with the neural network. Finally, we further demonstrated the scalability of this approach by analyzing the learnability of the quantum-state classifiers from labels generated by semi-definite programming.
Introduction.-In 1935, Einstein, Podolsky, and Rosen (EPR) [1] questioned the completeness of quantum mechanics (QM), as the theory seems to allow "spooky action at a distance" (known as EPR paradox). In quantum information science, much efforts have been devoted to achieve a deeper understanding of EPR's paradox in terms of non-classical correlations, such as quantum entanglement [2] , EPR steering [3] , and Bell nonlocality [4] . The various relationships among different non-classical correlations not only shape the foundation of the quantum theory, but also find themselves many interesting applications, ranging from quantum key distribution [5] [6] [7] [8] [9] , communication complexity [10, 11] , cloning of correlations [12, 13] , quantum metrology [14] , quantum state merging [15, 16] , remote state preparation [17] , and random number generation [18] etc.
The question is, how may one characterize the nonclassical correlation for any given quantum state? To tackle such a problem, there are several challenges. (i) Even though various mathematical criteria and inequalities constraining non-classical correlations are known, for general multipartite states, the classification of entanglement, EPR steering, or Bell non-locality are generally computationally-hard problems [19] [20] [21] . (ii) Many existing methods require the information of the whole density matrix; experimentally, a full quantum state tomography would be required. (iii) Each type of non-classical correlation has a different set of criteria; it is not known whether one can, simultaneously, classify all the nonclassical correlations, based on the same set of measurements or observables.
On the other hand, machine learning represents a branch of artificial intelligence, aiming at producing a predictive function or a computer program based on a set of training data [22] [23] [24] [25] . Beyond industrial applications, machine learning has created a profound impact on quantum information science, leading to a new research field called quantum machine learning, where many progresses have been achieved, including Hamiltonian learning [26] , automated quantum experiments search [27] , identification of phase transition [28] , topological phase of matter [29] etc.
Recently, binary classification of quantum correlations have been achieved using the tools of machine learning, such as determination of nonlocality [30] , and separability [31] [32] [33] . Our goal here is to take one step further and explore if machine learning can be applied, in both theoretical and experimental setting, to simultaneously characterize multiple non-classical correlations with only partial information about the given quantum state. In addition to binary classifiers, we experimentally constructed a multi-label state classifier for characterizing different classes of non-classical correlations through machine learning. Specifically, we compared three different multi-label state classifiers using three different machinelearning methods (see Fig. 1 ), including artificial neural network (ANN), support vector machine (SVM) and decision tree (DT), where each classifier only takes partial information for each member in a family of quantum states. The label on the state is determined by using the positive partial transpose (PPT) criteria [34] , steering radius in two settings [35] and Clauser-Horne-ShimonyHolt (CHSH) inequalities [36] , which are applied only to the training set but not the testing set. For classifying non-classical correlations, we found that the three models have different characteristics: (i) neural network provides the highest classification accuracy but consumes more computing resources; (ii) decision tree can save computing resources but has the lowest accuracy; (iii) Support vector machine can make use of fewer computing resources while maintaining high accuracy.
Labeling the training states.-For the purpose of demonstration, we shall focus on a family of quantum states, for which we can label unambiguously the class of non-classical correlations for each member. For feature extraction, we use partial information (four observables) of the quantum states, instead of the whole density matrix,
to be the input, where
Specifically, the family of quantum states under investigation is of the following form, which has been applied for demonstrating one-way steering [37] :
where |ψ θ = cos θ|00 + sin θ|11 , and ρ θ B = tr A (|ψ θ ψ θ |). The members in the two-parameter family are characterized by the combination of the two parameters θ ∈ (0, 2π), p ∈ (0, 1).
The non-classical correlations for the testing state ρ AB (p, θ) can be determined by the following rules: (i) for separability, e.g. through PPT criterion, one can show that whenever p < 1/3, the states are separable. Otherwise, they are entangled. (ii) for one-way steering, within the range, 1/ √ 2 < p < 1/ 1 + sin 2 2θ, the states are one-way steerable [38] . (iii) for non-locality, whenever p > 1/ 1 + sin 2 2θ, the states become non-local [39] .
However, in the experimental setting, the values of p and θ are not given; we just extracted a limited number of observables from the state. Each set of the features are associated with a label in the set I, II, III, IV, shown as FIG. 1d .
Experimental setting.-The experimental setup is shown in FIG. 2 . Photon pairs entangled in the polarization basis {H, V } are created through a type-II spontaneous parametric down conversion in a 20 mm-long periodical KTiOPO 4 (PPKTP) crystal, which is located on the Sagnac interferometer [40] and pumped by a 404 nm continuous-wave diode laser. In order to generate the entangled state, cos θ|HH + sin θ|V V , a half-wave plate (HWP1) is used to control the parameter θ. One of the two photons is sent to an unbalanced interferometer (UI) while the other photon is sent to Bob directly.
In the UI, the photon is separated into two paths by a beam splitter (BS). The state in one of the paths remains unchanged. Two sufficiently long calcite crystals (CCs) with HWP4 set to be 22.5 • between them are placed on the other path to completely destroy the coherence between different components. Two variable filters (VFs) are used to manipulate the relative amplitude between these two paths. Combining these two paths into one, arbitrary two-qubit states ρ AB (p, θ) can be prepared.
A quarter-wave plate (QWP), a HWP, and a polarization beam splitters (PBS) on both sides are used for quantum state tomography and four characteristic observables (features) measurement (partial information measurement). The labels can be deduced from the reconstructed density matrix ρ AB (p, θ), by using PPT criteria, steering radius in two settings and CHSH inequalities. We implemented two independent experiments to obtain a training set and a test set respectively, which are used to train and test the machine learning models. A pair of polarization-entangled photons are generated in the preparation stage by pumping a type-II PPKTP crystal located in a Sagnac interferometer with an ultraviolet laser at 404 nm. The polarization state of the pump light is rotated by a half-wave plate (HWP1). The dual-wavelength HWP2 set to be 45
• in the Sagnac interferometer is used to exchange the polarizations of the pump light and down-converted photons. The HWP3 set to be 45
• is used to change the form of the entangled state. One of the photons passes through an unbalanced interferometer and is sent to Alice. HWP4 is set at 22.5
• and two sufficiently long calcite crystals (CCs) with the length of the last one being two times larger than the first one to completely destroy the coherence in different components. Two variable filters (VFs) are used to control the relative amplitudes between these two arms. The other photon is sent directly to Bob. Quarter-wave plates (QWPs), HWPs and polarization beam splitters (PBSs) on both sides of Alice and Bob are used for observables and tomography measurement. The photons are detected by single-photon detectors (SPDs), and the signals are sent for coincidence. The training and testing procedures are marked with black and red colors respectively. In the training case, criterion of quantum correlations are determined from tomographic data and the results are sent to the ML models together with the four characteristic features obtained from partial information measurement. In the testing case, only the four measured characteristic features are used to predict the labels.
The fidelities between the located states and experimental states are higher than 99%, where the experimentally constructed density matrix ρ exp is mapped to a physical density matrix through minimizing the value of T r[ρ AB (p, θ)−ρ exp ]. To train the input data, we prepared 445 states as the training set. For the trained models, we experimentally prepared a different set of 455 states for testing, which are shown in
Experimental results.-The four characteristic features of the testing states are then sent to different ML models. First, we consider applying the three ML models to perform binary classification (YES/NO labels). We found that the accuracy can reach more than 97%, which is comparable to that of a recent related experiment [33] . For example, when determining whether a state is separable or not, the accuracy of the ML models can reach over 98%. When applied to one-way steering and Bell non-locality, the prediction accuracies can be over 97% and 99%, respectively. These results are shown in FIG. 3a.
Next, we consider applying the ML models to simultaneously label all four classes of states. The patterns of the states trained through ANN, SVM and DT are shown in FIG. 3b, c and d . The accuracies are 93.93%, 93.25% and 91.68%, respectively. States in red and blue colors are labeled to be separable and entangled, in green color are labeled to be one-way steerable and in yellow color are labeled to be Bell non-local, respectively.
Gray lines in FIG. 3b-d represent the theoretical boundaries determined by the value of p and θ. We can see that the predicted errors mainly occur at the boundaries. Since the calculation of steering radius is extremely sensitive when θ is close to 0, π/2, π and 3π/2, we omit these states in the test of the ability of the learning networks to reduce the errors induced by the physical criteria. A more detailed discussion is shown in SM [41] .
Data analysis.-The accuracy of the ML methods depends on the settings of several parameters, which are further investigated ( see FIG. 4 RM Sprop [42] . The accuracy is define as the proportion of the number of samples that are correctly labeled by ML models. From the FIG. 4a, we found that the loss function decreases rapidly with the training accuracy growing quickly. An epoch is one complete presentation of the data set to be learned to a learning machine. In our work, we set max Epochs to 100. The value of loss function is 0.1500 and the accuracy is 93.55%. The change of Epochs will cause slight disturbance to prediction accuracy. The value of 93.93% is achieved when Epochs=100. We further analyzed the impact of penalty factor of SVM and DT's maximum tree depth on the prediction accuracy, as shown in FIG. 4b . In the initial stage, with the increase of tree depth, the prediction ability becomes stronger for DT. When reaching the optimal depth 4, the DT prediction accuracy is 91.68%. Larger depth will cause overfitting. The initial properties of SVM are similar to that of DT, when penalty factor is greater than 25, the prediction accuracy will converge to 93.25%.
Scalability.-For systems with a higher dimension, e.g. a pair of qutrits, there is no known efficient way of labeling the training set. In this case, one may rely on numerical means, for example, semi-definite programming [43] (SDP) for labeling. In the following, we shall demonstrate how our ML model can also be applied to learn the labels generated by SDP, using ANN on a pair qutrits. In the following, we assume that SDP with 500 iterations for each data point (state) would be sufficient for separating the entangled states for a random set of states; For 100000 pairs of qubits, we found that the accuracy of SDP 500 can reach nearly 100% compared with the PPT criterion. Furthermore, we studied the error and running time in classifying 768280 (90% training + 10% testing) general 2-qutrit states labeled by SDP, which are equally divided between the entangle states and separable states. The result is shown in Fig. 4c (red points) , where N1 is the number of hidden units. For comparison, we also plot the running time and error relative to SDP 500 for SDP with different iterations N2 as black points in Fig. 4c . These results show that our ML model can efficiently learn SDP 500 with a small error.
We also analyze the main error sources of ANN. Fig.4d illustrates the relationship between prediction error and hidden units for different types of 2-qutrit states (8000 entangle states + 12936 separable states). With the increase of hidden units, the entanglement/separable states error decrease. For the same number of hidden units, the ANN prediction error of entangled states is much larger than that of separable states. Therefore, the prediction error of neural network is mainly due to the inaccurate prediction of entangled states.
Conclusion.-In this work, we experimentally explored the possibility of the classification problem of multiple quantum correlations by comparing three ML approaches, namely ANN, SVM, and DT. It is shown that, all three methods can be experimentally trained to efficiently learn and classify quantum states, without state tomography. Comparing these three ML methods, we concluded that the predictive power is ordered as follows: ANN SVM > DT. However, the required training time also follows the same order ANN(43.7s) > SVM(1.2s) DT(1.1s). Therefore, even though ANN can achieve the best performance, it also requires the longest training time. On the other hand, DT can be applied for classification problems with less suitable for classification without considerable precision for saving computation resources. To improve the accuracy of prediction, we can use ANN with more computation resources. While SVM is alternative when we care about the trade off between the computational resources and prediction accuracy.
The performances of predicting quantum correlation using only two characteristic features are further discussed in SM [41] . Although all the three ML methods are theoretically shown to be of high predicted accuracies, they are experimentally shown to be of lower predicted accuracies compared to the case with four characteristic features. It implies that the four features used here are of higher noise immunity. Furthermore, we discuss the influence of the data source of the training set [41] . It suggests that an effective classifier need to be trained with experimental states instead of the simulation produced by computer, illustrating the necessity of the experimental verification.
Supplemental Material of " Experimental Simultaneous Learning of Multiple
Non-Classical Correlations" In this supplements, we provide and discuss more experimental results. In Sec. (I), we discuss the performance of predicting quantum correlation using less information. In Sec. (II), we show the performance of predicting experimental states by a well-trained multi-label classifier using simulated states. It efficiently proves the importance of using experimental states as training data but not the simulated state produced by computer. In Sec. (III), predicting results including states with θ close to 0, π/2, π and 3π/2. was further discussed. In Sec. (IV), we introduce Semidefinite programs in detail. .00% and 97.41%, respectively. States in red and blue colors are determined to be separable and entangled, in green color are determined to be one-way steerable and in yellow color are determined to be Bell nonlocal, respectively. The parameter θ varies from 0 to 2π while the visibility p changes from 0 to 1. The space is divided into four parts by the gray theoretical boundary, in which states in I, II, III and IV are theoretical predicted to be separable, entangled, one-way steerable and Bell nonlocal, respectively.
I. THE PERFORMANCE OF PREDICTING QUANTUM CORRELATION USING LESS INFORMATION
Here, we use only two of the mean value of observables,
as the characteristic features to explore the performance of predicting quantum correlation using less information, where .58% and 88.00%, respectively. States in red and blue colors are determined to be separable and entangled, in green color are determined to be one-way steerable and in yellow color are determined to be Bell nonlocal, respectively. The parameter θ varies from 0 to 2π while the visibility p changes from 0 to 1. The space is divided into four parts by the gray theoretical boundary, in which states in I, II, III and IV are theoretical predicted to be separable, entangled, one-way steerable and Bell nonlocal, respectively.
computer with the form of
Taking half of them as training set, where these states are labeled by different quantum criteria. Then we can construct three multiple quantum correlation classifiers by different machine learning (ML) methods. The rest half part is used as the test set, in which the distribution, is shown in FIG. 1a in the space of the parameters p and θ. Compared with the result determined by quantum correlation criteria from quantum state tomography data, the predicted accuracies of ANN, SVM and DT, are 99.60%, 99.00% and 97.41% respectively, as illustrated in FIG. 1b-d . This result shows that the machine learning models can work efficiently with only two features in theory. However, when we use the experimental data to construct the multiple quantum correlation classifier by using only two features, the predictions are not as good as we expected, which are shown in FIG. 2 . The accuracies are 92.35%, 92.58% and 88.00% of ANN, SVM and DT, which are less than that of ML models with four features. Therefore, using a 0 b 0 , a 0 b 0 , a 0 b 0 , a 0 b 0 as input features is of higher noise immunity.
II. THE PERFORMANCE OF PREDICTING EXPERIMENTAL STATES BY A WELL-TRAINED MULTIPLE QUANTUM CORRELATION CLASSIFIER USING SIMULATED STATES
Here we want to clarify an interesting and important point: can we use a well-trained multiple quantum correlation classifier which is trained by using simulated states to efficiently predict the real experimental data? One may expect that these well-trained multiple quantum correlation classifier can efficiently avoid experimental noise during the training process, and it can also achieve a very high accuracy in the cross validation process. Hence, it should be very effective. But such intuition is incorrect. We generated 1004 different quantum states by computer and constructed three well-trained multiple quantum correlation classifiers with different ML methods. Then taking such quantum correlation classifiers to predict the real experimental data (FIG. 3a) . The accuracies of ANN, SVM and DT are 78.43%, 73.48% and 83.37%, which are shown in FIG. 3b-d , respectively. The prediction error on the boundary is very large, and non of a one-way steerable state is predicted. The theoretically trained ML models are failures for experimental states. It illustrates that the sources of the training data and the test data heavily affect the efficiency of the classifiers. This also explain the necessity of our experimental demonstration.
III. PREDICTING RESULTS INCLUDING STATES WITH θ CLOSE TO 0, π/2, pi AND 3π/2.
When the parameter θ is close to 0, π/2, π, 3π/2, the steering ellipsoid will become very small. So the criterion of steering radius will be extremely unstable. The result is shown in FIG. 4a , in which the one-way steerable states (green color) determined from (p, θ) are found not to be one-way steerable (blue color) determined from the reconstructed density matrixes. Therefore ,we do not take into the consideration of the states when θ close to 0, π/2, π, 3π/2. In our work, we use the states without θ closed to 0, π/2, π, 3π/2 as the training set and use the trained ML models to predict the states in whole p-θ space. It is to noted that our ML models correctly predicts the quantum states which are difficult to judge by quantum correlation criteria. The result is shown in FIG. 4b-d with the methods of ANN, SVM and DT.
IV. SEMIDEFINITE PROGRAMS FOR DISTINGUISHING SEPARABLE AND ENTANGLED STATES Background
One of the most popular criteria for "witnessing" entangled states is based on taking partial transposition, introduced by Peres [1] . For any density matrix ρ, with the matrix elements defined by ρ ik,jl = i| ⊗ k|ρ|j ⊗ |l , its partial transpose is defined as ρ T A ik,jl = ρ jk,il . Thus if the states ρ is separable, it must have a positive partial transpose. Furthermore, any state for which ρ T A is not positive semidefinite is necessarily entangled. Horodecki et al proved that PPT (positive partial transpose) is both necessary and sufficient for identifying separability for a pair of qubits H 2 ⊗ H 2 and qubit-qutrit systems H 2 ⊗ H 3 [2] . However, for higher dimensional systems, there exist entangled states that cannot be identified by the PPT criterion [3] .
Alternatively, due to the approach known as semidefinite program(SDP) [5] for convex optimization problem, one may theoretically and numerically [4] construct a separability criteria based on the properties of separable states.
A separable state ρ can be written as a convex combination of product states ρ = p i |ψ i ψ i | ⊗ |φ i φ i |, where |ψ i and |φ i are on the spaces H A and H B . Letρ defined on H A ⊗ H B ⊗ H A , is given bỹ
Thus, the stateρ satisfies following properties. First, the stateρ is an extension of ρ (the partial trace over the third party is equal to ρ). Thus, given an state ρ, the usual PPT criterion is first used to test. If the test fails, the state is entangled; otherwise, the state can be entangled or separable. For the latter case, we look for an extensionρ of ρ to three parties such that it satisfies all possible partial transpose, which can be solved through SDP introduced in the next. If extensionρ can not be found, we say that the state is entangled; otherwise, we can look for an entension for four parties.
Semidefinite programs for separability problem
The above problem can been solved through SDP, which is basically expressed as minimize c T x, subject to F (x) ≥ 0,
where c is a given vector, x = (x 1 , ..., x m ) and F (x) = F 0 + i F i x i , for some fixed n-by-n Hermitian matrices F j . The inequality in the second line of (2) means that the matrix F (x) is semidefinite. For a particular case when c = 0, the problem reduces to whether it is possible to find x such that F (x) is semidefinite. This turns into a feasibility problem and lightens a separability criteria. We only consider the problem of searching for an extension of ρ to three parties here. Let {σ 
We also need to satisfy that the trace ofρ for the third party is ρ, that is T r C [ρ] = ρ, which leads toρ ij1 = ρ ij . The remaining components ofρ will be variables in our SDP. Thus we require that the extensionρ and its partial transpose must be semidefinite. For example, if we want the conditionρ ≥ 0 to be transformed into F (x) = F 0 + i F i x i ≥ 0, we can define The coefficientsρ ijk (k = 1, k ≥ i) play the role of variable x. Moreover, positivity of the partial transpose leads to two more inequalities,ρ T A ≥ 0 andρ T B ≥ 0.
Therefore, the whole problem, whether a statρ is separable or not, turns into findingρ ijk (k = 1, k ≥ i) with G =ρ ⊗ρ T A ⊗ρ T B ≥ 0. If suchρ ijk (k = 1, k ≥ i) don't exist, the state ρ is entangled; If we cannot find such ρ ijk (k = 1, k ≥ i), the state ρ may be separable or entangled.
Numerical SDP solvers have been introduced in detail in [5] . Given the symmetric subspace H 
