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INTRODUCTION 
Let IF, denote the field of p elements, V= @ ,, IF, an n-dimensional F,, 
vector space, and G < GL( I’). The action of G on V extends to P(V) the 
algebra of polynomials on T/ (the symmetric algebra); and there is the sub- 
algebra P(V)” of invariants. In this paper we address the problem of con- 
structing generators for P(V)” out of the combinatorics of the action of G 
on the finite set V. Briefly, we associate to an orbit Bc V of G a sequence 
of elements c,(B) E P( V)s i = I,..., I B(, where 1 BI denotes the cardinality of 
B. If p is sufficiently large we show that these classes suffice to generate 
P(V)” as an algebra. This result indicates the interplay of the orbit struc- 
ture of V and the invariant theory of G in P(V). We introduce the sub- 
group of GL( V) preserving the G orbits and study its relation to G and its 
invariant theory in P(V). We devote particular attention to the groups of 
order prime to p generated by pseudoreflections. These are the groups with 
P(V)” a polynomial algebra and of order relatively prime to p. We show 
that the introduction of one further invariant associated to an orbit, the 
Euler class, suffices in all but finitely many cases to construct polynomial 
generators for P(V)“. 
In general, the methods of this paper, orbit polynomials, orbit Chern 
classes, and orbit Euler classes lend themselves to the systematic onstruc- 
tion of generators for rings of invariants. The method seems related to 
Noether’s proof (E. Noether, “Ges. Abh.,” pp. 18 l-l 85 Springer-Verlag, 
Berlin/New York, 1983) of Hilbert’s finiteness theorem as recounted by 
H. Weyl (“The Classical Groups,” pp. 275-276). (Since writting this paper 
a “modern” account of Noether’s proof which reflects the interpretation 
alluded to above has appeared. The reference is: G. Barbacon and M. Rais, 
Sur le thtoreme de Hilbert differentiable pour les groupes lineaires finis 
d’apres Noether, Ann. Sri. hcole Norm. Sup. 4’ Ser. t 16 (1983), 355-373.) 
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1. SPLITTING PRINCIPLES, ORBIT POLYNOMIALS, ETC. 
We begin by setting the record straight on certain of our notations and 
conventions. The ground field for our discussion will be ff,, the field of p- 
elements; p of course a prime. If V= 0, FP is an n-dimensional vector 
space over F,, we denote by P(V) the polynomial (or symmetric) algebra 
on V. We will regard P(V) as graded by giving the elements of V degree 2. 
In this way P( V) becomes a graded commutative algebra over ff,, and if 
G < GL( V) is a subgroup, then P(V)” is the graded subalgebra of Pf V) 
consisting of the invariant elements. 
Our goal is to show how the combinatorics of the G action on the finite 
set V can be used to describe algebra generators of P(V)“. The central idea 
is that of the orbit polynomials and orbit Chern classes. We begin however 
with some definitions motivated by Wilkerson’s idea of algebraic closure 
[ 15; 1, Sect. 41, and more readily observable in examples (see Examples 
l-3 below ). 
DEFINITION. We say P(V)” satisfies the weak splitting principle iff we 
may choose algebra generators p r ,..., p,, E P( V)’ and polynomials 
f’fafL .f;,(J7 E P( V”Wl, w h ere X is an indeterminant of degree 2, such 
(1 ) pi ,..., p,,? are among the coefficients of,f,(X) ,..., f,(X). 
(2) f,(X),..., f,(X) E P( V)[X] split into a product of linear factors. 
If we may choose a = 1 we say P(V)’ satisfies the splitting principle. 
EXAMPLE 1. Let G = C,, < GL( V) be the symmetric group acting on V 
by permuting the basis [tr ,..., t,, 3 of V. Then 
P( V)“n = P[o, )...’ o,,], 
where or,..., c,, are the elementary symmetric functions, and P[xl,..., x,] 
denotes the polynomial algebra on x1,..., x,. Since 
Y+a,X”‘-‘+ ... +o,,-,X$-o,,EP(v/)~“[X] 
X”+a,Y’-I+ ... +o,~-,X+a,2= fi (X+t;)EP(V)[X], 
r=l 
we see that P( V)“n satisfies the splitting principle. 
EXAMPLE 2. Let G= GL( V). Then by a theorem of Dickson (see, for 
example, [ 11; 2, p. 137, Example 63) 
P( V)GL(V) N P[y, ,..., y,,] = : D*(n), 
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D*(n)[X]3XP*---++,X~-‘-l+ ... +yn-*XP-l+yn 
= rp+v)w~m 
so D*(n) satisfies the splitting principle. 
To motivate the next definition, consider a polynomial f(X) E P( V)“[X] 
and suppose that 
.fW) = n cx+ DIE PC vca 
I’E A 
Since the coefhcients of f(X) are G-invariant, it follows that the action of G 
on V preserves the set A c V of roots off(X). Therefore A decomposes into 
a disjoint union of G orbits and we may write 
f(x)= n n (Xi-o), 
BcArtR 
where B ranges over the orbits of G on A 
DEFINITION. Let B c V be a G orbit and set 
The polynomial (Pi is called the orbit pol~~nomiaf of the orbit B. If jB/ 
denotes the cardinality of B (our group G is finite) then 
qBcX)= c c,(B) X’, 
f+/=IBl 
and the coefficients c,(B), i = l,..., IBI, are called the Chern classes of the 
orbit B. 
LEMMA 1.1. Zf Bc V is an orbit of G then ~I~(X)EP(V)~[X] and 
~,(B)EP(V)“, i= l,..., IBI. 
The discussion prior to the definition shows that the polynomials 
required for the weak splitting principle are all products of orbit 
polynomials. Therefore we may reformulate the definition of the splitting 
principles as follows: 
DEFINITION. P(V)” satisfies the weak splitting principle iff there exist 
orbits B, ,..., B, c V such that {c,(B,)li= l,..., lB,l,j= l,..., CZ> generate 
P(V)” as an algebra. If a = 1 then P(V)” satisfies the splitting principle. 
INVARIANT THEORY OF FINITE GROUPS 131 
DEFINITION. If B c V is a G orbit, we denote by S*(B) < P(V)” the sub- 
algebra of P( I’) generated by the Chern classes of B. The subalgebra of 
P(V) generated by the Chern classes of orbits of G in I/ will be denoted 
by S*. 
Note that S*(B) < S* d P(V)“, and this may be reformulated as: P( V)G 
satisfies the weak splitting principle iff S* = P( V)G. It satisfies the splitting 
principle iff there is an orbit B such that S*(B) = P(V)“. 
Notation. If u E I’, denote by [u] the G orbit containing v. 
Remarks. (1) Note that P(V) is an integral P(V)” module of finite 
type, and the orbit polynomial cpB(X) is the minimal polynomial of the 
elements v E B over P( V)G. So the Chern classes of B are nothing but the 
coefficients of the minimal polynomial. 
(2) It is perhaps worthwhile pointing out the topological content of 
these definitions (see also [lo]). To this end let BV* denote the classifying 
space of the elementary abelian p-group I’* dual to I’. Recall that 
H*(BV*, F,)=E(P-‘V)@P(V), 
where E( ) is the exterior algebra functor and p the Bockstein operator. 
The action of G on I/ passes to BP’* and hence H*( BV*; IF,); and so we 
may think of P( Y)G as a subalgebra of H*(BV*; Fp). To each element 21 E Y 
we associate the complex line bundle &, -1 BP’* with first Chern class zi, and 
to anorbit BcVofG the Gvectorbundle [B=@rEVIZCJ.BV. 
Note that under this identification the orbit Chern classes in P( V)G of an 
orbit B c I/ correspond to the Chern classes of the vector bundle tB 1 BE 
EXAMPLE 3. G = D,,, = Z/m K Z/2, p E 1 mod m. As generators for the 
dihedral group we choose the matrices 
where 0~ ffz is a primitive mth root of unity. Let {u. u} denote a basis for 
V= iF, @ IF, with respect to which the generators of D,, have the above 
form. It is not hard to see that 
where 
p1=w p2 = Mm’ + VI” 
are possible choices of the polynomial generators. 
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We are going to compute the Chern classes of the orbit [u + v]. To this 
end we develop a certain identity for the polynomial 
cp(u, u) = (u + u)“z - (Urn + urn) E P[u, u]. 
Note that cp(u, v) is homogeneous of degree m and invariant with respect o 
the involution that interchanges u and v. Therefore by the fundamental 
theorem of symmetric functions 
So we have (taking account of homogeneity) 
Next note that q(u, v) does not contain the terms zP, u”’ and therefore 
r, <HZ. Thus we may rewrite the above identity in the form 
Cm/21 
cp(u, ?I)= c p,oykJ$: P,EEp. 
/=I 
A simple calculation shows ,u, = m & O(p). Let us rewrite this identity in 
terms of p, and pz to obtain 
cw 1 
(u + uy - p2 = c ppql-2’0; 
,= I 
CJ,rPl 
= ,g, p,(u + uy-2’ (uu)’ 
Ed21 
= c p,pgu+ u)‘F’-2’ 
/=I 
which yields the identity 
Cd2 1 
(*) (u+u)“z- c p,p~(u+u)“7-2J-p2=o. 
/=1 
Introduce the polynomial 
The identity (*) shows h(u+ u) =O. Since h(X) has D,,, invariant coef- 
ficients it follows that D,,, acts on the roots of h(X) in V. Thus h(X) must 
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vanish on the elements of the orbit [u+ v] = (Put- W’vj i= l,..., m}. 
Hence the orbit polynomial 
(p[u+l,(x)= n (x+e’u+e-‘v) 
,=I 
must divide h(X). But both h(X) and ~J~,+,~(X) are manic of degree m in 
X, and therefore h(X) = (pcu + I ,(X). Thus 
-PIP; 3 
L’,( [u + o]) = 
-PI? i = m, 
0, otherwise. 
Since I*, =nz f O(p) we see that c,( [u + u]) and c,([u+ u]) are 
polynomial generators for P(V)““’ and thus P( Y)“JtJ satisfies the splitting 
principle. 
Remark. A similar argument will show that for the dihedral groups D,,,, 
p z - 1 (nz) the ring of invariants P( V)“tn, with respect o the representation 
where y = 0 + 0 ‘. (1 E E,T a primitive 177th root of 1, satrsfies the splitting 
principle. 
Before introducing the last new concept, that of the orbit group, we 
pause to formulate the content of the splitting principle in a form more 
familiar to topologists. To this end introduce the notation 
N”(n) = P[o, )..., o,r] = P[t, ,...) t,,]l’“, 
where r~, ,..., G’,? are the elementary symmetric functions in the variables 
t, ,..,, t,,. Note that 
N*(n) N H*(BU(n); F,), 
where sU(n) is the classifying space of the unitary group V(n). Under this 
isomorphism CT, corresponds to the ith universal Chern class c,. 
PROPOSITION 1.2. If’ P(VJc satisfies the weak splittirzg principle then 
there is un epimorphism of algebras over the Steenrod algebra 
& N*(b,) -+ P( vp 
t=l 
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for suitable b, ,..., b,, a E N. If P(V)” satisfies the splitting principle then 
there is an epimorphism of algebras over the Steenrod algebra 
N*(b) + P( V)” 
for suitable b E N 
ProoJ: If B c V is a G-orbit consider the vector space V(B) over [F,, with 
basis B. Then the action of G on B induces an inclusion G < Zh, b = 1 B(. 
Let I/I: V(B) + V be the linear extension of the inclusion B c V. There is 
then the composition 
eB:N*(b)=P(V(B))‘h<P(V(B))“A P(V)” 
and it is easy to see, by unraveling definitions, that 
e,Ao,) = cj(B), i = l,..., b, 
from which the result follows. m 
Remark. For other more topological interpretations of the splitting 
principles see [ 10, Proposition 11. 
DEFINITION. For G < GL( V) let f = r(G) = ( TE GL( V) 1 T(B) c B for 
all orbits B c V of G 1. We call f the orbit group of G. 
Note that G < r and 
S*(B) < S” d P( V)‘d P( V)” 
for any orbit B. Our purpose is to investigate when various inclusions 
S* < P( V)r< P(V)” become equalities, particularly for groups G where 
P(V)” is a polynomial algebra. Strangely enough the case of p-groups can 
be quickly disposed of. 
PROPOSITION 1.3. Let G< GL( V) be a p-group such that P( V)G is a 
polynomial algebra. Then P(V)” satisfies the weak splitting principle. 
ProoJ By Nakajima’s theorem [7] P(V)” is a polynomial algebra iff 
there exists an ordered basis (t, ,..., t,,} for V such that 
and 
gt,ESpan{t,,..., t,-,> Vg E G, i = 2 ,..., n, 
ICI = ii ICt,ll. 
r=l 
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Moreover, Nakajima shows that in this case 
P(V)” = m, ,‘..> P,,l, 
where 
PI= n 5 i = l,..., n. 
1’s Cr,l 
But p, is then just the top Chern class of the orbit [r,]. 1 
EXAMPLE 4. G = Up(n; [FP) where 
We close this introductory section with a family of nonmodular examples 
drawn from the list of Clark and Ewing [4]. 
EXAMPLE 5. G = G(m, n, Y) < GL(n; ffP) where m 1 p - 1 and rl m. These 
are the groups 2b in the Clark-Ewing list. They are generated by the trans- 
formations of the form 
t, ++ exe,,, i = l,..., n, 
where i t , ,..., I,,) is a basis for V, (r E C,, , H is a primitive mth root of unity, 
and 
v,+ ... +v,-Omodr. 
It is not difficult to show that 
P( v G(tw.%r) = PCP I ,...> PA 
where 
i 
o,(t;,l,..., tT:L i= 1 ,.‘.) n - 1, 
Pi= (r,,( tly’r )...) tA’q, i=n. 
The orbit of t, is easily computed, namely, 
[t,]= {eY~ta(,)I~E.q. 
From this it follows that 
~~,~,(x)=x”“‘+p,x”~-l’“+ ... +pI*-lxm+P:,, 
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c,(Ct,l)= ;:’ 
i 
i = l,..., n - 1, 
II ) i = n. 
Thus all but the last generator appear as Chern classes of the orbit [t,], 
and the last one does if r = 1. If r # 1 we need an orbit that “sees” r. For 
example, 
[tl+ ... +t,,]=(tPt,+ ... +f?“Y,Iv,+ ... +v,-O(r)). 
A rather nasty calculation, analogous to the one in Example 4, shows that 
P,, E S”(Cr, + ... + [,,I) iff p>z. 
r 
Since [tl], [I, + ... -I- t,,] are the only orbit types of G(m, n, r) on V- (0) 
it follows that P( V)G‘(“‘.n*r) satisfies the weak splitting principle iff p > nmlr. 
As we will see, at least the positive result is a consequence of one of our 
general results for large primes (see Theorem 3.2). 
Before leaving this example we compute the orbit group r(m, n, r) of 
G(n?, n, r). Note that YE T(m, n, r) must preserve the orbit [t,] and 
therefore 
y( t;) = P(%,:(,) 
for some permutation g;.. Therefore 
y(t, + .‘. +t,,)=P(%,;(,)+ 
Since 
Y(fl + ... +t,,)c [t,+ 
it follows 
.  .  + (pz(?) t O;.(il). 
+ tnl 
V,(Y) + . . . + v,(y) = O(r). 
Therefore y E G(m, n, r), and hence we have shown lJm, n, r) = G(m, n, r) 
for all m, n, r. 
2. GENERAL RESULTS 
In this section we investigate the inclusions S* < P( V)‘< P( I’)“. 
LEMMA 2.1. D*(n) d S*. 
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Proqfi Obvious. 1 
PROPOSITION 2.2. S* < P(V) is Galois @S* is integrally closed. 
Proof. This follows from [ 11, Sect. 31 and the following result. # 
NOTATION. Let F( ) denote the field of fractions functor. To simplify a 
bit write F(V) for F(F(p( V)). 
PROPOSITION 2.3. F( S*) < F( V) is Galois with Galois group I7 G). 
Proof: Consider the situation 
The field extension F(V) > F(D*(n)) is Galois with Galois group GL( V). 
So from the fundamental theorem of Galois theory F( V) > F(S*) is Galois. 
Let the Galois group be H. To see H = r, let B c V be an orbit of G with 
orbit polynomial qe(X) E P( V)“[X]. Since H fixes the coefficients of qe(X) 
it must permute the roots of (PJX); i.e., H permutes the elements of B. 
Since this is true for every orbit it follows H < lY On the other hand, the 
inclusion S* 6 P(V)“ passes to quotient fields to give F(S*) = F( V)H < 
F( V)r, and hence r < H, whence r= H. 1 
COROLLARY 2.4. S* = P( V)’ iff’S* is irztegral!rs closed. 
EXAMPLE 6. In Example 5 we saw G(n?, TV, r) = r(nl, n, r). Therefore for 
the groups G(nz, 12, r) the equality S* = P( V)T”‘r.“.’ ) holds iff P( V)C;(nr.“.’ ) 
satisfies the weak splitting principle. As already noted, this is the case iff 
nzrzjr < p. Therefore we conclude that for p < rim/r. S* is not integrally 
closed. Thus we can have the situation S* < P( V)r= P( V)“. 
EXAMPLE 7. Let G=SL( V). The orbits of SL( V) on V are 
V+ = V- (0) and (01. Therefore f(SL( V)) = GL( V). From Dickson’s 
work [2] it follows that 
P( V)=-’ I ) = P[y , ,..., .I’,, , , L], 
where 
cp,‘+(x) = X”“- I + y,x”“-’ + . . . + y,,- ,XP- 1 + J’,, 
and 
Lp- ’ = I’,,. 
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Thus for G = SL( V), 
S” = D*(n) = P(V)‘, 
and we have a case of the situation S* = P(V)‘< P(V)“. 
COROLLARY 2.5. P(V)’ is the integral closure of S*. 
ProoJ: We have S*< P(V)’ and F(S*)=F(P(V)r)= F(V)? In 
addition, since D*(n) < S*, and P(V) is integral over D*(n), it follows that 
P(V)’ is integral over S*. Since rings of invariants are integrally closed, the 
result follows. 1 
3. LARGE PRIMES 
For ground fields IF,, where p is large compared to ICI we have two basic 
results. The first of these gives information about the prime divisors of 
T(G), and the second assures us that the weak splitting principle holds. 
This latter is our main result. 
PROPOSITION 3.1, Let G < GL( V), V = @,, lFI,, und suppose p > 1 BI ,fbr 
any orbit B. Then the prime divisors of Ir(G)j are e.uactly the prime divisors 
of ICI. In particular If-(G)1 & 0 modp. 
Proof: Let q be a prime that does not divide IG/ and suppose that q 
divides I f( G)I. Let S < I- be a q Sylow subgroup and B c V an orbit of G. 
Then B is S-invariant. Since B is a G orbit IBI f O(q). On the other hand, 
S being a q group, we have 
(*I lB”I = I BI mod q 
where BS is the fixed point set of S acting on B. 
Let 
V=B,u ... uB, 
be the partition of V into G orbits. Then 
Therefore t > p” - ‘. Since S has at least one fixed point on each orbit by 
(*) we conclude IFix(S)I 3 t > p”-‘. Therefore Fix(S), the fixed point set of 
S, cannot lie in any n - 1 dimensional subspace of V, and therefore Fix(S) 
contains a basis for V. Since S operates linearly on V this means S = ( I>, a 
contradiction. 1 
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THEOREM 3.2. Let G < GL( V), V = en F, and suppose the order of G 
is relatively prime to p and that P(V)” is generated by p,, deg p,= 2d,, 
i = l,..., n. If p>d,, i=l,..., n, then P(V)” satisfies the weak splitting 
principle. 
Before taking up the proof of Theorem 3.2 we require some preliminary 
lemmas. For this purpose we introduce the averaging operator 
M(f):= j& c gf; f’E P( V). 
P t (7 
For I’E V we introduce the polynomial 
H,,,(X)= n (X+ gr)e P( v6 [IX] 
$ t 6 
Note that (I,, ,( A’) = qri ,(A’)’ where s = [G; G, ] 
LEMMA 3.3. Suppose I’, ,..., r, E V, where Y < p. Then the monomial 
21, ... V, E P( V) can be written in the form of a sum of rth powers, i.e., 
I’, ..‘l’, = 2 (l(1) I’, Cl(l) E IF,,. 
it I 
Proof: By induction over r. For I’ = 1 there is nothing to prove, so we 
move on to the induction step. We have by the inductive hypothesis 
which reduces us to looking at the special case h = L-II.’ ‘; in other words. it 
suffices to show 
1.11” ’ = c h(l) I’, h(l) E F,,, 
/E 1 
where c, 11’~ V. 
For i. E iF, the binomial theorem gives 
from which we obtain the identity 
(*I (iv + ~1)~ - w’ - (h)‘= r 0 1 An6 + . . . + i > ,r 1 /2r-17J-1w, 
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there being one such equation (*) for every A E IF,. Set 
r 
x, = 0 j 21’wrpT, j= l,..., r- 1, 
and consider x, ,..., x,.- , as variables. Choose a set I, ,..., ;1,- I E [Fp* of r - 1 
distinct elements. This is possible because r < p. We obtain in this way the 
fotlowing system of linear equations: 
A, > 
[’ L,, 
Let L= (A;), 1 6 i, j<r - 1, be the 
Then 
zoefficient matrix of this linear system. 
by using the rule for Vandermonde determinants. 
By Cramer’s rule it follows that 
(a, v + wy - wr - (a1 zly, a:,..., a;- l 
rvI*“- ’ =x, = 
(a~-,U+W)~-wr-(a~_,V)r,af_l )...) $1; 
det L 
I. 
By developing the determinant on the right we obtain 
rvw r-1= c b(l)I’, b(Z)EF,, 
le v 
and since r < p we may divide by r, completing the inductive step. 1 
LEMMA 3.4. Suppose f E P( V), deg f = 2r, r < p. Then M(f) E S”. 
ProoJ: It is sufficient to consider the case of a monomial 
.f=v, . . . v,. E P( V). By Lemma 3.3 we may write 
f = c 40 1’, a(Z) EF,. 
Is v 
Therefore 
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so it is enough to show that 
for ail I E I/. But 
1 (gl)’ = m c u’, m = [G; G,], 
,RE G UE [/I 
is a multiple of the power symmetric function in the elements of the orbit 
[/I. The power symmetric function is a certain polynomial with integral 
coefficients in the elementary symmetric functions of the elements of the 
orbit [/I, which by definition are the Chern classes of the orbit [I]. Thus 
as was to be shown. 1 
Proof’ of Theorem 3.2. By hypothesis P(V)” is generated by elements 
p,, deg p, = 2d,, i= l,..., m, where dj < p. Therefore by Lemma 3.4 and the 
definition of invariance 
PI = Mb,) E s*, i= 1 ,..., w 
and the results follows. i 
4. GROUPS GENERATED BY PSEUDOREFLECTIONS 
Let V = @?, F,. Recall that a pseudowflection in V is a linear transfor- 
mation T: V---f V such that 1 - T has rank 1. Let G < GL( V) be a subgroup 
of order relatively prime to p. The theorem of Shepard-Todd [9] and 
Chevalley-Bourbaki [2, Chap. V., No. 51 says that P( V)G is a polynomial 
algebra iff G is generated by pseudoreflections. In which case 
where 
P( VI” = 0, 1’.., P,,l, degp,=W, i = l,..., ~1, 
d, . ..d.,= IG/ 
The integers [d, ,..., d,,] are called the semitype of P(V)“. In [4] Clark and 
Ewing provide a complete classification of the subgroups G < GL( V) of 
order relatively prime to p which are generated by pseudoreflections based 
on the corresponding classification of finite complex reflection groups due 
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to Shepard and Todd. The classification of Clark and Ewing takes the form 
of a list of 37 different irreducible types of groups G and the primes p which 
do not divide 1GI for which G admits a faithful representation mod p 
generated by pseudoreflections (See Table I). 
Examining this list we find three infinite families of groups 
x:,7 
G(m, n, r): r Im/ p - 1 
Dm :pr +lmodm 
and 34 sporadic groups. By Theorem 3.2 we see that P( V)G satisfies the 
weak splitting principle when G = D,,,, m # p + 1, G = G(m, n, r) for 
p > max { mn/r, (n - 1) m 1. By elementary considerations C,, satisfies the 
splitting principle for all primes. A more detailed examination of the table 
shows that Theorem 3.2 implies P( V)G satisfies the weak splitting principle 
TABLE I 
No. Order Semltype Problem primes 
2a 
2b 
5 
8 
9 
10 
I4 
I6 
17 
I8 
20 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
r 
2n7 
72 
96 
192 
288 
144 
600 
1200 
1800 
360 
336 
648 
1296 
2160 
1152 
7680 
14,400 
64.6! 
216.6! 
72.6! 
108.9! 
72.6! 
8.9! 
192. IO! 
2, 111 
6, 12 
8. 12 
8,24 
12, 24 
6, 24 
20, 30 
20.60 
30,60 
12,30 
4, 6, I4 
6, 9, 12 
6, 12, 18 
6, 12, 30 
2, 6, 8, 12 
4,8, 12,20 
2, 12, 20, 30 
8, 12. 20, 24 
12, 18, 24, 30 
4, 6, IO, 12, 18 
6, 12, 12, 24, 30, 42 
2, 5, 6, 8, 9, 12 
2, 6, 8, 10, 12, 14, 18 
2, 8, 12, 14, 18, 20, 24, 30 
7 
5 (see discusslon below) 
17 
13 
19 
I1 
41 
31 
I9 
II 
7 
7 
19 
5, 7, 1 I 
13,17 
11, 19, 29 
13,17 
7, 13, 19 
7, 13 
13, 19, 31, 37 
7, 11 
11, 13, 17 
11, 13, 17, 19, 23, 29 
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except for the following possibilities. (The numbers in the first column refer 
to the classification numbers in the Clark-Ewing list, and the problem 
primes are those primes for which the group G in question admits a 
representation by pseudoreflections modulo p, p 1 jG(, but some 
polynomial generator of P(V)” has a degree 2d with d > p.) 
This gives 43 sporadic cases and two infinite families where the weak 
splitting principle is not a consequence of Theorem 3.2. 
Let us first of all settle the situation for the dihedral groups D,, 1 where 
p is a prime. (See also the remark following Example 3 in Section 1. The 
idea is to do the argument of Example 3 over the field of p2 elements, and 
then push it down.) The argument we present here is not the only one 
possible, but suggests how to handle other exceptional cases. Recall [14] 
that 
PC vDm+’ = PCP, 3 PA 
where 
P’ being the first Steenrod reduced power operation. Since +deg p, = 2 < p 
it follows from Lemma 3.4 that p1 E S*. But S* is closed under the action of 
the Steenrod algebra, so it follows that p2 = P’p, E S*. Thus weak splitting 
holds. 
The following result of Clark [3] allows us to apply the above argument 
in further cases. 
THEOREM (A. Clark). Suppose that H* is an unstable polynomial algebra 
over the Steenrod algebra. If H* has a generator of degree 2m where 
m f O(p) and I c H” is the ideal generated by the remaining polynomial 
generators, then P’(Z) & I. 
Let us apply this result to the rank 2 examples in the preceding table. 
Excluding the cases 8 and 16 we find 
P(vlG=PCP, 71, degz=2(p-l)+degp, 
and deg p < 2p. By Lemma 3.4 p E S*. By Clark’s theorem P’p 6 (p), where 
(p) denotes the principal ideal generated by p. Therefore 
P’(p) = z -t perhaps some power of p. 
Thus P’(p) is an acceptable polynomial generator. Since S* is closed 
under the action of the Steenrod algebra P’(P)E S* and hence P(V)” 
satisfies the weak splitting principle. 
150 SMITH AND STONG 
EXAMPLE 8. Let us examine the group number 8 at the prime 5. This is 
a group of order 96 acting on I’= [F, @ [F, with P(V)” 1: P[x,,, x,,], where 
the subscripts denote the degrees. Let us compute a bit of the Steenrod 
algebra action. First, note that for degree reasons 
Note A = 0 iff P’(x,,) E (xi6). So by Clark’s theorem il #O. Therefore 
without loss of generality 
PYXKJ =x*4. 
Again for degree reasons 
and again ,H = 0 iff P’(x,,) E (x,,); so by Clark’s theorem p # 0. 
Now let’s look at the orbit structure of G acting on V. Since the top 
Chern class of an orbit is always nonzero, and the lowest dimensional 
invariant has degree 16, the orbits have at least eight elements. In addition, 
the number of elements must be a multiple of (12, 16) = 4. 
Suppose B c V is an orbit. If B has exactly eight elements then 
c,(B) = n u = ccx16, cl#OEFS. 
I’ E B 
Therefore by the unstability condition 
= 1 01 . . . PGI, . . . v* 
= (v, . . . us) ( i vf) 
r=l 
Note that Cf= L uf can be written as an integral polynomial in the sym- 
metric functions of 21, ,..., vi, so it belongs to S*(B) ,< P( V)“. In fact in this 
case since ci(B) = 0, i= l,..., 7, it follows from Newton’s formulae that 
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Cf= 1 of= -c,(B).) But then P’(c,(B)) is a multiple in P(V)” of c8(B) 
which contradicts 
P&(B)) = ox,, = ax24, a#O. 
Therefore there is no orbit with exactly eight points. 
The next possible size for an orbit is 12. Let B be such an orbit. Then 
c,,(B) = B-u,,, j#OEIFS. 
Arguing as above gives that P’(cIz(B)) is a multiple of c,?(B). But on the 
other hand, 
is not a multiple of c12(B). Therefore there cannot be an orbit of size 12. 
Next note that V decomposes into a disjoint union of orbits, one of 
which is {O}. The next possible orbit size, 16, is ruled out, for if B is such 
an orbit, then 
IV-((O) uB)(=8, 
implying the existence of an orbit of size 8, which we already ruled out. 
Thus we conclude that there are only two orbits; {O> and V- (0 ). So 
r== GL(2; F,) and S* =0*(2) 2 P[v,, ~~1 where deg y, =40 and 
deg pZ = 48. 
Therefore the weak splitting principle fails to hold for this example. 
We will return to this example in the next section where we discuss Euler 
classes of orbits and the generalization of weak splitting. Note that this 
example shows that the condition p > jGI in Proposition 3.1 cannot be 
weakened to jGI f O(p). 
A number of further cases that do not fall under Theorem 3.2 can be 
analyzed in a similar way using Clark’s theorem and orbit analysis. We 
omit the details. 
5. EULER CLASSES OF ORBITS 
Let G < GL( V) and let B c V be an orbit of the G action. For each line 
L c V through 0 E V let 
B,=BnL. 
Then we have a decomposition of B into disjoint subsets B,. Let l(B) be 
the number of lines L such that B,# @. For each line L with BL#@ 
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choose uL E B,. Assume henceforth B # { 0). Then vL # 0 since 0 $ B, and so 
we have the pre-Euler element in P( V), E,(B) = n vL, of degree 21(B). 
LEMMA 5.1. E,(B) E P(V) is well d<fined up to u nonzero scalar multiple 
from F,. 
Let B c V be an orbit of G. Let L’, L” be lines with L’ n B # @ # L” n B. 
Then left translation with an appropriate element of G establishes a bijec- 
tion between B,, and B,,,. 
DEFINITION. If BC V is an orbit, the degree of B is jBLI where L is any 
line in B with Bn L= a. 
LEMMA 5.2. Suppose B c V is an orbit qf degree r. Let 1 BI = h. Then 
aE,( B)’ = c/,(B) 
for some a E ‘FT. 
Proqf: For each L < V with B, # @ we have 
B,= {a,(i).v,Ia,(i)E[F,*, i= l,..., r>. 
Of course {aL( depends on the choice of vL, but the product 
aL = aL( 1) . . . aL(r) E FIT 
is independent of the choice of vL. So we have 
where P(B) = (L < VI dim L = 1, L n B # @}, as required. 1 
LEMMA 5.3. Suppose B c V is an orbit of degree r. Then there is a linear 
character 
such that E,(B) is a relative da invariant, i.e., 
g.E,(B)=o,k).E,(B) V’gEG. 
Moreover 8i = 1. 
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Proof. We have for suitable 2 # 0 E [F, 
(g.E,(B))‘= g.E,(B)‘= g.&,(B) 
= iEcb(B) = E,(B)‘. 
Therefore 
g. E,(B) = f’,(g). E,(B) 
for a unique rth root of unity B,(g). The equations 
edg’. g”) E,(B)= g’. g”E,(B)=e,(g’) e,(f) E,(B) 
then show that 0,: G + [FB is a linear character. 1 
Remark. See [ 12, 61 for a discussion of relative invariants and related 
topics. 
DEFINITION. Let Bc V be an orbit Bf (0). The linear character 
eB: G -+ F; such that 
g. E,(B) = e,(g). E,(B) VgeG 
is called the multiplier of the orbit B. 
LEMMA 5.4. Let B be an orbit of degree r with multiplier 8, of order s. 
Then s divides r and E,(B)” E P( V)“. 
Proof: The first assertion is clear. To prove the second note 
g. (E,(W) = (ST. E,(B))” 
= (e,(g) aw 
= 8,(g)” E,(B)” = E,(B)‘, 
as required. i 
DEFINITION. Let B c V be an orbit of G < GL( V) of degree r and mul- 
tiplier 8, of order s. Then 
e(B) = E,(B)” E P( V)’ 
is the Euler class of the orbit B. 
N.B. If r = s then e(B) = iich(B) where 2 # 0 E F, and b = lB/. In this 
case we get no new invariant. The interesting cases are when s is a proper 
divisor of Y. 
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EXAMPLE 9. G=GL(n;F,;r). 
We define a family of subgroups, one for each divisor r of p - 1, in 
GL(n; ffP) as follows: 
Note that 
GL(n; F,; r) = { TE GL(n; FP) 1 det Tr s 1 }. 
GL(n; F,; 1) = SL(n; F,) 
GL(n; F,, p - 1) = GL(n; FP) 
and 
GL(n; IF,; r’) < GL(n; IF,; r”) + r’ 1 r”. 
Each of these groups acts transitively on V- (01, and so each has the orbit 
structure 
v= (0) u v+ : v+ = v- (0). 
Note that V+ is an orbit of degree p - 1, since for any line L c V through 
the origin 
Ln Vf=L- {O}, 
so ILn V+I = p- 1. As is well known [2, Chap. V, Sect. 5, No. 5.4, 
Proposition 5(i)] 
g.E(V+)=(detg)-‘E(V+), 
and therefore we find (set E = E( V+)) 
E' E p( pyn;[Fp;r~~ 
For example, when I = 1, E E P( V) sL(v) is the element Bourbaki calls L, 
and when r = p - 1 we have EP- ’ = y,, in the notation of [ 111. Note that 
det: GL(n; ff,, r) -+ Fp* 
has order Y, and hence for GL(n; IF,, r) the orbit I/+ has Euler class 
e t7.r : = e( v+ ) = E’ E p( V)WK Ep:r). 
In fact it is not hard to see 
P( VI GL(n;Fp,r) = Pry, ,..,, y,{- 1, en,r], 
INVARIANTTHEORYOFFINITE GROUPS 155 
where yl ,..., y,- l are the Dickson polynomials. Thus I’( V)GL(‘7.iFp,r) is 
generated as an algebra by the Chern classes and Euler class of the orbit 
v+. 
EXAMPLE 10. G=G(m,n, r). 
Recall the invariant theory of these groups. We have 
PC VI G(nLiz~r) = P[p, )...) p,,], 
where 
Oj( tl’,..., t;), i= l,..., n - 1, 
P,= cJ,,( t;“” )...) t;“), i=n, 
where {t ,,..., t,,) is an appropriate basis for V. 
Moreover if B is the orbit of t,, then B = (O”tiI 8 E ff,* is a primitive mth 
root of unity, v E FV ) and 
Note that B is an orbit of order m. For if L < V is a line through the origin 
then 
LC-JB= 
p*t,;, if L3 t,, j= l,..., 12, 
a otherwise. 
Note that the pre-Euler class of B may be chosen as 
E(B)=t, ... t,,. 
The multiplier of the orbit 8, is easily seen to be 
det: G(m, n, r) + 5: 
and has order m/r. Therefore the Euler class of B is 
e(B) = E(B)““’ = pI1 E p( V)G(‘i’.“.“‘. 
Thus we find that P(V) G(r”,“.r) is always generated by the Chern classes and 
the Euler class of the orbit B. 
From our discussion in the preceding section we obtain: 
PROPOSITION 5.1. Let V= @ ,, IF,, G < GL( V) be generated by 
pseudorejlections and of order prime to p. If p > 37 then P(V)” is generated 
by the Chern classes and the Euler classes of the orbits of G on V. 
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Let us close this section with an example to show that Chern classes and 
Euler classes of orbits do not suffice to generate P(V)” for group number 8, 
at the prime 5, in the Clark-Ewing list. To this end recall that in Exam- 
ple 8 (see Sect. 4) we showed that the G orbit structure of I/ is 
v= (0) u v+, V” = v- (0). 
V+ is an Euler orbit of degree 4 and 
E(V+)=n uL. 
Thus E has degree y= 12. The Euler class e( V’) is the least power 
E( V+)’ that is G-invariant. Since there is no invariant of degree 12, and 
E( V+)4 = c*~( V’), the only way to get a new invariant is if E” E P( I’)“. 
But this cannot happen, because if it did 
E’ = u.x~~, a#OEFS 
so 
and therefore 
E4 = &Y;, , 
where 2a’,u # 0 E F,. On the other hand, 
E4 = c14( V+ ) = .E(?, 
the generator of the Dickson algebra O”(2) at p = 5 of degree 48 and [ 11, 
Corollary to Proof of (1.5)] 
which is a contradiction. 
The polynomial generators of this example cannot be constructed by any 
of the methods we have developed so far. 
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