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Abstract. Sufficient conditions are given for the optimal control of Markov processes when the 
control policy is stationary and the process possesses a stationary distribution. The costs are un- 
bounded and additive, and may or may not be discounted. Apphztions to Semi-Markov pto- 
cesses are included, and the results for random walks are related to the auth&s previous papees 
on diffusion processes. 
Markov processes stati 
1. Introduction 
Let X(t) be a discrete time Markov process on X with transition 
probability density function p(x, y) with respect o a -finite n-tzasure p. 
We assume that a stationary probability density function R(X) exists, 
and that X is a single ergodic class in the sense that 
(1) p(x, l )p( 0) is dominated by n( ) IL(*) for :dll X. 
This is a s’lightly stronger equirement han the definition in [ 71 l 
The cost of a transition from x io y is a p X p measurable function 
c(x, J-); costs are additive but ma.y be discounted. Most previous auG~~r*,; 
assume that c is bounded, which would seem rather restrictive, as cl~~i- 
cal problems such as quadratic costs with unbounded state spit 
eluded. Exceptions are [24] f where the bound may be one-side 
a lower bound, and [6] , where a solution for the potential cost 
is given. Instead we rlequire that 
c(x) = sc(x, y)p(x yhddy), lfi’ = 
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exist in that the absolute integrals are finite. Unless otherwise stated, the 
integrals are over K 
If there is a discount factor 0 (0 < p < I), the potential cost function 
is defined as 
where E, denotes the expectation given that the process tarts from x at 
time t = 0. When there is no discounting (p = l), the limit of (2) does 
not exist; in fact, lim,,,r ( 1 - p) w (x, 11:) =8 can be shown as a conse- 
quence of a strong law of large numbers. Instead we define the potential 
cost function by equations (4b) and (Sb), which usually correspond to 
(3) w(x)= jiiy (w(x,p)-(1-p)-Q; 
= Ex 5 {c(X(t), X(s + 1)) -61}. 
t=O 
We do not need this interpretation here, though it does aid the intuition. 
Results concerning the limit p + 1 can be found in [ 1, 12, 2 1,221 l 
Now we introduce a control variable U, which may be selected by the 
controller at each step from a set U(x) possibly depending on the cur- 
rent state x. When u is chosen, the transition probability density is 
P(X, Y 14 and th e cost is c(x, y, U) for a step from x to y. The object is 
to choose the U’S sequentially, as each x is observed, in such a way as 
to minimise the future expected discounted cost (fl< 1) or to minimise 
8 (/3 = 1). The principle of dynamic programming strongly suggests that 
the optimum, if it exists, may be achieved by a stal’iovtary policy, i.e., one 
which always selects the same ti when in the state x. This fact has been 
proved under various assumptions concerning the finiteness or count- 
ability of S and L’(x), or the boundedness of C, in [ 1, 3, 5, 11, 22-24, 
271. 
In other cases, stationary policies may be within c of the optimum for 
any E > 0. Although the assumptions in this paper are too general to guar- 
antee that a stationary policy is optimal (cf. [S]), they are obvious 
policies for consideration, and it is natural to obtain the optimum among 
them. 
For a given stationary policy u which chooses u(“)(x) when in state x, 
we denote more briefly #w)(x, v) for p(x, y, U(~)(X)), and similarly 
C(W)(x), w(W),n(W) and o(W) correspond to the notation above. The policy 
8 2. The goten tial cost function 
6 which is optimal or is about to be proved optimal has briefer notation 
6, 
2. 
fi, 2, 6, ii, 6, etc. 
The potential cost function 
Define the operator L on an integrable functioilf by 
f-f(x) =~fOp(x.v) p(dy) -f(x). 
The backward equation for w, when p < 1, may be wmten as 
W pL~b)--(l-p)w+p=o, 
which possesses many solutions. Our first task is to characterise the car- 
rect one. 
For /? < 1, we day that w exists if 
5 P’Ic(X(t), X(1’+ 1))l 
t=o 
and if c’ exists. 
Lemma 2.1. If for p < 1, w and 8 exist, then 
Proof. Let pt(x, y) denote the transitim probabl!ity density fun&m 
after t steps. By direct evaluation, 
Its existence allows us to apply Fubirli’s Theorem several times to 
tain 
and by the existence of W, to apply it to (3 t 
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Def’inith’ 2.2. When 0 = 1, a potential cost function w(x) is any solution 
of 
(4b) LP-ti+F=O, 
cw s w(x)p(x)p(dx:b = 0. 
s Lf(x)a(x?p(dx) = 0. 
Roof. This is another application of Fubini’s Theorem. 
L 
knma 2.4. For /3 15 1, if w and 9 exists then w is the u,nique solution of 
(4)and(S)for which~Iwlsp(d.x)<~. 
Proof. Let w, w1 be two such integrable solutions, and put u = IV-wI. 
Then u satisfies 
(7) s I ul np(dx) < 00. 
From (6) 
equality holding only if u has a constant sign a.e. (RE(). But by (7) and 
Lemma 2.3 this implies that u = 0 a.e. (np). Recalling the ergodicity a+ 
sumption ( l), the integral in (6) is zero, and so u = 0 everywhere. 
Remark 2.5. It has been shown [ 21 that for bounded non-negative costs, 
w is the smallest non-negative solution of (4). Lemma 2.4 is a generalisa- 
tion foi the stationary case. 
8 3. Optimd :~tatitmaty cmtrol 
3. Optimal stationary control 
Definition 3.1. A control policy cr) belongs to the sub-class a of station- 
ary policies if w (w) and Ocw) exist. 
Theorem 3#.2. Let & o E Q a&suppose that: 
0 i 
@a) p L’w’iir- (l-p);+@ z 0 
(4) 
if PC 1, 
(ii) there exists a cons tan t Mtw) such that 
Then 
(9 ) a 
OP 
i tzll II Mtw)( I~cw,I +I) a.e. (dW)&. 
w(W)@, p) 2 6(x, f?) 
(53 
jbr aN x (P < I), 
(9b) g(w) 2 i 
(a 
(P= 11. 
The final inequdity is stoic t if (i) is strict on a set of positive meastrre 
(nq4). 
Roof. Case p < 1: Define 
g=p ,(w)$_(l-fl);+$w) 
9 
which by ( 8a) is non-negative. Put 6 w = wtwl -G. Subtract ( 8a) from 
L (4 w(w) _ ( 1 -p) w(w) + $4 = 0, 
to obtain 
L’W’6MJ-(1-p)sw+g=o . 
Condition (ii) ensures that G, and hence 6w and g, are integrable (d 
By Lemma 2.4, SW is the potential cost function if the pclicy G) is us 
and Z it; replaced by g. Since g is non-negative, so is 6w, whileh pasve 
(3 1 ‘a. 
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Let A = {x: g(x) > 0) and suppose that A has positive (d$+mea- 
sur2. Since for any x 
T 
; f;, l pj”‘(x, y) p(dy) + j-- dw’(Y) Id@) as T + 0°9 
I: A 
th4:re is a T for which the left-hand side is positive. It is clear from the 
definition of a potential cost function (2) that 6w is strictly positive, 
and the strict inequality is proved. 
Case p = 1: 
@qj = s (~‘“‘(x)-~)~(w)(x)~(dx) 
2 - SL’W’~l(x)*‘W’(x)Cl(dx) . 
Since by (ii) G is integrable, Lemma 2.3 shows that the right-hand side 
is zero. The proof of strict inequality is obvious. 
The reverse inequalities are proved similarly. 
Remark 3.3. The dynamic programming argument gives as a necessary 
condition for optimality that, for all u E U(x) and all X, 
(loa) 
or 
(JObI 
S 
+CY, P)p(x, y W Er(dy) - +(x, pb -t z(x, ~12 0 (PC 1) 
~~)~(x,ylu)~(dy)-~+l(x,u) 2 0 (P= l), 
which b 4, ‘i) holds for all u E S2. 
Further c\- *epr to be necessary; although (ii) is obviously 
stronger than is reqk , it is often easy to verify by, for example, show- 
ing that 
I a (Iz(x, u)i + I)-l 
is bounded. 
Example 3.4. Take 5 to be the real line, p Lebesgue, U(x) the real line, 
PC& Y 1 N the density of any distribution with expectation ax- tc 
(O<ol< 1) and variance 1, and E(x, u) = x2 + ku2 .One solution of 
min {p~~@)~(x,ylu)dy-$x)+x* +ku2) = 0, 
u 
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is of the form 
6(x, p) = A(x2 + B), 
with the minimising (and in fact optimal) control 
; = (k+PA)-‘aflAx, 
where B = (1+3)-l and A is the positive root of a quadratic equatiun. 
If the stationary distribution has a finite second moment (as in the 
case of normality), then Sk, /3) G(x) dx .ind I? exist. By Lemma 2.4, 
we have correctly identified {the potential ctlst function. Furthermore, 
Iii& p)I s A( I-PII-‘( 12(x, u)l+ 1). 
We may apply Theorem 3.2, and so prcve that the optimal stationary 
control is the linear function of x given aboi 2. 
4. Random walks 
Here we assume that S is the set of integers, p is the counting mea- 
sure, and that the transition Iprobabilities are of the form 
p(x* x + 1) = p(x), p(x, x- 1) = 1 -p(x) = q(x). 
The stationary probabilities atisfy the forward equatic;l 
n(x) = p(x-1) n(x-1) + q(x + 1) R(X + l), 
and the only solution which may possibly have a finite total probabilit!: 
is obtained by iterated substitution from 
(11) T(X -t 1) = P(X) n(xj/q(x + 1 j. 
In fact the condition that (11) has a solution with C n(x) = 1 is nece~~ 
sary and sufficient for the existence of a stationary distribution. 
By simple algebra, 
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(12) Lf(x) = p(x) f(x + 1) + q(x) fh-- 1) 
= A[p(x-l)n(..-1) Pf(x-1)1/n(x), 
where A is the difference operator: Ah(x) = h(x + 1) -h(x). 
Lemm:a 4.1. For p g 1, if w and 9 exist, then w is the unique solution of 
(4) and (5) for which 
(13) ~(x)dx) Aw(x,p) -+ o as x + +=. 
Proof. Case p C 1: The general solution of (4a) is obtained by using ( 12) 
and infroducing an arbitrary constant K: 
(14) PAwkP) = k- 5 
Y Z-.00 
MY) -(l-B)w(MMY)}/(p(x)n(x)). 
The relnaining additive constant obtained by summing (14) is deter- 
mined from (5a). It is clear from ( 14) and (52) that 
Suppose that K # 0, then 
z-1 5 we, P> a) - Kp-l 5 c dz)l(p(y) n(y)). 
2=0 z=o y=o 
But 
Z-1 
c ~WlwYMv)) = ‘2 n(z)/(q(y + l)lr(y + 1)) 2 1. 
y=o y=o 
So, in order that L: lwllr <I 00~ it is necessary that K = 0, which proves (13). 
Case fl= 1: Employ the same argument with (I-p)w replaced by 8. 
The following theorem is an alternative to Theorem 3.2 and may be 
used to prove optimality over al stationary policies which alter the con- 
trol variable on only ,a finite set. Condition (ii) of Theorem 3.2 is then 
not required. 
Theorem 4.2. Let 6, w E s1, be such that (8) holds and also (K: i(x) 
# u(“)(x)} is finite. Then the concllzlsions of Theorem 32. hold. 
84. Random walks 245 
Proof. Choose e large enough that p(“)(x) = i(x) for all x > t. From ( 11) 
it follows that p(“)(~~,~(“‘(x)/(~(x) G(x)) is constant for x > e, and 
hence for p LJ 1, 
p(W)(~)dW)(~) AI&~ p)+ 0 as x + + 00. 
The same’r holds for x + -00. 
The seat of the proof follows along lines similar to the proof of 
Theorem 3.2, except that it appeals to Lemma 4.1 instead of Lemma 
2.4. 
Theorem 4.3. Let d, u E 52 be such that (8) holds and 
(i) for every inti9ger 4, 
(ii) for some constant Mtw) and every x, 
I L(W)tSI < Mtw)( I?(w)I + 1). 
Then the conclusions of Theorem 3.2 hold. 
Proof. Condition (ii) ensures that 
and that 
Suppose 
c I L’“G(xJ3)l d”‘(x) < =, 
there is some K such that 
P(~)(X) T(~)(X) Aax, (3) + K as x + km. 
that K # 0, so that 
n4”‘(x) w K[p(W)(x)AG(x,P)]-‘. 
The summability of R (w) and condition (i) therefore Oisprova the sup 
sition, and so K = 0. 
The rest of the proof goes as before. 
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Remark 4.4. The resullrs in this section have a close analogy with those 
presented in [ 171 and [ 181 for diffusion processes. But there a further 
complication arises because it may be possible fDr the process to move 
between 0 and *m in a finite time. Clearly, for random walks the bound- 
aries f= are “natural”, to use the terminology of those papers. 
5. Applications to semi=Markov processes in continuous time 
Several authors [ 10, 12, 15, 16, 22, 23, 261 have considered the con- 
trol of continuous time Markov or semi-Markov processes. They all as- 
sume, in effect, that the costs are bounded, Mine and Tabata [ 161 show 
how a discrete-state Mckov process in continuous time can be trans- 
formed into a discrete-time process, for which the same control policy 
is optimal when there is no discounting. We generalise the technique 
here to include discounting and semi-Markov processes. 
The set-up is as follows: 3 is a countable ergodic class and p is the 
counting measure. 0n arrival in state X, the next state is selected accord- 
ing to transition probabilities p(x, y), where p(x, x) = 0 for all X. The 
process then remains in state x for a random time with the distribution 
function F(= Ix, y). The costs are of the form k(x) per unit time in state 
x and c(x, y) per transition from x toy. After time t the discount is 
exp(-At), and so the potential cost function for X > 0 is 
w(x, X) = Ex e- ht {cost during (t, t + dt]) dt . 
The expected discounted cost until the next transition is 
(the summation in this section is always taken over all y E S), where 
74x39 = J eTl.F(tlx,y), r(x) = l- 22 p(xy)r(&Y~= 
t=O 
The backward equation for IV is 
Wa) &(XY) YkYMy, N - w(x, A) + c(x) = 0. 
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To prevent an infinite number of transitions in a finite time, we as- 
sume that for some 7, 
(16a) inf {r(x)) 2 jT:> 0, x 
in which case (1 Sa) may be written as 
( 17a) (l-3 Cp*(x,y)w(y,A)-w(x,A) +c*(x) = 0, 
where 
P(x) = 7 z(x)/ly(x). 
It is easily seen that p* has the properties of a transition probability 
function for a discrete-time Markov chain. 
When there is no discounting (X = 0), the pc tential cost function is 
defined to be a solution of the backward equation 
(15b) Cp(x, y)w(y) -w(x) + z(x) - O?(X) = 0, 
where 
z(x) = r(x) k(x) + C p(x. Y) c(x,Y)~ 
is the expected sojourn in x, and 0 is the stationary average cost. 
The assumption (similar to ( 16a)) is that 
Wb) inf (7(x)} 2 7 > 0. x 
Then the transformation for this case (X = 0) is 
wb) Cp*(x,y) w(y) -e* +c*(x) = 0, 
where 
if y=x 
if y.# x, 
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c*(x) = m(x)/7(x), e* =7e. 
We see at once that for X 2 0, ( 17) has the same form as (4), with p and 
E replaced by 1 - 7 and c* ,respectively. So if the transformed process 
has stationary probabilities n*(x) and if 
e* = ‘5) c*(y)n*(y), MY, Nn*Cv) 0 2 0) 
exist, then w is the potential cost function of the transformed process. 
We point out that p* , n ‘. c*, Tand 8” all depend on X. It can be veri- 
fied that when X = 0, the stationary distribution is the same as for the 
original problem. 
To apply the theorems above, the control parameter tc E U(X) is in- 
troduced as an extra variable in p* and c -*. ‘%a control represents all the 
actions of the controller during the sojourn in x. An interesting point 
arises when ‘h > 0; the existence of r* is apparently not equivalent o 
the existence of R, the stationary distribution of the original problem. 
6. Further gereralizations 
The definition of ergodicity can be extended to allow a positive prob 
ability that the process tays in X, so that (1) holds for all Y E x and all 
x. This modification makes the proofs of Lemma 2.1 and l&t!mma 2.4 
more tedious and requires a more cumbersome notation. The advantage 
appears when we wish to apply the results to a semi-Markov process with 
arbitrary state space, since the transformed process has to be of this type. 
We leave the details 8~ an exercise to the reader. 
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