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Event-by-event fluctuations in mean p(T) and mean e(T) in root
s(NN)=130 GeV Au+Au collisions
Abstract
Distributions of event-by-event fluctuations of the mean transverse momentum and mean transverse energy
near mid-rapidity have been measured in Au+Au collisions at roots(NN)=130 GeV at the Relativistic Heavy-
Ion Collider. By comparing the distributions to what is expected for statistically independent particle
emission, the magnitude of nonstatistical fluctuations in mean transverse momentum is determined to be
consistent with zero. Also, no significant nonrandom fluctuations in mean transverse energy are observed. By
constructing a fluctuation model with two event classes that preserve the mean and variance of the semi-
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Distributions of event-by-event fluctuations of the mean transverse momentum and mean transverse energy
near mid-rapidity have been measured in Au1Au collisions at AsNN5130 GeV at the Relativistic Heavy-Ion
Collider. By comparing the distributions to what is expected for statistically independent particle emission, the
magnitude of nonstatistical fluctuations in mean transverse momentum is determined to be consistent with
zero. Also, no significant nonrandom fluctuations in mean transverse energy are observed. By constructing a
fluctuation model with two event classes that preserve the mean and variance of the semi-inclusive pT or eT
spectra, we exclude a region of fluctuations in AsNN5130 GeV Au1Au collisions.
DOI: 10.1103/PhysRevC.66.0149XX PACS number~s!: 25.75.Dw
I. INTRODUCTION
Phase instabilities near the QCD phase transition can re-
sult in nonstatistical fluctuations that are detectable in final
state observables @1#. These instabilities, which may occur
due to random color fluctuations @2#, critical behavior at the
QCD tricritical point @3#, or fluctuations from the decay of a
Polyakov loop condensate @4#, can result in a broadening of
the transverse momentum or transverse energy distributions
of particles produced for different classes of events. This
phenomenon is expected to be detected experimentally by
searching for deviations of the distributions of the event-by-
event mean transverse momentum M pT or mean transverse
energy M eT of produced particles from the random distribu-
tions expected for statistically independent particle emission.
An event-by-event analysis of M pT was previously per-
formed for 158 A GeV/c Pb1Pb collisions at the CERN
SPS by Experiment NA49 @5#. In that analysis, the M pT dis-
tributions measured over the rapidity range 4,yp,5.5 and
pT range 0.005,pT,1.5 GeV/c were found to be consis-
tent with random fluctuations. NA49 also performed an
event-by-event analysis of the K/p ratio @6#, showing only
very small deviations from random fluctuations. With an in-
crease of AsNN to 130 GeV in Relativistic Heavy-Ion Col-
lider ~RHIC! collisions, unprecedented energy densities have
been observed @10#; hence conditions may be more favorable
for a phase transition from hadronic matter to a quark-gluon
*Deceased.
†Author is an individual participant.
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plasma which may be indicated in nonrandom fluctuations.
Presented here is an event-by-event analysis of M pT fluctua-
tions and the first measurement of M eT fluctuations at mid-
rapidity at the RHIC.
II. ANALYSIS
The PHENIX Experiment @7# consists of four spectrom-
eters designed to measure simultaneously hadrons, leptons,
and photons produced in nucleus-nucleus, proton-nucleus,
and proton-proton collisions at RHIC. The two central arm
spectrometers, which are located within a focusing magnetic
field, each covering 60.35 in pseudorapidity and Df590°
in azimuthal angle, are utilized in this analysis. The primary
interaction trigger was defined using the Beam-Beam
Counters ~BBCs! @8# and Zero Degree Calorimeters ~ZDCs!
@9#. Events are selected with a requirement that the collision
vertex along the beam axis has uzu,20 cm as measured by
both the BBCs and ZDCs. Event centrality is defined using
correlations in the BBC and ZDC analog response as de-
scribed in @10#. For the present analysis, the events are clas-
sified according to the 0–5 %, 0–10 %, 10–20 %, and 20–
30 % most central events.
The drift chamber @11# is used in conjunction with the
innermost pad chamber, called PC1, to measure the trans-
verse momentum of charged particles traversing the
PHENIX acceptance. A fiducial section of the drift chamber
is chosen to minimize the effect of time-dependent variations
in the performance of the detector during the data-taking
period. The fiducial volume of the M pT analysis spans an
azimuthal range of Df558.5° and covers the pseudorapid-
ity range uhu,0.35. Reconstructed tracks @12# are required to
contain a match to a hit in PC1 to ensure that the tracks are
well reconstructed in three dimensions for reliable momen-
tum determination.
The M eT distribution is determined from clusters recon-
structed in the two instrumented sectors of the lead-
scintillator electromagnetic calorimeter @7,13,14#. The quan-
tity eT is defined as the transverse energy per reconstructed
calorimeter cluster as described in @14#, which can include
clusters that have been merged. The effects of cluster merg-
ing on the M eT distribution are discussed later. The fiducial
volume of the M eT analysis spans an azimuthal range of
Df545° and covers uhu,0.35.
There are no acceptance or efficiency corrections applied
to the semi-inclusive pT or eT distributions prior to the cal-
culation of M pT or M eT. Here, the term semi-inclusive refers
to spectra in pT or eT summed over all events in a given
centrality class. These corrections do not vary from event to
TABLE I. Statistics pertaining to the M pT analysis. The values of ^M pT& are quoted for 0.2,pT
,1.5 GeV/c and are not corrected for efficiency or acceptance.
Centrality 0–5 % 0–10 % 10–20 % 20–30 %
Data
Nevents 72 692 149 236 149 725 150 365
^Ntracks& 59.6 53.9 36.6 25.0
sNtracks 10.8 12.2 10.2 7.8
^M pT& (MeV/c) 523 523 523 520
spT (MeV/c) 290 290 290 289
sM pT
(MeV/c) 38.6 41.1 49.8 61.1
Mixed events
^M pT& (MeV/c) 523 523 523 520
sM pT
(MeV/c) 37.8 40.3 48.8 60.0
TABLE II. Statistics pertaining to the M eT analysis. The values of ^M eT& are quoted for 0.225,eT
,2.0 GeV and are not corrected for efficiency or acceptance.
Centrality 0–5 % 0–10 % 10–20 % 20–30 %
Data
Nevents 69 224 138 882 140 461 137 867
^Nclus& 68.6 62.1 41.6 28.0
sNclus 11.6 13.2 10.8 8.3
^M eT& (MeV) 466 462 448 439
seT (MeV) 267 265 258 253
sM eT
(MeV) 34.1 36.2 43.0 51.8
Mixed Events
^M eT& (MeV) 466 462 448 439
sM eT
(MeV) 32.7 34.4 41.3 50.0
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event and are identical for data and mixed events ~defined
below!; therefore they do not modify the values of the fluc-
tuation quantities defined later. The M pT distributions are cal-




where Ntracks is the number of tracks in the event that pass
the cuts outlined above and lie within the pT range 0.2,pT





where Nclus is the number of calorimeter clusters in the event
that lie within the eT range 0.225,eT,2.0 GeV. An event
is excluded from the analysis if Ntracks or Nclus is below a
minimum value to ensure that there are a sufficient number
of tracks or clusters to determine a mean and to exclude
background events. This minimum value for the 0–5 %,
0–10 %, 10–20 %, and 20–30 % centrality classes, respec-
tively, is 40, 30, 20, and 10 for the M pT analysis and 30, 20,
10, and 10 for the M eT analysis. Table I lists statistics per-
taining to the data samples used to determine M pT and Table
II lists the statistics pertaining to the data samples used to
determine M eT. The events used for the M pT and M eT analy-
ses are considered independently of each other.
In order to compare the M pT and M eT distributions to
what is expected for statistically independent particle emis-
sion, the baseline for the random distribution is defined by
mixed events, which are events of multiplicity m assembled
using individual tracks or clusters taken from a collection of
m data events with one track or cluster taken from each data
event. To obtain a precision comparison, it is important to
match the number of tracks or clusters along with the mean
of the semi-inclusive distribution of the mixed events to
those of the data. Therefore, in both analyses, mixed events
are constructed by predetermining the number of charged
particle tracks or calorimeter clusters in the mixed event
Nmix by directly sampling the corresponding data Ntracks or
Nclus distributions. Figure 1 shows a comparison of the
Ntracks distributions from the data and the normalized mixed
event Nmix distribution for the 0–10 % centrality class. Once
Nmix is determined, a mixed event is filled with pT or eT
values from the data with the following criteria: ~a! no two
pT or eT values from the same data event are allowed to
reside in the same mixed event, ~b! only pT or eT values
passing all cuts in the determination of M pT or M eT from the
data events are placed in a mixed event, and ~c! only data
events from the same centrality class are used to construct a
mixed event corresponding to that class. Once a mixed event
is filled with Nmix tracks or clusters, its M pT or M eT is cal-
culated in the same manner as for the data events.
For both analyses, the data contain a fraction of tracks or
clusters within close physical proximity that have merged
into a single track or cluster. This fraction is estimated by
embedding simulated single-particle events that are pro-
cessed through a detailed simulation of the detector response
into real data events, which are then reconstructed in the
same manner as the data. For the 0–5 % centrality class, we
estimate that 6% of the tracks and 5% of the clusters are
affected.
For the M pT analysis, tracks that are merged into a single
reconstructed track typically have similar values of pT . The
result is a slightly lower value of Ntracks which causes a
slight broadening in the width of the M pT distribution due to
the reduced statistics per event. However, since the Ntracks
FIG. 1. The Ntracks distribution for the 0–10 % centrality class
~data points! compared to the Nmix distribution from the mixed
event sample ~curve!. Very good agreement in the data and mixed
event Ntracks distribution is required for a precise comparison of the
corresponding M pT distributions shown in Fig. 3 below.
FIG. 2. The M pT distribution for the 0–5 % centrality class. The
curve is the result of a G distribution calculation with parameters
taken from the semi-inclusive pT spectra.
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data distribution is directly sampled during the construction
of mixed events, the effect of merged tracks cancels for com-
parisons between the data and mixed events.
For the M eT analysis, the effect of merged clusters is com-
plicated by the fact that a single cluster is reconstructed with
an eT corresponding to the sum of the two ~or more! particles
contributing to the cluster. To understand this effect on the
mixed events, we note that the fraction of merged clusters
within a data event increases with event multiplicity. Also,
many of the data events with the lowest M eT coincide with
the lowest multiplicity events since they contain few, if any,
merged clusters that would yield a higher M eT. When the
merged clusters in the data events are randomly redistributed
among the mixed events, low multiplicity mixed events can
contain more merged clusters than the data events with the
same multiplicity, resulting in a gross upward shift in M eT
for those mixed events. This results in apparent excess non-
random fluctuations at low M eT. Conversely, high multiplic-
ity mixed events can contain fewer merged clusters than the
data events with the same multiplicity, resulting in a gross
downward shift in M eT for those mixed events. However,
since the mean is taken over more clusters in this case, the
effective shift in M eT is reduced at high M eT, and the appar-
ent nonrandom fluctuations are much less pronounced. An
estimate of the magnitude of this effect is presented later.
III. RESULTS
To compare directly the semi-inclusive pT distribution to
the M pT distribution assuming a statistically independent par-
ticle emission, the closed form prescription outlined in @15#
is used. This prescription describes the semi-inclusive pT
distribution using a Gamma distribution,




where p and b are free parameters that are related to the












The reciprocal of b is the inverse slope parameter of
the pT distribution. With the track multiplicity distribution
assumed to be a negative binomial distribution,





f NBD~N ,1/k ,^N&! f G~pT ,Np ,Nb !,
~3.4!
where the sum is over Ntracks from Nmin to Nmax , which are
the limits of the multiplicity. The value of the negative bino-
mial distribution parameter k is given by
FIG. 3. The M pT distributions for all central-
ity classes. The curves are the random baseline
mixed event distributions.











Therefore, given ^pT& , spT, and ^Ntracks& extracted from the
semi-inclusive pT distribution, the expected random M pT dis-
tribution can be calculated. Figure 2 shows the M pT distribu-
tion for the 0–5 % centrality class. Overlaid on the data as a
dotted curve is the result of the calculation. The agreement
between the data distribution and the calculation illustrates
the absence of large nonstatistical fluctuations in the data.
The remainder of this paper will quantify the amount of non-
FIG. 4. The M eT distributions for all centrality
classes. The curves are the random baseline
mixed event distributions. The source of differ-
ences in the data and mixed event distributions
are addressed in the text.
FIG. 5. The residual distribution between the
data and mixed event M pT spectra as a function
of M pT in units of standard deviations for all cen-
trality classes. The total x2 and the number of
degrees of freedom for the 0–5 %, 0–10 %, 10–
20 %, and 20–30 % centrality classes are 89.0/37,
155.7/40, 163.3/47, and 218.4/61, respectively.
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statistical fluctuations observed and place limits on the level
of fluctuations that can be present in central Au1Au colli-
sions at AsNN5130 GeV.
To quantify the magnitude of the deviation of fluctuations
from the expectation of statistically independent particle
emission, the magnitude of the fluctuation vT in the trans-









The value of vT is calculated independently for the data
distribution and for the baseline, or mixed event, distribution.
The difference in the fluctuation from a random baseline dis-
tribution is defined as
d5v (T ,data)2v (T ,baseline) . ~3.7!
The sign of d is positive if the data distribution contains a
correlation, such as Bose-Einstein correlations @16#, when
compared to the baseline distribution. The fraction of fluc-
tuations that deviate from the expectation of statistically in-
dependent particle emission is given by
FT5
~v (T ,data)2v (T ,baseline)!
v (T ,baseline)
5
~s (T ,data)2s (T ,baseline)!
s (T ,baseline)
, ~3.8!
where s (T , data) refers to the standard deviation of the event-
by-event M T data distribution and s (T , baseline) is the corre-
sponding quantity for the baseline, or mixed event, distribu-
tion. In the absence of a common language for the analysis
of M pT and M eT fluctuations, the commonly used fluctuation
quantity fT @17# is also presented in order to compare this
measurement to previous results @5#. The quantity d is related
directly to fT via
fT5~s (T ,data)2s (T ,baseline)!A^NT&5d^M T&A^NT&,
~3.9!
where NT represents Ntracks or Nclus . The quantity fT is
related to FT by
fT5FTs (T ,baseline)A^NT&. ~3.10!
FIG. 6. The residual distribution between the
data and mixed event M eT spectra as a function of
M eT in units of standard deviations for all central-
ity classes. The total x2 and the number of
degrees of freedom for the 0–5 %, 0–10 %,
10–20 %, and 20–30 % centrality classes are
310.0/32, 896.4/36, 678.7/47, and 553.9/53, re-
spectively. A large fraction of the residual contri-
butions are due to the effects of cluster merging.
TABLE III. Fluctuation quantities for the M pT analysis.
Centrality 0–5 % 0–10 % 10–20 % 20–30 %
v (T ,data)~%! 7.3760.10 7.8560.13 9.5260.14 11.760.21
d(%) 0.1460.15 0.1660.19 0.1960.21 0.2160.35
FT(%) 1.962.1 2.062.5 2.162.2 1.863.0
fpT (MeV/c) 5.6566.02 6.0367.28 6.1166.63 5.4769.16
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The standard deviation of the semi-inclusive spectra can be
approximated by s (T ,incl .)’s (T ,baseline)A^NT& @15#, where
s (T ,incl .) is the standard deviation of the semi-inclusive dis-
tribution as defined in Eq. ~3.3!. Therefore, fT is simply the
fraction of nonrandom fluctuations in the event-by-event
mean pT or eT , FT , scaled by s (T ,incl .) . An advantage of FT
over fT is that measurements expressed in FT can be directly
compared without further scaling.
The magnitudes of any nonrandom fluctuations are estab-
lished by comparing the data distributions to the mixed event
distributions, which serve as the random baseline distribu-
tions. For this purpose, the mixed event distributions are nor-
malized to minimize the x2 value with respect to the data
distributions. Figures 3 and 4 show the M pT and M eT distri-
butions for all four centrality classes ~data points! with the
corresponding mixed event M pT and M eT distributions over-
layed on the data as dotted curves. The broadening of the
distributions for less central collisions are due to the reduc-
tion in ^Ntracks& or ^Nclus&. Shown in Fig. 5 and Fig. 6 are
the residuals between the data and mixed events, defined for
each bin i as residuali5(M (T ,data) i2M (T ,mixed) i)/s i , in units
of standard deviations, for each centrality class. The shapes
of the residual distributions are primarily driven by the nor-
malization procedure applied to the mixed events.
For the M pT distributions, the data and mixed event dis-
tributions are indistinguishable. However, the upper M eT
edges of the data and mixed event M eT distributions show
good agreement while the lower M eT edge of the data distri-
butions are slightly wider than the mixed event distribution.
If this low eT effect were physical, it would imply fluctua-
tions with slightly more low eT photons since the effect is
not seen in the M pT distribution for charged particle tracks.
However, some of the excess fluctuations at low eT can be
attributed to the effects of cluster merging previously dis-
cussed. The magnitude of this effect has been investigated
using a Monte Carlo simulation which calculates M eT after
reproducing the calorimeter cluster separation distribution,
the Nclus distribution, and the semi-inclusive eT distributions
from the data. The fluctuations in the M eT distribution with
this effect included in each event are compared to a simu-
lated mixed event M eT distribution constructed from the
same generated data set using the same procedure that is
applied to the data. In this manner, it is estimated that the
cluster merging effect contributes an additional FT 5 1.5%,
2.1%, 0.9%, and less than 0.01% to the nonrandom fluctua-
tions for the 0–5 %, 0–10 %, 10–20 %, and 20–30 % cen-
trality classes, respectively. The simulation confirms that the
cluster merging effect significantly contributes only to the
lower M eT edge of the distribution. The remainder of the
excess low eT fluctuations is likely due to correlated low
energy background. GEANT @19# simulations indicate that
the primary background contribution is produced by low en-
ergy electrons and muons that scatter off the pole tips of the
central arm spectrometer magnet but still pass the cluster
selection cuts. Because of the difficulty in quantifying the
contribution of background to the excess fluctuations, the
present M eT data are taken to indicate an upper limit on
nonstatistical fluctuations rather than an indication of true
nonstatistical fluctuations.
The values of vT , d, FT , and fT for each centrality class
using the mixed events as the random baseline distribution
are tabulated in Table III for M pT and Table IV for M eT. The
errors quoted for these quantities include statistical errors
and systematic errors due to time-dependent variations over
the data-taking period. The systematic errors are estimated
by dividing each data set into nine subsets with each subset
containing roughly equal numbers of events. For the M pT
analysis, the systematic errors contribute to 81%, 88%, 76%,
and 75% of the total error in vT and 85%, 88%, 80%, and
85% of the total error in the variables d, FT , and f t for the
0–5 %, 0–10 %, 10–20 %, and 20–30 % centrality classes,
respectively. The corresponding values for the M eT analysis
are a 67%, 63%, 81%, and 82% contribution to the total
errors in vT , and a 64%, 63%, 81%, and 82% contribution
to the total errors in d, FT , and f t for each centrality class.
The cluster merging contribution estimates noted above are
not applied to the values quoted in Table IV.
IV. DISCUSSION
Based upon the fluctuation measurements presented here,
certain fluctuation scenarios in RHIC Au1Au collisions at
AsNN5130 GeV are excluded. For this purpose, we con-
sider two variations of a model that contains two classes of
events with a difference of effective temperature, defined as
DT5T22T1, where T2 is the inverse slope parameter of the
event class with the higher effective temperature, and T1 is
the inverse slope parameter of the event class with the lower
effective temperature. The first variation, model A, will con-
sider a case where the means of the semi-inclusive pT spectra
for the two event classes are identical, but the standard de-
viations are different. The second variation, model B, will
consider a case where the means of the semi-inclusive pT
spectra are different, but the standard deviations are identi-
cal. Since the semi-inclusive pT distribution is an observed
TABLE IV. Fluctuation quantities for the M eT analysis.
Centrality 0–5 % 0–10 % 10–20 % 20–30 %
v (T ,data)~%! 7.3260.07 7.8460.08 9.5860.17 11.860.26
d(%) 0.3060.09 0.3760.12 0.3860.20 0.4060.32
FT(%) 4.361.3 5.061.6 4.262.2 3.562.8
feT (MeV) 11.563.59 13.664.23 11.165.75 9.2867.34
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quantity, the two event classes must be constrained in such a
way that the mean and standard deviation of the final semi-
inclusive pT distribution remain constant while the effect of
the fluctuation manifests itself in the M pT distribution.
The dual event class model is applied to the determination
of the sensitivity to fluctuations in M pT for the 0–5 % cen-
trality class as follows. Returning to the prescription outlined
in @15#, the semi-inclusive transverse pT spectrum can be
parametrized by the f G(pT ,p ,b) distribution defined in Eq.
~3.1!. For both model variations, the fraction of events in the






The pT distribution of the combined sample can then be ex-
pressed as
f ~pT!5qG~pT ,p1 ,b1!1~12q !G~pT ,p2 ,b2!, ~4.2!
where T151/b1 and T251/b2.
For model A, the semi-inclusive pT distributions of each
event class are constrained to have the same mean, so we
require
m5p/b5p1 /b15p2 /b2 . ~4.3!
The variance of the final semi-inclusive pT distribution for












With these constraints, the choice of a value for q and the
effective temperature of one event class is sufficient to ex-
tract the remaining parameters from which sensitivity esti-
mates for fluctuations in M pT are obtained.
For model B, the semi-inclusive pT distributions of each
event class are allowed to have different means, m1 and m2,
so the mean of the total semi-inclusive distribution can be
expressed as m5qm11(12q)m2. Defining a mean shift Dm
as Dm5m22m1, we obtain
m25m1qDm . ~4.5!
Allowing p1 5 p2 and applying the constraint that the vari-







With a choice of values for q and Dm , the remaining param-
eters can be calculated, including DT .
Both variations of the dual event class model are imple-
mented in a Monte Carlo simulation in the following manner.
The number of particles in an event is determined by sam-
pling the Ntracks data distribution, approximated by a Gauss-
ian distribution fit to the data. The pT of each particle in an
event is determined individually by sampling the appropriate
G(pT ,p ,b) distribution fit to the semi-inclusive pT data dis-
tribution, which yields p50.8 and b52.46 for 0–5 % cen-
trality. The pT of each particle is restricted to the pT range of
the measurement. With Ntracks and the pT distribution deter-
mined, the M pT for a given number of events is calculated.
The generated M pT distribution with q50 for either model
variation is found to be statistically consistent with the mixed
event M pT distribution.
The data contain a fraction of background particles that
did not originate from the collision vertex that effectively
dilute the sensitivity to nonrandom fluctuations. To address
this, a fraction of the particles in an event are randomly
tagged as background particles, whose pT distribution is then
generated with a separate parametrization prior to calculating
M pT for an event. The level of background contamination is
estimated by processing HIJING @18# Au1Au events
through a software chain that includes a detailed GEANT
simulation @19# with the complete PHENIX detector geom-
etry included, followed by a detailed simulation of the detec-
tor electronics response @12#, whose output is then processed
by track, cluster, and momentum reconstruction using the
identical software and input parameters as is used for the
data analysis. It is estimated that 11% of the tracks and 26%
of the clusters are due to background particles, independent
of centrality class over the centrality range of these measure-
ments. The estimated pT and eT distributions for the back-
ground particles are well parametrized by exponential distri-
butions. Again, the majority of the eT background occurs at
low eT , so any correlated background would most likely
contribute to the lower side of the M eT distribution.
FIG. 7. The PHENIX sensitivity to nonrandom fluctuations in
the two variations of the dual event class model that are excluded at
the 95% confidence level by the M pT analysis in the 0–5 % central-
ity class. The fraction of events q in the class of events with the
lower inverse slope parameter ~event class 1! is plotted on the hori-
zontal axis while the difference in inverse slope parameter between
event class 1 and event class 2, DT , is plotted on the vertical axis.
The curves represent the lower boundaries of the excluded regions.
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To determine the sensitivity to fluctuations within the dual
event class model, the fluctuation fraction q and the value of
p1 for model A and Dm for model B are varied and the M pT
distribution is generated at each step. A x2 test is then per-
formed on the generated M pT distribution with respect to the
mixed event data M pT distribution. For a given value of q,
the x2 result increases as DT increases, which allows a fluc-
tuation exclusion region to be defined for the single degree
of freedom. The curves in Fig. 7 show the lower exclusion
boundaries for the 0–5 % centrality M pT measurement at the
95% confidence level as a function of q and DT for both
variations of the model. If the sensitivity is determined based
upon the nonmixed data distribution, the lower exclusion
boundary increases by less than 2 MeV for all values of q for
either model. Also, for all values of q in either model, the
estimated background contribution degrades the sensitivity
estimates by DT53 MeV for both models.
A recent model of event-by-event fluctuations where the
temperature parameter T51/b fluctuates with a standard de-
viation sT on an event-by-event basis @20# can be simply








where p50.8 is the semi-inclusive parameter extracted from
the present data. For the 0–5 % centrality class, the present
measurement establishes a 95% confidence limit of 2.6
31023 for sT
2 /^T&2, or 5% for sT /^T&.
V. CONCLUSIONS
The fluctuations in the M pT distributions for all centrality
classes are consistent with the presence of no fluctuations in
excess of the random expectation. The magnitude of FT in all
cases is positive, which may be due to the presence of
Hanbury-Brown-Twiss correlations. The fluctuations in the
M eT distributions do have a small nonstatistical component,
much of which is attributable to the effects of merged clus-
ters, the remainder of which are taken to indicate an upper
limit on nonstatistical fluctuations in transverse energy. By
defining a dual event class model, limits are set on the
amount of M pT fluctuations that can be present in the angular
aperture uhu,0.35 and Df558.5° in AsNN5130 GeV
Au1Au collisions. During the RHIC run of 2001, PHENIX
has taken data for AsNN5200 GeV Au1Au collisions with
about a factor of 4 increase in azimuthal angular acceptance
for both the M pT and M eT analyses, which will allow the
measurements to be extended toward more peripheral colli-
sions.
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