We consider the problem of multivariate location and scatter matrix estimation when the data contain cellwise and casewise outliers. Agostinelli et al. (2015b) propose a two-step approach to deal with this problem: first apply a univariate filter to remove cellwise outliers and second apply a generalized S-estimator to downweight casewise outliers. We improve this proposal in three main directions. First, we introduce a consistent bivariate filter to be used in combination with the univariate filter in the first step. Second, we propose a new fast subsampling procedure to generate starting points for the generalized S-estimator in the second step. Third, we consider a non-monotonic weight function for the generalized S-estimator to better deal with casewise outliers in high dimension. A simulation study and real data example show that, unlike the original two-step procedure, the modified two-step approach performs and scales well for high dimension. Moreover, the modified procedure outperforms the original one and other state of the art robust procedures under cellwise and casewise data contamination.
Introduction
In this paper, we address the problem of robust estimation of multivariate location and scatter matrix under cellwise and casewise contamination.
Traditional robust estimators assume a casewise contamination model for the data where the majority of the cases are assumed to be free of contamination. Any case that deviates from the model distribution is then flagged as an outlier.
In situations where only a small number of cases are contaminated this approach works well. However, if a small fraction of cells in a data table are contaminated but in such a way that a large fraction of cases are affected, then traditional robust estimators may fail. This problem, referred to as propagation of cellwise outliers, has been discussed by Alqallaf et al. (2009) . Moreover, as pointed out by Agostinelli et al. (2015b) both types of data contamination, casewise and cellwise, may occur together.
Naturally, when data contain both cellwise and casewise outliers, the problem becomes more difficult. To address this problem, Agostinelli et al. (2015b) proposed a two-step procedure: first, apply a univariate filter (UF) to the data matrix X and set the flagged cells to missing values, NA's; and second, apply the generalized S-estimator (GSE) of Danilov et al. (2012) to the incomplete data set. Here, we call this two-step procedure UF-GSE. It was shown in Agostinelli et al. (2015b) that UF-GSE is simultaneously robust against cellwise and casewise outliers. However, this procedure has three limitations, which are addressed in this paper:
• The univariate filter does not handle well moderate-size cellwise outliers.
• The GSE procedure used in the second step loses robustness against casewise outliers for p > 10.
• The initial estimator EMVE used in the second step does not scale well to higher dimensions (p > 10).
Rousseeuw and Van den Bossche (2015) pointed out that to filter the variables based solely on their value may be too limiting as no correlation with other variables is taken into account. A not-so-large contaminated cell that passes the univariate filter could be flagged when viewed together with other correlated components, especially for highly correlated data. To overcome this deficiency, we introduce a consistent bivariate filter and use it in combination with UF and a new filter developed by Rousseeuw and Van den Bossche (2016) in the first step of the two-step procedure. Maronna (2015) made a remark that UF-GSE, which uses a fixed loss function ρ in the second step, cannot handle well high-dimensional casewise outliers. Sestimators with a fixed loss function exhibit an increased Gaussian efficiency when p increases, but at the same time lose their robustness (see . Such curse of dimensionality has also been observed for UF-GSE in our simulation study. To overcome this deficiency, we constructed a new robust estimator called Generalized Rocke S-estimator or GRE to replace GSE in the second step.
The first step of filtering is generally fast, but the second step is slow due to the computation of the extended minimum volume ellipsoid (EMVE), used as initial estimate by the generalized S-estimator. The standard way to compute EMVE is by subsampling, which requires an impractically large number of subsamples when p is large, making the computation extremely slow. To reduce the high computational cost of the two-step approach in high dimension, we introduce a new subsampling procedure based on clustering. The initial estimator computed in this way is called EMVE-C.
The rest of the paper is organized as follows. In Section 2, we describe some existing filters and introduce a new consistent bivariate filter. By consistency, we mean that, when n tend to infinity and the data do not contain outliers, the proportion of data points flagged by the filter tends to zero. We also show in Section 2 how the bivariate filter can be used in combination with the other filters in the first step. In Section 3, we introduce the GRE to be used in place of GSE in the second step. In Section 4, we discuss the computational issues faced by the initial estimator, EMVE, and introduce a new cluster-based-subsampling procedure called EMVE-C. In Section 5 and 6, we compare the original and modified twostep approaches with several state-of-the-art robust procedures in an extensive simulation study. We also give there a real data example. Finally, we conclude in Section 7. The Appendix contains all the proofs. We also give a separate document called "Supplementary Material", which contains further details, simulation results, and other related material.
Univariate and Bivariate Filters
Consider a random sample of X = (X X X 1 , . . . , X X X n ) t , where X X X i are first generated from a central parametric distribution, H 0 , and then some cells, that is, some entries in X X X i = (X i1 , . . . , X ip ) t , may be independently contaminated. A filter F is a procedure that flags cells in a data table and replaces them by NA's. Let f n be the fraction of cells in the data table flagged by the filter. A consistent filter for a given distribution H 0 is one that asymptotically will not flag any cell if the data come from H 0 . That is, lim n→∞ f n = 0 a.s. [H 0 ]. Remark 1. Given a collection of filters F 1 , ..., F k they can be combined in several ways: (i) they can be united to form a new filter, F U = F 1 ∪ · · · ∪ F k , so that the resulting filter, F U , will flag all the cells flagged by at least one of them; (ii) they can be intersected, so that the resulting filter, F I = F 1 ∩ · · · ∩ F k , will only flag the cells identified by all of them; and (iii) a filter, F, can be conditioned to yield a new filter, F C , so that F C will only filter the cells filtered by F which satisfy a given condition C.
Remark 2. It is clear that F U is a consistent filter provided all the filters F i , i = 1, . . . , k are consistent filters. On the other hand, F I is a consistent filter provided at least one of the filters F i , i = 1, . . . , k is a consistent filter. Finally, it is also clear that if F is a consistent filter, so is F C .
We describe now three basic filters, which will be later combined to obtain a powerful consistent filter for use in the first step of our two-step procedure.
A Consistent Univariate Filter (UF)
This is the initial filter introduced in Agostinelli et al. (2015b) . Let X 1 , . . . , X n be a random (univariate) sample of observations. Consider a pair of initial location and dispersion estimators, T 0n and S 0n , such as the median and median absolute deviation (MAD) as adopted in this paper. Denote the standardized sample by Z i = (X i − T 0n )/S 0n . Let F be a chosen reference distribution for Z i . Here, we use the standard normal distribution, F = Φ.
Let F + n be the empirical distribution function for the absolute standardized value, that is,
The proportion of flagged outliers is defined by
where {a} + represents the positive part of a, F + is the distribution of |Z| when Z ∼ F , and η = (F + ) −1 (α) is a large quantile of F + . We use α = 0.95 for univariate filtering as the aim is to detect large outliers, but other choices could be considered. Then, we flag nd n observations with the largest absolute standardized value, |Z i |, as cellwise outliers and replace them by NA's.
The following proposition states this is a consistent filter. That is, even when the actual distribution is unknown, asymptotically, the univariate filter will not flag outliers when the tail of the chosen reference distribution is heavier than (or equal to) the tail of the actual distribution.
Proposition 1 (Agostinelli et al., 2015b) . Consider a random variable X ∼ F 0 with F 0 continuous. Also, consider a pair of location and dispersion estimators T 0n and S 0n such that T 0n → µ 0 ∈ R and
. If the reference distribution F + satisfies the inequality
where n 0 = nd n .
We define the global univariate filter, UF, as the union of all the consistent filters described above, applied to each variable in X. By Remarks 1 and 2, it is clear that UF is a consistent filter.
A Consistent Bivariate Filter (BF)
Let (X X X 1 , . . . , X X X n ), with X X X i = (X i1 , X i2 ) t , be a random sample of bivariate observations. Consider also a pair of initial location and scatter estimators,
and C C C 0n = C 0n,11 C 0n,12 C 0n,21 C 0n,22 .
Similar to the univariate case we use the coordinate-wise median and the bivariate Gnanadesikan-Kettenring estimator with MAD scale (Gnanadesikan and Kettenring, 1972) for T T T 0n and C C C 0n , respectively. More precisely, the initial scatter estimators are defined by
where MAD({Y i }) denotes the MAD of Y 1 , . . . , Y n . Note that C 0n,jj = MAD({X j }) 2 , which agrees with our choice of the coordinate-wise dispersion estimators. Now, denote the pairwise (squared) Mahalanobis distances by
. Let G n be the empirical distribution for pairwise Mahalanobis distances,
Finally, we filter outlying points X X X i by comparing G n (t) with G(t), where G is a chosen reference distribution. In this paper, we use the chi-squared distribution with two degrees of freedom, G = χ 2 2 . The proportion of flagged bivariate outliers is defined by
Here, η = G −1 (α), and we use α = 0.85 for bivariate filtering since we now aim for moderate outliers, but other choices of α can be considered. Then, we flag nd n observations with the largest pairwise Mahalanobis distances as outlying bivariate points. Finally, the following proposition states the consistency property of the bivariate filter.
Proposition 2. Consider a random vector X X X = (X 1 , X 2 ) t ∼ H 0 . Also, consider a pair of bivariate location and scatter estimators T T T 0n and C C C 0n such that
is the set of all positive definite symmetric matrices of size q).
0 (X X X − µ µ µ 0 ) ≤ t) and suppose that G 0 is continuous. If the reference distribution G satisfies:
In the next section, we will define the global univariate-and-bivariate filter, UBF, using UF and BF as building blocks.
A Consistent Univariate and Bivariate Filter (UBF)
We first apply the univariate filter from Agostinelli et al. (2015b) to each variable in X separately using the initial location and dispersion estimators, T T T 0n = (T 0n,1 , . . . , T 0n,p ) and S S S 0n = (S 0n,1 , . . . , S 0n,p ). Let U be the resulting auxiliary matrix of zeros and ones with zeros indicating the filtered entries in X. We next iterate over all pairs of variables in X to identify outlying bivariate points which helps filtering the moderately contaminated cells.
Fix a pair of variables, (X ij , X ik ) and set X X X
0n be an initial pairwise scatter matrix estimator for this pair of variables, for example, the Gnanadesikan-Kettenring estimator. Note that pairwise scatter matrices do not ensure positive definiteness of C C C 0n , but this is not necessary in this case because only bivariate scatter matrix, C C C (jk) 0n , is required in each bivariate filtering. We calculate the pairwise Mahalanobis distances D
) and perform the bivariate filtering on the pairwise distances with no flagged components from the univariate filtering: {D (jk) i : U ij = 1, U ik = 1}. We apply this procedure to all pairs of variables 1 ≤ j < k ≤ p. Let
is flagged as bivariate outlier , be the set of triplets which identify the pairs of cells flagged by the bivariate filter in rows i = 1, ..., n. It remains to determine which cells (i, j) in row i are to be flagged as cellwise outliers. For each cell (i, j) in the data table, i = 1, . . . , n and j = 1, . . . , p, we count the number of flagged pairs in the i-th row where cell (i, j) is involved:
Cells with large m ij are likely to correspond to univariate outliers. Suppose that observation X ij is not contaminated by cellwise contamination. Then m ij approximately follows the binomial distribution, Bin( k =j U ik , δ), under ICM, where δ is the overall proportion of cellwise outliers that were not detected by the univariate filter. We flag observation X ij if
where c ij is the 0.99-quantile of Bin( k =j U ik , δ). In practice we obtained good results (in both simulation and real data example) using the conservative choice δ = 0.10, which is adopted in this paper. The filter obtained as the combination of all the univariate and the bivariate filters described above is called UBF. The following argument shows that UBF is a consistent filter.
By Remarks 1 and 2, the union of all the bivariate consistent filters (from Proposition 2) is a consistent filter. Next, applying the condition described in (5) to the union of these bivariate consistent filters yields another consistent filter. Finally, the union of this with UF results in the consistent filter, UBF.
The DDC Filter
Recently, Rousseeuw and Van den Bossche (2016) proposed a new procedure to filter and impute cellwise outliers, called DetectDeviatingCells (DDC). DDC is a sophisticated procedure that uses correlations between variables to estimate the expected value for each cell, and then flags those with an observed value that greatly deviates from this expected value. The DDC filter exhibited a very good performance when used in the first step in our two-step procedure in our simulation. However, the DDC filter is not shown to be consistent, as needed to ensure the overall consistency of our two-step estimation procedure.
In view of that, we propose a new filter made by intersecting UBF and DDC (denoted here as UBF-DDC). By Remarks 1 and 2, UBF-DDC is consistent. Moreover, we will show in Section 5 and in B that UBF-DDC is very effective, yielding the best overall performances when used as the first step in our two-step estimation procedure.
Generalized Rocke S-estimators
The second step of the procedure introduces robustness against casewise outliers that went undetected in the first step. Data that emerged from the first step has missing values that correspond to potentially contaminated cells. To estimate the multivariate location and scatter matrix from that data, we use a recently developed estimator called GSE, briefly reviewed below.
Review of Generalized S-estimators
Related to X denote U the auxiliary matrix of zeros and ones, with zeros indicating the corresponding missing entries. Let p i = p(U U U i ) = p j=1 U ij be the actual dimension of the observed part of X X X i . Given a p-dimensional vector of zeros and ones u u u, a p-dimensional vector m m m and a p × p matrix A A A, we denote by m m m (u u u) and A A A (u u u) the sub-vector of m m m and the sub-matrix of A A A, respectively, with columns and rows corresponding to the positive entries in u u u.
the squared Mahalanobis distance and
the normalized squared Mahalanobis distances, where C C C * = C C C/|C C C| 1/p , so |C C C * | = 1, and where |A| is the determinant of A.
Let Ω Ω Ω 0n be a p × p positive definite initial estimator. Given the location vector µ µ µ ∈ R p and a p × p positive definite matrix Σ Σ Σ, we define the generalized M-scale, s GS (µ µ µ, Σ Σ Σ, Ω Ω Ω 0n , X, U), as the solution in s to the following equation:
where ρ(t) is an even, non-decreasing in |t| and bounded loss function. The tuning constants c k , 1 ≤ k ≤ p, are chosen such that
to ensure consistency under the multivariate normal. A common choice of ρ is the Tukey's bisquare rho function, ρ(u) = min(1, 1 − (1 − u) 3 ), and b = 0.5, as also used in this paper.
A generalized S-estimator is then defined by
subject to the constraint
3.2 Generalized Rocke S-estimators showed that if the weight function W (x) = ρ (x)/x in S-estimators is non-increasing, the efficiency of the estimators tends to one when p → ∞. However, this gain in efficiency is paid for by a decrease in robustness. Not surprisingly, the same phenomenon has been observed for generalized S-estimators in simulation studies. Therefore, there is a need for new generalized S-estimators with controllable efficiency/robustness trade off. proposed that the ρ function used to compute S-estimators should change with the dimension to prevent loss of robustness in higher dimensions. The Rocke-ρ function is constructed based on the fact that for large p the scaled squared Mahalanobis distances for normal data
and hence that D/σ are increasingly concentrated around one. So, to have a high enough, but not too high, efficiency, we should give a high weight to the values of D/σ near one and downweight the cases where D/σ is far from one. Let
where χ 2 (β) is the β-quantile of χ 2 p . In this paper, we use a conventional choice of α = 0.05 that gives an acceptable efficiency of the estimator. We have also explored smaller values of α according to Maronna and Yohai (2015) , but we have seen some degree of trade-offs between efficiency and casewise robustness (see the supplementary material). Maronna et al. (2006) proposed a modification of the Rocke-ρ function, namely which has as derivative the desired weight function that vanishes for
Figure 1 compares the Rocke-weight function, W Rocke (z/c p ), and the Tukeybisquare weight function, W T ukey (z/c p ), for p = 40, where c p as defined in (7). The chi-square density function is also plotted in blue for comparison. When p is large the tail of the Tukey-bisquare weight function greatly deviates from the tail of the chi-square density function and inappropriately assigns high weights to large distances. On the other hand, the Rocke-weight function can resemble the shape of the chi-square density function and is capable of assigning low weights to large distances.
Finally, we define the generalized Rocke S-estimators or GRE by (8) and (9) with the ρ-function in (6) replaced by the modified Rocke-ρ function in (11). We compared GRE with GSE via simulation and found that GRE has a substantial better performance in dealing with casewise outliers when p is large (e.g., p > 10). Results from this simulation study are provided in the supplementary material.
Computational Issues
The generalized S-estimators described above are computed via iterative re-weighted means and covariances, starting from an initial estimate. We now discuss some computing issues associated with this iterative procedure.
Computation of the Initial Estimator
For the initial estimate, the extended minimum volume ellipsoid (EMVE) has been used, as suggested by Danilov et al. (2012) . The EMVE is computed with a large number of subsamples (> 500) to increase the chance that at least one clean subsample is obtained. Let ε be the proportion of contamination in the data and m be the subsample size. The probability of having at least one clean subsample of size m out of M subsamples is
For large p, the number of subsamples M required for a large q, say q = 0.99, can be impractically large, dramatically slowing down the computation. For example, suppose m = p, n = 10p, and ε = 0.50. If p = 10, then M = 7758; if p = 30, then M = 2.48 × 10 10 ; and if p = 50, then M = 4.15 × 10 16 . Therefore, there is a need for a faster and more reliable starting point for large p.
Alternatively, pairwise scatter estimators could be used as fast initial estimator (e.g., Alqallaf et al., 2002) . Previous simulation studies have shown that pairwise scatter estimators are robust against cellwise outliers, but they perform not as well in the presence of casewise outliers and finely shaped multivariate data (Danilov et al., 2012; Agostinelli et al., 2015b) .
Cluster-Based Subsampling
Next, we introduce a cluster-based algorithm for faster and more reliable subsampling for the computation of EMVE. The EMVE computed with the cluster-based subsampling is called called EMVE-C throughout the paper.
High-dimensional data have several interesting geometrical properties as described in Hall et al. (2005) . One such property that motivated the Rocke-ρ function, as well as the following algorithm, is that for large p the p-variate standard normal distribution N p (0 0 0, I I I) is concentrated "near" the spherical shell with radius √ p. So, if outliers have a slightly different covariance structure from clean data, they would appear geometrically different. Therefore, we could apply a clustering algorithm to first separate the outliers from the clean data. Subsampling from a big cluster, which in principle is composed of mostly clean cases, should be more reliable and require fewer number of subsamples.
Given X and U. The following steps describe our clustering-based subsampling:
1. Standardize the data X with some initial location and dispersion estimator T 0j and S 0j . Common choices for T 0j and S 0j that are also adopted in this paper are the coordinate-wise median and MAD. Denote the standardized data by
2. Compute a simple robust correlation matrix estimate R R R = (R jk ). Here, we use the Gnanadesikan-Kettenring estimator (Gnanadesikan and Kettenring, 1972) , where
and where S 0jk+ is the dispersion estimate for {Z ij +Z ik |U ij = 1, U ik = 1} and S 0jk− the estimate for {Z ij − Z ik |U ij = 1, U ik = 1}. We use Q n (Rousseeuw and Croux, 1993) for the dispersion estimate.
3. Compute the eigenvalues λ 1 ≥ · · · ≥ λ p and eigenvectors e e e 1 , . . . , e e e p of the correlation matrix estimate
where Λ Λ Λ = diag(λ 1 , . . . , λ p ) and E E E = (e e e 1 , . . . , e e e p ). Let p + be the largest dimension such that λ j > 0 for j = 1, . . . , p + . Retain only the eigenvectors E E E 0 = (e e e 1 , . . . , e e e p + ) with a positive eigenvalue.
4. Complete the standardized data Z by replacing each missing entry, as indicated by U, by zero. Then, project the data onto the basis eigenvectors Z Z Z = Z Z ZE E E 0 , and then standardize the columns ofZ Z Z, or so called principal components, using coordinate-wise median and MAD ofZ Z Z.
5. Search for a "clean" cluster C in the standardizedZ Z Z using a hierarchical clustering framework by doing the following. First, compute the dissimilarity matrix for the principal components using the Euclidean metric. Then, apply classical hierarchical clustering (with any linkage of choice). A common choice is the Ward's linkage, which is adopted in this paper. Finally, define the "clean" cluster by the smallest sub-cluster C with a size at least n/2. This can be obtained by cutting the clustering tree at various heights from the top until all the clusters have size less than n/2.
6. Take a subsample of size n 0 from C.
With good clustering results, we can draw fewer subsamples, and equally important, we can use a larger subsample size. The current default choices in GSE are M = 500 subsamples of size n 0 = (p + 1)/(1 − α mis ) as suggested in Danilov et al. (2012) , where α mis is the fraction of missing data (α mis = number of missing entries /(np)). For the new clustering-based subsampling, we choose M = 50 and n 0 = 2(p + 1)/(1 − α mis ) in view of their overall good performance in our simulation study. However, using equation (12), a more formal procedure for the choice of M and n 0 could be considered. M and n 0 could be chosen as a function of the cluster size C, the expected remaining fraction of contamination δ, and a desired level of confidence. In such case, n and ε in equation (12) should be replaced by to the size of the cluster C and the value of δ, respectively. Without clustering, ε would be chosen fairly large (e.g. ε = 0.50) for conservative reasons. However, with clustering, ε can be made smaller (e.g., ε ≤ 0.10).
In general, p is the primary driver of computational time, but the procedure could also be time-consuming for large n because the number of operations required by hierarchical clustering is of order n 3 . As an alternative, one may bypass the hierarchical clustering step and sample directly from the data points with the smallest Euclidean distances to the origin calculated fromZ Z Z. This is because the Euclidean distances, in principle, should approximate the Mahalanobis distances to the mean of the original data. However, our simulations show that the hierarchical clustering step is essential for the excellent performance of the estimates, and that this step entails only a small increase in real computational time, even for large n.
A recent simulation study (Maronna and Yohai, 2015) has shown that Rocke estimator starting from the the "kurtosis plus specific direction" (KSD) estimator (Peña and Prieto, 2001 ) estimator can attain high efficiency and high robustness for large p. The KSD estimator uses a multivariate outlier detection procedure based on finding directions that maximize or minimize the kurtosis coefficient of the respective projections. The "clean" cases that were not flagged as outliers are then used for estimating multivariate location and scatter matrix. Unfortunately, KSD is not implemented for incomplete data. The study of the adaption of KSD for incomplete data would be of interest and worth of future research.
Other Computational Issues
There is no formal proof that the recursive algorithm decreases the objective function at each iteration for the case of generalized S-estimators with a monotonic weight function (Danilov et al., 2012) . This also the case for generalized S-estimators with a non-monotonic weight function. For Rocke estimators with complete data, Maronna et al. (2006, see Section 9 .6.3) described an algorithm that ensures attaining a local minimum. We have adapted this algorithm for the generalized counterparts. Although we cannot provide a formal proof, we have seen so far in our experiments that the descending property of the recursive algorithms always holds.
Two-Step Estimation and Simulation Results
The original two-step approach for global-robust estimation under cellwise and casewise contamination is to first flag outlying cells in the data table and to replace them by NA's using a univariate filter only (shortened to UF). In the second step, the generalized S-estimator is then applied to this incomplete data. Our new version of this is to replace UF in the first step by the proposed combination of univariate-and-bivariate filter and DDC (shortened to UBF-DDC) and to replace GSE in the second step by GRE-C (i.e., GRE starting from EMVE-C). We call the new two-step procedure UBF-DDC-GRE-C. The new procedure will be made available in the TSGS function in the R package GSE .
We now conduct a simulation study similar to that in Agostinelli et al. (2015b) to compare the two-step procedures, UF-GSE as introduced in Agostinelli et al. (2015b) and UBF-DDC-GRE-C, as well as the classical correlation estimator (MLE) and several other robust estimators that showed a competitive performance under
• Cellwise contamination: SnipEM (shortened to Snip) introduced in Farcomeni (2014) • Casewise contamination: Rocke S-estimator as recently revisited by Maronna and Yohai (2015) and HSD introduced by Van Aelst et al. (2012) • Cellwise and casewise contamination: DetMCDScore (shortened to DMCDSc) introduced by Rousseeuw and Van den Bossche (2015) We also considered the different variations of the two-step procedures using different first steps, including UBF-GRE-C and DDC-GRE-C. However, UBF-DDC-GRE-C generally performs better in simulations than UBF-GRE-C and DDC-GRE-C. Therefore, we present only the results of UBF-DDC-GRE-C here. The complete results of UBF-GRE-C and DDC-GRE-C can be found in B.
We consider clean and contaminated samples from a 10, 20, 30, 40, 50 and sample size n = 10p. The simulation mechanisms are briefly described below.
Since the contamination models and the estimators considered in our simulation study are location and scale equivariant, we can assume without loss of generality that the mean, µ µ µ 0 , is equal to 0 0 0 and the variances in diag(Σ Σ Σ 0 ) are all equal to 1 1 1. That is, Σ Σ Σ 0 is a correlation matrix.
Since the cellwise contamination model and the estimators are not affineequivariant, we consider the two different approaches to introduce correlation structures:
• Random correlation as described in Agostinelli et al. (2015b) 
and
• First order autoregressive correlation.
The random correlation structure generally has small correlations, especially with increasing p. For example, for p = 10, the maximum correlation values have an average of 0.49, and for p = 50, the average maximum is 0.28. So, we consider the first order autoregressive correlation (AR1) with higher correlations, in which the correlation matrix has entries Σ 0,jk = ρ |j−k| , with ρ = 0.9. We then consider the following scenarios:
• Clean data: No further changes are done to the data.
• Cellwise contamination: We randomly replace a of the cells in the data matrix by X cont ij ∼ N (k, 0.1 2 ), where k = 1, 2, . . . , 10.
• Casewise contamination: We randomly replace a of the cases in the data matrix by X X X We consider = 0.02, 0.05 for cellwise contamination, and = 0.10, 0.20 for casewise contamination. The number of replicates in our simulation study is N = 500. The performance of a given scatter estimator Σ Σ Σ n is measured by the KulbackLeibler divergence between two Gaussian distribution with the same mean and covariances Σ Σ Σ and Σ Σ Σ 0 :
This divergence also appears in the likelihood ratio test statistics for testing the null hypothesis that a multivariate normal distribution has covariance matrix Σ Σ Σ = Σ Σ Σ 0 . We call this divergence measure the likelihood ratio test distance (LRT). Then, the performance of an estimator Σ Σ Σ n is summarized by
whereΣ Σ Σ n,i is the estimate at the i-th replication. Finally, the maximum average LRT distances over all considered contamination values, k, is also calculated. Table 1 shows the maximum average LRT distances under cellwise contamination. UBF-DDC-GRE-C and UF-GSE perform similarly under random correlation, but UBF-DDC-GRE-C outperforms UF-GSE under AR1(0.9). When correlations are small, like in random correlation, the bivariate filter fails to filter moderate cellwise outliers (e.g., k = 2) because there is not enough information about the bivariate correlation structure in the data. Therefore, the bivariate filter gives similar results as the univariate filter. However, when correlations are large, like in AR1(0.9), the bivariate filter can filter moderate cellwise outliers and therefore, outperforms the univariate filter. This is demonstrated, for example, in Figure 2 which shows the average LRT distance behaviors for various cellwise contamination values, k. Table 2 shows the maximum average LRT distances under casewise contamination. Overall, UBF-DDC-GRE-C outperforms UF-GSE. This is because the Rocke ρ function in GRE in UBF-DDC-GRE-C is more capable of downweighting moderate casewise outliers (e.g., 10 < k < 20) than the Tukey-bisquare ρ function in GSE in UF-GSE. Therefore, UBF-DDC-GRE-C outperforms UF-GSE under moderate casewise contamination and gives overall better results. This is demonstrated, for example, in Figure 3 which shows the average LRT distance behaviors for various casewise contamination values, k. Table 3 shows the finite sample relative efficiency under clean samples with random correlation for the considered robust estimates, taking the MLE average LRT distances as the baseline. The results for the AR1(0.9) correlation are very similar and not shown here. As expected, UF-GSE show an increasing efficiency as p increases while UBF-DDC-GRE-C have lower efficiency. Improvements can be achieved by using smaller α in the Rocke ρ function with some trade-off in robustness. Results from this experiment are provided in the supplementary material. Finally, we compare the computing times of the two-step procedures. Table  4 shows the average computing times over all contamination settings for various dimensions and for n = 10p. The computing times for the two-step procedure have been substantially improved with the implementation of the faster initial estimator, EMVE-C.
Real data example: small-cap stock returns data
In this section, we consider the weekly returns from 01/08/2008 to 12/28/2010 for a portfolio of 20 small-cap stocks from Martin (2013) . The purpose of this example is fourfold: first, to show that the classical MLE and traditional robust procedures perform poorly on data affected by propagation of cellwise outliers; second, to show that the two-step procedures (e.g., UF-GSE) can provide better estimates by filtering large outliers; third, that the bivariatefilter version of the two-step procedure (e.g., UBF-GSE) provides even better estimates by flagging additional moderate cellwise outliers; and fourth, that the two-step procedures that use GRE-C (e.g., UBF-GRE-C) can more effectively downweight some high-dimensional casewise outliers than those that use GSE (e.g., UBF-GSE), for this 20-dimensional dataset. Therefore, UBF-GRE-C provides the best results for this dataset. Figure 4 shows the normal QQ-plots of the 20 small-cap stocks returns in the portfolio. The bulk of the returns in all stocks seem roughly normal, but large outliers are clearly present for most of these stocks. Stocks with returns lying more than three MAD's away from the coordinatewise-median (i.e., the large outliers) are shown in green in the figure. There is a total of 4.8% large cellwise outliers that propagate to 40.1% of the cases. Over 75% of these weeks correspond to the 2008 financial crisis. Figure 5 shows the squared Mahalanobis distances of the 157 weekly observations based on four estimates: the MLE, the Rocke-S estimates, the UF-GSE, and the UBF-GSE. Weeks that contain large cellwise outliers (asset returns with values three MAD's away from the coordinatewise-median) are in green. From the figure, we see that the MLE and the Rocke-S estimates have failed to identify many of those weeks as MD outliers (i.e., failed to flag these weeks as having estimated full Mahalanobis distance exceeding the 99.99% quantile chi-squared distribution with 20 degrees of freedom). The MLE misses all but seven of the 59 green cases. The Rocke-S estimate does slightly better but still misses one third of the green cases. This is because it is severely affected by the large cellwise outliers that propagate to 40.1% of the cases. The UF-GSE estimate also does a relatively poor job. This may be due to the presence of several moderate cellwise outliers. In fact, Figure 6 shows the pairwise scatterplots for WTS versus HTLD, HTLD versus WSBC, and WSBC versus SUR with the results from the univariate and the bivariate filter. The points flagged by the univariate filter are in blue, and those flagged by the bivariate filter are in orange. We see that the bivariate filter has identified some additional cellwise outliers that are not-so-large marginally but become more visible when viewed together with other correlated components. These moderate cellwise outliers account for 6.9% of the cells in the data and propagate to 56.7% of the cases. The final median weight assigned to these cases by UF-GSE and UBF-GSE are 0.50 and 0.65, respectively. By filtering the moderate cellwise outliers, UBF-GSE makes a more effective use of the clean part of these partly contaminated data points (i.e., the 56.7% of the cases). As a result, UBF-GSE successfully flags all but five of the 59 green cases. Figure 7 shows the squared Mahalanobis distances produced by UBF-GRE-C and UBF-GSE, for comparison. Here, we see that UBF-GRE-C has missed only 3 of the 59 green cases, while UBF-GSE has missed 6 of the 59. UBF-GRE-C has also clearly flagged weeks 36, 59, and 66 (with final weights 0.6, 0.0, and 0.0, respectively) as casewise outliers. In contrast, UBF-GSE gives final weights 0.8, 0.5, and 0.5 to these cases. Consistent with our simulation results, UBF-GSE has difficulty downweighting some high-dimensional outlying cases on datasets of high dimension.
In this example, UBF-GRE-C makes the most effective use of the clean part of the data and has the best outlier detecting performance among the considered estimates.
Conclusions
In this paper, we overcome three serious limitations of UF-GSE. First, the estimator cannot deal with moderate cellwise outliers. Second, the estimator shows an incontrollable increase in Gaussian efficiency, which is paid off by a serious decrease in robustness, for larger p. Third, the initial estimator (extended minimum volume ellipsoids, EMVE) used by GSE and UF-GSE does not scale well in higher dimensions because it requires an impractically large number of subsamples to achieve a high breakdown point in larger dimensions.
To deal with also moderate cellwise outliers, we complement the univariate filter with a combination of bivariate filters (UBF-DDC). To achieve a controllable efficiency/robustness trade off in higher dimensions, we replace the GSE in the second step with the Rocke-type GSE which we called it GRE. Finally, to overcome the high computational cost of the EMVE, we introduce a clustering-based subsampling procedure. The proposed procedure is called UBF-DDC-GRE-C.
As shown by our simulation, UBF-DDC-GRE-C provides reliable results for cellwise contamination when ≤ 0.05 and p ≤ 50. For larger dimensions (p > 50), in our experience, the proposed estimator still performs well unless there is a large fraction of small size cellwise outliers that evade the filter and propagate. Furthermore, UBF-DDC-GRE-C exhibits high robustness against moderate and large cellwise outliers, as well as casewise outliers in higher dimensions (e.g., p > 10). We also show via simulation studies that, in higher dimensions, estimators using the proposed subsampling with only 50 subsamples can achieve equivalent performance than the usual uniform subsampling with 500 subsamples.
The proposed two-step procedure still has some limitation. As pointed out in the rejoinder in Agostinelli et al. (2015a) , the GSE in the second step does not handle well flat data sets, i.e., n ≈ 2p. In fact, when n ≤ 2p, these estimators fail to exist (cannot be computed). This is also the case for GRE-C, and for all the casewise robust estimators with breakdown point 1/2. Our numerical experiments show that the proposed two-step procedure works well when n ≥ 5p but not as well when 2p < n < 5p, depending on the amount of data filtered in the first step. In this situation, if much data are filtered leaving a small fraction of complete data cases, GSE and GRE may fail to converge (Danilov et al., 2012; Agostinelli et al., 2015a) . This problem could be remedied by using graphical lasso (GLASSO, Friedman et al., 2008) to improve the conditioning of the estimates.
A Proofs of Propositions

A.1 Proof of Proposition 1
The proof was available in Agostinelli et al. (2015b) , but we provide a more detailed proof in the supplementary material for completeness.
A.2 Proof of Proposition 2
We need the following lemma for the proof.
Lemma 1. Consider a sample of p-dimensional random vectors X X X 1 , . . . , X X X n . Also, consider a pair of multivariate location and scatter estimators T T T 0n and C C C 0n . Suppose that T T T 0n → µ µ µ 0 and C C C 0n → Σ Σ Σ 0 a.s.. Let
Proof of Lemma 1. Note that
By assumption, there exists n 1 such that for n ≥ n 1 implies A n ≤ ε/5 and B n ≤ ε/5.
Next, note that
So, there exists n 2 such that n ≥ n 2 implies
Similarly, there exists n 3 such that n ≥ n 3 implies
Also, there exists n 4 such that n ≥ n 4 implies
Finally, let n 5 = max{n 1 , n 2 , n 3 , n 4 }, then for all i, n ≥ n 5 implies
Note that
We will show that |A n | → 0 and |B n | → 0 a.s.. Choose a large K such that P G 0 (D 0 > K) ≤ ε/8. By law of large numbers, there exists n 1 such that for n ≥ n 1 implies |
By assumption, we have from Lemma 1 that D i → D 0i a.s. for all i where
. So, with probability 1, there exists n 2 such that n ≥ n 2 implies that −δ ≤ E i ≤ δ for all i. Then,
Also,
Now, by the Gilvenko-Cantelli Theorem, with probability one there exists n 3 such that n ≥ n 3 implies that sup t |
. Also, by the uniform continuity of G 0 , there exists δ > 0 such that
Finally, note that
Let n 4 = max{n 1 , n 2 , n 3 }, then n ≥ n 4 implies
≤ (ε/4 + ε/4) + ε/16 + 0 ≤ ε. 
B Additional Tables from the Simulation Study in Section 5
C Supplementary Materials
Additional simulation results and related supplementary material referenced in the article can be found in a separate document, "Supplementary Material".
Proof of Proposition 1
The proof was available in Agostinelli et al. (2015) , but we provide a more detailed proof here for completeness.
Proof. Without loss of generality, set µ 0 = 0 and σ 0 = 1. Let Z 0i =
. Denote the empirical distributions of Z 01 , . . . , Z 0n and Z 1 , . . . , Z n by By assumption, with probability one, there exists n 1 such that n ≥ n 1 implies 0 < 1 − δ ≤ S 0n ≤ 1 + δ and −δ ≤ T 0n ≤ δ, and we have
Now, by the Glivenko-Cantelli Theorem, with probability one there exists n 2 such that n ≥ n 2 implies that sup t |F This implies that n 0 /n → 0 a.s..
Performance comparison between GSE and GRE
We conduct a simulation study to compare the standalone performances of the second steps (i.e., the estimation step) in the two-step S-estimators: GRE-C starting from EMVE-C versus GSE starting from EMVE. We consider clean and casewise contaminated samples from a N p (µ 0 µ 0 µ 0 , Σ 0 Σ 0 Σ 0 ) distribution with p = 10, 20, . . . , 50 and n = 10p. The simulation mechanisms are the same as that of Section 5, but in addition, 5% of the cells in the generated samples are randomly selected and assigned a missing value. The number of replicates is N = 500. Table 1 shows the maximum average LRT distances from the true correlation matrices among the considered contamination sizes and, for brevity, shows only the values for random correlations. EMVE is capable of dealing small fraction of outliers with 500 subsamples, but breaks down when the fraction gets larger, and brings down the performance of GSE. EMVE-C with more refined subsampling procedure and larger subsample sizes shows better performance than EMVE, even for relatively larger fraction of outliers. Overall, GRE performs better than GSE. The Rocke ρ function used in GRE is capable of giving smaller weights to points that are moderate-to-large distances from the main mass of points ; see, for example, Figure 1 that shows the average LRT distance behaviors for 10% contamination for dimension 30 and sample size 300 data. In the figure, we see that GRE outperforms GSE for moderate sizes contamination points, as expected. Table 2 shows the finite sample relative efficiency under clean samples, taking the classical EM estimator as the baseline. As expected, GSE shows an increasing efficiency as p increases. GRE, overall, has lower efficiency. The tuning parameter α in the Rocke-ρ function in γ in (10) is chosen small to control the efficiency. In this chapter, we used the conventional choice α = 0.05, as seen to achieve reasonable efficiency while achieving high robustness. Here, we explore the performance of GRE-C with smaller values of α. We repeat the simulation study as in Section 5 for p = 10, 30, 50 and n = 10p. The number of replicates is N = 30. Table 3 reports the finite sample efficiency and maximum average LRT distances under 20% casewise contamination. In general, higher efficiency can be achieved using smaller values of α, but with the cost of some loss in robustness. 
