Amorphous solids lack long-range order. Therefore identifying structural defects -akin to dislocations in crystalline solids -that carry plastic flow in these systems remains a daunting challenge. By comparing many different structural indicators in computational models of glasses, under a variety of conditions we carefully assess which of these indicators are able to robustly identify the structural defects responsible for plastic flow in amorphous solids. We further demonstrate that the density of defects changes as a function of material preparation and strain in a manner that is highly correlated with the macroscopic material response. Our work represents an important step towards predicting how and when an amorphous solid will fail from its microscopic structure.
Amorphous solids lack long-range order. Therefore identifying structural defects -akin to dislocations in crystalline solids -that carry plastic flow in these systems remains a daunting challenge. By comparing many different structural indicators in computational models of glasses, under a variety of conditions we carefully assess which of these indicators are able to robustly identify the structural defects responsible for plastic flow in amorphous solids. We further demonstrate that the density of defects changes as a function of material preparation and strain in a manner that is highly correlated with the macroscopic material response. Our work represents an important step towards predicting how and when an amorphous solid will fail from its microscopic structure.
How can we predict when and where a material will fail? For disordered solids, including many food and cosmetic products, screens and cases for smartphones, and even mud and gravel perched on a hillside, this fundamental question remains a challenge. Under small deformations or forces, such amorphous materials respond as an elastic solid, but beyond a critical threshold the materials yield and exhibit extensive irreversible plastic deformation.
At the moment, we cannot easily predict from firstprinciples whether a given material will fail abruptly and catastrophically, termed brittle failure, or flow slowly and steadily, known as ductile flow. Moreover, we can not predict when or where it will fail, and we lack global design principles for how we might change the microscopic structure of these materials in order to control failure mechanisms.
One reason disordered solids are so challenging to understand is that, unlike crystals, their microscopic structure lacks long-range order. In crystals it is easy to identify a defect where the crystalline order is broken, and unsurprisingly plasiticity is initiated at certain types of these defects. Over the past 50 years, analogous structural defects have been proposed in amorphous solids [1] , but it has proven more difficult to identify these and connect them to deformation and failure.
For this reason, theoretical work has largely remained disconnected from simulations. Several fairly successful theories have posited that there is no correlation of particle rearrangements with the inherent microstructure [2] , while others such as Shear Transformation Zone (STZ) [3, 4] , Soft Glassy Rheology (SGR) [5] and elastoplastic models [6] assume the existence of structural defects, without specifying the precise definition of these defects. Perhaps more problematically, all these theories are phenomenological in the sense that they contain fitting parameters that we do not know how to extract from first principles, i.e. from the microstructure and interactions between the constituent particles of the material. Fairly recently, large-scale computer simulations of glass-formers have reinvigorated the search for structural defects. Examples of promising approaches include mapping the local shear modulus [7] , highlighting regions that are excited by linear and nonlinear vibrational modes [8] [9] [10] [11] [12] , or quantifying the structure in more complex ways e.g. using machine learning [13, 14] . A particularly literal and successful approach applies strain to small regions within a simulation to determine which are closest to yielding [15, 16] .
Until now there have been three main drawbacks to this line of inquiry. First, there has never been a consistent methodology for evaluating whether a given indicator that identifies structural defects works well for predicting deformation and failure, although efforts to-wards this goal have been made [15] . Second, it has not been clear whether a given method works best only on a particular model system or the interaction potential for which it was designed, or whether some methods work well universally across different disordered solids. Finally, computer-generated amorphous solids have historically been vastly more ductile than those in real experiments, and so it was difficult to simulate brittle materials that exhibit catastrophic failure. Recent methodological developments [17, 18] now allow very deep supercooling of model polydisperse liquids, to temperatures comparable to and even lower than what can be achieved with laboratory liquids. These liquids, when quenched to zero temperature, form ultra-stable glasses that exhibit brittle failure [19] .
In this article we employ these computational tools to conduct a comprehensive and quantitative comparative study of how well several recently-proposed structural indicators predict plastic activity in two-dimensional model glasses formed using a wide range of preparation conditions. We develop a standard methodology for comparing these indicators to one another, and to the complex deformation fields that result from the applied deformation.
We find that different classes of structural indicators are not always strongly correlated, suggesting that different paradigms for identifying structural defects are sensitive to distinct structural information. With a few exceptions, the indicators we investigated are excellent at predicting deformation in ductile and brittle materials over short strain scales (0.1% in the system sizes studied), and several remain correlated beyond 10% strain, highlighting that structure really does govern plastic deformation in these zero-temperature materials under simple shear. The quality of a given indicator does not vary much between the two interaction potentials we studied. In contrast, their predictive capabilities do change with glass stability: indicators are generally less accurate in ductile glasses, where many regions are soft even at zero strain. An exception to this rule occurs in the ultra-stable glasses accessible via swap Monte Carlo -in these materials many of the structural indicator fields change so much before the first plastic rearrangement that the indicator field at zero strain is not highly predictive. Importantly, we demonstrate that free volume (or any measure of a local density), historically used to predict plasticity in metallic glasses, performs much worse than other indicators. Finally, we are able to follow the complete strain history of a given brittle sample and we find that our indicators are able to capture an anisotropic spatial distribution of soft regions before shear banding.
We shear systems of 2D soft disks using a standard athermal quasi-static (AQS) protocol, where the only control parameters are the imposed strain γ and the strain increment δγ [20] . Fig. 1 (a-b) shows that the mechanical response quantified by plots of the shear stress σ versus γ, where different curves correspond to different material preparation protocols. Fig. 1(a) corresponds to a standard glass former, a bidisperse packing of particles with a Lennard-Jones (LJ) interaction potential; glasses were formed by cooling equilibrium states by means of conventional molecular dynamics methods [21] . Fig. 1 (b) corresponds to polydisperse (POLY) disks [17] interacting via purely repulsive interactions; liquid states spanning a wide range of supercooling temperatures were equilibrated using the swap Monte Carlo method, and quenched to the glassy phase with a minimization algorithm. Plastic instabilities associated with deformation and particle rearrangements correspond to instantaneous drops in the stress. Qualitatively, we see that some material preparation protocols generate lessstable, ductile solids where small plastic instabilities occur frequently until the system approaches a steady state. Other preparation protocols generate ultra-stable brittle solids which behave nearly elastically until they fail catastrophic around 6 or 7 % strain (γ yielding 0.07 ). In order to compare these two very different material systems, we study the average strain at the first instability, γ min ( Fig. 1(c) ), which is a good indicator for material stability/ductility for a given finite N , and correlates strongly with other previously developed measures for stability ( Supplementary Fig. S1 ). Another indicator, the magni- tude of the average stress drop ∆σ , is an order parameter for the macroscopic yielding transition [19] , exhibiting a sharp peak at the macroscopic yielding transition in brittle systems ( Fig. 1(d) ) associated with the formation of a system-spanning shear band (right inset).
Having characterized the macroscopic material properties of these systems, we next study how plastic deformation correlates with proposed indicators for structural defects. Although many different correlation functions have been proposed in previous work, here we adopt a very simple cumulative rank correlation [15] , in order to fairly compare structural indicators with vastly different magnitudes and distributions, and to avoid setting an arbitrary threshold (details provided in SI). From this methodology, we define C = C(γ str , γ pl ) as the correlation between a snapshot of the structure at strain γ str and the plastic deformation field at a strain γ pl .
In the following, we distinguish five different families of structural indicators: (i) eight purely structural ones that only require the position of particles and not their interaction potential (red in Fig. 2 ), (ii) one machine learning-based method that is also structural but require a training on a subset of shear deformations (purple), (iii) three based on the linear response/harmonic vibrational modes with no information about the applied strain ( green), (iv) four that quantify the linear response to a specialized applied strain, which here is simple shear (blue), (v) three going beyond the non-linear response (orange). Details are in the SI. The full spearman indicator to indicator correlation C s (defined in the SI) is shown in Fig. 2(a) for the gradually quenched binary Lennard-Jones system. The majority of purely structural indicators correlate strongly with each other but are not strongly correlated with indicators based on the linear response.This suggests that the two classes of indicators are capturing different features, likely because the latter has explicit access to the forces across bonds, which encode longer-range elastic interactions across the contact network.
Previous work has demonstrated that initialization protocol has a substantial impact where and how a glassy material fails under shear. Therefore, we first study how the structural indicators evaluated at zero strain, γ = 0, correlate with the plastic deformation that occurs at the first plastic event, at a strain γ pl (1). Fig. 2(b,c) show the cumulative rank correlation C min = C(0, γ pl (1)) for all the indicators studied in the most ductile (HTL) and least ductile (GQ) LJ glasses. Note that C min is evaluated at vastly different strains in different systems, at approximately γ ∼ 0.1 % in ductile glasses, and approximately γ ∼ 5 % in the most brittle glasses. We observe a qualitative agreement between the two different protocols with some quantitative change in the prediction as the sample becomes more stable. Indicators constructed from normal modes (from M to ϕ γ ) perform extremely well, with a correlation C min approaching unity. These indicators can even perform as well as the residual plastic strength ∆τ y , which is a highly nonlinear method that locally shears a small portion of the material centered around a particle i and measures how much additional stress is needed to induce yielding. This result confirms many observations that loci of plasticity are directly connected to the presence of low-frequency excitations that control the response of a system upon external driving [9, 11] .
The majority of structural based indicators perform badly, with two important exceptions: the steric bond order Θ and the machine learning-based softness field S, which are highly correlated with each other and with soft modes as shown by C s in Fig. 2(a) , highlighted by a yellow box. The indicator Θ highlights particles that strongly depart from sterically favored configurations with little particle overlap, and thus is a local measure of frustration. The fact that Θ is so similar to the agnostic machine learning method suggests that the machine algorithm has learned to identify such frustration, too. In metallic glasses, plastic rearrangements do correlate strongly with unfavored local structures [22] . This connects to recent evidence that internal stresses caused by frustrations during the quench are responsible for quasi-localized excitations [23] and strongly echoes with experimental work on metallic glasses [24] .
In Fig. 2(d) , we summarize our results by plotting C min for the three different quench protocols shown in Fig. 1(a) and ordering them according to the degree of stability of the sample. For visibility, we only display one of the best structural indicators in each family (Θ, S, M, nafµ, and ∆τ y ). The predictive power increases as the system becomes less ductile, consistent with Ref. [21] . In the least ductile LJ systems, structural indicators based on vibrational modes or frustrated geometric configurations work very well to predict the next plastic event. This is especially impressive since less ductile materials must be strained further before triggering the next plastic event. Fig. 2(e) shows the correlation C min for the same structural quantities as in Fig. 2(d) , now for a polydisperse system prepared using swap Monte Carlo (POLY). Again, the initialization protocols are ranked from most ductile to most brittle, which is controlled by the equilibrium parent temperature T ini from which the system is minimized. Recalling from Fig. 1(c) that the first three types of POLY systems have ductility and stability very similar to the three types of LJ systems, we notice that Fig. 2(d) and (e) are quite similar if we restrict ourselves to those data points. This is also highlighted by the similarities in C min across nearly all structural indicators between ductile LJ (Fig. 2(c) ) and POLY (Fig. 2(f) ) systems. Taken together, these results suggest that the attractive interaction and degree of polydispersity related to the interaction potential have only a small influence on the predictive power of a given indicator.
In contrast, the stability/ductility of the material very strongly influences the predictive power -for almost all of the conditions studied, the predictive power increases with decreasing ductility. This can be rationalized by realizing that the system dynamics are noisy, and so when (1)) between a structural field computed at γ = 0 and the first plastic event. Binary LJ data are shown for the most (HTL) to the least (GQ) ductile glasses in (b) and (c), respectively. (d) shows the same information as a function of the glass stability. Polydisperse glasses data prepared by SWAP are shown for mildly (Tini = 0.12) and very stable glasses (Tini = 0.05) in (f) and (g), respectively. (e) shows the same information as in (d) but plotted as a function of the inverse of the parent temperature. (h,j) Correlation decay Cγ = C(0, γ pl (n pl )) between a structural field computed at γ = 0 and the nth plastic event in a system composed of 10 4 particles. The underlying gray gradient indicates the corresponding average plastic strain γ pl ranging linearly from γ = 0 (transparent) to γ ≥ γ yielding (opaque). (i,k) Correlation growth C∆γ = C(γ pl − ∆γ, γ pl ) between a structural field ∆γ away from a plastic event located at γ pl . Results are for ductile glasses (h-i) and brittle glasses (j-k) prepared at Tmin = 0.30 and Tmin = 0.05, respectively. The different colors and symbols corresponds to the same structural indicators as shown in (d) and (e). a large fraction of the system is relatively soft it is more difficult to predict which of those soft regions will fail first.
On the other hand, the most brittle systems we study - Fig. 2(g) and the right-most points in Fig. 2 (e) -buck this trend. These correspond to ultra-stable glasses that can only be formed using swap Monte Carlo. In those systems, the predictive power of vibrational modes, softness, and Θ are all lower. We also observe the same drop in Saddle Point Sampling (SPS), which highlights that the relevant saddles in the potential energy landscape are not present at γ = 0 and form during the elastic branch. A direct consequence is the reversibility of first inelastic events in very stable glasses (confirmed in SI). In contrast, the prediction offered by the residual plastic strength keeps increasing. This suggests that in very stable glasses, linear response is insufficient to predict plasticity and that one needs access to non-linear response.
One possible explanation for this observation is that the first plastic event is nearly an order of magnitude further away in strain for the most brittle materials compared to the other material preparations (Fig. 1(c) ). To test this hypothesis, we study how the correlation between structure and deformation changes with the number of plastic events that have occurred since the state was prepared at γ = 0. For the ductile glass, we see that the correlation function decays smoothly as the system approaches the yielding regime, identified by the grey shading ( Fig. 2(h) ). The correlation for some structural indicators remains above the noise floor even beyond 50 plastic events or 10 % strain, consistent with previous studies [9, 15] . In brittle glasses, with the exception of ∆τ y , there is instead a strong decrease in correlation after just a handful of plastic events (Fig. 2(j) ). This suggests that significant changes to the indicators are occurring along elastic branches in the absence of any plasticity, and that the longer length of these elastic branches is indeed the reason why, for most indicators, predictive capabilities are low in the most brittle glasses. It also explains why ∆τ y is far superior in this case -because ∆τ y is measured only after the system yields, it has access to these transformed states far along an elastic branch.
While some of the indicators are computationally expensive and therefore can only be computed at γ = 0, it is possible to compute other indicators along the strain trajectory. For these indicators, we also explore how well they capture deformation as a function of the strain until the next plastic event, ∆γ, averaged over all plastic events. These data are shown with C ∆γ = C(γ pl − ∆γ, γ pl ) in Fig. 2 (i) for a ductile glass, and (k) for a brittle glass. In both systems, the correlation for the best indicators is nearly unity until a differential strain of 10 −3 , which is close to the average distance between plastic events for a system of this size. Beyond this strain scale, the predictive power decreases exponentially, suggesting that the system gradually loses memory of its past state over a characteristic strain scale of 10 −1 .
Many phenomenological models that predict plastic deformation and failure rely on largely untested assumptions about the characteristics of structural defects, such as their strain distance to threshold or density. Now we are finally in a position to begin to test some of those assumptions, by quantifying properties of our calculated structural fields and studying how different structural indicators contribute different insights into macroscopic material response. In particular, we can utilize a structural indicator to isolate regions likely to rearrange and follow their spatial evolution during deformation. Here, we propose to follow various sheared states along the stress-strain curve of a brittle glass ( Fig. 3(a) ).
We first focus on the initial state (γ = 0). We ex-tract an estimate for the strain distance to the next instability as ∆τ y /μ, withμ being the bulk shear modulus. In Fig. 3(b) , we plot the distribution P (∆τ y /μ) at zero strain, for our most ductile (T min = 0.3 (red)) and most brittle (T min = 0.05 (blue)) computationally modeled glasses. In both cases, we find a power-law tail at low ∆τ y /μ, highlighting the presence of anomalously soft regions. However, the density of regions close to a plastic rearrangement changes drastically between the ductile and brittle material (about 2 orders of magnitude), which is illustrated by the left-most snapshots where particles that are less than 3% in strain from threshold are colored in white. We observe the same decrease in the number of low-energy excitations (extracted by localizing modes lying below the onset frequency of the power law tail in the density of states, see SI) and indicated by black crosses, consistent with other studies [25, 26] . We find that the purely structural indicator Θ, which does not require information about the interaction between particles, is also able to resolve a decrease in the number of particles belonging to highly disordered motifs (Θ > 0.1), demonstrated quantitatively in the distribution P (Θ) in Fig. 3 (c) and qualitatively in the left-most bottom snapshots. Since the tail of P (Θ) changes by only one order of magnitude instead of two, it incorrectly labels some regions as soft even when the distance to threshold (τ y /μ) is high. Nevertheless, these data demonstrate that some purely structural methods easily accessible to experimentalists can effectively be used to sort samples with respect to their ductility. While Θ works well for these simulations with spherically symmetric interaction potentials, similar trends are seen in also in the structural softness metric S, as shown in Fig. S10 and S11, which can be applied to a wide range of simulations and experimental systems [27] . One consequence of the change seen in P (∆τ y /μ) for brittle glasses is that the system can be deformed up to 5% of strain with only a minor plastic activity. This leads us to state point (2) in Fig. 3(a) . Here localized excitations have softened, which translates into a shift of P (∆τ y /μ) towards ∆τ y /μ → 0. In other words, soft regions present in the tail seen in Fig. 3(b) , move closer to their critical threshold, in agreement with elasto-plastic models where ∆τ y is assumed to decrease byμγ. Hence, we observe a homogeneous distribution of regions that are about to yield, similar to those seen in ductile glasses. Purely structural indicators are less sensitive to this softening.
The situation is somewhat different at the onset of shear band formation, after a series of small rearrangement events. Looking at (3), we first observe that (i) more regions are about to yield and (ii) the spatial distribution is more anisotropic compared to (2) . Comparing Θ between (2) and (3), we observe an increase of regions with a high local disorder. The region where the shear band is going to form appears to be softer than the rest of the system, which is confirmed more quantitatively in the SI and in agreement with recent work [28] . Finally, the Fig. 1(d) ). (b) Probability distribution function of the (strain) distance to threshold ∆τy/μ at zero strain for ductile (red) and brittle (blue) glasses. system yields and reaches a transient shear-banded state (4) . We observe that the majority of our structural indicators are able to locate the shear band. In particular, we observe an array of low energy excitations perfectly aligned with regions close to their threshold. Moreover, Θ reveals that the microstructure inside the band is highly disordered, reinforcing the link between local disorder, low-energy excitations, and residual plastic strength.
Taken together, these results demonstrate that sheardriven rearrangements in amorphous solids are deeply encoded in the structure. In ductile systems, many of the structural indicators that have been previously proposed are highly predictive of deformation at yielding and beyond. Our work indicates that two purely structural indicators (machine learning and Θ), which do not require any knowledge of the interaction potential and can be immediately applied to experimental systems, perform comparably to more complicated methods in ductile solids. Another surprising observation is that the linear modes, which can be extracted from time-averaging of two-particle correlation functions in experiments [29] , outperform all other methods in ductile materials.
This work represents an important step towards quantifying how a disordered configuration of grains in a sandpile or molecules in a glass encode localized excitations that evolve and interact to generate large-scale flow and failure, and sets the stage for rationally designing or engineering materials with prescribed macroscopic flow prop-erties.
