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Abstract
Recent work has shown that deep generative models can assign higher likelihood
to out-of-distribution data sets than to their training data [26, 8]. We posit that
this phenomenon is caused by a mismatch between the model’s typical set and its
areas of high probability density. In-distribution inputs should reside in the former
but not necessarily in the latter, as previous work has presumed [6]. To determine
whether or not inputs reside in the typical set, we propose a statistically principled,
easy-to-implement test using the empirical distribution of model likelihoods. The
test is model agnostic and widely applicable, only requiring that the likelihood
can be computed or closely approximated. We report experiments showing that
our procedure can successfully detect the out-of-distribution sets in several of the
challenging cases reported by Nalisnick et al. [26].
1 Introduction
Recent work [26, 8, 32, 19, 34] has shown that a variety of types of deep generative models fail to
distinguish training data from out-of-distribution (OOD) inputs according to the model likelihood.
This phenomenon occurs not only when the inputs are similar but also when they have dramatically
different underlying semantics. For instance, Glow [22], a state-of-the-art normalizing flow, trained
on CIFAR-10 will assign a higher likelihood to SVHN than to its CIFAR-10 training data [26, 8]. This
result is surprising since CIFAR-10 contains images of frogs, horses, ships, trucks, etc. and SVHN
contains house numbers. A human would be very unlikely to confuse the two sets. These findings
are also troubling from an algorithmic standpoint since higher OOD likelihoods break previously
proposed methods for classifier validation [6, 10]. For example, Bishop [6] proposes training a
density estimator on the input features to a classifier, and at test time, new inputs are rejected if
they fail to have sufficiently high density. In the CIFAR-10 vs SVHN case described above, this
methodology would fail to reject any SVHN inputs, allowing them to be passed to the CIFAR-10
classifier even though its predictions would be nonsensical.
We conjecture that these high OOD likelihoods are evidence of the phenomenon of typicality. Due
to concentration of measure, samples from a generative model will reside in what is known as the
typical set [11]. However, regions of high probability density may not necessarily overlap with the
typical set. For example, consider a d-dimensional isotropic Gaussian. Its highest density region is at
its mode (also the mean) but the typical set resides at a distance of
√
d from the mode [39]. Thus we
have the somewhat unintuitive result that a point near the mode will have high likelihood while being
extremely unlikely to be sampled from the model. We believe that deep generative models exhibit a
similar phenomenon since, to return to the CIFAR-10 vs SVHN example, Nalisnick et al. [26] showed
that sampling from the model trained on CIFAR-10 never generates SVHN-looking images despite
SVHN having higher likelihood. Based on this insight, we propose that OOD detection should be
done by checking if an input resides in the model’s typical set, not just in a region of high density.
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Unfortunately, it is impossible to analytically derive the regions of typicality for the vast majority of
deep generative models. To define a widely applicable and scalable OOD-detection algorithm, we
formulate Shannon [33]’s entropy-based definition of typicality into a statistical hypothesis test. To
ensure that the test is robust even in the low-data regime, we employ a bootstrap procedure [16] to
set the OOD-decision threshold. In the experiments, we demonstrate that our detection procedure
succeeds in many of the challenging cases presented by Nalisnick et al. [26]. In addition to these
successes, we also discuss failure modes that reveal drastic variability in OOD detection for the same
data set pairs under different generative models. We highlight these cases to inspire future work. In
summary, our contributions are:
• A novel formulation of Shannon [33]’s definition of typicality into a statistical test. Furthermore,
we translate the test into a practical and robust OOD-detection algorithm by obtaining a bootstrap
confidence interval from validation data.
• Experiments demonstrating that our OOD test is successful in several of the challenging cases
put forward by Nalisnick et al. [26].
• Observations showing that for some model-data combinations, the empirical distribution of OOD
likelihoods nearly matches that of the in-distribution likelihoods. This represents a limitation for
our test and highlights a fundamental obstacle for essentially all likelihood-based methods.
2 Preliminaries
We begin by establishing notation, reviewing the necessary background material, and defining the
setting of interest. We denote matrices with upper-case and bold letters (e.g. X), vectors with
lower-case and bold (e.g. x), and scalars with lower-case and no bolding (e.g. x).
2.1 Typical Sets
The typical set of a probability distribution is the set whose elements have an information content
sufficiently close to that of the expected information [33]. A formal definition follows.
Definition 2.1. -Typical Set [11] For a distribution p(x) with support x ∈ X , the -typical set
AN [p(x)] ∈ XN is comprised of all N -length sequences that satisfy
H[p(x)]−  ≤ −1
N
log p(x1, . . . ,xN ) ≤ H[p(x)] + 
where H[p(x)] =
∫
X p(x)[− log p(x)]dx and  ∈ R+ is a small constant.
AN depends on both  and N , and altering these values will decrease or increase the cardinality of
the set. When the joint density in Definition 2.1 factorizes, we can write:
H[p(x)]−  ≤ −1
N
N∑
n=1
log p(xn) ≤ H[p(x)] + . (1)
This is the definition we will use from here forward as we assume both training data and samples from
our generative model are i.i.d. In this factorized form, we can now interpret the middle quantity as an
N -sample empirical entropy: −1/N∑Nn=1 log p(xn) = HˆN [p(x)]. The asymptotic equipartition
property (AEP) [11] states that this estimate will converge (in probability) to the true entropy as
N →∞. The property of most consequence for our application is that the typical set has probability
nearly 1 [11] and therefore is a compact summary of what we expect to be generated by p(x).
To give a concrete example, an isotropic Gaussian’s typical set is an annulus with a radius of σ
√
d
and with a width of O(σd1/4) [39]. Figure 1(a) illustrates this annulus for a Gaussian centered on
the all gray image (pixel value 128). We show that samples from this model never resemble the all
gray image despite it having the highest probability density, and this is due to them lying on this
outer shell. In Figure 1(b) we visualize the mathematics that give rise to the typical set. The red line
denotes the probability density, the black line the volume of the space, and the gray-shaded area the
typical set. The typical set arises due to probability (mass) being the product of density and volume.
2
(a) Gaussian Example (b) Illustration (c) Simulation
Figure 1: Typical Sets. Subfigure (a) shows the example of a Gaussian with its mean located at the
high-dimensional all-gray image. Subfigure (b) shows how the typical set arises due to the nature of
high-dimensional integration. The figure is inspired by Betancourt [5]’s similar illustration. Subfigure
(c) shows our proposed method (Equation 6, higher ˆ implies OOD) applied to a Gaussian simulation.
The values have been re-scaled for purposes of visualization.
2.2 Setting of Interest
Assume we have a data set of interestX = {x1, . . . ,xN} and that this data set was drawn from p∗,
which is unknown and inaccessible except throughX . Moreover, we assume that N is sufficiently
large to enable training a high-capacity deep generative model. We also assume that at test time we
will be presented with an M -sized batch of observations X˜ = {x˜1, . . . , x˜M} (M ≥ 1). We desire
to determine if X˜ was sampled (i.i.d.) from the same distribution asX (i.e. x˜m ∼ p∗) or from some
other distribution q 6= p∗. This is roughly the same setting considered by most work on classifier
validation with a probabilistic model [6]. That is, we want to use a generative model of the input
features to restrict access to a discriminative model deployed in a user-facing system.
It is important to emphasize the differences between this problem definition and the general task of
anomaly detection [7, 28]. Anomaly detection aims to discover inputs that are ‘unlike’ the training
data—with ‘unlike’ meaning everything from corrupted by noise to of a different semantic class
all together (e.g. CIFAR-10 vs SVHN). We, on the other hand, are addressing distributional shift,
which corresponds to making set or ‘batch’ level detections. This implies that even if X˜ shares some
elements withX , X˜ could still be considered OOD as we are comparing distributions. For example,
takeX to be the set of MNIST digits and X˜ the set of all 1s from MNIST. For large M , X˜ would
be considered atypical because a typical MNIST sample should not exhibit such as bias toward the
1-class. Operationally, there is another distinction in the ability to make per-instance decisions versus
batch-wise decisions. The latter is in some ways easier since we can pool information across the set
to inform the decision. When deploying a system involving neural networks, operating on batches of
data is common practice as it amortizes communication overheads and makes GPU implementations
more efficient. While our method works better as M increases, there are cases (e.g. train on SVHN,
test on ImageNet) for which it can achieve near perfect OOD detection even when M = 1.
3 A Typicality Test for OOD Inputs
We now present a novel algorithm for detecting out-of-distribution inputs under the application setting
described in the previous subsection: train set X (N > 50, 000), test set X˜ (M ≥ 1), decide if
X˜ ∼ p∗ or X˜ 6∼ p∗.2 However, since we do not have access to p∗, we train a deep generative model
on X as a proxy. We assume that the model, denoted p(x;θ) with parameters θ, is trained with
maximum likelihood estimation (or via a lowerbound) and has a likelihood that can be evaluated
(either directly or closely approximated). Examples of deep generative models that meet these
specifications include normalizing flows [36] such as Glow [22], latent variable models such as
variational autoencoders (VAEs) [23, 29], and auto-regressive models such as PixelCNN [38].
2A classic goodness-of-fit test would also be applicable here. We will discuss these tests and their limitations
in a later section.
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Under this model-based setting, we re-formulate the the OOD question as:
if X˜ ∈ AM [p(x;θ)] then X˜ ∼ p(x;θ), otherwise X˜ 6∼ p(x;θ). (2)
In an ideal setting, we could mathematically derive the regions in X that correspond to the typical
set (e.g. the Gaussian’s annulus) and check if x˜ resides within that region. Unfortunately, finding
these regions is analytically intractable for neural-network-based generative models. To bypass
this problem, we work directly with Shannon [33]’s entropy-based definition of typicality given in
Definition 2.1. Using Equation 1, we can plug-in X˜ as a length M sequence and check if the -bound
holds:
if
∣∣∣∣∣−1M
M∑
m=1
log p(x˜m;θ)−H[p(x;θ)]
∣∣∣∣∣ ≤  then X˜ ∈ AM [p(x;θ)]. (3)
A practical implementation of Equation 3 requires the entropy H[p(x;θ)] and the threshold . We
discuss computing H[p(x;θ)] first and then setting .
Monte Carlo Estimate of Entropy The entropy of the deep generative model is not available in
closed-form and therefore we resort to the following sampling-based approximation. Recall from
Subsection 2.1 that the AEP states that the sample entropy will converge to the true entropy as the
number of samples grows. Since we have access to the model and can drawn a large number of
samples from it, the empirical entropy should be a good approximation for the true model entropy:
H[p(x;θ)] =
∫
X
p(x;θ)[− log p(x;θ)]dx ≈ −1
S
S∑
s=1
log p(xˆs;θ) (4)
where xˆs ∼ p(x;θ). However, in preliminary experiments we observed markedly better OOD
detection when using the training setX instead of true samples from the model, i.e.
H[p(x;θ)] ≈
∫
X
p∗(x)[− log p(x;θ)]dx ≈ −1
N
N∑
n=1
log p(xn;θ). (5)
This approximation should be good as well since we assume N to be large. We believe that the
discrepancy in performance when using data vs samples is due to the deep generative models not
representing p∗ well enough. Indeed, we noticed only a slight degradation in performance on MNIST
but severe degradation on ImageNet, thus supporting this conjecture. Improvements in generative
modeling should allow samples from the model to be used in the future.
Final OOD Criterion Substituting the Monte Carlo entropy in Equation 5 into Equation 3 yields
the final form for our OOD criterion:
if
∣∣∣∣∣−1M
M∑
m=1
log p(x˜m;θ)− −1
N
N∑
n=1
log p(xn;θ)
∣∣∣∣∣ ≤  then X˜ ∈ AM [p(x;θ)]. (6)
Intuitively, Equation 6 is sensible in that it simply checks if the likelihood under X˜ is close to the
likelihood under X, the training set. This criterion is strictly stronger than previously proposed one-
sided thresholds [6, 10] as it can reject points with either too low or too high of a density. We provide
a sanity check for Equation 6 in Subfigure 1(c), showing the empirical value for  calculated for the
high-dimensional Gaussian example described in Section 2.1 (1000 samples from N(12880×80×3, I)).
We see that ˆ achieves its minimum value exactly at
√
d-distance from 128.
Setting the OOD-Threshold with the Bootstrap We now turn to setting  in Equation 6. We
propose setting the OOD threshold through simulation—by constructing a (one-sided) bootstrap
confidence interval (BCI) [15, 3] for the null hypothesis H0 : X˜ ∈ AM [p(x;θ)], with the alternative
beingH1 : X˜ 6∈ AM [p(x;θ)]. In a slight deviation from the tradition procedure for BCI construction,
we assume the existence of a validation setX ′ that was held-out fromX before training the generative
model (just as is usually done for hyperparameter tuning).3 This is only to account for the generative
3Returning to the issue of using data vs samples, if the generative model could perfectly capture p∗, then the
bootstrapping could be done with samples from the model instead of this validation set.
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model overfitting to the training set. From this validation set, we bootstrap sample K ‘new’ data sets
{X ′k}Kk=1 of size M and then plug each in to Equation 6 in place of X˜:∣∣∣∣∣−1M
M∑
m=1
log p(x′k,m;θ)−
−1
N
N∑
n=1
log p(xn;θ)
∣∣∣∣∣ = ˆk (7)
where ˆk is the estimate for the k bootstrap sample. All K estimates then form the bootstrap
distribution
F () =
1
K
K∑
k=1
δ[ˆk]. (8)
Calculating the α-quantile of F (), which we denote as Mα , determines the threshold at which
we reject the null hypothesis with confidence-level α [3]. If we reject the null, then we decide
that the sample does not reside in the typical set and therefore is OOD. The complete procedure
is summarized in Algorithm 1 in Appendix A. Observe that nearly all of the computation can be
performed offline before any test set is received, including all bootstrap simulations. The rejection
threshold Mα depends on a particular M and α setting, but these computations can be done in parallel
across multiple machines. The most expensive test-time operation is obtaining log p(x˜,θ). After this
is done, only an O(M) operation to sum the likelihoods is required.
4 Related Work
Our work is directly motivated by the observations in Nalisnick et al. [26] and Choi et al. [8] that
modern deep generative models can assign higher likelihood to OOD inputs. Our methodology is
related to previous work on goodness-of-fit tests, using generative models for anomaly detection, and
typicality in signal processing—all of which are well-studied areas. We summarize each below.
Statistical Tests The general problem of determining if a data set is drawn from a specific distribu-
tion is known as a goodness-of-fit (GoF) test [13, 20]. Many of the classical GoF tests rely on access
to the cumulative distribution function (CDF) of interest and/or being able to compute an empirical
distribution function (EDF) [12, 25, 2, 35]. These tests are not applicable to the deep generative
models and high-dimensional data sets that we consider since CDFs and EDFs are both intractable
in this setting. Kernelized Stein discrepancy [9, 24] is a recently-proposed GoF test that can scale
to this regime and we compare against it in the experiments. When we have access to just samples
from the reference distribution, this is known as a two sample GoF test. Maximum mean discrepancy
[17] represents a scalable test of this class; we experimentally compare against it as well. There are
several statistical tests for outliers [4], such as Grubbs’s test [18], but these usually rely on strong
parametric assumptions or are restricted to univariate data.
Generative Models for Anomaly Detection When a proper statistical test cannot be applied, a
related idea is to use a parametric model of the data to discover outliers and anomalies [28]. One
of the most common techniques is to use a (one-sided) threshold on the density function to classify
outliers [4]; this idea is used in Tarassenko et al. [37] Bishop [6], and Parra et al. [27], among others.
Other work has applied more sophisticated techniques to density function evaluations to find outliers;
for instance, Clifton et al. [10] applies extreme value theory. Yet this work and all others of which we
are aware do not identify points with abnormally high density as anomalous. Thus they would fail in
the settings presented by Nalisnick et al. [26]. As for work focusing on deep generative models in
particular, most previous work proposes training improvements to make the model more robust. For
instance, Hendrycks et al. [19] show that robustness and uncertainty quantification w.r.t. outliers can
be improved by exposing the model to an auxiliary data set (a proxy for OOD data) during training.
As for post-training outlier and OOD detection, Choi et al. [8] proposes using an ensemble of models
to compute the Watanabe-Akaike information criterion (WAIC). However, there are no rigorous
arguments for why WAIC should quantify GoF. Škvára et al. [34] proposes using a VAE’s conditional
likelihood as an outlier criterion, finding that this works well only when the hyperparameters can be
tuned using anomalous data. As far as we are aware, we are the first to apply a hypothesis testing
framework to the problem of OOD or anomaly detection for deep generative models.
5
Typical Sets for Anomaly Detection Typical sets are a fundamental concept in data compression
[11], but we are aware of only two previous works that use a notion of typicality for OOD, outlier, or
anomaly detection. Sabeti and Høst-Madsen [31] propose a typicality framework based on minimum
description length. They deem data as ‘atypical’ if it can be represented in less bits than one would
expect under the generative model. While our frameworks share the same conceptual foundation,
Sabeti and Høst-Madsen [31]’s implementation relies on strong parametric assumptions, is not based
on entropy, and cannot be generalized to deep models (without drastic approximations). Choi et al.
[8], the second work, leverages normalizing flows to test for typicality by transforming the data to a
normal distribution and then deeming points outside the annulus to be anomalous. This approach
restricts the generative model to be a Gaussian normalizing flow whereas ours is applicable to any
generative model with a computable likelihood.
5 Experiments
We now evaluate our typicality test’s OOD detection abilities, focusing in particular on the image
data set pairs highlighted by Nalisnick et al. [26]. We use the same three generative models as they
did—Glow [22], PixelCNN [38], and Rosca et al. [30]’s VAE architecture—attempting to replicate
training and evaluation as closely as possible. See Appendix B for a full description of model
architectures and training. See Appendix C for more details on evaluation. We consider the following
baselines; all statistical tests use α = 0.99:
1. t-test: We apply a two-sample students’ t-test to check for a difference in means in the empirical
likelihoods. In terms of Equation 6, this baseline will reject for any  > 0, and thus we expect it
to be overly conservative. Moreover, this test does not have access to validation data and therefore
improvements upon it can be attributed to our bootstrap procedure.
2. Kolmogorov–Smirnov test (KS-test): We apply a two-sample KS-test to the likelihood
EDFs. This test is stronger than our typicality test since it is checking for equivalence in all
moments whereas ours (and the t-test) is restricted to the first moment. In turn, this test has a
greater computational complexity—O(M logM) compared to O(M).
3. Maximum Mean Discrepancy (MMD): We apply a two-sample MMD [17] test to the data di-
rectly. Yet we incorporate the generative model by using a Fisher kernel [21]. We also apply
the same bootstrap procedure on validation data to construct the test statistic. MMD has greater
runtime still at O(NMd).
4. Kernelized Stein Discrepancy (KSD): We apply KSD [24] to test for GoF to the genera-
tive model and again use a Fisher kernel and the bootstrap procedure on validation data. KSD has
runtime O(M2d). While we have ignored the construction of the kernel in the runtime analysis,
KSD is the most costly due to having to take three derivatives through the model.
5. Annulus Method: We use a modified version of Choi et al. [8]’s annulus method applied to
Gaussian normalizing flows. Like them, we classify something as OOD based on its distance
to the sphere with radius
√
d. To make batch-wise decisions, we take the mean of the batch’s
distances and reject the batch if this mean is greater than d1/4 (for σ = 1). This baseline allows
us to check for typicality directly in data-space.
5.1 Grayscale Images
We first evaluate our typicality test on grayscale images. We trained a Glow, PixelCNN, and VAE each
on the FashionMNIST training split and tested OOD detection using the FashionMNIST, MNIST,
and NotMNIST test splits. We use the FashionMNIST test split to evaluate for type-I error (incorrect
rejection of the null) and the MNIST and NotMNIST splits for type-II error (incorrect rejection of the
alternative). In Figure 2 we show the empirical distribution of likelihoods over each data set for each
model. We see the same phenomenon as reported by Nalisnick et al. [26]—namely, that the MNIST
OOD test set (green) has a higher likelihood than the training set (black). Lower-sided thresholding
would clearly fail to detect the OOD sets. Table 1 reports a comparison against baselines, showing
the fraction of M -sized batches classified as OOD. The IN-DIST. column reports the value for the
FashionMNIST test set and ideally this number should be 0.00; any deviation from zero corresponds
to type-I error. Conversely, the MNIST and NOTMNIST columns should be 1.00, and any deviation
corresponds to type-II error. We see that for M = 2 all tests find it hard to reject the null hypothesis,
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(a) Glow Log-Likelihoods (b) PixelCNN Log-Likelihoods (c) VAE Log-Likelihoods
Figure 2: Empirical Distribution of Likelihoods. The above figure shows the histogram of log-
likelihoods for FashionMNIST (train, test), MNIST (test), and NotMNIST (test) for the (a) Glow, (b)
PixelCNN, and (c) VAE.
Table 1: Grayscale Images: Fraction of Batches Classified as OOD. The table below shows the
fraction of M -sized batches rejected as OOD. The in-distribution column reflects type-I error and the
MNIST and NotMNIST columns reflect type-II. The methods are ordered by their computational
complexity.
M = 2 M = 10 M = 25
METHOD IN-DIST. MNIST NOTMNIST IN-DIST. MNIST NOTMNIST IN-DIST. MNIST NOTMNIST
Glow Trained on FashionMNIST
Typicality Test 0.02±.01 0.14±.10 0.08±.04 0.02±.02 1.00±.00 0.69±.11 0.01±.00 1.00±.00 1.00±.00
t-Test 0.01±.00 0.08±.00 0.06±.00 0.01±.00 1.00±.00 0.67±.01 0.01±.00 1.00±.00 0.99±.00
KS-Test 0.00±.00 0.00±.00 0.00±.00 0.01±.00 1.00±.00 0.61±.01 0.00±.00 1.00±.00 0.98±.01
Max Mean Dis. 0.05±.02 0.17±.06 0.04±.03 0.02±.02 0.63±.12 0.37±.24 0.04±.04 1.00±.00 1.00±.00
Kern. Stein Dis. 0.05±.05 0.16±.14 0.01±.01 0.01±.01 0.21±.11 0.01±.00 0.02±.03 0.76±.21 0.00±.00
PixelCNN Trained on FashionMNIST
Typicality Test 0.03±.01 0.56±.13 0.01±.00 0.04±.02 1.00±.00 0.01±.01 0.05±.03 1.00±.00 0.01±.01
t-Test 0.01±.00 0.23±.00 0.00±.00 0.01±.00 1.00±.00 0.00±.00 0.02±.00 1.00±.00 0.00±.00
KS-Test 0.00±.00 0.00±.00 0.00±.00 0.02±.00 1.00±.00 0.00±.00 0.04±.00 1.00±.00 0.01±.00
Max Mean Dis. 0.02±.00 0.05±.01 0.36±.05 0.05±.02 0.27±.06 1.00±.00 0.06±.04 0.59±.10 1.00±.00
Kern. Stein Dis. 0.01±.00 0.05±.02 0.08±.03 0.02±.01 0.29±.14 0.61±.20 0.05±.02 0.70±.11 0.99±.01
VAE Trained on FashionMNIST
Typicality Test 0.03±.01 0.37±.05 0.99±.00 0.04±.02 0.94±.02 1.00±.00 0.04±.03 0.96±.01 1.00±.00
t-Test 0.01±.00 0.20±.00 0.99±.00 0.02±.00 0.93±.00 1.00±.00 0.02±.00 0.96±.00 1.00±.00
KS-Test 0.00±.00 0.00±.00 0.00±.00 0.02±.00 1.00±.00 1.00±.00 0.02±.00 1.00±.00 1.00±.00
Max Mean Dis. 0.03±.02 0.16±.07 0.73±.01 0.03±.04 0.41±.16 1.00±.00 0.01±.01 0.64±.05 1.00±.00
Kern. Stein Dis. 0.04±.01 0.05±.01 0.74±.00 0.11±.04 0.17±.01 1.00±.00 0.06±.04 0.37±.03 1.00±.00
which is not surprising given the overlap in the histograms in Figure 2. The exceptions are MNIST
for the PixelCNN and NotMNIST for the VAE. Our typicality test (first row) is able to reject 56%
of MNIST batches in the former case and 99% of batches in the latter case. One failure mode is on
NotMNIST for the PixelCNN. None of the likelihood-based tests can distinguish NotMNIST as OOD
due to the near perfect overlap in histograms shown in Figure 2(b). KSD and especially MMD are
able to perform better in this case due to having access to the original feature-space representations (in
addition to the generative model). Yet, surprisingly, KSD and MMD perform comparatively poorly
for MNIST, expecially at M = 10 and M = 25. We found the annulus method to be highly prone to
type-I error and thus exclude it from the table. This agrees with the results reported by Choi et al. [8]
that Gaussian normalizing flows do not necessarily make the latent space normally distributed.
5.2 Natural Images
We next turn to data sets of natural images—in particular SVHN, CIFAR-10, and ImageNet. We train
Glow on SVHN, CIFAR-10, and ImageNet and use the two non-training sets for OOD evaluation.
We found using MMD and KSD to be too expensive to make OOD decisions in an online system.
Table 2 reports the fraction of M -sized batches classified as OOD. We see that our method (first row,
bolded) is able to easily detect the OOD sets for SVHN, rejecting size-two batches at the rate of
98%+ while having only 1% type-I error. Performance on the CIFAR-10-trained model is good as
well with 42%+ of OOD batches detected at M = 2 and 100% at M = 10 (type-I error at 1% in
both cases). The hardest case is Glow trained on ImageNet: the KS-test performed best at M = 25
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with 89%, followed by the t- and typicality tests at 72% and 74% respectively. The annulus method
was again quite poor, only being competitive in the easiest case of training on SVHN. We report
additional results in Appendix D for our method, showing performance for all M ∈ [1, 150] and
when using CIFAR-100 as an OOD set.
Table 2: Natural Images: Fraction of Batches Classified as OOD. The table below shows the fraction
of M -sized batches rejected as OOD.
M = 2 M = 10 M = 25
METHOD SVHN CIFAR-10 IMAGENET SVHN CIFAR-10 IMAGENET SVHN CIFAR-10 IMAGENET
Glow Trained on SVHN
Typicality Test 0.01±.00 0.98±.00 1.00±.00 0.00±.00 1.00±.00 1.00±.00 0.02±.00 1.00±.00 1.00±.00
t-Test 0.00±.00 0.95±.00 1.00±.00 0.04±.00 1.00±.00 1.00±.00 0.03±.00 1.00±.00 1.00±.00
KS-Test 0.00±.00 0.00±.00 0.00±.00 0.08±.00 1.00±.00 1.00±.00 0.03±.00 1.00±.00 1.00±.00
Annulus Method 0.12±.00 0.45±.00 1.00±.00 0.00±.00 0.54±.00 1.00±.00 0.00±.00 0.59±.00 1.00±.00
Glow Trained on CIFAR-10
Typicality Test 0.42±.09 0.01±.01 0.64±.04 1.00±.00 0.01±.01 1.00±.00 1.00±.00 0.01±.01 1.00±.00
t-Test 0.44±.01 0.01±.00 0.65±.00 1.00±.00 0.02±.00 1.00±.00 1.00±.00 0.02±.00 1.00±.00
KS-Test 0.00±.00 0.00±.00 0.00±.00 1.00±.00 0.01±.00 0.98±.00 1.00±.00 0.01±.00 1.00±.00
Annulus Method 0.00±.00 0.02±.00 0.39±.00 0.00±.00 0.00±.00 0.33±.00 0.00±.00 0.00±.00 0.27±.00
Glow Trained on ImageNet
Typicality Test 0.78±.08 0.02±.01 0.01±.00 1.00±.00 0.20±.06 0.01±.01 1.00±.00 0.74±.05 0.01±.01
t-Test 0.76±.00 0.02±.00 0.01±.00 1.00±.00 0.18±.01 0.01±.00 1.00±.00 0.72±.01 0.01±.00
KS-Test 0.00±.00 0.00±.00 0.00±.00 1.00±.00 0.29±.01 0.01±.00 1.00±.00 0.89±.01 0.02±.00
Annulus Method 0.00±.00 0.02±.00 0.01±.00 0.00±.00 0.00±.00 0.00±.00 0.00±.00 0.00±.00 0.00±.00
Lastly, we report two challenging cases worthy of note and further attention. Figure 3(a) shows
our method applied to Glow when trained on CIFAR-10, tested on CIFAR-100. The y-axis again
shows fraction of batches reported as OOD and the x-axis the batch size M . Unsurprisingly given
that CIFAR-10 is a subset of CIFAR-100, even at M = 150 our method classifies only 20% of
batches as OOD. More interesting still is the case of Glow trained on CelebA, tested on CIFAR-10
and CIFAR-100. Figure 3(b) shows the histogram of log-likelihoods: all distributions peak at nearly
the same value. The distribution of  observed during the bootstrap procedure (M = 200) is shown
in Figure 3(c), with the red and black dotted lines denoting ˆ computed using the whole set. We see
that ˆ for the OOD set is even less than the in-distribution’s, meaning that it would be impossible to
reliably reject the OOD data while not rejecting the in-distribution test set as well.
(a) Glow: CIFAR10 vs CIFAR100 (b) Glow: CelebA vs CIFARs (c) Bootstrap Dist. (M = 200)
Figure 3: Challenging Cases: CIFAR-10 vs CIFAR-100, CelebA vs CIFAR’s.
6 Discussion and Conclusions
We have presented a model-agnostic and computationally efficient statistical test for OOD inputs
derived from the concept of typical sets. In the experiments we showed that the proposed test is
especially well-suited to deep generative models, identifying the OOD set for SVHN vs CIFAR-10
vs ImageNet [26] with high accuracy (while maintaining ≤ 1% type-I error). In this work we used
the null hypothesis H0 : X˜ ∈ AM , which was necessary since we assumed access to only one
training data set. One avenue for future work is to use auxiliary data sets [19] to construct a test
statistic for the null H0 : X˜ 6∈ AM , as would be proper for safety-critical applications. In our
experiments we also noticed two cases—PixelCNN trained on FashionMNIST, tested on NotMNIST
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and Glow trained on CelebA, tested on CIFAR—in which the empirical distributions of in- and out-of-
distribution likelihoods matched near perfectly. Thus use of the likelihood distribution produced by
deep generative models has a fundamental limitation that is seemingly worse than what was reported
by Nalisnick et al. [26]. Aitchison et al. [1] showed that power-law data can give rise to a dispersed
distribution of likelihoods, and thus examining connections between long-tailed data and typicality
might explain this phenomenon.
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Detecting Out-of-Distribution Inputs to Deep Generative Models
Using a Test for Typicality: Appendix
A Algorithmic Implementation
Algorithm 1 A Bootstrap Test for Typicality
Input: Training dataX , validation dataX ′, trained model p(x;θ), number of bootstrap samples
K, significance level α, M -sized batch of possibly OOD inputs X˜ .
Offline prior to deployment
1. Compute HˆN [p(x;θ)] = −1N
∑N
n=1 log p(xn;θ).
2. Sample K M -sized data sets from X′ using bootstrap resampling.
3. For all k ∈ [1,K]:
Compute ˆk =
∣∣∣−1M ∑Mm=1 log p(x′k,m;θ)− HˆN [p(x;θ)]∣∣∣ (Equation 7)
4. Set Mα = quantile(F (), α) (e.g. α = .99)
Online during deployment
If
∣∣∣−1M ∑Mm=1 log p(x˜m)− HˆN [p(x;θ)]∣∣∣ > Mα :
Return X˜ is out-of-distribution
Else:
Return X˜ is in-distribution
B Generative Model Details
Glow Our Glow [22] implementation was derived from OpenAI’s open source repository4 and
modified following the specifications in Appendix A of Nalisnick et al. [26]. All versions were
trained with RMSProp, batch size of 32, with a learning rate of 1× 10−5 for 100k steps and decayed
by a factor of 2 after 80k and 90k steps. All priors were chosen to be standard Normal distributions.
We follow Nalisnick et al. [26]’s zero-initialization strategy (last coupling layer set to zero) and in
turn did not apply any normalization. Similarly, our convolutional layers were initialized by sampling
from the same truncated Normal distribution [26]. For our FashionMNIST experiment, Glow had two
blocks of 16 affine coupling layers (ACLs) [14]. The spatial dimension was only squeezed between
blocks. For the SVHN, CIFAR-10, and ImageNet models, we used three blocks of 8 ACLs with
multi-scale factorization occurring between each block. All ACL transformations used a three-layer
highway network. 200 hidden units were used for fashionMNIST and 400 for all other data sets.
PixelCNN We trained a GatedPixelCNN [38] using Adam (1× 10−4 initial learning rate, decayed
by 1/3 at steps 80k and 90k, 100k total steps) for FashionMNIST and RMSProp (1× 10−4 initial
learning rate, decayed by 1/3 at steps 120k, 180k, and 195k, 200k total steps) for all other data sets.
The FashionMNIST network had 5 gated layers (32 features) and a 256-sized skip connection. All
other networks used 15 gated layers (128 features) and a 1024-sized skip connection
Variational Autoencoder We used the convolutional decoder VAE [23] variant described by Rosca
et al. [30]. For Fashion MNIST, the decoder contained three convolutional layers with filter sizes
32, 32, and 256 and stides of 2, 2, and 1. Training was done again via RMSProp (1× 10−4 initial
learning rate, no decay, 200k total steps). For all other models, we followed the specifications in
Rosca et al. [30] Appendix K.
4https://github.com/openai/glow
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C Experimental Details
MMD and KSD Kernels We found that MMD and KSD only had good performance when using
the Fisher kernel [21]: k(xi,xj) = (∇θ log p(xi;θ))T∇θ log p(xj ;θ). All other kernels attempted
required substantial tuning to the scale parameters and we did not want to assume access to enough
data to perform this turning. Furthermore, we found the memory cost of implementing the traditional
Fisher kernel to be quite costly for Glow, each vector having 2million+ elements. Hence in the
experiments we use the kernel modified such that the derivative is taken w.r.t. the input (making it the
likelihood score): k′(xi,xj) = (∇xi log p(xi;θ))T∇xj log p(xj ;θ).
Data Set Splits and Bootstrap Re-Samples For each data set we used the canonical train-test
splits. To construct the validation set and perform bootstrapping, we extracted 5, 000 samples from
the test split and bootstrap sampled (with replacement) K = 50 data sets to calculate F (). We didn’t
find using K > 50 to markedly change performance. We then extracted another 5, 000 samples
from the test split, divided them into M -sized batches, and classified each other as OOD or not
according to the various tests. We repeated this whole process 10 times, randomizing the instances
in the validation and testing splits, in order to compute the means and standard deviations that are
reported in Tables 1 and 2.
α-Level In preliminary experiments, we did not find a notable difference in type-II error when
using α = 0.95 vs α = 0.99. Using the latter slightly improved type-I error and thus we used that
value for all experiments and all methods.
D Additional Results: VaryingM for Glow
Figure 4 reports results for our typicality test on Glow, varying M from [1, 150]. Table 2’s results are
a subset of these. We also report evaluations using CIFAR-100 as an OOD set.
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(a) SVHN Train, CIFAR10 Test (b) SVHN Train, CIFAR100 Test (c) SVHN Train, ImageNet Test
(d) CIFAR10 Train, SVHN Test (e) CIFAR10 Train, CIFAR100 Test (f) CIFAR10 Train, ImageNet Test
(g) ImageNet Train, SVHN Test (h) ImageNet Train, CIFAR10 Test (i) ImageNet Train, CIFAR100 Test
Figure 4: Natural Image OOD Detection for Glow. The above plots show the fraction of M -sized
batches rejected for three Glow models trained on SVHN, CIFAR-10, and ImageNet. The OOD
distribution data sets are these three training sets as well as CIFAR-100.
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