Abstract. The purpose of the study is to examine the performance of Indian banking sector in terms of efficiency, returns to scale, and total factor productivity change. The technique of data envelopment analysis is applied due to its flexibility to incorporate multiple inputs and multiple outputs without any underlying assumption on the functional form. There is growing tendency of public sector banks operating under increasing returns to scale, implying that substantial gains could be obtained from altering scale via either internal growth or consolidation in the sector. In terms of productivity, the results show a positive change in both the sectors due to technological change, possibly as a result of adoption of latest technology and new business practices in post reform period. However, there is an evidence of shrink in the market and negative growth in productivity in both the sectors during the period of global financial crisis. The main contribution of the paper is to empirically provide the evidences to resolve the debate if the global financial crisis had any impact on the performance of banking sector in India.
Introduction
A sound financial system is crucial for an indispensable and vibrant economy. Thus, the performance of any economy to a large extent is dependent on the performance of the banking sector as it being the predominant component of the financial service industry. The Indian banking sector went through structural changes since its independence keeping in view its financial linkages with the rest of the economy and to meet the social and economic objectives of development (Kumbhakar, Sarkar 2005) . Consequently, the sector was initially following strict controls on interest rates, as well as stringent regulations relating to branch licensing, directed credit programs, and mergers. However, the closed and strict regulated environment started showing adverse affect on the sector, resulting in under-performance of the banks over the years. As a result, Indian banking sector underwent a sea of changes through its liberalization policy in early 1990s with implementation of a series of reforms (see Bhide et al. 2001; Reddy 2006; Prasad, Ghosh 2007; Kumar, Charles 2011 for extensive review of the recent banking sector reform) with an objective to make the banking sector more productive and efficient by limiting the state intervention and enhancing the role of market forces.
However, the turmoil in the international financial markets of advanced economies that started around mid-2007 has exacerbated substantially since August 2008. The first hint of the trouble came from the collapse of two Bear Stearns hedge funds in early 2007 (Prasad, Reddy 2009 ). Subsequently a number of other banks and financial institutions also began to show signs of distress. Matters really came to the force with the bankruptcy of Lehman Brothers, a big investment bank, in September 2008. In spite of the fact that Indian banking system is not directly exposed to the sub-prime mortgage assets, the shock has been felt in Indian financial market as well, since India is far more exposed to international markets after macro-economic reforms of 1991. The financial sector, especially banks, is subject to prudential regulations, both in regard to capital and liquidity. As the current global financial crisis has shown, liquidity risks can increase manifold during a crisis and can pose serious downside risks to macroeconomic and financial stability (Mohan 2008) . The RBI's policy response aimed at containing the contagion from the outside in order to keep the domestic money and credit markets functioning normally and see that the liquidity stress does not trigger solvency cascades (Subbarao 2009 ). In particular, three objectives were targeted: first, to maintain a comfortable rupee liquidity position; second, to augment foreign exchange liquidity; and third, to maintain a policy framework that would keep credit delivery on track so as to arrest the moderation in growth.
The literature on performance of Indian banking sector reveals mixed experiences of liberalization policies. Das (1997) in his study for the period 1990-1996 observed decline in technical efficiency (TE) with slight improvement in allocative efficiency of public sector banks (PSBs). On the other hand, Saha and Ravisankar (2000) observed that barring few exceptions, the PSBs in general have improved their efficiency during the period, 1992-1995. In a comparative study based on ownership, Bhattacharya et al. (1997) found that the PSBs were the best performing banks, while the new private sector banks were yet to emerge fully in the Indian banking scenario. Sathye (2003) found that the PSBs were on average more efficient than foreign banks, which in turn were more efficient than private banks. However, Sahoo et al. (2007) who examined the efficiency trends of the Indian commercial banks during the period 1998 to 2005 observed the contrary results; foreign banks are seen outperforming over both the nationalized banks and private banks, and private and foreign banks as a group outperforming over the nationalized banks.
However, one of the major limitations of all the above studies is that they focused on only one aspect of performance measurement, i.e., efficiency. Controversy is not only concerned with whether deregulation stimulates efficiency but also on different sources of productivity growth. While some studies attribute productivity growth to technological progress (Avkiran 2000; Alam 2001; Canhoto, Dermine 2003; Kumbhakar et al. 2001; Sturm, Williams 2004) others are in favour of efficiency improvement (Berg et al. 1992; Gilbert, Wilson 1998; Isik, Hassan 2003) . In the Indian context, Galagedera and Edirisuriya (2005) observed PSBs with a modest growth in TFP due to technological progress and no indication of any growth in private sector banks for the period 1995-2002. Zhao et al. (2008) in their study for the period 1992-2004 observed that after an initial adjustment phase of deregulation period, the Indian banking sector experienced sustained productivity growth, driven mainly by technological progress. Bank's ownership structure seems to have an impact on bank efficiency but doesn't appear to have an influence on total factor productivity (TFP) change. Similarly, Kumar et al. (2010) observed that TFP change for Indian banking sector for the period of 1995-2006 was driven mainly by technological change (TC) as compared to efficiency change.
There has been debate among the policy makers, bankers and researchers since the mid of 2007 whether the global financial crisis had any impact on the performance of India banking sector. It is believed that Indian banking sector is unlikely to get affected with global financial crisis as (i) the banking system in India has had no direct exposure to the sub-prime mortgage assets or to the failed institutions. (ii) India's recent growth has been driven predominantly by domestic consumption and domestic investment with very limited reliance of external demand. Other contrary view is that with the increasing integration of the Indian economy and its financial markets with rest of the world, there is possibility that the country does face some downside risks from these international developments. However, no attempt has been made till date to empirically resolve this debate.
The current study uses data envelopment analysis (DEA) to examine the performance of Indian banking sector and two major ownership structures within it in terms of efficiency, returns to scale and TFP change for 15 years of post-liberalization period as well as two sub-periods: (i) pre global financial crisis period and (ii) global financial crisis period. The rest of the paper proceeds as follows. The next section briefly presents the DEA models for measuring efficiency, returns to scale and TFP change. Next, the paper provides the detailed description of data, followed by results of the empirical analysis. Finally, the paper concludes with some implications.
Methodology

The reference technology
Let us consider a sample of J decision making units (DMUs) from an industry producing a vector of M outputs (y) from a vector of N inputs (x). Let B denotes J × M matrix of observed outputs and A denotes the J × N matrix of observed inputs. 
which exhibits constant returns to scale (CRS) and strong disposability of inputs and outputs (Färe et al. 1994) . Following Afrait (1972) , the assumption of CRS can be relaxed to allow for variable returns to scale (VRS) by putting the restriction in (1): (Banker et al. 1984) , where l j is an intensity variable indicating the level of intensity at which a particular activity (DMU) may be employed in production.
The distance function
Following Shephard (1970) and Färe (1988) , the output distance function in time period t is defined as:
It is to be noted that ( , Farrell's (1957) output oriented measures of technical efficiency (TE), i.e., the reciprocal of the maximum proportional expansion of the output vector, y t given the input vector x t .
Measurement of output technical efficiency
The output-oriented distance function under CRS technology can be obtained by using the following the CCR Model (Charnes et al. 1978) . Model I: Output-oriented single-period distance function under CRS (CCR Model): 
The output-oriented single period distance function measures the maximum proportional change in outputs required to make ( , )
t t x y feasible in relation to the technology at time period t. In other words, the efficiency of DMU in time period t is evaluated with reference to the technology in the same time period t. The output distance function under VRS technology can be obtained by adding additional convexity constraint (Banker et al. 1984) .
Model II: Output-oriented single period distance function under VRS (BCC Model): 
Measurement of returns to scale
Decomposing TE into pure efficiency (PE) and scale efficiency (SE) allows an insight into the sources of inefficiencies. It also helps to determine whether banks operate under optimal or non-optimal returns to scale. The CRS efficiency score obtained from the model I represents TE, which measures inefficiencies due to the input/output configuration and as well as the size of operations. On the other hand, the VRS efficiency score obtained from the model II represents PE, that is, a measure of efficiency without SE. The SE can be obtained as the ratio of TE to PE.
Once the SE scores are computed, the analysis can be taken a step further. This involves determining whether a particular DMU is experiencing the optimal scale, operating under CRS or non-optimal returns to scale, either operating under IRS or DRS. To make this assessment, DEA is repeated with non-IRS (NIRS) by incorporating the restriction implies that DMU operates under DRS. If not; it implies that DMU operates under IRS (Coelli et al. 1998) . If the VRS score equals the CRS score, then the DMU is said to be operating at the optimal scale or the most productive scale size.
Measurement of Malmquist productivity index
To define a Malmquist productivity index, let us define the output-oriented distance functions with respect to two different time periods as follows:
, inf : , .
D x y x y GR
The first mixed-period distance function in (5) measures the maximum proportional change in outputs required to make t t x y feasible in relation to the technology at time period t+1. In both these mixed-period cases, the value of the distance function may exceed unity if the observation being evaluated is not feasible in the other period. Following Ray and Desli (1997) , the Malmquist productivity index with respect to time period t and t + 1 can be defined respectively as: 
By taking the geometric mean of (6) and (7), we get: 
The first component of (8) can be further decomposed as: 
where the first component of (9) is the geometric mean of two ratios, which measures the shift in the technology calculated at x t and x t +1 . The second component measures the change in relative efficiency between the years t and t + 1. The second component of (8) which involves both CRS and VRS distance functions at both the time periods, measures the change in SE. Thus, Malmquist productivity index is the product of TC, PE change and SE change.
The single-period distance functions under the CRS and VRS are solved using models I and II respectively; whereas the mixed-period distance functions under CRS are solved using models III and IV as follows:
Model III: Output-oriented mixed period distance function with respect to technology at time period t: 
Model IV: Output-oriented mixed period distance function with respect to technology at time period t + 1:
In models I and II, ( ) need not to belong to GR t and so it may take value greater than 1. The mixed-period distance functions under the VRS are solved using models III and IV with the restriction on sum of intensity variables, i.e., Following Berger and Humphrey (1997) , we have used intermediation approach 1 with restricted choice of variables 2 . The choice of the inputs and outputs are guided by the choices made in previous studies and also on the data availability. In the current study, we have used two inputs -total cost and total deposits. The input total cost is measured as the sum of total interest expenses and non-interest expenses including personal expenses. Non-interest expenses include service charges and commissions, expenses of general management affairs, salaries, and other expenses (including health insurance and securities portfolios). Some researchers (Yeh 1996; Sathye 2003; Ram Mohan, Ray 2004; Kao, Liu 2004) have treated interest expenses and non-interest expenses as two different inputs along with other inputs. However, following Charles and Kumar (2012) and Kumar and Charles (2011) , we have treated both together as a single input as total cost. This kind of treatment is mainly due to the well known dimensionality problem associated with DEA particularly with limited sample size: a high number of variables relative to the number of observations cause more units to be wrongly identified as efficient (Zhao et al. 2008) . The input, total deposit is taken as the sum of demand and savings deposits held by bank and non-bank depositors. The above two inputs are used to produce two outputs namely, total loans and other earning assets. The output, total loan is measured as the sum of all loan accounts intermediated by banks and the output, other earning assets is measured as the sum of total securities (treasury bills, government bonds and other securities), deposits with banks and equity investments. To ensure the validity of the DEA model specification, an isotonicity test (Avkiran 1999) was conducted, which involves the calculation of all inter-correlations between inputs and outputs for identifying whether increasing amounts of inputs lead to greater outputs. The inter-correlation between inputs and outputs were observed positive (Pearson correlations >0.80; α = 0.01), the isotonicity test was passed and the inclusion of inputs/ outputs was justified.
The basic data on inputs and outputs has been taken from PROWESS electronic database, provided by Centre for Monitoring Indian Economy (CMIE), Pvt. Ltd. Mumbai for the period spanning 1995-1996 to 2009-2010 . The sample consists of commercial banks including both public and private banks for which the data were available for the entire period. There were 35 commercial banks in total for which the data were available during the study period. However, one of the private banks, Kotak Mahindra Bank Ltd. was dropped from the sample because of excessive missing data. Another private bank, i.e., ICICI Bank Ltd. was dropped from the sample as it did not fit into any of the broad cluster during the screening of the data. Nunamaker (1985) and Raab and Lichty (2002) suggested a rule of thumb on deciding the minimum size of the sample in any DEA study. The sample size should be at least three times larger than the sum of the 1 The justification on choice of intermediary approach in the present case can be viewed in Kumar and Charles (2011) . 2 An increase in the number of outputs or inputs leads to an increase in efficiency scores. In small samples with many variables almost all units may be on the frontier.
number of inputs and outputs. In our study, with a total of two inputs and two outputs, we ended up with a reasonably good sample size of 33 banks (see Table 1 Note: superscript 1 and 2 respectively indicate that the corresponding bank is public and private bank.
Empirical findings
Though, the commercial banks are homogeneous with respect to their organizational structure, goals and objectives, they differ significantly in size and production level. So, scale of banks plays a vital role in their relative efficiency. The CCR measures of TE captures not only the productive inefficiency of a bank at its actual scale size, but also some inefficiency resulting from its actual scale size being different from the most productive scale size (Banker et al. 1984) . If a DMU is scale efficient, it implies that it operates under the most productive scale size and thus, maximizes its average productivity. As the productivity growth could be achievable solely through reduction in wastefulness or through the change in scale of operation, without resort to new technology, we begin our discussion with the issue of efficiency and scale of production in Indian banking sector. Table 2 provides the summary statistics of TE and its components in Indian banking sector during the period 1996 to 2010 along with their average trends shown in Figure  1 (a) to 1(c), respectively. Out of total 33 banks in the sample the number of efficient banks varies from 3 to 8 with average TE score varying from 0.859 to 0.946 during the period of study. The percentage of banks found to be technically efficient in the private sector is more than that in public sector throughout the period, except during the year 2008. The average TE of PSBs varies from 0.828 to 0.955 and that of private sector banks varies from 0.877 to 0.940. However, the difference in the average TE scores between the above two types of banks is found to be insignificant except during the year 1999. As it can be observed from Figure 1 The nature of technical inefficiency may be due to ineffective implementation of the production plan of the banks in converting inputs to outputs and due to the divergence of the bank from the most productive scale size. Thus, decomposition of TE into PE and SE allows an insight into the sources of inefficiency. Larger the difference between PE and TE, more scale inefficient a bank is, which in turn, indicates the larger deviation of the bank from the most productive scale size. One can observe from Table 3 that in spite of global financial crisis, both public as well as private sector banks are performing better in terms of TE in sub-period II and it continues to show increasing trends. However, it will be misleading to conclude at this stage that Indian banking sector has been operating completely under the clear sky during the global financial crisis period. It could be vital to address the issue through other performance measures such as returns to scale and mixed period Malmquist productivity index before we arrive at any definite conclusion. Notes: (i) Figure in italic shows the number of banks on the frontier (ii) * and + indicate that there is significant difference in the efficiency scores between public and private sector banks in the corresponding year respectively at 99% and 95% level of confidence. 
Productive efficiency
Returns to scale
The presence of scale inefficiency in a bank indicates that it does not operate under the optimal scale and thus, efficiency gains could be achieved by either expanding the production level for a bank operating under IRS or contracting the production level for a bank operating under DRS. Table 4 reports the summary statistics of returns to scale in Indian banking sector during the period of study. As it appears from Table 4 , most of the banks operate at non-optimal scale (IRS or DRS). Only 9% to 33% of banks in the sample operate under optimal scale. It is worth noting that the number of banks that operate under DRS declines over a period of time and banks that operate under IRS increases over a period of time.
The percentage of banks that operate at optimal scale is higher in the private sector than its counterpart throughout except during the years 2006, 2008 and 2009 . Most of the banks in the public sector operate at DRS. On the other hand, majority of the banks in the private sector operate at IRS. The finding is well supported with the study of Zhao et al. (2008) who found that a substantial proportion of PSBs remain characterized by DRS, whereas, two-third of foreign and private banks operate under IRS and optimal returns to scale during the period 1992-2004. Note: TC, PEC, SEC and TFPC respectively indicate technological change, PE change, SE change and TFP change.
Sources of TFP change
The Malmquist productivity index can be decomposed into (i) TC (progress or regress), indicating how much benchmark production frontier shifts at each bank's observed input mix (innovation or shocks), (ii) PE change, indicating how much closer a bank gets to the efficient frontier, and (iii) SE change, indicating how much closer the banks are moving towards the most productive scale size. Table 5 reports the summary statistics of Malmquist productivity index and its components for the entire period as well as two sub-periods and their trends over the years are shown in Figure 1 (g) to 1(j).
The average annual change of TFP in Indian banking sector is observed as 1.27% during the post-reform period, with an average annual change of 1.68% and 0.72% in public and private sector banks respectively. The difference in the TFP change between these two types of banks is found to be statistically significant. When we look at the contributions of different components towards TFP change, we observe that the TC has been the dominating source of productivity growth during the entire post reform period with average annual TC for all banks, PSBs and private banks as 1.16%, 1.49% and 0.70%, respectively. On an average, Indian banking sector has achieved a positive growth of 1.76% in pre-global financial crisis period with an average annual growth of 2.14% and 1.24% respectively in public and private sector banks. However, the scenario in the global financial crisis period, as expected is somewhat discouraging. On an average, Indian banking sector suffer loss in TFP by 0.55% due to technological regress. The loss in TFP change during the crisis is found to be substantially high in private sector banks compared to PSBs as a result of technological regress as well as loss in PE.
Conclusions
Enticed by the reform in the early 1990s and further slowdown in the economy as a result of global financial crisis in late 2000s, the current study analyzes the performance of Indian banking sector based on ownership during the last 15 years of post liberalization period as well as two sub-periods within it, i.e., pre-global financial crisis (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) and global financial crisis (2008) (2009) (2010) . The technique of data envelopment analysis is used to measure the performance in terms of technical efficiency, returns to scale, and total factor productivity change for a sample of 33 banks, consisting of 19 public sector and 14 private sector banks. The findings reveal that the PSBs perform at par with private sector banks in terms of efficiency. The number of banks under IRS shows an increasing trend over the years during the post reform period. Hence, those banks with the IRS could achieve significant cost savings and efficiency gains by increasing the scale of their operations. In other words, substantial gains could be obtained from altering scale via internal growth or consolidation in the sector. Further, PSBs have performed better than its counterpart in terms of TFP change as a result of significant differences in technological change. The analysis for two different sub-periods reveals that in spite of global financial crisis, Indian banks continue to show increasing trends in efficiency. However, there is evidence of shrink in the market resulting in movement of the banks towards IRS as well as negative growth in TFP in both the sectors during 1996-1997 1997-1998 1998-1999 1999-2000 2000-2001 2001-2002 2002-2003 2003-2004 2004-2005 2005-2006 2006-2007 2007-2008 2008-2009 2009-2010 Public 1996-1997 1997-1998 1998-1999 1999-2000 2000-2001 2001-2002 2002-2003 2003-2004 2004-2005 2005-2006 2006-2007 2007-2008 2008-2009 2009-2010 Public 1996-1997 1997-1998 1998-1999 1999-2000 2000-2001 2001-2002 2002-2003 2003-2004 2004-2005 2005-2006 2006-2007 2007-2008 2008-2009 2009-2010 Public Banks Private Banks All banks the period of global financial crisis. One of the future directions of the study could be to evaluate the performance of these banks by also taking into account of off balance-sheet business such as, lines of credit, loan commitments, securitization and derivatives with larger set of sample including the foreign banks. Further, production or value-added approach could be considered side-by-side to give further insight on banks' performance.
