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The celebrated Filippov’s theorem implies that, given a trajectory x1 : [0, +[
[ Rn of a differential inclusion x$ # F(t, x) with the set-valued map F measurable
in t and k-Lipschitz in x, for any initial condition x2(0) # Rn, there exists a trajectory
x2( } ) starting from x2(0) such that |x1(t)&x2(t)|ekt |x1(0)&x2(0)|. Filippov
Waz* ewski’s theorem establishes the possibility of approximating any trajectory of
the convexified differential inclusion x$ # co F(t, x) by a trajectory of the original
inclusion x$ # F(t, x) starting from the same initial condition. In the present paper
we extend both theorems to the case when the state variable x is constrained to the
closure of an open subset 3/Rn. The latter is allowed to be non smooth. We
impose a generalized Soner type condition on F and 3, yielding extensions of the
above classical results to infinite horizon constrained problems. Applications to
the study of regularity of value functions of optimal control problems with state
constraints are discussed as well.  2000 Academic Press
Key Words: state constraints; existence of neighboring trajectories; relaxation;
Lipschitz dependence on initial conditions; value function.
1. INTRODUCTION
It is well known that the C0 distance between two trajectories of an
ordinary differential equation x$= f (x) (with a Lipschitz continuous vector
field) is majorized by the distance between the two initial points multiplied
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by an exponential function of time. In particular, for any bounded time-
interval, the map that associates to an initial point the corresponding
trajectory is Lipschitz continuous. Differential inclusions and, in particular,
control systems are generalizations of ordinary differential equations to set-
valued right-hand sides. In particular in the literature one can find sufficient
conditions guaranteeing the following property:
PTF : There exists a constant L>0 such that, for any pair of initial
conditions x1 , x2 # Rn and any solution x1( } ) of
{x$ # F(t, x)x(t0)=x1 (1)
defined on [t0 , T], there is a solution x2( } ) of (1) with x1 replaced by x2
such that
sup
t # [t0 , T]
|x1(t)&x2(t)|+|
T
t0
|x$1(t)&x$2(t)| dtL |x1&x2 | .
The celebrated Filippov theorem (see e.g. [AF90]) implies that PTF holds
true in the case when F is Lipschitz in the state variable and measurable
in time. The importance of property PTF is evident, and in fact Filippov’s
theorem is a fundamental tool used in the proofs of many theoretical
results. A straightforward extension of Filippov’s theorem to unbounded
intervals reads as follows:
PF : For any solution x1( } ) of (1) defined on [t0 , +[ there is a
solution x2( } ) of (1) with x1 replaced by x2 such that
sup
t # [t0 , T]
|x1(t)&x2(t)|+|
T
t0
|x$1(t)&x$2(t)| dt2
T
t0
k(s) ds |x1&x2 |
for any T # [t0 , +[, where k(s) is a Lipschitz constant of F(s, } ).
A second important question often addressed in the literature is the
validity of the so-called relaxation result, closely related to PTF by its proof.
PTFW : For any trajectory x( } ) of the convexified differential inclusion
{x$ # co F(t, x)x(t0)=x1 (2)
defined on [t0 , T] and for any =>0, there exists a trajectory x=( } ) of (1)
such that
sup
t # [t0 , T]
|x(t)&x=(t)|<=.
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The celebrated FilippovWaz* ewski theorem states that PTFW is verified as
soon as F is Lipschitz in the variable x (an extension PFW to the case of
an unbounded interval is a by-product of Theorem 3.2 below).
The main object of the present paper consists in proving PF and PFW for
differential inclusions that are subject to state constraints. More precisely
we consider Cauchy problems of the form
x$ # F(t, x)
{x(t0)=x1 (3)x(t) # 3
where 3/Rn is an open subset and the relation x(t) # 3 is meant to hold
for every t in the domain of x( } ).
In the case when (3) reduces to an autonomous control systemthat
is F(t, x) :=f (x, U), where f is single valued and U is a control seta
property like PTF was first established by H. M. Soner [Son86], who
needed it to prove continuity of the value function of an optimal control
problem. The main hypothesis in [Son86] says that on the boundary 3
the set f (x, U) contains an element pointing strictly inward 3. This same
hypothesis was assumed in successive papers, e.g. in [CGS91, CDL90,
Lor87, Mot95]. In [IK96] Ishii and Koike have extended this condition
to a nonsmooth 3 . Recently this assumption has been generalized to the
case of a differential inclusion [FoR]. Moreover a new condition, involving a
fully outward pointing map F, has been introduced in [MR]. All these papers
deal with systems on a compact interval [t0 , T], while here we establish
Filippov’ s and FilippovWaz* ewski’s theorems (in the presence of state
constraints) on the half-line [t0 , +[. To our knowledge, only a paper by
M. Arisawa and P. L. Lions [AL96] has addressed a question like PF .
They confined their investigation to an autonomous control system con-
strained in a smooth domain 3 and defined on unbounded time interval
[0, +[.
The main idea in [AL96] consists in an ad hoc construction of a mini-
mization problem which is solved by the searched trajectory x2( } ). The
existence of such a trajectory is obtained via some indirect arguments applied
to a corresponding HamiltonJacobi equation. Roughly speaking the control
producing x2( } ) is nothing but an optimal feedback control of the constructed
minimization problem. For this reason the proof of the existence of x2( } )
is not explicit. Actually, the authors provide a formal construction of x2( } ),
leaving a rigorous one as an open question.
Here we follow a direct approach as in the proof of the original Filippov
theorem. Actually, we frame the problem in the general setting of differen-
tial inclusions hence, in particular, of control systems whose control set
depends on t and x. Theorems 3.1 and 4.1 below provide versions of PF in
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the case when 3 is smooth and nonsmooth, respectively, while Theorems
3.2 and 4.2 deal with a property like PTFWincluding a version concerning
an unbounded time interval. A crucial difference between the smooth and
nonsmooth cases lies in the fact that in Theorem 3.1 the norm of W1, 1 is
involved, while Theorem 4.1 provides just a C0 estimate. Actually the two
proofs are substantially different.
Incidentally, the results presented in Sections 3 and 4, when specialized
to a compact time-interval, improve those contained in [FoR]. Indeed the
latter involve a Lipschitz selection assumption removed here. Moreover the
case of a nonsmooth 3, which in [FoR] was addressed for a field F
Lipschitz in both variables, is studied here under a sort of bounded varia-
tion condition on the t-dependence of F (see hypothesis HBV in Section 4).
In Section 6 applications to the study of continuity of the value function of
an optimal control problem are discussed.
2. PRELIMINARIES AND SOME NOTATIONS
2.1. Differential Inclusions on Rn
Let n be a natural number and let a<b. We denote the vector space of
absolutely continuous maps from [a, b] into Rn by AC[a, b], and endow
it with the norm
&x&AC[a, b] := sup
t # [a, b]
|x(t)|+|
b
a
|x$(t)| dt.
It is well-known that AC[a, b] can be identified with the Sobolev space
W1, 1 and that the above norm is equivalent to the usual norm of Sobolev
spaces & }&1, 1 .
Consider a set-valued map F from R+_Rn into nonempty closed sub-
sets of Rn and the corresponding differential inclusion
x$ # F(t, x). (4)
A function x from a bounded interval [t0 , T]/R+ into Rn is called a
solution to (4) if it is absolutely continuous and
x$(t) # F(t, x(t)) almost everywhere in [t0 , T].
A map x: [t0 , +[ [ Rn is called a solution to (4) if for every T<+
the restriction x[t0 , T]( } ) solves (4). Let us denote the set of solutions to (4)
starting at x0 # Rn and defined on the time interval [t0 , T] (resp. [t0 , +[)
by S[t0 , T](x0) [resp. S[t0 , +[(x0)]. The notation L
1(t0 , T; R+) states for
the set of nonnegative integrable functions on [t0 , T]. Moreover, let
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L1loc(t0 , +; R+) be the set of locally integrable nonnegative functions
defined on [t0 , +).
Assume t0<T<+ and let y be any map in AC[t0 , T]. Filippov’s
theorem provides an estimate of the distance of y from the set S[t0 , T](x0)/
AC[t0 , T] under the following assumptions on F:
(i) \x # Rn, F( } , x) is measurable
{(ii) _; # R+ _ [+], k # L1(t0 , T; R+) such that for almost all (5)t # [t0 , T], F(t, } ) is k(t)-Lipschitz on B( y(t), ;).
(See e.g. [AF90] for the definition of Lipschitz set-valued maps.)
Theorem 2.1. For a map y # AC[t0 , T] assume that (5) holds true and
that the function t [ #(t) :=dist( y$(t), F(t, y(t))) is integrable. Let $0 and
set
’(t)=e
t
t0
k({) d{$+|
t
t0
#(s) e
t
s k({) d{ ds.
If ’(T);, then for all x0 # Rn with |x0& y(t0)|$, there exists x # S[t0 , T](x0)
such that
\t # [t0 , T], |x(t)& y(t)|’(t)
and
|x$(t)& y$(t)|k(t) ’(t)+#(t) a.e. in [t0 , T].
By taking the case when y # S[t0 , T](x0) one obtains the following result:
Corollary 2.1. Assume that F( } , x) is measurable and F(t, } ) is k(t)-
Lipschitz with k # L1(t0 , T; R+). Then the set-valued map x0 ^ S[t0 , T](x0)
from Rn into AC[t0 , T] is Lipschitz with Lipschitz constant equal to
2e
T
t0
k({) d{.
By taking concatenations, the above result can be easily extended to the
whole half line:
Theorem 2.2. Consider a function y: [0, +[ [ Rn whose restriction
to any finite interval is absolutely continuous. Assume that (5) holds true with
the time interval [t0 , T] replaced by [t0 , +) and k( } ) # L1loc(t0 , +; R+).
Suppose that the function
t [ #(t) :=dist( y$(t), F(t, y(t)))
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is locally integrable and let $0 and ’ be as in Theorem 2.1. If ’ is bounded,
then for all x0 # Rn with |x0& y(0)|$, there exists x # S[t0 , +[(x0) such
that
\t0, |x(t)& y(t)|’(t)
and
|x$(t)& y$(t)|k(t) ’(t)+#(t) a.e. in [0, +[.
By taking y # S[t0 , +[(x0) one obtains a result analogous to Corollary 2.1.
Corollary 2.2. Assume that F( } , x) is measurable and F(t, } ) is k(t)-
Lipschitz with k # L1loc(t0 , ; R+). Let x0 , y0 # R
n and x( } ) # S[t0 , +[(x0).
Then there exists y( } ) # S[t0 , +[( y0) such that
sup
s # [t0 , t]
|x(s)& y(s)|+|
t
t0
|x$(s)& y$(s)| ds2e
t
t0
k({) d{ |x0& y0 |
for every t # [t0 , +[.
Finally, let us recall FilippovWaz* ewski’s relaxation theorem. Consider
the convexified (relaxed) differential inclusion
{x$(t) # co F(t, x(t)) a.e. in [t0 , T] (resp. in [t0 , +[)x(t0)=x0 (6)
and denote the set of its solutions by Srel[t0 , T](x0) [resp. S
rel
[t0 , +)
(x0)].
Theorem 2.3. Assume that
_* # L1(t0 , T; R+), sup
v # F(t, x)
|v|*(t)(1+|x| ) a.e. in [t0 , T] (7)
and
{\R>0 _kR # L
1
+(t0 , T; R+) such that for almost all t # [t0 , T],
F(t, } ) is kR(t)-Lipschitz on B(0, R).
Then the closure of S[t0 , T] (x0) in C
0([t0 , T]) is compact and coincides with
the set of solutions to the relaxed inclusion (6).
To our knowledge, the extension of the above result in the case of an
unbounded time interval does not exist in the literature. Incidentally it is
provided here as a particular case of Theorem 3.2 below.
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2.2. Differential Inclusions on 3
In the next sections we shall consider a Cauchy problem with state
constraints. More precisely for a given open subset 3/Rn we say that a
map x( } ) from [t0 , T] (resp. [t0 , +[) is a solution of
x$(t) # F(t, x(t))
{x(t0)=x0 (8)x(t) # 3
if x( } ) is a solution of (4) on [t0 , T] (resp. [t0 , +[) which verifies
x(t0)=x0 and x([t0 , T])/3 (resp. x([t0 , +[)/3 ). We shall impose
the following hypotheses on F:
(i) F is bounded, i.e. there exists N>0 such that
(9)
\(t, x) # [0, +]_Rn, sup
v # F(t, x)
|v|N
(ii) \x # Rn, F( } , x) is measurable
(iii) _k # L1loc(0, +; R+) such that the map
t [ |
t
0
k(s) ds is uniformly continuous and
for almost all t # [0, [, F(t, } ) is k(t)-Lipschitz.
Let |( } ) denote the modulus of uniform continuity of t [  t0 k(s) ds.
Remark. Hypotheses (9) imply those of both Theorem 2.1 and 2.3.
Moreover, let us point out that the boundedness hypothesis (9)(i) can be
weakened (e.g. to a condition of a sublinear growth in x) in the results of
the next sections that concern bounded time-intervals. K
The set of solutions of (8) defined on [t0 , T] (resp. on [t0 , +[) will
be denoted by S3[t0 , T](x0) (resp. S
3
[t0 , +[
(x0)). Moreover we shall denote
the set of solutions on [t0 , T] resp. on [t0 , +[ of the relaxed system
x$(t) # co F(t, x(t))
{x(t0)=x0 (10)x(t) # 3
by Srel, 3[t0 , T](x0) (resp. S
rel, 3
[t0 , +[
(x0)).
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3. SMOOTH CONSTRAINTS
Throughout this section we impose hypotheses (9) on F. Consider
system (8) with the constraint set 3 verifying the following regularity
condition:
‘‘Smooth Boundary’’ Hypothesis. There exists ’>0 such that the
signed distance from 3 defined by
{d
 (x) :=d(x, 3)
&d(x, 3)
\x # 3
\x  3
is of class C1, 1i.e., it is differentiable with a Lipschitz continuous gradienton
the neighborhood B(3, ’) of 3. We denote by L a Lipschitz constant of {d .
Remark. A sufficient condition for this smoothness hypothesis to hold
at least locallyis that 3 is a C2 surface (see e.g. [GT77]), while it is
not sufficient that 3 is a C1, 1 surface. Moreover, we observe that in the
theorems of this section concerning the finite horizon case, it is enough to
assume only the local Lipschitz continuity of {d . K
We shall impose the following hypothesis on the set-valued map F at
boundary points of 3, which is of Soner’s type, adapted to set-valued
maps.
Hypothesis H1 . There exists =>0 such that for every x # 3 and every
t # [0, +[ one has
max
v # F(t, x)
(v, n(x)) =
where n(x) denotes the internal normal to 3 at x, which is given by
n(x) :={d (x).
Theorems 3.1 and 3.2 below provide generalizations of Filippov’s and
FilippovWaz* ewski’s theorems, respectively, to the case where the interval
of time is unbounded and the state x is constrained to 3 .
In order to state these results we need to define some parameters which
depend on the data =, N, L, k( } ) and on two arbitrary numbers =$, =~ verify-
ing 0<=$<=~ <=. For every such =$ and =~ let us set
$ :=min {=&=~NL , ’=
(11)
{1 :=N &1 min {$, =~ &=$8LN =
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Let {2 verify
|({2)=log \=~ &=$8N +1+ . (12)
Set
{$=min[{1 , {2] (13)
and let { # ]0, {$] be the maximum value such that
p({)1 (14)
where
p({) :=
6
=$
[LN 2{e|({)+N(e|({)&1)].
Finally, define *, * , and C by
* :=
log(2+24Ne|({)=$)
{{C :=e|({)(2+24Ne|({)=$) (15)* :=|({)+log(2+6Ne|({)=$){ .
Theorem 3.1. For every (t0 , x0) # [0, +[_3 , y0 # 3 and every
trajectory x ( } ) # S3[t0 , +[(x0) there exists a trajectory y ( } ) # S
3
[t0 , +[
( y0)
such that
|x (t)& y (t)|+|
t
t0
|x $(s)& y $(s)| dsCe
t
t0
[k(s)+*] ds |x0& y0 |
for all t # [t0 , +[.
Theorem 3.2. Consider (t0 , x0) # [0, +[_3 , &>0 and a relaxed
solution x( } ) # Srel, 3[t0 , +[(x0). Then there exists x&( } ) # S
3
[t0 , +[
(x0) such
that
|x&(t)&x(t)|&e*
 t
for all t # [t0 , +[.
As straightforward consequences of Theorems 3.1 and 3.2 we obtain
Corollaries 3.1 and 3.2 below, respectively, which concern the finite horizon
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case. Let AC([a, b], 3 ) denote the subset of AC[a, b] made of maps
taking values in 3 .
Corollary 3.1. For every t0 # [0, +[ and T>0, the set-valued map
x0 ^ S3

[t0 , t0+T]
(x0) from 3 into AC([t0 , t0+T], 3 ) is Lipschitz with
constant Ce t0
t0+T (k(s)+*) ds.
Corollary 3.2. For any (t0 , x0) # [0, +[_3 and any T>0 the set
of solutions S3[t0, t0+T](x0) is dense in the set of relaxed solutions S
rel, 3
[t0 , t0+T]
(x0)
in the metric of uniform convergence.
Remark. The proofs of Theorems 3.1, 3.2 are based on Lemmas 3.13.3
below and display some resemblance with some results in [FoR]. However
the hypotheses in [FoR] on the behavior of F at points of 3 are much
stronger than H1 , because they involve a Lipschitz selection requirement.
Since F is not convex, such a hypothesis is in fact hard to be verified.
Conversely here we just assume hypothesis H1 , as it has been done in the
case where F reduces to a smooth, autonomous control system (see e.g.
[Son86, AL96]). K
Lemma 3.1. For every =~ <= and every x0 # 3 there exists a measurable
map v: [0, +[  Rn such that
v(s) # F(s, x0) (v(s), {d (x)) =~ (16)
for all (s, x) # [0, +[_(3 & B(x0 , $)), where $ :=min[(=&=~ )NL, ’].
Proof. By hypotheses H1 and (9) the set-valued map
V(t) :=[v # F(t, x0) | (v, n(x0)) =]
is measurable and has non-empty values. Hence, by the Measurable Selection
Theorem (see e.g. [AC84]), there exists a measurable selection v(s) # F(s, x0)
such that
(v(s), n(x0))=
for all s # [0, +[. Since the values of F are bounded by N, one has
(v(s), {d (x))=(v(s), n(x0)) +(v(s), {d (x)&n(x0))
=&NL |x&x0 |=~ (17)
for every x # 3 & B(x0 , $). K
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Lemma 3.2. Let =$, =~ be such that 0<=$<=~ <= and let {$ be as in (13).
Then for every (t0 , x0) # [0, +[_3 there is a trajectory x( } ) #
S3[t0 , t0+{$](x0) such that
d (x(t))=$(t&t0) \t # [t0 , t0+{$]. (18)
Proof. We claim that for all (t0 , x0) # [0, +)_3 one has
x0+B\|
t
t0
v(s) ds,
(=~ +=$)
2
(t&t0)+/3 \t # [t0 , t0+{$] (19)
where v( } ) is any map corresponding to x0 whose existence is claimed in
Lemma 3.1. Indeed, consider the map
z(t) :=x0+|
t
t0
v(s) ds.
In particular, z(t) # B(3, ’) for all t # [t0 , t0+{$]. Moreover,
d (z(t))=|
t
t0
({d (z(s)), v(s)) ds
|
t
t0
({d (x0), v(s)) ds&|
t
t0
|({d (z(s))&{d (x0), v(s)) | ds
=~ (t&t0)&LN(t&t0) sup
s # [t0 , t]
|z(s)&x0 |
\78 =~ +
1
8
=$+ (t&t0)=~ +=$2 (t&t0), (20)
which yields (19). Since for every t # [t0 , t0+{1]
d(z$(t), F(t, z(t)))d(v(t), F(t, x0))+k(t) |z(t)&x0 |k(t) N(t&t0),
from Theorem 2.1 we get the existence of a trajectory x # S[t0 , t0+{1 ](x0)
such that
|x(t)&z(t)||
t
t0 _k(r) |
r
t0
|v(_)| d_& exp _|
t
r
k(’) d’& dr
N(t&t0) _exp \|
t
t0
k(’) d’+&1& .
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Hence, in view of the choice of {$, one obtains
\t # [t0 , t0+{$], |x(t)&z(t)|
=~ &=$
8
(t&t0).
implying that
d (x(t))d (z(t))&|z(t)&x(t)|=$(t&t0)
for all t # [t0 , t0+{$]. K
Let =$, =~ verify 0<=$<=~ <= and let { be as in (14). Define next
:=
3
=$
and c :=12Ne|({).
Lemma 3.3. For every (t0 , x0) # [0, +)_3 and every trajectory
x ( } ) # S[t0 , t0+{](x0), there is a trajectory x( } ) # S
3
[t0 , t0+{]
(x0) such that
&x&x &AC[t0 , t0+{]
c
=$
sup
t # [t0 , t0+{]
d(x (t), 3 ). (21)
and therefore
&x&x &C0 ([t0 , t0+{])
c
2=$
sup
t # [t0 , t0+{]
d(x (t), 3 ).
Proof. Let us set *=supt # [t0 , t0+{] d(x (t), 3 ). It is sufficient to prove
(21) for ** :={=$3. Indeed, if *>* then
sup
t # [t0 , t0+{]
|x(t)&x (t)|+|
t0+{
t0
|x$(t)&x $(t)| dt4N{
c
=$
*.
It is not restrictive to assume that x0 # 3, for, in the general case, one can
replace t0 with t 0 :=inf [t # [t0 , +[ : x(t)  3 ] after setting x(t) :=x (t)
for all t # [t0 , t 0]. By Lemma 3.2 there is a map x( } ) # S3

[t0 , t0+{]
(x0) such
that d (x(t))=$(t&t0) for all t # [t0 , t0+{]. In particular,
d (x(t0+:*))3*. (22)
By Theorem 2.1 there is a solution z( } ) of
{z$ # F(t, z)z(t0+:*)=x(t0+:*), t # [t0+:*, t0+{]
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such that
{
|z(t)&x (t)|exp \|
t
t0+:*
k(s) ds+ ( |x(t0+:*)&x (t0+:*)| )
|z$(t)&x $(t)|k(t) exp \|
t
t0+:*
k(s) ds+ ( |x(t0+:*)&x (t0+:*)| ).
(23)
Now observe that :*:* ={. If :*<{, let us extend x( } ) to [t0 , t0+{] by
setting
x(t)=z(t) \t # [t0+:*, t0+{].
We claim that x(t) # 3 for all t # [t0+:*, t0+{]. Indeed, remembering
that {{$$N’N, (which implies x(t) # B(3 , ’)) we obtain
d (x(t))=d (x(t0+:*))+|
t
t0+:*
{d (x(s)) } x$(s) ds
=d (x(t0+:*))+|
t
t0+:*
{d (x (s)) } x $(s) ds+|
t
t0+:*
({d (x(s))
&{d (x (s))) } x $(s) ds+|
t
t0+:*
{d (x(s)) } (x$(s)&x $(s)+ ds
*&LN |
t
t0+:*
exp \|
s
t0+:*
k(_) d_+ |x(t0+:*)&x (t0+:*)| ds
&|
t
t0+:*
k(s) exp \|
s
t0+:*
k(_) d_+ |x(t0+:*)&x (t0+:*)| ds
[1& p({)] *0
where p is the same as in (14). Hence, by choice of { (see (14)),
d (x(t))0 \t # [t0+:*, t0+{]
i.e. x(t) # 3 for all t # [t0 , t0+{]. Furthermore, (23) yields (21). K
Proof of Theorem 3.1. By Corollary 2.1 there exists a trajectory
y # S[t0 , t0+{]( y0) verifying
&x & y&AC[t0 , t0+{]2e
 t0
t0+{ k(s) ds |x0& y0 | .
By Lemma 3.3 we get the existence of y # S3[t0 , t0+{]( y0) such that
&y& y &AC[t0 , t0+{]
2c
=$
et0
t0+{ k(s) ds |x0& y0 |.
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Hence,
&x & y &AC[t0 , t0+{]2 \1+ c=$+ e t0
t0+{ k(s) ds |x0& y0 |.
We now proceed inductively. Assume we have already constructed for some
i< j, a solution y # S3[t0 , t0+i{]( y0) in such way that
&x & y &AC[t0 , t0+i{]\2+2c=$ +
i
e t0
t0+i{ k(s) ds |x0& y0 |.
Using the same reasoning as at the beginning of the proof we extend y
on the time interval [t0+i{, t0+(i+1) {] in such a way that
&x & y &AC[t0 , t0+(i+1) {]\2+2c=$ +
i+1
et0
t0+(i+1) { k(s) ds |x0& y0 |.
So we can construct y # S3[t0 , +[( y0) satisfying for all i and t # [t0+i{,
t0+(i+1) {]
|x (t)&y (t)|+|
t
t0
|x $(s)&y $(s)| ds\2+2c=$ +
i+1
e t0
t0+(i+1) { k(s) ds |x0& y0 |.
Now pick *>0 such that (2+2c=$)e*{. Then for every i and every
t # [i{, (i+1) {]
|x (t)& y (t)|+|
t
t0
|x $(s)& y $(s)| ds\2+2c=$ + e*i{e t0
t0+(i+1) { k(s) ds |x0& y0 |
\2+2c=$ + e|({)e
t
t0 (k(s)+*) ds |x0& y0 |. K
Proof of Theorem 3.2. Set &~ =&[(2+c2=$) e|({)]&1. By Theorem 2.3
there exists y& # S[t0 , t0+{](x0) such that & y&&x&C[t0 , t0+{]&~ . Hence, in
view of Lemma 3.3 there exists x& # S3

[t0 , t0+{]
(x(t0)) such that
& y&&x&&C0([t0 , t0+{])
c
2=$
&~ .
Thus &x&&x&C0([t0 , t0+{])&~ (1+(c2=$)). We now proceed by the induction.
Assume that we have already constructed x& # S3

[t0 , t0+i{]
(x0) such that
\t # [t0 , t0+i{], |x&(t)&x(t)|&~ _\ c2=$+2+ e|({)&
i
.
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and consider y # S[t0+i{, t0+(i+1) {](x(t0+i{)) such that
\t # [t0+i{, t0+(i+1) {] | y(t)&x(t)|&~ .
Again, in view of Lemma 3.3, we can find z # S3[t0+i{, t0+(i+1) {](x(t0+i{))
such that
\t # [t0+i{, t0+(i+1) {], | y(t)&z(t)|
c
2=$
&~ .
Applying Theorem 2.1 and Lemma 3.3 we obtain z& # S3

[t0+i{, t0+(i+1) {]
(x&(t0+i{)) such that for all t # [t0+i{, t0+(i+1) {],
|z&(t)&z(t)|\1+ c2=$+ e|({) |x(t0+i{)&x&(t0+i{)|.
Let us extend x& by setting x&(t)=z&(t) for all t # [t0+i{, t0+(i+1) {].
Thus
|x&(t)&x(t)|\1+ c2=$+ e|({) |x(t0+i{)&x&(t0+i{)|+\1+
c
2=$+ &~
\2+ c2=$+ e|({) _\2+
c
2=$+ e|({)&
i
&~
=_\2+ c2=$+ e|({)&
i+1
&~ .
In this way we can construct inductively x& # S3

[t0 , +[
(x0) such that for
every positive integer j and t # [t0+ j{, t0+( j+1) {]
|x&(t)&x(t)|_\2+ c2=$+ e|({)&
j+1
&~ .
Choosing * as in (15) we deduce that
\2+ c2=$+ e|({)e* {,
and therefore, for all t # [t0+ j{, t0+( j+1) {],
|x&(t)&x(t)|\2+ c2=$+ e|({)e* t&~ =e* t&. K
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4. NONSMOOTH CONSTRAINTS
In this section we allow the boundary of 3 to be nonsmooth and establish
results which are analogous to those proved in the previous section. Actually
there is a fundamental difference between Theorem 3.1 and the corresponding
result for nonsmooth constraints, namely Theorem 4.1 below. Indeed while the
former involves an estimate on the derivatives of the trajectories (so generaliz-
ing Filippov’s Theorem in almost its full strength) the latter provides an
estimate only on the C0 distance between the given trajectory x( } ) and the
neighboring trajectory y( } ).
Let us assume hypothesis HBV below on the time dependence of F.
Hypothesis HBV . There exist constants K0, D>0 such that for every
t0 # [0, +[, d # ]0, D], and for every N-Lipschitz map x( } ) from [0, +[
into Rn
|
t0+D
t0
dH(F(s, x(s)), F(s+d, x(s))) dsKd.
Remark. We do not know whether this hypothesis, is necessary for the
conclusions of Theorems 4.1 and 4.2 below. It is much weaker than the
Lipschitz assumption which was imposed in [FoR]. We refer the reader to
the Appendix for a general condition of bounded variation implying HBV . K
The smooth boundary hypothesis made in Section 3 will be replaced by a
weaker condition which, with a little abuse of language, we call ‘‘Lipschitz
boundary hypothesis’’. In order to state this condition we need the following
definition:
Definition 4.1. A set-valued map I: 3 ^ Rn is called a uniformly
hypertangent conical field if there exist =>0, $>0, such that for every
x0 # 3, I(x0) is a convex closed cone, and for any x # B(x0 , $) & 3 , and
any unit vector v # I(x0),
x+[0, =] B(v, =)/3
Note that we do not require any regularity of the map x ^ I(x).
Remark. Let C3 (x0) and Int(C3 (x0)) denote Clarke’s tangent cone to
3 at x0 and its interior, respectively. It is well known (see [Rock]) that
v # Int(C3 (x0)) if and only if there exist =>0 and $>0 such that
\x # B(x0 , $) & 3 , x+[0, =] B(v, =)/3
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that is, according to [Rock], v is hypertangent to 3 . Hence for bounded 3
the existence of an uniformly hypertangent conical field is equivalent to the
condition
Int(C3 (x0)){< \x0 # 3. K (24)
In place of Hypothesis H1 of Section 3 we assume the following condition:
Hypothesis H2 . There exist ’>0 and an uniformly hypertangent conical
field I such that
F(t, x) & I(x) & [v # Rn : |v|’]{<
for all t # [0, +[ and all x # 3.
Remark. Notice that the above hypothesis implicitly implies that the
boundary is roughly speaking Lipschitz, in the sense that there exists an
uniformly hypertangent conical field. K
When F is autonomous and 3 is bounded, then a simple condition of
nonempty intersection implies H2 :
Lemma 4.1. Assume that F does not depend on time and that 3 is bounded.
If for every x0 # 3 one has
F(x0) & Int(C3 (x0)){<
then hypothesis H2 is verified.
We omit the simple proof of this lemma because, in view of [Rock] it
is an easy consequence of continuity of F.
Just like Theorems 3.1 and 3.2, Theorems 4.1 and 4.2 below are analogous
to Filippov’s and FilippovWaz* ewski’s theorems, respectively. In order to
state them we need to define some parameters.
Let us remark first that if I is an uniformly hypertangent conical field,
then there exists a constant r # ]0, 1[ such that for every x0 # 3, there is
a unit vector n(x0) verifying
(n(x0), v) r |v|
for all v # I(x0). Let us set
=^ :==’r, {^=
=
N
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and consider =$, =~ verifying 0<=$<=~ < =^. Let {$, { be such that
{$<{^, |({$)log \=$N+1+ , (25)
{min {D, {$, $2N= , [K+N|({)] e|({) =^&=~ (26)
and set
c :=
=$
=~ &=$
max {N+Ne|({)+K{, 2N{{$ = (27)
* :=
1
{
log \2+2c=$ +
{C :=\2+2c=$ + e|({) (28)* :=*+|({)
{
.
Theorem 4.1. For every (t0 , x0) # [0, +[_3 , y0 # 3 and every
trajectory x ( } ) # S3[t0 , +[(x0), there exists a trajectory y ( } ) # S
3
[t0 , +[
( y0)
such that
|x (t)& y (t)|Ce
t
t0
[k(s)+*] ds |x0& y0 | for all t # [0, +[.
Theorem 4.2. Consider (t0 , x0) # [0, +[_3 , &>0 and a relaxed
trajectory x( } ) # Srel, 3[t0 , +[(x0). Then there exists a trajectory x&( } ) #
S3[t0 , +[(x0) such that
|x&(t)&x(t)|&e*
 t for all t # [t0 , +[.
As in the case of smooth boundary the above theorems imply the follow-
ing straightforward corollaries concerning a bounded time interval.
Corollary 4.1. For every t0 # [0, +[ and T>0, the set-valued map
x0 ^ S3

[t0 , t0+T]
(x0) from 3 into C0([t0 , t0+T], 3 ) is Lipschitz with con-
stant Ce t0
t0+T (k(s)+*) ds.
Corollary 4.2. For any (t0 , x0) # [0, +[_3 and T>0 the set of solu-
tions S3[t0 , t0+T](x0) is dense in the set of relaxed solutions S
rel, 3
[t0 , t0+T]
(x0) in the
norm of uniform convergence.
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We limit ourselves to prove Lemmas 4.24.4 below. In fact, the inductive
arguments exploited to deduce Theorems 3.13.3 from Lemmas 3.13.3 can
be trivially modified in order to get Theorems 4.14.2 from Lemmas 4.24.4.
Lemma 4.2. For every (t0 , x0) # [0, +[_3 there exists a measurable
selection v(t) # F(t, x0), t # [t0 , t0+{^], such that
x+|
t
t0
v(s) ds+(t&t0) =^B/3
for all t # [t0 , t0+{^] and all x # B(x0 , $) & 3 .
Proof. Let v( } ) be a measurable selection of the set-valued map G( } ) :=
F( } , x0) & I(x0) & [v # Rn : |v|’]. The map v( } ) exists by Hypothesis H2
and by the Measurable Selection Theorem (see e.g. [AC84]). It is easy to
verify, using separation theorems, that
y(t) :=x+|
t
t0
v(s) ds # x+I(x0)
| y(t)&x|(t&t0) ’r for all t # [t0 , t0+{^].
Moreover, for every t # [t0 , t0+=N] one has | y(t)&x|<=. Thence
y(t)+| y(t)&x| =B=x+
y(t)&x
| y(t)&x|
| y(t)&x|+| y(t)&x| =B/3 .
It follows that
d( y(t), 3)| y(t)&x| ==’r(t&t0),
which, in view of the definition of =^ and {^, yields the result. K
Lemma 4.3. Fix =$ # ]0, =^[ and let {$ verify (25). For every (t0 , x0) #
[0, +[_3 , there exists a trajectory x( } ) # S3[t0 , t0+{$](x0) satisfying for
all t # [t0 , t0+{$],
x(t) # x0+|
t
t0
v(s) ds+(t&t0) =$B
where v( } ) is the measurable selection of F( } , x0) from Lemma 4.2.
Proof. Setting y(t) :=x0+ tt0 v(s) ds, we have
d( y$(t), F(t, y(t)))k(t) | y(t)&x0 |k(t) N(t&t0) .
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By Theorem 2.1 there exists x( } ) # S[t0 , t0+ {^](x0) such that
|x(t)& y(t)||
t
t0
(s&t0) Nk(s) e
t
s k(_) d_ ds
N(t&t0)(e
t
t0
k(_) d_&1).
Hence in view of the definition of =$ and {$
|x(t)& y(t)|=$(t&t0)
for every t # [t0 , t0+{$]. K
Let =$, =~ be such that 0<=$<=~ < =^ and let {, c be as in (26)(27).
Lemma 4.4. For every (t0 , x0) # [0, +[_3 and every trajectory
x ( } ) # S[t0 , t0+{](x0) there exists a trajectory x( } ) # S
3
[t0 , t0+{]
(x0) such that
&x&x &C 0 [t0 , t0+{]
c
=$
sup
t # [t0 , t0+{]
d(x (t), 3). (29)
Proof. Let us set * :=supt # [t0 , t0+{] d(x (t), 3). Like in the proof of
Lemma 3.3, it is sufficient to prove (29) for every ** :={$h, where
h=(=~ &=$)&1. Indeed, if *>* , then
&x&x &C 0 ([t0 , t0+{])2N{
c
=$
*,
For every t # [t0 , t0+{] let ?(t) # 3 be such that d(x (t), 3 )=|x (t)&?(t)|.
By the choice of { one has ?(t) # B(x0 , $) for all t # [t0 , t0+{].
By Lemma 4.3 there exists x( } ) # S3[t0 , t0+{$](x0) such that
x(t) # x0+|
t
t0
v(s) ds+(t&t0) =$B
for all t # [t0 , t0+{], where v( } ) is as in Lemma 4.2. If {>h\, then let us
set for every tt0+h*,
y(t) :=x(t0+h*)+|
t
t0+h*
x $(s&h*) ds=x(t0+h*)&x0+x (t&h*).
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By hypothesis HBV
|
t0+{
t0+h\
d(y$(t), F(t, y(t))) dt
|
t0+{
t0+h\
dH (F(t&h*, x (t&h*)), F(t, x (t&h*)+x(t0+h*)&x0))) dt
|
t0+{
t0+h\
(dH (F(t&h*, x (t&h*)), F(t, x (t&h*)))
+k(t) |x(t0+h*)&x0 | ) dt
[K+N|({)] h\.
By Theorem 2.1 there exists a trajectory y ( } ) # S[t0+h*, t0+{](x(t0+h*))
such that for all t # [t0+h*, t0+{]
| y(t)& y (t)|e|({) |
t0+{
t0+h\
d( y$(t), F(t, y(t)) dt
e|({)[K+N|({)] h\:({) h*,
where
:({) :=[K+N|({)] e|({)
Since
y(t)=x (t&h*)+x(t0+h*)&x0
# ?(t&h*)+h*(h&1B)+|
t0+h*
t0
v(s) ds+h*=$B
and h\{$<{^ by (27) and Lemma 4.2 one obtains
y (t) # ?(t&h*)+|
t0+h*
t0
v(s) ds+h*(=$+(=~ &=$)+:({)) B
/?(t&h*)+|
t0+h*
t0
v(s) ds+h*=^B/3
for, by (26), :({) =^&=~ .
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If we extend x( } ) to [t0 , t0+{] by setting x(t)= y (t) for all t #
[t0+h*, t0+{] the lemma is proved, because
x(t) # 3 \t # [t0 , t0+{]
and
|x(t)&x (t)|:({) h*+2Nh* \t # [t0 , t0+{]. K
5. SOME RECENT RELATED RESULTS
In this section we briefly discuss how results of the previous sections are
related to the recent papers by H. Ishii and S. Koike [IK96] and
M. Arisawa and P. L. Lions [AL96].
Consider the set-valued map
A(x)=[u # U | _r such that #( y, u, t) # 3 , \t # [0, r], \y # B(x, r) & 3 ],
where #( y, u, } ) denotes the solution to the Cauchy problem #$= f (#, u),
#(0)= y. In [IK96] the authors assumebesides standard conditions on
fthe following constraint qualification:
Hypothesis IK. (i) A(x){<, \x # 3
(ii) for every x # 3 there exist $, q>0 and ! # co f (x, A(x)) such
that
y+[0, q] B(!, q)/3 \y # B(x, $) & 3 .
Under this hypothesis they prove that the value function of an associated
infinite horizon optimal control problem is continuous. Though the authors
prove this result by exploiting arguments from the theory of viscosity solu-
tions, it is obvious that this is connected with a Filippov type property for
the system #$= f (#, u).
We remark that the hypothesis IK is substantially distinct from the
nature of assumptions made here (and in the already quoted papers on the
subject). Indeed hypothesis IK involves the knowledge of the solutions of
#$= f (#, :), while H1 and H2 are merely assumptions on the field F.
Recently M. Arisawa and P. L. Lions [AL96] have proved a Filippov-
type estimate in the case when the differential inclusion reduces to an
autonomous control system and the constraint set is smooth and bounded.
More precisely they considered the control system
x$= f (x, u) (30)
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subject to the state constraint x(t) # 3 , where 3 is bounded and smooth in
the same sense as in Section 3. The control u( } ) is a measurable map with
values in a compact metric space U and the field f verifies a Lipschitz
condition in x, uniformly with respect to all controls u. The main result in
[AL96] states that if x 1 # 3 and u1( } ) is a control such that the corre-
sponding trajectory x1( } ) starting from x 1 lies in 3 for all t0, then one
can find, for all =>0 and all x 2 # 3 , a control u2( } ) such that the corre-
sponding trajectory x2( } ) starting from x 2 lies in 3 and verifies
|x2(t)&x1(t)|+|
t
0
|(u1(s), u2(s)) dsCe(k0+*0) t(=+|x& y| ), \t0.
(31)
In the above inequality k0 is the uniform Lipschitz constant of f ( } , u) and
C and *0 are positive constants that depend on f, 3 and the distance func-
tion |. Furthermore | can be any non-negative continuous function on
U_U which vanishes on 2=[(a, b) # U_U | a=b]. Let us observe that,
by taking ==|x& y| , the constant = in (31) can be omitted by simply
doubling C. Moreover, if U is a compact subset in Rm, then by exploiting
a simple continuity property of the superposition operator, | can be
identified with the Euclidian distance function. Actually (31) isto our
knowledgethe only available inequality of Filippov’s type which is valid
in the presence of state constraints and for all t0. Of course (31) is of the
same kind that in the thesis of Theorem 3.1. The fact that in (31) the integral
involves controls while in Theorem 3.1 one considers the derivatives of trajec-
tories is trivially overcome by adding a state variable z verifying z$=u. The
existence of the pair (u2( } ), x2( } )) is proved in [AL96] via the dynamic
programming principle of a minimization problemin fact, a differential
gameconstructed ad hoc. In a sense u2( } ) is recovered as optimal feed-
back control of this game. However the authors do not build explicitly the
trajectory x2( } ). Instead they present a formal construction of x2( } ) which
intentionally avoids several regularity questions and has the goal of ‘‘shedding
some light’’ on the existence proof.
The present paper finds a partial motivation in the attempt to perform
an explicit and rigorous construction of a neighboring trajectory x2 . In a
sense we have gone beyond this goal, since our results concern differential
inclusionswhich in general are not reducible to control systems unless
F(t, x) is convex-valuedand an unbounded, nonsmooth constraint set 3
(see also the next section).
However in general the pair (u2( } ), x2( } )) which is constructed in Section 3
does not coincides with the one whose existence is proved in [AL96]. Instead
our construction produces an open loop control u2( } ), while the control in
[AL96] is the optimal feedback control of a suitable minimization problem.
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6. APPLICABILITY OF RESULTS OF SECTIONS 3 AND 4
Results from Sections 3 and 4 extend classical results of the theory of
differential inclusions to the case with state constraints. They find natural
applications in the study of the value functions of constrained control
problems. In fact, starting with Soner [Son86] a number of authors have
studied (see e.g. [AL96, CGS91, CDL90, IK96, Lor87, LT94, Mot95, MR,
Sor, FoR]) the regularity properties of value functions. Such regularity,
besides having a meaning of well-posedness, guarantees in several cases
that the value function is the unique solution (e.g. in the viscosity sense) of
the corresponding Bellman equation.
The typical minimum problem considered by most of these authors
involve dynamics of the form
{
x$(t)= f (x(t), u(t))
u(t) # U(x(t))
x(t) # 3
x(0)=x
(32)
and the functional
J(x , u)=|

0
l(x(x , u)(t), u(t)) e&;t dt
to be minimized, where x(x , u)( } ) denotes the solution of (32) correspond-
ing to the control u and starting at x and ;>0. Let us call a control
u: [0, +[  Rm x -admissible if there exists an absolutely continuous map
x( } ) such that (32) is satisfied for almost all t # [0, +[. The value
function V is defined by
V(x )=inf J(x , u)
where the infimum is taken over the class of x -admissible controls.
The control set U is here a x-dependent closed subset of Rm. Actually,
the papers quoted above, with the exception of [FoR], deal with problems
where the control set U is constant. On the contrary, thanks to the fact
that our dynamics is represented by a differential inclusion, results of
Section 3 and 4 allow to address the case where U is x-dependent as well.
Propositions 6.1 and 6.2 below are examples of how the results of Sections
3 and 4, respectively, can be exploiteded in order to prove regularity
properties of the value function V. In particular, Proposition 6.1 extends a
result of [AL96] which concerned the particular case where the control set
U is constant.
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Let us assume that both f ( } , } ) and U( } ) are Lipschitz and bounded. In
particular that the set-valued map
F (x).[(v, u) | u # U(x), v= f (x, u)]
is Lipschitz and bounded as well. Let k be a Lipschitz constant of F .
Moreover, let us assume that l( } , } ) is bounded on 3 _Rm and that there
exist M>0 and : # ]0, 1] such that
|l(x1 , u1)&l(x2 , u2)|M( |x1&x2 |:+|u1&u2 | ), (33)
for all x1 , x2 # 3 and u1 , u2 # Rm. Finally, let us assume that 3 is bounded
and verifies the ‘‘Smooth boundary assumption’’ of Section 3 and that, for
every x # 3, one has
max
u # U(x)
( f (x, u), n(x))=
for a suitable =>0 independent of x. Of course, this implies that Hypothesis
H1 is verified for the map F and the constraint set 3 _Rm. Let * be as in (15).
Proposition 6.1. The map V is Ho lder continuous with an exponent #
given by : if ;>k+*, by any :$ # (0, :) if ;=k+*, and by
:;
:(k+*)+(1&:) ;
if ;<k+*.
Proof. Let us consider the differential inclusion
{(x$, !$) # F (x)(x(0), !(0)=(x , ! ) # 3 _Rm (34)
By construction, if (x( } ), !( } )) solves (34) then !$ is x -admissible. From
Theorem 3.1, it follows that for all y, y~ # 3 and every y-admissible control
u( } ) there is a y~ -admissible control u~ ( } ) such that
|x(t)&x~ (t)|+|
t
0
|u~ (s)&u~ (s)| dse(k+*) t | y& y~ | (35)
for all t # [0, +[, where we have set x.x( y, u), x~ .x( y~ , u~ ). Hereafter
the proof proceeds as in [AL96], and we give the details just for the sake
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of self-consistency. With obvious meaning of the notations, for every T>0
one has
V( y~ )&V( y)sup
u
|
+
0
(l(x~ (t), u~ (t))&l(x(t), u(t))) e&;t dt
M1 _e&;T+supu |
T
0
( |x~ (t)&x(t)|:+|u(t)&u~ (t)| ) e&;t dt& .
If ;<*+k, it follows that
V( y~ )&V( y)M2 [e&;T+e:(k+*&;) T | y& y~ |:+e(k+*&;) T | y& y~ |],
from which, choosing T=:(:(k+*)+(1&:) ;) log(1| y& y~ | ), we obtain
V( y~ )&V( y)M3 | y& y~ | #, (36)
for all y, y~ # 3 such that | y& y~ |<1. If k+*=;, one obtains
V( y~ )&V( y)M4 | y& y~ |: log
1
| y& y~ |
(37)
for all y, y~ # 3 such that | y& y~ |<1. Since 3 is bounded, one concludes
that V is #-Ho lder continuous. Finally, if ;>k+*, letting T go to +
one obtains
V( y~ )&V( y)M5 [ | y~ & y| :+| y~ & y| ],
which, in view of the boundedness of 3, implies
V( y~ )&V( y)M6 | y~ & y|:. K
If (33) is verified with :=1, then we obtain a result similar to the above
proposition also for the case when 3 is non smooth. In order to state this
result, let us consider the set valued map
F (x).[(w, v, u) | u # U(x), w=l(x, u), v= f (x, u)].
Let us assume that F verifies hypothesis H2 of Section 4 with reference to
the constraint set R_3 _Rm (this simply means that there is a ’>0 and
a uniformly hypertangent conical field I(x) such that for every x # 3
there is u(x) # U(x) verifying f (x, u(x)) # I(x), | f (x, u(x))|’). Let k be a
Lipschitz constant for F and let * be as in (28).
Proposition 6.2. If ;>k+*, the value function V is Lipschitz continuous.
Moreover, if 3 is bounded, V is Ho lder continuous with any exponent : # ]0, 1[
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if ;=k+*, while whenever ;<k+*, V is Ho lder continuous with exponent
#=;(k+*).
Proof. Let us consider the differential inclusion
{(z$, x$, !$) # F
 (x)
(z(0), x(0), !(0)=(0, x , ! ).
(38)
By construction, if (z, x, !)( } ) solves (38), then x( } )=x(x , !$) and
|
t
0
l(x(s), !$(s)) e&;s ds=|
t
0
z$(s) e&;s ds (39)
for all t # [0, +[. Hence, for every y, y~ # 3 and T>0, we obtain (with
notations analogous to those in the previous proof)
V( y~ )&V( y)
sup
u
|
+
0
(z~ $(t)&z$(t)) e&;t dt
M \e&;T+supu |
T
0
(z~ $(t)&z$(t)) e&;t dt+
M \e&;T+supu _(z~ (T)&z(T)) e&;T+|
T
0
;(z~ (t)&z(t))& e&;t dt+ .
Hence the thesis follows by the same arguments as in the proof of the
previous proposition. K
APPENDIX
We wish to make some elementary remarks on condition HBV which has
been assumed in Section 4 to address the case when 3 is nonsmooth. For
the reader convenience we recall it here.
Hypothesis HBV . There are constants K>0, D>0 such that for every
t0 # [0, +[, d # ]0, D], and for every N-Lipschitz map x( } ) from [0, +[
into Rn
|
t0+D
t0
dH(F(s, x(s)), F(s+d, x(s))) dsKd
where dH denotes the Hausdorff distance.
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Let us discuss some cases when this hypothesis is verified:
(i) F is Lipschitz in t.
(ii) F(t, x)= f (t) G(x) with a set-valued map G(x) bounded by
G1>0 and a measurable map f such that for some positive constants c
and D, the variation of f is bounded by c on each interval of the form
[t0 , t0+D].
Indeed in this case, a well-known result on the translation operator (see
e.g. [Bre]) yields
|
t0+{
t0
dH(F(s, x(s)), F(s+d, x(s))) ds|
t0+{
t0
| f (s)& f (s+d)| G1 ds2G1cd
(iii) More generally, Proposition 6.3 below provides a sufficient con-
dition for HBV in terms of bounded variation of the set-valued maps
s ^ F(s, x(s)). More precisely, if F has compact values we call variation of
F on [a, b] the quantity
sup :
n
i=1
dH(F(ti+1), F(t i))
where the supremum is taken over all subsets [ t1 , ..., tn], n2, such that
a=t1 } } } tn=b. In fact, this is the usual definition of variation as soon
as F is regarded as a (single-valued) map from [a, b] into the set K(Rn)
of compact subsets of Rn endowed with the Hausdorff metric dH .
Proposition 6.3. Let us assume that there exist positive c and D such
that, for every N-Lipschitz map x from [0, +[ into Rn and for every
t0 # [0, +[, the variation of the set-valued map F(s) :=F(s, x(s)) on the
interval [t0 , t0+D] is bounded by c. Then hypothesis HBV is verified.
Proof. We extend F onto [t0 , t0+2D] by setting F(t)=F(t0+D)
for all t # [t0+D, t0+2D] and call V(t) the variation of F on [t0 , t].
Clearly V is an increasing map. Then
|
t0+D
t0
dH(F(t+d), F(t)) dt|
t0+D
t0
(V(t+d )&V(t)) dt2c } d
The last inequality is obtained by applying the above mentioned result on
the translation operator to the map V which has the same variation as F.
Hence
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|
t0+D
t0
dH(F(s, x(s)), F(s+d, x(s))) ds
|
t0+D
t0
dH(F(t+d ), F(t)) dt
+|
t0+D
t0
dH(F(s+d, x(s+d)), F(s+d, x(s))) ds
2cd+|
t0+D
t0
N d k(s+d) dsKd,
with K=2c+N|(D). K
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