Abstract. Distributed order fractional operators offer a rigorous tool for mathematical modelling of multiphysics phenomena, where the differential orders are distributed over a range of values rather than being just a fixed integer/fraction as it is in standard/fractional ODEs/PDEs. We develop two spectrally-accurate schemes, namely a Petrov-Galerkin spectral method and a spectral collocation method for distributed order fractional differential equations. These schemes are developed based on the fractional Sturm-Liouville eigen-problems (FSLPs) [61] . In the Petrov-Galerkin method, we employ fractional (non-polynomial) basis functions, called Jacobi poly-fractonomials, which are the eigenfunctions of the FSLP of first kind, while, we employ another space of test functions as the span of poly-fractonomial eigenfunctions of the FSLP of second kind. We define the underlying distributed Sobolev space and the associated norms, where we carry out the corresponding discrete stability and error analyses of the proposed scheme. In the collocation scheme, we employ fractional (non-polynomial) Lagrange interpolants satisfying the Kronecker delta property at the collocation points. Subsequently, we obtain the corresponding distributed differentiation matrices to be employed in the discretization of the strong problem. We perform systematic numerical tests to demonstrate the efficiency and conditioning of each method. [47] . While most of the attention has been devoted to the finite difference methods (FDMs), [38, 39, 49, 52, 42, 21, 13, 33, 53, 37, 55, 57, 24, 7, 67, 66] , recent works have focused on exploring the potential efficiency of spectral methods and their inherent global nature as more suitable to discretizing FDEs, see e.g., [52, 47, 37, 30, 31, 35, 36, 8, 56, 6] .
spectral and discontinuous spectral element methods of Galerkin and Petrov-Galerkin projection type for fractional ODEs. To treat nonlinear problems the collocation schemes are relatively easy to implement. Khader in [30] presented a Chebyshev collocation method for the discretization of the space-fractional diffusion equation. More recently, Khader and Hendy [31] developed a Legendre pseudospectral method for fractional-order delay differential equations. For fast treatment of nonlinear and multi-term fractional PDEs such as the fractional Burgers equation, a new spectral method, called fractional spectral collocation method, was developed in [64] . This new class of collocation schemes introduces a new family of fractional Lagrange interpolants, mimicking the structure of the Jacobi polyfractonomials. For variable-order fractional PDEs, a fast and spectrally accurate collocation method was developed and implemented in [65] .
Distributed order fractional operators offer a rigorous tool for mathematical modeling of multi-physics phenomena. In this case, the differential order is distributed over a range of values rather than being just a fixed fraction as it is in standard/fractional ODEs/PDEs. There is a rapidly growing interest in the use of fractional derivatives in the construction of mathematical models, which contain distributed order terms of the form
in the field of uncertainty quantification as the inherent uncertainty of experimental data can be directly incorporated into the differential operators; see [40, 11, 3, 4, 51] , for some work on numerical methods. Almost all of the numerical schemes developed for such models are finite-difference methods. While the treatment of fractional differential equations with a fixed fractional order could be memory demanding due to the locality of these methods and their low-accuracy, the main challenge remains the additional effect of the discretization of the distributed order model, which may lead to exceeding computational cost of numerical simulations.
To the best of our knowledge, the first numerical study of distributed order differential equations (DODEs) was performed by Diethelm and Ford in [10] , where a two-stage basic framework was developed. In the first stage, the distributed order differentiation term was approximated using a quadrature rule, and in the second stage, a suitable multi-term numerical method was employed. They later performed the corresponding error analysis of the method in [12] . Subsequently, most of the numerical studies have followed the same approach yet they vary in the discretization method in the second stage. The distributed order timefractional diffusion equation was numerically studied in [16] and the corresponding stability and convergence study of the scheme was provided in [17] . Adding a nonlinear source, [44] studied the distributed order reaction diffusion equation following the same scheme. In [34] , the second stage of the distributed order diffusion equation was established using a reproducing kernel method. The distributed order time fractional diffusion-wave equation was investigated by developing a compact difference scheme in [58] . Other numerical studies include: an implicit numerical method of a temporal distributed order and two-sided space-fractional advection-dispersion equation in [23] , high-order difference schemes in [18] , alternating direction implicit (ADI) difference schemes with the extrapolation method for one-dimensional case in [20] and two-dimensional problem in [19] , and an operational matrix technique in [14] .
In this paper, we first introduce the distributed Sobolev spaces and their associated norms. We show their equivalence to the defined left-side and right-side norms as well. By employing Riemann-Liouville derivatives, we define the distributed order differential equation and then obtain its variational form. We develop a Petrov-Galerkin (PG) spectral method following the recent theory of fractional Sturm-Liouville eigen-problems (FSLP) in [61] and employ the corresponding eigenfunctions, namely the Jacobi Poly-fractonomials of first kind as the bases and the Jacobi Poly-fractonomials of second kind as test functions. We develop a spectrally accurate Gauss-Legendre quadrature rule in the construction of the linear system, where we investigate the stability and error analysis of the scheme. In addition, we construct a spectrally-accurate fractional spectral collocation scheme, where we employ fractional Lagrange interpolants satisfying the Kronecker delta property at the collocation points, and then, we obtain the corresponding fractional differentiation matrices. We demonstrate the computational efficiency of both schemes considering several numerical examples and distribution functions.
The organization of the paper is as follows: section 2 provides preliminary definitions along with useful lemmas. We recall fractional Sobolev spaces, and then, introduce their generalization to so called distributed Sobolev space and associated norms, which provides the natural setting of our problem in this study. We furthermore obtain some equivalent norms to facilitate the corresponding analysis of our methods. In section 3, we derive and discretize the corresponding variational form of the problem and subsequently we prove the stability and convergence rate of the scheme. In addition, we develop a fractional collocation method in section 4 and test the performance of the two methods in section 5. We conclude the paper with a summary and conclusion.
Definitions.
Let ξ ∈ [−1, 1]. Then, the left-sided and right-sided Riemann-Liouville integral of order σ, n − 1 < σ ≤ n, n ∈ N, are defined (see e.g., [43, 46] ) respectively as
The corresponding left-sided and right-sided fractional derivative of order σ are then defined, as
respectively. We recall a useful property of the Riemann-Liouville fractional derivatives [46] . Assume that 0 < p < 1 and 0
An alternative approach in defining the fractional derivatives is to begin with the leftsided Caputo derivatives of order σ, n − 1 < σ ≤ n, n ∈ N, defined, as
By performing an affine mapping from the standard domain [
Hence, we can perform the operations in the standard domain only once for any given σ and efficiently utilize them on any arbitrary interval without resorting to repeating the calculations. Moreover, the corresponding relationship between the Riemann-Liouville and Caputo fractional derivatives in [a, b] for any σ ∈ (0, 1) is given by (2.9) (
Lemma 2.1. Let σ, µ > 0. The fractional derivative of the Jacobi poly-fractonomials, [61] , of first (i = 1) and second kind (i = 2) are given by (2.10) and are also of Jacobi poly-fractonomial type, where 
which is endowed with the norm (2.12)
where F (v) represents the Fourier transform of v. Subsequently, we denote by H s (I), s ≥ 0 the fractional Sobolev space on any finite closed interval I, defined as
with the norm (2.14)
We note that the definition of H s (I) and the corresponding norm relies on the Fourier transformation of the function. Other useful norms associated with H s (I), e.g., when I = [x L , x R ], have been also introduced in [35] ,
such that the left-side · l,s,I , the right-sided · r,s,I , and · s,I are shown to be equivalent.
Next, let φ ∈ L 1 ( [α min , α max ] ), 0 ≤ α min < α max , be nonnegative. By φ H(R), we denote the distributed fractional Sobolev space on R, defined as
which is endowed with the norm
Subsequently, we denote by φ H(I) the distributed fractional Sobolev space on the finite closed interval I, defined as
with the norm (2.20)
Moreover, we introduce the following useful norms, associated with φ H(I):
, and (2.22)
We note that when φ > 0 is continuous in I, φ H(R) is equivalent to H α max (R). However, in general, the choice of φ can arbitrarily confine the domain of integration in practice. In other words, α min and α max are only the theoretical lower and upper terminals in the definition of distributed order fractional derivative. For instance, in a distributed sub-diffusion problem, the temporal derivative is associated with α min = 0 and α max = 1, and in a super-diffusion problem, the theoretical upper terminal α max = 2. In this study we particularly aim to let φ be defined in any possible subset of the interval [α min , α max ]. Hence, in each realization of a physical process (e.g. sub-or super-diffusion) φ can be obtained from data, where the theoretical setting of the problem remains invariant yet requiring the solution to have less regularity (since φ H(R) ⊃ H α max (R) in general, see Fig.2.1 ).
In the following theorem, we prove the equivalence (shown by the notation ∼) of the aforementioned norms. 
Proof. See Appendix (C 
In the sequel, we present different approaches to discretize the aforementioned differential operator. Due to (2.9), the Caputo and Riemann-Liouville fractional derivatives of order α ∈ (0, 1) coincide with each other when u(a) = 0. Therefore, in this study, we employ the definition of the distributed fractional derivatives of Riemann-Liouville sense and remove the pre-superscript RL for simplicity.
Variational Formulation.
In order to obtain the variational form we multiply (2.26) by a proper test function v (defined later) and integrate over the computational domain:
Using the definition of distributed order fractional derivatives defined in (2.25) we get
Given the initial conditions (2.27) and/or (2.28) and by Lemmas (2.3), we define the bilinear form associated with α ∈ (α min , α max ) as
T v is integrable in Ω ∀α ∈ (α min , α max ). Moreover, let U be the solution space, defined as
and let V be the test function space given by
The problem thus reads as:
3.1. Petrov-Galerkin Method: Modal Expansion. In the Petrov-Galerkin (PG) method, we follow the recent theory of fractional Sturm-Liouville eigen-problems (FSLP) in [61] and employ the corresponding eigenfunctions, known as the Jacobi Poly-fractonomials (of first kind) given in the standard domain [−1, 1] by
as non-polynomial basis functions consisting of a fractional term multiplied by the Jacobi polynomial P −µ,µ n−1 (ξ), hence we employ (3.7) in construction of a basis to formulate a projection type scheme, namely modal expansion. We represent the solution in terms of the elements of the basis space U N given as follows
via the poly-fractonomial modal expansion as (3.9) u
in which µ is to be fixed as a fractional parameter a priori depending on the range of distribution order interval, i.e. µ ∈ (0, 1) if α max ∈ (0, 1] and µ ∈ (1, 2) if α max ∈ (1, 2]. It can also be tunned to capture possible singularities in the exact solution if some knowledge about that is available. Moreover, in the PG scheme, we employ another space of test functions V N , however of the same dimension, given by
denotes the Jacobi poly-fractonomial of second kind, which is the explicit eigenfunction of fractional Sturm-Liouville problem of second kind in [61] .
It should be noted that since φ(α) ≥ 0 and
is not difficult to see that U N ⊂ U and V N ⊂ V when µ is chosen properly. Therefore, the bilinear form (3.3) reduces to the discrete bilinear form
T v N ) Ω and thus the problem reads as: find u N ∈ U N such that
By substituting the expansion (3.9), choosing
, · · · , N and using (2.7), the discrete distributed bilinear form in (3.12) can be written as
From Lemma 2.1, we have
where η = µ − α/2. Thus, by changing the order of summation, the integral (3.13) takes the form
where by changing the order of integrations we get
Theorem 3.1 (Spectrally/Exponentially Accurate Quadrature Rule in α-Dimension). Part A: ∀ξ = ξ 0 ∈ [−1, 1] fixed, and ∀n ∈ ∪ {0}, the Jacobi polynomial P ±α,∓α n (ξ 0 ) is a polynomial of order n in α.
where
represents the set of Gauss-Legendre quadrature points and weights.
Part C: If φ(α) is smooth, the quadrature rule in α-dimension becomes exponentially accurate in Q.
Proof. See Appendix (D).
By theorem (3.1) and performing an affine mapping from [α ∈ α min , α max ] to the standard domain α st ∈ [−1, 1], the inner integral in (3.17) can be evaluated with spectral accuracy by employing a Gauss-Legendre quadrature rule. Then by changing the order of summation and integral a h (u N , v N ) = l h (v N ) can be written as:
is constant and
and α st j and w j are the quadrature points and weights respectively. The linear system is then constructed as
in which the entries of the stiffness matrix S and force vector F are given by (3.20)
respectively, where
Remark 3.1. For each fixed j and given the structure of
, the above integrations take the form
and therefore, the full stiffness matrix S and vector F can be constructed accurately using a proper Gauss-Lobatto-Jacobi rule corresponding to the weight function
Discrete Stability Analysis.
In this section, we investigate the stability of the numerical scheme, developed based on the aforementioned choice of solution and test function space considering the bilinear form in (3.12).
Theorem 3.2. The scheme (3.12) is stable and the following inequality holds
Proof. Recalling from (3.6)
where, by lemma (2.1),
We letμ > −1/2, hence the function (1 + ξ) 2μ is nonnegative, nondecreasing, continuous and integrable in the integration domain. Therefore,
Moreover, the Jacobi polynomial P −μ,μ n−1 (ξ) can be expanded as:
By multiplying and dividing each term within the summation by
where Aμ n, j = n−1+μ 
where by considering
By multiplying the integrand by (1 + ξ) −μ (1 + ξ)μ and changing the order of summation and integration, we obtain
μ is a nonnegative and integrable in the domain of integration. By the orthogonality of Jacobi polynomials, we get
and thus
where ∀α ∈ (α min , α max ):
Following similar steps, and by multiplying the integrand by (1 − ξ) −μ (1 − ξ)μ and changing the order of summation and integration, we obtain
μ is a nonnegative and integrable in the domain of integral. Next, by the orthogonality of Jacobi polynomials,
−1 D α/2 x u N 2 L 2 (Ω) ≤ C 3 N n=1 a 2 n Γ(n + µ) Γ(n +μ) 2 ǫ −μ,μ n−1 . Therefore, (3.24) u N U N ≤ C 3 α max α min φ(α) N n=1 a 2 n Γ(n + µ) Γ(n +μ) 2 ǫμ ,−μ n−1 dα, where ǫ −μ,μ n−1 = ǫμ ,−μ n−1 . Therefore, using (3.22), (3.23) and (3.24), in f u N ∈U N sup v N ∈V N a h (u N , v N ) u N U N v N V N ≥ C 0 C 1 min √ C 2 C 3 = β.
Projection Error Analysis.
In this section, we investigate the error due to the projection of the true solution onto the defined set of basis functions.
dα < ∞ and u N denotes the projection of the exact solution u. Then,
Proof. By performing an affine mapping from t ∈ [0, T ] to the standard domain ξ ∈ [−1, 1], we expand the exact solution u in terms of the following infinite series of Jacobi poly-fractonomials
Then, we note that by using (2.1) and (2.7),
where,
Thus, by multiplying with a proper weight function, w(ξ)
, the right-hand-side of (3.25) takes the form
By expanding the Jacobi polynomial as
and changing the order of summation and the integration, we obtain the fractional integral as
where, the coefficient,c q (α), can be obtained using the orthogonality of Jacobi polynomials. Hence, by taking C n = c n (−1)
Then, we change the order of two summations in order to use the orthogonality of Jacobi polynomials and obtain
Moreover, using the approximation of the solution given in (3.9) and by multiplying with the proper weight functions, the left-hand-side of (3.25) takes the form
and the fractional derivative is taken using (2.1). By expanding the Legendre polynomial as
and following similar steps as in (3.28) , we obtain the fractional integral as (3.32) where the coefficient,ã q (α), can be obtained using the orthogonality of Legendre polynomials. Hence, (3.31) takes the form
in which, C n = c n (−1)
We change the order of two summations to use the orthogonality of Legendre polynomials and obtain
Therefore,
dα. 2) ), by the Banach-NecasBabuska theorem [15] , the error in the numerical scheme is less that or equal to a constant times the projection error. Choosing the projection u N in Theorem (3.3), we infer the spectral accuracy of the scheme.
Remark 3.2. Since the inf-sup condition holds (see Theorem
(3.
Fractional Collocation Method: Nodal Expansion.
Next, we represent the solution via the following poly-fractonomial nodal expansion as
where h µ j (ξ) represent fractional Lagrange interpolants FLIs, which are all of fractional order (N + µ − 1) and constructed using the aforementioned interpolations points −1 = ξ 1 < ξ 2 < · · · < ξ N = 1 as:
Because of the homogeneous Dirichlet boundary condition(s) in (2.27) and (2.28), u N (−1) = 0, and thus we only construct h µ j (ξ) for j = 2, 3, · · · , N. We note that FLIs satisfy the Kronecker delta property, i.e., h µ j (ξ k ) = δ jk , at interpolation points, however they vary as a polyfractonomial between ξ k 's.
Differentiation Matrices D
α and D 1+α , α ∈ (0, 1). By breaking the domain of integration in α, (2.25) takes the form
Following [64] , we obtain the corresponding fractional differentiation matrices D α and D 1+α , α ∈ (0, 1) by substituting (4.2) in (4.1) and taking the α-th order fractional derivative. These matrices are given as:
and
in which ⌈α − µ⌉ denotes the ceiling of α − µ and
The coefficients, β 
Due to the orthogonality of the Jacobi poly-fractonomials P −µ,µ n−1 (ξ) with respect to the weight function w(ξ) = (1 − ξ) −µ (1 + ξ) −µ , these coefficients can be computed efficiently only once by employing a proper Guass-Lobatto-Jacobi quadrature rule.
Therefore, by substituting the nodal expansion (4.2) into (4.3), performing an affine mapping from [α min , α max ] to the standard domain [−1, 1], and employing a proper quadrature rule in α-domain, (4.3) can be written as 
Remark 4.1. Multi-term problems can be generalized to the distributed order counterparts through the definition of distribution function φ(α). For instance, if the operator consists of multiple fractional orders
0 < α 1 < α 2 < · · · < α P ≤ 2,
Numerical Simulations.
In order to examine the convergence of the schemes with modal and nodal expansions, we consider problems with smooth and non-smooth solutions.
Smooth Solutions. Let α ∈ [0, 2] and consider the following two cases:
• Case I:
. By taking the simulation time T = 2 and for different choices of µ, we provide the convergence study in L ∞ -norm, L 2 -norm, H µ 1 -norm and φ H-norm using the PG scheme and in L ∞ -norm using the collocation scheme. It is observed that the choice of µ has an important effect on the convergence behaviour of the scheme. For instance, since the exact solution is a polynomial, as µ → 1, we recover the exponential convergence in capturing the exact solution. 6.38469 × 10 −10 6.61409 × 10 0.000048212 0.0000327428 
Non-Smooth Solutions.
Since the exact solution is not always known and in contrast to the standard fractional ODEs where the forcing term gives some regularity information about the exact solution, in distributed order problems such a prediction is rather difficult to make. Hence, the fractional parameter µ can play the role of a fine-tuning knob giving the possibility of searching for the best/optimal case, where the highest rate can be achieved with minimal degrees of freedom. Here, we let α ∈ [0, 1] and consider the following two cases of singular solution, where by the proper choice of µ we can easily capture the singularity of the solution.
• Case III: u ext = t µ 0 , φ(α) = Γ(1 + µ 0 − α)/(µ 0 )!, µ 0 = 1/10, 9/10, • Case IV: u ext = t µ 0 sin(t), φ(α), µ 0 = 75/100, 25/100. In case-III, we are able to obtain the exact solution only with one term by choosing µ = µ 0 . In case-IV, we take µ = µ 0 and expand sin(t) using Taylor series. Table 5 .5 shows the L 2 -norm convergence of the PG scheme for two different distribution functions. Table 5 .5: Case-IV; PG scheme convergence study in L 2 -norm, where T = 2. Tables 5.6 and 5.7 show, respectively, the condition number of the constructed linear system for case-I and II based on PG and collocation scheme for the aforementioned distribution functions. Table 5 .6: Case-I and II; PG scheme condition number of the constructed linear system, where T = 2. Table 5 .7: Case-I and II; collocation scheme condition number of the constructed linear system, where T = 2. Moreover, three cases for the distribution function are considered: 1) the distribution is more biased toward the left of domain, 2) the distribution is symmetric and 3) the distribution is more biased toward the right of domain, namely left biased, symmetric and right biased respectively. The distribution functions are well-known normal, exponential, log-normal, Cauchy, Laplace, Beta and Maxwell distributions, however, they are truncated and normalized, see 6. Summary and Discussion. We developed two spectrally-accurate schemes, namely the Petrov-Galerkin spectral method and the fractional spectral collocation method for distributed order fractional differential equations. The two schemes were constructed based on the recently developed spectral theory for fractional Sturm-Liouville problems (FSLPs). In the Petrov-Galerkin method, we employed the Jacobi poly-fractonomials as the bases, which are the eigenfunctions of FSLP-I, and the poly-fractonomial eigenfunctions of FSLP-II as the test functions. We carried out the discrete stability analysis of the proposed scheme employing some equivalent/bilinear-induced norms based on the defined distributed Sobolev spaces and their associated norms. In addition, we performed a convergence study of the proposed scheme. In the collocation method, we employed fractional Lagrange interpolants satisfying the Kronecker delta property at the collocation points, and then we obtained the corresponding distributed differentiation matrices to discretize the strong problem.
The existing schemes in the literature are mostly employing finite difference methods. The main challenge in these methods, in comparison to spectral methods, is the history calculation as well as extensive memory allocation while they deliver fixed algebraic accuracies. The recent spectral theory on fractional Sturm-Liouville problems (FSLPs) in [61] naturally motivates the use of Petrov-Galerkin spectral methods, where the arising bilinear forms are comprised of left-and right-sided fractional derivatives. The eigen-functions of FSLPs can be employed naturally as the bases and test spaces, where their left-and right-sided derivatives are obtained analytically. These functions consist of a polynomial part and a fractional part, where the former leaves the fractional order, µ, as a free parameter to capture solution singularities, hence, to tune up the accuracy of the scheme from being algebraically convergent to exponential convergent. In fact, the Case-III of numerical examples demonstrated how a proper choice of fractional part of the bases provides the exact solution with only one term expansion. Furthermore, we proved that the distributed bilinear form can be approximated with a spectral/exponential accuracy using a proper quadrature rule. The PG spectral method treats the nonlocal effects efficiently through a global spectral method and provides a nice mathematical framework for performing theoretical studies, however, treating nonlinear problems remains a challenge. To this end, we constructed a spectrally accurate fractional spectral collocation method employing fractional Lagrange interpolants, where for linear problems the two developed schemes become equivalent in terms of the rate of convergence.
The distribution function, φ(α), defined the distribution of the differentiation fractionalorder, α, and it could arbitrarily confine the domain over which the fractional differentiation is taken. If φ was integrable in a compact support in [α min , α max ], then
Hence, φ could play a crucial rule in defining the underlying solution space properly. In anomalous physical processes, the distribution function can be obtained from experimental data, where the inherent data uncertainty can be incorporated through the φ obtained from the observed data, hence, leading to a robust data-driven simulation framework for multi-physics problems. ( 
where, by taking the fractional derivative
x on the both sides, we obtain
Hence, taking β + σ = µ, α − σ = −µ in (A.3), and shifting from n to n − 1, we obtain
where η = µ − σ. Moreover, by the definition of the right-sided Riemann-Liouville integral 
In a similar fashion, by taking the fractional derivative 
Next, by taking α + σ = µ, β − σ = −µ in (A.5), and again shifting from n to n − 1 we have
and that completes the proof.
Appendix B. Proof Of Theorem (2.1).
Proof. Let φ be bounded in (α min , α max ). Then,
and C 1 , C 2 , C 3 , and C 4 are positive constants. From [35] , we know that ∀α = s fixed,
, hence let s = {s 1 , s 2 , · · · , s Q }, and similarly ∀s = s q the aforementioned equivalence holds. Therefore, any linear combination of
Taking Q −→ ∞ and assuming {w q , s q } to be Riemann integral weights and points in [α min , α max ],
to the both sides of the above equivalence, we obtain A ∼ B; and by (B.1), · l,φ,I ∼ · r,φ,I .
In addition, from [35] , we know that ∀α = s fixed, · 
where the right hand side of the equivalence is
We can also show that
Because of the non-negativity of the norms, we have
. Therefore, we have:
However, for some choices of φ = δ(α − α min ) and thus 
where all the previous steps in the proof can apply in each interval.
Appendix C. Proof of Lemma (2.4).

Proof. Since u(a)
which make sense when the interior term 
Moreover, it is easy to check that
Now, by substituting (C.3) into (C.1), we obtain The inner integral of the discrete distributed bilinear form (3.17) can be written as and therefore, the quadrature rule becomes exponentially accurate in Q.
