We extend the Granger-Johansen representation theorems for I(1) and I(2) vector autoregressive processes to accommodate processes that take values in an arbitrary complex separable Hilbert space. This more general setting is of central relevance for statistical applications involving functional time series. We first obtain a range of necessary and sufficient conditions for a pole in the inverse of a holomorphic index-zero Fredholm operator pencil to be of first or second order. Those conditions form the basis for our development of I(1) and I(2) representations of autoregressive Hilbertian processes. Cointegrating and attractor subspaces are characterized in terms of the behavior of the autoregressive operator pencil in a neighborhood of one.
Introduction
Results on the existence and representation of integrated solutions to vector autoregressive laws of motion are among the most important and subtle contributions of econometricians to time series analysis, yet also among the most widely misunderstood. The best known such result is the so-called Granger representation theorem, which first appeared in an unpublished UC San Diego working paper of Granger (1983) . In this paper, Granger, having recently introduced the concept of cointegration (Granger, 1981) sought to connect statistical models of time series based on linear process representations to regression based models more commonly employed in econometrics. The main result of Granger (1983) first emerged in published form in Granger (1986) without proof, but more prominently in the widely cited Econometrica article by Engle and Granger (1987) , where it is labeled the "Granger representation theorem", with the exclusion of the first author presumably due to the paper having resulted from the merger of previous independent contributions.
The proof of the Granger representation theorem in Engle and Granger (1987) is incorrect. Moreover, the error can be traced back to the original working paper of Granger (1983) . A counterexample to Lemma A1 of Engle and Granger (1987) , which is also Theorem 1 of Granger (1983) , may be found buried in a footnote of Johansen (2009) . Johansen was familiar with Granger's work on representation theory at an early stage, visiting UC San Diego and authoring a closely related Johns Hopkins working paper in 1985 that was eventually published as Johansen (1988) . At around the same time the doctoral thesis of Yoo (1987) at UC San Diego established the connection to Smith-McMillan forms. Johansen (1991) provided what appears to be the first correct statement and proof of a modified version of the Granger representation theorem, which we will call the Granger-Johansen representation theorem. This contribution did not merely correct a technical error of Granger; it reoriented attention toward a central issue: when does a given vector autoregressive law of motion admit an I(1) solution? The answer to this question is given by the Johansen I(1) condition, which is a necessary and sufficient condition on the autoregressive polynomial and its first derivative at one for a vector autoregressive law of motion to admit an I(1) solution.
A relatively unknown paper of Schumacher (1991) -the only published citations we are aware of are Kuijper and Schumacher (1992) , Bonner (1995) and Al Sadoon (2018) -contains a striking observation on the Johansen I(1) condition: it corresponds to a necessary and sufficient condition for the inverse of a holomorphic matrix pencil to have a simple pole at a given point in the complex plane. Various authors later rediscovered and exploited this insight. In particular, Faliva and Zoia (2002 , 2009 , 2011 have used it to provide a systematic reworking of Granger-Johansen representation theory through the lens of analytic function theory. A nice aspect of this approach is that it extends naturally to the development of Ipdq representation theory with integral d ě 2: just as the Johansen I(1) condition can be reformulated as a necessary and sufficient condition for a simple pole, analogous Ipdq conditions can be reformulated as necessary and sufficient conditions for poles of order d. Franchi and Paruolo (2017a) have recently taken precisely this approach to develop a general Ipdq representation theory.
In this paper we extend the Granger-Johansen representation theorems for I(1) and I(2) vector autoregressive processes to accommodate processes that take values in an arbitrary complex separable Hilbert space. This more general setting is of central relevance for statistical applications involving functional time series (Hörmann and Kokoszka, 2012) , and was first studied in the I(1) case by Chang, Kim and Park (2016) . Our results build on those we obtained in an earlier paper with J. Seo establishing a representation theorem for the I(1) case. While our results there did not make explicit use of analytic function theory, here we proceed in the spirit of Faliva and Zoia and commence by obtaining a suitable extension of the analytic function theory underlying the Granger-Johansen representation theorem to a Hilbert space setting. Specifically, we obtain necessary and sufficient conditions for a pole in the inverse of a holomorphic indexzero Fredholm operator pencil to be of order one or two, and formulas for the coefficients in the principal part of its Laurent series. We then apply these results to obtain necessary and sufficient conditions for the existence of I(1) or I(2) solutions to a given autoregressive law of motion in a complex separable Hilbert space, and a characterization of such solutions.
Our paper supersedes an earlier manuscript posted on the arXiv.org preprint repository in January 2017 ) that dealt only with the I(1) case. During its preparation several working papers have emerged that deliver related results. In particular, Franchi and Paruolo (2017b) study I(d) solutions to autoregressive laws of motion in complex separable Hilbert space, for integral d ě 1. Their necessary and sufficient condition for an I(dq solution involves an orthogonal direct sum decomposition of the Hilbert space into d closed subspaces. This contrasts with the direct sum conditions given by for the I(1) case, and here for the I(1) and I(2) cases, which involve nonorthogonal direct sums. We also provide a range of alternative formulations of our necessary and sufficient conditions, some of which may be easier to verify than others. Also relevant is recent work by Hu and Park (2016) , who established an equivalent reformulation of the I(d) condition for first-order autoregressive Hilbertian processes: the restriction of the autoregressive operator to the orthogonal complement of the cointegrating space differs from the identity by an operator nilpotent of degree d. Finally, Chang, Hu and Park (2016) have developed I(1) representation theory for autoregressive Hilbertian processes under the assumption that the impact operator in the error correction representation is compact. Under this condition the dimension of the cointegrating space must be finite, which contrasts with the setting of this paper and the others cited in this paragraph, where the codimension of the cointegrating space must be finite; see Remark 4.2 below.
We structure the remainder of the paper as follows. Section 2 sets the scene with notation, definitions and some essential mathematics. Section 3 contains our results providing necessary and sufficient conditions for poles of order one or two in the inverse of a holomorphic index-zero Fredholm operator pencil. Section 4 presents our extension of the Granger-Johansen I(1) and I(2) representation theorems to a Hilbert space context.
Preliminaries

Notation
Let H denote a complex Hilbert space with inner product x¨,¨y and norm }¨}. At times we will require H to be separable. Given a set G Ď H, let G K denote the orthogonal complement to G, and let cl G denote the closure of G. Let L H denote the Banach space of continuous linear operators from H to H with operator norm
Given a closed linear subspace V Ď H, let P V P L H denote the orthogonal projection on V , and let Aae V denote the restriction of an operator A P L H to V . Given subsets V and W of H, we write V`W for the set of all v`w such that v P V and w P W . When V and W are linear subspaces of H with V X W " t0u, we may instead write V ' W for their sum, and call it a direct sum. If in addition V and W are orthogonal, we may write their direct sum as V k W , and call it an orthogonal direct sum.
Four fundamental subspaces
Given an operator A P L H , we define four linear subspaces of H as follows:
(2.4)
These four fundamental subspaces are called, respectively, the kernel, cokernel, range and corange of A. They are related to one another in the following way (see e.g. Conway, 1990, pp. 35-36) :
We shall apply these four relations routinely without comment. The closure operations are redundant for our purposes, due to our imposition of a Fredholm condition, discussed next. 
Fredholm operators
Operator pencils
An operator pencil is a map A : (Gohberg, Goldberg and Kaashoek, 1990, pp. 7-8 ) that holomorphicity on D in fact implies analyticity on D, meaning that, for every z 0 P D, we may represent A on D in terms of a power series
where
The set of points z P U at which the operator Apzq is noninvertible is called the spectrum of A, and denoted σpAq. The spectrum is always a closed set, and if A is holomorphic on U, then Apzq´1 depends holomorphically on z P UzσpAq (Markus, 2012, p. 56) . A lot more can be said about σpAq and the behavior of Apzq´1 if we assume that Apzq is a Fredholm operator for every z P U. In this case we have the following result, a proof of which may be found in Gohberg, Goldberg and Kaashoek (1990, pp. 203-204) . It is a crucial input to our main results. The analytic Fredholm theorem tells us that Apzq´1 is holomorphic except at a discrete set of points, which are poles. The technical term for this property of Apzq´1 is meromorphicity. In the Laurent series given in (2.12), if we assume without loss of generality that N´m ‰ 0, then the integer m is the order of the pole of Apzq´1 at z 0 . A pole of order one is said to be simple, and in this case the corresponding residue is N´m.
Analytic Fredholm
For further reading on operator pencils we suggest Gohberg, Goldberg and Kaashoek (1990) and Markus (2012) .
Random elements of Hilbert space
In this subsection we require H to be separable. The concepts and notation introduced will not be used until Section 4.
Let pΩ, F , P q be a probability space. A random element of H is a Borel measurable map Z : Ω Ñ H. Noting that }Z} is a real valued random variable, we say that Z is integrable if E}Z} ă 8, and in this case there exists a unique element of H, denoted EZ, such that ExZ, xy " xEZ, xy for all x P H. We call EZ the expected value of Z.
Let L 2 H denote the Banach space of random elements Z of H (identifying random elements that are equal with probability one) that satisfy E}Z} 2 ă 8 and EZ " 0, equipped with the norm
it can be shown that Zxx, Zy is integrable for all x P H. The operator
is called the covariance operator of Z. It is guaranteed to be positive semidefinite, compact and self-adjoint.
The monograph of Bosq (2000) provides a detailed treatment of time series taking values in a real Hilbert or Banach space. A complex Hilbert space setting was studied more recently by Cerovecki and Hörmann (2017) .
3 Poles of holomorphic index-zero Fredholm operator pencil inverses Schumacher (1991) , Faliva and Zoia (2002 , 2009 , 2011 and Franchi and Paruolo (2017a) have observed that representation theorems for I(1), I(2) and higher order I(d) processes in finite dimensional Euclidean space arise from more fundamental results in complex analysis characterizing the poles of holomorphic matrix pencil inverses. In this section we provide extensions of such results to holomorphic index-zero Fredholm operator pencil inverses. They provide equivalent conditions under which the representation theorems for I(1) and I(2) autoregressive Hilbertian processes developed in Section 4 may be applied. Sections 3.1 and 3.2 deal with first and second order poles respectively. Examples are discussed in Section 3.3.
Simple poles
The following result provides necessary and sufficient conditions for a pole in the inverse of a holomorphic index-zero Fredholm operator pencil to be simple, and a formula for its residue. Some remarks follow the proof. p1q Apzq´1 has a simple pole at z " z 0 .
p2q The map B 1 : ker Apz 0 q Ñ coker Apz 0 q given by
is bijective.
Under any of these conditions, the residue of Apzq´1 at z " z 0 is the operator
Proof. It is obvious that p3q ñ p4q, so to establish the equivalence of the four conditions, we will show that p4q ñ p1q ñ p2q ñ p3q. The analytic Fredholm theorem implies that Apzq´1 is holomorphic on a punctured neighborhood D Ă U of z 0 with a pole at z 0 , and for z P D admits the Laurent series
where m P N is the order of the pole at z 0 , and N k P L H for k ě´m, with N´m ‰ 0. The operator pencil A is holomorphic on D Y tz 0 u and thus for z P D admits the Taylor series
Combining (3.3) and (3.4) we obtain, for z P D,
Suppose that condition (1) is false, meaning that m ą 1. Then the coefficients of pz´z 0 q´m and pz´z 0 q´m`1 in the expansion of the identity in (3.6) must be zero. That is,
and N´m`1Apz 0 q`N´mA p1q pz 0 q " 0.
(3.8) Equation (3.7) implies that N´m ran Apz 0 q " t0u, while equation (3.8) implies that N´mA p1q pz 0 q ker Apz 0 q " t0u. If the condition (4) were valid, we could conclude that N´m " 0; however, this is impossible since N´m is the leading coefficient in the Laurent series (3.3), which is nonzero by construction. Thus if condition (4) is true then condition (1) must also be true: p4q ñ p1q. We next show that p1q ñ p2q. Suppose that (1) is true, meaning that m " 1. The coefficients of pz´z 0 q´1 and pz´z 0 q 0 in the expansion of the identity in (3.6) must be equal to 0 and id H respectively. Since m " 1, this means that N´1Apz 0 q " 0 (3.9) and
It is apparent from (3.10) that N´1A p1q pz 0 qae ker Apz 0 q " id H ae ker Apz 0 q . Consequently, applying the projection decomposition id H " P ran Apz 0 q`Pcoker Apz 0 q , we find that
Equation (3.9) implies that N´1P ran Apz 0 q " 0. Equation (3.11) thus reduces to id H ae ker Apz 0 q " N´1P coker Apz 0 q A p1q pz 0 qae ker Apz 0 q . (3.12) This shows that N´1 is the left-inverse of P coker Apz 0 q A p1q pz 0 qae ker Apz 0 q , implying that P coker Apz 0 q A p1q pz 0 qae ker Apz 0 q is injective. If we reduce the codomain of this injection to its range, the resulting bijection is the map B 1 , provided that
To see why (3.13) is true, observe that P coker Apz 0 q A p1q pz 0 qae ker Apz 0 q is an isomorphism between the vector spaces ker Apz 0 q and P coker Apz 0 q A p1q pz 0 q ker Apz 0 q. Isomorphic vector spaces have the same dimension, so
Since Apz 0 q is Fredholm of index zero, dim ker Apz 0 q " dim coker Apz 0 q ă 8.
Thus we see that the vector spaces P coker Apz 0 q A p1q pz 0 q ker Apz 0 q and coker Apz 0 q have the same finite dimension. The former vector space is a subset of the latter, so equality (3.13) holds. Thus we have shown that p1q ñ p2q.
We next show that p2q ñ p3q. This amounts to showing that p2q ñ p4q and that (2) implies
Condition (2) implies that P coker Apz 0 q A p1q pz 0 q ker Apz 0 q " coker Apz 0 q. Since coker Apz 0 q is the orthogonal complement of ran Apz 0 q, we therefore have
The fact that P coker Apz 0 q is an orthogonal projection on the orthogonal complement to ran Apz 0 q means that every element of P coker Apz 0 q A p1q pz 0 q ker Apz 0 q can be written as the sum of an element of A p1q pz 0 q ker Apz 0 q and an element of ran Apz 0 q. Thus every element of H can be written as the sum of an element of ran Apz 0 q and an element of A p1q pz 0 q ker Apz 0 q, and it is proved that p2q ñ p4q. To establish that condition (2) also implies (3.15) we observe that any element x P ran Apz 0 q X A p1q pz 0 q ker Apz 0 q may be written as x " A p1q pz 0 qpyq for some y P ker Apz 0 q. Projecting both sides of this equality on coker Apz 0 q gives 0 " P coker Apz 0 q A p1q pz 0 qpyq. The bijectivity of B 1 asserted by condition (2) thus requires us to have y " 0, implying that x " 0. Thus (3.15) is proved under condition (2), and we have shown that p2q ñ p3q.
Remark 3.1. The closest results we have found to Theorem 3.1 in prior literature are those of Steinberg (1968) and Howland (1971) . These authors worked in a more general Banach space setting, but also required that Apzq " id H`K pzq for some compact operator pencil Kpzq, which is more restrictive than requiring Apzq to be Fredholm of index zero. Steinberg (1968) established sufficient conditions for a simple pole, and Howland (1971) established the equivalence of conditions (1) and (3).
Remark 3.2. Our requirement that the Fredholm operator Apzq be of index zero cannot be dispensed with, at least not for z " z 0 , without making it impossible to satisfy condition (2). This is because bijectivity of B 1 requires its domain and codomain to have the same dimension. However, our proof that condition (4) implies condition (1) does not use the index-zero property.
In the special case where our operator pencil is not merely holomorphic and Fredholm of index zero but is in fact of the form Apzq " id H´z K with K P L H compact, conditions (3) and (4) of Theorem 3.1 take on a particularly simple form, and another related equivalent condition becomes available. Moreover, the direct sum decomposition asserted by condition (3) serves to define an oblique projection that is a scalar multiple of the residue of our simple pole. The following corollary to Theorem 3.1 provides details.
Corollary 3.1. Let K P L H be compact, and consider the operator pencil Apzq " id H´z K, z P C. If Apzq is not invertible at z " z 0 P C then the following four conditions are equivalent.
p1q Apzq´1 has a simple pole at z " z 0 .
Under any of these conditions, the residue of Apzq´1 at z " z 0 is the projection on ker Apz 0 q along ran Apz 0 q, scaled by´z 0 .
Proof. Since A p1q pz 0 q "´K and Kpxq " z´1 0 x for all x P ker Apz 0 q (note that noninvertibility of Apz 0 q implies z 0 ‰ 0), we must have A p1q pz 0 q ker Apz 0 q " ker Apz 0 q. The equivalence of conditions (1), (2) and (3) therefore follows from Theorem 3.1.
Obviously p2q ñ p4q. We will show that p4q ñ p1q by showing that (4) implies condition (2) of Theorem 3.1, which was established there to be necessary and sufficient for a simple pole. The operator B 1 given in the statement of Theorem 3.1 reduces in the case Apzq " id H´z K to the map ker Apz 0 q Q x Þ Ñ´z´1 0 P coker Apz 0 q pxq P coker Apz 0 q.
(3.17)
We thus see immediately that ker B 1 " ran Apz 0 q X ker Apz 0 q. Therefore, if condition (4) is satisfied then B 1 is an injective map from ker Apz 0 q to coker Apz 0 q. These two spaces are of equal and finite dimension due to the fact that Apz 0 q is Fredholm of index zero, so injectivity implies bijectivity. Thus Theorem 3.1 implies that p4q ñ p1q. We conclude that the four conditions of Corollary 3.1 are equivalent. It remains to show that the operator defined in (3.2) corresponds to projection on ker Apz 0 q along ran Apz 0 q scaled by´z 0 . Figure 3 .1 provides a visual aid to the arguments that follow. In view of (3.17), the inverse operator B´1 1 sends an element x P coker Apz 0 q to the point in ker Apz 0 q whose orthogonal projection on coker Apz 0 q is´z 0 x, which is uniquely defined due to the bijectivity of B 1 just established. The action of the residue given in (3.2) upon any element x P H can therefore be decomposed as follows: we first orthogonally project x upon coker Apz 0 q, obtaining y " P coker Apz 0 q pxq; then we map y to the unique point in ker Apz 0 q whose orthogonal projection on coker Apz 0 q is y; and finally we scale by´z 0 . This is equivalent to projecting x on ker Apz 0 q along the orthogonal complement to coker Apz 0 q, and then scaling by´z 0 . This proves our claim about the residue of Apzq´1 at z " z 0 .
Remark 3.3. The oblique projection appearing in Corollary 3.1 is in fact the Riesz projection for the eigenvalue σ " z´1 0 of K. Said Riesz projection is defined (Gohberg, Goldberg and Kaashoek, 1990, p. 9; Markus, 2012, pp. 11-12) by the contour integral
where Γ is a positively oriented smooth Jordan curve around σ separating it from zero and from any other eigenvalues of K, and where the integral of an L H -valued function should be understood in the sense of Bochner. Let γ : r0, 1s Ñ C be a smooth parametrization of Γ, and rewrite (3.18) as
The image of Γ under the reciprocal transform z Þ Ñ z´1, which we denote Γ 1 , is a positively oriented smooth Jordan curve around z 0 separating it from any other poles of Apzq´1 and from zero. It admits the parametrization t Þ Ñ 1{γptq ": δptq. A little calculus shows that γ 1 ptq "´δ 1 ptq{δptq 2 , and so from (3.19) we have
The residue theorem therefore tells us that P K,σ is the negative of the residue of z´1Apzq´1 at z " z 0 , implying that the residue of Apzq´1 at z " z 0 is´z 0 P K,σ . It now follows from Corollary 3.1 that when the direct sum decomposition H " ran Apz 0 q ' ker Apz 0 q is satisfied, the Riesz projection P K,σ is the projection on ker Apz 0 q along ran Apz 0 q.
Second order poles
In this section we provide necessary and sufficient conditions for a pole in the inverse of a holomorphic index-zero Fredholm operator pencil Apzq to be of second order, and formulas for the leading two coefficients in the corresponding Laurent series. From the definition of the operator B 1 given in the statement of Theorem 3.1, it is apparent that we may always write
Further, since coker Apz 0 q is the orthogonal complement to ran Apz 0 q, we may always write
Noting that coker B 1 is the orthogonal complement to ran B 1 in coker Apz 0 q, and using (3.21), we may rewrite (3.22) as p1q Apzq´1 has a pole of second order at z " z 0 .
p2q The map B 2 : ker B 1 Ñ coker B 1 given by
Under any of these conditions, the coefficient of pz´z 0 q´2 in the Laurent series of Apzq´1 around z " z 0 is the operator N´2 P L H given by (3.26) and the coefficient of pz´z 0 q´1 in the Laurent series of Apzq´1 around z " z 0 has the representation
27)
28)
Here, r V is given by
Proof. It is obvious that p3q ñ p4q, so to establish the equivalence of the four conditions, we will show that p4q ñ p1q ñ p2q ñ p3q. Throughout the proof we write J for ker B 1 and K for coker B 1 to conserve space. To show p4q ñ p1q, suppose that (1) is false, so that we do not have a second order pole. We will show that in this case (4) must also be false. Applying the analytic Fredholm theorem in the same way as in the proof of Theorem 3.1, we may expand the identities id H " Apzq´1Apzq and id H " ApzqApzq´1 to obtain
for z in a punctured neighborhood D Ă U of z 0 , similar to (3.6). Here, m P N is the order of the pole of Apzq´1 at z " z 0 , and N´m ‰ 0. A simple pole is ruled out by assumption, while a second order pole is ruled out since we are maintaining that (1) is not satisfied. Therefore we must have m ą 2. From the coefficients of pz´z 0 q´m, pz´z 0 q´m`1 and pz´z 0 q´m`2 in (3.30) and (3.31), we know that
In view of (3.32), it is clear that N´m ran Apz 0 q " t0u, and consequently In view of the definition of B 1 , we know that P coker Apz 0 q A p1q pz 0 qae J " 0. Thus the third term on the right-hand side of (3.44) is zero. Moreover, recalling (3.35) we have N´mA p1q pz 0 qae J " N´mP coker Apz 0 q A p1q pz 0 qae J , and so the second term on the right-hand side of (3.44) is also zero. We conclude that 0 "´N´mA p1q pz 0 qApz 0 q : A p1q pz 0 qae J`1 2 N´mA p2q pz 0 qae J " N´mV ae J . (3.45)
We have shown in equations (3.35), (3.36) and (3.45) that the operators N´mP ran Apz 0 q , N´mB 1 and N´mV ae J are all zero, meaning that the restrictions of N´m to each of the three subspaces ran Apz 0 q, ran B 1 and V J are all zero. If (4) were true then, recalling (3.21), H would be the sum of these three subspaces, implying that N´m " 0. But this is impossible because m is the order of our pole at z " z 0 and the associated Laurent coefficient must be nonzero. Thus p4q ñ p1q.
Next we show that p1q ñ p2q. When m " 2 in (3.30) and (3.31), we have
Equations (3.46)-(3.48) are very similar to equations (3.32)-(3.34) with m " 2; in fact, they are the same, except for the substitution of the identity for zero in the third equation. By applying arguments very similar to those used in our demonstration that p3q ñ p1q, we can deduce from (3.46)-(3.48) that
(3.50)
Note the similarity of (3.49) to (3.35) and (3.36), and of (3.50) to (3.45). The dimensions of J and K are equal and finite, so B 2 is invertible if and only if it is injective. To see why injectivity holds, observe first that (3.50) implies that V is injective on J . Thus for P K V to be injective on J , it suffices to show that V J X K K " t0u. Let x be an element of J such that V pxq P K K . Then (3.49) implies that N´2V pxq " 0, while (3.50) implies that N´2V pxq " x. Thus V J X K K " t0u, and hence P K V is injective on J . It follows that B 2 is injective and therefore invertible. Thus, p1q ñ p2q.
It remains to show that p2q ñ p3q. Suppose that (3) does not hold. Then, recalling from (3.23) that ran Apz 0 q`A p1q pz 0 q ker Apz 0 q " K K , it must be the case that either
If (3.51) is true then there exists a nonzero x P J such that P K V pxq " 0, which implies that B 2 cannot be injective. On the other hand, if (3.52) is true then dim V J ă dim K, which implies that B 2 cannot be surjective. Thus, p2q ñ p3q. It remains to verify our formulas for the Laurent coefficients N´2 and N´1. From (3.49) we have N´2P K K " 0, implying that
(3.53)
And then from (3.50), we have
Composing both sides of (3.54) with B´1 2 P K , we obtain
The claimed formula for N´2 now follows from (3.53). It remains only to verify the formulas (3.27)-(3.29) that together determine N´1. The coefficients of pz´z 0 q´2, pz´z 0 q´1, pz´z 0 q 0 and pz´z 0 q 1 in the expansion of the identity in (3.30) must satisfy By construction, ran B 1 is a linear subspace of coker Apz 0 q, and consequently P ran B 1 P coker Apz 0 q " P ran B 1 . Our formula (3.28) thus follows from (3.62). It remains to establish formula (3.29). Clearly Apz 0 qae J " 0, and since A p1q pz 0 qJ Ă ran Apz 0 q we also have N 0 A p1q pz 0 qae J " N 0 P ran Apz 0 q A p1q pz 0 qae J . Therefore, by restricting both sides of (3.58) to J we obtain
From (3.57) we have
Substituting (3.64) into (3.63), we obtain " 1
By rearranging terms, we obtain
With a little algebra, we deduce that
Note that N´1 " N´1P ran Apz 0 q`N´1 P ran B 1`N´1 P K from the identity decomposition. Therefore,
Composing both sides with N´2 and applying (3.27), (3.28) and our formula for N´2, we obtain (3.29) as desired.
In the special case where our operator pencil is of the form Apzq " id Hź K with K P L H compact, conditions (3) and (4) of Theorem 3.2 take on a particularly intuitive form, as shown by the following corollary.
Corollary 3.2. Let K P L H be compact, and consider the operator pencil Apzq " id H´z K, z P C. If Apzq is not invertible at z " z 0 P C and if Apzq´1 does not have a simple pole at z " z 0 then the following three conditions are equivalent.
p1q Apzq´1 has a second order pole at z " z 0 .
p2q H " pran Apz 0 q`ker Apz 0' pid H´A pz 0 q : qpran Apz 0 q X ker Apz 0 qq.
p3q H " ran Apz 0 q`ker Apz 0 q`pid H´A pz 0 q : qpran Apz 0 q X ker Apz 0 qq.
Proof. We showed in the proof of Corollary 3.1 that, when Apzq " id H´z K, we have A p1q pz 0 q ker Apz 0 q " ker Apz 0 q and ker B 1 " ran Apz 0 q X ker Apz 0 q. The equivalence of (1), (2) and (3) Observe that when Apzq " id H´z K the operator V P L H is given by
due to the properties of Moore-Penrose inverses. Therefore, when we apply V to ran Apz 0 q X ker Apz 0 q we obtain (3.65).
Examples
We examine our conditions for the existence of a pole of order one or two at an isolated singularity through several examples involving linear operator pencils.
Example 3.1. Suppose that Apzq " id H´z K for some compact, self-adjoint operator K P L H . Then for any z P C we have cokerpid H´z Kq " kerpid H´z Kq˚" kerpid H´z Kq, wherez denotes the complex conjugate of z. If z is on the real axis of the complex plane then we deduce that coker Apzq " ker Apzq, and trivially the direct sum decomposition H " ran Apzq ' ker Apzq is allowed. Thus if z 0 is a real element of the spectrum of Apzq then Theorem 3.1 implies that Apzq´1 has a simple pole at z " z 0 .
Example 3.2. Let pe j , j P Nq be an orthonormal basis of H and suppose that Apzq " id H´z K, where K is given by
Kpxq " xx, e 1 ype 1`e2 q`8 ÿ
with pλ j , j ě 2q Ă p0, 1q and λ j Ñ 0 as j Ñ 8. Since K is compact, we know that Apzq is Fredholm of index-zero for all z P C. For any x P H with representation x " ř 8 j"1 c j e j , c j " xx, e j y, we have
Since λ j ‰ 1 for all j ě 3, it is clear that e j R ker Ap1q for all j ě 3. Moreover,
Ap1qpc 1 e 1`c2 e 2 q " pc 2 p1´λ 2 q´c 1 qe 2 .
It follows that
ker Ap1q " tc 1 e 1`c2 e 2 : c 1 " c 2 p1´λ 2 qu. (3.67)
Moreover, it may be deduced that ran Ap1q " cl spte j : j ě 2u, the closed linear span of te j : j ě 2u, as follows. Any x P cl spte j : j ě 2u may be written as x " ř 8 j"2 d j e j for some square-summable sequence pd j , j ě 2q. We can always find another square-summable sequence pc j , j P Nq such that
which shows that x P ran Ap1q. Thus cl spte j : j ě 2u Ď ran Ap1q. In addition, it is easily deduced that ran Ap1q Ă cl spte j : j ě 2u using (3.66).
Therefore, ran Ap1q " cl spte j : j ě 2u. From (3.67) we see that the only element of ker Ap1q belonging to cl spte j : j ě 2u is zero. Thus condition (4) of Corollary 3.1 is satisfied, and we may deduce that Apzq´1 has a simple pole at z " 1.
Example 3.3. Suppose that in Example 3.2 we instead defined K P L H by Kpxq " xx, e 1 ype 1`e2`e3 q`xx, e 2 ye 2`x x, e 3 ye 3`8 ÿ j"4 λ j xx, e j ye j , x P H, with pλ j , j ě 4q Ă p0, 1q and λ j Ñ 0 as j Ñ 8. For any x P H with representation x " ř 8 j"1 c j e j , c j " xx, e j y, we now have
Since λ j ‰ 1 for all j ě 4, it is clear that e j R ker Ap1q for all j ě 4. Moreover, one may show easily that
Ap1qpc 1 e 1`c2 e 2`c3 e 3 q "´c 1 e 2´c1 e 3 . (3.69)
It follows that ker Ap1q " spte 2 , e 3 u. Further, arguments similar to those in Example 3.2 can be used to show that ran Ap1q " cl spte 2`e3 , e 4 , e 5 , . . .u.
It follows that ran Ap1q X ker Ap1q " spte 2`e3 u.
Condition (4) of Corollary 3.1 is therefore violated, and we deduce that Apzq´1 does not have a simple pole at z " 1. Next we check the possibility of a second order pole. Applying Ap1q : to both sides of the equality Ap1qp´e 1 q " e 2`e3 reveals that P coran Ap1q p´e 1 q " Ap1q : pe 2`e3 q, which simplifies to Ap1q
: pe 2`e3 q "´e 1 since coran Ap1q " spte 2 , e 3 u K . It follows that pid H´A p1q : qpran Ap1q X ker Ap1qq " spte 1`e2`e3 u.
Since H is the sum of the three linear subspaces cl spte 2`e3 , e 4 , . . .u, spte 2 , e 3 u and spte 1`e2`e3 u, we see that condition (3) of Corollary 3.2 is satisfied, and deduce that Apzq´1 has a second order pole at z " 1.
Example 3.4. Now we assume that K P L H in Example 3.2 is defined by
Kpxq " xx, e 1 ype 1`e2`e3 q`xx, e 2 ype 2`e3 q`xx, e 3 ye 3`8 ÿ j"4 λ j xx, e j ye j , x P H, with pλ j , j ě 4q Ă p0, 1q and λ j Ñ 0 as j Ñ 8. For any x P H with representation x " ř 8 j"1 c j e j , c j " xx, e j y, we now have
Ap1qpc 1 e 1`c2 e 2`c3 e 3 q "´c 1 e 2´p c 1`c2 qe 3 , which reveals that ker Ap1q " spte 3 u. By arguing as we did in Example 3.2, it can be shown that ran Ap1q " cl spte j : j ě 2u. It follows that ran Ap1q X ker Ap1q " ker Ap1q " spte 3 u.
Condition (4) of Corollary 3.1 is therefore violated, and we deduce that Apzq´1 does not have a simple pole at z " 1. Next we check the possibility of a second order pole. Applying Ap1q : to both sides of the equality Ap1qp´e 2 q " e 3 reveals that P coran Ap1q p´e 2 q " Ap1q : pe 3 q, which simplifies to Ap1q : pe 3 q " e 2 since coran Ap1q " spte 3 u K . It follows that pid H´A p1q : qpran Ap1q X ker Ap1qq " spte 3´e2 u.
Since e 1 does not belong to the sum of the three linear subspaces cl spte j : j ě 2u, spte 3 u and spte 3´e2 u, we see that condition (3) of Corollary 3.2 is violated, and deduce that Apzq´1 does not have a second order pole at z " 1. Therefore, the pole at z " 1 has order higher than 2.
Representation theorems
In this section we state our generalizations of the Granger-Johansen representation theorems for I(1) and I(2) autoregressive processes. Let p P N, and consider the following AR(p) law of motion in H:
We say that the AR(p) law of motion (4.1) is engendered by the operator pencil Φ : C Þ Ñ L H given by
Throughout this section, we employ the following assumption. 
Representation of I(1) autoregressive processes
The following result provides an I(1) representation for autoregressive Hilbertian processes for which Φpzq´1 has a simple pole at z " 1, and establishes that the cointegrating space for such an I(1) process is coran Φp1q. Necessary and sufficient conditions for a simple pole were given in Theorem 3.1 and Corollary 3.1. 
Here, ν t " ř 8 k"0Ψ k pε t´k q,Ψ k "Ψ pkq p0q{k!, andΨpzq is the holomorphic part of the Laurent series of Φpzq´1 around z " 1. If Z 0 belongs to ker Φp1q with probability one, then the sequence of inner products pxX t , xy, t ě 1q is stationary if and only if x P coran Φp1q. the autoregressive operator is not assumed when p " 1. The approach taken here relies on the analytic Fredholm theorem and therefore requires Φpzq to be Fredholm, which may not be the case if the autoregressive operators are not compact.
Remark 4.2. The analytic Fredholm theorem implies that the operator Ψp1q appearing in Theorem 4.1 has finite rank. Since ran Ψp1q " ker Φp1q, this means that the cointegrating space coran Φp1q has finite codimension. The orthogonal complement to the cointegrating space, which is termed the attractor space and is the subspace of H in which the I(1) stochastic trend in the Beveridge-Nelson representation (4.3) takes values, thus has finite dimension. We are therefore outside the framework considered by Chang, Hu and Park (2016) , in which the cointegrating space has finite dimension and the attractor space has finite codimension.
Representation of I(2) autoregressive processes
The following result provides an I(2) representation for autoregressive Hilbertian processes for which Φpzq´1 has a second order pole at z " 1, and characterizes the cointegrating space for such an I(2) process in terms of the coefficients in the principal part of the Laurent series of Φpzq´1 around z " 1. Necessary and sufficient conditions for a second order pole were given in Theorem 3.2 and Corollary 3.2. 
Here, ν t " ř 8 k"0Ψ k pε t´k q,Ψ k "Ψ pkq p0q{k!, andΨpzq is the holomorphic part of the Laurent series of Φpzq´1 around z " 1. The operators Υ´2, Υ´1 P L H are the coefficients in the principal part of the Laurent series of Φpzq´1 around z " 1. If Z 1 belongs to ran Υ´2 with probability one, then the sequence of inner products px∆X t , xy, t ě 1q is stationary if and only if x P coker Υ´2. If Z 0 and Z 1 belong to ran Υ´2`ran Υ´1 with probability one, then the sequence of inner products pxX t , xy, t ě 1q is stationary if and only if x P coker Υ´2 X coker Υ´1.
Proof. As in the proof of Theorem 4.1, under Assumption 4.1(ii) we may apply the analytic Fredholm theorem to deduce that Φpzq´1 is holomorphic on an open disk centered at zero with radius exceeding one, except at the point z " 1, where it has a pole, which we assume here to be of second order. The operator pencils Ψpzq andΨpzq are holomorphic everywhere on this disk, ensuring that the series ř 8 k"0 Ψ k pε t´k q and
H under Assumption 4.1(i). Applying the equivalent linear filters induced by p1´zq 2 Φ´1pzq and Ψpzq to either side of the equality X t´ř p j"1 Φ j pX t´j q " ε t , we find that pzq, we may rewrite (4.8) as
Clearly, the process given by
is a solution to the difference equation (4.9). It is completed by adding the solution to the homogeneous equation ∆ 2 X t " 0, which is Z 0`t Z 1 for any time invariant Z 0 , Z 1 P L 2 H . Therefore, we obtain (4.7). The final part of Theorem 4.2, regarding the stationarity of the sequences of inner products px∆X t , xy, t ě 1q and pxX t , xy, t ě 1q, may be proved in the same way as Proposition 3.1 of . Note that ran Υ´2 and ran Υ´2`ran Υ´1 are the orthogonal complements to coker Υ´2 and coker Υ´2 X coker Υ´1 respectively, so the constraints we place on the supports of the time invariant components Z 0 and Z 1 cause them to be annihilated when we take the relevant inner products.
The final part of Theorem 4.2 identifies two tiers of cointegrating space: given suitable choices of Z 0 and Z 1 , we have px∆X t , xy, t ě 1q stationary if and only if x P coker Υ´2, and pxX t , xy, t ě 1q stationary if and only if x P coker Υ´2 X coker Υ´1. Moreover, we see from the representation (4.7) that the I(2) stochastic trend takes values in ran Υ´2, while the I(1) stochastic trend takes values in ran Υ´1. The ranges and cokernels of Υ´2 and Υ´1 can in principle be expressed in terms of the operator pencil Φpzq by using the formulas for the two leading Laurent coefficients provided in Theorem 3.2. However, the derived expressions are complicated in general. Things are simpler when the autoregressive law of motion is of order p " 1. In this case, the following result provides convenient expressions for the ranges and cokernels of Υ´2 and Υ´1. Proof. Using the fact that the orthogonal complement of a sum of linear subspaces is the intersection of their orthogonal complements, the expressions for coker Υ´2 and ran Υ´1 may be deduced from those for ran Υ´2 and coker Υ´1 respectively. The expression for ran Υ´2 is easily deduced from (3.17) and (3.26). It remains to verify the expression for coker Υ´1. Recalling our discussion in Remark 3.3, we may deduce from the residue theorem that Υ´1 is the negative of the Riesz projection for the unit eigenvalue of Φ 1 . The range of this Riesz projection is the generalized eigenspace associated with the unit eigenvalue of Φ 1 (Gohberg, Goldberg and Kaashoek, 1990, p. 30) , which contains the usual eigenspace ker Φp1q. Consequently, ran Υ´1 Ě ker Φp1q, and thus coker Υ´1 Ď coran Φp1q. It follows that coker Υ´1 " ker Υ˚1ae coran Φp1q .
(4.11) Theorem 3.2 provides us with a formula for Υ˚1 involving a sum of several complicated expressions. The restrictions of these expressions to coran Φp1q can be simplified by noting that, in view of the expression for coker Υ´2 already proved, we have Υ˚2pxq " 0 for any x P coran Φp1q. This leads us to the simpler formula It follows that the first term on the right-hand side of (4.12) belongs to pcoker B 1 q K . On the other hand, it is apparent from the formula for Υ´2 given in Theorem 3.2 that ker Υ´2 " pcoker B 1 q K , implying that the second and third terms on the right-hand side of (4.12) belong to coker B 1 . We conclude that the right-hand side of (4.12) is equal to zero if and only if the first term is zero and the second and third terms sum to zero. By observing that ran id H B : 1 P coker Φp1q " coran B 1 , we deduce that the first term on the right-hand side of (4.12) is zero if and only if x P pcoran B 1 q K , and that the third term on the right-hand side of (4.12) is zero if x P pcoran B 1 q K . Thus, the right-hand side of (4.12) is equal to zero if and only if x P pcoran B 1 q K and the second term is equal to zero. Since p " 1, we may rewrite that second term aś
rΦp1q
: Φ p1q p1qΥ´2s˚pxq "´rΦp1q : pΦp1q´id H qΥ´2s˚pxq "´rpP coran Φp1q´Φ p1q : qΥ´2s˚pxq " rΦp1q : Υ´2s˚pxq, using the fact that ran Υ´2 Ď ker Φp1q to obtain the final equality. Next, observe that kerrΦp1q : Υ´2s˚" pran Φp1q : Υ´2q K " pΦp1q : pran Φp1q X ker Φp1K , using the fact that ran Υ´2 " ran Φp1q X ker Φp1q to obtain the final equality. We deduce that the second term on the right-hand side of (4.12) is zero if and only if x P pΦp1q : pran Φp1q X ker Φp1K . Consequently, the right-hand side of (4.12) is equal to zero if and only if x P pcoran B 1 q K X pΦp1q : pran Φp1q X ker Φp1K , and we conclude that ker Υ˚1ae coran Φp1q " coran Φp1q X pcoran B 1 q K X pΦp1q : pran Φp1q X ker Φp1K .
Since coran B 1 Ď ker Φp1q, we must have coran Φp1q Ď pcoran B 1 q K . In view of (4.11), this establishes our claimed expression for coker Υ´1. Remark 4.3. As noted in the proof of Theorem 4.3, when p " 1,´Υ´1 is the Riesz projection for the unit eigenvalue of Φ 1 . The dimension of the space on which´Υ´1 projects is called the algebraic multiplicity of the unit eigenvalue (Gohberg, Goldberg and Kaashoek, 1990, p. 26) , while the dimension of the usual eigenspace ker Φp1q is called the geometric multiplicity of the unit eigenvalue. From Corollary 3.2 we know that the I(1) condition fails precisely when ran Φp1q X ker Φp1q ‰ t0u. Since the Moore-Penrose inverse Φp1q
: defines a bijection from ran Φp1q to coran Φp1q, the latter space being orthogonal to the finite dimensional space ker Φp1q, we see that when the I(1) condition fails and the I(2) condition is satisfied we must have dim ker Φp1q ă dim`ker Φp1q`Φp1q
: pran Φp1q X ker Φp1qq˘" dim ran Υ´1, meaning that the algebraic multiplicity of the unit eigenvalue exceeds its geometric multiplicity. This contrasts with the situation when the I(1) condition is satisfied, where, as is apparent from Corollary 3.1 and our discussion in Remark 3.3, the algebraic and geometric multiplicities of the unit eigenvalue are equal.
