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We introduce the “selPT” perturbative approach, based on ab initio molecular dynamics (AIMD),
for computing accurate finite-temperature properties by efficiently using correlated wave-function
methods. We demonstrate the power of the method by computing prototypical molecular enthalpies
of adsorption in zeolite (CH4 and CO2 on protonated chabazite at 300 K) using the random phase
approximation. Results are in excellent agreement with experiment. The improved accuracy pro-
vided by selPT represents a crucial step towards the goal of truly quantitative AIMD prediction of
experimental observables at finite temperature.
Since the seminal work of Car and Parrinello [1] the
field of ab initio molecular dynamics (AIMD) has be-
come impressively popular as it offers insights into finite-
temperature systems. Because of the high computational
cost involved in ab initio electronic structure calcula-
tions, AIMD is usually based on density functional theory
(DFT) [2], which provides a good compromise between
accuracy and computational cost. However, approximate
DFT functionals do not systematically reach chemical ac-
curacy (1 kcal/mol) and are affected by a series of known
shortcomings [3]. This can hamper understanding of sys-
tems for which DFT approaches are insufficient to obtain
a quantitative, or even qualitative, standard.
An alternative to DFT is to use correlated wave-
function methods, which are more accurate and system-
atically improvable, but involve a higher computational
cost. For applications to molecular systems the Møller-
Plesset perturbation theory [4] (MP2, MP3 etc.) and
coupled-cluster theory [5] (CC) have long been used [6].
For condensed phase applications, MP2 has only recently
appeared – using plane-wave [7, 8], localized [9], and hy-
brid [10] basis sets. Approximations based on coupled-
cluster theory have been implemented in the VASP [11]
and PySCF codes [12, 13].
A particularly promising correlated approach for con-
densed phase applications is the random phase approxi-
mation (RPA) [14–21]. This approach to the ground state
electronic correlation energy can be seen both as a DFT
approximation [16, 22] or a CC approximation [23]. The
RPA also has analogies with MP theory [24]. Unlike CC
and MP theories, which are applied exclusively as post
Hartree-Fock methods, the RPA is most often evaluated
from a DFT starting point.
The success of the RPA is largely related to its accu-
rate description of weak van der Waals (vdW) interac-
tions [17, 18], but this approximation is sometimes less
reliable for short range interactions. Although signifi-
cantly more expensive than traditional DFT approxima-
tions, the RPA can be performed for systems with up to
a few hundred electrons and a series of applications to
condensed phase systems have been reported in the liter-
ature [25–34]. When extra precision is required, beyond-
RPA methods can be used [24, 35–43].
Whether via RPA, MP or CC theories, correlated
wave-function methods hold the promise of a significantly
higher level of accuracy, which is of fundamental impor-
tance for design of truly predictive approaches to assist
experimental and technological developments. However,
they are characterized by an unfavorable scaling, slow
basis set convergence [26, 28, 44], and slow cell size con-
vergence [45], making them expensive.
Despite these difficulties, high-level methodologies are
of vital importance in many technologically attractive
cases involving e.g. nanoporous materials such as zeo-
lites [46–50] or metal-organic frameworks [49–52]. These
materials are intensively investigated for their ability to
selectively adsorb target compounds and this property is
used in numerous applications such as depollution [46–51]
or separation of chemicals [52, 53]. Reliable predictions of
adsorption properties of these materials can be made only
if the electronic structure method used in simulations ac-
curately describes all interactions within the system of in-
terest, and if the thermal effects are properly accounted
for by using a suitable statistical mechanics method such
as molecular dynamics (MD) or Monte Carlo. Unfortu-
nately, simulations combining high-level methodologies
with MD or Monte Carlo approaches, usually requiring
ensembles of tens of thousands of configurations, are thus
far beyond the reach of the computational power avail-
able today. In fact, the forces for correlated methods
in the condensed phase have only recently been imple-
mented [54, 55] and employed in MD simulations [25, 56].
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2In this work we present a methodology based on per-
turbation theory that extends the applicability of cor-
related methods to compute finite temperature proper-
ties at a reasonable computational cost. Our approach
starts from MD simulations based on computationally
inexpensive DFT functionals. Then, a small number (a
few tens) of significant configurations are chosen from
the ensemble of structures generated by MD to repre-
sent the full probability distribution. Finally, correlated
wave-function calculations are performed on these con-
figurations and the results are used to reconstruct the
corresponding probability distribution and ensemble av-
erages. Below we will apply this method to the compu-
tation of the finite temperature adsorption enthalpies of
CH4 and CO2 in the zeolite chabazite, using RPA.
The new approach introduced in this letter will be re-
ferred to as perturbation theory on selected configura-
tions (selPT). A detailed discussion of perturbation the-
ory in the context of molecular dynamics and free energy
calculations can be found in Ref. 57. The main ideas and
working equations will be summarized here.
Within the canonical ensemble, the expectation
value of a certain observable O is defined as follows:
〈O〉H =
∫
O(q,p)exp {−βH(q,p)} dq dp/Z, for Z =∫
exp {−βH(q,p)} dq dp. Here β = 1/kB T and q and
p denote nuclear positions and momenta, respectively.
In this work the notation 〈. . .〉H represents the canonical
ensemble average corresponding to the classical Hamilto-
nian H(q,p) = T (p) + V (q) with T (p) and V (q) being
the nuclear kinetic and potential energies, respectively.
Exploring all p and q is generally impossible. An al-
ternative is to assume the ergodic hypothesis. Then, the
ensemble average can more usefully be expressed as
〈O〉H = lim
τ→∞
1
τ
∫ τ
0
O(q(t),p(t)) dt, (1)
a temporal average over an AIMD trajectory q˙ = ∇pH,
p˙ = −∇qH. For infinite time, 〈O〉H is independent of
trajectory, since the system explores all configurations.
However, for finite time, the choice of trajectory is cru-
cial.
Ideally, we could use any method to obtain long AIMD
trajectories that ensure a sufficient level of statistical pre-
cision. AIMD simulations are time-consuming, however,
and thus long trajectories require a numerically efficient
model electronic energy Hamiltonian Hˆe, with potential
V (q) =〈Ψ(q)|Hˆe|Ψ(q)〉+ UII(q), (2)
at nuclear configuration q and repulsive nuclear energy
UII . Unfortunately, this leaves us with a compromise
between accuracy (quality of electronic energies) and ef-
ficiency (length of trajectories), for a given precision.
In such cases, perturbation theory can be used to trans-
form from an efficient/inaccurate HamiltonianH = T+V
(e.g. PBE+D2) to an expensive/accurate, Hamiltonian
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FIG. 1: Left: The model of CH4 adsorbed on
protonated chabazite studied in this work. Color code:
Al in pink, O in red, Si in blue, C in black, and H in
white. Middle: Probability distributions of the energy
for CH4 in protonated chabazite at T=300K. Compares
the exact distribution (2000 bins, shaded orange) from a
PBE+D2 MD run, with its selPT counterpart obtained
using 60 configurations (SET2@PBE+D2, blue dashed
line), and perturbed onto RPA (green solid line). All
distributions are shown relative to their mean. Right:
Phase space of the PBE+D2 trajectory projected on
CH4 speed and a metric representing the inverse
distance of the CH4 from the chabazite. The 60 selPT
states are shown as circles in both panels.
H ′ (e.g. RPA), via the perturbation,
H ′(q,p) =H − V + V ′ ≡ H(q,p) + ∆V (q). (3)
The trick is to write thermal averages of potentials as,
〈V 〉H =
∫
EdEPVH (E), P
V
H (E) ≡ 〈δ(V − E)〉H , (4)
where PVH (E) describes the energy E distribution of some
potential energy V of interest. The subscript H indi-
cates that it is calculated in the trajectory described by
Hamiltonian H. Then, one uses the perturbation ∆V (q)
to obtain 〈V ′〉H′ =
∫
EdEPV
′
H′ (E) from
PV
′
H′ (E) =
〈δ(V ′ − E) exp{−β∆V }〉H
〈exp{−β∆V }〉H . (5)
PV
′
H′ then gives properties of the trajectory H
′, but is
calculated on the trajectory H.
This lets us define properties of the system driven by
the primed Hamiltonian (e.g. RPA) in terms of trajec-
tories (Eq. 1) on the system described by the original
Hamiltonian (e.g. PBE+D2). Typical calculations em-
ploying perturbative approaches based on this formula
involve large (albeit reduced) numbers of configurations
computed in a given MD or Monte Carlo simulation,
which are implausible for the expensive methods we seek
to use. In this work, we thus introduce an innovation
that lets the perturbation be evaluated with very few ad-
ditional calculations, but without significant loss of pre-
cision. We thereby break the compromise between speed
and accuracy that hampers the application of AIMD to
difficult problems, such as the ones presented below.
3To understand the challenges involved in the direct ap-
plication of perturbation theory, we now present a spe-
cific numerical example that will also be used later to
discuss our new methodological developments. Let us
consider the finite temperature adsorption of methane
on protonated chabazite (later, results will also be pre-
sented for the adsorption of carbon dioxide). The model
used for this system, which involves 200 valence electrons
per unit cell, is shown in Fig. 1 and further discussed in
Supplemental Material. Using MD in the NVT ensemble,
the adsorption enthalpy can be computed as
∆adsH(T ) = 〈VS+A〉H − [〈VS〉H + 〈VA〉H ]− kBT, (6)
where subscripts S and A denote the clean substrate
(protonated chabazite), and the adsorbate (methane), re-
spectively, while S +A indicates the system of substrate
interacting with adsorbate. In order to evaluate the en-
semble averages in Eq. 6, MD simulations at 300 K have
been performed with the VASP code [58] using two differ-
ent approximations, namely PBE and PBE+D2 (a vdW
corrected version of the PBE functional [59]). Compu-
tational details are provided in Supplemental Material.
These two MD simulations will be denoted as MD@PBE
and MD@PBE+D2, respectively.
In Tab. I the PBE (PBE+D2) enthalpy of adsorption
corresponding to MD@PBE (MD@PBE+D2) is an “ex-
act” estimate, namely an estimate where the averaged
potential and the Hamiltonian used for the sampling are
at the same level of theory; the PBE (PBE+D2) value
evaluated from MD@PBE+D2 (MD@PBE) is based on
the perturbative approach in Eq. 5. Both PBE+D2 and
PBE values evaluated perturbatively from MD@PBE and
MD@PBE+D2, respectively, are close to their “exact”
values, demonstrating the reliability of our approach.
The PBE+D2 perturbative estimate is slightly worse,
showing the importance of starting from an approach
that correctly samples the key adsorption region of phase-
space.
From a practical point of view, this brute force applica-
tion of perturbation theory involves the reevaluation of
the energy for thousands of configurations (specifically,
the reevaluation of the electronic part of Eq. 2). If, start-
ing from MD@PBE or MD@PBE+D2, we applied this
perturbative procedure to compute the RPA enthalpy of
adsorption, the corresponding computational time would
amount to several millions of CPU hours in our super-
computer center. While technically feasible, such high
demands are of limited practical interest.
We now proceed to show that it is possible to reduce
the number of times the electronic part of Eq. 2 is recom-
puted to a very small fraction of the total number of con-
figurations. This is achieved by finding a semi-analytic
model of PHV (E), and using it to build an approximate
model of PH
′
V ′ (E) by assuming that the distributions gen-
erated by H and H ′ (e.g., HPBE+D2 and HRPA, as used
here) are similar. We employ the following procedure to
approximately reconstruct the correct high-level energy
distribution PH′(V
′) and corresponding average values:
Step 1: MD driven by the Hamiltonian H(q,p) is per-
formed to generate the PVH (E) distribution (eq. 4).
Step 2: PVH (E) is approximated by a set ofNG Gaussian
functions with 3NG fitting parameters {hi, wi, i}
P˜VH (E) =
1
M
NG∑
i=1
hi exp
{
− (E − i)
2
2w2i
}
, (7)
with normalization constant M =
∑NG
i=1
√
2pihiwi. Pa-
rameters are selected to represent key statistical features
of the distribution. The tilde introduced in Eq. 7 empha-
sizes the approximate character of the probability distri-
bution. It is crucial here to forbid any single or a limited
number of Gaussians to dominate; for this reason the con-
tribution of each single Gaussian is limited to a certain
threshold. We note that this representation of potential
energy density is related to the kernel density estimation
method of probability density functions [60]. Technical
details on the fitting with Gaussian functions are further
discussed in Supplemental Material.
Step 3: NG configurations with positions qi are selected
from the ensemble of step 1 to satisfy
V (qi) ∈ [i −∆, i + ∆] , (8)
where we use ∆ = 0.02 kcal/mol. Since several time-
uncorrelated configurations can satisfy Eq. 8, the specific
configuration qi is randomly chosen with uniform proba-
bility. This is a reasonable procedure since configurations
with the same energy (i) have equal probability to be
sampled. For the selected configurations qi a different
(higher) level of theory is used to evaluate the energies
V ′(qi) to obtain ∆Vi ≡ ∆V (qi) = V ′(qi)− V (qi).
Step 4: Next, we calculate
i
′ =i + ∆Vi , h′i =hi exp{−β∆Vi} , (9)
and use them to obtain:
P˜V
′
H′ (E) =
1
M ′
NG∑
i=1
h′i exp
{
− (E − i
′)2
2w2i
}
, (10)
where M ′ =
∑NG
i=1
√
2pih′iwi. This equation follows from
Eqs. 5 and 7, with reweighting factor exp{−β∆V }.
Step 5: Finally, we determine the estimate of 〈V ′〉H′ by
combining eq. 10 with eq. 4. The accuracy of this ensem-
ble average can be evaluated by computing the standard
error according to Eq. S17 (see Supplemental Material).
If a higher level of accuracy is required the original set of
selected configurations can be extended to decrease the
statistical error of the final result, as done later.
We label the five step procedure described above by
the acronym “selPT”, which stands for perturbation the-
ory on selected configurations. In order for this approach
4to be useful, statistical convergence should be achieved
for NG  NMD, where NMD denotes the total number of
MD steps. This is not an unreasonable expectation, as
the configurations produced within a certain MD simu-
lation are not completely independent due to the finite
correlation time. Below, we show that even NG = 60 con-
figurations can be sufficient for a reasonable estimate and
NG = 180 can provide highly accurate results – both are
vast improvements on the NMD ≈ 190, 000 runs required
to recompute a full MD trajectory. Such a dramatic re-
duction is possible because P˜V
′
H′ (E) is a smooth, repre-
sentative function that captures the important properties
of the true distribution PV
′
H′ (E).
To establish the accuracy and the efficiency of the
selPT procedure we come back to the example of CH4
adsorbed on chabazite. Before computing RPA ad-
sorption energies, the approach is validated using PBE
and PBE+D2: First, the “exact” distribution P
VPBE+D2
HPBE+D2
generated by the previously described MD@PBE+D2
simulation is fitted by 60 Gaussian-shaped functions
(eq. 7); second, 60 configurations qi are chosen in or-
der to satisfy the condition in Eq. 8; finally, Eq. 10 is
used to evaluate P˜VPBEHPBE and the corresponding ensem-
ble averages. The procedure is repeated three times
to generate three uncorrelated sets containing 60 con-
figurations each, that will be called SET1@PBE+D2,
SET2@PBE+D2, and SET3@PBE+D2. This is helpful
to study the behavior of the selPT method as a func-
tion of the number of configurations. Indeed, the ad-
sorption enthalpies have been computed using the three
sets with 60 configurations, from the three sets with 120
configurations obtained by merging pairs of the origi-
nal sets (SET1+2@PBE+D2, SET2+3@PBE+D2, and
SET1+3@PBE+D2), and with a set that includes all the
configurations (SET1+2+3@PBE+D2). Since the en-
thalpy of adsorption Eq. 6 requires ensemble averages
for the three different systems (S, A, S+A), the selPT
procedure is applied independently on each one of them.
Fig. 1 demonstrates the fitting quality. The middle
panel demonstrates the ability of selPT to reproduce key
features of the sampling data, and to perturb them us-
ing a more accurate method, by comparing PVH from the
full MD@PBE+D2 run, with its parametrized distribu-
tion P˜VH and RPA counterpart P˜
V ′
H′ approximated from
Eq. 10 using SET2@PBE+D2. The right panel shows
a phase space diagram for the full MD run, and the 60
samples selected by selPT, reported in terms of variables
representing the speed of CH4 and its distance from the
surface of the chabazite. Note that selPT samples the
probability distribution accurately, by design; as shown
in the right panel of Fig. 1 a representative part of phase
space is also covered for the system under consideration.
The row corresponding to PBE in Table I shows the
practical reliability of selPT in computing enthalpies of
adsorption ∆adsH(T ). Specifically, the similarity of the
energies across all calculations highlights the success of
the approach. If our trajectories sampled an overly-
limited set of configurations (whether through a too-short
trajectory or too-inaccurate functional), or if our selec-
tions sets were too poor, the numbers would differ signifi-
cantly across columns. The consistency of the values jus-
tifies the length and reasonableness of our initial AIMD
calculations, and the accuracy of the selection process.
The bottom row of Table I shows RPA enthalpies
of adsorption, which would be basically impossible to
obtain using a full AIMD treatment due to the inher-
ent cost of RPA (full results considering all the pos-
sible combinations of sets are provided in Tables S9
and S10 of Supplemental Material). Numerical results
are based on the RPA implementation in the VASP
code [28] and computational parameters are provided in
the Supplemental Material. The statistically most accu-
rate selPT estimate of the RPA enthalpy of adsorption
is obtained from the largest set SET1+2+3@PBE+D2
(NG = 180) and provides a value of −4.38 ± 0.39
kcal/mol in excellent agreement with the experimental
value of −4.06 kcal/mol [61, 62]. From Table I (and Ta-
bles S9-S10) it can be noticed that the errors present a
clear trend to decrease as a function of the number of
configurations included in the selPT set. In Table S9
it is shown that RPA results from as few as 60 samples
are all within 0.92 kcal/mol of one another, and within
0.83 kcal/mol of experiment. This is already a consider-
able improvement with respect to the PBE and PBE+D2
estimates, which present deviations of at least 2 kcal/mol
well beyond the chemical accuracy.
Key for this high level of accuracy is that the selPT
calculations are based on a reasonable PBE+D2 trajec-
tory which, unlike PBE, samples phase space similarly to
RPA. This ensures that the perturbation from PBE+D2
to RPA is correctly biased to the weak vdW interaction
between the zeolite and molecule. This intuitive point is
further discussed in a quantitative way in Supplemental
Material where RPA results from a PBE starting point
are presented (Secs. SIII and SIV) and it is shown how
PBE leads to significantly different sampling of the con-
figurational space with respect to PBE+D2 and RPA
(Sec. SV).
To further establish the accuracy and reliability of the
selPT approach, a second system is discussed, CO2 ad-
sorbed in protonated chabazite. Computational details
are analogous to those of CH4 in chabazite. The ad-
sorption enthalpy of CO2 is sizeably larger than that of
CH4, with an experimental value of -8.41 kcal/mol at
room temperature [63]. While the PBE+D2 result devi-
ates from this value by 1.3 kcal/mol, our most accurate
estimate from the largest set SET1+2+3@PBE+D2 pro-
vides an highly accurate enthalpy of adsorption of −8.74
± 0.39 kcal/mol. Detailed results for all the test sets are
presented in Table S9 (NG = 60) and S10 (NG = 120)
in Supplemental Material. The errors are analogous to
those for adsorbed CH4; by considering that the adsorp-
5TABLE I: Enthalpy of adsorption ∆adsH(T ) (in kcal/mol) of CH4 in protonated chabazite at 300 K evaluated at
the PBE+D2, PBE, and RPA levels of theory. Results are calculated using full MD trajectories (MD@PBE and
MD@PBE+D2) applying the selPT method to a set with NG = 60 configurations (SET1@PBE+D2), NG = 120
(SET2+3@PBE+D2), and NG = 180 (SET1+2+3@PBE+D2). Experimental results at room temperature give
∆adsH(T ) = −4.06 kcal/mol [61, 62].
V
H MD MD SET1 SET2+3 SET1+2+3
@PBE @PBE+D2 @PBE+D2 @PBE+D2 @PBE+D2
PBE+D2 −5.72± 0.48 −6.09± 0.18 - - -
PBE −1.13± 0.18 −1.11± 0.25 −1.31± 0.58 −1.84± 0.53 −1.73± 0.43
RPA – – −4.20± 0.62 −4.45± 0.48 −4.38± 0.39
tion enthalpy of CO2 is about double than that of CH4,
the relative error in this case decreases much more rapidly
as a function of the set size and NG = 60 provides already
an accuracy within ±10%.
From a practical point of view, the selPT approach has
been instrumental to achieve the computation of RPA en-
thalpies of adsorption. By decreasing the number of con-
figurations to 60, the RPA results are obtained in a CPU
time that is only about 3-4 times the CPU time involved
in the full MD@PBE calculation, or around ten times for
the more accurate simulation with 180 configurations.
In conclusion, we introduced the selPT method to com-
pute ensemble averages of energies and, more generally,
energy distributions for correlated wave-function meth-
ods. As proof of principle, this methodology was applied
to compute the finite-temperature adsorption energy of
CH4 and CO2 in protonated chabazite at the RPA level
of theory, where it successfully reproduced known exper-
imental values within chemical accuracy. selPT is not
limited to the RPA but could be interfaced with other
sophisticated approximations (e.g. MP2, double-hybrids
or coupled-cluster theory), as long as computations on
few tens of configurations can be afforded.
Beyond providing an accurate and efficient methodol-
ogy to address challenging problems in physics and ma-
terial science, selPT could be also used to develop finite-
temperature test sets from high level theories, to test and
develop new DFT functionals and semi-classical models.
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