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The higher-weight Dowling lattice L, is the geometric lattice consisting of those subspaces of the 
vector space V,(q) which have bases of weight k or less, with these subspaces ordered by inclusion. 
These lattices arise when Crapo and Rota’s results on the critical problem are applied to the 
fundamental problem of linear coding theory. This paper identifies the modular elements of 
higher-weight Dowling lattices and applies that analysis to modular complements in Lx and to the 
characteristic polynomial of 4. 
0. Introduction 
The weight of a vector in the n-dimensional vector space V,(q) over the field GF(q) 
is the number of nonzero coordinates of the vector. The weight of a is denoted as wt(a). 
Let Tk be the set of all vectors in V,,(q) which have weight k or less, and let Lk be the set 
of subspaces which have at least one basis contained in T,. The subspaces in Lk 
ordered by inclusion form a geometric lattice of rank II. The lattice Lk is the 
higher-weight Dowling lattice of length n and weight k over GF(q). Note that L, is the 
lattice of all subspaces of V,,(q). Also, L1 is the Boolean algebra on the set of standard 
basis vectors. The least element of Lk is the zero subspace, and the greatest element of 
Lk is v,(q). 
In [S], Dowling connected the fundamental problem of linear coding theory for 
length II and distance k+ 1 over GF(q) to the lattice Lk via its characteristic poly- 
nomial p(L,,A). Specifically, Dowling showed that the largest linear code of length 
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n and distance k + 1 over GF(q) has dimension n-c, where c (the critical exponent of 
Lk) is the smallest positive integer for which p(&, q’)#O (see also [14]). In [6], 
Dowling reinterpreted the lattice L2 as a q-analog of the partition lattice, and used this 
powerful point of view to analyze this lattice and find its critical exponent. 
In [7], Dowling generalized the q-analog of the partition lattice by replacing the 
field GF(q) (or rather, the crucial part, its multiplicative group) by an arbitrary group. 
The resulting geometric lattices, now known as Dowling lattices, have received much 
attention (see, for example, [2,7,9,10,13]). In contrast to weight-2 Dowling lattices, 
relatively little is known about higher-weight Dowling lattices. In [3], Brini found 
some of the modular elements of higher-weight Dowling lattices. To further our 
understanding of these important lattices, this paper uses different techniques to find 
all modular elements of Lk, and then presents several corollaries of this analysis. 
1. The modular elements 
Note that each lattice Lk is contained in L,, the lattice of all subspaces of V,(q). The 
ordering on Lk is the restriction of the ordering on L,. When necessary, subscripts on 
the relation <, the operations A, V , and the rank function r(X) will indicate whether 
we are considering Lk or L,. We use e, , . . . ,e, to denote the standard basis of V,(q). 
Lemma 1.1. For all subspaces X, Y in the lattice Lk, we have: 
(a) X V, Y=X V, Y, 
(b) rR(X) = r,(X), 
(c) XA,YB,XA.Y. 
Lemma 1.2. A subspace X is a modular element of Lk ifand only ifX A k Y= X A n Yfor 
all Yin Lk. 
Proof. By the definition of modularity, X is modular in Lk if and only if, for all 
Yin Lk, 
r(XA, Y)=r(X)+r(Y)-r(XVk Y). 
Since X V,Y=X V, Y and L, is modular, the right-hand side is r(X A n Y). Thus, X is 
modular if and only if, for all Y in Lk, r(X A k Y) = r(X A n Y). Since X A k Yd n X A ,, Y, 
the conclusion follows. q 
Towards identifying the modular elements of the lattice Lk, consider the set 
Mk={XELL)XETk}. 
Thus, Mk is the collection of subspaces in Lk which contain only vectors of weight k or 
less. Note that Mk is an order ideal of Lk. Also, Mk contains all atoms of Lk. 
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Since the greatest element of a lattice is necessarily modular, Mk cannot account for 
all modular elements of Lk. Specifically, V,(q), the greatest element of Lk, is modular, 
yet V,,(q)#M, unless k = n. The main result of this paper is the following characteriza- 
tion of the modular elements of Lk. (Comparing this with [6, Proposition 61, which 
identifies a rank n Boolean sublattice of modular elements in Lz, shows that the cases 
k = 2 and k > 2 differ greatly.) 
Theorem 1.3. For k 2 3, the set of modular elements of the higher-weight Dowling lattice 
Lk is precisely Mku{ V,,(q)}. 
Proof. Assume that X is in Mk and Y is any element of Lk. Note that Y A n X is in Lk. 
Therefore, Y A k X = Y A ,, X, and so X is modular by Lemma 1.2. 
The following lemma will be useful in the other half of the proof. 
Lemma 1.4. Assume that X is a modular element of Lk. Let a be in X- Tk. If bET, and 
a + beT,, then b is in X. 
Proof of Lemma 1.4. By hypothesis the vector aEX has weight greater than k, while 
b and a + b have weight k or less. Consider the subspace Y= (a + b, b) generated by 
a+ b and b. We will prove that if b$X, then YA k X# YA n X, contrary to the 
modularity of X. 
Note that if b$X, then X A ,,Y= (a). Since a$Tk, it follows from Lemma 1.1(c) that 
XAkY={O}. Thus, YAkX# YA,X. Cl 
Proof of Theorem 1.3 (conclusion). Returning to the proof of Theorem 1.3, assume 
that k 2 3, that X is a modular element of Lr, and that X contains at least one vector of 
weight greater than k. We first show that X contains a vector of weight k + 1, and from 
this we show that X is V,,(q). 
Since X has a basis in T, and the sum of two vectors of weight k or less has weight 
2k or less, X contains a vector of weight k + r with 1~ r < k. That X contains a vector 
of weight k+ 1 can be seen via the following two corollaries of Lemma 1.4. 
(i) If X contains a vector of weight k + r, where 1 <r < k, then X contains a vector 
of weight k + r - 2. 
(ii) If X contains a vector of weight k + 2, then X contains a vector of weight k + 1. 
To see (i), assume that aEX has weight k+r with 1 <r< k. Assume 
for some vectors e;, . . . , e;,, among the standard basis vectors e,, . . . ,e,. Let 
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Since a-b=cck+le;+l+...+crk,,e;,, is in T,., Lemma 1.4 implies that b is in X. 
Similarly, the vector 
c=cr,e;+cc,e,+ ...+C(k-le;-,+cr,+,e;+, 
is in X. Therefore, a- b-cEX. Note that wt(a- b-c)= k+r-2 since 
a-b-c= --ale; -cx+- . ..-Clk-1e.-,+a,+,e;+2+...+cr,+,e;+,. 
To see (ii), assume that UEX has weight k+2. Assume 
a=a,e;+rwze;+...+cr,e;+cc,+,e;+,+cc,+,e;+z. 
As above, b=a,e~+aze~+~~~ +c$eb is in X. Consider the vector 
Note that wt(c) = 3 Q k by the hypothesis of Theorem 1.3. Lemma 1.4 implies that c is 
in X. Thus, b-ceX and wt(b-c)=k+ 1. 
From (i) and (ii) it follows that X contains a vector a of weight k+ 1. Assume 
a=cc,e;+cr,e;+...+a,e;+cc,+,e;+, for some standard basis vectors e;,...,e;+i. 
From Lemma 1.4, each standard basis vector e; with 1 <j< k+ 1 is in X. Likewise, 
each vector of the form a, e; + cr2e; + ej, with k + 2 d h d n is in X. Since e;, e;EX, we 
have e;EX. Thus, the subspace X contains all standard basis vectors, and hence is 
V,(q). 0 
2. Applications to modular complements 
As mentioned in the introduction, in [6] higher-weight Dowling lattices with 
k= 2 are interpreted as q-analogs of partition lattices. Indeed, when k = 2 it is 
possible to replace the fields GF(q) by groups. In this way, we obtain a very interesting 
class of geometric lattices known as Dowling lattices. This class of lattices includes 
partition lattices, which are obtained when the field is GF(2), or, in the group setting, 
when the group is trivial (see [7]). Partition lattices and, more generally, Dowling 
lattices are modularly complemented, i.e., every element has a complement which is 
modular. Another characterization of modularly complemented geometric lattices is 
as follows: A geometric lattice of rank n is modularly complemented if and only if it 
contains a rank n Boolean sublattice of modular elements. For Dowling lattices, such 
a sublattice of modular elements is identified in [7, Theorem 41. In fact, Dowling 
lattices are among the very few examples of modularly complemented geometric 
lattices (see [lo]). 
Higher-weight Dowling lattices typically are not modularly complemented. In this 
section we show precisely which elements in higher-weight Dowling lattices have 
modular complements. The following result restricts the ranks that modular elements 
of Lk may have. 
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Lemma 2.1. If X is in Mk, then the dimension of X is no more than k. 
Proof. Assume that the dimension of X is h, and let a,, . . . , ah be a basis of X. Let A be 
the matrix with rows a 1, . . . , ah and let A’ be the matrix obtained from A upon row 
reduction. Since at least h columns of A’ contain a single nonzero entry, X contains 
a vector of weight h or more. Since X is in Mk, h < k, i.e., the dimension of X is no more 
than k. 0 
We are now in a position to characterize the elements of Lk which have modular 
complements. The least element (0) has V,(q) as a modular complement. Apart from 
{0}, elements which have modular complements are of high rank. 
Theorem 2.2. Assume that X# (0) is a subspace in the lattice Lk. Then X has a 
complement in Lk which is modular yand only if the rank of X is n-k or greater. 
Proof. Assume that Cx is a modular complement of a rank n-h element X of Lk, 
where h<n. Note that Cx has rank h. By Theorem 1.3 and Lemma 2.1, h< k and so 
n-h>n-k. 
Conversely, assume that a subspace X in Lk has rank n - h for some h with 0 < h < k. 
If h=O, then X= V,(q) and (0) is the required modular complement. If h>O, then 
there is a standard basis vector ei,#X. If h= 1, then the subspace (ei,) is the required 
modular complement. If, on the other hand, h > 1, then there is a vector ei,#X V (ei,). 
Continuing in this manner, we see that X has a complement of the form 
C~=(ei,,... , ei,). Since h <k, Cx contains only vectors of weight k or less. Hence, by 
Theorem 1.3, Cx is modular. 0 
Theorem 2.2, combined with Dowling’s results in [6], implies that L1, L2, L,_ 1 and 
L, are the only higher-weight Dowling lattices which are modularly complemented. In 
the context of the Kahn and Kung classification theorem [lo], L,_ 1 is isomorphic to 
the restriction of the projective geometry PG(n - 1, q) to the set of internal points 
relative to the basis (ei), . . . , (e,) (see [lo] for definitions and details). 
In Theorem 2.3, we show that upper intervals in Lk of rank k or less are lattices of 
subspaces. This is a corollary of Dowling’s result that every subspace of V,,(q) having 
dimension n-k or greater is in Lk (Dowling [S, Theorem 3)). Dowling proved this 
stronger result by interpreting an orthogonality relation between carefully chosen 
matrices. Our interest in deriving the corollary independently is to provide a purely 
lattice-theoretic proof. 
Theorem 2.3. If a subspace X in Lk has rank n-h >, n - k, then the interval [X, l] in 
Lk is isomorphic to the lattice of subspaces of v,,(q). 
Proof. Consider Cx = ( eil, . . . , eih), a modular complement of X constructed as in the 
proof of Theorem 2.2. Since Cx is modular, the intervals [X, l] and [{0}, C,] in Lk are 
isomorphic. Since h < k, all subspaces of Cx are in Lk, giving the result. 0 
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3. Applications to characteristic polynomials 
The characteristic polynomial of a ranked lattice L will be denoted by p(L, A). We 
start by recalling two results of Stanley which are fundamental in this section. (The 
notation x 4 y used below means x is covered by y.) 
Lemma 3.1 (Stanley [ 11, Theorem 23). 1fm is a modular element ofthe$nite geometric 
lattice L of rank n, then 
~6% 4 = P( CO, ml, 4 
( 
I:m~~=o~(o,X)~-r(m)-r(x) . 
> 
Lemma 3.2 (Stanley [12, Theorem 4.11, see also [ 11, Section 31). Assume that L is an 
upper semimodular supersolvable lattice and that 0= m0 <. m, < m, <. ... -C m,_ 1 
-G m, = 1 is a maximal chain of modular elements in L. Assume that there are ti atoms of 
L in [0, mi] - [0, mi_ J. Then the characteristic polynomial p(L, 2) factors US 
p(Lplb)= fi (A-ti). 
i=l 
Recall that a geometric lattice is supersolvable if and only if it contains a maximal 
chain of modular elements (see Stanley [12, Corollary 2.31). By Theorem 1.3, 
Lemma 2.1 and Dowling’s results in [6], L1, L1, L,_ 1 and L, are the only higher- 
weight Dowling lattices which are supersolvable. Lemma 3.2 can be used to determine 
the roots of the characteristic polynomials of these lattices. The characteristic poly- 
nomial of the Boolean algebra L1 and that of the lattice of subspaces L, are well 
known (see [l, Proposition 4.20 and the examples following Proposition 4.483). 
Proposition 7 of Dowling [6] presents a linear factorization of the characteristic 
polynomial of L2. 
In this section, we find all roots of the characteristic polynomial of L,_ 1. We also 
determine the characteristic polynomial of L, _ 2. We start with a general result giving 
some of the powers of q which are roots of the characteristic polynomials of higher- 
weight Dowling lattices. 
Theorem 3.3. The characteristic polynomial of Lk has 1, q, q2, . , qk- ’ among its roots. 
Proof. Let Uk be the subspace generated by the first k standard basis vectors: thus, 
Uk=(er,..., ek). Since UkG Tk, the subspace Uk is modular in Lk. By Lemma 3.1, the 
characteristic polynomial of the interval [ (0)) U,] is a factor of p(Lk, A). All subspaces 
of Uk are in Lk. Therefore, the roots of p( [ (0)) uk], A) are 1, q, q2, . , qk- ’ [l, Proposi- 
tion 4.201. Thus, these powers of q are roots of p(Lk,A). 0 
For Dowling lattices of weight n- 1, the roots of the characteristic polynomial 
p(L,_ Ir 2) are given in the following theorem. 
Modular elements of Dowling lattices 9 
Theorem 3.4. The roots of the characteristic polynomial of L,_ 1 are 1, q, q2, . . . , qnP2 
and q”-’ -(q- 1)n-1. 
Proof. We apply Lemma 3.2, taking the maximal chain of modular elements 
(0)G(e,)G(e,,e2)G ..’ <(el,e2 ,..., e,_,)<(el,e2 ,..., e,_,,e,). 
For i < n, there are qi- 1 one-dimensional subspaces contained in (ei, e2, . . . , ei), which 
are not contained in (ei ,e2, . . . , ei_ 1) namely the subspaces of the form 
(a,e,+C12e2+...+ai_1ei-,+ei). 
All such subspaces are in L, _ 1. Among the q” - ’ one-dimensional subspaces contained 
in (e,, e2, . . . ,e,) and not in (e1,e2, . . . , e,_ 1), the (q- l)‘-l generated by vectors of 
weight n are not in L,_l. The results now follows from Lemma 3.2. 0 
It is natural to expect that the powers of q which are roots of the characteristic 
polynomial p(L,,I) do not depend on n alone. The following theorem concerning 
Dowling lattices of weight n-2 illustrates this. 
Theorem 3.5. The characteristic polynomial of Ln_2 is given by 
p(L,-2,%)=[(A-q”-2)(A-qq”-‘)+(1-qq”-2)((q- l)n-l +n(q- 1ym2) 
n-3 
+(q-l1)“-‘(q-2)...(q-n+2)] n (A-qi). 
i=O 
If q<n-2, the roots of P(L._~,A) are l,q,q2,...,qnm2 and q”-l-(q-l)“-l- 
n(q- l)nm2. Zfq>n-2, then qnm2 is not a root 0fp(L,_~,2). 
If q>n-2, then the roots of P(L,_~,~) apart from l,q,q2, . . . ,qne3 can be complex 
numbers with irrational imaginary parts. For instance, when q=4 and n= 5, the 
remaining quadratic factor is 2’ - 1042 + 2722, which has roots 52 + 3$i. 
The proof of Theorem 3.5 uses a result about strong maps due to Crapo; we briefly 
review the few facts needed (for strong maps, see [8]). Assume the L and N are 
geometric lattices. A map (T: L+N is a strong map if: 
(i) for each atom a of L, a(a) is either an atom of N or ON, and 
(ii) for all x, YEL, a(x V y)= b(x) V c(y). 
For Theorem 3.5, we are interested in the strong map rk : L,-+L, given by inclusion. 
Associated with a strong map cr: L-N is a map cr ‘: N+L defined by 
g’(y) = v{x I o(x) d y}. Ob serve that for the inclusion zL: Lk+L,, the map 1,“: L,--+Lk is 
given by $(X)= (XnT,). 
Lemma 3.6 (Crap0 [4, Corollary 5, p. 6061). Let c : L-N be an injective strong map. 
Then 
z’N’-“L’p(L, A)= c p([z, IN], A). 
ZEN 
o~(z)=O 
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Proof of Theorem 3.5. To apply Lemma 3.6, we examine the map I,“_ 2 : L,+L,_2 
given by Z&~(X) = (Xn T,, _ 2). We will refer to r,“_ z simply as z‘? We will explicitly 
determine the subspaces X which satisfy z”(X)=(O). This is equivalent to finding 
codes of distance n- 1, i.e., subspaces all of whose vectors have weight n- 1 or more. 
That is, we are using information about codes to gain an expression for the character- 
istic polynomial of L, _ z. 
Recall Theorem 3 of Dowling [S] quoted before Theorem 2.3: every subspace of 
I/,(q) having dimension n-k or greater is in Lk. Therefore, only subspaces of 
dimensions of 0,l or 2 can satisfy l’(X)= (0). Trivially, z”((O>)= {O}. Among one- 
dimensional subspaces, only those which are generated by a vector of weight n or n - 1 
satisfy z”(X)=(O). There are (q- l)n-1 +n(q-l)“-* such subspaces. Each two- 
dimensional subspace X with r’(X) = (0) contains unique vectors a, b of the form 
~=(l,o,%...,%), b = (031, B3r . . , A). 
The vectors a and b form a basis for X and satifsy the following conditions: 
(i) for i>2, cWi#O and pi#O; 
(ii) for any distinct i,j>2, CQ/P~ #Ui/pj. 
For each of the (q - l)nm2 ways to choose a, there are (q - l)(q - 2) ... (q-n + 2) vectors 
b for which a and b satisfy these conditions. Therefore, there are 
(q-l)“-‘(q-2)~~~(q-n+2) 
subspaces X of dimension 2 satisfying z”(X)=(O). We now apply Lemma 3.6 with 
N=L, and L=L,_2. Note that r(N)-r(L)=r(L,)-r(L,_,)=O. 
P(L,-z,4= 1 
XgzL i’=‘,( - ‘) 
,a (X) =yo, 
[-‘A qg+ 2 
Id (X) =iO} 
(;{(A-4’)) 
dim(X) = 0 dim(X) = 1 
+ ,F-, 
Pcx,=yoJ 
(;Jg-vi)) 
dim(X) = 2 
n-1 n-2 
=iFo (A-qi)+((q- l)“-l +n(q- l)“-‘) n (A-qi) 
i=O 
n-3 
+((q-l)“-‘(q-2)...(q-n+2))n (J--q’) 
i=O 
=[(3.-q”-2)(;1-qn-1)+(~-q”-2)((q-l)n-1+n(q-l)”-2) 
n-3 
+(q-l1)“-‘(q-2)..~(q-n++)] n (A-q’). 
i=O 
From this, our assertion about the roots of p(LHm2,A) is evident. In particular, 
n-3 
p(L,_,,q”-2)=(q-11)“-‘(q-2)~~~(q-n+2) n (qflp2-qi), 
i=O 
and so qnm2 is a root of p(L,_2,q”-2) if and only if q<n-2. 0 
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