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THE FORMULA FOR THE LARGEST MINIMAL
DISTANCE OF BINARY LCD [n, 2] CODES
SETH GANNON AND HAMID KULOSMAN†
Abstract. In the 2017 paper by Dougherty, Kim, Ozkaya, Sok,
and Sole´ about the linear programming bound for LCD codes the
notion LCD[n, k] was defined for binary LCD [n, k]-codes. We find
the formula for LCD[n, 2].
1. Introduction
A linear code with complementary dual (or an LCD code for short)
is a linear code C whose dual satisfies C ∩ C⊥ = {0}. It was defined
in [3], where a necessary and sufficient condition for a linear code over
a field to be an LCD code was given in terms of the generator ma-
trix. The LCD codes are being of considerable interest in the last few
years since there are several newly discovered applications of them,
including the applications in Quantum Coding Theory. One of impor-
tant recent papers about LCD codes is the paper [1] which can serve
as a foundational paper for a systematic investigation of LCD codes.
In that paper, among other things, the authors introduced the notion
LCD[n, k] for binary LCD [n, k] codes and gave the values of LCD[n, 2]
for n = 3, 4, 5, 6, and 7. In this paper we find a general formula for
LCD[n, 2].
The reader can consult [2] for all the notions that we use but do not
define in this paper. We will often be using the following theorem from
[3]:
Massey’s Theorem. If G is a generator matrix for the [n, k] linear
code C over a field F , then C is an LCD code if and only if the k × k
matrix GGT is nonsingular.
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2. Results
Definition 2.1 ([1]). The number LCD[n, k] is defined in the following
way:
LCD[n, k] = max{d | there exists a binary [n, k, d] LCD code}.
The following values for LCD[n, 2] were given in [1, Theorem 3.4]:
LCD[3, 2] = 2,
LCD[4, 2] = 2,
LCD[5, 2] = 2,
LCD[6, 2] = 3,
LCD[7, 2] = 4.
In the next few propositions and a theorem we find a general for-
mula for LCD[n, 2]. The word “code” from now on means ”binary
linear code”. Whenever we give a generator matrix for an [n, 2] code
in standard form G = [I2 |A], we will denote the word in the first row
of G by u and the word in the second row of G by v. Also we will call
the submatrix A of G the extension part of G and the digits of u and
v that are in A the extension digits of u and v.
Proposition 2.2. For any integer r ≥ 0 we have:
LCD[6r + 3, 2] ≥ 4r + 2,
LCD[6r + 4, 2] ≥ 4r + 2,
LCD[6r + 5, 2] ≥ 4r + 2,
LCD[6r + 6, 2] ≥ 4r + 3,
LCD[6r + 7, 2] ≥ 4r + 4,
LCD[6r + 8, 2] ≥ 4r + 5.
Proof. For r ≥ 0 and s ∈ {3, 4, 5} let C be the code with generator
matrix in standard form
G =
[
1 0 · · · 1 0 1 · · · 1
0 1 · · · 0 1 1 · · · 1
]
.
︸ ︷︷ ︸
2r + 1 I2’s
= 4r + 2 digits
︸ ︷︷ ︸
2r + s− 2
ones
Then wt(u) = wt(v) = 4r + s − 1 and wt(u + v) = 4r + 2, so that
d = 4r+2. Using the block multiplication of matrices we conclude from
Massey’s theorem that C is LCD. Hence the first three inequalities hold.
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For r ≥ 0 and s ∈ {6, 7, 8} let C be the code with generator matrix
in standard form
G =
[
1 0 · · · 1 0 1 · · · 1
0 1 · · · 0 1 1 · · · 1
]
.
︸ ︷︷ ︸
2r + 3 I2’s
= 4r + 6 digits
︸ ︷︷ ︸
2r + s− 6
ones
Then wt(u) = wt(v) = 4r + s − 3 and wt(u + v) = 4r + 6, so that
d = 4r+ s− 3. Using the block multiplication of matrices we conclude
from Massey’s theorem that C is LCD. Hence the last three inequalities
hold. 
Proposition 2.3. For any integer r ≥ 0 we have:
LCD[6r + 3, 2] < 4r + 3,
LCD[6r + 4, 2] < 4r + 3,
LCD[6r + 7, 2] < 4r + 5,
LCD[6r + 8, 2] < 4r + 6.
Proof. We prove the first inequality. If r = 0 it is clearly true. Assume
r ≥ 1. Suppose to the contrary. Let C be an LCD [6r+3, 2] code with
d ≥ 4r + 3. Up to permutation equivalence we may assume that the
generator matrix G of C is in standard form. Then u and v have at
least 4r + 2 extension digits one. Up to permutation equivalence we
may assume that the first 4r+2 extension digits of u are ones and that
the first 2r + 3 extension digits of v are ones. So we have
G =
[
1 0 1 · · · 1 1 · · · 1 · · ·
0 1 1 · · · 1 · · · · · ·
]
.
︸ ︷︷ ︸
2r + 3
︸ ︷︷ ︸
2r − 1
︸ ︷︷ ︸
2r − 1
Now u+ v can have at most 2 + (2r− 1) + (2r− 1) = 4r ones, contra-
dicting the assumption d ≥ 4r + 3. The first inequality is proved.
The proofs of the remaining three inequalities go along the same
lines. 
Proposition 2.4. For any integer r ≥ 0 we have
LCD[6r + 6, 2] < 4r + 4.
Proof. Suppose to the contrary. Let C be an LCD [6r+6, 2] code with
d ≥ 4r + 4. Up to permutation equivalence we may assume that the
generator matrix G of C is in standard form. Then u and v have at
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least 4r + 3 extension digits one. Up to permutation equivalence we
may assume that the first 4r+3 extension digits of u are ones and that
the first 2r + 2 extension digits of v are ones. So we have
G =
[
1 0 1 · · · 1 1 · · · 1 · · ·
0 1 1 · · · 1 · · · · · ·
]
.
︸ ︷︷ ︸
2r + 2
︸ ︷︷ ︸
2r + 1
block A
︸ ︷︷ ︸
2r + 1
block B
Note the following two things:
(1) u+ v has at least 4r + 4 ones, hence all digits of v in the blocks
A and B are opposite to the digits of u;
(2) at least 2r + 1 digits of v in the blocks A and B are ones.
These two things force G to have the following form:
G =
[
1 0 1 · · · 1 1 · · · 1 0 · · · 0
0 1 1 · · · 1 0 · · · 0 1 · · · 1
]
.
︸ ︷︷ ︸
2r + 2
︸ ︷︷ ︸
2r + 1
︸ ︷︷ ︸
2r + 1
Hence up to permutation equivalence
G =
[
1 0 · · · 1 0 1 · · · 1
0 1 · · · 0 1 1 · · · 1
]
.
︸ ︷︷ ︸
2r + 2 I2’s
= 4r + 4 digits
︸ ︷︷ ︸
2r + 2
ones
Using the block multiplication of matrices we conclude from Massey’s
theorem that C is not LCD. We got a contradiction, the inequality is
proved. 
Proposition 2.5. For any integer r ≥ 0 we have
LCD[6r + 5, 2] < 4r + 3.
Proof. Suppose to the contrary. Let C be an LCD [6r+5, 2] code with
d ≥ 4r + 3. Up to permutation equivalence we may assume that the
generator matrix G of C is in standard form. Then u and v have at
least 4r + 2 extension digits one. Up to permutation equivalence we
may assume that the first 4r+2 extension digits of u are ones and that
the first 2r + 1 extension digits of v are ones. So we have
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G =
[
1 0 1 · · · 1 1 · · · 1 · · ·
0 1 1 · · · 1 · · · · · ·
]
.
︸ ︷︷ ︸
2r + 1
︸ ︷︷ ︸
2r + 1
block A
︸ ︷︷ ︸
2r + 1
block B
Note the following two things:
(1) u+ v has at least 4r + 3 ones, hence all digits of v in the blocks
A and B, except at most one, are opposite to the digits of u;
(2) at least 2r + 1 digits of v in the blocks A and B are ones.
Hence, up to permutation equivalence, G has the following form:
G =
[
1 0 1 · · · 1 1 · · · 1 1 b1 b2 · · · b2r c
0 1 1 · · · 1 0 · · · 0 a b1 b2 · · · b2r d
]
,
︸ ︷︷ ︸
2r + 1
︸ ︷︷ ︸
2r
where the overline denotes the opposite digit. If r = 0, we have G =[
1 0 1 1 c
0 1 1 a d
]
. By (2) at least one of a, d is 1. If a = 1, then
(1) implies d = c, so that G =
[
1 0 1 1 c
0 1 1 1 c
]
. But then GGT is
equal to either
[
1 0
0 0
]
, or to
[
0 0
0 1
]
, so that, by Massey’s theorem, C
is not LCD, a contradiction. If a = 0, then (2) implies d = 1, so that
G =
[
1 0 1 1 c
0 1 1 0 1
]
. But then GGT is equal to either
[
1 1
1 1
]
, or to[
0 0
0 1
]
, so that, by Massey’s theorem, C is not LCD, a contradiction.
Assume now that r ≥ 1. Because of (1) we have either a = 0, or d = c.
Because of (2), among the digits a, b1, b2, . . . , b2r, d, the word v has at
least 2r+1 ones. Hence among the digits b1, b2, . . . , b2r, the word v has
at least 2r− 1 ones. Hence, up to permutation equivalence, G has the
following form:
G =
[
1 0 1 · · · 1 1 · · · 1 1 0 · · · 0 b2r c
0 1 1 · · · 1 0 · · · 0 a 1 · · · 1 b2r d
]
.
︸ ︷︷ ︸
2r + 1
︸ ︷︷ ︸
2r
︸ ︷︷ ︸
2r − 1
Here because of (1) either a = 0, or d = c, and, because of (2), at least
two of the digits a, b2r, d are ones. So we have the following options:
(i) a = 0, b2r = d = 1 (so that b2r = 0);
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(ii) a = 1, d = c, and d = 1 (so that c = 0);
(iii) a = 1, d = c, and b2r = 1.
This implies that for the matrix G, we, respectively, have the following
options (i), (ii), and (iii):
G =
[
1 0 1 · · · 1 1 · · · 1 1 0 · · · 0 0 c
0 1 1 · · · 1 0 · · · 0 0 1 · · · 1 1 1
]
,
︸ ︷︷ ︸
2r + 1
︸ ︷︷ ︸
2r
︸ ︷︷ ︸
2r − 1
G =
[
1 0 1 · · · 1 1 · · · 1 1 0 · · · 0 b2r 0
0 1 1 · · · 1 0 · · · 0 1 1 · · · 1 b2r 1
]
,
︸ ︷︷ ︸
2r + 1
︸ ︷︷ ︸
2r
︸ ︷︷ ︸
2r − 1
G =
[
1 0 1 · · · 1 1 · · · 1 1 0 · · · 0 0 c
0 1 1 · · · 1 0 · · · 0 1 1 · · · 1 1 c
]
.
︸ ︷︷ ︸
2r + 1
︸ ︷︷ ︸
2r
︸ ︷︷ ︸
2r − 1
Option (i): In this option, up to permutation equivalence, the matrix
G has the form
G =
[
1 0 1 · · · 1 1 0 · · · 1 0 1 c
0 1 1 · · · 1 0 1 · · · 0 1 0 1
]
.
︸ ︷︷ ︸
2r + 1
︸ ︷︷ ︸
2r I2’s
Note that
[
1 c
0 1
] [
1 c
0 1
]T
is equal to either
[
1 0
0 1
]
, or to
[
0 1
1 1
]
. Hence,
using the block multiplication of matrices, we conclude that GGT is
equal to either
[
1 1
1 1
]
, or to
[
0 1
0 1
]
. So by Massey’s theorem the code
C is not LCD and we have a contradiction.
Option (ii): In this option, up to permutation equivalence, the matrix
G has the form
G =
[
1 0 1 · · · 1 1 0 · · · 1 0 1 b2r
0 1 1 · · · 1 0 1 · · · 0 1 1 b2r
]
.
︸ ︷︷ ︸
2r + 1
︸ ︷︷ ︸
2r I2’s
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Reasoning similarly as in option (i) we conclude that GGT is equal to
either
[
0 0
0 1
]
, or to
[
1 0
0 0
]
. So by Massey’s theorem the code C is not
LCD and we have a contradiction.
Option (iii): This option is analyzed in the same way as the option (ii).
Since we got a contradiction with the assumption that C is LCD, the
inequality is proved. 
We now state our main theorem.
Theorem 2.6. For any integers r ≥ 0 and s ∈ {3, 4, 5, 6, 7, 8} we have:
LCD[6r + 3, 2] = 4r + 2,
LCD[6r + 4, 2] = 4r + 2,
LCD[6r + 5, 2] = 4r + 2,
LCD[6r + 6, 2] = 4r + 3,
LCD[6r + 7, 2] = 4r + 4,
LCD[6r + 8, 2] = 4r + 5.
In other words:
LCD[6r + s, 2] = 4r +
⌊s
6
⌋
(1 + s mod 6) + 2.
Proof. The theorem follows from the propositions 2.2, 2.3, 2.4, and
2.5. 
Remark 2.7. Note that the last equality of the previous theorem holds
also when r = −1; it gives LCD[2, 2] = 1.
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