Introduction
In this paper, we describe a new perspective on a method of parameter estimation rst proposed by Derin and Elliot 1] and extended by G urelli and Onural 2] which we believe to be useful in fast estimation of Markov Random Field parameters.
We also present a case for using binary Markov Random Fields for image analysis by linking them with a spatial greyplane analysis technique 3] .
In this technique, an image with G levels is split into G separate binary planes, each of which is modelled separately. Let X be a toroidal lattice of random variables of extent N N, with realisation x. In the following, one index will be used for notational convenience. Assume that the variables are sampled from the same set, = f0; : : : ; G ? 1g. The j j planes that form the image are de ned by Eqn. 1. 
The planes are modelled separately by stochastic spatial models and are connected for the nal decision rule by assuming inter-plane independence. This model is very e ective, and can be expressed as a Markov Random Field where point statistics alone are used (i.e., there is no interaction between adjacent elements). The technique uses only binary planes, which makes analysis simpler and faster. In addition, each model only has to consider part of the total problem (one plane), and thus can be simpler; binary elds can have reliable non-Gaussian densities associated with them, making them more useful in some situations.
Markov Random Field theory 2.1 Structure of a MRF
The use of Markov Random Fields in image processing now has a fairly extensive literature 4] 5] 6] to which the reader is directed for more information.
We consider only a MRF de ned on a regular square toroidal lattice (i.e., an image with periodic edges). At each pixel, we can de ne a set of other pixels which are considered \neighbours" in the sense that they are the only pixels in the rest of the image which a ect decisions about the pixel of interest. Let X t be the random variable associated with pixel t, with realisation x t , and let X t be the set of neighbourhood pixels of t, with realisation x t . If X = fX t g is the entire image, then the properties of the Markov Random Field are summarised as: P (X = x) > 0 8x (2) P (X t = x t jX i = x i 8i 6 = t) = P (X t = x t jX t = x t ) (3) It is usual to de ne the MRF in terms of a conditional probability structure, as given by the right hand side of Eqn 3. We concentrate here on the binary auto-binomial MRF 7] . The neighbourhood of a pixel is de ned on a translation invariant grid, Fig. 1 8] , where the upper number in each position is the order of that pixel, and the lower is the o set on t used to reference the pixel. At each point, a local interaction vector, t is constructed, Eqn. 4, and this is combined with the parameter vector, , to form a local interaction sum, t , Eqn. 5. Finally, the conditional pdf structure is given by Eqn. 6{7. The problem to be solved is to estimate given a particular image, x. The estimation technique described in this paper relies on the observation that the local interaction vector in Eqn. 4 is constant for a given arrangement of pixels in a neighbourhood. Consequently, for n 0 + 1 parameters, there will only be 3 n 0 +1 possible values of , and solving Eqn. 6 for t gives a set of 3 n 0 +1 linear equations in n 0 + 1 unknowns, Eqn. 8, to be solved for the parameter vector (the subscript t has been dropped since the subscripted variables are constant where the conditions apply).
The value of p(j) is interpreted as the probability that x t is 1 given its neighbours (set x t = 1 in Eqn. 7), and is estimated by a counting approximation, Eqn. 9.
This system of 3 n 0 +1 equations is overdetermined, but also normally inconsistent, due to sampling errors, estimation bias in Eqn. 9, and mismatch of model and image.
To deal with the inconsistency, we propose a Multiple Linear Regression (MLR) solution, tackled by a Least-Squares approach, in which we minimise the residual between the expected mean and the observed value, Eqn. 10, where w(j) is a weighting function used to convert the variables so that they more closely follow the assumptions made by MLR. As a byproduct of the MLR estimation, a test for model adequacy can be built. The mean square residual (MS(Res)) is found by dividing Eqn. 10 by the number of degrees of freedom in the estimation, in this case 3 n 0 +1 ? (n 0 + 1); it can be shown that MS(Res) is an unbiased estimate of the common variance assumed in MLR i the model tted adequately represents the data 9] (otherwise it is positively biased). However, an unconditionally unbiased estimate of the variance can be constructed by estimating the pure error. Let the image be split into sections so that by the Markov property, the sections are independent; estimate each of the neighbourhood equations, Eqn. 8, in each section, then estimate the sample variance in each neighbourhood, Eqn. 11, and the pooled variance estimate, Eqn. 12. 
Choice of weighting function
Eqn. 8 contains singularities whenp(j) = 0 and whenp(j) = 1; these occur in practice when the numerator of Eqn. 9 is equal to zero (neighbourhood is never observed) or equal to the denominator (all neighbourhoods observed have x t = 1). Previous approaches rejected these equations on an ad-hoc basis 1, section V] or tted look-up tables to patch the missing data 2]. The proposed technique solves this problem by choosing suitable weighting functions that minimise the errors, and also stabilise the estimation process. The weights are de ned in Eqn. 14{16, and are designed to discriminate equations which rely on few observations for their value (Eqn. 14), and on those with extreme values ofp(j), where the mapped^ (j) has extreme value (Eqn. 15).
The weighting structure is essential to the success of the MLR approach, since otherwise, the variables do not meet the assumptions made in the technique. The Gaussian in Eqn. 15 is chosen arbitrarily, but closely approximates the di erential of the logistic equation (Eqn. 6); the variance is chosen on an ad-hoc basis to allow the curve to smoothly move to zero at the extremes of the independent variable, 0 p 1. A total of 729 realisations of the MRF were taken. This experiment indicates the performance of the estimators relative to each other where both are expected to perform successfully.
ML estimation has lower bias and variance under these (ideal) circumstances, as might be expected of an optimal technique. However, these results show that the WLS technique has su ciently low bias and variance when the model order tted matches that of the MRF (i.e., when the model ts the data), making it an e ective (low bias) and stable (low variance) estimator. 
Series 2: Single realisation of multiple MRFs
The results in Fig. 3 show that the WLS estimator is, on average, as good as the ML estimator as long as the model tted represents the data; this is not to say that the WLS technique is theoretically better, simply that the ML technique is numerically less stable in certain regions of the parameter space, and consequently has poorer overall performance. Since ML is an optimal technique, WLS cannot be theoretically better; it can, however, be practically better in that it gives reasonable results more often.
These results indicate the performance across a wide range of parameter vectors, which is a signicantly more di cult problem than considering only a few parameter vectors. Our investigations have shown that parameter vectors at the extremes of the space are di cult to estimate and generate accurately, a problem which has not been addressed fully in the literature. This is of considerable practical importance since many greyplanes in textures of interest are only sparsely populated (which leads to a low value of the bias parameter, 0 ). However, calculating the marginals with the same results as used here indicates that the WLS technique has adequate performance across the range of parameter vectors considered (which is the reasonable range of use for this model), and in fact has more stable variance properties over much of the space than the ML technique.
As a caveat to the above conclusions, it should be noted that if the results which have a low mean square residual are extracted and processed separately (i.e., focusing only on regions where the estimation processes are both stable), the bias and variance from the ML results are signi cantly smaller than the WLS results (although the WLS bias is < 0:05, with variance 0:05, which are still acceptable). One of the bene ts of the WLS approach is that the results contain a measure of how well the model and image are tted; the residual error after parameter estimation can be used to determine which order of model to t to a given image. Fig. 4 shows the mean MS(Res) after tting as a function of the model order tted. First order models were used in the experiment as con rmed by the signi cantly lower value of MS(Res) for rst order model ts. These results correspond to a mean con dence limit on the parameters of the rst order model of 0:25.
Conclusions
This paper has presented the Weighted Least-Squares estimation of binary Markov Random Field parameters. The properties of WLS estimation are:
2 WLS is stable and e ective under normal conditions (section 3.2.1). 2 WLS is more stable on average than ML (section 3.2.2). 2 WLS can be used to indicate whether the model and data t each other as a byproduct of the estimation process (section 3.2.3). 2 WLS can be used to estimate con dence intervals on the parameters estimated (both for indication of accuracy and determination of whether the estimation has operated successfully). 2 WLS is signi cantly faster than ML estimation (typically 25-80 times faster depending on the model order). This makes it possible to use WLS iteratively in parameter estimation and generation of realisations of MRFs, and for local estimation of parameters. These properties make WLS estimation very useful in image analysis. The combination of more robust estimation, checks on estimation accuracy, model order and parameter con dence limits, and speedy execution are essential in applications where much of the estimation may have to be unsupervised, or where very large data sets have to be processed.
These experiments considered the performance of ML and WLS estimators over a large volume of the parameter space rather than a few sample vectors, thus giving a better examination of the e ects of numerical stability on likely normal performance.
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