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Abstract
This work considers systems with inactivity periods of unknown
duration. We study the question of scheduling “waking up” in-
stants in which a server can check whether the inactivity period
is over. There is a cost proportional to the delay from the mo-
ment the inactivity period ends until the server discovers it, a
(small) running cost while the server is away and also a cost
for waking up. As an application to the problem, we consider
the energy management in WiMax where inactive mobiles reduce
their energy consumption by entering a sleep mode. Various stan-
dards exist which impose specific waking-up scheduling policies
at wireless devices. We check these and identify optimal policies
under various statistical assumptions. We show that periodic fixed
vacation durations are optimal and derive the optimal period. We
show that this structure does not hold for other inactivity distri-
butions but manage to obtain some suboptimal solutions which
perform strictly better than the periodic ones. We finally obtain
structural properties for optimal policies for the case of arbitrary
distribution of inactivity periods.
1 Introduction
Mobile terminals using contemporary radios can benefit greatly
by shutting off the transceiver whenever there is no scheduled ac-
tivity. Nevertheless, if the attention of the mobile is suddenly re-
quired, the mobile will be shut off and therefore unavailable. The
longer the shut off (vacation) periods, the longer the expected re-
sponse delay. Therefore, one can identify the inherent tradeoff of
energy management: increase vacation length to improve energy
saving or decrease vacation length to reduce delays.
Past approaches (see references in [1]) have considered incom-
ing/outgoing traffic, the effect of setup time, or even the queueing
implications in the analysis. Concerning the arrival process, it has
been assumed to be Poisson, having a hyper-Erlang distribution or
a hyper-exponential distribution. In all cases, it does not depend
on the energy management scheme. As for delay, it is the average
packet delay in the system that is considered.
Recent works [8, 12, 7] focus on heuristic adaptive algorithms
whose goal is to control the vacation length according to the in-
coming arrival process. The work [10] derives an optimal sleep
policy using average cost structure for a given number of consec-
utive sleep durations.
Our work departs from the existing models in two aspects.
First, rather than an exogenous independent arrival process, we
have in mind elastic arrival processes in which (i) a “think time”
or “off time” begins when the activity of the server ends, and (ii)
the duration of the “on time” does not depend on the wake up de-
lay, defined as the time that elapses between the instant a request
is issued and the instant at which the request service actually be-
gins. Both assumptions are appropriate to interactive applications
such as web browsing. As a result, the measure for delay is taken
to be the wake up delay.
Our objective is to optimize the vacation duration in order to
achieve the desired balance between delay and energy saving.
We shall investigate in this paper optimal energy management
systems under one of the following assumptions on the off time
distribution: (i) Exponential distribution; (ii) Hyper-exponential
distribution; (iii) General distribution. The motivation behind
the hyper-exponential distribution assumption comes from works
that provide evidence of heavy-tailed off time distributions on
the Internet [11] and of Pareto type distribution on the World
Wide Web [3]. Furthermore, it is well-known that heavy-tailed
distributed random variables (rvs) can be well approximated by
hyper-exponential distributions [5].
Our contributions are as follows: (1) Our problem formulation
allows us to minimize the weighted sum of the two costs, which
is essentially obtaining the optimal tradeoff of delay against en-
ergy saving. We use dynamic programming (DP) which allows to
obtain the optimal vacation size at each wake up instant. (2) For
exponential off times, we show that the constant vacation policy
is optimal and we derive it. (3) For hyper-exponential off times,
we derive interesting structural properties. We show that the opti-
mal control is bounded. Asymptotically, the optimal policy con-
verges to the constant policy corresponding to the smallest rate
phase, irrespective of the initial state. This policy can be com-
puted numerically using value iteration. (4) For any general off
time distribution, we show that the optimal control is bounded.
(5) We propose suboptimal policies using policy iteration which
perform strictly better than optimal “homogeneous” policies and
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are simpler to compute. We show numerically the performance of
such suboptimal solutions using one stage and two stage policy
iteration. (6) We compare the proposed policies with that of the
IEEE 802.16e standard [6] under various statistical assumptions.
In the rest of the paper, Sect. 2 outlines our system model and
introduces the cost function. Section 3 introduces DP and derives
the optimal sleep control and relevant characteristics for hyper-
exponential off times. Section 4 tackles the problem of finding the
optimal policy under the worst case process of arrivals. Numeri-
cal results and a comparative study of the different (sub)optimal
strategies and of the IEEE 802.16e standard are reported in Sect.
5. Section 6 concludes the paper. Due to space limitations, most
proofs are omitted from the paper, but can be found in [1].
2 System Model
We consider a system with repeated vacations. As long as there
are no customers, the server goes on vacation. We are interested
in finding the optimal policy, so that at any start of vacation, the
length of this vacation is optimal. This system models a mobile
device that turns off its radio antenna while inactive to save en-
ergy. A vacation is then the time during which the mobile is sleep-
ing. At the end of a vacation, the mobile needs to turn on the radio
to check for packets.
Let X denote the number of vacations in an idle period. X is a
discrete random variable (rv) taking values in IN∗. The duration
of the kth vacation is a rv denoted Bk, for k ∈ IN
∗. For analytical
tractability, we consider vacations {Bk}k∈IN∗ that are mutually
independent rvs. The time at the end of the kth sleep interval
is a rv denoted Tk, for k ∈ IN
∗. We denote T0 as the time at
the beginning of the first vacation; by convention T0 = 0. We
naturally have Tk = Tk−1 + Bk =
∑k
i=1 Bi. Observe that a
generic idle ends at time TX .
We will be using the following notationY(s) := E[exp(−sY )]
to denote the Laplace-Stieltjes transform of a generic rv Y evalu-
ated at s. Hence, we can readily write Tk(s) =
∏k
i=1 Bi(s).
Let τ denote the time length between the start of the first vaca-
tion and the arrival of a customer; this time is referred to as the
“off time”. Since a generic idle period ends at time TX , the ser-
vice of the first customer to arrive during the idle period will be
delayed for TX − τ units of time.
τ is a rv whose probability density function is fτ (t), t ≥ 0. We
will be assuming that τ is hyper-exponentially distributed with n
phases and parameters λ = (λ1, . . . , λn) and q = (q1, . . . , qn).







qi = 1. (1)
Given its definition, the off time τ is also the conditional resid-
ual inter-arrival time. Observe that when n = 1, τ will be expo-
nentially distributed with parameter λ = λ1, which, thanks to the
memoryless property of this distribution, is equivalent to having
a Poisson arrival process with rate λ.
The energy consumed by a mobile while listening to the chan-
nel and checking for customers is denoted EL. This is actually a
penalty paid at the end of each vacation. The power consumed by
a mobile in a sleep state is denoted PS . The energy consumed by
a mobile during vacation Bk is then equal to EL+PSBk, and that
consumed during a generic idle period is equal to ELX +PSTX .
We are interested in minimizing the cost of the power save
mode, which is seen as a weighted sum of the energy consumed
during the power save mode and the extra delay incurred on the
traffic by a sleeping mobile. Let V be this cost; it is written as
follows
V := E [ǭ (TX − τ) + ǫ (ELX + PSTX)] (2)
= −ǭE[τ ] + ǫELE[X ] + ηE[TX ] (3)
where ǫ is a normalized weight that takes value between 0 and 1,
ǭ = 1 − ǫ, η := ǭ + ǫPS . The derivation of the elements of (3)
when τ is hyper-exponentially distributed is straightforward. We
derive




















Using (3)-(5), the cost can be rewritten





qiTk(λi) (ǫEL + ηE[Bk+1]) . (6)
Cost of IEEE 802.16e’s sleep policy Our system model en-
ables us to evaluate the cost, denoted VStd, incurred by the sleep
policy of the IEEE 802.16e protocol, and more precisely, the sleep
policy advocated for type I power saving classes [6]. There, va-
cations are deterministic (so we use small letters to express that)
and the size of a sleep window (i.e., a vacation) is doubled over
time until a maximum permissible sleep window, denoted bmax,
is reached. The size of the kth vacation is then
bk = b12
min{k−1,l}, k ∈ IN∗
where l := log2(bmax/b1). We also have
tk = b1
(
2min{k,l} − 1 + 2l(k − l)1I{k > l}
)
, k ∈ IN∗.
The cost of the standard’s policy is, using (6),






−λitk (ǫEL + ηbk+1) , (7)
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3 Dynamic Programming
Dynamic programming (DP) is a well-known tool which allows
to compute the optimal decision policy to be taken at each inter-
mediate observation point, taking into account the whole lifetime
of the system. Considering our system model, we want to iden-
tify the optimal sleep strategy where decisions are taken at each
intermediate wake-up instance. Hence, a DP approach is a natural
candidate for determining the optimal policy.
The observation points are at the end of the vacations, i.e., at
tk. The conditional residual off time at a time t is denoted τt. We
introduce the following DP:
V ⋆k (tk)= min
bk+1≥0
{





Here, V ⋆k (tk) represents the optimal cost at time tk where the ar-
gument tk denotes the state of the system at time tk. The terms
P (τtk > bk+1) and c(tk, bk+1) respectively represent the transi-
tion probability and the stage cost at tk when the control is bk+1.
In generic notation, the per stage cost is
c(t, b) = ǭE[(b − τt)1I{τt ≤ b}] + ǫ(EL + PSb). (8)
We can see that each stage is characterized by the distribution of
the residual off time τt. The state of the system in sleep mode can
then by described by the distribution of τt.
In the rest of this section, three cases will be considered follow-
ing the distribution of the off time. We start with the DP solution
for exponential off times, then derive some structural properties
of the DP solution for hyper-exponential off times. Last, the case
of general off times is considered: structural properties of the op-
timal policy are found and then suboptimal solutions through DP
are discussed.
3.1 Exponential Off Time
When arrivals form a Poisson process with rate λ, both the off
time τ and the conditional residual off time τt will be exponen-
tially distributed with parameter λ, whatever t is (i.e., whatever
stage). The distribution of τt is characterized solely by the rate λ.
In other words, as time goes on, the state of the system is always
represented by the parameter λ. Henceforth, the DP involves a
single state, denoted λ.
We are faced with a Markov Decision Process (MDP), a sin-
gle state λ, a Borel action space (the positive real numbers) and
discrete time. Note that the sleep durations are not discrete. How-
ever, decisions are taken at discrete embedded times: the kth de-
cision is taken at the end of the (k − 1)st vacation. Therefore,
we are dealing with a discrete time MDP. This is called “nega-
tive” dynamic programming [9]. It follows from [4] that we can
restrict to stationary policies (that depend only on the state) and
that do not require randomization. Since there is only one state
(at which decisions are taken) this implies that one can restrict to
vacation sizes that have fixed size and that are the same each time
a decision has to be taken. In other words, the optimal sleep pol-
icy is the constant one. Hence the optimal value is given by the
minimization of the following MDP:
















Proposition 3.1 The optimal vacation size for exponential off






















where W−1 denotes the branch of the Lambert W function
1 that is
real-valued on the interval [− exp(−1), 0] and always below −1.
3.2 Hyper-Exponential Off Time
We assume in this section that τ is hyper-exponentially dis-
tributed with n phases and parameters λ = (λ1, . . . , λn) and
q = (q1, . . . , qn).
3.2.1 Distribution of the Conditional Residual Off Time τt
The tail of τt can be computed as follows
P (τt > a) =
P (τ > t+ a)









, i = 1, . . . , n. (13)
We denote g(q, t) as the n-tuple of functions gi(q, t), i =
1, . . . , n. Observe that g(q, 0) = q. The operator g trans-
forms the distribution q into another distribution q′ such that∑n
j=1 q
′
j = 1 and q
′
j > 0.
Equation (12) is nothing but the tail of a hyper-exponential rv
having n phases and parameters λ and g(q, t). Except for the
probabilities of the n phases, the off time τ and its residual time
τt have the same distribution and same parameterλ. As time goes
on, the residual time keeps its distribution but updates its phases’
probabilities, through the operator g. It can be shown that





In other words, the operator g is such that the result of the trans-
formation after b1 + b2 units of time is the same as that of a first
transformation after b1 units of time, followed by a second trans-
formation after b2 units of time.
To simplify the notation, we will drop the subscript of the resid-
ual off time τt, and instead, we will add as argument the current
probability distribution (which is transformed over time through
the operator g). For instance, if at some point in time, the residual
off time has the probability distribution q′, then we will use the
notation τ(q′).
1The Lambert W function, satisfies W (x) exp(W (x)) = x. As y exp(y) =
x has an infinite number of solutions y for each (non-zero) value of x, the function
W (x) has an infinite number of branches.
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The results above can be extended to account for a random
passed time T . We have
P (τ > T + a | τ > T ) =
n∑
i=1
gi(q, T ) exp(−λia)
where





P (τ > T )
. (15)
There is an abuse of notation in the definition of gi(q, T ), as this
function depends on the distribution of T and not on the rv T it-
self. The function gi(q, T ) is not a rv. Observe that (13), where
time is deterministic, is a particular case of (15). Asymptotic
properties of g are provided next.






g(q,mB), where g1(q, B) is the vector whose ith element is
given in (15). Assume, without loss of generality, that λ1 ≤ . . . ≤
λn. Let e(i) be the n-dimensional vector whose ith element is 1
and all other elements are zero.
Lemma 3.1 Fix q and let I(q) be the smallest j for which qj >




m(q, b) = e(I(q)).
Lemma 3.1 states that, as time passes, the residual off time’s
distribution translates its mass towards the phase with the small-
est rate, and converges asymptotically irrespective of the initial
distribution. This suggests that there exists a threshold on the
time after which the optimal policy is the one that corresponds to
the optimal policy for state I(q).
Lemma 3.2 For any q we have
lim
q′→q
V (q′) = V (q).
Lemma 3.2 states that as the state converges, the value also con-
verges to the value at the converged state.
3.2.2 DP Solution
Below we formulate the optimization problem as an MDP where
the state space is taken to be the simplex of dimension n, i.e.
the set of probability measures over the set {1, 2, ..., n}. At each
stage, the residual off time sees its probability distribution being
updated. Let q0 denote the probability distribution of the total off
time. It is then the probability distribution of the residual off time
at time 0. Thanks to the property (14), the probability distribution
of the residual off time at stage k + 1, i.e., at time tk, is q =
g(q0, tk). Henceforth, there is a one to one relation between the
stage and the current probability distribution of the residual off
time. Without loss of optimality, either of them can be the state in
the MDP [2, Sect. 5.4].
The system state is denoted q and represents the current prob-
ability distribution of the residual off time. The initial state is q0.
We assume that the controller can choose any time b (a constant
or a rv) until he wakes up. The transition probabilities are simply
Pq,b,q′ = 1I{q
′ = g(q, b)} .
We are faced with an MDP with a Borel action space and a
state space that is the set of probability vectors q. Note however
that, starting from a given q, there is a countable set Q of q’s so
that only states within Q can be reached from q. Therefore we
may restrict the state space to the countable set Q. We can again
use [4] to conclude that we may restrict to policies that choose at
each state a non-randomized decision b, and the decision depends
only on the current state (and need not depend on the previous
history). We next show that there is some b such that actions
may be restricted to the compact interval [0, b] without loss of
optimality.
Consider the policy w that takes always a constant one unit
length vacation. It is easily seen that the total expected cost, when
using policy w, is upper bounded by







Here, ǭ is an upper bound on the expected waiting cost and 1 +
supi 1/λi is an upper bound on E[X ], the expected number of
vacations, and on E[TX ], the expected idle time. We conclude
that
Lemma 3.3 For all q, V (q) ≤ v.
Lemma 3.4 Without loss of optimality, one may restrict to poli-




{v + 1 + 1/(min
i
λi)}.
Proof Let u be an ǫ-optimal Markov policy that does not use
randomization, where ǫ ∈ (0, 1). If ui > b for some i then the
expected immediate cost at step i is itself larger than 1 plus the







> v + 1.
Thus, by switching from time i onwards to w, the expected cost
strictly decreases by at least 1 unit; thus u cannot be ǫ-optimal. 
We conclude that the MDP can be viewed as one with a count-
able state space, compact action space, discrete time, and non-
negative costs (known as “negative dynamic programming”). Us-
ing [9] we then conclude:
(i) The optimal value (minimal cost) is given by the minimal
solution of the following DP:



















(ii) Let B(q) denote the set of all b’s that minimize the right
hand side of (16) for a given q. Then any policy that chooses
at state q some b ∈ B(q) is optimal.
The value iteration can be used as an iterative method to com-




















Then V (q) = limk→∞ Vk(q), see [2]. The iteration is to be
performed for every possible state q. Lemma 3.1 implies that the
moving state, g(q, b), converges asymptotically to e(I(q)). To














3.3 General Distribution of Off Time
In this section, off times have a general distribution. As a conse-
quence, one can no longer expect that the residual off time will
keep the same distribution over time, updating only its parame-
ters. Therefore, the system state is the instant t at which a vaca-
tion is to start. We use again τt to denote the conditional residual
value of τ at time t (i.e., τ − t given that τ > t.
As a state space, we consider the set of non-negative real num-
bers. An action b is the duration of the next vacation. We shall
assume that b can take value in a finite set. The set of t reach-
able (with positive probability) by some policy is countable. We
can thus assume without loss of generality that the state space is
discrete. Then the following holds:
Proposition 3.2
(i) There exists an optimal deterministic stationary policy.
(ii) Let V 0 := 0, V k+1 := LV k, where
LV (t) := min
b
{c(t, b) + P (τt > b)V (t+ b)}
where c(t, b) has been defined in (8). Then V k converges
monotonically to the optimal value V ⋆.
(iii) V ⋆ is the smallest nonnegative solution of V ⋆ = LV ⋆. A sta-
tionary policy that chooses at state t an action that achieves
the minimum of LV ⋆ is optimal.
Proof (i) follows from [9, Thm 7.3.6], and (ii) from [9, Thm
7.3.10]. Part (iii) is due to [9, Thm 7.3.3]. 
Observe that V k expresses the optimal cost for the problem of
minimizing the total cost over a horizon of k steps.
Proposition 3.3 Assume that τt converges in distribution to some
limit τ̂ . Define v(b) := ĉ(b)/[1− P (τ̂ > b)]. Then
(i) limt→∞ V
⋆(t) = minb v(b).
(ii) Assume that there is a unique b that achieves the minimum
of v(b) and denote it by b̂. Then there is some stationary op-
timal policy b(t) such that for all t large enough, b(t) equals
b̂.
To recapitulate, we have shown, that for a general off time, it is
enough to consider deterministic policies to achieve optimal per-
formance. Also, if the residual off time distribution converges in
time then the optimal policy converges to the constant policy and
in fact becomes constant after finite time (under the appropriate
conditions). This can be shown to be the case with the hyper-
exponential distribution. Indeed, its residual time converges in
distribution to an exponential distribution, having as parameter
the smallest among the rates of the hyper-exponential distribu-
tion.
3.3.1 Suboptimal policies through dynamic programming
In this section, we propose a suboptimal solution approach us-
ing policy iteration for a few stages. For the rest of the stages,
we consider a static control that is computed through parametric
optimization.
Consider a class of policies in which all vacations are i.i.d.
exponentially distributed rvs. We will refer to this class as the
“Exponential vacation policy.” The optimal total cost under this
policy have been found in [1] to depend only on E[τ ], namely,
V ⋆e = ǫ(PSE[τ ] + EL) + 2
√
ǫηELE[τ ]. (17)





(ǫELE[τ ])/(ǭ + ǫPS). (18)
With one stage policy iteration, the vacations have the form
(b1, B,B, . . .) where B is an exponentially distributed rv with
mean b. We can use DP to compute the optimal policy within this
class. The problem is given by
V ⋆1 (0) = min
b≥0
{c(0, b1) + P (τ > b1)V
⋆(b1)} (19)
where V ⋆(b1) is equivalent to V
⋆
e in (17) after replacing the off
time τ with the residual off time at time b1, i.e., τb1 . The optimal
control identified through DP is b⋆1 and b
⋆.
When τ is hyper-exponentially distributed, the system state is
the distribution q which is transformed after each stage through
the operator g.
If we add the constraint that the first vacation should be expo-
nentially distributed with the same distribution as B, then we will
be back to the problem of finding an optimal exponentially dis-
tributed vacation with state-independent mean. Since we do not
impose this restriction, the policy obtained after one stage itera-
tion will do strictly better than the Exponential vacation policy.
This suboptimal method for one stage policy iteration can be
extended to more stages. Instances of the two stage policy itera-
tion are provided in Sect. 5. As the number of stages of the pol-
icy iteration increases, the suboptimal solution converges to the
optimal solution (obtained from (16) if τ is hyper-exponentially
distributed).
4 Worst Case Performance
We consider in this section the case where the off time is expo-
nentially distributed with an unknown parameter. When the distri-
bution of the parameter is known (Bayesian framework) the prob-
lem reduces to the study of the hyper-exponentially distributed off
time. In practice there could be many situations when the statis-
tical distribution of the off time is unknown or hard to estimate.
In such non-Bayesian frameworks, we can conduct a worst-case
analysis: optimize the performance under the worst case choice
of the unknown parameter. We assume that this parameter lies
within the interval [λa, λb]. The worst case is identified as fol-
lows














































Optimal policy at ε= 0.1
Optimal policy at ε= 0.9





































Optimal policy at λ= 0.1
Optimal policy at λ= 5
(b) b⋆ versus ǫ


































Optimal policy at ε= 0.1
Standard policy at ε= 0.1
Optimal policy at ε= 0.9
Standard policy at ε= 0.9
































Optimal policy at λ= 0.1
Standard policy at λ= 0.1
Optimal policy at λ= 5
Standard policy at λ= 5
(b) V ⋆ versus ǫ
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Two stage suboptimal policy
One stage suboptimal policy
Exponential vacation policy
Standard policy
(b) Costs versus ǫ
Figure 3: Sleep durations and costs with hyper-exponential off
times.
Given that τ is assumed to be exponentially distributed, it is
enough to analyze the case of the Constant vacation policy, which
has been found to be the optimal in Sect. 3.1. The minimal
cost under this policy is given in (11). We have studied (11)
using the mathematics software tool, Maple 11. We found the
following: V ⋆(λ) is a monotonic function, decreasing with λ;
limλ→+∞ V
⋆(λ) = ǫEL; and limλ→0 V
⋆(λ) = +∞. Thus, the
optimal control under worst case is the one corresponding to the
smallest rate in the interval considered, i.e., λw = λa.
5 Numerical Investigation
In this section we show some numerical results of our model,
when the off time τ is either exponentially or hyper-exponentially
distributed. In each case, the best control and the corresponding
cost are computed. The cost VStd of the standard’s policy is re-
ported (using (7)) for comparison. The physical parameters are
set to the following values: EL = 10, and PS = 1. The parame-
ters of the standard protocol are b1 = 2 and l = 10.
5.1 Exponential Off Time
In this case, the optimal is to fix all vacations to the value found
in (10). This optimal control is depicted in Fig. 1. We naturally
find that the optimal sleep duration decreases as λ increases. The
physical explanation is that, a large arrival rate forces the server
to be available after shorter breaks, otherwise the cost is too high.
Also, as ǫ gets smaller, the extra delay gets more penalizing (cf.
(2)), enforcing then smaller optimal sleep durations.
Figure 2 depicts the optimal (cf. (11)) and standard (cf. (7))
costs. Observe in Fig. 2(a) how the cost decreases asymptotically
to ǫEL (1 for ǫ = 0.1 and 9 for ǫ = 0.9) as foreseen in Sect. 4. As
λ decreases, the increase of the optimal cost is due to the increase
of the optimal sleep duration, while for the standard’s policy the
cost increase is due to the extra (useless and costly) listening. The
optimal cost increases with ǫ (cf. Fig. 2(b)). Small values of ǫ
make the cost more sensitive to delay, thereby enforcing vacations
to be smaller and subsequently incurring smaller costs.
The cost of the standard’s policy is high at small ǫ, when delay
is very penalizing. This is because the standard has been designed
to favor energy over delay. As the vacation size increases expo-
nentially over time, the extra delay can get very large.
5.2 Hyper-Exponential Off Time
In this case, we are able to compute two suboptimal policies using
policy iteration. We compare the performance of these to that of
the Exponential vacation policy and the standard’s policy. The
off time distribution is hyper-exponential with parameters λ =
{0.2, 3, 10} and q = {0.1, 0.3, 0.6}. The suboptimal solutions
are evaluated using (19), the exponential vacation policy using
(17)-(18) and the standard’s policy using (7).
The performance of the four policies is depicted in Fig. 3
against the energy coefficient weight ǫ. Naturally, the subopti-
mal policies perform strictly better than the Exponential vacation
policy, having the two stage iteration policy strictly outperform-
ing the one stage one (cf. Fig. 3(b)). Interestingly, for large value
of ǫ, the standard’s policy outperforms all the other policies. As
observed earlier, the standard favors energy over delay, so that at
large ǫ, it is very efficient in reducing the cost. It is expected how-
ever that n-stage policy iteration will outperform the standard for
sufficiently large n.
6 Concluding Remarks
We have introduced a model for the control of vacations for opti-
mizing energy saving in wireless networks taking into account the
tradeoff between energy consumption and delays. Previous mod-
els studied in the literature have considered an exogenous arrival
process, whereas we considered an on-off model in which the off
duration begins when the server leaves on vacation and where the
duration of the on time does not depend on when it starts. We
derived the optimal policy in case of a Poisson arrival process and
found many structural properties of the optimal policy for hyper-
exponential and general off times. Suboptimal policies have been
6
derived in this case using one and two stage policy iteration.
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