Abstract: Looking at predictive accuracy is a traditional method for comparing models. A natural method for approximating out-of-sample predictive accuracy is leave-one-out crossvalidation (LOOCV) -we alternately hold out each case from a full data set and then train a Bayesian model using Markov chain Monte Carlo (MCMC) without the held-out; at last we evaluate the posterior predictive distribution of all cases with their actual observations. However, actual LOOCV is time-consuming. This paper introduces two methods, namely iIS and iWAIC, for approximating LOOCV with only Markov chain samples simulated from a posterior based on a full data set. iIS and iWAIC aim at improving the approximations given by importance sampling (IS) and WAIC in Bayesian models with possibly correlated latent variables. In iIS and iWAIC, we first integrate the predictive density over the distribution of the latent variables associated with the held-out without reference to its observation, then apply IS and WAIC approximations to the integrated predictive density. We compare iIS and iWAIC with other approximation methods in three kinds of models: finite mixture models, models with correlated spatial effects, and a random effect logistic regression model. Our empirical results show that iIS and iWAIC give substantially better approximates than non-integrated IS and WAIC and other methods.
1 Introduction (2002) . Some authors have pointed out connections and discrepancies of DIC with out-ofsample information criterion [see Plummer (2008) ; Watanabe (2010a) ; Gelman et al. (2014) ].
However, nowadays we often need to compare models with latent variables. DIC is typically implemented by treating latent variables as unknown parameters otherwise DIC will be too hard to implement; however, this treatment is lack of theoretical justification; see a detailed discussion in . Recently, a newer criterion called WAIC (widely applicable information criterion) was proposed by Watanabe (2009 Watanabe ( , 2010b , which has been evaluated in several simple models by Gelman et al. (2014) . WAIC operates on predictive probability density of observed variables rather than on model parameters, hence, it can be applied in singular statistical models (ie, models with non-identifiable parameterization). Watanabe (2010a) has proved that WAIC is equivalent to CV information criterion asymptotically as random variables of training data, and that on average of both training and evaluation (future) data, both WAIC and CV information criterion are asymptotically equivalent to out-of-sample information criterion using his singular statistical learning theory (Watanabe, 2009 ). However, WAIC is only justified for problems where observed data are independently distributed with a population distribution.
In this article, we introduce two predictive evaluation methods based on IS and WAIC for use in Bayesian models with unit-specific and possibly correlated latent variables. IS and WAIC can be simply applied to the (non-integrated) predictive density of observed variables, which is conditional not only on the model parameters, but also latent variables associated with a validation unit that is supposed to be left out in CV. However, the actual observations on the validation unit used in full data posterior often bring more bias into the latent variables associated with the validation unit (perhaps more than into the model parameters) than IS or WAIC correction alone can eliminate. To eliminate the bias in the latent variables associated with the validation unit, one remedy is to temporarily discard the latent variables in full data posterior sample, and integrate the non-integrated predictive density with respect to the conditional distribution of the latent variables associated with the validation unit that is conditional on only the model parameters but not the actual observations, which will lead to an integrated predictive density. Using the same way we obtain integrated evaluation function. We then apply IS and WAIC formulae to the integrated predictive density and evaluation functions, which results in two predictive evaluation methodsIntegrated Importance Sampling (iIS) and Integrated WAIC (iWAIC). The required integrals can be obtained analytically in some models, otherwise, can often be easily approximated using Monte Carlo methods or other numerical methods. Vehtari (2001) ; Vanhatalo et al. (2012 Vanhatalo et al. ( , 2013 have used iIS for computing information criterion, a special but very important case of predictive evaluation, in Gaussian process latent variable models in their matlab toolbox GPstuff. For computing information criterion, one uses only the integrated predictive density (see equation (21)), for which GPstuff used analytical method for Gaussian likelihood, and numerical approximation for non-Gaussian likelihood; this is documented by the manual for GPstuff but their technical report (Vanhatalo et al., 2012) did not discuss the details of iIS. Our article gives iIS a detailed discussion.
In addition, we provide a formula for iIS that is applicable to general evaluation function; in particular, our formula can be used also for computing CV posterior p-value. We have also proved the equivalence of iIS and actual CV. The main contribution of this paper is to use illustrative examples to demonstrate the necessity and benefit of integrating away the latent variables associated with the validation unit. For computing CV posterior p-value, iIS is also related to another method called ghosting method, which was proposed by Marshall and Spiegelhalter (2007) , and also discussed by Held et al. (2010) . Ghosting method discards latent variables associated with the validation unit and re-generates them from the distribution without reference to the actual observations of the validation unit using Monte Carlo method to compute a tail probability (evaluation function), but ghosting method does not use importance re-weighting to correct for the bias in model parameters; hence, ghosting method can be deemed as a partial implementation of iIS.
The remaining of this article will be organized as follows. In Section 1, we describe a class of Bayesian models with unit-specific models that iIS and iWAIC can be applied to. In Section 2, we describe how to perform actual cross-validation evaluation, and give relevant posterior distributions. We will then describe iIS and iWAIC in general terms in Sections 4 and 5, respectively. In Section 6, we compare iIS and iWAIC to other approximation methods in three simple examples -a mixture modelling problem, a problem using random effect logistic models, and a disease mapping problem that uses spatially correlated random effects.
Our empirical results show that iIS and iWAIC provide significantly closer approximates to actual CV evaluation results than ordinary IS and WAIC, as well as other methods. The article will be concluded in Section 7. In Appendices, we give a sketch of the working procedures of iIS and iWAIC.
Bayesian Models with Unit-specific Latent Variables
The new predictive evaluation methods that we will describe is for use in Bayesian models with unit-specific latent variables. Throughout this paper, we use bold-faced letters to denote vectors and matrices. Suppose we have n observations y obs 1 , · · · , y obs n on n observation units (aka cases, such as persons, locations, time points, or a combination of them). We model them as a realization of random variables y 1 , · · · , y n . In many problems, we introduce a latent variable (often random vector, sometimes called random effects, missing data) b i for each unit i from which y obs i is observed, then we will model y i and b i with certain statistical distributions parametrized by θ. Conditional on b i and θ (often also on a covariate variable x i that will be omitted in following equations for simplicity), we assume that y 1 , · · · , y n are statistically independent, with probability density P (y i |b i , θ), which we will call non-integrated predictive density in this article. If we assume independence between b 1 , · · · , b n given θ, then the marginalized distributions of random variables y 1 , · · · , y n given θ are also independent for each i, for example in mixture models. For modelling spatial and time series data, we often assume that the latent variables b 1 , · · · , b n are dependent for modelling correlations between locations or time points (see an example in Section 6.3). In Figure 1 : Graphical representation of Bayesian latent variables models. The double arrows in the box for b 1:n mean possible dependency between b 1:n . Note that the covariate x i will be omitted in the conditions of densities for b i and y i throughout this paper for simplicity. the following general discussion, we will assume that b 1 , . . . , b n are correlated. Figure 1 gives a graphical representation of the models described here.
Throughout this paper, we will use notation a 1:n to denote the collection of all a j : {a j |j = 1, . . . , n}, and use a −i to denote the collection of all a j except a i : {a j |j = 1, . . . , n, j = i}.
Suppose conditional on θ, we have specified a density for y i given b i : P (y i |b i , θ), a joint prior density for latent variables b 1:n : P (b 1:n |θ), and a prior density for θ: P (θ). The posterior of (b 1:n , θ) given observations y obs 1:n is proportional to the joint density of y obs 1:n , b 1:n , and θ:
where C 1 is the normalizing constant involving only with y obs 1:n .
Actual Cross-validatory Predictive Evaluation
To do cross-validation, for each i = 1, . . . , n, we omit observation y obs i , and then draw MCMC samples from CV posterior distribution of model parameter and latent variables P (θ, b 1:n |y obs −i ):
where C 2 is the normalizing constant involving only with y obs −i . Note that, in equation (2), we assume that the possible structures information (e.g. spatial relationships between n locations) among b 1:n are not lost, with only the value of y obs i omitted. After we draw MCMC samples of (θ, b 1:n ) from (2), and then drop b i , we obtain MCMC sample of (θ, b −i ) from the marginalized CV posterior P (θ, b −i |y obs −i ):
where P (b −i |θ) is the marginalized prior density for b −i induced from the specified joint prior for b 1:n , i.e.,
From the above expression, we see that sampling from P post(-i) is equivalent to sampling from P post(-i), M and then generating b i from the conditional prior P (b i |b −i , θ). Therefore, this way to perform cross-validation makes use of the assumed structure in b 1:n (such as neighbouring relationships between spatial units, see the example presented in Section 6.3) through P (b i |b −i , θ), in predicting y i given y obs −i . This treatment indeed regards the structure information in b 1:n as fixed covariate and being known. We feel that this treatment is reasonable because we are interested in comparing competing models for the conditional distribution of y 1:n given the structure between the n units, rather than the distribution of the structure itself. This is similar to how the cross-validation is done in linear models, for which we assume that the values of the covariates (explanatory variables) of the test case are known when we make prediction of the response of the test case.
The purpose of performing CV is to evaluate certain compatibility (or discrepancy) be- 
The expectation in (5) can be approximated by averaging a(y
The first example of a is the value of predictive density function P (y i |b i , θ) at the actual observation y obs i :
The expectation of (6) with respect to P post(-i) is CV posterior predictive density P (y 
A smaller value of CVIC indicates a better fit of a Bayesian model to a real data set. The second is to set a in (5) as the p-value given model parameter and latent variable for unit i (Marshall and Spiegelhalter, 2003, 2007) :
where P r means probability of a set, as we have used P as density; also y i should be a scalar for such situations. The expectation of (8) 
which is a tail probability of CV posterior predictive distribution with density P (y i |y
The purpose of computing CV posterior p-value is to check the discrepancy of the observation 4 Importance Sampling (IS) Approximation
Non-integrated Importance Sampling
Importance weighting (Gelfand et al., 1992 ) is a natural choice for approximating CV prediction evaluation based on the posterior given the full data set. For general and detailed discussion of importance sampling techniques, one can refer to Geweke (1989); Neal (1993) ; Gelman and Meng (1998); Liu (2001) . If our samples are from P post (θ, b 1:n |y obs 1:n ), but we are interested in estimating the mean of a with respect to P post(-i) (θ, b 1:n |y obs −i ) as in (5), importance weighting method is based on the following equality for CV expected evaluation:
where E post [ ] is expectation with respect to P post (θ, b 1:n |y obs 1:n ), and
Note that, we can multiply any constant to the above important weight since they will be canceled in the fraction of (10); also we use subscript nIS denote application of importance sampling (shortened by nIS) to the non-integrated predictive density, in contrast to iIS to be given in next section. In words, important sampling estimates the expected evaluation by finding Monte Carlo estimates of the two means in the fraction of (10) with only MCMC samples from P post (θ, b 1:n |y obs 1:n ). We can apply equation (10) to estimate means of any evaluation function a with respect to the CV posterior distribution of (θ, b i ).
Particularly, in computing CVIC, the evaluation function a(y
which is the same as 1/W nIS i (θ, b 1:n ) in equation (11). Therefore, the numerator of (10) is just 1 when applied to compute CVIC. Therefore, the CV posterior predictive density P (y obs i |y obs −i ) is equal to harmonic mean of the non-integrated predictive density P (y
with respect to P (θ, b 1:n |y obs 1:n ):
Based on the equality (12), nIS estimates the CV posterior predictive density by:
The corresponding nIS estimate of CVIC using (13) 
Integrated Importance Sampling
In theory, the nIS estimate (10) To improve nIS, we can re-generate b i from P (b i |b −i , θ), with the observation y obs i removed, as the actual cross-validation simulation does; see equation (4). The formal formulation of such re-generation procedure is given as follows. First we note that using equation (4), we can rewrite the expectation in (5) as
where,
We will call (16) as an integrated evaluation function.
We will also discard b i temporarily for validation unit i in MCMC samples from the full data posterior P post (θ, b 1:n |y obs 1:n ). The marginalized full data posterior of (θ, b −i ) is
We will call the second factor in (17) integrated predictive density, because it integrates away b i without reference to y obs i . For ease in reference, it is explicitly given below:
Using the standard importance weighting method, we will estimate (15) by
where
is the integrated importance weight:
In particular, for estimating CVIC, A × W iIS i = 1. Therefore, the iIS estimate of the CV posterior predictive density based on equality (19) is given by:
Accordingly, iIS estimate of CVIC using (21) is −2
ence from nIS estimate (13) is only the replacement of non-integrated predictive density
. Note that we can also write the expectation E post, M ( ) in equations (19) and (21) as E post ( ), because we still find Monte
Carlo estimates with samples of (θ, b 1:n ) from P post (θ, b 1:n |y obs 1:n ), but without using b i .
The integration over b i in equations (16) and (18) is the essential difference of iIS to nIS.
For using iIS, we need to find their values. In some problems, they can be approximated with finite summation, or calculated analytically. Otherwise, we will re-generate b i given (b −i , θ) with no reference to y obs i , which is often easy. Note that this re-generation needs to be done for each i = 1, . . . , n. Sometimes, much computation can be shared by these n re-generating processes since they are all conditional on θ; see the example in Section 6.3.
WAIC Approximations
In this section, we describe a generalized WAIC method, iWAIC, for approximating CV predictive density in Bayesian models with correlated latent variables.
We will first describe WAIC for models with no latent variables (or models after we integrate away latent variables that are independent for units given parameters). In such models, observed variables y 1 , . . . , y n are independently distributed with a probability distribution P (y|θ) conditional on model parameters θ. After we obtain MCMC samples for θ given observations y obs 1 , . . . , y obs n , a version of WAIC (Watanabe, 2009 (Watanabe, , 2010b is given by:
where E post and V post stand for mean and variance over θ with respect to P (θ|y obs 1 , . . . , y obs n ).
By comparing the forms of WAIC and CVIC (7), we can think of that in WAIC, the CV posterior predictive density is approximated by:
In words, WAIC corrects for the bias in mean of training predictive density of y . This way to look at WAIC also provides the approach to assess statistical significance of differences of WAICs of different models by looking at differences in means of log CV posterior predictive densities, which was advocated by Vehtari and Lampinen (2002) for CVIC itself.
For the models given in Section 2 with possibly correlated latent variables, a naive way to approximate CVIC is to apply WAIC directly to the non-integrated predictive density of y obs i conditional on θ and b i :
We will refer to (24) as non-integrated WAIC (or nWAIC for short) method for approximating CV posterior predictive density. The corresponding information criterion based on (24) is:
This way to apply WAIC indeed treats latent variables as model parameters. nWAIC is not justified by the theory for WAIC. However, practitioners may likely apply WAIC to Bayesian models with latent variable this way for the sake of convenience.
Our research (to be presented next) will show that nWAIC cannot correct for the bias in unit-specific latent variables entirely. We propose to apply WAIC approximation to the integrated predictive density (18) to estimate the CV posterior predictive density:
Accordingly, iWAIC for approximating CVIC is given by :
In Section 4, we have theoretically shown the equivalence of iIS to CV predictive evaluation for models with correlated latent variables, which holds as long as the support of full data posterior is not a subset of the CV posterior. However, we haven't proven any sort of equivalences ofP iWAIC andP nWAIC to CVIC. The derivations of formulae for nWAIC and iWAIC for models with correlated latent variables are only heuristic, borrowing the asymptotic equivalence of WAIC estimate (23) and CVIC expressed with harmonic mean (IS) (12) (without b i ) for models without latent variables, which is proved by Watanabe (2010a) .
6 Data Examples
Finite Mixture Models for Galaxy Data
In this section, we look at the performance of iIS and iWAIC in approximating CVIC of fitting finite mixture models to Galaxy data (Postman et al., 1986; Roeder, 1990) which is used very often to demonstrate mixture modelling methods. We obtained the data set Figure 2 : Histograms of Galaxy data and three estimated density curves using MCMC samples from fitting finite mixture models with different numbers of components, K = 4, 5, 6 and the full data set. from R package MASS. The data set is a numeric vector of velocities (km/sec) of 82 galaxies from 6 well-separated conic sections of an unfilled survey of the Corona Borealis region.
We applied mixture modelling to the velocities divided by 1000. A histogram of these 82 numbers is shown in each plot of Figure 2 , which also shows three fitted density functions to be discussed later. Our purpose of computing CVIC for finite mixture models is to determine the numbers of mixture components, K, that can adequately capture the heterogeneity in a data but don't overfit the data. The finite mixture model that we used to fit Galaxy data is as follows:
Here we set the prior mean of µ k to 20, which is the mean of the 82 numbers, and set the scale for Inverse Gamma prior for σ 2 k to 20, which is the variance of the 82 numbers.
The finite mixture model (equations (28) - (32)) falls in the class of models depicted by Figure 1 : the observed variable is y i , the model parameters θ is (µ 1:K , σ 2 1:K , p 1:K ), and the latent variable b i is mixture component indicator z i . In this model, the latent variables z 1 , . . . , z n are independent given the model parameter θ. It follows that y 1 , . . . , y n are independent given θ.
We used JAGS (Plummer, 2003) to run MCMC simulations for fitting the above model to Galaxy data with various choice of K. To avoid the problem that MCMC may get stuck in a model with only one component, we followed JAGS eyes example to restrict the MCMC to have at least a data point in each component. All MCMC simulations started with a randomly generated z 1:n , and ran 5 parallel chains, each doing 2000, 2000, and 100,000
iterations for adapting, burning, and sampling, respectively.
We ran actual 82 cross-validatory MCMC simulations with each of the 82 numbers removed (set to NA in JAGS). After each simulation, we computed actual CV posterior predictive density P (y obs i |y obs −i ) using equation (5) with evaluation function a set to φ(y
where φ represents normal density. Using all 82 values of CV posterior predictive densities, we can compute CVIC using equation (7). The CVICs for different choices of K based on one simulation for each K are displayed in Table 1 . We repeated computing CVICs quite a few times, and the results were almost the same, with only differences in the 2nd decimal.
We then considered approximating CVIC using four different methods (nIS, nWAIC, iIS, iWAIC) from a single MCMC simulation that is based on all of the 82 numbers. The nonintegrated predictive density for this model is P (y obs i |z i , θ) as specified in (28) WAIC to mixture models with latent variables z 1:n integrated out. For each choice of K, we computed the above four criteria as well as DIC (using R package R2jags) for 100 independent MCMC simulations. Table 1 shows the means of these 100 information criterion values for each approximation method, with standard deviations shown in brackets. From the table, we see that the naive applications of WAIC and IS to nonintegrated predictive densities P (y obs i |z i , θ) do not work satisfactorily. They are both highly downward biased. Furthermore, nWAIC chooses over-complex models because nWAICs keep decreasing until K = 7, and nIS estimates of CVIC have very high variances. DICs for this example turn into a mess because the model parameters are non-identifiable. iIS and iWAIC provide significantly closer estimates of actual CVIC, with much smaller standard deviations, than other methods. These results show that using integrated predictive densities significantly improves accuracy of nIS and nWAIC. The results of iWAIC may not be surprising because here iWAIC is just application of WAIC to the marginalized models with latent variables z 1:n integrated out, in which observed variables y 1 , . . . , y n are independent given model parameters. Watanabe (2010a) has proven the asymptotic equivalence of WAIC and CVIC in such models. iIS is also theoretically justified in Section 4.
CVIC is the sum of minus twice of log CV posterior predictive densities. Therefore, the statistical significance of the differences of two CVICs (or estimates) can be accessed by looking at the population mean differences of two groups of log CV posterior predictive densities (Vehtari, 2001; Vehtari and Lampinen, 2002) . We conducted one-sided paired ttest to test whether a finite mixture model with K components provides a better fit (larger mean of CV posterior predictive densities) to Galaxy data than a mixture model with K − 1 components. The p-values of the comparisons for K = 3, . . . , 7 for actual CV posterior predictive densities are given in Table 2 (column CVIC). We also conducted the same test for log CV posterior predictive densities estimated by four different methods (nIS, iIS, nWAIC, iWAIC). Due to the variations in these estimates, we computed the p-values 1000 times by randomly drawing two simulation results from models with K and K − 1 components. We then computed the mean of the 1000 p-values. Table 2 shows the results for all four different estimation methods. From the table, we see that iIS and iWAIC provides much closer pvalues to those based on actual CV posterior predictive densities than nIS and nWAIC.
These p-values indicates that mixture models with 5 components are adequate to capture the heterogeneity in Galaxy data, and 6-component mixture models does not provide better fit with statistical significance. These conclusions can be visualized by the density curves given by fitting resulting with K = 4, 5, 6, where the curves with K = 4 and K = 5 are different, but the curves with K = 5 and K = 6 are almost the same.
Last, we explain why naive applications of IS and WAIC to non-integrated predictive densities cannot provide good estimates of CV posterior predictive densities. Fig-Figure 3 : Scatter-plot of non-integrated predictive densities against µ z i , given MCMC samples from the full data posterior (3a) and the actual CV posterior with the 3rd number removed (3b), when K = 5 components are used. 
A Simulation Study with Finite Mixture Models
In this section, we report a simulation study with the same mixture models described in Section 6.1. We simulated 100 data sets, each containing 200 data points y i from a mixture distribution with K = 4 normal components: (1/4)N (−7, 1)+(1/4)N (−2, 1)+(1/4)N (1, 1)+
(1/4)N (7, 1). The kernel density of one of the data sets are shown in Figure 4 . From this plot, we see that the middle two components may be hard to separate in some data sets. 
Density
We fitted each of the 100 data sets using the exactly same way described in Section 6.1, and then computed information criterion (IC) using each of the five methods (nWAIC, nIS, iWAIC, iIS and DIC). Table 3 show the IC values for two selected data sets. Table (4a) shows averages of IC values in 100 data sets, for each model indexed by K (row) and for each method for approximating CVIC (column). Table (4b) shows frequencies of selected models in 100 data sets by looking at the minimum IC value computed with each of the five methods (column). In both of the data sets shown in Table 3 , nWAIC and nIS select the model with K = 7, which is more flexible than the true data generating model, which has K = 4. This is typical for the 100 data sets, which can be seen from Tables (4a) Neal (1995) . However, this poses difficulty in model selection by looking at CVIC. We've noticed that recently Wang and Gelman (2014) have also discussed the insensitivity of CVIC. They explain the insensitive as that the the criterion CVIC itself is not sensitive in distinguishing models for binary data. Overall, how to determine a threshold for CVIC (even computed with actual cross-validation) for selecting models, particularly among models with slight difference, is still a problem, which demands further study. Looking at the population mean of log CV posterior predictive density may be an option, as we discuss in Galaxy data analysis results. However, we feel that generally this may be too conservative because a model is better than another not because it can provides better predictive accuracy for "most" observations (resulting in a sharp change in population mean -CVIC), but rather it can provide better prediction only for a fraction of observations. Perhaps, we should look at the proportion of units whose predictions have been improved with a more complex model.
Random Spatial Effect Models for Scottish Lip Cancer Data
In this section, we investigated the performance of iIS and iWAIC in an analysis of Scottish lip cancer data, which was used in Stern and Cressie (2000); Spiegelhalter et al. (2002); Plummer (2008) . The data set was extracted from the paper by Stern and Cressie (2000) .
The data represents male lip cancer counts (over the period 1975 -1980) in the n = 56 districts of Scotland. At each district i, the data include these fields: (1) the number of observed cases of lip cancer, y i ; (2) the number of expected cases, E i , calculated based on standardization of "population at risk" across different age groups; (3) the percent of population employed in agriculture, fishing and forestry, x i , used as a covariate; and (4) a list of the neighbouring regions.
The y i , for i = 1, . . . , n, is modelled as an independent Poisson random variable conditional on λ i and E i :
where λ i denotes the underlying relative risk for district i, and E i stands for expected counts.
Let s i = log(λ i ) and X = (x 1 , . . . , x n ) . We consider four different models for the vector s = (s 1 , · · · , s n ) conditional on X and neighbouring information between districts:
where Φ = (I n − φC) −1 M is a matrix for capturing the spatial correlations amongst the n districts, in which, the elements of C are: 
where N i is the set of neighbours of district i. From (38), we see that φ controls the degree of spatial dependency of s i on its neighbours. At a higher level, diffused priors are assigned to α, β, τ , and φ: α ∼ N (0, 1000 2 ), β ∼ N (0, 1000 2 ), τ 2 ∼ Inv-Gamma(0.5, 0.0005), φ ∼ Unif(φ 0 , φ 1 ), where (φ 0 , φ 1 ) is the interval for φ such that Φ is positive-definite (see Stern and Cressie, 2000) . In model (34), we consider both spatial and linear effects of x i in modelling s. One may also consider other models. Model (35) considers only spatial effect; model (36) considers only linear effect; and model (37) considers none of spatial and linear effect. We are interested in comparing goodness-of-fits of the four models to lip cancer data set so as to determine which model is the most appropriate for Scottish lip cancer data.
CVIC is one criterion for measuring goodness-of-fit.
All the above four models belong to the class of Bayesian latent variable models depicted by Figure 1 . The observable variable is y i , the latent variable is s i , and the model parameters θ in model (34) are (α, β, τ, φ), and a subset of it for other models depending on which are used in respective models. We used OpenBUGS through R package R2OpenBUGS to run MCMC simulations for fitting each of the above models to Scottish lip cancer data. For each simulation, we ran two parrallel chains, each with 15000 iterations, and the first 5000 were discarded as burn-in.
For each model, we first ran actual 56 cross-validatory MCMC simulations with each of the 56 obervations removed (set to NA in OpenBUGS) and then computed actual CV posterior predictive density P (y obs i |y obs −i ) using equation (5) with evaluation function set to dpoisson(y obs i |λ i E i ) -Poisson probability mass function with parameter λ i E i . Then we computed CVIC using equation (7). We computed actual CVIC 10 times for each model although actual LOOCV gives very stable results. The averages and standard deviations of 10 CVICs for different models are displayed in Table 5 . From this table, we see that the spatial+linear model is optimal for the Scottish lip cancer data according to CVIC.
We then consider approximating CVIC with four different methods (nIS, nWAIC, iIS, and iWAIC) from a single MCMC simulation based on all of the 56 observations. The nonintegrated predictive density used in computing nIS and nWAIC with equations (13) and (24) is dpoisson(y obs i |λ i E i ), where λ i = exp(s i ). Next, we describe how to compute iIS and iWAIC for model (34). The integrated predictive density (18) required by (21) and (26) is:
where P (s i |θ, s −i ) is given by equation (38). Because there is no closed form for the integral (39), we use Monte Carlo method to estimate it by generating 200 random numbers from P (s i |s −i , θ) (note, this is done for each retained MCMC sample of (θ, s 1:n ) and each validation unit i, with s i alternately discarded). Finally, based on computed values of P (y
for all MCMC samples, we can then compute iIS and iWAIC approximates of CV posterior predictive densities (with equations (21) and (26) We repeated computing the values of the above four criteria as well as DIC for 100 independent MCMC simulations based on each model. The means of these 100 information criterion values for each method and each model are shown in Table 5 , with standard deviations shown in brackets. We see that, iIS and iWAIC provide significantly closer approximates to actual CVIC than nIS, nWAIC and DIC; furthermore, the approximates by iWAIC and iIS are almost identical to actual CVIC. In contrast, DIC has large biases and variances when spatial effects are considered, and also the mean DIC of the spatial + linear model is bigger than the mean DIC of the model with spatial effects only. This suggests that, if we randomly draw one MCMC simulation out of the 100 ones based on each model, the probability that DIC does NOT pick up the spatial+linear model as the optimal model is (Spiegelhalter et al., 2002) . In summary, the integration applied to latent variables associated with each validation unit substantially improve the estimates of CVIC given by nWAIC and nIS.
The good approximations of CVIC by iIS may not be surprising, because our derivation in Section 4.2 has shown their equivalence in these models. It is surprising to note that the heuristic iWAIC also gives estimates very close to CVIC for model (34) and (35), which contain actually correlated random effects. Furthermore, note that iWAIC has smaller standard deviations and biases than iIS. Therefore, the equivalence of iWAIC to iIS (or CVIC) deserves more empirical and theoretical investigations in the future.
CV Posterior p-values in Logistic Regression for Seeds Data
We consider comparing different methods for computing posterior p-values for identifying outliers in applying logistic regression with random effects to Seeds data, a classic example of WinBUGS (http://www.mrc-bsu.cam.ac.uk/bugs/winbugs/Vol1.pdf). We obtained the data set from the previous link. The example is taken from Table 3 of Crowder (1978) . The study concerns about the proportion of seeds that germinated on each of 21 plates arranged according to a 2 by 2 factorial layout by seed and type of root extract. For i = 1, . . . , 21, let r i be the number of germinated seeds in the ith plate, n i be the total number of seeds in the ith plate, x i1 be the seed type (0/1), and x i2 be root extract (0/1). The conditional distribution of r i given n i , x i1 and x i2 are specified as follows:
and parameters α 0 , α 1 , α 2 , α 12 are assigned with N (0, 10 6 ) as prior, and σ 2 is assigned with
Inverse-Gamma (0.001, 0.001) as prior. The above model is a member of Bayesian latent variable models depicted by Figure 1 . The observable variable is r i , the latent variable is b i , the covariate variable vector is (n i , x i1 , x i2 ), and the model parameter vector θ is (α 0 , α 1 , α 2 , α 12 ). We used JAGS to run MCMC for fitting the above model to the Seeds data.
For each simulation, we ran 5 parallel chains, each running 1000 iterations for adapting, 2500
iterations for burning in, and 10000 iterations for sampling.
The p-value (given parameters and latent variable) defined by (8) for this example is the right tail probability of Binomial distribution with number of trials n i and success rate p i :
where r For each MCMC sample, we first average both p-value(r obs i , θ, b i ) and dbinom(r obs i ; n i , p i ) with respect to P (b i |θ) to find the integrated evaluation p-value (equation (47)) and the integrated predictive density (equation (18)) respectively, then compute the weighted average of the integrated p-values with the reversed integrated predictive density as weights over all MCMC samples using formula (19). We can see that the way to obtain ghosting p-value is the same as finding integrated p-value in (47) when b 1:n are independent given θ, but without using the reversed integrated density to correct for the optimistic bias in full data posterior of parameters. Therefore, ghosting method can be viewed as a partial implementation of iIS method presented here. From the figure, we see that the p-values given by posterior checking are more concentrated around 0.5 than the actual CV posterior p-values, and do not appear to be uniformly distributed (Gelman, 2013) . This is because in computing each p-value, the observed value r To measure more precisely the accuracy of estimated p-values to the actual CV p-values, we use absolute relative error in percentage scale defined as
wherep 1:n are estimates of p 1:n . This measure emphasizes greatly on the error betweenp i and p i when p i is very small or very large, for which we demand more on absolute error than when p i is close to 0.5. A similar measure (only using p i in denominator) is used by Marshall and Spiegelhalter (2007) . Here we modify the denominator because large p-values are important too. Table 6 shows the averages of REs over 100 independent simulations for each method. Clearly, we see that iIS is the best among the four, and improve significantly ghosting and posterior checking methods. 
Conclusions and Discussions
In this article, we have introduced two methods (iIS and iWAIC) for approximating leaveone-out cross-validatory predictive evaluations for models with unit-specific and possibly correlated latent variables. The innovation in iIS and iWAIC is that we replace the nonintegrated predictive density and evaluation functions by the integrated predictive density and evaluation functions. iIS is applicable to models with non-identifiable parametrization for which DIC may not be suitable; and also applicable to models with correlated latent variables for which WAIC is not. The extent of applicability of iWAIC remains to be investigated.
We have tested iIS and iWAIC in four examples, in which iIS and/or iWAIC provide almost identical approximates to what given by actual leave-one-out cross-validation, whereas other methods show large discrepancies. In addition, we have found that iWAIC is slightly more stable than iIS.
Although our empirical results show that iIS and iWAIC provide better approximates of CVIC than DIC, we notice that the implementations of iIS and iWAIC are much more complicated, and requires users to have basic knowledge in statistics and scientific computing (for example a degree in statistics). For the moment, we do not know how to automate their applications as DIC, which can be embedded into a black-box MCMC sampler program. This is a direction for future research one can pursue.
Applicability of iWAIC to models with correlated latent variables still requires more empirical and theoretical investigations. The results of our empirical studies in the lip cancer data give an example that iWAIC provides very close approximates to CVIC. However, we have to be cautious in the generalization of iWAIC to other models and problems. In the future, we will empirically test iWAIC in many other models using correlated latent variables, for example, the stochastic volatility models used for modelling financial time sequences (Jacquier et al., 2002; Gander and Stephens, 2007) , multivariate spatial models (Feng and Dean, 2012) , and many other models considering spatial and temporal correlations (Waller et al., 1997) . We will also investigate iWAIC theoretically, probably using the tools for singular statistical models developed by Watanabe (2009) .
There is also much research work needed to generalize and extend iIS and iWAIC. We have only shown how to integrate latent variables away in the models where they are unitspecific to improve ordinary nIS and nWAIC. In many models, a latent variable is shared by many observations. It is still unclear to us how to improve nIS and nWAIC in such models.
More ambitiously, we may wonder whether there is a method that requires little technical work but provides very good predictive evaluation for all Bayesian models.
The insensitivity of CVIC is another important problem that demands further research, as we discuss in Section 6.2. One may consider other evaluation function than log predictive density for capturing sensitively the difference among models. One may also consider other methods for comparing two sets of log predictive densities resulting from two competing models. However, we think that the method we present in this article for latent variable models may be generally useful for providing better approximation of cross-validatory quantities regardless of the choice of evaluation function. ).
Then, we can find iIS weight: .
Note that, if we are only interested in computing CVIC, don't need to do step 2(b), and take the numerator in (48) to be 1 as warranted by theory.
B Working procedure of iWAIC 
