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Abstract—In order to meet the needs of sEMG signal control 
in human-computer interaction, an estimation of grip force based 
on wavelet analysis and neural network is proposed. Firstly, the 
acquisition of EMG signals and the extraction methods of 
traditional features are described based on the introduction 
platform. Then, the wavelet decomposition and reconstruction 
algorithm is used to analyze the sEMG signals and extract the 
corresponding energy characteristics. Different grasp force of 
and sEMG signals are collected simultaneously to be extracted to 
form the corresponding feature matrix, which is used to train BP 
Neural Network and LSTM model. Those are evaluated by root 
mean square error, whose results show that 
1.0 0.4RMSE    of BP network and 1.8 0.5RMSE    
of LSTM model. 
Keywords—sEMG, Wavelet packet analysis, BP neural 
network, LSTM 
I. INTRODUCTION 
Surface electromyographic signals (sEMG) are a large 
number of motor unit acton potentials (MUAP) generated 
during muscle contraction, which are superimposed by the 
conduction of muscle, subcutaneous tissue and skin, and 
finally reflected on the surface of the skin integrated electrical 
effects[1]. To a certain extent, the acquisition device of the 
myoelectric signal is a device for detecting the surface voltage 
of the muscle, and the corresponding data information is 
formed by recording the change of the voltage[2]. Because 
sEMG is easy to pick up and non-invasive, it has been widely 
used as a tool in recent years to evaluate the movement state 
of muscles and to realize the analysis of active movement 
process[3]. Related research applications in addition to some 
notable achievements in medical rehabilitation training[4]. 
Based on sEMG, it is widely studied to identify the movement 
intentions of human hands[5], namely the type of motion[6], 
the magnitude of motion[7], the speed of motion[8], and the 
output force. It has gradually developed into a wider field of 
gesture recognition and human-computer interaction[9]. The 
main work of sEMG-based human hand motion pattern 
recognition is to study the action pattern of identifying the 
hand from the surface EMG signal, that is, the feature 
extraction and motion pattern recognition of sEMG[10], [11]. 
Wu et al. realized the classification of five gestures based on 
the single-channel sEMG signal, which greatly reduced the 
complexity of the original multi-channel gesture 
recognition[12]. Sun et al. based on DS evidence theory and 
effectively improved the recognition efficiency of human 
upper limb movements through sEMG signal and Kinect 
multi-sensor data fusion[13]. The method of deep learning has 
been well implemented based on image gesture recognition, so 
some research attempts to introduce deep learning methods 
based on surface EMG signals, and achieved certain  
results[14]–[16]. Accuracy, diversity and real-time are 
essential for complex applications such as rehabilitation and 
human-computer interaction. However, in the current 
recognition of hand motion intentions, most of the research is 
focused on the recognition of motion types, and there is less 
research on the hand output force related to motion.  
As for sEMG-force relationship, some researchers tried to 
build the model with computational algorithms such as the 
Hill model[17], polynomial fitting model[18], fast orthogonal 
search (FOS) [19], and parallel cascade identification (PCI) 
[20].Zhang et al. studied the relationship between joint force 
muscle activation and joint force based on HD-sEMG and 
realized the recognition of joint force[21]. Xu et al. used 
LSTM and CNN to achieve the evaluation of sEMG-based 
hand output force, but the force identification and prediction 
made by this method is the output effect of instantaneous force, 
and the required data samples and the requirements of the 
higher computing environment[22].  
Existing research indicates that some results have been 
achieved in the prediction performance of sEMG-based hand 
movement forces, but there is still room for improvement in 
identifying diversity and real-time. At the same time, the 
research results of the output of the opponent's output force 
are concentrated on the estimation of the instantaneous output 
force of the hand, and the estimation of the static force for a 
long time is less. Due to the inherent characteristics of the 
sEMG signal and the effects of muscle fatigue, the sEMG 
signal of the hand that maintains the static force for a long 
time is greatly disturbed, and relatively large fluctuations 
occur. Therefore, in this case, an estimation method of hand 
static force based on sEMG signal and neural network is 
proposed, including wavelet decomposition and extraction of 
features of the sEMG of the opponent.  
The performance of the BP neural network LSTM model 
was determined experimentally, with RMSE of 1.0 0.4  a 
respectively, enabling the estimation of force. 
II. MUSCLE ELECTRICAL SIGNAL ACQUISITION AND 
WAVELET DECOMPOSITION FEATURE EXTRACTION 
A. Synchronous acquisition system of myoelectric signal and 
force 
The sEMG signal acquisition instrument used in this paper 
has 10-bit A/D conversion accuracy and sampling frequency 
of 1000Hz. It communicates with the host computer through 
the USB interface, and can simultaneously collect 16 channels 
of sEMG signals at the same time. Simultaneous acquisition of 
the sEMG and output force of the hand is achieved using the 
FingerTPS force sensor. Figure 1 shows the muscle electrical 
signal and force acquisition device used and Figure 2 shows 
the system interface for surface EMG signals and force 
acquisition 
 
Fig. 1 .Surface EMG signal acquisition device 
 
Fig. 2 Surface EMG signal and force synchronization acquisition interface 
B. Wavelet decomposition and feature extraction of EMG 
signals 
Since the acquired EMG signal is a time-series signal with 
complex nonlinearity, it is necessary to perform feature 
extraction before estimating the output force of the hand. 
Feature extraction of myoelectric signals is usually a time 
domain method, a frequency domain method, and a time-
frequency domain method. Commonly used time threshold 
feature extraction methods include absolute value mean, 
variance, zero crossings, Willison amplitude, and so on. 
1) Absolute value mean 
sEMG exhibits strong randomness in amplitude, and the 
positive and negative amplitudes are usually symmetrical. The 
absolute value operation converts the amplitude of the signal 
into a positive value, which can intuitively reflect the 
contractile strength of the muscle. The larger the absolute value, 
the greater the contraction strength of the muscle. The 
mathematical expression for the absolute value of the mean 
value under the sliding window is as follows: 
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In which, 
jx is the current sampled data; N is the length of 
the sliding window. 
2) Variance 
Variance is a measure of the degree of dispersion of a 
random variable or a set of data. The larger the variance value, 
the larger the difference between most data and the mean. The 
mathematical expression is: 
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In which, x  is the data mean; N is the sequence length of 
the data. 
3) Zero crossings 
The zero-crossing point describes the number of times the 
signal passes through the 0-axis during a period of time[23]. 
This feature estimates the frequency domain characteristics of 
the signal from the perspective of the time domain. The 
mathematical expression of the zero-crossing point under the 
sliding window can be: 
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4) Willison amplitude 
Willison's magnitude is a measure proposed by Willison in 
1963 to calculate the number of changes in signal amplitude 
over a period of time[24], [25]. The Willison amplitude under 
the sliding window can be expressed as: 
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sEMG is essentially a non-stationary bioelectrical 
signal[26]. Therefore, in addition to these traditional surface 
EMG signals, new features can be extracted by wavelet packet 
transform[27]. Wavelet packet transform is a signal analysis 
method developed on the basis of wave analysis theory. It has 
multi-scale analysis capability and good time-frequency 
localization characteristics. It can provide higher time-
frequency resolution than wavelet transform, which is very 
suitable for non-stationary analysis. Transient and time-varying 
characteristics of the signal. Wavelet packet transform includes 
two processes: wavelet packet decomposition and wavelet 
packet reconstruction. 
Wavelet decomposition algorithm: 
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In which, 
2l mh   and 2l mg   are two sets of functions under 
the scale j , so the next scale
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 can be 
calculated by the decomposition algorithm using the coefficient 
1j   of the scale j  . 
Wavelet reconstruction algorithm: 
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The reconstruction algorithm can use the coefficients  
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 and 
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under the scale 1j   to reconstruct the 
coefficient 
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 of the scale j . 
The original EMG signal ( )f t  is decomposed by wavelet 
and projected onto the wavelet packet base to obtain a series of 
functions
1,j n
ld

. Using these coefficients EMG feature 
extraction needs to determine the type of basis function used. 
Since the wavelet packet decomposition contains many basis 
functions, finding the optimal wavelet decomposition base 
requires an appropriate cost function ( )M x for evaluation. By 
using the cost function to evaluate the common wavelet packet 
base, we finally choose to use the db3 function to perform the 
3-layer wavelet packet decomposition to extract the feature 
vector.  
After 3 layers of wavelet packet transform, the original 
EMG signal ( )f t  is decomposed into different frequency 
band components. The decomposition effect can not only 
reflect the frequency domain detail information of the original 
signal, but also the signal reconstructed by the decomposition 
coefficient and the original signal remain. Consistent, fully 
embodies the ability of the decomposition coefficient to restore 
the original signal information. Therefore, the wavelet packet 
decomposition coefficient of the sEMG signal in different 
action modes is extracted as a feature, which can provide good 
conditions for the hand output force. Since this paper mainly 
predicts the output force of the opponent, the energy 
characteristics under each decomposition coefficient are 
extracted by wavelet packet transform. Figure 3 shows a 
schematic representation of the reconstructed sEMG signal for 
each channel component after decomposition by wavelet 
packet. In the figure, the first line of pictures is the original 
signal, and the subsequent ones are reconstructed signals of the 
frequency band components. The collected signals are sorted 
according to the force from small to large and the energy 
signals of the respective components are extracted, as shown in 
Fig.4. It can be seen from the figure that the energy 
information of the components of the first frequency band is 
the largest and the distribution is relatively uniform. Therefore, 
the energy information of the surface EMG signal of the first 
frequency band is selected as a feature to predict the hand 
output force. 
 
Fig. 3 . Reconstruction of surface EMG signals of each coefficient after wavelet packet decomposition 
 
Fig. 4 . Energy distribution map of each frequency band 
III. EXPERIMENT AND RESULT ANALYSIS 
In order to ensure that the subject can output a stable 
force as much as possible, the subject experimenter has a little 
time to pre-train. The data used in this experiment had a hand 
output force of 1.1-9.9 kg, and the interval between each value 
was 0.1kg and maintained for 10 seconds. 
A. Design and training of predictive models for BP neural 
networks 
As a kind of nonlinear technology with no special 
requirements on data distribution, artificial neural network can 
effectively solve the problem of non-normal distribution and 
nonlinear evaluation. BP neural network, as a mature network 
model in artificial neural network, can “learn” or discover the 
relationship between variables by adjusting weights and 
thresholds to realize classification of objects and prediction of 
data, so in pattern recognition, image analysis and processing, 
control and other fields have a wide range of applications. 
This paper uses the structure of a 4-layer neural network, 1 
input layer, 2 hidden layers, and 1 output layer. As shown in 
Fig. 5 and Fig. 6, the case of training a neural network can be 
seen, and it can be seen from the figure that the network can 
converge faster. Figure 7 shows the linear regression analysis 
realized by BP neural network. It can be concluded that the 
data points are evenly distributed on both sides of the 
predicted model, and the correlation coefficient can reach 
above 0.95. In order to further judge the performance of the 
model, this paper uses RMSE as the evaluation index, and the 
performance of the test model is RMSE=1.01 (Fig. 9). 
 
Fig5 BP neural network training process diagram. 
 
Fig6 Gradient change process of BP neural network 
 
 
Fig6 Regression analysis of the prediction model diagram 
 
Fig7 BP neural network model performance check 
B. Design and training of LSTM prediction model 
The surface EMG signal is a typical time series signal, 
and the design of the BP neural network model ignores the 
sequence information in the signal. Therefore, by constructing 
a predictive model with timing signals, it is possible to 
effectively reduce the interference of the factors such as 
fatigue and noise on the output force during the process of 
maintaining the static output force of the hand. A typical time 
series data processing model is the LSTM model. 
LSTM is a special model of RNN. Because the RNN 
model contains a looping network, the device can handle 
memory that the traditional network cannot handle, and can 
allow information to be persisted. A typical RNN network is 
shown in Figure 9. 
 
Fig. 9. RNN loop and expansion 
LSTM is optimized on the basis of RNN. It avoids long-
term dependency problems through deliberate design and 
solves the long-term dependence problems that RNN cannot 
solve. It has achieved some success in speech recognition, 
language modeling, translation, picture description and other 
issues, but it has less application in surface EMG signals. 
 
Fig. 10 LSTM Loop Module 
The time of each force of the acquired surface EMG 
signal is divided into 10 segments and the features are 
extracted and constitute a new time series. The collected data 
is divided into training sets and test sets in a ratio of 8:2. The 
model structure used in this paper is 1 input layer, 2 layers of 
LSTM layers (hidden nodes are 40 and 10 respectively), and 
one layer is fully connected. The training process is shown in 
Figure 12. It can be seen from the figure that the model can 
converge quickly. One of the RMSEs of the model was shown 
in Figure 13. Through multiple sets of tests, the performance 
of the LSTM-based surface EMG signal prediction model was 
RMSE =1.92. 
 Fig.11. LSTM model training process 
 
Fig.12. LSTM model test results 
IV. SUMMARY 
Aiming at the requirement of long-term steady-state hand 
gripping force of surface muscle electrical signals in human-
computer interaction, an estimation of hand static gripping 
force based on sEMG is proposed. During the gripping force 
of the opponent's part for 10 seconds, the force signal and the 
surface EMG signal were acquired synchronously, and the 
traditional feature extraction and energy feature extraction of 
the wavelet packet were used to form the feature matrix. The 
constructed EMG signal feature matrix is input into the 
constructed BP network model and the LSTM model for force 
estimation. The experimental results how that the recognition 
model based on BP neural network has better performance. 
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