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Resumo
Neste trabalho analisamos, em particular, um algoritmo que segue a trajetória central asso­
ciado a um problema de complementariedade linear monótona, gerando pontos em vizinhanças 
grandes da trajetória. Esse algoritmo baseia-se em passos que procuram uma aproximação 
rápida da face ótima do problema, e, quando houver necessidade, em passos corretores, que 
provocam uma aproximação à trajetória central.
A trajetória central termina no ponto conhecido como ótimo central, que é o centro analítico 
da face ótima.
Neste trabalho mostramos como este algoritmo gera seqüências que convergem para o ótimo 
central, e como o algoritmo de centralização é acelerado pela aproximação desse ponto.
Abstract
In this work we analyse an algorithm that follows the central path associated with a mono­
tone linear complementary problem, generating points in the large neighborhoods of the path. 
This algorithm is based in steps that look for a fast approximation of the optimal face of the 
problem, and, when necessary, corrector steps that cause an approximation to the central path.
The central path ends in the point known as optimal center, corresponding to the analytic 
center of the optimal face.
In this work we show how this algorithm generates sequences wich converge to the optimal 
center, and how the centering algorithm is acelerated when it approaches this point.
*
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Capítulo 1
Introdução
Neste trabalho descrevemos um algoritmo de trajetória central para o Problema de Comple- 
mentariedade Linear (LCP) monótona horizontal, baseado em iteradas viáveis. Este algoritmo 
começa de um sistema não linear dado pelas condições de otimalidade, e resolve o sistema por 
aplicações inteligentes do método de Newton. O formato do problema, que será formalmente 
descrito no próximo capítulo, é o seguinte:
Encontrar (x, s) G M2n tal que
xs = 0
(P) Qx + Rs  =  b
x ,s  > 0,
onde b G iR71, e Q ,R €  JRnxn são tais que para quaisquer u, v G Mn,
se Qu +  Rv = 0 então u*v > 0.
Esta formulação trivialmente inclui os Problemas de Programação Linear (PL) e de Progra­
mação Quadrática Convexa expressados por suas condições de otimalidade.
Há muito tempo, a pesquisa em métodos de pontos interiores para programação linear tem 
sido dominada pelo estudo dos algoritmos Primal-Dual. Estes métodos foram originados a 
partir da descrição da trajetória central feita por Megiddo [12] e seguidos pelos algoritmos de 
Kojima, Mizuno e Yoshise [11] e Monteiro e Adler [14]..
Algoritmos de trajetória central operam essencialmente da seguinte forma:
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Cada iteração começa com um par viável (x,s)  e um parâmetro // > 0 tal que um critério 
é satisfeito. Este critério é a medida de proximidade, que certifica que (x , s) está próximo do 
ponto central associado a /i. A iteração consiste em pegar um passo de Newton (com ou sem 
busca linear) para se aproximar da condição xs  =  //+e, onde //+ =  7 //, 7 € (0, 1).
A medida de proximidade associada com o par viável (x, s) e um parâmetro fx > 0 usadas 
neste trabalho, serão dadas na norma Euclidiana e norma Infinito.
Algoritmos baseados em vizinhanças grandes têm maior complexidade, mas são geralmente 
mais eficientes na prática.
Devemos saber que o passo de Newton, citado acima, é sempre uma combinação de dois 
passos; de acordo com as escolhas de 7 : o passo afim-escala, que tenta alcançar xs  =  0 em 
apenas uma iteração (com 7  =  0); e o passo de centralização, que tenta uma busca do ponto 
central, fazendo /z+ =  [i (com 7  =  1 ).
Atualmente os melhores resultados teóricos relacionando razão de convergência e complexi­
dade computacional são obtidos pelos algoritmos Preditor-Corretor. Esses algoritmos baseiam- 
se: em passos preditores, que procuram uma aproximação rápida da face ótima do problema 
com buscas lineares; e isto resulta, em cada iteração, em um ponto na vizinhança da trajetória 
central. E passos corretores, que provocam uma aproximação à trajetória central, feita por um 
algoritmo (algoritmo de centralização), baseado no método de Newton.
Resultados teóricos mostram que essa centralização pode requerer um grande número de 
passos de Newton, quando a vizinhança usada pelo passo preditor é grande.
Por esta razão estudam-se maneiras que realizem essas centralizações apenas quando há 
necessidade; evitando assim o grande custo computacional.
Uma das maneiras de se fazer isto é criar um novo critério de decisão. E este critério está 
fortemente relacionado com a medida de proximidade primai, que será estudada com detalhes 
no capítulo 3.
As iterações combinando esses passos seguem a trajetória central, que nos leva para a face 
ótima do problema.
A face ótima de um problema de complementariedade linear monótona é caracterizada por 
uma partição dos índices das variáveis em dois subconjuntos: algumas variáveis (conhecidas 
como variáveis pequenas) são nulas sobre a face ótima, e outras (conhecidads como variáveis
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grandes) são positivas no interior relativo dessa face. A trajetória central termina no ponto 
conhecido como ótimo central, que é o centro analítico da face ótima.
Neste trabalho descrevemos que o comportamento do algoritmo de centralização é forte­
mente influenciado pela precisão com que são conhecidas as variáveis grandes: se essas estão 
próximas de seus valores centrais, então o número de passos de centralização necessários em 
cada iteração do algoritmo será pequeno.
Fazemos também uma análise computacional dessas propriedades, com problemas aleatórios 
e o algoritmo programado em Matlab.
Este trabalho está estruturado como segue:
Na seção 2 descrevemos os LCP’s e suas principais propriedades. Na seção 3 enunciamos 
os resultados mais fortes do trabalho. E na seção 4 fazemos uma análise computacional desses 
resultados.
1.1 Convenções
Dado os vetores x, d, as correspondentes letras maiúsculas denotam as matrizes diagonais X , D  
definida pelos respectivos vetores. O símbolo e representará o vetor onde todas as componentes 
são o escalar 1 , com a dimensão dada pelo contexto.
Dada a matriz A, o espaço nulo e o espaço coluna são denotados por J\f(A) e 7l(A) respec­
tivamente. A matriz de projeção sobre N (A )  é Pa , e seu complementar é Pa =  P  — Pa - 
Denotaremos a operação componente-a-componente de vetores pela notação usual para 
números reais. Então, dados dois vetores u ,v  de mesma dimensão, uv, u/v  , etc. denotarão 
os vetores com componentes Uí/ ví, etc. Note que uv =  Uv e se A  é uma matriz, então 
Auv = AUv.
Frequentemente usaxemos a notação 0(.) e £)(.) para expressar relação entre funções. Nosso 
uso mais comum será associado com a sequência xk de vetores e uma sequência nk de números 
reais positivos. Neste caso, x k =  0(fik) significa que existe uma constante K  (dependente dos 
dados do problema) tal que para todo k £ IN, jxfc <  Kfj,k. Igualmente, se xk > 0, xk =  fi(/xfc) 
significa que (xk)~l = 0 ( l / n k). Finalmente, x k ~  / /  significa que xk =  0(fj,k) e xk =
Usaremos a mesma notação paxa relacionarmos um ponto x  em um conjunto parametrizado
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por /x, digamos E^. Dizemos que x — 0(//) (respectivamente: x  =  0(/x), x ^  ji) sempre que 
existir uma constante K  tal que (para fi suficientemente pequeno) para todo x G E^, ||x|| < Kji  
(respectivamente: ||a;||- 1  =  0 ( 1 / (j), ||a;|| ~  //). Em particular, x  ~  1 em E  significa que existem 
constantes K 2 > K x > 0, tais que qualquer x £ E  satisfaz K x < Xi < K 2, i =  1,
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Capítulo 2 
O Problema de complementariedade 
linear monótona
Obs.: Gostaríamos de ressaltar que os resultados deste capítulo são partes integrantes de
[7]-
Neste capítulo vamos descrever o Problema de Complementariedade Linear Monótona e 
destacar suas principais características e propriedades. O Problema de complementariedade 
linear monótona será estabelecido no seguinte formato: Encontrar (x, s) E M2n tal que
xs  =  0
(jP) Qx + Rs = b
x ,s  >  0,
onde b G ST1, e Q, R e  JR!nxn são tais que para qualquer u, v e  IR'n,
se Qu + Rv — 0 então u*v >  0.
Esta condição é chamada de: Condição de monotonicidade.
O conjunto viável para (P ) e o conjunto de soluções interiores são, respectivamente:
F  =  {(x, s) € !R2n | Qx +  Rs  =  b, x, s > 0},
F° = {(x, s) G F  | x > 0,s > 0}.
Dizemos que x é viável se existe s tal que (x, s) G F. Igualmente, s é viável se (x, s) G F  
para algum x.
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O conjunto de soluções ótimas e o conjunto de soluções ótimas estritamente complementares 
são, respectivamente:
T  =  {(£,s) € F  | xs  =  0},
— {(x,s) € T  | x + s > 0}.
Este formato é um tanto geral:
Exem plo: O prob lem a de program ação quadrá tica . O problema de programação 
quadrática convexa é
minimizar ê x  +  \ x lH x  
sujeito a Ax  =  b 
x > 0,
onde c 6 M 1, b G Mm, A  € Mmxn, e H  € JRnxn é uma matriz semi-definida positiva.
A condição necessária e suficiente de otimalidade (Condição de Karush-Khun-Tucker) para 
este problema é
x ts — 0 
—H x  +  A*w +  s =  c 
Ax — b 
x, s > 0
Seja B  uma matriz cujas linhas geram o espaço nulo de A. Multiplicando a segunda equação 
por B, obtemos a relação equivalente —B H x  +  B s  =  Bc, tal que (x ,w ,s ) satisfaça o sistema 
de otimalidade de primeira ordem se e só se
x*s =  0
A 0 X b
- B H B s Bc
x, s > 0
Agora, seja u ,v  € JRn tal que Au = 0 e —H u  +  Atw +  v =  0. Multiplicando esta equação 
por u*, obtemos u*v = UlHu  > 0, e concluimos que a condição de otimalidade constitue um 
problema de complementariedade linear monótona.
Para o caso de programação linear, isto também é trivialmente verdade, com H  =  0.
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2.1 P ontos centrais e face ótim a
P ontos cen trais. A dificuldade para se resolver (P )^  devida ao problema combinatório xs  =  0. 
Um problema mais fácil de se resolver é o seguinte problema perturbado:
xs  =  jite 
Qx + Rs = b 
x ,s  > 0 
[x > 0.
Sabemos de [10] que este sistema tem solução única (x(/z), s(fj)) que é chamado de ponto 
central associado ao parâmetro /z > 0. O conjunto de pontos centrais define uma curva diferen- 
ciável fj, > 0 -¥ (x(/z), s (h)) chamada trajetória central. A trajetória central é uma curva que 
atravessa o conjunto dos pontos interiores, mantendo sempre uma distância razoável das faces 
não-ótimas de F  e termina no centro analítico da face ótima (x*, s*), que será definido a seguir.
Os algoritmos de trajetória central são algoritmos que seguem esta trajetória.
Dado n > 0, queremos encontrar (x, s) tal que xs  =  /ze. Podemos então avaliar o desvio 
desta condição por uma medida de proximidade.
Portanto, dado (x, s) 6 F  e n  > 0, as proximidades de (x, s) para (x(/x), s(/z)) são estimadas 
pelas medidas
xs5{x,8,fi) = 
8ao{x,S,n) =
— e
V 
xs
V
Estas proximidades definem vizinhanças da trajetória central. Dado a  6 (0 ,1 ) e /i° > 0; a 
vizinhança pequena e a vizinhança grande são, respectivamente
jVa =  {(x, s) 6 F  | S(x, s,n) < a para algum fj, < //°}
M 30 =  {(^, s ) e F \  Sooix, s, ix) < a para algum n < //°}.
Um par (x, s) é central se e só se ele satisfaz ô(x,s,n)  =  0 para algum /z € (0, /x0]. Se 
5(x, s,fj) =  S € (0,1), então
xs
—  = e + P,
V
=  ô .
^  =  npi( 1 +  e), |e| <n y/n
De maneira análoga para a proximidade S temos:
+  llPiloo -A*
Pré-multiplicando esta expressão por et, obtemos:
s—  < n  + Sn, pois \ép\ < nô.
V
Então:
x ts ^ „
—  ^  A*(l +  <£)■ n
Em ambos os casos, temos:
x^s—  < 2/í => < 2n/i. n
Isto mostra que para um ponto em J\ía ou A/"oc, /-t mede o ”gap de complementariedade” x ts ; 
que, no caso dos problemas de programação linear e quadrática, é o gap de dualidade. Em 
particular, em um ponto central, ou seja, (x, s) =  (x ([jl) ,s (//)), /i =
Isto justifica os algoritmos de trajetória central, que geram seqüências (xk,sk,fj,k) tal que 
//* —>• 0 e ô(xk,s k,/jLk) < a  € (0, 1).
Ou ainda de (P^), podemos fazer a seguinte interpretação: adicionando xi(fx)si(fx) =  n, 
vemos que x(nYs(fj,) — n/j,. Tomando x ts como a função objetivo para minimizar; é suficiente 
encontrar (aproximadamente) pontos na trajetória central com /i —> 0.
Face ó tim a. O conjunto de soluções ótimas de (P ) é uma face do poliedro F, denotada por 
T .
A face é caracterizada por uma partição {B, N, T}  do conjunto de índices, chamada partição 
ótima, tal que i 6 T  se Xi = 0 e st- =  0 para toda solução ótima; i € B  ou i 6 N, respectivamente, 
se existe uma solução ótima (x, s) tal que Xj > 0 ou Si > 0.
Neste trabalho precisamos de uma análise separada do comportamento das então chamadas 
variáveis grandes x b , sjv e as variáveis pequenas x n , s b ■ Uma grande simplificação é obtida 
pelas seguintes hipóteses discutidas abaixo:
Pré-multiplicando esta expressão por et, obtemos:
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Notemos que a monotonicidade não é afetada pela reordenação. E a direção de Newton, 
que será estudada na próxima seção, juntamente com a vizinhança da trajetória central, são 
invariantes em relação a esta transformação. O que significa que todos os algoritmos baseados 
no passo de Newton e proximidade da trajetória central são invariantes com relação a esta 
permutação de variáveis.
É claro que nos algoritmos não se usa o conhecimento desta partição ótima, pois ela é 
desconhecida. No capítulo 4 descreveremos um procedimento para estimar a partição ótima 
(Indicador de Tapia), e construiremos um algoritmo baseado nessas estimativas.
Quando for conveniente, suporemos que as variáveis foram ordenadas como mencionado 
acima, sem alterar sua notação. Obviamente isto somente podè ser feito em estudos teóricos, o 
que significa que os algoritmos não podem usar esta reordenação.
Neste capítulo assumimos que as variáveis são ordenadas como foi mencionado acima, e 
então x  e s são respectivamente os vetores das variáveis grandes e pequenas.
Obs.: Freqüentemente chamaremos x  e s respectivamente de variáveis primai e dual; apesar
de ser um abuso de linguagem, principalmente pelo fato de termos reordenado as variáveis.
\
2.2 O passo de N ew ton
Considere o Problema (P).
Algoritmos de pontos interiores primais-duais buscam em cada iteração uma solução aprox­
imada para o problema abaixo, que corresponde à busca de um ponto na trajetória central:
xs  =  u+e, (2.1)
Qx +  Rs  =  6,
A solução deste problema é impossível em tempo finito.
Dados (x, s) G F°, estudamos a seguir o Passo de Newton para a busca do ponto central 
associado a //+ > 0, a partir de (x, s).
x + =  X  +  u, s + =  s +  V,  
onde u, v são obtidos resolvendo o seguinte sistema linear:
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H ipótese  1: F° ^  0.
H ipó tese  2: T  =  0.
A hipótese 1 é necessária para a construção dos algoritmos de pontos interiores viáveis. A 
hipótese 2 é a hipótese de complementariedade estrita. Sob as hipóteses 1 e 2, a face ótima é 
limitada e seu interior relativo coincide com ^  0.
Então, qualquer par (x , s) no interior relativo da face ótima satisfaz
=  0 .
Uma solução particular tem muito interesse: o ótimo central (x*, s*), o centro analítico da 
face ótima. Ele é definido como
Xb o'A
Xfi!
sn Sb
{x*,s*) =  argmin ( log^i +  £  logs , ) . 
(x.sjçj™ ViçB ieN J
Para estudos teóricos, é conveniente uma terceira hipótese; que pode ser feita sem perda de 
generalidade.
H ipó tese  3: N  =  0.
Assumindo T  =  0, a hipótese 3 significa que i é o  vetor das variáveis grandes e s  o vetor das 
variáveis pequenas; então para qualquer solução ótima estritamente complementar (x, s) £  ^r°, 
x > 0 e s =  0. Isto certamente não ocorre em problemas práticos, mas isto pode ser obtido por 
uma reordenação de variáveis, que é feita em [1], e mostramos agora. A restrição Qx + Rs  =  b 
pode ser reescrita como:
[Qb R n]
x B
+  [Rb Qjv]
sb = b.
Sn . Xn  .
Podemos renomear as variáveis da seguinte forma:
Q 4— [Qb ^jv] j R  4— [Rb Qn] , x  <—
x B , s <-
sn
N  <— Q, B  <— {1, ...,n } .
sb
XlV
Com esta reordenação, a face ótima é caracterizada simplesmente por:
T  — {(z, s) 6 M 2n | s = 0, Qx =  b, x > 0}.
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su + xv = —xs +  jj,+e, Qu + Rv  =  0. (2 .2)
Usualmente a escolha de n+ é feita da seguinte forma: dados (x,s), define-se £t(x,s) =  
Toma-se /i+ =  7/j,(x , s), onde 7  G [0,1].
Observe que se (x, s) é o ponto central associado a //, então ju(x, s) =  //.
Sabemos de [15] que, sob nossas hipóteses, o sistema acima tem solução (u , u ) e é  única. 
Nesta seção estamos interessados em estudar as propriedades da direção de Newton (u, v) 
descritas acima. A partir da próxima seção descreveremos algoritmos baseados nos passos de 
Newton, o que significa que iremos olhar para estas direções acompanhadas de buscas lineares. 
A proximidade do ponto resultante para um dado /z+ > 0, x + > 0 e s+ > 0 é dada por:
x +s+
+ — e (2.3)5+ = ô(x+,s+,fx+) =
O cálculo de 6+ segue do seguinte argumento: x+s+ =  xs + xv + su + uv, e do passo de 
Newton, xs + xv +  su =  (x+e. Subtraindo estas expressões, deduzimos que x +s+ =  uv + fi+e e 
então para /z+ > 0,
6+ =
Definimos //+ =  7/x com M =  7  e 7  G [0,1]. 
Duas escolhas de 7 têm especial interesse:
(i) 7  =  0: o passo afim-escala,
uv
+ (2.4)
Xa =  X +  ua, sa = S + Va,
(ii) 7 =  1 : o passo de centralização,
x = x + u ,  s — s + v'
Por superposição, temos que o passo de Newton 2.2 para 7  € [0,1] satisfaz:
(u,v) =  7 (uc,vc) +  (1 -  7 )(ua, 0 ,
e o ponto resultante será:
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(2.5)
{x+, s+) =  y(xc, s°) +  (1 -  l){xa, sa). (2 .6)
/
Descrevemos agora um importante resultado em métodos de pontos interiores. E a descrição 
de uma iteração de Newton para solucionar (P^).
T eorem a 2.2.1 Dado {x,s) G F  e (x+ > 0 tal que 6(x,s ,fi+) = 6 < 0,5. Seja (x+,s +) o 
resultado de um passo de Newton para 2.1 de (x,s). Então S(x+, s+, fi+) < S2.
Prova. A demosntração está feita com detalhes em [5]. ■
Isto significa que o método de Newton é muito eficiente para resolver (F^) no sentido que 
ele reduz a medida de proximidade quadraticamente na dada região.
Vamos estudar agora uma importante propriedade das direções viáveis.
Definição: Um par (u, v) G M2n é uma direção viável se e só se Qu +  Rv — 0.
As direções viáveis podem ser definidas separadamente para x  e s, como segue:
U =  {u e  f f l1 | Qu + Rv =  0 para algum v 6 JRn},
V =  {v 6 iR” | Qu + Rv  =  0 para algum u G JRn}.
O lema seguinte nos dá uma boa propriedade geométrica das direções viáveis sob a hipótese 
da monotonicidade.
Lem a 2.2.2 U c  n { R l) e V C ft(Q*).
Prova. Considere u 6 U. Por definição, para algum v G V, Qu +  Rv = 0. Dado v' G Af(R), 
e A g JR,
Qu +  R(v +  Au') =  0,
e da afirmação de monotonicidade,
u*(v +  Az/) > 0.
Isto implica em mV =  0. Visto que v' é arbitrário em N (R ) ,  u G M {R L). A segunda inclusão 
do lema é demonstrada igualmente, e com isso completando a prova. ■
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2.3 Equações escaladas
Nesta seção trabalharemos com x  e s como variáveis grandes e pequenas, respectivamente, 
ou seja, x  e s tomadas após a reordenação citada no final da seção 2.1 .
Vamos definir o vetor escala d =  y p f ,  e a mudança de escala das variáveis por
_ ._i _ j_i _ ds _ d*v . .x = d x, u = d u, s =  — , v =  — (2.7)
A4 A4
As outras variáveis como £t°, etc. são definidas igualmente.
Nota-se que esta mudança de escala difere da usual, e somente tem sentido quando x e s são 
respectivamente as variáveis grandes e pequenas. Ela só pode ser usada em estudos analíticos, 
não em algoritmos.
Esta escala transforma x e s para o mesmo vetor
, ds Ixs 
4> = d x  = —  = J — , (2.8)/i Y ix
e a medida de proximidade é dada por
S(x,s,fi) = \\(/>2 - e \ \ .  (2.9)
A equação 2.2 escalada toma-se, depois de dividir por n<j>,
ü -1- v =  — <j> + (2-10)
e vfv > 0 sempre que ü, v satisfaz a restrição
QDü = - u R D ^ v .  (2.11)
Vamos simplificar a notação e definir A  =  QD.
De acordo com o Lema 2.2.2, sabemos que com a condição de monotonicidade, qualquer 
direção viável dual v satisfaz
v <E KiA*).
Usando este fato, e [1], podemos mostrar que ü é a projeção de (—0+ 7^ -1) sobre a variedade 
linear definida por Aií =  —nRD~lv, mas fiRD~lv = 0(/x), e então:
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u = PA( - ^  + 'y^ > 1) + 0 (h). (2.12)
Visto que qualquer solução ótima (x*,s*) satisfaz s* = 0, qualquer vetor viável de variáveis 
pequenas s é também uma direção viável s — s*. Em particular, para o problema escalado, <f> é 
uma direção dual viável, e então <f> G ^(A*), ou seja,
Pa4> =  0, Pa4>=4>, (2-13)
onde Pa — I  — Pa -
Uma propriedade importante do passo de Newton escalado é descrita no seguinte lema. 
Lem a 2.3.1 A solução (ü,v) da equação escalada de Newton 2.10 satisfaz:
ü =  Pa {~(!> + 70-1) +  0(ji) =  'jPa^ 1 + O(fx), 
v =  Pa {-4> +  7<£_1) +  O(n) = -4> + T ^ r 1 +  O(n), 
ülv =  0(n).
Prova. Seja (ü, v) a solução da equação escalada. Então ü + v = —<f) +  7^ -1. Substituindo 
2.12,
Pa ( -4  +  70-1) +  v =  ( r t  +  70-1) +  0 (  //).
Visto que v G TZÇA*), esta é uma decomposição ortogonal do lado direito da expressão acima, 
ao longo do Aí (A) e 7Z(At). Segue que
v = P a (~4> +  70_1) + Pa O { h ) = Pa (-4>  + 70_1) + O (n ).
A outra expressão para a projeção, vem do fato de que Pa<I> — 0. Por substituição direta, 
podemos deduzir que vtv =  0 (/i), completando a prova. I
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Capítulo 3
Resultados teóricos
O objetivo deste capítulo é estudar as ordens de magnitude para o passo de Newton e o 
efeito do passo de centralização na proximidade.
Já  havíamos definido a medida de proximidade primal-dual í(x, s, /z) associada com x, s, fjt, 
mas agora queremos examinar como as variáveis grandes x  desviam-se da centralidade se anal­
isadas separadamente.
Para isso, vamos supor a reordenação feita no final da seção 2.1, ou seja, x é o vetor das 
variáveis grandes e s é o vetor das variáveis pequenas.
3.1 O rdens de m agnitude para o passo de N ew ton
Obs.: Gostaríamos de ressaltar que os resultados das seções 3.1 e 3.2 são resultados inte­
grantes de [7].
Definição: Dados e > 0 e fio > 0. O conjunto em que todos algoritmos convergentes 
primal-dual viáveis operam é definido por:
X  s
Fe =  {(z, s) € F  | n < /lo, — > ee}. (3.1)
Obs.: Se considerarmos 1 — a  =  e, então Afc C Fe
Lem a 3.1.1 Considere o passo de Newton 2.2 a partir de um ponto (x,s) € Fe e (ü,v) dados 
pela mudança de escala 2.7. Então:
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x ~  1 , s ~  fx, d ~  1 , ^< ~ 1 ; 
ü =  0 (  7 ) +  O(^), u =  0 (7 ) +  0 (//); 
v = 0 (  1), w =  0 (//);
«‘í; =  0(fj?).
Prova. A magnitude de x  está demonstrada com detalhes em [15]. Usando o fato que 
5(x, s,/i) < a, temos que s ~  (i. Logo: d = Jüf- ~  1 e <f> = d~lx  ~  1. Temos que:
ds d —dxs + d ju  d . x
u + v = —<p + 'yç — — — +  7 — = ------ —------=  — (—xs  +  7//e).li x fJLX HX
Denotemos /  =  —xs  +  7/ze, então
/i2
Tomando a norma, temos: 
Uü +  üll df
fJLX
e consequentemente IMI ^ dfixx
mas x  ~  1 e d ~  1; logo ü =  0 ( 0 , e como u =  temos que v =  0(iiv) =  0 ( / ) .  Mas: 
/  =  —xs +  7/ie =  0(/z) -1- 0 (7Aí) =  0(/x). Portanto: ü =  0(1) e u  =  0(/z). Para provar o 
mesmo para as variáveis grandes, usaremos o Lema 2.3.1.
u =  ^PA<$> 1 +  0 (/Lt) w =  0 (7) +  0(n).
Lembrando que u = d 1m, temos que u = 0(u). Então:
« =  0 (7) +  0 (n).
Vamos agora analisar a expressão ulv. De 2.7, temos:
ulv =  iLifv.
Novamente pelo Lema 2.3.1, temos: u*v =  /iO(/x) =  0(/z2). Completando a prova. ■
O próximo lema usa o resultado anterior para expor algumas propriedades interessantes com 
relação ao passo afim-escala.
18
Xa — x +  0 (n ), s° =  0(fx2).
Prova. Do lema 3.1.1 com 7  =  0,« °  =  0(/i) e portanto xa = x + ua =  x  +  0(/x), provando 
a primeira igualdade. Temos:
5a =  5 +  ü0;
sa — fj,d~l s +  nd~l va =  /íd-1(s -I- ü°) =  fxd~l ((f> +  va).
Pelo Lema 2.3.1, U =  —<j) + 7Pa<I>~1 +  0(/x), com 7 =  0, ü =  —<j> +  0(/i), e segue que sa =  
^d~l {4> — <j> + 0(/i)) =  nd~lO{n). Visto que d-1  ~  1, isto completa a prova. I
3.2 M edida de proxim idade prim ai
Dado um vetor viável de variáveis grandes x, define-se ” medida de proximidade primai” que 
depende somente de x, e estima em um certo sentido a distância ao centro analítico da face 
ótima, dada por:
<5p(o;) =  min{||xs — e|| | s E ^(Q*)} =  min{||^s — e\\ | s 6 7Z(A*)}. (3.2)
A expressão acima está estabelecida em ambas, variáveis originais e variáveis escaladas.
A proximidade pode ser calculada da seguinte forma: fixando y = xs, obtemos õp(x) = 
min{||y — e|| | y € ^(XQ*)}. Usando a definição de projeção, vemos que o valor deste mínimo 
é (veja [6]):
=  HPoxelI =  \\PA*e\\ ■ (3.3)
A última igualdade vem de Q X  = A $,  e isto se dá por substituição direta.
Então, temos a medida de proximidade primal-dual 8(x,s,fi) e a medida de proximidade 
primai ôp(x). Por definição, visto que s e então ^ estão em ^(Q*), podemos ter sempre que 
Sp(x) < ô(x, s, n). Nossa próxima tarefa é descrever o efeito do passo de Newton sobre ambas 
as medidas, e inter relacioná-las.
Porém, antes vamos enunciar dois resultados importantes de álgebra linear.
Lem a 3.1.2 Considere o passo afim-escala (wa, Va) de (x, s), obtido da equação de Newton com
7 =  0. Então:
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\ \ p q \ \ < ^ \ \p  + q\\2 -
Prova. Este resultado é devido a Mizuno (veja [13]). I
Lem a 3.2.2 Seja q E M 1 tal que ||ç — e!ioo — a > on&e a  £ (0?!)- Considere as projeções 
h =  PaP, h ~  qPAçqp, onde A  e  jR™*" e p G -K71. Então
,2 — a
Lem a 3.2.1 Seja p,q E JRJ1 tais que ptq > 0. Então
h — h < o:(l +  a) 1 — a h
Em particular:
II? — elloo ^  0,155 h - h < 0, 4||/i
e consequentemente ||/i|| < 1 , 4  ||/i
Prova. Veja a demosntração em [9]. I
Na seção anterior fizemos algumas afirmações a respeito das propriedades do passo afim- 
escala; vamos agora olhar um pouco para o passo de centralização.
Dados x, s, p, o passo de Newton de centralização é dado por:
xvc + suc = —xs + pe, Qu° + Rvc =  0. 
De 2.10 e do lema 2.3.1 temos:
(3.4)
u° + vc = — </>+(j> ■ (3.5)
E então
Logo:
üc
ds
= Pq d {~<Í> + <t> x) +  O (p ) = P q d (------ 1- dx  x) + 0 ( p ) \
ß
Sj c o
uc =  DPqd{----- +  d x -1) +  0{p) =  DPqdD (—  +  X"1) +  O(p).
p p 
Definindo i/j =  então ip =  d |,  e portanto d =  xip, ou seja: D = Xty. 
Portanto 3.6 torna-se:
(3.6)
20
uc = DPqdD ( - ~  +  x - 1) +  0{n) = X V P qxvX V Í —  +  x“1) +  0{p). (3.7) /1 n
Agora provaremos alguns lemas sobre o efeito do passo de centralização de Newton (uc, vc) 
em ambas as medidas de proximidade.
O primeiro deles mostra-nos que movendo ao longo da direção de centralização, reduz-se a 
proximidade primai continuamente.
Lem a 3.2.3 Se Ô(x, s, fj) =  5 < 0,25, então para todo X £ [0,1],
5(x +  Xu°, s +  Xvc, n) < (1 — X)6 + A2 *22, 12 '
Em particular para X — 0 ,7,
5p(x + Xuc) < ó(x +  Auc, s + Xvc, yi) < 0,09.
Prova. Temos, por definição, para A G [0,1], 
â(x +  Xu°, s +  Xv°, fi) =  
Desenvolvendo o numerador,
(x +  Xuc) (s + Xvc) — e
(x +  Au°){s +  At/C) =  xs  +  X(xvc + suc) +  X u°vc.
Subtraindo /ie =  Xfxe +  (1 — A)/xe desta equação,
(x +  Xuc)(s +  Xvc) — /xe =  (1 — A)(xs — fxe)
+X(xv° + suc + xs — fj,e) + X2ucv°.
Do passo de Newton 3.4, xvc + suc + xs — fie — 0, dividindo por fi e então tomando a norma,
í(i  +  A«‘,5 +  A#‘,/.) =  | ( l - A ) [ f - e ] + A JsS£|
< (1 — A)5(x,s,/i) +  A2
O último termo pode ser calculado usando as variáveis escaladas. De 3.5,
ü° +  vc =  —<j) + 4>~l =  +  e).
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Pela condição de monotonicidade (ucYv > 0, o que significa que podemos usar o lema 3.2.1, e 
portanto
=  IISHf l l  <  I I -  e ) f  <  i  \ \ r \  I« 2 -  e|
u°vc
V8
Mas ||<f>2 — e\\ = 8 por 2.9, e portanto para * =  1 ,..., n,
—ô<(f>i— l< Ó  e consequentemente $  > 1 — ô ^  < -— -  < ^ .
Substituindo, obtemos
ucvc < ô2 2, 12 ’
que nos guia para o resultado desejado, completando a prova. I
Vamos ver agora o efeito do passo primal-dual na proximidade primai e perceber que uma 
centralização primai limitada também será obtida.
Lem a 3.2.4 Sejam 8(x,s,fj) =  5 < 0,25 e Sp = Sp(x). Considere o passo de centralização 
(uc,vc). Então para qualquer A € [0,1],
óp(x + A O  < ôp -  a |  +  AS2p + O(fj) <SP -  j 8 p +  0 ( h).
Prova. Veja a demonstração com detalhes em [7]. ■
O próximo lema nos fornece um dos resultados mais importantes sobre o efeito da proximi­
dade primal no comportamento do passo de centralização primal-dual.
Lem a 3.2.5 Seja 6(x,s,fj) =  5 < 0,25. Considere o passo de centralização (uc,v c). Se 5P <
0, 1 , então
xs1-
A« < 0,175 +  0 ( h).
Prova. Assumimos que ôp(x) < 0,1. Por 3.3, ||P,4$e|| < 0,1. De 3.4,
xs + xvc — pé — —suc, logo x(s +  vc) — /xe =  — suc, e portanto xsc — fxe = —su°
dividindo por /z, temos
Portanto:
xsc suc _.-------e = ------- =  —s u .
xs° e = sir
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O que significa que deveremos desenvolver a expressão ||0mc||- Do lema 2.3.1 com 7  =  1 e 
0 =  0 (1),
<f>üc = <j>pA<t>-1 + o(aO = <f>2<i>~l PA<f>~x +  o (n )
e então
»
— e
E portanto
xs1-
— e < W ^ W J ^ P A r i + o w  < i ^ i ^ p ^ i + o m ,
porque para i — 1 ,..., n, |^f — 1| < \\<f>2 — ej| =  5 < 0,25. Usando o lema 3.2.2, concluimos que
<1,41^*611 <0,14 .
Mergulhando isto na desigualdade acima, obtemos
< 0,175 +  O (aí),xs*• — e
completando a prova.
3.3 D istância  prim ai
Obs.: Esta seção foi baseada nos manuscritos em preparação [3].
Definimos agora uma outra medida de proximidade que depende de x e o ponto central x(fj) 
associado com o parâmetro fi > 0.
Esta medida nos fornece o desvio das variáveis grandes com relação aos seus valores centrais, 
o que significa que temos a distância real de x com relação a x(/x), ou seja, a distância primai. 
Definição: Dados (x,s) e  F  e fi > 0, definimos:
dist(x , n) = x — x{n)
x(ll)
(3.8)
Obs.: O mesmo pode-se definir para as variáveis pequenas. Fornecendo assim o desvio 
das variáveis pequenas com relação aos seus valores centrais:
s -  s(ji)
s(/i)
dist(s, n) =
O lema a seguir nos mostra uma relação importante:
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(3.9)
Lem a 3.3.1 Seja S(x,s,fx) = 6 < 0,5. Então
dist{x,n) < y/l — y/l — 52 +  0(n)\ 
dist(s,fj;) < y/l — y / í — S2 + 0 ( h).
Em particular:
ó =  0,25 => dist(x, fi) < 0,2541 
õ =  0,5 => dist(x, fj,) < 0,541
5 =  0,1 dist(x,fj.) < 0,1003 
Prova. Veja a demonstração em [8] e [16]. I
Obs.: Com isso vemos que, para valores pequenos, a medida de proximidade primal-dual 
Ô é muito boa.
O próximo lema relaciona o efeito da distância dist(x, fj) no comportamento do passo de 
centralização primal-dual.
Lem a 3.3.2 Seja Ô(x,s,fx) =  5 < 0,25. Considere o passo de centralização (u°,v°). Se 
dist(x,n) <  0, 1 , então
5(x, sc, n) < 0,136 +  0 ( h)- 
Prova. Pelo lema 3.2.3 temos que ô(xc, sc,/x) < 0,03. Aplicando o lema 3.3.1, obtemos: 
dist(sc,n ) < y l  — y/l — 2(0,03)2 +  0 ( h) =  0,03 +  0 ( h)- 
Seja x = x(fj)(e + O) e sc =  s(//)(e +  A), então:
x  =  x ( n )  +  Q x ( i i )  =4 - 0  =
s‘ = «(/*) +  As(/i) =*• A = í ^ i
Então:
x s c
- _  o x { / j ) { e  +  e ) s ( f j , ) ( e  +  A )  ^------- —  e
Aí
6
lembrando do fato que =  e, temos,
õ ( x , s ° , h )  =  | | ( e  +  0 ) ( e  +  A )  —  e | |  =  | | 0  + A  +  0 A | | ,
aplicando a desigualdade triangular, vem
í(x, m) < i|0|| +  ||A|| +  ||0A||.
2 4
Mas:
lie» =
l|A|| =
x - x ( l i )
x ( f l )
s c - s ( t i )
s (#í )
=  dist(x, fx) <  0, 1 ;
=  dist(sc, n) <  0,03 +
||@A|| < ^ | | 0  +  A||2 <  ^ (0 ,1  +  0,03 +  0(/x))2.
Obs: A última desigualdade segue do lema 3.2.1. Portanto:
ô(x, s°, (j) < 0,136 +  0(n),
completando a prova. I
O resultado principal desta seção está descrito no próximo teorema. Ele nos mostra o 
efeito do passo de centralização em Moo para o caso em que as variáveis grandes estejam bem 
centradas.
Teorema 3.3.3 Seja ô ^ x ,  s, /x) < 0,25 e dist(x, /x) <0 , 1 .  Considere o passo de centralização 
(uc, vc) . Então o passo de Newton exato para a centralização de (x, s) é viável e
8(xc,s°,n) < 0,2 + 0(fi), 
dist(xc,iJ,) < 0,05 +  0(/z).
Prova. O passo de centralização é dado por 3.4. Fazendo a mudança das variáveis x  
e 5 =  temos:
*S»)=
xs X s xs- — xs.xifi)^s(fi)  ~ x(n)s{n)
Esta mudança de variáveis acarreta em x(n) = e e s(/i) =  /xe.
Usando, se necessário, esta mudança de variáveis, podemos assumir, sem perda de general­
idade, que x(fj) =  e e s (/j,) =  //e. Vejamos:
dist{x, n) =  
dist(s, //) =
x - x ( f í )
x ( f t )
s - s ( l l )
s(ít) f i e
=  \\x -  e
i ~ e
Tomando a equação de Newton 3.4, podemos reescrevê-la como segue:
xvc +  xs — fie =  — suc =4> x(s  +  vc) — fie — —su° => xsc — fie — —suc; 
dividindo por /z e depois tomando a norma, temos:
xs° su° xs° su°-------c =  - ------=*• -------e
V A*
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Mas — el = â(x,sc, jit). E sabemos que
ô(xc,s°,p) =
Logo, devemos limitar a expressão
xcs° < xsc-------- e -------e
ß ß
=  <5(x, sc,/z) =
su
ß
SU1-
V-
Notação: u = uc.
a) Limitando ||it||: Considere a seguinte ’’direção de centralização primai” (veja [6]):
up = xüp e üp — PqxX ( — — + x_1).
Pelas propriedades de projeção, temos:
||wp|| =  min{ -  -  e -  ( Q X fy  
ß
Em particular, (veja [7]), s — é viável, então pelo lema 2.2.2 (s — s(fj,)) € Isto
significa que existe y  6 JRn tal que
s -  s{fj) =  nQfy => s =  s ((jl)  + nQfy 
M =  íáel +  (Q X )‘y  =!• f - ( Q X ) ‘y = ^ .
Sabemos que
|itp|| =  min{ xs
ß
-  e -  (QX)‘y
xs-  -  e -  {Q X fy  
ß
xs
ß
-  (Q X f y  -  e __ xs(n)
ß
y e  Mn} <
= ||x — e|| =  dist(x, //) <  0,1.
Como ||x -  e|| < 0,1 temos que \xí -  1| < 0,1, Vi Então 0,9 < x, < 1,1, e, conseqüentemente, 
Iklloo < 1,1. Logo: ||mp|| =  ||xüp|| < (leiloo ||üp|| < 1,1 x 0,1 =  0,11. Agora vamos relacionar 
||u|| e ||up|| pelo lema 3.2.2: Temos:
u
i r =  X P qxX ( - L  + x - ') .
Note que :
7p =
xs
/ J L
•Ei$i
12   ß
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Mas por hipótese ^ ( x ,  s,/x) =
,XiSi
_  p < 0,25. Ou seja:
Então:
-  II <  0,25=^0,75 < —  < 1,25.
H fi
^ > 0 , 7 5  =► 1,333 =*
t/>í < 1,155 =» ipi -  1 < 0,155 => 
f of c- l | < 0,155 =► | | ^ - e | L <  0,155. 
Já  estamos aptos para aplicar o lema 3.2.2:
M| < 1,4||mp|| + 0(fi)  < 1,4 x 0,11 +  0(jj)  =  0 ,154 +  0(/x).n
b) Limitando 
Por hipótese
s u
X S — e , X iS i  , X iS i< 0,25 => —  -  1 < 0,25 =► 0,75 < —  < 1,25. fi fi
Mas
0 9s' s*
|x — e|| <  0,1 =£■ Xi >  0,9 =>■ —— - < — < 1,39 => < 1,39.\i ii 
Finalmente:
Slí s
—  < -  ||ti|| < 1 ,39 x [0,154 +  O(m)] <  o, 22 +  0{fi).U 
V V oo
c) O resultado em dist(xc,ii) segue de \\u — iíp|| < 0,4 ||itp||, e propriedades de centralização 
de up (direção primai de centralização). Veja [6]. □
Completando a prova. I
27
Capítulo 4 
Algoritmos
4.1 Indicador de Tapia
Considere o problema de complementariedade linear monótona (P ) com a notação descrita 
nos capítulos anteriores.
O Indicador de Tapia, que faz uma estimativa das restrições ativas e inativas (o que é 
equivalente a identificar as variáveis grandes e pequenas), é uma função definida por (x,s) E 
F° I(x, s ) E M2n com I(x, s) — [ ^ ,  , onde (ua, va) é a solução de xv + su = —xs, Qu +  
Rv =  0.
A seguir apresentaremos, sem demonstração, um Teorema que estabelece algumas pro­
priedades de interesse para o Indicador de Tapia.
Considere o problema de complementariedade linear com a hipótese de complementariedade 
estrita.
T eorem a 4.1.1 Seja (zk)kej^ uma seqüência zk = (xk, sk) (não necessariamente gerada por 
um processo iterativo) tal que zk z* € J70. Seja (uk,vk) =  (uk,v k) a direção afim-escala 
associada a zk. Então:
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conseqüentemente, I{xk, sk) —> (I X, I S), onde
Iff = —è , Itf = 0 
=  0 , J |  =  -e .
Do Teorema acima podemos concluir que ^  0 para i & B, e ^ 4 - 1 para i 6 N.
x i  x i
kPortanto, a taxa de variação ^  pode servir como indicador.
C orolário  4.1.2 Considere k suficientemente grande. Então tem-se:
Este fato é usado para estimar a partição ótima.
O algoritmo abaixo constrói uma estimativa {È, N }  da partição ótima {B, N}.  Pelo Teore­
ma acima, se x e s estão suficientemente próximos da face ótima, então esta estimativa coincide 
com a partição ótima.
A lgoritm o 4.1.3 Dados: (x,s)  € F°.
Calcule a direção afim-escala (u,v) resolvendo
su + xv  =  —xs  
Qu +  Rv = 0.
Calcule: xa = x + u, e sa = s + v 
Construa a partição { B ,N }  de {1,
Para i= l,...,n
Se % > então i € N. si xi
Senão i € B.
Construção de {È, N}.
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4.2 Os A lgoritm os
Os algoritmos que nós trabalharemos estarão na vizinhança J\foc, definida com um raio fixo 
a  6 (0, 1). Os nossos procedimentos trabalharão com as triplas (x, s, /i), onde (x, s) é um par 
primal-dual interior viável e h > 0.
Teremos os algoritmos principais:
1 . Algoritmo Bord;
2. Algoritmo Front;
3. Algoritmo Intelc;
4. Algoritmo Intel;
5. Algoritmo Largec;
6. Algoritmo Large.
E os algoritmos secundários:
1 . Algoritmo de Busca.
2. Algoritmo Corretor.
4.2.1 O Algoritmo de Busca
Este Algoritmo é composto de apenas uma iteração e efetua uma Busca Linear ao longo de 
uma direção dada.
A lgoritm o 4.2.1 Dados: x, s, f i>  0, (u , d) e q  > 0.
Considere as aplicações para $ € M
x(0) = x + 6u, s(0) =  s +  9v, /x(0) =
Tamanho do passo: Calcule
À = min{l , inf{9 > 0 | ^ (^ (é ? ) ,^ ) , /^ # ) )  >  a}}.
Resultado: (x+,s +,/i+) := (x(À), s(À),/i(À)).
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4.2.2 O Algoritmo Corretor
Cada iteração do algoritmo corretor começa de um dado (x, s, /x) em J\f0Q. Pega-se uma 
seqüência dos passos de centralização de Newton, isto é, uma seqüência de passos de Newton, 
cada uma consistindo da solução de 2.2 associada com o valor de 7  =  1 , seguido de uma busca 
linear.
Devemos analisar dois aspectos importantes desse algoritmo: a busca linear e a regra de 
parada.
A medida de proximidade 5^  não nos fornece uma boa função mérito paxa o procedimento 
de busca, devido à sua não-diferenciabilidade. Para isto usaremos como função mérito a medida 
de proximidade Euclidiana.
E como regra de parada, estabeleceremos o seguinte algoritmo : dado um J  fixo e um /? <  a, 
pare em (x, s, //) sempre que o número de iterações for igual a J  ou ô(x, s, //) < /?.
Assim, a vizinhança grande pode ser interpretada como uma região de confiança para os 
passos de Newton.
A lgoritm o 4.2.2 Dados: (x° ,s°,/jP) tal que ôoo(x°, s°, pt°) = a, a  > 0, /? > 0 e «7 >  1 
(J — +00 é aceitável.)
k := 0
REPITA
(x ,s,fi) := (xk,s k,n k)
Newton: calcule a direção de centralização (u, v) resolvendo
su + xv  =  — xs + /j,e 
Qu + Rv = 0.
Tamanho máximo do passo: calcule
^max =  min{ 1 , in f{0  > 0 | ^ ( rc  + 0u,s + 9v, /z) > a}}.
Busca linear: calcule
À =  argmin{ô(x + 6u, s + 9v,n) | 9 G [0, Am^]}.
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Resultado: (x*+1, sk+1, //fc+1) := (x +  Am, s +  Av, p). 
k:=k+l.
ATÉ k — J  OU 8(x, S,(jL) < p.
Resultado: (x,s,jX) := (xk,s k,fj;).
Obs.: Na prática, usaremos o algoritmo 4.2.2 de duas formas distintas:
C orreção: Neste caso daremos apenas um passo de centralização seguido de uma busca 
linear,ou seja, considerar J  — 1. Esta é a forma que será utilizada no algoritmo 4.2.6, que será 
formalmente descrito mais à frente.
C entralização: Neste caso o critério de parada £(x, s , //) < /?, para /3 suficientemente 
pequeno, será utilizado. Desta forma estaremos fazendo uma aproximação da trajetória central. 
Esta é a forma que será utilizada nos algoritmos 4.2.5 e 4.2.7.
4.2.3 O algoritmo Bord
Cada iteração do algoritmo começa de um dado (x, s, y) M x . Pega-se um passo ao longo da 
direção de Newton 2.2 associada com 7  G (0,1). Esta direção está intermediária entre a direção 
afim-escala e a direção de centralização.
O tamanho do passo é tal que o ponto resultante esteja na vizinhança de
A lgoritm o 4.2.3 Dados: (x°, s°, fj,0) tal que 8oo(x0, s°, /z°) <  a, 7 € (0,1) e e > 0.
k:=0.
REPITA
(x,s,/i) := (xk,s k,jjLk).
Calcule a direção (u, v) resolvendo as equações de Newton
su + xv =  — xs + 7/xe 
Qu + Rv = 0.
Busca: Calcule (x+,s +,ju+) usando o Algoritmo de Busca 4.2.1 com x, s, fx, (u, v) e 
a  dados.
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Resultado: (xk+1, sk+1,fxk+1) := (x+,s +,//+). 
k := k +  1 .
ATÉ fj,k <  e.
Resultado: (x ,s ,/}) := (xfc,s*,/zfe)
Obs.: Este é um tipo de algoritmo que não faz uso do algoritmo 4.2.2. Ele apenas 
caminha em «/Voo, normalmente por pontos na sua fronteira. Pode ocorrer que sejam gerados 
pontos (x, s, n) com ^ ( x ,  s, n) < a; e isto ocorre quando o passo de Newton for muito eficiente.
4.2.4 O algoritmo Front
Cada iteração do algoritmo começa de um dado (x, s, fi) € F°. Pega-se um passo ao longo 
da direção de Newton 2.2 associada com 7 €  (0,1). Esta direção está intermediária entre a 
direção afim-escala e a direção de centralização.
O tamanho do passo é tal que o ponto resultante esteja em F°, próximo da fronteira do 
conjunto viável, ou seja, a fronteira de F.
A lgoritm o 4.2.4 Dados: (x°, s°, /x°) € F°, 7  e  (0,1) e r  € (0,1).
k:=0.
REPITA
(x, s, fi) := {xk,s k,fik)
Calcule a direção (u, v) resolvendo as equações de Newton
su +  xv =  —xs +  7jue 
Qu + Rv =  0.
Tamanho do Passo: (Teste da razão) Calcule
Ai =  m in { ^ - | Ui < 0, i  =  l,...,n }
A2 =  m in { ^  | Vi < 0 ,i =  l ,...,n }
A =  m in{l,rA 1,rA2}-
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Resultado: x*+1 =  x  +  Au, sk+1 = s + Xv, //*+1 =  -^  + ^. 
k := k + 1.
ATÉ /xk < e .
Resultado: (x,s, p) := (xk,s k, nk).
Obs.: Este é outro algoritmo, além do 4.2.3, que não faz uso de 4.2.2. Porém, ele caminha 
perto da fronteira de F.
4.2.5 O Algoritmo Intelc
Cada iteração do algoritmo começa de um dado (x,s,/z) € Moo- Verifica-se se uma dada 
medida de proximidade í*(.) <  £ é atendida. Em caso positivo, pega-se um passo ao longo de 
uma dada direção (u, v), como no algoritmo Bord 4.2.3. Caso contrário, pega-se uma seqüência 
dos passos de centralização de Newton.
Alguns aspectos desse algoritmo devem ser discutidos:
Usaremos o Indicador de Tapia 4.1.3 para estimar a partição ótima {B , N }, e com isso 
estimamos as variáveis grandes g e pequenas p, inclusive as variáveis pequenas centralizadas pc.
Usaremos 2 £ i _ e como medida de proximidade, que é a medida descrita no Teorema 3.2.5 
e 3.3.2. Esta está relacionada com a medida de proximidade primai das variáveis grandes 5P 
dada por 3.2, a medida dist(g,n) dada por 3.8 e o passo de centralização (uc,v°).
A lgoritm o 4.2.5 Dados: (x°,s°,ix°) tal que Ôoo(x°, s°, /z°) < a, j  € (0,1), a  > 0, (3 > 0, € >  0 
e £ > 0.
k := 0.
cent := 0.
REPITA
{x ,s ,/j):= {x k,s k,p k).
Se cent = =  0
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Calcule a direção afim-escala (ua, va) e a direção de centralização (uc, v°) resol­
vendo as equações de Newton
su + xv  =  — xs + 7fie 
Qu +  Rv =  0;
para 7  =  0 e 7  =  1 , respectivamente.
Usando o Indicador de Tapia 4.1.3, determine a partição {B, N}  (estimativa de 
{ * ,* } ) .
Defina g =  (x^, s^).
Definimos:
xc = x + uc, sc = s +  v°.
Defina p° = (x%, scÈ).
SEpc > 0 e -  e j < £;
Calcule a direção (u, v) =  7 (uc, vc) +  (1 — 7)(u°, va)
Busca: Calcule (x+, s+, fi+) usando o Algoritmo de Busca 4.2.1 com x, s, /z, 
(u,v) e a  dados.
Resultado: (xk+1, sk+1,/uk+1) := (x+,s+,fx+)- 
c e n t 0.
Sen ã o
Definimos as aplicações para 9 € M:
x(9) =  x +  9uc, s(9) = s + 9vc.
Tamanho do Passo: Calcule
À =  m in { l,in f{9  > 0 | ô00(x (9),s (9),}jl) > a}}.
Resultado: xc =  x(A), sc = s(A).
Corretor: Use o algoritmo 4.2.2 com os dados: (xc,s c,/i), a e f3 dados, e 
J  =  + 00, para calcular (xk+1,s k+1, /ik+1). 
cent := 1 .
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Sen ã o  (O que significa x e s centrados)
Calcule a direção (u , v) resolvendo as equações de Newton
su +  xv  = —xs  +  7  fie 
Qu +  Rv =  0;
Busca: Calcule (x+,s+,fx+) usando o Algoritmo de Busca 4.2.1 com x, s, /x, 
(u, v) e a  dados.
Resultado: (x*+1,s*+1, / / !+1) := (x+,s +,/z+). 
c e n t 0. 
k := k +  1 .
ATÉ fik <  e.
Resultado: (x, s, fi) := (xfe, sk, fxk).
Obs.: Se considerarmos parâmetros apropriados, podemos notar que este algoritmo atende 
as condições teóricas dadas pelo Teorema 3.3.3. Vejamos:
Dado (x, s, fi) € Moo, onde a  =  0.25. Usando o Indicador de Tapia 4.1.3, podemos estimar 
as variáveis grandes g e pequenas p, inclusive as variáveis pequenas centradas p°. Com esta 
informação podemos calcular a medida de proximidade primai 8{g,pc,fi) definida nos Teoremas 
3.2.5 e 3.3.2 e desta forma obter uma aproximação da distância primai dist(g,fi) definida em 
3.8. Tomamos £ =  0.136 e usamos o Lema 3.3.2. Com isso podemos verificar a centralidade 
das variáveis grandes.
Consideremos, então, como primeiro caso, que elas estejam bem centradas, ou seja, dist(g, fi) < 
0.1. Segundo o Teorema 3.3.3, o passo de centralização de Newton é viável, isto é, (xc, sc) 6 Moa, 
onde xc =  x +  uc e sc = s +  vc, e haverá uma melhora significativa em 5{xc, sc,fi) e também 
em dist(gc, n). O passo de centralização (uc, vc) neste caso é muito eficiente, tão eficiente quan­
to seria se Ô(x,s,fi) fosse pequeno (observe que ô ^ x ,  s, fx) é pequeno, mas 8(x, s, fi) pode ser 
grande). Logo, o passo longo de Newton na vizinhança grande terá todas as propriedades que 
teria na vizinhança pequena, não sendo necessário um passo corretor.
Suponhamos agora, como segundo caso, que as variáveis grandes não estejam bem centradas. 
Neste caso nada podemos dizer a respeito da eficiência do passo de Newton; pois não podemos
aplicar o Teorema 3.3.3. Isto significa que devemos realizar um passo corretor para amenizar 
este problema. Se realizamos uma centralização completa com base na medida de proximidade 
primal-dual, ou seja, 5(x, s, /z), estamos melhorando todas as variáveis. Pelo Lema 3.3.1 vemos 
que há uma melhora significativa na distância primai das variáveis grandes dist(g, fj).
Resumindo: Com as hipóteses do Teorema 3.3.3 satisfeitas, ou seja, um ponto dentro da 
vizinhança grande (íoc(x, s, fj) < 0.25) e as variáveis grandes centradas (dist(g , fx) < 0.1), temos 
bons passos de centralização com um descréscimo em 8(xc, sc, n) e também em dist(gc, /z). Isto 
significa que a cada iteração o passo de Newton ficará mais eficente. Exatamente como foi 
provado pelo Teorema.
Mas é interessante saber se esses resultados também podem ser obtidos mesmo com o não- 
cumprimento das hipóteses?
Veremos mais adiante na seção Experimentos Numéricos do próximo capítilo que, mesmo 
•relaxando as hipóteses do Teorema, é possível obter bons resultados no que diz respeito às suas 
teses.
4.2.6 O Algoritmo Intel
(■
Cada iteração do algoritmo começa de um dado (x, s,/z) € Verifica-se se uma dada 
medida de proximidade S*(.) <  £ é atendida. Em caso positivo, pega-se um passo ao longo 
de uma dada direção (u, v) como no algoritmo Bord 4.2.3. Caso contrário, pega-se um único 
passo de centralização de Newton, em contraste com o algoritmo Intelc 4.2.5, que pega uma 
seqüência dos passos de centralização de Newton.
A medida S*(.) tem o mesmo aspecto discutido para o algoritmo 4.2.5.
A lgoritm o 4.2.6 Dados: (x°, s°, //°) tal que ^ ( x 0, s°, /z°) < a, 7 e  (0,1), a > 0, /? > 0, e >  0 
e £ > 0.
k . -  0.
cent := 0.
REPITA
(x,s,ix) := {xk,sk,fjLk).
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Se cent = =  0
Calcule a direção afim-escala (ua, va) e a direção de centralização (ttc, vc) resol­
vendo as equações de Newton
su + xv  =  — xs + 7fj,e 
Qu + Rv = 0;
para 7 =  0 e 7 =  1 , respectivamente.
Usando o Indicador de Tapia 4.1.3 determine a partição {B, N }  (estimativa de 
{S.JV».
Defina g =  (xg, s^).
Definimos:
xc = X + u°, sc = S +  Va.
Defina p° = (xc^ , s cÈ).
SEpc > 0 e  ^  — e | < £ ;r* i
Calcule a direção (u , v) =  7 (uc, vc) +  (1 — 7 )(w°, va)
Busca: Calcule (x+, s+, //+) usando o Algoritmo de Busca 4.2.1 com x, s, /x, 
(it, v) e a  dados.
Resultado: (x*+1,s*!+1,//fc+1) := (x+,s +, /j,+). 
cent := 0.
Sen ã o
Definimos as aplicações para 9 € IR:
x(9) =  x + 9uc, s(9) =  s +  0t;c.
Tamanho do Passo: Calcule
À =  m in { l,in f{9  > 0 | 5oo(a:(0),s(0),/z) > a}}.
Defina: xc =  x(X), sc =  s(A).
Resultado: (xfc+1,s*+1,/zfc+1) := (xc, sc,/z). 
cení := 1 .
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Sen ã o  (O que significa x  e s centrados)
Calcule a direção (u, v) resolvendo as equações de Newton
su + xv — —xs  +  7/ze 
Qu +  Rv =  0;
Busca: Calcule (x+,s+,/lí+) usando o Algoritmo de Busca 4.2.1 com x, s, //, 
(u, v) e a  dados.
Resultado: (xk+1,sk+1, iik+1) := (x+,s+,/z+). 
cent := 0. 
k := k +  1 .
ATÉ nk <€■
Resultado: (x, s, p) := (xfe,s fc,/xfc).
Obs.: Neste algoritmo temos apenas uma correção, ou seja, apenas um passo no processo 
de centralização; o que significa que nem sempre se obtem uma centralização adequada. Logo, 
não se tem a garantia de pontos bem centrados, e, conseqüentemente, variáveis grandes bem 
centradas.
Veremos mais adiante na seção Experimentos Numéricos do próximo capítulo que, mesmo 
não havendo a garantia da boa centralização das variáveis grandes, ainda assim obtemos bons 
resultados; o que significa que o efeito da centralização é acumulativo. Pois a centralização não 
piora, ou piora pouco, as variáveis grandes, conforme vimos no início deste capítulo com os 
Indicadores de Tapia.
4.2.7 O Algoritmo Largec
Cada iteração do algoritmo começa de um dado (x, s, h) e  Verifica-se se uma dada 
medida de proximidade 5*(.) < £ é atendida. Em caso positivo, pega-se um passo ao longo de 
uma dada direção {u, v) tal que o ponto resultante esteja em Afc). Caso contrário, pega-se uma 
seqüência dos passos de centralização de Newton.
Alguns aspectos desse algoritmo devem ser discutidos:
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A estimativa da partição ótima e, necessariamente, a estimativa das variáveis grandes g e 
pequenas p, ocorrerá de maneira idêntica aos algoritmos anteriores, ou seja, fazendo uso do 
Indicador de Tapia 4.1.3.
A medida 5*(.) tem o mesmo aspecto discutido para o algoritmo Intelc 4.2.5.
Um aspecto interessante, talvez o mais importante, é a forma de tomar a direção (u, v). 
Dada a direção afim-escala (ua, va), obtemos o ponto (xa, sa), onde xa = x + u a e s° =  s+ va. 
Obtemos de maneira análoga (xc, sc), ou seja, xc = x + uc e sc = s+v°, onde (u°, v°) é a direção 
de centralização. Com isso criamos a direção (u , v) =  (xa — x°, sa — s°) que nos fornece, a partir 
de (x°, sc), o algoritmo com o maior passo.
Algoritmo 4.2.7 Dados: (x°,s0,/x°) tal que ^ ( x 0, s°,/z0) < a , a  > 0, > 0, e > 0 e Ç > 0.
k := 0.
REPITA
(x ,s ,fj) := (xfc,s fc,/zfc).
Calcule a direção afim-escala (ua,va) e a direção de centralização (uc}v°), resolvendo 
as equações de Newton
su + xv =  — xs + 7/ze 
Qu + Rv = 0; 
para j  =  0 e j  =  1 , respectivamente.
Definimos:
x° =  x +  ua , sa = s + va; 
x° = x  +  uc , sc = s + vc.
Usando o Indicador de Tapia 4.1.3 determine a partição {B, N }  (estimativa de
Defina g =  (xÈ, s#) e p c = (x^, s |) .
Se pc >  0 e ll2^  — e|| < £;
Calcule a direção (u , v) =  (x° — xc, sa — sc)
Busca: Calcule (x+,s+,//+) usando o Algoritmo de Busca 4.2.1 com xc, s°, n, 
(u,v) e a  dados.
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Resultado: (xfc+1,s fc+1,/ífc+1) := (x+, s+,/j,+).
Senão
Definimos as aplicações para 9 G M:
x{9) =  x  +  9uc, s(9) = s - f- 9vc.
Tamanho do Passo: Calcule
A =  m in { l,in f{9  > 0 | ô00(x(9),s(9), /j)  > a}}.
Resultado: x c = x(X), sc =  s(A).
Corretor: Use o algoritmo 4.2.2 com os dados: (x°, sc,fi) ,a e f3  dados, e J  — +oo, 
para calcular (xk+l, sh+l, fj,k+l).
k := k +  1 .
ATÉ nk <  e.
Resultado: (x,s,p,) := (xk, sk, /xfc).
Obs.: Se considerarmos parâmetros apropriados, podemos notar que este algoritmo, de 
modo análogo ao algoritmo Intelc 4.2.5, atende as condições teróricas dadas pelo Teorema
3.3.3.
Mas será que esses resultados também são obtidos se as hipóteses não se verificam?
Na seção Experimentos Numéricos do próximo capítulo, veremos que a resposta é sim, isto 
é, mesmo relaxando as hipóteses do Teorema, consegue-se bons resultados.
4.2.8 O Algoritmo Large
Cada iteração do algoritmo começa de um dado (x, s,/z) €
Dada a direção afim-escala (ua, va), obtemos o ponto (x°, sa), onde x° =  x + u a e s° =  s+ va. 
De forma análoga ao algoritmo Intel 4.2.6, podemos obter (x c, sc) com apenas um passo de 
centralização seguido de uma busca linear. Com isso criamos a direção (u , v) =  (Xa—xc,s a — sc). 
O tamanho do passo, a partir de (xc, sc), é tal que o ponto resultante esteja na vizinhança de 
jVoo- E isto nos fornece o algoritmo com o maior passo.
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k := 0.
REPITA
(.x,s,fx ) := (xk,s k,(j,k).
Calcule a direção afim-escala (ua, va) e a direção de centralização (u°, v°), resolvendo 
as equações de Newton
su + xv =  —xs  +  7 /ie 
Qu + Rv =  0;
para 7  =  0 e 7  =  1 , respectivamente.
Definimos:
Xa =  X +  ua, sa = S + Va.
Definimos as aplicações para 0 € JR:
x(0) = x + 0uc, s(0) =  s +  0vc.
Tamanho do Passo: Calcule
X =  m in { l,in f{9  > 0 | 6oo(x(0),s(9),n) > a}}.
Resultado: xc = x(X), sc = s(A).
Calcule a direção (u, v) =  (x° — xc, sa — s°)
Busca: Calcule (x+,s +,//+) usando o Algoritmo de Busca 4.2.1 com xc, sc, fx, (m, v) 
e a  dados.
Resultado: (xk+1, sk+1, fj,k+1) := (x +,s +,fx+). 
k := k + 1 .
ATÉ fxk <  e.
Resultado: (x,s,fi)  := (xk, sk, fik).
Algoritm o 4.2.8 Dados: (x°,s°,fj,°) tal que Ô ^ x 0, s°, /j,0) < a ,  a  > 0, /? > 0 e e > 0.
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Obs.: Neste algoritmo não temos passos de correção. Logo, não se tem a garantia de 
pontos bem centrados e, conseqüentemente, variáveis grandes bem centradas.
Na seção Experimentos Numéricos do capítulo que vem logo a seguir, veremos que mesmo 
não havendo a garantia da boa centralização das variáveis grandes, ainda assim obtemos bons 
resultados, conforme descrito também para o Algoritmo Intel 4.2.6; confirmando que o efeito 
da centralização é acumulativo, não piorando, ou piorando pouco, as variáveis grandes.
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Capítulo 5
Experimentos numéricos e Conclusões
5.1 E xperim entos num éricos
E xperim entos. Para analisar o comportamento dos algoritmos foram efetuados vários ex­
perimentos numéricos. Os testes foram realizados em um PENTIUM 133 MHz com sistema 
operacional WINDOWS 95 com 16 Mb RAM. Os programas foram implementados em MAT- 
LAB.
O problema teste utilizado, que descreveremos mais adiante, foi obtido pelo gerador desen­
volvido por C. C. Gonzaga.
Consideremos então os programas, ambos programados em MATLAB, como C aixa P re ta : 
LPDATA e GENLP.
O primeiro, ou seja, LPDATA, fornece dados de uma família de problemas, tais como: 
dimensão do problema (variáveis e restrições), dimensão ou degeneração das faces ótimas primai 
e dual, viabilidade do ponto inicial, etc. Com esses dados, o segundo programa, isto é, GENLP, 
gera aleatoriamente um problema que possui estas características e fornece um ponto viável 
inicial.
Este ponto (x, s) é sempre (e, e), onde e =  (1,..., 1), com a dimensão dada de acordo com o 
problema.
Em todos os testes, consideramos o raio da vizinhança como sendo a  =  0.9. E para efeito 
de centralização /? =  0.5. No que diz respeito à aproximação da trajetória central, o critério de
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paxada para a centralização é (3i =  10 5.
Na implementação dos algoritmos, outros parâmetros foram definidos:
e =  10-5, 7  =  0.2, , £ = O.õ e r  =  0.99.
O critério principal de parada dos algoritmos é que o ”gap de complementariedade”seja 
menor ou igual ao valor de e, ou seja, xts < e.
P roblem as testes. Nesta seção vamos analisar, em particular, um problema que será resolvido 
com os algoritmos estudados; e este problema foi gerado pelo GENLP. Para isto temos que 
fornecer suas características principais:
i) Restrições: 20;
ii) Variáveis: 40;
iii) Dimensão da face ótima primai: 3;
iv) Dimensão da face ótima dual: 1;
Primeiramente vamos aplicar os algoritmos Front e Intel, ou seja, algoritmos que não aten­
dem às condições teóricas dadas pelo Teorema 3.3.3, e assim, obter os seguintes resultados:
Número necessário de iterações para se resolver o problema usando o algoritmo Front: 10
Número necessário de iterações para se resolver o problema usando o algoritmo Intel: 13
E com as saídas gráficas que veremos logo a seguir.
Obs.: Os gráficos da esquerda (F.*) são referentes ao algoritmo Front; e os da direita (/.*) 
são referentes ao algoritmo Intel.
Na figura 1 temos o comportamento do gap de complementariedade, ou seja, xts. Em linha 
azul para o algoritmo Front e em linha vermelha para o Intel.
Na figura 2 temos em linha azul ôoc(x, s,fx) =
— e , e em linha verde pontilhada ô(x°, sc, fj) —
. Em linha verde temos ô(x, s , n)  =
— e
Na figura 3 temos os números de passos de Newton que seriam necessários para encontrar a 
aproximação da trajetória central, isto é, uma centralização cujo critério de parada é 6(x, s, /j.) <  
Pi, que é um bom critério.
P a s s o s  d© N e w t o n  / I t e ra cao
Na figura 4 temos em linha azul dist(x , //) = ? Que é a distância primai definida em
3.8; e em linha verde dist(xc, //) =  
grandes centradas.
x ° —x(fl)
x ( j t )
x{n)
que é a mesma distância, porém para as variáveis
Na figura 5 temos a disposição dos erros cometidos em utilizar o Indicador de Tapia como 
forma de identificação das restrições ativas e inativas na solução ótima, ou seja, as variáveis 
grandes e pequenas.
P o s i c a o  d o s  Erros :  I n d i c ad or  d e  T a p i a
0 _
i
O - <> -
5 - 5 -
*
1 0 - - 1 0 - ■
1 5 - - 1 5 - -
•  • . . .
• •
20 - - 20 - -
25 - - 25 _ -
•
•
30 - - 30 - -
•
•
35 35 -  • -
40 - - 40 - -----1------------
5 10
Fig. F.5
5 10
Fig.  I.S
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Na figura 6 temos um comparativo de todas as medidas utilizadas nos algoritmos. Temos
— eem linha azul 5oo(x, s, /i) — 
amarela 5(x , sc, h) =  \ ~  — e 
3.2.5; e finalmente em linha vermelha dist (x,n:) =
Em linha verde temos ô(x,s, fj )  = Em linha
, que é a medida de proximidade primai definida pelo Lema
x -x (n )
»(#»)
Fig.  F .6 Fig.  1.6
Vamos resolver o mesmo problema aplicando, agora, os algoritmos Bord e Intelc. O primeiro 
não cumpre as hipóteses do Teorema 3.3.3; e o segundo efetua eventuais centralizações mediante
o teste 3« _  f, < £, e conseqüentemente atendendo às condições do respectivo Teorema, e 
assim obter o seguinte resultado:
Número necessário de iterações para o algoritmo Bord: 11 
Número necessário de iterações para o algoritmo Intelc: 13
E as seguintes saídas gráficas com as mesmas interpretações dadas para o problema, quando 
este foi resolvido pelos algoritmos Front e Intel.
Obs.: Os gráficos da esquerda (B .*) são referentes ao algoritmo Bord-, e os da direita (Ic .*)
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são referentes ao algoritmo Intelc.
4Q
P a s s o s  de  New ton  / I teracao
sn
P o s i c a o  d o s  Erros:  Indicador de  Tap ia
0
...... , .
0
"•
-
5 5 _ _•
*
1 0 _ _ 1 0 - -•
15 - - 1 5 - -
• « • • •
•
20 - 20 - -
25 25
30 - - 30 - -
•
35 - • 35 - • -o •
40
.1 _l----
40 -
----1----------
O 5 10 O 5 10
Fig.  B.5 Fig.  Ic.5
Fig. B.6 Fig. Ic.6
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Finalmente vamos resolver o mesmo problema, porém aplicando os algoritmos Large e 
Laigec. Ambos algoritmos realizam o maior passo, ou seja, ganho computacional. Sendo que 
o primeiro não realiza centralizações e conseqüentemente não atende às condições do Teorema
— e3.3.3, e o segundo efetua eventuais centralizações mediante o teste 
assim às hipóteses do respectivo Teorema; e obtendo o seguinte resultado:
Número necessário de iterações para o algoritmo Large: 9 
Número necessário de iterações para o algoritmo Laigec: 12
E as seguintes saídas gráficas com as mesmas interpretações dadas para o problema, quando 
este foi resolvido pelos quatro algoritmos anteriores.
Obs.: Os gráficos da esquerda (L.*) são referentes ao algoritmo Large; e os da direita (Lc.*) 
são referentes ao algoritmo Largec.
Fig. LLc.1
R9
||xs/mu-e||, ||xcsc/mu-e|| (G); ||xs/mu-e||oo (B)
1 0 1
1 O
1 0
10
1 O
10
' 1 i « 1 *' 1 ,,  • '*. 1 1 •» 1 ; 1 «1«
li
í »
5 1 0Fig. Lc.2
1 5
Passos de Newton /  Iteracao
Fig. Lc.3
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Fig. L.4 Fig. Lc.4
Posicao dos Erros: Indicador de Tapia
0
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_ 0
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1 0 • -
1 0
♦
-
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• • * • •
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35 1 • 
• 
t 
• - 35 I  .  . -
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0 5 10
Fig. L.5
5 10
Fig. Lc.5
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Nota: Na realização dos experimentos numéricos agrupamos os algoritmos de acordo com 
alguns critérios para facilitar nossa análise.
A primeira bateria de testes foi feita com os algoritmos Front e Intel. O primeiro algoritmo 
não cumpre às hipóteses do Teorema 3.3.3, ou seja, não atende a nenhuma condição teórica. O 
segundo algoritmo realiza apenas um passo corretor quando há necessidade (segundo o critério 
de proximidade primai), mas esse passo não garante boa centralização; o que significa que ele 
atende parcialmente às condições teóricas.
A segunda bateria de testes foi feita com os algoritmos Bord e Intelc. Analogamente à 
primeira bateria, o primeiro algoritmo não atende às condições teóricas dadas pelo Teorema
3.3.3. O segundo realiza passos corretores quando há necessidade, e esses passos corretores 
realizam uma aproximação à trajetória com um bom critério de parada; o que significa que 
atende às condições teóricas.
A terceira e última bateria de testes foi feita com os algoritmos Large e Laxgec. Novamente 
temos o primeiro algoritmo que não atende às condições teóricas e o segundo sim.
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5.2 C onclusões
Os objetivos dos testes da seção anterior foram de verificar:
I) Eficiência do Indicador de Tapia na identificação das variáveis grandes e pequenas; já  que 
alguns algoritmos fazem uso destes dados.
II) Desempenho dos Algoritmos para resolver problemas com características distintas.
III) Propriedades do Teorema 3.3.3.
Para a realização de nossa análise, vamos agrupar os algoritmos de acordo com outro critério 
distinto ao adotado para os Experimentos Numéricos.
Vamos agrupá-los por perfil, ou seja, algoritmos que possuem o mesmo perfil são algoritmos 
que realizam as iterações semelhantemente no que diz respeito à atualização do (i, forma de 
tomar a direção (u, v), etc.
Assim teremos como primeiro grupo apenas o algoritmo Front, que é um algoritmo diferen­
ciado dos demais.
Constituindo o segundo grupo temos os algoritmos Intel, Bord e Intelc.
E, por fim, temos os algoritmos Large e Largec constituindo o terceiro grupo.
Pelos testes realizados, podemos chegar às seguintes conclusões:
5.2.1 Eficiência do Indicador de Tapia
Temos visto em [2] a eficiência comprovada do Indicador de Tapia para Problemas de Pro­
gramação Linear e sua extensão para Métodos de Pontos Interiores.
Temos visto também na seção 4.1 como identificar as variáveis grandes e pequenas usando 
esses Indicadores.
Pelo Teorema 4.1.1 a direção afim-escala (ua,v a) é a direção fundamental para essa identi­
ficação. Então, quando avaliamos as iterações onde o Indicador de Tapia foi eficiente, estamos 
apenas analisando as iterações onde foi realizado o passo preditor.
Agora vamos fazer essa análise para o nosso problema concreto.
A Fig. 5 (F.5 e 1.5) mostra a posição dos erros do Indicador de Tapia com o objetivo de 
identificar as variáveis grandes e pequenas para os algoritmos Front e Intel.
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Temos 16 erros num total de 10 iterações para o algoritmo Front; o que acarreta em 4.0 % 
de erros na identificação.
Obs.: Note que todas as iterações deste algoritmo são iterações preditoras; o que significa 
que todos os erros do Indicador de Tapia cometidos no algoritmo devem ser considerados.
Para o algoritmo Intel temos 9 erros num total de 9 iterações,; o que acarreta em 2.5 % de 
erros na identificação.
Obs.: Note que neste algoritmo temos 13 iterações, e das 13, 4 delas eram iterações corre­
toras; o que significa que os erros do Indicador de Tapia cometidos nestas iterações devem ser 
desconsiderados, já  que estas iterações não fazem uso da direção («“, ua).
Devemos observar que os erros são cometidos nas iterações iniciais do problema; o que 
significa que o Indicador de Tapia toma-se mais eficiente à medida que evoluem as iterações. 
Neste exemplo, em particular, o último erro foi cometido na iteração 5 para o algoritmo Front 
e na iteração 3 para o algoritmo Intel. A partir daí, o Indicador tomou-se muito eficiente.
Podemos dizer, então, que o Indicador de Tapia foi ineficiente apenas nos 50.0 % iniciais 
do desenvolvimento total do problema para o primeiro algoritmo e nos 23.1 % iniciais para o 
segundo algoritmo.
Essa mesma análise também pode ser feita para os demais algoritmos.
A Fig. 5 (B.5 e Ic.5) mostra a posição dos erros para os algoritmos Bord e Intelc. Para o 
algoritmo Bord temos 11 iterações e 12 erros, o que acarreta em 2.8 % de erros. E a ineficiência 
do Indicador de Tapia se deu nos 90.9 % iniciais do problema. E para o algoritmo Intelc temos 
9 iterações (total de 13 iterações, sendo 4 delas corretoras) e 9 erros, o que acarreta em 2.5 % 
de erros. E a ineficiência do Indicador se deu nos 23.1 % iniciais do problema.
A Fig. 5 (L.5 e Lc.5) mostra a posição dos erros para os algoritmos Large e Largec. Para o 
algoritmo Large temos 9 iterações e 11 erros, o que acarreta em 3.1 % de erros. E a ineficiência 
do Indicador de Tapia se deu nos 33.3 % iniciais do problema. E para o algoritmo Largec temos 
8 iterações (total de 12 iterações, sendo 4 delas corretoras) e 9 erros, o que acarreta em 2.8 % 
de erros. E a ineficiência do Indicador se deu nos 25.0 % iniciais do problema.
Abaixo apresentam-se duas tabelas estatísticas que mostram a confiabilidade do Indicador 
de Tapia para os algoritmos estudados em alguns problemas aleatórios .
A tabela IT .l mostra a porcentagem de erros cometidos nos problemas em questão; e a
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tabela IT.2 a porcentagem do problema onde o Indicador foi ineficiente. Resta lembrar que 
esta ineficiência ocorre sempre na parte inicial de cada problema.
As tabelas IT .l e IT.2 têm, como linhas, os problemas aleatórios; e, como colunas, os 
algoritmos utilizados.
Info Front Intel Bord Intelc Large Largec
PRO BL. 1 4.0 2.5 2.8 2.5 3.1 2.8
PRO BL.2 2.5 0.9 1.0 0.9 1.6 1.1
PRO BL.3 3.8 2.2 2.2 2.2 3.1 2.5
P R O B L A 5.7 2.5 3.2 2.5 4.2 3.1
P RO BL. 5 6.3 2.6 3.2 2.6 4.7 3.6
Média 4.5 2.1 2.5 2.1 3.3 2.6
Tabela IT .l: Percentual de Erros
Info Front Intel Bord Intelc Large Largec
PRO BL. 1 50.0 23.1 90.9 23.1 33.3 25.0
PROBL.2 44.4 45.5 30.8 45.5 50.0 50.0
PROBL.3 70.0 50.0 86.7 50.0 55.6 50.0
P R O B L A 54.5 46.2 42.9 46.2 44.4 54.5
PRO BL. 5 80.0 38.5 93.3 38.5 44.4 41.7
Média 59.8 40.7 68.9 40.7 45.5 44.2
Tabela IT.2: Percentual de Iterações com Indicador Errado
Obs.: Os dados das tabelas são em %.
Pela tabela IT .l podemos perceber que:
Na média, os algoritmos onde o Indicador de Tapia cometem maior percentual de erros são 
os algoritmos do primeiro grupo (que, no nosso caso, é somente o algoritmo Front) e depois
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vêm os algoritmos do terceiro grupo (que são os algoritmos Laige e Largec). O  segundo grupo 
de algoritmos (que são Intel, Bord e Intelc) foi o grupo onde o Indicador cometeu o menor 
percentual de erros.
Vamos observar a mesma tabela, porém por um outro aspecto; pelo critério adotado paxa 
os Experimentos Numéricos, ou seja, se atende ou não às condições do Teorema 3.3.3.
Tanto para os algoritmos que pertencem ao segundo grupo, como para os que pertencem ao 
terceiro grupo, atender condições teóricas implica em Indicador de Tapia mais eficiente.
Uma análise isolada dos algoritmos também deve ser feita. Esta análise nos indica o algo­
ritmo Front como o algoritmo que teve o maior percentual de erros no Indicador de Tapia, por 
outro lado temos os algoritmos Intel e Intelc com o menor percentual.
Pela tabela IT.2 podemos concluir que:
Na média, para os algoritmos do primeiro grupo, houve uma dificuldade maior para o 
Indicador de Tapia identificar as variáveis grandes e pequenas, ou seja, houve uma persistência 
nas iterações com erros, implicando em uma maior ineficiência do Indicador no desenvolvimento 
inicial do algoritmo. Depois vem o segundo grupo e por fim o terceiro grupo, onde o Indicador 
de Tapia se tomou mais eficiente.
Se observarmos agora a mesma tabela, porém com o critério adotado para os Experimentos 
Numéricos, temos a seguinte análise:
Tanto para os algoritmos do segundo grupo como para os do terceiro grupo, estar de acordo
/
com os aspectos teóricos implica em percentual menor da ineficiência do Indicador de Tapia, E 
bom lembrar que essa ineficiência ocorre em gerai no desenvolvimento inicial dos algoritmos.
Uma análise isolada dos algoritmos nos indica o algoritmo Bord como o algoritmo com o 
maior percentual de ineficiência do Indicador de Tapia, ou seja, persistência em iterações com 
o Indicador errado; e os algoritmos Intel e Intelc com o menor percentual.
5.2.2 Desempenho dos algoritmos
Os algoritmos, como já  era previsto, se mostraram bastante eficientes para resolver os prob­
lemas testados.
Uma das formas de avaliar o desempenho de um algoritmo é saber o número de iterações paxa 
se atingir a solução de um dado problema. As iterações representam cálculos das direções (u , v).
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Se esse numero é baixo, isso é considerado um bom resultado; já  que o custo computacional 
para fazer tal processo é alto, pois envolve a resolução de Sistemas Lineares grandes.
Agora vamos analisar esses aspectos para os nossos problemas concretos.
A Fig. 2 (F.2 e 1.2) mostra o comportamento dos algoritmos Front e Intel.
Temos 10 iterações para o algoritmo Front e todas elas são iterações preditoras, isto é, 
iterações onde houve a atualização do /z, da forma /z+ =  Por outro lado, paxa o algoritmo 
Intel temos 13 iterações, onde 4 delas não foram iterações preditoras, ou seja, foram iterações 
de correção.
Essa mesma análise também pode ser feita para os demais algoritmos.
A Fig. 2 (B.2 e Ic.2) mostra o comportamento para os algoritmos Bord e Intelc. Para o 
algoritmo Bord temos 11 iterações, e todas elas preditoras. E para o algoritmo Intelc temos 13 
iterações, com 4 delas sendo corretoras.
A Fig. 2 (L.2 e Lc.2) mostra o mesmo, só que para os algoritmos Large e Largec. Para o 
algoritmo Large temos 9 iterações, onde todas são preditoras. E para o algoritmo Largec temos 
12 iterações, onde 4 delas são corretoras.
Abaixo apresentam-se duas tabelas estatísticas que mostram dois aspectos diferentes para 
o número de iterações dos algoritmos estudados em alguns problemas aleatórios .
A tabela DA.l mostra o número total de iterações para a resolução dos problemas em 
questão; e a tabela DA.2 o número de iterações do algoritmo onde foram realizados apenas 
passos preditores, ou seja, apenas onde houve a  atualização do /i.
As tabelas DA.l e DA.2 têm, como linhas, os problemas aleatórios; e, como colunas, os 
algoritmos utilizados.
Info Front Intel Bord Intelc Large Largec
PRO BL. 1 10 13 11 13 9 12
PRO BL.2 9 11 13 11 8 10
PROBL.Z 10 12 15 12 9 11
P R O B L A 11 13 14 13 9 11
PRO BL.h 9 10 10 10 8 9
Média 9.8 11.8 12.6 11.8 8.6 10.6
Tabela DA.l: Total de Iterações 
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Info Front Intel Bord Intelc Large Laxgec
PRO BL. 1 10 9 11 9 9 8
PRO BL. 2 9 8 13 8 8 7
PROBL.3 10 9 15 9 9 8
P R O B LA 11 10 14 10 9 8
PROBL.5 9 8 10 8 8 7
Média 9.8 8.8 12.6 8.8 8.6 7.6
Tabela DA.2: Total de Iterações Preditoras
Pela tabela DA.l podemos perceber que:
Na média, os algoritmos que realizam maior número de iterações são os algoritmos do segun­
do grupo (que são os algoritmos Intel, Bord e Intelc), e depois vêm os algoritmos do primeiro 
grupo (que, no nosso caso, é somente o algoritmo Front). O terceiro grupo de algoritmos (que 
são os algoritmos Laige e Largec) foi o grupo que realizou o menor número de iterações.
Vamos observar a mesma tabela, porém por um outro aspecto; pelo critério adotado para 
os Experimentos Numéricos, ou seja, se atende ou não às condições do Teorema 3.3.3.
Um fato curioso ocorre neste tipo de análise:
Para os algoritmos que pertecem ao segundo grupo, atender condições teóricas implica em 
número menor de iterações; já  para os algoritmos do terceiro grupo, ocorre o inverso.
Uma análise isolada dos algoritmos também deve ser feita. Esta análise nos indica o algo­
ritmo Bord como o algoritmo que teve o maior número de iterações, por outro lado temos o 
algoritmo Large com o menor número.
Pela tabela DA.2 podemos concluir que:
Na média, os algoritmos do primeiro grupo (somente o algoritmo Front) foram os algoritmos 
que mais realizaram iterações do tipo preditoras, ou seja, iterações onde o parâmetro fjL é atu­
alizado. Depois vem o segundo grupo e por fim o terceiro grupo, onde os algoritmos realizaram 
menor número de iterações com atualização do //.
Se observarmos agora a mesma tabela, porém com o critério adotado para os Experimentos
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Numéricos, temos a seguinte análise:
Tanto para os algoritmos do segundo grupo como para os do terceiro-grupo, estar <le acordo 
com os aspectos teóricos implica em redução no número de iterações que exigem a atualização 
do ix.
Uma análise isolada dos algoritmos nos indica o algoritmo Bord como x> algoritmo com o 
maior número de iterações desse tipo, ou seja, iterações preditoras; e os algoritmos Intel e Intelc 
com o menor número.
Obs.: Os problemas gerados pelo programa GENLP foram problemas pequenos e com baixo 
índice de complexidade. Com isso não se conseguiu gerar problemas com condições próximas à 
do pior caso, previstas pela teoria.
Por exemplo: O número de passos de Newton previsto pela teoria para realizar uma cen­
tralização é da ordem de n. Nos nossos casos particulares essas centralizações sempre foram 
•conseguidas com um número bastante baixo.
Podemos constatar esse fato analisando as figuras F.3 ,1.3, B .3, e as demais *.3, onde esse 
número não passou de 4.
5.2.3 Propriedades do Teorema 3.3.3
Devemos lembrar as hipóteses do Teorema 3.3.3:
’’Seja (x, s) primal-dual viável, /z > 0 tal que ^ ( x ,  s,n ) < a e dist(g, /z) <  £, onde a  =  0.25, 
£ =  0.136 e g são as variáveis grandes”.
Podemos notar que na seção Experimentos Numéricos tivemos as hipóteses do Teorema 
relaxadas. Tomamos a  = 0.9, criando assim uma vizinhança bem maior da trajetória central; 
e £ =  0.5, inibindo a ação dos passos corretores, e estimamos g usando o Indicador de Tapia.
Podemos notar que, pela natureza dos algoritmos, exceto para o algoritmo Econt, os pon­
tos gerados estão na vizinhança JV,» =  {(x, s) € F  \ ^ ( x ,  s, /z) < 0.9 para algum  /z < 
/z°, /z° > 0}, ou seja, a hipótese relaxada S00(x, s, /x) <  0.9 é sempre atendida.
Temos que analisar então, a partir de qual iteração a hipótese dist(g, //) <  0.5 é satisfeita. 
E, em particular para o algoritmo Front, a hipótese ^ ( x ,  s, /i) < 0.9.
Vamos analisar, então, o algoritmo Front isoladamente.
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Da fusão das figuras F. 2 e FA  podemos notar que a partir da iteração 8 as hipóteses 
(relaxadas) do Teorema 3.3.3 são válidas, isto é, as variáveis grandes estão bem centradas.
Observando a figura F.2, podemos verificar que a partir dessa iteração realmente um passo 
de Newton de centralização produz uma grande redução da proximidade em relação ao ponto 
central correspondente, isto é, a redução significativa de 5{xc, sc, n). Verifica-se também pela 
figura FA  o decréscimo de dist(g°, /i).
Finalmente, observando a figura F.6, onde está a comparação de todas as medidas utizadas 
pelo algoritmo, podemos notar que no final do algoritmo, exatamente a partir da iteração
321-e é uma boa8, onde a proximidade é baixa, a  medida de proximidade ô(g,pc,/n) = 
aproximação para a distância dist(g,fx).
Essa mesma análise também pode ser feita para os demais algoritmos.
Da fusão das figuras 1.2 e IA  notamos que a partir da iteração 9 as hipóteses (relaxadas) 
do Teorema 3.3.3 são válidas para o algoritmo Intel, isto é, as variáveis grandes estão bem 
centradas.
Observando a figura 1.2, verificamos que a partir dessa iteração o passo de Newton de cen­
tralização é muito eficiente, ou seja, a reduz significativamente ô(xc,sc,j/,). Verifica-se também 
pela figura FA  o decréscimo de dist(g°, //).
Finalmente, pela figura 7.6, podemos notar que exatamente a partir da iteração 9, a medida 
de proximidade S(g,pc, /z) é uma boa aproximação para a distância dist(g,jS).
A análise para os outros algoritmos é bem semelhante, lembrando apenas que a hipótese 
£00(2 , s, n) < 0.9 é sempre atendida. Então basta verificar a partir de qual iteração a hipótese 
dist(g, ti) < 0.5 ocorre.
Todos estes fatos nos mostram que, mesmo relaxando as hipóteses do Teorema 3.3.3, pode­
mos obter bons resultados.
Pela análise destes algoritmos podemos concluir que:
”0  comportamento do algoritmo de centralização é fortemente influenciado pela precisão 
com que são conhecidas as variáveis grandes. Se estas estão próximas de seus valores cen­
trais, então o número de passos de centralização necessário em cada iteração do algoritmo será 
pequeno” .
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