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Resumen La reconstrucción 3D densa de escenas es de gran interés tan-
to para la navegación de robots como para el modelado 3D de objetos
o la realidad aumentada. En este art́ıculo se describe la arquitectura de
un sistema capaz de generar una reconstrucción 3D densa del entorno
utilizando una cámara monocular. Para ello se ha implementado un al-
goritmo de estéreo basado en movimiento capaz de calcular un mapa de
profundidad en cada imagen para su posterior integración en un mapa
denso. La utilización de una cámara monocular permite evitar las des-
ventajas en cuanto al rango y las condiciones de funcionamiento de otros
tipos de sensores como las cámaras RGB-D o los pares estéreo. El siste-
ma propuesto ha sido validado tanto en conjuntos de datos sintéticos en
escenas interiores como en entornos reales exteriores.
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1. Introducción
La posibilidad de obtener mapas 3D densos mediante una cámara monocu-
lar en lugar de otros dispositivos de mayor peso y consumo de potencia, como
un sensor LIDAR, puede tener grandes beneficios en determinados tipos de ro-
bots como UAVs de reducidas dimensiones. Otros tipos de dispositivos como las
cámaras RGB-D no son capaces de ofrecer medidas fiables de profundidad en
zonas con iluminación solar, además de tener un rango de medida muy limitado,
haciendo inviable su uso en exteriores.
En este trabajo se describe la arquitectura de un sistema capaz de generar
una reconstrucción 3D densa del entorno utilizando una cámara monocular. El
sistema aplica un algoritmo de SLAM para obtener las posiciones de la cámara
y, a partir de ellas, se ha implementado un método de estimación de la profundi-
dad —denominado Plane Sweep— que realiza el estéreo entre la imagen actual
y una de las imágenes anteriores. Esta imagen se selecciona de tal forma que se
maximice la distancia entre las correspondientes posiciones de la cámara mante-
niendo las imágenes lo más similares posibles. El algoritmo incluye un Filtro de
Kalman Extendido (EKF) para la propagación de la profundidad entre imágenes
sucesivas. Por último, se aplican una serie de filtros de ruido y se integran los
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mapas de profundidad en el modelo 3D final utilizando TSDF (Truncated Signed
Distance Function).
Este trabajo se basa en [1] con las siguientes diferencias: (i) como algoritmo
para el cálculo de las posiciones de la cámara se ha seleccionado ORB-SLAM
[2]; (ii) En el método de selección de keyframes se utiliza una representación
de tipo Bag of Words para comparar las imágenes y poder evaluar la similitud;
(iii) Se define un algoritmo de asociación de ṕıxeles entre diferentes mapas de
profundidad, útil a la hora de propagar la profundidad entre imágenes sucesivas
o comprobar si varias medidas de la misma zona de la escena son consistentes
en el tiempo.
El presente documento se estructura de la siguiente forma: en la sección 2
se presenta el trabajo relacionado. En la sección 3 se describe el sistema de
reconstrucción 3D densa. En la sección 4 se muestran los resultados obtenidos
en diferentes entornos. La sección 5 recoge las conclusiones.
2. Trabajo relacionado
Uno de los primeros trabajos en obtener una reconstrucción 3D densa, precisa
y eficiente fue KinectFusion [3], un sistema que utiliza los mapas de profundidad
generados por una cámara RGB-D para la construcción de un modelo 3D de gran
calidad representado mediante TSDF (Truncated Signed Distance Function). La
principal desventaja de KinectFusion radica en que se define un cubo de tamaño
fijo (para alcanzar tasas de actualización del modelo en tiempo real) dentro del
cual se puede realizar la reconstrucción. Sobre este trabajo han surgido nuevas
contribuciones que intentan mitigar este problema mediante la utilización de
un cubo móvil, como en el caso de [4], en el que simplemente se descartan
los datos que se dejan atrás y se mapea el contenido del volumen a la nueva
posición del mismo cada vez que es necesario moverlo, permitiendo localizar la
cámara en largas trayectorias ya que se mantiene en todo momento un modelo
del entorno cercano. Una alternativa que śı utiliza la información de superficie
que se deja atrás la encontramos en [5], donde se crea un mapa global que se
actualiza a medida que se visitan diferentes zonas del entorno. No se define
ninguna estrategia que permita reutilizar datos de zonas ya visitadas y que han
salido del cubo de reconstrucción, provocando la aparición de superposición de
superficies en algunas circunstancias.
La mayor parte de los problemas asociados a estas aproximaciones se ori-
ginan en la utilización de una estructura de datos poco eficiente, un cubo de
tamaño fijo en el que la mayor parte de los voxels se encuentran sin información,
ya que se trunca la distancia máxima hasta la cual se almacena un valor. En
[6] se propone una nueva aproximación basada en la utilización de una Tabla
Hash compuesta de pequeñas agrupaciones de voxels, de este modo se optimiza
el espacio necesario para almacenar el mapa al reservar memoria únicamente
para aquellas zonas de la escena que contienen información. En CHISEL [7] se
hace una reimplementación de esta idea capaz de ejecutarse en tiempo real en
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dispositivos móviles a costa de una menor resolución pasando de unos 4mm a
unos 2cm.
Un componente clave en este tipo de sistemas es la localización de la cámara
en el entorno. En los sistemas basados en cámaras RGB-D como [3] esta posición
se utiliza para integrar los nuevos mapas de profundidad en el lugar adecuado del
mapa. En las implementaciones que introducen la noción de cubo móvil [4, 5],
la localización de la cámara también es necesaria para mover el cubo de forma
correcta y actualizar el modelo en consecuencia. En todos estos casos se utilizan
variantes del algoritmo ICP, que obtiene la posición de la cámara realizando una
minimización de la distancia entre los puntos 3D del mapa de profundidad y las
zonas correspondientes del modelo 3D.
Al utilizar algoritmos de estéreo basados en la selección de keyframe para
la obtención de los mapas de profundidad, el cálculo de la transformación de la
cámara cobra mayor importancia ya que determina en gran medida la calidad
de los mapas generados, además de la integración en el modelo. En este tipo
de sistemas se necesita conocer la transformación de la cámara antes de extraer
el mapa de profundidad con lo que una aproximación como la anterior no es
válida. En [8] se utilizan caracteŕısticas FAST para la triangulación de ciertos
puntos creando un mapa disperso que ayuda a la localización de la cámara. Este
mapa disperso es diferente del modelo 3D generado y se debe crear y mantener
en paralelo. En [1] se pone de manifiesto que las técnicas básicas de odometŕıa
visual combinadas con unidades de medición inercial (IMU) [9] no aportan la
calidad suficiente en los cálculos de las transformaciones a corto plazo.
3. Sistema de reconstrucción 3D densa
En la figura 1 se muestra el esquema del sistema de reconstrucción 3D densa.
Para determinar la posición de la cámara a lo largo del recorrido se utilizará el
algoritmo ORB-SLAM [2]. Además, para la estimación de la profundidad se debe
seleccionar un keyframe lo suficientemente similar a la imagen actual, pero con
una transformación en la posición de la cámara lo suficientemente grande para
poder realizar la triangulación. Para llevar a cabo esta tarea, en este trabajo
se utiliza una técnica similar a la propuesta en [2] para el cierre de lazos, en
donde para cada imagen se extraen las caracteŕısticas ORB [10] lo más dispersas
posibles. De este modo, se evita que las caracteŕısticas extráıdas en una imagen
se concentren en una zona provocando que, potencialmente, se seleccione un
keyframe que comparta un gran número de puntos caracteŕısticos con la imagen
actual pero en una pequeña región de la misma, ofreciendo un pobre rendimiento
a la hora de calcular el mapa de profundidad completo. Una vez echo esto, se
añade la nueva imagen a una base de datos de tipo Bag of Words (BoW) [11].
Todas las nuevas imágenes se añaden como posibles keyframes y, al contrario
de lo que sucede en [2], únicamente se eliminan imágenes antiguas (por encima
de un umbral) de la base de imágenes. De este modo, se previene que el número
de posibles keyframes crezca demasiado, sobre todo en largos recorridos en ex-
teriores. Por otro lado, es más probable que dos imágenes cercanas contengan
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Figura 1. Arquitectura del sistema.
información sobre la misma región. Para el cálculo de la puntuación se utiliza
un vocabulario previamente generado. A cada punto caracteŕıstico de la ima-
gen se le asocia una palabra creando un vector vt ∈ RW , siendo W el tamaño
del vocabulario. Para cada palabra en el vector se le asigna una ponderación
de tipo tf-idf (term frequency-inverse document frequency). Para comparar las
representaciones de dos imágenes (v1 y v2) se utiliza la siguiente ecuación [11]:
s(v1, v2) = 1−
1
2
∣∣∣∣ v1|v1| − v2|v2|
∣∣∣∣ (1)
En las primeras posiciones del ranking devuelto por BoW aparecen imágenes
con gran parecido a la imagen actual, pero en la mayor parte de los casos, no se
encuentran a la distancia suficiente para realizar la triangulación. Por este mo-
tivo, en lugar de seleccionar la primera imagen, se escoge aquella cuya posición
de la cámara se encuentre los más separada posible de la posición actual y cuya
puntuación de similitud se encuentra por encima de la puntuación de la primera
corregida por un factor (puntuación mı́nima aceptable). De este modo se añade
un compromiso entre similitud y distancia entre imágenes. Con el objetivo de
prevenir que el mismo keyframe se escoja un alto número de veces, se selecciona
de forma aleatoria uno de los tres keyframes más alejados que se encuentran den-
tro del umbral de similitud. De este modo, si algún keyframe introduce medidas
erróneas, se minimiza el posible efecto en el resultado final.
3.1. Estimación de la profundidad
Una vez seleccionado el keyframe y calculada la transformación entre ambas
imágenes se ejecuta el algoritmo de estéreo Plane Sweep [12] utilizando ZNCC
(Zero-mean Normalized Cross Correlation) para el cálculo de la función de coste.
Los planos se disponen utilizando una distancia fija y en paralelo al plano de la
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imagen en el frame actual (Figura 2). Se realiza este proceso para dos niveles
diferentes de resolución manteniendo el mismo tamaño de ventana para ZNCC, y
se agrega el resultado obteniendo un único volumen de costes final [13]. En lugar
de utilizar los valores de profundidad directamente, se trabaja con la inversa de
la profundidad. De este modo, se puede asumir una distribución normal en la
incertidumbre, necesario para la aplicación del EKF a la hora de propagar la
hipótesis de profundidad en cada ṕıxel.
Figura 2. Para el ṕıxel de la imagen de referencia (cámara de la izquierda) se prueban
diferentes hipótesis de profundidad (por ejemplo, los planos P0 y Pk). La proyección
en el keyframe a través del plano P0 se corresponde con una zona de la imagen que
representa la misma zona de la escena con lo que a la profundidad asociada al ṕıxel
se le asigna la distancia a la que se ha establecido P0. Por contra, el plano Pk da una
proyección incorrecta, lo que genera un peor valor de ZNCC.
3.2. Optimización sub-ṕıxel
Con el fin de obtener una precisión mayor a la ofrecida por el conjunto
de planos seleccionado, se ajusta una parábola que pasa por el mı́nimo de la
función de coste y por los dos puntos que rodean dicho mı́nimo. El valor final
de profundidad vendrá determinado por el mı́nimo de la parábola (µ0 en la
figura 3). Todos los ṕıxeles cuyo mı́nimo de la función de coste esté por encima
de un umbral serán descartados y se considerará la medida como desconocida
[1].
3.3. Estimación de la incertidumbre
Para la actualización del EKF es necesario estimar la varianza en cada ṕıxel.
Se define la desviación estándar como (Figura 3):
σ0 = max(µ0 − dinvmin, dinvmax − µ0)




max los valores mı́nimo y
máximo de profundidad a partir de los cuales la función de coste toma valores
por encima de γcmin siendo cmin el coste asociado al mı́nimo de la parábola y γ
un parámetro del sistema [1].
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Figura 3. Optimización de la función de coste y estimación de la desviación t́ıpica.
3.4. Propagación de la profundidad
Con el fin de realizar la integración a lo largo del tiempo de los mapas de
profundidad, el sistema utiliza un EKF [1]. Para la predicción de la inversa de la
profundidad en el frame i (µi) y la varianza asociada (σ
2
i ) se utilizan la inversa
de la profundidad y la varianza en el frame anterior (µi−1 y σ
2
i−1) aśı como la
transformación de la cámara en el eje óptico (tz) y la incertidumbre asociada a

















Las estimaciones anteriores se corrigen mediante la inversa de la profundidad

















3.5. Asociación de ṕıxeles entre mapas de profundidad
Una parte fundamental en este proceso consiste en relacionar los ṕıxeles de
la imagen anterior con la imagen actual. Para ello se calcula la posición 3D
asociada al ṕıxel (x0, y0). La representación 3D de cada ṕıxel se obtiene como:
z = 1/µ (6)
x = ((x0 − cx)z)/fx (7)
y = ((y0 − cy)z)/fy (8)
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donde fx, fy, cx y cy son los parámetros de configuración de la cámara (focal, y
punto principal).
Una vez calculada la posición 3D se proyecta en la nueva imagen asociando
la medida de profundidad al ṕıxel correspondiente. Esta aproximación puede
generar un gran número de ṕıxeles sin inicializar. En la figura 4 se puede ver como
al utilizar simplemente las proyecciones de los puntos, en los ṕıxeles del centro no
se propagan los valores de profundidad correspondientes ya que ningún punto se
proyecta en ellos. Como solución a este problema, en [1] se propone la proyección
de una malla de triángulos en lugar de simplemente los puntos, cubriendo una
mayor cantidad de ṕıxeles. En este trabajo se ha utilizado una implementación
en GPU del algoritmo de triangulación de Delaunay en dos dimensiones [14]
sobre los ṕıxeles de la imagen anterior. Esta técnica de triangulación tiende a
generar triángulos lo más equiláteros posibles maximizando los ángulos mı́nimos.
Una vez hecho esto, se hacen las proyecciones de los vértices de los triángulos
en la imagen actual.
Figura 4. En la figura de la izquierda se realiza una proyección de los puntos 3D (las
cruces simbolizan las proyecciones) calculados a partir de la información de profundidad
de la imagen anterior, quedando sin ningún valor asignado los ṕıxeles 2, 5 y 8. En la
figura de la derecha se utiliza una malla de triángulos que permite cubrir un mayor
número de ṕıxeles, asociando cada ṕıxel con los vértices del triángulo al que pertenece
su centro (ṕıxeles con el mismo color pertenecen al mismo triángulo).
Por último, se utiliza un contador de validez [1] que se incrementa (hasta
un máximo) para cada medida consistente y se decrementa con cada medida
inconsistente. Cuando el contador de validez alcanza cero, el estado asociado del
EKF se descarta y se volverá a inicializar con la siguiente medida. Una medida
es inconsistente cuando no se cumple:
|µi − µ0| < σi − σ0 (9)
Por lo tanto, además de propagar la hipótesis de profundidad y la varianza aso-
ciada, también se debe propagar este contador. Para ello se utiliza la información
de los tres puntos que forman el triángulo que contiene el centro de cada ṕıxel. Se
descartan aquellos triángulos cuya diferencia de profundidad entre sus vértices
supere un umbral preestablecido. Además, también se impone un ĺımite en el ta-
maño máximo de los lados de cada triángulo previniendo que un único triángulo
pueda afectar a un gran número de ṕıxeles.
8 Daniel Cores et al.
El valor de profundidad del nuevo ṕıxel se calcula a partir de la intersección
entre el rayo que pasa por el centro de dicho ṕıxel y el plano que contiene al
triángulo correspondiente. Dado un ṕıxel (x, y) aśı como la normal del plano (n)
y uno de los vértices del triángulo (P ), la profundidad asociada se calcula como:
profundidad =
fxfy(P · n)
fynx(x− cx) + fxny(y − cy) + fxfynz
(10)
Para el caso de la varianza, se selecciona el máximo de entre las varianzas
asociadas a cada uno de los vértices, mientras que para el contador de validez
se utiliza el mı́nimo de los tres vértices. De este modo, se sigue una estrategia
conservadora, ya que una varianza alta puede suponer que el valor se descarte
mediante filtros posteriores, mientras que si el contador de validez alcanza cero
se descarta el valor de profundidad del ṕıxel directamente.
Por último, se aplica un suavizado por mediana definiendo un tamaño de
ventana de 3 ṕıxeles.
3.6. Filtrado de puntos fuera de rango
La presencia de ruido en los mapas de profundidad ocasiona un gran deterioro
en la calidad del modelo 3D final cuando se utiliza TSDF para representar la
superficie. Por ello, la siguiente etapa del sistema es la aplicación de un conjunto
de filtros [1].
Consistencia temporal Se comparan mediciones separadas 0.25 segundos y en
caso de que no coincidan se descarta el valor de profundidad. Para realizar
las asociaciones de ṕıxeles entre los dos mapas de profundidad se emplea el
mismo método basado en la triangulación de Delaunay utilizado para propagar
la hipótesis de profundidad.
Varianza máxima Se establece un umbral máximo sobre la varianza a partir del
cual se descartan todos los ṕıxeles. Mediante la ecuación 11 se calcula la varianza










Ángulo máximo Se impone un ángulo máximo entre la normal de la superficie
en cada punto y la dirección con la que se observa dicho punto.
Análisis de componentes conexas Se filtran pequeñas agrupaciones de puntos
que se encuentran aisladas. Para generar las agrupaciones se parte de un ṕıxel
que todav́ıa no ha sido procesado y se añaden al grupo actual todos los ṕıxeles
vecinos cuya diferencia de profundidad con el actual se encuentre por debajo de
un umbral. Se realiza el proceso de forma recursiva hasta que no se añadan más
vecinos al grupo. A continuación, se selecciona un nuevo ṕıxel no procesado, y se
genera un nuevo grupo, repitiendo el proceso hasta que no queden más ṕıxeles
sin procesar.
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3.7. Integración en el modelo 3D
Una vez obtenido el mapa de profundidad final se integra en un modelo 3D
representado mediante un TSDF (Truncated Signed Distance Function). Como
estructura de datos se utiliza la aproximación h́ıbrida propuesta en [7] en la que
se utiliza una Tabla Hash para el almacenamiento de pequeñas agrupaciones de
voxels. De este modo se consigue un sistema con una gran eficiencia en memoria
permitiendo el manejo de grandes mapas sin la necesidad de convertir la super-
ficie a otra estructura de datos —como una nube de puntos— como ocurre en
[5].
4. Resultados
Para evaluar la precisión y la completitud de los mapas de profundidad ge-
nerados se ha utilizado el conjunto de datos de prueba ICL-NUIM [15]. Nos
basaremos en las definiciones de precisión y completitud descritas en [1], enten-
diendo la precisión como el porcentaje de ṕıxeles con una medida válida cuya
diferencia en profundidad con respecto a la real es inferior a 7.5cm. La comple-
titud se define como el porcentaje de puntos con un error inferior a 7.5cm sobre
el total de ṕıxeles de la imagen.
En la tabla 1 se muestran los resultados obtenidos sobre las cuatro trayecto-
rias disponibles en el conjunto de datos para reconstrucción 3D. Se aportan los
resultados tanto en la resolución original (640x480) como haciendo una reduc-
ción a 320x240 ṕıxeles. La utilización de las imágenes en tamaño original ofrece
mejores resultados tanto en precisión como en completitud en todos los casos
llegando a mejorar notablemente en el caso de Living room 1.
Tabla 1. Resultados obtenidos sobre el conjunto de datos ICL-NUIM.
QVGA VGA
Precisión Completitud Precisión Completitud
Living room 0 94.4 % 37.1 % 98.0 % 43.0 %
Living room 1 84.1 % 13.6 % 96.2 % 31.6 %
Living room 2 89.0 % 33.2 % 94.3 % 37.9 %
Living room 3 88.6 % 29.6 % 94.7 % 32.2 %
En la Figura 5 se puede ver la mejora de la precisión, a medida que se aplican
los diferentes componentes del sistema, para cada una de las trayectorias, tanto
en VGA como en QVGA. Se observa que, en general, la consistencia temporal
y el análisis de componentes conexas suponen una mejora importante en todos
los casos. Por otro lado, el suavizado por mediana supone una mejora para las
pruebas con mayor resolución, mientras que empeora en los casos en los que se
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utiliza QVGA. En la figura 6 se puede ver tanto el mapa de profundidad de
partida como el resultado de aplicar todos los filtros, aśı como una imagen del
modelo 3D generado.
Figura 5. Evolución de la precisión en promedio para todas las imágenes.
Figura 6. En la imagen de la izquierda se observa el mapa de profundidad calculado
a través de Plane Sweep. En la siguiente imagen se muestra el mapa de profundidad
resultado de aplicar todas las etapas de filtrado. Por último, se representa una imagen
del modelo 3D generado.
En las figuras 7 y 8 se muestran reconstrucciones 3D de escenas en exteriores
con mapas de gran tamaño con diferentes niveles de iluminación. Estas imágenes
se han obtenido con la cámara de un móvil a una resolución de 1280x720 ṕıxeles
y se han reducido a 640x360 ṕıxeles para realizar la estimación de la profundidad
y la reconstrucción del modelo 3D. Al tratarse de imágenes reales grabadas con
una cámara monocular no es posible extraer métricas de precisión y completitud
ya que los valores reales no están disponibles.
5. Conclusiones
En este trabajo se ha propuesto un sistema completo de reconstrucción 3D
densa utilizando únicamente las imágenes de una cámara monocular. Para la
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Figura 7. Edificios bajo iluminación solar directa con sombras (Distancia recorrida:
90m).
Figura 8. Fachada con poca iluminación (Distancia recorrida: 100m).
localización de la cámara, hemos seleccionado ORB-SLAM, un sistema que ofrece
grandes resultados tanto en interiores como en exteriores. En la obtención de
los mapas de profundidad se ha prestado especial atención a la eliminación de
ruido, algo fundamental al no contar con dispositivos activos de medición de la
profundidad.
Se ha probado el sistema en diferentes entornos, tanto sintéticos (ICL-NUIM),
como en largas trayectorias en exteriores con diferentes condiciones de ilumina-
ción. En ambos casos obteniendo buenos resultados consiguiendo reducir el ruido
asociado generando modelos densos con altos niveles de completitud.
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