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1. Introduction
A matrix A ∈ Rn×m is called totally nonpositive (totally negative) if all its minors are nonpositive
(negative) and abbreviated as t.n.p. (t.n.). Following the notation of [1], given k, n ∈ N, 1 k n,
Qk,n denotes the set of all increasing sequences of k natural numbers less than or equal to n. When
the natural numbers are consecutive the sequence is denoted by Q0k,n. If A ∈ Rn×m, α ∈ Qk,n and
β ∈ Qk,m with k = 1, 2, . . . , min{n,m}, A[α|β] denotes the k × k submatrix of A lying in rows α and
columns β . The principal submatrix A[α|α] is abbreviated as A[α]. Therefore, A ∈ Rn×m is t.n.p. (t.n.)
if det A[α|β] 0 (< 0), for all α ∈ Qk,n and β ∈ Qk,m with k = 1, 2 . . . , min{n,m}.

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For square t.n. matrices, spectral properties and LDU factorization are analyzed in [7], and a char-
acterization in terms of the parameters of the Neville elimination is obtained in [11]. For nonsingular
t.n.p. matrices, an LDU factorization and some properties are presented in [2].
Given a matrix A ∈ Rn×m with rank(A) = r min{n,m}, a decomposition A = FG is called full
rank factorization of A if F ∈ Rn×r , G ∈ Rr×m and rank(F) = rank(G) = r. It is known that the full
rank factorization of any nonzero matrix is not unique. In fact, all other full rank factorizations can be
written in the form A = (FM−1)(MG), whereM ∈ Rr×r is a nonsingular matrix.
If the full rank factorization of A = LDU is such that L ∈ Rn×r is a lower echelon matrix, D =
diag(d1, d2, . . . , dr) is nonsigular andU ∈ Rr×m is an upper echelonmatrix, this factorization is called
full rank factorization in echelon form of A. It is known that not all matrices have a full rank factorization
in echelon form but if this factorization exists then it is unique [3].
We recall that a matrix is an upper echelon matrix if it satisﬁes the following conditions:
1. The ﬁrst nonzero entry from the left in each row is a 1 called the leading 1 for that row.
2. Each leading 1 is to the right of all leading 1’s in the row above it.
3. All zero rows are at the bottom.
A matrix is a lower echelon matrix if its transpose is an upper echelon matrix.
The main goal of this paper is to derive a characterization of t.n.p. (t.n.) matrices in terms of its
full rank factorization in echelon form for ﬁnally reducing signiﬁcantly the number of minors to be
checked in order to decide if a rectangular matrix is t.n.
Following [14] we denote by F
{j1,j2,...,jk}
n
(
C
{j1,j2,...,jk}
n
)
the matrix obtained from the n × n identity
matrix by deleting the columns (rows) j1, j2, . . . , jk . These matrices allow us to suppose, without loss
of generality, that A ∈ Rn×m has no zero rows or columns. In other case, if A has the j1, j2, · · · , js zero
rows and the i1, i2, · · · , ir zero columns, 1 s n, 1 r m, with F{j1,j2,···,js}n and C{i1,i2,···,ip}m we obtain
A = F{j1,j2,···,js}n A˜C{i1,i2,···,ip}m
where A˜ ∈ R(n−s)×(m−p) has no zero rowsor columns. If rank(˜A) = r and A˜has a full rank factorization
in echelon form A˜ = L˜D˜U˜, then A has the following full rank factorization in echelon form
A =
{
F{j1,j2,···,js}n L˜
}
D˜
{
U˜C{i1,i2,···,ir}m
}
= LDU
where L ∈ Rn×r is a lower echelon matrix, D ∈ Rr×r is a nonsingular diagonal matrix, U ∈ Rr×m is
an upper echelon matrix and rank(L) = rank(U) = r.
Therefore, from now on and without loss of generality, we work with matrices which have no zero
rows and no zero columns.
On the other hand, we denote by Ei(x) a bidiagonal matrix which differs from the identity matrix
only in its (i, i − 1) entry x, and by Fi(x) a bidiagonal matrix which differs from the identity only in its
(i − 1, i) entry x.
Some results about totally positive and strictly totally positive matrices are considered in the next
section. These results will be used to prove that every rectangular t.n. (t.n.p.) matrix has a full rank
factorization in echelon form.
2. Previous results
Amatrix A ∈ Rn×m is called totally positive (strictly totally positive) if all its minors are nonnegative
(positive), that is, if det A[α|β] 0 (> 0), for all α ∈ Qk,n and β ∈ Qk,m with k = 1, 2 . . . , min{n,m}.
This class of matrices is abbreviated as TP (STP). When A is lower (upper) triangular it is said to be
lower (upper)STP if all its nontrivial minors are positive, and unit lower (upper) triangular matrix if
aii = 1 for i = 1, 2, . . . , min{n,m}.
Several authors [1,4–13] have studied the TP and STP matrices obtaining properties and charac-
terizations in terms of the factorization using Gauss or Neville elimination process. Gasca and Peña
[9,12] give an LU factorization for TP and STP matrices with no pivoting and prove that the obtained
R. Cantó et al. / Linear Algebra and its Applications 431 (2009) 2213–2227 2215
upper echelon matrix U is a TP matrix. If pivoting is necessary in the Neville elimination process of a
TP matrix A, then these rows carried down to the bottom are zero rows. In [14], the authors describe
a variant of the Neville elimination process that they call quasi-Neville, which consists of leaving the
zero rows in their position and going on with the elimination process on the matrix obtained from A
by deleting the zero rows. This process computes for every TP matrix A ∈ Rn×m an LS factorization,
where L ∈ Rn×p is a lower triangular TP matrix and S ∈ Rp×m is an upper triangular TP matrix.
If A ∈ Rn×m with rank(A) = r min{n,m} is TP (STP), it is known that the submatrix A1 formed
by the r (min{n,m}) ﬁrst linearly independent rows of A is also TP (STP) and it can be transformed
to an upper echelon form with no pivoting. In this case we know that A has a full rank factorization
in echelon form. By using the quasi-Neville elimination process and [14, Proposition 2.2] we give the
following characterization of this class of matrices that generalizes [14, Theorem 4.4].
Theorem 1. A matrix A ∈ Rn×m with rank(A) = r min{n,m} is TP if and only if A admits the full rank
factorization in echelon formA = LDU,where L ∈ Rn×r is a lower echelon TPmatrix,D = diag(d1, d2, . . . ,
dr)with di > 0, i = 1, 2, . . . , r, and U ∈ Rr×m is an upper echelon TPmatrix with rank(L) = rank(U) =
r.
If A is STP by [9, Theorem 4.1] we deduce the following result.
Theorem 2. A matrix A ∈ Rn×m with nm is STP if and only if A admits the full rank factorization in
echelon form A = LDU, where L ∈ Rn×n is a unit lower STP matrix, D = diag(d1, d2, . . . , dn) with
di > 0, i = 1, 2, . . . , n and U ∈ Rn×m is a unit upper STP matrix.
Recall that we use the quasi-Neville elimination process to obtain the full rank factorization in ech-
elon formof a rectangular TP (STP)matrix. The following example appears in [14]where a factorization
in echelon form of a TP matrix is obtained but not its full rank factorization in echelon form.
Example 1. Consider the TP matrix Awith rank(A) = 2
A =
⎡⎢⎢⎢⎢⎣
1 1 0 0
0 0 0 0
1 1 2 2
1 1 2 2
1 1 3 3
⎤⎥⎥⎥⎥⎦ .
Let A ∈ R4×4 such that A = F{2}5 A. By applying the ﬁrst iteration of the Neville elimination process to
Awe have
A1 = E(1)2 (−1)E(1)3 (−1)E(1)4 (−1)A = E(1)A =
⎡⎢⎢⎣
1 1 0 0
0 0 2 2
0 0 0 0
0 0 1 1
⎤⎥⎥⎦
= F{3}4
⎡⎣1 1 0 00 0 2 2
0 0 1 1
⎤⎦ = F{3}4 A2.
Now,
A3 = E(2)3 (−1/2)A2 =
⎡⎣1 1 0 00 0 2 2
0 0 0 0
⎤⎦ = F{3}3 [1 1 0 00 0 2 2
]
= F{3}3 A4.
Since
A4 =
[
1 0
0 2
] [
1 1 0 0
0 0 1 1
]
= DU,
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the full rank factorization in echelon form of A is
A =
{
F
{2}
5 E
(1)
4 (1)E
(1)
3 (1)E
(1)
2 (1)F
{3}
4 E
(2)
3 (1/2)F
{3}
3
}
DU = LDU,
where U ∈ R2×4 is an upper echelon TP matrix and L ∈ R5×2 is the lower echelon TP matrix
L = F{2}5 E(1)2 (1)E(1)3 (1)E(1)4 (1)F{3}4 E(2)3 (1/2)F{3}3 =
⎡⎢⎢⎢⎢⎣
1 0
0 0
1 1
1 1
1 3/2
⎤⎥⎥⎥⎥⎦ .
3. Characterization of totally negative rectangular matrices by the full rank factorization in
echelon form
In this section we derive a characterization of t.n. matrices in terms of their full rank factorization
in echelon form. In addition, we use this factorization to reduce the number ofminors to be checked in
order to decide the totally negativity of rectangular matrices. This result for rectangular STP matrices
is given in [9]. Recall that A ∈ Rn×m has no zero rows and no zero columns, and nm. If n > m we
work with AT . From now on we denote by O the zero matrix with the corresponding size.
Theorem 3. A t.n. matrix A ∈ Rn×m admits a full rank factorization in echelon form A = LDU, where
L ∈ Rn×n is a unit lower STP matrix, D = diag(−d1, d2, . . . , dn) with di > 0, i = 1, 2, . . . , n and U ∈
Rn×m is a unit upper STP matrix.
Proof. Applying the ﬁrst iteration of the Neville elimination process to Awe have
E(1)A =
⎡⎢⎢⎢⎢⎣
a11 a12 · · · a1m
0
... A22
0
⎤⎥⎥⎥⎥⎦
=
[
a11 O
O In−1
] ⎡⎢⎢⎢⎢⎣
1 a12/a11 · · · a1m/a11
0
... A22
0
⎤⎥⎥⎥⎥⎦ .
Since all nontrivial minors of
A =
⎡⎢⎢⎢⎢⎣
1 a12/a11 · · · a1m/a11
0
... A22
0
⎤⎥⎥⎥⎥⎦
are positive, then A22 ∈ R(n−1)×(m−1) is an STP matrix and by Theorem 2 it admits the full rank
decomposition in echelon form A22 = L22D22U22, where L22 ∈ R(n−1)×(n−1) is a unit lower STP
matrix, D22 is a diagonal matrix with positive main diagonal and U22 ∈ R(n−1)×(m−1) is a unit upperSTP matrix. Therefore,
E(1)A =
[
a11 O
O In−1
] ⎡⎢⎢⎢⎢⎣
1 a12/a11 · · · a1m/a11
0
... A22
0
⎤⎥⎥⎥⎥⎦
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=
[
a11 O
O In−1
] [
1 O
O L22
] [
1 O
O D22
] ⎡⎢⎢⎢⎢⎣
1 a12/a11 · · · a1m/a11
0
... U22
0
⎤⎥⎥⎥⎥⎦
=
[
1 O
O L22
] [
a11 O
O D22
] ⎡⎢⎢⎢⎢⎣
1 a12/a11 · · · a1m/a11
0
... U22
0
⎤⎥⎥⎥⎥⎦ = LDU.
Then
A =
((
E(1)
)−1
L
)
DU = LDU,
where it is easy to see that L is a unit lower triangular STP matrix, D = D = diag(−d1, d2, . . . , dn)
with di > 0 for i = 1, 2, . . . , n, −d1 = a11 and U = U is a unit upper STP. 
The converse of Theorem 3 is not true in general, as the next example shows.
Example 2. The matrix
A = LDU =
⎡⎣1 0 02 1 0
2 3 1
⎤⎦⎡⎣−3 0 00 1 0
0 0 1
⎤⎦⎡⎣1 1 2 30 1 3 6
0 0 1 4
⎤⎦
=
⎡⎣−3 −3 −6 −9−6 −5 −9 −12
−6 −3 −2 4
⎤⎦
is not t.n. despite the fact that L is a unit lower STP matrix, U is a unit upper STP matrix and D has
positive diagonal entries except for the negative (1, 1) entry.
In Theorem 4 we will obtain the converse of Theorem 3 applying the results given in [7] for square
t.n. matrices.
Note that we want to prove that A ∈ Rn×m is a t.n. matrix when A = LDU, with anm < 0, L ∈
Rn×n unit lower STP matrix, U ∈ Rn×m unit upper STP matrix and D = diag(−d1, d2, . . . , dn)
with di > 0, i = 1, 2, . . . , n. In order to apply the results for square matrices we construct a lower
triangularmatrixL(δ) ∈ Rm×m fromL, anupper triangularmatrixU(δ) ∈ Rm×m fromU andadiagonal
matrixD(δ) = diag(−d1, d2, . . . , dn, δ, . . . , δ) ∈ Rm×m fromD, such that L(δ) andU(δ) are lower and
upperSTP and their truncations are equal to L and U, respectively. With these matrices we compute
A(δ) = L(δ)D(δ)U(δ)with its entry A(δ)(m,m) < 0. Then, A(δ)will be a t.n. matrix by [7]. Moreover,
since A is a truncation of A(δ), then Awill be also a t.n. matrix.
The following procedures show how to construct these particular matrices U(δ) and L(δ).
Procedure 1. Let U = [U11 U12] ∈ Rn×(n+(m−n)) be a unit upper STP matrix. Therefore, it can be
written as
U = SF−1(n) F−1(n−1) · · · F−1(1) ,
where S = [In|O] ∈ Rn×(n+(m−n)) and for i = 1, 2, . . . , n,
F
−1
(i) = Fi+1(mi,i+1)Fi+2(mi,i+2) · · · Fm(mi,m),
withmij the multipliers of the Neville elimination of U.
Consider for i = n + 1, n + 2, . . . ,m − 1, and for all δ, the matrices
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F(i)(δ) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
Ii−1 O O O · · · O O
O 1 −δ 0 · · · 0 0
O 0 1 −δ · · · 0 0
...
...
...
...
...
...
O 0 0 0 · · · 1 −δ
O 0 0 0 · · · 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
Then, we construct them × m unit upper triangular matrix
U(δ) = F−1(m−1)(δ)F−1(m−2)(δ) · · · F−1(n+1)(δ)F−1(n) F−1(n−1)F−1(n−2) · · · F−1(1)
Note that by construction
U(δ) =
[
U11 U12
O U(δ)22
]
∈ R(n+(m−n))×(n+(m−n))
with U(δ)[{1, 2, . . . , n}|{1, 2, . . . ,m}] = U. Moreover, U(δ)22 is a unit upper triangular matrix where
its (i, j)-entry, i, j = 1, 2, . . . ,m − n, i < j, is a polynomial in δ of degree j − i. In addition, if δ > 0 the
coefﬁcients of these polynomials are positive.
Example 3. Consider the unit upper STP matrix
U =
⎡⎣1 1 1 1 10 1 2 3 4
0 0 1 4 8
⎤⎦ = [U11 U12] ∈ R3×(3+2).
FollowingProcedure1weconstruct the5 × 5unit upper triangularmatrixU(δ). SinceU canbewritten
as
U = SF−1(3) F−1(2) F−1(1)
=
⎡⎣1 0 0 0 00 1 0 0 0
0 0 1 0 0
⎤⎦
⎡⎢⎢⎢⎢⎣
1 0 0 0 0
0 1 0 0 0
0 0 1 2 1
0 0 0 1 1/2
0 0 0 0 1
⎤⎥⎥⎥⎥⎦
×
⎡⎢⎢⎢⎢⎣
1 0 0 0 0
0 1 1 1 1
0 0 1 1 1
0 0 0 1 1
0 0 0 0 1
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
1 1 1 1 1
0 1 1 1 1
0 0 1 1 1
0 0 0 1 1
0 0 0 0 1
⎤⎥⎥⎥⎥⎦
=
⎡⎣1 0 0 0 00 1 0 0 0
0 0 1 0 0
⎤⎦
⎡⎢⎢⎢⎢⎣
1 1 1 1 1
0 1 2 3 4
0 0 1 4 8
0 0 0 1 5/2
0 0 0 0 1
⎤⎥⎥⎥⎥⎦ .
Then, for all δ we have
U(δ) = F−1(4) (δ)F−1(3) F−1(2) F−1(1) =
⎡⎢⎢⎢⎢⎣
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 δ
0 0 0 0 1
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
1 1 1 1 1
0 1 2 3 4
0 0 1 4 8
0 0 0 1 5/2
0 0 0 0 1
⎤⎥⎥⎥⎥⎦
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=
⎡⎢⎢⎢⎢⎣
1 1 1 1 1
0 1 2 3 4
0 0 1 4 8
0 0 0 1 5/2 + δ
0 0 0 0 1
⎤⎥⎥⎥⎥⎦ =
[
U11 U12
O U(δ)22
]
∈ R5×5.
Lemma 1. Consider a unit upper STP matrix U ∈ Rn×m. Then, for all δ > 0 the matrix U(δ) ∈ Rm×m
from Procedure 1 is upper STP.
Proof. Since U is upper STP and δ > 0, by construction the multipliers of the Neville elimination of
U(δ) are positive. Then U(δ) is upper STP by [13]. 
Procedure 2. Let L ∈ Rn×n be a unit lower STP matrix. Therefore, it can be written as
L = E−1(1)E−1(2) · · · E−1(n−1),
where E
−1
(i) = En(mn,i)En−1(mn−1,i) · · · Ei+1(mi+1,i) for i = 1, 2, . . . , n − 1, withmij themultipliers of
the Neville elimination of L.
For i = 1, 2, . . . , n − 1, we construct
E(i)(δ) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
E(i) O O · · · O O
0 · · · −δi 1 0 · · · 0 0
0 · · · 0 −δi 1 · · · 0 0
...
...
...
...
...
...
0 · · · 0 0 0 · · · 1 0
0 · · · 0 0 0 · · · −δi 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
and for i = n, n + 1, . . . , n + (m − n − 1)
E(i)(δ) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
Ii O O · · · O O
0 · · · −δi 1 0 · · · 0 0
0 · · · 0 −δi 1 · · · 0 0
...
...
...
...
...
...
0 · · · 0 0 0 · · · 1 0
0 · · · 0 0 0 · · · −δi 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
From these matrices and the diagonal matrix
M(δ) =
⎡⎢⎢⎢⎢⎢⎢⎣
In O O · · · O
O δ2 0 · · · 0
O 0 δ3 · · · 0
...
...
...
...
O 0 0 · · · δm−n+1
⎤⎥⎥⎥⎥⎥⎥⎦ ,
we compute, for all δ, them × m lower triangular matrix
L(δ) = E−1(1) (δ)E−1(2) (δ) · · · E−1(n−1)(δ)E−1(n) (δ)E−1(n+1)(δ) · · · E−1(m−1)(δ)M(δ)
=
[
L O
L(δ)21 L(δ)22
]
∈ R(n+(m−n))×(n+(m−n))
such that L(δ)[{1, 2, . . . , n}] = L. By construction, it is not difﬁcult to see that the (i, j)-entry of L(δ),
i = n + 1, n + 2, . . . ,m and j = 1, 2, . . . , n, is a polynomial in δ of degree greater thanor equal to i − n,
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with the coefﬁcient of δi−n equal to ±lnj , where lnj is the (n, j)-entry of L. If δ > 0, these coefﬁcients
are positive.
Example 4. Consider the square unit lower STP matrix
L =
⎡⎣1 0 02 1 0
1 3 1
⎤⎦
Following Procedure 2 we construct a 5 × 5 lower triangular matrix L(δ). It is easy to see that L can
be written as
L = E−1(1)E−1(2) =
⎡⎣1 0 02 1 0
1 1/2 1
⎤⎦⎡⎣1 0 00 1 0
0 5/2 1
⎤⎦ .
For all δ and i = 1, 2, we obtain the matrices
E(1)(δ) =
⎡⎢⎢⎢⎢⎣
1 0 0 0 0
−2 1 0 0 0
0 −1/2 1 0 0
0 0 −δ 1 0
0 0 0 −δ 1
⎤⎥⎥⎥⎥⎦ , E(2)(δ) =
⎡⎢⎢⎢⎢⎣
1 0 0 0 0
0 1 0 0 0
0 −5/2 1 0 0
0 0 −δ2 1 0
0 0 0 −δ2 1
⎤⎥⎥⎥⎥⎦
and for i = 3, 4,
E(3)(δ) =
⎡⎢⎢⎢⎢⎣
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 −δ3 1 0
0 0 0 −δ3 1
⎤⎥⎥⎥⎥⎦ , E(4)(δ) =
⎡⎢⎢⎢⎢⎣
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 −δ4 1
⎤⎥⎥⎥⎥⎦ .
From thesematrices and the diagonalmatrixM(δ) = diag(1, 1, 1, δ2, δ3), we compute the 5 × 5 lower
triangular matrix
L(δ) = E−1(1) (δ)E−1(2) (δ)E−1(3) (δ)E−1(3) (δ)M(δ) =
[
L O
L(δ)21 L(δ)22
]
=
⎡⎢⎢⎢⎢⎢⎣
1 0 0 0 0
2 1 0 0 0
1 3 1 0 0
δ (5/2)δ2 + 3δ δ3 + δ2 + δ δ2 0
δ2 (5/2)δ4 + (5/2)δ3 + 3δ2 δ6 + δ5 + 2δ4 + δ3 + δ2 δ6 + δ5 + δ4 + δ3 δ3
⎤⎥⎥⎥⎥⎥⎦ .
Lemma 2. Consider a unit lower STP matrix L ∈ Rn×n. Then, for all δ > 0 the matrix L(δ) ∈ Rm×m
from Procedure 2 is lower STP.
Proof. Since L is lowerSTP and δ > 0, the multipliers of the Neville elimination of L(δ) are positive.
Then L(δ) is lower STP by [13]. 
Lemmas 1 and 2 allow us to give the following result.
Theorem 4. Consider A = LDU ∈ Rn×m with anm < 0, L ∈ Rn×n a unit lower STP matrix,
U = [U11 U12] ∈ Rn×(n+(m−n)) a unit upper STP matrix and D = diag(−d1, d2, . . . , dn) with di > 0,
i = 1, 2, . . . , n. Then, A is t.n.
R. Cantó et al. / Linear Algebra and its Applications 431 (2009) 2213–2227 2221
Proof. For δ > 0, following Lemmas 1 and 2 we construct the unit upperSTP matrix U(δ) ∈ Rm×m
from U and the lower STP matrix L(δ) ∈ Rm×m from L. Otherwise, we obtain D(δ) =
diag(−d1, d2, . . . , dn, δ, δ, . . . , δ) ∈ Rm×m from D. The matrix A(δ) ∈ R(n+(m−n))×m deﬁned as fol-
lows
A(δ) = L(δ)D(δ)U(δ) =
[
L O
L(δ)21 L(δ)22
] [
D O
O δIm−n
] [
U11 U12
O U(δ)22
]
=
[
LDU11 LDU12
L(δ)21DU11 L(δ)21DU12 + δL(δ)22U(δ)22
]
=
[
A
A(δ)21
]
satisﬁes that A(δ)(m,m) = anmδm−n + Pm+1−n(δ), where Pm+1−n(δ) is a polinomial in δ with non-
negative coefﬁcients, degree greater than or equal tom + 1 − n and the ﬁrst positive coefﬁcient is the
coefﬁcient of δm+1−n.
Since anm < 0, there exists δ0 > 0 such that A(δ)(m,m) < 0 for all δ < δ0. Hence A(δ) is t.n. for
all δ < δ0 by [7, Theorem 4.2]. Therefore A is t.n. 
Combining the results of Theorems 3 and 4 yields the following result.
Theorem 5. Consider A ∈ Rn×m with anm < 0. A is t.n. if and only if it admits a full rank factorization
in echelon form A = LDU, where L ∈ Rn×n is a unit lower STP matrix, D ∈ Rn×n is a diagonal matrix
with all diagonal entries positive except for a negative (1, 1) entry, and U ∈ Rn×m is a unit upper STP
matrix.
Deﬁnition 1. Consider A ∈ Rn×m, the minors det A[α|{1, 2, . . . , k}], where α ∈ Q0k,n and k = 1, 2,
. . . , min{n,m} are called initial minors by columns of A, and the minors det A[{1, 2, . . . , k}|β], where
β ∈ Q0k,m and k = 1, 2, . . ., min{n,m} are called initial minors by rows of A.
The following result provides a simple characterization of rectangular t.n. matrices in terms of the
sign of their initial minors by columns and by rows. This characterization is analogous to the result for
rectangular STP matrices given in [9].
Theorem 6. Consider A ∈ Rn×m with anm < 0 and nm. A is t.n. if and only if for each k = 1, 2, . . . , n,
the following inequalities hold:
det A[α|{1, 2, . . . , k}] < 0, for all α ∈ Q0k,n, (1)
det A[{1, 2, . . . , k}|β] < 0, for all β ∈ Q0k,m. (2)
Proof. IfA is t.n. the inequalities (1) and (2)hold. Conversely, from(2) letA = LDU be its full rank factor-
ization in echelon form,where L ∈ Rn×n is unit lower triangular,D = diag(−d1, d2, . . . , dn)with di >
0, i = 1, 2, . . . , n and U ∈ Rn×m is a unit upper echelon matrix with the submatrix U[{1, 2, . . . , n}]
unit upper triangular. From (1)
det L[α|{1, 2, . . . , k}] > 0 for all α ∈ Q0k,n, k = 1, 2, . . . , n
from (2)
det U[{1, 2, . . . , k}|β] > 0 for all β ∈ Q0k,m, k = 1, 2, . . . , n.
Hence by [9, Theorem 4.1] L is a unit lower STP matrix and U is a unit upper STP matrix. Conse-
quently, by Theorem 4 A is t.n. 
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4. Full rank factorization in echelon form of totally nonpositive rectangular matrices
In this sectionwe obtain a full rank decomposition in echelon formof a t.n.p.matrix A ∈ Rn×m with
nm, a11 < 0 and rank(A) = r min{n,m}. Again A ∈ Rn×m has no zero rows and no zero columns.
Theorem 7. A t.n.p. matrix A ∈ Rn×m with rank(A) = r min{n,m} and a11 < 0 admits a full rank
decomposition in echelon form A = LDU, where L ∈ Rn×r is a lower echelon TP matrix, D = diag(−d1,
d2, . . . , dr) with di > 0 for i = 1, 2, . . . , r, U ∈ Rr×m is an upper echelon TP matrix and rank(L) =
rank(U) = r.
Proof. First, suppose that rank(A) = n. Since a11 < 0 then ai1 < 0, i = 1, 2, . . . , n and by applying
the ﬁrst iteration of the Neville elimination process we have
E(1)A =
⎡⎢⎢⎢⎢⎣
a11 a12 · · · a1m
0
... A22
0
⎤⎥⎥⎥⎥⎦ =
[
a11 O
O In−1
]
A.
Since A is a TP matrix with full row rank, by Theorem 1 it admits a full rank decomposition in echelon
form A = LDU, where L ∈ Rn×n is a unit lower triangular TP matrix given by
L =
[
1 O
O L22
]
,
D = diag(1, d2, . . . , dn) with di > 0, i = 2, 3, . . . , n, and U ∈ Rn×m is an upper echelon TP matrix
with rank(U) = n. Therefore,
A = (E(1))−1 [a11 OO In−1
]
A
= (E(1))−1 [a11 OO In−1
] [
1 O
O L22
] [
1 O
O D22
]
U
=
((
E(1)
)−1 [1 O
O L22
]) [
a11 O
O D22
]
U = LDU,
where L is a unit lower triangular TP matrix, D = diag(−d1, d2, . . . , dn), di > 0, i = 1, 2, . . . , n, with−d1 = a11 and U = U is an upper echelon TP matrix with rank(U) = n.
If rank(A) = m, we apply the previous process to AT to obtain the full rank decomposition in
echelon form. Then, A can be written as A = LDU, where L ∈ Rn×m is a lower echelon TP matrix
with full rank, U ∈ Rm×m is unit upper triangular TP matrix, and D = diag(−d1, d2, . . . , dm) with
di > 0, i = 1, 2, . . . ,m.
Now, suppose that rank(A) = r < min{n,m} and let A1 ∈ Rr×m be the matrix consisting of the
r ﬁrst linearly independent rows of A. Then A = F1A1, where F1 ∈ Rn×r is a reduced lower echelon
matrix. Since A1 is t.n.p. with rank(A1) = r, it can be written as A1 = L1D1U1, where L1 ∈ Rr×r is a
unit lower triangular TP matrix, U1 ∈ Rr×m is an upper echelon TP matrix such that rank(U) = r and
D1 = diag(−d1, d2, . . . , dr), di > 0, i = 1, 2, . . . , r. Then
A = F1A1 = F1L1D1U1 = (F1L1)D1U1
with F1L1 ∈ Rn×r a lower echelon matrix.
Now, we consider AT and let A2 ∈ Rr×n be the matrix given by the r ﬁrst linear independent rows
of AT . Then AT = F2A2, where F2 ∈ Rm×r is a reduced lower echelon matrix and A2 is a t.n.p. matrix
with full rank by rows. Therefore A2 = L2D2U2, where L2 ∈ Rr×r is a unit lower triangular TP matrix,
U2 ∈ Rr×n is an upper echelon TP matrix with rank(U) = r and D2 = diag(−d¯1, d¯2, . . . , d¯r), d¯i >
0, i = 1, 2, . . . , r. Then
AT = F2A2 = F2L2D2U2 = (F2L2)D2U2
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with F2L2 ∈ Rm×r a lower echelon matrix.
Finally, since the full rank factorization in echelon form of A is unique
A = (F1L1)D1U1 = ((F2L2)D2U2)T = UT2D2(F2L2)T = LDU,
where L = F1L1 = UT2 ∈ Rn×r is a lowerechelonTPmatrix such that rank(L) = r,U = U1 = (F2L2)T ∈
Rr×m is an upper echelon TP matrix with rank(U) = r and D = D1 = D2. 
Remark 1. As a consequence of Theorem 7 we have
1. Since A has a negative (1, 1) entry and no zero rows or columns, the entries of the ﬁrst column
of L and the ﬁrst row of U are positive. Moreover, from the structure of matrix L (U) it is easy to
see that all entries that are not trivially zero are positive [7]. In this particular case, this means
that the entries below (to the right) of the leading one in each column (row) are positive.
2. Applying to A the ﬁrst iteration of the Neville elimination process
E(1)A =
[
a11 a
T
12
O A22
]
= E(1)LDU
=
[
1 O
O L22
] [−d1 O
O D22
] [
1 uT12
O U22
]
,
then A22 = L22D22U22 is TP because it is product of TP matrices. Moreover, the matrix[
1 aT12/a11
O A22
]
=
[
1 O
O L22
] [
1 O
O D22
] [
1 uT12
O U22
]
is also TP.
The converse of Theorem 7 is not true in general, as the next example shows.
Example 5. The matrix
A = LDU =
⎡⎣1 0 02 1 0
2 3 1
⎤⎦⎡⎣−3 0 00 1 0
0 0 1
⎤⎦⎡⎣1 1 3 30 1 5 5
0 0 1 4
⎤⎦
=
⎡⎣−3 −3 −9 −9−6 −5 −13 −13
−6 −3 −2 1
⎤⎦
is not t.n.p. despite the fact that L is a unit lower TP matrix, U is an upper echelon TP matrix and D has
positive diagonal entries except for the negative (1, 1) entry.
To give a necessary condition for the converse of Theorem 7 to be true, we need the following
Lemma.
Lemma 3. Consider a lower echelon TP matrix Q ∈ Rn×r with rank(Q) = r and all entries that are not
trivially zero are positive. For all δ > 0 it is possible to construct an n × n lower STP matrix Q(δ), such
that limδ→0 Q(δ) = [Q O] ∈ Rn×(r+(n−r)).
Proof. Suppose that we can apply to Q the Neville elimination process with no pivoting until the kth
iteration, with all the multipliers different from zero. Then, we have the matrix
E(k) · · · E(2)E(1)Q = Qk =
[
Ik O
O Qk22
]
,
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with some entry in its (k + 1)st column below the main diagonal equal to zero. Now, to apply the
(k + 1)st iteration of Neville elimination we change this column of Qk in the following way: ﬁrst we
replace the zero entries below the ﬁrst nonzero entry by δ > 0 and after replace the zero entries from
the (k + 1, k + 1) position to the ﬁrst nonzero entry by δj−s with s = k + 1, k + 2, . . . , j − 1. Call the
newmatrix Q˜k(δ). Since in thismatrix all the elements in the column k + 1, from themain diagonal to
the bottom are different from zero, we can apply the Neville elimination process without interchange
of rows obtaining E(k+1)(δ)Q˜k(δ) = Qk+1(δ). From Qk+1(δ)we construct, in a similar way, thematrix
Q˜k+1(δ) and apply Neville to obtain Qk+2(δ) and so on to matrix Qr(δ).
Matrix Qr+1(δ) is made up from Qr(δ) adding to this matrix a new column whose elements from
the bottom to the main diagonal are δn+1−j , with j = n, n − 1, . . . , r + 1. Call the obtained matrix
Q˜r(δ). Now, we apply to this new matrix the Neville elimination process resulting Qr+1(δ). Next we
add a new column in the same way as before, and so on to arrive to matrix Qn(δ) = Q˜n−1(δ).
Then
Q(δ) = E−1(1)E−1(2) . . . E−1(k) E(k+1)(δ)−1 . . . E(n−1)(δ)−1Q(n)(δ)
is a lower triangular STP matrix. Moreover, Q(δ) = [Q(δ)1 Q(δ)2 ] ∈ Rn×(r+(n−r)), satisﬁes that
Q(δ)1 = Q +
⎡⎢⎢⎢⎢⎣
0 0 · · · 0
0
... pij(δ)
0
⎤⎥⎥⎥⎥⎦
is a lower triangular matrix, where pij(δ) are polynomials in δ with nonnegative coefﬁcients such that
limδ→ 0 pij(δ) = 0, and
Q(δ)2 =
[
O
Q(δ)22
]
∈ R(r+(n−r))×(n−r)
with Q(δ)22 = [hij(δ)] is a lower STP and limδ→ 0 hij(δ) = 0. Therefore, we have
lim
δ → 0Q(δ) = [ Q O] 
Example 6. Consider the lower echelon TP matrix of size 6 × 4
Q =
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
1 0 0 0
1 1 0 0
1 1 0 0
1 1 1 0
1 1 2 1
⎤⎥⎥⎥⎥⎥⎥⎦ .
To construct a 6 × 6 lower STP matrix, we follow the method described in Lemma 3:
Q =
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
1 0 0 0
1 1 0 0
1 1 0 0
1 1 1 0
1 1 2 1
⎤⎥⎥⎥⎥⎥⎥⎦
E(1)−→Q1 =
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
0 0 0 0
0 1 0 0
0 0 0 0
0 0 1 0
0 0 1 1
⎤⎥⎥⎥⎥⎥⎥⎦
column 2−→
Q˜1(δ) =
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
0 δ 0 0
0 1 0 0
0 δ 0 0
0 δ 1 0
0 δ 1 1
⎤⎥⎥⎥⎥⎥⎥⎦
E(2)(δ)−→ Q2(δ) =
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
0 δ 0 0
0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦
column 3−→
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Q˜2(δ) =
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
0 δ 0 0
0 0 δ2 0
0 0 δ 0
0 0 1 0
0 0 δ 1
⎤⎥⎥⎥⎥⎥⎥⎦
E(3)(δ)−→ Q3(δ) =
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
0 δ 0 0
0 0 δ2 0
0 0 0 0
0 0 0 0
0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦
column 4−→
Q˜3(δ) =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
0 δ 0 0
0 0 δ2 0
0 0 0 δ2
0 0 0 δ
0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎦
E(4)(δ)−→ Q4(δ) =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
0 δ 0 0
0 0 δ2 0
0 0 0 δ2
0 0 0 0
0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
column 5−→
Q˜4(δ) =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0
0 δ 0 0 0
0 0 δ2 0 0
0 0 0 δ2 0
0 0 0 0 δ2
0 0 0 0 δ
⎤⎥⎥⎥⎥⎥⎥⎥⎦
E(5)(δ)−→ Q5(δ) =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0
0 δ 0 0 0
0 0 δ2 0 0
0 0 0 δ2 0
0 0 0 0 δ2
0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
column 6−→
Q˜5(δ) =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0
0 δ 0 0 0 0
0 0 δ2 0 0 0
0 0 0 δ2 0 0
0 0 0 0 δ2 0
0 0 0 0 0 δ
⎤⎥⎥⎥⎥⎥⎥⎥⎦ ⇒ Q6(δ) =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0
0 δ 0 0 0 0
0 0 δ2 0 0 0
0 0 0 δ2 0 0
0 0 0 0 δ2 0
0 0 0 0 0 δ
⎤⎥⎥⎥⎥⎥⎥⎥⎦
The lower STP matrix obtained is
Q(δ) = E−1(1)E(2)(δ)−1E(3)(δ)−1E(4)(δ)−1E(5)(δ)−1Q6(δ)
=
⎡⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0
1 δ 0 0 0 0
1 δ + 1 δ2 0 0 0
1 2δ + 1 δ3 + δ2 + δ δ2 0 0
1 3δ + 1 2δ3 + δ2 + 2δ + 1 2δ2 + 2δ δ2 0
1 4δ + 1 3δ3 + δ2 + 4δ + 2 5δ2 + 4δ + 1 δ3 + 2δ2 + 2δ δ
⎤⎥⎥⎥⎥⎥⎥⎥⎦ .
Note that
Q(δ)1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
1 δ 0 0
1 δ + 1 δ2 0
1 2δ + 1 δ3 + δ2 + δ δ2
1 3δ + 1 2δ3 + δ2 + 2δ + 1 2δ2 + 2δ
1 4δ + 1 3δ3 + δ2 + 4δ + 2 5δ2 + 4δ + 1
⎤⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
1 0 0 0
1 1 0 0
1 1 0 0
1 1 1 0
1 1 2 1
⎤⎥⎥⎥⎥⎥⎥⎦ +
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 δ 0 0
0 δ δ2 0
0 2δ δ3 + δ2 + δ δ2
0 3δ 2δ3 + δ2 + 2δ 2δ2 + 2δ
0 4δ 3δ3 + δ2 + 4δ 5δ2 + 4δ
⎤⎥⎥⎥⎥⎥⎥⎥⎦
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Q(δ)2 =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 0
0 0
0 0
0 0
δ2 0
δ3 + 2δ2 + 2δ δ
⎤⎥⎥⎥⎥⎥⎥⎥⎦ =
[
O
Q(δ)22
]
.
Lemma 3 allows us to give the following result.
Theorem 8. Consider A = LDU ∈ Rn×m with anm  0, where L ∈ Rn×r is a lower echelon TP matrix,
U ∈ Rr×m is an upper echelon TP matrix, rank(L) = rank(U) = r min{n,m} and all entries that are
not trivially zero are positive, and D = diag(−d1, d2, . . . , dr)with di > 0, i = 1, 2, . . . , r. Then, A is t.n.p.
with rank(A) = r.
Proof. First of all suppose thatnm, if notwecanworkwithAT . Now, suppose that anm < 0. Following
Lemma 3 we construct the lower STP matrix L(δ) ∈ Rn×n from the lower echelon TP matrix L ∈
Rn×r , such that L(δ) = [ L(δ)1 L(δ)2 ] ∈ Rn×(r+(n−r)) with
L(δ)1 = L +
⎡⎢⎢⎢⎢⎣
0 0 · · · 0
0
... pij(δ)
0
⎤⎥⎥⎥⎥⎦ =
[
L(δ)11
L(δ)12
]
∈ R(r+(n−r))×r
lower triangular and pij(δ) polynomials in δ with nonnegative coefﬁcients such that limδ → 0 pij(δ) =
0 and
L(δ)2 =
[
O
L(δ)22
]
∈ R(r+(n−r))×(n−r)
with L(δ)22 = [hij(δ)] lower triangular STP and limδ → 0 hij(δ) = 0.
Now, from the lower echelon TP matrix UT ∈ Rm×r we construct the lower STP matrix U(δ)T ∈
Rm×m. Then,
U(δ) =
[
U(δ)1
U(δ)2
]
∈ R(r+(m−r))×m,
where
U(δ)1 = U +
⎡⎢⎢⎢⎢⎣
0 0 · · · 0
0
... qij(δ)
0
⎤⎥⎥⎥⎥⎦ = [ U(δ)11 U(δ)12 ] ∈ Rr×(r+(m−r))
is an upper triangular matrix, qij(δ) are polynomials in δ with nonnegative coefﬁcients such that
limδ → 0 qij(δ) = 0 and
U(δ)2 = [O U(δ)22 ] ∈ R(m−r)×(r+(m−r))
with U(δ)22 = [gij(δ)] upper triangular STP and limδ → 0 gij(δ) = 0.
Consider D(δ) = diag(−d1, d2, . . . , dr , δ, δ, . . . , δ) ∈ Rn×n, if we call U˜(δ)22 = U(δ)22 [{1, 2, . . . ,
n − r}|{1, 2, . . . ,m − r}], then
A(δ) = L(δ)D(δ)U(δ)[{1, 2, . . . , n}|{1, 2, . . . ,m}]
=
[
L(δ)11 O
L(δ)12 L(δ)22
] [
D O
O δIn−r
] [
U(δ)11 U(δ)12
O U˜(δ)22
]
=
[
L(δ)11DU(δ)11 L(δ)11DU(δ)12
L(δ)12DU(δ)11 L(δ)12DU(δ)12 + δL(δ)22 U˜(δ)22
]
.
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It is not difﬁcult to see that A(δ)(n,m) = anm + Hnm(δ), withHnm(δ) a polynomial in δ with nonnega-
tivecoefﬁcients such that limδ → 0 Hnm(δ) = 0. Sinceanm < 0, thereexistsδ0 such thatA(δ)(n,m) < 0
for all δ < δ0. By Theorem 4, A(δ) is t.n. for all δ < δ0, then
det A(δ)[α|β] < 0 for all α ∈ Qk,n, β ∈ Qk,m, k = 1, 2, . . . , n.
Since det A[α|β] = limδ → 0 det A(δ)[α|β] 0 for all α ∈ Qk,n, β ∈ Qk,m, k = 1, 2, . . . , n, hence A is
t.n.p. and obviously with rank(A) = r.
Now, if anm = 0 we consider
B = L
⎡⎢⎢⎢⎣
−d1
d2
. . .
dr − x
⎤⎥⎥⎥⎦U,
where, its (n,m) entry is −x. Therefore for 0 < x < dr , by applying the previous case B is t.n.p.
For all 0 < x < dr , note that
det B[α|β] = aα,βx + bα,β  0, for all α ∈ Qk,n, β ∈ Qk,m, k = 1, 2, . . . , n
where
bα,β = det A[α|β], for all α ∈ Qk,n, β ∈ Qk,m, k = 1, 2, . . . , n
Therefore, if aα,β = 0 then bα,β = det A[α|β] 0. If aα,β /= 0, since det B[α|β] 0 for all positive
x < dr by continuity bα,β = det A[α|β] 0. Thus, A is t.n.p. 
Combining Theorems 7 and 8 we deduce the following result.
Theorem 9. Consider A ∈ Rn×m with a11 < 0, anm  0 and rank(A) = r min{n,m}. A is t.n.p. if and
only if A admits a full rank factorization in echelon form A = LDU, where L ∈ Rn×r is a lower echelon
TP matrix, D = diag(−d1, d2, . . . , dr) with di > 0, i = 1, 2, . . . , r and U ∈ Rr×m is an upper echelon TP
matrix, both L and U with all entries that are not trivially zero are positive, and rank(L) = rank(U) = r.
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