We study the existence of steady solutions of ideal magnetofluid systems (ideal MHD and ideal Euler equations) without continuous Euclidean symmetries. It is shown that all nontrivial magnetofluidostatic solutions are locally symmetric, although the symmetry is not necessarily an Euclidean isometry. Furthermore, magnetofluidostatic equations admit both force-free (Beltrami type) and non-force-free (with finite pressure gradients) solutions that do not exhibit invariance under translations, rotations, or their combination. Examples of smooth solutions without continuous Euclidean symmetries in bounded domains are given. Finally, the existence of square integrable solutions of the tangential boundary value problem without continuous Euclidean symmetries is proved.
Introduction
Ideal magnetofluid equilibria are described by magnetofluidostatic fields. A Magnetofluidostatic field is a solution w ∈ C 1 (Ω) of the system of first order partial differential equations w × (∇ × w) = ∇χ, ∇ · w = 0 in Ω.
Here, Ω ⊂ R 3 denotes a bounded domain, and χ ∈ C 1 (Ω) a function. For the purpose of the present paper, the function χ is not given, and we shall say that w solves (1) provided that the system is satisfied for some appropriate choice of χ. In the second part of the paper, we will consider system (1) with tangential boundary conditions w · n = 0 on ∂Ω.
Here, n denotes the unit outward normal to the boundary ∂Ω, which is assumed smooth.
In the context of magnetohydrodynamics, w represents the magnetic field, ∇ × w the current density, and −χ the pressure field. System (1) then expresses force balance between magnetic force −w × (∇ × w) and pressure force −∇χ (see for example [1] ). On the other hand, if the constant density ideal Euler equations of fluid dynamics are considered, w represents the incompressible flow velocity, ∇ × w the vorticity, and χ the so called Bernoulli head (the sum of squared velocity and pressure). System (1) then describes a steady incompressible Euler flow [2] . In the following, we will refer to χ as the pressure field.
Regular solutions of system (1) are highly desirable in experimental applications involving the physical containment of fluid and plasma systems. At present, the design of magnetic confinement devices is an active area of research driven by the development of nuclear fusion reactors [3, 4] . Here, the topology and symmetry properties of the solutions are a key factor for the stable containment of the burning plasma. The topology of the domain is particularly important because it may determine whether solutions of (1) exist or not. For example, if the domain is spherical and χ is a function of the sphere radius, from the hairy ball theorem there is no continuous nonvanishing vector field w always tangent to the level sets of constant radius, and the first equation of system (1) cannot be satisfied.
From a mathematical standpoint, system (1) falls in the category of elliptic-hyperbolic partial differential equations (see for example [5] ). The classification of a system of first order partial differential equations for m unknowns u = u 1 , ..., u m in the form
where A i (x, u), i = 1, ..., n, and B (x, u) are m × m matrices depending on the variables x = x 1 , ..., x n and the unknowns u, is determined by the characteristic equation
In this notation, a lower index denotes derivation, e.g. u i = ∂u/∂x i . Any solution φ of the characteristic equation (4) with a non-vanishing gradient defines a characteristic surface of the operator L. For the case of system (1) we have u = w 1 , w 2 , w 3 , −χ and
The resulting characteristic equation is
Hence, system (1) is twice elliptic (the first quadratic term gives the trivial characteristic surface ∇φ = 0) and twice hyperbolic (the second quadratic term gives a nontrivial characteristic surface with double multiplicity w · ∇φ = 0). This twofold nature is the reason why, so far, approaches based on standard analysis have been unsuccessful in answering the general problem of existence of solutions [6] . Currently, a rigorous mathematical theory of system (1) is not available. Solutions of (1) can be divided in two groups: Beltrami-type solutions, physically corresponding to a constant pressure field ∇χ = 0, and those with a non-vanishing pressure force ∇χ = 0. Among Beltrami-type solutions, there are two subclasses: trivial Beltrami fields, satisfying ∇ × w = 0, and Beltrami fields with a non-vanishing curl ∇ × w = 0. We shall say that a Beltrami field is nontrivial in a given domain if w = 0 and ∇ × w = 0 there (this is equivalent to demanding that the helicity density is non-zero, w · ∇ × w = 0, because the curl of a Beltrami field is aligned to the field itself). Similarly, it is convenient to classify solutions with a non-zero pressure force in two groups: those solutions that possess at least one continuous Euclidean symmetry (see [7] for the definition of Euclidean symmetry), and those that do not (we will show in section 4 that such solutions exist). The distinction between discrete Euclidean symmetries (reflections) and continuous Euclidean symmetries (translations and rotations) will be explained in section 3.
Of the four subclasses, the first three admit a systematic mathematical treatment. Trivial Beltrami field solutions of system (1) together with boundary conditions (2) can be obtained by solving the Neumann boundary value problem for Laplace's equation: ∆f = 0 in Ω, ∇f · n = 0 on ∂Ω.
Then, the trivial solution is w = ∇f . The existence of nontrivial Beltrami field solutions in the form
where the proportionality coefficientĥ is, in general, a function, has been proven in [8] . In particular, theorem 2 of [8] shows that strong solutions of (8) satisfying the boundary conditions (2) exist for any constant proportionality coefficientĥ ∈ C in the complex numbers if the domain Ω is multiply connected; the admissible (constant) values ofĥ become discrete if the domain is simply connected. It should be noted that the result of [8] applies to smoothly bounded domains Ω of arbitrary shape. In particular, the corresponding solutions will not exhibit, in general, Euclidean symmetries (to confirm this fact, we will construct explicit examples of nontrivial Beltrami field solutions without continuous Euclidean symmetries in section 3
). An open mathematical problem remains for the case in whichĥ is allowed to be a function rather than a constant, namely the identification of the class of functionsĥ that admit a corresponding nontrivial Beltrami field solution of system (1) . A result in this direction was obtained by [9] , which showed that forĥ in an open and dense subset of C k (Ω), k ≥ 7, the only nontrivial Beltrami field solution of system (1) is w = 0. Nevertheless, this result does not prevent the existence of Beltrami fields with non-constantĥ; indeed, it has been shown in [10, 11] that an infinite number of such solutions exist, and a systematic method to construct them was derived. This method relies on a local Clebsch-like parametrization of nontrivial Beltrami field solutions stemming from the Lie-Darboux theorem of differential geometry [12, 13, 14] . In particular, given a neighborhood U of a point x ∈ Ω, any nontrivial Beltrami field admits the local representation
where x 1 , x 2 , x 3 ∈ C ∞ (U ) is a smooth curvilinear coordinate system whose contravariant metric tensor g ij = ∇x i · ∇x j satisfies:
Here, equation (10c) ensures that the solution is solenoidal, i.e. ∇ · w = 0. This condition can be discarded when considering general Beltrami fields. However, in this paper we will be concerned only with solenoidal solutions.
System (1) is thus converted into a set of geometric conditions for the metric tensor. A nontrivial Beltrami field solution can then be obtained by finding a coordinate system satisfying system (10) . The treatment of the third class of solutions requires the notion of symmetry. In particular, it is known that an intimate relationship exists between the symmetry properties of the solutions, and their existence. According to a conjecture due to H. Grad, only 'highly symmetric' solutions of system (1) should be expected [15] . While Grad's idea of symmetry involved considerations on regularity, stability, and boundary conditions, in the context of moder plasma physics it is customary to consider a solution as symmetric if the components w i of w, the pressure field χ, and the components of the covariant metric tensor g ij = ∂ i · ∂ j admit an ignorable coordinate x 3 , i.e. their derivative with respect to x 3 is always zero. Here, ∂ i denotes the tangent vector in the x i direction. As we will see in section 3, only the subset of Euclidean isometries corresponding to the special Euclidean group SE (3) (continuous transformations that preserve distance between points and orientation in Euclidean space, namely translations, rotations, and their combination) are compatible with an ignorable coordinate for the metric tensor. Under these circumstances, it is always possible to remove the hyperbolic part of system (1), and reduce it to a single nonlinear elliptic second-order partial differential equation, the Grad-Shafranov equation [16, 17, 18, 19] for the flux function Θ:
Upon prescribing the functions w 3 and χ as functions of Θ, equation (11) can be solved with corresponding solution of system (1) given by
Here, w 3 = g 3j w j . Families of analytic solutions of the Grad-Shafranov equation are known, and can be constructed by using the symmetry group of the equation [20] . We also remark that the Grad-Shafranov equation does not apply to Euclidean symmetries involving reflections, since they fall in the category of discrete symmetries.
Little is known about the fourth class, i.e. solutions of (1) with nonvanishing pressure gradients and without continuous Euclidean symmetries. In [21] , Bruno and Lawrence showed that solutions in toroidal domains without symmetry can be constructed if one is willing to postulate a stepped pressure profile. Then, the solution is of Beltrami-type in regions where the pressure gradient vanishes. These regions are divided by nested flux surfaces in correspondence of the pressure 'jumps'. Across such surfaces total pressure balance is satisfied (the sum of mechanical and magnetic pressure is constant across the interfaces). Numerical solutions of (1) in terms of stepped pressure equilibria are routinely employed in the design and study of fusion reactors (stellarators) whose shape do not exhibit continuous Euclidean symmetries [22, 23] . At present, the question remains open whether solutions without continuous Euclidean symmetries and with non-vanishing pressure gradients exist beyond the stepped pressure case, which represents the 'minimal' departure from Beltrami-type solutions since the pressure force is non-vanishing only over a set of measure zero. The work of Weitzner [24] supports the possibility that such solutions do exist. Indeed, in [24] , a generalized Grad-Shafranov equation accounting for solutions without continuous Euclidean symmetries is derived (although the equation holds locally, it is not elliptic, and it is not the result of a reduction by symmetry), and potential solutions without continuous Euclidean symmetries are expressed in the form of an expansion in a small parameter measuring the departure from a symmetric torus.
The purpose of the present paper is to establish the existence of solutions of system (1) that do not possess continuous Euclidean symmetries, i.e. solutions that are not invariant under translations, rotations, or their combination. In particular, we will provide examples of smooth solutions of system (1) with both vanishing and non-vanishing pressure gradients and without continuous Euclidean symmetries in bounded domains, and show that square integrable solutions of the boundary value problem (1), (2) with non-vanishing pressure gradients and without continuous Euclidean symmetries exist.
The paper is organized as follows. In section 2 we review the notion of symmetry and show that all nontrivial solutions of system (1) are locally symmetric, although the symmetry is not necessarily an Euclidean isometry. In section 3 we first introduce Euclidean symmetries. Then, we discuss the class of proportionality coefficientsĥ which admit a corresponding Beltrami field, and construct nontrivial smooth Beltrami field solutions of system (1) without continuous Euclidean symmetries in bounded domains. By using an appropriate Clebsch parametrization, in section 4 we construct classes of smooth solutions of system (1) with non-vanishing pressure gradients and without continuous Euclidean symmetries in bounded domains. Then, we prove the existence of square integrable solutions of system (1) with boundary conditions (2), with non-vanishing pressure gradients, and without continuous Euclidean symmetries. This is achieved by separating the bounded domain into a central region and a peripheral region. Then, solutions with non-vanishing pressure gradients and without continuous Euclidean symmetries in the central region are combined with Beltrami-type solutions in the peripheral region so that boundary conditions are satisfied. Finally, in section 5 we discuss the properties of the commutator of curl operator and Lie derivative when applied to Beltrami fields. These properties give rise to symmetries of the Beltrami equation that can be used to construct new solutions without continuous Euclidean symmetries from known ones. Conclusions are drawn in section 6.
Symmetric solutions
Let Ω ⊂ R 3 denote a smoothly bounded domain with boundary ∂Ω. For the purpose of the present paper, we shall refer to a property as 'local' in the sense that it holds in a neighborhood U of a chosen point of interest x ∈ Ω. Let T be a p times covariant and q times contravariant tensor in Ω. In the following, we adopt the definition of symmetry for the tensor T below:
Here, T Ω denotes the tangent space of Ω and L the Lie-derivative.
Below, we refer to the vector field ξ as a symmetry of the tensor T . When T is a vector field, i.e. T = v with v ∈ T Ω, equation (13) becomes
Next, suppose that both the direction of symmetry ξ and the vector field v are solenoidal, i.e. ∇ · ξ = ∇ · v = 0 in Ω. Then, from the vector identity
equation (14) reduces to
We have the following: Proposition 1. Assume w = 0 and ∇ × w = 0 in Ω. Then, all smooth solutions w ∈ C ∞ (Ω) of (1) are locally symmetric. Furthermore, the local symmetry ξ can always be chosen as solenoidal, i.e. ∇ · ξ = 0.
Proof. There are two cases. First, suppose that ∇χ = 0 in Ω. Then, w is a Beltrami-type solution such that ∇ × w =ĥ w for some proportionality coefficientĥ. According to theorem 1 of [10] , for every x ∈ Ω there exists a neighborhood U ⊂ Ω of x and smooth curvilinear coordinates (ℓ, ψ, θ) ∈ C ∞ (U ) such that
In this notation w 2 = √ w · w is the Euclidean norm of w. For every point x ∈ Ω we want to find a neighborhood V of x such that ξ is a symmetry of w in V with ∇ · ξ = 0. We decompose ξ on the local tangent basis (∂ ℓ , ∂ ψ , ∂ θ ) as follows:
Here, α, β, and γ are functions to be determined. Substituting (17) and (18) into equation (16), we obtain
Next, observe that the Jacobian J of the coordinate change (x, y, z) → (ℓ, ψ, θ) is given by
Hence,
For the righ-hand side of (21) to vanish, it is necessary that the argument of the curl is the gradient of some function ρ. Thus, we must solve the following system for the unknowns (ρ, α, β, γ):
The last equation follows from the identity
On the other hand, in [10] it is shown that
This is a consequence of the fact that, locally, w can be expressed as w = h −1 ∇θ × ∇L θ , and, since w is solenoidal,
Then, one sees that by setting ρ = g(L θ , θ), where g is an arbitrary function of the variables L θ and θ, both (22a) and (22b) are satisfied with
From equation (22c), we further have
This equaton will determine β once α is known. The function α can be obtained as a solution of (22d), which, after some manipulations, reads as
Notice that here ∂g/∂L θ is the partial derivative of g with respect to L θ when g is intended as a function of θ and L θ . Equation (28) is a first order linear partial differential equation for the variable α. Hence, solutions exist at least locally and can be obtained through the method of characteristics.
We conclude that for all x ∈ Ω there exist a neighborhood V ⊂ Ω of x and a vector field ξ ∈ T V such that
with α a solution of (28) and
Observe that the symmetry ξ can always be chosen to be non-vanishing and not aligned with the solution w since, by construction, w × ξ = ∇g with g an arbitrary function of L θ and θ. The second case occurs when ∇χ = 0 in some open subset U ⊂ Ω. Notice that U must be open, since otherwise ∇χ is discontinuous and the smoothness of w × (∇ × w) is violated. Furthermore, both w and ∇ × w are solenoidal. Hence, recalling equation (16), we see that system (1) is equivalent to
Since ∇χ = 0 in U , it readily follows that ξ = ∇×w is the desired symmetry in U . Notice that this remains true even if ∇χ is allowed to vanish over a set of measure zero in U because ∇×w, and thus ξ, are smooth in U . Finally, an analogous argument holds for neighborhoods U built around points situated at the boundary between regions with ∇χ = 0 and regions with ∇χ = 0. Indeed, denoting by U 0 the open regions in U with ∇χ = 0 and setting U 1 = U − U 0 , we can choose ξ to be given by (29) in U 0 and by ∇ × w in U 1 .
Remark 1. Notice that (29) includes the trivial symmetry ξ = w, which can be obtained for g = 0 and α =ĥ −1 w 2 sin θ.
Remark 2. If ∇χ = 0 almost everywhere in Ω, from equation (31), it follows that ∇ × w is a symmetry of w in the whole Ω.
In the following examples we show how to evaluate the directions of symmetry ξ for some specific Beltrami fields.
, and consider the 'minimal' ABC flow
We refer the reader to [25] for a discussion on the properties of ABC flows. Notice that the vector field (32) satisfies ∇ · w = 0 andĥ = w = 1. Set g = g (z). Recalling (28), α must satisfy the equation
The solution of (33) can be computed by the method of characteristics:
with p an arbitrary function of z and y − cos z sin z x. Then, according to (29), the direction of symmetry is given by the vector field
Since p and g are arbitrary, we can identify two important symmetries by setting (p, g) = (1, − sin z) and (p, g) = (0, − cos z) respectively. These choices give the translational symmetries
Example 2. Let (r, z, ϑ) = x 2 + y 2 , z, arctan (y/x) denote a cylindrical coordinate system. Set (ℓ, ψ, θ) = (ϑ, log r, z), and consider the cylindrical Beltrami field w = cos z ∇log r + sin z ∇ϑ.
Notice that ∇ · w = 0,ĥ = −1, w = 1/r. Set g = g (z). Recalling (28), α must satisfy the equation
By the method of characteristics, one finds the solution
(39) Here, p is an arbitrary function of z and log r − cos z sin z (ϑ − q), and q an arbitrary function of z. The direction of symmetry is thus
By setting p = 0 and g = − sin z, one obtains the symmetry of rotation around the z-axis:
Example 3. Set (ℓ, ψ, θ) = e x sin y, −e x cos y, z 2 and consider the Beltrami field
Notice that ∇ · w = 0,ĥ = 2z, w = e x = ℓ 2 + ψ 2 . Set g = g (θ). Then, from (28), α must satisfy the equation
By the method of characteristics, one can construct the solution
(44) Here, p is an arbitrary function of θ and ψ − cos θ sin θ ℓ. The direction of symmetry is thus given by
In proposition 1 we have shown that all solutions of (1) are locally symmetric. Furthermore, the local symmetry is solenoidal, i.e. ∇ · ξ = 0. However, it is important to stress that the symmetry ξ is not necessarily an Euclidean isometry. We will discuss this fact in sections 3 and 4 with specific examples. The purpose of the remaining part of this section is to obtain a local representation (Clebsch-like parametrization) valid for any solution of system (1) by exploiting the symmetry ξ. We have the following: Proposition 2. Let w ∈ C ∞ (Ω) denote a smooth solution of system (1) with smooth solenoidal symmetry ξ ∈ C ∞ (Ω), ξ = 0 in Ω. Then, for every point x ∈ Ω, there exist a neighborhood U of x and local curvilinear coordinates x 1 , x 2 , x 3 ∈ C ∞ (U ) such that
where w 3 = w · ∇x 3 = w 3 x 1 , x 2 and Θ = Θ x 1 , x 2 are functions of x 1 and x 2 . Furthermore, if ∇χ = 0 and ξ = ∇ × w in U , there exist a function Ψ = Ψ x 1 , x 2 of x 1 and x 2 , and a function Φ = Φ x 1 , x 2 , x 3 such that
and
Proof. Since the direction of symmetry ξ is smooth, solenoidal, and nonvanishing in Ω, from the Lie-Darboux theorem for every point x ∈ Ω there exist a neighborhood U of x and smooth functions σ and τ such that
We set x 1 = σ and x 2 = τ . The intersections of the level sets of x 1 and x 2 define curves whose tangent vector ∇σ × ∇τ can be used as the tangent vector ∂ 3 of the third coordinate x 3 , i.e.
In this way, we have specified the local coordinate system x 1 , x 2 , x 3 ∈ C ∞ (U ). Notice that the Jacobian of the transformation from the standard Cartesian frame to the new coordinates (x, y, z) → x 1 , x 2 , x 3 is given by
Next, observe that in U the condition of symmetry reads as
This implies
Furthermore, the vector field w is solenoidal:
Using (53), this gives the condition
Hence, if we define the stream function
with (a, b, c) a point in U , it follows that
and also
We have thus obtained equation (46). Now suppose that ∇χ = 0 in U and choose ξ = ∇ × w to be the symmetry given by proposition 1. Then,
The first equation of system (1) reads as
Hence, χ = −Θ. Next, we look for a function Ψ x 1 , x 2 satisfying
This equation is a first order linear partial differential equation for the variable Ψ and can be solved in a neighborhood V ⊆ U by the method of characteristics. Without loss of generality, we can restrict our domain U so that U = V . From equations (59) and (61) we thus obtain
Next, decurling equation (62) gives
for some function Φ. On the other hand, w is orthogonal to ∇Θ. Therefore, the projection of w on the space orthogonal to ∇Θ leaves w unchanged, i.e.
In the last passage equation (63) was used. Finally, substituting this expression for w in the first equation of system (1) gives:
Recalling equation (60), we obtain equation (47b).
Euquation (47b) corresponds to the generalized Grad-Shafranov equation derived by Weitzner (equation (28c) of [24] ) expressed in terms of the local coordinates derived from the symmetry. In practice, equation (47b) is applied as follows. In order to construct a solution w of system (1) with a given solenoidal symmetry ξ, first we determine the associated local coordinate system x 1 , x 2 , x 3 . Then, we assign Θ as a given function of x 1 , x 2 and determine the corresponding function Ψ from equation (47a). Finally, we look for solutions Φ of equation (47b). Notice that equation (47b), which is a second order nonlinear partial differential equation, is not elliptic (see [26] for the definition of second order elliptic partial differential operator) because the coefficient matrix
is not positive definite (if v ∈ R 3 is a vector perpendicular to ∇Θ (x) at a point x, a ij v j = 0 there). Hence, the existence of a solution is not guaranteed. If a solution is not found, one can repeat the procedure by changing the ansatz on the stream function Θ. Notice that ξ could be chosen to be a (not necessarily Euclidean) solenoidal symmetry of a topological torus T , i.e. ξ could be a solenoidal vector field tangent to nested flux (toroidal) surfaces Θ =constant. A solution constructed according to the procedure described above will not exhibit, in general, Euclidean symmetries. Furthermore, such solutions will satisfy the boundary condition (2) because n = ∇Θ/ |∇Θ| on ∂T .
Beltrami fields without continuous Euclidean symmetries
The purpose of the present section is to show that system (1) admits nontrivial Beltrami field solutions without continuous Euclidean symmetries. Euclidean symmetries are the set of transformations of Euclidean space that preserve the Euclidean distance between points. These transformations comprise translations, rotations, reflections, and their combination. They define the Euclidean group E (3). Translations and rotations are continuous transformations, called direct isometries, that do not change the orientation of space; together they form the special Euclidean group SE (3). Reflections, on the other hand, are indirect isometries that flip the orientation of space. Furthermore, reflections are discrete transformations because the orbit of a point in the metric space under the isometry forms a discrete set. As mentioned in the introduction, if one postulates the existence of an ignorable coordinate x 3 such that the components w i , the pressure field χ, and the metric tensor g ij are all independent of x 3 , it is known that system (1) can be reduced to a single nonlinear elliptic second order partial differential equation, the Grad-Shafranov equation (11) . For completeness, the derivation of the Grad-Shafranov equation is given in appendix A (we also refer the reader to [18, 19] on this point). The requirement of an ignorable coordinate restricts the class of symmetries to direct isometries, so that the Grad-Shafranov equation does not apply to reflectional symmetries. This fact can be seen explicitly by noting that the condition ∂ 3 g ij = 0 is equivalent to the symmetry condition L ∂ 3 g ij dx i ⊗ dx j = 0 for the metric tensor, and that ∂ 3 = ξ is the direction of symmetry. Then, the following holds:
Proposition 3. The only symmetry preserving the Euclidean metric tensor g ij = δ ij of R 3 is spanned by the vector field
with a, b ∈ R 3 arbitrary constant vectors.
Proof. First, consider a vector field ξ ∈ T Ω and evaluate the Lie-derivative of the metric tensor
Suppose that the Lie derivative vanishes. Setting i = j gives
, and ξ 3 = ξ 3 (x, y). For i = j, one obtains the conditions
Next, observe that
Integrating each equation gives
Here, u 1 and v 1 are functions of z, and f 1 and g 1 functions of y to be determined. Deriving these equations with respect to y leads to
It follows that
Substituting these expressions in (70) we obtain
In a similar manner, one can show that
Plugging these expressions into the conditions (68), we conclude that
Remark 3. Notice that a represents translations, while b × x rotations. Indeed, the cross product b × x can always be uniquely represented by the action of an antisymmetric matrix B = −B T as Bx. Then,
The 4 × 4 matrix A spans the Lie algebra se (3) of the special Euclidean group SE (3), i.e. the tangent space of SE (3) at the identity. The vector field ξ E = a + b × x is called a Killing vector field of the Euclidean metric.
From proposition 3, it is now clear that a solution w of system (1) will not possess continuous Euclidean symmetries provided that
If one can find a solution w satisfying (77), then such solution cannot be obtained as a solution of the Grad-Shafranov equation (11) . We are ready to construct nontrivial Beltrami field solutions of system (1) without continuous Euclidean symmetries. To achieve this goal, we apply the Clebsch-like parametrization of Beltrami fields derived in [10] . In particular, our aim is to find a coordinate system x 1 , x 2 , x 3 satisfying system (10) . Then, we know that a vector field in the form (9) is a nontrivial Beltrami field. The desired coordinate system can be characterized as follows:
Def 2. Let x 1 , x 2 , x 3 ∈ C ∞ (Ω) denote a curvilinear coordinate system in a domain Ω ⊂ R 3 . The coordinate system is admissible in Ω if it satisfies system (10) in Ω. We denote by A Ω the set of admissible curvilinear coordinate systems in Ω, and by A ⊥ Ω the set of orthogonal admissible coordinate systems in Ω. Evidently, A ⊥ Ω ⊂ A Ω . Similarly, the notion of admissible proportionality coefficient is useful:
Def 3. Let f ∈ C ∞ (Ω) be a smooth function in a domain Ω ⊂ R 3 . f is an admissible proportionality coefficient in Ω if there exists a smooth nontrivial Beltrami field solution w ∈ C ∞ (Ω) of equation (1) with proportionality coefficientĥ = f . The set of admissible proportionality coefficientsĥ ∈ C ∞ (Ω),ĥ = 0 in Ω is denoted by A Ω .
The following propositions narrows down the class of admissible proportionality coefficients A Ω that will be allowed in the construction of the sought Beltrami field solutions once an admissible coordinate system x 1 , x 2 , x 3 ∈ A Ω has been found.
Proposition 4.
Let Ω ⊂ R 3 denote a bounded domain. The set A Ω of admissible proportionality coefficientsĥ ∈ C ∞ (Ω),ĥ = 0, such that equation (1) has a smooth nontrivial Beltrami field solution in Ω satisfies
Here, f ∈ C ∞ Ω , is an arbitrary smooth function of the coordinate x 3 such that f = 0, and
Proof. First, we prove (78a). Define
This integral is well defined since the function f is, by hypothesis, smooth in the compact domain Ω. Then, given an admissible orthogonal coordinate system x 1 , x 2 , x 3 ∈ A ⊥ Ω , it is not difficult to verify that the vector field
is a Beltrami field in Ω with proportionality coefficient
Here, |g| = (∂ 1 · ∂ 2 × ∂ 3 ) 2 denotes the determinant of the covariant metric tensor g ij . Indeed, taking the curl of (80) gives
Noting that ∇x 1 · ∇x 2 × ∇x 3 = 1/ |g|, and g 11 = g 22 from system (10) and orthogonality of the coordinates, we further have
Observe that 1/ |g| = g 11 g 33 , which gives equation (81). Next, we prove (78b). We must show that, given a solenoidal Beltrami field with proportionality coefficientĥ = 0 in Ω, there exists an admissible coordinate system x 1 , x 2 , x 3 ∈ C Ω such thatĥ =ĥ x 3 , L x 3 . This directly follows from theorem 1 of [10] . Indeed, if w is a smooth nontrivial Beltrami field in Ω, ∀x ∈ Ω there exist a neighborhood U ⊂ Ω of x and an admissible coordinate system x 1 , x 2 , x 3 ∈ A U such that
Since w is a Beltrami field, this implies
Recalling that ∇ · w = 0, we have ∇ĥ · ∇x 3 × ∇L
We expect that, if the coordinate system x 1 , x 2 , x 3 is built in such a way that it does not possess Euclidean symmetries, the same should hold for the corresponding Beltrami field (9) . System (10) greatly simplifies if the coordinate system x 1 , x 2 , x 3 is assumed orthogonal. In such case, g ij = 0 for all i = j. Then, (10) reduces to
These conditions suggest that an intimate relationship exists between Beltrami fields and two-dimensional harmonic conjugate functions (this fact is discussed in [11] ). Indeed, system (86) can be satisfied by setting x 3 = σ (z), x 1 = u (x, y), and x 2 = v (x, y), with σ a function of the Cartesian coordinate z, and u and v harmonic conjugate functions in the x-y plane such that
Thus, the idea is to look for a Beltrami field solution without Euclidean symmetries in the form
On this regard, we have the following:
Proposition 5. There exist nontrivial Beltrami field solutions of system (1) without continuous Euclidean symmetries, i.e. smooth solenoidal vector fields w ∈ C ∞ (Ω) with w · ∇ × w = 0 solving (8) in some bounded domain Ω ⊂ R 3 and satisfying the condition (77) in Ω.
Proof. It is sufficient to provide an example of nontrivial Beltrami field without continuous Euclidean symmetries. We claim that the Beltrami field w = − cos (e z ) ∇ (e x cos y) + sin (e z ) ∇ (e x sin y) ,
corresponding to the choice x 1 , x 2 , x 3 = (u, v, σ) = (e x sin y, −e x cos y, e z ), does not possess continuous Euclidean symmetries. Furthermore, it is smooth and nontrivial in any bounded domain Ω ⊂ R 3 . Let us verify that (89) is not symmetric under a combination of translations and rotations by evaluating (77). After some manipulations, equation (89) can be rearranged as w = e x sin (y + e z ) ∇y − e x cos (y + e z ) ∇x.
Let (w x , w y , w z ), (a x , a y , a z ), and (b x , b y , b z ) denote the Cartesian components of the vector fields w, a, and b. Projecting equation (91) along ∇x and substituting (89), we obtain
− e x cos (y + e z ) (a x + b y z − b z y) .
The vector field (89) possesses a continuous Euclidean symmetry if there exist a vector field ξ E = a + b × x = 0 such that the right-hand side of the equation above vanishes in some domain Ω ⊂ R 3 . Choose Ω so that it contains a finite area of the surface S = x ∈ R 3 : y = −e z . On the surface, the condition that the right-hand side of (92) vanishes reduces to
This immediately leads to a x = b y = b z = 0. Then, the right-hand side of (92) vanishes if
This condition can be satisfied only when a y = a z = b x = 0. Thus, a + b × x = 0 and no continuous Euclidean symmetry exists. Finally, it is clear that the vector field (89) is smooth in any bounded domain Ω ⊂ R 3 , and nontrivial in Ω sinceĥ = e z and w 2 = e 2x imply w·∇×w =ĥw 2 = e 2x+z = 0 in Ω.
Other solutions can be constructed by appropriate choice of the coordinates x 1 , x 2 , x 3 . In particular, changing the definition of the third coordinate x 3 is often sufficient to produce solutions without trivial symmetries. For example, replacing x 3 = e z with x 3 = z 2 gives the Beltrami field without continuous Euclidean symmetries
Indeed, projecting equation (91) along ∇x and substituting (95), we obtain
The vector field (95) possesses a continuous Euclidean symmetry if there exist a vector field ξ E = a + b × x = 0 such that the right-hand side of the equation above vanishes in some domain Ω ⊂ R 3 . However, considering the surface y = −z 2 , it is clear that for the right-hand side of (96) to be zero we must have a x = b y = b z = 0. Then, the remaining sine term leads to a y = a z = b x = 0. Hence, a = b = ξ E = 0.
Magnetofluidostatic fields with non-vanishing pressure gradients and without Euclidean symmetries
The purpose of the present section is to show the existence of smooth solutions of system (1) without continuous Euclidean symmetries and with finite pressure gradients in bounded domains. As in the case of Beltrami-type solutions discussed in section 3, the idea is to find a suitable local parametrization of solutions without trivial symmetries and with non-vanishing pressure gradients. Given a domain Ω, a smooth vector field w ∈ C ∞ (Ω) with ∇ × w = 0 can be locally represented through the Clebsch parametrization
with (Φ, Ψ, Θ) ∈ C ∞ (U ), and U a neighborhood of a point x ∈ Ω (see e.g. [10] ). The vector field w is solenoidal provided that
Let H (U ) denote the set of harmonic functions in U . Suppose that ∇Ψ · ∇Θ = 0. Since ∇ × w = ∇Ψ × ∇Θ = 0 in U , ∇Ψ = 0 in U . Then, Ψ = 0 almost everywhere in U . From equation (98), this implies Φ, Θ ∈ H (U ). Hence, we look for solutions in the form of (97) such that Φ, Θ ∈ H (U ) and ∇Ψ · ∇Θ = 0. On the other hand, the first equation of system (1) reads as
(99) Notice that ∇ × w · ∇χ = 0 implies χ = χ (Ψ, Θ). Next, perform the change of variables Ψ = e ψ :
We now consider a Cartesian geometry and demand that Θ = x (notice that ∆x = 0). Equation (100) reduces to
Set
We have ∇χ = e ψ x + e ψ ∇ψ + e ψ ∇x.
Hence, comparing the left-hand side of equation (101) with the right-hand side of equation (103), we see that a solution in the form
can be obtained if we can find functions Φ and ψ such that, in U ,
∇Φ · ∇ψ = −1.
Here, the second equations follows from the condition ∇Ψ · ∇Θ = 0. Integration of the third equation gives
with φ ∈ H (U ) an harmonic function of the (y, z) variables, i.e. φ = φ (y, z) and ∆φ = 0. Now the solution has the form
and the conditions on φ and ψ become ∆φ = 0, (108a)
−yψ y + ∇φ · ∇ψ = −1.
Observe that, once φ is given as a solution of (108a), the function ψ can be obtained through the method of characteristics from equation (108d). Below, explicit solutions of system (1) in the form (107) are given.
Example 4. A simple solution of system (108) is φ = −ψ = z. The corresponding solution of system (1) is
Example 5. The functions φ = z and ψ = z+2 log y are solutions of system (108). The corresponding solution of system (1) is
Example 6. The functions φ = z 2 −y 2 2 and ψ = log (yz) are solutions of system (108). The corresponding solution of system (1) is
Example 7. More generally, the functions
are solutions of system (108). Here, the real constants α, β, γ, δ ∈ R are chosen so that ψ is real and smooth in the domain of interest. The corresponding solution of system (1) is
The long expression for the pressure field χ was omitted since it can be obtained easily from equation (102).
Let us examine the symmetry properties of these solutions. We have the following: Proposition 6. There exist solutions of system (1) with non-vanishing pressure gradients and without continuous Euclidean symmetries, i.e. smooth solenoidal vector fields w ∈ C ∞ (Ω) solving (1) in some bounded domain Ω ⊂ R 3 with ∇χ = 0 and satisfying the condition (77) in Ω.
Proof. Consider the solution (109) given in example 4. The vector field w in equation (109) can be rearranged as follows:
Projecting equation (91) along ∇x, we have:
We choose the domain Ω to be the unit open ball B (0) in R 3 centered at x = 0. On the z-axis (corresponding to x = y = 0), the expression on the right-hand side of (115) vanishes provided that
Hence, a x = a z = b y = 0 and the condition that the x-component of the Lie-derivative (115) is zero reduces to
It follows that b x = b z = 0 so that a + b × x = a y ∂ y . Next, consider the projection of (91) along ∇y:
The 
Again, we set Ω = B (0). On the plane y = 0, we have the condition
This implies a x = b y = 0. Next, consider the y-axis x = z = 0:
Therefore, a z = b x = 0 and a y = b z . Equation (124) now reads as
We thus conclude that a y = b z = 0, and the vector field w of equation (110) does not exhibit continuous Euclidean symmetries.
The vector field w in (111) can be rearranged as w = (x + yz) ∇x − 2y ∇y + z∇z.
Set Ω = B (0). On the x-axis y = z = 0, we have the condition a x = 0. Then, on the y-axis z = x = 0,
This implies b x = 0 and a z = 3b z . Next, consider the z-axis x = y = 0.
We have a y = 0. The condition that the righ-hand side of equation (126) vanishes now reads as
It follows that b z = b y = a z = 0. We conclude that the vector field w in (111) does not possess continuous Euclidean symmetries.
Proposition (6) can now be used to construct square integrable solutions w ∈ L 2 (Ω) of the boundary value problem (1), (2) without continuous Euclidean symmetries and with non-vanishing pressure gradients:
Let Ω ⊂ R 3 denote a smoothly bounded domain with boundary ∂Ω. Let n denote the unit outward normal to ∂Ω. Then, the boundary value problem
admits solutions w ∈ L 2 (Ω) such that there exist an open set U ⊂ Ω with
Proof. First, choose the origin of a Cartesian coordinate system to be a point p ∈ Ω. Let B (p, ǫ) be an open ball centered at p with radius ǫ > 0 contained in Ω, B (p, ǫ) ⊂ Ω. Here, the overbar denotes the closure of a set. We define A = Ω − B (p, ǫ) and consider the boundary value problem ∇ × w =ĥ w in A,
Hereĥ ∈ R is a real constant, ∂A the boundary of A, and n A the unit outward normal to ∂A. Observe that, by construction, the domain A is multiply connected and smoothly bounded. Hence, from theorem 2 of [8] , the boundary value problem (131) admits a strong Beltrami field solution w Bel . In particular, w Bel ∈ H 1 (A), with H 1 the standard Sobolev space of order 1. The desired solution of (129) can be given as
Evidently w ∈ L 2 (Ω) and ∇χ = 0 in B (p, ǫ). Furthermore, since (132) coincides with (109) in B (p, ǫ), this solution does not possess continuous Euclidean symmetries as a consequence of proposition 6.
Symmetries of the Beltrami equation
In the previous sections we have shown that there exist ideal magnetofluid equilibria without continuous Euclidean symmetries. However, these solutions were constructed ad hoc by carefully calibrating the geometry of local coordinates and Clebsch parameters. Therefore, it is desirable to have a systematic method to obtain new solutions with given symmetry properties. The purpose of the present section is to study the symmetries of the Beltrami equation (8) . Here, a symmetry of a differential equation is intended as a transformation mapping solutions into solutions. We will see that these symmetries, which should not be confused with the symmetries of the solutions, enable us to derive new solutions without Euclidean symmetries from known ones. In particular, it will be shown that, if the proportionality coefficientĥ of a solenoidal Beltrami field w exhibits a continuous Euclidean symmetry ξ E such that L ξ Eĥ = 0, then, the transformed vector field L ξ E w is either the null vector or a solenoidal Beltrami field with the same proportionality coefficientĥ. Let Bĥ (Ω) denote the set comprising solenoidal solutions of equation (8) in a bounded domain Ω with given proportionality coefficientĥ ∈ C ∞ (Ω) and the null vector 0:
The following holds:
, denote a continuous Euclidean symmetry. Let w ∈ T Ω be a solenoidal vector field, in general not symmetric with respect to ξ E . Then, the Lie-derivative and the curl operator commute,
Proof. Let ξ ∈ T Ω denote a solenoidal vector field. We have
If ξ = ξ E , we have
Proposition 8. Let w ∈ Bĥ (Ω) denote a solenoidal Beltrami field with proportionality coefficientĥ in a bounded domain Ω. Suppose that L ξ Eĥ = 0 for some continuous Euclidean symmetry
, that is w is either the null vector or a solenoidal Beltrami field with the same proportionality coefficient for all n ∈ N:
Proof. Set n = 1. We have
Here, we used the fact that w ·∇ĥ = 0. From proposition 7 the curl operator and Lie-derivative commute. Hence,
The procedure can be repeated for all n > 1 by setting w n−1 = L ξ E w n−2 = L n−1 ξ E w 0 with w 0 = w. Then,
Finally, observe that, if w is a solenoidal vector field, the Lie derivative
w is solenoidal. Remark 5. Let w ∈ Bĥ (Ω) be a solenoidal Beltrami field. Let w ′ denote the result of the transformation of w according to the Euclidean isometry associated with ξ E = a + b × x. Let ǫ > 0 be a small constant parametrizing the transformation. We have
Proposition 8 can be interpreted as follows: if the proportionality coefficient of a solenoidal Beltrami field has a continuous Euclidean symmetry ξ E , then the infinitesimal transformation of the field is itself a solenoidal Beltrami field with the same proportionality coefficient. Hence, the transformation associated with ξ E defines a symmetry of the Beltrami equation.
The following is an example of application of proposition 8.
Example 8. Consider the solenoidal Beltrami field encountered in proposition 5 w = − cos z 2 ∇ (e x cos y) + sin z 2 ∇ (e x sin y)
= e x − cos y + z 2 ∇x + sin y + z 2 ∇y .
Notice thatĥ = 2z. Set ξ E = ∇x. We have L ∇xĥ = 2∇x · ∇z = 0. Hence, according to proposition 8, the vector field
is itself a solenoidal Beltrami field with proportionality coefficientĥ = 2z. We have L ∇x w = ∇×(w × ∇x) = −∇× e x sin y cos z 2 + cos y sin z 2 ∇z = w. 
One can verify that L (x∇y−y∇x) w is a solenoidal Beltrami field with proportionality coefficientĥ = 2z and without continuous Euclidean symmetries.
Concluding Remarks
The existence of magnetofluidostatic fields without continuous Euclidean symmetries is a mathematical problem encountered in the design of plasma confinement devices (stellarators) and in the development of nuclear fusion reactors. In this paper, the existence of ideal magnetofluid equilibria without continuous Euclidean symmetries (combinations of translations and rotations) was studied. First, we showed that all magnetofluidostatic fields are locally symmetric, in the sense that one can find a solenoidal vector field defined locally with the property that the Lie derivative of the solution with respect to the local field is identically zero. However, this symmetry is not necessarily an Euclidean isometry. In particular, there exists smooth magnetofluidostatic fields defined in bounded domains that do not possess any continuous Euclidean symmetry. This is true for both Beltrami-type solutions (proposition 5), and non-vanishing pressure gradients solutions (proposition 6). By combining Beltrami-type solutions with non-vanishing pressure gradient solutions, it is also possible to construct square integrable solutions of the boundary value problem, as proven in theorem 1. Finally, the symmetry properties of the Beltrami equation were studied. We found that, if the proportionality coefficient of a Beltrami field possesses a continuous Euclidean symmetry, than the associated transformation defines a symmetry of the Beltrami equation. Hence, new solutions can be computed from known ones by application of the Lie derivative (proposition 8).
Let J = ∂ 1 · ∂ 2 × ∂ 3 be the Jacobian of the transformation (x, y, z) → x 1 , x 2 , x 3 . Note that here w 2 denotes the component w 2 = w · ∇x 2 , and should not be confused with the square of the norm of w. Then, the divergence-free condition ∇ · w = 0 reads as
