Monitoring and analyzing the (decreasing) trends in lake freezing provides important information for climate research. Multi-temporal satellite images are a natural data source to survey ice on lakes. In this paper, we describe a method for lake ice monitoring, which uses low spatial resolution (250m -1000m) satellite images to determine whether a lake is frozen or not. We report results on four selected lakes in Switzerland: Sihl, Sils, Silvaplana and St. Moritz. These lakes have different properties regarding area, altitude, surrounding topography and freezing frequency, describing cases of medium to high difficulty. Digitized Open Street Map (OSM) lake outlines are back-projected on to the image space after generalization. As a pre-processing step, the absolute geolocation error of the lake outlines is corrected by matching the projected outlines to the images. We define the lake ice detection as a two-class (frozen, non-frozen) semantic segmentation problem. Several spectral channels of the multi-spectral satellite data are used, both reflective and emissive (thermal). Only the cloud-free (clean) pixels which lie completely inside the lake are analyzed. The most useful channels to solve the problem are selected with xgboost and visual analysis of histograms of reference data, while the classification is done with non-linear support vector machine (SVM). We show experimentally that this straight-forward approach works well with both MODIS and VIIRS satellite imagery. Moreover, we show that the algorithm produces consistent results when tested on data from multiple winters.
INTRODUCTION
The Global Climate Observing System (GCOS) is one of the programmes initiated by the World Meteorological Organization with a vision to provide all users access to climate observations, data records and information. Lake Ice Cover is part of the GCOS Essential Climate Variable (ECV): Lakes. Analyzing lake ice trends is significant for climate change research and global warming studies. In addition, surveillance of the lake ice fosters development of winter tourism (e.g., for snow polo world cup on frozen St. Moritz lake). Traditionally, on-shore observers used to collect the information on frozen lakes, recording the visible ice-edge. Over the past few decades the number of field stations declined, due to lack of budget and/or human resources. Day by day, the need for automated monitoring of lakes is gaining significance. There exist already observations and data from regional authorities, publications etc., however they are not systematic and come from different, uncoordinated and not secure sources. In this paper, we report results for four Alpine lakes shown in Figure 1. These lakes have different attributes regarding area (0.78 to 11.3 km 2 ), neighboring topography, freezing and thawing patterns and altitude.
Contributions. This paper describes an application study in the context of the Swiss input to GCOS. Its key contributions can be summarized as follows: (1) We demonstrate an easy-to-use, SVM-based approach for lake ice detection. (2) We estimate and compare the absolute geolocation error for both MODIS and VI-IRS sensors. (3) We show that the proposed approach delivers convincing results with both MODIS and VIIRS satellite images, for various lake types and time periods. * Corresponding author. 
RELATED WORK
Monitoring of lakes. Studies on lake ice exist for several countries, including Spain (Sánchez-López et al., 2015) , Germany (Bernhardt et al., 2012) , Austria and Hungary (Soja et al., 2014) , and Tibet (Korzeniowska and Korup, 2017 ). An investigation of the recent developments in lake remote sensing (Dörnhöfer and Oppelt, 2016) discusses existing challenges and benefits of integrating remote sensing into ecological research and lake monitoring. Various studies also exist in the literature which delve deep into the monitoring of lake ice using different sensors (Maslanik and Barry, 1987; Palecki and Barry, 1986; Wynne and Lillesand, 1993) . A recent paper (Weber et al., 2016) discusses an automated two-step extraction method for ice phenology in European lakes using AVHRR data. The first step uses NIR reflectance and the second step uses TIR-derived Lake Surface Water Temperature (LSWT) data. The LSWT thresholds are derived from the data itself which avoids the usage of lake specific thresholds. MODIS for lake ice. In south-west Alaska, the inter-annual variability in snow pack, lake ice, and vegetation dynamics were assessed using MODIS images (Spencer et al., 2008) . According to this study, lake ice showed the greatest temporal variation among the observed seasonal metrics, followed by snow cover and vegetation metrics. MODIS images are also useful for estimating melt pond coverage on the Arctic sea ice (Tschudi et al., 2008) . In that work, a mixed-pixel algorithm to estimate the summer evolution of pond coverage over the Beaufort and Chukchi Seas has been proposed. In another work (Rösel et al., 2012) , melt ponds on the Arctic sea ice were determined in MODIS images by spectral unmixing using an artificial neural network.
There exists yet another study which showed that the MODIS product is useful for monitoring daily ice cover changes in lakes, and to obtain ice-on and ice-off dates (Brown and Duguay, 2012) . For the period of 2000-2014, the data from Terra MODIS was utilized to determine variations in Minimum Snow and Ice (MSI) extent over the land surfaces covering Canada, Northern United States, and Iceland (Trishchenko et al., 2016) . Using MODIS imagery, an automated ice detection methodology revealed the spatial and temporal patterns in the Arctic river ice breakup (Cooley and Pavelsky, 2016) . In the recent past, a probabilistic approach for mapping landfast and sea ice extent in the Canadian Arctic Archipelago from MODIS images was also proposed .
VIIRS-based approaches. As opposed to MODIS imagery, the VIIRS data has not been explored much for lake ice analysis. Recently, the retrievals of LSWT and ice features from corrected clear-sky channel (I5) data of the VIIRS sensor were proposed (Sütterlin et al., 2017) . Together with the visible and near infrared reflectance values, these first LSWT retrievals were used to derive ice-on/off dates for selected Swiss lakes by applying a threshold method. Another algorithm based on VIIRS images (Liu et al., 2016) detected ice and estimated the ice concentration in clear-sky areas over the ocean and inland lakes and rivers, providing spatial detail that cannot be obtained with passive microwave data. An inter-comparison of VIIRS and MODIS (Trishchenko and Ungureanu, 2017) has also been carried out. This comparison is done primarily based on the mapping results of summer MSI extent over the Canadian landmass.
DATA
The used satellite images are freely available and can be processed fast, with a processing chain using standard hardware and software tools. Both MODIS and VIIRS have high temporal resolution (at least one image per day), sufficient spectral resolution, but rather coarse spatial resolution (GSD 250m -1000m).
Here, we process only daytime acquisitions, for both VIIRS and MODIS. Table 2 and Table 3 respectively.
MODIS

VIIRS
The VIIRS aboard the joint NASA/NOAA Suomi NPP satellite (Suomi National Polar-orbiting Partnership Mission, n.d.), gathers visible and infrared imagery and radiometric measurements of the land, atmosphere, cryosphere, and oceans. The VIIRS sensor captures 16 moderate-resolution bands (M-bands) with a spatial resolution of 750m at nadir, and five imaging resolution bands (I-bands or imagery bands) with ∼ 375m spatial resolution at nadir. However, the scope of this work is limited to the analysis of the I-bands to allow a better comparison with another method of lake ice detection from VIIRS developed by the University of Bern, using only the I-bands. These imagery bands include three Reflective Solar Bands (RSB) and two Thermal Emissive Bands (TEB). Details are shown on Table 4 . VIIRS data is downloaded from the Comprehensive Large Array Stewardship System (CLASS) archive of NOAA. We used the VIIRS imaging resolution bands Scientific Data Record (SDR), cloud-masks (IICMO and VICMO) and geolocation (GITCO). VIIRS data was processed only from the winter 2016-17, for which the ground truth data is displayed on Table 2 and discussed in section 3.3.1.
Ground Truth
We mainly used freely available images from webcams pointing at target lakes to obtain the ground truth. Given the fact that the webcams do not cover the complete lake surface, and their scale (pixel GSD) varies greatly for each webcam, manual interpretation is in some cases uncertain. At present, we have restricted our analysis to the days on which the lakes were completely frozen or completely non-frozen. In addition to the webcam images we used online media reports, which however provided only scarce information. Table 5 : Mean shifts in x (µx) and y (µy) directions (estimated absolute geolocation errors) for both sensors.
confirmed that all lakes were frozen with snow on top of the ice. An exception is lake Sihl which had ice until 05th of February and snow on ice afterwards.
Winter 2011-12.
We could not obtain webcam data for the winter 2011-12. Hence, the scarce ground truth is obtained primarily from the online media. The three lakes in Graubünden typically start to freeze in December and thaw around end of March. In addition, given the fact that winter 2011-12 was the coldest among the recent winters, we made the assumption that the three smaller lakes in Canton Graubünden (Sils, Silvaplana and St. Moritz) were frozen in the months January 2012 and February 2012, based on information that larger lakes at lower altitude were also frozen in January and February. For lake Sihl, we gathered adequate information on the ground truth from the online media. Lake Sihl was covered by snow on all frozen dates which we tested in winter 2011 -12 (Feb 06, 2012 -Feb 25, 2012 . Hence, for lake Sihl, effectively it is snow vs. water classification. However, the other three lakes had ice without snow on some days in January 2012 (only few days for lake St. Moritz) which makes the 2011-12 dataset more challenging than 2016-17.
METHODOLOGY
Pre-processing
The VIIRS pre-processing includes python modules from Pytroll (VIIRS with Pytroll, n.d.), which is a free and open source software suited for most of the pre-processing steps (i.e., reading, resampling, interpretation, and writing) of satellite data. The raw VIIRS data granules were assembled, mapped, and re-sampled. Samples with fill-in values resulting from bow-tie deletion were removed. Similarly, the MODIS raw data was re-sampled and re-projected to UTM32N coordinates. Absolute Geolocation Correction. The digitized OSM lake outlines were generalized using Douglas-Peucker method and corrected for absolute geolocation errors prior to back-projection on the image space. The absolute geolocation shifts for both VIIRS and MODIS data were estimated using the lake matching algorithm (Kocaman Aksakal, 2013) . Channels with the best contrast (I2 for VIIRS and B2 for MODIS) were fed as input to the algorithm. For this analysis, we used the 15 largest lakes in and around Switzerland. Data from two nearly cloud-free dates per month were used. MODIS shifts were estimated from four months in winter 2011-12. On the other hand, VIIRS shifts were estimated from two months in winter 2016-17. Table 5 displays the estimated final shifts for VIIRS and MODIS. It can be seen that the absolute geolocation of the VIIRS images is more accurate than the one of MODIS. The specified geolocation accuracy of MODIS is 300m (≈ 1.2 pixels) at nadir (Nishihama et al., 1997) .
Cloud Filtering. An inherent challenge of optical satellite image analysis is missing data due to cloud cover. Figure 2 illustrates the extent of this issue. For each acquisition on the x-axis, the corresponding percentage of clean cloudy pixels is shown on the y-axis, per lake. It can be seen that a lot of acquisitions are unusable due to the presence of clouds. Images with more than 70% cloudy pixels are not analyzed. Each MODIS channel has 16-bit grey values of which the invalid pixels have value above 32767. For all other images, cloudy and invalid pixels are masked out prior to analysis. Cloud detection performance can vary from one sensor to another. Separate cloud-masks are produced for MODIS and VIIRS. Snow/cloud confusion and large view angles can result in considerable over-estimation of clouds and ice (Kraatz et al., 2017) . This recent study also reported that there are substantial differences between the MODIS and VIIRS cloud-mask products, especially in the presence of ice. In addition, owing to the fact that the VIIRS and MODIS acquisitions happen at different times of day, the clouds may not be in the same place during the MODIS and VIIRS overpasses, and thus can not be directly compared. Table 6 : The number of clean and mixed pixels per acquisition per lake, for VIIRS (375m GSD) and MODIS (250m GSD).
For VIIRS, four levels of cloud confidence are provided: confidently cloudy, probably cloudy, probably clear and confidently clear. Lake ice phenology using VIIRS is only retrieved for pixels that are confidently clear. For MODIS, a binary cloud-mask is generated from the 48−bit cloud-mask product (M OD35) following a conservative approach, combining the cloudy and uncertain clear bits. We have observed errors in the cloud-masks of both sensors, which are one of the main error sources in the final classification results. However, we still use them as they are. Cloud masking is outside the scope of the present project. Our results thus provide a realistic estimate of what can be achieved with the existing cloud-masks, and a lower bound for a processing chain with improved cloud-masks. Cloud-free Clean Pixels. As shown in Figure 3 , only the clean pixels which lie completely inside the lakes are analyzed. To determine the clean pixels, the lake outlines are corrected for absolute geolocation errors using the values on Table 5 , and backprojected on to VIIRS channel I2 (375m), respectively MODIS channel B2 (250m). The details of the pixel separation for all four lakes are shown on Table 6 . Since MODIS has channels with better spatial resolution compared to VIIRS, it is relatively more useful in the analysis of smaller lakes like St. Moritz, which is clearly an advantage over VIIRS.
Lake Ice Detection
The flow chart of our lake ice detector is shown in Figure 4 . The various image channels are extracted from the raw satellite data after re-sampling and re-projection to the UTM32N coordinate system. The generalized lake outlines are back-projected on to the image space and corrected for absolute geolocation error. The corrected outlines are then used to identify the clean pixels. Using the binary cloud-mask generated from the cloud-mask product, the cloudy (clean) pixels are also discarded. These steps are identical for both sensors, for MODIS we additionally up-sample the low-resolution bands (500m and 1000m GSD) to 250m resolution, with bilinear interpolation. Lake ice detection is cast as a two class (frozen, non-frozen) semantic segmentation problem.
To select the channels with best inter-class separability, the cloudfree, clean pixels are fed into xgboost (Chen and Guestrin, 2016) . While that method in principle already performs classification, we only use the built-in variable selection. The selected channels are then passed to a SVM (Cortes and Vapnik, 1995) for classification (respectively, regression), since it delivered better results than xgboost itself. For the SVM, the feature vector dimensions are centered and scaled to unit standard deviation. Empirically, a linear kernel is often sufficient, but in some situations it struggles to separate the classes and the Radial Basis Function (RBF) kernel is preferable.
To assess the influence of different channels, we perform a supervised variable importance analysis. The VIIRS channels in Table 2 are analyzed with xgboost, and the same analysis is done for the MODIS bands in Table 1 . xgboost is a boosting method with shallow decision trees as weak learners. It internally computes variable importance, conditioned on the training labels. The F-score denotes the relative contribution of each channel to the model, calculated from the channel's contribution to individual trees. A higher value implies that the channel is more important to make correct predictions. The results of the analysis for VIIRS are shown in Figure 6 . It can be inferred that, for the data tested in winter 2016-17, the channel I1 has the best inter-class separability among the VIIRS imagery channels. As a second check, we also use the histograms of the target classes in all the channels to verify the channel selection. For lake Sihl, the histograms of both frozen and non-frozen data in all VIIRS channels are shown in Figure 5 . It can be seen that both I1 and I2 have high inter-class separability. Since the two channels are spectrally close, see Table 4, and highly correlated, automatic variable selection chooses only one of them. A similar analysis for MODIS was already performed in Tom et al. (2017) .
EXPERIMENTS, RESULTS AND DISCUSSION
Unless mentioned differently, all results reported in the paper are averages from 4-fold cross-validation. Each lake is trained and tested individually.
VIIRS, Winter 2016-17
Quantitative Results. Different combinations of channels were tested as feature vector and the best results are reported on Table  7 . It can be seen that, even with a linear kernel, SVM delivered near perfect results for the period winter 2016-17. The best result was obtained when all five image channels were used, but, as predicted by xgboost, even the reflective channel I1 alone is enough to distinguish frozen pixels from non-frozen ones almost perfectly. We also tried the combinations of all reflective bands (I1, I2, I3) and thermal bands (I4, I5) . The reflective channels (a) Lake Sihl (b) Lake Sils (c) Lake Silvaplana performed markedly better than the thermal ones. It can bee seen in Figure 5 that the separation between snow and water is where the reflective channels I1 and I2 outperform the thermal channels I4 and I5.
Qualitative Results. Selected qualitative results for VIIRS data are shown in Figure 7 . The first and second rows display results of SVM classification and regression, respectively. In the second row, red colour means higher likelihood of non-frozen, blue colour means higher likelihood of frozen. Results are only shown for cloud-free pixels. For the lake Sils, all the dates were successfully classified. For lakes Sihl and Silvaplana failure cases are also displayed. It can be seen that, for lake Sihl on a nonfrozen day 11.10.2016, some pixels were classified as frozen. These mistakes lie near cloudy pixels, we thus assert that the failures are due to the influence of nearby clouds. The fourth and fifth columns show results for lake Silvaplana on the same frozen date 11.02.2017 at two different acquisition times. In one of the acquisitions (fourth column), a pixel is wrongly classified as nonfrozen. The outlines are overlaid on the reflective channel I1 and it can be observed that the pixel appears relatively darker when misclassified. Again there are clouds nearby, seemingly the lower intensity is due to a cloud shadow. A timeline of the pixel-wise results of SVM regression for lake Sihl, as shown in Figure 8 , gives additional insights. The acquisitions are plotted in chronological order from left to right on the x-axis. It is notable how noisy the regression results are during the frozen period, compared to the non-frozen counterpart. This can be explained by the fact that the frozen state has a greater radiometric variability (with different states of snow and ice) compared to liquid water.
MODIS
Winter 2016-17. Due to space limitations, only the quantitative results are shown. Different channel combinations, inspired from Tom et al. (2017) have been tested. Like VIIRS, simple linear SVM gave near-perfect results. Hence, experiments with RBF kernel were not conducted. The best results are obtained when all the 12 selected channels are fed into the feature vector. It can be seen that, the reflective channel B2 itself is enough to obtain a very good classification result. However, as opposed to the results in Tom et al. (2017) , the performance of emissive channel B22 alone is not good. Note that here we process additional data from the slightly more challenging December dates. For the emissive band B22, the grey value statistics of the clean cloud-free pixels from winter 2016-17 are shown in Figure 9 . Left and right columns show the statistics including and excluding December 2016 pixels. One can see that the latter show relatively cold temperatures, which intuitively are more easily confused with cold snow/ice pixels from February 2017 in the emissive channels. We note that for the period winter 2016-17, the performance of VI-IRS emissive channels (I4, I5) is also not as good as for reflective channels.
Winter 2011-12. Quantitative results are displayed in Table 8 . It can be seen that in this case the RBF kernel works better compared to the linear kernel. For lake Sihl, it is snow vs. water classification. Hence, even the reflective channel B2 achieved very good results. Along with snow-covered days, the lakes Sils, Silvaplana and St. Moritz had icy but snow-free days too. This is the reason why the reflective channel B2 alone did not perform well (for both RBF and linear kernels) for these three lakes. The performance is still relatively good for lake St. Moritz, which had few days with ice, but no snow on it. In general, adding the emissive band B22 solved the problem, and using all bands brought no further improvement. In some cases the performance decreased slightly, likely due to overfitting to our relatively small training set. For lake Sihl, adding B22 causes a significant performance Miscellaneous Experiments.
MODIS data from both winters (2011-12 and 2016-17) were combined into one dataset and processed. The results are shown on Table 9 . Overall, the combined dataset clearly improves the correctness of the result. Since both the training and test sets are a mix of images from both winters, we have effectively increased the amount of training data, while the difficulty of the problem remains about the same. Hence, the experiment provides an indication that the previous datasets were still not large enough for the performance to saturate, and the classification can be expected to become more reliable if it receives more training data.
As a second experiment, for each lake, an SVM model is trained using all the images from winter 2011-12, and then tested on all images from 2016-17. This experiment assesses the stability of the classifier over time, respectively how well a classifier trained on one winter transfers to another one. The results are displayed on Table 10 . They should be compared with Table 7 . While there is a noticeable drop in accuracy (≈5% for lake Sihl, Sils and Silvaplana, twice as much for St. Moritz) the ice classification is still correct for 90% or more of the pixels, on all lakes.
In the final experiment, we train the SVM model on the data from three lakes (both winters 2011-12 and 2016-17) and test on the fourth lake. The results are displayed on Table 11 . This experiment serves to assess the transferability of the trained model across lakes. It can be seen that our model fairs well in generalizing from one lake to another. It can thus be expected that data for a limited set of lakes, from few winters, will be enough to train a classifier which can then be applied to any unseen image. This would clearly be a valuable asset for an operational system. A deeper investigation requires additional data and is thus left for future work. Table 9 : MODIS results on the combined data from both winter 2011-12 and winter 2016-17.
CONCLUSION AND OUTLOOK
We proposed a methodology for lake ice detection from lowresolution optical/thermal satellite data. While we have concentrated on lakes in Switzerland, the methodology is generic and should be applicable elsewhere too. We have shown that a simple, transparent classification approach achieves high accuracy with both MODIS and VIIRS sensors, for all tested lakes. On one hand, compared to MODIS, VIIRS has better temporal resolution, and therefore also (on average) shorter data gaps due to cloudy images. On the other hand, the better spatial resolution of MODIS (250m) makes it possible to analyze smaller lakes such as St. Moritz. We have demonstrated that our approach gives consistent results over multiple winters, and that it generalizes fairly well from one winter to another. We have also shown that the model generalizes well across lakes.
A limiting factor is the coarse resolution of the images, which makes it difficult to process small lakes. Moreover, it restricts the size of the dataset on which we report our results. Another issue is the uncertainty of the ground truth. Webcams typically do not cover the entire water surface, and it is often difficult to manually interpret the state of the lake. Collection of large-scale in-situ ground truth would obviously solve this problem, but is time-consuming and expensive. We plan to enrich the current ground truth with a combination of in-situ temperature measurements and interpretation of high-resolution satellite images such as Sentinel 2, Landsat etc. Finally, the standard cloud-masks of both MODIS and VIIRS are not perfect and a significant source of error at the observed, high accuracies of ice detection. In particular, some actual cloud pixels are not detected, which are then classified as snow or ice.
What is still missing is the processing of the relatively short freezing and thawing periods, where frozen and non-frozen pixels co-exist on the same lake. We are planning to process such challenging dates, as well as additional winters and more lakes, in future work. Especially on small lakes, the classification will also have to deal with mixed pixels to correctly recover the proportion of ice. In the same vein, processing not only the "clean" pixels, but also those partially inside the lake boundary may give further information near the lake border, where freezing typically starts. We also expect that multi-temporal analysis will further improve the results, since freezing and thawing cycles are relatively smooth over periods of several days. Table 11 : Generalization across lakes: MODIS results when the SVM is trained on three lakes and tested on the fourth combining data from both winter 2011-12 and winter 2016-17.
