Abstract In comparing clusterings, several different distances and indices are in use. We prove that the Misclassification Error distance, the Hamming distance (equivalent to the unadjusted Rand index), and the χ 2 distance between partitions are equivalent in the neighborhood of 0. In other words, if two partitions are very similar, then one distance defines upper and lower bounds on the other and viceversa. The proofs are geometric and rely on the concavity of the distances. The geometric intuitions themselves advance the understanding of the space of all clusterings. To our knowledge, this is the first result of its kind.
Hilbert spaces (RKHS) (Cortes and Vapnik 1995; Schölkopf and Smola 2002) , and compressed sensing (Candès and Tao 2005; Donoho 2006) , an algorithm for sparse regression, grounded in high dimensional vector spaces. In both cases the geometric intuitions about these spaces were instrumental in the discovery of the new techniques (Donoho 2006; Cortes and Vapnik 1995) and continue to be productive to this day.
For clustering, the natural space of "learned functions" is the space of all partitions of a set with n elements. Unlike the two examples above, which have intuitive, Euclidean or almost Euclidean geometries, well understood for a long time, the space of all partitions is much more challenging from the geometric point of view.
For instance, the space of partitions is not a vector space, which means that operations like "shift" and "rescaling" do not make sense for clusterings. Consequently, it does not admit a norm (while common vector spaces in machine learning admit the popular l 1 , l 2 , l ∞ norms) and so a clustering does not have a "magnitude". But it does admit several metrics, or distances, and in the absence of a norm, distances are the best means to analyze the geometric properties of clusterings.
Evaluating, comparing, predicting, and averaging distances are basic, ubiquitous mental operations when one reasons about clustering. For instance, one may want to know how accurate an algorithm can be, or how fast it converges. These are measured by the distance between the algorithm's output and an optimal clustering. Or, one may want to know how much variation in the result will be induced by randomness in the clustering algorithm. Again, since the result is a clustering, natural measure of variation is a distance between clusterings. Regarding clustering quality criteria (for instance, the quadratic distortion optimized by the k-means algorithm), one may want to know how fast they vary with the change in the partition, i.e., how "smooth" they are. This also requires a way to express the change in the partition, i.e., a distance. Finally, if one takes a statistical point of view and regards the data set itself as a sample from some distribution, one deals with averages and limits of such distances. 1 Unfortunately, distances between partitions are both little studied and significantly less intuitive than the familiar l p norms for other spaces of functions. This paper, which is a quantitative analysis of the relationships between several distances, represents a most basic result. Such results must exist before the more advanced results pertaining to algorithms, learning theory or statistics can be formulated.
The distances
Thus, we will be interested in distances d (X, Y ) between two clusterings X, Y of the same data set. A variety of different distances and indices 2 are in use today. While some work in understanding the properties of these distances and their relative merits exists, very little is known about how the values of various distances translate into each other. For instance, if we know the Rand index (Rand 1971) r(X, Y ) between two clusterings of a data set, can we evaluate from it the value of another index or distance, say the Misclassification Error distance d ME (X, Y ) ?
With few exceptions, there is no one-to-one transformation between two different distances d, d between clusterings. In other words, from the Rand index alone, we cannot compute the d ME value exactly. But we can provide bounds on the range of values that d ME (X, Y ) can take. This is what the present paper sets out to do.
We will consider three distances between clusterings, defined in the next section: the Misclassification Error distance d ME , the Hamming distance d H (equivalent to the unadjusted Rand index), and the χ 2 distance d χ 2 and we will show that they are equivalent in the neighborhood of 0. In other words, as two clusterings X, Y become more similar to each other, all three distances will tend to 0, but at different rates. We establish these rates, by obtaining upper bounds on one distance, given another distance.
The Misclassification Error is widely used in the computer science literature on clustering. The Hamming distance is equivalent to the well known Rand index, and is popular in machine learning. The χ 2 distance originated in statistics. It is less used in practice but is a convenient vehicle for proofs.
Various properties of the Misclassification Error and of the Hamming distance, that are relevant to the task of comparing clusterings have been established and discussed in Meilȃ (2005) . The three distances are defined in Sect. 2. 
If two distances are equivalent, then they behave essentially in the same way; for instance, d can be approximated by d and viceversa, and if one distance is small, the other one cannot be too large. For finite-dimensional vectors, it is well known that all the norms are equivalent, and so are the distances derived from them.
As we shall see in Sect. In this paper we are concerned with the property of local equivalence which is weaker than equivalence in two respects: (a) it holds only locally, when the distances are small, or (b) the constants β,β depend on certain properties of the clusterings X and Y , and thus they vary over the space of all partitions. As we shall see, by choosing this framework we will obtain finer grained relationships between the distances.
The next table summarizes the results obtained, and indicates in which section they are presented; the quantities p min , p max and β, β are defined in the respective sections. The results are followed by a discussion and conclusions contained in Sect. 8.
Section
Relation Global? Proof approach 
Definitions and representation
We consider a finite set D n with n elements. A clustering is a partition of D n is into sets
Let the cardinality of cluster C k be n k . We have, of course, that n = K k=1 n k . We assume that n k > 0; in other words, that K represents the number of non-empty clusters. 
Representing clusterings as matrices

Lemma 1 The joint distribution of variables X, Y is given by
In other words, p XY (x, y) is the x, y-th element of the K × K matrix in (2.1).
In the above, the superscript () T denotes matrix transposition. The proof is immediate and is left to the reader. We now define the three distances between two clusterings in terms of the joint probability matrix defined above. [K] p XY (x, π(x)) where K is the set of all permutations of K objects represented as mappings π :
Definition 2 The misclassification error distance
Although the maximization above is over a set of (K )! permutations, d ME can be computed in polynomial time by a maximum bipartite matching algorithm (Papadimitriou and Steiglitz 1998) . It can be shown that d ME is a metric (see e.g., Meilȃ 2005 ). This distance is widely used in the computer science literature on clustering, due to its direct relationship with the misclassification error cost of classification. It has indeed very appealing properties as long as d ME (X, Y ) takes small values (i.e., the clusterings are "close") (Meilȃ 2007) . Otherwise, its poor resolution (Meilȃ 2007 ) represents a major hindrance.
It can be seen that d ME is always smaller than 1. The bound 1 is never attained, but is approached arbitrarily closely. For example, between the clustering with a single cluster and the clustering with n singleton clusters the Misclassification Error distance is 1 − 1 n .
Definition 3 The
The above definition and notation are motivated as follows.
Lemma 4 Let
Proof Denote p xy = p XY (x, y) . By the definition of Lancaster (1969) ,
2 χ 2 is a measure of independence. It is equal to 0 when the random variables X, Y are identical up to a label permutation, and to (K + K )/2 when they are independent. Once can also show that d 2 χ 2 is a squared metric (Bach and Jordan 2006) and for completeness this result will be included in a lemma to follow shortly.
The d χ 2 distance with slight variants has been used as a distance between partitions by Hubert and Arabie (1985) , Bach and Jordan (2006) with the obvious motivation of being related to the familiar χ 2 functional. The following definition and lemma give another, technical motivation for paying attention to d χ 2 .
Definition 5 The normalized matrix representations for
The columns ofÃ X have thus unit length, and this representation has orthonormal columns, being an orthogonal matrix.
Lemma 6 (Bach and Jordan 2006) Let F represent the Frobenius norm. Then
. To prove the second equality, note that A third distance between partitions, which has a long history, is the distance known under the names of Hamming distance (Ben-David et al. 2006 ), Rand index (Rand 1971) , or Mirkin metric (Mirkin 1996) . The three names refer to slightly different forms of the same criterion for comparing partitions. Other interpretations and variants of this distance are given by the following lemma.
Definition 7 The Hamming distance d H between clustering X, Y is defined as
d H (X, Y ) = 1 2n 2 A X A T X − A Y A T Y 2 F (2.5) Because A X , A Y are {0,
Lemma 8
1. The Hamming distance is the probability of the event "i, j are in the same cluster under X but in different clusters under X or viceversa" when the two points i, j ∈ [n] are picked uniformly and independently. (Mirkin 1996 ) is defined as
The Mirkin metric
Proof (1) This probabilistic interpretation of the Hamming distance was put forward in Rand (1971) and later in Ben-David et al. (2006) . (2 
) One can easily verify that
A T X A X 2 F = x∈[K] n 2 x , A T Y A Y 2 F = y∈[K ] n y 2 , A T X A Y 2 F = x∈[K] y∈[K ] n 2 xy which shows that d H (X, Y ) = 1 2 x∈[K] p 2 x + 1 2 y∈[K ] p y 2 − x∈[K] y∈[K ] p 2 xy (2.9)(3)
Small d χ 2 implies small d ME
This is the first of the bounds in the paper. We first state the result precisely, then describe the geometric intuition underlying it. We also establish a framework for the proof approach. This framework is shared by the proofs in Sects. 4, 5 and 6.
Theorem 9 For two clusterings with the same number of clusters
Before we embark on the proof, we give an example where d 2 χ 2 /d ME is arbitrarily close to this bound.
Example 10 Consider the following p XY , with K = K .
Geometric ideas All the bounds in this paper with the exception of Theorem 29 are based on the concavity of the respective distances. The proofs make use of two geometric facts about concave functions. The first is that a concave function attains its minimum at an extreme point of its domain. In our case the domain is a (convex) set of joint probability distributions p XY (that will be defined below) and the minimum value of 0 is attained at multiple "corners" of this domain. Therefore, we expect all distances (i.e., d ME , d 2 χ 2 , d H ) to be small near these corners and large far away from them. This is the crucial idea of the proof of Theorem 9, reiterated in Theorem 27. A second fact is that a concave function is always below any tangent to its graph. This will be the main approach in the proofs of Theorems 19 and 26.
Proof outline First we introduce some basic notation that will be used for the rest of the paper. For any distribution p XY , we denote byp the (or equivalently ofp) . As a matter of usage, the p XY notation will be used in the statements of the main theorems, while thep notation will be used in the proofs and minor results. This dual notation corresponds to viewing a pair of clusterings as a distributions p XY in the statements of the theorems, but viewing the same pair as a pointp in the K × K space while proving the theorems.
We adopt the following framework, which will also be common to all proofs. We will assume without loss of generality that partition X is fixed, while Y is allowed to vary. In terms of random variables, the assumption describes the set of distributions over 
We will show that the maxima of χ 2 over P have value K and are attained when the second random variable is a one-to-one function of the first (note that these correspond to the minima of d 2 χ 2 which are 0). We call such a point optimal; the set of optimal points of P is denoted by E * . Any elementp * in E * is defined as:
where π represents a permutation of the indices 1, 2, . . . , K. We prove that if a joint distributionp in P is more than ε away from any optimal point, then χ 2 (p) will be bounded away from K. A schematic description of the proof outline and underlying geometry is given in Fig. 1 .
For a fixed π , we denote the corresponding optimal point byp * π and the points which differ fromp * π by ε in p aa , p ab byp ε,π (a, b) . We shall see that the regions where d ME is small/large are defined by these points. Below is the definition ofp ε,π (a, b) in the case of the identical permutation. In what follows, whenever we consider one optimal point only, we shall assume without loss of generality that π is the identical permutation, and omit it from the notation.
[p ε (a, b) 
and thus
-the square represents P -its corners are E * = {p * π } (permutations of X) -the • dots arep π ε , special clusterings at exactly ε from ap * -the crosshatched regions near ap * are clusterings for which d ME (p) ≤ ε (Lemma 13); if ε ≤ p min these regions are disjoint -the white central region is A, the convex hull of the • points (Lemma 15) -at the square corners χ 2 = K, the maximum value (Lemma 11) . We then show that if d ME is greater than ε, the value of χ 2 cannot be lower than the aforementioned lower bound. These results will be proved as a series of lemmas, after which the formal proof of the theorem will close this section. Figure 1 shows a schematic walk-through the lemmas that follow.
The first result says that the extreme points of P are the clusterings Y that do not break up the clusters in X.
Lemma 11
The set of extreme points of P is
Proof The proof of part 1 is immediate and left to the reader. To prove part 2, letp ∈ E. We can write successively
If Range(φ) = K, then φ is a permutation and we denote it by π ; E * = {p * π } is the set of extreme points for which χ 2 = K and E − = E \ E * the set of the extreme points for which χ 2 = K ≤ K − 1. Hence E − contains the clusterings Y that join several clusters of X and E * the clusterings identical to X (up to a relabeling of the clusters). Note also that E − is non-empty only when K < K and that for K > K no additional extreme points are created.
The second step, in two lemmas, describes the regions near the optimal clusterings, where d ME is small. These are the crosshatched corners in Fig. 1 .
Lemma 12
Let B 1 (r) be the 1-norm ball of radius r centered atp
Proof For a pointp ∈ B 1 (2ε) ∩ P let e be defined as
Note that p * −p 1 = 2e. Now it is obvious that d ME (p) ≤ x y =x p xy = e ≤ ε.
Lemma 13
Then, it is easy to check (with e defined in (3.3)) that
Next, we focus on the region (denoted by A) where d ME is large. In the following two results we characterize it and show that it is convex. 
Lemma 15
The set {p|d ME (p) ≥ ε} with ε ≤ p min is included in the convex hull of {E
Proof Let A = {d ME (p) ≥ ε} andp ∈ A. Becausep ∈ P is a convex combination of the extreme points of P, it can be written as
where byp The last step is to look at the extreme points of A from the point of view of χ 2 and show that its values are bounded away from the optimal value K.
Lemma 16 For
We are now ready to prove a result relating χ 2 and d ME that holds for any K, K . 
Proof of Theorem 9
The theorem now follows from Theorem 17 when we set
It is interesting to see what happens if
do not bound d ME , as can be seen from the following example.
Hence, χ 2 is equal to its maximum while d ME can become arbitrarily close to 1.
Small d ME implies small d χ 2
This is the converse bound to the bound in the previous section. Together, the two results prove the local equivalence between d ME and d χ 2 .
Theorem 19 Let p XY represent a pair of clusterings with the same number of clusters. Then
Example 20 Consider the following p XY , with
Proof outline The proof is based on the fact that a convex function is always above any tangent to its graph. We pick a pointp that has d ME (p) = ε and lower bound χ 2 (p) by the tangent to χ 2 in the nearestp * (which always exists). We first prove three intermediate results then follow with the formal proof of the theorem.
First, we calculate the tangent slope atp * . 
Lemma 21
The result follows now by setting p xb = p x δ xb , p b = p b .
Then, we calculate a first order approximation of χ 2 (p) by projecting on the tangent direction.
Lemma 22 For anyp
Proof χ 2 is convex, therefore χ 2 (p) is above the tangent atp * , i.e.,
These quantities represent the relative leak of probability mass from the diagonal to the off-diagonal cells in row x, respectively in column y of the matrixp w.r.t.p * . The bound in Lemma 22 depends on all the p xy entries inp. Therefore, the next step is to upper bound it by something that depends only on ε and p min .
Lemma 23
Let ε x , x ∈ [K] be as defined above, and assume that the marginals p x are sorted so that
. . .
Proof It is easy to verify the solution for ε ≤ p 1 . For the other intervals, one verifies the solution by induction over k ∈ [K].
Proof of Theorem 19
Assume that d ME (p) = ε. Then, without loss of generality one can assume that the off-diagonal elements ofp sum to ε. It is easy to see from Lemma 23 that
By symmetry, this bound also holds for y ε y . Therefore, by Lemma 22
from which the desired result follows. The case K < K was proved in the previous section.
This theorem holds for every value of d ME . Because of the linear approximation in Lemma 22, the bound is not tight. However, the proof of Lemma 23 indicates that the bound will be tighter when d ME ≤ p min , (when Lemma 23 gives a tight bound); that is, for smaller differences between the two partitions.
Small d ME implies small d H
This section and the next show the local equivalence of d H and d ME . We start by presenting a few useful facts about the Hamming distance d H , including the fact that it is concave.
The first set of helpful facts can be obtained by direct calculations, and the proofs are omitted. They prepare the ground for the more interesting concavity theorem. 
Proof From (5.3), (5.4) and (5.5) we derive that the Hessian H of d H can be written as a square matrix with K × K blocks of size K × K . The off-diagonal blocks are of the form I K , the unit matrix of dimension K , and the diagonal blocks are of the form1 K − I K , with 1 K being the matrix of all ones. It is immediate to verify that any v of dimension K × K satisfying x v xy = y v xy = 0 is an eigenvector of H with eigenvalue −2 (for compatibility with p XY we index the "vector" in the same way as we index probability tables). Now note that for any two probabilities p
XY is exactly such a v. Therefore, the Hessian projected on the probability simplex is always negative definite, hence d H is strictly concave. Now we are ready to prove this section's main result.
Theorem 26 Let p XY represent a pair of clusterings with
Proof The proof is similar to that of Theorem 19, using the fact that a concave function is always below any tangent to its graph. We pick a pointp that has d ME (p) = ε and upper bound d H (p) by the tangent to d H in the "nearest" extreme point of P. We define this to be the pointp * π ME , with π ME the permutation of cluster assignments that realizes the d ME distance according to Definition 2. Assume without loss of generality that π ME is the identity, so the extreme point in question isp * . We consider the tangent throughp * and obtain 
Small d H implies small d ME
This result is formulated and proved similarly to the result of Sect. 3. Thus, we prove that if a joint distributionp in P is more than ε away w.r.t. d ME from any optimal pointp * then d H (p) will be bounded away from 0.
Theorem 27 For two clusterings represented by the joint distribution
Proof The reasoning follows that of Theorem 9. We assume that d ME ≥ ε, and we already know that the subset of P where this is true is included in the convex hull of {E 
Letp
− be a point in E − . This means that the corresponding clustering Y , with K < K clusters, merges some clusters in X. For simplicity we will write x ∈ y to denote that cluster C x is one of the clusters included in C y . Note also that forp − , we have that p xy p xy = 0 always, and that p xy p x y > 0 only if x, x ∈ y. We will also write K y for the number of clusters of X that were merged to form cluster C y . Then
It is easy to verify that κ = 1 if K = 2, K = 1 and κ ≥ 2 otherwise. Hence, in general 
Proof of Theorem 29 By definition
We introduce these expressions in the definition of d
3)
The matrix A T X A Y has non-negative elements, and the diagonal matrices have positive diagonals, with np min ≤ n x ≤ np max , and np min ≤ n y ≤ np max . Hence, if we replace n x , n y with their lower (upper) bounds in (7.3) we obtain upper (lower) bounds for this expression. It follows that
The lower bound is proved in a similar way.
We now show that the rightmost terms of the inequalities (7.1) and (7.2) are negative, respectively positive, and hence that the equations cannot be simplified by removing them. Theorem 29 would be strictly stronger than Theorem 28, if the additive terms in the former could be removed. However, these term can't be ignored as shown above, but are small if the two clusterings have balanced clusterings, with all cluster sized close to 1/K. This makes it probable that for imbalanced clusterings, Theorem 28 provides the tighter bound, while for well balanced clusterings Theorem 29 is the tighter one. But although at times looser than the algebraic bounds, the geometric ones have the advantage of simplicity.
Lemma 30
x∈[K] p 2 x + y∈[K ] (p y ) 2 2p max p max ≤ K + K 2 ≤ x∈[K] p 2 x + y∈[K ] (p
Concluding remarks
With few exceptions, there is no formula to transform one distance between clusterings into another distance in the absence of additional information. Here we have proved computable bounds on the range of one distance, given another distance, for the case of three specific distances in use. The bounds show that the three distances are in an approximate linear relation (if one considers d 2 χ 2 instead of d χ 2 ) to each other for small distances, provided quantities like p min , p max are kept constant. However, the distances can become arbitrarily different when p min becomes small.
Another characteristic of all the bounds is that they depend on additional features of the clusterings. For Theorems 9, 19, 26 and 27, this information consists only of p min or p max of one of the clusterings. This matters for two reasons: first, it highlights what are the primary factors that govern the variability of a distance given another distance. These are the cluster sizes, and most importantly, the size of the smallest/largest cluster.
Third, it can be seen that all bounds become tighter and hold for a larger range of ε when the clusterings have approximately equal sized clusters, that is when p min , p max approach 1/K. 5 This confirms the general intuition that clusterings with equal sized clusters are "easier" (and its counterpart, that clusterings containing clusters of very small size are "hard"). From this perspective, here it was shown that clustering with equal sized clusters are "easy to compare." 5 It is worth noticing that if either p min or p max are near 1/K this is sufficient to imply a balanced clustering.
This follows from the easy to prove fact that p max = 1 + δ implies p min ≥ 1 K − (K − 1)δ. The symmetric relation is also true. the d ME distance, the fact that the equivalence holds only for small values (d ME ≤ p min ) is not a hindrance, because this distance becomes too coarse to be useful when its values are large.
Second, any statistical analysis of clustering deals with small perturbations and with the asymptotic limit n → ∞, and our results apply to both situations.
The third example relates to the recent and on-going efforts to relate clustering stability with other "good" properties of a clustering. Various distances between clusterings were used to quantify stability (Ben-David et al. 2006; Bach and Jordan 2006) . A relationship between a low distortion and clustering stability has been established (Meilȃ 2006) , and questions of the informational limits of clustering have been investigated (Srebro et al. 2006) . While the area of clustering stability is outside the scope of this paper, all work in this area is intimately tied with distances between partitions and their small fluctuations.
