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Resource theory is a general, model-independent approach aiming to understand the qualitative
notion of resource quantitatively. In a given resource theory, free operations are physical processes
that do not create resource and are considered zero-cost. This brings the following natural question:
For a given free operation, what is its ability to preserve a resource? We axiomatically formulate
this ability as the resource preservability, which is constructed as a channel resource theory induced
by a state resource theory. We provide two general classes of resource preservability monotones:
One is based on state resource monotones, and another is based on channel distance measures.
Specifically, the latter gives the robustness monotone, which has been recently found to have an op-
erational interpretation. We further apply our theory to the study of entanglement preserving local
thermalization (EPLT) and provide a new family of EPLT which admits arbitrarily small nonzero
entanglement preservability and free entanglement preservation at the same time. Our results give
the first systematic and general formulation of the resource preservation of free operations.
I. INTRODUCTION
An important goal in the study of physics is to un-
derstand and identify different resources: It may be an
effect, an object, or a phenomenon, which enables us to
achieve something that can never be achieved in its ab-
sence. Before consuming the resource and trigger the ad-
vantages, one needs to make sure the given systems have
the resource. Hence, the first important question is: How
to probe it? Tremendous efforts have been made in this
line of research for various resources. For instance, the
positive partial transpose criterion for entanglement is
a representative result for entanglement detection [3–5].
Also, various Bell inequalities and steering inequalities
provide alternative ways of probing different quantum
resources [6–10].
Knowing merely the existence of the resource is, how-
ever, insufficient for all applications. This is because one
may not only need the resource, but also need it to be
strong enough: To demonstrate quantum advantages in
teleportation [1, 2], to witness a stronger than classical
heat back-flow [11], or to violate a Bell/steering inequal-
ity, strong enough quantum correlations are necessary.
A quantitative understanding of qualitative resources is
therefore crucial. This question can be answered by a
generic approach called resource theory, aiming to pro-
vide a general strategy to quantitatively formulate a
given resource.
A resource theory can be interpreted as a triplet, con-
sisting of the resource itself (e.g. entanglement), quan-
tities without the resource (e.g. separable states), and
physical processes that will not create the resource
(e.g. local operation and classical communication chan-
nels [12]). A resource theory provides a method to quan-
tify the resource: With reasonable postulates, a resource
monotone can be introduced, which can be interpreted as
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a quantifier attributing numbers to the resource content.
This important feature of resource theory provides an
identification allowing not just detection but also com-
parison. Various resource theories have been reported
for, but not limited to, entanglement [3, 13], coherence
[14, 15], nonlocality [7, 16], steering [10, 17–19], asym-
metry [20, 21], and athermality [22–27]. There are also
general features of resource theories [28–40]. Notably,
resource theories for quantum channels (i.e. completely-
positive trace-preserving maps [12]) and related topics
have drawn much attention recently [40–59].
One important ingredient in a resource theory is the al-
lowed physical processes that will not create the resource,
which are called free operations. An ultimate goal for
a resource theory is to identify under which conditions
can a quantity be transformed into another via free op-
erations. A proper answer can tell us how resourceful
the output quantities can be after free operations, giv-
ing useful information for both theoretical and practical
purposes. This is conceptually related to channel’s abil-
ity to preserve a resource, which is a phenomenon lacking
a quantitative understanding. This motivates us to ask
the following question:
Given a free operation, how to quantify its ability to
preserve the given resource?
In other words, we are asking for a quantitative study
of the qualitative behavior of free operations, which can
be interpreted as a resource theory inherited from the
given resource theory. With a rigorous answer, one will
be able to identify the efficiency of the given free opera-
tion to protect the resource, which will clarify the funda-
mental structure of free operations in a general resource
theory. This question is also motivated by other pur-
poses: For example, a suitable measure of the ability of
a given dynamics to preserve entanglement can provide
new insights to the study of the interplay between entan-
glement and thermalization [60]. Also, some previous re-
sults have addressed similar issues for entanglement [61],
2while a general treatment for free operations with arbi-
trary state resources is still unknown.
In this work, we axiomatically formulate the ability of
free operations to preserve a resource of quantum states.
This ability, termed resource preservability, is formulated
as a channel resource theory induced by the given state
resource theory. We provide general assumptions of the
formulation, discussing the corresponding free operation,
and introducing axioms on the resource preservability
monotones.
Two classes of resource preservability monotones are
provided: One is induced by the resource monotones of
the given state resource theory, with the intuition behind
as the maintained resource during the process; another
is based on the channel distance from the set of free op-
erations that will destroy the resource. Moreover, the
one based on channel distance will induce a robustness-
like monotone, with an operational interpretation as the
erasure cost of resource preservability due to Ref. [51].
As an application, we further apply our theory to the
study of entanglement preserving local thermalizations
(EPLTs) [60], which are local operation plus shared ran-
domness channels that can locally thermalize subsystems
for arbitrary inputs, while keep the global entanglement
for certain inputs. We show that EPLTs can admit ar-
bitrarily small entanglement preservability at finite tem-
peratures and preservation of free entanglement [62] si-
multaneously. This reveals the fact that EPLT is a con-
cept compatible with arbitrarily small ability of entan-
glement preservation, and can still preserve distillable
entanglement at the same time.
This work is structured as follows. We start with ba-
sic notions of a general state resource theory and gen-
eral setup of resource preservability in Sec. II. After
the formal setup, we formulate free super-channel in
Sec. III, and in Sec. IV we axiomatically introduce re-
source preservability monotones. In Sec. V, we apply the
theory of resource preservability to EPLT. Finally, we
conclude in Sec. VI.
II. SETUP AND ASSUMPTIONS
A resource theory of quantum states, or simply a state
resource theory, can be understood as a combination of
the following three ingredients: the resource itself (de-
noted by R), states without the resource (the free states;
denote the set of all free states by FR), and channels (also
known as completely-positive trace-preserving maps [12])
that can be applied freely and cannot create the resource
(the free operations; denote the set of all free operations
by OR). Hence, a state resource theory can be written
as the triplet (R,FR,OR). A channel resource theory can
be defined in a similar way with a state resource theory
by replacing states by channels, and the corresponding
free operations (OR) will be super-channels [63, 64].
In this work, the only class of channel resource the-
ories will be the one of resource preservability induced
by different state resource theories. Hence, for conve-
nience, from now on R-theory means the resource the-
ory of the given resource R of quantum states. The cor-
responding channel resource theory of resource preserv-
ability (abbreviated as R-preservability) will be called an
R-preservability theory.
To formulate R-preservability as a channel resource
theory inherited from a given R-theory, the first thing
is to identify the free channels. To this end, we con-
sider free operations of the given R-theory that cannot
preserve resource for every input:
ONR := {E ∈ OR | E(ρ) ∈ FR ∀ ρ}. (1)
Channels of this kind will be called resource-annihilating
channels (abbreviated as R-annihilating channels) which
is inspired by the name of entanglement-annihilating
channel [61]. This set gives the free channels of the R-
preservability theory. In view of this notion, every el-
ement in OR \ ONR will be understood to have certain
ability to preserve the given resource [65].
It remains to specify the corresponding free operations
and quantifiers of R-preservability, which are the main
tasks of this work. Before that, we need to impose some
basic assumptions and constraints on the given R-theory
in order to have a reasonable study.
At the beginning of the formulation, one may wonder
whether we should assume the following property in a
bipartite system SS′:
ΛS ⊗ ΛS′ ∈ ONR if ΛS,ΛS′ ∈ ONR ?
This property forbids any possibility to activate the R-
preservability. This is, however, not true due to the exis-
tence of activation properties of certain resources [66–70].
More precisely, in Appendix A we show that in some R-
theories, one can construct a free operation T˜ ∈ ONR such
that T˜ ⊗k /∈ ONR for some k > 0. This means if we want to
formulate R-preservability theory in a general way appli-
cable to different R-theories, we need to respect certain
properties such as the activation of the R-preservability.
To impose basic assumptions on R-theory, we need the
following concept first:
Definition 1. (Absolutely Free State) A free state η˜ is
said to be an absolutely free state for the given R-theory
if
η˜ ⊗ η ∈ FR ∀ η ∈ FR. (2)
We denote the set of all absolutely free states by F˜R.
In other words, absolutely free states are those without
hidden resource [69, 70]. For example, in the R-theory of
entanglement, all the separable states are absolutely free
states. However, as we have mentioned, there also exist
R-theories with states that are not absolutely free: This
can be seen by the superactivation of nonlocality [66]
and steering [67, 68]. We remark that F˜R is closed under
tensor product; that is, η˜1 ⊗ η˜2 ∈ F˜R if η˜1, η˜2 ∈ F˜R.
With the above notion, we consider R-theories with
the following properties in this work:
3(R1) FR 6= ∅ and FR is convex.
(R2) Identity and partial trace are free operations.
(R3) Tensoring with absolutely free states [i.e. (·) 7→ (·)⊗
η˜ for a given η˜ ∈ F˜R] are free operations.
(R4) Free operations are closed under tensor products,
convex sums, and compositions: If E1, E2 ∈ OR,
then E1⊗E2 ∈ OR, pE1+(1−p)E2 ∈ OR ∀ p ∈ [0, 1],
and E1 ◦ E2 ∈ OR.
Let us briefly comment on the above properties. We
assume property (R1) because we aim to study R-
preservability, which is a comparison of resourceless
states and resourceful states. Also, we expect convex
sums of resourceless states will not be resourceful, which
is a common features shared by many R-theories. Prop-
erty (R2) is assumed because in an R-theory, identity
map and partial trace can never increase the amount of
resource and will usually fulfill other conditions of a free
operation: Conceptually, it means “doing noting” and
“ignoring part of the system” are both free and cost-less.
Property (R3) makes sure the resource content will not
increase after an extension with an absolutely free state
η˜. Property (R4) is a common property possessed by
many R-theories such as the ones of entanglement [3],
nonlocality [16, 46], and athermality [22, 25]. This also
implies that in this work the set ONR is always convex.
Before the formulation of R-preservability, it is impor-
tant to introduce the following analog concept of abso-
lutely free states for channels.
Definition 2. (Absolutely R-Annihilating Channel) We
say Λ˜ ∈ ONR is an absolutely R-annihilating channel if
Λ˜⊗ Λ ∈ ONR ∀Λ ∈ ONR . (3)
We denote the set of all such channels by O˜NR .
This definition means the R-preservability of ab-
solutely R-annihilating channels cannot be activated.
As an example of an absolutely R-annihilating chan-
nel, consider again the R-theory of entanglement.
Then every local operation and classical communication
(LOCC) channel that is entanglement-annihilating [61]
and entanglement-breaking [71] will be absolutely R-
annihilating channels. We also remark the following facts
for a given R-theory:
Λ˜ ◦ E ∈ O˜NR & E ◦ Λ˜ ∈ O˜NR ∀ E ∈ OR;
Λ˜S ⊗ Λ˜S′ ∈ O˜NR ∀ Λ˜S, Λ˜S′ ∈ O˜NR . (4)
Before introducing the main results, we specify nota-
tions. In this work we ignore the dependency of system
size of the notations ONR and OR. Finally, to emphasize
the contrast between the main systems and ancillary sys-
tems, we use subscripts S, S′ for the main systems and
A,B for the ancillary systems. When only bipartition
needs to be addressed, we use the common notations A,B
for subsystems. The meaning of subscripts will be clear
from the context.
III. FREE OPERATION OF RESOURCE
PRESERVABILITY
To specify the free operation of R-preservability, we
need to know first how to map a channel into another
channel. This is shown to take the following form [63]:
E 7→ M ◦ (E ⊗ IA) ◦ N , (5)
where A stands for the ancillary system, and M, N are
some quantum channels. Such mappings are called super-
channels [35, 51, 63, 64]. One way to introduce free oper-
ations of R-preservability, or simply free super-channels,
is to consider all super-channels that will not increase
R-preservability. This gives the largest set of free super-
channels, while it may not always have intuitive and clear
physical interpretation (see Ref. [56] for an exception).
Hence, in this work we prefer a different approach: We
try to impose conditions on Eq. (5) and focus on free
super-channels with clear physical meanings.
To this end, we interpret Eq. (5) as a three-step process
consisting of a pre-processing (N ), an ancillary process
(IA), and a post-processing (M). The first condition to
be imposed is that free super-channels should be realized
freely in the given R-theory. This is because we expect
free super-channels are able to be demonstrated without
the assistant of the resource R. This suggests that all
steps in Eq. (5) should be free operations of the given
R-theory; that is, N ,M ∈ OR. The second condition to
be imposed is that free super-channels cannot create R-
preservability. However, since identity map has the best
R-preservability, this may fail if one uses identity map
for the ancillary process in Eq. (5). This suggests that
the ancillary system should perform certain processes to
ensure it is impossible to create R-preservability. Con-
cerning the existence of activation properties discussed
in Appendix A, we ask the ancillary system to perform
only absolutely R-annihilating channels. The above dis-
cussions motivate us to consider the following notion as
the free operation of an R-preservability theory in this
work:
Definition 3. (Free Super-Channel of R-Preservability)
In this work, the free operation of R-preservability, or say
the free super-channel F : OR → OR, is of the form
FE := Λ+ ◦ (E ⊗ Λ˜A) ◦ Λ−, (6)
where Λ+,Λ− ∈ OR are free operations of the R-theory
and Λ˜A ∈ O˜NR is an absolutely R-annihilating channel.
For the generality of the R-preservability theory, we
allow different input/output dimensions of the free super-
channels [72], which means the R-preservability of the
given channel on the main system S may be assisted by
channels acting on ancillary systems, while the ancillary
channels need to obey the rules: They cannot provide
additional R-preservability, and they cannot be assisted
by the given state resource R.
4Note that if one simply assumes Λ+,Λ− to possess
zero R-preservability, then the output will only be R-
annihilating channels. Hence, we allow Λ+,Λ− to be
arbitrary free operations. Also, we have FΛ ∈ ONR if
Λ ∈ ONR , which is because Λ˜A ∈ O˜NR . This ensures that
Eq. (6) is a suitable free operation even with the activa-
tion property of R-preservability (Appendix A).
IV. RESOURCE PRESERVABILITY
MONOTONE
An important feature of a resource theory is that it
provides a way to quantify the resource [35]. Let Q be the
set of all states or all channels. Then a resource monotone
of the given resource R is a function QR : Q→ [0,∞]
satisfying properties (M1) and (M2):
(M1) QR(q) ≥ 0 ∀ q ∈ Q and QR(q) = 0 if q ∈ FR.
(M2) QR[Λ(q)] ≤ QR(q) ∀ q ∈ Q & ∀Λ ∈ OR.
(M3) QR[pq1 + (1 − p)q2] ≤ pQR(q1) + (1 − p)QR(q2)
∀ q1, q2 ∈ FR & ∀p ∈ [0, 1].
(M4) QR(q) = 0 if and only if q ∈ FR.
It is called convex if it also satisfies property (M3), and
it is called faithful if it also satisfies property (M4). To
avoid trivial case, we always assume QR(q) > 0 for some
q in this work. With the above notions, we are now in
position to introduce the R-preservability monotones.
Definition 4. (Resource Preservability Monotone) In
an R-preservability theory, an R-preservability monotone
PR is a channel resource monotone satisfying the follow-
ing additional property:
PR(E ⊗ E ′) ≥ PR(E) ∀ E , E ′ ∈ OR, (7)
and the equality holds if E ′ ∈ O˜NR .
This additional property illustrates the basic expec-
tation of a good quantifier of R-preservability: R-
preservability will not decrease under tensor product,
and it will not increase under tensor product with ab-
solutely R-annihilating channels. Note again that we do
not impose the property PR(ES⊗ΛS′) ≤ PR(ES) ∀ΛS′ ∈
ONR & ES ∈ OR due to the existence of the activation
property discussed in Appendix A. It is still possible for
an R-preservability to satisfy this property, which sim-
ply means that monotone cannot witness activated R-
preservability.
We introduce two classes of R-preservability mono-
tones, whose underlying intuitions are stated as follows:
• Interpret R-preservability as the ability to maintain
resource during the operation.
• Interpret R-preservability as the channel distance
from the set of R-annihilating channels.
While they originate from different concepts, in the fol-
lowing sections we will show that both of them admit
R-preservability monotones.
A. Resource Preservability Monotone: The
Maintained Resource
For a given resourceful state ρ and a given state re-
source monotone QR, an intuitive way to quantify the
ability of a free operation ES to preserve the resource
R of ρ is to compare the difference between QR(ρ) and
QR[ES(ρ)]; that is, QR[ES(ρ)]QR(ρ) . This proposes the following
general candidate induced by QR: (we use subscript to
denote the corresponding subsystems)
P
(f,g)
QR
(ES) := sup
A
(f ◦QR)[(ES ⊗ Λ˜A)(ρSA)]
(g ◦QR)(ρSA) , (8)
where f is a finite-valued strictly increasing function
with f(0) = 0, g is a non-decreasing function satisfy-
ing g−1({0}) ⊆ {0} [this means the only x that may
achieve g(x) = 0 is x = 0]. Here we use the following
abbreviation:
sup
A
:= sup
A;Λ˜A∈O˜NR ;ρSA
, (9)
where the maximization is taken over all possible fi-
nite dimensional ancillary systems A, all absolutely R-
annihilating channels Λ˜A ∈ O˜NR on the ancillary system
A, and all states ρSA on the composite system SA. In
the maximization we allow the ancillary system to have
zero dimension, corresponding to the original system S.
We stress that the maximization in Eq. (8) is restricted
to ρSA achieving non-zero QR values. This makes sure
the value is always finite.
The idea behind Eq. (8) is to consider a general ratio
between the input and the output of the given free oper-
ation. By considering particular combinations of f and
g, we have the following candidates:
sup
A
QR[(E ⊗ Λ˜A)(ρSA)]
QR(ρSA)
; sup
A
QR[(E ⊗ Λ˜A)(ρSA)]. (10)
The first one can be interpreted as the optimal main-
tained resource during the process E , and the second one
can be understood as the optimal remaining amount of
resource in the end of the process E .
Note that we do not use identity map IA for the an-
cillary systems in the above definition. This is because
identity channel is the most resourceful channel, and
considering ancillary system with it may create “arti-
ficial R-preservability”. For example, if one uses iden-
tity for the ancillary systems in the R-theory of entan-
glement, then one will have non-zero R-preservability
for entanglement-annihilating channels that are not
entanglement-breaking [61]. Merely using R-annihilating
channels ONR for the extension is still not enough due to
the existence of the activation property (Appendix A).
This explains the need of introducing absolutely R-
annihilating channels.
We now present the first main result, whose proof is
given in Appendix B. Recall that R-theory represents a
state resource theory with resource R.
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monotone QR. Assume the following two conditions:
(i) F˜R 6= ∅.
(ii) f is a finite-valued strictly increasing function with
f(0) = 0 and g is a non-decreasing function with
g−1({0}) ⊆ {0}.
Then P
(f,g)
QR
is a R-preservability monotone. Moreover, It
is faithful if QR is faithful, and it is convex if f ◦QR is
convex.
As a remark, the assumption F˜R 6= ∅ is only used in
the proof of Eq. (7), and this assumption can be dropped
when g is a positive constant. We state this special case
in Corollary B.1. Also, it will be an interesting future re-
search topic to study specific operational interpretations
of different combinations of f, g with different R-theories.
B. Resource Preservability Monotone: The
Channel Distance
One intuitive way to quantify resource is to consider
the distance away from the set consisting of quantities
without resource. Here we use the similar way to inter-
pret R-preservability. To this end, we consider a gen-
eral distance measure on states defined as a function
D : S × S → [0,∞] satisfying D(ρ, σ) ≥ 0 and equal-
ity holds if and only if ρ = σ (S is the set of quantum
states). Now, we introduce the following candidates in-
duced by D to quantify R-preservability:
PD(E) :=
inf
ΛS∈ONR
sup
A
D
[
(E ⊗ Λ˜A)(ρSA), (ΛS ⊗ Λ˜A)(ρSA)
]
; (11)
P¯D(E) :=
inf
ΛS∈ONR
sup
A;ρSA
D [(E ⊗ IA)(ρSA), (ΛS ⊗ IA)(ρSA)] , (12)
where we again use the abbreviation introduced in
Eq. (9), and supA;ρSA means the maximization over all
the ancillary systems A and the states ρSA on SA. Note
that unlike the previous section, since now we only com-
pare the distance between two channels, using identity
to extend the system is allowed, and this is the reason
why we list two candidates here. We now provide the
following result, whose proof is given in Appendix C.
Theorem 2. Given an R-theory and a distance measure
D satisfying the property
D[Λ(ρ),Λ(σ)] ≤ D(ρ, σ) ∀ ρ, σ & ∀ Λ ∈ OR. (13)
Then PD and P¯D are R-preservability monotones. More-
over, they are faithful if ONR is compact.
Note that Eq. (13) is a relaxed version of the data-
processing inequality. As a remark, Eq. (13) and condi-
tion (R4) imply the ordering PD ≤ P¯D.
C. Resource Preservability Monotone: The
Robustness
We will provide a detailed example in this section to
illustrate Theorem 2. In short, with a specific distance
measure, a robustness-like monotone can be obtained.
To start with, consider the max-relative entropy defined
by [73]:
Dmax(ρ‖σ) := log inf{λ | ρ ≤ λσ}, (14)
where the minimization is taken over all non-negative in-
teger λ, and in this work we always consider logarithm to
the base 2. Dmax fulfills [73] (1) Dmax(ρ‖σ) ≥ 0 and the
equality holds if and only if ρ = σ, (2) (data-processing
inequality) Dmax[E(ρ)‖E(σ)] ≤ Dmax(ρ‖σ) for all chan-
nels E and states ρ, σ. Hence, it satisfies Eq. (13). Theo-
rem 2 means PDmax and P¯Dmax are both R-preservability
monotone, and they are faithful if ONR is compact.
It turns out that this fact implies a direct robustness
form and the corresponding operational interpretation
based on Ref. [51]. To see this, define the R-preservability
log-robustness according to Ref. [51]:
LR(E) =
− log sup{p ∈ [0, 1] | pE + (1 − p)C ∈ ONR }, (15)
where the optimization is taken over all channels C. This
quantity depicts how robust the R-preservability of E is
when it is interrupted by another channel. From Ref. [51]
we learn that P¯Dmax = LR. This means both P¯Dmax and
PDmax may have the same operational interpretation with
LR. To formally illustrate this, we now translate the
Definition 9 in Ref. [51] into the following version for R-
preservability:
Definition 5. (R-Preservability Destruction Cost) For
a given channel ES ∈ OR and 0 < ǫ ≤ 1, we say a channel
Λ¯S′ ∈ O˜NR together with an ensemble of reversible unitary
free operations {Ui,Vi, pi}ki=1 (i.e.Ui,Vi ∈ OR and also
their inverses are in ONR ) form an ǫ-destruction process
of R-preservability for ES if for some ΛSS′ ∈ ONR we have
1
2
∥∥∥∥∥
k∑
i=1
piUi ◦ (ES ⊗ Λ¯S′) ◦ Vi − ΛSS′
∥∥∥∥∥
⋄
≤ ǫ. (16)
The ǫ-destruction cost for R-preservability is defined by
CǫR(ES) := logmin k, where the minimization is taken
over all ǫ-destruction process of R-preservability for ES.
Definition 5 is slightly different from the Definition 9 in
Ref. [51]. In Ref. [51], Ui and Vi are asked to be free chan-
nels, which will correspond to ONR in our current study.
While this will always lead to zero R-preservability for
the output channel, we relax this condition in this work.
Also, we require the ancillary channel Λ¯S′ to be an abso-
lutely R-annihilating channel.
6To state the result, we also consider the smooth version
of PDmax and P¯Dmax [51]:
P ǫDmax(E) := inf1
2
‖E′−E‖
⋄
≤ǫ
PDmax(E ′); (17)
P¯ ǫDmax(E) := inf1
2
‖E′−E‖
⋄
≤ǫ
P¯Dmax(E ′). (18)
Now we state the following result when the given R-
theory admits no activation of R-preservability. We note
that although we write it as a theorem, conceptually this
result is a corollary of Theorem 10 in Ref. [51]. We give
the proof in Appendix D for the self-consistency.
Theorem 3. Given an R-theory satisfying the following
three conditions:
(i) ONR = O˜NR .
(ii) ONR is compact.
(iii) In a multipartite case, the pair-wise permutation
unitaries between two local systems are in OR.
Then for a given E ∈ OR and for any 0 < η ≤ ǫ < 1, we
have
P
√
ǫ(2−ǫ)
Dmax
(E) ≤ P¯
√
ǫ(2−ǫ)
Dmax
(E)
≤ CǫR(E)
≤ P ǫ−ηDmax(E) + 2 log
1
η
− 1
≤ P¯ ǫ−ηDmax(E) + 2 log
1
η
− 1. (19)
Theorem 3 provides a clear operational meaning of
PDmax(E) and P¯Dmax(E): It shows how robust the
R-preservability of the given free operation E is when it
is randomized over reversible free unitary operations to-
gether with an ancillary absolutely R-annihilating chan-
nel. This can also be interpreted as the erasure cost of R-
preservability. Note that we assume no activation prop-
erty of R-preservability. When the given R-preservability
can be activated, the lower bounds in Theorem 3 can still
be proved, while it is so far unclear whether the upper
bound can also be obtained.
We also remark that Theorem 3 provides an estimate
on the relation between PDmax(E) and P¯Dmax(E); specifi-
cally, we have the following estimates:
Corollary 4. Assume the same conditions in Theo-
rem 3. For 0 < ǫ < 1, we have
P
√
ǫ(2−ǫ)
Dmax
(E) ≤ P¯
√
ǫ(2−ǫ)
Dmax
(E)
≤ PDmax(E)− 2 log ǫ− 1. (20)
Hence, up to the estimate given in Corollary 4, both
PDmax and P¯Dmax can have the robustness interpretation
shown in Eq. (15).
V. APPLICATION TO ENTANGLEMENT
PRESERVING LOCAL THERMALIZATION
We apply the theory of R-preservability to the
study of entanglement preserving local thermalization
(EPLT) [60], which is a topic aiming to understand the
interplay between globally distributed quantum correla-
tion and locally performed thermalizations. Formally,
an N-partite local operations plus shared randomness
(LOSR; see Appendix A1 for the definition) channel E is
called a local thermalization to a collection of single party
thermal states [74] {γi}Ni=1 if tr\i ◦ E : (·) 7→ γi; i.e., it
is a state preparation channel of the corresponding ther-
mal state γi of the ith local system (the notation tr\i
means tracing out all but the ith systems). An EPLT is
a local thermalization that can preserve entanglement for
certain inputs; that is, it is a local thermalization with
non-zero entanglement preservability.
The existence of EPLT has been proved [60], and the
preserved entanglement has also been estimated by us-
ing fully entangled fraction [Eq. (A1)]. However, so far
it is unclear what is the quantitative description of the
ability of EPLT to preserve entanglement. With the R-
preservability monotones introduced in this work, we are
now able to answer this question quantitatively. The
result we found suggests that EPLT is a phenomenon
generic for different values of the entanglement preserv-
ability. Moreover, we found that for arbitrarily small
entanglement preservability, there always exists a finite
temperature EPLT that can also preserve free entangle-
ment [62]. In other words, while they preserve arbitrarily
little entanglement, many copies of some output can be
distilled back to a maximally entangled state by LOCC
channels.
In this section, we provide a new family of EPLTs, and
then we prove that this family of EPLTs admit arbitrar-
ily small entanglement preservability and preservation of
free entanglement simultaneously at the finite tempera-
tures.
A. Alternative Entanglement Preserving Local
Thermalization
We construct a new family of EPLTs in the bipartite
system AB with equal finite local dimensions indicated
as d. Given a positive value δi ∈ [0, 1] with integer i ∈
[0, d−2], we define the following map on the local system
X:
E˜δX
i
(·) = (1− δXi )|i〉〈i|(·)|i〉〈i|
+δXi |i+ 1〉〈i|(·)|i〉〈i+ 1|
+
∑
j 6=i
|j〉〈j|(·)|j〉〈j|, (21)
where we introduced the notation |n〉 := |d− 1− n〉 and
E
X
n := E
X
d−1−n, and the local Hamiltonians are given by
7HX =
∑d−1
i=0 E
X
i |i〉〈i| for X = A,B. Now we define the
following family of channels (dependent of δXi ) acting on
a local system:
E˜X(·) := E˜δX
d−2
◦ E˜δX
d−3
◦ ... ◦ E˜δX2 ◦ E˜δX1 ◦ E˜δX0 (·). (22)
In Appendix E we prove that E˜X induces a local ther-
malization for an appropriate choice of δXi . More pre-
cisely, with the (U ⊗U∗)-twirling operation T defined in
Eq. (A2) we have:
Lemma 5. For every pair (γA, γB) there exists a unique
vector {δAi ; δBi }d−2i=0 such that (E˜A⊗E˜B)◦T is a local ther-
malization to (γA, γB).
We remark that the proof of the above lemma is con-
structive, hence E˜X is explicitly known [Eq. (E24)]. For
a given pair of single party thermal states (γA, γB), we
then consider the following map:
E˜ǫ(γA,γB)(·) := (1 − ǫ)(E˜A ⊗ E˜B) ◦ T (·) + ǫ T (·), (23)
where ǫ ∈ [0, 1] is a probability parameter whose value
will be determined later. By Lemma 5, we let (E˜A⊗E˜B)◦
T locally thermalize the system X to the following state
for X = A,B [60]:
ηǫX := γX +
ǫ
1− ǫ
(
γX − IX
d
)
. (24)
One can then use exactly the same proof of Theorem 2 in
Ref. [60] to show that E˜ǫ(γA,γB) is a local thermalization
to (γA, γB) when
0 ≤ ǫ ≤ ǫ∗ := dpmin, (25)
where pmin is the smallest eigenvalue among γA and γB.
Finally, a direct computation of fully entangled fraction
defined in Eq. (A1) shows
Fmax[E˜ǫ(γA,γB)(ρ)] ≥ (1 − ǫ)〈Ψ+d |(E˜A ⊗ E˜B)[T (ρ)]|Ψ+d 〉
+ǫ〈Ψ+d |ρ|Ψ+d 〉. (26)
Since Fmax(ρ) > 1d implies ρ is entangled [3], we conclude:
Theorem 6. E˜ǫ∗(γA,γB) is an EPLT when pmin > 1d2 .
This shows Eq. (23) admits EPLTs when we select the
highest ǫ value. It turns out that Eq. (23) can achieve
EPLTs even with arbitrarily small ǫ value. We will use
this property to prove the main result in the next section.
B. Entanglement Preservability and Entanglement
Preserving Local Thermalization
With the new family of EPLTs, we now proceed to
study its entanglement preservability. Note that the
R-theory of entanglement with LOSR channels as the
free operation will satisfy properties (R1), (R2), (R3),
and (R4). In what follows, the normalized temperature
of the given local system X is defined by τX :=
kBTX
‖HX‖∞ ,
where TX is the local temperature, kB is the Boltzmann
constant, and ‖HX‖∞ is the highest local energy. ONFE
is the set of all LOSR channels that cannot preserve free
entanglement [62]. Also, the diamond norm is defined
by ‖ES‖⋄ := supA;ρSA ‖(ES ⊗ IA)(ρSA)‖1, where the max-
imization is taken over all ancillary systems A and states
ρSA on the system SA. In Appendix F we prove the
following result (recall that d is the common local di-
mensions of both subsystems):
Theorem 7. For every pair (γA, γB) there exists a local
thermalization E+ such that
inf
Λ∈ON
FE
‖E+ − Λ‖⋄ ≥ (3d− 1)pmin − 2, (27)
where pmin is the smallest eigenvalue among γA and γB.
For every δ > 0, there exists a finite value τδ > 0
such that for every pair (γA, γB) with minX τX > τδ, there
exists an entanglement preserving local thermalization E−
to (γA, γB) given by Eq. (23) such that
P¯‖·‖
1
(E−) < δ & E− /∈ ONFE. (28)
That is, E− can preserve free entanglement.
We remark that since
P¯‖·‖1(E+) := infΛ∈ON
E
‖E+ − Λ‖⋄ ≥ inf
Λ∈ON
FE
‖E+ − Λ‖⋄ , (29)
Eq. (27) automatically implies a lower bound of the en-
tanglement preservability. For high normalized temper-
atures, we have pmin → 1d and the bound in Eq. (27)
becomes arbitrarily close to 1 − 1
d
, as expected since
infΛ∈ON
E
‖T − Λ‖⋄ ≥ 1 − 1d [see Eq. (F4)] and T is an
EPLT at infinite normalized temperature [60]. Also,
Eq. (28) shows that even if local thermalization may
highly degrade the shared quantum resource, there are
outputs that will nevertheless be distillable. As a re-
mark of Eq. (28), the proof can be much simplified if
one only wants to prove the existence of EPLTs having
entanglement preservability as small as we want. Please
see Appendix G for the proof.
VI. CONCLUSIONS
In a given resource theory of quantum states, we quan-
tify the ability of free operations to preserve the re-
source. To this end, we formulate this ability, termed
resource preservability, as a channel resource induced by
the given state resource. Two classes of resource preserv-
ability monotones are proved: One is induced by state
resource quantifiers, and another is based on channel dis-
tance measures. The latter also induces a robustness-like
measure with operational interpretation as the erasure
cost of resource preservability [51].
8As an application, we study the entanglement preserv-
ability of entanglement preserving local thermalizations
(EPLTs) [60], which is a family of local operation plus
shared randomness channels that locally behave as ther-
malization for arbitrary inputs, while globally have the
ability to preserve certain amounts of entanglement. In
this work, we provide a new family of EPLTs that has
the ability to preserve free entanglement, even though its
entanglement preservability can be arbitrarily small at fi-
nite temperatures. This suggests the existence of EPLT
is generic in various values of entanglement preservabil-
ity; namely, EPLT’s existence is independent of the abil-
ity to preserve entanglement.
Several open questions remain. From the opera-
tional perspective, it will be interesting to know whether
there is any operational interpretation ofR-preservability
monotones induced by state resource monotones intro-
duced in Sec. IVA. Also, the robustness-like measure in-
troduced in Sec. IVC is shown to have an operational in-
terpretation [51] when the given R-preservability theory
has no activation property, while it is unknown whether
this operational interpretation can still hold when the
given R-preservability allows activation. Regarding the
structure of channel resource theory, it is so far unknown
how to characterize the largest set of free super-channels
of R-preservability; that is, the set of all super-channels
that cannot increase R-preservability. Theorem 1 in
Ref. [52] implies that P¯D given in Eq. (12) can be a mono-
tone under the largest set of free super-channels, while
it is still unclear whether it is also true for PD given in
Eq. (11). Finally, it is also an open question whether one
can drop the temperature dependency of entanglement
preserving local thermalizations in Theorem 7.
We hope this work can initiate the interest in the study
on resource preservation in various state resource theo-
ries.
Note added. Recently, we became aware of the related
work Ref. [75] which consider the preservation of coher-
ence as a channel resource.
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Appendix A: Remark on the Activation Property of Resource Preservability
In this section, we provide an example of activation property of R-preservability. Consider the R-theory of nonlo-
cality [6, 7] (and we write R = NL) on a bipartite system SS′ with equal finite local dimension D, and local operations
plus shared randomness (LOSR) channels as the free operations [16, 46] (in Appendix A1 we briefly explain the
reason). First, we recall a phenomenon called superactivation, which is proved for nonlocality [66] and generalized to
quantum steering [67, 68] (and we also mention other activation properties of nonlocality in Refs. [69, 70]). Formally,
a local state ρ (with local dimension D = d) is said to admit superactivation of nonlocality if there exists a finite k ∈ N
such that ρ⊗k is nonlocal (in the bipartition SS′ and local dimension D = dk). We refer the readers to Appendix A1
for the definition of local/nonlocal states. In SS′ with D = d, it is shown that a state can demonstrate superactivation
of nonlocality if its fully entangled fraction (FEF) is higher than 1
d
[76], where for the given bipartite system the FEF
is defined by [2, 77]:
F(ρSS′) := sup
|Φd〉
〈Φd|ρSS′ |Φd〉. (A1)
The maximization is taken over all maximally entangled states |Φd〉 on the given bipartite system SS′. FEF is
well-known for its capacity to characterize various quantum properties [2, 3, 7, 67, 68, 76–80].
To construct the example, we make use of the (U ⊗ U∗)-twirling operation on SS′ defined by [81, 82]
T (·) :=
∫
U(d)
(U ⊗ U∗)(·)(U ⊗ U∗)†dU, (A2)
where the integration is taken over the group of d × d unitary operators U(d) with the Haar measure dU . The
twirling operation T is by definition an LOSR channel, thereby being a free operation. It has the property to preserve
entanglement:
〈Ψ+d |T (ρSS′)|Ψ+d 〉 = 〈Ψ+d |ρSS′ |Ψ+d 〉. (A3)
9Also, the output of T will always be an isotropic state [81]:
ρiso(p) := p|Ψ+d 〉〈Ψ+d |+ (1− p)
ISS′
d2
, (A4)
where |Ψ+d 〉 := 1√d
∑d−1
n=0 |n〉⊗|n〉 is a maximally entangled state, and p ∈
[
− 1
d2−1 , 1
]
due to the positivity of quantum
states. Now we consider the following channel:
T˜ (·) := p˜T (·) + (1− p˜) ISS′
d2
, (A5)
and we choose p˜ such that the output state cannot have FEF larger than the threshold for nonlocality of isotropic
states [7], while can still have FEF larger than 1
d
for certain entangled inputs. More precisely, we choose [7, 83]
1
d+ 1
< p˜ <
(d− 1)(d−1)(3d−1)
(d+ 1)dd
, (A6)
which will guarantee the above claim. Being an LOSR channel, this means T˜ ∈ ONNL. Also, when the input state is
|Ψ+d 〉, T˜ (|Ψ+d 〉〈Ψ+d |) will be an entangled isotropic state, thereby having FEF > 1d and hence admitting superactivation
of nonlocality. Hence, when one consider T˜ ⊗k with a large enough k, it is possible to output nonlocal states (on
the given bipartition SS′ with local dimension D = dk), which means T˜ ⊗k /∈ ONNL. This illustrates the existence
of superactivation property of nonlocality preservability, which also teaches us that for a general formulation, the
assumption ΛS ⊗ ΛS′ ∈ ONR if ΛS,ΛS′ ∈ ONR cannot be imposed.
As a remark, we note that there do exist examples without activation property. For instance, if we use Gibbs-
preserving map as the free operation in the R-theory of athermality, then the only R-annihilating channel is the
state preparation channel of the given thermal state [74]. Because product local thermalization cannot preserve any
correlation [60], we learn that it is impossible to activate resource preservability in this case.
1. Local Operations Plus Shared Randomness Channels
In this section, we briefly explain why LOSR channels can be free operations of nonlocality. It suffices to consider
a bipartite system AB. Formally, an LOSR channel is defined to take the following form:
E =
∫
(EAλ ⊗ EBλ )pλdλ, (A7)
where the integration is taken over the variable λ and EAλ , EBλ are local channels. In what follows we will write {Ea|x}
as a set of local positive operator-valued measures (POVMs) [12]; that is, for each input value x, Ea|x’s form an POVM:
Ea|x ≥ 0 ∀ a and
∑
aEa|x = IA ∀x. We use the notation {Eb|y} for the POVMs in the subsystem B.
With the above setting, a quantum state ρAB is said to be local if for every local sets of POVMs {Ea|x}, {Eb|y} one
can write [6, 7]
tr
[
(Ea|x ⊗ Eb|y)ρAB
]
=
∫
λ∈ΛLHV
P (a|x, λ)P (b|y, λ)pλdλ (A8)
for some variable λ in a set ΛLHV and some probability distributions P (a|x, λ), P (b|y, λ), pλ. In other words, a state
is local if all the possible combinations of local POVMs cannot distinguish it with a local hidden-variable model, as
depicted by ΛLHV. Any state that is not local is said to be nonlocal.
Now we explain that LOSR channel will map local states to local states. To see this, we note that for a given LOSR
channel E , we have
tr
[
(Ea|x ⊗ Eb|y)E(ρAB)
]
=
∫
tr
[
(Ea|x ⊗ Eb|y)(EAλ ⊗ EAλ )(ρAB)
]
pλdλ
=
∫
tr
{[
EA,†λ (Ea|x)⊗ EB,†λ (Eb|y)
]
(ρAB)
}
pλdλ, (A9)
where for X = A,B, EX,†λ ’s are completely-positive unital map since EXλ ’s are completely-positive trace-preserving
map. This means EA,†λ (Ea|x) and EB,†λ (Eb|y) again form local sets of POVMs. Since ρAB is local, the quantity
tr
{[
EA,†λ (Ea|x)⊗ EB,†λ (Eb|y)
]
(ρAB)
}
must take the form of Eq. (A8). This shows that LOSR channels map local
states to local states, and hence form a suitable candidate of free operations for nonlocality.
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Appendix B: Proof of Theorem 1
Proof. To show property (M1), note that for a given ΛS ∈ ONR we have ΛS ⊗ Λ˜A ∈ ONR for all Λ˜A ∈ O˜NR . This means
(f ◦QR)[(ΛS ⊗ Λ˜A)(ρSA)] = 0 for all Λ˜A ∈ O˜NR and for all ρSA. Hence, property (M1) is proved.
To show property (M2), we recall from Definition 3 that for a given free super-channel FE acting on free operations
E ∈ OR, there exist an ancillary system B, two free operations Λ+,Λ− ∈ OR, and an absolutely R-annihilating channel
Λ˜B ∈ O˜NR such that FE = Λ+ ◦ (E ⊗ Λ˜B) ◦ Λ−. In what follows, because the input/output dimensions of Λ− do not
need to be the same, we write S′ as the input space and SB as the output space of Λ−; namely, we have Λ− : S′ → SB.
Then we have [note that the maximization is taken over ρSA satisfying QR(ρSA) > 0]
P
(f,g)
QR
(FE) = sup
A
(f ◦QR)
{
[(Λ+ ⊗ IA) ◦ (E ⊗ Λ˜B ⊗ Λ˜A) ◦ (Λ− ⊗ IA)](ρS′A)
}
(g ◦QR)(ρS′A)
≤ sup
A
(f ◦QR)
{
[(E ⊗ Λ˜B ⊗ Λ˜A) ◦ (Λ− ⊗ IA)](ρS′A)
}
(g ◦QR)(ρS′A)
≤ sup
A
(f ◦QR)
{
[(E ⊗ Λ˜B ⊗ Λ˜A) ◦ (Λ− ⊗ IA)](ρS′A)
}
(g ◦QR)[(Λ− ⊗ IA)(ρS′A)]
≤ sup
A
(f ◦QR)
[
(E ⊗ Λ˜B ⊗ Λ˜A)(ρSBA)
]
(g ◦QR)(ρSBA)
≤ sup
A
(f ◦QR)
[
(E ⊗ Λ˜A)(ρSA)
]
(g ◦QR)(ρSA)
= P
(f,g)
QR
(E). (B1)
The second line is because QR is non-increasing under free operation (Λ+ ⊗IA), which is due to the properties (R2),
(R4), (M2), and the fact that f is strictly increasing. The same reasons imply the third line (while with some subtleties
explained below). The fourth line is because maximizing over all states of the form (Λ− ⊗ IA)(ρSA) is sub-optimal
than the range of all states on the system SA. The fifth line is because Λ˜B ⊗ Λ˜A gives a range that is sub-optimal
than all the possible Λ˜A when one maximizes over all the ancillary systems A [recall from Eq. (4) that the set of
absolutely R-annihilating channels for an R-theory satisfying properties (R1), (R2), (R3), and (R4) is closed under
tensor product].
Here we note that the ranges of optimization in the second line and the third line are different. In the second line,
the optimization is taken over ρS′A with QR(ρS′A) > 0, which implies two different cases. The first case is when the
optimization over this range is zero [supA(...) = 0 in the second line]. Then in this case the desired inequality holds.
This means we can assume the second case without loss of generality; that is, we can assume the optimization in the
second line over QR(ρS′A) > 0 gives nonzero value. Hence, the range for the second line can be rewritten as ρS′A with
QR(ρS′A) > 0 and QR[(Λ− ⊗ IA)(ρS′A)] > 0, since the latter inequality is necessary for a nonzero numerator (note
that actually the latter inequality implies the former one, while we still write them both explicitly for understanding).
Then one can proceed to the third line with this condition. This proves property (M2).
To prove the property given by Eq. (7), we first note the following: (the maximization is again taken over states
with non-zero QR values)
P
(f,g)
QR
(ES ⊗ ES′) = sup
A
(f ◦QR)
[
(ES ⊗ ES′ ⊗ Λ˜A)(ρSS′A)
]
(g ◦QR)(ρSS′A)
≥ sup
A
(f ◦QR)
[
(ES ⊗ ES′ ⊗ Λ˜A)(ρSA ⊗ η˜S′)
]
(g ◦QR)(ρSA ⊗ η˜S′)
≥ sup
A
(f ◦QR)
[
(ES ⊗ Λ˜A)(ρSA)
]
(g ◦QR)(ρSA ⊗ η˜S′)
≥ sup
A
(f ◦QR)
[
(ES ⊗ Λ˜A)(ρSA)
]
(g ◦QR)(ρSA)
= P
(f,g)
QR
(ES). (B2)
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Note that supA in the first line is maximizing over the system SS
′A. The second line is because fixing an absolutely
free state η˜S′ ∈ F˜R (here we use the assumption F˜R 6= ∅) will make the maximization sub-optimal than the original
one, and we note that since this line supA is maximizing over SA [with QR(ρSA) > 0]. The third line is because f is
strictly increasing and QR is a resource monotone. The fourth line is because g is non-decreasing and QR is a resource
monotone [property (R3)]. This proves the inequality in Eq. (7) for general ES and ES′ .
In the case that ES′ = Λ˜S′ ∈ O˜NR , we have
P
(f,g)
QR
(ES ⊗ Λ˜S′) = sup
A
(f ◦QR)
[
(ES ⊗ Λ˜S′ ⊗ Λ˜A)(ρSS′A)
]
(g ◦QR)(ρSS′A)
≤ sup
A
(f ◦QR)
[
(ES ⊗ Λ˜A)(ρSA)
]
(g ◦QR)(ρSA)
= P
(f,g)
QR
(ES), (B3)
where the second line is because the range Λ˜S′ ⊗ Λ˜A with the fixed Λ˜S′ is sub-optimal than all the possible absolutely
R-annihilating channel Λ˜A when one maximizes over all the ancillary systems A [recall again from Eq. (4) that the
set of absolutely R-annihilating channels will be closed under tensor product in the current case]. This shows the
equality in Eq. (7).
Finally, when f ◦QR is convex, P (f,g)QR is by definition convex. This proves property (M3). To address property (M4),
for a given ES ∈ OR we note that P (f,g)QR (ES) = 0 implies QR
[
(ES ⊗ Λ˜A)(ρSA)
]
= 0 for all ρSA, all Λ˜A ∈ O˜NR , and
all ancillary systems A. By considering the ancillary system as the trivial one (i.e. with zero dimension), we have
QR [ES(ρS)] = 0 for all ρS. when QR is faithful, this means ES(ρS) ∈ FR for all ρS, thereby implying ES ∈ ONR . This
shows property (M4) and also completes the whole proof.
We remark that the assumption F˜R 6= ∅ is only used in the proof of Eq. (B2). In other words, this assumption can
be dropped if g maps every input to a positive constant. Write gc(·) = c, this means the following corollary: [Recall
that in this work an R-theory will satisfy properties (R1), (R2), (R3), and (R4).]
Corollary B.1. Given an R-theory and a state resource monotone QR. f is a finite-valued strictly increasing function
with f(0) = 0 and c > 0 is a positive constant. Then P
(f,gc)
QR
is an R-preservability monotone. Moreover, It is faithful
if QR is faithful, and it is convex if f ◦QR is convex.
Appendix C: Proof of Theorem 2
Proof. Property (M1) holds automatically according to the definition. To prove property (M2), for a given free super-
channel FES = Λ+ ◦ (ES ⊗ Λ˜B) ◦ Λ− with Λ+,Λ− ∈ OR and Λ˜B ∈ O˜NR , the direct computation shows (we again adapt
the notation Λ− : S′ → SB)
PD(FES) = inf
ΛS′∈ONR
sup
A
D
[
(FES ⊗ Λ˜A)(ρS′A), (ΛS′ ⊗ Λ˜A)(ρS′A)
]
≤ inf
ΛSB∈ONR
sup
A
D
{
(FES ⊗ Λ˜A)(ρS′A),
[
(Λ+ ◦ ΛSB ◦ Λ−)⊗ Λ˜A
]
(ρS′A)
}
≤ inf
ΛSB∈ONR
sup
A
D
{[
(ES ⊗ Λ˜B ⊗ Λ˜A) ◦ (Λ− ⊗ IA)
]
(ρS′A),
[
(ΛSB ⊗ Λ˜A) ◦ (Λ− ⊗ IA)
]
(ρS′A)
}
≤ inf
ΛSB∈ONR
sup
A
D
[
(ES ⊗ Λ˜B ⊗ Λ˜A)(ρSBA), (ΛSB ⊗ Λ˜A)(ρSBA)
]
≤ inf
ΛS∈ONR
sup
A
D
[
(ES ⊗ Λ˜B ⊗ Λ˜A)(ρSBA), (ΛS ⊗ Λ˜B ⊗ Λ˜A)(ρSBA)
]
≤ inf
ΛS∈ONR
sup
A
D
[
(ES ⊗ Λ˜A)(ρSA), (ΛS ⊗ Λ˜A)(ρSA)
]
= PD(ES). (C1)
The second line is because Λ+ ◦ΛSB ◦Λ− ∈ ONR [which is true because of the assumptions that we made for R-theories
in this work] forms a sub-optimal range compared with ΛS′ ∈ ONR . The third line is because of the properties (R2)
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and (R4), plus the fact that D satisfies Eq. (13). The fourth line is because (Λ− ⊗ IA)(ρS′A) forms a sub-optimal
range for the maximization supA. The fifth line is because ΛS ⊗ Λ˜B ∈ ONR (this is true due to the definition of the
absolutely R-annihilating channels) with the fixed map Λ˜B ∈ O˜NR and the variable ΛS forms a sub-optimal range for
the minimization infΛSB∈ONR . The sixth line is because Λ˜B⊗ Λ˜A forms a sub-optimal range for the maximization supA
[recall Eq. (4)]. This proves Postulate (M2).
To prove Eq. (7), we first compute the following
PD(ES ⊗ ES′) = inf
ΛSS′∈ONR
sup
A
D
[
(ES ⊗ ES′ ⊗ Λ˜A)(ρSS′A), (ΛSS′ ⊗ Λ˜A)(ρSS′A)
]
≥ inf
ΛSS′∈ONR
sup
A
D
[
(ES ⊗ ES′ ⊗ Λ˜A)(ρSA ⊗ ηS′), (ΛSS′ ⊗ Λ˜A)(ρSA ⊗ ηS′)
]
≥ inf
ΛSS′∈ONR
sup
A
D
{
(ES ⊗ Λ˜A)(ρSA), trS′
[
(ΛSS′ ⊗ Λ˜A)(ρSA ⊗ ηS′)
]}
≥ inf
ΛS∈ONR
sup
A
D
[
(ES ⊗ Λ˜A)(ρSA), (ΛS ⊗ Λ˜A)(ρSA)
]
= PD(ES). (C2)
In the second line we pick a fixed free state ηS′ , which is possible due to the property (R1). Then the second line
follows from the fact that ρSA ⊗ ηS′ forms a sub-optimal range for the maximization supA. The third line is because
of Eq. (13). The fourth line is because the mapping trS′ {ΛSS′ [(·)⊗ ηS′ ]} will be an R-annihilating channel. This
consequently implies a sup-optimal range for the minimization compared with infΛS∈ONR . Then the inequality in
Eq. (7) is proved.
To show the equality, we compute the following for a given Λ˜S′ ∈ O˜NR :
PD(ES ⊗ Λ˜S′) = inf
ΛSS′∈ONR
sup
A
D
[
(ES ⊗ Λ˜S′ ⊗ Λ˜A)(ρSS′A), (ΛSS′ ⊗ Λ˜A)(ρSS′A)
]
≤ inf
ΛS∈ONR
sup
A
D
[
(ES ⊗ Λ˜S′ ⊗ Λ˜A)(ρSS′A), (ΛS ⊗ Λ˜S′ ⊗ Λ˜A)(ρSS′A)
]
≤ inf
ΛS∈ONR
sup
A
D
[
(ES ⊗ Λ˜A)(ρSA), (ΛS ⊗ Λ˜A)(ρSA)
]
= PD(ES). (C3)
The second line is because ΛS⊗ Λ˜S′ with the fixed Λ˜S′ forms a sub-optimal range for the minimization compared with
infΛSS′∈ONR . The third line is because Λ˜S′ ⊗ Λ˜A forms a sub-optimal range for the maximization of supA [Eq. (4)].
This proves the equality and Eq. (7).
Finally, if PD(E) = 0 and ONR (on the system S) is compact, there exists a channel Λ¯S ∈ ONR such that
sup
A
D
[
(E ⊗ Λ˜A)(ρSA), (Λ¯S ⊗ Λ˜A)(ρSA)
]
= 0, (C4)
which means D
[E(ρS), Λ¯S(ρS)] = 0 for all ρS since we can consider the zero-dimensional ancillary system. Since D
is a general distance measure, this means E(ρS) = Λ¯S(ρS) for all ρS. In other words, we have E = Λ¯S ∈ ONR . This
proves property (M4), and the proof for PD is completed.
The case for P¯D is almost the same: One simply needs to replace Λ˜A and supA by IA and supA;ρSA , respectively.
Also we remark that the proof of property (M2) for P¯D is a direct application of Theorem 1 in Ref. [52]. This also
means P¯D can be a monotone if we consider the largest set of possible free super-channel.
Appendix D: Proof of Theorem 3
To sketch the proof, we note that Theorem 10 in Ref. [51] is true even without assumptions 3 in their paper, which
is crucial for R-preservability theories since the identity channel can never be a free channel. Using all the listed
assumptions, one can prove the upper bound by the same strategy in Ref. [51]. Also, the small difference between
Definition 5 in this work and Definition 9 in Ref. [51] will not change the proof of the lower bound.
For the completeness of this work, we still state the detailed proof in this section. Before the proof, we recall
the generalized Convex-Split Lemma [51]: (we only state a special form of it, which is more relevant to the proof of
Theorem 3)
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Lemma D.1. (Generalized Convex-Split Lemma) [51] Let α, β be elements in a positive (i.e. closed, convex, repro-
ducing, and pointed) cone V+ ⊂ V with ‖α‖⋄ = ‖β‖⋄ = 1, where V is the set of Hermitian-preserving maps. Suppose
there exists an α′ ∈ V+ with ‖α′‖⋄ ≤ 1 and p ∈ (0, 1] such that β = pα+ (1− p)α′. Then the validity of the inequality
logn ≥ log 1
p
+ 2 log 1
δ
will imply the following estimate∥∥∥∥∥
n∑
i=1
1
n
β⊗(i−1) ⊗ α⊗ β⊗(n−i) − β⊗n
∥∥∥∥∥
⋄
≤ δ. (D1)
Now we start the proof of Theorem 3:
Proof. We follow the same strategy in the proof of Theorem 10 in Ref. [51]. We will show the upper bound at first.
Proof of the upper bound.– By definition, there exists a channel E ′ such that ‖E ′ − E‖⋄ ≤ 2(ǫ− η) and P ǫ−ηDmax(E) =
PDmax(E ′). Then there exists a channel Λ¯ ∈ O˜NR (note that this is because we assume ONR = O˜NR and the compactness)
such that
PDmax(E ′) = sup
A
Dmax
[
(E ′ ⊗ Λ˜A)(ρSA)‖(Λ¯⊗ Λ˜A)(ρSA)
]
:= sup
A
log inf
{
λ | (E ′ ⊗ Λ˜A)(ρSA) ≤ λ(Λ¯ ⊗ Λ˜A)(ρSA)
}
. (D2)
Let Ui be the pair-wise permutation unitary channel between the first and the ith subsystems. Then we consider the
destruction process with Λ¯⊗(n−1) and
{Ui,Ui, pi = 1n}ni=1 [84], which gives the following:
n∑
i=1
1
n
Ui ◦
(
E ′ ⊗ Λ¯⊗(n−1)
)
◦ Ui = 1
n
n∑
i=1
Λ¯⊗(i−1) ⊗ E ′ ⊗ Λ¯⊗(n−i). (D3)
To apply Lemma D.1, we consider the set of all positive maps as V+, which forms a positive cone inside the set of
Hermitian-preserving maps. Let α = E ′ and β = Λ¯. Here we note that if the only possibility for the α′ ∈ V+ is α′ = β
(and hence p = 0), it means supp(E ′) 6⊆ supp(Λ¯) [note that if supp(α) ⊆ supp(β) and α, β are both positive maps,
then there must exist some p > 0 such that β− pα is again a positive map, and hence there must exist an α′ 6= β]. In
this case we will have PDmax(E ′) = ∞, and the upper bound holds automatically. Hence, it suffices to assume there
exists an α′ ∈ V+ and p∗ ∈ (0, 1] achieving Λ¯ = p∗E ′ + (1 − p∗)α′. Then Lemma D.1 implies∥∥∥∥∥ 1n
n∑
i=1
Λ¯⊗(i−1) ⊗ E ′ ⊗ Λ¯⊗(n−i) − Λ¯⊗n
∥∥∥∥∥
⋄
≤ 2η (D4)
if logn ≥ log 1
p∗
+ 2 log 12η . Here Λ¯
⊗n ∈ ONR since we assume no activation property (i.e. ONR = O˜NR ).
Now we note the following two inequalities. The first one reads
− log p∗ ≥ P∗ := − log sup
{
q ∈ [0, 1] | qE ′ + (1 − q)P = Λ¯ ; P ∈ V+
}
. (D5)
We note that p∗ is one possible q values, and all the q values in the range given above will be legitimate for Lemma D.1.
This means it is always possible to find some q value to fulfill logn > log 1
q
+ 2 log 12η , and hence achieve Eq. (D4),
when logn > P∗ + 2 log 12η .
The second one is the following rewritten version of PDmax(E ′):
Fact D.2.
sup
A
log inf
{
λ | (E ′ ⊗ Λ˜A)(ρSA) ≤ λ(Λ¯ ⊗ Λ˜A)(ρSA)
}
= log inf
{
λ |λ(Λ¯ ⊗ Λ˜A)− (E ′ ⊗ Λ˜A) ∈ V+ ∀Λ˜A&A
}
. (D6)
Proof. Define the set LA :=
{
λ | (E ′ ⊗ Λ˜A)(ρSA) ≤ λ(Λ¯ ⊗ Λ˜A)(ρSA)
}
, where A denotes a particular combination of an
ancillary system A, a channel Λ˜A ∈ O˜NR , and a state ρSA on the system SA. Then the left-hand-side can be written as
supA log inf{λ |λ ∈ LA}, and the right-hand-side can be written as log inf {λ |λ ∈
⋂
A
LA}. With the above notations,
the inequality “≤” follows by the fact that ⋂
A
LA ⊆ LA′ for all A′. On the other hand, consider a given k ∈ N. Then
there exists an Ak such that log
(
inf {λ |λ ∈ LAk}+ 1k
)
> supA log inf{λ |λ ∈ LA} ≥ log inf {λ |λ ∈ LAk}. Also,
there exists λk ∈ LAk such that λk − 1k < inf {λ |λ ∈ LAk} ≤ λk. This means λk + 1k > inf{λ |λ ∈ LA} for all A. In
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other words, this means (E ′⊗ Λ˜A)(ρSA) ≤
(
λk +
1
k
)
(Λ¯⊗ Λ˜A)(ρSA) for all A. From here we conclude λk+ 1k ∈
⋂
A
LA,
which implies
log inf
{
λ |λ ∈
⋂
A
LA
}
≤ log
(
λk +
1
k
)
≤ log
(
inf {λ |λ ∈ LAk}+
2
k
)
≤ sup
A
log
(
inf{λ |λ ∈ LA}+ 2
k
)
. (D7)
Since this is true for all k ∈ N, the result follows.
Using the above fact, we have
PDmax(E ′) = log inf
{
λ |λ(Λ¯ ⊗ Λ˜A)− (E ′ ⊗ Λ˜A) ∈ V+ ∀Λ˜A&A
}
= − log sup
{
q ∈ [0, 1] | (Λ¯⊗ Λ˜A)− q(E ′ ⊗ Λ˜A) ∈ V+ ∀Λ˜A&A
}
= − log sup
{
q ∈ [0, 1] | qE ′ + (1 − q)P = Λ¯ ; P ∈ V+&(P ⊗ Λ˜A) ∈ V+ ∀ Λ˜A&A
}
≥ − log sup{q ∈ [0, 1] | qE ′ + (1 − q)P = Λ¯ ; P ∈ V+} = P∗. (D8)
Now we note the following. If logn > PDmax(E ′) + 2 log 12η , it means logn > P∗ + 2 log 12η according to Eq. (D8).
Then by the discussion below Eq. (D5), we know this inequality will lead to the validity of Eq. (D4) according to
Lemma D.1. Hence, we conclude the following: When logn > PDmax(E ′) + 2 log 12η , there exists an η-destruction
process for E ′, which also implies the existence of an ǫ-destruction process for E since∥∥∥∥∥ 1n
n∑
i=1
Λ¯⊗(i−1) ⊗ E ⊗ Λ¯⊗(n−i) − Λ¯⊗n
∥∥∥∥∥
⋄
≤ ‖E − E ′‖⋄ +
∥∥∥∥∥ 1n
n∑
i=1
Λ¯⊗(i−1) ⊗ E ′ ⊗ Λ¯⊗(n−i) − Λ¯⊗n
∥∥∥∥∥
⋄
≤ 2(ǫ− η) + 2η = 2ǫ, (D9)
where we use the relation ‖E − E ′‖⋄ ≤ 2(ǫ−η), data-processing inequality under partial trace, and triangle inequality.
Now, let n′ = min
{
n ∈ N | logn > PDmax(E ′) + 2 log 12η
}
. Since CǫR(E) := min log n and the minimization is taken
over all ǫ-destruction processes, we conclude the following
CǫR(E) ≤ log n′
≤ PDmax(E ′) + 2 log
1
2η
+max
x∈N
[log(x+ 1)− log x]
≤ PDmax(E ′) + 2 log
1
2η
+ 1, (D10)
and the proof of the upper bound is completed.
Proof of the lower bound.–The proof is completely the same with the proof of the lower bound of Theorem 10 in
Ref. [51], and we briefly sketch it. Consider a given ES ∈ OR. Then for a given ǫ-destruction process consisting of
Λ¯A ∈ O˜NR and {Ui,Vi, pi}Ki=1, we have ∥∥∥∥∥
K∑
i=1
piNi − ΛSS′
∥∥∥∥∥
⋄
≤ 2ǫ, (D11)
where ΛSS′ ∈ ONR and Ni := Ui ◦ (ES ⊗ Λ¯S′) ◦ Vi. Then the same argument in the proof of Theorem 10 in Ref. [51]
shows the following inequality (to be more precise, in the proof of Theorem 10 in Ref. [51] we consider N = ES ∈ OR,
F = Λ¯S′ ∈ O˜NR , and M = ΛSS′ ∈ ONR and consider the channel resource theory with free channels as OR. Then the
proof applies until we reach the following inequality, which is the last inequality in the bottom of page 15 in Ref. [51]):∥∥∥∥∥ES ⊗ Λ¯S′ −
K∑
i=1
piU†i ◦Mi ◦ V†i
∥∥∥∥∥
⋄
≤
√
ǫ(2− ǫ), (D12)
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where Mi’s are completely-positive maps satisfying
∑K
i=1 piMi = ΛSS′, which means piMi ≤ ΛSS′ for all i. Hence,
we have
K∑
i=1
piU†i ◦Mi ◦ V†i ≤
K∑
i=1
U†i ◦ ΛSS′ ◦ V†i . (D13)
Because for any R-theory considered in this work the set ONR is by definition convex, we have 1K
∑K
i=1 U†i ◦ΛSS′ ◦V†i ∈
ONR . Hence, we conclude
P¯
√
ǫ(2−ǫ)
Dmax
(ES ⊗ Λ¯S′) ≤ P¯Dmax
(
K∑
i=1
piU†i ◦Mi ◦ V†i
)
≤ logK. (D14)
One only needs to recall Eq. (7), which implies P¯Dmax(E) ≤ P¯Dmax(E⊗E ′) for all E , E ′ ∈ OR, and the relation PD ≤ P¯D
in order to complete the proof.
Appendix E: Proof of Lemma 5
Because we will apply mathematical induction several times in the proof, it is convenient for us to adapt the
following inverse energy representation. Let {|n〉}d−1n=0 be the energy basis for the given local system Hamiltonian,
and we assume the corresponding energies En satisfies 0 ≤ E0 ≤ E1 ≤ ... ≤ Ed−1. Define |n〉 := |d − 1 − n〉 and
En := Ed−1−n, which means now the ground state is |d− 1〉, and the corresponding energy is Ed−1. In particular,
we have the hierarchy E0 ≥ E1 ≥ ... ≥ Ed−1 ≥ 0. In what follows, we also adapt the notations ∆Xd−2 := {δXi }d−2i=0 and
∆ABd−2 := {δAi ; δBi }d−2i=0 , which are regarded as vectors in [0, 1](d−1) and [0, 1]2(d−1), respectively. In this line, we further
define E˜∆AB
d−2
= E˜A ⊗ E˜B and E˜∆X
d−2
= E˜X, where E˜X is induced by {δXi }d−2i=0 via Eq. (22).
In this appendix we use AB to emphasize the bipartition, and we always consider equal finite local dimensions
indicated as d; that is, the global system can be written as Cd ⊗ Cd. Now we prove the following result, which has
Lemma 5 as a direct corollary:
Lemma E.1. Given a pair of two single party states (ηA, ηB) of the form ηX =
∑d−1
n=0Q
X
n |n〉〈n| with 0 ≤ Q
X
0 ≤ Q
X
1 ≤
... ≤ QXd−1 ≤ 1 (X = A,B). Then there exist a vector ∆ABd−2 whose components are given by
δXn = 1−
dQ
X
n
ΓXn−1
, (E1)
where ΓXn−1 := 1 +
∑n−1
i=0
∏n−1
j=i δj if n > 0 and Γ
X
−1 := 1, such that for all ρ we have
trB
[(
E˜∆AB
d−2
◦ T
)
(ρ)
]
= ηA ; trA
[(
E˜∆AB
d−2
◦ T
)
(ρ)
]
= ηB. (E2)
As a remark, we note that ∆ABd−2 is uniquely determined by ηX due to Eq. (E1).
Proof. (Proof of Lemma E.1.)
Recall that T (ρ) = ρiso(p) for some p value [Eq. (A4)]. We first prove the case when p = 0. By using the property
of isotropic state, we can prove the result for arbitrary p value. Let us start with the following fact:
Fact E.2. For the local system X, we have
E˜∆X
d−2
(
I
d
)
=
d−2∑
i=0
ΓXi−1
d
(1− δXi )|i〉〈i|+
ΓXd−2
d
|d− 1〉〈d− 1|, (E3)
where ΓXi := 1 +
∑i
n=0
∏i
j=n δ
X
j and we define Γ
X
−1 := 1.
Proof. Let us use mathematical induction to prove the following formula for all n ∈ Zd−2:
E˜∆X
n
(
I
d
)
=
n∑
i=0
ΓXi−1
d
(1 − δXi )|i〉〈i|+
ΓXn
d
|n+ 1〉〈n+ 1|+ 1
d
d−1∑
j=n+2
|j〉〈j|. (E4)
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First, direct computation can prove the case for n = 0, 1. Now, let us assume the correctness of the above formula for
n in Zd−3 and compute the result for n+ 1:
E˜∆X
n+1
(
I
d
)
= E˜δX
n+1
◦ E˜∆X
n
(
I
d
)
=
n+1∑
i=0
ΓXi−1
d
(1 − δXi )|i〉〈i|+
1
d
[
ΓXn δ
X
n+1 + 1
] |n+ 2〉〈n+ 2|+ 1
d
d−1∑
j=n+3
|j〉〈j|. (E5)
The result follows by observing the following recursion relation:
ΓXi = Γ
X
i−1 × δXi + 1. (E6)
Hence, by mathematical induction, the formula works for all n ∈ Zd−2. Finally, one can apply E˜δX
d−2
on E˜∆X
d−3
(
I
d
)
and obtain the desired result.
From the above fact, we know the final state is diagonal in the predefined energy eigenbasis. Now we need to make
sure this final state, E˜∆X
d−2
(
I
d
)
, can always be the desired state ηX. Intuitively, this may be achievable by tuning
∆Xd−2. Formally, we prove the following result:
Fact E.3. Given a single party state in the local system X of the form ηX =
∑d−1
n=0Q
X
n |n〉〈n| with 0 ≤ Q
X
0 ≤ Q
X
1 ≤
... ≤ QXd−1 ≤ 1. Then there exists a vector ∆Xd−2 such that E˜∆X
d−2
(
I
d
)
= ηX.
Proof. For E˜∆X
d−2
(
I
d
)
to be able to describe ηX with some vector ∆
X
d−2, Fact E.2 tells us it is sufficient to have
max
δX
n
ΓXn−1(1 − δXn )
d
≥ QXn (E7)
for all n ∈ Zd−1 (i.e. 0 ≤ n ≤ d − 2). Note that we do not need to deal with the state |d− 1〉 because normalization
will do the job. Now we observe that for any given number n ∈ Zd−1, we have 1 =
∑d−1
i=0 Q
X
i ≥ (d − n)Q
X
n + A
X
n ,
where AXn :=
∑n−1
i=0 Q
X
i for n 6= 0 and AX0 := 0. This means
Q
X
n ≤
1−AXn
d− n . (E8)
Together with maxδX
n
ΓX
n−1(1−δXn )
d
=
ΓX
n−1
d
, we will use mathematical induction to prove the following statement: Given
a number n ∈ Zd−1, then for all 0 ≤ i ≤ n there exists a δXi achieving Q
X
i =
ΓX
i−1(1−δXi )
d
, and we have
ΓXn−1
d
≥ 1−A
X
n
d− n . (E9)
To begin with, we first notice that it is true for n = 0, 1. To prove this, one can see that when n = 0, both sides are
equal to 1
d
. This means one can always choose Q
X
0 =
ΓX
−1(1−δX0 )
d
by choosing a proper δX0 . This proves the statement
for n = 0.
When n = 1, recall that we have
ΓX0
d
=
δX0 +1
d
. Now we note that because the formula works for n = 0, which means
we can choose δX0 such that Q
X
0 =
ΓX
−1(1−δX0 )
d
=
1−δX0
d
. Together with the fact AX1 = Q
X
0 , we have
1−AX1
d− 1 =
d− 1 + δX0
(d− 1)d ≤
d− 1 + (d− 1)δX0
(d− 1)d =
ΓX0
d
. (E10)
This means one is able to choose a proper δX1 to achieve Q
X
1 =
ΓX0 (1−δX1 )
d
. This completes the proof of n = 1.
Now we assume the correctness of the statement for a given n ≤ d− 3, and then we try to prove the case for n+1.
To do so, we note that the recursion relation Eq. (E) implies ΓXi = Γ
X
i−1(δ
X
i − 1) + ΓXi−1 + 1. Due to the correctness
of the statement, we are allowed to choose ΓXi−1(δ
X
i − 1) = −dQ
X
i for all 0 ≤ i ≤ n. This means
ΓXi = −dQ
X
i + Γ
X
i−1 + 1 (E11)
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for all 0 ≤ i ≤ n. Using this new recursion relation, one can use mathematical induction to obtain (recall that
ΓX−1 := 1)
ΓXi
d
=
2 + i
d
−
i∑
j=0
Q
X
j =
2 + i
d
−AXi+1. (E12)
This means
ΓXn
d
− 1−A
X
n+1
d− (n+ 1) =
2 + n
d
− 1
d− n− 1 +
n+ 2− d
d− n− 1A
X
n+1. (E13)
Now we recall the hierarchy 0 ≤ QX0 ≤ Q
X
1 ≤ ... ≤ Q
X
d−1. This means the following fact:
AXn+1 =
n∑
i=0
Q
X
i ≤
n+ 1
d
. (E14)
One can prove the above inequality by contradiction. Assume the converse, which means
∑n
i=0Q
X
i >
n+1
d
and∑d−1
j=n+1Q
X
j < 1− n+1d = d−n−1d . Then there exists 0 ≤ i ≤ n and n+ 1 ≤ j ≤ d− 1 such that Q
X
i >
1
d
> Q
X
j , which
is a contradiction because Q
X
j ≥ Q
X
i ≥ 0.
Because n ≤ d− 3, we have n+2−d
d−n−1 < 0, which is the pre-factor of the term A
X
n+1. This means
ΓXn
d
− 1−A
X
n+1
d− n− 1 ≥
n+ 2
d
− 1
d− n− 1 +
n+ 2− d
d− n− 1 ×
n+ 1
d
= 0. (E15)
This proves the formula for n + 1, which consequently implies it is always possible to choose a δXn+1 such that
Q
X
n+1 =
ΓX
n
(1−δX
n+1)
d
. This completes the proof of the statement by using mathematical induction.
Since the statement implies it is always possible to choose a ∆Xd−2 to fit {Q
X
i }d−2i=0 and since the normalization
condition will fix the value for the component of |d− 1〉〈d − 1|, the proof is completed.
Using Fact E.2 and Fact E.3, we learn the following result (recall that d is the common finite local dimension for
both subsystems A and B):
Corollary E.4. Given a pair of single party states (ηA, ηB) of the form ηX =
∑d−1
n=0Q
X
n |n〉〈n| with 0 ≤ Q
X
0 ≤ Q
X
1 ≤
... ≤ QXd−1 ≤ 1 (X=A,B), then there exists a vector ∆ABd−2 such that the channel E˜∆AB
d−2
achieves
E˜∆AB
d−2
(
I
d2
)
= ηA ⊗ ηB. (E16)
This describes the behavior when the input is a maximally mixed state. Now, it remains to show the same output
can occur when the input state is an isotropic state given by Eq. (A4). This can be done by the following relation
between partial trace and local channel when acting on separable states:
Fact E.5. Given a separable state ρ =
∑
i fiρ
A
i ⊗ ρBi and two single party channels EX acting on the X system. Then
trB [(EA ⊗ EB)(ρ)] = EA[trB(ρ)] ; trA [(EA ⊗ EB)(ρ)] = EB[trA(ρ)]. (E17)
Proof. Due to separability, one have
trB [(EA ⊗ EB)(ρ)] = trB
[∑
i
fiEA(ρAi )⊗ EB(ρBi )
]
=
∑
i
fiEA(ρAi )tr
[EB(ρBi )]
= EA
(∑
i
fiρ
A
i
)
= EA [trB(ρ)] . (E18)
Similar calculation proves the other case.
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Since both (E˜∆A
d−2
⊗IB) and (IA ⊗ E˜∆B
d−2
) map an isotropic state to a separable state (this can be seen by the fact
that they will map |Ψ+d 〉 to a separable state), the above fact means
trA
{
E˜∆AB
d−2
[ρiso(p)]
}
= trA {( IA ⊗ E˜∆B
d−2
)[ρiso(p)]} = E˜∆B
d−2
(
I
d
)
(E19)
for all p. Similar result can be shown for Bob’s local system by replacing A and B. In particular, this means
trB
{
E˜∆AB
d−2
[ρiso(p)]
}
= trB
{
E˜∆AB
d−2
[ρiso(0)]
}
= trB
[
E˜∆AB
d−2
(
I
d2
)]
= ηA (E20)
for all p. Similar argument proves
trA
{
E˜∆AB
d−2
[ρiso(p)]
}
= ηB (E21)
Finally, because T (ρ) will be an isotropic state for any state ρ, the result follows. (End of Proof of Lemma E.1.)
1. Remarks
Here we make some remarks. First, note that Fact E.3 can apply on arbitrary single party thermal state. As
another remark, we note that for a given ηX =
∑d−1
n=0Q
X
n |n〉〈n|, there is a uniquely determined vector ∆Xd−2 which can
realize it. To find this vector ∆Xd−2, one can start from δ
X
0 , which is given by
δX0 = 1− dQ
X
0 . (E22)
After determining δX0 , one can determine δ
X
1 , which is given by
δX1 = 1−
dQ
X
1
ΓX0
= 1− dQ
X
1
2− dQX0
. (E23)
In general, one can determine δXn by the following formula:
δXn = 1−
dQ
X
n
ΓXn−1
, (E24)
this is because after knowing δXi for 0 ≤ i ≤ n− 1, one can directly compute ΓXn−1.
Appendix F: Proof of Theorem 7
To prove Theorem 7, first we prove Eq. (27) in Appendix F 1. As the next step in Appendix F 2 we prove a lemma,
which is a preliminary result for the proof of Eq. (28) given in Appendix F 3.
In the proof of Eq. (27), we will use the EPLT candidate constructed in Ref. [60], which is given by:
Eǫ(γA,γB) := (1− ǫ)ΦηǫA⊗ηǫB ◦ T + ǫT , (F1)
where the (U ⊗ U∗)-twirling T is defined in Eq. (A2), Φρ(·) = ρ is the constant map, and ηǫX is defined in Eq. (24).Eǫ(γA,γB) is proved to be a local thermalization to (γA, γB), and it is an EPLT when pmin > 1d2 , where pmin is the
smallest eigenvalue among γA and γB [60].
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1. Proof of Eq. (27)
Proof. We compute the lower bound for the map Eǫ(γA,γB) defined in Eq. (F1):
inf
Λ∈ON
FE
∥∥∥Eǫ(γA,γB) − Λ∥∥∥⋄ ≥ infΛ∈ON
FE
∥∥∥Eǫ(γA,γB) − Λ∥∥∥1
= inf
Λ∈ON
FE
∥∥[(1− ǫ)Φηǫ
A
⊗ηǫ
B
◦ T + ǫT ]− Λ∥∥
1
= inf
Λ∈ON
FE
∥∥(1− ǫ) (Φηǫ
A
⊗ηǫ
B
◦ T − Λ)+ ǫ (T − Λ)∥∥
1
≥ inf
Λ∈ON
FE
∣∣∣(1− ǫ)∥∥Φηǫ
A
⊗ηǫ
B
◦ T − Λ∥∥
1
− ǫ ‖T − Λ‖1
∣∣∣ ,
≥ inf
Λ∈ON
FE
[
ǫ ‖T − Λ‖1 − (1− ǫ)
∥∥Φηǫ
A
⊗ηǫ
B
◦ T − Λ∥∥
1
]
,
(F2)
where the fourth line follows from the inverse triangle inequality of the trace norm. Since
∥∥Φηǫ
A
⊗ηǫ
B
◦ T − Λ∥∥
1
≤∥∥Φηǫ
A
⊗ηǫ
B
◦ T ∥∥
1
+ ‖Λ‖1 = 2, we have
inf
Λ∈ON
FE
∥∥∥Eǫ(γA,γB) − Λ∥∥∥⋄ ≥ ǫ infΛ∈ON
FE
‖T − Λ‖1 − 2(1− ǫ). (F3)
Now we bound infΛ∈ON
FE
‖T − Λ‖1. Denoting by ρb an arbitrary state which is not free entangled and by ρiso an
arbitrary isotropic state [defined in Eq. (A4)], we have
inf
Λ∈ON
FE
‖T − Λ‖1 := inf
Λ∈ON
FE
sup
ρ
‖T (ρ)− Λ(ρ)‖1
≥ inf
ρb
sup
ρiso
‖ρiso − ρb‖1
≥ inf
ρb
sup
ρiso
∣∣〈Ψ+d |ρiso|Ψ+d 〉 − 〈Ψ+d |ρb|Ψ+d 〉∣∣
= inf
ρb
∣∣1− 〈Ψ+d |ρb|Ψ+d 〉∣∣
= 1− 1
d
, (F4)
where the last equality is due to the sufficient condition 〈Ψ+d |ρ|Ψ+d 〉 > 1d of distillability [62] for a quantum state ρ.
Hence,
inf
Λ∈ON
FE
∥∥∥Eǫ(γA,γB) − Λ∥∥∥⋄ ≥ ǫ
(
1− 1
d
)
− 2(1− ǫ). (F5)
The strongest bound is achieved by taking the largest ǫ allowed by Eq. (25), giving
inf
Λ∈ON
FE
∥∥∥Eǫ(γA,γB) − Λ∥∥∥⋄ ≥ (3d− 1)pmin − 2. (F6)
The proof is completed.
2. Preliminary for the Proof of Eq (28)
As the first step, we show the following lemma:
Lemma F.1. For every ǫ ∈ (0, 12], there exists τǫ ∈ (0,+∞) such that if minX=A,B τX > τǫ then E˜ǫ(γA,γB) is a local
thermalization to (γA, γB) with Fmax[E˜ǫ(γA,γB)(ρ)] > 1d for some ρ.
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Proof. First of all, we try to argue that 〈Ψ+d |E˜∆AB
d−2
(|Ψ+d 〉〈Ψ+d |)|Ψ+d 〉 can be arbitrarily close to 1d , even though
E˜∆AB
d−2
(|Ψ+d 〉〈Ψ+d |) is a separable state. Write maxX=A,B
∥∥γX − Id∥∥∞ < δ0 for a given small positive value δ0, which
implies maxX=A,B
∥∥ηǫX − Id∥∥∞ < 2δ0 for ǫ ∈ (0, 12]. By Lemma 5 and Appendix E, since the vector ∆ABd−2 is uniquely de-
termined by (ηǫA, η
ǫ
B), maxX=A,B
∥∥ηǫX − Id∥∥∞ < 2δ0 will imply the existence of a small value δ1 such that ∥∥∆ABd−2∥∥ < δ1
(one can see this by the structure of E˜∆X
d−2
given in Appendix E). Hence, the continuity implies the existence of a
small positive value δ = δ(δ0) such that 〈Ψ+d |E˜∆AB
d−2
(|Ψ+d 〉〈Ψ+d |)|Ψ+d 〉 ≥ 1d − δ, and δ can be as small as we want by
choosing a proper δ0.
Now we note the following property of normalized temperature: γX → Id is equivalent to τX →∞; in other words,
for a given value ∆, there exists a normalized temperature threshold τ∆ such that maxX=A,B
∥∥γX − Id∥∥∞ < ∆ if and
only if minX=A,B τX > τ∆.
Together with this property of normalized temperature, for a given k ∈ N, there exists a ∆k such that
〈Ψ+d |E˜∆AB
d−2
(|Ψ+d 〉〈Ψ+d |)|Ψ+d 〉 ≥ 1d − 1k if minX=A,B τX > ∆k. Finally, for a given ǫ ∈ [0, dpmin] we have the follow-
ing estimate if minX=A,B τX > ∆k:
Fmax[E˜ǫ(γA,γB)(|Ψ+d 〉〈Ψ+d |)] ≥ (1− ǫ)
(
1
d
− 1
k
)
+ ǫ, (F7)
which is strictly larger than 1
d
if ǫ > d
k(d−1)+d . Then for the given ǫ, there exits a kǫ := 1 +
[
(1−ǫ)d
ǫ(d−1)
]
, where [·] is the
Gauss’ notion, such that Fmax[E˜ǫ(γA,γB)(|Ψ+d 〉〈Ψ+d |)] > 1d , thereby being free entangled, if minX=A,B τX > τǫ := ∆kǫ .
3. Proof of Eq (28)
Proof. We show that E˜ǫ(γA,γB) given in Eq. (23) can be arbitrarily close to the set ONE (here E denotes entanglement)
while preserving free entanglement for certain entangled input states. For any given δ > 0, there exists an ǫ ∈ (0, 1]
small enough such that ǫ ×
∥∥∥T − E˜A ⊗ E˜B ◦ T ∥∥∥⋄ < δ. Lemma F.1 implies there exists τǫ ∈ (0,+∞) such that for
every pair (γA, γB) with minX=A,B τX > τǫ, E˜ǫ(γA,γB) is an EPLT to (γA, γB) that can preserve free entanglement and
achieves
P¯‖·‖
1
[
E˜ǫ(γA,γB)
]
:= inf
ΛS∈ONE
sup
A;ρSA
∥∥∥[E˜ǫ(γA,γB) ⊗ IA] (ρSA)− (ΛS ⊗ IA)(ρSA)∥∥∥1
= inf
ΛS∈ONE
∥∥∥E˜ǫ(γA,γB) − ΛS∥∥∥⋄
≤
∥∥∥E˜ǫ(γA,γB) − E˜A ⊗ E˜B ◦ T ∥∥∥⋄
= ǫ
∥∥∥T − E˜A ⊗ E˜B ◦ T ∥∥∥⋄
< δ, (F8)
where supA;ρSA is optimizing over all the ancillary system A and states ρSA on the system SA. By redefining τǫ to be
the τδ given in the statement of the theorem, the proof is completed.
Appendix G: An EPLT with Arbitrarily Small Entanglement Preservability
In this appendix, we will show that there exist EPLTs with arbitrarily small entanglement preservability. Before
the main proof, we first prove the following fact for the R-theory of entanglement (and we write R = E):
Fact G.1. ONE is convex and compact in the topology induced by the diamond norm ‖·‖⋄.
Proof. By definition, ONE is convex. Because we only consider finite dimensional Hilbert spaces, being compact is
equivalent to being bounded and closed. Since ‖Λ − I‖⋄ ≤ ‖Λ‖⋄ + ‖I‖⋄ = 2, we learn that ONE is bounded under the
diamond norm. Hence, it suffices to show that it is a closed set.
To prove ONE is closed, let us suppose it was not. Then there exists a map Λ ∈ ONE \ONE , where A¯ is the closure
of the set A. This means there exists a sequence {Λk}∞k=1 ⊂ ONE such that ‖Λk − Λ‖⋄ → 0 when k → ∞
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exists an input state ρ0 such that Λ(ρ0) is entangled. In particular, this means ‖Λk(ρ0)− Λ(ρ0)‖1 → 0 when k →∞;
in other words, we can use the sequence {Λk(ρ0)}∞k=1 consisting of only separable states to approach Λ(ρ0) in the
trace norm ‖·‖1. Because the set of separable states is closed in ‖·‖1, we conclude that Λ(ρ0) is separable, which is a
contradiction. Hence, ONE is closed in ‖·‖⋄, and the proof is completed.
Now we state the following result:
Proposition G.2. For a given pair (γA, γB), if there exists an entanglement preserving local thermalization to
(γA, γB), then for every δ > 0, there exists another entanglement preserving local thermalization E to (γA, γB) such
that
P¯‖·‖1(E) < δ. (G1)
Proof. Let L0 be an EPLT to (γA, γB), and again let Φρ : (·) 7→ ρ be the constant map with the output state ρ. Then
consider the following convex mixture
L(p) := pL0 + (1− p)ΦγA ⊗ ΦγB , (G2)
where p ∈ [0, 1]. This map is by definition a local thermalization. Then one can see that L(p) is continuous on p with
the diamond norm because of
‖L(p)− L(q)‖⋄ = |p− q| ‖L0 − ΦγA ⊗ ΦγB‖⋄ , (G3)
where ‖L0 − ΦγA ⊗ ΦγB‖⋄ is a finite positive constant independent of p. Because [0, 1] is compact, we learn that
L([0, 1]) is also compact. Also, L([0, 1]) is by definition convex. This means L([0, 1]) ∩ ONE is convex and compact
since ONE is convex and compact (Fact. G.1). Now we note that Eq. (G3) also means L−1 exists and is continuous onL([0, 1]). We therefore conclude that L−1 (L([0, 1]) ∩ONE ) is a connected closed sub-interval contained in [0, 1] and
containing 0. This means there exists p0 ∈ [0, 1) such that
L−1 (L([0, 1]) ∩ ONE ) = [0, p0]. (G4)
Note that p0 < 1 because L0 is not in ONE . Now we write
inf
Λ∈ON
E
‖L(p)− Λ‖⋄ ≤ ‖L(p)− L(p0)‖⋄ = |p− p0| ‖L0 − ΦγA ⊗ ΦγB‖⋄ . (G5)
For a given δ > 0, by choosing
p0 < p < p0 +
δ
‖L0 − ΦγA ⊗ ΦγB‖⋄
, (G6)
the corresponding L(p) will be an EPLT to (γA, γB) due to the fact that this channel will not be in ONE , and satisfies
the desired property
P¯‖·‖
1
[L(p)] = inf
Λ∈ON
E
‖L(p)− Λ‖⋄ < δ. (G7)
[1] C. H. Bennett, G. Brassard, C. Cre´peau, R. Jozsa, A. Peres, and W. K. Wootters, Teleporting an unknown quantum state
via dual classical and Einstein-Podolsky-Rosen channels, Phys. Rev. Lett. 70, 1895 (1993).
[2] M. Horodecki, P. Horodecki, and R. Horodecki, General teleportation channel, singlet fraction, and quasidistillation, Phys.
Rev. A 60, 1888 (1999).
[3] R, Horodecki, P, Horodecki, M, Horodecki, and K, Horodecki, Quantum entanglement, Rev. Mod. Phys. 81, 865 (2009).
[4] A. Peres, Separability criterion for density matrices, Phys. Rev. Lett. 77, 1413 (1996).
[5] M. Horodecki, P. Horodecki, and R. Horodecki, Separability of mixed states: Necessary and sufficient conditions, Phys.
Lett. A 223, 1 (1996).
[6] J. S. Bell, On the Einstein Podolsky Rosen paradox, Physics Physique Fizika 1, 195 (1964).
[7] N. Brunner, D. Cavalcanti, S. Pironio, V. Scarani, and S. Wehner, Bell nonlocality, Rev. Mod. Phys. 86, 419 (2014).
22
[8] H. M. Wiseman, S. J. Jones, and A. C. Doherty, Steering, entanglement, nonlocality, and the Einstein-Podolsky-Rosen
paradox, Phys. Rev. Lett. 98, 140402 (2007).
[9] S. J. Jones, H. M. Wiseman, and A. C. Doherty, Entanglement, Einstein-Podolsky-Rosen correlations, Bell nonlocality,
and steering, Phys. Rev. A 76, 052116 (2007).
[10] D. Cavalcanti, P. Skrzypczyk, Quantum steering: A review with focus on semidefinite programming, Rep. Prog. Phys. 80,
024001 (2017).
[11] D. Jennings and T. Rudolph, Entanglement and the thermodynamic arrow of time , Phys. Rev. E 81, 061130 (2010).
[12] M. A. Nielsen and I. L. Chuang, Quantum Computation and Quantum Information, (Cambridge University Press, Cam-
bridge, UK, 2000).
[13] V. Vedral, M. B. Plenio, M. A. Rippin, P. L. Knight, Quantifying entanglement, Phys. Rev. Lett. 78, 2275 (1997).
[14] A. Streltsov, G. Adesso, and M. B. Plenio, Colloquium: Quantum coherence as a resource, Rev. Mod. Phys. 89, 041003
(2017).
[15] T. Baumgratz, M. Cramer, M. B. Plenio, Quantifying coherence, Phys. Rev. Lett. 113, 140401 (2014).
[16] E. Wolfe, D. Schmid, A. B. Sainz, R. Kunjwal, R. W. Spekkens, Quantifying Bell: The resource theory of nonclassicality
of common-cause boxes, arXiv:1903.06311.
[17] P. Skrzypczyk, M. Navascue´s, and D. Cavalcanti, Quantifying Einstein-Podolsky-Rosen steering, Phys. Rev. Lett. 112,
180404 (2014).
[18] M. Piani and J. Watrous, Necessary and sufficient quantum information characterization of Einstein-Podolsky-Rosen steer-
ing, Phys. Rev. Lett. 114, 060404 (2015).
[19] R. Gallego and L. Aolita, Resource theory of steering, Phys. Rev. X 5, 041008 (2015).
[20] G. Gour and R. W. Spekkens, The resource theory of quantum reference frames: Manipulations and monotones, New J.
Phys. 10, 033023 (2008).
[21] I. Marvian and R. W. Spekkens, How to quantify coherence: Distinguishing speakable and unspeakable notions, Phys. Rev.
A 94, 052324 (2016).
[22] F. G. S. L. Branda˜o, M. Horodecki, J. Oppenheim, J. M. Renes, and R. W. Spekkens, Resource theory of quantum states
out of thermal equilibrium, Phys. Rev. Lett. 111, 250404 (2013).
[23] M. Horodecki and J. Oppenheim, Fundamental limitations for quantum and nanoscale thermodynamics, Nat. Commun. 4,
2059 (2013).
[24] F. G. S. L. Branda˜o, M. Horodecki, N. Ng, J. Oppenheim, S. Wehner, The second laws of quantum thermodynamics, Proc.
Natl. Acad. Sci. U.S.A. 112, 3275 (2015).
[25] M. Lostaglio, An introductory review of the resource theory approach to thermodynamics, arXiv:1807.11549.
[26] V. Narasimhachar, S. Assad, F. C. Binder, J. Thompson, B. Yadin, M. Gu, Thermodynamic resources in continuous-
variable quantum systems, arXiv:1909.07364.
[27] A. Serafini, M. Lostaglio, S. Longden, U. Shackerley-Bennett, C.-Y. Hsieh, G. Adesso, Gaussian thermal operations and
the limits of algorithmic cooling, arXiv:1909.06123.
[28] M. Horodecki and J. Oppenheim, (Quantumness in the context of) resource theories, Int. J. Mod. Phys. B 27, 1345019
(2013).
[29] F. G. S. L. Branda˜o and G. Gour, Reversible framework for quantum resource theories, Phys. Rev. Lett. 115, 070503
(2015).
[30] L. del Rio, L. Kraemer, R. Renner, Resource theories of knowledge, arXiv:1511.08818.
[31] B. Coecke, T. Fritz, R. W. Spekkens, A mathematical theory of resources, Inf. Comput. 250, 59 (2016).
[32] G. Gour, Quantum resource theories in the single-shot regime, Phys. Rev. A 95, 062314 (2017).
[33] Z.-W. Liu, X. Hu, and S. Lloyd, Resource destroying maps, Phys. Rev. Lett. 118, 060502 (2017).
[34] A. Anshu, M.-H. Hsieh, R. Jain, Quantifying resources in general resource theory with catalysts, Phys. Rev. Lett. 121,
190504 (2018).
[35] E. Chitambar and G. Gour, Quantum resource theories, Rev. Mod. Phys. 91, 025001 (2019).
[36] L. Lami, B. Regula, X. Wang, R. Nichols, A. Winter, G. Adesso, Gaussian quantum resource theories, Phys. Rev. A 98,
022335 (2018).
[37] B. Regula, Convex geometry of quantum resource quantification, J. Phys. A 51, 045303 (2018).
[38] R. Takagi and B. Regula, General resource theories in quantum mechanics and beyond: Operational characterization via
discrimination tasks, Phys. Rev. X 9, 031053 (2019).
[39] R. Takagi, B. Regula, K. Bu, Z.-W. Liu, G. Adesso, Operational advantage of quantum resources in subchannel discrimi-
nation, Phys. Rev. Lett. 122, 140402 (2019).
[40] L. Li, K. Bu and Z.-W. Liu, Quantifying the resource content of quantum channels: An operational approach,
arXiv:1812.02572.
[41] J.-H. Hsieh, S.-H. Chen, C.-M. Li, Quantifying quantum-mechanical processes, Scientific Reports 7, 13588 (2017).
[42] C.-C. Kuo, S.-H. Chen, W.-T. Lee, H.-M. Chen, H. Lu, C.-M. Li, Quantum process capability, arXiv:1811.10307.
[43] K. B. Dana, M. G. Dı´az, M. Mejatty, A. Winter, Resource theory of coherence: Beyond states, Phys. Rev. A 95, 062327
(2017).
[44] S. Pirandola, R. Laurenza, C. Ottaviani, L. Banchi, Fundamental limits of repeaterless quantum communications, Nat.
Commun. 8, 15043 (2017).
[45] M. G. Dı´az, K. Fang, X. Wang, M. Rosati, M. Skotiniotis, J. Calsamiglia, A. Winter, Using and reusing coherence to realize
quantum processes, Quantum 2, 100 (2018).
[46] D. Rosset, F. Buscemi, and Y.-C. Liang, A resource theory of quantum memories and their faithful verification with minimal
23
assumptions, Phys. Rev. X 8, 021033 (2018).
[47] M. M. Wilde, Entanglement cost and quantum channel simulation, Phys. Rev. A 98, 042338 (2018).
[48] Q. Zhuang, P. W. Shor, J. H. Shapiro, Resource theory of non-Gaussian operations, Phys. Rev. A 97, 052317 (2018).
[49] S. Ba¨uml, S. Das, X. Wang, and M. M. Wildek, Resource theory of entanglement for bipartite quantum channels,
arXiv:1907.04181.
[50] J. R. Seddon and E. Campbell, Quantifying magic for multi-qubit operations, Proc. R. Soc. A 475, 20190251 (2019).
[51] Z.-W. Liu and A. Winter, Resource theories of quantum channels and the universal role of resource erasure,
arXiv:1904.04201.
[52] Y. Liu and X. Yuan, Operational resource theory of quantum channels, arXiv:1904.02680.
[53] G. Gour, Comparison of quantum channels by superchannels, IEEE Trans. Inf. Theory 65, 5880 (2019).
[54] G. Gour and A. Winter, How to quantify a dynamical resource? arXiv:1906.03517.
[55] G. Gour and C. M. Scandolo, The entanglement of a bipartite channel, arXiv:1907.02552.
[56] R. Takagi, K. Wang, M. Hayashi, Application of a resource theory of channels to communication scenarios,
arXiv:1910.01125.
[57] T. Theurer, D. Egloff, L. Zhang, and M. B. Plenio, Quantifying operations with an application to coherence, Phys. Rev.
Lett. 122, 190405 (2019).
[58] X. Wang and M. M. Wilde, Resource theory of asymmetric distinguishability for quantum channels, arXiv:1907.06306.
[59] G. D. Berk, A. J. P. Garner, B. Yadin, K. Modi, and F. A. Pollock, Resource theories of multi-time processes: A window
into quantum non-Markovianity, arXiv:1907.07003.
[60] C.-Y. Hsieh, M. Lostaglio, and A. Ac´ın, Entanglement preserving local thermalization, arXiv:1904.07945.
[61] L. Moravcˇ´ıkova´ and M. Ziman, Entanglement-annihilating and entanglement-breaking channels, J Phys. A: Math. Theor.
43, 275306 (2010).
[62] M. Horodecki, P. Horodecki, and R. Horodecki, Mixed-state entanglement and distillation: is there a “bound” entanglement
in nature?, Phys. Rev. Lett. 80, 5239 (1998).
[63] G. Chiribella, G. M. D’Ariano, and P. Perinotti, Transforming quantum operations: quantum supermaps, EPL (Europhysics
Letters) 83, 30004 (2008).
[64] G. Chiribella, G. M. D’Ariano, and P. Perinotti, Quantum circuit architecture, Phys. Rev. Lett. 101, 060401 (2008).
[65] We remark that the setting here is consistent while not the same with the channel resource theory introduced in Ref. [52]:
Since in the study of R-preservability the identity channel will be the most resourceful one, some results of Refs. [51, 52]
cannot apply. Also, our approach is genuinely different from the resource destroying maps [33], which leave free states
invariant and map resourceful states to some free states.
[66] C. Palazuelos, Superactivation of quantum nonlocality, Phys. Rev. Lett. 109, 190401 (2012).
[67] C.-Y. Hsieh, Y.-C. Liang, and R.-K. Lee, Quantum steerability: Characterization, quantification, superactivation and
unbounded amplification, Phys. Rev. A 94, 062120 (2016).
[68] M. T. Quintino, M. Huber, and N. Brunner, Superactivation of quantum steering, Phys. Rev. A 94, 062123 (2016).
[69] Ll. Masanes, Y.-C. Liang, and A. C. Doherty, All bipartite entangled states display some hidden nonlocality, Phys. Rev.
Lett. 100, 090403 (2008).
[70] Y.-C. Liang, Ll. Masanes, and D. Rosset, All entangled states display some hidden nonlocality, Phys. Rev. A 86, 052115
(2012).
[71] M. Horodecki, P. W. Shor, and M. B. Ruskai, General entanglement breaking channels, Rev. Math. Phys. 15, 629 (2003).
[72] One can also formulate the theory with the fixed system dimension and forbid the ancillary systems, while in our approach
we prefer a more general version. This is similar to the case of channel discrimination: One can use either trace norm or
diamond norm. The trace norm gives an intuitive description of channel discrimination with the focus only on the given
system, while the performance can be improved when one switches to the diamond norm. In this work, we try to capture
the spirit of the latter.
[73] N. Datta, Min- and max- relative entropies and a new entanglement monotone, IEEE Trans. Inf. Theory 55, 2816 (2009).
[74] A thermal state, usually denoted by γ, is defined to be a state proportional to e
−
H
kBT , where kB is the Boltzmann constant,
T is the temperature, and H is the system Hamiltonian.
[75] G. Saxena, E. Chitambar, G. Gour, Dynamical resource theory of quantum coherence, arXiv:1910.00708.
[76] D. Cavalcanti, A. Acin, N. Brunner, and T. Vertesi, All quantum states useful for teleportation are nonlocal resources,
Phys. Rev. A 87, 042104 (2013).
[77] S. Albeverio, S.-M. Fei, and W.-L. Yang, Optimal teleportation based on bell measurements, Phys. Rev. A 66, 012301
(2002).
[78] M.-J. Zhao, Z.-G. Li, S.-M. Fei, and Z.-X. Wang, A note on fully entangled fraction, J. Phys. A: Math. Theor. 43, 275203
(2010).
[79] C.-Y. Hsieh and R.-K. Lee, Work extraction and fully entangled fraction, Phys. Rev. A 96, 012107 (2017); Phys. Rev. A
97, 059904(E) (2018).
[80] Y.-C. Liang, Y.-H. Yeh, P. E. M. F. Mendonc¸a, R. Y. Teh, M. D. Reid, P. D. Drummond, Quantum fidelity measures for
mixed states, Rep. Prog. Phys. 82, 076001 (2019).
[81] M. Horodecki and P. Horodecki, Reduction criterion of separability and limits for a class of distillation protocols, Phys.
Rev. A 59, 4206 (1999).
[82] C. H. Bennett, G. Brassard, S. Popescu, B. Schumacher, J. A. Smolin, and W. K. Wootters, Purification of noisy entan-
glement and faithful teleportation via noisy channels, Phys. Rev. Lett. 76, 722 (1996).
24
[83] Almeida, M. L., S. Pironio, J. Barrett, G. To´th, and A. Ac´ın, Noise robustness of the nonlocality of entangled quantum
states, Phys. Rev. Lett. 99, 040403 (2007).
[84] Note that in general the two pair-wise permutation channels are different because they may act on different spaces. Here
we simply use the same notation to stress the fact that both of them are permutation unitary channels between the first
and the ith subsystems.
