Abstract-This paper describes the use of tensor-based multivariate statistical discriminant methods in three-dimensional face applications for synthesis and modelling of face shapes and for recognition. The methods could recognise faces and facial expressions, synthesize new face shapes and generate facial expressions based on the the most discriminant vectors calculated in the training sets that contain classes of face shapes and facial expressions. The strength of the introduced methods is that varying degrees of face shapes can be generated given that only a small number of 3D face shapes are available in the dataset. This framework also has the ability to characterise face variations across subjects and facial expressions. Recognition experiment was conducted using 3D face database created by the State University of New York (SUNY), Binghamton. The results have shown higher recognition rates for face and facial expression compared to the more popular eigenface techniques. The outcome of the synthesis of face shapes and facial expressions will also be presented here.
I. INTRODUCTION
Human face contains not only information about the identity, gender and age of a person, but also their emotions and intentions. Recognising faces is an innate ability in all human which is done quickly and effortlessly by the brain. Human also have the ability to discriminate accurately the expressed facial emotions for interaction and communication with others. Even though humans have acquired powerful capabilities of language, the role of facial expressions in communication remains substantial. Interestingly, a duality exists in human recognition making recognising the different facial expressions of an unfamiliar person and recognising a familiar person regardless of the generated facial expressions possible and easy. However, this interface is still far from having it to be automatically computerised.
There are numerous research on developing tools and methods for face applications. Despite the maturity of research work among face community, there is not yet a face application that can deal with the duality of automatic face recognition and facial expression recognition. In the current literature on automatic face recognition, many researchers often use the same techniques deployed on face recognition to facial expression recognition and other face applications. There are a number of face variants, for example the differences arising from age, gender, pose, illumination, illness, growth or shaving of beards or facial hair, make-up and facial deformation due to speech, which could influence the accuracy of face recognition as they are unwanted to the uniqueness of the face.
To account to this issue, we could create subspaces for each of the face variation and establish relationships among the subspaces. Here, we are looking at using a more advanced algebraic and statistical framework by introducing tensorbased multivariate statistical models to represent the threedimensional face models into a parsimonious fashion. A commonly used statistical discriminant technique, Principal Component Analysis (PCA), can be used to model variations, but it will not separate these different sources of face variants. A tensor model could be viewed as a multilinear representation of a set of data and hence it allows the manipulation of data independently on multi-dimensions of change. The modes represent different variations after performing decomposition with multiple formation factors and these factors are face variations. Details of the tensor model can be found in Tucker [15] and Lathauwer [10] . We chose to apply Singular Value Decomposition (SVD) method on the modes for its uniqueness and assured orthogonality of the matrices.
Our research looked into representing faces and developing face applications using a multilinear algebra technique based on higher-order tensors. A tensor is a structure generalising vector spaces. Higher Order Singular Value Decomposition (HOSVD) will be used to manipulate the tensor model. HOSVD is a general N-factor analysis method. Vasilescu and Terzopoulos [1] used HOSVD in 2-dimensional(2D) image face recognition. Further work by Macedo et al. [4] followed Vasilescu and Terzopoulos but used a different set of data. Wang and Ahuja [2] worked on synthesizing facial expressions based on the results gathered from HOSVD. Vlasic et al. [3] applied a tensor framework to synthesize facial expressions. The results of these research have proved that tensor-based multilinear approach is promising in handling multiple independent face variant factors simultaneously.
Research in the area of face recognition has been complemented by interest in facial expression research. Synthesizing facial expressions to portray emotions, analysis of facial muscles and recognising emotions are among the common topics in facial expression research nowadays. The field of face recognition research is growing quickly and is involving other disciplinary fields from psychology to computational science. Face recognition is not only useful in security and surveillance, but could also be applied in clinical and facial expression animation. To develop robust and efficient applications, a face recognition system should be able to deal with a large variety of face variations. As facial expression variation is known as the most difficult problem in face recognition, an intuitive and robust method is needed to address this problem. We extended the use of tensor model to multivariate statistical discriminant methods on 3-dimensional(3D) face data for face recognition and face synthesis applications. We also expanded the Statistical Discriminant Analysis Model (SDAM) [7] , [8] to n-groups on 3D face models. In this paper, we present the extension of our work [11] by using a larger sets of 3D face data and then perform facial expression recognition.
Given a 3D face model of an unknown subject of any facial expression, we are able to construct new face shapes and to synthesize a range of different facial expressions. The results shows that the tensor-based multivariate statistical discriminant method could produce visually plausible results for facial expressions change. The advantage with this innovative approach is that it is practical to generate a variety of face shapes of different face variations and applied in differing degrees. The transition of the facial expression synthesis between the face shapes is also continuous and natural.
II. TENSOR MODEL
A tensor is a multidimensional matrix or mode-n matrix, and is useful for the description of higher order quantities. The notation of multilinear algebra distinguishes scalars, vectors, matrices and higher-order tensors, as shown below: nd order tensors is a matrix and the 3 rd order tensors is in a shape of a cube.
A 3 rd -order tensor has 3 mode spaces defined with a set of mode-1 vectors containing column vectors, a set of mode-2 corresponds to row vectors and a set of mode-3 as the depth vectors. The element of the tensor can be written as A jkl with j column index, k row index and l depth index.
The next step is to unfold the N-order tensor into a matrix form using a flattening method. The flattening of tensor into a matrix follows along the dimension of the mode. Flattening of tensor A can be denoted as A n matrix where n dimension Fig. 1 . Visualisation of the order of tensor. A vector is a 1 st order tensor, a 2D matrix a 2 nd order tensor and a 3D matrix is a 3 rd order tensor etc.
is n = I 1 , I 2 , ..., I N . For example, a 3 rd -order tensor A can be flattened to obtain matrices comprising (I 1 × I 2 I 3 ) matrix mode-1 vectors A 1 , (I 2 × I 3 I 1 ) matrix mode-2 vectors A 2 and (I 3 × I 1 I 2 ) matrix mode-3 vectors A 3 . The examples of mode-1 and mode-2 flattening matrices can be seen in Figure 2 Given an I × J × K tensor A, the tensor is also modelled as follows:
where
J× j and w k ∈ K×k for all i, j, k, and • denotes tensor product. Each of the U, V, W factor matrices can be thought of as the principal components in each mode, which can also be expressed as the left singular value if calculated using Singular Value Decomposition (SVD). The tensor, D = (σ i jk ), contains the eigenvalues and it is called the core tensor. The elementwise of the decomposition is written as:
HOSVD is a generalisation of SVD. The computation of the left singular vectors of A n (that is the computation of the SVD on each flattened matrix) is efficient, making the HOSVD a preferred tensor decomposition method. Given that the left singular matrices are orthogonal, the HOSVD core tensor is orthogonal on each dimension. The HOSVD algorithm is as below:
Listing 1 HOSVD algorithm 1: Apply matrix flattening on the tensor matrix A (n) 2: for n = 1, . . . , N do 3:
Compute the left singular value of matrix U n 4: end for 5: Calculate the core tensor D based on Statistical discriminant model, was first introduced by Kitani et al. [8] , aims to find and visualise the most significant direction of change between two classes of 2D probed face images. The classes used in the training data describe what is being discriminated, and can be features based on gender, age, facial expression and so on. The approach consists of two stages; the first stage is the linear classification of training data using a single separating hyperplane, and the next stage is the reconstruction step using analysis-by-synthesis approach. Figure 3 illustrates the overall framework used in this research for face applications.
Firstly, the training face data sets are organised into an N thorder tensor model A ∈ I 1 ×I 2 ×...×I N that explicitly accounts for the different N face variant factors. There are g-group classification. Next, we compute SVD on each of the flattened matrix and Kronecker product to get the product matrices. Then, we employ PCA to obtain the principal component space which forms a transformation matrix. It is not necessary to order the computed I sets of non-zero eigenvalues. Next, we calculate the discriminant vectors using Maximum uncertainty Linear Discriminant Analysis (mLDA) [7] , [9] to obtain g i = g i−1 + (i − 1) numbers of Wmlda discriminant vectors, where g 1 = 0, i ∈ {1, 2, . . . I} is the number of group classification based on the feature of interests and each represented the most expressive features. The mLDA approach is chosen to ensure that the scatter matrix is nonsingular.
In the analysis-by-synthesis stage, we can reconstruct new face shapes by projecting the most discriminant vectors into the original data space and moving points along the vectors. Assuming the spread of each group classification follows a Gaussian distribution, we used standard deviation, sd, and limit the variation to ±3sd g i . The changes in face shapes depend on the selected group classification. For example, the gender classes -male and female -characterising the variational changes in face shapes from male to female or vice versa. Alternatively, we could select the facial expression data to separate smiling expressions from neutral, angry from smiling, and etc.. In each case, we construct a discriminant in Fig. 3 . The overall visual flow process of the tensor-based multivariate analysis approach the most likely direction of change between the group classes. Listing 2 presents the generalised algorithm of the two-stage framework.
Listing 2 Tensor-based multivariate discriminant method 1: Build an N th -order tensor model. Get the overall mean of the flattened matrix A n .
4: Compute covariance matrix. Compute Λ * dispersion algorithm as in [7] and implement
9:
Replace the within-class scatter matrix S w with the new S * w .
10: else
11:
Compute
Multiply any point on the selected groups of the most discriminant feature space by the transpose of relevant mLDA vector and PCA matrix. 14: Add the overall mean,x, to the (n × 1) dimensional face vector.
The dispersion algorithm in Step 8. and 9. in the Listing above, compute a new set of Λ * eigenvalues based on the calculated Λ eigenvalues and Φ eigenvectors of the covariance matrix, by replacing those eigenvalues that are smaller than the average eigenvalue with the computed average eigenvalue, λ.
IV. METHODS
The Binghampton University -3D Facial Expression Data set (BU-3DFED) [12] is used in this experiment. The face data sets contain a total of 2,500 faces from 100 subjects with a variety of emotional facial expressions; neutral, anger, fear, disgust, happiness, sadness and surprise. Each of the expression except neutral faces has 4-levels of expression intensity ranging from low to high. The raw face surfaces were brought into correspondence with rigid and non-rigid multilevel B-spline methods, a pre-processing approach similar to [13] . In addition, the surfaces were also regularised with the same number of triangulated meshes, where spikes were removed and holes were covered.
We have worked on two main face applications -(1) synthesis of face shapes and (2) recognition of face and facial expression. We adopted tensor model and expanded it to include the entire BU-3DFED data set. The training faces are arranged into I sub ject × I anger × I disgust × I f ear × I happy × I sad × I surprise × I neutral × I 3Dpoints tensor. Then, we compute tensorbased multivariate discriminant method to construct and to synthesize new face shapes.
There are two main experiments in the synthesis of face shapes; (1) synthesising of facial expressions (2) neutralising facial expressions. Using the tensor directions, the most discriminant expression vectors were calculated. By moving along the most discriminant direction, facial expressions that reflect the expression changes in the training set can be reconstructed. This can be done by moving from one side of the dividing hyper-plane to the other respecting the limits of the standard deviation and the measured mean of each expression group. The experiment could also elucidate the subtle changes between facial expressions. Similar steps were undertaken for neutralising whereby faces with facial expression are altered to a near neutral expression (as illustrated in Fig. 4) . Face and facial expression recognition experiment is conducted by separating and manipulating groups of subjects combined with expression tensor parameters to extract meaningful parameters of expression spaces. Prior to the tensor manipulation, the model is first normalised against the overall average mean. For a given face within a set of subjects with expression attributes, the tensor model explicitly accounts for the subject factor and the facial expression factor.
The tensor decomposition of A results in:
where D is the core tensor and U sub , U exp , U pts are the left singular value matrices obtained from the flattened matrices. For every facial expression, coefficient vectors are obtained and the coefficient vector is denoted as c exp = B T x i j where x i j is a specific training face of the j-th subject with the i-th expression. Given an unknown face surface, we compute the coefficient vector and then apply Euclidean distance to find the best match with a set of expression coefficient vectors. The best matched coefficient vector yields the smallest value of ||c exp − c q || among all the variant factors.
V. RESULTS

A. Reconstruction of faces with expressions
In this part of the experiment, we visually examined the reconstruction of facial expressions using tensor-based multivariate discriminant method. We explore the synthesis of face shapes by moving the point from one side of the dividing hyper-plane to the other, respecting the limits of the standard deviation and the measured mean of each sample group. Fig 5 shows the synthesis of smile and frown expressions on the mean face shape. Subsequently, the method has shown the effectiveness in capturing facial expression variants. Synthesis of a neutral to a disgust expression using the most characteristic direction captured by SDAM Fig. 7 . Synthesis of a neutral to a sad expression using the most characteristic direction captured by SDAM principal axes of variation across various expression modes to allow us to analyse how various expression classes interact with one another. 
C. Face and facial expression recognition
The face recognition results presented show the rates for recognising a subject and the generated facial expression of the individual. The recognition results of the tensor-based multivariate discriminant method were compared with PCA, which was used as benchmark. Fig 9 shows the face recognition results. The displayed results were taken from eigenmodes 10 to 50. As the graph shows, there is an improvement in the recognition rate using tensor-based multivariate statistical method.
We also performed face recognition for recognising neutralised facial expressions of a subject. The experimental results have shown an improvement on the recognition rates ( Fig. 10 illustrates a pair results of facial expression recognition rates). The rates using PCA is about 89% while the rates using tensor model on neutralised faces are more than 90%. As the number of eigenmodes increases, the result of recognition would go up as high as 98%.
Based on the sample mean and the standard error, the approximate confidence interval for the upper and lower 95% can be calculated. As the eigenmodes increase with (P ≤ 0.05), the differences become significant. Similarly, the variance distribution for correctly recognising facial expressions also show statistical significance of confidence limits of 95% with (P ≤ 0.05) for 20 eigenmodes and above.
VI. CONCLUSIONS AND FURTHER WORKS
In this work, we could conclude that tensor-based multivariate statistical methods are robust and efficient to be employed on any face application. The tensor-based multivariate statistical approach extracts facial expression discriminant information efficiently, providing the ability to gradually change face shapes according to facial expressions especially those that are not explicitly available in the training data sets. The strength of this work lie in the realism of the emotional expressions generated. Using the generated facial expressions, we could performed face and facial expression recognitions. The experimental results show that the face recognition rates increase when employing the introduced method and the recognition is higher when using the reconstructed facial expressions. According to Blanz [14] , neutralising faces is more difficult than adding and generating facial expressions. When removing expressions, residual differences occur because of extreme expression shape changes such as the opening of the mouth and the closing of the eyes. This is still a challenge in the face shape reconstruction. We are looking at neutralising facial expressions, especially those expressions with opened mouth and dropped jaw, for face recognition purposes.
