We evaluate the in-control performance of the np-control chart with estimated parameter conditional on the Phase I sample. We then apply the bootstrap method to adjust the control chart' limits to guarantee the desired in-control average run length (ARL0) value in the monitoring stage. The adjusted limits ensure that the ARL0 would take a value greater than the desired value (say, B) with a certain specified probability, that is Pr 1 . The results indicate that adjusting control limits is not always necessary. We present a method to design control charts such that in control and out of control run lengths are guaranteed with pre specified probabilities. This method is an improvement of the classical statistical design approach employing constraints on in control and out of control average run lengths (ARL) since, with this approach, there is a substantial probability that the actual run length in control may be too small. In addition, using the ARL approach may result in an actual out of control run length that is too large. Some numerical examples illustrate the efficacy of this design method.
Control charts are the important tools for monitoring a stable process to see if an assignable cause has impacted the process. This is labelled Phase II use in statistical process control. In Phase I, one wishes to try to estimate unknown process parameters through m available in-control samples each of size n. For a recent overview on Phase I issues and analyses, readers are referred to Jones-Farmer et al. [11] ARL is the usual measure of control charts performance. When the process is in the incontrol state, we would like no alarm to be triggered from a control chart and so we wish the in-control ARl to be large. The usual Shewhart control charts have an in control ARL=370.
When an assignable cause of poor quality occurs, we wish to detect this rapidly. The speed at which control charts detect an assignable cause can be measured by the out-of-control ARL, or ARL1 Considerable attention has been given to the effects of parameter estimation on the ARL0 measure. Several authors have contributed to this topic, see for example, Chen [22&33] , Braun [44] , Jones et al. [55] , Albers and Kallenberg [66] , Chakraborti and Human [77&88] , Bischak and Trietsch [99] , Testik [1010] , Castagliola et al. [1111&1212] , and Castagliola and Wu [1313] among others.
For thorough literature reviews on the impact of parameter estimation on the performance of different types of control charts, readers are referred to Jensen et al. [1414] and Psarakis et al. [1515] .
Since different Phase I data sets give different process estimates, different practitioners or different sampling times will yield different conditional ARL values. Thus, there is a sampling distribution variation in the ARL values. Let AARL and SDARL be the average and standard deviation of the ARL distribution among different users, respectively. Most researchers advised practitioners to estimate parameters based on m Phase I samples each of size n such that AARL0 is close enough to B. For example, Quesenberry [1616] concluded m=400/(n-1) Phase I samples guarantees the desired in-control performance, however, recent studies showed that SDARL0 can be so large that the desired ARL0 value cannot be guaranteed only with enormous number of Phase I samples (e.g., m=3000 or even higher). Jones and Steiner [1717] are the first to recognize the importance of the SDARL0 metric in determining the amount of Phase I data. Of course, small SDARL0 values mean that the ARL0 values will be close to the desired value B. Zhang et al. [1818&1919] , Lee et al. [2020] and Faraz et al. [2121] showed that only considering the AARL0 measure can give misleading conclusions and it is common to have an AARL0 value close to the desired ARL0 value, but with very large SDARL0 values.
The findings imply a need for alternative techniques for constructing control charts based on practical amounts of Phase I data.
The bootstrap method has become appealing because computing has become fast and inexpensive (Teyarachakul et al. [2222] ). Recently, Jones and Steiner [1717] and Gandy and Kvalϕy [2323] applied the bootstrap method to adjust control limits' thresholds such that the desired incontrol performance is guaranteed with a certain probability (1 ) among practitioners. For example, the adjustments ensure that 90% of the constructed control charts would have ARL0 values greater than or equal to B=370. Faraz et al. [2121] extended this approach to the S 2 chart, respectively. The proposed approach is effective, accurate and practical and therefore should be encouraged in practice.
In this paper, we adjust the control limits of np-charts based on the bootstrap method., a chart perhaps second in popularity only to the Xbar chart..
The paper is organized as follows: In Section 2, we review the np-control chart with estimated parameter. In Section 3, we study the sampling distribution variability when assessing the np-chart in terms of the AARL0, SDARL0, and some percentiles of the ARL0 distribution. In Section 4, we adjust the control limits and compare the in-control performance of the adjusted charts with the classical np-chart. Finally,some concluding remarks and future research possibilities are given in the last section.
np-Control Charts with Estimated Parameters
Consider a stable production process with in-control nonconforming probability p0, and that successive products are independent. Now suppose that a random sample of size n is selected and random variable X counts the number of nonconforming items. Then, X follows a binomial distribution with parameters n and p0; i.e; X ~ Bin (n, p0). In practice, the parameter p0 is usually unknown and therefore, it must be estimated from an available Phase I data set. Let , ,…, be the number of nonconforming items for the m initial samples each of size n. Then the MLE estimator of parameter p0 is calculated as follows (See, Montgomery [2424] ):
where is the fraction nonconforming for the sample j. Note that
The estimated classical control limits for monitoring the number of nonconformities over time then are calculated as follows:
where is the desired percentiles of the standard normal distribution. However, if 0, the should be adjusted to ̅ z ̅ 1 ̅ . At level 0.0027, we have K=2.78 if 0, and K=3 otherwise.
In the following, we derive alternative control limits for the np charts by using the cumulative distribution function (CDF) of the binomial distribution with the desired false alarm rate. Here, we adjust the control limits so that the in-control ARL is at least the desired value and the false alarm probability is split as equally as possible between the two sides of the chart.
At what follows, F -1 ( , n, ) stands for the inverse CDF of a binomial distribution at point with parameters n and .
In Phase II, since the number of nonconformities follow , and the chart limits are estimated, the ARL0 of the np-chart becomes a random variable. However, the conditional ARL0 given the estimate ̅ can be calculated as follows:
where F(x, n, ) stands for the cumulative distribution function of the binomial distribution at point x with parameters n and . For example, suppose we have n=50, p0=0.01 and 0.0027. The classical control limits are calculated using Equation (2) as 0 and 2. Using equation (4), the false alarm probability is then 0.01382 and the ARL0 is in fact 72.37.
Using the alternative control limits given in (3), we have 0 and 3 and it yields a false alarm rate of 0.0016 and an in-control ARL of 626.50. Hereafter, we shall use the alternative control limits due to their better in-control performance. In the next section, we study the estimation effect on the alternative control limits.
The AARL and SDARL measures
Equation (1) [Insert Tables 3 and 4 here.] Tables 1 and 2 give the results for α=0.0027 and they show no specific pattern. However, the results are interesting when α=0.005. The rule of thumb is that the ARL0=200 is guaranteed with probability 75% by alternative control limits, i.e, Pr(ARL0>200)=75%. However, if one wants to design the np-charts such that Pr(ARL0>200)=90% then at least m=75 samples are 6 needed or the control limits should be adjusted. However, there are some exceptions where even m=25 samples are enough to have Pr(ARL0>200)=90%. For example for the case m=25, p0=0.01
and n=100, we get AARL0=799.76, SDARL0=1099.36 and 90% of practitioners would have an in-control ARL value greater than 291.53 which is bigger than the desired value 200.
In the next section, we use the bootstrap method to adjust the control chart limits to guarantee desired in-control performance with probability (1 ) when the number of Phase I samples is limited.
The adjusted limits for the np charts
In this section, we apply the bootstrap method to obtain the control limit threshold of attribute control charts such that the conditional in-control ARL meets or exceeds the specified value with a certain probability. The bootstrap algorithm is summarized as follows:
1-Given a Phase I data set, use equation (1) to estimate the process parameter ̅ .
and where D is a large number, e.g., D = 500.
3-For each bootstrap np-chart, construct the alternative limits at level of as follows: Consider the case where p0=0.1, m=25, n=50 and α=0.0027. Table 2 shows that no practical amount of Phase I samples can guarantee the in-control performance with probability 90%. Hence, the control limits should be adjusted. We then compare the incontrol performance of the np-charts with and without adjustments for 500 different practitioners. First, for each given Phase I data set we estimate the process parameter using Equation (1) . The alternative control limits and the conditional ARL0 are then calculated using Equations (3) and (4), respectively. Second, for each given Phase I data set we adjust the control limits using the bootstrap algorithm given in section 4. The ARL0 for the adjusted charts is then calculated. Figure 1 illustrates the boxplots of the ARL0 distributions for the np-control charts with and without adjustment. These results indicate that approximately 90% of the adjusted control charts meet the desired in-control performance while almost 50% of the np-charts without adjustment have poor in-control performance. Now consider the same case but with ARL0 = 200. [Insert Figure 1 here.]
It is worth mentioning that repeating the bootstrap method for a given Phase I sample gives different results which we call the within Phase I sample variation. Moreover, different results may be given for different Phase I samples, which we call the between Phase I sample variation.
Faraz et al. (2015) proposed that one run the algorithm for a certain number of times, e.g., r = 1000 times, and then use the average as the final threshold. For example, Table 5 gives the suggested upper and lower thresholds for r = 10,000 different Phase I samples and for different values of m, n, p and α.
[Insert Table 5 here.]
The results indicate that the bootstrap method perfectly estimates the np-chart's thresholds when the parameter is unknown. These limits can be used by practitioners as a standard guide to adjust the alternative control limits such that the in-control performance is guaranteed with probability 90%.
Concluding Remarks and further research
In our paper, the in-control performance of the np -charts with alternative control limits and with estimated parameters are evaluated using the AARL0 and SDARL0 metrics. Additionally, we applied the bootstrap method to adjust the upper and lower thresholds such that the ARL0 takes a value greater than the desired value with a certain probability. This approach can be extended to guarantee the in-control performance of the other type of attribute control charts such as the Cornish-Fisher corrected p-chart (Joekesa and Barbosab [2525] ), the AFV-chart (Haridy et al [2626] ) and the MON-chart (Wu and Jiao [2727] ). 
