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Relations similar to work and exchange fluctuations have been recently derived for open systems dynamically
evolving in the presence of an ancilla. Extending these relations and constructing a non-equilibrium Helmholtz
equation we derive a general expression for the energetic and entropic changes of an open quantum system un-
dergoing a nontrivial evolution. The expressions depend only on the state of the system and the dynamical map
generating the evolution. Furthermore our formalism makes no assumption on either the nature or dimension
of the ancilla. Our results are expected to find application in understanding the energetics of complex quantum
systems undergoing open dynamics.
Introduction.— Entropy production is instrumental in the
analysis of many non-equilibrium effects in different branches
of physics and is key to the proper evaluation of the efficiency
and performance of thermodynamic devices [1]. The thermo-
dynamics of general open quantum systems is a mature and
ongoing research program. Many results have been obtained
in the case of weakly coupled and slowly driven systems
where the dynamics is well described by Markovian master
equations [2–5] and in particular microscopic expressions for
the entropy production are known [6].
One way to describe the thermodynamics of systems where
thermodynamic (and quantum) fluctuations cannot be ignored
is by using the work and exchange fluctuation relations which
have been demonstrated in the classical domain experimen-
tally [7–9, 21]. The fluctuation relations, extended to the
quantum mechanical domain [11, 12] are a promising route
to understand the thermodynamics of small quantum systems
which are operating under non-equilibrium conditions. Re-
cent work has demonstrated that the fluctuation formalism is
a tangible route for the experimental exploration of quantum
thermodynamics [13–17].
With the surge of interest in the thermodynamics of quan-
tum systems and the development of quantum fluctuation re-
lations research has been directed to microscopic expressions
for entropy production [18, 19]. Nevertheless extension of
the fluctuation formalism to the open quantum system frame-
work leads to some difficulties without making some fairly
restrictive assumptions [2, 20]. A recent series of papers
have analyzed fluctuation-like relations from the operational
viewpoint employing the full machinery of completely pos-
itive and trace preserving (CPTP) maps [21–27] which are
ubiquitous in quantum information. It was found that fluc-
tuation relations, of the standard form, can be derived if the
map generated by the open dynamics obeys the unital condi-
tion. This has been connected to the breakdown of the “micro-
reversibility” for non-unital quantum channels. At first sight
it appears problematic to describe a thermodynamics for the
most general type of evolution of a quantum system.
In this work we show how the fluctuation-like relations de-
rived with CPTP maps maybe used in order to connect di-
rectly with the thermodynamic laws. Using the relations we
show that the energy change of an open quantum system can
be divided up into different terms each with its own opera-
tional meaning. Furthermore, we construct a non-equilibrium
Helmholtz equation and by combining with the fluctuation re-
lations we find a general law for the entropy change of an open
system which crucially only depends on the system state and
map generating the dynamics.
Thermodynamic of open processes.— When a open sys-
tem reaches equilibrium it will be in a thermal state at inverse
temperature β. This is the zeroth law of thermodynamics. The
free energy of the system and its non-equilibrium entropy are
defined using the reservoir as a reference. The fist law of
thermodynamics generalised to a non-equilibrium thermody-
namic transformation [18] reads
∆U = 〈W〉+ 〈Q〉 with 〈W〉= ∆F+ 〈W〉diss, (1)
here ∆U is the internal energy change, 〈W〉 is the average
work done and the 〈Q〉 is the average heat exchanged, and
the average work can be divided into the equilibrium free en-
ergy change ∆F and the dissipated work 〈W〉diss. The second
law of thermodynamics is expressed as
∆S = β〈Q〉+ 〈Σ〉, (2)
where ∆S is the change of entropy induced by the thermody-
namic transformation and 〈Σ〉 is the average irreversible en-
tropy produced. The quantities in these laws maybe related to
the average of distributions which are typically used to formu-
late various fluctuation relations [11].
Suppose our system is isolated and initially in equilibrium
with the reservoir at inverse temperature β. Then an ancilla
comes along and exchanges energy with the system, this is
illustrated in Fig. 1. In general, some work may be performed
on the system as well some heat may be dissipated during this
interaction. This is the generation of the open dynamics for
the mesoscopic system and we stress that we are not fixing the
Hamiltonian of our system–it may change and therefore both
heat and work processes occur in the system. In fact, for now,
we give up the ability to differentiate between them and will
only talk about the average change in internal energy of the
system induced by the overall open thermodynamic process.
As is customary in the derivation of fluctuation relations let us
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2FIG. 1. The forward open process. The system (green line) is initially
in a thermal state ρeq of Hamiltonian H. An ancilla (purple line)
comes along and exchanges energy with the system. The initial state
of the ancilla can always be taken to be |0〉. However, it can be
taken be the maximally mixed state when the map is unital. The
whole exchange, shown in the dotted oval, is described by the map
Λ. While the system is interacting with the ancilla, its Hamiltonian
is also changed to H ′. The final state of the system is ρ′.
define initial and final equilibrium states.
ρeq =
1
Z∑m
e−βEm |Em〉〈Em| and
ρ′eq =
1
Z′∑m
e−βE
′
m |E ′m〉〈E ′m|. (3)
Let us assume we have a generic open process which is de-
scribed by a completely-positive trace-preserving map
Λ(ρ) =∑
l
Al ρA†l = trA [Uρ⊗|0〉〈0|U†] = ρ′, (4)
where Al = 〈l|U |0〉. A CPTP maps is trace preserving if
∑l A
†
l Al = 1 and it is unital (Λ(1 )= 1 ) if and only if∑l AlA
†
l =
1 , but we are not assuming the last condition. For a generic
map the state of the ancilla can be taken to be a pure state
|0〉 [28]. However, for unital maps the ancilla can be taken to
be the maximally mixed state.
Forward distribution and Jarzynski equality.— We can
compute a distribution of change in energy for such a CPTP
process. The process (which we now call ‘forward’ process
for reasons which will become clear) can be any form of
thermodynamic process ranging from adiabatic dynamics to
highly out of equilibrium dynamics. We are interested in the
distribution of internal energy induced by the process which
is given by
PF(∆U) =∑
lmn
〈E ′n|Al |Em〉〈Em|ρeq|Em〉〈Em|A†l |E ′n〉
×δ(∆U− (E ′n−Em)). (5)
The distribution comes from three steps: We first measure
which energy-eigenstate the system; then we evolve it via
the map Λ; and finally we measure the corresponding distri-
bution of energies of H ′. The distribution can be shown to
be a normalized:
∫
d∆UPF(∆U) = 1, see Appendix for de-
tails. The first moment of this distribution is the change in
internal energy which enters in the first law above: ∆U =
tr(H f ρ′)− tr(Hiρeq).
It is illustrative to derive a Jarzynski-like equality [8] on
the distribution of energy changes of the open system in line
with [22–27]. We stress that here we are looking at the dis-
tribution of internal energy changes and this cannot be associ-
ated the “work” in general as we are allowing for both “heat”
and “work” process to occur simultaneously. We stress that
the distribution of energy is expected not to obey a fluctu-
ation relation as pointed out by Talkner et al. [29]. How-
ever, as pointed out in [22, 24–27] relationships bearing the
same mathematical form as fluctuation relations can be de-
rived providing the map has what is known as the unital prop-
erty (this means that the identity is a fixed point). Interestingly
this seemingly simple property has surprising and profound
thermodynamic repercussions, see also [30] for an alternative
view.
The derivation of the Jarzynski-like equality on the energy
distribution is given in the Appendix and reads:
〈e−β∆U+β∆F〉=tr
[
∑
l
AlA
†
l ρ
′
eq
]
:= γ := e−βX. (6)
From this we can easily see that a Jarzynski-like relation
holds, that is, when the channel is unital we have ∑l AlA
†
l = 1
and therefore γ= 1.
Backward distribution and Crooks’ relation.— We now
turn towards the Crooks relation [21]. For this purpose we
need to define a reverse or “backward” process (see Fig. 2
for an illustration). When the forward process is unital, the
backward process can be any trace preserving process. This
is because the initial state of the ancilla is can be taken to be
maximally mixed, i.e., any possible state and consequently the
backward process does not have to yield a specific state of the
ancilla at the end of the backward process.
When the forward process is non-unital, the initial state of
the ancilla cannot be fully mixed. Therefore, the correspond-
ing backward process must yield the initial state of the ancilla
at the end of the backward process. More precisely, we may
define the backward process as
Γ˜(ρ′) =∑
l
B†l ρ
′Bl = 〈0|V †ρ′⊗ IAV |0〉= ρ˜ (7)
with the restriction tr[∑l BlB
†
l ρ
′
eq] = γ. That is, we start the
system in the thermal state of H ′ at inverse temperature β
and we let the state of the ancilla be anything, i.e., maximally
mixed. We then let the system and ancilla interact and mea-
sure the ancilla in state |0〉, otherwise discard the process (see
Fig. 3). The global unitary operations are redistricted such that
ancilla winds up in state |0〉 with probability γ/dA . The pro-
jection of the ancilla onto state |0〉 guarantees that the ancilla
is back in the state it started at the beginning of the forward
process.
The process given in Eq. (7) is very general and it encom-
passes the case where the forward process is unital. The tilde
denotes that the process is not trace preserving and therefore
3FIG. 2. Crooks’ setup. To derive the Crooks’ relation we consider the
following setup. The forward process, generated by a completely-
positive trace-preserving map, is shown on the top (in red). The
backward process, generated by a completely-positive but not trace-
preserving map, is shown on the bottom (in blue). Both processes
are broken up into an isothermal process ρeq → ρ′eq, and process at
a constant Hamiltonian, i.e., ρ′eq→ ρ′ at constant H ′ and ρeq→ ρ˜ at
constant H.
the output is not a unit-trace matrix. Since the forward pro-
cess is trace preserving, the backward process is unital. If
the forward process is unital then the backward process would
preserve trace. The distribution of energy changes in the back-
wards process is
P˜B(−∆U) =∑
lmn
〈Em|B†l |E ′n〉〈E ′n|ρ′eq|E ′n〉〈E ′n|Bl |Em〉
×δ(∆U− (E ′n−Em)), (8)
where we have used δ(−x− (y− z)) = δ(x− (z− y)). For
the normalisation of the backwards distribution we find∫
d∆U P˜B(−∆U) = γ. The backwards distribution is only a
proper normalised probability distribution if the forward chan-
nel is unital. The Jarzynksi equality holds for the backward
process: 〈eβ∆U−β∆F〉= 1 (see Appendix for details).
If the dynamics of the forward process is non-unital then
the backward distribution does not constitute a valid proba-
bility distribution and one maybe attempted to abandon the
framework. However at this point we turn the mathematical
manipulations in order to impose consistency at the level of
the thermodynamic laws. As a first step, let us simply renor-
malise the energy distribution for the backward process such
that
PB(−∆U) := P˜B(−∆U)γ . (9)
By a simple manipulation of the above expressions we find
the Crooks’ relation
PF(∆U)
PB(−∆U) = e
β∆U−β∆F−βX. (10)
Its reciprocal is obtained by cross-multiplying.
FIG. 3. The backward open process. The system (orange line) is
initially in a thermal state ρ′eq of Hamiltonian H ′. Since the back-
ward process is unital the ancilla (blue line) is allowed to be in any
state, which is on average maximally mixed. The system and the an-
cilla exchanges energy, shown in the dotted oval, is described by the
map Γ˜. While the system is interacting with the ancilla, its Hamil-
tonian is also changed to H. The ancilla is then projected onto state
|0〉, which guarantees that the ancilla is back in the state it started at
the beginning of the forward process. When this happens the final
unnormalised state of the system is ρ˜.
Excess energy.— The first expression is of the same mathe-
matical form as the Crooks relation for work distributions with
unitary dynamics with the addition of the X quantity. One of
the profound consequences of the standard Crooks relation is
that it shows that the average dissipated work can be related
to the relative entropy between the distributions. As we are
now dealing with an open dynamics and have not divided the
heat and work contributions the concept of dissipated work is
ambiguous but it is nevertheless interesting to see if the rel-
ative entropy between distributions has any meaning. Tak-
ing the log of the first equation and integrating with respect
the forward distribution gives us: K[PF(∆U)‖PB(−∆U)] =
β(∆U− ∆F−X) where K is the classical relative entropy
or Kullbach-Liebler divergence K[PF(∆U)‖PB(−∆U)] =∫
d∆UPF(∆U) log(PF(∆U)/PB(−∆U)). Rearranging we get
the following interesting relationship for the average internal
energy change of an open quantum system
∆U = β−1K[PF(∆U)‖PB(−∆U)]+X+∆F. (11)
This expression constitutes a central result of our paper. The
equation is consistent with what is already known. Suppose
our map is a unitary operation, then the map is trivially unital
and therefor X = 0. In addition in the unitary case no heat
is exchanged with the bath and the average internal energy
change can be associated with the average work 〈W〉 = ∆U,
in this case we see that the relative entropy term plays the role
of the average dissipated work. For open dynamics that is de-
scribed by a unital map, again X = 0 here we may interpret
the relative entropy term as the energetic dissipation to the an-
cilla. Turning the most general non-unital case it is clear that
now the X is nonzero and is related to both the process and the
final equilibrium state of the system in the virtual isothermal
process – most importantly it is a term which can be either
negative or positive. Consider the generalised first law given
4as Eq. (1) one can say that the average contribution to the en-
ergy change which is not the free energy difference is
〈E〉excess =β−1K[PF(∆U)‖PB(−∆U)]+X
=〈W〉diss+ 〈Q〉. (12)
For unital process this term is always positive, non-unital dy-
namics therefore can lead to an energy excess which can be
negative, this is related to the environment being allowed to
perform work on the system in this case thus leading to pro-
cess whereby the von Neumann entropy of the system may de-
crease (only non-unital channels allow this decrease, a phys-
ical example of this is cooling which by definition requires
a non-unital channel). We now turn towards the issue of the
entropy change.
Non-equilibrium Helmholtz equation.— One of the cor-
nerstones of equilibrium thermodynamics is the Helmholtz
equation which states
U = F+β−1S, (13)
where is U is the internal energy, F is the equilibrium free
energy and S is the entropy consistent with Eqs. (1) and (2).
We stress here the fact that the von Neumann entropy and the
thermodynamical entropy can only be equated when the sys-
tem under scrutiny is in thermodynamic equilibrium.
In quantum mechanics the internal energy is given by
tr[ρH]. With a little manipulation we get
U =tr[ρH] =−β−1tr
[
ρ log
(
e−βH
)]
=−β−1tr
[
ρ log
(
e−βH/Z
)]
−β−1tr [ρ log(Z)]
=−β−1tr [ρ log(ρeq)]+F (14)
where Z = tr[e−βH ] and F = −β−1tr [ρ log(Z)] is the equilib-
rium free energy. Let us define the first term in the last equa-
tion as a non-equilibrium entropy
S =− tr [ρ log(ρeq)]−SV (ρ)+SV (ρ)
=SR(ρ‖ρeq)+SV (ρ), (15)
where SV (ρ) =−tr[ρ log(ρ)] is the von Neumann entropy and
SR(ρ‖σ)=−tr[ρ log(σ)−ρ log(ρ)] is the quantum relative en-
tropy. Note that the relative entropy term goes to zero if and
only if the system is in thermal equilibrium and S is equivalent
to the von Neumann entropy. Given the consistency of S with
Eq. (1), Eq. (2) and Eq. (13) we suggest that it is the correct
entropy to use for a generic non-equilibrium transformation
on a thermal state.
Recalling again the first and second law and using the non-
equilibrium Helmholtz equation we have ∆U = β−1∆S+∆F.
Now taking Eq. (11) we obtain
∆S =β〈W〉diss+β〈Q〉
=K[PF(∆U)‖PB(−∆U)]+βX. (16)
The result is a microscopic expression for the entropy change
of a quantum system which only depends on the system state
and the dynamical map Λ. This law is the second central re-
sult of our work. One maybe tempted to equate the dissipated
work with the Kullback-Liebler divergence and X with the
heat exchange. However, this cannot be true since for unital
process heat is non-vanishing, but X = 0. When the dynam-
ics is unital we see that this entropy change is positive and
also that it maybe calculated via the relative entropy between
the energy distribution of the process and the corresponding
backwards distribution. In the non-unital case we see that the
X term comes into play and may become negative and we
get the clear picture that non-unital channels can lead to a en-
tropic decrease in the system. Physical examples of this in-
clude cooling, some erasure protocols and spontaneous emis-
sion.
Lastly, it is interesting to note the change of information
theoretic (von Neumann) entropy:
∆SV = K[PF(∆U)‖PB(−∆U)]+X−SR(ρ′‖ρ′eq). (17)
Suppose we have a closed system, then the heat exchange
〈Q〉 = 0 and we can ascribe the change of internal energy to
work and hence P(∆U) = P(W). In addition the map gen-
erating the dynamics is unitary and by default unital such
that X = 0. Furthermore, in this case ∆SV = 0 due to uni-
tarity and we arrive at the known result that β〈W〉diss =
K[PF(∆U)‖PB(−∆U)] = SR(ρ′‖ρ′eq) [18].
Conclusion.— In this work we have formulated and anal-
ysed fluctuation-like relations on the distribution of energetic
changes of an open quantum system undergoing evolution de-
scribed by a completely positive and trace preserving map.
For non-unital channels the backward energy distribution is
not normalised. By renormalising the distribution and deriv-
ing a relation which is mathematically similar to the Crooks
relation we were able to derive interesting expression for the
energy and entropic changes. These expressions divide both
the energetic and entropic changes into terms which are re-
lated to specific details of the microscopic dynamics. We be-
lieve that this division maybe useful in order to analyse in de-
tail the energetics of complex quantum systems.
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Appendix.— Normalization of the forward process:∫
d∆UPF(∆U) =
∫
d∆U∑
lmn
δ(∆U− (E ′n−Em))〈E ′n|Al |Em〉〈Em|ρeq|Em〉〈Em|A†l |E ′n〉
=∑
lm
〈Em|A†l ∑
n
|E ′n〉〈E ′n|Al |Em〉〈Em|ρeq|Em〉=∑
m
〈Em|∑
l
A†l Al |Em〉〈Em|ρeq|Em〉
=∑
m
〈Em|ρeq|Em〉= tr[ρeq] = 1. (18)
Jarzynski for forward process:
〈e−β∆U+β∆F〉=
∫
d∆UPF(∆U)e−β∆U+β∆F =
∫
d∆U∑
lmn
〈E ′n|Al |Em〉〈Em|ρeq|Em〉〈Em|A†l |E ′n〉δ(∆U− (E ′n−Em))e−β∆U+β∆F
=∑
lmn
〈E ′n|Al |Em〉
e−βEm
Z
〈Em|A†l |E ′n〉e−βE
′
neβ∆F =∑
ln
〈E ′n|Al |∑
m
Em〉〈Em|A†l |E ′n〉
e−βE ′n
Z′
eβ∆F
Z′
Z
=∑
ln
〈E ′n|AlA†l |E ′n〉
e−βE ′n
Z′
= tr
[
∑
l
AlA
†
l ρ
′
eq
]
= γ= e−βX. (19)
For the normalisation of the backwards distribution we find∫
d∆UPB(−∆U) =
∫
d∆U∑
lmn
〈Em|B†l |E ′n〉〈E ′n|ρ′eq|E ′n〉〈E ′n|Bl |Em〉δ(∆U− (E ′n−Em))
=∑
ln
e−βE ′n
Zn
〈E ′n|Bl |∑
m
Em〉〈Em|B†l |E ′n〉= tr
[
∑
l
BlB
†
l ρ
′
eq
]
. (20)
Jarzynski for backward process: derive a Crooks like relation let us first prove the following result:
〈eβ∆U−β∆F〉=
∫
d∆UP˜B(−∆U)eβ∆U−β∆F =
∫
d∆U∑
lmn
〈Em|B†l |E ′n〉〈E ′n|ρ′eq|E ′n〉〈E ′n|Bl |Em〉δ(∆U− (E ′n−Em))eβ∆U−β∆F
=∑
lmn
〈Em|B†l |E ′n〉
e−βE ′n
Z′
〈E ′n|Bl |Em〉eβE
′
n−βEm−β∆F =∑
m
〈Em|∑
l
B†l |∑
n
E ′n〉〈E ′n|Bl |Em〉
e−βEm
Z
e−β∆F
Z
Z′
=∑
lmn
〈Em|Em〉e
−βEm
Z
= 1. (21)
