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Abstract 
Our aim is to give a proof of the Melvin-Morton Conjecture-the “truncated” Jones polynomial 
is equal to the reciprocal of the Alexander polynomial-in terms of techniques from knot and 
graph theory. In this paper, we show that the Melvin-Morton Conjecture holds for 3-braids. The 
techniques developed in this paper form a basis for a proof of the Melvin-Morton Conjecture for 
all braids, which we will discuss in a subsequent paper, Part II. 0 1998 Elsevier Science B.V. 
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0. Introduction 
The Alexander polynomial has been a cornerstone of knot theory for many years. In 
the 198Os, the introduction of the Jones polynomial seemed to usurp the importance of 
the Alexander polynomial to knot theory. Although, since its discovery, research into the 
Jones polynomial has been extensive, in fact, this research rather than supplanting the 
Alexander polynomial seems to have complemented it. This is borne out by what has 
come to be known as the Melvin-Morton Conjecture. 
The version of the Melvin-Morton Conjecture that we shall consider states that the 
“truncated” coloured Jones “polynomial” (in fact, this polynomial is a power series) is 
equal to the reciprocal of the Alexander polynomial (with eh substituted for the indeter- 
minate t), i.e., 
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Melvin-Morton Conjecture [4]. Suppose K is a knot. If Jk(h) is the truncated Nth-order 
Jones “polynomial” and AK(eh) is the Alexander polynomial with t = eh then 
Jx(h)AK(eh) = 1. 
The proof that we will give differs from other existing proofs, see [ 1,2], in that we shall 
introduce a new set of Boltzmann weights and then apply graph-theoretical techniques 
to solve the conjecture. 
The essential results that we will prove are Proposition 3.5 and 4.2, due to the pre- 
liminary notation required to make these two propositions intelligible, we will not state 
these two propositions at this juncture. 
The outline of this paper is as follows. In Section 1 we shall discuss, in an abstract 
way, the states model interpretation of a link invariant and more concretely apply this 
approach to the Alexander polynomial. 
The essential part of defining a link invariant from a states model is to be able to find 
what are termed Boltzmann weights. In the cases of the Alexander and Jones polynomials 
these Boltzmann weights are well known. For the proof of the Melvin-Morton Conjecture 
we shall introduce, in Section 2, a new set of Boltzmann weights. 
In Section 3, we shall introduce the concept of an elementary c-state (e-state) and lay 
the groundwork, from graph theory, that is necessary to prove the conjecture. Section 4 
will be devoted to the necessary steps for the proof of the conjecture. The proof centers 
on proving Proposition 4.2, which we will be prove for 3-braids in Section 5 and for 
all braids in the subsequent paper, Part II. (For 2-braids, the conjecture can be proven 
directly by a rather lengthy but not unnecessarily complicated calculation. However, once 
the conjecture is proven for 3-braids there is no longer a necessity to prove the conjecture 
for 2-braids.) 
1. Link invariants via states models 
Let K be an oriented knot and DB be an n-braid that represents K. We can in a natural 
way close Dn by adding n closure strands, see Fig. l(b), we shall denote the closed braid 
by 6~. By removing the left-most closure strand of Da, we can form a (1, I)-tangle, Dr, 
see Fig. l(c). 
We shall denote the set of all crossing points and edges of Dn by c(DB) and e(Dn), 
respectively. We can define similar sets for 6~ and Dr. 
A state, s, on Da is defined by the map 
S:@B) --) @iv 
where N is a nonnegative integer and 0 N is the set (0, 1, . . . , N}. In the sequel s by 
abuse of notation will represent both the map and the given state. The nonnegative integer 
assigned to an edge, by the map s, is usually called a state variable. We shall assume 
that the state variables on a top free end and on the corresponding bottom free end of 
Dn are equal. Hence, in a natural way, we may extend s to 6n and Dr. 
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Fig. 2. 
Once a state has been assigned then at each crossing point each of the four edges will 
have a state variable assigned to it. We may assume that at a particular crossing point 
a, b, c, d are the state variables assigned to the four edges, see Fig. 2. 
At such a crossing point there is a Boltzmann weight assigned to the crossing point, 
at present abstractly, R+(ablcd) in the positive case (Fig. 2(a)), and R_ (ablcd) in the 
negative case (Fig. 2(b)). We assume that the Boltzmann weights are elements of a 
commutative ring with identity, R. 
Suppose, now, that a state s has been assigned to Da, then each crossing point has a 
Boltzmann weight associated with it, this allows us to define q& (s) as 
TDB cs) = n h (4~) (1.1) 
c(DB) 
where the product is taken over all crossing points c(Dn) of Dn. 
As has become common, we shall call a state s a contributing state (and abbreviate it 
to c-state), if 
TDs cs) # 0. (1.2) 
Further, a c-state is a trivial state if each edge has assigned to it the state variable 0. 
If, for a given c-state s on Da, the ith closure strand has the state variable, say CQ, then 
in similar vein as to the product of Boltzmann weights, we can define another product, 
q$s)> by 
o&(s) = fi f(%) (1.3) 
i=l 
where, at present, f(oi) is an element of 2, s is a fixed c-state and 6, is a closed 
n-braid. 
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It is well known [3,5,6] that under certain conditions (i.e., the existence of a Yang- 
Baxter operator, see Section 2) the following function, called the partition function, 
ZD, = c Q, (sbEB cs) (1.4) 
is a regular isotopy invariant of K, where the sum is taken over all c-states. 
For the link invariants in this paper, however, it is sufficient for the sum to be taken 
over all c-states of a (1, I)-tangle, D r, with the same state variable, 0 say, assigned to 
the two free ends. In a similar way to the braid case (1.4), we may write down a partition 
function for Dr, namely, 
(1.5) 
where q,(s) = 7’rnB (s) and ok(s) = ny=, f(&) and the sum is taken over all c-states 
cvz Dr with the stipulation that the two free ends of this tangle have the same state 
variable assigned to them. We can assume that the state variable on the two free ends 
is 0. 
For the particular case of the Alexander polynomial, a set of Boltzmann weights and 
f(ai) are known. Hereinafter, we shall assume that R = Z[t*“/*]. 
Definition 1.1 (Boltzmann weights for the Alexander polynomial). If a, b, c, d E (0, 1) 
and they are assigned as in Fig. 2, then to each positive crossing point we may associate 
a Boltzmann weight 
R(*)(ablcd)(t) = (-l)bdt(b+d)/2(1 -t)” + 
if a + b = c + d and a 3 d, and zero in all other cases, where Ic = a - d = c - b. While, 
to each negative crossing point we may associate a Boltzmann weight 
R?‘(ablcd)(t) = Ry)(bnidc)(t-‘) = (-l)ac+kt-(b+d)/2(1 -t)” 
if a + b = c + d and d 3 a, and zero in all other cases. Note, for the negative Boltzmann 
weights k = d - a = b - c. 
Definition 1.2. If the ith closure strand has the state variable 0 (respectively 1) assigned 
to it, then f(*)(O) is t’/* and f(*)(l) is -t’/*. 
The system defined in Definitions 1.1 and 1.2, in fact, leads to a link invariant. 
Theorem 1.3. Suppose that K is un oriented knot (or link) and Dr is the (1, I)-tangle 
associated to some braid representation of K. Then with the Boltzmann weights of Deji- 
nition 1.1 and the f (cq) of Definition 1.2 the following partition function 
g’(t) = c 7g’(s)cg)(s) (1.6) 
is an invariant of regular isotopy, where the sum is over all c-states of Dr with the fied 
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state variable 0 on the free ends. Further; 
t-w(W2@ (t) 
is a link invariant, where w(Dr) is the writhe of Dr. 
(1.7) 
This invariant has been shown to be equivalent to the Alexander polynomial, so we 
shall denote the link invariant (1.7) by AK(~). 
2. Boltzmann weights for the truncated Jones polynomial 
In order to introduce a link invariant from a partition function, we must first of all 
find a system of Boltzmann weights and f(oi). Then, if we can show that this system 
forms an enhanced Yang-Baxter operator, see Remark 2.11, the partition function can 
be proven to be an invariant of regular isotopy, which we may extend to an invariant of 
ambient isotopy, i.e., a link invariant. 
In the previous section, we exhibited a system that leads to the Alexander polynomial. 
Due to the work of Drinfel’d, there are known to be numerous such systems, however, 
in this section we would like to concentrate on one specific system, which was also 
independently derived via statistical mechanics [7]. This system leads to what has become 
known as the Nth-order (coloured) Jones polynomial, since the system leads to an infinite 
set of link invariants with the base link invariant the “original” Jones polynomial [3], 
i.e., the case N = 1. 
Definition 2.1 (Boltzmann weights for the Nth-order Jones polynomial [3,7]). If N is a 
nonnegative integer and if a, b, c> d E (0, 1: , N} then a set of positive Boltzmann 
weights is given by 
(2.1) 
if a + b = c + d and a 3 d, and zero otherwise, where /C = a - d = c - b. In (2.1), 
(t; 71) = (1 - t) (1 - t2) . . (1 -t”) (we define (t; 0) = 1). The negative Boltzmann weights 
are given by 
R!‘N’(ablcd)(t) = R:‘;N)(baldc) (t-l). (2.2) 
Usually N is called the colouring number. 
Definition 2.2. If the colouring number is N and the ith closure strand has the state 
variable m E (0, 1, . . , N} assigned to it then 
f(J;NQ) = tm-N/2 
(2.3) 
It is well known that the system described in Definitions 2.1 and 2.2 leads to a link 
invariant. 
302 B.I. Kurpita, K. Murasugi / Topology and its Applications 82 (1998) 297-316 
Theorem 2.3 (The Nth-order Jones polynomial [3,7]). Suppose that K is an oriented 
knot (or link) and Dr is the (1, I)-tangle associated to some braid representation of K. 
Furthel; suppose that N is the colouring number Then with the Boltzmann weights of 
Definition 2.1 and the f (J;N) (ai) of Definition 2.2 the following partition function, 
Z(J;N)(t) = c *g”’ (S)“gN) (s), DT (2.4) 
is an invariant of regular isotopy where the sum is taken over all c-states of Dr with 
the jxed state variable 0 on the free ends. Furthel; 
(2.5) 
is a link invariant, where w(D~) is the writhe of Dr. 
The link invariant in Theorem 2.3 is usually known as the Nth-order (or coloured) 
Jones polynomial and we shall denote it by JL”’ (t). In particular, Jg ’ (t) is the “original” 
Jones polynomial and J:‘(t) is equal to 1 for all links. The Boltzmann weights of (2.1) 
and (2.2) have been extensively studied, especially because of their connection to 3- 
manifold invariants. 
We may rewrite the right-hand side of (2.1) as 
(1 - tN-d) (1 _ tN-d-1) . . (1 _ $-a+‘) (2 6) . . 
If we substitute eh for t in (2.6), then we obtain 
e-h(ab+cd)/2 eNh(b+d)/2 ’ ceh; ‘) (1 _ e(N-d)h) (1 _ e(N-d-l)h) 
(eh; Ic) (eh; d) I 
x... x (l-e (N-a+‘)h). (2.7) 
We assume now that N is an indeterminate and a, b, c, d E N U (0). This allows US to 
expand the exponential terms in (2.7) to obtain a power series in two terms, h and N, 
which in general has the following form: 
CC 
Fc a,,,Nmhn. (2.8) 
m=O n=O 
where the coefficient a,,, can explicitly be calculated from (2.7). 
Proposition 2.4. Suppose am,n are coeflcients dejned by (2.7) and (2.8), then am,n = 0 
ifm > n. 
Proof. We may divide (2.7) into two parts: 
eNh(b+d)/2 1 _ e(N-d)h 
( )( 
1 _ eW-d-l)h ) . (1 _ e(N-a+l)h) (2.9) 
and 
[ 
1 (eh;a) 
e-h(ab+cd)‘2 m(eh;d) 1 . (2.10) 
B.I. Kurpita, K. Murasugi / Topology and its Applications 82 (1998) 297-316 303 
If we expand the exponential terms in (2.9), then it is immediate that the coefficients 
in this expansion will only contribute to the am,n when m < R. Similarly, by expanding 
(2.10), it is easy to see that the coefficients in this expansion will only contribute to the 
a m,7a when m = 0. 
Therefore, since neither (2.9) nor (2.10) has any contribution to the arn,n with m > n, 
a 7n.1, = 0. 0 
Remark 2.5. In the paper [4] by Melvin and Morton a conjecture in two parts was 
stated. One part is the Melvin-Morton Conjecture of the introduction, and the second 
part is equivalent to Proposition 2.4. 
Let us, now, restrict our intention to the coefficients a,,, for m = n, we shall de- 
note this coefficient by a,. We may explicitly calculate these coefficients by careful 
examination of (2.9) and (2.10). 
If we expand (2.10), then the expansion may be written as 
Similarly, we may expand (2.9) as 
(2.11) 
(2.12) 
The contribution from (2.11) to a, is just the constant term, namely, (“,). While the 
contribution from (2.12) is 
k times 
/ 
N(b+d)h ’ 
2 >( 
Combining these two facts, we may write down a compact form for a,, namely, 
13) 
cl 
a m= 0 d eNb+d)V 1 _ eNh)k, ( (2. 14) 
For the negative Boltzmann weights R(JiN) (ablcd)(t), it can be shown along similar 
lines that 
a, = (_l)“(~)e-“!b+dihi’(l _ e,h)“. (2.15) 
Definition 2.6 (Boltzmann weights for the truncated Jones polynomial). If a, b, c, d E 
N U (0) then a set of positive Boltzmann weights is given by 
Ry)(ab(cd)(t) = ( I)t(b+d)/z(l - t)k (2.16) 
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if a + b = c + d and a 2 d, and 0 otherwise, where iE = a - d = c - b. The negative 
Boltzmann weights are given by 
R!‘(ablcd)(t) = Ry)(baldc)(t-i) = (-l)“(;)t-(b+d)/2(l -t)‘“. (2.17) 
Remark 2.7 (The Yang-Baxter equation). The positive and negative Boltzmann weights 
in Definition 2.6 satisfy the following condition, usually called the Yang-Baxter equation, 
c R!)(ablpq)N Ri?(qcl=)(t) R!)(hw)(t) 
PA?T 
(2.18) 
where the signs are all consistent. 
In fact, by construction, the Boltzmann weights in Definition 2.6 are derived from 
the Boltzmann weights for the Nth-order Jones polynomial. It is well known that these 
Boltzmann weights satisfy (2.18) [3,7]. So, we may, in a natural way, extend this result 
to the case of the Boltzmann weights of Definition 2.6. 
Definition 2.8. If we assign to the ith closure strand the state variable m E NU (0) then 
f’J’(CY() = t- ‘/2 for all m. (2.19) 
The above definition is a consequence of (2.3). 
Remark 2.9. If a, c E W U (0) then the following two formulae can be proven by direct 
calculation: 
2 R~‘(ailci)(t)f(‘)(~,) = S,,t-1/2 (2.20) 
60 
and 
~R(“(allci)(t)fU)((Yi) = &Ct1’2 
i=a 
where S,, is the usual Kronecker delta symbol. 
(2.21) 
Definition 2.10 (The truncated Jones polynomial). Suppose that K is an oriented knot 
(or link) and Dr is the (1, 1)-tangle associated to some braid representation of K. Then 
with the Boltzmann weights of Definition 2.6 and the I of Definition 2.8, we may 
define the following partition function: 
(2.22) 
where the sum is over all c-states of Dr with the fixed state variable 0 on the free ends. 
We may normalize this partition function as 
(2.23) 
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We shall call (2.23) the truncated Jones polynomial and denote it by Jx(t). 
Remark 2.11. The system (Ry)(ablcd)(t), t-‘/21,. t-‘i2, 1) may be called using Tu- 
raev’s [6] terminology, an “infinite” version of an enhanced Yang-Baxter operator. So, 
along these lines (2.23), namely jx(t): becomes a link invariant. 
Remark 2.12. In the paper [4] Melvin and Morton also introduced a truncated version 
of the Jones polynomial. Both kinds of “polynomials” are related as follows: 
Jk(eh) = Jx(h) (2.24) 
where Jx(h) is the truncated Jones polynomial as defined by Melvin and Morton. There- 
fore to prove the Melvin-Morton Conjecture it is sufficient to prove that 
J,(t)Ak(t) = 1. (2.25) 
It follows from (2.25), (2.23) and (1.7) that to prove the conjecture we need only to 
show that 
zgzg) = 1. (2.26) 
3. Elementary states and graph theory 
At first sight the c-states in (2.23), since they have an “infinite” number of colours, 
seem to be difficult to describe explicitly. However, by making use of the following two 
definitions, we may set up an index system for these c-states. 
Definition 3.1. We say a c-state is an elementary c-state, which we shall abbreviate to 
e-state, if all the state variables on the edges are less than or equal to 1, with at least 
one edge assigned the state variable 1. 
So, for a given (1, 1)-tangle Dr with the state variable 0 assigned to its free ends, 
we call a set (~1, ~2, . . . , Ed} a complete set of e-states if the set comprises all possible 
e-states for the given (l,l)-tangle. 
The e-states may be used to construct c-states with states variables greater than or 
equal to 2. To be precise, let us define a product structure for c-states on Dr. 
Definition 3.2 (The product of c-states). Suppose s, and sj are two c-states on Dr, and 
(i) the state variable assigned to an edge el by these two c-states is al and al(j), respectively. 
Then the product, sij = sisj of c-states is defined by assigning to the edge el the state 
variable aii) + CL!‘). Clearly, sij is also a c-state and sil = sjsi. 
Remark 3.3. An e-state might itself be the product of two distinct e-states. That is to 
say, e-states are not mutually independent. 
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Proposition 3.4. Any c-state on DT for i?K(t) can be wrz’tten as E:‘E~ . . . ~2 where &i 
(i= 1,2,..., m) is an e-state and “ii is a nonnegative integer: Howevei; this expression 
need not be unique. 
Proof. Suppose that for a given c-state s on DT the state variable on the ith closure 
strand is ai. Let Q(S) = CyX2 cyi. If o(s) = 1, then s is an e-state and Proposition 3.4 
holds trivially. 
So, let us assume that Proposition 3.4 holds for all c-states s such that 0 < (Y(S) < m. 
Suppose, further, that s is a c-state such that Q(S) = m. Now, choose a closure strand 
to which s has assigned a nonzero state variable. Starting with this closure strand move 
downwards along DT until a crossing point is reached. At this crossing point we have 
two possible configurations: 
(i) on moving over (or under) the crossing point the subsequent edge has a nonzero 
state variable assigned to it; 
(ii) on moving over (or under) the crossing point the subsequent edge has a zero state 
variable assigned to it. 
If we encounter (i) then just move over (or under) the crossing point and along to 
the next crossing point, in Figs. 3(a) and 3(b) the positive cases are shown. However, in 
case (ii) move onto the edge directly below our incoming edge, in Fig. 3(c) the positive 
case is shown. 
Once we have moved through the first crossing point, we can continue traversing DT, 
moving through subsequent crossing points by means of (i) and (ii). Eventually, either 
we will reach our original closure strand without encountering any other edge twice, or 
we will encounter some other edge for a second time. If the former occurs, then the path 
that has been traced is exactly an e-state, &i say, and s = E,s’, for some c-state s’ with 
a(~‘) < m. So, by induction s may be written as the product of e-states. 
If, on the other hand, we encounter some other edge, say e for a second time, then 
the path we have traced is not an e-state. We may assume that the edge e is the first 
such edge. Now, remove the portion of the path which we traversed before encountering 
e for the first time. The remaining path is an e-state. So, as above, by induction we can 
decompose s into a product of e-states. 0 
In conclusion to our discussion of the properties of e-states, we shall define the concept 
of an underlying link. Suppose that a (1, 1)-tangle DT has an e-state assigned to it, then 
the underlying link associated with this e-state is the link that can be superimposed on 
the graph obtained by removing all edges of DT that have the state variable 0 assigned to 
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them. Note, the crossing points of the underlying link correspond to the crossing points 
of the Dr at which all four state variables are equal to 1. 
The rest of this section will consist of a short interlude into graph theory in order that 
we may prove a couple of results that will subsequently be pivotal to our arguments. 
Let A and B be two disjoint sets with p and q points respectively. Then, we may define 
the graph G(A,B) as the complete bipartite graph obtained by connecting each point of 
A to each point of B (we do not allow two points in the same set to be connected). 
A set of edges {cl, e2: . . , el} of G(A,B) is said to be independent of order 1 if they 
are mutually disjoint. 
Let H be a subgraph of G(A,B) and pk be the number of independent sets of order Ic 
in H. Conversely, we may also define Xk the number of independent sets of order k in 
the complement graph G(A, B)\H. We define X0 = ~0 = 1. The two integers are related 
in the following manner. 
Proposition 3.5. Suppose A and B are two sets with p and q points respectively, and p~k: 
and xk are defined as above, then for any integer r 2 0, 
,+(p+q+r- k)! 
(p+r)!(q+r)!P”. 
(3.1) 
Proof. The proof is based on induction on the order of H, IH(. 
Firstly, let us suppose that /HI = 0. Then, by construction, ~0 = 1 and pk = 0 for all 
k 3 1. It is a straightforward computational problem to see that in this case 
&= ’ 00 k l k! for k E NU (0). (3.2) 
Therefore, 
b+q+r)! 
= (p+r)!(q+r)!’ (3.3) 
Hence, the case of IHI = 0 is now proven. 
So, let us now suppose inductively that (3.1) holds for all H for which (HI < m. Our 
next inductive step is to consider fi = Hue, where e $ H and IH( 6 m. We shall denote 
the analogues of & and xk for ti by & and &, respectively. For k = 0, 1, & and xk 
may be computed directly from our definition, and it is easy to see that 
x, = x0 = 1, x, = x, - 1. bo=po= 1, FI = PI + 1. (3.4) 
For k > 2, the terms ,!& and & begin to depend on how e is connected, if at all, 
within H. For example, if e is disjoint from every edge in H, then 
,& = p2 + PI, fi3 = AL3 + p2. . . > bk = /Lk + /Lk-1, . , 
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while 
It is not too hard to extrapolate from the above that if we write fik - pk = 6, for 
k 2 0, then 
ilc+, = Akfl - ~(-l)~(k-s)!~~~~1)(4ic~s1)6bt’. (3.5) 
Using (3.5) we may rewrite the left-hand side of (3.1) as 
Ak+l 
00 
(k+r+ l)! = k=O (k$i-)! c 
If we now let 1 = k - s, then 
O” (p-s-l)! =c lzO (p+r)! (,.,‘:,,)(ii-E-l) 
ZZ 
~(~~~~~~t’!(~_‘:‘:-i)(q-~-l) 
= (P-S-W p+q+r-s-l 
(p+r)! ( ) 
= (p+q+?--s-l)! 
p-s-l (P+r)!(q+r)! * 
Therefore, 
cc 
2 @ %! - S=. 
~(_l)s(P+q+r-s- l)! 
(p+r)!(q+r)! 
(bs+l - Pu,+1) 
(P+q+r)! O” 
= (P+r)!(q+r)!FO-~(-l) 
sb+q+r-s- 1)!8 
(p+r)!(q+r)! S 
+,, 
(3.7) 
(3.8) 
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The right-hand side of (3.8) is exactly the same as that of (3.1). Therefore, by virtue 
of induction (3.1) holds for all m. 0 
4. The proof of the Melvin-Morton Conjecture, Part I 
We shall in this section give a proof of the Melvin-Morton Conjecture. However, we 
shall leave the proof of Proposition 4.2 for the 3-braid case to Section 5, and the general 
proof to Part II. 
Definition 4.1. The sign of an e-state &i denoted by sgn(Ei) is 
sgn(E,) = (-l)r+‘+l 
where T is the number of closure strands of the underlying link of&i, and c is the number 
of crossing points of the underlying link (an underlying link is defined immediately after 
the proof of Proposition 3.4). 
Proposition 4.2. For a given c-state s and its decomposition into e-states, namely 
{ , 2 EYI I EYlz . .&p )..., &y&y-.&p} 
where yij is a nonnegative integer; the product of the binomial coeJjTcients in TT$S), 
coeff(s), is 
(4.1) 
where O! = 1. Each of the q terms of the summation will be called the coejjkient of the 
respective decomposition. 
We shall give a proof of this proposition for 3-braids in Section 5. 
Corollary 4.3. With the same assumptions as in Proposition 4.2, 
coeff(s) = $ (g (@&N~‘) 
I (4.2) 
where l/(-l)! = 0. 
Proof. The terms in the right-hand side of (4.2) are merely a rearrangement of the terms 
in (4.1). q 
We, now, have in place all the essential parts necessary to prove the Melvin-Morton 
Conjecture. Recall that by Remark 2.12 in order to prove the conjecture we need to show 
that 
Z(J)Z(A) _ 1 
DT DT - . 
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We may rewrite Zg’ as 
t(n--1)P + 2 7$‘(&)&)(&) 
i=l 
where R - 1 is the number of closure strands of Dr. Therefore, 
.Z;;zg) = c 7r$s)C$ (s)P-i)/2 
(4.3) 
s i=I 
By Definition 2.8, for any c-state s, 
o(J&S) = t-@-i)/2 
(4.4) 
(4.5) 
If ri is the number of closure strands of the underlying link of ei, then by Definition 1.2, 
&&) = (_])‘q(~-w~ (4.6) 
Therefore, for any c-state s, 
dJ)(S)LYf)(E-) = (-l)Tc. Dr TZ 
So, we may rewrite (4.4) as 
(4.7) 
(4.8) 
s s i=l 
The e-states of the Alexander polynomial are also the e-states of the truncated Jones 
polynomial. By Definitions 1.1 and 2.6, for any e-state ei, the products xi! (Ei) and 
rrg’ (ei) differ only at the crossing points with the Boltzmann weights R* (1111 l)(t). 
The difference between the Boltzmann weights is only a (- 1) factor. Therefore, 
7&‘(e) = (-l)%&) (4.9) 
where ci is the number of crossing points of the underlying link of E%. 
Substituting (4.9) into (4.8) gives 
&J$& = CY$(s) + ~~(-l)‘.+‘:,~~(s)~~(~~). (4.10) 
s s i=l 
But (-1) rt+ct = -sgn(Ei), so 
Z$Z~) = Erg(s) - TF sgn(e~)7r~~(s)7r~~(Ei). (4.11) 
s s i=l 
For the sake of clarity, let ~1, . . . , &k be the e-states that actually occur in the decom- 
position of s. So, we may write s = siei for i = 1,2,. . . , k, where si is a c-state. Then 
it follows from (4.2) and (4.1) that 
coeff(s) = 2 sgn(ei) coeff(si). 
i=l 
(4.12) 
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Hence, since coeff(ei) = 1, 
Therefore, 
C7$(s’) = C~sgn(~i)7i~(s)R~~(Ei) 
S’ s i=l 
where s’ is the set of all c-states excluding the trivial c-state. Also, 
C7r$s) = 1 +C7r$s’). 
s S’ 
Combining (4.11) (4.14) and (4.15) gives that 
(4.13) 
(4.14) 
(4.15) 
Z(J)Z(A) _ 1 
DT DT - . 
5. The proof of Proposition 4.2 
By construction the left-most closure strand has the state variable 0 assigned to it, 
while we may assume that on the two other closure strands of the 3-braid the state 
variables are p and q. 
Firstly, let us subdivide the two edges at the top of the 3-braid with state variables p 
and q into p and q strings. Now, colour the p strings with p distinct shades of blue, 
BI, B2,... , B, and similarly colour the q strings with q distinct shades of yellow, 
Y 1, Y2, . . , Y,, see Fig. 4. At each subsequent edge of the 3-braid we may subdivide 
that edge into a strings, where a is the state variable assigned to that edge, and then 
colour these a strings with colours Bi,, . . . , BiU, Y,, , . . . , Yiu, where u + TJ = a. 
Let us look a little more closely at how we can colour the edges at a crossing point. 
In the case of a positive crossing point, Fig. 5, the edge with state variable c inherits the 
colours of the b strings but since c 3 b there are still c - b strings to be coloured blue or 
yellow. (In Fig. 5, a = 2, b = 3, c = 4, d = 1.) 
Fig. 4. 
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a b 
__) 
C d 
Fig. 5. 
a b 
C d 
Fig. 6. 
The colour of these c - b strings comes from the colouring of the a strings. The number 
of such possible colourings is, obviously, 
(A) = (,-:+J = (1). (5.1) 
In the negative case, Fig. 6, since d 3 a the d strings inherit the colours of the a 
strings and the rest of the possible colourings must come from the b strings. As above, 
the number of possibilities is (z). (In Fig. 6, a = 3, b = 2, c = 1, d = 4.) 
In this manner, we may subdivide each edge e of Dr into shades of blue and/or yellow, 
Bi, y . . . > BiU, Yj, , . . . , YiU, where u + ‘u is the state variable assigned to e. We shall call 
such a subdivision of the edges of Dr, with the c-state s assigned, a BY-colouring of s. 
A quick check of (2.16) and (2.17) shows that the total number of BY-colourings of s is 
exactly the same as coeff(s). 
Now, if some ~jl > 1, then there are exactly “ijl! possible subdivisions of the same 
type. Therefore, we may assume without loss of generality that “ijl = 1 or 0. 
Let us now concentrate our attention on one individual colour, Bi say. We may associate 
with Bi a semistate B1 as follows: a state variable on an edge is 1 if Bi is one of the 
colours of that edge, and for all other edges we assign to those edges the state variable 0. 
We call such a state a semistate since it is quite possible that the respective top and 
bottom strings of the 3-braid may not have me same state variable assigned to them, see 
Fig. 7(a). If, on the other hand, the respective top and bottom strings have identical state 
variables then this state is also an e-state, see Fig. 7(b). 
In the event that every string of colour Bi or Yj forms not just a semistate I!& or Yj, 
respectively, but also an e-state, then cu = Bi . . . &?I . . . Y,_, is a decomposition of s. We 
shall call such a decomposition a type Z decomposition. (Note that & # Bk if i # Ic.) 
The decomposition just described is exactly one of the decompositions of (4.1). 
On occasion, it is possible to derive another decomposition of (4.1) from Q as follows, 
if the product of I& and Yj is also an e-state, which we shall denote by BTj, then 
-_ 
aij=B1...~i_,Bi+l...B,Y,...Y,_l’kj+l...Y,BiYj (5.2) 
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0 1 0 
3 
0 0 1 
(4 
0 1 0 
1 
0 1 0 
(b) 
Fig. 7. 
is also a decomposition of s. Since this decomposition is obtained from Q we shall say 
that oij is a decomposition induced from Q. It is important to note that in this case 
sgn(aij) = -1. 
The above may be generalized, for suppose that there are two sets {&, , &, , . . , &, } 
and {?j,,Tj,, . . . ,Yj,} such that, for each k, 6ileyj, is an elementary state, then 
O!i, ...i.,j ,... j, = &, . . . iikp_,& . . . Y/q_,B3. . . . B>j, 31 (5.31 
is a decomposition of o. As above we need to take care with the sign of this decompo- 
sition, namely, 
sgn(ai ,... i7.,j ,... jr) = (-l)r-‘. (5.4) 
In this way we can construct all the possible decompositions of s induced from cy. 
The above decomposition at first sight is rather cumbersome to handle, so we shall 
reinterpret the decomposition in terms of graph theory. 
Let B and Y be two sets consisting of p and q points, respectively. We shall denote 
these points by bi, bz, . . , b, and yi, ~2,. . . , yq, respectively. A bipartite graph, G(B,Y), 
can be constructed in the standard manner by connecting each point of B to each point 
of Y. 
We may now colour the edges of G(B,Y) so that they will allow us to distinguish 
whether or not &Yj is an e-state. The assignment of colours is exactly as might be -- 
expected, colour the edge eij joining bi with yj in G(B,Y), in red if BiYj is an e-state, 
and in black if it is not an e-state. 
The above graphical interpretation gives us a way of more concrete indexing of all the 
decompositions of s which are induced from a, since these decompositions correspond 
to red-black colourings of G(B,Y). 
Now, let H be the subgraph of G(B,Y) that comprises all the red edges (and their end 
points) of G(B,Y). Let pk and Xk be the numbers we defined in the paragraph just before 
Proposition 3.5. It follows from the above discussion that the number of decompositions 
induced from cx after just one reduction, namely oij, is ~1, In the more general case, 
OZq...ir,j,...j, 1s &. Therefore the sum of the coefficients of the decompositions induced 
from cy, after noting that I_~O = 1, is 
(5.5) 
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(b) Cc) 
0 1 1 
(a) 
Fig. 8. 
However, if some &Yj is not an e-state, in our graphical interpretation this corresponds 
to black colouring of the edge eij, then some edge of &?, has a state variable 2, see 
Fig. S(a). 
So let us consider the very last edge with the state variable 2 assigned to it. At the 
subsequent (not preceding) crossing point (Fig. 8(b)) exchange the two colours Bi and 
Yj (Fig. 8(c)). We shall call such an exchange a surgery. After such a surgery has been 
performed, the lzew I$ and Yj, obtained by surgery on Bi and Yj, will no longer be 
e-states but semistates. 
So, we can apply to each independent black edge a surgery to form a new BY-colouring 
/3i, ,i *,..., il,j, ,j, ,.._, j with an independent set of black edges {ei,.j, , . . . , eilj, }. The number 
of such 1 independent sets is Xl. Therefore, from a BY-colouring of LY we can obtain 
x,+x1 +X2+... new BY-colourings. 
In other words, to a BY-colouring that gives a decomposition cr, we can associate 
the bipartite graph G(B,Y). By means of the red edges of G(B,Y), we can construct all 
possible decompositions induced from cy, while from the black edges we can construct 
all possible BY-colourings induced from the BY-colouring a. However, it should be re- 
marked that none of the BY-colourings obtained from the black edges is a decomposition 
ofs.BypermutingthecoloursB={B~,...,B,}andY={Y1,...,Y,}weshallobtain 
in total p!q!(Xo + X1 + . .) new BY-colourings. 
Let us now consider a second type of BY-colouring, which we shall call type II. 
These are BY-colourings for which there exist two sets B = {Bi, . . , BT} and Y = 
{Yl, . . . , Y,} such that 
(1) 6,) Yj are semistates but not e-states; 
(2) the product of & and Yi, &fiz, is an e-state for each i, we may naturally extend 
the product of c-states to semistates. 
Further, each of @.+I,. . , &,, Y,+l, . . , Yq is an e-state. 
From the above, it follows that 
a’ = (ii&) ‘. . &Y&.+, ‘. ii&+, . . . Y4 (5.6) 
is a decomposition of s. Now, if on a particular &Y, (i, j > r + 1) it is possible to 
apply a surgery, then as before this will lead to another distinct BY-colouring. In fact, 
we may use exactly the same process as before, i.e., create a bipartite graph G(B’, Y’), 
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where B’ = {br+l,. ..,bp} and Y’ = {yr+lr.. , y4} and then colour the edges eZJ 
(i, j > T + 1) in red or black in the same way as in the case T = 0. So, as before, the 
sum of the coefficients of the decompositions induced from cy’ is 
(p+q-T)!/Lo- (pfq-r- l)!p, $.“. (5.7) 
From u’ we obtain p!q!(Xo + X1 + .. .) new BY-colourings. However, the colouring 
/3i,iZ...ilj,jl...jl obtained from Q: after performing surgeries is also obtained from exactly 
l! different BY-colourings after applying an appropriate number of surgeries on these 
BY-colourings. 
Therefore, taking this into account, the total number of new BY-colourings obtained 
from cy, i.e., type I, is computed to be 
p!q! x,+$+$+...+$+... 
( 1 
For the type II BY-colourings, (5.8) becomes 
p!q! _r? + (r :Il)! + (r :?Z)! ( X0 +...+ ($ _+... > 
(5.8) 
(5.9) 
Since every BY-colouring can be transformed into one of the decompositions of s by 
applying surgeries, the total number of BY-colourings is equal to 
p!q! (5.10) 
By (3.1), (5.10) is equal to 
~f&“(P+q-~)!~k+ -)&l)“lp+q-h$/~~_ 
type Ik=O type II k0 
(5.11) 
By construction, (5.11) is equal to the right-hand side of (4.1) for a given c-state s, 
while (5.10) is equal to coeff(s). 
Hence, (4.1) is proven for 3-braids. 0 
Remark 5.1. The proof of Proposition 4.2 actually holds for any c-state on an n-braid 
Da (n 3 3) for which only two closure strands have nonzero state variables. 
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