Abstract. A famous theorem of Weyl states that if M is a compact submanifold of euclidean space, then the volumes of small tubes about M are given by a polynomial in the radius r, with coefficients that are expressible as integrals of certain scalar invariants of the curvature tensor of M with respect to the induced metric. It is natural to interpret this phenomenon in terms of curvature measures and smooth valuations, in the sense of Alesker, canonically associated to the Riemannian structure of M . This perspective yields a fundamental new structure in Riemannian geometry, in the form of a certain abstract module over the polynomial algebra R[t] that reflects the behavior of Alesker multiplication. This module encodes a key piece of the array of kinematic formulas of any Riemannian manifold on which a group of isometries acts transitively on the sphere bundle. We illustrate this principle in precise terms in the case where M is a complex space form.
Introduction
The so-called Weyl tube formula states that if M ֒→ R N is a smooth isometric embedding of a compact smooth Riemannian manifold, then the volume of a tube around M of sufficiently small radius r > 0 is given by a polynomial of degree ≤ N in r, whose coefficients may be expressed as integrals of scalar invariants (Lipschitz-Killing curvatures) of the curvature tensor of M . Up to scale, the coefficient in degree N is the Euler characteristic χ(M ). That this invariant admits such an expression is the Chern-Gauss-Bonnet theorem, proved by Chern [15, 16] by integrating certain canonical differential forms on M and its tangent sphere bundle SM , derived from the Cartan apparatus of curvature and connection forms. The coefficients of the lower degree terms arise similarly [14] . The tube coefficients may be localized by integrating these forms over subsets, and extended to subsets M more general than smooth submanifolds, yielding Federer's theory of curvature measures, formulated in terms of normal cycles in [28] .
From a different perspective, the tube coefficients coincide up to scale with natural extensions of the intrinsic volumes µ k of Hadwiger [23] . These are the principal examples of the concept of convex valuation. Alesker's recent work [1] [2] [3] [4] [5] [6] [7] introduces for any smooth manifold M the space V(M ) of smooth valuations on M , equipped with a natural commutative product. With respect to this product, the intrinsic volumes then appear (up to scale) as powers of µ 1 . A smooth immersion M ֒→ N induces a restriction homomorphism r M N : V(N ) → V(M ). Combining these facts with the Nash embedding theorem, and taking N to be euclidean space, Alesker observed that Weyl's theorem yields a canonical embedding i M : R[t]/(t dim M +1 ) ֒→ V(M ) associated to any smooth Riemannian M , with generator t identified with µ 1 | M . This system of embeddings of algebras is obviously reproductive in the sense that if P ֒→ M is again an isometric immersion, then i P = r P M • i M . The image of i M is the Lipschitz-Killing algebra LK(M ).
The fundamental impetus for the present paper is to understand these phenomena in purely valuation-theoretic terms, and without reference to existence of isometric immersions in euclidean spaces. We accomplish this by introducing a fundamental new structure in Riemannian geometry, a further refinement of the general picture described above. In order to describe it we recall that any smooth valuation may be localized, albeit non-uniquely. The resulting space C(M ) of curvature measures on M carries the structure of a module over the algebra V(M ). This language is described in Section 2.1 below. We define the space R of Riemannian curvature measures, abstracted from the space of summands of the tube coefficients described above. An element Ψ ∈ R is an object that assigns to any smooth Riemannian manifold M a concrete curvature measure Ψ M on M , giving rise to a canonical subspace R(M ) ⊂ C(M ). Our main results, given in Section 3, may be stated in general terms as follows. We describe the universal behavior of the elements of R under isometric immersion of one Riemannian manifold into another (Theorem 3.7), and show that the Lipschitz-Killing curvatures are precisely the elements invariant under all such immersions (Theorem 3.11). This is accomplished via a natural identification (18) of R with the space R[ [ξ, η] ] of bivariate formal power series. We then give an explicit description of an action of R[t] in these terms, reflecting the universal action of LK(M ) on R(M ) (Theorem 3.13).
The arguments in Section 3 correspond to the soft part of the template method, a familiar procedure in integral geometry: one proves the existence of a formula of a certain type (typically the hard part), then evaluates the constants by examining enough special cases, or templates (the soft part). Surprisingly, the cases of spheres of varying radius are enough. The technical heart of the paper is Section 4, giving the proofs of Lemmas 3.8 and 3.12 (the hard part). There we adapt the classical method of moving frames to display the geometric processes of Alesker multiplication by µ 1 , and of isometric immersion, in terms of formal models based on the Cartan apparatus. We lay the foundations for these models in Section 2.2.
Key to recent progress in integral geometry is the fact that if M admits a group G of isometries acting transitively on SM , then Alesker multiplication on the spaces V G (M ), C G (M ) of G-invariant valuations and curvature measures is intimately related to the array of kinematic formulas for (M, G) ( [10] , Section 2). Since necessarily R(M ) ⊂ C G (M ), and LK(M ) ⊂ V G (M ), the structure studied here represents a universal component of any such array. The final Section 5 applies this observation to the case of complex projective (or hyperbolic) spaces CP n . Stabilizing by taking the dimension n → ∞, it turns out that R(CP ∞ ) is a faithful copy of R, and may be characterized as the space of all invariant curvature measures that enjoy the fundamental geometric property of angularity. This space admits a natural basis ∆ kp adapted to the complex structure, distinct from the natural basis for R. In Theorem 5.4 we translate the formulas of Theorem 3.13 in terms of the ∆ basis, by means of certain simple yet remarkable transforms O, P on the space of bivariate power series. These transforms already played a role in Section 3.3 of [10] , although the relation between that appearance and this one remains mysterious.
Preliminaries

Curvature measures and valuations.
A more detailed account of the notions in the present section appears in Section 2.2 of [10] .
Although the theory of smooth valuations on a manifold M is entirely independent of orientation or orientability, it will be convenient to assume that M is oriented. With this assumption we can frame the discussion in terms of integration, over the normal cycles associated to sufficiently regular subsets of M , of smooth differential forms on the cosphere bundle of M . If the orientation is switched to its opposite, then both the differential forms that we consider and the normal cycles change sign, so that the resulting set function is unchanged. If M is not oriented (even unorientable) it is possible to recast the whole theory in terms of differential forms twisted by the orientation line bundle of M , but, since the theory is essentially local in nature, one may alternatively avoid any loss of generality by working on the orientation double cover of M if needed.
Another simplification available in the present Riemannian context is to replace the cosphere bundle by the sphere bundle SM . Let dim M = m + 1. In this language, we recall that any closed submanifold with corners (which we refer to henceforth as a simple smooth polyhedron) P ⊂ M , admits a normal cycle nc(P ), a closed integral current of dimension m in the tangent sphere bundle SM . The current nc(P ) is Legendrian, in the sense that it annihilates any multiple of the contact (canonical) 1-form (and hence also any multiple of its exterior derivative). If M is a submanifold of N , we distinguish between the normal cycles with respect to the two different ambient spaces by the notations nc M , nc N . One may assign to each pair (ψ, φ) ∈ Ω m (SM ) ⊕ Ω m+1 (M ) the curvature measure Ψ that associates to such P the signed measure
We denote this element Ψ by [ψ, φ] . The space of all such curvature measures on M is denoted C(M ). Such a pair (ψ, φ) determines also a valuation given by µ(P ) := nc(P ) ψ + P φ for compact submanifolds with corners P . The space of all such set functions is denoted V(M ), and the assignment Ψ → µ is the globalization map
The classical examples are the Federer curvature measures Φ 0 , . . . , Φ m+1 ∈ C(R m+1 ) [17, 28] and the corresponding intrinsic volumes µ i := glob Φ i . The domain of geometric shapes P subject to these set functions may be enlarged to the class of sets with positive reach, or still larger classes [21] . However, these extensions are irrelevant to the present paper, in which we emphasize the set functions Ψ, µ, and the P play the role of test objects.
If Ψ ∈ C(M ), and P 0 , P 1 , P 2 , . . . are closed submanifolds with corners such that nc(P i ) → c nc(P 0 ) in the flat metric topology, then the associated signed measures on M converge weakly, which we write as
It is natural to think of this process in terms of the specialization of a family of constructible functions [22] . In the simplest instance, the P i are k-dimensional spheres of radii r i → 0 and common center x, and P 0 = {x}, in which case c = 1 + (−1) k . If f : M → N is a smooth immersion then there are restriction (or pullback) maps C(N ) → C(M ) and V(N ) → V(M ), both of which we denote by f * , given by
Clearly these pullbacks maps commute with globalization. The point is that the pulled back objects may again be represented by differential forms on the domain manifolds M, SM . We carry this out explicitly in the special case of an isometric immersion of Riemannian manifolds in Proposition 4.7 below. We will also use the standard notation
for the pushforward of a (signed) measure m by a map f . Thus in the circumstances above
The main facts that we use in this paper from the theory of valuations are summarized in the following. 
If f is a smooth immersion as above then f * is an algebra and module homomorphism, i.
(2) Suppose X ⊂ M is a compact simple smooth polyhedron, and P ×M → M is a smooth proper family of diffeomorphisms ϕ p : M → M, p ∈ P , equipped with a smooth measure dp. Suppose further that the map P ×S * M → S * M , induced by the derivative maps ϕ p * :
We will rely on an explicit construction of the Alesker product in terms of the underlying differential forms, originally due to Alesker and Bernig, and stated in Theorem 4.1 below.
2.1.1. Angular curvature measures. We recall briefly this concept from Section 2.5 of [10] .
If V is an n-dimensional real affine space of dimension n, we denote by Curv(V ) ⊂ C(V ) the space of translation-invariant curvature measures on V . Any element of Curv(V ) may be expressed as [ψ, φ] where both ψ, φ are translation-invariant. The space Curv(V ) is graded by degree k ∈ {0, . . . , n}.
Let us now suppose further that V is a euclidean space. A curvature measure Ψ ∈ Curv(V ) is angular if there exists a function c Ψ on the k-Grassmannian of V such that for any convex polytope P
where F k (P ) is the set of all k-faces of P , ∠(F, P ) is the exterior solid angle of P along F , and F is the element of the k-Grassmannian parallel to F . Any such Ψ is clearly translationinvariant. Any element of Curv(V ) of degree ≥ n − 1 is vacuously angular. Passing now to a Riemannian manifold, Section 2.2.2 of [10] describes a canonical isomorphism C(M ) ↔ Γ(Curv(T M )), the space of smooth sections of the bundle over M whose fiber over x is the space of translation-invariant curvature measures in T x M . Thus C(M ) inherits a natural grading. A curvature measure Ψ ∈ C(M ) is said to be angular iff each value of the associated section has this property.
2.2. The formal Cartan apparatus. We give a brief but explicit account of a formal algebraic model for the calculus of moving frames on an oriented Riemannian manifold, implicitly used in classical Riemannian geometry, notably the work of Chern [15, 16] . In these and related calculations we adopt the usual summation convention. 
This algebra admits the formal differential The subspace ofĀ + m of elements of degree m decomposes by the degree p in the Ω and the degree k − 2p in the θ. We wish to show that, modulo θ 0 , the subspace C kp thus described is There is a well-defined realization map ρ : A m → Ω * (F M ) given by taking the generators of A m to the coframe forms, connection forms, and curvature forms associated to a given b ∈ F M [13, 15] . The Cartan structure equations state that this map intertwines the formal differential above and the exterior differential on Ω * (F M ). It also intertwines the formal left action L ′ with the action on Ω * (F M ) induced by pullback under the right action of the structure group.
If P is a smooth manifold, withb : P → F M a smooth map (typically a section of a bundle with total space F M ), and g ∈ O(m + 1), then 
Lemma 2.4. The mapsρ
Proof. We must show that the mapρ b is independent of the choice of the extensionb. This is clearly true of the valuesρ b (θ i ),ρ b (Ω ij ). As for ρ b (ω 0i ), note first thatρ b (θ 0 ) is the canonical contact 1-form α of SM , and hence independent even of the other vectors
The final conclusion follows from (9), and implies in turn thatρ is well defined.
The infinitesimally parallel extension of a frame and the canonical connection of z.
It is well known that any frame b, z(b) = ξ 0 , may be extended to a local sectionb of z such 
In other words, we extend the frame initially to S x 0 \ {−ξ 0 } by parallel translation along great circles from
The map b →b is clearly compatible with the right O(m) action on z :
Therefore the images of the derivativesb * : T ξ SM → T b F M corresponding to the infinitesimally parallel extensions of all adapted frames b at all points ξ ∈ SM constitute the family of horizontal subspaces of a canonical connection on the principal O(m) bundle z. Consider the standard sphere S m ⊂ R m+1 , with standard coordinates u 0 , . . . , u m and standard basis vectors e 0 , . . . , e m . For −e 0 = u ∈ S m , put rot u ∈ SO(m + 1) for the element that acts as the identity on vectors perpendicular to e 0 and u, and such that rot u (e 0 ) = u.
We will need the following obvious facts.
Lemma 2.5. For all
If u ⊥ e 0 , then the map v → rot v (u) yields a diffeomorphism between small neighborhoods of e 0 , u.
The virtual antipodal map.
Let a : SM → SM denote the fiberwise antipodal map. Clearly
The immersed version.
We will also need a version of this apparatus that describes in formal terms an isometric immersion of one Riemannian manifold into another. Let n > m be given. The coordinates in the range 0, . . . , m will be treated in an essentially different way from the range m + 1, . . . , n; we denote the former by Roman letters i, j, . . . from the first half of the alphabet and the latter by Greek letters α, β, . . . . Roman letters r, s, t, . . . from the second half of the alphabet will take values from the entire range 0, 1, . . . , n. Put A m,n := A n /(θ α = 0). Introduce new symbols
Consider the standardly embedded subgroup
, where the two factors act respectively on the first m + 1 and last n − m coordinates. The restriction L g,h of the left action of O(n + 1) descends to this quotient. Define the quotientĀ m,n by setting
There is a natural inclusion into
belong to this space.
Define the quotient B m,n by setting all the remaining ω ij to zero as well. Thus the only remaining formal connection forms are the ω iα . The group O(m + 1) × O(n − m) acts on this space. Put B + m,n for the subspace of all elements φ such that L (g,h) φ = (det g)φ, in particular the elements of degree m + 1
are of this type. These algebras may be realized on an isometric immersion e : , N ) ). The Gauss equation becomes (14) ρ
where these two terms refer to the curvature forms of M, N respectively. 
. . , b n also to be positive we obtain a mapĀ ++ m,n → Ω * (SM ), again denotedρ rel .
2.3.
Fiber integration in a fiber bundle with a connection. Let q : P → X be a smooth fiber bundle with model fiber F and group G. Suppose further that q is equipped with a G-connection, with horizontal subpaces H p ⊂ T p P . Thus the derivative q * induces isomorphisms H p → T q(p) X. For x ∈ X, denote by F x ⊂ P the fiber over x. Given p ∈ F x , we define the evaluation map
For given x ∈ X, consider the pullback of the bundle of exterior algebras * T P over P under the inclusion map F x ֒→ P . This gives rise to a restriction map
by taking the value of r x (φ)| p at p ∈ F x to be ev p (φ).
Lemma 2.7. Let C be a G-invariant integral current of dimension k in F , and for each
x ∈ X let C x be the corresponding current in the fiber F x . Then the natural fiber integration operator p C * :
Proof. Given x ∈ X, by parallel translation we may find a neighborhood U ⊂ X of x and a local trivialization τ :
The Lemma now follows directly from the definition of fiber integration.
Generating functions.
We will make extensive use of the Maclaurin expansions
The special cases k = ± 1 2 admit the alternate expressions
Riemannian curvature measures
In this section we introduce the space R of Riemannian curvature measures, given as the vector space of all possibly infinite linear combinations of certain objects {C kp } 0≤k,p∈Z,2p≤k . We will describe this situation briefly by saying that R is the ω-span of the C kp , and refer similarly to ω-linear maps, etc. Formally, an element of R is a universal object Ψ that associates to every smooth Riemannian manifold M a curvature measure Ψ M ∈ C(M )-the realization of Ψ on M -that is expressible in a universal way in terms of the Cartan apparatus. Taking M to be a euclidean space, the Federer curvature measures
kp is the zero curvature measure. We normalize the C kp so as to minimize the role played by the dimension of M . In particular, they are invariant under totally geodesic isometric embeddings (cf. Corollary 3.9 below). The Lipschitz-Killing curvature measures Λ k , defined in Section 3.4 below, are distinguished elements of R. We denote their ω-span by LK.
Definition and basic properties.
Definition 3.1. For 2p ≤ k, define C kp to be the object that assigns to any smooth Riemannian manifold M the curvature measure
Here ω k denotes the volume of the unit ball in R k . The globalization of C M 21 coincides, up to scale, with the valuation first described in Theorem 2 of [12] .
The ω-span of the C kp is denoted by R. The space R is ω-graded, by setting deg(C kp ) = k. Given any smooth Riemannian M , the realization map ι M : R → C(M ) is an ω-graded map of degree zero. We denote the image of the realization map by
The normalizing constants in the definition of the C kp are chosen so that (1) the C kp are invariant under totally geodesic embeddings (Corollary 3.9);
where Φ k is the kth Federer curvature measure [17] . The constants reflect also the behavior of Alesker multiplication, as will be evident. From this perspective it is convenient to introduce the ω-linear isomorphism
Proposition 3.2. For every k, p, M , the curvature measure C M kp ∈ C(M ) is angular. Proof. Given a point x ∈ M , let Ψ ∈ Curv(T x M ) denote the value at x of the section of Γ(Curv(T M )) that corresponds to C M kp under the transfer map described in Section 2.2.2 of [10] . Let P ⊂ T x M be a convex polytope and F ⊂ P a face of dimension k. Choosing moving frames so as to include some fixed orthonormal frame e 1 , e 2 , . . . e k for F , the expression (7) implies that the coefficient c Ψ ( F ) from (3) is equal to a constant multiple of
where π ranges over all permutations of 1, . . . , k and B F is the unit ball in F .
3.2. Some facts from spherical integral geometry. Our main calculations all follow ultimately from a few simple yet fundamental observations about the integral geometry of spheres. This discussion also represents the simplest instance of the apparatus just described. We denote the standard (n + 1)-dimensional sphere of curvature λ (or radius λ Proof. Cf. pp. 184-5 of [18] .
Up to scale, these forms correspond to the elements C S n+1
to which we append the rescaled volume curvature measure
The associated valuations
constitute a natural basis for the space V SO(n+2) of all invariant valuations. Using the
where H j denotes j-dimensional Hausdorff measure. Unfortunately this basis is not multiplicative, i.e. in general τ j ·τ k = τ j+k , even up to scale. It is helpful to define two other natural bases that are multiplicative. For the first, let dg denote the Haar probability measure on SO(n + 2) and define the valuation
and we again arrive at a basis φ 0 , . . . , φ n+1 . For the second, let t = t R n+2 := glob(C R n+2
10
). By Theorem 2.3.18 of part 2 of [7] , the Alesker powers of t satisfy
where µ k ∈ V(R n+2 ) is the kth intrinsic volume. In particular, t = 2 π µ 1 . We abuse notation and denote again by t the restriction of this valuation to the sphere. Thus t 0 , . . . , t n+1 constitute another basis for V SO(n+2) .
We describe the relations among these three bases. Clearly 
Thus the generating function for the coefficients c i of τ i in the expansion of φ k is
where we use the standard generating functions notation
Lemma 3.4.
Proof. The relation (27) is Proposition 2.4.20 in [7] . In fact it is easy to prove directly by the template method: simply evaluate both sides on the great spheres S j λ , using (24) and the known values of the intrinsic volumes of spheres (e.g. [24] ) (the case k = 2 is especially convenient, from which the other cases follow, since t is the unique square root of t 2 in R[ [φ] ] that assigns positive values to curves). The explicit expansion (28) then follows from (15) .
To obtain (29), note that by (26) , (27) ,
Corollary 3.5.
Proof. By (30), for any formal power series p we have
It follows that for any formal power series q
In particular, this is true of q(x) = x k .
3.3.
Behavior of the C kp under isometric immersions. Definition 3.6. For 2p + 2l ≤ k, define C kpl to be the object that assigns to any isometric immersion e : M ֒→ N of smooth Riemannian manifolds the curvature measure
We denote the ω-span of the C kpl , the space of relative Riemannian curvature measures, by R rel .
We introduce the ω-linear isomorphism
The normalizing constants in the definition of the C kpl are chosen such that 
In other words, if δ : R[[ξ, η]] → R[[x, y, z]] is the ω-linear map
The proof is based on the following, to be proved in Section 4.2. 
Theorem 3.11. The subspace LK consists precisely of all elements Ψ ∈ R such that
(37) e * Ψ N = Ψ M
for every smooth isometric immersion e : M ֒→ N of smooth Riemannian manifolds.
Proof. We introduce an alternate basis for the space of relative Riemannian curvature measures as follows. Put
for 2p + 2l ≤ k, and
For 2p + 2l ≤ k, define Γ kpl ∈ R rel to be the object that assigns to any smooth isometric embedding e : M m+1 → N n+1 the curvature measure
In other words, if we define the ω-linear map
We first give a proof, using this formalism, of the well known fact (cf. the Introduction) that e * ΛN k =Λ M k for any smooth isometric immersion e : M ֒→ N . By (36) and (38) this is encoded in the relation
By Theorem 3.7, this relation holds, since
Conversely, suppose Ψ = kp a kp C kp ∈ R satisfies (37) for all isometric immersions e : M ֒→ N . We wish to show that for each k ≥ 0 the sequence of coefficients (a k+2j,j ) j is proportional to
We know this to be the case if Ψ ∈ LK. Fixing k, it is therefore enough merely to show that the a k+2j,j , j > 0, are determined by A := a k,0
By induction we may assume that the statement is true for 0, . . . , k − 1; subtracting the terms that correspond to these values, we may assume that all a jp = 0, j ≤ k − 1.
Given j > 0, consider the standard embedding e :
λ , with standard isometric embeddings e λ : M λ ֒→ R k+2j+1 , as subsets of R k+2j+1 the normal cycles nc(e λ (M λ )) → χ(S 2j )N (R k ) = 2N (R k ) in the flat metric topology as λ → ∞. This is an elementary case of Theorem 3.7 of [22] ; alternatively it follows from the product formula for normal cycles and the fact that if rS 2k ⊂ R 2k+1 is the standard sphere of radius r then lim r↓0 nc(rS 2k ) = 2 nc({0}). Therefore by (2)
as measures on R k+2j+1 . On the other hand, the hypothesis of isometric invariance implies that
But it is clear that the signed measures e λ * C 
We postpone the proof of Lemma 3.12 to Section 4.1 below. Assuming Lemma 3.12, we now determine the Ψ kpm ∈ R. Using the identification (18) 
α(Ψ).
Thus by (36)
Writing out (42) explicitly:
Theorem 3.13. The Alesker powers of t M are given by
Proof. We must show that
This formula is determined by the cases M = S n+1 λ for varying n, λ, as follows. By Theorem 3.11, the valuation t ∈ V(S n+1 λ ), described in Section 3.2, is identical to t S n+1 λ as defined in (41). Globalizing t · C kp in S n λ and using (19) , (20) , and Corollary 3.5, we obtain
There are no further universal Riemannian valuations.
Our next result expresses the fact that LK comprises all elements of R whose globalizations act on R in a universal way.
Theorem 3.14. Let Φ ∈ R, and suppose that there exists a map L = L Φ : R → R such that for every Riemannian manifold M and every Ψ ∈ R
Then Φ ∈ LK, and L is described by (42).
In order to prove this we examine the particular cases M = CP n λ , the complex space form of constant holomorphic sectional curvature 4λ, and exploit the detailed understanding of the integral geometry of such spaces achieved in [10, 11] . The needed facts from hermitian integral geometry are given in the next Proposition. For simplicity we denote the realizations C CP n λ kp ∈ R(CP n λ ) simply by C λ kp . Put V n λ for the algebra of isometry-invariant valuations on CP n λ . Following [10] , we denote the canonical generator of the Lipschitz-Killing algebra by t λ := t CP n λ ∈ V n λ , and take s ∈ V n λ to be the valuation
where Gr n−1 is the homogeneous space of all totally geodesic subspaces of CP n λ of complex codimension 1, and dP is the (appropriately normalized) Haar measure (cf. [10] , (3.1)). Proof. Conclusion (1) follows from Lemma 3.9 of [10] . Corollary 5.3, proved below, yields (2) . Therefore the span of the C kp coincides with that of the ∆ kp (defined in Section 5.1.2 below) for k lying in this range. Examining the standard embedding of CP n λ into CP N λ , N >> n, conclusion (3) now follows from Lemma 3.6 of [10] and Corollary 3.9 above.
To prove (4), recall that the algebra Val
is a certain polynomial of weighted degree i, where deg s = 2, deg t = 1. We apply Theorem 2 of [11] , which states that the algebra of isometry invariant valuations on CP n λ whose action preserves the space of angular invariant curvature measures is given by all p(t λ , s) such that
Clearly we may assume that p(τ, σ) is divisible by σ. Let τ i σ j be the term of smallest degree of p(τ, σ) (we may assume that the coefficient is unity). It follows that the term of lowest degree of the left hand expression in (49) is ts(4s − t 2 )t i s j−1 . The ideal of relations between s, t in Val U (n) is generated by homogeneous polynomials in degrees n + 1, n + 2, so the presence of this last monomial implies that i + 2j ≥ n − 2.
Proof of Theorem 3.14. Suppose Φ ∈ R \ LK . Take N large enough that this is still true modulo the ω-span of the C kp , k > N . By Proposition 3.15, (1) and (2), for sufficiently large n ≥ N the globalization glob(Φ (4) and (2), it follows that Φ ∈ LK modulo the ω-span of the C kp , k ≥ n − 2. This is a contradiction for n ≥ N sufficiently large.
Remark 3.16. With some loss of precision, conclusions 2 and 3 above may be paraphrased as: if λ = 0 then the realization map from R to C(CP ∞ λ ) gives a linear isomorphism with the invariant angular elements. We will exploit this situation further in Section ?? below. 4.1.1. The Alesker-Bernig formula. We use the description provided in [5, 20] of the Alesker product in terms of differential forms. Given a smooth oriented Riemannian manifold M m+1 , denote by Σ the oriented (3m + 2)-dimensional manifold (u 1 , . . . , u m ) . Thus the fibers Σ ξ correspond to the O(m)-invariant subset
We endow the bundle ξ with the connection induced by the canonical connection on the principal bundle z, described in Section 2.2.3.
Here
The sign in front of the first term of (51) corrects the corresponding formula in [20] . Here the operator Dρ is the Rumin differential of ρ [8, 26] , defined as the unique (m + 1)-form
is the contact form. Recall that a : SM → SM , a(ξ) = −ξ denotes the fiberwise antipodal map. The fibers Σ ξ may be compactified so as to make clear the convergence of the fiber integrals. The orientations of the fibers in these integrals are canonical; we need not make them precise here since we only wish to confirm the existence of the universal product formula. Actually the term π * τ may be ignored, for trivial dimensional reasons: the integration is of forms of degree 2m + 1 over fibers of dimension m+1, so that any terms including a horizontal factor of degree m+1 must yield zero. By the same token ∆ µ may be perturbed by any horizontal form of degree m + 1 without affecting the result. DefineĀ
Thusρ(λ k ) is the boundary term ofΛ k ∈ R, as in Definition 3.1. Here we use the relation
For nonnegative integers k, p satisfying 2p ≤ k ≤ m − 1 we define elements of degree m + 1 byĀ
The sum ranges over all permutations of 1, . . . , m.
The proof of Lemma 3.12 using the Alesker-Bernig formula is based on the following observation. Proof. More precisely and generally, we compute
for m − k odd and δ m−1 := 0 otherwise. This follows by telescoping from the formula
since ω ij = 0 whenever both i, j ≥ 0, which in turn follows from the structure equations (5). 
Proposition 4.3. For any smooth oriented manifold
We will only give explicitly the construction of ϕ 1 , corresponding to the term of the Alesker-Bernig formula that involves fiber integration over Σ; that of ϕ 2 is similar but significantly simpler.
The gist of the construction is contained in Lemmas 4.5 and 4.6. The idea is to carry out the fiber integration in the first term of the right hand side of (51) in purely symbolic terms (the second term vanishes since F µ = 0, which is to say that t M clearly vanishes on singletons). The underlying observation is Lemma 4.2, which implies that in the present setting the forms β, ∆ µ from (51) are realizations of elements ofĀ + m . Lemma 4.6 shows that the process of pulling them back under ζ, η may be viewed as the realization of a parallel symbolic process. With the aid of Lemma 2.7, Lemma 4.5 shows that the fiber integration step in the Alesker-Bernig formula may also be carried out symbolically, and that the symbolic result belongs toĀ 
It follows that this value is independent of the choice 
respectively omit the third and second coordinates. 
Here ξ Σ denotes the restriction of the projection ξ to the submanifold Σ of (50).
Proof. That the top square commutes follows straightforwardly from the definitions. Lemma 2.7 implies that a variant of the bottom square commutes, in which the invariance conditions on the spaces on the left are relaxed, and the mapsρ,ρ are replaced byρ b ,ρ b for some frame b at ξ 0 . Since the orientation of C is reversed under the action of g ∈ O(m) if det g = −1, we find that 
where we recall the definition ofL g from the discussion around (4), (6) . One sees readily that if h ∈ O(m) then
From the first relation it follows that if φ ∈Ā + m then s g (φ) depends only on g · e 0 = u and det g. Thus we may define σ : 
commutes, where the map on the right is defined as usual via the connection. Observe first that ifḡ :
then (60) may be rewritten as
We construct a convenient choice of such an extension as follows. By continuity we may assume that ξ 0 ⊥ η 0 , or equivalently that u ⊥ e 0 . Thus by Lemma 2.5, we may take 
, so that by Lemma 2.5 and (63) (65)ḡ(ξ, rot
Since the group action commutes with parallel translation, the mapḡ is determined by these restricted values: if ξ ′ , η ′ ∈ S x M are the parallel translates of ξ, η along the geodesic from x 0 to x, thenḡ(ξ ′ , η ′ ) =ḡ(ξ, η).
where, as in (61), the space on the lower right is identified with * T ξ 0 ,η 0 (SM × M SM ) via the connection. We claim that the composition of maps from the lower left corner across the top line to the lower right coincides withρ b • s g | u , which will imply commutativity of (61). Note first that the derivativesb * ,ḡ * at (ξ 0 , η 0 ) vanish on T η 0 S x 0 M, T ξ 0 SM respectively. The first of these statements is obvious, while the second follows from (65) and the definition of the connection. By the definitions ofb and of the realization maps we havē
Meanwhile, the restrictions ofḡ * and (ḡ 
Applying the adjoints of the derivatives described above and comparing with the definition of s g in (60) and (62) completes the proof.
Proof of Proposition 4.4.
Recalling (12), we construct ϕ 1 by feeding L (−1) dλ 1 ⊗ φ kp into the tensor square of (59), then applying (58). Note that, in applying Theorem 4.1 in our present circumstances, we have F µ = 0, and we may ignore the π * τ term.
Proof of Lemma 3.8.
The proof is similar to that of Lemma 3.12, with the AleskerBernig formula replaced by the more elementary construction giving the restriction of smooth curvature measures on the level of differential forms, which we now describe. 
Although the fibers of p are not compact, they may be easily compactified by a blowing up process, so that the fiber integral operator p * that occurs here is well defined. The conclusion now follows from the fiber integration definition of products of currents. Actually this construction is valid without regard to the Riemannian structure via passage to the conormal cycle. From that perspective, that the fibers are oriented canonically follows from the fact that the pair (M, N ) is locally diffeomorphic to the model case (R m+1 , R n+1 ).
The bundle p admits a natural connection, as follows. Take clear that the only terms that yield n − m factors du β are those for which {m + 1, . . . , n} ⊂ {π k+1 , . . . , π n }. Thus these terms include no factors Ω αt . Since only these terms contribute to the fiber integral J, it follows that ψ 1 := J • σ rel (φ kp ) ∈Ā + m,n . That the bottom square of the diagram commutes is now immediate.
We omit the simpler proof of the second assertion.
5. An application to hermitian integral geometry
We apply our results to study the space C n λ of invariant curvature measures, and the corresponding algebra V n λ , on the complex space forms CP n λ . 5.1. Review of hermitian integral geometry. Let us recall the main notions of this subject, developed mostly in [10] . is a pair (M, G) , where M is a Riemannian manifold and G is a group of isometries of M that acts transitively on the tangent sphere bundle SM . For such a space there exist kinematic formulas both for G-invariant curvature measures and for G-invariant valuations, the latter being the image of the former under the globalization map:
General theory. A Riemannian isotropic space
where the coproducts K, k are cocommutative and coassociative. It follows that the realization at M of the action of R[t] on R carries kinematic information. We now illustrate this principle by examining the case of the integral geometry of complex space forms.
5.1.2.
The case of the complex space forms. Put CP n λ for the complex space form of complex dimension n and holomorphic sectional curvature 4λ, equipped with its isometry groups G n λ . For λ = 0, we take G n 0 := U (n), and the resulting isotropic euclidean space is canonically isomorphic to each tangent space (T o CP n λ , (G n λ ) o ) described in the general case above. This implies that for each n there exists a single model C n canonically isomorphic as a coalgebra to each C , where R l−2p denotes a subspace of C n of the given real dimension that is orthogonal both to C p and to √ −1 times itself.
By Lemma 3.6 of [10] and the remarks preceding it, there are natural restriction maps r n : C n+1 → C n that act formally as the identity on the span of the ∆ kp , k ≤ n, and that respect the decompositions above. Take C ∞ = Ang ∞ ⊕ Null ∞ λ to be the inverse limit of this system. The inclusions also induce surjective algebra homomorphisms V n+1 λ → V n λ , intertwining the actions on C n+1 , C n and the restriction maps r n . The inverse limit algebra V ∞ λ thus acts on C ∞ , and includes a canonical copy of R[[t]] obtained as the inverse limit of the LK(CP n λ ). The generator thus gives rise to an operator on C ∞ that we denote by t λ , partially described in Theorem 6.7 of [10] . Clearly t λ (Null 
