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Abstrakt 
Tato práce je zaměřena na techniky překonání problému škálovatelnosti při evolučním  
návrhu kombinačních násobiček. Běžně používané techniky evolučního návrhu pracují přímo 
s kandidátním řešením, což není příliš vhodné při návrhu rozsáhlých struktur. Je zde použita technika 
developmentu, která zajišťuje netriviální mapování genotypu na fenotyp. Pomocí developmentu 
založeného na instrukcích jsme schopni vytvořit poměrně rozsáhlé obvody. V práci jsou představeny 
tři modely pro tvoření násobičky, která jako poslední stupeň obvodu pro výpočet finálního součtu 
využívá sčítačku s postupným přenosem. 
 
 
 
Abstract 
This work is focused on the techniques for overcoming the problem of scale in the evolutionary 
design of the combinational multipliers. The approaches to the evolutionary design that work directly 
with the target solutions are not suitable for the design of the large-scale structures. An approach 
based on the biological principles of development has often been utilized as a non-trivial genotype-
phenotype mapping in the evolutionary algorithms that allows us to design scalable structures. The 
instruction-based developmental approach has been applied to the evolutionary design of generic 
circuit structures. In this work, three methods are presented for the construction of the combinational 
multipliers which use a ripple-carry adder for obtaining the final product. 
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1 Úvod 
V dnešní době se při návrhu řešení nejrůznějších technických problémů používají především 
algoritmy z oblasti počítačového inženýrství. Při návrhu kombinačních obvodů tomu není jinak. 
Jedním ze základních kombinačních obvodů je bezesporu kombinační násobička, která nachází 
uplatnění v nejrůznějších složitějších systémech. Aby bylo možné dosáhnout rychlejší odezvy nebo 
levnějšího řešení celého systému, je nutné zkvalitnit obvody, ze kterých se skládá. Pro hledání 
kvalitnějšího řešení se často používají genetické algoritmy. Pomocí těchto algoritmů můžeme být při 
vhodné reprezentaci schopni nalézt diametrálně odlišné řešení vzhledem k řešení konvenčnímu.  
Cílem této diplomové práce je návrh a ověření nových metod pro evoluční návrh kombinačních 
násobiček. Budou představeny metody pro návrh kombinačních násobiček pomocí lineárního 
genetického programování. Aby bylo možné dosáhnout i násobicích obvodů pro větší vstupní 
vektory, je zde využit přístup založený na tzv. developmentu. Návrh jednotlivých obvodů nebude 
probíhat na úrovni hradel, ale bude probíhat sestavením obvodu z větších funkčních bloků. 
Text je rozdělen do následujících částí. V kapitole 2 jsou představeny konvenční přístupy 
k tvorbě násobicího obvodu. Nejedná se o celkový výčet, ale pouze o přehled technik vztahujících se 
k této práci. V kapitole 3 jsou stručně představeny evoluční techniky, ze kterých se v práci vychází. 
Kapitola 4 obsahuje základní popis navržených modelů. Realizace představených modelů je uvedena 
v kapitole 5. V další kapitole je popsána řada experimentů a v kapitole poslední je uvedeno závěrečné 
shrnutí a zhodnocení. 
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2 Obvody pro násobení 
Pro realizaci obvodů násobících dvě čísla existuje v současné době nepřeberné množství řešení. 
Některé představují obvody optimalizované vzhledem k ploše potřebné k implementaci, některé jsou 
navrženy tak, aby dosáhly co nejrychlejší časové odezvy. Jiné obvody jsou například navrženy tak, 
aby co nejlépe pracovaly na určité architektuře nebo při použití určité výrobní technologie. 
Rozdělení obvodů lze provést podle několika kritérií. Existují obvody násobící čísla v pevné 
řádové čárce, v plovoucí řádové čárce a především obvody pracující s celými čísly. Dalším kritériem 
pro rozdělení násobiček je přítomnost znaménka v násobených číslech. Asi nejdůležitější rozdělení 
obvodů je rozdělení podle způsobu průběhu výpočtu. Tím je samozřejmě myšleno rozdělení na 
sekvenční, kombinační a sekvenčně-kombinační násobičky.  
Sekvenční obvody se vyznačují velmi nízkou prostorovou náročností, ovšem důsledkem 
levného a jednoduchého řešení je nízká rychlost výpočtu. Naproti tomu kombinační obvody dosahují 
velmi rychlého výpočtu, který je ovšem doprovázen vysokou složitostí obvodu a tím i jeho vysokou 
cenou. Sekvenčně-kombinační obvody představují kompromis obou předchozích řešení.  
V následují kapitole se blíže zaměříme na kombinační násobičky celých čísel bez znaménka, 
které jsou předmětem této práce. Návrh obvodu, jak již bylo řečeno, nebude probíhat na úrovni 
logických hradel, ale na úrovni stavebních bloků. Tyto bloky budou představeny v kapitole 2.2. 
V kapitole 2.3 budou spolu představeny některé možné realizace jednotlivých částí kombinační 
násobičky. 
2.1 Kombinační násobičky 
Princip kombinační násobičky vychází z postupu násobení na mřížce (lattice multiplication) [1], které 
je uvedeno na obrázku 1. Násobení probíhá tak, že se vytvoří vzájemné součiny jednotlivých cifer 
obou operandů. Tyto mezivýsledky se po diagonálách postupně sečtou a vytvoří tak výsledný součin. 
Znázorněné násobení představuje násobení v desítkové soustavě. Dále je zapotřebí zajistit přechody 
do vyšších řádů. Algoritmus provádějící toto násobení je možné rozdělit do tří hlavních částí, které 
jsou uvedeny na obrázku 2. Uvedený postup platí pro většinu číselných soustav. Hlavním  rozdílem 
mezi jednotlivými realizacemi je určení přechodu do vyššího řádu a použité funkční bloky. Funkční 
bloky budou nadále v textu označovány také jako stavební bloky. 
 
V textu jsou použity některé pojmy, které nyní blíže specifikuji [4]: 
· Redukční síť je vhodné zapojení určitých funkčních bloků.  
· Redukční poměr je vlastnost funkčního  bloku, která určuje změnu velikosti výstupního 
vektoru oproti velikosti vstupního vektoru.  
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· Částečný součin je dílčí výsledek operace násobení dvou bitových vektorů ( např. i 1 bit).  
· Částečný součet je někdy také označovaný jako pseudo součet a udává průběžný výsledek 
operace sčítání v jednotlivých stupních obvodu.   
       
Obrázek 1 : Příklad násobení na mřížce v desítkové           Obrázek 2 : Základní schéma algoritmu        
       soustavě. Násobení čísel 202 a 134.      kombinačního násobení. 
 
Vzhledem k velké složitosti kombinačních obvodů se nabízí možnost redukovat množství použitých 
prvků na minimum, aniž by došlo k výraznému zvýšení doby potřebné pro výpočet. Dalším 
požadavkem může být zvýšení rychlosti výpočtu i za cenu nákladnějšího a složitějšího obvodu. 
S řešením těchto problému je možné se setkat téměř v každé navržené realizaci. Pro každý blok ze 
základního schématu existuje několik možností, jak daný blok realizovat. Jako příklad uvedu 
v kapitole 2.3 některé nejznámější realizace, které spolu bývají často kombinovány.  
2.2  Stavební bloky kombinačních násobiček 
V první řadě budou uvedeny některé základní stavební bloky, které jsou použity v této práci. Způsob 
realizace jednotlivých stavebních bloků výrazně mění vlastnosti výsledného obvodu. Na obrázku 3 je 
uvedeno blok redukující v poměru 2:2, který je označován jako poloviční sčítačka (half adder). 
Obrázek obsahuje schématickou značku, schéma zapojení z logických hradel a znázornění funkce 
bloku v tzv. Daddově grafu (podrobněji o Daddových grafech viz kapitola 2.3.3). 
 
Obrázek 3 : Poloviční sčítačka: (a) Schématická značka. (b) Schéma zapojení z logických hradel.  
                                  (c) Funkce bloku znázorněná pomocí Daddova grafu. 
S 
 
 
C 
A 
B 
 HA 
A       B 
 
C       S 
 
(a)       (b)                                      (c) 
Vytvoření částečných součinů 
M N 
M+N S 
A B 
Provedení diagonálních součtů 
Sečtení diag. součtů a přenosů 
M+N M+N C Sd 
…M*N… 
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Techniku popisování složité kombinační struktury pomocí grafů poprvé použil Dadda ve svém článku 
z roku 1965 [4]. Graf znázorňuje pomocí kružnic jednotlivé částečné součiny, které nejsou vzájemně 
odlišeny, protože jejich pořadí není důležité. Důležité je pouze jejich umístění ve sloupcích. Úkolem 
redukční sítě je pomocí bloků redukovat počet kružnic ve sloupci minimálně na dvě. Pokud 
provedeme u všech sloupců redukci až na jednu kružnici, jedná se o redukční síť spojenou se 
sčítačkou s postupným přenosem. Na obrázku 3(c) je blok poloviční sčítačky označen pomocí 
zaobleného obdélníku a na obrázku 4(c) blok úplné sčítačky pomocí obdélníku. Výsledky bloků 
uvedeného v předchozím kroku jsou označovány příslušnou čarou. Tímto způsobem je možné popsat 
i bloky redukující v jiném poměru.  
Dalším velmi důležitým blokem je již zmíněná úplná sčítačka (full adder). Jedná se o blok 
s redukčním poměrem 3:2. Stejně jako u poloviční sčítačky je na obrázku 4 uvedena schématická 
značka, schéma zapojení z logických hradel a znázornění funkce bloku pomocí Daddova grafu.  
  
Obrázek 4 : Úplná sčítačka: (a) Schématická značka. (b) Schéma zapojení z logických hradel.  
                             (c) Funkce bloku znázorněná pomocí Daddova grafu. 
 
Při návrhu kombinačních násobiček s větším počtem bitů ve vstupních operandech se často využívají 
bloky redukující větší počet částečných součinů. Například blok uvedený na obrázku 5, redukující 
v poměru 7:3 označovaný jako čítač (counter).  
 
Obrázek 5 : Counter 7:3: (a) Schématická značka. (b) Schéma zapojení z úplných sčítaček.  
                             (c) Funkce bloku znázorněná pomocí Daddova grafu. 
FA FA 
FA FA 
     i6   i5    i4    i3   i2    i1    i0 
o2       o1              o0 
 i6  . . . . . . . . . i0 
o2   o1  o0 
7:3 
(a)       (b)                                              (c) 
A 
B 
Cin 
S 
 
 
 
Cout 
(a)       (b)                                                                           (c) 
A    B    Cin 
 
Cout    S 
 
FA 
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Skládání redukční sítě z těchto větších bloků zjednodušuje návrh a stává se přehlednější. Další 
možností je využití bloků realizující násobení. Například násobičku 2x2 uvedenou na obrázku 6. Pro 
rozsáhlé operandy lze použít i bloky pracující s více částečnými součiny. Například můžeme použít 
bloky redukující v poměru 15:4, násobičku 3x3 a tak dále.   
 
Obrázek 6 : Násobička 2x2 bity: (a) Schématická značka. (b) Schéma zapojení z polovičních sčítaček.  
                               (c) Funkce bloku znázorněná pomocí Daddova grafu. 
 
2.3 Metody používané při realizaci algoritmu 
kombinačního násobení 
V této kapitole budou představeny základní metody používané při realizaci jednotlivých částí 
algoritmu uvedeného na obrázku 2. Výrazné zrychlení určité části algoritmu zcela jistě bude mít 
dopad na jeho rychlost a na jeho cenu a proto hledáme takovou kombinaci jednotlivých částí, která by 
byla vhodným kompromisem požadovaného řešení. Hlavním problémem při návrhu kombinační 
násobičky je její škálovatelnost. Při zvětšování velikosti operandů dochází k výraznému zvětšování 
složitosti obvodů. 
Realizace první části algoritmu, která se zabývá tvorbou částečných součinů, se především liší 
v použitém vstupním kódování a v použité číselné soustavě. Změny z prvního části algoritmu se 
samozřejmě projeví i v dalších částech algoritmu. Je zde například možné pracovat místo ve dvojkové 
soustavě v soustavě jiné. Třeba při použití osmičkové soustavy se v podstatě pracuje se třemi bity 
najednou, což může značně urychlit výpočet. Tento přístup je blíže popsán v kapitole 2.3.1. Další a 
rozhodně častější realizace je použití Boothova překódování [2] na vektor relativních číslic. Existují 
různé varianty tohoto algoritmu pracující s určitým počtem překódovaných bitů n jinak řečeno 
s radixem 2n. Tato alternativní realizace je stručně popsána v kapitole 2.3.2.  
Blok pro vytvoření diagonálních součtů bude dále označován jako redukční síť. Úpravou 
základního řešení redukční sítě je možné získat rychlejší a levnější obvod. Základní možností je 
nahrazení struktury pole za stromovou strukturu nazývanou Wallaceův strom [3] nebo jeho obdobu 
Daddův strom [4]. Další možné varianty stromových struktur lze nalézt v literatuře [5] a [6]. Všechny 
doposud uvedené algoritmy využívají bloky redukující v poměru 3:2 případně 2:2. Na bitové úrovni 
se jedná o bloky úplné jednobitové sčítačky případně poloviční jednobitové sčítačky, které jsou 
(a)       (b)                                        (c) 
HA 
  i3                i2        i1   i0 
 o3       o2              o1  o0 
HA 2x2 
 i3  i2   i1  i0 
o3 o2  o1  o0 
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uvedeny na obrázcích 3 a 4. Další možností je úprava základních bloků, ze kterých je redukční síť 
sestavena. Tento přístup je využit u řešení založeného na blocích redukujících například poměrem 
4:2, kde je blok označován jako compressor [7]. Dalším takovým blokem je například již uvedený 
counter 7:3. 
Posledním faktorem, který výrazně ovlivňuje efektivitu násobení, je provedení výsledného 
součtu dvou vektorů. Pro součet dvou n-bitových vektorů existuje veliké množství algoritmů [8], 
které jsou rychlejší než sčítání s postupným přenosem. Zvýšení rychlosti samozřejmě opět zvedne 
složitost a cenu řešení. Vzhledem k velkém počtu možných realizací uvedu v kapitole 2.3.4 jen 
některé zástupce. 
2.3.1 Generátory částečných součinů 
Generátor částečných součinů provádí plnění mřížky (obrázek 1) hodnotami, které jsou v dalších 
krocích zpracovávány. Základním a nejjednodušším způsobem je použití dvojkové soustavy, viz  
obrázek 7. Na obrázku lze vidět hradlo AND realizují jeden částečný součin, jednu buňku mřížky a 
také mřížku znázorňující násobení čísel 202 a 134. Proměnné X a Y představují vstupní operandy.  
 
Obrázek 7 : Násobení na mřížce ve 2-kové soustavě (po 1 bitu). (a) Realizace jednoho částečného součinu.  
       (b) Jedna buňka mřížky. (c) Mřížka znázorňující násobení čísel 202 a 134. 
 
Na obrázích 8 a 9 jsou uvedeny způsoby násobení více bitů najednou. Pro realizaci jednoho součinu 
je nutné použít násobičku na příslušném počtu bitů. Při použití více bitů najednou se naproti 
jednobitového řešení zdvojnásobí celkový počet částečných součinů. Složení následujících obrázků je 
stejné jako složení obrázku 7. Hodnoty zobrazené v mřížkách jsou pro ukázku uvedeny v desítkové 
soustavě. 
 
X0 Y0 
X0 Y0 
X0 
Y0 
X0 Y0 
X0∙ 0 
X0∙ 0 
(a)                                              (c) 
 
 
 
 
(b) 
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Obrázek 8 : Násobení na mřížce ve 4-kové soustavě (po 2 bitech). (a) Realizace jednoho částečného 
                            součinu. (b) Jedna buňka mřížky. (c) Mřížka znázorňující násobení čísel 202 a 134. 
 
 
Obrázek 9 : Násobení na mřížce v 16-kové soustavě (po 4 bitech). (a) Realizace jednoho částečného 
                            součinu. (b) Jedna buňka mřížky. (c) Mřížka znázorňující násobení čísel 202 a 134. 
 
 
X0 Y1 
S3 S2 
X1 Y0 
S1 S0 
MULT 2x2 
S3 S2 
S1 S0 
X0 X1 
Y1 
Y0 
X2 Y3 
S7 S6 
X3 Y2 
S5 S4 
MULT 4x4 
Y1 Y0 X0 X1 
S3 S2 S1 S0 
S7 S6 S5 S4 
S3 S2 S1 S0 
X2 X3 X0 X1 
Y3 
Y2 
Y1 
Y0 
(a)                                              (c) 
 
 
 
 
(b) 
(a)                                              (c) 
 
 
 
 
 
(b) 
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2.3.2 Algoritmus Boothova překódování  
Algoritmus Boothova překódování [2] doplňuje do základního schématu další dva bloky (obrázek 
10), které zajišťují práci s relativními číslicemi. Jedná se o znaménkovou variantu násobení, která 
nevyužívá pouze operaci sčítání, ale používá i operaci odečítání. Z jednoho operandu je vytvořen 
dvojkový doplněk, který je následně používán na vytváření částečných součinů. V bloku nazvaném 
„Boothovo překódování“ je podle pravidel uvedených v tabulkách 1 a 2 provedeno překódování na 
vektor relativních číslic. Počet a hodnoty relativních číslic odpovídají zvolenému radixu Boothova 
překódování. Nyní pro vytvoření částečných součinů algoritmus vybere na základě hodnoty relativní 
číslice hodnotu druhého operandu a provede násobení. 
Hlavní myšlenkou překódování je minimalizovat počet potřebných matematických operací. 
Například hodnota 62 lze vytvořit sečtením pěti hodnot, ale také lze vytvořit jako rozdíl dvou hodnot.  
 
Příklad : 
  62 = 25+24+23+22+21 ( 00111110 )2  
  62 = 26-21  ( 010000-10)Boothovo překódování s radixem 2  
 
 
Obrázek 10 : Schéma násobičky s Boothovým překódováním. 
 
  překódovaný bit bit vpravo Boothův kód (relativní číslice) 
0 0 0 
0 1 1 
1 0 -1 
1 1 0 
Tabulka 1: Boothovo překódování s radixem 2 (po jednom bitu). 
Vytvoření částečných součinů 
M+N 
S 
M A N B 
Provedení diagonálních součtů 
Sečtení diag. součtů a přenosů 
M+N M+N C Sd 
…M*N… 
Vytvoření 
dvojkového doplňku  
N -B 
Boothovo 
překódování 
N X 
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překódovaná skupina bitů bit vpravo Boothův kód (relativní číslice) 
00 0 0 
00 1 1 
01 0 1 
01 1 2 
10 0 -2 
10 1 -1 
11 0 -1 
11 1 0 
Tabulka 2 : Boothovo překódování s radixem 4 (dva bity najednou). 
2.3.3 Redukční sítě 
Poměrně značného vylepšení standardního schématu je možné dosáhnout právě vhodným zapojením 
kombinační sítě. Jak již bylo zmíněno v kapitole 2.3, je žádoucí zaměnit pomalé zapojení pole za 
rychlejší stromovou strukturu. Na obrázku 11 jsou pomocí Daddových grafů uvedeny násobička 3x3 
bity složený z polovičních a úplných jednobitových sčítaček (viz obrázky 3 a 4). Jedná se o násobičku 
s výsledným součtem provedeným pomocí sčítačky s postupným přenosem, která je součástí návrhu.  
 
Obrázek 11 : Násobičky 3x3 pomocí Daddových grafů: (a) pole (b) Wallaceův strom (c) Daddův strom. 
(a)                                     (b)                                      (c)  
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 Jak je vidět z obrázku 11, tak je pro realizaci použit stejný počet bloků. Jediným rozdílem je způsob 
jejich zapojení. Pro znázornění je použita násobička s malým počtem bitů v operandu a proto nejsou 
rozdíly použitých redukčních sítí příliš velké. Ovšem pro větší počet bitů jsou možnosti vzájemného 
propojení mnohem větší. Dále lze z obrázku vyčíst počet kroků (stupňů obvodu), které jsou zapotřebí 
pro dosažení výsledku. Čím více je kroků, tím je samozřejmě algoritmus pomalejší. Pro malé počty 
bitů dosahují násobičky s Wallaceovým a Daddovým stromem stejné časové odezvy. Pro větší počty 
bitů však vykazují v určitých situacích Daddovy stromy lepší výsledky [10]. 
 
2.3.4 Sčítačky pro realizaci výsledného součtu 
Nejjednodušším a hlavně nejlevnějším řešením je už několikrát zmíněné sčítání s postupným 
přenosem. Ve vhodně vytvořeném redukčním stromě dochází k částečnému sčítání již při redukci 
částečných součinů. Tímto je možné redukovat potřebný počet bitů výsledné sčítačky na minimum a 
tím snížit i její časové zpoždění. Uvedu příklad. Při konstrukci násobičky 4x4 bity by podle 
základního schématu sčítačka použitá pro výsledný součet měla být schopna pracovat s osmi bity. 
Ovšem při použití Wallaceova stromu jsme schopni docílit takového zapojení, kde je zapotřebí pouze 
sčítačka pracující se čtyřmi bity. 
Nyní uvedu některé možné realizace operace sčítání dvou n-bitových operandů. Uvedené 
modely mezi sebou bývají často kombinovány.  
 
· Sčítačka využívající generátory rychlých přenosů (CLA – carry look ahead adders) [8].  
· Sčítačka s přeskakováním přenosu (Carry-Skip Adders) [8]. 
· Sčítačka s výběrem přenosu (Carry-Select Adders) [8]. 
· Sčítačka s podmíněným součtem (Conditional sum adders) [8]. 
· Paralelní prefixové sčítačky založené na stromové struktuře speciálních bloků [9]. 
· Kogge-Stone adder. 
· Ladner-Fischer adder. 
· Brent-Kung adder. 
· Han-Carlson adder.  
 
Výrazného urychlení výsledného součtu docílíme pomocí sčítačky založené na blocích generujících 
rychlé přenosy. Hlavní myšlenkou je generovat všechny potřebné přenosy paralelně. Složitost obvodu 
pro větší počet bitů ovšem strmě narůstá a proto jsou i zde sestavovány složitější obvody z obvodů 
jednodušších. Obvody jsou poté většinou tvořeny stromovou strukturou.  
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Paralelní prefixové sčítačky jsou postaveny na podobném principu generování pomocných 
hodnot jako sčítačky s CLA. Jednotlivá řešení založené na pomocných mezivýsledcích označovaných 
jako generate (G) a propagate (P) se odlišují ve způsobu jejich stromového zapojení.  
Další možná řešení sčítačky se většinou vyznačují tím, že na úkor prostorové náročnosti 
dosáhne cíleného výsledku v kratším čase. Jedná se především o provádění výpočtu více možných 
variant, ze kterých je následně možné vybrat správný výsledek. 
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3 Techniky evolučního návrhu 
Techniky založené na evolučních algoritmech se v posledních letech rozšířily do spousty odvětví 
vědy. Využívají se především tam, kde není možné daný problém řešit pomocí matematického 
aparátu, náročnost problému nedovoluje za stávajících technických možností dojít k výsledku nebo se 
jedná o problém, který není dostatečně popsán. Evoluční algoritmy nacházejí široké uplatnění 
v oblastech optimalizace stávajících řešení i návrhu nových nekonvečních řešení, v oblastech 
plánování a řízení inteligentních systémů, v oblasti dolování dat z databází a v dalších oblastech 
umělé inteligence. 
Evoluční algoritmus je založen na principech Darwinovy evoluční teorie [11]. Tato teorie 
popisuje vývoj jednotlivých živočišných druhů pomocí základního pudu a tím je boj o přežití, který je 
označován jako přirozený výběr. Cílem přirozeného výběru je eliminovat nejslabší jedince z populace 
a naopak prosadit ty nejsilnější. Dalším pojmem spojeným s evolucí je tzv. genetický drift, který 
popisuje změny populace vlivem náhodných událostí a tím zajišťuje různorodost celé populace. Tato 
různorodost se nazývá diverzita. Vzhledem k tomu, že je zapotřebí populaci stále obnovovat, je velmi 
důležitou součástí proces reprodukce, který zajistí vznik nové generace na základě genetických 
informací z předchozí generace.  
V technickém pojetí evoluce se vyskytuje několik termínů, se kterými se budeme setkávat dále 
a tak je nyní stručně popíši. Základními pojmy jsou jedinec a populace. Jedinec v námi používaném 
kontextu znamená jedno kandidátní řešení daného problému. Populace samozřejmě znamená množinu 
jedinců. Celá populace se v rámci evoluce vyvíjí. Aby bylo možné simulovat přirozený výběr, je 
nutné zajistit ohodnocení jednotlivých jedinců. Toto ohodnocení je popsáno pomocí hodnoty fitness a 
udává míru korektnosti řešení daného problému. Asi nejdůležitějším a zároveň nejobtížnějším je 
navrhnout nejvhodnější způsob zakódování problému nazývající se genotyp. Vhodným zakódováním 
lze celý výpočet podstatně urychlit. Jedno konkrétní zakódování genotypu se nazývá chromozom. 
Část chromozomu se nazývá gen. Dalším důležitým pojmem je fenotyp. Fenotyp je řešení 
představující skutečný problém a je dekódované z genotypu. 
Základy genetických algoritmů položil John Holland [12]. Dalším průkopníkem v této oblasti 
je bezesporu David Goldberg se svou knihou [13], kde detailně popisuje standardní genetický 
algoritmus. Za zakladatele genetického programování je brán John Koza, který svou práci popsal 
v knize [14]. V následujících kapitolách bude blíže popsán genetický algoritmus, genetické 
programování a také technika developmentu sloužící pro řešení složitějších problémů. 
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3.1 Genetický algoritmus 
Genetický algoritmus představuje jednu z nejpoužívanějších evolučních technik. Existují spousty 
modifikací, které jsou přizpůsobeny množině řešených problémů. Všechny jsou ovšem založeny na 
základním schématu [15] uvedeném na obrázku 12.  
 
Důležitými problémy, které je nutné vyřešit v závislosti na řešeném problému jsou následující [15]. 
· Jak reprezentovat problém? 
· Jakou a jak velkou počáteční populaci zvolit? 
· Jak ohodnotit jednotlivé jedince? 
· Jak vybrat vhodné jedince pro křížení a mutaci? 
· Jaké křížení a s jakou pravděpodobností použít? 
· Jakou mutaci a s jakou pravděpodobností použít? 
· Jak provést obnovu populace? 
· Jak definovat ukončení algoritmu? 
 
 
Obrázek 12 : Základní schéma genetického algoritmu. 
Inicializace počáteční populace většinou záleží na řešeném problému. Někdy je vhodné zavést do 
algoritmu nějakou počáteční znalost a zrychlit tak konvergenci algoritmu. Ovšem většinou se jedná o 
náhodně vygenerované chromozomy. Pokud máme definovanou počáteční populaci, můžeme začít 
s ohodnocením jednotlivých řešení. K tomuto účelu slouží fitness funkce, která je úzce spjata 
Ohodnocení kandidátních řešení 
Výběr kandidátních řešení 
Křížení 
Mutace 
Obnova populace 
Konec ? 
Inicializace počáteční populace 
Start 
Konec 
NE 
ANO 
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s řešeným problémem a se způsobem, jak je tento problém zakódován v genotypu. V základním 
schématu je nejlepší jedinec z populace ten, co má největší fitness hodnotu. Ovšem je možné provést 
modifikaci a za nejlepšího jedince prohlásit toho s nejnižší hodnotou. Pokud hodnota fitness dosáhne 
nebo dokonce překročí určitou danou hodnotu, můžeme říci, že je dané řešení nalezeno.  
U některých problémů je možné požadovat výsledek naprosto přesný u jiných z úsporných 
hledisek si vystačíme pouze s určitou přesností. Toto se samozřejmě liší napříč řešenými problémy. 
Problémem hledání vhodného řešení v rozlehlé množině kandidátních řešení s sebou přináší i 
možnost, že hledané řešení nenalezneme. Může to být například zapříčiněno tím, že pro nalezení 
řešení jsme omezeni výpočetními možnostmi systému. Algoritmus je proto omezen na určitý počet 
generací. Dalším krokem algoritmu je výběr vhodných chromozomů, které nabídnou svou informaci 
další generaci. Počet takto vybraných chromozomů je různý v závislosti na řešeném problému. Někdy 
je vhodné vybrat spousty řešení a docílit nalezení v malém počtu generací. Jindy je naopak vybíráno 
pouze pár jedinců a provedeno velké množství generací. Výběr jedinců z populace je nazýván 
selekce. Takto vybraní jedinci podstupují za určité pravděpodobnosti křížení a mutaci. Pomocí těchto 
dvou technik se vytvoří nová populace, která nahradí částečně nebo úplně populaci předchozí 
generace. Nalezení nejvhodnější kombinace všech parametrů a zvolených technik je velmi složité. 
Úspěch ve velké míře závisí na znalostech problému a zkušenostech návrháře. Nyní budou blíže 
popsány možné realizace selekce, křížení, mutace a obnovy populace. 
3.1.1 Selekce 
Selekce, jak již bylo řečeno vybírá z populace takové jedince, kteří jsou vhodní pro další použití 
v genetickém algoritmu. To znamená, že nesou užitečnou genetickou informaci. Výběr jedinců do 
reprodukčního procesu musí být schopen vybrat jedince s vysokou fitness hodnotou, ale zároveň 
zachovat diverzitu populace. Pokud by docházelo k vybírání pouze jedinců s nejvyšším ohodnocením  
algoritmus by konvergoval mnohem pomaleji a především by mohlo dojít k uvíznutí algoritmu a tím 
by řešení nebylo nalezeno vůbec. Nyní uvedu některé algoritmy.   
Algoritmus výběru pomocí rulety (roulette wheel selection) [15] je založen na náhodném 
výběru s určitou pravděpodobností. Viz obrázek 13 .Každý jedinec je vybrán 
s pravděpodobností odvíjející se od vlastní fitness hodnoty. Pomyslná ruleta se musí roztočit 
tolikrát kolik rodičů vyžadujeme.    
Drobnou modifikací výše uvedeného algoritmu je algoritmus stochastického 
univerzálního vzorkování (stochastic universal sampling) [15]. Tento algoritmus také pracuje 
na principu rulety, ovšem s tím rozdílem, že pro výběr všech rodičů stačí pouze jedno 
zatočení. Na pomyslné ruletě je totiž namísto jednoho jazýčku, takový počet jazýčků jako je 
počet požadovaných rodičů. Jazýčky jsou rozloženy rovnoměrně jak je ukázáno na obrázku 
13. 
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Obrázek 13 : (a) Algoritmus rulety. (b) Algoritmus stochastického univerzálního vzorkování. 
Velmi často používaný je algoritmus turnajového výběru [15]. Z celé populace se vybere jistá 
podmnožina o předem dané velikosti. Z této skupiny jedinců se vybere ten s největší fitness hodnotou 
a je prohlášen za rodiče. Tento postup je zapotřebí opakovat tolikrát, kolik rodičů požadujeme.  
Pro výběr jedinců existuje spousta dalších algoritmů, které jsou velmi často založeny na 
úpravách a kombinacích některých výše uvedených postupů. Jednou z často používaných úprav je 
zavedení elitismu [15]. Podstatou tohoto principu je ponechání nejlepšího dosaženého řešení 
v populaci. V jistých případech může algoritmus výběru elity urychlit konvergenci algoritmu, ovšem 
v některých případech může s sebou nést problém diverzity populace. 
3.1.2 Křížení 
Křížení je základní genetický operátor, který kombinuje genetickou informaci dvou jedinců (rodičů). 
Pravděpodobnost použití operace křížení závisí na řešeném problému, ale většinou se pohybuje okolo 
95% [15]. Ostatní jedinci vstupují do nové generace nezměněni. Jednotlivé metody křížení závisí na 
způsobu zakódování problému. Nyní budou ukázány na binární reprezentaci chromozomu základní 
metody křížení. 
Jednou z metod je metoda jednobodového křížení [15], která je ukázána na obrázku 14. Na 
chromozomech je náhodně vybráno místo kde provedeme řez. Jednotlivé části poté spojíme a tím 
vytvoříme ze dvou rodičů dva potomky.  
Vícebodové křížení [15] je založeno na stejném principu. Jediným rozdílem je, že řez 
neprovedeme jeden, ale provedeme jich několik. Vzniklé části vzájemně prohodíme a tak vytvoříme 
dva potomky. Viz obrázek 15. 
Poslední bude uvedena metoda uniformního křížení [15], která spočívá náhodnou záměnou 
genů obou rodičů. Příklad je uveden na obrázku 16. Tento způsob provádí značnou změnu 
genetického kódu a tím zamezuje předčasné konvergenci algoritmu. 
        A       B 
D C 
 
        A       B 
D C 
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Obrázek 14 : Jednobodové křížení. 
 
Obrázek 15 : Vícebodové křížení. 
 
Obrázek 16 : Uniformní křížení. 
3.1.3 Mutace  
Operátor mutace je nedílnou a v jistých případech i jedinou součástí reprodukčního systému. Na 
rozdíl od křížení je výskyt tohoto operátoru s velmi malou četností. Pravděpodobnost výskytu se 
pohybuje v závislosti na řešeném problému. Například u bitové mutace je tomu okolo 1% [15]. 
Operátorem mutace můžeme docílit toho, že do chromozomu zavedeme novou informaci. Mutace 
také slouží jako obrana proti problému nízké diverzity populace. Funkce operátoru mutace je silně 
závislá na řešené úloze. Například provádí nahrazení v určitém oboru hodnot, u binárního kódování 
provádí bitovou inverzi, u reálných čísel přičítá nebo odečítá předem danou hodnotu a tak podobně.  
3.1.4 Obnova populace 
Po dokončení každého evolučního cyklu je zapotřebí vybrat jedince reprezentující novou populaci. 
Při výběru populace lze postupovat dvěmi základními způsoby. Jedním ze způsobů je úplná obnova 
populace (vymírání rodičů). Tento způsob umožňuje všem potomků předchozí populace prosadit se 
v populaci nové. Další používanou technikou je částečná obnova. Jedná se o techniku, která vytvoří 
novou populaci výběrem jedinců z obou populací. Způsob výběru jedinců probíhá pomocí operátoru 
selekce. Velmi často se tyto postupy kombinují. 
1 1 1 1 1 1 1 1 1 
0 0 0 0 0 0 0 0 0 
1 1 0 1 0 0 1 1 0 
0 0 1 0 1 1 0 0 1 
Rodiče                  Potomci 
1 1 1 1 1 1 1 1 1 
0 0 0 0 0 0 0 0 0 
1 1 1 0 0 1 0 0 0 
0 0 0 1 1 0 1 1 1 
Rodiče                  Potomci 
1 1 1 1 1 1 1 1 1 
0 0 0 0 0 0 0 0 0 
1 1 1 1 1 0 0 0 0 
0 0 0 0 0 1 1 1 1 
Rodiče                  Potomci 
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3.2 Genetické programování 
Genetické programování je jedním z evolučních algoritmů představených v 80. letech [14]. Hlavním 
rozdílem od genetického algoritmu je fakt, že se nesnažíme najít řešení přesně zakódované do 
chromozomu, ale snažíme se najít program, kterým toto řešení lze popsat. Hledaný program je 
většinou zapsán ve specifickém jazyku navrženém přímo pro řešení daného problému. Naproti tomu 
není problém použít již existující programovací jazyk, který ovšem je ve většině případů příliš 
rozsáhlý a zbytečně komplikuje hledané řešení. Vhodným jazykem se ukázal být například LISP. 
Vzhledem k tomu, že jsou nejčastěji tyto programové struktury popsány pomocí stromových struktur 
je nutné zavést specifické operátory křížení a mutace. Existují ovšem i varianty GP pracující  
s lineární reprezentací, které dokáží pracovat s klasickými genetickými operátory a případnými  
modifikacemi. Tato varianta se nazývá lineární genetické programování (LGP) [18].  
Dalším velkým rozdílem oproti klasickému GA je význam nalezeného řešení. Chromozom 
nalezený pomocí GP obsahuje zakódovaný program, který není na rozdíl od chromozomu 
v genetických algoritmech přesně specifikován. Tím je myšleno, že není předem známa délka 
programu a tak podobně. Pro delší programy se prohledávací prostor stává příliš objemný a není 
možné zajistit prohledávání v rozumném čase. Tento problém je možné řešit pomocí hierarchického 
tvoření bloků nebo vytvářením takzvaných automaticky definovaných funkcí. 
Při návrhu algoritmu založeném na genetickém programování si je v první řadě zapotřebí určit 
množinu funkcí, specifikovat možné hodnoty a typy parametrů. Dále definovat množinu terminálů. 
Abychom byli schopni ohodnotit kvalitu nalezeného řešení, je nutné interpretovat nalezený program. 
Interpretace programu samozřejmě záleží na řešeném problému a pro některé aplikace může být 
velice složitá a zdlouhavá. Po vykonání programu jsme schopni přiřadit kandidátnímu řešení fitness 
hodnotu a s ní dále pracovat. Nastavení základních parametrů evoluce a selekce jedinců zůstávají 
shodné s evolučním algoritmem. 
3.2.1 Lineární genetické programování  
V této práci je použito lineárního genetického programování [18]. Základní vlastnosti LGP se shodují 
s GP a jak již bylo řečeno tak hlavním rozdílem je způsob reprezentace genotypu. LGP hledá 
sekvenci instrukcí popisující program v imperativním nebo strojovém jazyce. Jednotlivé instrukce 
pracují s registry, vykonávají rozhodování a případně mohou i provádět skokové instrukce. Velkým 
rozdílem lineárního genetického programování od klasického genetického programování je tok dat 
navrženým programem. Ve stromové reprezentaci se prochází od kořene až k uzlům a každé datové 
místo objevující se v instrukcích souvisí s výsledným řešením. Lineární řešení je schopno využívat 
data uložená v registrech a tím často vytvářet složitější programy pomocí méně instrukcí. Na druhou 
stranu, stromová struktura disponuje vyšší variabilitou programů, protože jednotlivé podgrafy 
představující část programu mohou být použity ve výsledném řešení vícekrát. Dále se v nalezeném 
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programu mohou vyskytovat oblasti jejichž vliv na funkčnost je nulový. Takovéto oblasti se nazývají 
introny. Jedním z pohledů na introny je tvrzení, že zpomalují nalezení možného řešení. Dalším 
pohledem je tvrzení, že introny mohou během dalších generací získat na své funkčnosti a tím se stát 
užitečnými.  
Inicializace populace stejně jako v jiných evolučních algoritmech se provádí pomocí náhodně 
vygenerovaných jedinců. Jedinec musí obsahovat maximálně daný počet genů. V určitých případech 
se generují jedinci se s stejnou délkou chromosomu. Operátor selekce se nejčastěji realizuje pomocí 
turnajového výběru. Rekombinační operátory se často podobají operátorům klasického evolučního 
algoritmu. Na obrázku 16 je uveden operátor jednobodového křížení nestejně dlouhých jedinců. 
Pokud je předem definována přesná velikost hledaného programu tak jsou operátory dokonce téměř 
stejné. Sadu operátorů lze rozšířit například o mutaci pracují s jednotlivými složkami instrukce.  
 
Obrázek 17: Jednobodové křížení nestejně dlouhých jedinců. 
3.3 Development 
Jednou z technik používaných při návrhu řešení složitějších problémů je development. Tato technika 
je opět odvozena od vývoje organismu. V biologii je tento jev popsán v souvislosti s vývojem 
složitější struktury ze základních buněk. Jednotlivé buňky v průběhu evoluce zastávají jisté specifické 
postavení v organismu a předem specifikovanou funkci. Řešení nalezené v evolučním procesu slouží  
jako předpis pro konstrukci cílového řešení (fenotypu). Techniky, které budou použity v této práci 
jsou především odvozeny od instrukčně založeného developmentu (viz obrázek 18) a vývoji za 
pomocí embrya [16]. Za embryo je považováno nějaké počáteční řešení problému případně i neúplné 
řešení. Hlavním cílem developmentu je provádět netriviální mapování genotypu na fenotyp a tím 
zajistit lepší škálovatelnost navrženého řešení.  
 
Obrázek 18 : Znázornění instrukčně založeného developmentu. 
1 1 1 1 1 1 1 1 1 
0 0 0 0 0 
1 1 1 1 1 0 0 0 
0 0 1 1 1 1 
Rodiče                  Potomci 
SET w,1 
GEN 1,w 
INC w 
REP i,2 
GEN 3,w 
... FA FA 
FA FA FA Fitness 
hodnota 
genotyp     fenotyp 
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4 Modely evolučního návrhu násobiček 
Obsahem této práce je navrhnout metody pro evoluční návrh násobiček využívající development. 
V následujících kapitolách budou představeny tři modely řešení. Všechny modely jsou založeny na 
způsobu násobení na mřížce, který byl představen v kapitole 2.1. Jednotlivé částečné součiny jsou 
zapisovány do sloupců a cílem metod je najít vhodné zapojení funkčních bloků tak, aby bylo 
sestavení co nejjednodušší. Dalším cílem při návrhu je možnost vytvořit škálovatelnou násobičku. 
Problém škálovatelnosti je plně vyřešen pouze u modelu založeném na embryu. Metody uvedené 
v kapitole 4.2, 4.3 a 4.4 jsou náznakem řešení, které je blíže specifikováno v kapitole 5. Násobička 
založená na netradičních blocích o různé bitové velikosti vstupních operandů je ověřena pouze ručně. 
4.1 Generování částečných součinů 
První fází násobičky je generování částečných součinů. Tato část nebude hledána evolučním 
algoritmem, ale bude pro ní vytvořen algoritmus. Tím, že součiny vygenerujeme klasickým 
algoritmem, výrazně zrychlíme hledání správného zapojení bloků pomocí evoluce. Obdobný 
algoritmus lze použít i pro generování vícebitových součinů a to tak, že na místo hradla AND 
použijeme násobičku příslušného bitového rozsahu. Princip generování částečných součinů pro 
operandy délky pět bitů je uveden na obrázku 19 a na obrázku 20 je uvedena ukázka algoritmu. Tento 
algoritmus bude s jistými modifikacemi použit ve všech modelech a pro jednotlivé modely bude buď 
generovat částečné součiny pro všechny bity operandů najednou nebo je bude generovat postupně a 
tím doplňovat sloupce.  
 
 
Obrázek 19: Princip generování částečných součinů. 
 
 
X4 X3 X2 X1 X0 
Y4 Y3 Y2 Y1 Y0 
Operand  X délky N : 
Operand  Y délky M : 
Sloupce obsahující jednotlivé bitové součiny. Počet sloupců je N+M : 
X0 Y0 Příklad  výpočtu : 
X0∙Y0 
X4∙Y4 X0∙Y0 X0∙Y1 
X1∙Y0 X0∙Y2 
X2∙Y0 
X1∙Y1 X1∙Y2 
X0∙Y3 
X3∙Y0 
X2∙Y1 X1∙Y3 
X0∙Y4 
X4∙Y0 
X3∙Y1 
X2∙Y2 X2∙Y3 
X1∙Y4 
X4∙Y1 
X3∙Y2 X2∙Y4 
X4∙Y2 
X3∙Y3 X3∙Y4 
X4∙Y3 
9 8  7   6    5     4      3        2         1          0 
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Obrázek 20: Algoritmus generování částečných součinů. 
Na obrázku 20 je zvolena reprezentace sloupce pomocí zásobníku. Ovšem v závislosti na použitých 
blocích je možné reprezentovat sloupce pomocí front. Proměnné X a Y představují vstupní bitové 
vektory. Proměnné PX a PY představují index k danému operandu a proměnná S pro jednoduchost 
představuje vektor sloupců. Počet potřebných sloupců je stejný jako počet výstupních bitů, který je 
dán součtem počtu bitů obou vstupních operandů. 
4.2 Násobička ze základních bloků 
Násobička vytvořená ze základních bloků je prvním a nejjednodušším modelem. Hlavním cílem 
tohoto modelu je najít vhodné zapojení základních bloků. Jako základní bloky budou zvoleny úplná 
sčítačka a poloviční sčítačka. Případně některé další jako jsou například bloky redukující v poměru 
6:3 a 7:3. Zvláště u násobiček většího rozsahu bude možné navrhnout takové řešení, které by mohlo 
dosahovat lepších výsledků než konvenční řešení. Za výsledky jsou zde považovány počty použitých 
hradel a hodnoty zpoždění. Jako výsledná sčítačka bude zvolena sčítačka s postupným přenosem. Při 
hledání vhodného zapojení kombinační sítě bude zároveň hledáno i zapojení této sčítačky.  
V závislosti na požadovaných vlastnostech je zapotřebí zvolit bloky, kterými toho lze docílit. 
Například, pokud je hledáno zapojení násobičky tvořené pouze z hradel se dvěma vstupy a nejlepším 
možným časovým zpožděním, použijeme bloky z obrázku 3 a 4. Pokud ovšem můžeme při návrhu 
využít i hradel se třemi vstupy, využijeme FA na obrázku 21. Toto zapojení sice obsahuje o jedno 
hradlo více, ovšem celkové zpoždění bloku se snížilo ze 3T na 2T, kde T je zpoždění hradla. 
Konec 
X = [ ] 
Y = [ ] 
S = [ ] 
PX ++ 
PY ++ 
 (N-1)>PX 
i = 0 , i ++ ,  
i <= PY 
j = 0 , j ++ ,  
j <= PX 
PUSH ( X[PX]*Y[PY] , S[PX+PY] ) 
PX = 0 
PY = 0 
PUSH ( X[PX]*Y[i] , S[PX+i] ) 
PUSH ( X[j]*Y[PY] , S[j+PY] ) 
ANO 
PUSH ( CO , KAM ) 
    Vložení hodnoty součinu CO  
do zásobníku označeného  KAM  
N = 5 
Start 
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Obrázek 21: FA se zpožděním obvodu rovno 2T. 
4.3 Násobička z netradičních bloků 
Druhým modelem je násobička z netradičních bloků. Tento model nebude dále realizován a byl 
ověřen pouze na ručně vytvořeném příkladu. Za pomocí jiných než základních bloků jsme schopni 
nalézt řešení, které bude dosahovat kratší časové odezvy. Kratší časová odezva se samozřejmě projeví 
na počtu použitých bloků a hradel. Pokud navrhneme bloky označované jako netradiční takové, že 
nebudou pracovat pouze na bitové úrovni, ale budou schopny zpracovávat různé šířky vstupních 
bitových vektorů, jsme schopni navrhnout pomocí evoluce násobičky pro větší počet bitů. Návrh ze 
základních bloků totiž narazí na problém příliš velké množiny možných řešení, kterou musí 
prohledávat. Pro potřeby představení  základní myšlenky byly pomocí kartézského genetického 
programovaní (CGP) [19] vytvořeny netradiční bloky, které jsou uvedeny na obrázku 22. Navržené 
bloky obsahují pouze základní logická hradla se dvěma vstupy a zpracovávají jedno a dvou bitové 
operandy.      
Pro porovnání vlastností obvodu vytvořeného ze základních bloků a z bloků netradičních jsou 
sestaveny tabulky obsahují informace o těchto blocích. Tabulka 3 obsahuje hodnoty zpoždění a počtu 
logických hradel obsažených v základních blocích. Tabulka 4 obsahuje stejné informace o blocích 
navržených pomocí CGP. Obvod navržený ze základních bloků byla násobička 4x4 bity pomocí 
Wallaceova stromu a sčítačky s postupným přenosem. V nejlepším případě tento obvod dosahuje 
celkového zpoždění 12T, kde T je zpoždění jednoho logického dvouvstupového hradla. Sestavením 
netradičních bloků byl vytvořen obvod dosahující celkového zpoždění 11T. Vhodným zapojením 
netradičních bloků lze sestavit obvod dosahující výsledku v kratším čase, ale naproti tomu obsahuje 
více logických hradel, viz tabulka 5. Zapojení násobičky z netradičních bloků je uvedeno na obrázku 
23.  
blok zpoždění [T] počet hradel AND počet hradel XOR počet hradel OR 
AND 1 1 0 0 
HA 1 1 1 0 
FA 3 2 2 1 
Tabulka 3 : Přehled informací o základních blocích. 
A 
B 
Cin 
S 
 
 
 
Cout 
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Obrázek 22 : Ukázka netradičních bloků. 
blok zpoždění [T] počet hradel AND počet hradel XOR počet hradel OR 
2x2 3 6 2 0 
3ku2 2 2 1 0 
4ku3 3 3 4 0 
5ku3 5 4 5 1 
Tabulka 4 : Přehled informací o netradičních blocích. 
Na tomto příkladu lze ukázat, že vlastnosti násobicího obvodu silně závisí na zvolených stavebních 
blocích. Pokud pracují bloky s většími vstupními vektory lze snadněji optimalizovat dané bloky a tím 
získat lepší vlastnosti celého obvodu. 
Násobicí obvod 4x4 bity vytvořený ze základních bloků 
zpoždění [T] počet hradel AND počet hradel XOR počet hradel OR celkový počet hradel 
12 36 20 8 64 
 
Násobicí obvod 4x4 bity vytvořený z netradičních bloků 
zpoždění [T] počet hradel AND počet hradel XOR počet hradel OR celkový počet hradel 
11 41 27 1 69 
Tabulka 5 : Přehled informací o netradičních blocích. 
3ku2 
2 
A 
2 
Cin 
S 
4ku3 
2 
A 
2 
Cout S 
2 
B 
5ku3 
2 
A 
2 
Cout S 
2 
B Cin 
S0 
 
S1 
Cin 
A0 
A1 
Cin 
A0 
B0 
 
 
 
A1 
B1 
S0 
 
 
 
 
 
 
 
 
S1 
 
 
 
Cout 
A0 
B0 
 
A1 
B1 
S0 
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Obrázek 23: Zapojení násobičky z netradičních bloků. 
4.4 Násobička z embrya 
Posledním představeným modelem je model založený na embryu. Tento model pracuje pouze 
s operandy o stejné bitové šířce. Jako počáteční embryo je zde použita násobička 2x2 bity respektive 
pouze její část a to redukční síť společně s výslednou sčítačkou. Algoritmus je iterační a je navržen 
tak, že v každém cyklu algoritmu je možno získat plnohodnotnou násobičku. Tímto způsobem lze 
vygenerovat násobičku libovolné bitové šířky, založenou na stromové struktuře Wallaceova stromu. 
Během návrhu metody vznikly dvě modifikace. První představuje návrh využívající pěvně umístěné 
embryo. Bližší popis je uveden v kapitole 4.4.1. Tato metoda se nejevila příliš vhodná, protože 
množina možných řešení byla silně omezena právě pevnou pozicí embrya. Úprava metody s pevně 
umístěným embryem vedla k metodě představené v kapitole 4.4.2. Zde se pracuje s embryem jako 
se stavebním blokem, který se v každé iteraci může vyvíjet v rozsáhlejší obvod. Obě metody 
využívají bloky poloviční a úplné jednobitové sčítačky s jistými úpravami. Úprava bloků se 
především týká způsobu výběru vstupních částečných součinů. 
4.4.1 Násobička s pevně danou pozicí embrya 
Veškerá práce s bloky a částečnými součiny probíhá ve sloupcích mřížky, které jsou v tomto případě 
realizovaný pomocí zásobníků. Pro potřeby této metody bylo nutné modifikovat základní stavební 
bloky. Tyto modifikace jsou uvedeny na obrázku 24 a pro přehlednost jsou označeny číslem. Tyto 
čísla lze nalézt v evolucí nalezeném programu sestavující daný obvod. Bloky 1 a 2 jsou naprosto 
shodné s bloky představenými v kapitole 2.2. Blok 3 obsahuje navíc pouze propojení jednoho 
5ku3 
2 
3ku2 
2 
4ku3 
2 
4ku3 
2 
4ku3 
2 
3ku2 
2 
3ku2 
2 
2x2 2x2 2x2 2x2 
2 2 2 2 2 2 2 2 
S7S6                    S5S4                  S3S2           S1S0 
        B3B2   A3A2    B3B2   A1A0      B1B0   A3A2     B1B0   A1A0 
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vstupního a výstupního bitu, což je zapotřebí při výběru správného částečného součinu ze zásobníku. 
Poslední modifikovaný blok zajišťuje propojení mezi jednotlivými stupni navrhovaného obvodu.  
 
Obrázek 24 : Modifikované stavební bloky pro návrh obvodu s pevně danou pozicí embrya. 
Tento přístup byl ověřen pouze na ručně vytvořených příkladech. Příklad programu, který by mohl 
být nalezen v evolučním procesu je spolu s algoritmem uveden na obrázku 25. Na následujících 
obrázcích budou znázorněny výsledky v podobě plně funkčních násobiček, které byly získány v 
jednotlivých krocích průchodu algoritmem. Hlavní myšlenkou je použití posloupnosti sloupců, které 
se během návrhu mění tak, že je vždy přidán jeden sloupec na konec a jeden na začátek uvedené 
posloupnosti. 
 
Obrázek 25 : Algoritmus generování násobičky s pěvně danou pozicí embrya. 
Start 
Konec 
i = 0 
n = 2 
s = 4 
S = [s] 
X = [n] 
Y = [n] 
Vlož embryo = 2x2 
ANO 
Konec ? 
Vykonej program  
navržený pomocí LGP 
Generuj další součiny 
Připoj 0-tý zásobník 
s ++ 
Připoj s-tý zásobník 
s ++ 
Připoj n-tý bit operandu X 
Připoj n-tý bit operandu Y 
n ++ 
i ++ 
Generuj součiny 
SET w,1 //nastav pomocnou proměnnou w 
GEN 1,w //generuj blok 1 do sloupce w 
REP i,1 //opakuj i-krát 1 instrukci 
GEN 3,w //generuj blok 3 do sloupce w 
REP i,1 //opakuj i-krát 1 instrukci 
GEN 2,w //generuj blok 2 do sloupce w 
GEN 4,w //generuj blok 4 do sloupce w 
 
Příklad možného programu navrženého LGP : 
 i – číslo aktuálního cyklu 
n – počet bitů v operandu 
s – počet sloupců 
S – posloupnost sloupců 
X – vstupní operand X  
Y – vstupní operand Y 
FA  FAP FAC 
Cin 
Cout 
HA 
    BLOK 1      BLOK 2           BLOK 3      BLOK 4 
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Postup návrhu obvodu spočívá, jak již bylo řečeno, v postupném přidávání sloupců, které obsahují 
dané bloky a částečné součiny. Spolu s rostoucím počtem sloupců roste i velikost vstupních operandů. 
Dalším nutným krokem je vygenerování chybějících částečných součinů. Na obrázku 26 je uveden 
první krok algoritmu. V prvním kroku je vloženo pouze embryo, které bude v následujících obrázcích 
označováno modrou barvou. V druhém kroku, který je uveden na obrázku 27, je vytvořena násobička 
3x3 bity tak, že je k embryu přidán další stupeň obvodu. Tímto způsobem je a obrázku 28 vytvořena 
násobička 4x4 bity a na obrázku 29 násobička 5x5 bitů. Pro návrh obvodu s větší bitovou šířkou 
vstupních operandů lze postupovat obdobně.   
 
Obrázek 26 : První krok algoritmu generování násobičky s pěvně danou pozicí  embrya (násobička 2x2). 
 
Obrázek 27 : Druhý krok algoritmu generování násobičky s pěvně danou pozicí  embrya (násobička 3x3). 
 
 
Obrázek 28 : Třetí krok algoritmu generování násobičky s pěvně danou pozicí  embrya (násobička 4x4). 
FA  FAP HA FAC 
C1 
C2 
FA  FAP HA FAC FA  FAP 
C2 
C3 
C3 S6 S5 S4 S3 S2 S1 S0 
C1 
HA HA 
Výsledek : 
S0 
S1 
S2 S3 S4 
S6 
S5 
FA  FAP HA FAC 
C1 
C2 
C2 S4 S3 S2 S1 S0 
C1 
HA HA 
Výsledek : 
S1 
S4 S0 
S3 
C1 S2 S1 S0 
C1 
HA HA 
Výsledek : 
S1 S2 S0 
S2 
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Obrázek 29 : Čtvrtý krok algoritmu generování násobičky s pěvně danou pozicí  embrya (násobička 5x5). 
 
4.4.2 Násobička využívající embryo jako stavební blok 
Pro dosažení většího množství kvalitních řešení lze algoritmus uvedený v kapitole 4.4.1 upravit. 
Oproti předchozímu algoritmu jsou sloupce realizovány pomocí front. Algoritmus uvedený na 
obrázku 30 považuje embryo za stavební blok, který narozdíl od klasického stavebního bloku 
obsahuje informaci o jeho zapojení z jiných definovaných bloků. Pokud je do obvodu vloženo právě 
embryo, postupně se vkládají bloky, které ho tvoří. Přesné pořadí vkládání základních bloků z embrya 
zajistí správnou strukturu, která ovšem může být zapojena jiným způsobem. Způsob zapojení 
jednotlivých bloků závisí na stavech, ve kterých se nachází sloupce částečných součinů. Za embryo 
lze obecně prohlásit jakýkoli obvod, ale pro rychlejší získání výsledku se stává embryem pouze 
obvod plně funkční. 
Obrázek 30 obsahuje orientační schéma algoritmu a ukázkový program, který byl nalezen 
evolucí. Uvedený program je zbaven instrukcí, které neměli vliv na vytvářený obvod (tzv. introny). 
Hodnoty konstant jsou z důvodu názornosti vloženy přímo do kódu. Počáteční hodnoty proměnných 
jsou rovny nule. Bližší popis jednotlivých instrukcí bude uveden v kapitole 5.1. Na následujících 
obrázcích jsou uvedeny jednotlivé fáze vývoje. Výsledné vektory jednotlivých násobiček nejsou 
uvedeny, protože je lze snadno vyčíst ze schémat. Na obrázku 31 je uvedena násobička 2x2 bity, která 
FA  FAP HA FAC 
C1 
C2 
FA  FAP HA FAC FA  FAP 
C2 
C3 
C4 S8 S7 S6 S5 S4 S3 S2 S1 S0 
FA  FAP HA FAC FA  FAP FA  FAP 
C3 
C4 
C1 
HA HA 
Výsledek : 
S0 
S1 
S2 
S3 S4 S5 
S6 
S7 
S8 
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byla použita jako výchozí embryo. Na obrázku 32 je zobrazen další krok algoritmu a tím je násobička 
3x3 bity. Modře vyplněné bloky představují embryo. Jak již bylo několikrát zmíněno, tak v každé 
úspěšné iteraci se vytvořený obvod stává embryem. Dalším krokem v iteračním návrhu bylo navržení 
obvodu na obrázku 33. Posledním zobrazeným krokem je obvod 5x5 bitů, který je uveden na obrázku 
34. Návrh dalších násobiček by probíhal stejným způsobem. 
 
Obrázek 30: Algoritmus generování násobičky využívající embryo jako stavební blok. 
 
 
Obrázek 31: Výchozí embryo použité jako stavební blok. (násobička 2x2). 
Start 
Konec 
ANO 
Konec ? 
n ++ 
i ++ 
Příklad programu navrženého LGP : 
 i – číslo aktuálního cyklu 
n – počet bitů v operandu 
S – posloupnost sloupců 
X – vstupní operand X  
Y – vstupní operand Y 
Funkční 
obvod ? 
Embryo = nalezený  
obvod 
ANO 
Embryo = 2x2 
i = 1 
n = 3 
 
Generuj součiny 
S = [2n] 
X = [n] 
Y = [n] 
Vykonej program  
navržený pomocí LGP 
SET w,1 //nastav pomocnou proměnnou w 
GEN HA,w //generuj HA do sloupce w 
GEN FA,w //generuj FA do sloupce w 
REP 2*i,1 //opakuj 2*i-krát 1 instrukci 
GEN FA,w //generuj FA do sloupce w 
SET v,1 //nastav pomocnou proměnnou v 
GEN EM,v //generuj EMBRYO do sloupce v 
GEN FA,w //generuj FA do sloupce w 
HA 
HA 
S0 
S1 
S2 S3 
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Obrázek 32: První krok algoritmu generování násobičky využívající embryo jako stavební blok 
(násobička 3x3). 
 
 
Obrázek 33: Druhý krok algoritmu generování násobičky využívající embryo jako stavební blok 
(násobička 4x4). 
 
FA HA 
HA 
HA FA 
FA 
S0 
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S4 
S7 
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FA 
FA HA 
HA 
HA FA 
FA 
FA 
S3 
S5 
S6 
 31 
 
Obrázek 34: Třetí krok algoritmu generování násobičky využívající embryo jako stavební blok 
(násobička 5x5). 
 
 
 
 
 
 
 
 
 
 
S9 
S2 
S3 
S5 
HA 
FA 
FA FA 
FA FA HA 
HA 
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S1 
FA 
S8 
FA 
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5 Realizace  
Výsledný program obsahuje modely představené v předchozích kapitolách. Všechny modely jsou 
spojeny do jednoho společného programu a pomocí parametrů je příslušný model realizován. 
Program obsahuje základní stavební bloky, složitější bloky sestavené z bloků základních a blok 
embrya. Netradiční bloky nejsou přímo vloženy do kódu, ale lze je dodatečně vložit. Program je 
vytvořen v objektově orientovaném jazyce Java. 
5.1 Instrukční sada 
Pro možnosti developmentu založeného na instrukcích byla vytvořena jednoduchá instrukční sada, 
která je uvedena na obrázku 35. Jednotlivé instrukce pracují s operandy, které mohou být vybírány 
z maximálně čtyř proměnných a z maximálně čtyř konstant, které slouží jako vstupní znalost 
algoritmu. Jako konstanta může být například vložena informace o počtu bitů operandu. Zakódování 
každé instrukce je provedeno na osmi bitech a zleva obsahuje operační kód instrukce (3bity), 
rozšíření operačního kódu (1bit), první operand (2bity) a druhý operand (2bity). Detailní popis 
instrukcí je uveden na obrázku 36. Tyto instrukce jsou navržené podle instrukcí již použitých při 
návrhu kombinačních struktur [16]. Navržené instrukce musí zaručovat bezpečnost provedení. 
Například u instrukce dekrementace proměnné musí být ošetřeno, že při opakovaném použití této 
instrukce nebude výsledná hodnota záporná.  
 
Obrázek 35: Instrukční sada zakódovaná na 8bitech. 
 
Obrázek 36: Detailní popis kódování instrukcí. 
0                30 31 32                  63 64                  95 96               127 128             159 160 175 176 191 192                                        255 
 SET REPv REPc GEN DEC   INC NO
P 
0 0 0 
VAR1 VAR2 0 0 1 0 
VAR CONS 0 0 1 1 
VAR1 
 
VAR2 
 
0 1 0 0 
VAR CONS 0 1 0 1 
CONS VAR 0 1 1 0 
CONS1 CONS2 0 1 1 1 
BLOCK VAR 1 0 0 
 VAR 1 0 1 0 
 VAR 1 0 1 1 
NOP 
SET VAR1,VAR2 
SET VAR, CONS 
REP VAR1, VAR2 
REP VAR, CONS 
REP CONS, VAR 
REP CONS1, CONS2 
GEN BLOCK, VAR 
INC VAR 
DEC VAR 
Instrukce          Kódování instrukce             
1 1 1 1 1 1 
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Jednotlivé instrukce provádějí následující operace. NOP – prázdná instrukce. SET – nastaví hodnotu 
proměnné na hodnotu jiné proměnné nebo konstanty. REP – opakuje m-krát počet n následujících 
instrukcí. Hodnotu n (operand 1) a m (operand 2) lze nastavit pomocí konstanty nebo proměnné. GEN 
– generuje jeden z osmi funkčních bloků na pozici danou hodnotou proměnné a následně hodnotu této 
proměnné inkrementuje o jedničku. Pokud není daný stavební blok možné zapojit do schématu, tak se 
instrukce chová stejně jako prázdná instrukce. INC – inkrementuje proměnnou o jedničku. DEC – 
dekrementuje proměnnou o jedničku, případně ponechá nulu. Instrukce REP je velmi důležitou 
zejména pro tvorbu složitějších programů s minimálním počtem instrukcí. Z důvodu snadného 
provádění a funkčnosti programu je nutné instrukci REP vhodným způsobem zpracovat. Při 
vykonávání instrukce se v závislosti na hodnotách operandů provede n-krát zkopírování m 
následujících instrukcí. Pokud se při kopírování narazí na další instrukci opakování vloží se místo ní 
prázdná instrukce. Jedinou povolenou alternativou instrukce opakování vyskytující se v kopírované 
sekvenci je varianta s konstantním počtem opakování a zároveň konstantním počtem instrukcí. 
Těmito pravidly je zamezeno nekontrolovatelnému zvětšování programu. Posledním krokem při 
zpracování instrukce opakování je její nahrazení prázdnou operací. Příklad zpracování této instrukce 
je uveden na obrázku 37. Na obrázku jsou tučně vyznačeny instrukce zpracovávané v daném kroku. 
V prvním kroku dojde ke zpracování instrukce opakování. Z předchozí instrukce známe hodnotu 
proměnné v1, která se rovná hodnotě 2, a známe hodnotu konstanty c2. Instrukce vezme tři následující 
instrukce a dvakrát provede jejich zkopírování. Dále nahradí  instrukce REP v2,c2 instrukcí NOP a 
sama sebe také nahradí instrukcí NOP. Ve druhém kroku se obdobně zpracovává následující instrukce 
opakování. Následuje zpracování instrukce NOP. V posledním kroku se vykoná instrukce generující 
blok číslo 6 na pozici danou hodnotou proměnné v1, kterou poté inkrementuje. Tímto způsobem 
provedeme úpravu nalezeného programu tak, že všechny instrukce opakování rozgenerujeme a 
nahradíme prázdnou instrukcí. Poté je možné upravený program provádět sekvenčně.   
 
Obrázek 37: Ukázka zpracování instrukcí REP. 
... 
SET v1, c1 
REP v1, c2 
REP c1, c1 
REP v2,c2 
GEN  6, v1 
INC v2 
... 
... 
SET v1, c1 
NOP 
REP c1, c1 
NOP 
GEN  6, v1 
REP c1, c1 
NOP 
GEN  6, v1 
INC v2 
... 
Proměnné :  v1=0 , v2=0 Konstanty : c1=2, c2=3 ... 
SET v1, c1 
NOP 
NOP 
NOP 
GEN  6, v1 
NOP 
GEN  6, v1 
REP c1, c1 
NOP 
GEN  6, v1 
INC v2 
... 
... 
SET v1, c1 
NOP 
NOP 
NOP 
GEN  6, v1 
NOP 
GEN  6, v1 
REP c1, c1 
NOP 
GEN  6, v1 
INC v2 
... 
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5.2 Reprezentace genotypu 
Reprezentace genotypu úzce souvisí s instrukční sadou. Genotyp je tvořen hierarchickou závislostí 
tříd, které představují populaci, jedince, chromozom a gen. Dále jsou obsaženy alternativní třídy 
Programu a Instrukce, které obsahují informaci o jedinci v lidštější podobě.  
5.2.1 Gen 
Instrukční sada určuje význam genu. Gen může nabývat pouze určitých hodnot, které jsou v rozmezí 
od 31 do 191. Pro uložení hodnoty genu je použit datový typ int, i když by bohatě dostačoval typ 
Byte. Datový typ Integer byl zvolen z důvodu přítomnosti funkce generující náhodné číslo v určitém 
rozsahu, která se nachází ve standardní knihovně. Ke každému genu lze vytvořit instrukci, která 
obsahuje informaci o typu instrukce a jejich operandech. 
5.2.2 Chromozom 
Při návrhu algoritmu bylo zvoleno lineární genetické programování a z toho důvodu je chromozom 
tvořen sekvencí genů. Třída představující chromozom rozšiřuje standardní třídu Vector. Alternativní 
reprezentací je už zmiňovaná třída program. Počáteční velikost chromosomu je možné nastavit.   
5.2.3 Populace 
Populace v genetickém algoritmu je tvořena jedinci. Počet jedinců v populaci je dán parametrem. 
Jedinec představuje třídu obsahující informaci o chromozomu, fitness hodnotě a pomocnou 
proměnnou s hodnotou funkce penalizující chybně navržené programy.   
5.3 Reprezentace fenotypu 
Jednou z velmi důležitých, možná tou nejdůležitější, věcí v této DP je transformace genotypu na 
fenotyp (development). Třídu představující fenotyp lze vytvořit na základě chromozomu. Obsahuje 
jak metody pro vytvoření a správu daného řešení tak i metodu pro generování částečných součinů. 
Dále obsahuje tři základní struktury uchovávající informace o blocích, vstupních konektorech a 
výstupních konektorech hledaného obvodu. 
5.3.1 Konektor 
Konektor představuje, jak již vyplývá z názvu, objekt, který slouží k propojování jednotlivých bloků. 
Obsahuje informaci o zpoždění a hodnotě výstupu daného stavebního bloku. Při inicializaci fenotypu 
je nutné vygenerovat vstupní a výstupní sadu konektorů, která je zpočátku stejná, ovšem během 
vkládání bloků do schématu se výstupní sada konektorů redukuje až na výsledný výstupní vektor. 
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5.3.2 Blok 
Každý blok, který chceme vkládat pomocí evoluce do výsledného obvodu, musí obsahovat 
propojovací funkci a výpočetní funkci. Propojovací funkce definuje, jakým způsobem lze daný blok 
do schématu vložit, kolik potřebuje vstupních konektorů a kolik poskytuje výstupních konektorů. 
Samozřejmostí je přítomnost výpočetní funkce, která přiřadí hodnoty výstupním konektorům. Další 
důležitou informaci, kterou je zapotřebí definovat v každém bloku, je zpoždění na výstupních 
konektorech. Informace o hodnotě a zpoždění na výstupních konektorech následně slouží při 
ohodnocování obvodu. Volba bloků, které budou využity při návrhu, závisí na volbě uživatele. 
Základní bloky představují poloviční a úplnou sčítačku. Úplná sčítačka je vytvořena v několika 
variantách, které se liší v zapojení vstupních konektorů a tím i výsledného zpoždění bloku. 
5.3.3 Embryo 
Embryo je speciálním blokem, který obsahuje všechny informace jako klasický blok. Navíc obsahuje 
informaci o jeho zapojení z klasických bloků. Počáteční zapojení představuje strukturu násobičky 2x2 
bity. Struktura obvodu embrya může být během vykonávání programu upravována. Embryo vždy 
obsahuje zapojení plně funkční násobičky. Zpoždění a výpočetní funkce embrya není přímo 
definována, ale počítá se v průběhu přidávání bloků embrya do výsledného obvodu. 
5.4 Použitý genetický algoritmus 
V programu je použit základní genetický algoritmus uvedený na obrázku 11, který si může uživatel 
ve velké míře nastavit pomocí vstupních parametrů. Jedná se o nejjednodušší model vymírání celé 
populace, ovšem pomocí vstupního parametru lze do algoritmu zavést i elitismus. Uživatel má 
možnost zvolit z řady genetických operátorů křížení a mutace, zvolit typ selekce, typ fitness funkce a 
počet genů v chromozomu. Pro rychlejší nalezení řešení je délka chromozomu předem definována a 
rekombinační operátory pracují se stejně dlouhými chromozomy. Výjimkou je rozšířený operátor 
jednobodového křížení, který dovoluje pracovat s různě dlouhými chromozomy. Dalším 
nestandardním prvkem je z důvodu zachování diverzity populace vkládání nového náhodného 
jedince. Cílem genetického algoritmu je pro všechny vytvořené fitness funkce hledání minimálního 
ohodnocení. 
5.4.1 Fitness funkce 
Volba použité fitness funkce také závisí na výběru uživatele. K dispozici jsou tři různá kritéria, podle 
kterých se fitness funkce liší. První částí je způsob ohodnocení obvodu. Zde volíme mezi testováním 
výsledné hodnoty  na jednotlivých výstupech a testování struktury a zpoždění výstupního vektoru. 
Testování výsledků pro všechny vstupní kombinace je zejména u větších obvodů reálně 
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nezvládnutelné a proto se provádí testování pouze na sadě trénovacích vektorů (viz obrázek 38 
rovnice 2). Proměnná N označuje počet bitů operandu A a proměnná M označuje počet bitů operandu 
B. Na obrázku 38 je uvedena rovnice 1, které definuje množinu trénovacích vektorů vzhledem 
k velikosti vstupních operandů. Při použití netradičních bloků nebo jednotlivých logických hradel 
dochází k nalezení řešení, které je funkční pouze pro trénovací vektory. Při použití základních bloků 
lze nalézt řešení funkční pro všechny vstupní kombinace. Počet testovaných možností oproti všem 
možnostem je uveden na obrázku 39. Počet trénovacích hodnot je pro větší velikosti operandů opět 
nezvládnutelný.  
 
Obrázek 38 : Rovnice definující trénovací množinu a výpočet hodnot fitness funkcí. 
 
Obrázek 39: Graf závislosti velikosti operandů na počtu testovaných hodnot. 
Testování výstupního vektoru zapojení vzhledem k jeho struktuře a jeho zpoždění (viz obrázek 38 
rovnice 3) značně urychlí celkové ohodnocení. Tento způsob ovšem korektně pracuje pouze se 
základními bloky a složitějšími bloky, které jsou vytvořené opět z bloků základních. Jedná se 
v podstatě o realizaci násobičky za pomoci Daddova grafu. Testování správné struktury obvodu 
vychází z předpokladu, že v každém sloupci zůstane pouze jeden výstupní konektor. Pokud se ve 
sloupci nachází více konektorů, dochází k penalizaci daného sloupce, která je započítána do výsledné 
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hodnoty fitness. Pokud je ve sloupci pouze jeden konektor je k výsledné fitness hodnotě přičtena doba 
zpoždění, se kterou lze daný výsledek získat. 
Dalším kritériem při volbě fitness funkce je způsob vytvoření obvodu. V navrženém programu 
lze vybrat mezi vytvořením obvodu v jednom kroku (viz obrázek 38 rovnice 2 a 3) a mezi vývojem 
z embrya (viz obrázek 38 rovnice 4 a 5). Vytvoření obvodu v jednom kroku znamená, že programem 
nalezeným evolucí procházíme pouze jedenkrát a hledáme přímo požadovanou velikost obvodu. U 
této možnosti lze hledat obvody s operandy o vzájemně různé bitové šířce. Pokud zvolíme hledání 
řešení pomocí embrya, tak jsme omezeni pouze na obvody, které mají velikost obou operandů 
stejnou. Jedná se o inkrementální vývoj, který provede nalezený program několikrát za sebou na 
postupně se zvětšujících obvodech. Například pokud hledáme zapojení násobičky 5x5 bitů, je 
program prováděn třikrát. V prvním kroku hledáme obvod 3x3, následně hledáme obvod 4x4 a dalším 
průchodem hledáme požadovaný obvod 5x5. V každém kroku se začíná od začátku. Jediným 
rozdílem je, že během každého předchozího cyklu se mohlo embryo vyvinout v obvod složitější. 
Způsob zapojení embrya do obvodu spočívá v postupném vkládání bloků, ze kterých se embryo 
skládá. 
Posledním kritériem fitness funkce je ohodnocení správnosti nalezeného programu. Jedná se 
spíše o doplňkovou funkci, kterou lze nalézt bezchybný program. Jedná se o penalizační funkci, která 
například v případě neúspěšného vložení bloku zvýší penalizační hodnotu. V případě použití 
operátoru pracujícího s různými délkami chromozomu je tato funkce použita i pro penalizaci příliš 
dlouhých programů. Tato funkce není přesně definovaná a lze ji měnit podle požadavků uživatele. 
5.4.2 Genetické operátory 
Výběr genetických operátorů použitých pro křížení a mutaci jedinců populace v evolučním algoritmu 
opět závisí na volbě uživatele. Uživatel má možnost vybrat ze čtyř operátorů křížení a dvou operátorů 
mutace. Základní operátory jednobodového, dvoubodového a uniformního křížení pracují na předem 
zadané délce chromozomu. Jedná se v podstatě o typy křížení představené v kapitole 3.1.2. Dále je 
zde zastoupen i operátor jednobodového křížení specifický pro lineární genetické programování, 
který pracuje s různě dlouhými chromozomy. Pokud se při řešení určitých problémů omezíme na 
určitý počet genů v chromozomu, tak lze získat kvalitní řešení výrazně rychleji. 
Operátory mutace jsou zastoupeny mutací měnící jeden náhodný gen a vícenásobnou mutací 
měnící náhodný počet náhodných genů. Vícenásobná mutace se jeví vhodná zejména u nastavení, při 
kterém populace ztrácí rychle svoji diverzitu. 
Uživatel může pomocí nastavení vybrat i operátory selekce. Vybírat může mezi turnajovým 
výběrem populace, výběrem pomocí rulety a výběr nejlepších jedinců. Poslední přístup se používá při 
řešení elitismu. Pokud zvolíme výběr pomocí turnajového výběru, lze definovat počet soupeřů 
v turnaji (implicitně jsou to tři). 
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6 Experimenty 
Při vytváření stavebních bloků proběhla řada experimentů nad bloky představující pouze jedno 
případně dvě základní logická hradla. Ohodnocování jedinců pomocí struktury nebylo možné. Při 
vyhodnocování pomocí trénovacího vektoru algoritmus našel řešení, které ovšem fungovalo pouze 
pro trénovací vektor. Pokud byly na místo testovacího vektoru testovány všechny možné kombinace 
algoritmus neuspěl. Na obrázku 40 jsou uvedeny některé z testovaných bloků. 
 
Obrázek 40: Jednoduché bloky obsahující pouze základní logická hradla. 
Dále byly připraveny složitější bloky složené z bloků základních. Těmito bloky jsou bloky 
označované jako counter 7:3 a counter 6:3, které jsou uvedeny na obrázku 41. Použití těchto bloků je 
možné až u rozsáhlejších  násobiček, u kterých je zapotřebí sečíst více částečných součinů najednou. 
 
Obrázek 41: Bloky counter 7:3 a counter 6:3. 
6.1 Experimentální zjištění parametrů 
Navržený algoritmus obsahuje velké množství vstupních parametrů. Proto bylo pro nalezení 
optimálního nastavení nutné provést sadu experimentů. Vzhledem k dlouhé době výpočtu pro 
rozsáhlejší obvody bylo hledání parametrů prováděno na obvodech násobících 4x4 bity. Experiment 
hledající nejvhodnější genetické operátory probíhal s následujícími parametry. Ohodnocení obvodu 
zajišťovala fitness funkce kontrolující strukturu a zpoždění výstupního vektoru a prováděla návrh 
celého obvodu v jednom kroku. Populace obsahovala 10 jedinců s chromozomem složeným z 20 
genů. Selekce jedinců probíhala pomocí rulety a maximální počet generací byl nastaven na hodnotu 
250000. Pravděpodobnost křížení byla nastavena na hodnotu 0,9 a  pravděpodobnost mutace na 
                 i1  i0 
 
 
    o1         o0 
      i1  i0 
 
                        
        o0 
      i1  i0 
 
                        
        o0 
      i1  i0 
 
                        
        o0 
HA FA 
FA FA 
FA FA 
FA FA 
    i6   i5   i4    i3   i2   i1   i0           i5   i4    i3   i2   i1   i0 
o2       o1              o0 o2       o1              o0 
7:3 6:3 
 39 
hodnotu 0,1. Výsledky jsou uvedeny v tabulce 5. Pro každou kombinaci bylo provedeno 100 
nezávislých běhů. 
Mutace \ Křížení Jednobodové Dvoubodové Rozšířené jednobodové Uniformní 
Jednoduchá 43899 27487 48382 46935 
Vícenásobná 52800 29608 48790 80867 
Tabulka 6: Průměrný počet generací potřebný pro nalezení řešení s využitím různých  
                                     operátorů křížení a mutace. 
Jako nejvhodnější kombinace genetických operátorů se ukázala výše zvýrazněná kombinace. Jedná se 
o dvoubodové křížení a jednoduchou mutaci. Při větší délce chromozomu se ukázalo v některých 
případech vhodnější použít vícenásobnou mutaci. 
Cílem dalšího experimentu bylo zjistit vhodný počet genů a způsob selekce v závislosti na 
počtu jedinců v populaci. Opět se jednalo o návrh násobičky 4x4 a pro každou kombinaci hledaných 
parametrů bylo provedeno 100 nezávislých běhů. Ohodnocení obvodu zajišťovala fitness funkce 
kontrolující strukturu a zpoždění výstupního vektoru, která prováděla návrh celého obvodu v jednom 
kroku. Maximální počet generací byl nastaven na hodnotu 250000. Bylo použito dvoubodové křížení 
s pravděpodobností 0,9 a jednobodová mutace s  pravděpodobností 0,1. Na obrázku 32 je zobrazena 
závislost úspěšného nalezení řešení na hledaných parametrech. Na obrázku 33 je zobrazena závislost 
průměrné doby výpočtu nalezených řešení a hledaných parametrů. 
 
Obrázek 42: Úspěšnost v závislosti na počtu jedinců v populaci, typu selekce a velikosti chromozomu. 
Z výsledků vyplývá, že pro obvod s danými parametry a s daným nastavením byl evoluční algoritmus 
schopen najít funkční řešení především pro jedince s délkou chromozomu 20 genů. Použití elitismu 
v základním algoritmu (sloupec označený jako 28+2) nepřineslo téměř žádný efekt. Výběr určitého 
selekčního mechanismu také příliš nemění výsledky hledání, i když v některých případech vykazoval 
lepší výsledky ruletový výběr. Závislost sledovaná na obrázku 33 ukázala, že nejkratší průměrnou 
dobu pro nalezení řešení vykazuje použití deseti jedinců.  
Pro velké množství testů nebylo zařazeno do experimentů hledání optimálního nastavení 
pravděpodobnosti mutace a křížení a vychází se z nejčastěji používaných hodnot. Sestavování obvodů 
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ve všech testech probíhalo ze základních stavebních bloků. Jednalo se o blok úplné sčítačky a o blok 
poloviční sčítačky. 
 
Obrázek 43: Závislost doby výpočtu na počtu jedinců v populaci, typu selekce a velikosti chromozomu. 
Experimentálně zjištěné nastavení parametrů pro hledání násobičky 4x4 je následující: 
· Velikost populace – 10 jedinců. 
· Délka chromozomu – 20 genů. 
· Typ křížení – dvoubodové křížení. 
· Pravděpodobnost křížení – 0,9. 
· Typ mutace – jednobodová mutace. 
· Pravděpodobnost mutace – 0,1. 
· Selekční algoritmus – ruletový výběr. 
6.2 Návrh násobičky 5x5 
Další sada experimentů si kladla za cíl porovnat vlastnosti fitness funkce při návrhu násobičky 5x5. 
Parametry evolučního algoritmu byly experimentálně odvozeny od parametrů zjištěných v kapitole 
6.1 a byly následující. Z důvodu větší složitosti problému byl zvětšen počet jedinců v populaci na 20. 
Pomocí orientačních testů byla zvětšena i délka chromozomu a to na 40 genů. Typy a 
pravděpodobnosti křížení a mutace zůstaly zachovány. Pro selekci byl vybrán ruletový mechanismus 
a jako maximální počet generací byla zvolena hodnota 250000.  
Vzhledem k hledání řešení splňující škálovatelnost obvodu byly testy rozšířeny o testování 
funkčnosti nalezeného programu pro jiné velikosti vstupních operandů. Ověření korektnosti obvodu 
pro různé šířky vstupních operandů probíhalo pomocí testování struktury výstupního vektoru. 
Testování probíhalo od návrhu násobiček 3x3 bity až po návrh násobiček 32x32bity. Pro potřeby  této 
DP jsou řešení, která jsou schopna tvořit korektní násobičky až do velikosti 32x32 bitů označeny jako 
univerzální. Do testování nebyl zahrnut požadavek na správnost programu, protože nebylo cílem najít 
řešení s minimálním počtem chyb v programu, ale najít řešení, které bude dobře škálovatelné. 
 41 
6.2.1 Návrh násobičky v jednom kroku 
Cílem tohoto experimentu bylo nalézt řešení s vlastnostmi srovnatelnými s konvečním návrhem. Pro 
každou z testovaných fitness funkcí bylo provedeno 200 nezávislých běhů s parametry uvedenými 
v kapitole 6.2. V tabulce 7 je uvedeno srovnání dosažených výsledků.   
Fitness funkce Úspěšnost [%] 
Průměrný 
počet generací 
Průměrné 
zpoždění [T] 
Průměrná doba 
výpočtu [ms] 
Univerzálnost 
[%] 
Struktura a zpoždění 
výstupního vektoru 76 58522 20,34 20348 0 
Výsledná hodnota 100 46971 21,02 205670 0 
Tabulka 7 : Srovnání výsledků získaných v jednom kroku v závislosti na zvolené fitness funkci. 
Z výsledků získaných během experimentu lze usoudit, že výpočet fitness funkce pomocí výsledné 
hodnoty obvodu (násobičky 5x5) je přibližně desetkrát náročnější než ohodnocování pomocí struktury 
a zpoždění výstupního vektoru. Pokud by bylo použito testování všech možných kombinací vstupních 
hodnot, byla by náročnost ještě mnohem větší (viz obrázek 39). Výsledné obvody byly sestavovány 
z bloků poloviční a úplné jednobitové sčítačky. Metody návrhu v jednom kroku nebyly schopny 
nalézt univerzální řešení. V některých případech ovšem nalezená řešení umožňovala sestavit obvody 
s operandy o větší bitové šířce.  
Během testu bylo provedeno celkem 400 běhů, ve kterých byla hledána násobička 5x5 bitů. 
Nejlepším nalezeným řešením byl obvod uvedený na obrázku 44. Obrázek obsahuje Schéma 
nalezeného obvodu a program, který byl nalezen evolucí. Uvedený program je zbaven instrukcí, které 
neměli vliv na vytvářený obvod (tzv. introny). Nalezený obvod vykazuje nepravidelnou strukturu a 
dosahuje srovnatelného zpoždění s řešením konvenčním [17], které je uvedeno na obrázku 45. 
Porovnání zpoždění na jednotlivých výstupních bitech dopadlo lépe pro nalezenou násobičku. 
Konečnou hodnotu na výstupním bitu s5 lze získat o zpoždění jednoho logického hradla dříve, než 
v řešení konvenčním. Nalezený obvod dosahuje shodného zpoždění jako obvod navržený 
konvenčním přístupem ovšem ukazuje, že konvenční návrhy násobiček mohou být ještě vylepšeny. 
Při hledání rozsáhlejších obvodů mohou být tyto rozdíly mnohem větší. Počet bloků a tím i 
základních logických hradel je stejný, protože pro návrh byly použity stejné stavební bloky. Z důvodu 
přehlednosti v níže uvedených zapojeních obrázky neobsahují informace o vstupních. Hodnoty na 
hranách popisují výstupní zpoždění daného bloku. Na obrázku 46 je zobrazen jiný nalezený obvod 
s vlastnostmi srovnatelnými s konvenčním řešením.     
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Obrázek 44: Násobička 5x5 nalezená v jednom kroku: (a) nalezený program  (b) vytvořený obvod. 
 
 
Obrázek 45: Konvenční násobička s uchování přenosu [17]. 
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Obrázek 46: Jiné zapojení násobičky 5x5 nalezené v jednom kroku: (a) nalezený program  
                                                                                                                                  (b) vytvořený obvod. 
Na obrázku 47 je uvedena násobička nalezená pomocí evoluce, která je parametrizovatelná. To 
znamená, že pokud na místo parametru vložíme určitou hodnotu jsme schopni dostat plně funkční 
násobičku o určitém rozsahu. Pro hodnoty parametru param větších než 4 platí, že lze vytvořit plně 
funkční násobičky až do velikosti vstupních operandů param+1. Například pokud parametr nabývá 
hodnoty 31 lze vygenerovat násobičky až do velikosti 32x32 bitů.   
 
Obrázek 47: Parametrizovatelná násobička 5x5 nalezená v jednom kroku: (a) nalezený program  
        (b) vytvořený obvod. 
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6.2.2 Návrh násobičky s využitím embrya 
Druhou částí experimentu navrhující násobičku 5x5 bylo použití inkrementálního vývoje za pomocí 
embrya. Obvod byl sestavován z bloků, použitých v předchozí kapitole. Nastavení parametrů bylo 
také shodné. Níže uvedená tabulka 8 zobrazuje srovnání výsledků získaných iteračním vývojem 
v závislosti na zvolené fitness funkci. Pro každou z testovaných fitness funkcí bylo provedeno 200 
nezávislých běhů. 
Fitness funkce Úspěšnost [%] 
Průměrný 
počet generací 
Průměrné 
zpoždění [T] 
Průměrná doba 
výpočtu [ms] 
Univerzálnost 
[%] 
Struktura a zpoždění 
výstupního vektoru 100 1725 20,27 1133 15 
Výsledná hodnota 100 1534 20,86 9470 13 
Tabulka 8: Srovnání výsledků získaných iteračním vývojem v závislosti na zvolené fitness funkci. 
Nejnižší průměrná doba výpočtu byla zjištěna u fitness funkce pracující s ohodnocováním struktury a 
zpoždění výstupního vektoru. V porovnání s průměrnou dobou výpočtu u metody provádějící návrh 
v jednom kroku je iterační návrh cca 20-krát rychlejší. Pokud porovnáme metodu návrhu v jednom 
kroku, které používá pro stanovení fitness hodnoty trénovací vektor, a metodu návrhu využívající 
embryo, která používá pro stanovení fitness hodnoty strukturu a zpoždění výstupního vektoru, 
zjistíme, že návrh pomocí embrya je cca 180-krát rychlejší.  
Velmi důležitou informací uvedenou v tabulce 8 je vlastnost univerzálnosti obvodu, které byla 
zavedena v kapitole 6.2. Při hledání řešení pomocí fitness funkce zohledňující strukturu a zpoždění 
výstupního vektoru bylo v 15% nalezeno univerzální řešení. Fitness funkce, která využívá pro 
ohodnocení množinu trénovacích vektorů byla schopna nalézt 13% univerzálních řešení.  
Počátečním hledaným obvodem byl obvod násobičky 3x3 bity. Jako embryo bylo zvoleno 
zapojení násobičky 2x2 bity. Dalším krokem byl vývoj násobičky 4x4 a posledním vývojovým 
stupněm byla násobička 5x5. Následující velikosti vstupních operandů byly testovány pouze u 
funkčních řešení a to až do velikosti 32x32 bitů. 
Z nalezených řešení byly vybrány dva univerzální programy, které jsou spolu se zapojením 
násobičky 5x5 uvedeny na obrázcích 48 a 49. Uvedené programy byly opět zbaveny intronů a pro 
názornost byla do programů vložena proměnná i, která představuje číslo cyklu. Při návrhu násobičky 
3x3 bity je prováděn první cyklus, při návrhu násobičky 4x4 bity je prováděn druhý cyklus a při 
návrhu násobičky 5x5 bitů je prováděn třetí cyklus. Na obrázku 48 je uvedena násobička, která byla 
již představena v kapitole 4.4.2.  
Obvod na obrázku 48 je velmi podobný s konvenčním řešením a dosahuje zpoždění, které je 
větší o zpoždění jednoho logického hradla. Většina navržených obvodů vykazuje jistou míru 
pravidelnosti. Nalezení škálovatelného řešení s lepšími vlastnostmi než má konveční řešení je méně 
pravděpodobné právě z důvodu pravidelnosti obvodové struktury. 
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Obrázek 48: Univerzální násobička 5x5 nalezená pomocí iterační metody: (a) nalezený program  
        (b) vytvořený obvod. 
 
 
Obrázek 49: Jiná univerzální násobička 5x5 nalezená pomocí iterační metody: (a) nalezený program  
            (b) vytvořený obvod. 
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7 Závěr 
Cílem této práce bylo navrhnout metodu pro generování násobiček, která by byla dobře škálovatelná. 
V předchozích kapitolách byly představeny tři přístupy, které se zaměřují na odlišné principy. Ve 
všech uvedených modelech je počítáno s návrhem násobičky, která pro výpočet výsledného součtu 
používá sčítačku s postupným přenosem. Tato sčítačka je navrhována společně s redukční sítí. 
Hlavními přínosy této práce jsou zavedené metody pro návrh různě velkých násobiček jedinou 
aplikací vyevoluovaného programu a pro iterační návrh generických násobiček. Přístup iteračního 
návrhu je srovnatelný s kontinuálním developmentem, který byl představen při návrhu generických 
řadících sítí [16].   
První metodou jsme schopni navrhovat obvod ze základních bloků a je možné hledat lepší nebo 
alespoň stejně dobrá řešení v porovnání s konvenčním návrhem. Hledání obvodu s většími vstupními 
operandy je výpočetně náročné, ale naproti tomu umožňuje vytvořit vetší množství různých řešení. 
Z důvodu velké složitosti hledaných obvodů byly vytvořeny fitness funkce, které značně urychlily 
hledání korektního řešení. První fitness funkce provádí ohodnocení na množině trénovacích vektorů, 
u kterých zaznamenává počet chybně vypočítaných bitů. Druhá podstatně rychlejší funkce pracuje 
pouze ze strukturou a zpožděním výstupního vektoru, ovšem tento přístup korektně funguje pouze za 
použití určitých stavebních bloků. Byla provedena řada experimentů, při kterých byla hledána 
násobička 5x5 bitů. Jedním typem experimentů bylo hledání nejlepšího možného zapojení základních 
bloků realizující násobičku 5x5 bitů v jednom kroku. Nejlepší nalezené řešení dosahuje stejné 
hodnoty celkového zpoždění obvodu jako řešení konvenční a to zpoždění šestnácti logických členů. 
Hodnoty zpoždění na jednotlivých bitech se liší pouze v šestém bitu. Řešení nalezené pomocí evoluce 
je na tomto výstupu rychlejší o zpoždění jednoho logického hradla. Při analýze výsledků byly také 
nalezeny programy, které lze parametrizovat. To znamená, že vhodným nastavením parametru 
(konstanty) jsme schopni navrhovat rozsáhlejší obvody.     
V druhé představené metodě je zavedena možnost použití nějakých netradičních bloků, které 
lze navrhnout například pomocí CGP. Speciálně navrženými bloky je možné splnit požadavky 
udávající použití určité architektury nebo lze dosáhnout návrhu obvodů pro větší bitové vektory, než 
je tomu při použití klasických bloků. Tento přístup byl otestován pouze na uměle vytvořených 
příkladech. Sestavení kvalitních obvodů by především spočívalo v kombinaci sčítaček o různých 
bitových šířkách vstupních operandů.  
Poslední metoda je založena na iteračním návrhu a je schopna zajistit úplnou škálovatelnost 
obvodu. Cílem této metody je vytvoření obvodu za pomoci embrya, které je během jednotlivých 
cyklů vyvíjeno. Embryo je možné v každé další iteraci opět vložit a tím usnadnit hledání rozsáhlého 
obvodu. Většina nalezených řešení vykazuje vysokou míru pravidelnosti. Při hledání řešení pomocí 
embrya je možné nalézt takové programy, které jsou v této práci označovány jako univerzální. Za 
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univerzální řešení je v této práci považováno řešení, které na základě nalezené posloupnosti instrukcí 
umožňuje vytvořit násobicí obvod pro operandy o velikosti 3x3 bity až 32x32 bitů. Při návrhu obvodu 
využívající embryo je požadované řešení omezeno na vstupní operandy o stejné bitové šířce. Dále 
byla metoda především testována na předem daném embryu a vývoj embrya byl možný pouze při 
plné funkčnosti obvodu. Těmito omezeními bylo možné nalézt řešení v relativně krátkém čase. Pokud 
by počáteční tvar a vývoj embrya nebyl omezen, mohl by algoritmus nalézt poměrně zajímavé řešení, 
ovšem za cenu velmi náročných výpočtů. Dalším typem experimentu bylo právě hledání násobičky 
pomocí iteračního návrhu využívající embryo. Nejlepší nalezený obvod dosahuje celkového zpoždění 
sedmnácti logických členů pro násobičku 5x5 bitů, což je o zpoždění jednoho logického hradla horší, 
než vykazuje řešení konvenční. Během experimentu bylo nalezeno 14% univerzálních řešení.  
Různorodá struktura obvodů nalezených v jednom kroku nabízí možnosti optimalizace na 
úrovni hradel. Navržené metody lze rozšířit z binární na jiné číselné soustavy a tím docílit návrhu 
obvodů pro operandy s větší bitovou šířkou. Vzhledem k tomu, že jsou představené modely 
postaveny na předem definované mřížce, je množina možných řešení silně omezena a výsledný obvod 
především závisí na zvolených blocích. Naproti tomu lze najít plně funkční řešení i pro vstupní 
operandy s větším počtem bitů za relativně krátkou dobu. Výrazným rozšířením by jistě bylo na místo 
pomalé sčítačky s postupným přenosem použít některou rychlou sčítačku uvedenou v kapitole 2.3.4. 
Potenciální možností, jak ve výzkumu pokračovat je právě návrh výsledné sčítačky realizovaný 
stromovou strukturou.  
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Přílohy  
Příloha  A – Struktura programu 
Vytvořený algoritmus je implementován v objektově orientovaném jazyce Java. Popis jednotlivých 
tříd a rozhraní je možné nalézt v programové dokumentaci, která byla vygenerována pomocí aplikace 
javadoc. Programová dokumentace je přiložena společně se zdrojovými kódy. Navržený program 
slouží k otestování představených modelů a není optimalizován. Na obrázku 50 je uvedena orientační 
struktura programu. Jednotlivé odrážky představují názvy tříd a rozhraní. 
· GeneticAlgorithm 
o Operator 
§ Crossover 
· BasicOnePointCrossover  
· BasicTwoPointCrossover 
· ExtendedOnePointCrossover 
· UniformCrossover 
§ Mutation 
· BasicMutation 
· InsertMutation 
· DeleterMutation 
· MutationMoreGens 
o Selection 
§ RandomSelection  
§ TournamentSelection  
§ TruncationSelect  
§ WheelSelection 
o Population 
§ Individual 
· Chromosome 
o Gene 
· Program 
o Instruction 
o Fitness 
§ DelayFitness 
§ ValueFitness 
§ EmbryoDelayFitness 
§ EmbryoValueFitness 
· Fenotype 
o Block 
§ HA 
§ FA 
§ FA1 
§ FA2 
§ FA3  
§ Counter6_3 
§ Counter7_3 
§ Embryo 
o Connector  
· StatisticFitness 
· Settings 
Obrázek 50: Orientační struktura programu. 
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Příloha  B – Vstupní parametry programu    
Vstupní parametry lze rozdělit do dvou skupin. První skupina je zadávána pomocí xml souboru a 
obsahuje nastavení evolučního algoritmu a nastavení vlastností fenotypu. Na obrázku 51 jsou 
uvedeny snímky okna sloužící k úpravě parametrů.  
  
 
Obrázek 51: Snímky okna s nastavením: (a) evolučního algoritmu (b) fenotypu. 
(a) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(b) 
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Dále je na obrázku 52 ukázáno nastavení uložené v xml souboru totožné s nastavením, které bylo 
uvedeno na obrázku 51. Nastavení v grafickém režimu bylo zvoleno především z důvodu velkého 
množství parametrů, ale také proto, že určité kombinace parametrů nejsou dovoleny. I přesto může 
zkušený uživatel měnit nastavení přímo v xml souboru. Hodnoty atributů type se odvíjí od funkcí, 
které jsou v programu implementovány. Tyto hodnoty jsou uloženy u rozhraní jednotlivých tříd. 
 
Obrázek 52: Struktura xml souboru s nastavením. 
Momentálně jsou implementovány následující funkce. 
· Typ selekčního algoritmu (selection type): 
· 0 - Náhodný výběr. 
· 1 - Turnajový výběr. 
· 2 - Výběr nejlepších. 
· 3 - Výběr pomocí rulety. 
· Typ operátoru křížení (crossover type): 
· 0 - Základní jednobodové. 
· 1 - Rozšířené jednobodové. 
· 2 - Uniformní. 
· 3 - Základní dvoubodové. 
· Typ operátoru mutace (mutation type): 
· 0 - Základní. 
· 1 - Odstraňující gen. 
· 2 - Vkládající gen. 
· 3 - Měnící náhodný počet genů. 
· Typ stavebního bloku (block type): 
<?xml version="1.0" encoding="UTF-8" standalone="no"?> 
<settings> 
  <operandA size="8"/> 
  <operandB size="8"/> 
  <population size="20"/> 
  <selection size="19" type="3"/> 
  <crossover propability="0.9" type="3"/> 
  <mutation propability="0.1" type="0"/> 
  <chromosomeSize size="40"/> 
  <maxGeneration size="250000"/> 
  <block0 type="0"/> 
  <block1 type="4"/> 
  <block2 type="5"/> 
  <block3 type="6"/> 
  <block4 type="3"/> 
  <block5 type="3"/> 
  <block6 type="2"/> 
  <block7 type="2"/> 
  <constant0 value="1"/> 
  <constant1 value="2"/> 
  <constant2 value="8"/> 
  <constant3 value="16"/> 
  <fitness type="1"/> 
</settings> 
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· 0 - Poloviční sčítačka. 
· 1 - Úplná sčítačka. 
· 2 - Counter 7:3. 
· 3 - Counter 6:3. 
· 4 - Úplná sčítačka typ1. 
· 5 - Úplná sčítačka typ2. 
· 6 - Úplná sčítačka typ3. 
· 7 - Embryo. 
· Typ fitness ( fitness type ) : 
· 0 - Zpoždění obvodu. 
· 1 - Výsledné hodnoty obvodu. 
· 2 - Zpoždění obvodu. Vývoj za pomoci embrya. 
· 3 - Výsledné hodnoty obvodu. Vývoj za pomoci embrya. 
 
Druhá skupina je zadávána pomocí příkazové řádky a řídí běh a datové výstupy programu. Program 
lze použít ve třech základních módech. První slouží pro nastavení parametrů ( viz obrázek 41 ), druhý 
slouží pro hledání samotného řešení s parametry definovanými v xml souboru a poslední slouží 
k realizaci obvodu popsaného genotypem, který je uložen v souboru s příponou gen. Přehled příkazů 
je uveden níže. 
-k count  Nastaví počet běhů programu na hodnotu count. 
-s filename.xml Otevře okno pro úpravu souboru nastavení filename.xml.  
-f filename.xml Spustí výpočet s nastavením uloženým v souboru filename.xml. 
-i filename.gen opAsize opBsize Sestaví obvod o velikosti opAsize x opBsize pomocí 
genotypu ze souboru filename.gen 
-b Zajišťuje hledání nejlepšího možného řešení. 
-c  Vytvoří soubor s detailním výpisem běhu genetického algoritmu (soubor *.csv) 
-p  Vytvoří soubor s nalezeným programem (soubor *.prg). 
-o  Vytvoří soubor s nalezeným genotypem (soubor *.gen). 
-r  Vytvoření souboru s nalezeným (soubor *.fen). 
-g  Vytvoření souboru s popisem grafu určený pro externí program Graphviz (soubor *.grf). 
-h Vypíše nápovědu. 
Příloha  C – Datové výstupy programu 
Během výpočtu programu je postupně na standardní výstup vypisován stručný přehled o nalezených 
řešeních. Přehled obsahuje informace o počtu generací, hodnotě fitness funkce, zpoždění obvodu a 
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čase potřebném k nalezení řešení. Dále je ve výpisu obsažen výpis korektních řešení a seznam 
výstupních souborů. Výpis je zobrazen na obrázku 53. Další obrázku obsahují výpisy jednotlivých 
výstupních souborů. Obrázek 54 obsahuje statistiku jednoho běhu genetického algoritmu. 
 
Obrázek 53: Výpis programu na standardní výstup. 
 
Obrázek 54: Výpis souboru obsahující statistiku. 
Výpis ze souboru obsahující fenotyp je zobrazen na obrázku 55. Obsahuje informaci o velikostech 
vstupních operandů, názvech a zpožděních výstupních konektorů, orientační přehled o struktuře 
nalezeného obvodu a detailní popis jednotlivých bloků.  
 
Obrázek 55: Výpis souboru obsahující fenotyp. 
Obrázek 56 obsahuje posloupnost instrukcí nalezeného programu. Na obrázku 57 je zobrazen výpis 
ze souboru obsahující genotyp. První řádek obsahuje chromozom, druhý řádek obsahuje seznam 
konstant a třetí řádek obsahuje seznam použitých bloků. Na obrázku 58 je uveden výpis souboru 
obsahující grafový popis pro externí program Graphviz verze 2.26.3., který je dostupný pod licencí 
CPL (Common public license). Tento program lze zdarma získat na internetové adrese 
http://www.graphviz.org/. Společně s výpisem je uvedena i ukázka grafu vygenerována zmiňovaným 
programem. 
generation;best fitness;delay;  other fitness; 
         0;          50;    0; 50;64;64;64;64; 
         2;          48;    0; 48;48;64;64;64; 
         3;          26;    3; 26;26;64;64;64; 
      1838;          20;    3; 20;20;20;64;64; 
      7049;           0;   10;  0;20;20;64;64; 
size operands: 
A=3bits, B=3bits 
 
output connectors (delay): 
[0] a0b0 (1) 
[1] s0 (2) 
[2] s2 (4) 
[3] s4 (7) 
[4] s5 (9) 
[5] c5 (10) 
 
blocks structure: 
[0]  
[1] [HA0] 
[2] [FA1][HA2] 
[3] [FA3][HA4] 
[4] [FA5] 
[0]  
 
blocks details: 
 type=HA  id=0 inputs=(a0b1,a1b0)  outputs=(s0,c0) 
 type=FA3 id=1 inputs=(a1b1,a2b0,a0b2) outputs=(s1,c1) 
 type=HA  id=2 inputs=(c0,s1)   outputs=(s2,c2) 
 type=FA3 id=3 inputs=(a2b1,c1,a1b2)  outputs=(s3,c3) 
 type=HA  id=4 inputs=(c2,s3)   outputs=(s4,c4) 
 type=FA3 id=5 inputs=(c3,c4,a2b2)  outputs=(s5,c5) 
run;generation;best fitness;build fitness;delay;time[ms];correctly connections; 
  0;      7049;           0;            8;   10;    3054;                   3,; 
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Obrázek 56: Výpis souboru obsahující program. 
 
Obrázek 57: Výpis souboru obsahující genotyp. 
 
Obrázek 58: Výpis souboru obsahující informace o grafu a graf vytvořený pomocí Graphviz. 
[10],35,161,86,45,39,26,123,131,39,157, 
[4],1,2,3,6, 
[8],0,4,5,6,0,4,5,6, 
SET var0,var3 
INC var1 
REP var1,const2 
SET var3,var1 
SET var1,var3 
NOP 
REP const2,const3 
GEN block0,var3 
SET var1,var3 
GEN block7,var1 
digraph G { 
node [shape=plaintext,fontsize=10]; 
HA0[shape=rect, fontsize=12]; 
a0b1->HA0 
a1b0->HA0 
HA0->s0 
HA0->c0 
 
FA1[shape=rect, fontsize=12]; 
a1b1->FA1 
a2b0->FA1 
a0b2->FA1 
FA1->s1 
FA1->c1 
 
HA2[shape=rect, fontsize=12]; 
c0->HA2 
s1->HA2 
HA2->s2 
HA2->c2 
 
FA3[shape=rect, fontsize=12]; 
a2b1->FA3 
c1->FA3 
a1b2->FA3 
FA3->s3 
FA3->c3 
 
HA4[shape=rect, fontsize=12]; 
c2->HA4 
s3->HA4 
HA4->s4 
HA4->c4 
 
FA5[shape=rect, fontsize=12]; 
c3->FA5 
c4->FA5 
a2b2->FA5 
FA5->s5 
FA5->c5 
 
subgraph clusterC { 
label = "result"; 
a0b0->r0 
s0->r1 
s2->r2 
s4->r3 
s5->r4 
c5->r5 
}} 
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Příloha  D – Příklad grafu násobičky 5x5 
