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Abstract
We derive the Einstein tensor from the Fisher information metric that is defined by the prob-
ability distribution of a statistical mechanical system. We find that the tensor naturally contains
essential information of the energy-momentum tensor of a classical scalar field, when the entropy
data or the spectrum data of the system are embedded into the classical field as the field strength.
Thus, we can regard the Einstein equation as the equation of coarse-grained states for the original
microscopic system behind the classical field theory. We make some remarks on quantization of
gravity and various quantum-classical correspondences.
PACS numbers:
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I. INTRODUCTION
The power of information-theoretical approaches has been recognized in wide areas of
theoretical physics. One of key quantities in quantum field theory is the so-called entan-
glement entropy. On the other hand, in general relativity and string theory, a long-term
topic is to understand the black hole entropy and its microscopic origin, and in recent trends
the entropy is almost identified as the entropy of entanglement between the inside and the
outside of event horizon [1]. Also in condensed matter physics, it has been attracting con-
siderable attention to examine the scaling properties of the entanglement entropy and its
application to the construction of tensor-network wave functions [2].
Up to now, we have been discussing quantum information itself by using the entanglement
entropy. Next, it is natural to extend our analysis to the study of the difference among
quantum informations. This is realized by defining the information space or the memory
space where the quantum informations are stored by an appropriate format. In this space,
an abstract distance should be defined so that the difference between two quantum states is
properly measured. A better format for the measure of the difference is to set the coordinate
system corresponding to a set of interaction parameters and other key parameters, since they
naturally changes the quantum state. Then, the information space seems to have a function
similar to the phase diagram. Depending on the essential properties of the states, the
information space is a manifold [3]. Then, we focus on geometric properties of the manifold
and their close connection to the phase diagram.
In general, the difference among quantum/classical statistical data can be measured by
various types of metrices. Well-known examples are Bures metric, relative von-Neumann
entropy (Kullback-Leibler divergence), relative Tsallis entropy, and relative Re´nyi entropy.
The Bures metric calculates the inner product between two quantum states and subtracts
the unity component, while the others measure the difference between two sets of probabil-
ity distributions (eigenvalue distributions of the density matrix in quantum cases). These
abstract distances are globally different, but their local structures are common, except for a
constant factor [4]. The universal metric, or the minimal component, is the so-called Fisher
metric. For instance, the Tsallis relative entropy, one of q-extention family of the entropy,
can be mapped onto the Fisher metric times non-extensive parameter q. In a special case,
the Fisher metric has the Hessian structure that corresponds to a real version of the Ka¨hler
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manifold, and there are beautiful geometric properties [5]. Therefore, if we define a natural
connection from the Fisher metric, the emergent classical spacetime spanned by the connec-
tion may have some universal physical meaning [6]. The Fisher metric is classical one, but
this can also be defined from statistical distribution of quantum systems. Thus, the prob-
lem is automatically related to quantum-classical correspondence that has been providing
us important questions in many physics fields.
The universality is characterized by the symmetry of the solution of the field equation
in a usual classical field theory. In particular, the Einstein equation is the fundamental one
in classical curved spacetime. Thus, we would like to examine the nature of the Einstein
tensor derived from the Fisher metric. The problems here are whether the Einstein tensor
automatically leads to the energy-momentum tensor in a classical field model, and what is
the origin of the classical field in the light of the presence of a microscopic model behind
this classical theory. We will answer these questions, and propose that the Einstein equation
is a kind of the equation of the coarse-grained states in the microscopic model. In general
relativity, it is an important problem to know the reason why the Einstein equation has
close connection with the first law of thermodynamics [7–10]. The present result sheds new
light on this problem.
Before going into detail, I think that it would be helpful for readers to take some comments
on the present approach. The readers might be confused for the present scenario that the
energy-momentum tensor is ’derived’ from more fundamental objects behind the Einstein
equation. Usually, the energy-momentum tensor by the real matter field is given in advance,
and its spatially non-uniform nature determines our spacetime structure. Then, the metric
is only the solution of the Einstein equation, and we may say that the main player is the
matter field. In that sense, the present approach is to solve a kind of the inverse problem.
Here, we imagine that the quantum informations embedded into the memory space would
behave as matter field, since it’s possible to take a discription of the data storage that does
not follow the linear mesh in general. This abstract or fictitious matter field induces curved
space represented by the Fisher metric. If we change our view from physics to information
science, the concept of the present approach seems to have indirect connection to that of
tangible user interface that aims to remove a fence between information and real materials.
The paper is organized as follows. In Sec. II, we introduce the Fisher metric and examine
its general properties. In Sec. III, we derive the Einstein tensor from the Fisher metric.
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Then, in Sec. IV, we consider some special cases that make the tensor simplified. Then, we
find that the entropy data of the original model is stored as a field strength of the classical
memory space. In Sec. V, we discuss related topics and summarize our study.
II. FISHER METRIC
First of all, we develop a general theory for a given family of (classical/quantum) sta-
tistical distribution, and after that we will consider the relation between the family and
microscopic models. Let us first introduce a continuum model. We represent probability
distribution as p(x; θ) where x denotes the stochastic variable that is supported on a region
X and θ = (θ1, θ2, ...) denotes internal parameters that characterize a microscopic model.
For the moment, it is enough to consider that θ is a set of interaction parameters. The
probability distribution obeys the following relation∫
X
p(x; θ)dx = 1. (1)
For later convenience, we abbreviate the expectation value of a distribution function O(x; θ)
by the bracket as
〈O〉 =
∫
X
p(x; θ)O(x; θ)dx, (2)
where we omit the index θ in the bracket and use the bold symbol. In addition, we introduce
the spectrum γ(x; θ) as
γ(x; θ) = − ln p(x; θ). (3)
Then, the von Neumann entropy is represented as
S(θ) = −
∫
X
p(x; θ) ln p(x; θ)dx =
∫
X
p(x; θ)γ(x; θ)dx = 〈γ〉 . (4)
A key quantity in this paper is the so-called Fisher metric gµν defined by
gµν(θ) =
∫
X
p(x; θ)
∂γ(x; θ)
∂θµ
∂γ(x; θ)
∂θν
dx = 〈∂µγ∂νγ〉 . (5)
For example, this metric is obtained by calculating the Kullback-Leibler divergence
DKL =
∫
X
p(x; θ) ln p(x; θ)dx−
∫
X
p(x; θ) ln p(x; θ + dθ)dx. (6)
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This is not symmetric for the exchange between p(x; θ) and p(x; θ + dθ), but we find that
the second-order expansion has better properties as a measure of the distance. Actually, we
can easily derive the following result
DKL ≃ −
∫
X
p(x; θ)
{
1
p(x; θ)
∂p(x; θ)
∂θµ
dθµ − 1
2
1
p2(x; θ)
∂p(x; θ)
∂θµ
∂p(x; θ)
∂θν
dθµdθν
}
dx
= − ∂
∂θµ
(∫
X
p(x; θ)dx
)
dθµ +
1
2
gµν(θ)dθ
µdθν
=
1
2
gµν(θ)dθ
µdθν . (7)
In the last equality, we used Eq. (1). The physical meaning of the Fisher metric is as follows:
When we fix a set of model parameters θ in a microscopic model, we obtain a particular
physical state and its entropy value. Changing θ infinitesimally, we obtain a bit different
physical state and a corresponding entropy value. Collecting all of the entropy data as a
function of θ, we can store the data into the classical spacetime with coordinates θ where
the distance is measured by the Fisher metric. The field strength in the classical spacetime
is thus the magnitude of the entropy embedded there.
For discrete systems (classical or quantum), we also introduce similar definitions except
for some minor corrections. At first, the conservation relation of the probability distribution
is given by
∑
n
pn(θ) = 1. (8)
The expectation value of distribution On(θ) is given by
〈O〉 =
∑
n
pn(θ)On(θ), (9)
The entroy is given by
S(θ) = −
∑
n
pn(θ) ln pn(θ) =
∑
n
pn(θ)γn(θ) = 〈γ〉 , (10)
with the spectrum
γn(θ) = − ln pn(θ). (11)
The metric is then represented as
gµν(θ) =
∑
n
pn(θ)
∂γn(θ)
∂θµ
∂γn(θ)
∂θν
= 〈∂µγ∂νγ〉 . (12)
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According to Eq. (6), the Kullback divergence that produces Eq. (12) can be represented by
DKL =
∑
n
{pn(θ) ln pn(θ)− pn(θ) ln pn(θ + dθ)} . (13)
Here, we need to take care about the presence of Eq. (13) in quantum cases, although it
is always possible to introduce Eq. (12). The quantum relative entropy, sometimes called
Umegaki entropy, is usually defined by the following form
DU = tr (ρ ln ρ− ρ ln σ) , (14)
with use of two density matrices ρ and σ. In general, their supports s(ρ) and s(σ) are different
[we assume s(ρ) ≤ s(σ)], and we may not find the unitary matrix that simultaneously
diagonalizes these matrices. On the other hand, in Eq. (13), two probability distributions
pn(θ) and pn(θ + dθ) are labeled by the same index n, which means the presence of the
unitary matrix. Therefore, Eq. (13) is a highly restricted relation, if we start from Eq. (13).
We think that quantum critical systems are safety cases. We can take ρ and σ as similar
as possible by reducing dθ, while we may not in gapped cases. Thus, the present discussion
would be applicable to the critical cases. We will discuss more about this point in the final
section. One additional comment is that the parameters θ are not the bare parameters
after the diagonalization. Even the number of the relevant parameters might change by the
diagonalization.
For example, let us try to represent geometry of the classical Ising spin model H =
−J∑i,j σiσj . Here, θ = βJ is the dimensionless internal parameter (β is inverse tempera-
ture), and we can introduce the Boltzmann distribution
pn(θ) =
1
Z(θ)
exp (θFn) , (15)
where the index n represents a particular spin configuration {σ1, σ2, ...}, Fn =
∑
i,j σiσj , and
Z(θ) =
∑
n e
θFn. The Fisher metric is then given by the variance of the quantity F
gθθ(θ) =
〈
F 2
〉− 〈F 〉2 = V [F ]. (16)
This is energy fluctuation, and thus changes abruptly near the phase transition point βJc for
spatial dimension larger than one. Therefore, it is natural in this case to imagine that the
information space is not simple Euclidean. It is noted that the dimension of the information
space is independent of the real spatial dimension of the original Ising model.
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The Fisher metric has an another form. Let us start with Eq. (1) or Eq. (8), 〈1〉 = 1.
Differentiating both sides of this equation by θν , we obtain
〈∂νγ〉 = 0. (17)
One more differentiation by θµ leads to
〈∂µ∂νγ〉 = 〈(∂µγ)(∂νγ)〉 = gµν . (18)
Thus we have two different representations of the Fisher metric. It should be noted that
these two before taking the statistical avarage are not the same
∂µ∂νγ 6= (∂µγ)(∂νγ). (19)
Let us further introduce gµν as
gµν = ∂µγ∂νγ, (20)
the statistical avarage of gµν is equal to the classical one
gµν =
〈
gµν
〉
. (21)
Thus, gµν is a kind of metric, but still contains some fluctuation in the original microscopic
model. In the information-geometrical viewpoint, the smooth classical spacetime seems to
emerge from this avaraging procedure.
III. EINSTEIN TENSOR OF THE FISHER METRIC
The purpose of this paper is to calculate the Einstein tensor for the Fisher metric. Thus,
let us first calculate the Christoffel symbol defined by
Γλµν =
1
2
gλτ (∂µgντ + ∂νgµτ − ∂τgµν) , (22)
where gλτ is the inverse matrix of the metric. Here, the first derivative of the metric in this
symbol is represented by
∂σgµν = −〈(∂σγ)(∂µγ)(∂νγ)〉+ 〈(∂σ∂µγ) ∂νγ〉+ 〈∂µγ (∂σ∂νγ)〉 . (23)
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Note that the first term in the right hand side appears as a result of the presence of p(x; θ)
or pn(θ) in the definition of the bracket. Substituting this into Eq. (22), most of the terms
cancel out, and we obtain
Γλµν = g
λτ
(
〈(∂µ∂νγ)∂τγ〉 − 1
2
〈(∂µγ)(∂νγ)(∂τγ)〉
)
. (24)
It may be useful for further study to note that the α-connection, a more general class of
connection, is usually considered in the information geometry. Next, we calculate the Ricci
tensor given by
Rµν = R
σ
µσν = ∂σΓ
σ
µν − ∂νΓσµσ + ΓσρσΓρµν − ΓσρνΓρµσ. (25)
Then the Einstein tensor is represented as
Gµν = Rµν − 1
2
gµνR, (26)
where the scalar curvature is defined by
R = gαβRαβ. (27)
We devide the right hand side of Eq. (25) into three parts. They are given by
Rµν = Aµν +Bµν + Cµν (28)
where Aµν and Bµν come from the first derivative of the Christoffel symbol, ∂σΓ
σ
µν −∂νΓσµσ,
and Cµν is equal to Γ
σ
ρσΓ
ρ
µν − ΓσρνΓρµσ. Their explicit forms are
Aµν = g
στ∂σ
(
〈(∂µ∂νγ)∂τγ〉 − 1
2
〈(∂µγ)(∂νγ)(∂τγ)〉
)
−gστ∂ν
(
〈(∂µ∂σγ)∂τγ〉 − 1
2
〈(∂µγ)(∂σγ)(∂τγ)〉
)
, (29)
Bµν = (∂σg
στ )
(
〈(∂µ∂νγ)∂τγ〉 − 1
2
〈(∂µγ)(∂νγ)(∂τγ)〉
)
− (∂νgστ )
(
〈(∂µ∂σγ)∂τγ〉 − 1
2
〈(∂µγ)(∂σγ)(∂τγ)〉
)
, (30)
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and
Cµν = g
στgρζ
(
〈(∂ρ∂σγ)∂τγ〉 − 1
2
〈(∂ργ)(∂σγ)(∂τγ)〉
)
·
(
〈(∂µ∂νγ)∂ζγ〉 − 1
2
〈(∂µγ)(∂νγ)(∂ζγ)〉
)
−gστgρζ
(
〈(∂ρ∂νγ)∂τγ〉 − 1
2
〈(∂ργ)(∂νγ)(∂τγ)〉
)
·
(
〈(∂µ∂σγ)∂ζγ〉 − 1
2
〈(∂µγ)(∂σγ)(∂ζγ)〉
)
. (31)
In the next step, we will transform the above equations into more compact froms in which
their spacetime structures can be seen much better.
First, Aµν is transformed into
Aµν = g
στ
[
−1
2
〈(∂σγ)(∂µ∂νγ)∂τγ〉+ 〈(∂µ∂νγ)(∂σ∂τγ)〉
+
1
2
〈(∂νγ)(∂µ∂σγ)∂τγ〉 − 〈(∂µ∂σγ)(∂ν∂τγ)〉
−1
2
〈(∂µγ)(∂νγ)∂σ∂τγ〉+ 1
2
〈(∂µγ)(∂σγ)∂ν∂τγ〉
]
. (32)
Then we introduce a part of the Einstein tensor coming from Aµν (A = g
µνAµν) as
GAµν = Aµν −
1
2
gµνA
=
〈
ω
(
∂µ∂νγ − 1
2
gµνg
αβ∂α∂βγ
)〉
−1
2
gστ
〈
∂σ∂τγ
(
gµν −
1
2
gµνg
αβgαβ
)〉
−gστ
〈
(∂µ∂σγ)(∂ν∂τγ)− 1
2
gµνg
αβ(∂α∂σγ)(∂β∂τγ)
〉
+
1
2
gστ
〈
gσµ(∂ν∂τγ) + gσν(∂µ∂τγ)− gµνgαβgσα(∂β∂τγ)
〉
, (33)
where ω is defined by
ω = gστ
(
∂σ∂τγ − 1
2
gστ
)
. (34)
The avarage of ω is evaluated as
〈ω〉 = gστ 〈∂σ∂τγ〉 − 1
2
gστgστ =
1
2
D, (35)
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where D is the dimension of our classical space. Next, Bµν is evaluated as
Bµν = −gστgρζ (−〈(∂σγ)(∂τγ)∂ργ〉+ 〈(∂σ∂τγ)∂ργ〉+ 〈∂τγ(∂σ∂ργ)〉)
·
(
〈(∂µ∂νγ)∂ζγ〉 − 1
2
〈(∂µγ)(∂νγ)(∂ζγ)〉
)
+gστgρζ (−〈(∂νγ)(∂τγ)(∂ργ)〉+ 〈(∂ν∂τγ)∂ργ〉+ 〈∂τγ(∂ν∂ργ)〉)
·
(
〈(∂µ∂σγ)∂ζγ〉 − 1
2
〈(∂µγ)(∂σγ)(∂ζγ)〉
)
, (36)
where we have used the following relation
∂σg
µν = −gµαgνβ∂σgαβ. (37)
Adding Bµν to Cµν , some terms cancel out, and then we obtain
Bµν + Cµν = g
στgρζ
(
〈(∂µ∂σγ)∂ζγ〉 − 1
2
〈(∂µγ)(∂σγ)∂ζγ〉
)
·
(
〈(∂ν∂τγ)∂ργ〉 − 1
2
〈(∂νγ)(∂τγ)(∂ργ)〉
)
−gστgρζ
(
〈(∂σ∂τγ)∂ργ〉 − 1
2
〈(∂σγ)(∂τγ)(∂ργ)〉
)
·
(
〈(∂µ∂νγ)∂ζγ〉 − 1
2
〈(∂µγ)(∂νγ)(∂ζγ)〉
)
. (38)
The above equation can be represented by the following compact form
Bµν + Cµν =
〈
φ
(
∂µ∂νγ − 1
2
gµν
)〉
+gστgρζ
〈
∂ζγ
(
∂µ∂σγ − 1
2
gµσ
)〉〈
∂ργ
(
∂ν∂τγ − 1
2
gντ
)〉
, (39)
where φ is defined by
φ = −gστgρζ∂ζγ
〈
∂ργ
(
∂σ∂τγ − 1
2
gστ
)〉
. (40)
The avarage of φ vanishes, since we have
〈φ〉 = −gστgρζ 〈∂ζγ〉
〈
∂ργ
(
∂σ∂τγ − 1
2
gστ
)〉
= 0. (41)
The part of the Einstein tensor coming from Bµν + Cµν is given by
GBµν +G
C
µν = (Bµν + Cµν)−
1
2
gµν(B + C)
=
〈
φ
(
∂µ∂νγ − 1
2
gµνg
αβ∂α∂βγ
)〉
− 1
2
〈
φ
(
gµν −
1
2
gµνg
αβgαβ
)〉
+gστgρζ
〈
∂ζγ
(
∂µ∂σγ − 1
2
gµσ
)〉〈
∂ργ
(
∂ν∂τγ − 1
2
gντ
)〉
−1
2
gµνg
αβgστgρζ
〈
∂ζγ
(
∂α∂σγ − 1
2
gασ
)〉〈
∂ργ
(
∂β∂τγ − 1
2
gβτ
)〉
.(42)
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where B = gαβBαβ and C = g
αβCαβ.
Finally, the Einstein tensor for the Fisher metric is exactly given by
Gµν = G
A
µν +G
B
µν +G
C
µν
=
〈
(ω + φ)
(
∂µ∂νγ − 1
2
gµνg
αβ∂α∂βγ
)〉
−1
2
〈
(φ+ gστ∂σ∂τγ)
(
gµν −
1
2
gµνg
αβgαβ
)〉
−gστ
〈
(∂µ∂σγ)(∂ν∂τγ)− 1
2
gµνg
αβ(∂α∂σγ)(∂β∂τγ)
〉
+
1
2
gστ
〈
gσµ(∂ν∂τγ) + gσν(∂µ∂τγ)− gµνgαβgσα(∂β∂τγ)
〉
+gστgρζ
〈
∂ζγ
(
∂µ∂σγ − 1
2
gµσ
)〉〈
∂ργ
(
∂ν∂τγ − 1
2
gντ
)〉
−1
2
gµνg
αβgστgρζ
〈
∂ζγ
(
∂α∂σγ − 1
2
gασ
)〉〈
∂ργ
(
∂β∂τγ − 1
2
gβτ
)〉
. (43)
In subsequent paragraphs, we consider the physical meaning of Eq. (43). In particular, we
would like to discuss whether this equation has a ’right’ to become the Einstein equation,
and then the problem is to know what is the classical field in this abstract information space.
IV. EXPONENTIAL FAMILY, HESSIAN GEOMETRY, AND FICTITIOUS
ENERGY-MOMENTUM TENSOR
A. Gaussian Distribution
Let us consider some representative cases in which the present motivation becomes clearer.
We first focus on the Gaussian distribution. It has been well-known that the Gaussian
distribution naturally leads to the hyperbolic metric [3], and thus this case strictly holds the
vacuum Einstein equation with a negative cosmological constant. Actually, we start with
the single-component Gaussian distribution with avarage x¯ and standard deviation σ
p(x) =
1√
2piσ
exp
{
−(x− x¯)
2
2σ2
}
, (44)
for X = (−∞,∞), −∞ < x¯ <∞, and σ > 0, and when we take a coordinate
θ = (θ1, θ2) = (x¯, σ), (45)
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we then obtain
gµνdθ
µdθν =
dx¯2 + 2dσ2
σ2
. (46)
In the Gaussian case, the right hand side of Eq. (43) should be reduced to
Gµν = −gµνΛ, (47)
with a negative cosmological constant Λ < 0. In the present formalism, this equation has
deeper physical meaning. Substituting Eq. (18) into this equation, we obtain
Gµν = −Λ 〈∂µγ∂νγ〉 . (48)
This reminds us that the spectrum γ or the entropy S = 〈γ〉 behaves as a scaler field in
our classical information space, since the right hand side has structural similarity to the
energy-momentum tensor in the Euclidean spacetime. In other words, γ originally comes
from a quantum field theory, but at the same time behaves as a classical field after an
appropriate avaraging procedure due to the presence of the bracket. In the Gaussian case,
the information space is uniformly bending by the hyperbolic metric, and then it is likely
to consider that the effect of data distribution on the information space is described by
the simple cosmological constant. In more complex cases where the data distribution is
quite nonuniform, it is better to consider that the right hand side of Eq. (48) comes from
the energy-momentum tensor of the fictitious matter field into which the data are densely
embedded. In order to think this statement is resonable, the field strength should be the
amount of physical information in the original microscopic model. Therefore, the entropy,
the amount of information, corresponds to the field strength.
The multiple component cases (x1, ..., xn) are also treated in the same manner, and the
distribution function and the Fisher metric are given by
p(x1, ..., xn) =
1(√
2piσ
)n exp
{
−
n∑
i=1
(xi − x¯i)2
2σ2
}
, (49)
gµνdθ
µdθν =
∑n
i=1 dx¯
2
i + 2ndσ
2
σ2
. (50)
Note that our system has always an Euclidean time axis, when we identify one of avarages
{x¯i} as the time coordinate in the gravity side. The imaginary time approach is neces-
sary at finite temperatures in the standard quantum field theory. This fact might indicate
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some coarse-graining by effective finite-temperature in our information space. Actually,
microscopic degrees of freedom have been lost in the information space by the avaraging
procedure with the probability distribution. Since Eq. (49) should be real, we can not sim-
ply apply Wick rotation to one of {x¯i}. At least for this fact, taking imaginary time axis is
quite essential. In this viewpoint, let us remind the Schwarzchild black hole in the Euclidean
spacetime coordinate. In this case also, we must take care about periodicity of the imagi-
nary time in order to remove conical singularity, although the removal is only mathematical
requirement so that the metric satisfies the Einstein equation, not physical one.
B. Exponential Family
For further evaluation of Eq. (43), we consider the exponential family defined by the
following probability distribution
p(x; θ) = exp {θ · F (x)− ψ(θ)} = exp {θµFµ(x)− ψ(θ)} , (51)
where θ is called natural (canonical) parameter. We use continuum representation, but
discrete one is also taken in the same manner. The exponential family covers very wide
classes of probability distributions. Here we would like to regard the coordinate in the
information space as the natural parameter, and thus we use the same notation θ. The
function −ψ(θ)/β is usually called as free energy in statistical mechanics. Actually, the
Boltzmann distribution is represented by
p(x; θ) = exp {−βE(x; θ)− lnZ(θ)} , (52)
with energy E and partition function Z. When the term −βE(x; θ) is decomposed into θµ
and Fµ(x), our target model is characterized by the exponential family. At least for classical
cases, such decomposition always exists, as we have already seen in Eq. (15). Let us present
one more example. The single-component Gaussian distribution can be mapped onto the
exponential distribution as follows
p(x) =
1√
2piσ
exp
{
−(x− x¯)
2
2σ2
}
= exp
{
− ln
(√
2piσ
)
− x
2
2σ2
+
xx¯
σ2
− x¯
2
2σ2
}
, (53)
where we find that F , θ, and ψ(θ) are defined by
F = (F1, F2) =
(
x, x2
)
, (54)
θ =
(
θ1, θ2
)
=
(
x¯
σ2
,− 1
2σ2
)
, (55)
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and
ψ(θ) = ln
(√
2piσ
)
+
x¯2
2σ2
=
1
2
ln
(
− pi
θ2
)
− (θ
1)2
4θ2
. (56)
In the exponential family, the spectrum γ is given by
γ = − ln p(x; θ) = ψ(θ)− θνFν(x), (57)
and thus ψ(θ) is directly related to the information γ of the original model. The first and
second derivatives of γ are given by
∂µγ = ∂µψ(θ)− Fµ(x), (58)
∂µ∂νγ = ∂µ∂νψ(θ). (59)
We see that the x dependence of γ vanishes by the second derivative. After the second
derivative, ψ(θ) can be identified with γ. Then, the Fisher metric is represented by
gµν = 〈∂µ∂νγ〉 = ∂µ∂νψ(θ), (60)
gµν = 〈∂µγ∂νγ〉 = ∂µψ(θ)∂νψ(θ)− (〈Fµ〉 ∂ν + 〈Fν〉 ∂µ)ψ(θ) + 〈FµFν〉 . (61)
The first equation is so-called Hessian structure. It would be common for string theorists
that ψ(θ) corresponds to a real version of the Ka¨hler potential in the complex manifold
theory. In addition, the expectation value of Eq. (58) is given by
〈Fµ〉 = ∂µψ(θ). (62)
Substituting this with Eq. (61), we obtain
gµν = 〈FµFν〉 − ∂µψ(θ)∂νψ(θ) = 〈FµFν〉 − 〈Fµ〉 〈Fν〉 . (63)
Thus, the metric is a covariance matrix of Fµ. We also differentiate gµν = 〈∂µγ∂νγ〉 by θλ,
and obtain
∂λgµν = −〈∂λγ∂µγ∂νγ〉+ 〈(∂λ∂µγ) ∂νγ〉+ 〈∂µγ (∂λ∂νγ)〉 = ∂λ∂µ∂νψ(θ). (64)
For the exponential family, this equation means
Tλµν = 〈∂λγ∂µγ∂νγ〉 = −∂λ∂µ∂νψ(θ). (65)
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This tensor plays a central role in the Hessian geometry, since the tensor is colosely related
to the Christoffel symbol as
Γλµν = −
1
2
gλτTτµν . (66)
By using the expomential family, we transform Eq. (43) into a more compact form. The
first term of Eq. (43) is then given by〈
(ω + φ)
(
∂µ∂νγ − 1
2
gµνg
αβ∂α∂βγ
)〉
=
1
2
D
(
1− 1
2
D
)
gµν . (67)
The second term is given by
1
2
〈
(φ+ gστ∂σ∂τγ)
(
gµν −
1
2
gµνg
αβgαβ
)〉
=
1
4
gστgρζ 〈(∂ργ)gστ 〉
〈
∂ζγ
(
gµν −
1
2
gµνg
αβgαβ
)〉
+
1
2
D
(
1− 1
2
D
)
gµν . (68)
The third term is given by
gστ
〈
(∂µ∂σγ)(∂ν∂τγ)− 1
2
gµνg
αβ(∂α∂σγ)(∂β∂τγ)
〉
=
(
1− 1
2
D
)
gµν . (69)
The fourth term is given by
1
2
gστ
〈
gσµ(∂ν∂τγ) + gσν(∂µ∂τγ)− gµνgαβgσα(∂β∂τγ)
〉
=
(
1− 1
2
D
)
gµν . (70)
Up to now, we have found that the terms proportional to (1−D/2)gµν cancel out. Summa-
rizing, we obtain the Einstein tensor for the exponential family as
Gµν = −1
4
gστgρζ 〈(∂ργ)gστ 〉
〈
∂ζγ
(
gµν −
1
2
gµνg
αβgαβ
)〉
+
1
4
gστgρζ
〈
(∂ζγ)gµσ
〉 〈(∂ργ)gντ 〉
−1
8
gµνg
αβgστgρζ 〈(∂ζγ) gασ〉
〈
(∂ργ) gβτ
〉
= Xµν − 1
2
gµνg
αβXαβ , (71)
where
Xµν =
1
4
gστgρζ (TζµσTρντ − TρστTζµν) (72)
=
1
4
gστgρζ (〈∂ζγ∂µγ∂σγ〉 〈∂ργ∂νγ∂τγ〉 − 〈∂ργ∂σγ∂τγ〉 〈∂ζγ∂µγ∂νγ〉) . (73)
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C. Derivation of Energy-Momentum Tensor
We would like to transform Gµν for the exponential family into a new form in which we
can see that the potential ψ(θ) actually behaves as a classical field in the information space.
For this purpose, we pick up terms associated with ∂µψ and ∂νψ in Eq. (73), and then Xµν
is evaluated as
Xµν =
1
4
D∂µψ∂νψ − 1
4
gρτ∂µψ
〈
Fνgρτ
〉− 1
4
gσζ∂νψ
〈
Fµgζσ
〉
+
1
4
gστgρζ
〈
Fµgζσ
〉 〈
Fνgρτ
〉
+
1
4
gστgρζ 〈∂ργ∂σγ∂τγ〉 (〈Fν∂ζγ〉 ∂µψ + 〈Fµ∂ζγ〉 ∂νψ)
−1
4
gστgρζ 〈∂ργ∂σγ∂τγ〉 〈FµFν∂ζγ〉 . (74)
Here, using the relation
〈Fν∂ζγ〉 = ∂ζψ(θ) 〈Fν〉 − 〈FζFν〉 = −gνζ , (75)
we find
Xµν =
1
4
gστgρζ
(〈
Fµgζσ
〉 〈
Fνgρτ
〉− 〈Fµ〉 gζσ 〈Fν〉 gρτ)
−1
4
gστgρζ 〈∂ργ∂σγ∂τγ〉 〈FµFν∂ζγ〉 . (76)
The Equations (72), (73) and (76) are three typical representations that characterize the
geometry of this system.
We particulary focus on the first term of Eq. (76) in order to take some approximation,
since the second term is approximately given by 〈FµFν∂ζγ〉 ∼ 〈FµFν〉 〈∂ζγ〉 = 0. We expand
gµν(x; θ) near the avarage of x, 〈x〉 = x¯. Then, we have
〈
Fµgζσ
〉
=
〈
Fµ
(
gζσ(x¯; θ) + g˙ζσ(x¯; θ)(x− x¯) +
1
2
g¨ζσ(x¯; θ)(x− x¯)2 + · · ·
)〉
= gζσ(x¯; θ)∂µψ + g˙ζσ(x¯; θ) 〈Fµ(x− x¯)〉+
1
2
g¨ζσ(x¯; θ)
〈
Fµ(x− x¯)2
〉
+ · · · , (77)
where the dot represents differentiation of the metric by x
g˙ζσ(x¯; θ) = lim
x→x¯
∂
∂x
gζσ(x; θ). (78)
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Then, we obtain
Xµν =
1
4
gστgρζ
(
gζσ(x¯; θ)gρτ (x¯; θ)− gζσgρτ
)
∂µψ∂νψ
+
1
4
gστgρζ
(
g˙ζσ(x¯; θ) 〈Fµ(x− x¯)〉+
1
2
g¨ζσ(x¯; θ)
〈
Fµ(x− x¯)2
〉
+ · · ·
)
gρτ (x¯; θ)∂νψ
+
1
4
gστgρζgζσ(x¯; θ)∂µψ
(
g˙ρτ (x¯; θ) 〈Fµ(x− x¯)〉+
1
2
g¨ρτ (x¯; θ)
〈
Fµ(x− x¯)2
〉
+ · · ·
)
+ · · · . (79)
The expansion terminates up to the fourth-order terms in the normal distribution case. If
we identify gµν(〈x〉 ; θ) = gµν(x¯; θ) with gµν =
〈
gµν(x; θ)
〉
and we introduce the following
approximation
〈Fµ (x− x¯)n〉 ≃ ∂µψ 〈(x− x¯)n〉 , (80)
then we obtain
Xµν = κ∂µψ(θ)∂νψ(θ), (81)
with a constant κ. For the normal distribution, we have
〈(x− x¯)n〉 = σn
n/2∏
k=1
(2k − 1), (82)
and κ can be represented as
κ ≃ 1
4
σ2gσζ g¨ζσ(x¯; θ) +
1
16
σ4gστgρζg¨ζσ(x¯; θ)g¨ρτ (x¯; θ) + · · · . (83)
Therefore, the Ka¨hler potential ψ(θ) does not only corresponds to the entropy value in the
microscopic-model side, but really behaves as a classical scalar field in the information space
side. The parameter κ is dimensionless, since we do not introduce any energy scale and all
of the parameters θ are normalized by the temperature.
Let us define the effective Lagrangian for the scaler field ψ as
L =
1
2
gαβ∂αψ(θ)∂βψ(θ), (84)
and then the energy-momentum tensor can be represented as
Tµν = gµσ
∂L
∂(∂σψ)
∂νψ − gµνL = 1
κ
(
Xµν − 1
2
gµνg
αβXαβ
)
. (85)
Finally, we reach the Einstein equation
Gµν = κTµν . (86)
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V. DISCUSSION AND SUMMARY
Based on the present result, we discuss related topics. The first one is about quantization
of gravity. My massage is that the quantum gravity theory may not come from quantization
of the Einstein gravity, rather the Einstein equation can be regarded as the equation of the
coarse-grained quantum state. Of course, the present approach is not unique one, but still
gives us quite important information for the construction of the quantum gravity theory.
The present result supports the previous and recent development in which the gravity is a
kind of entropic force [7–10].
In the standard information geometry, the Kullback-Leiber divergence is used for sta-
tistical inference. We infer the appropriate probability distribution from a given data set
characterized by θ. Then, the precision of the inference is bounded by the inverse of the
Fisher metric. The classical space side only contains the natural canonical parameter θ and
not x, and thus this is not beyond the inference. In this case also, the most elementary data
are probability distributions, and the observed data are regarded as their coarse-grained
data set.
A future problem to be resolved is to understand causal structure of our information
spacetime. To do this, it is necessary to examine time evolution of the microscopic system.
We expect that the causal structure is preserved in the classical side, even though we start
from quantum field where the non-locality may violate the causal nature. The point is
that we mainly consider the entropy, not the quantum state itself. Now, we once terminate
time evolution of the quantum state in order to determine the property of the entropy
at a particular time. Thus, the time coordinate is special in comparison with the other
coordinates. In this case, the classical side looks like a ’laminated’ body, and each layer is
connected smoothly. Thus, the dynamic exchange of these layers does not occur.
As already mentioned in the previous paragraphs, the present approach naturally rep-
resents quantum-classical correspondence, when we start from quantum field theory in the
microscopic side. This is a new type of correspondence, when we compare it with other
famous correspondences, such as the Suzuki-Trotter decomposition in statistical and con-
densed matter physics [11] and the anti-de Sitter space / conformal field theory (AdS/CFT)
correspondence in string theory [12]. Their most remarkable difference is holographic na-
ture of each correspondence. Usually, holographic theories contain the extra dimension
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controlling an energy scale of the original quantum model. In this viewpoint, the theory
is characterized by the renormalization concept. In the information-geometrical approach,
however, the extra dimension seems to be formally missing. This is because the parameter
θ automatically contains temperature, and then the change in θ means indirect control of
accesible lowest energy scale. Therefore, it is a very important future work to clarify simi-
larity and difference among them. A hint to resolve this problem is to examine more about
the Gaussian distribution. In the Gaussian case, the variance σ2 plays a similar role on
temperature in the Boltzmann distribution. Then, the variance characterizes the energy (or
length) scale. Furthermore the von Neumann entropy is given by
S = 〈γ〉 = ln
(√
2piσ
)
. (87)
Thus, the total amount of information S is a logarithmic function of the variance. This
feature seems to be comparable to the scaling properties of the entanglement entropy in
CFT [13–17] (Fixing the σ value indicates that the accesible data sets are finite, leading
to the calculation of the partial density matrix and the entanglement entropy). As already
mentioned, the Fisher metric for the Gaussian distribution becomes AdS. In a view point of
AdS/CFT, the problem is then how the Gaussian distribution comes from one-dimensional
quantum critical theories, and this is on-going work.
Summarizing, we have derived the classical Einstein equation from the Fisher information
metric defined by the microscopic statistical data. In this formalism, the Einstein equation is
a kind of the equation of the coarse-grained quantum states. The present approach is based
on information-geometrical techniques, and thus may not be familiar for many researchers.
However, the author believes that more flexible use of this kind of approaches opens new
doors of physics of quantum-classical correspondence and micro-macro duality.
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