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Let f (z) be the generating function of the sequence [ p(n)] of unrestricted par-
titions of n, and let Xt be an integral random variable taking the value n with
probability ( f (t))&1 p(n) tn. It is shown here that, as t  1, the normalized Xt are
asymptotically Gaussian. The mode of convergence is sufficiently strong for the
conclusion of a local central limit theorem to hold, leading to the classical formula
of HardyRamanujan, p(n)texp(? - 23 - n)(4n - 3).  1997 Academic Press
.
1. RANDOM VARIABLES ASSOCIATED WITH
POSITIVE POWER SERIES





with all an0 and a non-zero radius of convergence R. To each t # (0, R)
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whence it follows that m(t) is increasing; furthermore, it tends to infinity as
t A R if an>0 infinitely often, and f (R)=. This, and the more difficult
question of whether _2(t) also tends to infinity, is discussed at some length
by the author in [1, Section 7]. That the variance tends to infinity is seen
to be a triviality in the main example of Section 2. We assume these condi-
tions are met for the remainder of this introduction, and denote by tn the
unique value yielding
m(tn)=n, (1.5)
for all sufficiently large n. Actually, the &-th semi-invariant of Xt is given by
(t(ddt))& log f (t), but we shall not need this here. Assume now that for a






converges uniformly and absolutely on compacts. The random variables
Xt , k corresponding to the fk(z) may be assumed to be stochastically inde-
pendent. Their L2 convergent sum is distributed as Xt . It is then natural to
investigate whether the normalizations of Xt have an asymptotically
gaussian distribution, and, furthermore, whether the central limit theorem
involved can be strengthened to a local central limit theorem, whereby an
asymptotic formula for the an would immediately ensue. In effect, if we























E(ei%Z(t)) e&i%(n&m(t)) d%, (1.8)
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If Z(tn) is asymptotically gaussian then the integrand tends to e&(12)%
2
, our
hope being that the convergence will be strong enough for the integral to
tend to - 2?, which would yield
ant
f (tn)
- 2? _(tn) tnn
. (1.10)
This is Hayman’s generalized Stirling formula [4] in a probabilistic con-
text. Answering a question put by Rosenbloom [5], who first remarked
that Hayman’s results were in essence a local limit theorem, other limiting
probability distributions do arise. For a trivial example consider f (z)=
(1&z)&1, which yields the exponential distribution, but we shall leave this





|E(ei%Z(t))&e&(12)%2 | d%  0 (1.11)
as t  R. It is hardly ever that the elements of the formula (1.10) can be
calculated other than in asymptotic form. It is thus of paramount impor-
tance in applications to have the following asymptotic substitution lemma :
Lemma 1. Let f (z) be strongly Gaussian, m1(t) A  continuously, and












Remark. Though it is not used in the proof of the lemma, in practice
one will most certainly start by choosing m1(t) to be asymptotic to m(t).
Proof. Define Z1(t)=(X(t)&m1(t))_1(t). The same calculation per-
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E(ei%Z(t)) ei=(t)% d% (1.16)




E(ei%Z1(t)) d%  - 2?, (1.17)
which proves (1.13). Q.E.D
2. HARDYRAMANUJAN’S ASYMPTOTIC FORMULA
We now apply the preceding approach to a rather interesting example
not dealt with in Hayman’s memoir. Let p(n) be the number of unrestricted
partitions of n for n1, p(0)=1, and f (z) be the generating function for








valid for |z|<1, leads to the following result.
Theorem. The generating function of unrestricted partitions is strongly
Gaussian.
Corollary (HardyRamanujan). The number p(n) of unrestricted par-
titions of n satisfies the asymptotic relation
p(n)t
e?- 23 - n
4n - 3
. (2.2)
Proof of the Theorem. Let Xt , k be the random variables associated to
(1&zk)&1 for k1, whose mean and variance we denote by mt , k and _ 2t , k ,
respectively. Note that Xt , k is distributed like kXtk, k . We shall write
Yt, k=Xt, k&mt, k , and we set \=&log t. The cj denote certain positive
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Therefore, from a trivial extension of Lyapunov’s central limit theorem [2,
Theorem 7.3] to infinite rectangular arrays we get
E(ei%Z(t))  e&(12)%2 (2.7)
for every % as t A 1. An equally obvious extension to infinite sums of an















In order to finish the proof we need a tail estimate for the absolute value
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Now suppose that 12<t<1, and c(1&t)<|%|?. Keeping only the first






2c&2)&1. Since \t1&t there is a positive constant c5
such that
|E(ei%Z(t))|=|E(ei(%_(t))Xt)|e&c5\, (2.13)
in the set c3 \&12<|%|?_(t). The limit relation (2.7) and the two
estimates (2.8) and (2.13) are sufficient to establish (1.11) by splitting the
range of integration in the three sets |%|A, A|%|c3 \&12, and
c3 \&12<|%|?_(t) for arbitrarily large A and t close enough to 1, then
letting t A 1. Q.E.D.
Remark. We forego a more delicate analysis that actually yields an
estimate on the error term.
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Clearly the conditions of the asymptotic substitution Lemma 1 are met,
and
{n=e&?- 6n (2.17)
For an estimate of f ({n) we resort again to the EulerMaclaurin summa-
tion formula applied to


















where q(x)=x&[x]& 12 . Now note that
lim




















e?26* - *, (2.21)
as * a 0. Substitution of (2.16), (2.17), and (2.21) into the general
asymptotic formula (1.13) then yields HardyRamanujan’s formula (2.2).
Q.E.D.
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