A new type of quadrature is developed. The Gauss quadrature, for a given measure, finds optimal values of a function's argument (nodes) and the corresponding weights.
I. INTRODUCTION
The Gauss quadrature is typically considered as "an integral calculation tool". However, the quadrature itself can be considered as a discrete measure [1] . The major practical drawback of Gauss-type quadratures is that they, like Riemann integral, are based on finding nodes in function argument space. A very attractive idea is to build a quadrature with the nodes in function value space, Lebesgue quadrature. As with the Lebesgue integral, such a quadrature can be applied to integration of irregular functions and interpolating sampled measure by the discrete Lebesgue integral. When implemented numerically such an approach can give a completely new look toward relaxation type process analysis. This is the goal of this paper.
II. MEASURE
Consider a measure dµ, a basis Q k (x), and a function to integrate f (x). An example of the measure can be: Chebyshev with [−1 : 1] support dµ = dx/ √ 1 − x 2 , Laguerre with
[0 : ∞] support dµ = dx exp(−x), experimental data sample (f l , x l ) of l = 1 . . . M points (discrete M-point measure), etc. In this paper Q k (x) basis is a polynomial of degree k, e.g. x k or some orthogonal polynomials basis, the results are invariant with respect to basis choice, Q k (x) = x k and Q k = T k (x) give identical results, but numerical stability can be drastically different [2, 3] . Introduce Paul Dirac quantum mechanic bra-ket notation [4] | and | :
The problem we study in this paper is to estimate Lebesgue integral [5] by optimal n-point discrete measure.
We are going to apply the technique originally developed in Refs. [3, 6, 7] , the main idea is to consider not a traditional interpolation of observable f as a linear superposition of basis functions:
but instead to introduce a wavefunction ψ(x) as a linear superposition of basis functions, then to average f (x) with ψ 2 (x)dµ weight:
With positively defined matrix Q j | Q k generalized eigenvalue problem:
has a unique solution. Found eigenfunctions to be normalized as
A. The Gauss quadrature
The n-point Gauss quadrature (x i , w i ); i = 0 . . . n − 1:
on the measure dµ is integration formula (9) that is exact if f (x) is a polynomial of degree 2n − 1 or less, in other cases it can be considered as an approximation of the measure dµ by discrete n-point measure (x i , w i ). A question about an efficient numerical approach to (x i , w i ) calculation is a subject of extensive work [1, 8] . In our recent work [3] we established, that the most practical approach to obtain (x i , w i ) for arbitrary measure (often available only through data sample) is to put f = x in Eq. (7) and solve generalized eigenvalue problem:
The n-th order orthogonal polynomial relatively the measure dµ is equal to the π n (x) =
The Gauss quadrature nodes x i are (10) eigenvalues, the weights are equal to inverse square of the eigenfunction at x = x i (the eigenfunctions are normalized as (10) is exactly threediagonal Jacobi matrix eigenvalue problem (see Ref. [9] and references therein for a review), but written in the basis of Q k (x), not in the basis of π k (x), as typically studied.
Particularly, this make it easy to obtain numerically three term recurrence coefficients a k and b k (xπ k = a k+1 π k+1 + b k π k + a k π k−1 ) from sampled data using the moments Q m ; m = 0 . . . 2n − 1: obtain (in Q k (x) basis) orthogonal polynomials π k ; k = 0 . . . n, then calculate a k and b k , see the method getAB() of provided software. An ability to use Chebyshev or Legendre basis as Q k (x) allows to calculate a k and b k to a very high order (hundreds).
The Gauss quadrature (9 can be considered as a Riemann integral formula, its nodes x i select optimal positions of function arguments, they are x operator eigenvalues (10), this integration formula assumes that f (x i ) exist and can be calculated. As with any Riemann integral, it requires f (x) to be sufficiently regular for the integral to exist. 
Now quadrature nodes f i are in function value space, not in function argument space as in (9) . We will call them value-nodes. To obtain the value-nodes and weights of the Lebesgue quadrature for the measure dµ and function f consider arbitrary polynomial P (x) of degree n − 1 or less and expand it on (7) eigenfunctions:
Taking into account that P f ψ
the expression for P | f | S can be written (here P (x) and S(x) are arbitrary polynomials of degree n − 1 or less):
The (16) (the case P = S = 1) is eigenvalues averaged with the weights ψ [i] 2 (note that ψ [i] 2 = 1). The (16) give Lebesgue quadrature value-nodes and weights:
The Lebesgue quadrature (13 can be considered as a Lebesgue integral interpolating formula, by n-point discrete measure, the value-nodes f i select optimal positions of function values, they are f operator eigenvalues (7), the weight w i is the measure corresponding to the value f i . Note, that weights (18) give 1 = n−1 i=0 w i , same as for (12) Gauss weights. As with the Gauss quadrature (9) the Lebesgue quadrature (13 is exact for some class of functions. (13) is constructed for a measure dµ and a function f (x), then any integral P (x)f (x) , where P (x) is a polynomial of degree 2n − 2 or less, can be evaluated from it exactly.
Proof. When P (x) is of degree n − 1 or less, then apply (15) with S = 1. For a degree above
The matrix M jk is non-unique, but always exists and can be obtained e.g. by synthetic division P (x) = Q n−1 (x)q(x) + r(x), or using density matrix approach of Appendix A. The integral f P (
then can be evaluated using (15) formula:
The formula (19) has the same eigenvalues λ [i] , but they are now averaged with the weights w (P ) i , that are not necessary positive as in (18), note that
Remark. The Gauss quadrature can be considered as a special case of the Lebesgue quadrature. If one put f = x, then n-point Lebesgue quadrature, that gives exact answer for any integral f P (x) with a polynomial P (x) of a degree 2n − 2 or less, is reduced to a quadrature that is exact for xP (x) , i.e. to the Gauss quadrature with exact P (x) answer for a polynomial P (x) of a degree 2n − 1 or less. When f = x Lebesgue quadrature value-nodes are equal to the Gauss nodes. The most remarkable feature of Lebesgue quadrature is that it directly estimate the distribution of f : each w i from (18) is the measure of f (x) ≈ f i sets.
Theorem 1 gives an algorithm for f P (x) integral calculation: use the same value-nodes f i from (17), but the weights are now from (20) . The Lebesgue quadrature allows to obtain the value of any f P (x) integral, adjusting only the weights, value-nodes remain the same, what give a range of opportunities in applications.
One more question arise about most convenient way to store and apply a quadrature. As both the Gauss and the Lebesgue quadratures are obtained from (7) 
is not that simple, it requires an access to eigenvectors ψ [i] to calculate, for this reason it is more convenient to store Lebesgue quadrature as (f i , ψ [i] ) pairs, rather than as (f i , w i ) pairs. Specific form of quadrature storage is determined by application, in any case all the results are obtained from defining the quadrature (λ [i] , ψ [i] ), unique solution of (7) problem.
C. Numerical Estimation Of Radon-Nikodym Derivative
Radon-Nikodym derivative [5] is typically considered as probability density dν/dµ relatively two Lebesgue measures dν and dµ. Consider f = dν/dµ, then (7) is generalized eigenvalue problem with Q j dν dµ Q j and Q j | Q j matrices (basis functions product Q j Q k averaged with respect to the measure dν and dµ respectively). If at least one of these matrices is positively defined then (7) has a unique solution.
Theorem 2. The eigenvalues λ [i] i = 0 . . . n − 1 are dν/dµ Radon-Nikodym derivative extremums in the basis of (7) .
when |ψ is (7) eigenvector, then the first variation (21) (linear in δψ) is zero because of dν dµ ψ = λ |ψ relation for (7) eigenvectors.
Remark. If δψ does not belong to the original basis space of (7) problem, then extremal property may no longer hold.
Other estimates of Radon-Nikodym derivative can be easily expressed in terms of (7) eigenvectors. For example Nevai operator [10] is equal to eigenvalues λ [i] averaged with
Other estimates, such as [3, 11] , can also be expressed in a form of λ [i] averaged, but with the other weights, different estimators converge to each other when n → ∞. A distinguishing feature of Radon-Nikodym derivative estimate as (7) spectrum is that it is not linked to the states localized in x-space (such as (22)), but is linked to extremal states of Radon-
k Q k (x), i.e. it can be considered as the distribution of x with a single support point: the moments are equal to Q k (x). Now assume Q k (x) correspond to some actual distribution of x and q k are the moments of this distribution. Then dν dµ (x) is:
The (23) is averaged eigenvalues λ [i] with positive weights, it coincide with x-localized (22) for q k = Q k (x), but (23) is much more general, it allows to obtain Radon-Nikodym derivative for non-localized states. The (23) give the value of Radon-Nikodym derivative for a distribution with given q k moments. Such "distributed" states naturally arise, for example, in distribution regression problem [12, 13] , where a bag of x-observations is mapped to a single f -observation. There is one more generalization, considered in [7, 14] : density matrix mixed states, that cannot be reduced to a pure state of a ψ(x), we are going to discuss this generalization elsewhere in details, see Appendix A for an example. Our approach can estimate both: the measure (as Lebesgue quadrature) and two measures density (as Radon-Nikodym derivative), together with available numerical implementation, this make the approach extremely attractive to a number of practical problems, for example to joint probability estimation [15] .
III. NUMERICAL ESTIMATION
The (λ [i] , ψ [i] ) pairs of (7) problem (for the Gauss with Q j | x | Q k and Q j | Q k matrices, and for the Lebesgue with Q j | f | Q k and Q j | Q k matrices) are required to calculate a quadrature. A question arise about numerically most stable and efficient way of doing calculations. Any Q j | f | Q k matrix (j, k = 0 . . . n − 1) can be calculated from Q m f moments (m = 0 . . . 2n − 2) using multiplication operator:
The value of c jk m is analytically known (see numerical implementation in Appendix A of Ref. [3] ) for four numerically stable Q k (x) bases: Chebyshev, Legendre, Hermite, Laguerre (all the bases give mathematically identical results, because (7) is invariant with respect to arbitrary non-degenerated linear transform of the basis, but numerical stability of calculations depend greatly on basis choice).
Once the matrices Q j | f | Q k and Q j | Q k are calculated the (7) can be solved using e.g. generalized eigenvalue problem subroutines from Lapack [16] . With a good basis choice numerically stable results can be obtained for 2D problem [17] with up to 100 × 100 elements in basis, i.e. for 10, 000 basis functions. (18) is the measure of f (x) ≈ f i sets. This is especially important for f (x) of relaxation type, this approach is superior to typically used approaches based on f , f 2 , f 3 , f 3 , skewness and kurtosis approaches [19] . In our early works [6, 20] the (7) equation was obtained, and the distribution of eigenvalues λ [i] , all the eigenvalues were considered to have the same weight, was interpreted as related to the distribution of f (x), similar interpretation is used in random matrix theory [21] .
In Appendix
In this paper an important step forward is made. Lebesgue quadratures show, that each Fig. 1 . In our previous works [6, 20] we established, that the distribution of λ [i] from (7) is related to the distribution of f . In this paper this relation is found, the weights are (18) Lebesgue quadrature weights. Note, that for the data in Fig. 1 , the peaks height for (c) and (f) correspond exactly to stage length, because of the measure chosen dµ = dN.
Lebesgue quadrature (f i , w i ) can be interpreted as f (x) discrete distribution. The selection of value-nodes is optimal, such a quadrature perform optimal n-point discretization of f (x). The approach is applicable to non-Gaussian distributions (e.g. with infinite standard deviation (but not with infinite mean), burst of many orders of magnitude, etc.). The situation is similar to the one in quantum mechanics: when quantum Hamiltonian is known incorrectly and have some energy state, that is greatly different from the ground state, such a state does not change system behavior at all, because it has close to zero probability. The
Lebesgue quadrature has similar ideology, it separates system state on observable value f i and probability of it w i . Similar path have been successfully tried earlier in our quantummechanics approach to machine learning of Ref. [14] , where we separated system properties (described by the outcomes) and system testing conditions (described by the coverage). integrals, and it is of practical value to be able to reduce a state described by an arbitrary polynomial:
to the state described by the density matrix: 
apply multiplication operator c jk m from (24) to obtain:
Comparing the coefficients by Q m (x) obtain linear system of 2n − 1 dimension, from which the Q l P ; l = 0 . . . 2n − 2 moments are found:
Then construct Q j Q k P Gram matrix of the measure corresponding to found moments Q l P , this gives the required P (x) = n−1 j,s,t,k=0 Q j (x)G −1 js Q s Q t P G −1 tk Q k (x). To construct ρ operator, eigenvalues/eigenvectors of which give (A3): solve (7) generalized eigenvalue problem with the matrices Q j Q k P and Q j Q k in (7) left-and right-hand side respectively, obtained eigenvalues/eigenvectors pairs give (A3) expansion over the states of ρ operator:
Remark. The expansion of P (x) = n−1 j,s,t,k=0 Q j (x)G −1 js Q s Q t P G −1 tk Q k (x) with a matrix Q j Q k P generated by a measure is unique, the measure moments are (A5) linear system solution; without a requirement that the matrix to be generated by a measure, the solution is non-unique. Another non-uniqueness can arise from the degenery of Q j Q k P matrix, for example, take Christoffel function, 1/K(x) = P (x) = n−1 j,k=0 Q j (x)G −1 jk Q k (x): the solution (A5) and the matrix Q j Q k P are unique, but the (A3) expansion is non-unique due to (A6) spectrum degeneracy (all the eignevalues are equal to one), 1/K(x) = n−1 i=0 ψ [i] (x) 2 is correct for any orthogonal basis ψ [i] .
Note. This prof is actually an algorithm to construct the density matrix ρ , producing a given polynomial P (x). In provided implementation com/polytechnik/algorithms/Ortho gonalPolynomialsABasis.java the method getMomentsOfMeasureProducingPolynomial InKK_MQQM() solve linear system and, for a given P (x), obtain the moments Q m P . The method getDensityMatrixProducingGivenPolynomial() use these moments to solve (A6), to obtain the ρ from (A7) as the Lebesgue quadrature, the spectrum of which corresponds to a given polynomial P (x) (A3). 
The (A9) is a representation of f (x)P (x) integral as a sum of f -moments over the states of density matrix ρ operator (A6). This formula is a complementary one to (19) , which is a representation of f (x)P (x) integral as a sum of P -moments over the states of f operator (7) .
Finally, we want to emphasize, that used all of the above ψ 2 is a special case of density matrix. Consider ρ = |1 1|, then ψ 2 = ψ | ρ | ψ , and for an operator f , f = Spur f |ρ Similarly, a spur with a density matrix ρ , e.g. corresponding to a polynomial P (x), can be used instead of all averages:
f → Spur f |ρ
This way the developed approach can be extended not only to polynomial by operator products study, but also to operator-by-operator products. Then, instead of Spur f |ρ ,
