We discuss the defective intertwining property of generators of semigroups. We give some equivalent conditions in terms of generator, resolvent and semigroup. As an application, using this property, we give an example in which we can determine the exact generator domain of a Schrödinger operator.
INTRODUCTION
The intertwining property plays an important role in dealing with semigroups. The intertwining property takes the following form:
DA =ÂD where A andÂ are generators of semigroups and D is a closed operator. In the previous paper [12] , we discussed the intertwining property and applied it to the issue of the domain of a generator. The intertwining property was used e.g., in Bakry's paper [2] to discuss the Riesz transformation. But there are many issues which are not within the scope of (complete) intertwining property. In this paper, we extend it to the following defective intertwining property:
Here, an additional term R appears. If D is the identity map, the relation above is noting but a perturbation of operators, in which there are many results (see e.g., [9, Chapter 3] ). And so we can say that this work is a generalization of perturbation theory to some extent. Such a relation appeared in Yoshida's paper [15] in connection with the Littlewood-Paley theory. Yoshida noticed the importance of this relation but he treated only bounded R. One of our motivations is to remove this restriction.
We discuss equivalent conditions in terms of resolvents and semigroups. We formulate the issue in the framework of Banach space. In the case of Hilbert space, the admissible class of R can be slightly extended. This extension is useful when we deal with Schrödinger operators. In fact, as an application, we discuss the Schrödinger operator of the form Δ − V on R d where V is a scalar potential. We give a characterization of the domain of this operator. Further applications are discussed in the papers [13, 8] where the Littlewood-Paley theory is developed for the Schrödinger operators on a Riemannian manifold. In this case, the defective term R is unbounded and our extension in this paper is crucial.
The organization of this paper is as follows. In §2, we give a precise definition of the intertwining property and discuss the relationship with resolvents and semigroups. We use the Hille-Yosida theory of semigroups. In §3, we discuss the same problem in the case of Hilbert space setting. We deal with the generators that satisfy the sector condition. Lastly we consider a Schrödinger operator in §4. We give an example in which we can exactly determine the domain of the operator.
DEFECTIVE INTERTWINING PROPERTY
In this section, we discuss the intertwining property of the generators of semigroups. Suppose we are given two strongly continuous semigroups {T t } and {T t } on Banach spaces B andB. Let D be a closed operator from B intoB with the domain Dom(D). We always denote by Dom the domain of an operator or, later, the domain of quadratic form. The following property is called the intertwining property:
We denote the generator of {T t } and {T t } by A andÂ, respectively. Then the intertwining property above is (at least formally) equivalent to DA =ÂD.
For the moment, we use this notation formally. This property is sometimes too restrictive and so we will relax it as follows.
Here R is an appropriate operator. If A andÂ satisfy this identity, we say that the defective intertwining property holds. We have to precisely give the subspace where the equation (2) holds because our operators are unbounded in general. We will give the precise meaning of (2) and also give equivalent conditions in terms of semigroups and resolvents. We denote the Resolvent set of A by ρ(A). For λ ∈ ρ(A), the resolvent of A is denoted by
−1 denotes the resolvent ofÂ. We regard Dom(D) as a Banach space equipped with the graph norm of D. In the sequel, we always assume that the domain of a closed operator is regarded as a Banach space equipped with the graph norm. Following this convention, we assume (A.1) R is a bounded operator from Dom(D) intoB.
Here we regard Dom(D) to be equipped with the graph norm of D.
For later use, we introduce some notations. We denote the set of all bounded linear operators from
Now we can give a characterization of defective intertwining property. 
iv) The following equality holds.
(c) For any t ≥ 0, {T t } is a (C 0 )-semigroup not only on B but also on Dom(D) and the following holds:
Proof. We first show (a)⇒(b). Take any y ∈ (λ − A)D and set x = G λ y ∈ D. By the assumption (3),
ApplyingĜ λ to both sides of the preceding equality, we havê
We recall that (A − λ)x = −y and hencê
We have to show that the identity above holds for all y ∈ Dom(D). We recall that there exist M > 0 and ω ≥ 0 such that
Since G λ is defined on D(⊆ Dom(D)), we can consider the graph norm G λ y D := DG λ y B + G λ y B and we have, by (6) ,
Taking λ to be large enough, we can see that G λ is bounded in Dom(D 
Clearly the right hand side of the equation above converges to 0 as λ → ∞ and hence the strong continuity of
only on B but also on Dom(D). We also setÂ μ = μÂĜ μ . Then (4) yields
Here
and the operator norm of R μ is uniformly bounded for large μ. Now we claim the following identity.
. (8) To see this, set
Then, using (7)
This means that u(t) satisfies the following differential equation.
The uniqueness of the solution deduces u(t) ≡ 0 which proves (8 
Combining this with e tAµ x B ≤ M e 2tω x B , we have
Now by the Gronwall lemma, we have
The right hand side is independent of μ since R μ L(Dom(D),B) is uniformly bounded with respect to μ. It is easy to see that there existsM > 0,ω ≥ 0 such that
Denote the resolvent of A μ by R(λ; A μ ). We also set R(λ; A) = G λ . Now we have, for λ ≥ω,
On the other hand, it holds that (see e.g., [9, §1.7
We fix κ and let μ → ∞. Then λ → κ and we have
By Hille-Yosida's theorem, this leads that A generates (C 0 )-semigroup on Dom(D) and further e tAµ converges to the semigroup strongly as μ → ∞. In addition, the convergence is uniform on a compact interval of t. The limit of {e tAµ } in Dom(D) clearly coincides with {T t }. We also note that R μ converges to R strongly as μ → ∞. Now, taking limit in (8), we have
which shows (c).
Lastly we show the implication (c)⇒(a). Let A D be the generator of
and differentiate (5) in t at t = 0, and we have
All properties in (a) are now clear.
We say that the defective intertwining property holds when one of (and hence all of) conditions of the theorem above is fulfilled.
We remark that the form (5) has already appeared in Yoshida [15] . Statement Theorem 2.1 (a) is complicated. Imposing additional conditions on semigroups, we give a little simpler condition of the generator. To do this, we suppose that Dom(A) ⊆ Dom(D) and there exists a dual
Theorem 2.2. Assume that Dom(A) ⊆ Dom(D) and there exists a dual
Then the following conditions are equivalent.
(2) For sufficiently large λ,
Proof. We first show (1)⇒(2). For any x ∈ Dom(A) and θ ∈ Dom(Â * ), we have
Set
Since ξ is arbitrary, we obtain
which is the desired result.
We proceed to prove the converse (2)⇒(1). We first show Dom(
which implies ξ ∈ Dom(D * ) and
Further, by putting x = (λ − A)y, y ∈ Dom(A) in (11),
which is (10) . This completes the proof.
In the theorem above, the equation (10) is required to hold on the whole spaces of Dom(A) and Dom(Â * ) but it is enough to assume it on dense subspaces as follows:
(a) There exists dense subspaces
(b) For sufficiently large λ,
Proof. (b)⇒(a) is clear from Theorem 2.2. We show the converse (a)⇒(b). From (12),
Since D is dense in Dom(A), the identity above holds for all x ∈ Dom(A).
In particular, putting x = G λ y, y ∈ Dom(D),
Again, by the density ofD in Dom(Â * ), we have for any θ ∈ Dom(Â * ),
∀y ∈ Dom(D).
This implies θ ∈ Dom(D * ). Now the rest is the same as in Theorem 2.2.
DEFECTIVE INTERTWINING PROPERTY II: HILBERT SPACE CASE
In this section, we discuss semigroups on Hilbert spaces. Let {T t } and {T t } be (C 0 )-semigroups on Hilbert spaces H andĤ. The generators of {T t } and {T t } are denoted by A andÂ, respectively. We assume that they are bounded from below in the following sense: there exists ω ≥ 0 such that
Hence A−ω andÂ−ω generate contraction semigroups. We further assume that they satisfy the weak sector condition. We denote the associated quadratic form by E andÊ, e.g.,
E(x, y) = −(Ax, y) H ∀x ∈ Dom(A), ∀y ∈ Dom(E).
We fix δ > ω and set
Then F = Dom(E) is a Hilbert space with the inner product
Here denotes the complex conjugation. By the weak sector condition, E is a bounded sesqui-linear form on F × F, i.e., there exists a constant C > 0 such that
Similarly we defineÊ
and a Hilbert spaceF = Dom(Ê) with the inner product 
Contrary to the previous section, we assume that (B.1) R is a bounded linear operator from Dom(D) intoF * .
We have the following theorem. 
(c) {T t } is a (C 0 )-semigroup on Dom(D) and the following holds:
Here the integral is the limit of Riemann sum inF * . As in Theorem 2.3, it is sufficient to assume that the equation (17) holds on a dense domain of Dom(A) and Dom(Â). In fact, if we assume that F ⊆ Dom(D * ), we can relax the condition (1) . Before that, we prepare the following proposition. This proposition also plays an essential role in the next section. 
Proof. We do not need to prove this theorem since {T
Proof. We first show (a)⇒(b). Take any x ∈ Dom(A) and set
From the assumption (a), D * :F → H is bounded and hence Φ :F → C is also bounded. Then the Lax-Milgram theorem yields that there exists η ∈F such that
Since (λ −Â * ) Dom(Â * ) =Ĥ, we have η = Dx. This means Dx ∈F and hence (b) follows.
Conversely we assume (b). We note that operators
Combining this with (b), we see that
which implies θ ∈ Dom(D * ). Thus we haveF ⊆ Dom(D * ).
Now we are ready to prove the following theorem. 
Proof. To show (b)⇒(a), take D = Dom(A),D = Dom(Ê). DD ⊆ Dom(Ê) follows from the previous proposition.
Conversely we assume (a). SinceD is dense inÊ, (19) holds for x ∈ D and θ ∈F . If, in particular, θ ∈ Dom(Â), then it follows that
The density of D in Dom(A) deduces that the equation above holds for all x ∈ Dom(A). Now, by Theorem 3.1, we have (b)
A natural expression of the defective intertwining property is of the form (16). But it is rather difficult to give the definite region. When R is bounded, we can give a region where (16) holds as follows. (1) and (2) of Proposition 3.1. We further assume that R is bounded. Then, for any x ∈ Dom(A 2 ), we have Dx ∈ Dom(Â),ÂDx ∈ Dom(Ê) and the following identity holds.Â
Proof. Take any x ∈ Dom(A 2 ). We first show Dx ∈ Dom(Â). It follows from Proposition 3.1 that Dx ∈ Dom(Ê). Hence, for θ ∈ Dom(Â * ),
Clearly this identity holds for all θ ∈ Dom(Ê) and the right hand side is continuous in θ with respect to theĤ-norm since R is bounded. This yields that Dx ∈ Dom(Â) andÂDx = DAx − Rx.
In the case R = 0, the proposition above can be extended to the higher order case.
Proposition 3.3. Assume assumptions of Proposition 3.2 and R = 0.
Then, for any x ∈ Dom(A n ), we have Dx ∈ Dom(Â n−1 ),Â n−1 Dx ∈ Dom(Ê) and the following identities hold:
Proof. We prove them by the induction on n. The case n = 1 is nothing but Proposition 3.1.
Assuming the case n, we will prove them for n + 1. So let us suppose x ∈ Dom(A n+1 ). Set y = Ax. We can use the assumption of induction since y ∈ Dom(A n ). Hence we have Dy ∈ Dom(Â n−1 ),Â n−1 Dy ∈ Dom(Ê) and it holds thatÂ
Since x ∈ Dom(A 2 ), we have by virtue of Proposition 3.2,
Thus we have obtainedÂ n Dx ∈ Dom(Ê). Thereforê
Now, for any θ ∈ Dom(Ê),
Thus we have obtained the case n + 1.
In this section, we see that we can determine the generator domain using the defective intertwining property.
Let the notations be the same as in the previous section. We further assume
Therefore E is symmetric and the generator A is given by
But the symmetry ofÊ is not required. 
Proof. Suppose x ∈ F and Dx ∈F . Since we have assumedF ⊆ Dom(D * ) and A = −D * D, we have x ∈ Dom(A). The reversed implication is nothing but the Proposition 3.1. The equation (24) is easily obtained by setting θ = Dx in (19).
We can also extend the theorem above to the higher order case as follows. 
Proof. The sufficiency of x ∈ Dom(A n ) is already proved in Proposition 3.3. We prove the necessity by the induction on n.
Assuming the case n, we will show it for n + 1. So we suppose Dx ∈ Dom(Â n ) andÂ n Dx ∈ Dom(Ê). Since these relations holds for n − 1, we have x ∈ Dom(A n ) by the assumption of induction. Therefore D * Ân Dx is well-defined since Dom(Ê) ⊆ Dom(D * ). Now let us take any z ∈ Dom(A).
Since the left hand side is continuous in z with respect to the H-norm, this yields A n x ∈ Dom(A). Thus we have proved the result for n + 1.
As an example, we consider a Schrödinger operator of the form
Here V is a scalar potential. We assume that V is bounded from below. Our aim is to give a characterization of the domain Dom(Δ − V ). Here we regard Δ−V as a self-adjoint operator on
We give a different characterization. 
A has the same form as A = Δ − V but it acts on 1-forms: a 1-form θ is regarded as an 
Here the identity above holds for f ∈ C
is a core for the operator A and we can apply Theorem 3.2; the defective intertwining property in our sense holds.
The associated quadratic forms with A andÂ are given by
Since V is bounded from below, there exists δ > 0 such that E δ = E + δ( , ) andÊ δ =Ê + δ( , ) are non-negative definite. We take ω > δ and fix it. We denote the domain of E by F and the domain ofÊ byF . To ensure the boundedness of R : F →F * , we assume the following condition for the potential V :
|∇V | ≤ C(V + + 1).
Here V + is the positive part of V . The boundedness of R can be seen as
This means that R is a bounded operator from F intoF * . Now we can apply Theorem 4.1 to obtain the following theorem. 
Proof. First suppose f ∈ Dom(Δ − V ). We notice that ∇ * is a minus divergence operator and hence Dom(∇ * ) ⊆ Dom(Ê). Now, applying Theorem 4.1, we have ∇f ∈ Dom(Ê) and hence ∇ 2 f ∈ L 2 which leads Δf ∈ L 2 . On the other hand, it holds that (Δ − V )f ∈ L 2 and it follows that V f ∈ L 2 .
