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Esta tesis doctoral analiza variables térmicas desde distintas perspectivas para profundizar 
en el conocimiento detallado de su comportamiento en la Comunidad Autónoma de 
Andalucía, centrándose especialmente en el rango térmico diario (DTR, del inglés 
Diurnal Temperature Range), definido como la diferencia diaria entre la temperatura 
máxima y mínima del aire.  
Para ello se ha trabajado con datos de temperatura máxima y mínima distribuidos por la 
región antes mencionada. En primer lugar, se ha llevado a cabo un control de calidad de 
las series de datos, como requisito básico para obtener resultados verosímiles y de 
confianza. Para ello se han aplicado distintos procedimientos de validación que permiten 
detectar registros erróneos y/o sospechosos y, en su caso, descartarlos.  
En una segunda fase se han obtenido las características multifractales de las series 
resultantes tras el proceso de validación, con el objetivo de analizar la naturaleza 
multiescalar de la variable. Para ello se han aplicado dos formalismos multifractales, 
declarando ambos al rango térmico diario como variable multifractal, con un 
comportamiento diferencial entre distintas zonas de Andalucía. Además, se han obtenido 
distintos intervalos temporales para los cuales la variable ha mostrado invarianza de 
escala. 
Posteriormente, se ha aplicado la metodología del análisis regional de frecuencias (ARF) 
para estudiar la distribución espacial de la variable. Tanto la variable DTR diario, como 
el DTR máximo anual, no siguen patrones homogéneos en Andalucía.  
Finalmente, en base a los resultados anteriores y para profundizar en la caracterización 
térmica, se ha llevado a cabo un análisis de tendencias y homogeneidad de diversas series 
de temperatura en distintas zonas geográficas de clima mediterráneo, donde en general, 
se han obtenido tendencias positivas. La mayoría de los puntos de cambio detectados en 
las series analizadas tuvieron lugar en los primeros años de la década de los 80 y la 







This phD thesis analyses thermal variables from different perspectives to deepen on the 
detailed knowledge of their behaviour in the Autonomous Community of Andalusia, 
focusing specially on the Diurnal Temperature Range (DTR), defined as the difference 
between the maximum and minimum daily air temperature. 
For this, we have worked with maximum and minimum temperature data distributed by 
the region. Firstly, a quality control of the temperature data series has been carried out, 
as a basic requirement to obtain credible and reliable results. For this, different validation 
procedures have been applied that allow detecting suspicious/erroneous records and 
discarding them, if applicable. 
In a second phase, the multifractals characteristics of the resulting series after the 
validation process have been analysed, with the aim of studying the multiscale nature of 
the variable. For this, two multifractals formalisms have been applied, both declaring the 
daily thermal range as a multifractal variable, with a differential behaviour between 
different areas of Andalusia. In addition, different time intervals have been obtained for 
which the variable has shown scale invariance. 
Subsequently, the regional frequency analysis methodology has been applied to study the 
spatial distribution of the variable. Both the daily DTR variable and the maximum annual 
DTR do not follow homogeneous patterns in Andalusia. 
Finally, based on the previous results and to deepen in the thermal characterization, an 
analysis of trends and homogeneity of various temperature series has been carried out in 
different geographical areas of the Mediterranean climate, where in general, positive 
trends have been obtained. Most of the break points detected in the analysed series took 






La temperatura, junto con la precipitación y la nieve son componentes básicos del balance 
de energía de la Tierra (Barnett et al., 2005, Feng y Zou, 2019). Pequeños cambios en 
estas variables provocan importantes impactos a escala de cuenca hidrográfica, estando 
estas consideradas como las más afectadas por el cambio climático (Wang et al., 2014, 
Zarenistanak et al., 2015, Faiz et al., 2018). 
Centrando la atención en la temperatura y su derivada rango térmico diario (en adelante, 
DTR, del inglés Diurnal Temperarture Range), definida como la diferencia entre la 
temperatura máxima y mínima del día, es importante destacar la gran importancia de estas 
variables en el sistema climático, ya que los cambios en sus patrones pueden afectar a la 
salud humana, ecosistemas, plantas, animales o sistemas de energía renovable (Ebi y 
O'Neill, 2008), y por ende a los recursos agrícolas, ganaderos, industriales, turísticos y 
energéticos (Sayemuzzaman et al., 2014). 
De acuerdo con el quinto informe de evaluación del Grupo Intergubernamental de 
Expertos sobre el Cambio Climático (IPCC, del inglés Intergovernmental Panel on 
Climate Change), a nivel global la temperatura promediada de la superficie terrestre y del 
océano mostró un incremento de 0,85 [0,65 a 1,06]˚C durante el periodo 1880 y 2012. 
Además, las tres últimas décadas han sido sucesivamente las más cálidas desde 1850, 
afirmándose que, en el hemisferio norte, donde la evaluación es posible dada la mayor 
cantidad de información disponible, el periodo comprendido entre 1983 y 2012 
corresponde a los 30 años más cálidos de los últimos 800 años, y probablemente de los 
últimos 1400 años (IPCC, 2014). 
El calentamiento del sistema climático es inequívoco, y la huella humana es clara. En las 
últimas décadas se han observado cambios en el sistema terrestre, como el aumento de la 
temperatura de la atmósfera y del océano, la disminución de la cantidad de nieve y hielo, 
o el aumento del nivel del mar (IPCC, 2014). Estos cambios, que se distribuyen de manera 
desigual en el planeta, causan impactos negativos en los sistemas naturales, climáticos y 
humanos (IPCC, 2007, 2014, Giorgi y Lionello, 2008), lo que revela la sensibilidad de 
estos sistemas al cambio climático.  
Estos procesos y sus impactos están siendo analizados en todo el mundo, entre los que 
destacan fenómenos de sequías e inundaciones (King et al., 2017, Park et al., 2018, 
Bloeschl et al., 2019, Sridhar et al., 2019), alteración de los ecosistemas forestales (Izuta, 
2019, Haider et al., 2019), meteorología extrema (Mitchell et al., 2016, Risser y Wehner, 
2017, Emanuel, 2017, Gutmann et al., 2018, Pant y Cha, 2019), entre otros. Además, se 
espera que el cambio climático amplifique los riesgos existentes y cree nuevos riesgos 
para los sistemas naturales y humanos (IPCC, 2014).  
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La estabilización de la temperatura a nivel global no implicaría la estabilización del 
sistema climático, de los cambios en los ecosistemas, del carbono del suelo, de las capas 
de hielo, de las temperaturas oceánicas o del aumento del nivel del mar, ya que cada 
proceso tiene asociado sus propias escalas temporales, que podrían durar de cientos a 
miles de años (IPCC, 2014). 
El cambio climático ha sido analizado a distintas escalas espaciotemporales. En general, 
todas coinciden con un aumento de la temperatura media de la superficie terrestre 
(Kadioglu, 1997, Trenberth y Jones, 2007, Galdies, 2012). En España, se han obtenido 
resultados similares en referencia a esta variable (Martin et al., 2012, Del Rio et al., 2011, 
2012, Bilbao et al., 2019). Aun así, esta variable no es considerada un buen indicador de 
cambio climático, ya que no es capaz de reflejar las complicadas variaciones del clima. 
De hecho, las tendencias en la temperatura media en la superficie terrestre en ocasiones 
son debidas a variaciones en las temperaturas máximas y mínimas diarias (Braganza et 
al., 2004, Sun et al., 2006). Es por ese hecho, por lo que en las últimas décadas el estudio 
detallado del rango térmico diario ha tomado una mayor importancia. 
De acuerdo con algunos autores (Dai et al., 1999, Braganza et al., 2004, Wang et al., 2014, 
Shen et al., 2014, Fernandez-Montes et al., 2014), el DTR se considera mejor indicador 
por su capacidad de cuantificar el cambio climático, debido a su sensibilidad a los 
cambios de energía radiativa.  
Las tendencias del DTR han sido analizadas también a distintas escalas espaciales, desde 
regionales (Karl et al., 1984, 1986, Weber et al., 1994, Jones, 1995, Salinger, 1995, Sun 
et al., 2006, Makowski et al., 2008, Wu, 2010, Qu et al., 2014, Shen et al., 2014, 
Damborska et al., 2016, Herrera-Grimaldi et al., 2018, 2019, Xue et al., 2019, Bilbao et 
al., 2019), a globales (Karl et al., 1993, Easterling et al., 1997, Stone y Weaver, 2002, 
Braganza et al., 2004, Vose et al., 2005, Wild et al., 2007),  relacionadas con otras 
variables (Karl et al., 1986, Gallo et al., 1996, Dai et al., 1999, Makowski et al., 2009, 
Zhou et al., 2010, Shen et al., 2014), así como con influencia antrópica (Plantico et al., 
1990, Balling y Idso, 1991, Collatz et al., 2000, Zhou et al., 2010). 
Está ampliamente aceptado que el DTR ha decrecido en los últimos 50 años en la mayor 
parte del mundo (Karl et al., 1993, Easterling et al., 1997, Stone y Weaver, 2002, 
Braganza et al., 2004, Liu et al., 2004, Vose et al., 2005, Alexander et al., 2006, Bilbao 
et al., 2019), generalmente asociado a un mayor incremento en la temperatura mínima 
que en la temperatura máxima. En cambio, este comportamiento no es igual en todas las 
zonas. Así, por ejemplo, en la India el DTR ha experimentado un incremento en las 
últimas décadas (Kumar et al., 1994, Rai et al., 2012), a causa de un mayor incremento 
de la temperatura máxima que la mínima. Este mismo comportamiento de la variable se 
puede observar en los resultados publicados en distintos artículos referentes a España 
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(Morales et al., 2005, Del Rio et al., 2007, 2012, El Kenawy et al., 2013). Otros autores 
han concluido que el DTR se mantiene relativamente estable en otras zonas de España, es 
decir, el incremento en temperatura máxima y mínima es similar (Pinol et al., 1998, 
Horcas et al., 2001, Brunet et al., 2006, 2007). Por tanto, se observa que el DTR exhibe 
variaciones tanto en el espacio como en el tiempo (Qu et al., 2014). 
También se ha observado que la variable DTR muestra un comportamiento distinto 
dependiendo de la localización del lugar de medida, diferenciando entre zonas rurales o 
con influencia de los núcleos urbanos (Esteban-Parra et al., 1995, Bilbao et al., 2019). Se 
ha relacionado con otras variables como la precipitación, radiación solar, nubosidad o 
humedad del suelo (Dai et al., 1999, Wang et al., 2014, Shen et al., 2014). Otros autores 
relacionan estos cambios del DTR a fenómenos atmosféricos como el Índice de 
Oscilación Ibérica (IOI, del inglés Iberian Oscillation Index), a la temperatura de la 
superficie del mar ibérico (ISST, del inglés Iberian Sea Surface Temperature) (Rodriguez-
Puebla et al., 2002), a las condiciones de bloqueo, subsidencia y estabilidad sobre la 
superficie del mar Mediterráneo (Xoplaki et al., 2003, 2006) o al régimen de la Oscilación 
del Atlántico Norte (NAO , del inglés North Atlantic Oscillation) sobre el mediterráneo 
(Wang et al., 2011). 
Por último, autores como Roman, (2014) y Bilbao et al., (2015, 2019) vinculan el 
comportamiento de esta variable a los periodos de oscurecimiento y brillo global. En este 
sentido, el aumento de la concentración de los aerosoles en la atmósfera contribuyó a 
disminuir la radiación solar que recibía la superficie, fenómeno que se conoce como 
“oscurecimiento global” o “global dimming” (Stanhill y Cohen, 2001). A partir de 1980, 
debido a la disminución de aerosoles en la atmósfera, la radiación solar incidente 
aumentó, fenómeno que se conoce como “brillo global” o “global brightening” (Wild et 
al., 2005), que afectó también entre otras zonas del mundo a la Península Ibérica 
(Sanchez-Lorenzo et al., 2007, 2013, Mateos et al., 2014). 
En este contexto, el mediterráneo es considerado como una de las regiones más sensibles 
al cambio climático, caracterizado por grandes contrastes topográficos y una alta 
variabilidad climática. Aun así, la información meteorológica disponible a escala local es 
escasa (Bilbao et al., 2019). No obstante, en el caso concreto de España, existen registros 
de observaciones en algunas zonas que datan de 1869, año donde se comenzó la obtención 
de los primeros datos oficiales en el país (Brunet et al., 2006).  
Sin embargo, unido a la variabilidad natural de las variables, las series de registros de 
corta longitud dificultan una adecuada representación de las tendencias climáticas a largo 
plazo (IPCC, 2014). La escasez de datos meteorológicos accesibles (Folland et al., 2001), 
la presencia de bases de datos degradadas (El Kenawy et al., 2013) o las limitaciones 
institucionales y financieras para la mejora de las bases de datos (Eischeid et al., 2000), 
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obstaculizan el conocimiento del clima y por tanto la comprensión de los cambios 
observados. Para ello, disponer de bases de datos con suficiente longitud y de alta calidad 
son requisitos indispensables para asegurar la verosimilitud en los resultados de cualquier 
estudio climático, especialmente de aquellos encaminados a analizar la variabilidad 
climática, las predicciones o el cambio climático (Eischeid et al., 2000, Brunet et al., 
2006, Estevez et al., 2011). 
Al utilizar series de datos cortas, fragmentadas y no validadas, existe el riesgo de alterar 
significativamente la magnitud y señal de las tendencias climáticas, introduciendo ruido 
en el análisis de cambios climáticos (Peterson y Vose, 1997). Por tanto, el control de la 
calidad de los datos es un paso esencial en cualquier análisis, que permite detectar y 
eliminar los datos incorrectos de las series (Feng et al., 2004), asegurando que la 
información ha sido apropiadamente generada y detectando problemas que requieran 
atención (Estevez et al., 2016). 
Por otro lado, el análisis regional de frecuencias (ARF), introducido por Hosking y 
Wallis, (1997), surge como un interesante método que permite aumentar la cantidad de 
datos disponibles, tomando datos de otros lugares cuya función de distribución 
probabilística es semejante, es decir, solventa el problema de la escasez de datos en el 
tiempo con su abundancia en el espacio, permitiendo por tanto obtener mejores resultados 
y conclusiones de los análisis. 
El ARF ha sido ampliamente utilizado en el análisis de procesos hidrológicos y variables 
meteorológicas, como inundaciones (Ouarda et al., 2001, 2008, Zhang y Hall, 2004, 
Hussain y Pasha, 2009, Bhuyan et al., 2010, Durocher et al., 2018, Lauro et al., 2018), 
sequías (Modarres, 2010, Santos et al., 2011, Zhang et al., 2015, Ghosh y Srinivasan, 
2016, Kaluba et al., 2017, Abdi et al., 2017), precipitación (Norbiato et al., 2007, Wallis 
et al., 2007, Garcia-Marin et al., 2011, 2015a, 2015b, Medina-Cobo et al., 2017, Darwish 
et al., 2018, Sung et al., 2018, Lopez et al., 2019), velocidad del viento (Modarres, 2008, 
Hong y Ye, 2014, Fawad et al., 2018, Campos y Soares, 2018), entre otros. 
Otro aspecto importante a tener en cuenta en el análisis de los datos es la presencia o 
ausencia de inhomogeneidades. La falta de homogeneidad de los datos tiene multitud de 
orígenes. Autores como Mitchell, (1953), Jones et al., (1986), y Aguilar et al., (2003)  
sugieren que la mayoría de las observaciones meteorológicas han sido afectadas por 
factores no climáticos como cambios de localización de las estaciones, ambientes locales, 
exposición de los instrumentos, o prácticas de observación y procesado de datos. También 
ha sido asociada la presencia de inhomogeneidades a periodos de inestabilidad como por 
ejemplo a los debidos a conflictos bélicos, o a los cambios por el desarrollo urbano 
(Brunet et al., 2006). Además, se ha sugerido que los cambios en los usos del suelo, la 
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presencia de embalses o presas, provocan también inhomogeneidades en las series de 
datos (Dai et al., 1999).  
Pero no todas las inhomogeneidades son debidas a factores no climáticos. La presencia 
de  inhomogeneidades pueden ser resultado de cambios en el clima, como erupciones 
volcánicas, o cambios bruscos en la circulación de la atmósfera y de los océanos 
(Morozova y Valente, 2012). Así pues, todos estos factores pueden haber introducido 
cambios graduales o abruptos en las series de datos temporales (Brunet et al., 2006, 
Morozova y Valente, 2012), lo que hace necesario su localización, definición y 
cuantificación. 
Los usos de la variable DTR, además de lo comentado anteriormente como variable de 
interés en el estudio del cambio climático, han aumentado en diversas áreas del saber. 
Uno de los usos más importantes de la variable en el área de la agricultura y gestión de 
los recursos hídricos, es como variable input en la estimación de la Evapotranspiración 
de Referencia (ET0) y la Radiación Solar (Rs). 
La ET0 es uno de los principales componentes del ciclo hidrológico, y se define como la 
combinación de dos procesos por los que se pierde el agua, por un lado a través de la 
superficie del suelo por evaporación y por otro mediante transpiración del cultivo (Allen 
et al., 1998). A diferencia de la temperatura y la precipitación, ampliamente medidas en 
todo el mundo (Zarenistanak et al., 2015), la ET0 o la Rs están disponibles solo en algunas 
bases de datos. Por ejemplo, en referencia a la variable Rs en España, la Agencia Estatal 
de Meteorología (AEMET) solo dispone de 59 estaciones meteorológicas repartidas por 
todo el territorio que tomen medidas de esta variable (Sancho-Ávila, 2012). Una situación 
similar sucede en los Estrados Unidos, donde la ratio de estaciones que miden Rs en 
relación con las que miden temperatura es de 1:100, siendo aún menor a escala global, 
1:500  (Thornton y Running, 1999). Dada la escasez de estos datos, algunos autores han 
propuesto distintos modelos empíricos y semi-empíricos para la estimación de estas 
variables (Hargreaves y Samani, 1982, Hargreaves, 1994, Allen, 1995, Goodin et al., 
1999, Samani, 2000, Annandale et al., 2002, Mahmood y Hubbard, 2002, Trajkovic, 
2007, Estevez et al., 2012, Tabari et al., 2013). Todos estos modelos tienen en común el 
uso del DTR como variable de entrada. 
En el área de la medicina, recientes estudios asocian la variable DTR con nacimientos 
prematuros (Wu et al., 2019). Otros estudios han demostrado que altos valores de DTR 
pueden conducir a peores condiciones de salud humana (Yackerson et al., 2008, Zhou et 
al., 2014, Zhang, 2017). En el campo de la energía se ha analizado el efecto del DTR sobre 
el rendimiento de las chimeneas solares de las plantas de energía (Zhou et al., 2017), o el 
uso del DTR en los sistemas de almacenamiento de energía termal (Hirano, 1997). 
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Además, la Organización Meteorológica Mundial (WMO, del inglés World 
Meteorological Organization) destacó la importancia de la variable DTR en el análisis 
climático en tiempo real, en los sistemas de predicción de alertas u operaciones 
dependientes del clima en la hidrología o en la meteorología agrícolas (WMO, 2008), y 
de manera indirecta para otras aplicaciones como son la evaluación del riesgo, 
programación de riegos, diseño hidráulico o como variable de entrada en modelos 
hídricos y de cambio climático (Hansen et al., 1990, Stockle et al., 2003, Younes et al., 
2005, Rivington et al., 2005). 
Por tanto, las variables meteorológicas, y entre ellas el DTR, además de presentar una 
amplia variedad de usos y aplicaciones necesarias en la vida cotidiana, es de vital 
importancia para entender los posibles cambios futuros del sistema climático.  
Aun así, es necesario tener en cuenta que el sistema climático está compuesto por multitud 
de procesos que muestran distintas escalas espacio-temporales. Ciertas variables 
climáticas, analizadas a partir de series de datos observados, exhiben un comportamiento 
autosimilar para distintas escalas temporales (Feng et al., 2010, Gao y Fu, 2013) y/o 
espaciales (Selvam, 2011), lo que se conoce como comportamiento fractal (Feng et al., 
2010). 
Las variables climáticas, entre ellas el DTR, están gobernadas por complejos procesos 
físicos (Lana et al., 2015). La temperatura del aire en la superficie, como ha quedado 
expuesto, es uno de los indicadores fundamentales de las fluctuaciones y cambios en el 
sistema climático, y muestra naturaleza fractal, presentando una estructura autosimilar 
para un amplio rango de escalas temporales (Feng et al., 2009). Además, se considera 
junto a la velocidad del viento, por su complejo y heterogéneo comportamiento, como 
candidatas para ser variables multifractales, es decir, variables que no están bien definidas 
por una única dimensión fractal (Tuck y Hovde, 1999), siendo necesario en estos casos 
considerar un conjunto de dimensiones fractales (Mandelbrot, 1974).  
Varios autores como Jimenez-Hornero et al., (2011), Burgueno et al., (2014), Kalamaras 
et al., (2017), Krzyszczak et al., (2017), proponen el análisis multifractal como una 
herramienta eficiente para estudiar y definir la estructura temporal de las variables 
climáticas. Con este propósito, existen diversas aproximaciones multifractales, como el 
formalismo multifractal de turbulencia (Schertzer y Lovejoy, 1987), el método de 
fluctuación multifractal sin tendencia (del inglés multifractal detrended fluctuation) 
(Kantelhardt et al., 2002), el método de aproximación multifractal conjunta (del inglés 
joint multifractal approach) (Meneveau et al., 1990) y el formalismo del strange attractor 
(Hentschel y Procaccia, 1983), entre otros. 
En las últimas décadas, los estudios realizados en esta materia han indicado la naturaleza 
multifractal de distintas variables y procesos físicos y meteorológicos, como la cobertura 
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de nubes (Weidauer et al., 2010), precipitación (Garcia-Marin et al., 2008, 2013, Garcia-
Marin et al., 2015a, Lovejoy et al., 2012, Baranowski et al., 2015), velocidad del viento 
(Kavasseri y Nagarajan, 2005, Garcia-Marin et al., 2013, Baranowski et al., 2015, Laib 
et al., 2018), temperatura del aire (Mali, 2015, Baranowski et al., 2015, Kalamaras et al., 
2017, Herrera-Grimaldi et al., 2019, Garcia-Marin et al., 2019), concentración de ozono 
(Jimenez-Hornero et al., 2010, Pavon-Dominguez et al., 2015) o la nieve (Raupach et al., 






El principal objetivo de esta tesis doctoral es el análisis detallado de las características 
espacio-temporales, de los patrones y de las tendencias de la amplitud térmica diaria en 
Andalucía a partir de series históricas de temperatura.  
De forma más detallada, los objetivos específicos planteados son:  
I. La validación de las series históricas de datos de temperatura disponibles. 
II. El análisis multifractal de las series históricas de amplitud térmica diaria en 
Andalucía. 
III. La zonificación de la amplitud térmica diaria en Andalucía mediante análisis 
regional basado en parámetros multifractales. 
IV. El análisis de tendencias y puntos de cambio de algunas de las series de 





3. FUNDAMENTOS TEÓRICOS 
3.1. Control de calidad y validación de series térmicas 
El control de la calidad de los datos meteorológicos constituye un requisito previo 
esencial en cualquier análisis o estudio, que garantiza la verosimilitud y fiabilidad de los 
resultados. 
En el presente trabajo se diferenciaron tres etapas claras en el procedimiento seguido. La 
primera etapa fue comprobar que la estructura de la base de datos era la adecuada, que las 
variables habían sido medidas adecuadamente, y la presencia de huecos o blancos. 
Aquellos registros que no cumplieron esta condición fueron descartados para los 
próximos análisis. 
Posteriormente, se aplicó un análisis automático, compuesto por distintos algoritmos que 
analizaban las series temporales de datos por distintas vías. En ocasiones, sin embargo, 
este análisis no es capaz de reconocer problemas sutiles en las observaciones 
meteorológicas, como derivas del sensor, o datos indebidamente marcados, como 
resultado de fenómenos o eventos extremos (Shafer et al., 2000), dando paso a la última 
etapa del procedimiento. 
Etapa fundamental en el control de calidad y validación de los datos, es el análisis o 
inspección manual, que debe ser llevado a cabo por un técnico bien entrenado o 
meteorólogo, que ayude a identificar problemas en la base de datos climáticas. Métodos 
comunes de inspección visual son el monitoreo de datos reales, el mapeo de valores 
extremos o acumulados totales durante el periodo de interés, la representación mediante 
gráficos de las series temporales para un parámetro y lugar determinado o análisis de 
largo plazo como la técnica de la “doble masa” (Allen et al., 1998). Dependiendo de la 
longitud de las series disponibles, del personal cualificado y de la infraestructura de la red 
en sí misma, algunos métodos son más adecuados que otros. 
Para el caso específico de la temperatura, los algoritmos recomendados, y por tanto 
aplicados en este trabajo fueron: test de rango (fijo y dinámico), test de salto térmico, test 
de consistencia interna y test de persistencia. Los datos meteorológicos que no pasaban 
el test de rango fijo fueron marcados como erróneos. Los datos detectados por los otros 
test fueron marcados como sospechosos y finalmente validados mediante inspección 
manual (Estevez et al., 2018). 
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3.1.1. Test de rango 
Los test de rango se fundamentan en que la observación de la variable registrada debe de 
estar dentro de un rango previamente definido. Estos rangos están basados en la 
combinación de las especificaciones técnicas de cada sensor, y de los extremos físicos-
climáticos para cada localización y variable. Los límites dinámicos de las diferentes 
variables meteorológicas dependerán de las condiciones meteorológicas específicas del 
lugar donde se sitúan las estaciones meteorológicas y de la estación del año. Por tanto, 
los datos medidos deben estar dentro de este umbral para ser considerados válidos (Reek 
et al., 1992, Meek y Hatfield, 1994, Shafer et al., 2000, Feng et al., 2004). Así, se 
diferencian el test de rango fijo y el test de rango variable.  
El test de rango fijo compara el valor de una variable meteorológica con un intervalo 
extremo establecido. Shafer et al., (2000) proponen la siguiente comprobación: 
−30 < 𝑇 (°𝐶) < 50 (1) 
Las características técnicas de los sensores de medición, en este caso de la variable 
temperatura suponen otro límite máximo y mínimo fijo (Estevez et al., 2011): 
−39.2 < 𝑇 (°𝐶) < 60 (2) 
Todas las observaciones registradas fuera de este rango son marcadas directamente como 
erróneas, y no serán validadas por los siguientes test, descartándose por tanto dichos 
registros para los siguientes análisis. 
El test de rango variable, en cambio, está definido por los límites dinámicos para cada 
variable meteorológica, basados en efemérides o valores extremos alcanzados para cada 
localización, o en los límites teóricos posibles (por ejemplo, radiación solar o humedad 
relativa). Los valores extremos superiores e inferiores de la variable temperatura usados 
en este test fueron obtenidos de la Agencia Estatal de Meteorología de España, el 19 
septiembre de 2016 en su base de datos online actualizada 
[http://www.aemet.es/es/serviciosclimaticos/datosclimatologicos/efemerides_extremos?
w=0&k=and&datos=img]. Los datos marcados por el test de rango dinámico son 
etiquetados como sospechosos y se verifican posteriormente mediante inspección manual. 
Si un dato sospechoso (potencial outlier) es verificado favorablemente, es almacenado 
como nuevo valor extremo para la localización correspondiente. 
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3.1.2. Test de salto térmico 
El test comprueba que la diferencia entre temperatura máxima (Tmax) y mínima (Tmin) no 
supera un valor umbral predefinido. En este caso, la temperatura máxima y mínima diaria 
fue validada por el test propuesto por Robinson, (1998), quien establece que la diferencia 
máxima admisible entre ambas temperaturas no debe de ser superior a los 30 °C: 
𝑇𝑚𝑎𝑥 − 𝑇𝑚𝑖𝑛 < 30 (3) 
3.1.3. Test de consistencia interna 
Este test se basa en la premisa de que, para una misma o distintas variables 
meteorológicas, medidas en una misma localización y en un mismo momento, los 
registros deben de presentar consistencia unos con otros. Por tanto, se basa en la 
comprobación de la consistencia climatológica y/o física de cada parámetro observado, o 
en la relación entre dos variables medidas (Grüter et al., 2001).  
Del mismo modo, su variación temporal también debe ser coherente. En caso contrario, 
ambas observaciones son marcadas como sospechosas. Por ejemplo, el valor medio de 
una variable debería ser inferior al máximo instantáneo de esa variable. En este sentido, 
Reek et al., (1992)  y Feng et al., (2004) establecen que las temperaturas máximas y 
mínimas deben de cumplir las siguientes condiciones: 
𝑇𝑚𝑎𝑥 > 𝑇𝑚𝑖𝑛 (4) 
𝑇𝑚𝑎𝑥(𝑑) > 𝑇𝑚𝑖𝑛(𝑑 − 1) (5) 
𝑇𝑚𝑖𝑛(𝑑) ≤ 𝑇𝑚𝑎𝑥(𝑑 − 1) (6) 
Otros autores utilizan comprobaciones basadas en las relaciones de las temperaturas con 
otras variables (no disponibles para este trabajo), como el uso de la depresión del punto 
de rocío, permitiendo la comprobación de ambos parámetros (Graybeal et al., 2004).  
3.1.4. Test de persistencia o de consistencia de series temporales 
Este test comprueba la variabilidad de las medidas. Debido a fallos en los sensores, la 
desviación estándar varía. Cuando un sensor falla, en ocasiones genera un valor constante, 
lo que hace disminuir la desviación estándar de los datos. Cuando el sensor no está 
operativo durante un periodo completo, la desviación estándar es cero. Por tanto, cuando 
la desviación estándar es menor a un valor mínimo aceptable, los datos correspondientes 
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son marcados como sospechosos. Debido a que el test de persistencia utiliza agregados 
estadísticos, lo cual no permite discernir sobre qué observación dentro del periodo 
temporal es la responsable de esa alerta, todos los datos de ese periodo son marcados 
como sospechosos. Meek y Hatfield, (1994), propusieron un test válido para las distintas 
variables excepto para la precipitación, basado en la observación de un mismo valor de 
registro en registros consecutivos durante un periodo de tiempo. 
Una adaptación del test propuesto por Meek y Hatfield, (1994), ha sido aplicado en el 
presente trabajo, comprobando la existencia consecutiva de valores iguales durante 6 días: 
𝑇𝑚𝑎𝑥(𝑑) ≠ 𝑇𝑚𝑎𝑥(𝑑 − 1)… 𝑇𝑚𝑎𝑥(𝑑 − 6) (7) 
𝑇𝑚𝑖𝑛(𝑑) ≠ 𝑇𝑚𝑖𝑛(𝑑 − 1)…𝑇𝑚𝑖𝑛(𝑑 − 6) (8) 
La elección seis días consecutivos viene dada por la coexistencia de estaciones 
automáticas y manuales, por lo que la precisión en las mediciones no es homogénea.
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3.2. Caracterización de procesos multifractales 
La caracterización multifractal es una herramienta eficiente a la hora de describir la 
estructura de diversos fenómenos (Jimenez-Hornero et al., 2011). Para identificar la 
multifractalidad de un proceso, existen diversas metodologías, entre las que destacan las 
que se describen en los siguientes apartados. 
3.2.1. Formalismo multifractal de turbulencia 
El formalismo multifractal de turbulencia (Schertzer y Lovejoy, 1987) es uno de los más 
ampliamente usados en hidrología (Schertzer y Lovejoy, 1988, De Lima y Grasman, 
1999, De Lima y De Lima, 2009, Garcia-Marin et al., 2013). La base teórica para aplicar 
esta aproximación multifractal es la asunción de que la variabilidad del proceso podría 
estar directamente modelada como un proceso estocástico de cascada turbulenta (o 
aleatorio) (Schertzer y Lovejoy, 1987, Gupta y Waymire, 1993, Over y Gupta, 1994, 
Lovejoy y Schertzer, 1995). Según esta metodología, el comportamiento multifractal de 
un proceso se analiza mediante el método del escalado de momentos estadísticos.  
El escalado de momentos se describe en base a la función exponente escaladora de 
momentos K(q) (Schertzer y Lovejoy, 1987), que satisface: 
〈𝜀𝜆
𝑞〉 ≈ 𝜆𝐾(𝑞) (9) 
Donde 〈𝜀𝜆
𝑞〉 es el q-ésimo momento conjunto del proceso para una resolución λ dada, 
siendo λ el cociente entre la longitud del conjunto de datos y un intervalo de tiempo 
cualquiera, y K(q) es la llamada función exponente escaladora de momentos. 
La función exponente escaladora de momentos K(q), puede considerarse como una 
función característica del comportamiento fractal de un proceso (Svensson et al., 1996). 
Para procesos mono(fractales) (Mandelbrot, 1972), la representación gráfica de K(q) 
frente a q es básicamente una línea recta. Si K(q) es lineal a través del origen, la medida 
es autosimilar. Sin embargo, si la función exponente escaladora de momentos no es lineal, 
sino convexa, la medida es multifractal (Parisi y Frisch, 1985, Veneziano et al., 2006). 
La intercepción de la sección lineal correspondiente en la función K(q) es una estimación 
de c(γmax) (De Lima y De Lima, 2009), siendo c(γ) la función de codimensión del proceso, 
γ el orden de singularidad, y γmax su valor máximo. La función c(γ) describe el escalado 
de la distribución de probabilidad de la intensidad del proceso, e indica como los 
histogramas de dicho proceso cambian con la resolución (De Lima y Grasman, 1999). 
Ambas funciones multifractales están relacionadas mediante la función transformada de 
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Legendre (Parisi y Frisch, 1985), y establece una relación entre los órdenes de 
singularidad γ y los momentos estadísticos q: 
𝐾(𝑞) = 𝑚𝑎𝑥𝛾{𝑞𝛾 − 𝑐(𝛾)} (10) 
𝑐(𝛾) = 𝑚𝑎𝑥𝑞{𝛾𝑞 − 𝐾(𝑞)}. (11) 
La función empírica K(q) muestra una sección lineal cuando los momentos q superan un 
valor crítico qcrit. γmax es el mayor orden de singularidad presente en la muestra de datos 
(Schertzer y Lovejoy, 1987, Tessier et al., 1993, Lovejoy y Schertzer, 1995, De Lima y 
De Lima, 2009) y puede ser determinado por: 
𝛾𝑚𝑎𝑥 = 𝑚𝑎𝑥(𝐾
′(𝑞)). (12) 
El valor de la función K(q) para q = 0 es igual a la codimensión Cs del proceso. A partir 
de este valor puede obtenerse el correspondiente a la dimensión fractal D, D = 1 – Cs. 
3.2.2. Espectro multifractal  




      (𝑟 → ∞) (13) 
Donde N(r) es el número de cajas de longitud o tamaño r que son necesarias para cubrir 
el conjunto, y A es una constante (Mandelbrot, 1982, Feder, 1988). Supongamos un 
conjunto representado por un gran número de puntos. Si esos puntos están uniformemente 
distribuidos a través del conjunto, entonces la dimensión fractal caracteriza 
completamente la dimensión del conjunto. Si los puntos no están uniformemente 
distribuidos, es posible que la distribución de masas de los puntos varíe. Entonces, para 
una longitud r de caja dada, es posible identificar regiones con las mismas masas µ 
(Feeny, 2000). La masa puede ser estimada sin un tamaño de caja r definido, como 
μi=ni/n, donde ni es el número de puntos en la caja, y n el total de puntos. Por tanto, la 








Donde N es el número cajas que cubren el conjunto y d = τq es conocido como el 
exponente de masa. Considerando 𝑍(𝑞, 𝑟) = ∑ 𝜇𝑖
𝑞𝑁
𝑖=1  como la función de partición 






𝜏𝑞 es la función de partición, y puede ser obtenida como la pendiente del segmento lineal 
del gráfico doblemente logarítmico de Z(q,r) frente a r. Para q >> 1, el valor de Z(q,r) 
está principalmente determinado por los valores altos de los datos, mientras la influencia 
de los valores bajos de los datos contribuye más a la función de partición para q << -1 
(Kravchenko et al., 1999).  





(𝑞 − 1) log 𝑟
 (16) 








Las dimensiones fractales que más se utilizan para describir un proceso son D0, D1 y D2. 
Así, D0 es la dimensión fractal del conjunto sobre el que se realiza la medida. D1 es la 
dimensión de información, que describe el grado de heterogeneidad en la distribución de 
la medida. Además, D1 caracteriza la distribución e intensidad de singularidades con 
respecto a la media (Davis et al., 1994). Si D1 se hace más pequeña, la distribución de las 
singularidades será dispersa. Por el contrario, si D1 aumenta, las singularidades tendrán 
menor número de valores que presenten una distribución más uniforme. D2 es la 
dimensión fractal de correlación, que está asociada a la función de correlación, y 
determina la distribución media de la medida (Grassberger, 1983, Grassberger y 
Procaccia, 1983). Dq es una función decreciente con respecto a q, para una medida 
distribuida multifractalmente, donde D0 > D1 > D2 (Saa et al., 2007). 
La relación entre la función de dimensión fractal generalizada (espectro de Rényi), Dq, y 
el espectro multifractal, f(α), siendo α el exponente de Lipschitz-Hölder (que cuantifica 
la fuerza de las singularidades medidas), viene dada por (Hentschel y Procaccia, 1983): 
𝜏𝑞 = (𝑞 − 1)𝐷𝑞 (18) 
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El espectro multifractal f(α) se puede obtener a través de la Ecuación 16 mediante la 
transformada de Legendre (Halsey et al., 1986) (Ecuaciones 19 y 20). El espectro tiene 
forma de parábola invertida para medidas multifractales. Para las medidas monofractales, 
el valor de α es idéntico para todas las regiones del mismo tamaño y f(α) consiste en un 
solo punto (Kravchenko et al., 1999). El valor más alto del espectro multifractal, f(α0), se 





𝑓(𝛼𝑞) = 𝑞𝛼𝑞 + 𝜏𝑞 (20) 
A partir de la forma de parábola invertida esperada del espectro multifractal se puede 
obtener información de gran interés e importancia. Los valores mínimos y máximos de α, 
αmin y αmax, están relacionados respectivamente con los eventos más extremos y suaves de 
los procesos.  
El valor más alto del espectro multifractal corresponde a 𝑓(𝛼0) y es la dimensión fractal 
D0. Un valor bajo de 𝛼0 indica que el proceso se correlaciona y pierde la estructura, 
volviéndose más regular en apariencia. La asimetría del espectro proporciona 
información sobre los eventos extremos que son dominantes para el espectro sesgado a la 
izquierda (Telesca y Lovallo, 2011), y se puede obtener como 𝐴 = (𝛼0 − 𝛼𝑚𝑖𝑛)/
(𝛼𝑚𝑎𝑥 − 𝛼0) (Macek et al., 2012, Cheng, 2014). El ancho del espectro (w) mide el rango 
de exponentes fractales en los datos, dando información sobre el grado de multifractalidad 




3.3. Análisis regional de frecuencias 
En muchas aplicaciones y estudios ambientales el tamaño de las muestras de las series de 
datos rara vez es suficiente para permitir que los cuantiles sean estimados con seguridad 
y confianza. Sin embargo, frecuentemente están disponibles otras series de datos para la 
misma variable en la misma región. En estos casos, si la frecuencia de los eventos en las 
series de datos es similar, el uso del conjunto de las series podría mejorar las conclusiones, 
que si se analiza las series de manera independiente. En este sentido, el análisis regional 
de frecuencias (ARF) es una herramienta que permite mejorar las conclusiones obtenidas 
del análisis de series de datos. Hosking y Wallis, (1997), propusieron una metodología de 
ARF que se basa en los conceptos de momentos lineales (Greenwood et al., 1979) (en 
adelante Momentos-L, del inglés L-Moments), e índice de Avenida (Dalrymple, 1960). 
Dicha metodología es la que se sigue en esta tesis doctoral.  




Donde E es la esperanza, F(x) es la función de distribución acumulada de X y 𝛽𝑟 es el 
momento ponderado de rth-orden. 
Para una muestra ordenada 𝑋 = {𝑥1, 𝑥2, … . , 𝑥𝑛} definieron 𝑏𝑟 a partir de 𝛽𝑟 como: 
𝑏𝑟 = 𝑛
−1 ∑
(𝑗 − 1)(𝑗 − 2)… (𝑗 − 𝑛)




Siendo los Momentos-L de la muestra: 
ℓ1 = 𝑏0 (23) 
ℓ2 = 2𝑏1 − 𝑏0 (24) 
ℓ3 = 6𝑏2 − 6𝑏1 + 𝑏0 (25) 
ℓ4 = 20𝑏3 − 30𝑏2 + 12𝑏1 − 𝑏0 (26) 
Y las ratios de los Momentos-L: 
𝑡𝑟 = ℓ𝑟/ℓ2 (27) 
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Donde  ℓ1 es igual al valor medio, 𝑡 = ℓ2/ℓ1 es el L-coeficiente de variación (L-Cv), 𝑡3 =
ℓ3/ℓ2 es el L-coeficiente de sesgo (L-Cs), y el ratio 𝑡4 = ℓ4/ℓ2 el coeficiente-L de 
curtosis, (L-Ck). 
De acuerdo con los autores, el ARF consta de las siguientes etapas: filtrado primario de 
los datos, identificación de las regiones homogéneas, selección de la función de 
distribución regional que mejor se ajuste y finalmente la estimación de la distribución de 
frecuencia.  
3.3.1. Filtrado de datos 
El filtrado de los datos está basado en la medida de la discordancia. Es decir, dado un 
grupo de lugares, el objetivo es identificar aquellos que son fuertemente discordantes con 
el grupo bajo análisis. Para ello, se propuso una ecuación dependiente del número de 
estaciones con la que obtener un valor crítico a partir del cual se consideran discordantes 
las estaciones. 




 𝑁(𝑢𝑖 − ?̅?)
𝑇𝐴−1(𝑢𝑖 − ?̅?) (28) 
Donde 𝑢𝑖 = [𝑡
(𝑖)   𝑡3
(𝑖)   𝑡4
(𝑖)]
𝑇
 es el vector que contiene los valores de las ratios de 
Momentos-L t, t3 y t4 de la estación i, T es su matriz de transposición,  ?̅? = 𝑁−1∑ 𝑢𝑖
𝑁
𝑖=1  
es la media no ponderada del grupo, 𝐴 = ∑ (𝑢𝑖 − ?̅?)
𝑁
𝑖=1 (𝑢𝑖 − ?̅?)
𝑇 es la matriz de la suma 
de cuadrados y productos cruzados, y N es el número de estaciones. 
El sitio se considerará discordante si Di supera un valor crítico dependiente del número 
de estaciones. Dicho valor crítico se aproxima al calculado con la siguiente expresión: 
𝐷𝑖 ≤ (𝑁 − 1)/3 (29) 
Donde Di es el valor de discordancia calculado con la expresión 28 y N es el número de 
estaciones. Aun así, se recomienda que cualquier valor de discordancia superior a 3 sea 
valorado como discordante, independientemente del número de sitios. Para este valor 
límite de discordancia el número de sitios correspondiente es 11. 
Se recomienda la medida de la discordancia en dos ocasiones, la primera al inicio del 
análisis, abarcando todos los sitios con el fin de detectar aquellos sitios que se diferencian 
significativamente del resto, y posteriormente, realizar una segunda prueba a cada región, 
permitiendo detectar lugares discordantes, que se tendrán en cuenta a la hora de valorar 
la posibilidad de trasladarlos a otra región. Una región no tiene que coincidir con un 
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conjunto de lugares vecinos, ya que la cercanía geográfica no es necesariamente un 
indicador de similitud de la distribución de frecuencias de los datos. 
3.3.2. Formación de regiones 
Aunque existen una gran variedad de métodos para formar regiones para una variable 
determinada, como aquellos apoyados en límites administrativos (Beable y Mckerchan, 
1982), pero sin ninguna base física, o basados en características físicas de las estaciones 
(Schaefer, 1990). Hosking y Wallis, (1997), proponen el análisis clúster como una de las 
alternativas más apropiadas. 
El análisis clúster es una técnica estadística multivariante cuyo objetivo es agrupar, en 
base a unas características determinadas, elementos similares, con el fin de lograr grupos 
con la máxima homogeneidad y la mayor diferencia entre los grupos. Para ello se asocia 
un vector a cada una de las estaciones, que son divididas y agrupadas atendiendo 
precisamente a la similitud entre vectores. 
Hosking y Wallis, (1997), advierten de algunas consideraciones a tener en cuenta. Los 
clústeres o grupos se forman por agrupación de lugares cuyas características físicas son 
parecidas, y la mayoría de los algoritmos miden la similitud de dichas características 
atendiendo a las distancias euclídeas en el espacio, que están siendo afectadas (distancias 
euclídeas) por la escala de medición de las variables del sitio. 
Otra consideración importante que resaltar es que no existe un número correcto de 
clústeres, sino que será la propia zona analizada la que marcará ese valor. Sin embargo, 
debe buscarse un equilibrio entre el uso de regiones demasiado pequeñas o grandes. Las 
regiones que contienen pocas estaciones lograrán poca mejora en las estimaciones de 
cuantiles respecto al análisis local. En contraposición, las regiones grandes pueden 
vulnerar el criterio de homogeneidad, causando sesgos en las estimaciones de cuantiles. 
Por último, cabe destacar que el resultado que se obtenga del análisis regional no tiene 
por qué ser definitivo, se pueden utilizar distintos ajustes subjetivos que consiguen 
mejorar la coherencia física de las regiones e incluso reducir la heterogeneidad de algunas 
de ellas. Entre los ajustes disponibles están el movimiento de estaciones entre regiones, 
la eliminación de estaciones dentro de una región, la subdivisión de las regiones 
resultantes, la división de regiones reasignando sus estaciones a otra región y la 
combinación de regiones entre sí.  
Existen diversos procedimientos para realizar un análisis clúster, entre los que destaca el 
método ‘K-means clustering’. Este algoritmo tiene como objetivo la división de n 
observaciones en k grupos (k < n), en el que cada observación pertenece al grupo más 
cercano con la media. Los puntos se ajustan iterativamente. Normalmente se aplican 10 
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iteraciones en el proceso, de manera que cada uno de los N puntos se asigna a cada una 
de las agrupaciones k, y cada uno de los k grupos es la media de los puntos asignados 
(Bishop, 1995).  
3.3.3. Identificación de las regiones homogéneas 
La delimitación de las regiones homogéneas es uno de las etapas más importantes y 
complicadas en el ARF (Hosking et al., 1985, Lettenmaier et al., 1987, Wazneh et al., 
2015). Para agrupar los lugares en regiones homogéneas existen varios procedimientos, 
basados en las características de los lugares, como el análisis de componentes principales 
o el análisis clúster (visto en el apartado anterior 3.3.2.), entre otros. 
Hosking y Wallis, (1997), propusieron el test de heterogeneidad para analizar los grupos 
de series de datos. El objetivo de la medida de la heterogeneidad (estadístico H) es estimar 
el grado de heterogeneidad en un grupo de lugares. Específicamente, la medida de 
heterogeneidad compara la variación entre sitios de los Momentos-L de muestra para el 
grupo de sitios, con lo que se esperaría para una región homogénea. 




                𝑖 = 1, 2, 3 (30) 
Donde 𝜇𝑣y 𝜎𝑣 son la media y la desviación estándar de los valores simulados de 𝑉. 𝜇𝑣 y 
𝜎𝑉 se calculan para una serie de simulaciones Nsim, donde el número de simulaciones será 
aquel que genere estimaciones 𝜇𝑉 y 𝜎𝑉 fiables. De acuerdo con los autores, un valor de 
Nsim se considera adecuado cuando es igual a 50.  
𝑉𝑜𝑏𝑠 es calculada a partir de los datos regionales y se basa en un V correspondiente, 
















































Donde 𝑉1 es la desviación estándar ponderada de acuerdo con la longitud de los registros 
de cada sitio 𝐿-Cvs(t), 𝑉2 es la distancia promedio desde las coordenadas del sitio a la 
distancia promedio regional en una figura de 𝐿-Cv contra 𝐿-Cs, 𝑉3 es la distancia promedio 





 son los ratios de los Momentos-L de la muestra para el lugar 𝑖; 𝑡𝑅 , 𝑡3
𝑅 y 𝑡4
𝑅 
son las medias regionales de los ratios de los Momentos-L, 𝑛𝑖 la longitud de la serie en el 
lugar i, y 𝑁 es el número de sitios que componen la región.  
Para valores de H < 1 las regiones pueden considerarse “aceptablemente homogénea”, si 
1 ≤ H < 2 se considera “posiblemente heterogénea” y “definitivamente heterogénea” si H 
≥ 2. 
El estadístico 𝐻1 es el más decisivo en la discriminación de la homogeneidad o 
heterogeneidad de la región (Hosking y Wallis, 1993, Castellarin et al., 2001). De hecho, 
𝐻2 y 𝐻3 raramente exceden un valor de dos incluso para regiones claramente 
heterogéneas y, por lo tanto, muestran una importante falta de poder de discriminación 
entre regiones homogéneas y heterogéneas (Viglione et al., 2007, Rao y Srinivas, 2008).  
3.3.4. Selección de la función de distribución regional 
Tras delimitar las regiones homogéneas, se selecciona la función de distribución que 
mejor se ajuste a los datos de la región bajo análisis.  
En este sentido, con relación a la distribución seleccionada, es preferible utilizar un 
enfoque robusto basado en una distribución que produzca estimaciones razonablemente 
precisas, que una distribución que proporcione la aproximación más cercana a los datos 
observados. Incluso cuando se puede encontrar una distribución que se ajuste a los datos 
observados, no hay garantía de que los valores futuros coincidan con los del pasado, 
particularmente cuando los datos surgen de un proceso físico que puede dar lugar a 
valores poco frecuentes muy alejados de su comportamiento habitual (Hosking y Wallis, 
1997, Erro-Eslava, 2011). 
Existen una gran variedad de funciones de distribución de probabilidad posibles que 
pueden ser ajustadas al conjunto de datos, y que pueden ser valoradas de acuerdo con su 
capacidad para reproducir características de los datos. 
Los autores proponen las siguientes funciones de distribución de tres parámetros: 
Logística Generalizada (GLO, del inglés generalized logistic), General de Valores 
Extremos (GEV, del inglés generalized extreme value), General de Pareto (GPA, del 
inglés generalized Pareto), Log Normal (LN3, del inglés lognormal) y Pearson Tipo III 
(PE3, del inglés Pearson type III). 
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Existen distintos métodos para valorar la bondad del ajuste de una muestra a una función 




𝑅 + 𝐵4)/𝜎4 (34) 
Donde 𝜏4
𝐷𝐼𝑆𝑇 el coeficiente lineal de sesgo, 𝑡4
𝑅  el coeficiente lineal de curtosis, 𝜎4 la 
desviación estándar de  𝑡4
𝑅, y 𝐵4 un coeficiente función del número de simulaciones, para 
mejorar el ajuste de  𝑡4
𝑅 . 
Para que el ajuste a la distribución se considere adecuado, el estadístico 𝑍𝐷𝐼𝑆𝑇 debe de ser 
inferior a 1,64 (valor absoluto asociado a un grado de significancia del 90%) (Hosking y 
Wallis, 1997). 
En aquellas regiones donde se cumpla la condición (𝑍𝐷𝐼𝑆𝑇 < 1,64), se procede a calcular 
su curva regional de frecuencias. Si éstas son aproximadamente iguales, cualquiera de las 
distribuciones es adecuada. En el caso de que sean distintas, puede ser un indicador de 
escasez de datos, lo que conduciría a problemas en el tratamiento de los datos. En estas 
situaciones se aconseja el uso de otras funciones de distribución de probabilidad con 
mayor número de parámetros, como la Kappa (4 parámetros) o Wakeby (5 parámetros) 
(Erro-Eslava, 2011). 
3.3.5. Estimación de la distribución de frecuencias 
Una vez definidas las diferentes regiones homogéneas, y seleccionada la distribución de 
frecuencias más adecuada para cada región, se procede al cálculo de los cuantiles. Para 
ello, y siguiendo el método del índice de avenida, la función cuantil Qi(F) queda definida 
de la siguiente manera: 
𝑄𝑖(𝐹) = 𝜇𝑖𝑞(𝐹),   𝑖 = 1,…𝑁 (35) 
Donde 𝜇𝑖 es el factor de escala local de la estación i, es decir, el índice de avenida de 
dicha estación, y q(F) es la curva de crecimiento regional de frecuencias previamente 




3.4. Análisis de tendencias y homogeneidad de las series 
3.4.1. Análisis de tendencias 
3.4.1.1. Test de Mann–Kendall 
Esta prueba no paramétrica y basada en rangos, fue propuesta por Mann (1945) y 
mejorada por Kendall (1975), y evalúa la significancia de una tendencia. Es ampliamente 
utilizado para detectar las tendencias en series de datos hidroclimáticas (Yue et al., 2002, 
Kahya y Kalayci, 2004, Jung et al., 2011, Shadmani et al., 2012, Rouge et al., 2013). La 
hipótesis nula H0 establece que una muestra de datos (x1, x2, ..., xn) es independiente e 
idénticamente distribuida. La hipótesis alternativa H1, establece que hay una tendencia 
monotónica en x. Este test está basado en la estadística S. Cada par de valores observados 
xi, xj (i < j) de la variable aleatoria se inspecciona para determinar si xi > xj o xj > xi, 
definiéndose así S como (Yu et al., 1993, Douglas et al., 2000, Hamed, 2008): 






Donde xi, xj son los datos secuenciales, n es el número total de datos en la serie temporal, 
y 𝑠𝑖𝑔𝑛(𝑥𝑗 − 𝑥𝑖) es 1 para (𝑥𝑗 − 𝑥𝑖) > 0, 0 para (𝑥𝑗 − 𝑥𝑖) = 0, y -1 para (𝑥𝑗 − 𝑥𝑖) < 0. 
Cuando n ≥ 8, el estadístico S presenta aproximadamente una distribución normal. 
Cuando no hay valores de datos repetidos, la media y la varianza quedan expresadas por: 
𝐸(𝑆) = 0 (37) 
𝑉𝑎𝑟(𝑆) =
𝑛(𝑛 − 1)(2𝑛 + 5)
18
 (38) 
Cuando algunos datos de la serie están vinculados, la varianza puede resultar ser: 
𝑉𝑎𝑟(𝑆) =
𝑛(𝑛 − 1)(2𝑛 + 5) − ∑ 𝑡𝑗(𝑡𝑗 − 1)
𝑚
𝑗=1 (2𝑡𝑗 + 5)
18
 (39) 
Donde m es el número de grupos de datos vinculados, cada uno con 𝑡𝑗 observaciones 











, 𝑆 > 0
0, 𝑆 = 0
𝑆 + 1
√𝑉𝑎𝑟(𝑆)
, 𝑆 < 0
 (40) 
Este estadístico Z, sigue una distribución normal estándar con una media de cero y una 
varianza de uno, y se utiliza para detectar tendencias significativas. Si Z > 0, esto indica 
una tendencia creciente, y si Z < 0 una tendencia decreciente en las series de tiempo 
analizadas. 
En consecuencia, la hipótesis nula H0 se rechaza para un nivel de significancia α (la 
probabilidad de que la prueba detecte una tendencia cuando no la hay) si |Z| > Z1 − α / 2, 
donde Z1 − α / 2 es el valor crítico de Z, de acuerdo con la distribución normal estándar. 
Para el nivel de significancia del 5%, el valor de Z1 − α / 2 es 1,9604. Los valores de Z > 
1.9604 implican tendencias crecientes, mientras que los valores de Z < - 1,9604 muestran 
tendencias decrecientes. 
3.4.2. Análisis de homogeneidad de las series 
3.4.2.1. Test de Pettitt 
La prueba de Pettitt (Pettitt, 1979) se usa para detectar puntos de cambio en las series 
temporales de datos. Se trata de un test no paramétrico muy útil cuando la posición del 
punto de cambio es desconocida. La hipótesis nula (H0) (no existen puntos de cambio) 
establece que una serie es independiente y tiene cantidades aleatorias distribuidas de 
forma idéntica, y la hipótesis alternativa (H1) establece la existencia de un cambio gradual 
en la media. 
Dada una serie de datos (x1, x2, …, xn), los rangos r1, r2, …, rn son utilizados para obtener 




− 𝑘(𝑛 + 1)     𝑘 = 1, 2, … . , 𝑛 (41) 




Si se detecta un punto de cambio en el año K, entonces el estadístico es máximo o mínimo 
cerca del año k = K. Por tanto, 𝑈𝑘 = 𝑚𝑎𝑥 𝑈𝑘. Para probar la significancia estadística de 
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un punto de cambio detectado, el valor obtenido de K se compara con su valor teórico 
para un nivel de probabilidad α, dado por: 
𝐾𝛼 = [






Para un cierto valor de α (0.05), la hipótesis nula H0 se rechaza cuando K > Kα. Si existe 
un punto de cambio, la serie se divide en dos alrededor del punto de cambio. 
3.4.2.2. Test de homogeneidad normal estándar  
El test SHNT del inglés Standard Normal Homogeneity Test (Alexandersson, 1986) se 
usa para la detección de cambios abruptos en la homogeneidad de las series de datos 
meteorológicos (Pandzic y Likso, 2010). El test asume que las series de datos siguen una 
distribución normal, y define dos hipótesis. La hipótesis nula (H0) establece que toda la 
serie es homogénea y que cualquier parte sigue una distribución normal. La hipótesis 
alternativa implica que la serie no es homogénea en el año K, por lo que hay una media 
para los primeros K años y otra diferente para los siguientes n - K años. 
Si se considera una serie de datos con xi datos (x1, x2, x3, ..., xn,), siendo i el año, variando 
de 1 a n, con un valor promedio de ?̅? y una desviación estándar s. Según Alexandersson 
(1986), el estadístico T(k) se puede usar para comparar el promedio de los primeros K 
años con el de los últimos n – K años. 
𝑇(𝑘) = 𝑘𝑧1̅
2 + (𝑛 − 𝑘)𝑧2̅


















Si hay algún cambio en el año K, entonces 𝑇(𝑘) llegará a ser máximo cerca de k = K. El 




Si T0 está por encima del valor crítico (que depende del tamaño de la muestra) para un 
cierto nivel crítico (por ejemplo, 95%), entonces la hipótesis nula de homogeneidad puede 
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ser rechazada al nivel de significancia correspondiente (es decir, 5%). Para diferentes 
niveles de significancia y tamaños de muestra, se puede encontrar información detallada 
en Khaliq y Ouarda (2007). 
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4. FUENTE DE DATOS 
4.1. Andalucía 
Para el desarrollo de la presente tesis se ha acotado el territorio de estudio a la Comunidad 
Autónoma de Andalucía (sur de la Península Ibérica). Al sur y suroeste de la región se 
encuentran el Mar Mediterráneo y Murcia respectivamente, en el límite suroeste el 
Océano Atlántico, comprendido desde el Estrecho de Gibraltar hasta el extremo norte del 
Golfo de Cádiz, al oeste limita con los distritos de Beja y Faro (Portugal), y al norte con 
Extremadura y Castilla la Mancha. Andalucía se engloba dentro del clima mediterráneo, 
pero con importantes diferencias entre zonas, provocadas por factores climáticos, 
geográficos y topográficos que generan una gran riqueza e importantes contrastes 
paisajísticos. 
Las estaciones meteorológicas utilizadas en este estudio pertenecen a la Agencia Estatal 
de Meteorología (AEMET), dependiente del Ministerio para la Transición Ecológica de 
España. Para este estudio, en particular, se contó inicialmente con 258 estaciones 
repartidas por toda la región de Andalucía. Como prerrequisito para el uso de las series 
de datos de las que se disponían, se establecieron dos condiciones a cumplir por las series 
de datos: longitud de las series superior a 15 años, y cada año con al menos 330 días. De 
las 258 estaciones, 66 no cumplieron las dos condiciones impuestas, y por tanto fueron 
desestimadas para los posteriores análisis, siendo finalmente el total de estaciones 
analizadas 192 (Figura 4.1). 
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Figura 4.1. Localización geográfica de la región y distribución de las estaciones meteorológicas 
analizadas. 
Las series analizadas corresponden a las variables temperatura máxima y mínima en 
escala diaria. La longitud temporal de las series de datos varía, estando el periodo de 
tiempo comprendido entre 1903 y 2006. El rango de elevación de las estaciones varía 
desde los 2 m hasta los 1.800 m sobre el nivel del mar (m.s.n.m.), la longitud geográfica 
abarca el intervalo que va desde 7° 31’ 6,9934’’ a los 1° 51’’ 47,015’’ Oeste y la latitud 
comprende desde 36° 52’ 15,0043’’ a los 38° 30’ 1,9964’’ Norte (Tabla 4.1). 
Tabla 4.1. Información detallada de las estaciones meteorológicas analizadas en Andalucía (España). 
Nota: Latitud y Longitud (grados, minutos y segundos), E: Elevación, AL: Almería, CA: Cádiz, CO: 









E (m) Periodo 
1 6277A Faro de Adra (AL) 36 44 60 03 1 52 31 1974 - 1994 
2 6297 Almería (AL) 36 49 50 02 27 20 7 1951 - 1979 
3 6325O Aeropuerto (AL) 36 50 45 02 21 25 21 1968 - 2006 
4 6328N Cabo de Gata (AL) 36 48 55  02 12 12  54 1985 - 2006 
5 6332I 
Carboneras (C. Térmica) 
(AL) 
36 58 53 01 54 08 40 1986 - 2006 










E (m) Periodo 
6 7187 
Chirivel (CH Segura) 
(AL) 




37 22 60 01 56 17 230 1968 - 1993 
8 6292O La Mojonera (AL) 36 47 30 02 42 17 140 1983 - 1999 
9 6309 Laujar (AL) 36 59 36 02 53 52 921 1957 - 1991 
10 6307 Laujar Cerecillo (AL) 37 02 50 02 54 47 1.800 1951 - 2006 
11 6308 Laujar Monterrey (AL) 37 01 35 02 53 57 1.240 1950 - 2006 
12 6295 Félix (CMA) (AL) 36 52 10 02 39 27 812 1965 - 1990 
13 6339 Los Gallardos (AL) 37 10 10 01 56 27 120 1961 - 1990 
14 6348E Estación de Serón (AL) 37 21 10 02 31 07 760 1970 - 1989 
15 6322 Tabernas (AL) 37 03 10 02 23 27 490 1965 - 1991 
16 5060 
Vélez Blanco, Topares 
(AL) 
37 51 37 02 13 41 1.182 1956 - 2006 
17 7189 
Vélez Rubio (Ch Segura) 
(AL) 
37 38 58 02 04 37 838 1935 - 1966 
18 7189A Vélez Rubio Il (AL) 37 39 07 02 04 44 838 1957 - 1991 
19 6343 Vera (Inst. Laboral) (AL) 37 14 40 01 51 47 100 1968 - 1994 
20 6006 Algeciras (CA) 36 07 30 05 26 55 28 1961 - 2006 
21 5973 Cádiz Obs. (CA) 36 29 57 06 15 27 8 1956 - 2006 
22 5976 
Chiclana de la Fra. 
(Campano) (CA) 




36 45 00 06 24 07 7 1983 - 2006 
24 5911 Grazalema (CA) 36 45 29 05 21 58 822 1964 - 2006 
25 5969E 
Jerez de la Fra. (Azuc. 
Guadalete) (CA) 
36 39 20 06 07 42 17 1971 - 2006 
26 5960 
Jerez de la 
Fra./Aeropuerto (CA) 
36 45 00 06 03 20 27 1954 - 2006 
27 5983U 
Medina Sidonia (El 
Hundido) (CA) 
36 24 25 05 55 17 64 1977 - 2006 
28 5988 
Vejer de la Fra. (Las 
Lomas) (CA) 
36 09 11 05 38 59 43 1987 - 2006 
29 5932 Pantano de Bornos (CA) 36 39 35 05 33 57 130 1963 - 1990 
30 5947 
Pantano de los Hurones 
(CA) 
36 45 20 05 47 32 170 1964 - 2006 










E (m) Periodo 
31 5910 
Rota B.N. Observatorio 
(CA) 
36 27 56 06 12 20 21 1989 - 2006 
32 5972 San Fernando (CA) 36 00 48 05 35 56 30 1940 - 1988 
33 6001 Tarifa (CA) 36 52 15 06 10 37 32 1946 - 2005 
34 5900 Trebujena (CA) 36 41 00 05 26 57 69 1944 - 1975 
35 5943B 
Villaluenga del Ros. 
(Icona) (CA) 
36 41 49 05 23 06 885 1986 - 2006 
36 5403 Almedinilla (CO) 37 26 20 04 05 27 613 1974 - 1996 
37 5604E Carcabuey, Algar (CO) 37 25 50 04 20 32 740 1970 - 1989 
38 5346O 
Cardeña (Santa Elena) 
(CO) 
38 11 10 04 16 17 732 1986 - 2005 
39 5428A 
Castro del Rio (S.E.A.) 
(CO) 
37 41 01 04 28 24 214 1973 - 2006 
40 5402 Córdoba/Aeropuerto (CO) 37 50 37 04 50 46 91 1960 - 2006 




37 53 55 04 45 39 120 1953 - 1984 
43 5429U Córdoba (Pradagna) (CO) 37 48 35 04 27 49 277 1986 - 2006 
44 5459U Espiel (C. Térmica) (CO) 38 06 55 04 56 02 465 1970 - 2000 
45 4258 
Fuente Obejuna (Cuenca) 
(CO) 
38 19 30 05 33 47 571 1955 - 2006 
46 5468E 
Fuente Palmera (Mol. 
Africana) (CO) 
37 45 20 05 02 57 130 1983 - 2006 
47 4267E 
Hinojosa del Duque 
(Observatorio) (CO) 




37 45 20 05 14 27 77 1931 - 2006 
49 5625A 
La Rambla (Privilegio) 
(CO) 
37 38 30 04 46 02 207 1969 - 2006 
50 5608I 
Lucena (Cerro de las 
Puertas) (CO) 
37 25 33 04 34 00 427 1976 - 2005 
51 5603E 
Lucena (Laguna Amarga) 
(CO) 
37 19 00 04 36 50 386 1985 - 2004 
52 5623E Montilla (S.E.A.) (CO) 37 34 18 04 39 07 373 1971 - 2005 
53 5366 Montoro (C. de A.) (CO) 38 01 40 04 22 52 195 1956 - 2005 
54 5366A Montoro (I.N.M.) (CO) 38 00 15 04 22 42 189 1986 - 2006 










E (m) Periodo 




38 02 20 04 40 16 200 1930 - 2006 
57 5461 
Pantano Puente Nuevo 
(CO) 
38 05 15 04 55 37 410 1962 - 2006 
58 4286 Pedroche (CO) 38 25 40 04 45 37 621 1954 - 1989 
59 4275 Pozoblanco (CO) 38 22 40 04 51 17 649 1940 - 2006 




38 28 45 04 40 15 579 1966 - 1998 
62 5390X 
Villanueva Cord. (I.N.M.) 
(CO) 
38 19 50 04 36 57 749 1985 - 2006 
63 4274 Villaralto (CO) 38 27 21 04 59 01 579 1954 - 2006 
64 5044E 
Caniles (Cortijo Frailes) 
(GR) 
37 19 40 02 42 52 1.260 1975 - 1997 
65 5053E Castril (Las Pocas) (GR) 37 49 16 02 44 05 1.116 1983 - 2005 
66 5545E Colomera (El León) (GR) 37 22 30 03 42 52 808 1978 - 1998 
67 5524O 
Fuente Vaqueros 
(Servicio Plagas) (GR) 
37 13 19 03 46 35 551 1974 - 2006 
68 5530E Granada/Aeropuerto (GR) 37 11 21 03 47 22 570 1973 - 2006 
69 5514 Granada/Base Aérea (GR) 37 08 08 03 38 00 674 1951 - 2006 
70 5515 Granada (Cartuja) (GR) 37 11 30 03 35 39 720 1961 - 2002 




37 18 19 03 08 09 910 1972 - 2006 
73 5071E Huéscar (Icona) (GR) 37 48 50 02 31 36 952 1972 - 2006 
74 5562E Íllora (Molino Rey) (GR) 37 15 46 03 53 42 767 1974 - 2006 
75 5536I Iznalloz (El Frage) (GR) 37 23 30 03 35 07 890 1974 - 2002 
76 6258 Lanjarón (GR) 36 55 23 03 29 33 706 1949 - 2006 
77 6247 Órgiva (GR) 36 54 00 03 25 27 462 1973 - 2006 
78 6249 Padul (GR) 37 01 30 03 37 37 744 1961 - 2006 
79 5562O 
Pinos Puente Fuensanta 
(GR) 




36 44 45 03 34 02 50 1961 - 1999 
81 4560 Alájar (HU) 37 52 26 06 39 53 574 1964 - 2006 










E (m) Periodo 




37 03 00 06 34 01 36 1985 - 2006 
84 5853E 
Almonte (La Cañada) 
(HU) 
37 12 05 06 33 52 40 1972 - 1989 
85 5856I 
Almonte (Los Mimbrales) 
(HU) 




37 35 23 07 07 07 273 1974 - 2006 




37 51 55 06 29 37 578 1971 - 2004 
89 4524 Aroche (HU) 37 56 43 06 57 17 421 1945 - 1992 
90 4528 Aroche (El Vínculo) (HU) 37 54 05 06 56 01 426 1965 - 1994 
91 4527E Aroche (Masera) (HU) 37 58 59 06 58 29 267 1971 - 2004 
92 4532 
Cabeza Rubias (Cumbres 
Enmedio) (HU) 
37 50 18 07 04 47 565 1956 - 1991 
93 4581 
Cortegana (La Garnacha) 
(HU) 
37 48 20 06 59 17 290 1957 - 1981 
94 4608E 
El Campillo (El Zumajo) 
(HU) 
37 40 30 06 35 35 340 1969 - 2006 
95 4541U 
El Granado (Bochanza) 
(HU) 
37 33 18 07 31 07 64 1975 - 2006 
96 5826 
Escacena Campo (Las 
Contiendas) (HU) 
37 34 10 06 25 27 427 1953 - 2003 
97 4515 Galaroza (HU) 37 55 22 06 42 37 525 1961 - 2006 
98 4603 Gibraleón (HU) 37 22 30 06 58 05 38 1970 - 2006 
99 4605 Huelva (HU) 37 15 22 06 56 58 26 1903 - 1984 
100 4642E Huelva, Ronda Este (HU) 37 16 46 06 54 34 16 1985 - 2006 
101 4605B 
Huelva (Central Térmica) 
(HU) 
37 15 28 06 57 19 26 1969 - 2006 
102 4546M 
Isla Cristina (Cañ. 
Corcho) (HU) 
37 13 22 07 17 47 54 1986 - 2006 
103 4607E La Granada Riotinto (HU) 37 46 10 06 30 27 433 1973 - 2005 
104 4622 La Palma Condado (HU) 37 23 10 06 33 17 99 1969 - 2006 














37 09 45 06 50 42 20 1964 - 1984 
106 4620 Niebla (El Guijo) (HU) 37 27 52 06 35 27 193 1957 - 2000 
107 4621 
Niebla (El Manzanito) 
(HU) 
37 30 15 06 40 37 200 1952 - 1980 
108 4602 Presa de Sancho (HU) 37 27 30 06 58 35 61 1964 - 1992 
109 4544E 
San Silvestre Guzmán 
(Labrados) (HU) 
37 22 31 07 24 31 86 1984 - 2006 
110 5771A 
Santa Olalla Cala (S.E.A.) 
(HU) 
37 54 25 06 13 50 511 1978 - 2003 
111 4638 Trigueros (HU) 37 22 56 06 50 07 76 1971 - 2002 




37 35 10 06 40 57 257 1957 - 1983 
114 4575 
Valverde Camino (C.H. 
Guadiana) (HU) 
37 35 36 06 45 15 268 1914 - 2006 
115 4606 
Zufre (Dehesa Jarrama) 
(HU) 
37 45 30 06 24 32 480 1953 - 1982 
116 5406E 
Alcalá la Real (Charilla) 
(JA) 




38 01 35 04 04 22 203 1984 - 2005 
118 5202 Beas de Segura (JA) 38 15 05 02 53 07 577 1956 - 1981 
119 5180E 
Beas de Segura Pueblo 
(JA) 
38 15 17 02 53 40 755 1972 - 2005 
120 5220 Canena (JA) 38 02 50 03 28 52 513 1971 - 2000 
121 5004 
Cazorla (Fuente del Oso) 
(JA) 
37 54 35 02 56 52 1.170 1912 - 1931 
122 5038 Cazorla (Icona) (JA) 37 54 35 03 00 07 885 1973 - 1998 
123 5085 
Cazorla (Nava de San 
Pedro) (JA) 
37 53 00 02 53 07 1.290 1912 - 1999 
124 5141 Cazorla El Chorro (JA) 37 52 20 03 00 17 1.421 1912 - 1932 
125 5270B Jaén (JA) 37 46 37 03 48 32 580 1989 - 2006 
126 5252 Linares, Torrubia (JA) 38 01 15 03 39 47 301 1970 - 2006 
127 5279U Linares Vor. (JA) 38 09 25 03 37 57 525 1974 - 2006 










E (m) Periodo 
128 5250 
Linares (Fuente Higuera) 
(JA) 
38 05 00 03 35 17 300 1967 - 1994 
129 5264B Mancha Real Sea (JA) 37 47 25 03 36 34 765 1967 - 1995 
130 5087 
Peal de Becerro-Fuente 
Yedra (JA) 
37 49 10 02 54 57 1.220 1912 - 1932 
131 7045 
Pontones C.H. Segura 
(JA) 
38 07 13 02 40 11 1.333 1935 - 2006 
132 5089 
Pozo Alcón (El Hornico) 
(JA) 
37 46 30 02 55 07 993 1912 - 1932 
133 7054 Salto de Miller (JA) 38 13 18 02 27 35 725 1967 - 2006 
134 7056 
Santiago de la Espada 
(JA) 
38 06 44 02 33 10 1.332 1935 - 2006 
135 5011 
Santo Tome (Hoyos 
Muñoz) (JA) 
37 59 05 02 52 27 1.060 1921 - 1931 




37 45 54 03 57 25 594 1959 - 2006 
138 5139 
Úbeda (Propios del 
Guadiana) (JA) 
37 53 00 03 14 17 420 1966 - 1988 
139 5238 
Vilches, Guadalen del 
Caudillo (JA) 
38 08 32 03 30 22 320 1959 - 1979 
140 5210 
Villanueva del Arzobispo 
(C. A.) (JA) 




37 56 35 03 43 37 348 1975 - 2006 
142 6179 Alfarnate (MA) 36 59 29 04 15 33 925 1958 - 1979 
143 6201 
Algarrobo (La Mayora) 
(MA) 
36 46 25 04 02 27 39 1964 - 2006 




36 56 30 04 25 27 700 1971 - 2001 
146 6097E Archidona (MA) 37 05 51 04 23 23 699 1974 - 2006 
147 6106 Bobadilla Estación (MA) 37 02 16 04 43 31 374 1961 - 2006 
148 6146I 
Cártama Puente Fahala 
(MA) 
36 42 04 04 40 24 60 1971 - 2000 
149 6143 Coín (MA) 36 39 40 04 45 32 213 1977 - 2006 










E (m) Periodo 
150 6162 Colmenar Torrijos (MA) 36 49 38 04 21 46 731 1957 - 2006 
151 6118A El Burgo (MA) 36 47 32 04 56 44 580 1967 - 2006 




36 40 50 04 28 57 10 1972 - 1993 
154 6171 Málaga (Ciudad) (MA) 36 43 28 04 25 36 53 1961 - 1985 
155 6168 
Málaga El Boticario 
(MA) 
36 46 42 04 23 03 449 1951 - 2003 
156 6165 
Málaga Las Contadoras 
(MA) 
36 49 36 04 23 02 760 1951 - 2006 
157 6155 
Málaga Vivero Central 
(MA) 




36 30 30 04 53 07 20 1965 - 1990 
159 6076O 
Marbella (Puerto Banus) 
(MA) 
36 29 09 04 57 09 2 1972 - 2006 
160 6120 
Pantano de Guadalhorce 
(MA) 
36 56 02 04 48 13 342 1965 - 2006 
161 6170 
Pantano del Agujero 
(Cma) (MA) 
36 46 25 04 25 57 100 1965 - 1986 
162 6046I Pujerra (MA) 36 36 44 05 09 01 530 1983 - 2006 
163 6114 Teba (MA) 36 59 12 04 55 09 560 1982 - 2006 
164 6200 
Torre del Mar (Azucarera) 
(MA) 
36 44 45 04 05 17 6 1967 - 1984 
165 6199 Vélez-Málaga (MA) 36 47 00 04 06 17 60 1962 - 1988 
166 5739O 
Alcalá del Río (Pedro 
Espiga) (SE) 
37 34 00 05 54 37 13 1977 - 2006 
167 5733 
Almadén Plata (Las 
Navas) (SE) 
37 47 32 06 04 28 450 1953 - 2001 
168 5802A 
Arahal (Depósitos de 
Agua) (SE) 




37 16 40 06 14 12 34 1983 - 2006 
170 5833O 
Aznalcázar (La Juncosa) 
(SE) 
37 19 30 06 14 57 19 1977 - 2006 














37 20 05 06 12 42 102 1969 - 2006 
172 5702B Carmona (Villegas) (SE) 37 34 07 05 43 22 47 1978 - 2006 
173 5641U 
Écija (Cámara Agraria) 
(SE) 
37 31 00 05 05 02 126 1983 - 2006 
174 5619E 
Écija (Sotillo Gallego) 
(SE) 
37 30 17 04 55 47 145 1969 - 1997 
175 5813E Gines (Colegio) (SE) 37 23 37 06 04 39 108 1985 - 2006 
176 5744S 
La Algaba (Las Arenas) 
(SE) 
37 29 52 06 00 57 15 1976 - 2006 
177 5671 La Puebla Cazalla (SE) 37 13 10 05 18 37 174 1944 - 2005 
178 5745A 
La Rinconada (Azucarera) 
(SE) 
37 28 45 05 56 47 10 1947 - 1993 
179 5725E Guadalcanal (TVE) (SE) 38 03 20 05 46 32 907 1969 - 1996 
180 5611I 
La Roda Andalucía (C. 
Agríc) (SE) 
37 11 45 04 47 42 417 1978 - 2005 
181 5873A 
Los Palacios (E.C.A.) 
(SE) 
37 10 30 05 56 47 10 1971 - 2005 
182 5870A 
Los Palacios (El 
Molinillo) (SE) 
37 09 28 05 52 05 16 1970 - 2006 
183 5682A Marchena (S.E.A.) (SE) 37 19 40 05 24 25 120 1970 - 1989 
184 5796 Morón de la Frontera (SE) 37 09 47 05 36 43 88 1956 - 2006 
185 5729 Pantano del Pintado (SE) 37 58 50 05 57 12 300 1941 - 2006 
186 5836A 
Pilas (Medina Garvey) 
(SE) 
37 18 00 06 18 00 63 1967 - 2006 




37 23 25 05 59 37 5 1946 - 1966 
189 5790 Sevilla (Tablada) (SE) 37 21 55 06 00 30 8 1924 - 2002 
190 5868I 
Utrera (Casilla Calero) 
(SE) 
37 11 57 05 45 25 3 1972 - 1994 
191 5697E 
Villanueva Río Minas 
(Aurora) (SE) 
37 36 30 05 42 27 24 1973 - 2005 
192 5693I 
Villanueva Río Minas 
(San José) (SE) 
37 35 37 05 41 17 20 1975 - 2001 
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4.2. Región de Umbría 
La segunda región analizada en capítulos específicos de la presente tesis es la región de 
Umbría, situada en la zona central de Italia (Figura 4.2), siendo ésta una de las pocas 
regiones que no limitan con el Mar Mediterráneo. Con una extensión aproximada de 8.456 
km2, está caracterizada por una orografía compleja, con altitudes que superan los 2.000 
m.s.n.m. (cadena montañosa de los Apeninos), con sistemas montañosos con elevaciones 
de 100 a 800 m.s.n.m. Además, gran parte del territorio coincide con la cuenca del río 
Tíber, que atraviesa de norte a suroeste la región, estando la mayor parte de sus afluentes 
en el margen hidrográfico izquierdo. 
El clima presenta diferencias entre zonas, donde la precipitación media es de 
aproximadamente 950 mm, pero varía desde los 650 a los 1.450 mm. Las mayores 
precipitaciones se concentran entre los meses de otoño e invierno. La temperatura media 
anual del aire oscila entre 3,3 y 14,2ºC, con valores máximos y mínimos en los meses de 
julio y enero respectivamente. 
 
Figura 4.2. Ubicación de la región de Umbría en Italia central y distribución de las estaciones 
meteorológicas analizadas. 
FUENTE DE DATOS 
40 
En la Figura 4.2 se muestran en puntos rojos las estaciones meteorológicas seleccionadas 
para diversos análisis. Se trata de siete estaciones repartidas por la región de estudio que 
abarcan el periodo 1924 - 2015 (Tabla 4.2).  













39 Gubbio 302789 4802329 471 1947 - 2015 68 14 
58 Orvieto 263178 4733559 311 1948 - 2015 67 12 
61 Perugia 288087 4775349 440 1924 - 2015 89 5 
84 Spoleto 314952 4736152 353 1950 - 2015 65 9 
85 Terni 307123 4714603 123 1947 - 2015 68 3 
86 Todi 288089 4740319 329 1934 - 2015 80 3 
90 Umbertide 284867 4798836 305 1955 - 2015 60 14 
Se han considerado aquellas estaciones con una proporción de registros disponibles 
superior al 85% del total. Los datos originales fueron suministrados por los Servicios 
Hidrográficos Nacionales y Regionales.  
Las variables analizadas fueron la temperatura máxima y la temperatura mínima diaria 
del aire. Previamente, se analizó la calidad y la homogeneidad de las series temporales de 
temperatura, siendo el objetivo la reducción de los errores en los registros y en el 
procesamiento de datos, en términos de verificación de errores graves, coherencia 
espacial y temporal, así como pruebas de tolerancia y consistencia interna. En lo que al 
análisis de la homogeneidad se refiere, se han adquirido los metadatos de todas las 
estaciones para obtener información sobre posibles cambios de sensor y ubicación. Las 
estaciones de Orvieto y Todi han estado siempre en el mismo lugar y en condiciones 
ambientales invariables. En cambio, las estaciones de Umbertide y Spoleto se cambiaron 
de ubicación a finales de los 90, la de Gubbio a finales de los 80, la de Terni en el año 
2004, y en Perugia se identificó una nueva ubicación en 2001. 
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5. APLICACIÓN Y RESULTADOS 
5.1. Control de calidad y validación de datos 
El control de calidad de los registros de las variables meteorológicas permite obtener 
resultados y conclusiones de mayor fiabilidad, al eliminar valores erróneos previamente 
detectados, evitando así su uso en los posteriores análisis. En el presente estudio se 
aplicaron cinco test, anteriormente explicados, y basados en: características propias de 
los sensores, límites físicos de las variables, condiciones propias del ambiente donde se 
encuentra cada estación meteorológica y consistencia interna de las estaciones 
independientes y entre éstas. Los resultados quedan resumidos por test y provincia en la 
Tabla 5.1. 
Tabla 5.1. Porcentaje de datos meteorológicos marcados por los test de control de calidad. En cada celda: 
porcentaje promedio (valor máximo). Nota: AL: Almería, CÁ: Cádiz, CÓ: Córdoba, GR: Granada, HU: 
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El test de rango fijo, compuesto por dos ecuaciones (Ecuaciones 1 y 2), no detectó ningún 
valor erróneo en los datos de temperatura del aire. En este caso en particular, el test 
propuesto por Shafer et al., (2000), para la variable temperatura, era más restrictivo en 
ambos extremos (temperatura máxima y mínima posible) que las limitaciones técnicas 
del sensor, por consiguiente, tras la aplicación de éste, fue innecesaria la aplicación de la 
otra ecuación. En caso de haberse detectado algún valor anómalo, éste hubiese sido 
descartado. 
El test de rango dinámico se basó en la comparación con las efemérides facilitadas por 
AEMET para la Comunidad Autónoma de Andalucía, diferenciadas por provincia. Los 
valores se muestran en la Tabla 5.2. 
Tabla 5.2. Valores de efemérides para la Comunidad Autónoma de Andalucía para la temperatura 
máxima y mínima. (AEMET, 2017). 
Provincia Temperatura Máxima (ºC) Temperatura Mínima (ºC) 
Almería 41,2 (30/07/1981) 0,1 (27/01/2005) 
Cádiz 45,1 (01/08/2003) -5,4 (22/12/1979) 
Córdoba 46,6 (23/07/1995) -8,2 (28/01/2005) 
Huelva 43,8 (25/07/2004) -5,8 (17/02/1938) 
Jaén 46,0 (08/07/1939) -8,0 (11/02/1956) 
Granada 43,1 (01/07/2015) -14,2 (16/01/1987) 
Málaga 44,2 (18/07/1978) -3,8 (04/02/1954) 
Sevilla 46,6 (19/07/1967) -8,0 (27/01/1976) 
El análisis reveló la existencia de valores extremos superiores a los facilitados por 
AEMET en las ocho provincias. Para tomar los nuevos valores como las nuevas 
efemérides, cada valor fue sometido a un análisis independiente. El análisis se basó en 
comprobar la consistencia del valor con aquellos anteriores y posteriores en la serie de 
registros, comparando el valor con los valores de las estaciones vecinas para la misma 
fecha o fechas cercanas, así como analizando la misma variable en otras zonas de 
Andalucía o de España, en este último caso en otras bases de datos históricas. Solo en el 
caso de la provincia de Málaga se detectó un valor anómalo en los registros de 
temperatura mínima una vez actualizadas las efemérides. 
El test de salto térmico, que comprueba que la diferencia entre la temperatura máxima y 
mínima no supera un valor umbral, detectó valores sospechosos en todas las provincias, 
con un total de 425 alertas. En promedio, los porcentajes mínimos de valores sospechosos 
se encontraron en las provincias de Almería (0,003%), Cádiz (0,005%) y Sevilla 
(0,009%). Los valores máximos se encontraron en las provincias de Córdoba, con 191 
datos sospechosos (0,082%), y Huelva con 119 (0,041%), lo que supuso el 49,4% de los 
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datos marcados como sospechosos por este test.  El valor máximo por estación se obtuvo 
en la provincia de Córdoba, con un valor de 1,384% de los valores marcados. De las 192 
estaciones, en 140 no se detectaron valores sospechosos.  
El test de consistencia interna, que analiza la relación entre registros del mismo día y 
consecutivos para distintas variables, detectó valores sospechosos con las tres ecuaciones 
(Ecuaciones 4, 5 y 6) que componen el test, pero solo las dos primeras marcaron registros 
en todas las provincias. La primera ecuación detectó en promedio el menor número de 
valores sospechosos en la provincia de Sevilla (0,018%), seguido por Granada (0,024%) 
y Córdoba (0,029%). El valor máximo en promedio se alcanzó en la provincia de Jaén 
(0,102%), dándose el máximo por estación en Cazorla (Navas de San Pedro) también en 
Jaén, con un valor de 0,814%. Además, la provincia de Jaén acumuló el 38,9% del total 
de los datos marcados por este test. En 64 de las 192 estaciones no se marcó ningún valor.  
La aplicación de la Ecuación 5, mostró el mínimo valor promedio en la provincia de Cádiz 
(0,018%), seguido de Córdoba (0,030%), presentando el valor máximo la provincia de 
Jaén, al igual que en la ecuación anterior, con un valor promedio de 0,117%. El máximo 
por estación también se alcanzó en la provincia de Jaén, específicamente en Úbeda 
(Propios del Guadiana), con un valor de 0,584%, seguido por la estación “Pujerra” de 
Málaga y “Laujar Cerecillo” de Almería, con 0,494% de los valores detectados, no 
habiéndose detectado valores sospechosos en 47 estaciones. La última ecuación que 
compone este test (Ecuación 6), obtuvo el valor promedio mínimo de 0,002% en las 
provincias de Almería y Córdoba, y el máximo en Granada con 0,005%, siendo el máximo 
por estación también en la provincia de Granada en la estación “Iznalloz (El Frage)”, con 
0,105% de los datos. En las provincias de Cádiz, Huelva, Jaén, Málaga y Sevilla, no se 
detectaron valores anómalos. Del total, en 188 estaciones no se detectó ningún registro 
sospechoso. 
En el test de persistencia, para temperatura máxima, se obtuvo el valor mínimo en la 
provincia de Sevilla, con 0,378% de los datos marcados, seguido por Almería con 0,406% 
de los datos. El valor máximo promedio y el máximo por estación se alcanzaron en la 
provincia de Córdoba, en la estación “Pantano de Guadalmellato”, con 1,956% y 15,391% 
de los datos marcados, respectivamente. Del total de estaciones en 59 no se encontraron 
datos sospechosos. En relación con la temperatura mínima, para el mismo test, fue la 
provincia de Cádiz la que menor número de datos marcados obtuvo (0,726%), seguido 
por Sevilla (0,903%). El valor máximo fue alcanzado de nuevo en la provincia de 
Córdoba con 3,416% de los datos marcados, estando el máximo por estación en la 
estación de “Felix (CMA)” en Almería, con un 22,467% de los datos marcados. En todas 
las provincias excepto en Cádiz, el valor promedio de datos marcados como sospechosos 
en las temperaturas mínimas, era del orden de 2,5 veces superior que en las temperaturas 
máximas diarias. 
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Por último, la inspección visual de los datos detectados como sospechosos, llevó a 
descartar casi el cien por cien (99,75%) de los potencialmente erróneos, de acuerdo con 
un análisis de la consistencia temporal de las series de datos y la consistencia espacial, 
aplicado mediante la comparación de los datos sospechosos con los mismos valores para 
las mismas fechas en las estaciones vecinas. Del total de datos descartados, el 28,26% 
pertenecían a las estaciones de la provincia de Córdoba, siendo Cádiz la provincia donde 
menor número de datos se descartó (5,30%). El 95% de los datos detectados fueron 
eliminados por el test de persistencia (Ecuaciones 7 y 8). 
5.1.1. Conclusiones 
En el presente apartado se ha aplicado a las series de temperatura máxima y mínima 
distintos test de control de calidad de datos. Los test de rango fijo no detectaron valores 
anómalos en ninguna de las 192 series de registros analizadas. El test de rango dinámico 
ha permitido actualizar los valores de efemérides en todas las provincias de Andalucía, 
solo siendo necesario eliminar uno valor anómalo en la provincia de Málaga. El test de 
salto térmico señaló valores anómalos en todas las provincias, siendo Córdoba la que 
obtuvo el récord de valores. En el test de consistencia interna, compuesto por tres 
ecuaciones, fue la provincia de Jaén la que obtuvo los valores más altos para las dos 
primeras ecuaciones. La tercera ecuación, en cambio, detectó muy pocos valores 
sospechosos, sin haber detectado ningún valor en las provincias de Cádiz, Huelva, Jaén, 
Málaga y Sevilla. El test de persistencia fue el que mayor volumen de registros marcó 
como sospechosos, obteniéndose en la provincia de Córdoba los valores más altos, 
excepto por estación, que en el caso de las temperaturas mínimas se obtuvo el valor 
máximo de registros marcados en la provincia de Almería. El último paso, la inspección 
visual, permitió descartar el 99,75% de los datos marcados. 
Por tanto, se puede concluir que las series históricas de datos meteorológicos contienen 
valores erróneos y/o anómalos que deben ser detectados adecuadamente como requisito 
previo a su utilización en cualquier tipo de análisis científico. Esto resalta la importancia 
de aplicar diferentes técnicas de control de calidad y procesos de validación de los datos, 
como herramienta indispensable en todos los estudios, para asegurar la verosimilitud de 
los resultados obtenidos y las conclusiones que se derivan de ellos. 
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5.2. Análisis multifractal del rango térmico diario 
Para analizar el comportamiento multifractal de la variable rango térmico diario, se han 
aplicado los formalismos multifractales explicados en el apartado 3.2. A continuación, se 
muestran solo algunos ejemplos de los resultados obtenidos, los más representativos, con 
la intención de clarificar y facilitar la interpretación de estos. 
5.2.1. Formalismo multifractal de turbulencia 
Para analizar el comportamiento fractal de las series de DTR se calculó la función 
exponente escaladora de momentos K(q). En la Figura 5.1, se muestran las gráficas 
doblemente logarítmicas de los qth momentos de la intensidad de DTR (𝜀𝜆), para escalas 
temporales que van desde 1 día (λ=32.768) a 32.768 días, casi 90 años (λ=1), frente al 
ratio de escala (λ) para las estaciones de Cádiz y Montoro (provincia de Córdoba).  
 
Figura 5.1. Gráfica doble logarítmica de los qth momentos de la intensidad de DTR (𝜺𝝀) para las escalas 
temporales de 1 día (λ=32.768) a 32.768 días (casi 90 años λ=1) frente al ratio de escala λ para todas las 
localizaciones. 
Los resultados ponen de manifiesto la invarianza de escala de la variable DTR en distintos 
intervalos temporales. El intervalo de escala más frecuente fue de 1 a 8 días, con 
aproximadamente el 33% de los casos, siendo otros intervalos temporales, de 1 a 16 días 
y de 4 a 65 días también frecuentes. Con una menor frecuencia, se han obtenido periodos 
de invarianza de escala para el DTR que oscilan entre los 65 y los 130 días (Figura 5.2). 
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Figura 5.2. Intervalos temporales para los que la variable DTR muestra invarianza de escala. 
Para los intervalos con invarianza de escala obtenidos en las distintas estaciones, se 
obtuvo la función exponente escaladora de momentos. La Figura 5.3 muestra la función 
K(q) obtenida para las escalas de 1 a 8 y de 1 a 16 días para las estaciones de la Figura 
5.1. Puede observarse la forma convexa de la función, directamente relacionada con el 
carácter multifractal del conjunto de datos de DTR analizados. Para todos los lugares 
analizados, se ha comprobado que el comportamiento de la función K(q) alrededor de la 
media (q=1) es similar, siendo K (1) ≈ 0 (Figura 5.3), cumpliendo la condición de 
conservación ⟨𝜀𝜆⟩ = 1 (De Lima y Grasman, 1999). 
 
Figura 5.3. Función exponente escaladora de momento K(q) para los dos ejemplos anteriores, 
indicándose en ambos casos qcrit y γmax. 
Los valores de los momentos críticos qcrit para las funciones K(q) de las estaciones de 
Cádiz y Montoro son 3,7 y 3,8 respectivamente, siendo éstos los valores de qcrit obtenidos 
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con mayor frecuencia (aproximadamente en un 72% de las estaciones). Los valores del 
qcrit superiores a dos se han relacionado tradicionalmente con un comportamiento 
multifractal de las variables analizadas (Schertzer et al., 1993, Schertzer y Lovejoy, 1994, 
Tessier et al., 1996, Garcia-Marin et al., 2008). En la Figura 5.4, se aprecia la distribución 
de valores para el parámetro qcrit para la región analizada. 
 
Figura 5.4. Distribución de valores de qcrit obtenidos. 
Como se puede observar, los valores se encuentran en el intervalo 2,2 – 4,8, siendo por 
tanto en todos los casos analizados superior a dos. 
A partir de la función exponente escaladora de momentos se obtuvo los valores de 𝛾𝑚𝑎𝑥. 
Los valores oscilaron entre un valor mínimo de 0,0098 y un valor máximo de 0,1970, 
para las estaciones “Chirivel (C.H. del Segura)”, y “Faro de Adra” respectivamente, 
ambas en Almería (Tabla 5.3). Los valores más altos de 𝛾𝑚𝑎𝑥 se relacionan con posibles 
eventos extremos o raros (Tessier et al., 1993, Boutet, 2000, Veneziano y Furcolo, 2002, 
Garcia-Marin et al., 2013). De acuerdo con los resultados, y como ya se ha comentado, 
Almería presentó el valor más alto de la variable (0,1970 - “Faro de Adra”), seguida por 
Cádiz (0,1550 - “Cádiz, Observatorio”), Málaga (0,1280 – “Aeropuerto”), Huelva 
(0,0780 – “Almonte (La Mediana)”), Granada (0,0630 – “Montefrio Huerta San 
Franciso”), Sevilla (0,0620 – “La Roda Andalucía (C. Agric)”), Jaén (0,0530 – “Mancha 
Real”) y Córdoba (0,0510 – “Montoro (I.N.M.)”). Se puede apreciar como las provincias 
costeras son las que mostraron los valores más altos para la variable 𝛾𝑚𝑎𝑥, lo que podría 
estar relacionado con una mayor concentración de los datos de las series de DTR en 
menores intervalos (mayor homogeneidad de las series de datos), es decir, una menor 
variabilidad entre los datos. En la Figura 5.5, se pueden apreciar las diferencias claras en 
la distribución de los valores de DTR entre dos estaciones, una de ellas situada en zona 
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costera (estación “Faro de Adra”, en Almería), y otra en zona de interior (estación 
“Almedinilla”, en Córdoba), siendo los valores para la variable 𝛾𝑚𝑎𝑥  distantes.  
 
 
Figura 5.5. Distribución de frecuencias relativas de la variable DTR para dos localizaciones, Faro de 
Adra (Almería) y Almedinilla (Córdoba), con valores distintos para la variable 𝜸𝒎𝒂𝒙. 
Para la región de estudio completa, la Figura 5.6 muestra la distribución espacial de la 
variable 𝛾𝑚𝑎𝑥, donde se aprecian de una manera más clara y en general, las diferencias 
de comportamiento entre las zonas costeras (valores más altos de la variable representado 
con colores amarillentos a rosáceos) y las zonas de interior (valores bajos representado 
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Figura 5.6. Mapa de distribución de los valores de 𝜸𝒎𝒂𝒙en Andalucía. 
Como se puede apreciar en la Figura 5.6, las zonas costeras tienden a presentar valores 
superiores de la variable 𝛾𝑚𝑎𝑥 en oposición a las zonas de interior, que muestran los 
valores más bajos. Esta distribución de los valores de 𝛾𝑚𝑎𝑥, y su relación con el DTR, 
podría explicarse por el efecto amortiguador sobre los regímenes de temperaturas que 
tienen las grandes masas de agua que limitan con estas zonas, en este caso el Mar 
Mediterráneo y el Océano Atlántico. 
Por el contrario, los valores más bajos para la variable 𝛾𝑚𝑎𝑥 fueron obtenidos en 
estaciones de interior (color verde oscuro). Aun así, hubo estaciones que aun estando en 
zonas costeras presentaron valores bajos para la variable, no cumpliendo así con la 
tendencia generalizada. Estas estaciones fueron Almonte-Acebuche (HU), Tarifa (CA), 
Torre del Mar-Azucarera (MA), Vélez-Málaga (MA), Salobreña-Guadalfeo (GR), Motril 
(GR) y La Mojonera (AL) con valores de 𝛾𝑚𝑎𝑥 0,032, 0,011, 0,063, 0,022, 0,055, 0,035 
y 0,029, respectivamente. El comportamiento singular de estas estaciones puede ser muy 
útil a la hora de llevar a cabo calibraciones regionales de modelos dependientes de la 
temperatura, y conseguir así una mayor exactitud en el procedimiento. Ejemplo de ello 
son algunos modelos de radiación solar o evapotranspiración de referencia, que 
generalmente emplean parámetros geográficos y meteorológicos promedios provenientes 
de bases de datos históricas (Gavilan et al., 2006, Bandyopadhyay et al., 2008, Liu et al., 
2009, Estevez et al., 2012), o información de satélite (Bojanowski et al., 2013). 
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En este sentido, aparte de la conocida influencia de la cubierta de nubes y las masas de 
agua cercanas, existen otros factores que tienen su impacto en el DTR, como el efecto de 
la urbanización que puede contribuir a la disminución de DTR (Ren et al., 2008, Wang et 
al., 2012), así como una disminución de la cubierta vegetal o de la emisividad del suelo 
puede ser la causa de este fenómeno, especialmente en regiones áridas o semiáridas 
durante los períodos intensos de sequía (Zhou et al., 2010). 
En la Tabla 5.3 se muestran los resultados obtenidos para las variables 𝛾𝑚𝑎𝑥 y K(0) para 
todas las estaciones analizadas. 
Tabla 5.3. Caracterización de la función exponente escaladora de momentos para q=0, y los valores de 
𝜸𝒎𝒂𝒙 para cada estación analizada. 
ID K(0) 𝜸𝒎𝒂𝒙 ID K(0) 𝜸𝒎𝒂𝒙 
1 0 0,197041337 97 0 0,036930448 
2 0 0,088289697 98 0 0,043492511 
3 0 0,049661511 99 0 0,054799854 
4 0 0,109746027 100 0 0,060096862 
5 0 0,176982683 101 0 0,076919158 
6 0 0,009873400 102 0 0,068694512 
7 0 0,051413070 103 0 0,039572115 
8 0 0,029244929 104 0 0,044190953 
9 0 0,023626393 105 0 0,069818136 
10 0 0,034337109 106 0 0,040191261 
11 0 0,035119535 107 0 0,044960262 
12 0 0,040669801 108 0 0,058457606 
13 0 0,038242436 109 0 0,040538777 
14 0 0,031131332 110 0 0,033701586 
15 0 0,059366322 111 0 0,045780643 
16 0 0,021081802 112 0 0,050473637 
17 0 0,013568421 113 0 0,028753417 
18 0 0,044042513 114 0 0,032227143 
19 0 0,037443821 115 0 0,024328870 
20 0 0,066854385 116 0 0,026493113 
21 0 0,155327294 117 0 0,043315690 
22 0 0,094034843 118 0 0,029051415 
23 0 0,100581134 119 0 0,024649338 
24 0 0,034524381 120 0 0,041040777 
25 0 0,070333211 121 0 0,029036511 
26 0 0,066093801 122 0 0,051885642 
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ID K(0) 𝜸𝒎𝒂𝒙 ID K(0) 𝜸𝒎𝒂𝒙 
27 0 0,075372309 123 0 0,035797763 
28 0 0,102815459 124 0 0,033465464 
29 0 0,050565265 125 0 0,029901720 
30 0 0,059529052 126 0 0,048925656 
31 0 0,094739680 127 0 0,029651403 
32 0 0,125529792 128 0 0,043840270 
33 0 0,011836048 129 0 0,052960845 
34 0 0,049254223 130 0 0,038717862 
35 0 0,079818239 131 0 0,035859374 
36 0 0,029997005 132 0 0,026720661 
37 0 0,042565282 133 0 0,052447443 
38 0 0,030887338 134 0 0,035331181 
39 0 0,038398920 135 0 0,029961054 
40 0 0,040595496 136 0 0,031825058 
41 0 0,029109102 137 0 0,030060047 
42 0 0,045751144 138 0 0,046663614 
43 0 0,031031549 139 0 0,018949026 
44 0 0,038935479 140 0 0,022802469 
45 0 0,034845522 141 0 0,039092423 
46 0 0,036642827 142 0 0,039885853 
47 0 0,042942104 143 0 0,071163057 
48 0 0,037384916 144 0 0,032011128 
49 0 0,034069081 145 0 0,029584118 
50 0 0,032506950 146 0 0,024571260 
51 0 0,031367363 147 0 0,058067518 
52 0 0,036157423 148 0 0,033607141 
53 0 0,037207523 149 0 0,073131120 
54 0 0,050513755 150 0 0,057437968 
55 0 0,027616881 151 0 0,056846961 
56 0 0,022020941 152 0 0,127987212 
57 0 0,034308260 153 0 0,102269322 
58 0 0,036533505 154 0 0,096941398 
59 0 0,038936470 155 0 0,054350967 
60 0 0,031986650 156 0 0,035357322 
61 0 0,033405719 157 0 0,050523107 
62 0 0,021402058 158 0 0,035601919 
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ID K(0) 𝜸𝒎𝒂𝒙 ID K(0) 𝜸𝒎𝒂𝒙 
63 0 0,024880743 159 0 0,103537411 
64 0 0,032251792 160 0 0,072997397 
65 0 0,029210474 161 0 0,042041870 
66 0 0,032442381 162 0 0,051996821 
67 0 0,035661810 163 0 0,055782158 
68 0 0,042654060 164 0 0,063684948 
69 0 0,036109725 165 0 0,021285817 
70 0 0,029323418 166 0 0,040186796 
71 0 0,024174978 167 0 0,029887114 
72 0 0,031314357 168 0 0,042929080 
73 0 0,027496597 169 0 0,032361102 
74 0 0,024553267 170 0 0,045496491 
75 0 0,043213981 171 0 0,038937700 
76 0 0,058775011 172 0 0,035586846 
77 0 0,051174947 173 0 0,036574892 
78 0 0,030594202 174 0 0,039377079 
79 0 0,040467957 175 0 0,045911153 
80 0 0,055270594 176 0 0,044344558 
81 0 0,036506655 177 0 0,036392055 
82 0 0,028505636 178 0 0,031928380 
83 0 0,032427064 179 0 0,042361428 
84 0 0,061199405 180 0 0,062342818 
85 0 0,052891346 181 0 0,056158447 
86 0 0,037327675 182 0 0,041730807 
87 0 0,028293588 183 0 0,039473763 
88 0 0,045665350 184 0 0,056519014 
89 0 0,029072079 185 0 0,036447627 
90 0 0,038709950 186 0 0,043937487 
91 0 0,032740532 187 0 0,047256105 
92 0 0,014394143 188 0 0,034163648 
93 0 0,037805606 189 0 0,032539391 
94 0 0,040897767 190 0 0,047847351 
95 0 0,043989179 191 0 0,043937373 
96 0 0,034778982 192 0 0,049264463 
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En la Figura 5.7 se muestra el valor promediado de la variable 𝛾𝑚𝑎𝑥 para las distintas 
provincias de Andalucía. 
 
Figura 5.7. Variación de la variable 𝜸𝒎𝒂𝒙 promediada por provincia. 
Se aprecia la diferencia de comportamiento comentado anteriormente, como las 
provincias con mayor influencia marítima/oceánica son las que arrojaron valores 
superiores para la variable 𝛾𝑚𝑎𝑥, exceptuando la provincia de Huelva, que, aunque 
muestra un valor superior al resto de provincias no se diferencia claramente. 
En la Tabla 5.3 también se muestran los valores de K(0), siendo cero para todas las series 
de DTR analizadas. Los valores de la función K(q) para q = 0 están relacionados con la 
presencia de valores cero en las series de datos. Cuando el valor de K(0) = 0 corresponde 
a la ausencia de ceros en la serie de datos analizada, siendo en el presente trabajo cero en 
todas las estaciones analizadas, estando este resultado de acuerdo con la variable, al 
suponer un valor igual cero la misma temperatura máxima y mínima en el día, y además 
de acuerdo también con los resultados de control de calidad de los datos. Teniendo en 
cuenta estos valores (Tabla 5.3), la dimensión fractal D es igual a 1 para todos los sitios, 
por lo que todas las series de datos de DTR pueden considerarse "saturadas" (De Lima y 
De Lima, 2009, Garcia-Marin et al., 2013), es decir, con datos en todos los intervalos 
temporales analizados. 
5.2.2. Espectro multifractal 
El comportamiento fractal de las series de datos validadas de la variable DRT en 
Andalucía, se ha analizado también mediante los valores de los parámetros obtenidos a 
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función de dimensión fractal generalizada Dq para valores de q que oscilan entre -10 y 
10, para los mismos lugares mostrados en la Figura 5.5. Se observa la forma decreciente 
de la curva Dq para las estaciones representadas, lo que confirma la naturaleza multifractal 
de las series de la variable DTR, cumpliéndose por tanto la condición D0 > D1 > D2. El 
valor de D0 ha sido 1 para todas las localizaciones, lo que coincide con la característica 
unidimensional de la serie analizada, y en concordancia también con los valores de K(0) 
obtenidos previamente. 
 
Figura 5.8. Función de la dimensión fractal generalizada Dq para las estaciones 6277A (Faro de Adra, 
Almería) y 5403 (Almedinilla, Córdoba). 
Para todas las series de datos analizadas, la Tabla 5.4 muestra los valores de D1. El valor 
de la dimensión D1 mide el grado de heterogeneidad de los datos (Davis et al., 1994), y 
caracteriza la distribución e intensidad de las singularidades con respecto a la media 
(Ariza-Villaverde et al., 2013). 
El valor más bajo de D1 se ha obtenido en la estación “Felix (CMA)” en Almería, con un 
valor de 0,982191, mostrando una distribución más dispersa de singularidades que en el 
resto de las series, para los cuales se obtuvieron valores superiores de D1 (Tabla 5.4) y 
una mayor homogeneidad en la distribución de las singularidades. El valor más alto de 
D1 se obtuvo también en la provincia de Almería, en esta ocasión en “Vera (Inst. Laboral)” 
alcanzando un valor de 0,998921. Este comportamiento está de acuerdo con los resultados 
mostrados en la Figura 5.5 para los valores de 𝛾𝑚𝑎𝑥 y su interpretación, donde la estación 
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que alcanzó el mayor valor de 𝛾𝑚𝑎𝑥  (“Faro de Adra” (Almería)), y por tanto con mayor 
homogeneidad en su serie de datos, también presentó un valor de D1 superior que la 
estación que presentó el valor de 𝛾𝑚𝑎𝑥 más pequeño (“Almedinilla” (Córdoba)), con un 
valor de D1 de 0,992171. 
Tabla 5.4. Valores de las variables D1 y MD para cada estación. 
ID D1 MD ID D1 MD 
1 0,997351 0,029493 97 0,991892 0,081930 
2 0,998619 0,014559 98 0,995092 0,056125 
3 0,998905 0,011129 99 0,997642 0,025177 
4 0,996856 0,035799 100 0,996585 0,041938 
5 0,996962 0,049693 101 0,996797 0,039335 
6 0,986736 0,146616 102 0,996261 0,042615 
7 0,996387 0,043923 103 0,992395 0,084293 
8 0,997038 0,035229 104 0,993364 0,072948 
9 0,994617 0,060722 105 0,993314 0,083705 
10 0,996150 0,038453 106 0,992773 0,071820 
11 0,996787 0,032899 107 0,992504 0,073466 
12 0,982191 0,159106 108 0,993064 0,073448 
13 0,986295 0,124341 109 0,994475 0,061386 
14 0,994183 0,065457 110 0,992708 0,078199 
15 0,996889 0,044236 111 0,994062 0,064514 
16 0,984539 0,137950 112 0,993587 0,075061 
17 0,987738 0,121118 113 0,987467 0,121738 
18 0,994545 0,060227 114 0,993816 0,067597 
19 0,998921 0,010977 115 0,989755 0,096810 
20 0,993259 0,072230 116 0,993846 0,068428 
21 0,997176 0,028213 117 0,992505 0,087024 
22 0,995886 0,050555 118 0,986203 0,149178 
23 0,996649 0,033792 119 0,992895 0,069233 
24 0,990267 0,091768 120 0,993679 0,065426 
25 0,996110 0,043078 121 0,992364 0,073862 
26 0,996412 0,037970 122 0,991753 0,079540 
27 0,994420 0,061920 123 0,986538 0,132864 
28 0,994137 0,073025 124 0,989056 0,098585 
29 0,994412 0,057844 125 0,993016 0,069804 
30 0,994880 0,053292 126 0,994676 0,066787 
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ID D1 MD ID D1 MD 
31 0,995405 0,054327 127 0,992903 0,070419 
32 0,997460 0,026718 128 0,993702 0,065720 
33 0,993010 0,062015 129 0,994672 0,054202 
34 0,992723 0,080476 130 0,993753 0,068470 
35 0,993952 0,068628 131 0,992480 0,077481 
36 0,992171 0,083172 132 0,988499 0,107604 
37 0,993510 0,067103 133 0,992014 0,079485 
38 0,991447 0,090491 134 0,992005 0,086123 
39 0,994529 0,060592 135 0,991041 0,084926 
40 0,993409 0,069439 136 0,991303 0,093370 
41 0,993110 0,073133 137 0,989857 0,094842 
42 0,994381 0,062129 138 0,991397 0,086144 
43 0,994121 0,065575 139 0,992203 0,095070 
44 0,995216 0,053949 140 0,991581 0,088318 
45 0,993019 0,070490 141 0,994615 0,058387 
46 0,993186 0,071175 142 0,993069 0,077716 
47 0,993953 0,065830 143 0,997576 0,027094 
48 0,994030 0,062207 144 0,995675 0,045704 
49 0,994048 0,061134 145 0,993313 0,070055 
50 0,991078 0,113553 146 0,996147 0,050076 
51 0,994474 0,059226 147 0,995980 0,079040 
52 0,993424 0,065515 148 0,996281 0,042854 
53 0,996148 0,043075 149 0,996963 0,040100 
54 0,993844 0,074102 150 0,991872 0,112126 
55 0,992787 0,068212 151 0,993342 0,093573 
56 0,991216 0,149218 152 0,997897 0,022649 
57 0,994001 0,065491 153 0,997599 0,025662 
58 0,991577 0,091928 154 0,994671 0,055318 
59 0,993302 0,071445 155 0,994932 0,057412 
60 0,993763 0,068854 156 0,988481 0,104152 
61 0,994433 0,061436 157 0,991072 0,154408 
62 0,991955 0,089161 158 0,995076 0,052615 
63 0,993125 0,076659 159 0,997609 0,026494 
64 0,995455 0,048487 160 0,993837 0,073998 
65 0,994212 0,067819 161 0,996771 0,049521 
66 0,992593 0,080511 162 0,990685 0,093664 
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67 0,993886 0,068004 163 0,993024 0,073021 
68 0,995548 0,047603 164 0,997479 0,028137 
69 0,996431 0,036182 165 0,994137 0,090975 
70 0,994910 0,051682 166 0,995289 0,051811 
71 0,993747 0,063607 167 0,991130 0,111507 
72 0,994943 0,051908 168 0,993991 0,067340 
73 0,990816 0,085675 169 0,985215 0,210210 
74 0,994013 0,060568 170 0,994446 0,063388 
75 0,994885 0,054572 171 0,994312 0,057777 
76 0,997981 0,020503 172 0,993432 0,074891 
77 0,996496 0,036142 173 0,994298 0,067214 
78 0,995487 0,048448 174 0,993096 0,081085 
79 0,992658 0,078141 175 0,993715 0,069150 
80 0,995678 0,044760 176 0,995632 0,048594 
81 0,995433 0,051416 177 0,995111 0,058217 
82 0,992705 0,072484 178 0,993141 0,086467 
83 0,994422 0,065780 179 0,992909 0,071909 
84 0,993775 0,074542 180 0,994851 0,058538 
85 0,994803 0,059148 181 0,994627 0,064314 
86 0,990584 0,123821 182 0,994741 0,058211 
87 0,991564 0,114835 183 0,993462 0,071489 
88 0,995807 0,046114 184 0,996038 0,042398 
89 0,988441 0,122147 185 0,993565 0,065683 
90 0,985526 0,137739 186 0,994941 0,051176 
91 0,994237 0,065242 187 0,995974 0,041591 
92 0,983833 0,148689 188 0,993670 0,067182 
93 0,992651 0,072508 189 0,996497 0,035617 
94 0,991947 0,081790 190 0,994754 0,056986 
95 0,994573 0,057494 191 0,994150 0,068291 
96 0,994057 0,059089 192 0,993563 0,072741 
A partir de la función Dq, se obtuvo el espectro multifractal f(α) (Ecuaciones 19 y 20) 
para todas las estaciones. A modo de ejemplo, la Figura 5.9 muestra el espectro para las 
estaciones Faro de Adra (Almería) y Almedinilla (Córdoba), presentando forma de 
parábola invertida en ambos casos.  
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Figura 5.9. Espectro multifractal f(α) para las estaciones 6277A (Faro De Adra - Almería) y 5403 
(Almedinilla - Córdoba). 
Puede observarse que ambos espectros multifractales presentan un mayor número de 
puntos en las ramas derechas, lo que puede atribuirse a la sensibilidad de las series 
temporales a las fluctuaciones locales con valores de la variable muy elevados (Kalamaras 
et al., 2017). Este comportamiento es especialmente importante en las zonas de interior, 
donde los valores de DTR no son homogéneos (Figura 5.5). Considerando los valores de 
α0, αmin y αmax, se puede obtener el valor de asimetría “A”, siendo 0,488 para Almedinilla 
y 0,539 para la estación de Faro de Adra. Esos valores corresponden a un espectro sesgado 
a la derecha (A < 1) (Macek et al., 2012, 2014). En el caso de Faro de Adra el valor es 
mayor que el obtenido para Almedinilla, mostrando de nuevo una mayor concentración 
de valores DTR en las zonas costeras. 
El espectro permite conocer el grado de multifractalidad (MD) de las series (Telesca y 
Lovallo, 2011). El grado de multifractalidad (MD) se puede obtener a partir de la anchura 
(w) del espectro (a mayor anchura del espectro, mayor será el grado de multifractalidad), 
siendo cero para los conjuntos monofractales (Maity et al., 2015), o directamente a partir 
de la función Dq. De acuerdo con Telesca et al. (2004), la anchura del espectro puede ser 
obtenida mediante la función Dq, calculada como la diferencia entre los valores D-5 y D5. 
Para valores mayores de MD, mayor grado de heterogeneidad en los datos. Para todas las 
localizaciones, la Tabla 5.4 muestra el valor de MD, con un valor mínimo de 0,010977 y 
APLICACIÓN Y RESULTADOS 
59 
un máximo de 0,210210, correspondientes a las estaciones “Vera (Inst. Laboral)” de 
Almería y “Aznalcazar (Dehesa Nueva)” de Sevilla respectivamente. Las diferencias 
obtenidas del grado de multifractalidad para las distintas series de DTR analizadas pueden 
ser útiles para distinguir entre lugares con una estructura de datos más simple (valores 
altos y bajos de MD respectivamente). Los valores más elevados de MD corresponden a 
procesos más ricos (Burgueno et al., 2014). Por tanto, las series de datos de aquellas de 
estaciones que presentan valores superiores del MD son más complejas que aquellas que 
tienen valores de MD inferiores. 
A partir de la forma del espectro multifractal (f(α)) también se puede obtener información 
sobre las características de las series de datos (Serrano et al., 2013). Cuanto más 
redondeado y mayor anchura presente el espectro, mayor variabilidad en la distribución 
de los valores. En el ejemplo dado, la estación “Almedinilla” es la que presenta una mayor 
variabilidad en la distribución de los valores, estando este resultado de acuerdo con el 
obtenido con el 𝛾𝑚𝑎𝑥  y representado en la Figura 5.5. 
5.2.3. Conclusiones 
El comportamiento multifractal de las 192 series de datos de DTR en la región de 
Andalucía ha sido analizado a partir de la función escaladora de momentos y a partir de 
la función de dimensión generalizada y del espectro multifractal. 
La invarianza de escala de las series de datos de DTR fue analizada, siendo de 1 a 8 días 
y de 1 a 16 días los dos intervalos más repetidos. La obtención de la función exponente 
escaladora de momento K(q), permitió conocer el carácter multifractal de las series de 
datos, siendo encontrado este comportamiento también mediante la aplicación de la 
función de dimensión generalizada. Las diferencias en los valores para las zonas de costa 
y zonas de interior fueron puestas en evidencia por los valores de los factores 𝛾𝑚𝑎𝑥 y D1 
obtenidos. Una alta variabilidad en los valores de DTR condujo a valores bajos de 𝛾𝑚𝑎𝑥, 
mientras que para aquellos sitios donde se espera una alta concentración de valores de 
DTR en intervalos bajos, se encontraron valores altos de 𝛾𝑚𝑎𝑥. Se encontró el mismo 
comportamiento de acuerdo con los valores obtenidos para la dimensión fractal D1. Estos 
resultados parecen estar inicialmente relacionados con el efecto amortiguador del Mar 
Mediterráneo y el Océano Atlántico sobre las temperaturas, aunque este trabajo revela 
que varios lugares costeros exhiben un comportamiento singular. En general, la influencia 
de la cubierta vegetal, los aerosoles atmosféricos, la precipitación o los períodos de sequía 
son factores que también afectan a los valores de DTR. Este hallazgo puede tener un gran 
impacto en los modelos para la estimación de la radiación solar o evapotranspiración de 
referencia basados en medidas de temperatura, ya que mejorarían la calibración regional 
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de sus ecuaciones utilizando parámetros de caracterización multifractal en lugar de la 
parametrización convencional.  
En este sentido, las estaciones con un comportamiento multifractal similar podrían 
agruparse para mejorar la precisión de los coeficientes de calibración utilizados por estos 
modelos, ya que solo suelen considerar características geográficas. En una región árida o 
semiárida como el sur de España, la mejora en la estimación de los valores de 
evapotranspiración de referencia, necesarios para el cálculo de las demandas de agua del 
cultivo, es crucial para la optimización de la gestión de recursos tan limitados como el 
recurso hídrico. Lo mismo ocurre con la radiación solar, como variable extremadamente 
importante en regiones como esta, por ejemplo, en el área de la energía donde destacan 
por su muy alto potencial en el desarrollo de energía solar renovable. 
También se obtuvo información de gran importancia sobre la serie de datos DTR y su 
distribución geográfica a partir del espectro multifractal. Aquellos espectros 
multifractales que mostraban una forma redonda y ancha, eran característicos de 
estaciones con alta variabilidad en sus datos de DTR, situados en áreas interiores. La 
complejidad de los conjuntos de datos de estas áreas también fue descrita por los valores 
obtenidos para su grado multifractal, más alto que los obtenidos en ubicaciones costeras. 
Dado que proporcionan información sobre los procesos DTR que la estadística 
convencional no puede describir, todos los parámetros multifractales obtenidos en este 
trabajo pueden ser muy útiles como variables de entrada en muchos estudios de 
simulación, como los relacionados con el cambio climático, la hidrología, los modelos de 
cultivos, o la cuantificación regional del clima, entre otros. 
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5.3. Análisis regional de frecuencias del rango térmico en Andalucía  
5.3.1. Regionalización de las series de DTR diario 
El ARF se ha llevado a cabo de acuerdo con la metodología descrita en el apartado 3.3. 
Para ello, en primer lugar, se han calculado los cinco primeros momentos lineales, así 
como los coeficientes lineales de variación, sesgo y curtosis para todas las series de DTR 
existentes (Tabla 5.5). 
Tabla 5.5. Valores de los Momentos-L para la variable DTR diario de las estaciones analizadas en 
Andalucía. 
ID L1 (µ) L2 (σ) L2/L1 (Cv) L3 (Cs) L4 (Ck) L5 (λ5) 
1 5,41 0,9959 0,1841 0,0510 0,1820 0,0358 
2 7,07 1,1842 0,1675 0,0452 0,1212 0,0219 
3 8,72 1,2940 0,1484 0,0211 0,1375 0,0136 
4 7,82 1,4255 0,1823 0,0198 0,1075 0,0160 
5 6,67 1,5694 0,2353 0,0494 0,1121 0,0272 
6 10,46 2,5145 0,2404 0,0750 0,1388 0,0272 
7 12,51 2,2155 0,1771 -0,0589 0,1155 0,0005 
8 8,55 1,4210 0,1662 0,0307 0,1572 0,0115 
9 9,69 1,9980 0,2062 -0,0045 0,0982 0,0076 
10 9,22 1,7305 0,1877 0,0150 0,1336 0,0060 
11 9,94 1,7494 0,1760 -0,0016 0,1340 0,0041 
12 9,34 2,7693 0,2965 0,0676 0,0511 0,0251 
13 7,35 1,9381 0,2637 -0,0260 0,0414 0,0555 
14 13,09 2,5329 0,1935 -0,0444 0,1120 0,0129 
15 13,74 2,5378 0,1847 -0,0600 0,1043 0,0003 
16 12,36 2,8762 0,2327 -0,0100 0,0593 0,0056 
17 10,66 2,4795 0,2326 0,0616 0,0678 -0,0036 
18 12,07 2,4019 0,1990 -0,0502 0,0914 0,0046 
19 10,50 1,2170 0,1159 0,0773 0,1614 0,0202 
20 7,47 1,9295 0,2583 0,0806 0,1209 0,0281 
21 6,22 1,4654 0,2356 0,1333 0,0990 0,0229 
22 11,06 2,3657 0,2139 0,0149 0,1004 0,0143 
23 10,18 2,0849 0,2048 0,0651 0,0907 0,0239 
24 9,03 2,1121 0,2339 0,0208 0,0904 0,0219 
25 12,21 2,3211 0,1901 0,0113 0,1084 0,0030 
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ID L1 (µ) L2 (σ) L2/L1 (Cv) L3 (Cs) L4 (Ck) L5 (λ5) 
26 12,37 2,4431 0,1975 -0,0024 0,0829 0,0035 
27 10,26 2,2767 0,2219 0,0603 0,1142 0,0128 
28 10,66 2,4337 0,2283 0,0323 0,1004 0,0139 
29 11,96 2,3717 0,1983 -0,0035 0,0908 0,0071 
30 12,44 2,5987 0,2089 -0,0003 0,0988 0,0045 
31 9,97 2,0488 0,2055 0,0473 0,0631 0,0156 
32 7,68 1,5821 0,2060 0,0778 0,1006 0,0238 
33 5,04 1,3744 0,2727 0,1118 0,0982 0,0350 
34 12,77 2,6076 0,2042 0,0681 0,0962 0,0141 
35 9,48 2,3245 0,2452 0,0070 0,0812 0,0077 
36 13,61 2,6567 0,1952 0,0088 0,1012 0,0083 
37 15,87 3,0661 0,1932 -0,0687 0,1023 0,0067 
38 11,29 2,2986 0,2036 -0,0127 0,0925 0,0021 
39 15,81 3,1889 0,2017 -0,0360 0,0854 0,0081 
40 14,03 2,8691 0,2045 -0,0480 0,0657 0,0062 
41 14,25 2,8643 0,2010 -0,0340 0,0844 -0,0097 
42 13,12 2,6345 0,2008 -0,0489 0,0883 0,0086 
43 12,88 2,4949 0,1937 -0,0872 0,0750 0,0045 
44 14,15 2,7168 0,1920 -0,0582 0,0898 0,0084 
45 12,46 2,7063 0,2172 -0,0066 0,0762 -0,0039 
46 13,17 2,6656 0,2024 -0,0539 0,0661 -0,0049 
47 13,39 2,7557 0,2058 -0,0653 0,0589 0,0051 
48 14,77 2,9673 0,2009 -0,0285 0,0903 -0,0016 
49 15,74 3,0158 0,1916 -0,0483 0,0776 -0,0029 
50 12,53 2,4459 0,1952 -0,0205 0,1017 0,0007 
51 14,26 2,6780 0,1878 -0,0865 0,0845 0,0018 
52 12,04 2,4273 0,2016 -0,0366 0,0713 0,0018 
53 13,71 2,2855 0,1667 -0,0648 0,1073 -0,0062 
54 15,77 3,2234 0,2044 -0,0667 0,0658 0,0024 
55 13,28 2,6680 0,2009 -0,0014 0,0815 -0,0049 
56 13,91 2,8905 0,2078 -0,0408 0,1052 0,0123 
57 16,08 3,2916 0,2047 -0,0633 0,0736 -0,0001 
58 10,68 2,2236 0,2082 -0,034 0,0851 0,0089 
59 10,91 2,4078 0,2207 -0,0162 0,0721 0,0078 
60 11,72 2,1811 0,1861 -0,0743 0,0880 0,0115 
61 13,97 2,7730 0,1985 -0,0965 0,0720 0,0077 
APLICACIÓN Y RESULTADOS 
63 
ID L1 (µ) L2 (σ) L2/L1 (Cv) L3 (Cs) L4 (Ck) L5 (λ5) 
62 11,22 2,2530 0,2008 -0,0749 0,0702 -0,0128 
63 13,23 2,8074 0,2122 -0,0058 0,1214 0,0453 
64 15,02 2,6976 0,1796 -0,0543 0,1096 -0,0135 
65 12,40 2,5854 0,2085 -0,0942 0,0875 0,0140 
66 13,81 2,8656 0,2075 -0,0861 0,0699 0,0075 
67 16,23 3,3028 0,2035 -0,0892 0,0701 0,0058 
68 15,26 2,8490 0,1867 -0,0950 0,0668 0,0067 
69 13,21 2,4055 0,1821 -0,0994 0,0647 0,0093 
70 11,78 2,2440 0,1905 -0,0583 0,0697 0,0088 
71 13,80 2,5999 0,1884 -0,0185 0,1089 0,0121 
72 13,59 2,4584 0,1809 -0,0694 0,0925 0,0030 
73 14,35 2,9776 0,2075 0,0211 0,0833 0,0072 
74 11,71 2,3092 0,1972 -0,0448 0,0824 -0,0045 
75 13,66 2,9519 0,2161 -0,0580 0,0720 0,0063 
76 11,75 1,9480 0,1658 -0,0699 0,1317 0,0002 
77 10,81 1,8388 0,1701 0,0308 0,1552 0,0018 
78 13,72 2,6027 0,1897 -0,0293 0,0967 0,0120 
79 15,08 3,2226 0,2137 -0,0530 0,0730 0,0107 
80 8,04 1,3563 0,1687 0,1030 0,1318 0,0261 
81 11,53 2,2991 0,1994 -0,0291 0,0895 0,0043 
82 12,19 2,6355 0,2162 0,0154 0,0857 0,0121 
83 14,28 2,5704 0,1800 0,0028 0,1201 0,0070 
84 15,51 3,1361 0,2022 -0,0402 0,0866 -0,0035 
85 14,66 3,0156 0,2057 -0,0148 0,0875 -0,0014 
86 11,88 2,7134 0,2284 0,0198 0,0899 0,0030 
87 11,63 2,7679 0,2380 0,0436 0,0888 0,0045 
88 13,49 2,2879 0,1696 -0,0749 0,1006 0,0039 
89 10,67 2,5107 0,2353 0,0623 0,1058 0,0152 
90 11,13 3,0819 0,2769 0,0718 0,0873 0,0208 
91 15,53 3,0827 0,1985 -0,0408 0,0916 0,0016 
92 14,08 4,0339 0,2865 0,0870 0,0603 0,0163 
93 13,07 2,8375 0,2171 0,0059 0,0763 -0,0008 
94 12,07 2,6783 0,2219 -0,0035 0,0850 0,0046 
95 13,94 2,6305 0,1887 0,0008 0,0827 -0,0082 
96 12,60 2,6145 0,2075 0,0170 0,1053 0,0133 
97 13,62 3,1639 0,2323 -0,0330 0,0605 0,0077 
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ID L1 (µ) L2 (σ) L2/L1 (Cv) L3 (Cs) L4 (Ck) L5 (λ5) 
98 12,50 2,4125 0,1930 -0,0532 0,0870 -0,0039 
99 11,22 2,0409 0,1819 -0,0117 0,1015 0,0143 
100 11,52 2,0494 0,1779 -0,0284 0,0983 0,0006 
101 9,40 1,8120 0,1928 0,0067 0,1088 0,0142 
102 10,76 1,8367 0,1707 -0,0308 0,1250 0,0064 
103 12,60 2,7560 0,2183 0,0628 0,1100 0,0166 
104 13,27 2,9632 0,2233 0,0065 0,0696 -0,0047 
105 10,80 2,3479 0,2174 -0,0291 0,1205 0,0162 
106 12,48 2,5784 0,2066 -0,0037 0,0878 -0,0072 
107 10,80 2,3080 0,2137 0,0330 0,0965 0,0100 
108 12,63 2,6574 0,2104 -0,0101 0,0925 -0,0061 
109 12,34 2,4557 0,1990 -0,0144 0,1014 0,0074 
110 12,92 2,6770 0,2072 -0,0256 0,0852 0,0037 
111 11,02 2,1247 0,1928 0,0188 0,1267 0,0013 
112 12,03 2,2953 0,1908 -0,0172 0,0993 0,0072 
113 11,62 2,7934 0,2404 0,0355 0,0824 0,0069 
114 12,19 2,3015 0,1888 -0,0421 0,0795 -0,0057 
115 10,50 2,4906 0,2372 0,0315 0,0994 0,0225 
116 12,33 2,4117 0,1956 -0,0915 0,0775 0,0050 
117 14,71 3,0700 0,2087 -0,0664 0,0749 0,0111 
118 11,38 2,8496 0,2504 -0,0034 0,0620 0,0120 
119 12,36 2,5078 0,2029 0,0581 0,0899 -0,0039 
120 11,62 2,3984 0,2064 0,0264 0,1042 0,0129 
121 11,07 2,4708 0,2232 -0,0279 0,0825 0,0144 
122 11,26 2,6506 0,2354 0,0262 0,0900 0,0201 
123 10,34 2,9242 0,2828 0,0036 0,0780 0,0271 
124 9,88 2,4522 0,2482 0,0381 0,1099 0,0237 
125 9,12 1,7775 0,1949 0,0053 0,0725 0,0170 
126 14,06 2,8176 0,2004 -0,0651 0,0904 0,0010 
127 12,00 2,4060 0,2005 -0,0334 0,0701 -0,0050 
128 14,43 2,9812 0,2066 -0,0473 0,0762 0,0001 
129 11,28 2,2346 0,1981 -0,0337 0,1077 0,0135 
130 13,22 2,5501 0,1929 -0,0358 0,0982 0,0079 
131 12,97 3,1867 0,2457 -0,0224 0,0575 0,0105 
132 15,38 3,4897 0,2269 0,0067 0,0467 0,0053 
133 12,89 3,1026 0,2407 -0,0416 0,0424 0,0041 
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ID L1 (µ) L2 (σ) L2/L1 (Cv) L3 (Cs) L4 (Ck) L5 (λ5) 
134 11,74 2,8012 0,2386 -0,0217 0,0535 0,0063 
135 11,63 2,6202 0,2253 0,0250 0,0978 0,0190 
136 11,07 2,5848 0,2335 -0,0063 0,0888 0,0145 
137 8,65 2,0206 0,2336 0,0312 0,0598 0,0014 
138 13,40 3,1302 0,2336 -0,0388 0,0748 0,0076 
139 13,64 2,7730 0,2033 0,0253 0,1504 0,0167 
140 11,97 2,6741 0,2234 0,0388 0,0803 -0,0021 
141 13,72 2,5821 0,1882 -0,0776 0,0895 0,0000 
142 10,22 2,2985 0,2249 -0,0171 0,0802 0,0290 
143 7,99 1,3064 0,1635 0,0138 0,1635 0,0215 
144 12,07 1,9288 0,1598 0,0016 0,1193 -0,0110 
145 8,29 1,8205 0,2196 -0,0185 0,0919 0,0149 
146 11,41 2,0584 0,1804 -0,0663 0,1070 -0,0027 
147 13,38 2,9142 0,2178 -0,0092 0,0978 0,0015 
148 16,01 2,5120 0,1569 -0,0721 0,1222 -0,0087 
149 11,85 2,1472 0,1812 -0,0665 0,1255 -0,0016 
150 11,92 2,7297 0,2290 0,0787 0,1507 0,0409 
151 11,28 3,0174 0,2675 0,0652 0,0775 0,0136 
152 9,55 1,7286 0,1810 0,0343 0,1392 0,0179 
153 10,40 1,8533 0,1782 0,0175 0,1505 0,0095 
154 7,21 1,4269 0,1979 0,1032 0,1516 0,0401 
155 9,32 1,8444 0,1979 0,0397 0,1501 0,0318 
156 8,69 2,3480 0,2702 0,0883 0,1023 0,0270 
157 10,83 2,2754 0,2101 0,0361 0,1636 0,0314 
158 8,05 1,6132 0,2004 -0,0036 0,1156 0,0179 
159 6,97 1,4198 0,2037 0,0307 0,1349 0,0220 
160 10,28 2,3428 0,2279 0,0292 0,1112 0,0193 
161 11,83 1,8135 0,1533 0,0692 0,1481 -0,0007 
162 7,95 1,9676 0,2475 0,0311 0,0901 0,0395 
163 9,92 2,1110 0,2128 0,0407 0,1070 0,0147 
164 8,46 1,3942 0,1648 0,0146 0,1397 0,0242 
165 10,28 1,9851 0,1931 0,0373 0,1605 0,0313 
166 14,33 2,6081 0,1820 -0,0605 0,0856 -0,0060 
167 13,83 3,2044 0,2317 0,0458 0,0945 0,0068 
168 13,23 2,5693 0,1942 -0,0112 0,1065 0,0011 
169 14,50 3,1973 0,2205 -0,0606 0,0954 -0,0090 
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ID L1 (µ) L2 (σ) L2/L1 (Cv) L3 (Cs) L4 (Ck) L5 (λ5) 
170 14,55 2,7907 0,1918 -0,0262 0,0912 -0,0082 
171 12,81 2,4211 0,1890 -0,0140 0,0820 0,0008 
172 12,62 2,5846 0,2048 -0,0316 0,0837 -0,0017 
173 14,60 2,6484 0,1814 -0,0635 0,0835 -0,0012 
174 15,08 2,9994 0,1989 -0,0671 0,0791 -0,0027 
175 12,18 2,3252 0,1909 -0,0337 0,0932 -0,0099 
176 14,84 2,5703 0,1732 -0,0652 0,0877 -0,0050 
177 13,59 2,6093 0,1920 -0,0303 0,0866 -0,0029 
178 13,77 2,6452 0,1921 -0,0201 0,0984 -0,0088 
179 12,04 2,5344 0,2105 0,0231 0,1081 0,0144 
180 13,12 2,6725 0,2037 -0,0247 0,0953 0,0090 
181 12,41 2,5391 0,2046 -0,0329 0,0890 -0,0037 
182 13,59 2,5481 0,1875 -0,0310 0,0927 -0,0096 
183 13,03 2,4822 0,1905 -0,0059 0,1159 0,0063 
184 13,51 2,6290 0,1946 -0,0287 0,0738 -0,0007 
185 13,29 2,6474 0,1992 -0,0598 0,0794 -0,0019 
186 12,12 2,2289 0,1839 -0,0285 0,0896 -0,0093 
187 12,84 2,4075 0,1875 -0,0224 0,0860 0,0015 
188 12,39 2,3925 0,1931 -0,0096 0,0774 0,0001 
189 13,54 2,5483 0,1882 -0,0245 0,0872 -0,0039 
190 14,24 2,8694 0,2015 -0,0513 0,0971 0,0024 
191 14,00 3,0100 0,2150 -0,0497 0,0811 -0,0029 
192 13,66 2,7867 0,2040 -0,0409 0,0874 0,0021 
Una vez calculados los Momentos-L y sus ratios, caracterizando así cada serie de datos 
validada de DTR, se procedió a aplicar los test de discordancia y de heterogeneidad, y se 
analizó la posibilidad de que todas las estaciones formaran una única región homogénea, 
inicialmente compuesta por las 192 estaciones meteorológicas. Para valorar la 
discordancia, el valor crítico para regiones con más de 15 lugares es 3, de acuerdo con el 
valor propuesto por Hosking y Wallis, (1997). Tras la primera aplicación, 12 estaciones 
no superaron la prueba de discordancia, Félix (Di = 4,26), Faro de Adra (Di = 4,25) y Vera 
(Di = 7,93) en Almería, Cádiz Obs (Di = 3,66), Rota B.N. (Di = 3,53) y Tarifa (Di = 3,23) 
en Cádiz, Salobreña - Guadalfeo (Di = 4,47) en Granada, Cabeza Rubias (Di = 3,79) en 
Huelva, Cazorla – Navas de San Pedro (Di = 4,06) en Jaén, y Málaga – Vivero (Di = 3,83), 
Colmenar – Torrijos (Di = 3,03) y Pantano del Agujero (Di = 3,50) en Málaga, por tanto, 
se consideraron discordantes con el resto de las estaciones, por lo que fueron eliminadas 
del conjunto. De acuerdo con el procedimiento se repitió de nuevo el test de discordancia 
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con las estaciones restantes. Tras aplicar de nuevo el test de discordancia, se obtuvo un 
valor superior a tres en 10 estaciones más, Chirivel (Di = 3,59), Los Gallardos (Di = 3,12), 
Aeropuerto (Di = 3,48) y Almería (Di = 3,10) en Almería, Algeciras (Di = 3,74) en Cádiz, 
Aroche – El Vínculo (Di = 3,85) en Huelva, Málaga – Las Contadoras (Di = 3,79), Málaga 
Ciudad (Di = 3,37), Vélez – Málaga (Di = 3,06) y Algarrobo – La Mayora (Di = 3,18) en 
Málaga (Figura 5.10).  
 
Figura 5.10. Estaciones discordantes de DTR para la región formada por las 192 estaciones en los dos 
primeros análisis de discordancia. 
Se puede observar que la localización de las estaciones discordantes, en general, están en 
zonas con influencia costera. Las zonas costeras presentan un comportamiento distinto 
para ciertas variables meteorológicas, y en especial, para aquellas dependientes de la 
temperatura. Las temperaturas máximas y mínimas son más extremas en las zonas 
continentales que sus iguales de las zonas costeras, lo que se traduce en valores superiores 
para la variable DTR. La continentalidad y la influencia oceánica, junto con otras 
variables, son factores claves en la caracterización del clima de una región (Vicente-
Serrano et al., 2011, Fernandez-Montes et al., 2014). 
El análisis de discordancia y posterior eliminación de estaciones discordantes se repitió 
en 11 ocasiones más, descartándose 26 estaciones discordantes más, lo que supuso un 
total de 48 estaciones discordantes (Figura 5.11). 
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Figura 5.11. Estaciones discordantes en Andalucía para la variable DTR diario para una única región de 
192 estaciones. 
Como se puede observar, de nuevo, el grueso de las estaciones discordantes se ubicó en 
las provincias con influencia marítima. Aun así, se localizaron otras estaciones 
discordantes donde la influencia marítima es menor o nula, como aquellas estaciones 
localizadas en la provincia de Jaén, pero que aun así han sido marcadas como 
discordantes. De acuerdo con Dai et al. (1999), existen varios factores que pueden dar 
lugar a distintos comportamientos de la variable DTR, estos factores son, una mayor 
concentración del vapor de agua en la superficie (lo que originaría una reducción de la 
radiación incidente al ser absorbida parte de ésta por las partículas de agua), las 
variaciones diurnas de la dirección del viento en la superficie (lo que puede afectar al 
DTR por la advección de las masas de aire con distintas temperatura y humedad), los 
cambios en el uso del suelo, la presencia de embalses y presas, la nubosidad, la 
precipitación (aunque en menor medida y principalmente por cambios en la humedad del 
suelo) y la humedad de suelo, pudiendo tener estos tres últimos factores un impacto de 
reducción del DTR hasta en un 50%. Otros autores como Durre y Wallace (2001) y Sun 
et al. (2006) también hablan sobre el efecto de la evapotranspiración (ET) sobre el DTR, 
con una relación inversa, es decir, para un aumento de la ET se produce una disminución 
del DTR. 
Aquellas estaciones no costeras marcadas como discordantes, en general, cumplen con 
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estaciones discordantes de la provincia de Jaén, que como se puede apreciar, algunas se 
encuentran dentro del Parque Natural Sierras de Cazorla, Segura y las Villas, donde se 
presume una mayor humedad ambiental y del suelo, una mayor ET y la presencia de 
vientos diurnos entre otros fenómenos. Otra de las estaciones se encuentra rodeada de tres 
embalses, el embalse de Giribailén, embalse de Guadalén y embalse de la Fernandina. En 
la provincia de Sevilla, la estación discordante se encuentra en la zona de cultivo de arroz, 
y en el norte de Huelva, las estaciones se encuentran entre el Parque Natural Sierra de 
Aracena y Picos de Aroche y el Paraje Natural Sierra Pelada y Rivera del Aserrador, es 
decir, en terreno forestal. 
 
Figura 5.12. Estaciones discordantes en Andalucía para la variable DTR sobre el mapa de usos y 
cobertura de suelo. 
Tras descartar las 48 estaciones discordantes, se calculó el estadístico de heterogeneidad 
(H). Según la metodología aplicada, dependiendo del valor que se obtenga, la región se 
considerará homogénea o heterogénea. Los resultados obtenidos de la aplicación del test 
fueron 200,43, 188,03 y 170,26, correspondientes a H1, H2 y H3, respectivamente. Los 
tres valores de H fueron superiores a 2, por tanto, Andalucía no puede ser considerada 
homogénea para la variable DTR. De acuerdo con Hosking y Wallis (1997), la región 
debe de ser considerada como “definitivamente heterogénea”. 
Dado que Andalucía no se comportó como una región homogénea para la variable DTR, 
se procedió a analizar subconjuntos de estaciones, agrupadas mediante análisis clúster, 
con algunos de los parámetros obtenidos de ambos análisis multifractales llevados a cabo 
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previamente como variables de agrupamiento. Del formalismo multifractal de turbulencia 
se utilizó el valor del 𝛾𝑚𝑎𝑥 (valor del mayor orden de singularidad presente en la muestra) 
y espectro multifractal, los valores del D1 (medida del grado de heterogeneidad de los 
datos), D2 y del grado de multifractalidad (MD). 
Los análisis llevados a cabo a partir de estos parámetros multifractales fueron realizados 
de manera independiente en función del formalismo, siendo los resultados los que se 
describen a continuación. 
Para el conjunto de parámetros multifractales D1, D2 y MD, la región completa compuesta 
por las 192 estaciones meteorológicas, se dividió en dos subregiones, la más pequeña 
compuesta por 31 estaciones y la de mayor tamaño por las 161 restantes. La región 
formada por las 31 estaciones fue analizada mediante el test de discordancia, no 
encontrándose estaciones discordantes en la región, siendo el valor de los H estadísticos 
H1, H2 y H3, 109,49, 98,41 y 98,80 respectivamente. En todos los casos, los valores 
superan dos, por lo que la región de estudio se consideró completamente heterogénea. 
Aunque los tres parámetros informen sobre la homogeneidad o heterogeneidad de la 
región, como se comentó en el apartado de los fundamentos teóricos (apartado 3.3), el 
estadístico H1 es considerado el más discriminante. A la región formada por las 161 
estaciones también se le aplicó el test de discordancia. En el primer análisis se obtuvieron 
un total de 8 estaciones discordantes, Faro de Adra (Di = 4,92) y Vera (Di = 8,44) en 
Almería, Cádiz Obs (Di = 4,49), Rota B.N. (Di = 3,84), Tarifa (Di = 6,00), y Algeciras (Di 
= 5,19) en Cádiz, Salobreña - Guadalfeo (Di = 4,13) en Granada, y Pantano del Agujero 
(Di = 3,34) en Málaga, las cuales coinciden casi en su totalidad con las discordantes del 
análisis de las 192 estaciones. Estas estaciones fueron eliminadas de esta región y el 
procedimiento volvió a repetirse con las 153 estaciones restantes, obteniéndose de nuevo 
6 estaciones discordantes, Almería (Di = 3,02), Aeropuerto de Almería (Di = 3,70), 
Moguer – Sur Hortícola (Di = 3,29), Málaga Ciudad (Di = 3,55), Vélez – Málaga (Di = 
3,55) y Algarrobo – La Mayora (Di = 3,22) en Málaga, de nuevo las estaciones 
discordantes están localizadas en zonas con influencia costera (Figura 5.13).  
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Figura 5.13. Estaciones discordantes en de DTR para D1, D2 y MD. 
Las seis estaciones fueron eliminadas y se repitió el procedimiento en 8 ocasiones más 
debido a la presencia de estaciones discordantes, siendo eliminadas en total 35 estaciones. 
La última iteración fue realizada con 126 estaciones meteorológicas, no obteniéndose 
ninguna estación discordante, para el cual se obtuvo un valor de H1 igual a 148,05, por lo 
que esta región también fue considerada definitivamente heterogénea. 
Dado que dos subregiones no fueron suficientes para dividir Andalucía en regiones 
homogéneas, se procedió a realizar una tercera división. El análisis clúster dividió por 
tanto la región en tres subregiones, con 21, 57 y 114 estaciones. En la subregión más 
pequeña no se detectaron estaciones discordantes tras la aplicación del test, aun así, el 
valor del estadístico H1 fue de 91,8, muy superior a dos y por tanto la subregión debía de 
ser considerada heterogénea. La siguiente subregión por número de estaciones (57 
estaciones) detectó en el primer análisis de discordancia un total de 2 estaciones, que de 
acuerdo con procedimiento fueron descartadas, y se volvió a aplicar el test, el cual de 
nuevo detectó 1 estación discordante más. El procedimiento se repitió una vez más hasta 
obtener una subregión con 50 estaciones, siendo el valor del estadístico H1 =102,48, y por 
tanto la segunda subregión también se consideró heterogénea. Por último, la subregión de 
114 estaciones fue analizada. La prueba de discordancia detectó en el primer análisis 8 
estaciones discordantes, que fueron descartadas de la subregión, volviéndose a aplicar el 
test 4 veces más, descartándose en total 17 estaciones, y obteniéndose un valor de 114,83 
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para el estadístico H1 del test de heterogeneidad, declarando a la subregión resultante 
como definitivamente heterogénea para la variable DTR. El análisis clúster se repitió de 
nuevo dividiendo la región inicial en cuatro subregiones, de 19, 37, 55, y 81 estaciones 
cada una. Los test de discordancia y heterogeneidad fueron aplicados alternativamente, 
una vez descartadas todas las estaciones discordantes, el resultado fue que todas las 
subregiones fueron definitivamente heterogéneas, es decir, valores del estadístico H1 
superior a dos. 
El procedimiento se repitió 16 veces más, hasta dividir la región original en 20 
subregiones. La última división formó subregiones con 4, 4, 6, 6, 7, 8, 8, 9, 10, 10, 10, 
11, 11, 12, 12, 12, 12, 13, 13, 14 estaciones. A todas las subregiones se le aplicó tanto el 
test de discordancia como el de heterogeneidad una vez eliminadas las discordantes, 
siendo en todos los casos el valor del estadístico H1 superior a dos. Como se puede 
observar, el número de estaciones en algunas de las subregiones era muy bajo, tanto que 
la mejora que pudiera lograr la aplicación del ARF fuese baja, siendo quizás en ese caso 
más interesante otros análisis como el análisis local de frecuencias (ALF). 
Posteriormente se repitió el mismo análisis, pero con la variable multifractal 𝛾𝑚𝑎𝑥 
(formalismo multifractal de turbulencia) como variable de agrupación en el análisis 
clúster. Al igual que en el caso anterior, la región inicial, compuesta por 192 estaciones, 
se dividió en dos subregiones de 15 y 177 estaciones. La región de 15 estaciones fue 
analizada mediante el test de discordancia y heterogeneidad, no obteniéndose ninguna 
estación discordante, y un valor de H1 de 75,53, siendo por tanto la región formada por 
las 15 estaciones heterogéneas. El análisis se realizó igualmente en la región de 177 
estaciones, obteniéndose 10 estaciones discordantes en el primer análisis, Félix (Di = 
4,25), Vera (Di = 8,88) y Chirivel (Di = 3,08) en Almería, Tarifa (Di = 3,39) en Cádiz, 
Salobreña – Guadalfeo (Di = 5,36) en Granada, Cabeza Rubias (Di = 3,88) en Huelva, 
Cazorla – Navas de San Pedro (Di = 4,07) en Jaén, Málaga vivero (Di = 4,31), Colmenar 
– Torrijos (Di = 3,39) y Pantano Agujero (Di = 4,08) en Málaga. Tras eliminar estas 
estaciones, se volvió a evaluar la región, detectándose 9 estaciones discordantes más, La 
Mojonera (Di = 3,17), Aeropuerto (Di = 4,05) y Los Gallardos (Di = 3,21) en Almería, 
Algeciras (Di = 4,18) en Cádiz, Aroche – El Vínculo (Di = 4,06) en Huelva, Vilches – 
Guadalén del Caudillo (Di = 3,04) en Jaén, y Málaga – Las Contadoras (Di = 4,11), Vélez 
Málaga (Di = 3,51) y Algarrobo – La Mayora (Di = 3,54) en Málaga. Como se puede 
apreciar, las estaciones discordantes detectadas en este análisis presentan de nuevo una 
tendencia de localización a las zonas costeras (Figura 5.14).  
APLICACIÓN Y RESULTADOS 
73 
 
Figura 5.14. Estaciones discordantes del clúster formado mediante la variable 𝜸𝒎𝒂𝒙. 
Una vez eliminadas las estaciones discordantes se repitió hasta en ocho ocasiones más la 
aplicación del test, eliminando de la región inicial 39 estaciones, obteniéndose en el 
último análisis un valor de 195,53 para el H1, siendo por tanto la región heterogénea. El 
análisis se repitió en 5 ocasiones más, dividiendo la región en 7 subregiones formadas por 
3, 10, 12, 19, 32, 51 y 65. En todos los casos, tras eliminar las estaciones discordantes, 
las subregiones fueron valoradas como definitivamente heterogéneas, con valores del 
estadístico H1 superior a 40. 
Por tanto, de acuerdo con el análisis regional de frecuencias realizado, la región de 
Andalucía no se puede zonificar en base a la variable DTR diario en subregiones 
homogéneas. 
5.3.2. Regionalización de las series de DTR máximo anual 
En base a los resultados anteriores, se procedió a analizar la variable DTR máxima anual. 
En la Tabla 5.6 se presentan los valores de los cinco primeros momentos lineales, así 
como los coeficientes lineales de variación, sesgo y curtosis para todas las series de DTR 
máxima anual analizadas. 
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Tabla 5.6. Valores de los Momentos-L de la variable DTR máximo anual de las estaciones 
analizadas en Andalucía. 
ID L1 (µ) L2 (σ) L2/L1 (Cv) L3 (Cs) L4 (Ck) L5 (λ5) 
1 12,91 1,0560 0,0818 0,1912 0,0335 -0,0066 
2 14,17 0,7595 0,0536 0,1584 0,2030 0,0357 
3 16,65 1,1122 0,0668 0,2131 0,2106 0,1264 
4 15,26 0,9522 0,0624 0,1510 0,1159 0,0151 
5 15,50 0,8386 0,0541 0,0437 0,0352 0,1392 
6 19,38 2,1706 0,1120 -0,0147 0,1165 -0,0570 
7 21,91 1,1262 0,0514 -0,1708 0,2448 -0,0336 
8 16,81 0,9716 0,0578 0,1588 0,1443 0,1114 
9 17,23 2,0607 0,1196 0,1315 0,0934 0,0625 
10 18,11 1,4198 0,0784 0,0666 0,1555 0,0056 
11 18,68 1,3020 0,0697 0,0540 0,1514 0,0032 
12 18,52 2,7873 0,1505 -0,1587 0,0278 0,0844 
13 13,03 2,7832 0,2136 -0,0955 0,0764 0,1361 
14 24,54 1,1534 0,0470 -0,0414 0,1353 0,2139 
15 24,03 2,1026 0,0875 0,0550 0,1063 0,0305 
16 22,80 2,0132 0,0883 -0,0223 0,1792 -0,0053 
17 20,12 1,7464 0,0868 -0,1357 0,2269 -0,0083 
18 21,80 1,0944 0,0502 -0,0031 0,1839 0,0161 
19 18,96 1,4770 0,0779 0,0223 0,1734 0,0570 
20 17,58 1,2728 0,0724 0,1331 0,2225 0,0272 
21 14,86 1,0253 0,0690 0,2459 0,2277 0,0083 
22 22,68 1,0229 0,0451 0,2067 0,2099 0,0579 
23 20,60 1,0238 0,0497 0,0010 0,2363 -0,1431 
24 18,08 1,6616 0,0919 -0,0070 0,2633 0,0749 
25 22,91 1,0562 0,0461 0,0379 0,1748 0,1011 
26 23,23 1,0825 0,0466 0,3370 0,2602 0,1502 
27 20,74 1,6343 0,0788 -0,1906 0,1463 0,0242 
28 21,88 1,3981 0,0639 -0,1655 0,3237 -0,2760 
29 21,20 1,3462 0,0635 -0,1844 0,4712 -0,0291 
30 23,88 1,2680 0,0531 -0,0058 0,1810 0,0120 
31 19,31 0,6218 0,0322 0,0249 0,1739 -0,0424 
32 16,73 1,0557 0,0631 0,2504 0,2404 0,1356 
33 12,10 1,6601 0,1372 0,1338 0,1152 0,0739 
34 23,38 2,3567 0,1008 0,0698 0,2136 -0,0660 
35 19,64 1,5535 0,0791 -0,0351 0,0444 -0,0421 
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ID L1 (µ) L2 (σ) L2/L1 (Cv) L3 (Cs) L4 (Ck) L5 (λ5) 
36 23,79 2,1363 0,0898 -0,0323 0,0922 -0,1106 
37 27,35 1,1241 0,0411 0,1913 -0,0346 -0,1361 
38 20,68 1,5034 0,0727 -0,1986 0,2535 -0,2912 
39 28,16 1,4981 0,0532 -0,1328 0,0401 -0,0086 
40 24,78 0,8797 0,0355 0,1261 0,1468 0,0747 
41 24,88 1,2863 0,0517 -0,1153 0,1828 -0,0249 
42 23,11 1,3334 0,0577 0,0203 0,1570 -0,0086 
43 21,85 0,7407 0,0339 0,0212 0,1307 -0,0952 
44 24,35 1,3904 0,0571 -0,0877 0,0960 -0,0464 
45 22,66 1,7675 0,0780 -0,1347 0,2453 -0,0100 
46 23,02 0,5732 0,0249 0,1448 0,2900 0,1676 
47 23,68 0,7459 0,0315 0,1157 0,0956 -0,0410 
48 25,76 1,2107 0,0470 0,0619 0,0671 -0,0590 
49 27,11 0,9434 0,0348 0,0048 -0,0068 -0,0018 
50 22,29 1,6829 0,0755 0,0080 0,3215 -0,1248 
51 24,61 0,9032 0,0367 0,1022 0,1354 0,0333 
52 21,56 1,3992 0,0649 0,0290 0,2410 -0,1181 
53 22,57 1,4264 0,0632 -0,0562 0,3306 0,0035 
54 27,36 0,8755 0,0320 0,0052 0,0307 -0,0071 
55 23,16 1,4267 0,0616 -0,1202 0,1999 -0,1109 
56 24,84 2,4616 0,0991 0,2342 0,1923 0,0957 
57 27,57 1,1138 0,0404 0,0761 0,0671 -0,0117 
58 19,53 1,1796 0,0604 0,0918 0,1650 0,0060 
59 20,61 1,2655 0,0614 0,1373 0,2223 -0,0333 
60 19,75 1,0981 0,0556 0,3503 0,1402 0,0689 
61 23,47 1,5373 0,0655 0,0248 0,2492 -0,2858 
62 19,37 0,6896 0,0356 0,2856 0,3993 0,2569 
63 23,27 2,0175 0,0867 0,1704 0,3076 0,0312 
64 25,84 1,0569 0,0409 -0,2275 0,1228 -0,0875 
65 21,72 1,1360 0,0523 0,1988 0,1117 0,0919 
66 24,72 1,3967 0,0565 -0,0374 0,2889 -0,1683 
67 27,74 1,0597 0,0382 0,0259 0,1764 -0,0015 
68 25,37 0,5937 0,0234 0,0080 0,1151 0,0780 
69 22,04 0,6590 0,0299 0,1033 0,1033 0,0116 
70 19,61 1,6041 0,0818 0,1289 0,2203 -0,0581 
71 24,02 1,7751 0,0739 0,1020 0,1412 0,0143 
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ID L1 (µ) L2 (σ) L2/L1 (Cv) L3 (Cs) L4 (Ck) L5 (λ5) 
72 22,43 1,2247 0,0546 -0,1077 0,0841 0,0245 
73 26,54 1,7012 0,0641 0,0843 0,0358 0,0006 
74 21,25 1,0986 0,0517 0,1525 0,1340 -0,1250 
75 24,53 1,7343 0,0707 -0,1539 0,2078 -0,1292 
76 20,20 0,7939 0,0393 -0,0258 0,0973 0,0148 
77 19,54 1,2584 0,0644 -0,0621 0,1021 0,0566 
78 24,12 1,3507 0,0560 0,0997 0,1019 0,0265 
79 27,06 1,7697 0,0654 0,1738 0,1831 0,0905 
80 16,00 1,7152 0,1072 0,2986 0,3447 0,1409 
81 20,78 1,3549 0,0652 0,0239 0,1628 -0,0185 
82 22,10 1,4409 0,0652 0,0020 0,0593 -0,0839 
83 25,24 1,3327 0,0528 0,1251 0,0553 0,0627 
84 27,93 0,9692 0,0347 -0,0555 0,1497 0,0323 
85 26,73 0,9088 0,0340 0,0299 0,0845 -0,0138 
86 23,12 1,4912 0,0645 0,0331 0,2752 -0,0842 
87 22,94 1,6471 0,0718 -0,1802 0,2154 -0,0962 
88 22,17 1,8379 0,0829 -0,0855 0,0798 -0,0665 
89 21,70 1,6948 0,0781 0,0249 0,2379 -0,0533 
90 23,63 2,6631 0,1127 -0,0622 0,0792 0,0505 
91 26,76 1,4370 0,0537 -0,0199 0,3151 -0,0635 
92 26,22 3,3352 0,1272 0,0688 0,0729 -0,1659 
93 24,22 1,4362 0,0593 -0,1534 0,2244 -0,0845 
94 22,06 1,2552 0,0569 -0,0548 -0,0064 -0,0073 
95 24,59 1,2516 0,0509 0,0088 0,2606 -0,0697 
96 22,56 1,9717 0,0874 -0,0079 0,1807 0,0081 
97 25,79 1,5706 0,0609 0,1828 0,2433 0,1076 
98 22,00 0,8778 0,0399 0,0476 0,2809 -0,0448 
99 20,19 1,0580 0,0524 0,2011 0,2093 0,0925 
100 20,41 0,4572 0,0224 0,1641 0,1633 -0,0491 
101 18,15 0,9547 0,0526 -0,0498 0,0595 -0,0880 
102 19,55 0,9306 0,0476 -0,1026 0,2110 0,0030 
103 22,48 2,2458 0,0999 -0,0400 0,2406 -0,0347 
104 23,43 1,9658 0,0839 -0,3198 0,3044 -0,1333 
105 22,11 1,4548 0,0658 0,1987 0,2168 0,1400 
106 23,19 1,2337 0,0532 -0,1036 0,3196 -0,0548 
107 21,35 1,5735 0,0737 0,1709 0,2487 0,0327 
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ID L1 (µ) L2 (σ) L2/L1 (Cv) L3 (Cs) L4 (Ck) L5 (λ5) 
108 23,08 1,3179 0,0571 0,0748 0,3946 0,0220 
109 22,09 1,4403 0,0652 -0,1660 0,2397 -0,1345 
110 22,57 1,8485 0,0819 -0,1466 0,2046 -0,0915 
111 21,21 1,3871 0,0654 -0,0149 0,1780 -0,0646 
112 21,25 1,2389 0,0583 -0,3155 0,4380 -0,0965 
113 22,62 2,0381 0,0901 -0,1102 0,2437 -0,0073 
114 20,72 0,9946 0,0480 -0,0116 0,2875 -0,1653 
115 21,15 1,5207 0,0719 0,0763 0,2215 -0,0133 
116 21,35 0,8668 0,0406 0,0922 0,0691 0,0074 
117 26,40 1,1035 0,0418 0,1698 0,2498 -0,0369 
118 21,93 1,7347 0,0791 -0,1032 0,1232 -0,2177 
119 22,09 1,6855 0,0763 -0,0683 0,1135 0,0604 
120 21,26 1,9474 0,0916 0,0266 0,0638 -0,0225 
121 22,23 1,5383 0,0692 0,2612 0,1767 0,1245 
122 22,30 1,5967 0,0716 0,1973 0,1635 0,0091 
123 21,64 1,6317 0,0754 0,0949 0,1824 -0,0794 
124 21,02 1,3453 0,0640 0,1313 0,1169 0,0205 
125 17,57 1,6041 0,0913 0,5536 0,5287 0,5054 
126 24,84 0,9216 0,0371 0,0197 0,1584 -0,0730 
127 21,16 1,1024 0,0521 -0,0317 0,1274 -0,0256 
128 26,30 1,1283 0,0429 0,0821 0,1843 -0,0138 
129 21,66 1,9407 0,0896 0,1359 0,2750 0,0405 
130 24,58 1,7231 0,0701 0,3282 0,3026 0,2423 
131 24,21 1,6584 0,0685 0,0809 0,1818 0,0052 
132 28,23 1,3974 0,0495 -0,0047 0,0987 -0,0865 
133 23,54 1,0805 0,0459 -0,1783 0,2571 -0,0011 
134 20,88 1,9210 0,0920 -0,2574 0,2743 -0,0707 
135 22,20 1,9469 0,0877 0,3122 0,2443 0,1773 
136 20,96 1,6957 0,0809 0,0270 0,0329 0,0207 
137 15,82 1,6864 0,1066 -0,1074 0,1215 0,2318 
138 26,32 1,1554 0,0439 0,1447 0,2478 -0,0222 
139 22,45 2,0474 0,0912 0,2873 0,2736 0,0818 
140 22,23 1,6295 0,0733 0,0421 0,2087 0,0609 
141 23,36 1,4553 0,0623 0,1247 0,0385 -0,0191 
142 19,17 1,6045 0,0837 0,1389 0,1321 -0,1332 
143 16,56 1,4358 0,0867 0,0351 0,1304 0,0036 
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ID L1 (µ) L2 (σ) L2/L1 (Cv) L3 (Cs) L4 (Ck) L5 (λ5) 
144 19,65 1,1220 0,0571 -0,1142 0,1874 0,1146 
145 16,42 1,0443 0,0636 0,2207 0,2042 0,1036 
146 19,55 0,6041 0,0309 -0,0046 0,1450 -0,0164 
147 25,12 1,4946 0,0595 -0,0236 0,1698 0,0612 
148 26,21 1,6512 0,0630 -0,0695 0,2526 0,0370 
149 21,51 0,7851 0,0365 0,0057 0,1151 -0,0146 
150 22,71 2,6911 0,1185 0,1318 0,1615 -0,0607 
151 25,08 1,7832 0,0711 -0,1393 0,2104 -0,0296 
152 19,78 0,9316 0,0471 -0,0276 0,2078 -0,0473 
153 21,42 1,0517 0,0491 0,2322 0,3379 0,2617 
154 17,17 1,7668 0,1029 0,2218 0,1628 0,0185 
155 19,49 1,8886 0,0969 0,1075 0,1963 0,0465 
156 19,03 1,7451 0,0917 0,2263 0,2027 0,0579 
157 20,95 2,3799 0,1136 -0,0273 0,1428 -0,0564 
158 15,74 1,2860 0,0817 -0,0421 0,1409 0,0341 
159 15,94 1,5972 0,1002 0,1088 0,0463 0,0392 
160 21,05 1,5598 0,0741 0,2167 0,1732 0,0828 
161 20,36 2,1704 0,1066 0,0534 0,1051 0,0863 
162 17,85 1,3298 0,0745 -0,0295 0,0382 0,0285 
163 19,81 1,2777 0,0645 -0,0211 0,0385 -0,0783 
164 17,65 1,3043 0,0739 0,1028 0,0493 -0,0411 
165 17,88 1,9400 0,1085 0,0181 0,1939 -0,0135 
166 24,20 0,9075 0,0375 0,0000 0,2712 -0,1163 
167 24,99 2,4215 0,0969 -0,0316 0,0769 -0,0740 
168 23,53 1,6777 0,0713 0,0842 0,2447 -0,0662 
169 24,87 2,4248 0,0975 -0,4218 0,5230 -0,3056 
170 25,30 1,0398 0,0411 -0,2226 0,2778 -0,1484 
171 22,38 1,0877 0,0486 0,0275 0,1082 0,0084 
172 21,72 1,3380 0,0616 -0,1238 0,0861 -0,0831 
173 24,83 1,1596 0,0467 -0,0499 0,2217 -0,0508 
174 26,10 1,3520 0,0518 0,0073 0,1652 0,1009 
175 21,11 1,0851 0,0514 -0,1569 0,2761 -0,1567 
176 24,86 17,9290 0,7212 0,0011 0,1409 0,0366 
177 23,26 1,4282 0,0614 -0,1027 0,2713 -0,0109 
178 23,54 1,4995 0,0637 -0,0812 0,1933 -0,1190 
179 23,55 1,8487 0,0785 0,2262 0,2119 0,0183 
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ID L1 (µ) L2 (σ) L2/L1 (Cv) L3 (Cs) L4 (Ck) L5 (λ5) 
180 24,25 1,2174 0,0502 -0,1812 0,3595 -0,0963 
181 23,29 1,2949 0,0556 0,1997 0,3839 0,1988 
182 23,60 1,0620 0,0450 -0,0137 0,1092 0,0105 
183 24,93 1,7152 0,0688 0,3755 0,2478 0,1311 
184 24,01 0,8043 0,0335 -0,1321 0,1818 -0,1245 
185 23,12 1,5167 0,0656 -0,1495 0,2182 -0,0775 
186 21,22 0,6451 0,0304 -0,0371 0,0921 -0,0682 
187 22,72 0,9815 0,0432 0,0686 0,1982 0,0750 
188 22,08 0,7573 0,0343 0,1366 0,1639 -0,0166 
189 23,50 1,1844 0,0504 0,2031 0,2591 0,1781 
190 24,96 1,0808 0,0433 0,0387 0,2174 0,0692 
191 25,51 0,9770 0,0383 0,1251 0,2201 0,0908 
192 23,78 1,5077 0,0634 0,0063 0,3572 -0,0867 
De nuevo, tras calcular los Momentos-L y sus ratios y caracterizar las series de DTR 
máximo anual, se procedió a aplicar los test de discordancia y homogeneidad.  
Inicialmente, al igual que con la variable anterior, se analizó si todas las estaciones 
formaban una única región homogénea. El análisis mediante el test de discordancia 
detectó cinco estaciones discordantes, Pantano de Borno (Di = 3,75) en Cádiz, Trigueros 
– Segunda (Di = 4,32) en Huelva, Jaén (Di = 8,87), y La Algaba – Las Arenas (Di = 49,52) 
y Aznalcazar – Dehesa Nueva (Di = 7,65) en Sevilla, Tras descartar las estaciones 
anteriores, se procedió a repetir el test, marcando de nuevo seis estaciones discordantes, 
Los Gallardos (Di = 11,71) y Félix (Di = 5,01) en Almería, Carcabuey – Algar (Di = 3,04) 
y Villanueba de Córdoba (Di = 3,52) en Córdoba, Salobreña – Guadalfeo (Di = 3,57) en 
Granada y La Palma Condado (Di = 3,52) en Huelva. En la Figura 5.15 se muestran las 
estaciones discordantes. 
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Figura 5.15. Estaciones discordantes para el DTR máximo anual para la región de 192 estaciones. 
En este caso, las estaciones discordantes no muestran un patrón claro que explique el 
motivo de su distribución. El análisis individual de cada estación mostró los posibles 
motivos como la localización en zonas forestales, zonas fluviales o cercanas a masas de 
agua dulce como pantanos y embalses. 
El test se repitió en dos ocasiones más hasta alcanzar las 178 estaciones. El resultado 
obtenido del test de homogeneidad aplicado a la serie de datos una vez descartadas todas 
las posibles discordantes, fue 21,46 para el estadístico H1, y, por tanto, la región fue 
considerada como definitivamente heterogénea.  
Dada la imposibilidad de formar una gran región homogénea en Andalucía, se procedió 
a delimitar subregiones que pudieran ser potencialmente homogéneas. Para ello, el 
análisis clúster se basó en las variables multifractales MD y 𝛾𝑚𝑎𝑥 . 
De acuerdo con el procedimiento y mediante la variable MD en el análisis clúster, a partir 
de las 192 estaciones se formaron dos subregiones, de 32 y 160 estaciones cada una. La 
región compuesta por 32 estaciones fue sometida al test de discordancia, detectando 2 
estaciones discordantes, Los Gallardos (Di = 5,27) en Almería y Aznalcazar – Dehesa 
Nueva (Di = 5,90) en Sevilla, una vez eliminadas el test se volvió a aplicar marcando una 
estación discordante más, Félix (Di = 3,31) de Almería. Tras la eliminación de las 
estaciones discordantes se aplicó el test de homogeneidad, obteniendo un valor de 3,48 
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para el estadístico H1. Aunque el valor obtenido fue muy inferior a los obtenidos hasta 
ahora, al ser superior a dos la región se consideró definitivamente heterogénea. A la 
región de mayor tamaño también se le aplicó el test de discordancia, obteniéndose 4 
estaciones discordantes en el primer análisis y 6 en el segundo análisis (Figura 5.16).  
 
Figura 5.16. Estaciones discordantes de DTR para MD. 
A las 150 estaciones restantes se le aplicó el test de homogeneidad y se obtuvo un valor 
de H1 igual a 18,18, declarando la región como heterogénea. El procedimiento se aplicó 
en 14 ocasiones más, dividiendo la región original en 15 subregiones, sin lograr formar 
subregiones homogéneas. El tamaño de algunas de las subregiones en las últimas 
iteraciones fue tan pequeño que la mejora que pudiese aportar este análisis podría no ser 
significativa en comparación con el del análisis local. 
El procedimiento se volvió a aplicar, pero con regiones formadas a partir de la variable 
𝛾𝑚𝑎𝑥 del formalismo multifractal de turbulencia. La primera división de la región original 
fue en dos subregiones, una de 15 estaciones y otra de 177. La región pequeña descartó 
una estación discordante, Vejer de la Fra. – Las Lomas (Di = 3,11), siendo el valor del H1 
para la región resultante de 4,59, y por tanto heterogénea. La región compuesta por 177 
estaciones descartó 5 estaciones discordantes en el primer análisis, Pantano de Borno (Di 
= 3,71) en Cádiz, Trigueros – Segunda (Di = 4,26) en Huelva, Jaén (Di = 8,91), y La 
Algaba – Las Arenas (Di = 46,10) y Aznalcazar – Dehesa Nueva (Di = 7,55) en Sevilla. 
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El segundo análisis de discordancia detectó 6 estaciones discordantes más, Los Gallardos 
(Di = 11,33) y Félix (Di = 4,91) en Almería, Carcabuey – Algar (Di = 3,09) y Villanueba 
de Córdoba (Di = 3,63) en Córdoba, Salobreña – Guadalfeo (Di = 3,67) en Granada y La 
Palma Condado (Di = 3,46) en Huelva. El análisis se repitió 2 veces más hasta obtener un 
total de 163 estaciones no discordantes (Figura 5.17), que arrojaron un valor de 21,17 
para H1, siendo por tanto la región heterogénea de nuevo. Este procedimiento se repitió 
hasta obtener 14 subregiones, siendo el valor del H1 superior a dos para todos los casos, 
por tanto, todas las subregiones formadas a partir de la variable multifractal 𝛾𝑚𝑎𝑥 fueron 
consideradas heterogéneas para la variable DTR máximo anual. 
 
Figura 5.17. Estaciones discordantes de DTR máxima para 𝜸𝒎𝒂𝒙. 
5.3.3. Conclusiones 
Disponer de bases de datos con suficiente longitud es un requisito indispensable en los 
análisis climáticos. Aun así, rara vez el tamaño de las muestras de las series de datos es 
suficiente para permitir obtener estimaciones fiables. En este sentido se ha llevado a cabo 
en este trabajo un análisis regional de frecuencias de las variables DTR diario y DTR 
máximo anual en la región de Andalucía, haciendo uso de las características 
multifractrales de cada una de ellas para su agrupamiento. 
APLICACIÓN Y RESULTADOS 
83 
Tras comprobar que la región completa de Andalucía se comportaba como una región 
definitivamente heterogénea, se intentó agrupar las estaciones en subregiones 
homogéneas haciendo uso de los parámetros multifractales 𝛾𝑚𝑎𝑥 (formalismo multifractal 
de turbulencia) y D1 D2 y MD (espectro multifractal), obteniéndose en todos los casos que 
las subregiones son heterogéneas para la variable DTR diario. 
El procedimiento se repitió con la variable DTR máximo anual, siendo la región completa 
de Andalucía, así como las subregiones creadas a partir del agrupamiento mediante las 
características multifractales (𝛾𝑚𝑎𝑥, MD) definitivamente heterogéneas.  
En el caso del análisis realizado a la variable DTR máximo anual, los valores obtenidos 
del estadístico H1 fueron sustancialmente más cercanos al valor objetivo que los obtenidos 
para la variable DTR diaria, siendo en todos los casos superiores al valor máximo 
admisible para considerar una región homogénea. 
Por lo tanto, Andalucía debe de ser considerada como región definitivamente heterogénea 
para las variables DTR diaria y DTR máxima anual analizadas. 
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5.4. Análisis de tendencias y puntos de cambio 
En este apartado se describe el análisis de tendencias y puntos de cambio de series de 
temperatura realizado en dos regiones del Mediterráneo. Por un lado, se han seleccionado 
diversas estaciones situadas en el Valle del Guadalquivir (Figura 5.18) y, por otro lado, 
se han analizado datos de estaciones de la región de Umbría en Italia (Figura 4.2). 
 
Figura 5.18. Localización del Valle del Guadalquivir en Andalucía (Sur de España) y las nueve 
estaciones meteorológicas consideradas. 
Tabla 5.7. Características de las estaciones del Valle del Guadalquivir analizadas. Nota: C.E. Código 
Estación. 
ID C. E.  Estación Latitud Longitud 
Altitud 
(m) 
1 5298C Andújar 380,264 - 40,728 200 
2 5366 Montoro C. de A. 380,278 - 43,811 195 
3 5402 Córdoba – Aeropuerto 378,444 - 48,506 91 
4 5641X Écija 375,167 - 50,839 130 
5 5702B Carmona 375,686 - 57,228 50 
6 5739 Alcalá del Río 375,667 - 59,103 20 
7 5783 Sevilla – Aeropuerto 374,239 - 59,036 26 
8 5814E Coria del Río 372,889 - 60,575 30 
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A partir de las series de temperatura disponibles, se definieron seis índices de temperatura 
media, máxima y mínima, para dos escalas temporales (mensual y anual) (Tabla 5.8). Una 
vez obtenidos, los índices fueron analizados mediante tres pruebas, el test de Mann-
Kendall para analizar tendencias, el test de Pettitt y el test de homogeneidad normal 
estándar (SNH), para detectar cambios en los patrones de las series de datos de 
temperatura. 
Tabla 5.8. Índices de temperatura analizados. 
Índice Definición Unidad 
TMy Media anual de temperatura media diaria ˚C 
TMXy Media anual de temperatura máxima diaria ˚C 
TMNy Media anual de temperatura mínima diaria ˚C 
TMm Media mensual de la temperatura media diaria ˚C 
TMXm Media mensual de temperatura máxima diaria ˚C 
TMNm Media mensual de temperatura mínima diaria ˚C 
5.4.1. Análisis de tendencias 
La Tabla 5.9 recoge los resultados obtenidos tras aplicar el test de Mann-Kendall en las 
estaciones de la Umbria para los índices definidos en la Tabla 5.8. 
Tabla 5.9. Valores de tendencia significativas (˚C/década) para la región de Umbría. 
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Estación Ene Feb Mar Abr May Jun Jul Ag Sep Oct Nov Dic Anual 
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Todi 0,25 
   
0,25 0,29 0,25 0,37 0,15 0,29 0,24 0,20 0,21 
Umbertide 
   
0,26 0,25 0,21 
 
0,29 0,22 0,47 0,25 
 
0,23 
En la tabla anterior (Tabla 5.9) se aprecia la existencia de tendencias positivas para todas 
las estaciones de la región de Umbría, excepto en Gubbio, donde las tendencias 
encontradas son decrecientes, es decir, el valor del estadístico Z de Mann-Kendall fue 
inferior a cero para todos los índices, siendo para la media anual de temperatura mínima 
diaria (TMNy) - 0,11 grados centígrados por década (˚C/década).  
Las estaciones de Perugia, Todi y Spoleto mostraron tendencias positivas (valores del 
estadístico Z de Mann-Kendal > 0) en la media anual de la temperatura media diaria 
(TMy), máxima (TMXy) y mínima (TMNy). Para Perugia y Todi, el aumento de 
temperatura fue similar, 0,19 y 0,17 ˚C/década para la media anual de las temperaturas 
medias diarias, 0,19 y 0,16 ˚C/década para TMXy, y 0,18 y 0,21 C / década para TMNy. 
En Spoleto se obtuvieron los valores más altos de tendencias detectadas, siendo 0,35 
˚C/década para TMy, y 0,28 y 0,40 para TMXy y TMNy, respectivamente (Figura 5.19). 
Para las estaciones Orvieto, Terni y Umbertide no se ha encontrado tendencias para el 
índice TMXy. En cambio, para estas mismas localizaciones, los índices TMy y TMNy 
muestran tendencias positivas con valores de 0,11, 0,16 y 0,15 ˚C/década y 0,11, 0,30 y 
0,23 ˚C/década respetivamente.  
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Figura 5.19. Valores con tendencia significancia (˚C/década) en Spoleto para las temperaturas medias 
anuales y mensuales (Julio, Agosto y Octubre). 
Las tendencias de la temperatura mensual también se han analizado para la región italiana. 
Como se muestra en la Tabla 5.9, todas las estaciones muestran un aumento en los índices 
de temperatura durante ciertos meses, exceptuando de nuevo la estación de Gubbio que 
presentó tendencias negativas significativas en septiembre para los índices TMm, TMXm 
y TMNm, igual a – 0,37, – 0,36 y – 0,25 ̊ C/década, respectivamente. También se encontró 
una disminución en TMNm para la misma estación en febrero (– 0,25 ˚C/década), no 
encontrándose tendencias significativas en el resto de los meses (Figura 5.20), y solo en 
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Figura 5.20. Valores con tendencia significancia (˚C/década) en Gubbio para las temperaturas medias 
anuales y mensuales (Junio, Julio, y Septiembre). 
Analizando el índice TMm, se puede encontrar un comportamiento similar para las 
estaciones de Perugia y Spoleto durante enero, octubre y entre los meses de marzo a 
agosto. Para todos estos meses, se han obtenido aumentos de TMm superiores a 0,20 
˚C/década, siendo superiores los valores de Spoleto a los de Perugia (casi el doble). Se 
encuentra un aumento general en TMm en Spoleto para todos los meses excepto febrero. 
De hecho, para el mes de febrero no se encontró ninguna tendencia para los índices TMm, 
TMXm y TMNm (Tabla 5.9), exceptuando nuevamente la estación de Gubbio, donde se 
obtuvo una tendencia negativa de – 0,25 ˚C/década para el índice TMNm.  Para enero, de 
mayo a agosto y octubre, el índice TMm muestra valores positivos similares para Todi y 
Perugia. 
Para la media mensual de la temperatura máxima diaria (TMXm), Spoleto mostró 
tendencia positiva para todos los meses, excepto en febrero y septiembre donde no se 
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a 0,46 ̊ C/década en agosto. Tras Spoleto, Perugia presentó un aumento en TMXm durante 
los mismos meses, excepto noviembre y diciembre, meses en los que no se detectó 
ninguna tendencia. 
Los valores de TMXm también mostraron tendencias positivas para los meses octubre, 
enero, y de mayo a agosto para la estación de Todi, con valores alrededor de 0,20 
˚C/década. No se detectó tendencias en los valores de TMXm para Terni y Umbertide. En 
Orvieto el comportamiento fue similar, solo en el mes de mayo mostró un aumento de 
0,25 ˚C/década. 
En la Tabla 5.9 también se muestra un aumento general en la media mensual de la 
temperatura mínima diaria (TMNm), con tendencias positivas incluso en sitios sin 
tendencias en TMm o TMXm, como Terni y Umbertide. El único sitio con una tendencia 
negativa en TMNm es nuevamente Gubbio. Después de Gubbio, Orvieto es el lugar donde 
se encuentran menos cambios en TMNm. 
Todos los resultados mostrados anteriormente están de acuerdo con los previamente 
encontrados en Italia por otros autores. Como ejemplo, Brunetti et al. (2000a, 2000b) 
analizaron los valores medios mensuales de las temperaturas máximas, medias y mínimas 
diarias disponibles en aproximadamente 40 estaciones en Italia. Los autores dividieron 
las series de más de 100 años en dos grupos, correspondientes al norte de Italia (la región 
continental) y al centro-sur de Italia (la región peninsular, incluida Umbría) debido a las 
diferencias climáticas. Encontraron tendencias positivas, en el rango de 0,04 – 0,07 
˚C/década en los índices de temperatura anuales en ambos subgrupos, con valores 
mayores en el centro-sur de Italia. A escala estacional, se observaron tendencias positivas 
para las cuatro estaciones en el centro-sur de Italia y durante tres estaciones (otoño, 
primavera, invierno) en el norte de Italia. Además, detectaron aumentos significativos de 
temperatura en el período 1920 – 1950 y luego a partir de 1985.  
En el contexto del efecto del cambio climático global sobre áreas específicas de Italia 
existen también diversos estudios. Viola et al. (2014) por ejemplo, proporcionaron 
evidencias de un calentamiento general en la región de Sicilia (en el sur de Italia), donde 
obtuvieron valores de tendencias próximos a 0,19 ˚C/década para la media anual de la 
temperatura observada en los últimos años del siglo pasado, siendo este valor 
significativamente más alto que el observado en otras regiones italianas. 
Tomozeiu et al., (2006), observaron tendencias positivas en las temperaturas mínimas y 
máximas estacionales, siendo el aumento más pronunciado en la temperatura máxima con 
valores de hasta 0,40 ˚C/década en verano, invierno y primavera. 
En el caso de España, la Tabla 5.10 muestra los resultados de la prueba de Mann-Kendall 
para las nueve estaciones analizadas del Valle del Guadalquivir. El estadístico Z adopta 
valores superiores a 1 para TMy, TMXy y TMNy en todas las estaciones, con tendencias 
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positivas superiores a 0,20 ˚C/década para la media anual de las temperaturas medias 
diarias y mínimas, y algo inferiores a 0,20 ˚C/década para la media anual de la 
temperatura máxima diaria. 
Tabla 5.10. Valores de tendencia significativas (˚C/década) para el Valle del Guadalquivir. Nota: A: 
Anual. 
Estación  Ene Feb Mar Abr May Jun Jul Ago Sep Oct Nov Dic A 
  TMm TMy 
Andújar    0,33   0,47 0,33 0,43     0,23 
Montoro       0,50 0,31 0,47     0,19 
Córdoba    0,30   0,37 0,31 0,37  0,22   0,20 
Écija   0,19 0,32 0,19  0,31 0,22 0,29     0,18 
Carmona   0,28 0,25 0,26  0,38 0,36 0,32     0,20 
Alcalá del R.   0,25 0,32 0,19  0,31 0,24 0,28    0,24 0,22 
Sevilla   0,24 0,33 0,27 0,25 0,45 0,37 0,38     0,26 
Coria del R.    0,29   0,26 0,27 0,26     0,19 
Cabezas de S. J.   0,29 0,23  0,32 0,20 0,21     0,19 
  TMXm TMXy 
Andújar    0,41   0,45 0,24 0,27     0,18 
Montoro    0,39   0,55 0,32 0,47     0,17 
Córdoba   0,29 0,46   0,39  0,30     0,18 
Écija  0,17 0,25 0,50   0,36 0,28 0,23    0,15 0,18 
Carmona   0,29 0,33   0,30 0,29      0,15 
Alcalá del R.   0,27 0,41   0,33 0,21     0,14 0,16 
Sevilla   0,25 0,43   0,38 0,21 0,23     0,17 
Coria del R.   0,32 0,43         0,14 0,16 
Cabezas de S. J.  0,20 0,43          0,11 
  TMNm TMNy 
Andújar     0,21 0,30 0,54 0,46 0,58 0,24 0,22   0,28 
Montoro      0,21 0,50 0,33 0,46 0,23    0,23 
Córdoba      0,25 0,41 0,45 0,44 0,27 0,35   0,23 
Écija       0,29 0,18 0,33  0,22   0,19 
Carmona     0,29 0,37 0,48 0,46 0,44 0,38 0,34   0,31 
Alcalá del R.    0,22 0,22 0,24 0,29 0,26 0,33 0,34 0,31   0,24 
Sevilla    0,25 0,29 0,38 0,52 0,50 0,50 0,37 0,33   0,35 
Coria del R.       0,28 0,35 0,35 0,30    0,19 
Cabezas de S. J.     0,26 0,35 0,31 0,4 0,32 0,35   0,25 
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En el Valle del Guadalquivir la media anual de las temperaturas diarias está aumentando. 
Sin embargo, este patrón no se detectó para la región de Umbría. De hecho, para este 
índice no se hallaron tendencias en ciertas estaciones de la región de Umbría (Tabla 5.9), 
y en los casos en que sí, las tendencias fueron negativas (– 0,11, – 0,05 y – 0,08 ̊ C/década 
en Gubbio para TMNy, TMXy y TMy, respectivamente). Este aumento general en la 
temperatura del Valle del Guadalquivir se puede observar en la Figura 5.21 y Figura 5.22, 
donde se muestran los resultados de la prueba de Mann-Kendall para las estaciones de 
Andújar y Sevilla, respectivamente. Centrando el análisis en los resultados para las 
localizaciones especificadas, a pesar de que el aumento en TMXy es casi similar, Sevilla 
(Figura 5.22) proporciona valores más altos de Z para TMy y TMNy. 
 
Figura 5.21. Valores con tendencia significancia (˚C/década) en Andújar para las temperaturas medias 
anuales y mensuales (Junio, Julio y Agosto). 
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Figura 5.22. Valores con tendencia significancia (˚C/década) en Sevilla para las temperaturas medias 
anuales y mensuales (Junio, Julio y Agosto). 
Los resultados mensuales obtenidos tras la aplicación del test de Mann-Kendall para el 
Valle del Guadalquivir (Tabla 5.10), muestran un incremento general de las temperaturas 
durante el verano (junio, julio y agosto) para todas las estaciones y los índices TMm, 
TMXm y TMNm. Esta última temperatura mensual también muestra tendencias positivas 
durante últimos de verano (septiembre) para todos los sitios, excepto Écija, e incluso a 
principios del otoño (octubre), excepto en Montoro y Coria del Río. El aumento en la 
media mensual de la temperatura mínima diaria (TMNm) comienza en marzo para Alcalá 
del Río y Sevilla, en abril para Andújar y Carmona, y en mayo para Montoro, Córdoba y 
Cabezas de San Juan.  
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Si bien el aumento de TMNm según los resultados del test de Mann-Kendall se concentra 
desde finales de primavera hasta principios de otoño, también se encuentran valores de Z 
> 0 durante los meses de febrero y marzo para TMm y TMXm. Las tendencias positivas 
de marzo se encuentran para todos los sitios, excepto en Montoro para el índice TMm. En 
lo que respecta al TMXm para febrero, aumenta en todas las localidades excepto en 
Andújar y Montoro, mientras que los incrementos en TMm se encuentran en las estaciones 
centrales del Valle del Guadalquivir (Écija, Carmona, Alcalá del Río y Sevilla). También 
se encuentran valores aislados de Z > 0 para TMm en octubre (en Écija) y diciembre (en 
Alcalá del Río), y para TMXm en enero (en Écija) y diciembre (Écija, Alcalá del Río y 
Coria del Río). 
Las Figura 5.21 y Figura 5.22, muestran además el incremento de temperatura dado desde 
1959 a 2010 para las estaciones de Andújar y Sevilla en los principales meses en los que 
se encontraron valores positivos para el estadístico de Mann-Kendall (junio, julio y 
agosto). Para estos meses, el aumento de la temperatura es en términos generales superior 
en Andújar que en Sevilla. Solo en los índices TMm y TMNm para el mes de julio, los 
valores de Sevilla (0,37 y 0,50 ˚C/década) son un poco más altos que en Andújar (0,33 y 
0,46 ˚C/década). 
Los resultados obtenidos en el Valle del Guadalquivir están de acuerdo con los 
encontrados previamente por otros autores en España (por ejemplo, Del Río et al. 2011, 
2012) o Andalucía (por ejemplo, Sousa y otros 2007; Llorente 2012). De forma resumida 
y en general, la temperatura aumentó en la España de influencia continental durante el 
siglo XX, con un aumento evidente durante la primavera y el verano (González-Hidalgo 
et al. 2015). 
5.4.2. Análisis de los puntos de cambio 
Una vez analizadas las tendencias en las series de datos de temperatura en las regiones de 
Umbría y Valle del Guadalquivir, se estudió la existencia de posibles puntos de cambio 
en las mismas series de datos mediante la aplicación de los tests de Pettitt y SNH. La 
hipótesis nula supone que no existen puntos de cambio en las series de datos, mientras 
que la hipótesis alternativa, supone que existe un punto de cambio en la media, como se 
describió en el apartado 3.4. 
Para las siete estaciones disponibles en la región de Umbría, la Tabla 5.11 muestra los 
puntos de cambio detectados para la serie de datos de temperatura mediante la aplicación 
de las pruebas de Pettitt y SNH.  
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Tabla 5.11. Puntos de cambio detectados por los test de Pettitt y SHN (año Pettit/año SNHT) para la 
región de Umbría. Nota: A: Anual. 
ID Ene Feb Mar Abr May Jun Jul Ago Sep Oct Nov Dic A 
 TMm TMy 
39   /49   65/53   71/71  73/73  62/53 
58 51/51 51/51  97/97 92/92 96/96 94/94 91/91  99/99   94/93 
61 70/70  89/89 98/06 98/91 93/98 82/04 85/85  85/85 94/08  85/96 
84 70/70 74/66 74/74 81/61 92/64 93/96 82/82 85/85 73/ 76/76 63/63 75/75 74/79 
85 69/   06/06 /47  /49 70/70  79/79 /08 75/48 78/12 
86 70/70   /06 85/92 93/93 82/82 81/  81/83 57/57 76/ 87/86 
90    97/05 97/ 96/98  91/98  98/99 94/02 93/ 94/06 
 TMXm TMXy 
39    65/54  96/53 64/  67/59    62/62 
58  51/51  97/97 92/92 93/93 04/04      94/93 
61 98/98  89/89 98/06 98/91 93/98 82/04 85/87  85/85 94/94  85/92 
84 70/69 /66 72/72 06/06 92/63 93/93 82/82 85/85  65/65 63/63 75/ 82/67 
85 /40   /06       /49 75/ 60/51 
86 70/58   /06 92/ 93/93 82/82 85/87  85/85 57/57  87/86 
90    98/06  98/98      93/ 97/06 
 TMNm TMNy 
39    72/72 /49 72/72 /48 /49 72/52  73/73  72/72 
58 59/59 51/51 00/00 98/98 97/97 96/96 94/94 92/92     94/93 
61 69/68 57/57 72/89 98/06 98/91 93/96 82/82 85/85  76/76 /12  80/42 
84 70/70  74/74 81/98 74/66 96/96 74/74 80/80 73/73 76/76 92/60 75/75 74/79 
85   74/47 81/47 68/47 88/47 82/49 71/62 81/47 79/79 58/57 75/49 80/53 
86 70/   83/ 83/83 90/93 82/82 80/85 81/ 79/79 90/92 76/ 81/80 
90 88/   94/97 94/97 96/96 72/ 97/94 97/ 98/98 00/00  94/94 
Para los índices media anual de la temperatura media diaria (TMy), máxima (TMXy) y 
mínima (TMNy), se han encontrado puntos de cambio para todas las estaciones con los 
dos test aplicados.  
Solo en Gubbio, para los índices TMXy y TMNy, y Umbertide, para el índice TMNy, el 
año de cambio coincide en ambos test. En las temperaturas medias mensuales TMm, 
TMXm y TMNm, se han detectado varios puntos de cambio en todas las estaciones. Ambas 
pruebas aplicadas dieron el mismo año para el 50.97% de los puntos de cambio 
detectados. Solo considerando un año de diferencia, el porcentaje aumenta a 54.19%. De 
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los 186 puntos de cambio detectados, 31 fueron marcados por solo uno de los test, siendo 
7 de los 31 detectados por el test SNH y 24 por el de Pettitt. 
A partir del análisis de los resultados detallados en la Tabla 5.11, los puntos de cambio 
encontrados en las series de datos mediante la aplicación de pruebas de homogeneidad no 
se pueden atribuir a cambios en los sensores o ubicaciones de las estaciones, ya que estos 
ocurren en diferentes períodos tal y como se obtiene del análisis de los metadatos (véase 
apartado 4.2.). Solo en el caso de la estación Umbertide, algunos índices de temperatura 
mensual y anual exhiben puntos de cambio cerca del año de reposicionamiento de la 
estación (a finales de los 90). Aunque los puntos de interrupción abarcan una amplia gama 
de años a través de las estaciones seleccionadas, se pueden extraer dos períodos 
específicos que se repiten, siendo estos los primeros años de la década de los 80 y la 
primera mitad de los 90. Estas inhomogeneidades cerca de estos dos períodos, 
probablemente pueden estar relacionadas con los efectos del cambio climático en la 
región, de acuerdo con otros resultados disponibles en la literatura (Brunetti et al., 2000a, 
2000b). 
La Tabla 5.12 muestra el análisis de puntos de cambio para las estaciones en el Valle del 
Guadalquivir.  
Tabla 5.12. Puntos de cambio detectados por los test de Pettitt y SHN (año Pettitt/año SNHT) para el 
Valle del Guadalquivir. Nota: A: Anual. 
ID Ene Feb Mar Abr May Jun Jul Ago Sep Oct Nov Dic A 
 TMm TMy 
1   86/86 94/94  93/98 88/88 88/88    75/ 86/93 
2   80/86  85/ 80/93 88/88 87/87     80/84 
3   86/86 94/94 85/ 93/93 83/88 87/87  93/93   75/93 
4  /56 86/86 94/94 85/ 88/98 88/88 87/87    /75 75/86 
5   86/86 83/86 85/ 88/88 83/87 87/87    75/75 80/86 
6   80/86 80/94 85/ 78/93 85/83 87/87    75/75 80/86 
7   86/86 91/94 85/85 88/93 87/87 87/87 76/76   75/73 86/86 
8   86/86 94/94  78/97 87/88 87/87    75/75 78/83 
9   79/93 94/94  93/97 /03 /08    75/73 94/94 
 TMXm TMXy 
1   86/86 94/94  97/98 88/01 97/02     93/93 
2   80/80   80/93 87/87 84/84     80/79 
3   80/86   93/98 88/ 87/87    73/73 80/93 
4  88/ 80/80 91/  88/98 88/     73/73 79/79 
5  87/06 80/80 83/  88/ 83/ 87/87 92/   73/ 80/80 
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ID Ene Feb Mar Abr May Jun Jul Ago Sep Oct Nov Dic A 
6  88/ 80/80   78/93 83/87 /08    76/73 79/79 
7  88/ 80/80 90/  78/97 87/87 87/    73/73 88/88 
8  88/ 80/86 91/91  88/98 88/     76/76 86/87 
9  77/ 80/80   93/97   91/   73/73 93/93 
 TMNm TMNy 
1   88/89 95/95 91/94 94/99 87/87 86/88 77/ 84/85   86/86 
2   88/ 94/94 85/91 80/93 88/88 87/88 79/79 84/   84/93 
3    94/95 85/91 80/94 84/84 86/86 79/79 84/84   86/94 
4   88/88 94/95 85/91 93/97 87/88 86/86 76/ 93/93   86/94 
5  /06 86/86 80/95 85/85 89/89 85/86 86/86 79/79 82/82  75/ 84/86 
6   89/88 95/95 85/85 93/93 84/85 86/86 76/76 84/93  75/75 84/86 
7   88/88 94/95 85/95 93/93 86/86 86/87 77/76 93/93  74/74 86/86 
8     89/89 78/78 86/86 78/78 76/76    76/76 
9   95/95 95/95 93/93 93/97 83/83 86/86 77/77 93/00   94/94 
Comparando las Tabla 5.10 y Tabla 5.12, se puede observar un patrón similar según la 
ubicación y los meses, y las series TMm, TMXm y TMNm. Atendiendo a los resultados de 
los puntos de cambio, Pettitt y NSH detectaron años similares en el 58,14% del total de 
detecciones (172). Si se considera una diferencia de solo 1 año, el porcentaje es entonces 
se eleva al 66,28%. Como sucedió en la región de Umbría, en algunos meses solo uno de 
los test detectó un punto de cambio, siendo en este caso principalmente el test Pettitt. La 
Figura 5.23 muestra el punto de cambio detectado con las pruebas Pettitt y SNH para 
datos anuales en Sevilla (Valle del Guadalquivir).  
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Figura 5.23. Puntos de cambio detectados por las pruebas Pettitt y SNH para Sevilla (Valle del 
Guadalquivir). 
Generalmente, los cambios encontrados en las series de datos mediante la aplicación de 
las pruebas de homogeneidad aplicadas en este trabajo se deben a cambios en los sensores 
o en la ubicación de la estación meteorológica. En cambio, dados los resultados mostrados 
en la Tabla 5.12, estos motivos pueden descartarse debido a dos razones principales. En 
primer lugar, la base de datos utilizada fue sometida previamente a un control de calidad 
minucioso por parte de Gonzalez-Hidalgo et al. (2015). En segundo lugar, es muy poco 
probable encontrar los mismos puntos de interrupción al mismo tiempo para todas las 
estaciones, como ocurre con TMm, TMxm y TMNm (Tabla 5.10). En consecuencia, los 
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puntos de cambio detectados para las estaciones del Valle del Guadalquivir deben 
atribuirse a fenómenos naturales, como las erupciones volcánicas (Martinez et al., 2010). 
Todas las inhomogeneidades detectadas durante años cercanos a los períodos 1982 - 1984 
y 1991 - 1994, pueden estar relacionadas con períodos de erupciones fuertes en todo el 
mundo (Morozova y Valente, 2012). La mayoría de los puntos de cambio detectados para 
las estaciones en el Valle del Guadalquivir están alrededor de estos rangos. 
5.4.3. Conclusiones 
Aunque el cambio climático y sus efectos sobre el aumento de la temperatura de la 
superficie global son ampliamente conocidos, para analizar los efectos locales, se han 
presentado en este trabajo un análisis de seis índices de temperatura en dos regiones 
diferentes del área mediterránea. 
Trabajar con datos de temperatura mensuales previamente validados llevó a encontrar 
resultados representativos en cada área. La prueba de Mann-Kendall mostró la presencia 
de tendencias significativas en ambas áreas. Para el área española (el Valle del 
Guadalquivir) todas las tendencias detectadas fueron positivas, mostrando aumentos de 
temperatura que van desde 0,11 ˚C/década para la media anual de temperatura máxima 
diaria (TMXy) hasta 0,58 ˚C/década para la media mensual de temperatura mínima diaria 
(TMNm). Se detectó el mismo patrón de tendencias para todas las estaciones de la región, 
con temperaturas más altas en verano y un aumento en los valores mínimos desde finales 
de primavera hasta principios de otoño. Para el área italiana (la región de Umbría) también 
se encontraron tendencias positivas para todos los sitios, excepto en uno, en el que los 
distintos índices de temperatura parecen descender en los meses de febrero, junio, julio y 
septiembre. Las diferentes características geográficas de esta estación pueden ser la razón 
de este comportamiento desigual. Aunque se encontró un patrón de tendencia positiva 
general tanto en Umbría como en el Valle del Guadalquivir, no se puede definir un patrón 
claro en los meses con aumentos de temperatura en la región anterior. Por ejemplo, 
algunos sitios no mostraron tendencias en la media anual de la temperatura máxima diaria, 
y en aquellos sitios con incrementos en los índices de temperatura, éstos se distribuyen a 
lo largo del año. 
Por lo tanto, aunque los índices de temperatura estudiados mostraron una tendencia 
general de aumento, se encontraron algunas diferencias entre regiones y durante todo el 
año, entre sitios, e incluso meses sin tendencias detectadas. 
Se aplicaron los test de Pettitt y SNH para detectar cambios en las series de datos 
analizadas. Dado que la calidad de todas las series se había verificado previamente, los 
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cambios encontrados proporcionaron información relacionada básicamente con los 
procesos climáticos.  
Nuevamente, los resultados fueron más homogéneos para el Valle del Guadalquivir. Para 
la región de Umbría, no hubo un patrón claro. 
Todos los resultados de este trabajo muestran la importancia de desarrollar análisis a nivel 
local ya que incluso cuando el aumento general de la temperatura está presente en todo el 
mundo, el comportamiento local puede ser diferente debido a fenómenos geográficos, 





6. CONCLUSIONES GENERALES  
Los resultados que se han obtenido en la presente tesis doctoral han contribuido a mejorar 
la descripción y el conocimiento de las variables térmicas, y en especial del rango térmico 
diario.  
El rango térmico diario presenta una amplia variedad de usos en el ámbito científico-
técnico. Se emplea como variable de entrada en multitud de aplicaciones y modelos, como 
aquellos encaminados a calcular variables de gran transcendencia hidrológica o agro-
meteorológica como la evapotranspiración de referencia o la radiación solar, en 
investigaciones científicas en áreas como la medicina, la energía, etc. Además, en las 
últimas décadas, esta variable ha tenido un papel importante en el análisis y estudio del 
cambio climático, considerándose un mejor indicador frente a otras variables térmicas. 
En este trabajo se ha analizado su comportamiento desde distintas ópticas atendiendo al 
estudio pormenorizado de su variabilidad espacio-temporal.  
Por un lado, se ha confirmado el comportamiento multifractal de la variable para distintos 
intervalos temporales donde muestra invarianza de escala, siendo el intervalo temporal 
de 1 a 8 días el más repetido. Aunque el comportamiento fractal de la variable fluctúa a 
largo de la región, se puede establecer una clara diferencia entre las zonas con mayor y 
menor influencia marítima/oceánica. Aun así, existen lugares específicos en ambas zonas 
donde la variable ha mostrado un patrón diferente incluso con las estaciones vecinas más 
cercanas, siendo esta información de gran interés, y especialmente importante en el uso 
de modelos, por ejemplo, en su etapa de calibración. 
Con la intención de zonificar la variable en base a su caracterización multifractal, y tras 
estudiar su variabilidad geográfica, se ha analizado la estructura espacial de las variables 
DTR diario y máximo anual, mediante el procedimiento del análisis regional de 
frecuencias. El trabajo llevado a cabo ha permitido confirmar que las variables, en base a 
sus características fractales, no forman ninguna región homogénea dentro de la zona de 
estudio, no siendo posible, por tanto, alcanzar el objetivo del análisis regional de 
frecuencias de solventar la escasez de series con suficiente longitud, con su mayor 
abundancia en el espacio. Por tanto, se puede concluir que Andalucía forma una región 
definitivamente heterogénea para las variables DTR diario y máximo anual. 
Este resultado es de gran importancia en el empleo de las variables en modelos y 
aplicaciones donde habitualmente se hace uso del concepto de región geográfica, 
asumiendo que las series de datos muestran distribuciones de frecuencias similares dada 
su cercanía. En el caso de las variables analizadas sería necesario profundizar en la 
resolución espacial, por ejemplo, mediante análisis local. 
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Finalmente, para un conjunto de estaciones localizadas en el Valle de Guadalquivir 
(Andalucía – España), y otro en la región de Umbria (Italia), se han analizado las 
tendencias y la homogeneidad de seis índices térmicos, tres de escala mensual y tres 
anual, con el objetivo de comparar los resultados de dos zonas de clima mediterráneo y 
el posible efecto del cambio climático. Los resultados han permitido confirmar la 
existencia de tendencias positivas en todos los casos del Valle del Guadalquivir, aunque 
con distintos gradientes. En cambio, en la región de Umbría, aunque en general las 
tendencias fueron positivas, se ha encontrado una localización con tendencias negativas, 
constatando la existencia de singularidades. El análisis de homogeneidad ha señalado la 
existencia de puntos de cambio en ambas zonas para los índices calculados, que, 
descartada la posibilidad de asociarlos a factores no climáticos, se asoció al impacto de 
los procesos climáticos en las series de datos analizadas. De nuevo, los resultados 
obtenidos en zonas con el mismo clima, que a escalas superiores pueden presentar 
similitudes, muestran que las diferencias han sido más notables a escalas espaciales más 
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