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)
= gϕ inΩ,
u = 0 on ∂Ω,
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1. Introduction
In this paper we are interested in existence results for a class of nonlinear elliptic equations whose model case is⎧⎨⎩−div
( |Du|p−2Du
(1+ |u|)θ(p−1) ϕ(x)
)
= gϕ(x) inΩ,
u = 0 on ∂Ω,
(1.1)
where Ω is an open subset of RN with γ (Ω) < 1, N  2, p > 1, θ  0 and ϕ(x) = (2π)− N2 exp(−|x|22 ) is the density of Gauss
measure. Requiring different assumptions on the integrability of g we will obtain the existence of weak, distributional and
entropy solutions. The boundary condition “u = 0” in weak sense means that u or its truncation belongs to W 1,q0 (Ω,γ ) for
some q  1 (see Section 2.1 for deﬁnitions). Let us emphasize that the equation in (1.1) describes the stationary state of a
diffusion process within a system due to random motions. Let us consider a random motion of a particle initially located in
x at time t . Then the motion of the particle is described by its probability to exist in a speciﬁc volume element at time t .
Typically uϕ has to be interpreted as the probability density function associated to the position of a single particle. If p = 2,
V is a smooth region within Ω , ν is its outside normal, J = Du
(1+|u|)θ is the ﬂux density and g is a term that takes into
account the possible existence of a source in V , then equation in (1.1) is equivalent to∫
∂V
J · νϕ dσ =
∫
V
gϕ dx.
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(1+|u|)θ , hence it goes to zero, i.e. a slow diffusion effect
appears, for large value of u (see e.g. [34,37,16] and the references therein). If p = 2 and θ = 0, the equation in (1.1)
describes the Ornstein–Uhlenbeck process. It is well known that this process is a model of Brownian motion and the
interest in this kind of model arises in many applications (for instance in ﬁnancial mathematics and for modelling biological
processes, see e.g. [29]).
Because of the presence of density ϕ we have to work in weighted Sobolev spaces and because of the presence of the
function b(|u|) = 1
(1+|u|)θ(p−1) the operator A(u) = −div( |Du|
p−2Du
(1+|u|)θ(p−1) ϕ) may not be coercive on W
1,p
0 (Ω,γ ) (see Section 2 for
deﬁnition).
To overcome this problem we reason by approximation, truncating the function b in order to obtain operators in the class
of Leray–Lions. We get suitable a priori estimates for the solutions of these approximated problems using symmetrization
methods (see e.g. [35]). Moreover, due to the presence of the function ϕ and the possible unboundedness of the domain Ω ,
we use the isoperimetric inequality and the notion of rearrangement with respect to the Gauss measure dγ = ϕ(x)dx.
Thanks to a combined use of a priori estimates and the almost everywhere convergence of gradient of solutions of
approximated problems, it is possible to pass to the limit in order to obtain existence results.
When Ω is bounded and ϕ ≡ 1 a priori estimates and existence results have been obtained by several authors using
different techniques (see for example [2,3,10,12,13,32]). More precisely, if 0  θ < 1 it has been proved in [2], that if
g belongs to Lm(Ω) with m  Np
(N−p)(1−θ)(p−1)+p2 , then there exists a solution in the energy space W
1,m
0 (Ω), and such
solution is also bounded if m > N/p. If the datum g is less regular, then it is proved the existence of distributional or
entropy solutions (see also [13,12,20] for the linear case p = 2). We stress that these results coincide with the classical one
when there is no degeneracy, that means θ = 0. Completely different is the case θ > 1, in which the existence of weak
bounded solutions is related to a smallness assumption on the Lm-norm of g , with m > N/p (see [2]). Finally in the case
θ = 1, it is possible to prove the existence of a bounded solution if g belongs to Lm , with m > N/p (see, for example,
[2,3,12]). The parabolic case has been studied in [19] and [34].
When θ = 0 in problem (1.1) the weighted Zygmund spaces (see Section 2 for the deﬁnitions) are the natural sets
for the datum to get existence results. More precisely, in [23] has been proved that if the datum g is in the Zygmund
space L
p
p−1 (log L)− 12 (Ω,γ ) then there exists a weak solution in the energy space W 1,p0 (Ω,γ ). When the datum is less
regular, it has been proved that if g belongs to L
m
p−1 (log L)− 12 (Ω,γ ), with p − 1<m< p, then there exists a weak solution
in the sense of distribution in W 1,m0 (Ω,γ ) (see [24]). Moreover if g is in L
1(log L)
1
2 (Ω,γ ), then there exists a unique
SOLA (Solution Obtained as Limit of Approximations) in W 1,p−10 (Ω,γ ) (see [25]). The parabolic case has been studied
in [17].
In the present paper we examine the question of existence in the case θ = 0 varying the summability of b and taking g
in the class of Zygmund spaces. More precisely in the case 0< θ < 1, we prove the existence of weak solutions in the energy
space W 1,p0 (Ω,γ ) when the datum g belongs to L
m
p−1 (log L)α(p−1)−
p
2 (Ω,γ ), with m p1−θ and suitable α. Moreover such
solution is bounded if g is in the Lorentz–Zygmund space L∞,
1
p−1 (log L)−
p
2 (Ω,γ ) with 1 < p < 2. If g is less regular we
prove the existence of distributional and entropy solutions to problem (1.1). On the other hand, if θ > 1 in order to prove
the existence of weak bounded solutions in W 1,p0 (Ω,γ ) we need a smallness assumption on the datum.
The paper is organized as follows. In Section 2 we give the assumptions on the data of the problem and we adapt
different deﬁnitions of solution to the context of the Gauss measure. Moreover we recall tools that are useful in what
follows. In Sections 3 and 4 we prove the differential inequality for solutions to suitable approximated problems in terms
of their decreasing rearrangements. Starting from this inequality, we prove a priori estimates for the gradient of solution of
approximated problem. Finally in Section 5 we prove the existence results quoted above.
2. Preliminaries
2.1. Statement of the problem and deﬁnitions of solutions
We deal with the following nonlinear elliptic problem{−div(a(x,u, Du))= gϕ in Ω,
u = 0 on ∂Ω, (2.1)
where Ω is an open subset of RN , N  2 with γ (Ω) < 1, 1< p < ∞ and
ϕ(x) = (2π)− N2 exp
(
−|x|
2
2
)
is the density of Gauss measure RN deﬁned as dγ = ϕ(x)dx.
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(i) ϕ(x)b(|t|)|ξ |p  a(x, t, ξ)ξ , where
b(t) = 1
(1+ t)θ(p−1) for θ > 0;
(ii) |a(x, t, ξ)| c1ϕ(x)(|t|p−1 + |ξ |p−1 + k1(x)), for almost every x in Ω , for every (t, ξ) in R×RN , where k1 is a nonneg-
ative function in Lp
′
(ϕ,Ω) with p′ = pp−1 and c1 > 0;
(iii) (a(x, η, ξ)− a(x, η, ξ¯ ))(ξ − ξ¯ ) > 0 for almost every x in Ω , for every η in R, for every ξ, ξ¯ in RN , with ξ = ξ¯ .
Moreover g is a measurable function on whose summability we will make different assumptions.
In what follows we will deal with different classes of solutions. We need to adapt the classical deﬁnitions of weak and
entropy solutions to our context. We recall (see e.g. [22]) that when θ = 0 the natural space for searching weak solutions is
the weighted Sobolev space W 1,p0 (Ω,γ ), that is the closure of C
∞
0 (Ω) under the norm ‖u‖W 1,p0 (Ω,γ ) = (
∫
Ω
|Du|p dγ ) 1p .
Deﬁnition 2.1 (Weak solution). Let g ∈ Lp′(log L)− 12 (Ω,γ ). We say that u ∈ W 1,p0 (Ω,γ ) is a weak solution to problem (2.1),
if ∫
Ω
a(x,u, Du)Dψ dx =
∫
Ω
gψ dγ ∀ψ ∈ W 1,p0 (Ω,γ ).
Deﬁnition 2.2 (Weak solution in the sense of distribution). Let g ∈ L1(Ω,γ ). We say that u ∈ W 1,10 (Ω,γ ) is a weak solution in
the sense of distribution to problem (2.1), if |a(x,u, Du)| ∈ L1(Ω) and∫
Ω
a(x,u, Du)Dψ dx =
∫
Ω
gψ dγ ∀ψ ∈ D(Ω).
We emphasize that when the datum g /∈ Lp′(log L)− 12 (Ω,γ ), it is not possible to assure, in general, that |a(x,u, Du)|
belongs to L1(Ω). For this reason we need to introduce a different deﬁnition of solution.
Given k > 0, we denote by Tk(s) the truncation function at height ±k, deﬁned as Tk(s) = max(−k,min(k, s)), for any
s ∈ R. We note that it is possible to prove, as in the case of Lebesgue measure, the following result (see e.g. [6] for not
weighted case).
Lemma 2.1. If u is ameasurable function such that Tk(u) belongs to W
1,p
0 (Ω,γ ) for every k > 0, then there exists a uniquemeasurable
function v : Ω → RN such that
vχ{|u|<k} = DTk(u), for a.e. x ∈ Ω, ∀k > 0, (2.2)
where χE is the characteristic function of a measurable set E. Moreover, if u belongs to W
1,1
0 (Ω,γ ), then v = Du in the usual weak
sense.
Now it is possible to give the following suitable deﬁnition of entropy solution (see for example [6,15,5]).
Deﬁnition 2.3 (Entropy solution). Let g ∈ L1(Ω,γ ). We say that a measurable function u is the entropy solution to problem
(2.1) if Tk(u) ∈ W 1,p0 (Ω,γ ) and it holds∫
Ω
a(x,u, Du)DTk(u −ψ)dx
∫
Ω
gTk(u −ψ)dγ ,
for every k > 0 and ψ ∈ W 1,p0 (Ω,γ )∩ L∞(Ω).
2.2. Rearrangements w.r.t. Gauss measure
One of the main tools to prove the a priori estimates is the isoperimetric inequality with respect to the Gauss mea-
sure. If E is an (N − 1)-rectiﬁable set, the perimeter with respect to the Gauss measure of E is deﬁned by P (E) =
(2π)− N2
∫
∂E exp(−|x|
2
2 )HN−1(dx), where HN−1(x) is the (N − 1)-dimensional Hausdorff measure. It is well known (see e.g.
[26]) that for all subsets E ⊂RN it follows that
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(
−Φ
−1(γ (E))2
2
)
, (2.3)
where Φ(τ) is the Gauss measure of the half-space {x ∈ RN : x1 > τ }, ∀τ ∈ R¯. Moreover (see e.g. Eq. (8.16) of [30]) the
asymptotic behavior of the isoperimetric function is:
(2π)−
1
2 exp
(
−Φ
−1(t)2
2
)
∼ t
(
2 log
1
t
) 1
2
for t → 0+; 1−. (2.4)
Now we recall deﬁnitions and some properties of rearrangement with respect to the Gauss measure of a measurable func-
tion u.
We deﬁne the decreasing rearrangement w.r.t. (i.e. with respect to) the Gauss measure of u as the function
u(s) = inf{t  0: γu(t) s} s ∈ ]0,1],
where γu(t) = γ ({x ∈ Ω: |u(x)| > t}), for t  0.
We denote by u(x) = u(Φ(x1)) for x ∈ Ω , the rearrangement w.r.t. the Gauss measure of u (see e.g. [26]), where
Ω = {x = (x1, . . . , xN ) ∈RN : x1 >ω} is the half-space such that γ (Ω) = γ (Ω).
We stress that if u, u and u are equimeasurable, then they have, in particular, the same Lorentz–Zygmund norm.
Moreover if u(x) and w(x) are measurable functions, the Hardy–Littlewood inequality holds∫
Ω
∣∣u(x)w(x)∣∣dγ  ∫
Ω
u(x)w(x)dγ =
γ (Ω)∫
0
u(s)w(s)ds. (2.5)
For general results about the properties of rearrangement with respect to a positive measure we refer, for instance, to [18].
2.3. Lorentz–Zygmund and Marcinkiewicz spaces
Let u be any measurable function in Ω for 0 < r,m  +∞ and α ∈ R. We say that a measurable u belongs to the
Lorentz–Zygmund space Lm,r(log L)α(ϕ,Ω) if the quantity1
‖u‖Lm,r(log L)α(Ω,γ ) =
{
(
∫ γ (Ω)
0 [t
1
m (1− log t)αu(t)]r dtt )
1
r if 0< r < ∞,
supt∈(0,γ (Ω))[t 1m (1− log t)αu(t)] if r = ∞
(2.6)
is ﬁnite. We emphasize that the Lorentz–Zygmund space Lm,r(log L)α(Ω,γ ) coincides: with the Lorentz space Lm,r(Ω,γ )
when α = 0, with the Zygmund space Lm(log L)α(Ω,γ ) when m = r < ∞, with the Zygmund space L−αexp(Ω,γ ) when
m = r = ∞ and α  0 and with the Marcinkiewicz space Mm(Ω,γ ) when α = 0, r = ∞ and m< ∞. We will abuse notation
and use L∞(log L)α(Ω,γ ) instead of L−αexp(Ω,γ ). We remark that for m > 1 and r  1, the quasinorm (2.6) is equivalent to
the norm obtained replacing u(t) with u(t) = 1t
∫ t
0 u
(s)ds.
We will remind the same inclusion relations among Lorentz–Zygmund spaces. If 0< r < p ∞, 0< q, s∞ and −∞ <
α,β < ∞, then we get
Lp,q(log L)α(ϕ,Ω) ↪→ Lr,s(log L)β(ϕ,Ω),
where the symbol ↪→ state for continuous embedding.
It is clear from deﬁnition (2.6) that the space Lp,q(log L)α(ϕ,Ω) decreases as α increases. When the ﬁrst exponents are
the same, 0< p ∞, 0< q, s∞ and −∞ <α,β < ∞, the following inclusion holds
Lp,q(log L)α(ϕ,Ω) ↪→ Lp,s(log L)β(ϕ,Ω)
whenever either
q s and α  β
or
q > s and α + 1
q
> β + 1
s
.
Moreover if p = ∞ the spaces Lp,q(log L)α(ϕ,Ω) are ordered along the “diagonals” α + 1q = constant. For more properties
and details we refer to [8,7,33].
Now we give a suﬃcient condition in order to assure that the gradient of a function belongs to a Marcinkiewicz space.
The proof is a slight modiﬁcation of the classical one (see e.g. [2]).
1 We will use the following ‘arithmetic’ convention: s∞ = 0, for s > 0.
G. di Blasio, F. Feo / J. Math. Anal. Appl. 386 (2012) 763–779 767Lemma 2.2. Let u be a measurable function belonging to Mr(Ω,γ ) for some r > 0, such that, for every k  0, Tk(u) belongs to
W 1,p0 (Ω,γ ), p > 1. Suppose that∫
{|u|k}
|Du|p dγ (x) ckλ, ∀k > k0,
for some nonnegative λ, c and k0 . Then the weak gradient of u is such that |Du| belongs to Mq(Ω,γ ), with q = rpr+λ .
Remark 2.4. The proof of Lemma 2.2 assures that the norm of |Du| in Mq(Ω,γ ) is bounded by a constant C = C(λ,k0, r, c)
independent of u.
2.4. Some inequalities
In this subsection we recall some Hardy inequalities with ﬁxed weight which will be useful in what follows.
Proposition 2.1. (See [8].) Suppose r > 0, 1 q +∞ and −∞ < α < +∞. Let ψ be a nonnegative measurable function on (0,1).
If q = +∞, then the following inequalities hold:( 1∫
0
(
t−r(1− log t)α
t∫
0
ψ(s)ds
)q
dt
t
) 1
q
 c
( 1∫
0
(
t1−r(1− log t)αψ(t))q dt
t
) 1
q
, (2.7)
( 1∫
0
(
tr(1− log t)α
1∫
t
ψ(s)ds
)q
dt
t
) 1
q
 c
( 1∫
0
(
t1+r(1− log t)αψ(t))q dt
t
) 1
q
; (2.8)
while, for q = +∞ it holds that
sup
0<t<1
(
t−r(1− log t)α
( t∫
0
ψ(s)ds
))
 c sup
0<t<1
(
t1−r(1− log t)αψ(t)), (2.9)
sup
0<t<1
(
tr(1− log t)α
( 1∫
t
ψ(s)ds
))
 c sup
0<t<1
(
t1+r(1− log t)αψ(t)). (2.10)
In all cases, the constants c = c(r,q,α) are independent of ψ .
Remark 2.5. We observe that Proposition 2.1 still holds also for 0 < q < 1 under furthermore assumptions. If ψ is a non-
negative monotone function on (0,1) the inequality (2.7) still holds also for 0 < q < 1. Indeed if we ﬁx, for example, ψ
decreasing function, reasoning as in Lemma 2.1 of [4], for some positive constant c, we have
1∫
0
(
t−r(1− log t)α
t∫
0
ψ(s)ds
)q
dt
t

+∞∑
j=0
1
2( j+1)q
1∫
0
[
t1−r(1− log t)αψ
(
t
2 j+1
)]q dt
t
=
+∞∑
j=0
1
2( j+1)rq
1
2 j+1∫
0
[
t1−r
(
1− log(2 j+1t))αψ(t)]q dt
t
 c
1∫
0
[
t1−r(1− log t)αψ(t)]q dt
t
.
Moreover if 0 < q < 1 and ψ is a nonnegative decreasing function on (0,1), the inequality (2.8) still holds. Indeed, let
ψ˜(s) be the extension of ψ by zero outside (0,1). It follows that, for some positive constant c,
1∫ (
tr(1− log t)α
1∫
ψ(s)ds
)q
dt
t

+∞∑
j=0
2 jq
1∫ [
tr+1(1− log t)αψ˜(2 jt)]q dt
t
0 t 0
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+∞∑
j=0
1
2 jrq
2 j∫
0
[
tr+1
(
1− log
(
t
2 j
))α
ψ˜(t)
]q dt
t
 c
1∫
0
(
t1+r(1− log t)αψ(t))q dt
t
.
Proposition 2.2. (See [8].) Suppose 1  q  +∞ and 1q + α = 0. Let ψ be a nonnegative measurable function on (0,1). If q = ∞,
then it holds( 1∫
0
(
(1− log t)α
t∫
0
ψ(s)ds
)q
dt
t
) 1
q
 c
( 1∫
0
(
t(1− log t)α+1ψ(t))q dt
t
) 1
q
for
1
q
+ α > 0, (2.11)
( 1∫
0
(
(1− log t)α
1∫
t
ψ(s)ds
)q
dt
t
) 1
q
 c
( 1∫
0
(
t(1− log t)α+1ψ(t))q dt
t
) 1
q
for
1
q
+ α < 0. (2.12)
Moreover, if q = ∞, it holds
sup
0<t<1
(
(1− log t)α
t∫
0
ψ(s)ds
)
 c sup
0<t<1
(
t(1− log t)α+1ψ(t)) for α > 0, (2.13)
sup
0<t<1
(
(1− log t)α
1∫
t
ψ(s)ds
)
 c sup
0<t<1
(
t(1− log t)α+1ψ(t)) for α < 0. (2.14)
In all cases, the constants c = c(q,α) are independent of ψ .
3. A priori estimates
We consider the following problem{
An(u) ≡ −div
(
a
(
x, Tn(un), Dun
))= gnϕ inΩ,
un = 0 on ∂Ω,
(3.1)
where gn is smooth enough in order to assure the existence of a solution un ∈ W 1,p0 (Ω,γ ) of (3.1) and gn will be a suitable
approximation of datum g . We observe that the differential operator An(u) is a pseudomonotone and coercive operator on
W 1,p0 (Ω,γ ).
Let us deﬁne
B(t) =
t∫
0
b(s)
1
p−1 ds for t  0. (3.2)
First of all, we prove the following differential inequality for weak solutions to problem (3.1).
Theorem 3.1. Let un be a weak solution of (3.1), under the assumptions (i)–(iii). Then the following inequality holds for a.e. σ ∈
(0, γn(Ω))
− d
dσ
B
(
un (σ )
)
 (2π)
p′
2 exp
(
p′ Φ
−1(σ )2
2
)( σ∫
0
gn (s)ds
) p′
p
, (3.3)
where B is deﬁned in (3.2).
Proof. Let t,h > 0. Using ψ(x) = Th(un−Tt(un)) as a test function in (3.1), dividing both sides by h and using assumption (i),
we have
1
h
∫
b
(|un|)|Dun|p dγ  1
h
∫
b
(∣∣Tn(un)∣∣)|Dun|p dγ  ∫
{|u |>t}
|gn|dγ .{t<|un|<t+h} {t<|un|<t+h} n
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1
h
∫
{t<|un|<t+h}
b
(|un|)|Dun|dγ
)p

(
1
h
∫
{t<|un|<t+h}
b
(|un|)dγ
)p−1 ∫
{|un|>t}
|gn|dγ . (3.4)
By the monotonicity of F (t) = ∫{|un|>t} b(|un|)|Dun|dγ , the continuity of b, the Hardy–Littlewood inequality and letting
h → 0, we obtain, after simpliﬁcation
b(t)
(
− d
dt
∫
{|un|>t}
|Dun|dγ
)p

(−γ ′un (t))p−1
( γun (t)∫
0
gn (s)ds
)
(3.5)
for a.e. t > 0. On the other hand, the Fleming–Rishel formula (see e.g. [14] and for the Lebesgue measure [28]) and isoperi-
metric inequality w.r.t. the Gauss measure (2.3), imply
− d
dt
∫
{|un|>t}
|Dun|ϕ(x)dx
∫
∂{|un|>t}
ϕ(x)Hn−1(dx) = 1√
2π
exp
(
−Φ
−1(γun(t))2
2
)
, (3.6)
where {|un| > t} is the half-space having Gauss measure γun (t).
From (3.5) and (3.6), raising to the power p′/p, it follows that for a.e. t ∈ (0,ess sup |u|)
b
p′
p (t) (2π)
p′
2
(−γ ′un (t))exp(p′ Φ−1(γun (t))22
)( γun (t)∫
0
gn (s)ds
) p′
p
.
Finally arguing as in [36] we have (3.3). 
Corollary 3.2. Let un ∈ W 1,p0 (Ω,γ ) be a weak solution of (3.1) under the assumptions (i)–(iii) and let
wn(x) =
x1∫
ω
exp
(
τ 2
2(p − 1)
)( +∞∫
τ
gn (σ )exp
(
−σ
2
2
)
dσ
) 1
p−1
dτ
be the weak solution in W 1,p0 (Ω
,γ ) of the following problem:{
−(ϕ∣∣(wn)x1 ∣∣p−2(wn)x1)x1 = gnϕ in Ω,
wn = 0 on ∂Ω,
(3.7)
where Ω = {x ∈ RN : x1 > ω} is the half-space such that γ (Ω) = γ (Ω) and gn is the rearrangement w.r.t. the Gauss measure of
the datum gn. Then we have
B
(
un (s)
)
 wn (s) for s ∈
[
0, γ (Ω)
)
, (3.8)
where B(t) is deﬁned in (3.2), un and w

n are the decreasing rearrangements w.r.t. the Gauss measure of un and wn respectively.
Proof. Applying the arguments in Theorem 3.1 to problem (3.7), we get equalities instead of inequalities. Then we are able
to write the explicit expression of the weak solution of (3.7), i.e. wn (s) = (2π)
p′
2
∫ γ (Ω)
s exp(p
′ Φ−1(t)2
2 )(
∫ t
0 g

n (σ )dσ)
1
p−1 dt
for s ∈ (0, γ (Ω)). Using (3.3) and absolute-continuity arguments we get (3.8). 
Remark 3.3. We stress that Theorem 3.1 and Corollary 3.2 hold also if we replace in (i) the function b(t) with any positive,
continuous, decreasing and bounded function. Moreover comparison results and a priori estimates for solutions to problem
(3.1) with θ = 0 and lower order terms are proved for example in [9,21,22] and the inﬁnite dimensional case has been
studied in [27].
Now using the differential inequality (3.3) we are able to prove the following a priori estimates.
Proposition 3.1. Let un be a solution of (3.1) under the assumptions (i)–(iii) and 1< p < 2.
770 G. di Blasio, F. Feo / J. Math. Anal. Appl. 386 (2012) 763–779If 0 θ  1, then there exists a constant C , depending on p, r, α and γ (Ω), such that
‖un‖L∞(Ω)  B−1
(
C‖gn‖
1
p−1
L
∞, 1p−1 (log L)α(Ω,γ )
)
, (3.9)
where B−1(t) denotes the inverse function of B(t) deﬁned in (3.2).
If θ > 1 and
C‖gn‖
1
p−1
L
∞, 1p−1 (log L)α(Ω,γ )
<
1
θ − 1 , (3.10)
then (3.9) holds too.
Proof. The assertion follows from (3.3) after an integration between 0 and γ (Ω) and using (2.4) and (2.7). Indeed we
obtain, for some constant c that varies from line to line,
B
(
un (0)
)
 c
γ (Ω)∫
0
1
σ p
′
(1− logσ) p′2
( σ∫
0
gn (s)ds
) p′
p
dσ
 c‖gn‖
1
p−1
L
∞, 1p−1 log L−
p
2 (Ω,γ )
.
This assures the assertions. 
Remark 3.4. We stress that the smallness condition (3.10) can be replaced by the following weaker condition:
(2π)−
p′
2
γ (Ω)∫
0
exp
(
p′ Φ
−1(σ )2
2
)( σ∫
0
gn (s)ds
) p′
p
dσ <
1
θ − 1 .
We emphasize that the assumption 1 < p < 2 guarantees the space L∞,
1
p−1 log L−
p
2 (Ω,γ ) is nontrivial. Obviously
Proposition 3.1 holds also if we replace ‖gn‖
L
∞, 1p−1 log L−
p
2 (Ω,γ )
with ‖gn‖
L
∞, rp−1 log Lα(Ω,γ )
, when L∞,
r
p−1 log Lα(Ω,γ ) ⊆
L∞,
1
p−1 log L−
p
2 (Ω,γ ).
Proposition 3.2. Let un be a solution of (3.1) under the assumptions (i)–(iii) and B(t) deﬁned in (3.2). Then there exist positive
constants Ci , i = 1,2,3, depending on p,m, r,α and γ (Ω) such that:
(a) ∥∥B(|un|)∥∥L∞,r(log L)α(Ω,γ )  C1‖gn‖ 1p−1
L
∞, rp−1 (log L)α(p−1)+
p
2 −1(Ω,γ )
, (3.11)
where ⎧⎪⎪⎪⎨⎪⎪⎪⎩
1 r < +∞,
α + 1
r
< 0,
α(p − 1)+ p
2
− 1+ p − 1
r
< 0,
or
⎧⎪⎨⎪⎩
r = +∞,
α < 0,
α(p − 1)+ p
2
− 1 0;
(b) ∥∥B(|un|)∥∥Lm,r(log L)α(Ω,γ )  C2‖gn‖ 1p−1
L
m
p−1 , rp−1 (log L)α(p−1)−
p
2 (Ω,γ )
, (3.12)
where p − 1<m< +∞ and{
1< p < 2,
1 r +∞, or
{
p  2,
0< r +∞;
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∥∥B(|un|)∥∥Lp−1,r(log L)α(Ω,γ )  C3‖gn‖ 1p−1
L
1, rp−1 (log L)α(p−1)−
p
2 +1(Ω,γ )
,
where ⎧⎪⎪⎨⎪⎪⎩
1< p < 2,
1 r +∞,
α − p
′
2
+ 1
r
> 0,
or
⎧⎪⎪⎨⎪⎪⎩
p  2,
p − 1 r +∞,
α − p
′
2
+ 1
r
> 0.
Proof. For the sake of simplicity we will denote by ‖u‖m,r,α the quasinorm of u in Lm,r(log L)α(ϕ,Ω). By deﬁnition (2.6)
and by (3.8), (2.4) we have
∥∥B(|un|)∥∥rm,r,α  c
γ (Ω)∫
0
(
t
1
m (1− log t)α
γ (Ω)∫
t
1
σ p
′
(1− logσ) p′2
( σ∫
0
gn (s)ds
) p′
p
dσ
)r
dt
t
,
∥∥B(|un|)∥∥m,∞,α  c sup
t∈(0,γ (Ω))
[
t
1
m (1− log t)α
γ (Ω)∫
t
1
σ p
′
(1− logσ) p′2
( σ∫
0
gn (s)ds
) p′
p
dσ
]
,
for some constant c that varies from line to line.
Case (a). If r < +∞, using the Hardy inequality (2.12), with r  1, α + 1r < 0 and the Hardy inequality (2.7) and Remark
2.5, it follows that
∥∥B(|un|)∥∥r∞,r,α  c
γ (Ω)∫
0
(
t−1(1− log t)(α+1− p
′
2 )(p−1)
t∫
0
gn (s)dsdσ
) r
p−1
dt
t
 c‖gn‖
r
p−1
∞, rp−1 ,(α+1− p
′
2 )(p−1)
.
If r = +∞, we use the Hardy inequality (2.14), with α < 0 and the Hardy inequality (2.9).
Case (b). If r < +∞, using Hardy inequalities (2.8), (2.7) and Remark 2.5, we obtain
∥∥B(|un|)∥∥rm,r,α  c
γ (Ω)∫
0
(
t
1
m (p−1)−1(1− log t)(α− p
′
2 )(p−1)
t∫
0
gn (s)dsdσ
) r
p−1
dt
t
 c‖gn‖
r
p−1
m
p−1 ,
r
p−1 ,α(p−1)− p2
.
If r = +∞ we use inequalities (2.10) and (2.9).
Case (c). If r < +∞ using Hardy inequalities (2.8) and (2.11) with r  p−1 and (α− p′2 )(p−1)+ p−1r > 0 and Remark 2.5,
we get
∥∥B(|un|)∥∥rp−1,r,α  c
γ (Ω)∫
0
(
(1− log t)(α− p
′
2 )(p−1)
t∫
0
gn (s)dsdσ
) r
p−1
dt
t
 c‖gn‖
r
p−1
1, rp−1 ,α(p−1)− p2 +1
.
If r = +∞ we use Hardy inequalities (2.10) and (2.13) with (α − p′2 ) > 0.
In this case the constrictions on α assure that L1,
r
p−1 (log L)α(p−1)−
p
2 +1(Ω,γ ) ⊆ L1(Ω,γ ). 
Remark 3.5. We observe that the previous result holds also if we replace in (i) the function b(t) with any positive, continu-
ous, decreasing and bounded function.
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Corollary 3.6. Let 0 θ < 1 and un be a solution of (3.1) under the assumptions (i)–(iii).
(a) If α < 0 and α(p − 1) + p2 − 1  0, then the norm ‖|un|1−θ‖L∞(log L)α(ϕ,Ω) is bounded by a constant depending on‖gn‖
L∞(log L)α(p−1)+
p
2 −1(Ω,γ )
;
(b) if max{1, p − 1} < m < ∞, then the norm ‖|un|1−θ‖Lm(log L)α(ϕ,Ω) is bounded by a constant depending on
‖gn‖
L
m
p−1 (log L)α(p−1)−
p
2 (Ω,γ )
;
(c) if p  2 and α(p − 1) + 1 − p2 > 0, then the norm ‖|un|1−θ‖Lp−1(log L)α(ϕ,Ω) is bounded by a constant depending on‖gn‖
L1(log L)α(p−1)−
p
2 +1(ϕ,Ω)
.
The assertions easily follow using the estimates of Proposition 3.2 in the Zygmund space norm and the explicit form of
the function B(t). We explicitly observe that in the case θ = 1 it is not possible, in general, to prove that uqn is bounded in
L1(Ω,γ ) for some q > 0. As a consequence of Proposition 3.2 one can only say that log(1+ |un|) is bounded in the suitable
Zygmund space.
4. Gradient estimates
In this section we use the estimates obtained in Section 3 and the explicit form of the function b in order to obtain the
following a priori estimates for the norm of the gradient of the solutions un .
Theorem 4.1. Let un be a solution of (3.1) under the assumptions (i)–(iii) and 1< p < 2.
If 0 θ  1, then there exists a constant C , independent of n and continuous depending on the norm of gn in L∞,
1
p−1 (log L)−
p
2 (Ω,
γ ), such that
‖un‖W 1,p0 (Ω,γ )  C . (4.1)
If θ > 1 and smallness condition (3.10) holds, then (4.1) is still true.
Proof. We choose un as a test function in (3.1). Using (i), we get∫
Ω
b(un)|Dun|p dγ 
∫
Ω
gnun dγ
which implies∫
Ω
|Dun|p dγ 
(
1+ ‖un‖L∞(Ω)
)θ(p−1)+1‖gn‖L1(Ω,γ ).
The assertions follow by embedding in Lorentz–Zygmund spaces (see Section 2.3) and observing that by Proposition 3.1 the
norm of un in L∞(Ω) is bounded by a constant depending on the norm of datum. 
Theorem 4.2. Let un be a solution of (3.1) under the assumptions (i)–(iii) and assume 0< θ < 1.
(a) If α(p − 1)+ p2 − 1 0 and α < 0, then there exists a constant C independent of n and continuous depending on the norm of gn
in L∞(log L)α(p−1)+
p
2 −1(Ω,γ ), such that
‖un‖W 1,p0 (Ω,γ )  C . (4.2)
(b) If ⎧⎪⎨⎪⎩
p
1− θ m < +∞,
α  p
2m
then there exists a constant C independent of n and continuous depending on the norm of gn in L
m
p−1 (log L)α(p−1)−
p
2 (Ω,γ ), such
that inequality (4.2) still holds.
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p <m< +∞,
−∞ <α < +∞, or
{m = p,
α  1
2
.
Proof of Theorem 4.2. Let us consider gn ∈ L
m
p−1 (log L)α(p−1)−
p
2 (Ω,γ ). Using the explicit form of b(t) and arguing as in
Theorem 3.1, since 1− (1− θ)(m − p + 1) < 0, it follows that
d
dt
∫
{|un|t}
|Dun|p
(1+ |un|)θ(p−1)+1−(1−θ)(m−p+1) dγ  (1+ t)
−1+(1−θ)(m−p+1)
γun (t)∫
0
gn (s)ds.
Integrating between 0 and +∞, since θ(p − 1) + 1 − (1 − θ)(m − p + 1) 0 and using the Hölder inequality, we have for
some positive constant c∫
Ω
|Dun|p dγ 
∫
Ω
|Dun|p
(1+ |un|)θ(p−1)+1−(1−θ)(m−p+1) dγ

+∞∫
0
(1+ t)−1+(1−θ)(m−p+1)
γun (t)∫
0
gn (s)dsdt
 c
γ (Ω)∫
0
gn (s)
[(
1+ un (s)
)(1−θ)(m−p+1) − 1]ds
 c
( γ (Ω)∫
0
gn (s)u

n (s)
(1−θ)(m−p+1) (1− log s)α(m−p+1)
(1− log s)α(m−p+1) ds +
γ (Ω)∫
0
gn (s)ds
)
 c
( γ (Ω)∫
0
gn (s)
m
p−1
(1− log s)α(m−p+1) mp−1
ds
) p−1
m
( γ (Ω)∫
0
un (s)
(1−θ)m(1− log s)αm ds
)m−p+1
m
+ c‖gn‖L1(Ω,γ ).
(4.3)
We emphasize that since α  p2m , it follows
γ (Ω)∫
0
gn (s)
m
p−1
(1− log s)α(m−p+1) mp−1
ds c‖gn‖
m
p−1
L
m
p−1 (log L)α(p−1)−
p
2 (Ω,γ )
. (4.4)
Moreover using embedding in Lorentz–Zygmund spaces (see Section 2.3) we get
‖gn‖L1(Ω,γ )  c‖gn‖
L
m
p−1 (log L)α(p−1)−
p
2 (Ω,γ )
. (4.5)
Inequalities (4.3), (4.4), (4.5) and Corollary 3.6 assure the assertion for m = +∞.
The case gn ∈ L∞(log L)α(p−1)+ p2 −1(Ω,γ ) easily follows using embedding in Lorentz–Zygmund spaces (see Section 2.3):
L∞(log L)α(p−1)+
p
2 −1(Ω,γ ) ↪→ L mp−1 (log L)β(p−1)− p2 (Ω,γ ) ↪→ L1(Ω,γ ) (4.6)
for max{1, p − 1} <m < ∞, β  p2m and α such that α(p − 1) + p2 − 1  0. Indeed reasoning as in the previous case we
obtain∫
Ω
|Dun|p dγ  c‖gn‖
L
m
p−1 (log L)β(p−1)−
p
2 (Ω,γ )
∥∥|un|1−θ∥∥m−p+1Lm(log L)β (Ω,γ ) + c‖gn‖L1(Ω,γ ),
then, using Corollary 3.6 and (4.6), we get the assertion. 
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p − 1+ 1
1− θ <m<
p
1− θ ,
α  p
2m
then there exists a constant C independent of n and continuous depending on the norm of gn in L
m
p−1 (log L)α(p−1)−
p
2 (Ω,γ ), such that
‖un‖W 1,q0 (Ω,γ )  C with q =m(1− θ).
Proof. Arguing as in Theorem 4.2, since θ(p − 1) + 1 − (1 − θ)(m − p + 1) > 0 and 1 − (1 − θ)(m − p + 1) < 0 we get, for
some positive constant c∫
Ω
|Dun|q dγ 
∫
Ω
|Dun|q(1+ |un|)[θ(p−1)+1−(1−θ)(m−p+1)]
q
p
(1+ |un|)[θ(p−1)+1−(1−θ)(m−p+1)]
q
p
dγ

(∫
Ω
|Dun|p
(1+ |un|)θ(p−1)+1−(1−θ)(m−p+1) dγ
) q
p
(∫
Ω
(
1+ |un|
)(1−θ)m
dγ
)1− qp
 c
( γ (Ω)∫
0
gn (s)
[(
1+ un (s)
)(1−θ)(m−p+1) − 1]ds)
q
p(∫
Ω
(
1+ |un|
)(1−θ)m
dγ
)1− qp
. (4.7)
We emphasize that since α  p2m , then, for some constant c
γ (Ω)∫
0
gn (s)
m
p−1
(1− log s)α(m−p+1) mp−1
ds c‖gn‖
L
m
p−1 (log L)α(p−1)−
p
2 (Ω,γ )
(4.8)
and since α  0, it follows that∫
Ω
(
1+ |un|
)(1−θ)m
dγ  c
[
1+ sup
t∈(0,γ (Ω))
(1− log t)−αm
γ (Ω)∫
0
un (s)
(1−θ)m(1− log s)αm ds
]
. (4.9)
Inequalities (4.7), (4.8) and (4.9) and Corollary 3.6 give the assertion. 
Theorem 4.5. Let un be a solution of (3.1) under the assumptions (i)–(iii) and assume 0 θ < 1.
(a) If ⎧⎪⎨⎪⎩
max{1, p − 1} <m p − 1+ 1
1− θ ,
α  p
2(p − 1) ,
then there exists a constant C independent of n and continuous depending on the norm of gn in L
m
p−1 (log L)α(p−1)−
p
2 (Ω,γ ), such
that
‖Dun‖Mq(Ω,γ )  C with q =m(1− θ). (4.10)
(b) If p  2 and α > p−22(p−1) , then there exists a constant C , independent of n and continuous depending on the norm of gn in
L1(log L)α(p−1)−
p
2 +1(Ω,γ ), such that
‖Dun‖Mq(Ω,γ )  C with q = (p − 1)(1− θ). (4.11)
Remark 4.6. We observe that when θ = 0 it is possible to prove (see [24]) that if p  2, p − 1 <m < p and α = 12 then
there exists a constant C independent of n and continuous depending on the norm of gn in L
m
p−1 (log L)− 12 (Ω,γ ) s.t.
‖un‖ 1,m  C .W0 (Ω,γ )
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C independent of n and continuous depending on the norm of gn in L1(log L)
1
2 (Ω,γ ), s.t.
‖un‖W 1,p−10 (Ω,γ )  C .
We stress that the last two estimates are stronger than (4.10) and (4.11), respectively.
Proof of Theorem 4.5. We can argue as in the proof of Theorem 4.2 and we have
d
dt
∫
{|un|t}
|Dun|p dγ  c(1+ t)θ(p−1)
γun (t)∫
0
gn (s)ds.
Integrating between 0 and k > 0, we get∫
{|un|k}
|Dun|p dγ  c
k∫
0
(1+ t)θ(p−1)
γun (t)∫
0
gn (s)dsdt. (4.12)
(b) If gn ∈ L1(log L)α(p−1)− p2 +1(Ω,γ ), being p  2 and α > p−22(p−1) , from (4.12) we have∫
{|un|k}
|Dun|p dγ  c‖gn‖L1(Ω,γ )
[
(1+ k)θ(p−1)+1 − 1]
 C1 + C2kθ(p−1)+1
for some constants C1,C2 > 0. Taking C3 >
C1
kθ(p−1)+10
+ C2 for some k0 ∈N we get∫
{|un|k}
|Dun|p dγ  C3kθ(p−1)+1 for k > k0.
By Lemma 2.2 and Remark 2.4, since un ∈ M(1−θ)(p−1)(Ω,γ ) we have that |Dun| is bounded in Mq(Ω,γ ) with q = (p −
1)(1− θ).
(a) If gn ∈ L
m
p−1 (log L)α(p−1)−
p
2 (Ω,γ ) and α  0, then un is bounded in M(1−θ)m(Ω,γ ) (see Corollary 3.6). Moreover by
(4.12) since α  p2(p−1) , it follows that∫
{|un|k}
|Dun|p dγ  c‖gn‖
L
m
p−1 (log L)α(p−1)−
p
2 (Ω,γ )
k∫
0
(1+ t)θ(p−1)γun(t)1−
p−1
m dt
 c‖gn‖
L
m
p−1 (log L)α(p−1)−
p
2 (Ω,γ )
k∫
0
(1+ t)θ(p−1)
(
1
tm(1−θ)
)1− p−1m
dt.
By Lemma 2.2 and Remark 2.4 we get that |Dun| is bounded in Mq(Ω,γ ), with q =m(1− θ). 
5. Existence result
In this section we investigate the existence of solutions to problem (2.1) in the case 0  θ  1 and the case θ > 1
separately.
5.1. Case 0 θ  1
Let us consider the following problem:⎧⎨⎩−div
(
Dv
(1+ |v|)θ ϕ
)
= gϕ in Ω,
v = 0 on ∂Ω,
(5.1)
where Ω = {x1 ∈ RN : x1 >ω} is a half-space and g is an increasing function depending on the ﬁrst variable and 0< θ < 1.
When θ = 0, it is well known that if g ∈ L2(log L)− 12 (Ω,γ ), then |Dv| ∈ L2(Ω,γ ), see [25]. Instead when θ = 0 we will
prove that the condition g ∈ L2(log L)− 12 (Ω,γ ) is not enough to assure |Dv| ∈ L2(Ω,γ ).
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bounded solution u ∈ W 1,p0 (Ω,γ )∩ L∞(Ω) to problem (2.1).
Theorem 5.2. Let us assume (i)–(iii) hold and 0< θ < 1.
(a) If g ∈ L∞(log L)α(p−1)+ p2 −1(Ω,γ ) with{
α < 0,
α(p − 1)+ p
2
− 1 0,
then there exists a weak solution u ∈ W 1,p0 (Ω,γ ) of problem (2.1), such that u1−θ ∈ L∞(log L)α(Ω,γ ).
(b) If g ∈ L mp−1 (log L)α(p−1)− p2 (Ω,γ ) with⎧⎪⎨⎪⎩
p
1− θ m < +∞,
α  p
2m
,
then there exists a weak solution u ∈ W 1,p0 (Ω,γ ) of problem (2.1), such that u1−θ ∈ Lm(log L)α(Ω,γ ).
(c) If g ∈ L mp−1 (log L)α(p−1)− p2 (Ω,γ ) with⎧⎪⎪⎨⎪⎪⎩
max
{
p − 1+ 1
1− θ ,
p − 1
1− θ
}
<m<
p
1− θ ,
α  p
2m
,
then there exists a weak solution in the sense of distribution u ∈ W 1,q0 (Ω,γ ) with q = m(1 − θ) of problem (2.1), such that
u1−θ ∈ Lm(log L)α(Ω,γ ).
Remark 5.3. We emphasize that in the case θ = 0 in [23] it is proved the existence of weak solutions in W 1,p0 (Ω,γ ) of
problem (2.1) also when g ∈ L mp−1 (log L)α(p−1)− p2 (Ω,γ ) with{
p <m< +∞,
−∞ <α < +∞, or
{m = p,
α − 1
2
 0.
Moreover the existence of weak solutions in the sense of distribution of problem (2.1) is proved in [24] when p  2 and
g ∈ L mp−1 (log L)α(p−1)− p2 (Ω,γ ) with{
p − 1<m < p,
−∞ <α < +∞, or
{m = p,
α − 1
2
< 0.
On the other hand in [25] under a stronger assumption on the operator it is proved the existence of weak solutions in the
sense of distribution to problem (2.1) when g ∈ L1(log L) 12 (Ω,γ ) and p  2.
Now we will look for entropy solutions in order to consider datum less summable than one of case (c) in Theorem 5.2.
Theorem 5.4. Let us assume (i)–(iii) hold and 0 θ < 1.
(a) If g ∈ L mp−1 (log L)α(p−1)− p2 (Ω,γ ) with⎧⎪⎨⎪⎩
p − 1+ 1
1− θ <m <
p
1− θ ,
α  p
2m
,
then there exists an entropy solution u ∈ W 1,q(Ω,γ ) with q =m(1− θ) of problem (2.1), such that u1−θ ∈ Lm(log L)α(Ω,γ ).0
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max{1, p − 1} <m p − 1+ 1
1− θ ,
α  p
2(p − 1) ,
then there exists an entropy solution to problem (2.1). Moreover u1−θ ∈ Lm(log L)α(Ω,γ ) and |Du|, the weak gradient of u,
belongs to Mm(1−θ)(Ω,γ ).
(c) If g ∈ L1(log L)α(p−1)− p2 +1(Ω,γ ), p  2 and α  p−22(p−1) , then there exists an entropy solution to problem (2.1). Moreover
u1−θ ∈ Lp−1(log L)α(Ω,γ ) and |Du|, the weak gradient of u, belongs to M(p−1)(1−θ)(Ω,γ ).
In order to prove the theorems of this section we are going to combine the results of Sections 3 and 4.
Proof of theorems. Let us prove Theorem 5.1 and cases (a)–(b) of Theorem 5.2. Suppose g ∈ L mp−1 (log L)α(p−1)− p2 (Ω,γ )
and gn = g in problem (3.1). As well known there exists at least a weak solution un ∈ W 1,p0 (Ω,γ ) of problem (3.1) (see
Theorem 2.8 in Chapter 2 of [31] and Appendix 1 of [23]). Moreover it follows from a priori estimate (see Theorems 4.1
and 4.2) that the sequence (un)n is bounded in W
1,p
0 (Ω,γ ), hence there exist a function u ∈ W 1,p0 (Ω,γ ) and a subsequence,
still denoted by (un)n such that⎧⎨⎩
un ⇀ u weakly in W
1,p
0 (Ω,γ ),
un → u strongly in Lp(Ω,γ ),
un → u a.e. inΩ.
(5.2)
Reasoning as in Theorem 4.1 of [2], we conclude that
Dun → Du a.e. in Ω. (5.3)
Recalling that a(x, η, ξ) is the Carathéodory function, from (5.3) and the a.e. convergence of un , we have
a
(
x, Tn(un), Dun
)→ a(x,u, Du) a.e. in Ω.
Since (un)n is bounded in W
1,p
0 (Ω,γ ), using (ii) we get
a(x, Tn(un), Dun)
ϕ(x)
⇀
a(x,u, Du)
ϕ(x)
weakly in Lp
′
(Ω,γ ). (5.4)
This allows us to pass to the limit in the equality∫
Ω
a
(
x, Tn(un), Dun
)
Dψ dx =
∫
Ω
gψ dγ (x), ∀ψ ∈ D(Ω)
obtaining that u is a weak solution of (2.1). Using the previous existence result, by embedding in Lorentz–Zygmund spaces,
by Proposition 3.1 and Corollary 3.6 it follows the existence and the regularity of the solution stated in the statements of
Theorem 5.1 and cases (a)–(b) of Theorem 5.2.
In the case (c) of Theorem 5.2, by the density of smooth functions in Zygmund spaces (the density result can be proved
reasoning as in Theorem 2.13 of [1]), we consider problem (3.1) with gn smooth and gn → g in L
m
p−1 (log L)α(p−1)−
p
2 (Ω,γ ).
The assertion follows using the a priori estimates of Theorem 4.4, reasoning as in Theorem 4.1 of [2] to obtain (5.3) and
applying the Vitali Theorem. We stress that the uniformly integrability in L1(ϕ,Ω) of a(x,Tn(un),Dun)ϕ(x) is assured when q =
m(1− θ) > p − 1.
Let us consider Theorem 5.4. First of all we gonna prove case (c). We consider problem (3.1) with gn smooth and gn → g
in L1(log L)α(p−1)−
p
2 +1(Ω,γ ). As well known, problem (3.1) has at least a weak solution un ∈ W 1,p0 (Ω,γ ) (see [31]). We
choose Tk(un) for a ﬁxed k > 0 as a test function in (3.1) and using (i), it follows that, for n > k∫
Ω
∣∣DTk(un)∣∣p dγ  (1+ k)(p−1)θk‖gn‖L1(Ω,γ ),
that means (Tk(un))n is bounded in W
1,p
0 (Ω,γ ). Hence (see [6]) there exist a subsequence, still denoted by (un)n , and a
measurable function u, such that un → u a.e. in Ω , Tk(u) ∈ W 1,p0 (Ω,γ ) and Tk(un)⇀ Tk(u) weakly in W 1,p0 (Ω,γ ) for every
k > 0. Moreover since gn is bounded in L1(log L)α(p−1)−
p
2 +1(Ω,γ ) by Theorem 4.5 case (b), we get that |Dun| is bounded in
M(p−1)(1−θ)(Ω,γ ). By Corollary 3.6 we have that un is bounded in M(p−1)(1−θ)(Ω,γ ) and u belongs to M(p−1)(1−θ)(Ω,γ ).
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the a.e. convergence of un we have
a
(
x, Tn(un), Dun
)→ a(x,u, Du) a.e. in Ω. (5.5)
If we choose Tk(un −ψ), for a ﬁxed ψ ∈ W 1,p0 (Ω,γ )∩ L∞(Ω) and k > 0, as a test function in (3.1), we have∫
Ω
a
(
x, Tn(un), Dun
)
DTk(un −ψ)dx =
∫
Ω
gnTk(un −ψ)dγ (x). (5.6)
Reasoning as in [11], we split the left-hand side into the sum (taking n> M):∫
Ω
[
a
(
x, Tn(un), Dun
)− a(x, Tn(un), Dψ)]DTk(un −ψ)dx+ ∫
Ω
a
(
x, TM(un), Dψ
)
DTk(un −ψ)dx = I1 + I2,
where M = k + ‖ψ‖∞ . As regards I2 we have Tk(un − ψ) ⇀ Tk(u − ψ) weakly in W 1,p0 (Ω,γ ) for every k > 0 and by the
Vitali Theorem we get
a(x, TM(un), Dψ)
ϕ(x)
→ a(x, TM(u), Dψ)
ϕ(x)
strongly in Lp
′
(Ω,γ ),
so we are able to pass to the limit in I2 as n tends to inﬁnity. By (iii) the integral function of I1 is nonnegative, then by
(5.5), (5.3) and the a.e. convergence of un , using Fatou’s Lemma we can pass to the limit in I1. Moreover using the strong
convergence of gn we are able to pass to the limit in the right-hand side of (5.6). Putting all terms together we obtain∫
Ω
a(x,u, Du)DTk(u −ψ)dx
∫
Ω
gTk(u −ψ)dγ (x),
that is u is an entropy solution of problem (2.1). The proof works also in cases (a)–(b) of Theorem 5.4.
From Corollary 3.6, Theorem 4.4 and case (a) of Theorem 4.5, follows the regularity of the solution stated in the state-
ments of the theorems. 
5.2. Case θ > 1
To give an existence result for weak solutions we have to require a smallness assumption on the datum.
Theorem 5.5. Let us assume (i)–(iii) hold, θ > 1 and g ∈ L∞, 1p−1 (log L)− p2 (Ω,γ ) with 1< p < 2. Then there exists M > 0 such that
if ‖g‖
L
∞, 1p−1 (log L)−
p
2 (Ω,γ )
 M, then there exists a weak bounded solution u in W 1,p0 (Ω,γ )∩ L∞(Ω) of problem (2.1).
Proof. Since θ > 1 the function B(t) is bounded by 1
θ−1 . This is enough to apply Proposition 3.1 and Theorem 4.1 and argue
as in the case 0 θ  1. 
Remark 5.6. If the smallness assumption (3.10) does not hold, the existence of weak solutions is not assured. Indeed it is
easy to give an example in order to show this. Let us consider the following problem in Ω = {x ∈ RN : x1 > ω}, 1 < p < 2
and λ 0⎧⎨⎩−div
( |Duλ|p−2Duλ
(1+ |uλ|)θ(p−1) ϕ
)
= λϕ in Ω,
uλ = 0 on ∂Ω.
(5.7)
By Theorem 5.5 if λ is small enough, then there exists a solution uλ in W
1,p
0 (Ω,γ )∩ L∞(Ω). Moreover uλ  0, since λ 0.
If we put vλ = B(uλ) = 1−(1+uλ)1−θθ−1 , then vλ is the unique solution to problem (5.7) with θ = 0 (see Theorem 2.3 of [31]). It
is well known (see [23]) that
vλ(x1) = λ
x1∫
ω
exp
(
τ 2
2(p − 1)
)( +∞∫
τ
exp
(
−σ
2
2
)
dσ
) 1
p−1
dτ .
If λ < λ∗ = ((θ − 1) ∫ +∞ω exp( 1p−1 τ 22 )(∫ +∞τ exp(−σ 22 )dσ) 1p−1 dτ )1−p , in agreement with Theorem 5.5, we have that vλ is
bounded and then uλ = B−1(vλ) ∈ W p(Ω,γ )∩ L∞(Ω).0
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uλ(x1) =
{
((1− θ)vλ(x1)+ 1) 11−θ − 1 if ω x1 <ω,
+∞ if x1 ω,
where ω is such that vλ(ω) = 1θ−1 , then uλ is equal to +∞ on a set of the positive Gauss measure.
Moreover when λ = λ∗ , we have that uλ(x1) = ((1− θ)vλ(x1)+ 1) 11−θ − 1 belongs to W 1,p0 (Ω,γ ) but not in L∞(Ω).
Acknowledgments
We would like to thank the referees for their helpful comments which allowed to improve this paper.
References
[1] R.A. Adams, Sobolev Spaces, Academic Press, New York, 1975.
[2] A. Alvino, L. Boccardo, V. Ferone, L. Orsina, G. Trombetti, Existence results for nonlinear elliptic equations with degenerate coercivity, Ann. Mat. Pura
Appl. (4) 182 (2003) 53–79.
[3] A. Alvino, V. Ferone, G. Trombetti, A priori estimates for a class of non uniformly elliptic equations, Atti Sem. Mat. Fis. Univ. Modena 46 (Suppl.) (1998)
381–391.
[4] A. Alvino, V. Ferone, G. Trombetti, Estimates for the gradient of solutions of nonlinear elliptic equations with L1 data, Ann. Mat. Pura Appl. (4) 178
(2000) 129–142.
[5] K. Ammar, Renormalized solutions of degenerate elliptic problems, J. Differential Equations 234 (2007) 1–25.
[6] P. Bénilan, L. Boccardo, T. Gallouët, R. Gariepy, M. Pierre, J. Vázquez, An L1-theory of existence and uniqueness of solutions of nonlinear elliptic
equations, Ann. Sc. Norm. Super. Pisa Cl. Sci. (4) 22 (1995) 241–273.
[7] C. Bennett, R. Sharpley, Interpolation of Operators, Pure Appl. Math., vol. 129, Academic Press, Inc., Boston, 1988.
[8] C. Bennett, K. Rudnick, On Lorentz–Zygmund spaces, Dissertationes Math. 175 (1980).
[9] M.F. Betta, F. Brock, A. Mercaldo, M.R. Posteraro, A comparison result related to Gauss measure, C. R. Math. Acad. Sci. Paris 334 (2002) 451–456.
[10] D. Blanchard, O. Guibé, Inﬁnite valued solutions of non-uniformly elliptic problems, Anal. Appl. 2 (2004) 227–246.
[11] L. Boccardo, Some nonlinear Dirichlet problems in L1 involving lower order terms in divergence form, in: Progress in Elliptic and Parabolic Partial
Differential Equations, Capri, 1994, in: Pitman Res. Notes Math. Ser., vol. 350, 1996, pp. 43–57.
[12] L. Boccardo, H. Brezis, Some remarks on a class of elliptic equations with degenerate coercivity, Boll. Unione Mat. Ital. B (8) 6 (2003) 521–530.
[13] L. Boccardo, A. Dall’Aglio, L. Orsina, Existence and regularity results for some elliptic equations with degenerate coercivity, Atti Sem. Mat. Fis. Univ.
Modena 46 (1998).
[14] E.A. Carlen, C. Kerce, On the cases of equality in Bobkov’s inequality and Gaussian rearrangement, Calc. Var. Partial Differential Equations 13 (2001)
1–18.
[15] A.C. Cavalheiro, Weighted Sobolev spaces and degenerate elliptic equations, Bol. Soc. Parana. Mat. 26 (2008) 117–132.
[16] E. Chasseigne, J.L. Vázquez, Theory of extended solutions for fast-diffusion equations in optimal classes of data. Radiation from singularities, Arch.
Ration. Mech. Anal. 164 (2002) 133–187.
[17] F. Chiacchio, Comparison results for linear parabolic equations in unbounded domains via Gaussian symmetrization, Differential Integral Equations 17
(2004) 241–258.
[18] K.M. Chong, N.M. Rice, Equimeasurable Rearrangements of Sobolev Functions, Queen’s Papers in Pure and Appl. Math., vol. 28, 1971.
[19] F. Della Pietra, G. di Blasio, Existence and comparison results for non-uniformly parabolic problems, Mediterr. J. Math. 6 (2010) 139–150.
[20] F. Della Pietra, G. di Blasio, Comparison, existence and regularity results for a class of non-uniformly elliptic equations, Differ. Equ. Appl. 2 (2010)
81–105.
[21] G. di Blasio, Linear elliptic equations and Gauss measure, JIPAM. J. Inequal. Pure Appl. Math. 4 (2003), Article 106, 11 pp. (electronic).
[22] G. di Blasio, F. Feo, M.R. Posteraro, Regularity results for degenerate elliptic equations related to Gauss measure, Math. Inequal. Appl. 10 (2007) 771–
797.
[23] G. di Blasio, F. Feo, Nonlinear elliptic equations and Gauss measure, Matematiche (Catania) 61 (2006) 245–274.
[24] G. di Blasio, F. Feo, M.R. Posteraro, Existence results for a class of degenerate elliptic equations, Differential Integral Equations 21 (2008) 387–400.
[25] G. di Blasio, F. Feo, M.R. Posteraro, Existence results for nonlinear elliptic equations related to Gauss measure in a limit case, Commun. Pure Appl.
Anal. 7 (2008) 1497–1506.
[26] A. Ehrhard, Inégalités isopérimétriques et intégrales de Dirichlet gaussiennes, Ann. Sci. Ec. Norm. Super. (4) 17 (1984) 317–332.
[27] F. Feo, A comparison result for elliptic equations in the inﬁnite dimensional Gauss space, Nonlinear Anal. 73 (2010) 2298–2309.
[28] W.H. Fleming, R. Rishel, An integral formula for total gradient variation, Arch. Math. (Basel) 11 (1960) 218–222.
[29] M. Jacobsen, Laplace and the origin of the Ornstein–Uhlenbeck process, Bernoulli 2 (1996) 271–286.
[30] M. Ledoux, Isoperimetry and Gauss analysis, in: Lecture on Probability Theory and Statistics, Saint-Flour, 1994, in: Lecture Notes in Math., vol. 1648,
Springer, Berlin, 1996, pp. 164–294.
[31] J.-L. Lions, Quelques méthodes de résolution des problèmes aux limites non linéaires, Gauthier–Villars, Paris, 1968.
[32] A. Mercaldo, I. Peral, Existence results for semilinear elliptic equations with some lack of coercivity, Proc. Roy. Soc. Edinburgh Sect. A 138 (2008)
569–595.
[33] B. Opic, L. Pick, On generalized Lorentz–Zygmund spaces, Math. Inequal. Appl. 2 (1999) 391–467.
[34] M.M. Porzio, M.A. Pozio, Parabolic equations with non-linear, degenerate and space–time dependent operators, J. Evol. Equ. 8 (2008) 31–70.
[35] G. Talenti, Elliptic equations and rearrangements, Ann. Sc. Norm. Super. Pisa Cl. Sci. 3 (1976) 697–718.
[36] G. Talenti, Linear elliptic P.D.E.’s: level sets, rearrangements and a priori estimates of solutions, Boll. Unione Mat. Ital. B (6) 4 (1985) 917–949.
[37] J.L. Vázquez, Smoothing and Decay Estimates for Nonlinear Diffusion Equations. Equations of Porous Medium Type, Oxford Lecture Ser. Math. Appl.,
vol. 33, Oxford University Press, Oxford, 2006.
