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応用1： 回帰における次元削減 – カーネル次元削減法（KDR)
説明変数の次元削減 条件付独立による定式化
カーネル法による次元削減／特徴抽出












































Example: Montana economic outlook poll (1992)
Fukumizu et al. NIPS 21 (2008)
Gretton, Fukumizu et al. NIPS 21 (2008)
Fukumizu, Bach, Jordan JMLR 2004, Ann. Stat 2009





グラフ G = (V, E) に対し，確率変数 の同時分布：





















































・ 世界へ広がる研究室： 独Max-Planck研究所, UC バークレー校, 
サンディエゴ校，CMUなど世界の一線の研究機関
と共同研究を推進しています．
