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Abstract
In this paper, we present a case study of
predicting topics of scientiﬁc papers us-
ing a co-authorship graph. Co-authorship
graphs constitute a speciﬁc view on bib-
liographic data, where scientiﬁc publica-
tions are modelled as a graph’s nodes,
and two nodes are linked by an undi-
rected edge whenever the two correspond-
ing papers share at least one author.
We apply a simple collective classiﬁcation
algorithm based on relaxation labelling
to the ILPnet2 bibliographic database.
The approach is based on the assump-
tion that papers in the same neighbour-
hood of the co-authorship graph tend to
be on the same topics, and that the pre-
dicted topic for one node in the graph
depends on the actual or predicted top-
ics of the nodes linked to it. We eval-
uate the performance of this method on
the ILPnet2 data in terms of ROC analy-
sis, and explain the results in terms of the
co-authorship graph and the position and
properties of papers on a certain topic in
the graph.
1 Introduction
A considerable amount of attention has been re-
cently devoted to the study of networked data,
i.e., domains that can be modelled as complex
graphs. Numerous tasks have been addressed,
such as, e.g., the study of the structure and de-
velopment of such graphs, or the prediction of
the nature of, or the interactions between, the
entities represented by a graph’s nodes.
Graphs induced from bibliographic data have
been investigated for numerous intents and pur-
poses (e.g. [7, 1, 3]). Depending on the question
addressed and thus on the view on the data,
bibliographic data can induce various types of
graphs. Collaboration graphs model authors as
nodes, and edges indicate scientiﬁc collabora-
tion. Co-citation graphs model publications as
nodes, and edges indicate that one paper cites,
or is cited, by another paper. In a co-authorship
graph, which we deal with here, nodes represent
scientiﬁc publications, and undirected edges be-
tween nodes indicate that publications are linked
by joint authors. Here, we also take into account
the number of authors that two papers have in
common, and use it as the weight of the edge
between them.
In this paper, we present a case study of topic
prediction in a co-authorship graph. The pre-
diction of scientiﬁc papers’ topics is of interest,
e.g., to identify scientiﬁc communities, preferred
or potential collaborators, or to determine peer-
reviewers. Given a set of scientiﬁc papers with
partially observed topics, or class labels, one
can attempt to predict the unknown class labels
based on the known labels and the co-authorship
graph’s link structure.
This task is a prototype of the task of link-
based object classiﬁcation in networked data.
Object classiﬁcation is the task to predict from
a set of observations the value of a pre-deﬁned
target attribute, or class label, for entities for
which there exist no observations. In the case
of networked data, entities can be interlinked,
and classiﬁcation predictions for one entity may
inﬂuence and depend on other predictions. Con-
sequently, we cannot necessarily assume that en-
tities can be classiﬁed independent of each other.
In fact, we can aim at using the mutual inﬂu-
ence of classiﬁcation predictions to improve the
classiﬁcation of interconnected objects. When
predicting the class labels of interconnected ob-
jects, we might beneﬁt from not only considering
the objects’ own local attributes, but also exter-
nal attributes such as attributes of linked objects
and the existence and nature of links with other
objects.
To this end, we apply a relaxation-labelling
based collective classiﬁcation algorithm. Col-
lective classiﬁcation algorithms [9] take into ac-count the mutual inﬂuence of predictions for in-
terconnected objects by basing a prediction for
one object on the prediction for objects linked
to it, and vice versa. Inference for a set of linked
objects is performed “collectively”.
In this paper, we turn our attention to
the question whether we can successfully per-
form link-based object classiﬁcation in an undi-
rected, weighted co-authorship graph induced
from the bibliographic database ILPnet2 using
a relaxation-labelling scheme which is based on
a node’s direct neighbourhood in the graph.
The rest of the paper is organised as follows.
We present the method for our case study in
Section 2. In Section 3, we describe the ILP-
net2 data, discuss experimental results on this
domain, and explain the results in terms of the
co-authorship graph’s properties and the posi-
tion and properties of the respective nodes in
the graph. In Section 4, we review approaches
to link-based object classiﬁcation. We discuss
future work in Section 5, and conclude in Sec-
tion 6.
2 Predicting Topics from
Neighbourhoods
We consider the task of topic prediction for a
collection of scientiﬁc publications, for some of
which the topics are unknown, on the basis of
the known topics and the link structure of the
induced co-authorship graph.
Given a co-authorship graph G = (V,E) with
a set of nodes, or papers, V = {v1,···,vn} and
a set E = {ei,ej} of undirected and weighted
edges between vi,vj ∈ V . Let V = K ∪ U,K ∩
U = ∅, where K is the set of “known” papers for
which we have observed topics, and U is the set
of “unknown” publications for which we do not
know the topics. The task is to derive prediction
estimates for the unknown nodes in U from the
known nodes in K and the graph’s link structure
given by E.
To this end, we apply a relaxation-labelling
based simple relational classiﬁer investigated in
[6]. Relaxation-labelling strategies, originally
proposed for the ﬁeld of image analysis [8],
modify probability estimates by iterative ad-
justment, taking into account the estimates for
neighbouring objects. In order to predict class
labels for a set of objects, the process starts with
an initial assignment of probabilities for each
class label and each target attribute to be pre-
dicted. In each relaxation labelling iteration, the
existing probability estimates are modiﬁed into
a new set of estimates according to some un-
derlying model, based on neighbouring objects’
current estimates. This way, entities are clas-
siﬁed in dependence of each other, and mutual
inﬂuence of the predictions is accounted for by
propagatingthe predictions through the network
over the course of relaxation-labelling iterations.
Here, we consider for each class label, or
topic, a binary learning problem where all publi-
cations belonging to the topic constitute the pos-
itive examples, and all other publications con-
stitute the negative examples. The relaxation-
labelling based relational classiﬁer derives for
each topic and each publication in U for which
a topic has to be predicted a class membership
estimate which expresses the probability of ob-
serving the topic for the publication.
We presume that papers in the same neigh-
bourhood of the co-authorship graph tend to
be on the same topics, and that the predicted
topic for one node in the graph depends on the
actual or predicted topics of the nodes linked
to it. Therefore, we assume that the probabil-
ity of observing a topic τ for a node vi ∈ U
given G is equal to the probability of observing
τ for vi given vi’s neighbourhood Ni := {vj ∈
V |(vi,vj) ∈ E} consisting of those nodes in V
that are directly linked to vi.
Since we base the classiﬁcation of unlabelled
papers both on labelled and unlabelled papers
in the co-authorship graph, this means that we
derive an estimate for a topic’s class member-
ship from the class labels and class membership
estimates of directly linked known and unknown
nodes, respectively.
In order to predict the probability of observ-
ing topic τk for a paper vi ∈ U with unknown
class label yi, we assign to vi an initial prob-
ability estimate p
(1)
ik := P(yi = τk|K), where
P(yi = τk|K) denotes the probability of observ-
ing τk for vi conditioned on the topics observed
for the known nodes in K. This probability is
estimated based on the number nk of times that
τk is observed in K using the maximum likeli-
hood based m-estimate where the observations
are augmented by m additional samples which
are assumed to be distributed according to p:
p
(1)
ik :=
nk + p · m
|K| + m
, (1)
where |K| denotes the cardinality of set K. We
choose m = 1 and p = 0.5 (each label is equally
likely to be present or absent).
For a publication vj ∈ K with known topic,
let p
(1)
jk := 1 for every topic τk that is observed
for vj.Let P (t)(yi = τk|Ni) denote the probability
in the t-th relaxation-labelling iteration of ob-
serving topic τk for node vi conditioned on vi’s
neighbourhood Ni. After we have derived the
initial probability estimates p
(1)
ik for each un-
known node vi ∈ U and each topic τk with-
out using any structural information of the given
graph, we iteratively update the estimates based
on the neighbourhood’s existing estimates. We
derive for each publication vi ∈ U with unknown
topic, and for each topic τk, the modiﬁed esti-
mate p
(t+1)
ik := P (t+1)(yi = τk|Ni) on the basis
of the existing estimates p
(t)
jk = P (t)(yj = τk|Nj)
for observing τk for vi’s known and unknown
neighbours vj ∈ Ni:
p
(t+1)
ik :=
1
P
nj∈Ni wij
X
nj∈Ni
wijp
(t)
jk, (2)
where wij denotes the weight of the edge be-
tween nodes vi and vj which in our case reﬂects
the number of their shared authors.
For an undirected graph which we deal with
here, equation (2) is recursive. To account for
the mutual inﬂuence between linked nodes, the
estimates are propagated through the graph by
iterating equation (2) T times (here T := 100).
Since relaxation strategies do not necessarily
guarantee convergence, we apply a kind of sim-
ulated annealing and modify equation (2) into
p
(t+1)
ik := β(t) ·
1
P
nj∈Ni wij
X
nj∈Ni
wijp
(t)
jk
+(1 − β(t)) · p
(t)
ik , (3)
where β determines the balance between the in-
ﬂuence of neighbourhood Ni and vi itself on vi’s
estimated prediction. We chose an initial value
β(1) := 1, and modify β in each iteration by
means of β(t+1) := 0.99 · β(t). This way, the in-
ﬂuence of vi’s neighbours on its estimated pre-
diction is initially high and gradually decreases
with each iteration.
3 Empirical Evaluation
3.1 Data and Experimental Setup
We evaluate the method described in Section 2
on the ILPnet2 on-line library [4]. This biblio-
graphic database was initiated by the “Network
of Excellence in Inductive Logic Programming”
and contains ILP-related references from 1970
onwards. It currently contains more than 1,000
publications by over 500 diﬀerent authors.
We extracted the largest connected compo-
nent from the co-authorship graph induced by
the ILPnet2 on-line library. This component
contains 410 publications written by 193 au-
thors, and belonging to 55 diﬀerent topics. The
average number of authors per paper is 2.1, the
average number of papers per author is 4.5, the
average number of topics per paper is 1.5, and
the average number of papers per topic is 11.1.
However, a few topics only have very low num-
bers of papers assigned to them. Here, we focus
on the 10 topics that include at least 20 papers
each.
For each topic, we generate in a 4-fold cross
validation manner 4 distinct data subsets, us-
ing stratiﬁed sampling. In each sample, the la-
bel indicating to which topics a paper belongs is
deleted uniformly at random from one fourth of
the publications belonging to this speciﬁc topic,
and from one fourth of the publications which
do not belong to this topic. This way, each data
subset reﬂects the distribution of the topics in
the original dataset. The nodes for which the
labels are removed are distinct in each of the
stratiﬁed samples, and their union results in the
complete set of publications. Thus, each publi-
cation serves for each topic exactly once as an
unlabelled example.
We apply the method described in Section 2
to each of these 40 data subsets. From this we
yield for each topic τ and each publication v an
estimated degree to which v belongs to topic τ.
These values can be interpreted as scores where
a higher score indicates a higher class member-
ship probability.
3.2 ROC Analysis
For a classiﬁer that generates for each example
a continuous valued prediction, or score, we can
employ ROC analysis to evaluate the classiﬁer’s
performance as a trade oﬀ between its speciﬁcity
and sensitivity. ROC stands for “receiver oper-
ating characteristics”.
For a set of examples labelled positive and
negative, a positive (negative) example that is
correctly classiﬁed is called a true positive (TP)
(true negative (TN)), while a negative (positive)
example that is incorrectly classiﬁed is called a
false positive (FP) (false negative (FN)). These
numbers can be organized in a contingency ta-
ble, where the columns hold the predicted labels
and the rows hold the actual labels (cf. Table
1). The descending diagonal in a contingency ta-
ble represents the correct predictions (TP’s and
TN’s), while the ascending diagonal representsPredicted + Predicted −
Actual + TP FN
Actual − FP TN
Table 1: A contingency table
the incorrect predictions (FP’s and FN’s).
From the contingency table, one can calcu-
late a classiﬁer’s sensitivity and speciﬁcity. The
sensitivity, recall or true positive rate (TPRate),
is the proportion of positive examples that are
correctly classiﬁed: TPRate=TP/P, where P
is the number of positive examples. Similarly,
speciﬁcity, or true negative rate (TNRate), is the
proportion of negative examples that are cor-
rectly classiﬁed: TNRate=TN/N, where N is
the number of negative examples. Sensitivity is
the probability to correctly predict a randomly
chosen positive instance, while speciﬁcity is the
probability to correctly classify a randomly cho-
sen negative instance.
In its two-dimensional form (cf. Figure 1),
the x-axis of a ROC curve is 1 minus the speci-
ﬁcity, or the false positive rate (FPRate=FP/N),
and the y-axis is the sensitivity, or TPRate.
ROC space is the set of points in this two-
dimensional co-ordinate system. A point (x,y)
in ROC space corresponds to a FPRate of x and
a TPRate of y. Thus, the point (0,0) corre-
sponds to a TPRate and FPRate of 0, i.e., all
instances are predicted to be negative; the point
(1,1) corresponds to a TPRate and FPRate of
1, i.e., all instances are predicted to be positive;
and the point (1,0) corresponds to a TPRate of
1 – all positives are correctly predicted – and a
FPRate of 0 – no negatives are incorrectly pre-
dicted.
A ROC curve shows a classiﬁer’s ability to
rank the positive and negative examples rela-
tive to each other. If all positive examples are
ranked higher than the negative examples, the
ROC curve goes through the point (1,0). The
closer a ROC curve gets to the upper left-hand
corner, the better the classiﬁer is at ranking the
positive instances relative to the negative ones.
The ROC curves in Figure 1 indicate that the
ability of the classiﬁer described in Section 2 to
discriminate between the positive and negative
examples is far better for the topic “Language-
Learning” than for the topic “ILPApplication”.
We can generate a ROC curve from a clas-
siﬁer’s scores for a set of positive and negative
examples by considering the examples’ true la-
bels according to the order of their scores. Start-
ing with the highest score, we move from point
Figure 1: ROC curves for the topics “ILP-
Application” and “LanguageLearning” obtained
with the classiﬁer described in Section 2 . The
45 degree line closest to the upper-left hand cor-
ner (0,1) on which the optimal point of the ROC
curve lies is also shown.
(0,0) 1/P up the y-axis for a positive example,
and 1/N along the x-axis for a negative example.
Each point of the resulting ROC curve re-
veals a FPRate and TPRate for a threshold θ
set to the score assigned to the example corre-
sponding to this point in ROC space. We can
vary θ across the full range of the continuous
prediction estimates, and derive true and false
positive rates at diﬀerent thresholds. This way,
θ can be used to produce a discrete binary clas-
siﬁer which predicts “positive” for a score above
θ and “negative” for a score below θ.
3.3 Evaluation
For each of the 10 topics in the ILPnet2 domain,
we generate from the scores obtained for the un-
labelled data a ROC curve as described in Sec-
tion 3.2. Table 2 lists for every topic the result-τ % papers belonging to τ TPRate FPRate Accuracy Precision
DataMining 9.02 0.22 0.01 0.92 0.62
DeclarativeBias 4.63 0 0 0.95 –
ILPApplication 13.17 0.11 0.01 0.87 0.6
ILPImplementation 5.61 0.04 0 0.95 1.0
ILPTheory 25.37 0.08 0.04 0.73 0.38
KnowledgeDiscovery 5.12 0.14 0 0.96 1.0
LanguageLearning 13.17 0.72 0.02 0.95 0.85
MolecularBiology 6.59 0.3 0.01 0.95 0.8
ReﬁnementOperators 7.56 0.39 0.02 0.93 0.57
Top-DownInduction 6.1 0.08 0.01 0.94 0.5
Macro-average 0.21 0.01 0.91 0.7
Micro-average 0.22 0.01 0.91 0.67
Table 2: TPRate, FPRate, Accuracy and Precision for threshold θ = 0.5 for the 10 topics evaluated
for the ILPnet2 data. The ﬁrst column gives the percent of papers belonging to the respective topic.
The macro-average over all 10 topics and the micro-average over all papers are given in the bottom
rows.
ing true and false positive rate for a threshold of
θ = 0.5. Additionally, we can derive the classi-
ﬁer’s precision and accuracy from a contingency
table. Precision is deﬁned as TP/(TP+FP), and
accuracy is deﬁned as (TP+TN)/(P+N). Accu-
racy and precision for θ = 0.5 are also shown in
Table 2. The macro-average over all 10 topics,
and the micro-average over all papers are given
in the two bottom rows.
The fairly high accuracies indicate that the
classiﬁer makes on average only few misclassiﬁ-
cations. The average FPRate is fairly low, i.e.,
only few of the negative examples are misclas-
siﬁed, and the negative examples prevail. How-
ever, the average TPRate for this speciﬁc choice
of θ is very low: over all topics only one ﬁfth of
the positive examples are actually classiﬁed as
positive.
Choosing a threshold of θ = 0.5 assumes that
the scores generated by the classiﬁer are cali-
brated. In fact, the scores are not calibrated,
which means that they cannot be interpreted
as strict probabilities. We can only infer that
a higher score indicates a higher probability of
class membership.
Thus, we chose for two domains the threshold
θ as the optimal point, i.e., such that we yield
the best trade oﬀ between TPRate and FPRate.
If we assume equal cost of misclassifying posi-
tive and negative instances and a uniform class
distribution, the optimal point in ROC space is
the point of the ROC curve which lies on a 45
degree line closest to the upper-left hand corner
(0,1)e.
Figure 1 shows the ROC curves for one topic
(“LanguageLearning”) where the classiﬁer de-
scribed in Section 2 is very successful, and
for one topic (“ILPApplication”) for which the
method’s performance shows diﬃculties. For
both topics, there exist 54 positive and 356 neg-
ative examples. As we mentioned above, the
two ROC curves show that the classiﬁer dis-
criminates more successful between positive and
negative examples for topic “LanguageLearn-
ing” than between those for “ILPApplication”.
Whereas the classiﬁer ranks most of the pos-
itive examples for “LanguageLearning” before
the negative examples, it applies relatively high
scores to a fairly large fraction of negative ex-
amples for “ILPApplication”.
Table 3 shows TPRate, FPRate, accuracy
and precision for these two topics for an op-
timal threshold θ = 0.109 and θ = 0.13, re-
spectively. For “LanguageLearning”, the clas-
siﬁer yields with θ = 0.13 a high proportion of
correctly classiﬁed positive examples (TPRate),
and a fairly high proportion of correct positive
predictions (precision), i.e., a rather low num-
ber of FPs. In contrast, the classiﬁer yields for
“ILPApplication” with θ = 0.109 a high TPRate
but only a very low precision – a large fraction
(37%) of the negative examples are misclassiﬁed
as positive.
We can ﬁnd an explanation for this when
we look at the position of the respective pa-
pers in the co-authorship graph (cf. Figure
2). The publications belonging to topic “Lan-
guageLearning” (the squares in the upper co-
authorship graph) are located in rather periph-
eral areas of the graph which are quite ho-TPRate FPRate Acc. Prec. Predicted + Predicted −
ILPApplication 0.87 0.37 0.66 0.26 Actual + 47 7
θ = 0.109 Actual − 133 223
LanguageLearning 0.93 0.06 0.94 0.7 Actual + 50 4
θ = 0.13 Actual − 21 335
Table 3: TPRate, FPRate, accuracy and precision, as well as the contingency table for topics “ILP-
Application” and “LanguageLearning” for an optimal threshold θ = 0.109 and θ = 0.13, respectively.
mogeneous with respect to the topic. These
papers are highly connected to each other,
with distinctly fewer links to papers on other
topics. In contrast, the papers with topic
“ILPApplication” (the squares in the lower co-
authorship graph) are located in the densely
connected central regions of the graph, neigh-
boured by publications on all kinds of topics.
The average degrees of nodes belonging to the
two respective topics are shown in Table 4. A
node’s degree is the number of nodes connected
to it. Table 4 further substantiates that the dif-
ferences in the results for the two topics can be
explained on the basis of the respective nodes’
locations in the graph, and the link structure of
the areas in the graph in which these nodes are
located.
Let G be the co-authorship graph induced
from the largest component of the ILPnet2 data-
base, and let Gτ denote the subgraph of G in-
duced by publications which all belong to topic
τ. We can note that papers belonging to topic
“ILPApplication” have on average almost twice
as many neighbours in G as publications belong-
ing to “LanguageLearning” (column 1), whereas
the average number of neighbours within the
subgraph of G induced by publications on the
same topic is about the same for both topics
(column 2). This means that papers belong-
ing to “LanguageLearning” have a higher frac-
tion of neighbouring publications belonging to
the same topic (0.44) than papers belonging to
“ILPApplication” (0.21).
On the one hand, topic “LanguageLearning”
has a much lower granularity than topic “ILP-
Application” which is, together with “ILPIm-
plementation” and “ILPTheory” a sub-topic of
“ILP”. Authors who publish on “ILP” tend
to publish in most of its sub-areas considered
here. Indeed, papers on “ILPApplication” have
on average more neighbours in the subgraph
GILPTheory than in GILPApplication, while pub-
lications on “LanguageLearning” have on aver-
age less than half the number of neighbours in
GILPTheory as they have in GLanguageLearning
(column 3).
(1) (2) (3)
LanguageLearning 17.98 7.82 3.07
ILPApplication 30.48 6.3 8.24
Table 4: Mean degree for publications belonging
to “LanguageLearning” and “ILPApplication”,
respectively, within the entire co-authorship
graph (1), within the graph induced by publi-
cations on the same topic (2), and within the
graph induced by publications on “ILPTheory”
(3)
The nature of topic “ILPApplication” does,
on the other hand, bring about that almost half
of the publications on that topic concurrently
belong to other topics (e.g, 26% are also on
“MolecularBiology”). In comparison, only 10%
of the “LanguageLearning” publications belong
additionally to other topics.
4 Related Work
Graphs induced from bibliographic data have
been widely investigated (e.g., [7, 1, 3]). How-
ever, publications in the area of link-based ob-
ject classiﬁcation are most related to the case-
study presented here.
[2] propose a method for topic-prediction in
hyperlinked domains such as collections of web
pages and patents, and investigate how the qual-
ity of link-based object classiﬁcation depends on
the inclusion of local and external attributes.
The terms occurring in a document itself consti-
tute the local attributes, text occurring in docu-
ments within a small neighbourhood around the
document, and the known topics of linked doc-
uments constitute the external attributes. The
method is based on relaxation labelling. Initial
estimates are derived from the local attributes
only, and collective classiﬁcation is based on a
combination of the external attributes.
The worst results are achieved when using as
external attributes the terms occurring in neigh-
bouring documents. This indicates that the as-True Positiv es
False  Negatives False Positiv es
True Negatives
LanguageLearning
q=0.13
True Positiv es
False  Negatives False Positiv es
True Negatives
ILP  Application
q=0.109
Figure 2: Co-authorship graph of the ILPnet2
database, with positive examples (squares) and
negative examples (circles) for topic “Language-
Learning” in the upper graph, for topic “ILP-
Application” in the lower graph. Black squares
(circles) depict true positives (negatives), and
white squares (circles) depict false negatives
(positives).
sumption that linked documents tend to have
similar target attributes is beneﬁcial for linked-
based object classiﬁcation, whereas the assump-
tion that local attributes are similar in linked
documents is rather detrimental.
The best results are achieved when using as
external attributes the known topics of those
documents that are co-referenced by the docu-
ment to be be predicted and its neighbouring
documents. Documents are co-referenced when
they are linked to a common document, e.g.,
when they cite or are cited by the same doc-
ument. Co-referenced documents seem to imply
that the co-referring documents, i.e., the ones
jointly linked to them, tend to be on the same
topic.
[6] investigate the eﬀectiveness of relaxation
labelling based relational classiﬁers that predict
an object’s classiﬁcation based only on the class
labels of directly linked objects. Initial estimates
are obtained from the class priors of all enti-
ties in the network whose class labels are known.
Class membership probabilities are estimated as
the mean of the class-membership probabilities
of the directly linked entities, where the strength
of a link between two entities may also be taken
into account. Comparative studies on diﬀerent
networked domains indicate that such simple re-
lational classiﬁerswhich don’t learn and consider
nothing but known class labels of related entities
can serve as a baseline comparison for relational
learning.
[5] propose iterative link-based object clas-
siﬁcation based on modelling link distribu-
tions which describe the neighbourhood of links
around an object. An object’s link distribution
contains the observed occurrences of the diﬀer-
ent class labels for all objects linked to it in
terms of incoming, outgoing, and co-referring
links. An initial class is assigned to each ob-
ject based on its local attributes. The classes are
iteratively updated by computing the link distri-
butions and assigning to an object the class with
the largest posterior probability, until there are
either no more updates for this class or a max-
imum number of iterations has been reached.
Evaluation of the models on several networked
domains indicates that a classiﬁer considering
both the objects’ local attributes and their link
distributions outperforms a classiﬁer which is
based on local attributes only.
5 Future Work
The used model’s limitations show clearly in
dense, heterogeneous regions of the graph. Onthe one hand, these limitations can be addressed
by considering a taxonomy of the publications’
topics, or by explicitly modelling relationships
between topics.
On the other hand, we can account for a
neighbourhood’s heterogeneity by modelling the
extent of a node’s inﬂuence on the prediction
for a linked node, e.g., depending on the over-
lap of the neighbourhoods of, or the number of
co-references between, the predicting and the to-
be-predicted node, or on the fraction of links a
predicting node has in the neighbourhood of a
to-be-predicted node.
Alternatively, a node’s inﬂuence on a predic-
tion can be based on its position or structural
properties in the co-authorship graph. The ﬁeld
of social network analysis [10] oﬀers for instance
a variety of node centrality measures that could
be employed to this end.
The only attributes that predictions are
based on in the model that we use in our case
study are the class labels and the class member-
ship estimates for known and unknown linked
nodes, respectively. However, there are more
local and external attributes that can be used.
Local attributes, e.g., can be used to derive an
initial estimate of the similarity of two publica-
tions and to measure inﬂuence on predictions.
Authors and topics can be explicitly modelled,
e.g., in a bi- or tri-partite graph, in order to ex-
ploit more information. Also, diﬀerent link types
can be used to represent diﬀerent semantic rela-
tionships.
6 Conclusion
We presented a case study of topic prediction
for scientiﬁc papers modelled as a co-authorship
graph. The prediction of scientiﬁc papers’ top-
ics is of interest, e.g., to identify scientiﬁc com-
munities, preferred or potential collaborators, or
to determine peer-reviewers. We applied a sim-
ple collective classiﬁcation algorithm based on
relaxation labelling which assumes that papers
in the same neighbourhood of the co-authorship
graph tend to be on the same topics, and that
classiﬁcation predictions can thus be based on a
node’s direct neighbourhood. The results on the
ILPnet2 bibliographic database show that such
a simple approach can indeed have a high predic-
tive power if there is suﬃcient information avail-
able in the co-authorship graph’s link structure.
However, the success of this approach is limited
for nodes that are located in dense regions of the
co-authorship graph, and linked to publications
of various other topics which can especially be
the case when the granularity of a topic is low.
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