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ABSTRACT 
Magnetic   resonance   imaging   is   one   of   the   fastest   developing   medical   imaging  
techniques.   It   provides   excellent   soft   tissue   contrast   and   has   been   a   leading   tool   for  
neuroradiology  and  neuroscience   research  over   the   last  decades.  One  of   the  possible  
MR   imaging   contrasts   is   the   ability   to   visualize   diffusion   processes.   The   method,  
referred   to   as   diffusion-­‐‑weighted   imaging,   is   one   of   the   most   common   clinical  
contrasts  but  is  prone  to  artifacts  and  is  challenging  to  acquire  at  high  resolutions.  
This  thesis  aimed  to  improve  the  resolution  of  diffusion  weighted  imaging,  both  in  a  
clinical  and  in  a  research  context.    While  diffusion-­‐‑weighted  imaging  traditionally  has  
been  considered  a  2D  technique  the  manuscripts  and  methods  presented  here  explore  
3D   diffusion   acquisitions   with   isotropic   resolution.   Acquiring   multiple   small   3D  
volumes,  or   slabs,  which  are  combined   into  one   full  volume  has  been   the  method  of  
choice  in  this  work.    
The  first  paper  presented  explores  a  parallel  imaging  driven  multi-­‐‑echo  EPI  readout  to  
enable   high   resolution  with   reduced   geometric   distortions.   The  work   performed   on  
diffusion  phase  correction  lead  to  an  understanding  that  was  used  for  the  subsequent  
multi-­‐‑slab  papers.  
The   second   and   third   papers   introduce   the   diffusion-­‐‑weighted   3D   multi-­‐‑slab   echo-­‐‑
planar  imaging  technique  and  explore  its  advantages  and  performance.  As  the  method  
requires   a   slightly   increased   acquisition   time   the   need   for   prospective   motion  
correction  became  apparent.  
The   forth   paper   suggests   a   new   motion   navigator   using   the   subcutaneous   fat  
surrounding   the   skull   for   rigid   body   head   motion   estimation,   dubbed   FatNav.   The  
spatially   sparse   representation   of   the   fat   signal   allowed   for   high   parallel   imaging  
acceleration  factors,  short  acquisition  times,  and  reduced  geometric  distortions  of   the  
navigator.  
  The   fifth   manuscript   presents   a   combination   of   the   high-­‐‑resolution   3D   multi-­‐‑slab  
technique   and   a  modified   FatNav  module.   Unlike   our   first   FatNav   implementation,  
using  a  single  sagittal  slab,  this  modified  navigator  acquired  orthogonal  projections  of  
the  head  using  the  fat  signal  alone.  
The   combined  use   of   both  presented  methods  provides   a  promising   start   for   a   fully  
motion  corrected  high-­‐‑resolution  diffusion  acquisition  in  a  clinical  setting.  
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1 INTRODUCTION 
1.1 MAGNETIC RESONANCE IMAGING 
Magnetic   Resonance   Imaging   (MRI)   is   the   most   versatile   soft   tissue   medical  
imaging  technique  currently  available.  It  is  capable  of  producing  image  data  with  
tailored   tissue   contrasts,   high   spatial   resolution,   high   temporal   resolution,   and  
functional   image   data   series   where   biological   processes   such   as,   e.g.   diffusion,  
perfusion,   and   susceptibility   can   be   visualized.   It   is   an   essential   tool   for  
radiologists   and   plays   a   major   role   in   clinical   neuroscience.   Due   to   the   non-­‐‑
invasive,   non-­‐‑ionizing,   nature   of   MRI   the   research   community   is   steadily  
improving  the  quality  of   the   technique,  adding  to   the  ways   in  which  data  can  be  
acquired.  
1.1.1 Basic image formation 
1.1.1.1 Nuclear Magnetic Resonance 
In  1952  the  Nobel  Prize  was  awarded  to  Felix  Bloch  and  Edward  Mills  Purcell  for  
their   discoveries   regarding   how   to   measure   nuclear   magnetic   frequency   and  
magnetism.  Bloch  and  Purcell  discovered  that  if  certain  atomic  nuclei  were  placed  
in   a   strong  magnetic   field   they   could   both   absorb   and   emit   energy   at   a   certain  
resonance   frequency,  which   they   called  nuclear  magnetic   resonance   (NMR).  This  
applied  only  to  nuclei   that  had  a  magnetic  moment  such  as  e.g.   1H,   13C,   19F,   23Na,  
and  31P.        The  unique  precession  frequency  for  each  nucleus  is  determined  by  the  
Larmor  equation  as:  
   𝑓 = 𝛾2𝜋 B!   [1]  
where   γ   is   the   gyromagnetic   ratio   [rad×s-­‐‑1×T-­‐‑1],   specific   for   each   nuclei,   B0   the  
strength  of  the  externally  applied  magnetic  field  [T],  and  ƒ  the  resulting  resonance  
frequency   [Hz].   Placing   e.g.   hydrogen   atoms   in   a   magnetic   field   of   1.5T,   and  
exciting   them  with  a   radio   frequency  pulse   at   the   resonance   frequency  ~64  MHz  
(γ/2π   ~   42.57   MHz/T   for   1H),   can   make   them   both   absorb   and   emit   RF   at   this  
specific  frequency.  Each  nucleus  has  its  own  magnetic  moment  and  will  align  and  
precess  either  parallel  or  anti-­‐‑parallel  with  the  B0-­‐‑field,  according  to  the  Boltzmann  
distribution   (1),   which   governs   the   resulting   net   magnetization   that   in   turn  
determines  the  strength  of  the  measured  NMR  signal.  The  Boltzmann  distribution  





= 𝑒!!B!!T    [2]  
where   h   is   Planck’s   constant   (6.525×10-­‐‑34   [Js],   k   Boltzmann’s   constant   (1.381×10-­‐‑23  
[J/K]),  and  T  the  temperature  in  Kelvin  [K].  For  hydrogen  in  a  B0  field  of  1.5T  and  
an  average  body  temperature  of  37.5  C  (~  310.15  K)  the  Boltzmann  distribution  tells  
us   that   the   ratio   of   parallel   and   anti-­‐‑parallel   spins   is   1.0000098797.   It   is   this   tiny  
excess   magnetization   that   creates   the   MR   signal   we   can   detect.   The   Boltzmann  
distribution   also   tells   us   that   there   are   two   ways   in   which   this   signal   can   be  
increased.  The  temperature  of  the  object  can  be  lowered,  which  is  not  very  practical  
in  a  clinical  situation,  or  the  B0  field  can  be  increased.    
The   initial   use   of   NMR   was   in   chemistry   to   do   classification   and   determine  
chemical  content  and  structure  of  small  samples.  This  could  be  done  by  exciting  a  
sample  with  a  spectrum  of  radio  frequencies  and  listening  to  the  frequency  mixed  
signal   (“Free   Induction   Decay”,   or   FID).   After   a   1D   Fourier   transform   of   the  
acquired  signal,  a  frequency  spectrum  is  obtained,  where  certain  configuration  of  
the  spectral  peaks  identifies  a  specific  molecule  or  chemical  configuration.      
1.1.1.2 Magnetic Resonance Imaging 
Doing  NMR  spectroscopy  is  however  not  the  only  way  to  utilize  the  NMR  signal.  
In  2003  Sir  Peter  Mansfield  and  Paul  C.  Lauterbur  were  awarded  with   the  Nobel  
Prize  for  their  discoveries  in  the  70’s  regarding  magnetic  resonance  imaging  (MRI).  
Due  to  the  bad  connotation  of  the  word  nuclear,  in  the  public  eye,  the  ‘N’  in  NMR  
has   been   dropped   in   the   clinical   use   of   NMR   for   imaging   purposes.   While   a  
majority  of  medical   imaging   techniques   rely  on   ionizing   radiation   (ƒ   >   ~1017  Hz),  
such   as   X-­‐‑ray,   computer   tomography   (CT),   and   positron   emission   tomography  
(PET),   MRI   utilizes   electromagnetic   radiation   at   the   frequency   range   of   radio  
waves  (RF)  at  ~106-­‐‑12,  where  exposure  to  these  RF  waves  induces  heat  but  no  tissue  
ionization.    
However,  it  is  not  the  risk  that  separates  the  methods,  but  rather  the  difference  in  
image  contrast.  With  CT,  the  image  contrast  depends  on  the  electron  density  in  the  
body,   which   (like   X-­‐‑ray)   makes   CT   excellent   for   imaging   hard   tissues   such   as  
bones.  For  MRI,   the   image  contrast  depends  primarily  on  the  proton  density  and  
two  tissue-­‐‑specific  relaxation  parameters  (T1  and  T2).  In  MRI,  the  soft  tissues  in  the  
body  give  rise  to  the  signal,  with  no  signal  from  bone.  MRI  can  also  be  performed  
in  a  way  that   images  other  biological  processes,  such  as  diffusion,  perfusion,  and  
angiography.  Compared  to  other  imaging  modalities,  the  ways  in  which  the  image  
contrast  can  be  manipulated  in  MRI  are  more  intricate.  While  in  CT  one  can  only  
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adjust  the  image  contrast  moderately  by  changing  the  X-­‐‑ray  tube  voltage    (kV)  and  
current  (mAs),  in  MRI  one  can  vary  numerous  parameters,  such  as  TE,  TR,  TI,  FA,  
and  pulse  sequence  (as  a  narrow  selection),  the  combination  of  which  can  produce  
any  type  of  soft  tissue  contras.  This,  as  well  as  the  much  shorter  scan  times  in  CT,  
are  reasons  why  CT  has  been  considered  fast,  simple,  and  suitable  for  emergency  
care   while   MRI   has   been   considered   slow,   complicated   and   more   suited   for  
advanced  medical  diagnosis.    
The  main  reason  hydrogen  is  so  well  suited  for  medical  imaging  is  its  abundance  
in  the  human  body.  Around  63%  of  the  atoms  in  humans  are  hydrogen,  where  the  
majority   (~60%)   is   bound   in   water   (2).   Other   NMR   active   isotopes   suitable   for  
imaging  are  phosphorous  31P,  at  0.14%,  and  carbon  13C  at  0.12%.  It  should  be  noted  
that  the  occurrence  of  carbon  is  ~13%  but  it  is  only  13C  that  has  a  magnetic  moment.  
Imaging   of   other   isotopes   is   possible,   if   adjusting   the  RF   excitation   frequency   to  
match  the  specific  gyromagnetic  constant  of  the  type  of  nucleus.    
It  is  the  chemical  surrounding  of  hydrogen  atoms  that  determines  the  rate  in  which  
the  signal  decays.  As  the  MRI  signal  rely  on  a  net  magnetization  vector  being  the  
sum  of  all  nuclear  spins  in  a  voxel,  it  is  important  with  the  coherence  of  the  spins.  
The   larger   a   molecule   is,   the   greater   the   magnetic   interactions   between   excited  
hydrogen   nuclei   are.      For   large   and   less   mobile   molecules,   such   as   bone   and  
proteins,  the  magnetic  interaction  is  strong  and  the  signal  will  decay  faster  than  the  
actual   time   required   for   signal   collection.   For   fat   and   water   and   other   small  
molecules,   the   likelihood   for   spin   interactions   is   lower,   making   the   MR   signal  
decay  slower.  
1.1.1.3 The MR scanner 
Modern  MRI  systems  consist  of  four  key  components,  or  fields:  A  B0  field,  a  B1+  (or  
transmit  RF)   field,   a  B1-­‐‑   (or   receive  RF)   field,   and   a   spatial   gradient   field   -­‐‑   all   of  
which  are  essential  to  acquire  images.  In  addition,  yet  other  fields  are  required  to  
make  a  fully  functional  scanner  such  as  shim  fields  and  shielding  fields.    
The  B0  field  is  a  static  magnetic  field  that  creates  the  required  magnetic  alignment  
of  spins,  i.e.  the  net  magnetization  in  the  body.  A  large  supra-­‐‑conductive  magnet  is  
used   to   create   this   strong   field.   In   order   to   acquire   images  without   considerable  
geometric  distortions  and  signal  loss,  the  field  has  to  be  extremely  homogeneous,  
with   standard   limitations   being   ≤   0.1   ppm   spread   across   a   given   diameter   of   a  
spherical   volume   around   the   iso-­‐‑center   of   the   magnet.   The   majority   of   clinical  
systems  active  today  are  1.5T  and  3  T  systems,  but  higher  field-­‐‑strengths  are  also  
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being  explored.  The  main  reason  for  moving  to  higher  fields  is  the  increased  signal,  
which  scales  linearly  with  the  field  according  to  the  Boltzmann  distribution.    
The   B1+   field,   or   RF   excitation   (or   transmit)   field,   is   the   coil   responsible   for  
producing  the  RF  pulse  that  excites  the  spins.  This  field  will  push  the  spins  out  of  
their  alignment  with  the  z-­‐‑axis  (B0  magnetic  flux  direction,  Mz)  into  the  orthogonal  
plane   of  Mxy,   where   they   will   precess   around   the  Mz   axis.   The   B1+   coil   is   often  
mounted   within   the   bore   of   the   magnet   (‘body   coil’)   and   is   driven   by   large  
amplifiers,  with  a  net  effect  of  ~30  kW.  As  an  RF  field  induces  heat  in  the  body,  this  
part  of  the  MRI  system  is  closely  monitored  and  controlled  for  safety  reasons.  The  
amount  of  energy,  RF  power,  that  is  allowed  to  deposit  into  the  body  is  measured  
as  specific  absorption  rate   (SAR)   in   [W/kg]  and   is   regulated   to  never  heat  up   the  
patient  by  more  than  1  degree  C  (3).  
While   the  B1+   field   is   responsible   for   the  excitation  of   tissue,   the  B1-­‐‑   field   (the  RF  
receive   field)   is   a   spatial   field   governed   by   the   receiver   coil   (‘antenna’)  
corresponding  to  the  local  sensitivity  of  the  MR  signal  echoed  back  from  the  body.  
In  contrast   to   the  powerful  B1+   field,   the  signal   from  the   resonating  spins   is  very  
weak,  why  it  is  important  that  B1-­‐‑  field  is  optimized  to  detect  these  signals  as  well  
as  possible.  This  is  why  the  RF  coil  elements/channels  (the  numbers  and  shapes  is  
building  up  the  B1-­‐‑  field)  in  an  RF  receive  coil  are  constructed  in  such  a  way  that  
they  can  be  located  as  close  to  the  object  as  possible.  Multi-­‐‑channel  RF  coils  serves  
also   another   purpose,   in   that   their   localized   signal   sensitivities   allows   for   some  
Figure 1.  Schematic drawing of a MRI system 
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spatial  encoding  of   the  signal.  This   is  utilized  in  advanced  acquisition  techniques  
such   as   parallel   imaging   and  multi-­‐‑band   imaging,   which   shortens   the   acquisition  
time  significantly.  
The   set   of   spatial   (x-­‐‑y-­‐‑z)   gradient   fields   is   the   last   core   component   of   an   MRI  
scanner.   These   gradient   fields   create   linear   gradients   fields   in   the   main   B0   field  
within   the   bore   (tunnel)   of   the   scanner.   It   is   these   field   changes   that   enable   the  
spatial  encoding,  i.e.  ‘tags’  the  signal  in  space  so  we  can  form  an  image.  
While  the  B0  and  B1-­‐‑  (RF  receive)  fields  are  static,  the  B1+  (RF  transmit)  and  gradient  
fields  are  constantly  changing  during  the  image  acquisition.  The  pulsating  B1+  field  
repetitively   excites   the   spins   and   the   gradient   fields   are   constantly   changing   to  
create   the   desired   spatial   encoding   of   the   MR   signal   from   the   spins.   It   is   this  
constant  change  in  the  gradient  field  that  is  the  source  for  the  acoustic  noise  that  an  
MRI  scanner  creates  (>  80-­‐‑90  dBA).  Although  being  molded  into  epoxy  and  bolted  
into  place   the   rapid  gradient   field   changes   induces  vibrations   that  propagates   as  
acoustic  wave  out   into   the   scanner   room.  Depending  on   the   speed  by  which   the  
field   is   changed   the   acoustic   noise   will   vary   in   volume   and   frequency,   but   is  
nevertheless  very  difficult  to  reduce  without  sacrificing  image  quality.  
While   the  B0   field   is  measured   in  units  of  Tesla   [T],   the  gradient   field  strength   is  
measured  in  [mT/m]  and  the  rate  of   the  gradient  field  change  (a.k.a.  slew  rate)   is  
measured  in  [T/m/s].  A  high-­‐‑performance  clinical  MR  system  can  typically  deliver  
~50  mT/m  in  gradient  strength  on  each  axis  (x,y,z)   independently  of  one  another,  
with  a  slew  rate  of  200  T/m/s.  While  the  byproduct  of  the  pulsating  B1+  field  is  heat,  
the   side   effect   the   of   constantly   changing   the   gradient   field   is   peripheral   nerve  
stimulation  (PNS),  measured  in  dB/dt,  where  dB  is  the  field  change  over  the  time  
dt.  PNS  is  a  phenomenon  that  occurs  when  small  currents  are  being  created  in  the  
peripheral   nerves,   due   to   the   rapid   switching   of   the   gradient   fields,   sending  
messages   about   muscle   contractions.   It   is   generally   more   uncomfortable   than  
dangerous,  and  less  of  a  safety  concern  compared  to  SAR.  
1.1.1.4 Excitation and relaxation 
As   briefly   discussed   in   the   previous   sections,   an   MR   image   is   a   product   of  
manipulation   of   the  magnetization   that   occurs  when   hydrogen   spins   are   placed  
within  a  strong  magnetic  field.  At  equilibrium,  the  magnetization  vector,  M,  which  
is   the   sum   of   the   magnetization   from   all   hydrogen   spins   contained   in   a   voxel  
(volume   pixel),   is   parallel   to   the   B0   field   (by   convention   denoted   the   z-­‐‑axis).   Its  
magnitude  M   =  M0   is  precessing  around   the  z-­‐‑axis  at   the  Larmor   frequency.   It   is  
useful   to   view   two   orthogonal   components   of   the  magnetization   vector  M.   One  
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that  is  pointing  in  the  direction  of  the  B0  field,  Mz,  and  one  that  are  orthogonal  to  
Mz,   dubbed  Mxy.  When   the   B1+   field   is   applied   it   ‘excites’   the   hydrogen   protons  
(spins),  making  the  net  magnetization  vector  to  rotated  away  from  z-­‐‑axis  towards  
the  xy-­‐‑plane,  still  precessing  at  the  Larmor  frequency.  The  Mxy  component  of  M  is  
proportional  to  the  signal  detected  by  the  RF  receiver  coil,  and  this  signal  will  be  
the  product  of   the   local  MR  signal  and  the   local  B1-­‐‑   field.  The  angle  at  which  the  
magnetization   vector   M   is   rotated   (towards   the   xy-­‐‑plane)   by   the   RF   pulse   is  
referred  to  as  the  flip  angle  (FA).  An  FA  of  90°  thus  mean  that  100%  of  the  initial  
M0  now  resides   in   the  xy-­‐‑plane   (with  Mz   =  0).  Correspondingly,  applying  a   three  
times  shorter  (or  weaker)  RF  (B1+)  pulse,  results  in  an  FA  that  rotates  M  by  30°.  In  
this  case,   the  corresponding  Mz  component  vector   is  86%  (instead  of  0%)  and  the  
Mxy  component  vector  becomes  50%  (instead  of  100%).    
The   excited   spins   are   subject   to   two   types   of  
relaxation  processes:  T1  and  T2  relaxation.  T1   is  
the   recovery  of  Mz  magnetization  along   the   z-­‐‑
axis,  and  T2  is  the  signal  decay  in  the  Mxy  plane.  
These   are   two   independent   processes   that   do  
not   interfere   with   each   other,   although   T1   is  
always  larger  than  T2.  
T1   relaxation,   or   spin-­‐‑lattice   relaxation,  
corresponds   to   the   exponential   rate   by   which  
the  deposited  energy  leaves  the  excited  system.  
This   relaxation   constant   describes   how   fast  M  
returns   to   its   equilibrium   state,  M   =  M0   along  
the  z-­‐‑axis.  The  T1-­‐‑value  of  a  tissue  is  defined  as  
Figure 2. Typical a) T2, and b) T1 relaxation curves for white matter, gray matter, 
cerebrospinal fluid, and fat. 
Figure 3. Magnetization 
vector M with Mz and Mxy 
components 
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when  63%  (1-­‐‑e-­‐‑1)  of  the  magnetization  is  recovered.  For  gray  and  white  brain  matter  
tissues  of  the  brain,  this  is  around  1  s  (900  ms  for  white  matter  (WM),  1300  ms  for  
gray  matter  (GM)),  while  for  cerebrospinal  fluid  (CSF)  it  is  ~4000  ms  at  3  T.    If  Mz  
has   not   fully   returned   to  M0   when   the   next   RF   excitation   pulse   is   applied,   the  
following  Mxy  signal  will  be  reduced  due  to  this  incomplete  T1-­‐‑relaxation,  leading  
to  a  T1-­‐‑w  signal.    
T2  relaxation,  or  spin-­‐‑spin  
relaxation,   does   not  
involve   energy   transfer  
but  instead  coherence.  As  
spins   move   around   they  
will   occasionally   get   so  
close   to   one   another   that  
their  local  magnetic  fields  
will   interact,   causing   a  
momentary   microscopic  
field   changes   that   causes  
them   to   precess   at  
different   frequencies   due  
to   the   Larmor   equation.  
Once  they  separate  again,  
they   will   return   to   the  
Larmor   frequency   of   the  
B0  field,  but  their  relative  phase  will  be  affected  causing  a  net  reduction  in  signal.  
The  T2  value  of  tissue  it  defined  as  when  37%  (e-­‐‑1)  of  the  initial  Mxy  magnetization  is  
left.  The  T2  value  for  WM  and  GM  are  around  90-­‐‑100  ms.    
By   altering   the   timing   between   excitation,   signal   sampling   and   re-­‐‑excitation  
different   contrasts   can   be   created,   due   to   variation   in   T1   and   T2   between   tissue  
types.   The   time  between   subsequent   excitations  will   from  now  on  be   referred   to  
repetition   time   (TR),   the   time   between   excitation   and   signal   sampling   will   be  
referred  to  as  echo  time  (TE).  With  a  long  TR  and  a  long  TE,  T2-­‐‑weighted  contrast  is  
created.  With   a   short  TR  and  a   short  TE,  T1-­‐‑weighted   contrast   is   created.  With   a  
long  TR  and  a  short  TE,  the  effects  of  T1  and  T2  on  the  MR  signal  are  minimized,  
and  the  resulting  image  contrast  is  known  as  proton  density  (PD).    
1.1.1.5 Pulse Sequence Diagrams 
To   describe   the   timing   and   gradient   moments   of   an   MRI   acquisition   a   pulse  
sequence   diagram   (PSD)   is   used.   In   the   simplest   case,   four   time-­‐‑courses   are  
Figure 4. Pulse sequence diagram for the SE-EPI 
sequence.  
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depicted,  three  of  which  are  describing  the  gradient  amplitudes  on  the  x,  y  and  z  
axes  (Gx,  Gy,  Gz),  and  one  describing  the  RF  pulse  amplitude  envelopes.  The  PSD  
can   also   be   expanded   to   include   receiver   timing,   receiver   phase   and   RF   phase  
modulation  if  a  more  detailed  description  of  a  sequence  is  required.    
1.1.1.6 Slice selection 
So  far  signal  modulation  has  only  been  described  in  terms  of  relaxation  properties.  
For  spatial  localization  we  also  need  to  select  a  slice  through  an  object.  By  applying  
a  linear  gradient  in  z,  Gz,  a  corresponding  linear  change  in  Larmor  frequency  can  
be  created  according  to  the  gradient  strength.    
   𝑓! = 𝛾2𝜋 𝐵! + 𝐺! 𝑡   𝑧    [3]  
where   fz   is  the  resonance  frequency  [Hz]  at  position  z,  B0  the  main  magnetic  field  
(T),   and  Gz(t)   the   gradient   [T]   at   position   z   at   time   t.   If   a   sinusoidal   RF   pulse   is  
transmitted   only   spins   located   spatial   location   where   the   gradient   creates   the  
correct  Larmor  frequency  will  be  excited.  Changing  the  frequency  of  the  RF  pulse,  
whilst   keeping   the   z-­‐‑gradient,   will   allow   us   to   move   the   selected   slice   in   the  
gradient  direction.     Only  exciting  at  one  resonance   frequency  will  however   leave  
us  with  an  infinitely  thin  slice,  and  virtually  no  signal  to  detect  in  our  receiver  coil.  
An  RF  pulse   that  has  both  a   carrier   frequency   (choosing   spatial   location)   and  an  
amplitude  modulation  (creating  a  specific  bandwidth)  is  therefore  used:  
   B1+ 𝑡 = cos  (2𝜋𝑓!𝑡)𝐴(𝑡)   [4]  
where  B1+(t)   is   the  RF   field  at   time   t   [s],  ƒ0   the  resonance   frequency,  and  A(t)   the  
amplitude   modulation.   For   small   flip   angles,   the   Fourier   transform   of   the  
amplitude  modulation,  A(t),  is  a  good  approximation  of  the  expected  slice  profile.  
Thus,   a   Sinc   amplitude   modulation   would   create   a   rectangular   slice   profile  
response,   and   a   Gaussian   modulation   a   Gaussian   response.   The   full   width   half  
maximum  (FWHM)  of  the  spectral  response  determines  the  slice  thickness.  
By  changing  the  carrier  frequency  of  the  RF  pulse,  slice  position  can  be  controlled.  
By  changing  the  slice  selection  gradient,   the  mapping  between  the  RF  bandwidth  
(by   the   amplitude   modulation)   and   spectral   response   (in   the   tissue)   can   be  
controlled,  and  thus  the  slice  thickness.  
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1.1.1.7 In-plane spatial encoding 
Once  a  slice  has  been  selected,  in-­‐‑plane  spatial  encoding  has  to  be  performed.  This  
is  done  via  Fourier  encoding.  With  a  slice  excited,  all  spins  within  the  slice  precess  
ideally   at   the   same   resonance   frequency   and   with   the   same   phase.   If   we   now  
consider  a  2D  Fourier  transform,  
   ℱ 𝑠(𝑥,𝑦) = 𝑆 𝑘! , 𝑘! = 𝑀!(𝑥,𝑦)𝑒!!!"!!!!!! 𝑒!!!"!!!  𝑑𝑥  𝑑𝑦   [5]  
where   (kx,  ky)  corresponds   to  our  position   in   the   frequency  domain,  k-­‐‑space,  and  
M⟂(x,  y)  to  the  signal  from  the  position  x,  y,  within  the  plane.  Having  all  spins  in  
phase  will  then  be  equal  to,  
   𝑆 𝑘! , 𝑘! = 𝑀!(𝑥,𝑦)!!!   𝑑𝑥  𝑑𝑦   [6]  
i.e.   the   sum   of   all   available   signal,   which   in   turn   corresponds   to   the  most   low-­‐‑
frequent  component  of  the  frequency  domain.  By  convention,  k-­‐‑space  is  arranged  
such   that   the   lowest   spatial   frequency   components   are   at   the   center,  with  higher  
spatial   frequency   components   further   away   from   the   origin.   Hence,   if   a   slice   is  
excited  and  the  receiver  opened,  the  DC  (sum  of  all  available  signal)  of  the  image  
will  be  measured,  positioned  at  the  center  of  k-­‐‑space.    
To  understand  how  k-­‐‑space  can  be  traversed,  it  is  useful  to  consider  how  a  linear  
gradient  field  acts  upon  a  slice.  If  applied  within  the  slice,  e.g.  in  the  y  direction,  it  
will  create  a   linear  distribution  of  Larmor  frequencies   in  that  direction;  similar   to  
what   is   shown   in   Equation   3.   As   a   function   of   position   y   and   time   t,   the  
accumulated  phase  becomes  
   𝜙 𝑦, 𝑡 = 𝑦𝛾 𝐺! 𝑡!   𝑑𝑡! = 2𝜋𝑘!𝑦!!      [7]  
where  𝜙(𝑦, 𝑡)  is  the  accumulated  phase  at  position  y  due  to  the  onset  of  gradient  Gy  
over  time  t.  The  measured  signal  can  now  be  characterized  as  
   𝑆 𝑘! , 𝑘! =    𝑀! 𝑥,𝑦 𝑒!!" !,! 𝑑𝑥  𝑑𝑦   [8]  
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i.e.  by  applying  a  linear  gradient  in  the  y  direction  for  a  limited  amount  of  time  we  
can  traverse  k-­‐‑space  in  the  ky  direction  according  to  Equation  8.  This  procedure  of  
applying  a  gradient  for  a  short  period  of  time,  creating  phase  dispersion  is  referred  
to  as  phase  encoding,  which  also  results  in  a  static  step  in  k-­‐‑space  of  a  certain  size.  
By   applying   a   second   gradient,   perpendicular   to   the   Gy   gradient,   the  
corresponding  shift  in  k-­‐‑space  along  the  kx  and  ky  directions  become  
   𝑆 𝑘! , 𝑘! =    𝑀! 𝑥,𝑦 𝑒!!" ! 𝑒!!" ! 𝑑𝑥  𝑑𝑦   [9]  
We   have   now   methods   for   moving   freely   in   both   the   ky   and   the   kx   of   k-­‐‑space,  
controlled  by  the  gradients  on  the  corresponding  axes.  While  creating  a  static  offset  
in  k-­‐‑space  is  referred  to  as  phase  encoding,  the  act  of  sampling  while  moving  in  k-­‐‑
space   is   referred   to   as   frequency   encoding.   For   the  majority   of   sequences   the   k-­‐‑
space   traversal   and   sampling   is   done   on   a   rectilinear   grid,  with   an   initial   phase  
encoding  in  the  ky  direction  followed  by  a  perpendicular  sweep  in  the  kx  direction.  
This  process  will  be  repeated  until   the  whole  desired  grid  has  been  traversed.  By  
controlling   the  sampling  density  of  k-­‐‑space,  different  FOVs  can  be  created,  while  
controlling   the   extent  of   the   acquired  k-­‐‑space,  different   image   resolutions   can  be  
chosen.  For  3D  sequences,  an  additional  phase  encoding  direction  is  applied  in  the  
kz  direction,  and  an  inverse  3D  Fourier  transform  is  used  in  the  reconstruction.    
1.1.2 Echo Planar Imaging 
Echo  Planar  Imaging  (EPI)  is  a  fast  image  acquisition  technique  that  was  invented  
in   1977   by   Sir   Peter   Mansfield   (4).   While   the   majority   of   MRI   pulse   sequences  
require  multiple  RF   excitations   to   form  an   image,  EPI,   in   its   simplest   single-­‐‑shot  
variant,  requires  only  one  RF  excitation.  This  due  to  that  the  entire  k-­‐‑space,  for  one  
slice,  is  traversed  during  the  EPI  readout,  allowing  one  full  volume  to  be  acquired  
each   TR.   Numerous   advanced   imaging  methods   today   depend   on   EPI   imaging,  
such  as  diffusion-­‐‑weighted  (5,6),  functional  (7,8),  and  perfusion  imaging  (9).  While  
the   high   temporal   resolution   of   EPI   is   used   to   image   physical   processes   such   as  
blood  oxygenation   in   fMRI  and   susceptibility   changes   in  perfusion   imaging,   it   is  
the  ability  to  acquire  on  image  per  excitation  that  is  the  main  benefit  for  diffusion-­‐‑
weighted  imaging.      
In   most   applications   it   is   more   meaningful   to   discuss   EPI   as   type   of   readout  
strategy,   rather   than   as   a   specific   sequence,   since   it   is   non-­‐‑specific   in   terms   of  
image  contrast.  Depending  on  RF  and  other  magnetization  preparation  pulses,  EPI  
can  be  either  a  gradient-­‐‑echo  sequence  or  a  spin-­‐‑echo  sequence.  For  the  diffusion  
imaging  part  of  this  thesis,  a  spin-­‐‑echo  EPI  readout  with  a  diffusion  preparation  is  
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used.  For  the  motion  navigator  part  of  this  thesis,  gradient-­‐‑echo  EPI  readouts  are  
used.  
1.1.2.1 Sequence/Acquisition 
During  an  EPI  data  readout,  multiple  k-­‐‑space  lines  are  acquired  by  using  a  series  of  
bipolar  gradients  on  the  readout  (or  frequency  encoding)  axis,  and  a  series  of  short  
and  small   trapezoidal  blips  on   the  phase  encoding  axis.  This   results   in  a   train  of  
gradient  echoes  that  together  covers  a  fully  sampled  center  portion  of  k-­‐‑space.  This  
can   be   compared   to   other   fast   imaging   techniques   such   as   ss-­‐‑FSE   that   rely   on  
multiple  RF  refocusing  pulses  to  do  the  same  thing.  Avoiding  multiple  RF  pulses  is  
advantageous   for   several   reasons.   First,   SAR   (patient  heating)   is   less   of   an   issue,  
the   echo   train  does  not  have   to   fulfill   the  CPMG  condition   (5,10)   for   the  k-­‐‑space  
lines  to  be  reliably  in  phase  with  each  other,  and  the  EPI  readout  is  much  shorter  
than  a  corresponding  RF  refocused  readout  for  the  same  echo  train  length  (ETL).    
Spin-­‐‑Echo   EPI   and   especially   Gradient-­‐‑Echo   EPI   are   however   prone   to   artifacts.  
Some   of   these   artifacts   have   to   with   system   imperfections,   others   with   intrinsic  
properties   of   the   method   itself.   Gradient   delays   (i.e.   timing   errors   of   a   few   us)  
cause   ‘Nyquist   ghosting’   artifacts   in   the   reconstructed   images   if   not   dealt   with  
correctly.   This   due   to   misalignments   between   echoes   read   with   positive   and  
negative  gradient  lobes.  Throughout  this  thesis,  these  ghosting  artifacts  have  been  
removed  by  using  an  entropy-­‐‑based  post  processing  reconstruction  technique  (11)  
based  on  work  from  Clare  (12)  .  
The  chemical  shift  artifact,  which   is  due   to  a  difference  of  ~3.5  ppm  in  resonance  
frequency   (~430  Hz   at   3   T)   between  water   and   fat,  manifest   itself   normally   as   a  
Figure 5. Echo planar imaging pulse sequence diagram a) and k-space 
trajectory b). 
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slight  misplacement  (extent  depending  on  rBW)  of  the  fat  signal   in  the  frequency  
encoding  direction  for  regular  non-­‐‑EPI  acquisitions.    
For   EPI,   this   chemical   shift   artifact   will   appear   a   bit   differently.   Data   points  
sampled   in   the   frequency   encoding  direction   are   separated   by   ~4  µμs   (rBW  ~   250  
kHz  for  a  standard  EPI  readout)  and  only  sub-­‐‑voxel  shifts  between  fat  and  water  
will   appear.   In   the   phase   encoding   direction   on   the   other   hand,   the   duration  
between  two  consecutive  data  points  is  equal  to  the  duration  of  one  readout  lobe  
(~1  ms)  resulting  in  a  pseudo  receiver  bandwidth  (prBW)  of  ~1  kHz.  This  results  in  
a  displacement  of  fat  of  around  25-­‐‑30%  of  the  FOV,  rendering  images  unusable  for  
diagnostic  purposes.  It  is  therefore  important  to  carefully  select  either  fat  or  water  
magnetization   (but   not   both)   in   EPI   imaging,   either   via   spectrally   selective   RF  
excitation  or  by  fat  (or  water)  suppression  techniques.    
An   RF   excitation   pulse   that   is   both   spectrally   and   spatially   selective   (13-­‐‑16)  
commonly  performs  this  task,  and  is  what  is  implemented  in  many  clinical  systems  
(a.k.a.  SPectral-­‐‑SPatial,  or  SpSp  RF-­‐‑pulses).  Common  for  many  SpSp  RF  pulses,  is  
that   they  have  good  spectral   selectivity,  but  a   rather  crude  spatial   selectivity   (i.e.  
slice   profile).   This   is   because   the   RF   sub-­‐‑pulses   that   determine   the   spatial  
selectivity   have   to   be   short   with   few   side   lobes   to   allow   for   their   amplitude  
modulation   within   the   given   spectral   envelope.  With   SpSp   it   is   also   difficult   to  
acquire  thin  slices  (<3  mm)  due  to  gradient  system  limitations.  If  thinner  slices  are  
desired,  the  combination  of  two  RF  pulses  may  be  used  to  achieve  the  same  goal,  
where  the  first  RF  pulse  is  spectrally  selective  (but  spatially  non-­‐‑selective),  a.k.a.  a  
Figure 6. a) Water only excitation (using a Spectral-Spatial RF pulse). b) A leading 
spectrally selective saturation pulse (ChemSat) followed by a spatially selective 
excitation  
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ChemSat  RF  pulse,  followed  by  an  RF  excitation  pulse  that  may  be  spatially  well-­‐‑
defined,  but  not  spectrally  selective.  
In  order   to   increase   the   temporal   resolution,   e.g.   for   fMRI  and  perfusion,  or   as  a  
way  to  reduce  TE  for  diffusion-­‐‑weighted  scans   it   is  possible  to  combine  EPI  with  
partial  Fourier   techniques  such  as  Homodyne   (17)  or  POCS  (18),  along   the  phase  
encoding  direction.  A   typical  EPI   scan,  which   is   combined  with  a  partial  Fourier  
data  reduction,  would  require  approximately  16-­‐‑24  k-­‐‑space   lines  beyond  the  50%  
data  that  is  required  from  a  pure  theoretical  standpoint  (assuming  that  k-­‐‑space  is  a  
Hermitian   matrix),   for   a   successful   reconstruction.   Throughout   this   thesis,   the  
POCS  reconstruction  has  been  method  of  choice  when  partial  Fourier  acquisitions  
have  been  used.    
1.1.2.2 Parallel imaging and distortion reduction 
In   addition   to   chemical   shift   artifacts,   the   low   prBW   in   the   phase   encoding  
direction   makes   EPI   sequences   also   extra   sensitive   to   other   sources   of   off-­‐‑
resonances   such   as   susceptibility   variations,   B0-­‐‑field   inhomogeneities,   and   eddy  
currents.   This   leads   to   geometric   distortions   and   signal   dropouts   in   the   image.  
Reducing   the   off-­‐‑resonance   sensitivity   is   therefore   crucial   for  EPI   in   order   to   get  
images  that  are  as  geometrically  faithful  as  possible.  This  can  be  done  by  using  e.g.  
multi-­‐‑shot  (19)  EPI  readouts,  parallel  imaging  (e.g.  GRAPPA  (20),  and  SENSE  (21)),  
or  by  reducing  the  echo-­‐‑spacing  (e.g.  RS-­‐‑EPI  (22)  and  SAP-­‐‑EPI  (23)).  The  amount  of  
local  spatial  displacement  relates  to  sequence  parameters  and  B0  field  variation  as  
   𝑑pe 𝒓 = 𝛾2𝜋 FOVphase𝑅 𝑇esp∆𝐵! 𝒓        (m)    [10]  
where  dpe(r)  denotes  the  displacement  of  tissue  at  spatial  location  r  (unit:  [m]),  R  is  
the  parallel   imaging   acceleration   factor,  Tesp   the  duration  between   to   consecutive  
data-­‐‑points   in   the  phase  encoding  direction,   and  ΔB0(r)   the  off-­‐‑resonance   field  at  
spatial  location  r.    To  reduce  these  geometric  distortions,  an  initial  approach  would  
be   to   reduce   the   FOV   in   the   phase   encoding   direction   and  match   that   with   the  
narrowest   part   of   the   imaged   object.   Another   option   is   to   use   parallel   imaging  
methods  such  as  GRAPPA  and  SENSE  to  lower  the  distortions  by  a  factor  of  R.  
Parallel  imaging  is  based  on  the  fact  that  if  there  are  multiple  receivers  (each  with  a  
high   local   sensitivity)   around   an   object,   undersampled   data   that   breaks   the  
Nyquist   sampling   criteria   can   be   restored   by   modeling   the   receivers   and   their  
known   sensitivities   as   an   overdetermined   system   of   equations.   This   system   can  
then  be  solved  in  a  least  squares  sense,  either  in  the  image  domain  (SENSE)  or  in  k-­‐‑
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space   (GRAPPA).   R   in   Equation   10   is   the   parallel   imaging   acceleration,   or  
sometimes  reduction  factor,  and  denotes  by  what  factor  the  data  is  undersampled.    
With   an   acceleration   factor   of   2   a   50%   reduction   in   image   distortions   can   be  
produced   and   R   =   3   would   give   a   reduction   to   33%,   and   so   on.   Although   the  
distortion   levels   will   be   lowered   further   as   R   increases,   there   are   diminishing  
returns.  Going  from  R  =  1   to  2  will  be  a  50%  reduction,   from  R  =  2   to  3  a   further  
17%   reduction,   from  R   =   3  
to   4   an   additional   8%  
reduction.   Using   higher  
acceleration   factors   is   also  
not   viable   from   an   image  
quality   perspective,   as   the  
SNR   would   drop   and   the  
parallel   imaging   related    
noise   (a.k.a.  g-­‐‑factor  noise)  
would  be  unmanageable.  
To   reduce   the   image  
distortions  beyond  what   is  
achievable  with  an  R  of  ~2-­‐‑
3,   other   approaches   are  
necessary.  One  approach  is  
to   reduce   the   Tesp   by  
shortening   the   readout  
duration   in   the   frequency  
encoding   direction.   This   is  
accomplished   by   only  
scanning   a   partial,   or  
segmented,  part  of  k-­‐‑space  
in  the  kx  direction.  Either  in  
a  venetian  blind  fashion  as  
in   RS-­‐‑EPI   (22)   or   in   a  
PROPELLER   (24)   fashion  
as   in   SAP-­‐‑EPI   (23).   This  
reduces   the   Tesp   and  
consequently   also   over   all  
image   distortions.   Only  
acquiring   a   small   portion  
of   the   sought   k-­‐‑space  
Figure 7. Parallel imaging acceleration factors of a) 
R = 1, b) R = 2, c) R  = 3, and d) R = 4, yielding 
different distortion levels. 
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requires  multiple  acquisitions   in  order   to  have  a   complete   image,  hence   the   total  
scan   time   will   be   increased.   For   SAP-­‐‑EPI   (with   its   rotating   EPI   blades)   the  
distortions   will   vary   with   the   direction   of   the   phase   encoding   direction   of   each  
blind   (causing  blurring   in   the   final   images   if  not  accounted   for   (25)).  For  RS-­‐‑EPI,  
the  distortion  is  unidirectional  as  in  regular  EPI,  since  the  phase  encoding  direction  
does  not  change  across  blinds.    
1.1.2.3 Pulse programming and reconstruction 
All   data   processed   and  presented   in   this   thesis   has   been   reconstructed  using   in-­‐‑
house   algorithms   and   data   processing   methods.   The   major   part   of   the   images  
reconstructed   has   been   performed   using  MATLAB   (MATLAB,   The  MathWorks,  
Inc.,   Natick,   Massachusetts,   United   States)   with   mexed   C   and/or   C++   routines  
where  necessary  for  speed  reasons.  Pulse  sequence  programming  has  been  carried  
out  in  EPIC  (Extended  Programming  In  C,  GE  Healthcare,  Milwaukee,  Wisconsin,  
United  States),  which   is  a  proprietary  programming   language   for  pulse  sequence  
development  for  GE  MR  systems.    
1.1.3 Diffusion-Weighted Imaging 
1.1.3.1 Diffusion 
Diffusion,   as   first   observed  when   looking   at   pollen   particles   in  water   by   Robert  
Brown  in  1828  (26),  is  the  random  motion  of  particles  due  to  their  inherent  thermal  
energy.   This   motion,   also   called   Brownian   motion,   was   later   more   theoretically  
described  by  Albert  Einstein   in  1905  (27)  where  he  described   it  as  a  mean  square  
displacement   <x2>=2Dt,   over   a   certain   time   t,   scaled   by   a   diffusion   coefficient  D  
[m2/s].  That  is,  for  a  solution  with  a  certain  value  for  D  the  distribution  of  particles,  
compared   to   their   initial  position,  will  broaden  over   time.   In   the  case  of  Einstein  
and   Brown   they   assumed   a   homogenous   medium,   i.e.   the   diffusion   process   is  
equal  in  all  spatial  directions.  This  is  however  not  always  the  case  when  observing  
diffusion  in  biological  tissues.  Diffusion  without  directional  dependence  is  referred  
to   as   isotropic   diffusion,   while   if   a   directional   dependent   variation   exists   in   the  
tissue  the  diffusion  will  be  referred  to  as  anisotropic.      
Since   calculated   diffusion   coefficients   can   be   influenced   by   e.g.   tissue   perfusion  
and   partial   volume   effects,   they   are   often   referred   to   as   apparent   diffusion  
coefficients  (ADC)  (28).  A  parametric  map  showing  ADC  values  are  calculated  by  
acquiring   a  minimum  of   two   images,   identical   except   one  has  been   sensitized   to  
diffusion.   The   amount   of   sensitization,   or   diffusion   weighting,   is   denoted   by   a  
factor  b  along  some  gradient  direction  q  =  [qx,  qy,  qz]).  The  relative  signal  between  
the  two  images,  S0  and  S1,  becomes  
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   𝑆! = 𝑆!𝑒!!"   [11]  
where   b   is   related   to   the   strength   and   duration   of   the   diffusion   gradients   (cf.  
below).  Rewriting  this  equation,  the  ‘apparent  diffusion  coefficient’  ADC  (or  D)  is  
obtained  by  
      
ADC = 𝐷 = ln 𝑆! 𝑆!−𝑏    [12]  
For  a  tissue  with  non-­‐‑isotropic  diffusion  the  ADC  will  depend  on  the  direction  q  of  
diffusion  sensitization   for   image  S1.   In  order   to  have  an  ADC  map  that  describes  
the  isotropically  averaged  ADC  (or  mean  ADC),  several  diffusion-­‐‑weighted  images  
(DWIs)  have  to  be  acquired  along  different  directions  in  space.  The  acquired  DWIs  
can  either  be   combined  using   complex  geometrical   averaging  or   fitted   into   some  
3D  model   of   the  diffusion  process,   from  which   estimates   about  mean  diffusivity  
later  can  be  derived.    
1.1.3.2 Diffusion Tensor 
The  most   common   3D  model   for   diffusion   in-­‐‑vivo   is   the   diffusion   tensor  model  
suggested   by   Basser   et   al.   in   1994   (29,30),   where   the   diffusion   process   is  
geometrically  modeled  as  ellipsoids  (one  per  voxel).  Mathematically,  this  ellipsoid  
corresponds   to   a   positive   definite   2nd   order   tensor,   which   is   a   symmetric   3x3  
matrix,  D,  with  six  unique  elements  
       𝑫 = 𝐷!! 𝐷!" 𝐷!"𝐷!" 𝐷!! 𝐷!"𝐷!" 𝐷!" 𝐷!!    [13]  
As   the   tensor   is  positive  definite   three   real  positive  eigenvalues,  λ1-­‐‑3,   exists   (with  
corresponding  eigenvectors,  e1-­‐‑3),  corresponding  to  the  radii  of  the  principal  axes  of  
the  diffusion  ellipsoid.  We  now  have  an  alternative  way  of  describing  the  average  
diffusion  (Trace 𝑫 = 𝜆! +⋯+ 𝜆!),  with  
       𝑫 = Trace 𝑫3    [14]  
For  the  mean  ADC  map,  or  <D>,  which  is  a  measure  of  the  average  diffusion  at  a  
certain   location,   typical   values   for   brain   tissues   are:   cerebrospinal   fluid   (CSF)  
2.94×10-­‐‑3   mm2/s,   gray  matter   (GM)   0.76   ×10-­‐‑3   mm2/s,   white   matter   orthogonal   to  
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fibers   (WM!)   0.45×10-­‐‑3  mm2/s,   and  white  matter   parallel   to   fibers   (WM∥)   0.95×10-­‐‑3  
mm2/s.    
As  there  is  a  directional  dependence  associated  with  white  matter  fibers,  i.e.  water  
diffuses  more   easily   along   nerve   fiber   bundles   than   orthogonal   through   them,   a  
measurement  of  diffusion  anisotropy   is  needed.  The  most  common  measurement  
today  is  fractional  anisotropy  index  (FA),  defined  as,  
      
FA = 32 𝜆! − 𝜆 !!!!,!,! 𝜆!!!!!,!,!    [15]  
where   λ1-­‐‑3   denotes   the   three   eigenvalues  
and  λ  the  mean.  FA  ranges  between  0  and  
1,   where   0   is   isotropy   (i.e.   the   tensor  
describes  a  sphere),  and  1  full  anisotropy  
(i.e.   the   tensor   only   extends   into   one  
dimension).   More   realistically,   in  
anisotropic   areas   the   tensor   would   be  
expected  to  describe  either  a  cigar  shape,  
λ1  >  (λ2,  λ3),  or  a  saucer,  (λ1,  λ2)  >  λ3.  Given  
an   FA   map   the   eigenvector  
corresponding   to   the   largest   eigenvalue  
can   be   used   to   color-­‐‑code   the   data   to  
visualize   the   principal   direction   of  
diffusion.   By   convention   this   is   done  
with   red   indicating   left-­‐‑right,   green  
anterior-­‐‑posterior,   and   blue   inferior-­‐‑
superior.    
1.1.3.3 Diffusion-Weighted Imaging 
In  order  to  acquire  multiple  diffusion  directions  and  many  slice  locations  within  a  
reasonable   scan   time,   a   fast   imaging   sequence   is   desired   for   diffusion-­‐‑weighted  
MRI.  Combining  diffusion  weighting  (i.e.  adding  diffusion  preparation  gradients)  
with   single-­‐‑shot   EPI   therefore   comes   naturally,   and   is   currently   the   preferred  
sequence,  both   in  a  clinical  and  research  context.   In  1965,  Stejskal  and  Tanner   (6)  
showed  that  the  MRI  signal  could  be  made  sensitive  to  the  self  diffusion  of  water  if  
large   bipolar   gradients   were   added   around   the   refocusing   pulse   of   a   spin-­‐‑echo  
sequence.   Spins   dephased   by   the   gradient   before   the   refocusing   pulse  would   be  
rephased  by  the  gradient  after  in  the  absence  of  diffusion.  For  spins  in  areas  with  
Figure 8. Relationship between the 
diffusion ellipsoid, eigenvalues and 
eigenvectors. The square root denotes 
the RMS displacement of water 
molecules 
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high  diffusion,   the  dephasing  and  rephasing  would  not  cancel  out  and  the  signal  
would  drop  as  an  effect  of  the  incoherent  phase.  The  amount  of  applied  rephasing  
and  dephasing  could  be  controlled  via  the  b-­‐‑value  
       𝑏 = 𝛾 ∙ 𝐺 ∙ 𝛿 ! ∙ Δ− 𝛿3    [16]  
where  G   is   the  gradient  amplitude   (T/m),  δ   the  duration  of   the  applied  diffusion  
encoding  gradients  and  Δ  delay  between  the  two  gradients.    
By   increasing   the   b-­‐‑value,   a   pulse   sequence   can   be   made   more   sensitive   to  
diffusion  up   to  a  point  where   the  diffusion  gradients  drives   the  signal  below  the  
noise   floor   of   the   image.   A   typical   b-­‐‑value   for   an   adult   patient   undergoing   a  
neurological  exam  is  1000  s/mm2,  which  corresponds  to  a  ~60%  loss  of  signal  in  the  
healthy  brain  parenchyma.  
Due   to   the   insertion   of   the   diffusion   preparation   between   the   RF   excitation   and  
data   (EPI)   readout,   the   signal   becomes   T2-­‐‑weighted,  with   a   TE   around   65-­‐‑95  ms  
and   a   total   sequence   duration   per   slice   of   ~110-­‐‑120   ms.   With   a   typical   slice  
thickness  of  3-­‐‑4  mm  and  a  common  whole  brain  coverage  of  150  mm,  a  TR  that  can  
fit  all  slices  needs  to  be  larger  than  about  4500  ms.    
An   unwanted   side-­‐‑effect   of   the   applied   strong   diffusion   gradients,   intended   to  
reduce  the  magnitude  signal  only,  are  eddy  currents  that  are  formed  in  the  magnet.  
This  results  in  an  added  field  on  top  of  the  spatial  encoding  x-­‐‑y-­‐‑z-­‐‑field.  The  eddy  
currents  flowing  in  the  magnet  exponentially  decay  at  different  time  constants,  the  
longest  of  the  order  of  ~1  s.  The  long-­‐‑term  (and  perhaps  dominant)  eddy  currents  
Figure 9. a) Stejskal-Tanner diffusion preparation. b) Twice-refocused diffusion 
preparation. 
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can  often  be  approximated  as  being  constant  during  the  20-­‐‑40  ms  long  EPI  readout,  
which   makes   them   appear   as   constant   gradients   on   x,   y   or   z   axes.   These   extra  
“gradients”  induces  translation,  shear,  and  scaling  of  data,  the  amount  of  which  is  
unfortunately  dependent  on   the  direction  of   the  applied  diffusion  gradients   (31).  
This   can   be   dealt   with   via   post   processing,   real-­‐‑time   field   correction,   or   by  
applying   an   alternative   diffusion   preparation   such   as   the   twice-­‐‑refocused  
preparation  suggested  by  Reese  et  al.   in  2003   (32).  With  modern  gradient   system  
designs,   the  eddy  current  effects   in   the  diffusion  data   is   low/moderate,  why  only  
the  classical  Stejskal-­‐‑Tanner  preparation  has  been  used  for  the  experiments  in  this  
thesis.   This,   in   the   interest   of   reduced   TE,   a   better   slice   profile,   and   lower   SAR  
compared  to  the  twice-­‐‑refocused  diffusion  preparation.    
1.1.3.4 Phase correction 
With  the  strong  gradients  creating  the  diffusion  sensitization  of  molecules  moving  
on  the  micro  meter  scale  it  follows  that  all  other  forms  of  motion  within  the  FOV  
strongly  affects  the  complex  valued  MR  signal.  Brain  motion  creates  spatially  non-­‐‑
linear   low-­‐‑frequency  phase  variations   in   the  presence  of  diffusion  gradients,   and  
these   phase   variations   varies   unpredictably   from   excitation   to   excitation.   It   is  
therefore   not   possible   to   combine   diffusion-­‐‑weighted   data   from   different  
excitations  without  taking  this  phase  effect  into  consideration.  These  problems  are  
most   apparent   in   the   lower   part   of   the   brain,   where   the   cardiac-­‐‑induced   brain  
Figure 10. Three consecutive excitations without diffusion-preparation (upper row), 
and with diffusion-preparation (lower row). Complex combined images (right panel) 
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motion   is   the   strongest.   This  motion-­‐‑induced   unwanted   non-­‐‑linear   phase   in   the  
image   domain   corresponds   to   shifts   and   blurring   in   the   frequency   domain   (k-­‐‑
space).  For  single-­‐‑shot  EPI,   this  phase  is  of   little   issue,  since  it   is   the  same  for  the  
entire  k-­‐‑space  and  simply  removed  in  the  image  domain  by  taking  the  magnitude  
of   the   complex  DWI.   For   a  multi-­‐‑shot   diffusion-­‐‑weighted   acquisition   (which  we  
might   want   to   do   to   reduce   the   geometric   distortions),   the   k-­‐‑space   segments  
acquired   become   on   the   other   hand   displaced   in   some   random   amount   and  
direction  (and  also  randomly  blurred).  This  makes  it  very  difficult  to  combine  the  
multi-­‐‑shot  data  into  a  consistent  full  k-­‐‑space,  why  strong  image  ghosts  will  occur.  
An  older  remedy  to  reduce  problems  with  phase  variations  has  been  to  use  pulse  
gating  with   diffusion   acquisitions,   thereby   avoid   imaging   during   the   part   of   the  
cardiac   cycle   when   the   brain   motions   are   large   (33,34).   Although   effective   in  
removing  signal  dropouts,  pulse  gated  diffusion-­‐‑weighted  MRI  scans  has  declined  
due   to   the   increased   scan   time   it   brings   and   is   no   guarantee   against   the   ghost  
inducing  diffusion  phase.  
The  simplest,  and  clinically  most  robust,  way  to  avoid  the  phase  issue  is  to  acquire  
DW   ss-­‐‑EPI  with   a   realistic   acceleration   factor   of   R   =   2   or   3   using   SENSE   (35)   or  
GRAPPA  to  reduce  distortions.  However,  for  higher  image  resolution  or  for  lower  
distortion  levels,  multi-­‐‑shot  acquisitions  may  still  be  necessary.  
Frameworks  for  data  reconstruction  of  multi-­‐‑shot   interleaved  diffusion  data  have  
been  suggested,  e.g.  Atkinson  et  al.  (36,37),  Liu  et  al.  (38,39),  and  Aksoy  et  al.  (40).  
However,  the  reconstruction  problem  is  indeed  difficult,  even  if  the  correct  phase  
field  would  be  known,  since  areas  of  undersampling  might  still  remain  in  k-­‐‑space.  
There  are  iterative  techniques  that  using  non-­‐‑Cartesian  parallel  imaging  is  able  to  
essentially  fill  in  the  missing  k-­‐‑space  data  in  the  reconstruction.  
Even  for  DW  ss-­‐‑EPI,  the  image  phase  of  each  DWI  can  be  of  value  to  keep.  When  
combining  reconstructed  DWI  data,  e.g.  images  for  many  diffusion  directions  into  
one  mean  diffusion-­‐‑weighted   image   (a.k.a.   iso-­‐‑DWI),   the   simplest   approach   is   to  
take  the  magnitude  of  each  diffusion-­‐‑weighted  image,  and  the  perform  an  average  
(preferably   the   geometric   average)   to   yield   an   iso-­‐‑DWI.   The   drawback   of   this   is  
that   the   magnitude   operation   makes   the   noise   distribution   Rician,   instead   of  
Gaussian  with  zero  mean,  which  leads  to  an  iso-­‐‑DWI  with  pronounced  noise  floor  
that  gives  a  hazy  appearance.  Alternatively,  one  can  keep  the  DWI  data  complex  
and  perform  a  complex  averaging  of   the  acquired  DWIs.  This  makes  the  noise  of  
the  iso-­‐‑DWI  to  converge  towards  zero,  provided  the  undesired  diffusion  phase  is  
first  removed  by  some  phase  correction  method.  
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The   phase   correction   approach   used   throughout   this   thesis   work   to   remove   the  
diffusion   phase   in   the   data   is   based   on   the   removal   of   low   frequency   phase  
components   through   phase   self-­‐‑navigation   introduced   by   Pipe   for   DW-­‐‑
PROPELLER   reconstructions   (41).   A   phase   self-­‐‑navigator   is   created   by   Fourier  
transforming   a   copy   of   the   image   data   into   the   frequency   domain,   where   a  
triangular   filter   is  used   to   select  only   low   frequent   components.  The  navigator   is  
then  transformed  back  into  the  image  domain  where  the  data  is  conjugated  and  the  
magnitude   normalized.   Doing   a   point   wise   multiplication   between   the   original  
complex  image  data  and  the  navigator  yields  a  removal  of  the  low  frequent  phase  
contribution   (leaving   only   the   high   frequent   component   of   the   phase   that   stems  
from  noise).  The  width  of  the  filter  will  determine  the  amount  of  phase  removal.  A  
to  wide   filter   will   be   close   to   doing  magnitude   combination,   while   a   to   narrow  
filter  could  result  in  residual  phase  cancelations.  In  this  thesis  a  filter  width  of  25%  
of  the  full  k-­‐‑space  FOV  has  been  used  if  not  otherwise  described.  
It   is   also   this   spatiotemporally   varying   phase   that   increases   the   number   of  
oversampling   lines   required   for   partial   Fourier   acquisitions.  With   too   few   extra  
lines,  the  diffusion  phase  may  move  the  k-­‐‑space  peak  outside  the  acquired  k-­‐‑space,  
making  successful  reconstructions  impossible.    
1.1.3.5 Navigators 
In   order   to  make   use   of   the   self-­‐‑navigation   technique   described   in   the   previous  
section  some  parts  of  the  acquired  data  has  to  cover  the  central  parts  of  k-­‐‑space,  i.e.  
the  low-­‐‑spatial  frequency  components  of  the  data  have  to  be  included.  This  is  the  
case  for  multi-­‐‑shot  and  parallel  imaging  accelerated  single-­‐‑shot  EPI.  Unfortunately  
this   is   not   the   case   for   the   DW-­‐‑RS-­‐‑EPI   sequence,   or   the   two   pulse   sequences  
presented   in   this   thesis,   DW-­‐‑vGRASE   (42)   and   3D-­‐‑MS  DW-­‐‑EPI   (43).  As   none   of  
these  pulse  sequences  cover  the  center  of  k-­‐‑space  after  every  excitation,  additional  
phase   navigation   data   needs   to   be   acquired.   A   simple   approach   to   meet   this  
demand   is   to   acquire   an   additional   EPI   echo   that   captures   the   central   parts,   as  
suggested   by   Ordidge   et   al.   (44)   and   Anderson   et   al.   (45).   An   additional   echo  
prolongs   however   the   sequence   time   and   thereby   also   the   total   scan   time  
(alternatively,  a  reduced  the  number  of  slices  is  possible  for  a  given  TR).  If  an  EPI  
phase   navigator   is   acquired   as   a   second   echo   with   an   RF   refocusing   pulse   in  
between,  the  signal  phase  has  to  be  carefully  treated,  following  the  work  of  Pipe  in  
2007  (46).    
1.1.3.6 Signal loss, geometric distortions and noise 
When  applying  diffusion   sensitizing  gradients   the  only   signal   change  possible   is  
decrease.  With  that  comes  that  anything  that  goes  wrong  during  a  DWI  acquisition  
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will  result  in  a  signal  loss.  That  is,  if  data  is  lost  during  the  acquisition  there  is  no  
way   to   recover   it   neither  with   reconstruction   or   post   processing  methods   and   it  
have  to  reacquired  or  discarded.    
As   previously   discussed   the   distortions   can   be   reduced   by   using   multi-­‐‑shot,  
parallel  imaging,  and/or  segmented  readout  approaches  (cf.  Eq.  10).  For  Cartesian  
EPI,  distortion  correction  methods  have  gained  some  attention  recently  as  software  
has   becomes  more   accessible.   To  make   this  work   for   Cartesian   EPI,   two   images  
with  opposite  distortion  direction  needs   to  be  acquired,  which  prolongs   the   scan  
time   (47,48).   Unless   two   oppositely   distorted   images   are   acquired   for   each  
diffusion  direction  it   is  not  possible  to  undo  the  signal  pile-­‐‑up  that  will  occur  for  
large  distortions.  This,  even  if  a  correct  field  map  (ΔB0)  would  be  perfectly  known.  
Signal   pile-­‐‑ups   mostly   arise   near   regions   with   air-­‐‑tissue   boundaries,   such   as  
around  the  inner  ear  and  the  sinuses.  
Using   propeller   trajectories   with   an   FSE   train   like   DW-­‐‑PROPELLER   (49),   the  
distortions   can   be   removed   entirely,   but   this   sequence   is   not   particularly   SNR  
efficient   compared   to   EPI   and   has   not   gained   a   wide   acceptance   although   it   is  
commercially   available.   Faster   diffusion-­‐‑weighted   propeller   variants   have   since  
then  been  proposed  by  the  same  authors,  where  the  FSE  readout  has  been  replaced  
with   a   GRASE-­‐‑like   readout   (50,51).   Another   diffusion-­‐‑weighted   propeller-­‐‑type  
sequence   option   is   an   accelerated   DW-­‐‑SAP-­‐‑EPI   with   distortion   correction  
embedded   in   the   reconstruction   (25).  Here   the   sequence   itself   is   less   sensitive   to  
off-­‐‑resonances  compared  to  Cartesian  EPI,  and  the  residual  distortions  that  remain  
can   be   largely   removed   in   the   reconstruction.   This   can   be   done   without   any  
additional   data   or   ΔB0   measurements   by   minimizing   the   geometrical   shape  
differences  between   the  blades,   leveraging  on   the  works  of  Andersson   et   al.   (47)  
and  Skare  et  al.  (52).  
With  the  heavy  dephasing  from  the  diffusion  gradients,  SNR  becomes  an  issue  for  
DWI.  There  is  a  trade-­‐‑off  between  enough  weighting  for  a  clear  representation  of  
the   diffusion   processes   and   come   too   close   to   the   noise   floor,   i.e.   being   able   to  
separate   tissue   from  the  background.  To  keep   the  geometric  distortions  minimal,  
the  highest  possible  rBW  must  be  used.  This  goes  against  the  goal  of  high  SNR  as  
SNR   is   proportional   to   1/√rBW.   Even   so,   EPI   is   still   more   SNR   efficient   than   a  
corresponding  FSE  PROPELLER  readout.  
1.1.4 Multi-Slab Imaging 
With  2D  pulse  sequences,  a  slice  is  first  excited  and  in-­‐‑plane  Fourier  encoded  using  
one  phase  encoding  and  one   frequency  encoding  direction.  The   resolution   in   the  
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slice   direction   is   usually   lower   than   in   the   in-­‐‑plane  directions   to   save   scan   time.  
Multiple   adjacent   slices   constitute   one   image   volume,   and   the   slice   acquisition  
order   is   interleaved   to  minimize   crosstalk   effects.   For   3D   imaging,   the   RF   pulse  
excites   a   volume   instead   of   a   slice,   and   the   slice   direction   is   instead   spatially  
encoded  with   an   extra  phase   encoding   gradient.   Since   the   quality   (sharpness)   of  
the  excitation  RF  pulse  is  decoupled  from  the  resolution  in  the  ‘slice’  direction,  3D  
sequences   are   usually   acquired  with   an   isotropic   spatial   resolution,  with   also   an  
increased  SNR  efficiency  compared  to  a  corresponding  2D  scan.  Acquiring  a  single  
volume  DW  3D  EPI  with  a  Stejskal-­‐‑Tanner  diffusion  preparation   is  very  difficult  
and  has  never  been  attempted  to  our  knowledge.  This  is  both  due  to  the  unrealistic  
scan  time  and  the  nearly  impossible  task  to  undo  the  non-­‐‑linear  diffusion  phase  for  
each   TR   and   slice   encoded   plane   over   such   a   large   volume.   Perhaps   the   most  
promising  single-­‐‑volume  diffusion-­‐‑weighted  3D  sequence  is  based  on  SSFP,  using  
a  small  accumulative  diffusion  gradient  and  a  short  TR.  Here,  the  phase  problems  
cause   not   ghosting   but   signal   dropouts   and   are   dependent   on   the   diffusion  
direction.  Recent  work  by  O’Halloran   et   al.   (53,54)  has  however   shown  a  drastic  
improvement  in  the  ability  to  reduce  these  dropouts.  
There  are  also  multi-­‐‑slab  sequences,  where  multiple  (partially  overlapping)  thinner  
3D   volumes   (or   slabs)   are   combined   into   one   full   volume   in   the   reconstruction.  
There  are  some  well  known  examples  of  multi-­‐‑slab  imaging  such  as  the  sequential  
ordered  MOTSA  sequence  used  for  time-­‐‑of-­‐‑flight  MR  angiography  by  Parker  et  al.  
(55)   or   the   interleaved   ordered   3D   RARE   sequence   for   T2-­‐‑weighted   imaging   by  
Oshio  et  al.  (56).  Recently  the  multi-­‐‑slab  acquisition  scheme  has  been  explored  for  
high-­‐‑resolution  diffusion  imaging,  using  EPI  based  sequences  (43,57,58),  and  spiral  
based  sequences  (59).  
A  move   to   a   3D  multi-­‐‑slab   acquisition  makes   sense   for   two   reasons.   Firstly,   the  
slice   definition   is   not   limited   by   the   fidelity   of   the   involved   RF   pulses,   and   the  
Fourier   encoded   slices   within   each   slab   produce   perfectly   rectangular   slices  
Figure 11. a) 2D, b) Multi-Slab, and c) 3D excitation 
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without   cross-­‐‑talk   effects.   Secondly,   the   SNR   efficiency   can   be   significantly  
increased  with  3D  multi-­‐‑slab  acquisitions  compared  to  2D.    
1.1.4.1 Slab profiles  
For  2D  imaging  it  is  easy  to  overlook  that  the  resolution  in  slice  selection  direction  
is  defined  by   the  combined  FWHM  of   the  excitation  and  refocusing  pulse(s)  and  
that  data   is  weighted  according   to   the  combined  envelope  of   these  RF  pulses.  To  
create   a   slice  with   a   certain  width,   the   excitation   and   refocusing   pulses  must   be  
made   wider   than   the   prescribed   slice   thickness.   The   extent   of   the   widening  
depends   on   the   fidelity   of   chosen   RF   pulses.   For   a   commercially   available   SpSp  
excitation  pulse  as  an  example,  the  default  slice  widening  is  125%  (60)  in  order  to  
meet  the  prescribed  slice  thickness.  This  creates  unnecessary  cross-­‐‑talk  and  could  
also  cause  a  slice  narrowing  effects  if  a  scan  is  performed  in  a  low  TR  regime  below  
about  3000  ms.  Sharper  RF  pulses  may  be  used,  but  require  more  SAR  and  leads  to  
a  slight  increase  in  sequence  time.    
For  multi-­‐‑slab  imaging  the  story  is  different.  It  is  still  true  that  a  certain  broadening  
of   the   RF   pulse   profiles   is   required   to   keep   the   slab   thickness   correct,   but   the  
reconstructed   slices   within   each   slab   are   still   perfectly   rectangular,   albeit   with  
some   slice-­‐‑to-­‐‑slice   signal   intensity   modulation   due   to   the   RF   pulse   profile.  
Moreover,   it   is   necessary   to   overlap   the   slabs   by   some   amount,   so   that   the   SNR  
does  not   fall   too   low   in   the   slab  boundaries.  Unlike   2D   imaging,  where   the   slice  
profile  is  never  directly  seen,  for  3D  multi-­‐‑slab  the  effective  slab  profile  needs  to  be  
taken   into   account   in   the   reconstruction   for   a   seamless   boundary   between   the  
slabs.    
1.1.4.2 RF pulse design 
For   smaller   flip   angles   (<   ~90°)   the   Fourier   transform   of   the   RF   pulse   envelope  
sufficiently   approximates   the   slice   profile.   For   larger   flip   angles,   this  
approximation  breaks  down  due   to   the  nonlinearities  of   the  Bloch  equations.  An  
efficient  way  to  design  RF  pulses  for  any  flip  angle  is  to  use  the  Shinnar-­‐‑Le  Roux  
algorithm   (SLR)   (61-­‐‑65).   An   SLR   algorithm   solves   an   inverse   problem   of   Bloch  
simulation  by  approximating  the  RF  pulse  by  a  series  of  hard  pulses.  An  RF  pulse  
can  then  be  designed  given  a  series  of  RF  design  parameters  such  as  the  flip  angle,  
RF   bandwidth   (Hz),   amount   of   ripple   in   the  pass-­‐‑band   (i.e.   inside   the   slice)   and  
stop-­‐‑bands  (i.e.  outside  the  slice)  of  the  RF  pulse,  and  transition  width  (Hz)  etc.  To  
achieve  a   sharp   slice  profile,   the   transition  width   should  be  as   small   as  possible,  
and  to  obtain  a  short  duration  of  the  RF  pulse,  the  RF  bandwidth  needs  to  be  high,  
with   system   limitations.   A   high   RF   bandwidth   does   however   increase   the   slice  
  31 
selection  gradient  amplitude  associated  with  the  RF  pulse,  and  so  also  the  RF  peak  
amplitude,  the  latter  leading  to  an  increased  SAR.    
Due   to   the   gradient   amplitude   limitations   of   the   system,   there   is   therefore   a  
minimum  slice  thickness  limit  for  high  bandwidth  RF  pulses.  It  is  therefore  easier  
to   create   sharp   wide   slabs   than   sharp   thin   slices.   In   the   work   presented   in   this  
thesis,   SLR-­‐‑optimized   excitation   and   refocusing  pulses  have   replaced   the  vendor  
provided  RF  pulses  to  achieve  as  sharp  transitions  as  a  necessary.  
1.2  MOTION CORRECTION 
Compared  to  other  imaging  modalities  the  acquisition  time  for  a  full  MRI  exam  is  
slow.  This  is  partly  because  multiple  MR  imaging  contrasts  are  required  that  each  
require   its   own   acquisition,   partly   because   of   physical   limitations;   biological  
relaxation  processes  that  cannot  be  accelerated.  Making  MRI  faster  is  a  large  active  
field   of   research   and   an   important   problem   to   solve   in   the   interest   of   patient  
comfort.   Patients   are   today   usually   only   instructed   to   lie   still,   and   the   resulting  
quality  of  the  examination  is  largely  based  on  their  cooperation.  
There  are  however  patient  groups  that,  despite  their  best  effort,  cannot  manage  to  
stay  still  during  the  time  that  is  required  for  one  single  acquisition.  This  could  be  
claustrophobic  patients,  young  kids,  patients  that  suffers  from  stroke,  mentally  ill  
patients,  or  patients  that  simply  are  in  too  much  pain  or  agony.      
For   these   patients   some   form   of   motion   detection   and   correction   needs   to   be  
implemented  with   the  MR   acquisition.   There   are   two  main   categories   of  motion  
correction,  retrospective  correction  (where   the  data   is  corrected  during  the   image  
reconstruction   phase),   and   prospective   correction   (where   the   acquisition   is  
updated  in  real-­‐‑time  to  follow  the  motion  of   the  patient).     For  brain   imaging,   the  
motion   can   be   considered   as   predominately   rigid   and   involves   only   translations  
and  rotations.  Motion  outside  the  brain  cannot  generally  be  rigidly  corrected  as  the  
tissues  are  also  deformed  to  some  extent.    
1.2.1 Basics 
The   first   thing   that   has   to   be   done   for   any   motion   correction   technique   is   to  
compare   data   between   two   time   points   and   tell   if   there   has   been   any   change   in  
positioning  of  the  object.  There  are  numerous  ways  this  can  be  done  depending  on  
the  nature  of  the  acquired  data.  There  are  e.g.  k-­‐‑space  approaches,  image  domain  
approaches,   field-­‐‑change  approaches  etc.  which  all   require   their  own  set  of   tools.  
This  thesis  will  only  use  image  domain  approaches  without  external  hardware.    
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1.2.1.1 Transformation 
To  understand  how  motion   in   the  real  world   translates   to,  and   is   represented   in,  
the   ‘voxel  world’   of   a   computer,   some   image   processing   basics   is   required.  One  
common   way   of   representing   this   connection   is   by   using   two   arrays,   one   that  
contains   the   image   data   (i.e.   the   numerical   value   for   each   voxel),   and   one   that  
contains  x,   y,   and  z   real  world   coordinates   for   the   corresponding  voxels.  By   this  
approach  a  certain  numerical  value  can  be  said  to  represent  a  specific  position   in  
3D   space.   Either   changing   the   image   data,   or   the   coordinates   can   perform   a  
transformation.    
If   the   image  data   is   to  be  transformed,  resampling  is  required.  Depending  on  the  
application   the   interpolation  method  may  differ,  with   the   simplest   being  nearest  
neighbor  interpolation.  This  is  computationally  fast  but  results  in  significant  image  
quality  degradation.    
Often,   linear   and   cubic   interpolation   kernels   are   used,   where   a   target   voxel   is  
calculated  by  fitting  either  a  linear  or  cubic  function  to  the  data  in  the  neighboring  
voxels.   Another   common   form   of   data   resampling   is   spline   interpolation,   often  
cubic   B-­‐‑splines   or   a   higher-­‐‑order   form   of   spline   for   even   better   interpolation  
results.  As  interpolation  always  results  in  slight  image  blurring,  it   is  important  to  
choose  the  right  type  of  interpolation  method  for  the  right  application.  If  repeated  
interpolations  are   to  be  performed,  a  high  quality   interpolation   technique  should  
be  used,  to  minimize  propagating  image  degradation,  despite  longer  interpolation  
times.  If  data  is  to  be  transformed  once  to  give  an  estimate  of  a  gross  error  estimate,  
a  faster  interpolation  such  as  linear  interpolation  may  be  the  best  option.  
1.2.1.2 Cost function 
By   visual   inspection   of   two   images,   it   is   often   easy   to   tell   whether   motion   has  
occurred   between   them.   To   quantify   the   amount   of   motion   in   3D   with   high  
accuracy   and  without   human   interaction   is   however  more   difficult.   A  metric   of  
how  similar  two  images  is  therefore  required,  where  the  metric  is  a  scalar  number  
that   increases   the  more   different   the   two   images   are.   This  metric,   or   cost,   is   the  
output  of  some  cost  function  f  
       cost  =  𝑓 p;   𝑅, 𝐼    [17]  
where  R  is  a  stationary  reference  image,  and  I  is  an  image  being  transformed  given  
a  parameter  vector  p.  For  the  3D  case,  p  will  be  a  vector  containing  three  rotations  
and  three  translations  that  we  need  to  guess  in  an  iterative  manner  until  the  cost  is  
minimized.      Although   the   cost   function   depends   on  R   and   I   it   is   considered   as  
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being  a   function  of  p.  An  example  of   a   cost   function   is   the   sum-­‐‑of-­‐‑squares   (SoS)  
difference    
      
cost  =   𝑅 𝑖 − 𝐼 𝑖,  p !!!!!    [18]  
where  N   is   the   number   of   voxels   in   the   transformed   image   I   (assuming   I   and  R  
have  equal  size)  according  to  p.  Another  possible  cost  function  is  to  use  normalized  
correlation.   Sum-­‐‑of-­‐‑squares   difference   and   correlation   metrics   work   well   with  
image   data   that   have   similar   image   contrast.   When   two   images   have   different  
appearance,   other   metrics   for   motion   should   be   used,   such   as   e.g.   mutual  
information  (MI)  (66).    
With  p  being  a  6-­‐‑dimensional  vector,   the   task   is   to   find  the  minimum  of   the  cost  
function   in   its   six-­‐‑dimensional   space.   Ideally,  we  would   like   cost   function   to   be  
smooth  and  quadratic  with  one  global  minimum.  Due  to  noise,  image  artifacts  and  
interpolation  effects,  also  local  minima  will  generally  exist  unfortunately.  By  using  
techniques  such  as  e.g.  a   slight   randomization  of   the   resampling  coordinates,   the  
roughness  of  the  cost  function  related  to  the  interpolation  kernel  can  be  mitigated.  
To   make   the   cost   function   closer   to   a   quadratic   and   smooth   (and   thereby   fast  
converging)  function,  the  images  to  be  registered  are  also  usually  smoothed  prior  
to  the  motion  estimation  process.  Strong  smoothing  ensures  a  fast  convergence,  but  
excessive   smoothing   also   reduces   the   final   accuracy.   Therefore,   two-­‐‑pass  
approaches  may  be  used,  where  the  image  data  is  first  heavily  smoothed  to  yield  
approximate  motion  parameters,  pcoarse,  which  can  be  used  as  starting  guess   for  a  
second   motion   estimation   pass   using   the   same   images   with   less   smoothing  
applied.  
1.2.1.3 Search algorithms 
To  avoid   the   computationally  heavy,   and   inefficient,  work  of  having   to   calculate  
the  whole  six-­‐‑dimensional   topology  of   the  cost   function,  a  search  algorithm  must  
be   used   to   find   the   global   minimum.   The   task   for   the   search   algorithm   is   to  
Figure 12. Sum-of-squares cost function 
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iteratively  execute  the  cost  function,  f(p),  for  different  candidates  of  p  and  based  on  
the   variations   of   the   cost   and   as   quickly   as   possible   find   the   way   towards   the  
optimal   p   that   corresponds   to   the   global   minimum.   Ideally,   a   search   algorithm  
should  both  require  few  steps  and  perform  fast  calculations  each  iteration,  but  it  is  
very  difficult  to  get  both,  and  the  search  algorithms  available  tend  to  end  up  in  one  
of  two  categories.  
The   first   category   contains   those   that   require   a   lot   of   iterations,   but   where   the  
computational  burden  of  each  iteration  is  small.  An  example  in  this  is  the  Nelder-­‐‑
Mead  downhill  simplex  method  (67),  also  known  as  the  amoeba  method,  which  also  
the  Matlab  function  fminsearch  uses.  
The  other  category  of  search  algorithms  is  derivative-­‐‑based  methods,  such  as  e.g.  
the  Gauss-­‐‑Newton  method.   For   each   iteration,   the   partial   derivatives  w.r.t.   each  
parameter   (in   p)   of   the   cost   function   are   calculated.   This   makes   the   function  
evaluation  at  each  point  pi  more  computationally  heavy.  However,  for  derivative-­‐‑
based  search  algorithm  such  as  Gauss-­‐‑Newton,  the  global  minimum  can  be  found  
in  just  a  few  iterations  (instead  of  hundreds  for  Nelder-­‐‑Mead)  as  both  the  direction  
and   some   form   of   distance   information   is   given   to   the   location   of   the   global  
minimum   from   the   current   point   pi.   This   distance   information   comes   from   the  
(approximate)  Hessian  of  the  function.  
1.2.2 Retrospective motion correction 
The   term   retrospective   motion   correction   means   that   motion   correction   is  
performed  after  all  MR  data  has  been  collected.  This  has  historically  been,  and  still  
is,   the   dominating   type   of   motion   correction   for   volume-­‐‑to-­‐‑volume   image  
registrations  in  e.g.  fMRI  and  DWI.  The  benefit  is  that  the  correction  is  performed  
as  a  generic  post-­‐‑processing  step  using  software  independent  of  the  pulse  sequence  
or  MR  vendor  software  environment.  Retrospective  corrections  have  proven  to  be  
very  robust  for  EPI  with  image  volume  acquisition  times  of  only  a  few  seconds.    
For  retrospective  motion  correction  to  work  well,  data  need  to  be  acquired  in  such  
a   way   that   small   chunks   of   data   can   be   reconstructed   and   used   for   motion  
estimation.   An   example   of   this   is   the   PROPELLER   technique   where   data   is  
acquired   in   ‘blades’,  narrow  segments   covering   the   center  of  k-­‐‑spaces,  which  are  
rotated  across  TRs.  The  time  it  takes  to  acquire  one  blade  is  only  a  fraction  of  the  
entire  scan  time,  and  each  blade  will  depict  the  entire   image  FOV  with  one  high-­‐‑
resolution  direction  and  one  low-­‐‑resolution  direction.  By  comparing  the  blades  the  
relative  motion  in  between  can  be  found  and  adjusted  for  prior  to  combining  them  
to  one  full  resolution  image.  
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One  disadvantage  with  retrospective  techniques,  and  a  major  source  of  criticism,  is  
the  inability  to  correct  for  spin  history  effects.  That  is,  if  a  slice  has  been  excited  and  
the  patient/subject  then  moves  its  head,  subsequent  slice  excitations  may  intersect  
the   previously   excited   slice   location.   This   will   result   in   a   drastically   decreased  
effective  TR  leading  to  tissue  saturation,  especially  for  tissues  with  long  T1.  
1.2.2.1 2D DW-EPI 
In  a  diffusion-­‐‑weighted  scan,  one  or  more  T2-­‐‑w  (b  =  0  s/mm2)  images  and  a  larger  
set  of  diffusion-­‐‑weighted   (b  =  1000   s/mm2)   images  are  acquired.  Using  a   sum-­‐‑of-­‐‑
squares  cost  function,  the  similarly  looking  T2-­‐‑w  images  may  be  aligned  to  one  of  
them  as  reference.  As  reference,  one  may  either  simply  choose  the  first  among  the  
acquired  T2-­‐‑w  images,  or  as  done   in   this  work,  choose   the  reference   image  based  
on   image   entropy.   The   idea   behind   this   is   that   that   the   image   volume  with   the  
lowest  entropy  most  of  the  time  corresponds  to  the  one  with  the  least  artifacts  such  
as  image  ghosting  from  e.g.  intra-­‐‑volume  motion.  
In   theory,   the   DWI   data   fit   less   well   to   a   sum-­‐‑of-­‐‑squares   (similarity)   model   for  
motion  correction,   since   the  diffusion  anisotropy   in   the  brain  white  matter   (WM)  
makes   the   WM   signal   intensity   to   vary   across   diffusion   directions.   In   our  
experience  however,  the  DWI  data  is  ‘similar  enough’  to  make  the  similarity  based  
motion  correction  to  work  in  practice,  at  least  at  b  =  1000  s/mm2  that  is  commonly  
used   in   the   clinical   routine   and   also   in   this   work.   For   the   alignment   reference  
volume,  a  best  suited  DWI  volume  can  be  chosen  by  either  again  using  the  entropy  
metric   or   by   simply   selecting   the   DW   volume   with   the   highest   mean   intensity,  
given  that  motion  in  diffusion  leads  to  signal  dropouts.  
Once  all  diffusion-­‐‑weighted  volumes  have  been   registered   to  each  other,   the   iso-­‐‑
DWI   (i.e.   geometric   average   over   all   diffusion   directions)   can   be   calculated.   To  
calculate  mean  ADC  or  FA  maps,  the  T2-­‐‑w  and  DWI  data  also  need  to  be  aligned  to  
each  other.  As  the  DWI  and  T2-­‐‑w  data  have  different  contrast,   it   is  not  likely  that  
the  cost  function  gives  its  lowest  value  when  the  two  images  volumes  are  perfectly  
registered   to   each   other.   To   register   all   data   to   the   same   space,   the   mutual  
information   (MI)  metric   is  better   for   this  purpose,  where   the  motion  between  the  
mean  of   the  registered  T2-­‐‑w  image  volumes  and  the   iso-­‐‑DWI  is  determined,  with  
the  latter  as  reference.  
For  most  clinical  DWI  scans,  the  TR  of  a  DW-­‐‑EPI  scan  is  short  enough  that   intra-­‐‑
volume  motion  can  be  assumed  to  be  small  enough  to  make  the  abovementioned  
volume-­‐‑to-­‐‑volume   retrospective   realignment   reasonable.   For   patient   groups  
associated   with   larger   motion   patterns   such   as   small   children   and   e.g.   stroke  
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patients,   retrospective   correction   is   only   expected   to   partially   work,   which  
increases  the  need  for  prospective  techniques.  
1.2.2.2 Diffusion-Weighted Multi-Slab Imaging 
For   diffusion-­‐‑weighted  multi-­‐‑slab   imaging,   with   a   TR   of   about   3-­‐‑6   seconds   and  
about   Nkz   =   10   phase   encoding   steps   in   each   slab,   the   temporal   footprint   for   a  
diffusion-­‐‑weighted  volume  becomes  about  30-­‐‑60  seconds,  allowing  for  significant  
time   for   intra-­‐‑volume   motion.   With   overlapping   slabs   the   DW   3D-­‐‑MS   EPI  
sequence  is  also  more  sensitive  to  motion,  in  comparison  to  2D,  from  a  spin-­‐‑history  
and  slab-­‐‑combination  point  of  view.  
Recently,  we  proposed  to  address  head  motion  for  DW  3D-­‐‑MS  EPI   in  three  steps  
(68).  A  first  step  is  to  do  intra-­‐‑slab  correction,  followed  by  inter-­‐‑slab  correction,  and  
finally   full   volume-­‐‑to-­‐‑volume   realignment   as   described   in   the   preceding  
paragraph.   The   intra-­‐‑slab   correction   estimates   in-­‐‑plane   (2D)   motion   that   occurs  
between   kz-­‐‑phase   encodes   by   performing   2D   SoS   image   registration   of   the  
navigator  echoes  (always  in  kz  =  0).  Once  all  kz  encodes  have  been  corrected,  slab-­‐‑
to-­‐‑slab  (inter-­‐‑slab)  realignment  has  to  be  performed,  also  this  in  2D  only.  This  step  
is  necessary  since  the  first  intra-­‐‑slab  correction  method  does  not  guarantee  spatial  
consistency  between  slabs.  With  inter-­‐‑slab  correction  the  overlapping  area  between  
adjacent  slabs  are  compared  and  the  relative  positions  adjusted.  Once  this  has  been  
performed,  one  whole  volume  is  considered  motion  corrected  (albeit  only  in  2D).  
Lastly,   3D   SoS   image   registration   is   performed   as   above.   For   axial   imaging,   this  
will  mean  that  nodding  motion   is   left  uncorrected,  but   this   is  not  something   that  
can  be  easily  addressed  retrospectively  within  one  volume.  Prospective  motion  is  
therefore  of  great  interest  to  the  DW  3D-­‐‑MS  EPI  sequence.  
1.2.3 Prospective correction 
All  types  of  motion  correction  that  adjusts  for  patient  movements  during  the  data  
acquisition   are   referred   to   as   prospective   correction.   The   first   prospective  
correction   approaches   allowed   the   acquisition   to   follow   basic   physiological  
processes   such   as   the   cardiac   cycle,   or   the   respiratory   cycle   (by   triggering   the  
acquisition   to   a   certain   part   of   the   cycle   and   blocking   other   parts).   This   is   often  
used   for   cardiac   and   liver   imaging   where   the   physiological   motion   is   more  
prominent   than   for   neurological   imaging.   The   benefit   of   cardiac   gating   to   avoid  
brain  motion  for  neurological  DWI  scans  has  been  reported  in  several  studies,  e.g.  
Skare  et  al.  (34).  Still,  it  is  not  widely  used  today  as  much  as  it  should  perhaps,  due  
to  the  prolonged  scan  time  of  gated  diffusion-­‐‑weighted  imaging.  
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Prospective  motion  correction  techniques  to  overcome  head  motion  include  the  use  
of   navigators   interleaved  with   the  host  pulse   sequence   that   acquire   snapshots   of  
the  position  of   the  head  during  the  entire  scan.  These  snapshots  are  processed   in  
real-­‐‑time  and   the  motion  estimates  are  sent  back   to   the  MR  scanner  and  running  
pulse   sequence   to   update   the   slice   locations.   An   example   of   this   is   the   PROMO  
navigator   technique   (69)   that   uses   a   set   of   orthogonal   spiral   readouts   to   detect  
motion  deviations.    
An   alternative   to   navigators   for   real-­‐‑time   motion   correction   is   to   use   external  
devices  such  as  an  optical  camera  mounted  in  the  bore  of  the  scanner  that  detects  a  
marker  on   the  on   the  patient/object   (70-­‐‑72).  These  methods  do  not   interfere  with  
the  timing  and  duration  of  the  main  MRI  sequence,  hence  does  not  affect  the  scan  
efficiency.   It  does  however  require  some  patient  cooperation  in  order  to  keep  the  
marker  fixed  with  respect  to  the  head  position.  Directly  placing  the  markers  on  the  
skin  may  cause  misregistration,  as  the  skin  is  not  guaranteed  to  exactly  follow  the  
motion   of   the   brain.   Other   types   of   prospective   correction   techniques   include  
gradient  field  detection  systems  such  as  the  active  marker  approach  by  Ooi  et  al..  
(73).   The  work   in   this   thesis  will   however   only   involve   image-­‐‑space   navigators,  
interleaved  with  DW  3D-­‐‑MS  EPI  as  the  host  sequence.  
1.2.4 Motion Navigators 
With  image  navigators  there  is  an  inherent  trade-­‐‑off  between  how  much  time  that  
should  be   spent  on  acquiring  motion  navigator  data  and   image  data.  Depending  
on   the   host   sequence,   there   are   also   limitations   on   where   the   navigator   could  
possibly   be   placed.   For   e.g.   a   FSE   sequence,   the   long   readout   (up   to   300   ms)  
prevents   navigator  data   to   be   acquired   at   a   faster   rate   than   ~3-­‐‑4  Hz.   For   shorter  
host  pulse  sequences,  the  duration  of  the  navigator  becomes  relatively  large,  which  
may   imply   a   significant   scan   time   increase.   To   allow   for   a   frequent   use   of   the  
navigator  while  not  drastically  reducing  the  scan  efficiency,  the  navigator  module  
must   be   very   short.   Undersampling   the   navigator’s   k-­‐‑space   trajectory   using  
parallel  imaging  is  one  viable  option.  The  most  extreme  case  today  is  probably  FID  
navigators  (74),  where  only  a  few  points  (~30  us)  are  sampled  and  used  to  detect,  
but  not  correct  for,  motion.    
As  discussed  earlier,  for  2D  EPI  based  sequences  used  for  perfusion  imaging,  DWI  
and   fMRI,   all   acquired   at   a   relatively   high   temporal   rate,   3D   retrospective   rigid  
body  motion  correction  is  possible  between  volumes.    But  the  volumes  themselves  
can  also  be  used  as  self-­‐‑navigation  for  prospective  motion  correction,  such  as   the  
3D  PACE  method  (75),  where   the  most  recent  volume   is  used  to  update   the  slice  
locations  so  that  they  follow  the  patients  head  with  one  TR  lag.    
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The   image   space   PROMO   navigator   for   prospective  motion   correction   has   been  
combined  with   pulse   sequences   having   large   blocks   of   dead-­‐‑time,   during  which  
longer   navigator   blocks   can   be   played   out   without   scan   time   penalty.   Each  
navigator  block  in  PROMO  is  about  50  ms,  and  today  PROMO  has  been  combined  
with  3D  sequences  such  as  IR-­‐‑SPGR  (BRAVO,  MP-­‐‑RAGE),  T2-­‐‑CUBE  (SPACE)  and  
T2-­‐‑FLAIR  CUBE  (SPACE).  
Another   recently   proposed   navigator   is   the   volume   navigator   (vNav)   was  
suggested   by  Hess   et   al.   for   spectroscopy   in   2011   (76),   by   Tisdall   et   al.   2012   for  
neuroanatomical   imaging   (77),   and   by   Alhamud   et   al.   for   diffusion-­‐‑weighted  
imaging  (77)  in  2012.  While  PROMO  uses  three  orthogonal  spirals,  vNav  use  a  full  
32×32×32  EPI  volume  with  a  even  longer  navigator  duration  of  275  ms.  
PROMO   and   vNav   require   large   amounts   of   information   to   accurately   perform  
image  registration  and  send  the  motion  information  back  to  the  host  sequence.  For  
PROMO  and  vNav,  the  update  block  is  ~240  ms  and  ~400  ms,  respectively.  In  order  
to  make  these  techniques  more  widely  applicable  for  sequences  without  embedded  
dead-­‐‑time,  these  blocks  have  to  be  shortened  considerably.  One  way  to  accomplish  
this  for  vNav  is  to  use  multi-­‐‑band  RF  pulses  (78),  i.e.  RF  pulses  that  excite  multiple  
slices   simultaneously.   The   vNav   module   can   then   be   reduced   to   ~25   ms   as  
demonstrated  by  Bhat  et  al.  in  2014  (79).  
1.2.5 Motion Fat Navigators 
While  both  PROMO  and  vNav  show  promising  results  they  are  both  using  signal  
from  water  magnetization  for  the  navigator  data.  With  PROMO’s  three  orthogonal  
planes  saturation  artifacts  in  the  images  generated  by  the  host  sequence  may  occur.  
Also,  the  amount  of  parallel  imaging  acceleration  possible  is  limited  in  this  water-­‐‑
signal  based  navigator  data.  
In  many  cases,  the  signal  from  fat  (compared  to  water)  is  of  less  importance  from  a  
radiological  perspective.  Moreover,   the  T1-­‐‑relaxation  of   fat   is  very   short,  making  
its  Mz  magnetization  to  recover  quickly  if  perturbed.  Selectively  exciting  the  fat  in  
the   head,   primarily   the   subcutaneous   fat   surrounding   the   head,   has   therefore  
become   an   attractive   option   for   the   purpose   of   motion   tracking   (80-­‐‑82).   The  
character  and  distribution  of  the  subcutaneous  fat  also  makes  it  extremely  sparse  in  
space.  This  has  shown  to  allow  for  very  high  parallel  imaging  acceleration  factors  
using  both  EPI  readouts  (83)  and  3D  GRE  readouts  (84).  
For   EPI   host   sequences,   the   use   of   fat   navigators   is   well   suited,   as   the   fat  
magnetization  must  be  saturated  anyway  to  avoid  strong  chemical  shift  artifacts  in  
the  main  imaging  data.  Adding  a  navigator  readout  block  between  the  leading  fat  
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saturation   (ChemSat)   RF   pulse   and   the   subsequent   excitation  RF   pulse   increases  
the   total   sequence   time   by   only   a   small   amount.   Accelerated   EPI   readouts   have  
been  suggested  for  this,  either  with  a  3D  EPI  readout  (83)  or  with  three  orthogonal  
2D  EPI  readouts  (85).  
With  three  orthogonal  2D  EPI  readouts,  the  fat  signal  will  be  represented  as  three  
orthogonal  projections  of   the  patient’s   fat  head,   in   the  axial,   sagittal,  and  coronal  
views,   respectively.   By   acquiring   data   in   this   way,   and   combining   it   with   high  
acceleration,  the  total  readout  time  can  be  below  10  ms,  allowing  a  motion  update  
frequency   of   ~10  Hz.   Full   3D  motion   realignment   is   not   possible   straight   away,  
since  only  motion  in  the  three  basal  planes  can  be  detected.  
1.3 CLINICAL NEEDS AND OUTLOOK 
1.3.1 Diffusion-Weighted Imaging 
In  2012,  Holdsworth  et  al.   (86)  presented  a  large  scale  study  where  the  motion  of  
1600   pediatric   patients   during   a  DW-­‐‑ssEPI   sequence  was   examined.   The  motion  
corrupted  DWI  data  were  corrected  retrospectively  and  the  maximum  motion  that  
occurred   during   each   scan   was   stored   in   a   database.      816   (~51%)   had   minimal  
motion  of  0-­‐‑1  mm,  but  of  these  were  656  (~41%)  acquired  under  general  anesthesia  
(GA).  Of  the  remaining  784  patients  did  448  (28%)  move  1-­‐‑3  mm,  208  (13%)  move  
3-­‐‑5  mm,  96  (6%)  5-­‐‑10  mm  and  32  (2%)  more  than  10  mm.  With  an  average  in-­‐‑plane  
image  resolution  of  ~1.8  mm,  these  numbers  are  large  by  comparison,  and  the  need  
for  prospective  as  well  as  retrospective  correction  techniques  is  apparent.  Although  
GA   is   effective   in   avoiding   motion   it   comes   with   several   side   effects   and  
drawbacks,   including   healthcare   costs,   scheduling   issues,   patient   safety,   and  
patient   comfort.  Avoiding  GA  would  be  a  great  advantage   for  both  patients  and  
families.  
1.3.2 Cost 
The  numbers  above  do  not  translate  directly  to  adult  patients  but  are  also  not  too  
far  off.   In  2014,  Andre  et  al.   (87)  presented  a  study  where  175  MRI  examinations  
were   examined  during  one  week  of   clinical  neuroaxis   (head,  neck,   spine)   exams,  
with   ~50%  being   emergency   and   in-­‐‑patients,   and   ~50%  outpatients.  Out   of   these  
were  ~31%  classified  as  motion  degraded,  and  in  ~17%  of  the  cases  repeated  scans  
were   required.   According   to   the   authors,   these   numbers   are   even   likely   to   be  
underestimated.  An  exact  cost  for  a  MRI  examination  is  hard  to  estimate,  but  their  
figure   of   $813/h   seems   reasonable   (c.f.   6000   SEK/h   at   Karolinska  
Universitetssjukhuset,  2013-­‐‑2014).  An  increase  of  only  5  min  per  examination  due  
to  motion,  adds  up  to  about  ~$1,900/scanner/week  or  ~$100,000/scanner/year.  The  
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ability   to   correct   for   patient   motion   is   therefore   not   only   a   question   of   image  
quality  and  radiological  confidence,  but  has  also  indirectly  a  significant  impact  on  
the  hospital’s  budget.  
  
  41 
2 AIM OF THESIS 
Diffusion-­‐‑weighted   MRI   provides   detailed   information   about   the   diffusion  
processes   occurring   in   our   body,   and  has   become   an   increasingly   important  MR  
contrast   in   the   clinical   routine,   far   beyond   stroke   imaging   alone.   In   the  
neuroscience  MR  research  community,  it  plays  about  as  an  important  role  as  fMRI.  
Due   to   the  semi-­‐‑random  diffusion  phase   from  one  TR  to   the  next,  2D  single-­‐‑shot  
EPI   has   been   the   main   sequence   of   choice.   With   that   choice   follows   that   many  
image  volumes   can  be   acquired   in   a   short  period  of   time,   but   also   limitations   in  
image   resolution,   geometric  distortions   and  difficulties  with   thin   and   sharp   slice  
profiles.    
The  aim  of   this   thesis  was   to   increase   the   isotropic  spatial   resolution  of  diffusion  
MRI   via   new   acquisition   strategies   with   maintained   or   reduced   geometric  
distortion   levels.   The   aim   was   also   to   guarantee   that   the   effective   resolution   is  
preserved  under  patient  head  motion  via  methods  of  motion  correction.  
  
2.1 SPECIFIC AIMS 
2.1.1 Study I – DW vGRASE 
To   develop   a   pulse   sequence   that   can   acquire   low   distortion   diffusion-­‐‑weighted  
data  without  multiple  acquisitions  or  additional  phase  navigation.      
2.1.2 Study II – DW 3D-MS EPI  
To  acquire  multi-­‐‑shot  diffusion-­‐‑weighted  data  at  high   isotropic  spatial   resolution  
without  diffusion  phase  artifacts  and  reduced  motion  sensitivity  by  developing  a  
new   diffusion-­‐‑weighted   3D   multi-­‐‑slab   EPI   sequence   and   a   tailored   image  
reconstruction  chain.  
2.1.3 Study III – DW 3D-MS EPI 
To   evaluate   the   performance   of   DW   3D-­‐‑MS   EPI   in   terms   of   SNR   and   scan  
efficiency,  but  also  to  benchmark  the  suggested  method  against  currently  available  
techniques  (such  as  DW  ssEPI).    
2.1.4 Study IV – FatNav 
To   investigate   the   use,   characteristics   and   limitations   of   an   in-­‐‑house   developed  
image  domain  motion  navigator  depicting  the  subcutaneous  fat  around  the  skull.  
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2.1.5 Study V – Collapsed FatNav 
To   combine   the   use   of   DW   3D-­‐‑MS   EPI   with   fat   navigation   by   exploiting   the  
chemical  saturation  pre-­‐‑pulse  already  existing  in  the  DW  EPI  pulse  sequence.  
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3 MATERIALS AND METHODS 
3.1 MRI SYSTEMS 
All  data  presented  in  this  thesis  have  been  acquired  on  two  clinical  MRI  systems  at  
the   Department   of   Neuroradiology   at   Karolinska   University   Hospital.   The   first  
being  a   1.5T   system   (DVMR45,  GE  Healthcare,  Milwaukee,  WI),   the   second  a   3T  
system  (DVMR750,  GE  Healthcare,  Milwaukee,  WI),  using  8-­‐‑channel  receive  only  
head-­‐‑coil   (Invivo,   Hi-­‐‑Res   Head   Coil,   Invivo,   Gainesville,   FL).   Phantom  
measurements  were  performed  using  the  ACR  MRI  phantom  (ACR  MRI  phantom,  
American  College  of  Radiology,  Reston,  VA),  if  not  specified  otherwise.  
3.2 DIFFUSION-WEIGHTED IMAGING 
3.2.1 DW vGRASE 
3.2.1.1 Sequence design 
The  GRASE  pulse  sequence  (88)  is  a  fast  T2-­‐‑w  sequence  that  is  similar  to  an  FSE  or  
TSE  readout,  but  with  short  EPI  readouts  between  the  refocusing  pulses  to  acquire  
many  more  k-­‐‑space  lines  per  excitation.  With  this,  a  single-­‐‑shot  readout  of  k-­‐‑space  
is  possible  with   lower  distortions  compared   to  EPI.  The  vGRASE  pulse  sequence  
was   proposed   as   an   alternative   to   GRASE   by   Oshio   (89)   to   separate   the   T2-­‐‑
modulation  of  the  EPI  trains  due  to  the  long  FSE  train  and  the  phase  modulation  
from  off-­‐‑resonances  along  the  frequency  and  phase  encoding  axes.  
In   this   work,   we   have   developed   a   diffusion-­‐‑weighted   version   of   the   vGRASE  












Figure 13. Pulse sequence diagram for DW vGRASE a), and b) corresponding 
readout (‘blind’) k-space coverage.  
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three   RF-­‐‑refocused   EPI   readouts   following   a   single   RF   excitation   pulse.   In   the  
interest   of   short   TE,   a   standard   Stejskal-­‐‑Tanner   diffusion   preparation   (6)   was  
chosen   over   the   eddy-­‐‑current   robust   twice-­‐‑refocused   scheme   (32).   The   k-­‐‑space  
readout  trajectory  was  similar  to  that  of  a  five  blind  vGRASE  sequence  (89),  with  
each  k-­‐‑space  blind  corresponding  to  one  readout.  To  shorten  the  sequence  readout  
time,  Tmin,  a  partial-­‐‑Fourier  k-­‐‑space  sampling   in   the  frequency  encoding  direction  
was   used.   This   reduced   the   five   blinds   to   three,   leaving   ~40%   of   k-­‐‑space   to   be  
synthesized   in   the   reconstruction   using   POCS.   The   blind   acquisition   order   was  
chosen   to   optimize   the   T2-­‐‑w   image   contrast   and   the   SNR   of   the   high   spatial  
frequencies   of   k-­‐‑space.   Therefore,   the   outermost   blind   in   k-­‐‑space   was   acquired  
first,  the  adjacent  blind  next,  and  the  central  k-­‐‑space  blind  last.  With  the  third  blind  
covering   the   k-­‐‑space   center,   the   effective  TE  of   the   sequence   (TEEff)   became   ~120  
ms.  
With   a   diffusion   preparation   and   multiple   RF  
refocused  readouts  the  CPMG  criterion  (5,10)  is  no  
longer  met,  making  spin-­‐‑echo  and  stimulated  echo  
pathways   over   the   echo   train   to   not   add   up  
constructively.   To   avoid   stimulated   echo  
interferences   in   the   data,   two   measures   were  
taken.   First,   the   standard   refocusing   pulses   were  
replaced  with   an   8  ms   SLR   optimized   refocusing  
pulses   (TBW   =   5)   (90).   Second,   the   crusher  
gradients   around   the   refocusing   pulses   were  
altered   pair-­‐‑wise   to   allow   for   only   zero   ordered  
(i.e.  spin-­‐‑echo)  echo  pathways.  
3.2.1.2 Data acquisition 
Human  data  were  acquired  from  two  healthy  volunteers  and  phantom  data  from  
the  ACR  phantom.  The  sequence  parameters  for  both  MR  systems  can  be  found  in  
Table  1.    
3.2.1.3 Image reconstruction 
In  the  presence  of  an  uncontrolled  diffusion  induced  phase  over  the  object  prior  to  
the  RF  readout  train  on  top  the  spatial  phase  encoding  and  transmit  and  receive  RF  
phases,   the   phase   accumulation   over   the   train   needs   careful   attention.   This  was  
described   by   Pipe   et   al.   in   2007   (46)   in   the   context   of   DW-­‐‑PROPELLER.  Hence,  
before   the   blinds   can   be   combined,   the   phase   that   stems   from   the   diffusion  
gradients  and  brain  motion  needs   to  be   found.  To  do   this,  one  must  also  use   the  
phase  of  the  T2-­‐‑w  (b  =  0  s/mm2)  vGRASE  data  without  diffusion  gradients  applied.  
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The   central   blind   of   the   T2-­‐‑weighted   vGRASE   data,   and   the   central   blind   of   the  
diffusion  weighted   scan,   were   first   low-­‐‑pass   filtered   using   a   triangular   window  
(25%   width   of   the   full   matrix   size)   (24),   and   a   phase   difference   map,   ∆ϕ,   was  
calculated  between  the  two  central  blinds.  The  phase  difference  map  was  removed  
from   the   first   and   third   blinds   and   the   conjugate   of   this  map,  ∆ϕ,  was   removed  
from  the  second  blind  of  the  diffusion-­‐‑weighted  data.  The  procedure,  illustrated  in  
Fig.  14,  was  repeated  for  each  slice  and  diffusion  direction.      
With   the   three   blinds   acquired   at   different   echo   times   (60-­‐‑120  ms),   and  with   the  
blind   straddling   the   k-­‐‑space   center   acquired   last,   the   data   becomes   high-­‐‑pass  
filtered   due   to   T2-­‐‑decay   between   the   three   readouts.   This   acts   as   a   form   of  
sharpening  filter  in  the  image  domain.  To  dampen  this  high-­‐‑pass  filtration,  relative  
intensity   scaling   factors  were  determined   for  each  blind  by  comparing   the   signal  
intensities  in  the  overlapping  regions  between  the  blinds.    
Figure 14.  Phase correction procedure. A phase difference map is calculated 
between the third blind of the b0 scan and the third blind of the DW scan, and then 
applied to the 1st and 3rd blind, while the conjugate is applied to the 2nd blind. 
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3.2.2 DW 3D-MS EPI – General 
3.2.2.1 Diffusion weighting and Multi-Slab  
Adding  a  diffusion  preparation  to  a  multi-­‐‑slab  acquisition,  several  pulse  sequence  
modifications   are   required.  Traditionally,   the  diffusion  weighted  EPI   sequence   is  
using  an  SpSp  RF  excitation  pulse.  Good  spectral  separation  and  acceptable  pulse  
duration  (~14  ms  on  a  1.5T  system)  has  made  it  a  workhorse,  adequate  for  clinical  
routine.  The  slice  profile  is  however  not  sharp  enough  for  multi-­‐‑slab  imaging.  The  
choice   therefore   becomes   to   either   design   an   excitation   SpSp  with   a   better   slice  
profile,   or   using   a   combination   of   a   non-­‐‑spatially   selective   chemical   saturation  
pulse  followed  by  a  sharp  SLR  pulse  with  a  good  slice/slab  profile.  In  this  work  the  
latter   was   found   preferable.   Since   the   acquired   slabs   are   ~8-­‐‑10   times   the   slice  
thickness  of  a  2D  scan  the  RF  bandwidth  may  be  higher  without  reaching  gradient  
system  performance   limitations.  As  all   spatially  selective  RF  pulses   included   in  a  
sequence   contribute   to   the   final   slice   profile,   one   must   provide   optimal   slice  
selectivity  for  both  the  excitation  and  refocusing  RF  pulses.  
The  vendor  provided  RF  pulses  were  therefore  replaced  with  spatially  sharper,  in-­‐‑
house  generated,  SLR  optimized  RF  pulses  for  both  refocusing  and  excitation.  The  
5.0   ms   long   default   excitation   RF   pulse   was   replaced   with   a   6.2   ms   SLR   pulse  
having   a   time-­‐‑bandwidth   product,   TBW,   of   8.   Similarly,   the   3.2  ms   standard  RF  
refocusing  pulse  was  replaced  with  an  8.4  ms  SLR  pulse,  also  with  a  TBW  of  8.  A  
further  increase  in  TBW  would  have  implied  yet  sharper  slices,  but  at  the  expense  
of  longer  RF  pulse  durations  and  a  further  increase  in  TE.    
3.2.2.2 Sequence design 
With  experience  from  DW-­‐‑vGRASE,  the  DW  3D-­‐‑MS  EPI  sequence  was  developed  
with   two  EPI   readouts   (instead  of   three   for   vGRASE)  with   a   refocusing  pulse   in  
between.  Unlike   vGRASE,   each   EPI   readout   covered   all   of   k-­‐‑space   in   kx   and   ky.  
Before   and   after   the   first   EPI   readout,   dephasing   and   rephasing   phase   encoding  
gradients  were  added   in   the  z  direction   for  3D  Fourier  encoding  of   the  slab.  The  
second   EPI   readout  was   used   for   diffusion   phase   navigation  without   additional  
Fourier  phase-­‐‑encoding  gradients.  Fourier  encoding  a  volume  (slab)  with  a  z-­‐‑FOV  
as  thin  as  15-­‐‑30  mm  requires  large  gradient  areas  of  the  z  phase  encoding  gradient.  
This  z-­‐‑dephasing  gradient  is  placed  right  after  diffusion  preparation  and  also  after  
the   first   RF   refocusing   pulse   with   its   crusher   gradients.   The   crusher   gradients  
around   the   RF   refocusing   pulses   are   necessary   to   spoil   the   signal   from   the  
unwanted   excitation   from   the   RF   refocusing   pulse   arising   due   to   the   non-­‐‑
rectangular  slice  profile  and  deviations   from  the   ideal  180  degrees   flip  angle.  For  
large  negative  kz  encoding  steps,  this  dephasing  gradient  can  be  on  the  same  scale  
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as  the  positive  crusher  gradient  following  the  refocusing  pulse.  This  make  the  two  
gradient  moments  to  partially  cancel  out,  making  the  FID  of  the  refocusing  pulse  to  
contribute  to  the  signal  in  the  EPI  readout,  leading  to  image  artifacts.  To  counteract  
this  effect,  the  sequence  was  modified  so  that  the  polarity  (but  not  the  size)  of  both  
crusher  gradients  followed  the  polarity  of  the  kz  dephasing  gradient.  
3.2.2.3 Slab combination 
With  knowledge  on  how  to  create  slabs  that  are  well  defined  remains  the  issue  of  
creating   one   full   volume   out   of   multiple   sub-­‐‑volumes.   This   has   been   a   general  
problem   for   all  multi-­‐‑slab  acquisitions   for   a   long   time.  First,   there   is   the   issue  of  
potential   slab   aliasing   in   the   z-­‐‑direction   due   to   long   tails   of   the   excited   slab.  
Therefore,   the  slab  typically  needs  to  be  oversampled  with  some  extra  kz  steps  to  
encode  sufficient  space  outside  the  full-­‐‑width-­‐‑half-­‐‑maximum  (FWHM)  of  the  slab.  
The   sharpness   of   the   slice   profile   determines   the   amount   of   oversampling  
necessary.   Even   for   a   very   sharp   slice  profile,   an   extra   kz   sampling   step   on   each  
side   is   a   theoretical  minimum.   In   practice,   a   few  more   kz   steps   are   necessary   to  
avoid   aliasing   and   to   give   room   for   imperfections   in   the   slab   profile   and   also  
handle  minor  movements.  In  this  thesis  adjacent  slabs  overlapped  by  ~40%  of  the  
full  slab  z-­‐‑FOV,  if  not  specified  otherwise.    
To  combine  slabs  to  a  single  volume,  the  simplest  approach  may  be  to  average  the  
slab  data  in  the  spatially  overlapping  regions.  This  tends  to  be  suboptimal  as  it  is  
very  difficult  to  acquire  slabs  with  a  certain  slab  profile  and  overlap  that  produces  
a   flat   signal   intensity   over   the   volume   in   the   z-­‐‑direction   after   straightforward  
Figure 15. Pulse sequence diagram for DW 3D-MS EPI 
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averaging.  The  slab  profile  is  rarely  perfectly  symmetrical  and  even  if  it  were,  two  
partially  overlapping  slab  profiles  have  to  have  a  perfectly  linear  transition  zone  to  
make  the  sum  of  the  slab  weighting  constant.  The  preferred  method  is  therefore  to  
compensate   for   the   slab   profile   via   sum-­‐‑of-­‐‑squares   weighted   combination,   as  
demonstrated   by   Skare   et   al.   in   2013   (91),  where   the   slice   profile  was   calculated  
beforehand,  and  was  shown  to  be  a  fairly  successful  approach  in  the  absence  of  T1-­‐‑
saturation  effects.  
Whilst   cross-­‐‑talk   between   adjacent   2D   slices   (only)   leads   to   a   saturation   of   the  
overall  signal,  the  cross-­‐‑talk  effects  are  more  apparent  in  multi-­‐‑slab  imaging.    With  
the  necessary  overlapping  of  slabs,  a  spatially  uneven  T1-­‐‑saturation  over  the  slab  is  
another  problem,  as  the  outermost  parts  of  each  slab  are  excited  every  TR/2  while  
the   central   part   is   excited   every   TR.   Depending   on   which   TR   that   has   been  
prescribed,   the   different   amount   of   T1-­‐‑weighting   in   these   regions  may   effect   the  
signal.  One  has  also  to  consider  whether  this  uneven  T1-­‐‑saturation  will  affect  any  
subsequent   diffusion   post-­‐‑processing.   Since   the   differences   in   T1   is   quite   small  
between  WM  and  GM   (compared   to  CSF),   an   average   T1-­‐‑weighting   of   the   brain  
parenchyma  may   be   used   to   partially   undo   the   T1-­‐‑dependent   slab   profile   in   the  
reconstruction.  
3.2.2.4 Phase navigation 
Multi-­‐‑slab   EPI   imaging   requires   data   acquisition   to   extend   over   multiple  
excitations  or  TRs  per  volume,  where  each  excitation  corresponds   to  a  certain  kz-­‐‑
encoding   step.   Therefore,   with   diffusion   gradients   present   giving   rise   a   new  
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Figure 16. Slab profile comparison of a) default vendor pulses, and b) our SLR 
optimized pulses. c) Slab-to-slab combination scheme.  
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and  correct  for  this  diffusion  phase  across  the  TRs.  Similar  to  the  procedure  for  DW  
RS-­‐‑EPI   (22)  and  DW-­‐‑vGRASE   (42)  another  EPI   readout  after   the   imaging  echo   is  
used  to  capture  this  semi-­‐‑random  spatially  varying  phase.  
What   makes   a   phase   navigator   in   diffusion-­‐‑weighted   multi-­‐‑slab   imaging   a   bit  
different  from  the  2D  counterparts  is  the  thickness  of  the  slab.  The  slowly  varying  
phase  that  is  corrected  for  in  2D  acquisitions  stems  from  3D  brain  motion.  Since  the  
phase   navigator   echo   is   not   kz   encoded,   its   phase   information   is   still   only   2D  
despite   the   now   much   larger   extent   in   the   z-­‐‑direction.   For   thick   slabs,   the  
approximation  of  the  diffusion  phase  (which  is  3D  in  nature)  to  be  constant  across  
the   slab   may   no   longer   hold   well.   For   this   reason,   the   slabs   in   the   presence   of  
diffusion   gradients   are   preferably   not   to   be   made   too   thick   to   avoid   signal  
cancellations.    
3.2.2.5 Phase correction 
Poncelet  et  al.  showed  in  1992  (92)  that  the  diffusion  phase  is  slowly  varying  over  
the   head   and   that   successful   image   reconstruction   can   be   achieved   by   only  
removing   the   low   spatial   frequency   component   of   the   object’s   phase.   The  
assumption  we  make  with  a  2D  navigator  is  that  this  phase  variation  is  negligible  
over  a  15-­‐‑30  mm  slab,   and   that   it   is   sufficient   to  perform  only  an   in-­‐‑plane  phase  
correction  of  each  kz-­‐‑encoded  readout.  
A  phase  difference  map,  ∆φ!(x,y),  for  the  jth  kz  encoding  step  of  the  T2-­‐‑w  data  was  
calculated   by   taking   the   difference   between   the   phase   information   of   the   jth  
navigator  echo   in   the  slab  and  a  reference  navigator.  As  reference  navigator,  any  
one  of   the  navigators  belonging  to  the  slab  could  be  used.  To  only   include  phase  
changes   of   low   spatial   frequency   (corresponding   to   brain   motion)   in   the   phase  
difference  map,  a  triangular  2D  low-­‐‑pass  filter  was  applied,  𝑇(kx,ky),  with  a  width  
of   25%   of   the   full   k-­‐‑space   extent.   The   low-­‐‑pass   filtered   navigator   phase   was  
calculated  as  
       φnav,! x,  y =   ∠ ℱ!!!! knav,! kx,   ky, 𝑗   ⨀  𝑇 kx,ky ;       𝑗 = 1…𝑁!!   [19]  
where  ‘⨀  ‘  denotes  element-­‐‑wise  multiplication.  The  phase  difference  map  given  as  
     ∆ϕ! x,  y = φnav,! x,  y −   φnav,  ref x,  y    [20]  
Correcting   the  Fourier  encoded   first  EPI   readout   (both  b  =  0   s/mm2  and  b  =  1000  
s/mm2),  is  done  by  exponential  multiplication  
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   𝐼corr x,  y, 𝑗 = 𝐼 x,  y,  𝑗 𝑒!∆ϕ! x,  y ;       𝑗 = 1…𝑁!!   [21]  
With  this  phase  component  removed  from  the  hybrid-­‐‑space  slab  data  Icorr(x,  y,  kz),  a  
Fourier  transform  in  the  slab  direction  yields  the  final  slab  volume  Icorr(x,  y,  z).  As  
this  process  is  conducted  independently  for  each  slab,  there  is  still  no  guaranteed  
inter-­‐‑slab  phase  consistency.  By  applying  the  phase  correction  on  each  slice  within  
the  slab  once  more,  the  slabs  can  now  be  combined.  An  alternative  approach  to  this  
second  phase  correction  step  would  be  to   just  use  the  magnitude  of  the  slab  data  
for  slab  combination,  but  this  leads  to  a  more  pronounced  Rician  noise  distribution  
and  an  elevated  noise  floor  (93).  
3.2.2.6 Motion correction and slab combination 
To  combine  the  3D  encoded  slabs  into  a  full  volume,  at  least  the  outermost  slice  on  
each   side  of   the   slab  has   to  be  discarded  due   to   aliasing   signal   coming   from   the  
tails  of   the  slab.   Instead  of  discarding  an   integer  number  of  encoded  slices   in   the  
slab,   a   fairly   sharp   1D   Fermi   filter  was   applied   to   the   data   in   the   slab   encoding  
direction   prior   to   slab   combination.   For   the   slab   combination,   the   slabs   were  
weighted  by  the  1D  Fermi  filter  and  the  measured  slab  profile.    
To  correct  for  the  possible  in-­‐‑plane  (2D)  motion  occurring  during  the  acquisition  of  
one   diffusion-­‐‑weighted   volume   two   different   types   of   motion   correction   were  
applied,   intra-­‐‑slab   motion   correction   and   inter-­‐‑slab   motion   correction.   For   the  
intra-­‐‑slab  motion  correction,  motion  within  a  slab  between  each  kz-­‐‑encoding  step  is  
corrected   for   using   the   magnitude   of   the   navigator   data.   For   each   slab,   one  
navigator  (second  readout)  was  chosen  as  reference  based  on  image  entropy.    The  
other  navigators  in  the  slab  were  then  realigned  to  the  reference  and  the  detected  
motion  parameters  applied  to  the  first  readout  of  each  kz  encode.  Motion  correction  
directly  between  the  first  readouts  is  not  possible  due  to  the  slab  phase  encoding.  
Once  all  slabs  have  been  internally  corrected,  the  slabs  may  still  not  be  consistent  
with  each  other.  To  perform  an  in-­‐‑plane  alignment  of  the  slab  volumes,  data  in  the  
shared  anatomical  regions  in  the  overlapping  zones  between  the  slabs  was  used  for  
the  registration.  First,  the  two  most  central  slabs  were  aligned  to  each  other,  after  
which  the  algorithm  proceeded  outwards  towards  the  next  slab,  and  so  forth  until  
all  slabs  were  aligned  to  each  other  in  the  x-­‐‑y  plane.  
3.2.2.7 SNR 
There   are   many   ways   to   calculate   and   estimate   the   SNR   for   a   given   sequence,  
including   experiments   such   as   e.g.   the  NEMA   standard   protocol   (NEMA  MS   1-­‐‑
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2008,   National   Electrical   Manufacturers   Association,   Arlington,   VA)   or   through  
various   types   of   theoretical   modeling.   Comparing   the   SNR   for   two   (or   more)  
sequences  is  yet  something  that  has  to  be  done  with  care,  as  there  are  most  often  
many   factors   involved.   A   straightforward   SNR   comparison   may   neglect  
acquisition   time,   the   number   of   slices   per   TR   or   may   be   performed   with   an  
unrealistic  number  of   slices,  which  are   important  aspects   from  a  clinical   imaging  
perspective.   For   that   reason   it   is   often  preferred   to   use   an   SNR-­‐‑efficiency  metric  
instead,   which   can   be   expressed   as   SNR 𝑇Scan.   One   way   of   determining   the  
theoretical  SNR  was  described  by  Edelstein  et  al.  in  1986  (94):  
       SNR  ∝  ∆x  ∆y  ∆z 𝑇readout  time   [22]  
where  Δx,  Δy,  and  Δz  are  spatial  dimensions  of  a  voxel  and  Treadout   time   is   the  time  
the  receiver  is  open  for  data  sampling.  For  a  SE  sequence  this  would  be  the  time  it  
takes  to  sample  on  line  in  k-­‐‑space,  while  it  for  an  ssEPI  sequence  this  would  be  the  
time   it   takes   to  acquire   the  entire  k-­‐‑space.  This  simple  relation  does  however  not  
include   information   about   e.g.   receive   coils   or   relaxation   times.   For   a   2D  
acquisition,   Equation   22   has   to   be   modified   to   include   the   number   of   phase  
encoding  steps,  Ny,  and  number  of  excitations,  NEX,  
       SNR2D  ∝  ∆x  ∆y  ∆z 𝑁y  NEX  𝑇readout  time   [23]  
For  a  3D  acquisition,  with  two  phase  encoding  directions  (as  in  the  case  of  a  slab  in  
a   multi-­‐‑slab   sequence),   Ny   for   the   number   of   phase   encoding   steps   in   the   y-­‐‑
direction  and  Nz  for  the  number  of  phase  encoding  steps  in  the  z-­‐‑direction,  a  slight  
adaptions  gives  
       SNR3D  ∝  ∆x  ∆y  ∆z 𝑁y  𝑁z  NEX  𝑇readout  time   [24]  
Assuming  the  same  readout  times  for  the  2D  and  a  3D  sequence,  the  approximate  
SNR  gain  for  3D  would  be  √Nkz,  by  dividing  Equation  23  by  Equation  24.  To  make  
this  more  general,   individual  properties  of   the  2D  and  3D  acquisition  have   to  be  
considered.   TE,   TR,   excitation   flip   angle   (θEx),   and   refocusing   flip   angle   (θRef)  
should   therefore   be   included   to   make   a   more   fair   comparison.   This   thesis   will  
exclusively  discuss  SNR  efficiency  in  a  diffusion-­‐‑imaging  context  using  spin-­‐‑echo  
(SE)  based  EPI   sequences   for  2D  and  3D.  To   include  above   said  parameters,   and  
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assuming  SE  characteristics,  the  signal  can  be  described  as,  following  the  work  of  
Perman  et  al.  (95),  
      
S=M! sin θEx sin2 θRef2 1+ cos  θRef − 1 𝑒! TR!
TE!
T1 − cosθRef  𝑒!TRT11− cosθEx cosθRef  𝑒!TRT1 𝑒!TET2    [25]  
By  adding  small  phase  encoding  blips  on  the  slice  encoding  direction  board  a  2D  
SE-­‐‑EPI   sequence   can   be   modified   into   a   3D-­‐‑MS   SE-­‐‑EPI   sequence,   as   will   be  
discussed  more  in  detail  later  on  in  this  thesis.  This  results  in  that  TReadout  time  will  be  
equal   for   the   two  sequences,  as  adding  phase  encoding   in  z  does  not   change   the  
readout  duration,  nor  does  it  affect  the  TE  or  TR.  If  slice  uniformity  is  ignored,  the  
excitation  flip  angle  can  be  set  to  90°  and  refocusing  flip  angle  to  180°.  Combining  
Equation  23-­‐‑25  then  yields  





T1 + 𝑒!TR3DT1 Nz
1− 2𝑒! TR2D!TE2D!T1 + 𝑒!TR2DT1 NEX2D   [26]  
which  shows  the  theoretical  SNR  relationship  between  2D  SE-­‐‑EPI  and  3D-­‐‑MS  SE-­‐‑
EPI.  To  understand  how  and  when  a  3D-­‐‑MS  approach  outperforms  a  2D  approach  
in   terms   of   SNR-­‐‑efficiency,   scan   coverage   in   the   slice   direction   (z)   has   to   be  
included.   In   this   thesis,   the   term   ‘full   brain   coverage’   introduced   and   is   here  
defined  as  150  mm.    
For  a  3T  MRI  system  accounting   for  modern  hardware   limits,  a  2D  SE-­‐‑EPI  and  a  
3D-­‐‑MS  SE-­‐‑EPI  scan  can  be  simulated.  The  2D  SE-­‐‑EPI  was  simulated  with  one  EPI  
echo  while  the  3D-­‐‑MS  SE-­‐‑EPI  sequence  was  simulated  with  two  EPI  echoes,  as  this  
is  necessary  for  diffusion  phase  correction.  With  a  FOV  of  220×220  mm  and  desired  
spatial  resolution  of  1.5×1.5×1.5  mm3  the  TEFull  Fourier  becomes  about  80  ms  using  an  
acceleration   factor   of   R   =   3.   This   in   turn   yields   a   sequence   time,  TSeq,   (from   the  
beginning  of  the  ChemSat  RF  pulse  to  the  end  of  sequence’s  last  spoiler  gradient)  
of   ~130  ms   for   2D   SE-­‐‑EPI   and   190  ms   for   3D-­‐‑MS   SE-­‐‑EPI.      For   3D-­‐‑MS   SE-­‐‑EPI,   a  
standard  slab  thickness  is  15  mm  with  an  overlap  of  40%  between  adjacent  slabs.  
Acquiring  one  volume,  with  full  brain  coverage,  would  require  100  slices  from  the  
2D   SE-­‐‑EPI   and   17   slabs   for   the   3D-­‐‑MS   SE-­‐‑EPI   sequence.   Hence,   the   shortest  
possible  TR  for  the  2D  sequence  would  be  13.0  s  and  3.2  s  for  the  3D-­‐‑MS  sequence.  
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However,   the   3D-­‐‑MS   sequence   will   require   10   repetitions   to   acquire   all   phase  
encoding  steps  in  the  slab  direction,  resulting  in  a  total  volume  time  of  32  s.  
As   ~30   s   is   the  minimal   possible   time   to   acquire   one  diffusion-­‐‑weighted  volume  
with  a  3D-­‐‑MS  technique,  the  fairest  comparison  of  the  two  sequences  is  to  use  scan  
time  normalization.  That  is  to  ask  what  would  the  SNR  be  for  a  2D  sequence  if  it  
were   scanned   for   the   same   amount   of   time   as   the   3D-­‐‑MS   (NEX   for   2D   will   be  
allowed  as  a   floating  number   for   the  sake  of  argument).  With  a  TR  of  13.0  s  and  
~2.46  NEX  the  total  acquisition  time  can  be  adjusted  to  32  s.  The  relative  SNR  gain  
can  now  be  calculated  and  will  result  in  ~2.2  for  white  matter,  ~1.92  for  gray  matter  
and  ~1.0  for  CSF,  in  favor  for  the  3D-­‐‑MS  sequence.    
Although  the  exact  numbers  are  only  valid  for  this  specific  setup  they  serve  as  an  
example   to  show  how  it  comes   that   the  3D-­‐‑MS  approach  has  an  SNR  advantage.  
The  numbers  can  be  generalized,  as  shown  in  Ref.  (60)  and  the  SNR  advantage  will  
still   remain.   It   is  not,  as  may   initially  be  expected,   the  switch   to  a  3D  acquisition  
that   makes   the   most   difference.   It   is   rather   that   a   large   z-­‐‑FOV   can   be   acquired  
using  3DMS  without  the  costly  increase  of  TR,  which  2D  acquisitions  require.  
3.2.2.8 TR/T1 saturation 
At   the   center  of   the   slab,   the   time  allowed   for  T1-­‐‑relaxation   is   the  prescribed  TR,  
whilst  only  TR/2  in  the  overlapping  regions  of  the  slab.  The  result  of  this  difference  
in  T1-­‐‑weighting  will  manifest  as  a  slab-­‐‑banding  artifact  in  reconstructed  volumes  if  
TR   is   not   long   enough.   A   TR   longer   than   about   4×T1   is   therefore   necessary   to  
mitigate   these   saturation   artifacts.  When   imaging   samples   with   one   single   T1,   a  
signal  compensating  weighting  can  be  applied  in  the  reconstruction,  but  as  soon  as  
multiple   T1   exists,   partial   volume   effects   will   make   any   sort   of   compensation  
weighting  difficult.   The   slab-­‐‑banding   artifact   has   therefore   been  one   of   the  main  
obstacles   to   overcome   for  multi-­‐‑slab  MRI   especially   in   the   short   TR   regime.   For  
longer   TR,   the   scan   time   increases,   but   can   be  
compensated  by   slab  undersampling   techniques  
(96).  
3.2.3 DW 3D-MS EPI – Sequence 
3.2.3.1 Data acquisition and Experiments 
Human  and  phantom  scans  were  acquired  using  
the   standard  protocol   found   in  Table   2.   The  TR  
was  set  to  4600  ms  to  allow  enough  T1-­‐‑relaxation  
to  occur   in  white  and  gray  matter,  noting  that  a  
TR  of   4600  ms  yields   an   effective  TR  of   2300   in  
 54 
the   overlapping   region   between   adjacent   slabs   with   an   interleaved   acquisition  
order.  For  each  TR  a  new  slice  phase  encoding  step  was  acquired.  Parallel  imaging  
was   used   in-­‐‑plane   to   reduce   geometric   distortions,   TE,   and   scan   time.  GRAPPA  
calibration  data  were  obtained  by  shifting   the   starting  ky  position  by  one  Δky   for  
the  R  first  acquisitions  of   the  T2-­‐‑weighted  (b  =  0  s/mm2)  reference  data.  GRAPPA  
weight  sets  were  calculated  on  a  per-­‐‑slab  and  kz  encoding  step  basis  and  applied  to  
the   subsequent   diffusion-­‐‑weighted   data   volumes   and   kz-­‐‑encodes.   For   one  
experiment,   the   slab   thickness   was   varied   from   15   to   30   mm   to   evaluate   the  
validity   of   a   2D   approximation   of   the   diffusion   phase   for   a   range   of   slab  
thicknesses   (Table   3).   For   another   experiment,   the   resolution   was   increased   to  
1.3×1.3×1.3  mm3  as  a  proof  of  concept  (Table  4)  resulting  in  a  40  min  scan  time.  A  
2D  DW-­‐‑ssEPI  was   used   as   gold   standard   and   a   scan   time   normalized   reference  
scan  was  created  with  identical  scan  time  and  resolution  as  the  standard  DW  3D-­‐‑
MS   EPI   protocol,   except   for   a   longer   TR   of   13,000   ms   to   account   for   the   larger  
amount  of  slices  (Table  5).  For  the  SNR  comparison,  27  and  81  T2-­‐‑w  volumes  were  
acquired   using   the   DW   3D-­‐‑MS   EPI   and   the   DW-­‐‑ssEPI,   respectively.   SNR  maps  
were  calculated  after  smoothing   the   image  data  with  a  4.5×4.5×4.5  mm3  Gaussian  
kernel.  
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3.2.4 DW 3D-MS EPI – Eff iciency and Artifacts 
This  work   is   an   extension  of   the  method  presented   in   the  previous   section,   now  
with  a  focus  on  SNR  efficiency  and  slab  profile  effects.  
3.2.4.1 Slice profile effects 
To   examine   slab   profiles   for   different   RF   pulses   and   TRs,   a   cylindrical   water  
phantom  (with  a  T1  of  ~1200  ms)  was  used  to  simulate  a  mixture  of  GM  and  WM.  
The   combined   use   of   the   vendor’s   SpSp   RF   pulse   (14.4   ms,   TBW   =   2)   and  
refocusing  RF   pulse   (SLR:   3.2  ms,   TBW   =   4)  was   compared   against   using   12  ms  
excitation  and  refocusing  RF  pulses  with  a  TBW  of  14  (90).  The  slab  profiles  were  
measured  by  moving  the  slice  selection  gradient  for  the  respective  RF  pulses  from  
the  z  to  the  x  (freq.  enc.)  axis.  For  the  depiction  of  the  combined  slice  profile,  both  
slice  selection  gradients  were  placed  on  the  frequency-­‐‑encoding  axis,  rendering  the  
effective  slab  profile  directly  in  the  reconstructed  images.  
3.2.4.2 T1 saturation effects 
To   investigate   how   the   slab   profile   is   affected   by   the   choice   of   TR,   the   previous  
approach   does   not   work   as   it   can   only   image   a   single   slab   at   a   time.   Instead   a  
modified   version   of   the   3D-­‐‑MS   EPI   was   used   with   an   increased   number   of  
encoding  steps  in  the  z-­‐‑FOV,  and  the  FWHM  of  the  nominal  combined  slab  profile  
was  set  to  50%  of  the  z-­‐‑FOV.  Thereby,  also  the  tails  of  the  slab  profile  could  be  well  
resolved.   In   one   experiment,   mimicking   2D   zero   gap   imaging,   the   slabs   were  
spaced  out  by  the  FWHM  of  the  combined  slab  profile.  In  a  second  experiment  the  
slabs  were  spaced  out  by  80%  of  the  FWHM,  corresponding  to  a  realistic  overlap  
for   3D-­‐‑MS   EPI.   The   first   experiment  was   acquired  with   default   and   sharper   RF  
pulses,  while  the  second  experiment  simulating  the  multi-­‐‑slab  scenario  used  only  
the  shaper  RF  pulses.  Relevant  sequence  parameters  can  be  found  in  Table  6.  
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3.2.4.3 SNR simulations 
Based  on  the  signal  equations  presented  in  Eqs.  22-­‐‑26,  theoretical  SNR  calculations  
could  be  performed  for  both  2D  DW-­‐‑ssEPI  and  DW  3D-­‐‑MS  EPI  scans  with  a  fixed  
voxel   size   of   1.5×1.5×1.5   mm3.   The   sequence   timing   was   based   on   the   standard  
protocol  in  Table  1.  The  TR  was  set  to  the  minimum  time  possible  to  fit  the  slices  
for   the   requested   scan   coverage   (z-­‐‑FOV).  With   the   3D-­‐‑MS   EPI   being  more   time  
consuming   (per   volume),   scan-­‐‑time   normalization   was   performed   by   adding  
averages  (NEX)  to  the  2D  sequence.  Although  unrealistic  in  reality,  floating  point  
NEX  was  allowed  to  correctly  match  all  possible  scan  combinations.  With  the  scan  
timing  and  acquisition  time  identical  the  signal  was  approximate  as  that  of  a  spin-­‐‑
echo  following  the  work  Perman  et.al   in  1984   (95).  Calculations  were  done   for  T1  
values   representing   WM,   GM   and   CSF   using   tabulated   values   in   the   literature  
(97,98).  
3.2.4.4 Compensating the TR/T1-Related slab-profile artifacts 
To  reduce  the  banding  artifacts  that  arise  at  low  TRs  two  different  approaches  were  
proposed  for  the  image  reconstruction.  In  the  first  approach,  an  attempt  was  made  
to  undo   the   signal  profile   across   the   slab  before   slab-­‐‑combination  by   finding   the  
combined  effective  slab  profile  due   to  both   the   inherent  RF  pulse  profile  and   the  
additional   TR/T1-­‐‑related   modulation   in   the   overlapping   regions.   The   second  
approach   attempted   to   remove   the   slab   banding   in   the   final   slab-­‐‑combined   3D  
volume  via  band-­‐‑pass  filtration.  
Considering   that   the   two   dominating   tissue   types   in   the   brain,   gray   and   white  
matter,   have   approximately   the   same   T1   (at   least   when   compared   to   CSF),   the  
assumption   is   that   there   is  a  common  single  1D  effective  slab  profile   for  all  slabs  
for  a  given  TR.  This  1D  slab  profile  was  estimated  by  first  masking  out  the  brain  in  
all  slabs  for  all  diffusion  encoding  directions.  An  average  was  then  taken  over  all  
slabs,  volumes,  and  over  both  in-­‐‑plane  axes  to  create  a  1D  slab  profile  along  z.  The  
profile  was  used   to  weigh  each  slab  prior   to  slab  combination.  As   this  weighting  
filter  is  applied  to  both  the  T2-­‐‑w  and  the  DWI  data  it  does  not  affect  the  diffusion  
calculations  of  ADC  or  FA.  
The  second  approach  acknowledges  that  the  uneven  T1-­‐‑weighting  manifests   itself  
as   a   periodic   signal   fluctuation   in   the   z-­‐‑direction   in   the   final   reconstructed   3D  
volumes.  To  quantify  the  amount  of  banding,  all  3D  diffusion  volumes  were  first  
averaged   to   a   single   volume   and   then   averaged   over   both   in-­‐‑plane   axes.   The  
resulting   1D   signal   (now   over   the   entire   z-­‐‑FOV)   was   Fourier   transformed   and  
band-­‐‑passed   filtered   matching   the   spatial   frequencies   corresponding   to   the   slab  
separation  and  width.  An  inverse  Fourier  transform  was  applied  and  the  resulting  
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banding-­‐‑signal  was  used  to  remove  the  periodic  fluctuation  for  in  the  3D  data  (T2-­‐‑
weighted  and  diffusion-­‐‑weighted).  Similar  to  the  pre-­‐‑slab  approach  does  this  filter  
also  act  as  a  point  operator  and  will  not  affect  the  parametric  diffusion  maps.  
3.3 MOTION CORRECTION 
3.3.1 2D Sagittal FatNav to address nodding motion 
In   this   initial   study   we   explored   the   concept   of   using   the   subcutaneous   fat  
surrounding   the   skull   for  motion   navigation,  more   precisely   nodding  motion.   It  
did  not   include   a  diffusion-­‐‑weighted  host   pulse   sequence   and   shall   be   seen   as   a  
proof  of  concept  of  the  FatNav  method  to  outline  the  characteristics  and  limitations  
of   fat   navigators   for   brain   applications.   Unlike   previous   brain   navigators   that  
utilize   the  water   content,   the   signal   from   fat   is   depicted   as   spatially   sparse   and  
opens  up  good  opportunities  for  high  parallel  imaging  acceleration.  With  the  study  
only   focusing  on  nodding  motion  a  single  sagittal  slab  was  acquired   through  the  
anatomical   mid-­‐‑line   of   the   brain.   The   navigator   module   was   implemented   as   a  
stand-­‐‑alone  pulse  sequence  using  an  SpSp  excitation  and  an  EPI  readout.  
3.3.1.1 Excitation of a mid-sagittal fat slice for motion navigation 
The  excitation  slice  for  the  FatNav  sequence  module  was  positioned  at  the  center  of  
the  head  with  a  FOV  size  of  300  ×  300  mm2,  a  slice  thickness  of  30  mm,  and  an  in-­‐‑
plane  matrix   size   of   48   ×   48   yielding   a   voxel   size   of   6.25   ×   6.25   ×   30  mm3.   The  
frequency  offset  between   fat   and  water  was  manually  adjusted   (a  ~380  Hz  offset  
was   used   instead   of   the   theoretical   value   of   ~440   Hz).   Although   the   SpSp   RF  
excitation   pulse   centered   on   the   fat   peak   should   only   excite   the   fat   signal,   some  
additional   ‘leaking’   is   unavoidable.   In   order   not   to   cause   saturation   artifacts,   in  
both  water  (not  to  be  excited)  and  fat,  a  low  flip  angle  of  10°  was  used.    
For   reduced   distortion   artifacts,   that   in   turn   will   influence   motion   parameters,  
parallel   imaging   (GRAPPA)   was   used.   High   parallel   imaging   factors   were  
attempted,  due  to  the  sparsity  of  the  signal,  ranging  from  R  =  1-­‐‑8  using  the  8-­‐‑ch  RF  
coil.  An   additional   benefit   of   using   a   high   acceleration   factor,   assuming   that   the  
SNR   and   reconstruction   hold   together,   is   that   the   navigator   readout   duration   is  
minimized,  meaning   less   scan   time   overhead  when   combined  with   a   host   pulse  
sequence.  
3.3.1.2 GRAPPA weights estimation on FatNav data 
In  order  to  optimally  reconstruct  the  undersampled  FatNav  data  (as  it  will  rely  on  
high  acceleration  factors),  optimal  calibration  data  for  GRAPPA  weight  estimation  
is   crucial.   The   effects   of   both   the   signal   content   (water   or   fat)   and   the   level   of  
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distortions  in  the  calibration  data  were  investigated.  Regarding  the  signal  content,  
the  question  was  whether  a  more  SNR  rich  water  based  calibration  scan  should  be  
used  over  a  content  matched  fat  based  calibration  data.  To  test  this  two  scans  were  
acquired  on  a  healthy  volunteer  using  water-­‐‑selective  and  fat-­‐‑selective  RF  pulses,  
respectively.  To  rule  out  distortion  effects  and  Nyquist  ghosting,  the  EPI  data  were  
acquired  as  a  GRE  sequence  with  one  line  per  TR  (i.e.  Ny  =  Nshots).  Two  weight-­‐‑sets  
were  calculated  from  each  calibration  data,  one  at  R  =  4  and  one  at  R  =  8.  To  test  the  
validity   of   the  weight   sets,   cross-­‐‑reconstructions  were   also  performed,   i.e.  where  
the  fat  data  was  reconstructed  using  weights  calculated  from  water  data,  and  vice  
versa.   For   all   experiments,   separate   data   set   were   used   for   calibration   and   the  
accelerated   data   to   avoid   self-­‐‑calibration   benefits,   which   may   unfairly   reduce  
noise.  
Next,  the  need  for  distortion  matched  calibration  data  was  investigated,  where  the  
question  was   if   the   calibration  data   should  have   the   same  distortion   level   as   the  
reconstructed  data  or   if   the  calibration  data   should  be   free   from  distortions.  This  
experiment  was  performed  by  reconstructing  R  =  1-­‐‑8  data  with  distortion-­‐‑free  and  
distortion-­‐‑matched  calibrations.  During  the  acquisition  of  the  calibration  data  sets,  
the  subject  was  instructed  to  lie  still.  Before  the  subsequent  accelerated  scans,   the  
subject  was  instructed  to  tilt  the  head  backwards  somewhat  to  better  mimic  a  real  
life  situation.    
3.3.1.3 Head pose and the robustness of the GRAPPA weights 
To   more   comprehensively   investigate   the   effect   of   head   motion   and   parallel  
imaging  for  FatNav,  a  third  experiment  was  carried  out.  This  time  the  subject  was  
instructed  to  move  its  head  in  a  nodding  motion  from  ‘chin  down’  to  ‘chin  up’  in  
five  evenly  spaced  steps.  The  approximate  maximum  tilt  was  between  ±  7  degrees.  
For  each  position  two  FatNav  data  sets  were  acquired,  one  for  calibration  and  one  
for   reconstruction.   Cross-­‐‑reconstructions   were   then   performed   between   all   data  
sets,   i.e.   -­‐‑7°  GRAPPA  weights  were  used   to   reconstruct   -­‐‑7°   to   +7°  data   sets,   -­‐‑3.5°  
GRAPPA   weights   were   used   to   reconstruct   -­‐‑7°   to   +7°   data   sets,   and   so   on.   A  
Figure 17. FatNav recon procedure 
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maximal   tilt   of   ~15°   (from   initial   position)   is   expected   to   be   a   reasonable  
approximation  of  a  large  head  movement  found  among  clinical  patients.  
3.3.1.4 Distortions in the FatNav data and the motion accuracy 
With  the  EPI  distortions  being  inversely  proportional  to  the  acceleration  factor  R,  it  
is   important   to   investigate   the   accuracy   of   the   FatNav   motion-­‐‑estimates   for  
different  values  of  R.  For  this  experiment,  three  healthy  volunteers  were  scanned.  
Each  volunteer  was  scanned  with  a  set  of  five  sequences  repeated  for  30  different  
head   poses   (nodding   motion)   directly   after   each   other.   The   first   of   the   five  
sequences  in  each  set  was  a  distortion  free  high-­‐‑resolution  SPGR  sequence  (water  
signal).   The   second  was   a   FatNav   sequence  with   R   =   2   and   the   phase   encoding  
direction   anterior   to   posterior,   and   the   third   scan   was   identical   except   for   a  
reversed   phase   encoding   polarity   making   the   distortions   occur   in   the   opposite  
direction.  The  remaining  two  scans  in  each  set  were  similar  to  scans  #2  and  #3,  but  
using  R  =  8  instead  of  R  =  2.  As  changing  the  phase  encoding  direction  also  changes  
the   distortion   direction,   the   hypothesis   was   that   a   symmetric   bias   could   be  
observed  for  R  =  2  around  the  gold  standard  SPGR  scan,  and  less  so  for  R  =  8.  
Motion  correction  of  the  FatNav  data  was  performed  using  a  simple  SoS  metric  in  
two  passes,  first  with  a  15  ×  15  mm2  Gaussian  smoothing  to  robustly  capture  gross  
motion  followed  by  a  3  ×  3  mm2  smoothing  kernel   for  fine  adjustments.  With  the  
FatNav  data  acquired   in   the   sagittal  plane,   the  non-­‐‑rigid  motion  of   the  neck  and  
jaw  does  bias  the  motion  parameters.  Therefore  a  mask  was  applied  that  excluded  
the   most   inferior   30%   of   the   FOV.   No   masking   was   performed   in   the   anterior-­‐‑
posterior  direction.  
3.3.1.5 Matrix size 
The   larger   the   matrix,   the   longer   the   FatNav  module   will   become.   To   keep   the  
navigator  time  short  and  image  distortion  low  it  is  important  to  know  how  much  
the  resolution  can  be  reduced  before  motion  estimates  are  affected  due  to   lack  of  
resolution.  To  evaluate   this,   repeated  scan  sets  were  performed,  where  each  scan  
set  comprised  four  FatNav  scans  (all  with  R  =  8)  with  matrix  sizes  of  96  ×  96,  48  ×  
48,   32   ×   32,   and   96   ×   96   (again).   The   last   96   ×   96   was   added   to   guarantee   data  
consistency,   i.e.  no  significant  movements  between   the   first  and   last   scan   in  each  
scan   set.   Again,   distortion   free   high-­‐‑resolution   SPGR   data   was   used   as   gold  
standard.   One   healthy   volunteer   was   scanned   with   all   five   sequences   for   20  
repetitions.   Between   each   repetition,   instructions   were   given   to   change   head  
position  in  a  nodding  fashion.  
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3.3.2 Collapsed FatNav 
While  the  FatNav  method  presented  in  the  previous  section  only  addresses  motion  
in   the   sagittal   plane,   the   collapsed   FatNav   (cFatNav)   technique  was   designed   to  
ultimately  deal  with  full  3D  rigid  body  motion.  In  this  case,  the  single  EPI  readout  
previously  used  was  replaced  by  three  orthogonal  EPI  readouts,  one  in  the  sagittal  
plane,   one   in   the   axial   plane,   and   one   in   the   coronal   plane.  Also   the   FatNav  RF  
pulse  was  modified  from  the  slice  selective  SpSp  RF  pulse  to  a  non  slice-­‐‑selective,  
but  spectrally  selective,  chemical  saturation  RF  pulse.     The  non-­‐‑spatially  selective  
RF  pulse  and  the  three  2D  readouts  results  in  projection  (collapsed)  images  of  the  
fat  magnetization,  hence  the  name.    
In   contrast   to   the   2D   sagittal   FatNav   acquisition,   which   was   implemented   as   a  
stand-­‐‑alone  pulse  sequence,  the  collapsed  FatNav  (cFatNav)  sequence  module  was  
implemented  as  a  plugin  to  the  3DMS  DW-­‐‑EPI  sequence.  Programming  wise,  the  
cFatNav  module  was  embedded  in  the  chemical  saturation  pre-­‐‑pulse  source  code  
module,   the   latter   that   is   compatible  with  most  pulse   sequences  provided  by   the  
vendor  (GE).  
3.3.2.1 Sequence 
The  default  specifications  for  the  cFatNav  sequence  block  can  be  found  in  Table  7.  
GRAPPA   calibration   for   the   cFatNav   data  was   obtained   in   the   beginning   of   the  
scan   by   changing   the   kpe-­‐‑dephasing   gradient   for   the   R   first   acquisitions.   This  
Figure 18. Collapsed FatNav readout block 
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calibration   data   was   also   used   to   determine   the  
gradient   delays   for   Nyquist   ghost   correction.   For   the  
subsequently   acquired   cFatNav   data,   the  
reconstruction   time   was   ~25   ms   per   projection,  
including   ghost   correction,   GRAPPA   unaliasing   and  
image  realignment.    
3.3.2.2 Parallel imaging and resolution 
To   investigate   the   practical   resolution   of   the   cFatNav   data,   four   scans   were  
acquired   on   a   healthy   volunteer   at   3T,   using   two   parallel   imaging   acceleration  
factors  (R  =  4  and  R  =  8)  and  two  different  resolutions  6.7×6.7  mm2  and  10×10  mm2.  
The   volunteer   was   instructed   to   lie   as   still   as   possible   during   all   scans.   Image  
reconstruction  was   done   retrospectively   using   the   same   configuration   as   for   the  
real-­‐‑time  reconstruction.  
3.3.2.3 Saturation effects 
Squeezing   in   a   cFatNav   readout   block   between   the   ChemSat   RF   pulse   and   the  
excitation  pulse  of  the  host  sequence  could  possibly  lead  to  unwanted  fat  signal  in  
the  host  sequence  due  to  unwanted  Mz  recovery  of  fat  (due  to  its  short  T1  relaxation  
time).  This  potential  effect  was   investigated  by  acquiring   four  scans  on  a  healthy  
volunteer  (on  a  1.5T  system)  were  the  delay  between  the  saturation  pulse  and  the  
excitation   pulse   was   varied.   As   gold   standard   in   terms   of   fat   saturation  
performance,   a   fifth   scan  was   acquired   using   an   SpSp   RF   excitation   (known   for  
minimal  fat  signal  residues).  The  host  sequence  was  set  up  as  a  2D  spin-­‐‑echo  EPI  
with  sequence   timing  similar   to   that  of  a  clinical  DW  ssEPI  sequence.  The  delays  
investigated   were   0   ms,   6.4   ms,   15   ms,   and   25   ms   respectively,   where   6.4   ms  
correspond  to  time  needed  for  the  suggested  cFatNav  configuration.    
3.3.2.4 Stability 
To  investigate  the  stability  of  the  cFatNav  data,  two  stress  tests  were  acquired.  The  
first   was   designed   to   visualize   system   drifts   and   the   second   test   evaluated   the  
effects   of   long-­‐‑term   eddy   currents   from   the   diffusion   encoding   gradients   on   the  
cFatNav   data.   A   total   of   2400   cFatNav   navigators   were   acquired   with   66   ms  
separation   in   time.   For   the   eddy   current   tests,   a   Stejskal-­‐‑Tanner   diffusion  
preparation  was   added  with   b   =   1000   s/mm2.   60   noncollinear  diffusion   encoding  
directions  were  acquired  in  addition  to  10  b  =  0  s/mm2  acquisitions.  6532  cFatNav  
navigators   were   acquired   with   130   ms   separation.   Data   reconstruction   was  
performed  off-­‐‑line  in  MATLAB.  
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3.3.2.5 In-vivo: Motion parameters and DW  3D-MS EPI 
For  accuracy  tests  of   the  motion  estimates  derived  from  the  cFatNav  navigator,  a  
Spin-­‐‑Echo  EPI  host   sequence  equipped  with   the   cFatNav  module  was   run   twice,  
with   nodding   and   left-­‐‑right   head  motion,   respectively.   Diffusion   gradients  were  
not  applied  to  rule  out  eddy-­‐‑current  effects   in  the  cFatNav  data.  A  spin-­‐‑echo  EPI  
sequence  was  prescribed   to   cover   a   320×320×320  mm3  volume   for   12   consecutive  
volumes.   Real-­‐‑time   motion   correction   updates   were   ignored   and   all   data   were  
reconstructed  retrospectively.  
In   another   experiment,   cFatNav  was   used  with   the  DW   3D-­‐‑MS   EPI   sequence   at  
1.5T.  This  sequence  was  run  four  times  on  a  volunteer,  with  and  without  step-­‐‑wise  
nodding  motion  and  with  and  without  the  cFatNav  motion  information  applied  in  
real-­‐‑time  to  the  host  pulse  sequence.  For  all  scans,  in-­‐‑plane  motion  correction  of  the  
DW   3D-­‐‑MS   EPI   data   was   performed   according   to   previous   work,   for   increased  
robustness  to  motion.  
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4 RESULTS 
4.1 DW VGRASE 
Reconstructed   DW   vGRASE  
data   can   be   seen   in   Figure   19.  
The   uncorrected   iso-­‐‑DWI  
(geometric   complex   average),  
Fig.   19b,   shows   severe   blurring  
due   to   phase   inconsistencies  
between   the   blinds.   With   the  
proposed   phase   correction  
applied,   Fig.   19c,d,   the   data  
consistency   is   significantly  
improved.   The   high-­‐‑pass  
filtering   effect,   due   to   T2   decay  
between  each  blind,  can  be  seen  
if   comparing   Fig.   19c   with   Fig.  
19d   (where   the   latter   has   a   T2  
correcting  scaling  filter  applied).  
In   Figure   20   a   comparison  
between   DW   ssEPI,   Fig.   20a,b,  
and   DW   vGRASE,   Fig.   20c,d,   is  
shown.   The   reduced   distortion  
level  of  the  proposed  method  can  
be   appreciated   at   both   slice  
locations,   however   with   a  
slightly   increased   noise   for   the  
DW  vGRASE  method  (due  to  the  
increased   TE).   Both   scans   were  
acquired   with   15   diffusion-­‐‑
encoding  directions  and  in-­‐‑plane  
parallel   imaging   acceleration  
(GRAPPA,  R  =  3).  
Figure 19. Reconstructed DW vGRASE data 
where a) is the b0 data, b) isoDWI without 
phase correction, c) isoDWI with phase 
correction, and d) isoDWI with phase correction 
and blind scaling. 
Figure 20. Comparison between DW ssEPI 
a,b) and DW vGRASE c,d) at two slice locations, 
showing reduced distortion levels at both 
locations. 
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4.2 DW 3D-MS EPI – PAPER I 
Figure  21  shows  DW  3D-­‐‑MS  EPI  data,  at  1.5×1.5×1.5  mm3  resolution,  without   the  
proposed   intra-­‐‑slab   phase   correction   in   a)   and  with   the   correction   in   b).   In   both  
cases   the   b0   data   (top   row)   is   seemingly   unaffected   (as   expected).     Without   the  
proposed   correction   strong   phase   cancellation   artifacts   appear,  most   apparent   in  
the  reformatted  (sagittal  and  coronal)  views.  
The  effect  of  increasing  the  slab  thickness  can  be  seen  in  Figure  22,  where  a)  is  with  
a  15  mm  slab,  b)  with  a  18  mm  slab,  c)  with  a  21  mm  slab,  and  d)  with  a  30  mm  
slab.  All  data  were  acquired  at  1.5×1.5×1.5  mm3  resolution  using  the  same  slab-­‐‑to-­‐‑
slab  overlap.  As  the  proposed  intra-­‐‑slab  phase  correction  technique  only  addresses  
2D  in-­‐‑plane  phase  variations  the  quality  of  the  correction  was  expected  to  fall  off  
with  increasing  slab  thickness.  This  effect  can  is  primarily  seen  in  the  brain  stem  of  
Fig.   22c,d.  However,   for  all   slab   thicknesses,   a   fairly  homogeneous   signal   is   seen  
throughout  the  entire  volumes.    
SNR  comparisons  between  scan  time  normalized  2D  DW  ssEPI  data  and  DW  3D-­‐‑
MS  EPI  data   is   shown   in  Figure  23.  Both  scans  were  acquired  at  1.5×1.5×1.5  mm3  
Figure 21. DW 3D-MS EPI data without the intra-slab phase correction in a) and 
with the correction in b). 
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resolution   using   full   brain   coverage.   The  
increased  SNR  of   the  DW  3D-­‐‑MS  EPI  sequence  
is  primarily  due  to  the  increased  TR  required  for  
the   2D   DW   ssEPI   to   match   the   full   brain  
coverage  demand.  
Figure   24   shows   DW   3D-­‐‑MS   EPI   data   (single  
direction  and  isoDWI)  in  the  presence  of  motion  
and   the   performance   of   the   retrospective   in-­‐‑
plane  motion  correction  technique.  In  Fig.  24a,b  
the   subject   was   instructed   to   lie   as   still   as  
possible,  in  Fig.  24c,d,  to  nod  the  head,  and  Fig.  
24e-­‐‑h   to   shake   the   head   from   left   to   right.   By  
comparing   Fig.   24b   with   Fig.   24d   and   Fig.   24f  
clear   improvement   is   seen   for   the   left-­‐‑right  
motion,  but  none  for  the  nodding  motion.  
Figure  25  shows  the  isoDWI  and  
color  encoded  FA  map  for  a  DW  
3D-­‐‑MS  acquisition  at  1.3×1.3×1.3  
mm3   resolution.   As   a  
consequence   of   the   small   voxel  
size  the  scan  time  was  increased  
to   ~40   min,   and   data   should  
serve  as  a  proof  of  concept.    
Figure 22. DW 3D-MS EPI 
isoDWIs with a) 15 mm, b) 18 
mm, c) 21 mm, and d) 30 mm 
slice thickness 
Figure 23. Comparisons of scan time 
normalized data with a) being 2D DW ssEPI, b) 
DW 3D-MS EPI, and c) SNR ratio (after 
smoothing). 
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Figure 24. DW 3D-MS EPI with a,b) no motion, c,d) rotation around L-R, and e-h)  
rotation around S-I.   
Figure 25. DW 
3D-MS EPI data 
with 1.3×1.3×1.3 
mm3 resolution. a) 
isoDWI and b) 
color encoded FA 
map. 
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4.3 DW 3D-MS EPI – PAPER II 
Figure  26  shows  the  results  from  the  SNR  simulations  where  a  DW  3D-­‐‑MS  EPI  is  
compared   against   a   conventional   2D   DW   ssEPI   used   as   gold   standard,   with  
identical   scan  parameters   and   coverage.      For   a-­‐‑d)  overlap   effects  were  discarded  
and   the   values  
correspond   to   the  
center  of  the  slab.    As  
seen   is   the   DW   3D-­‐‑
MS   EPI   sequence  
most   beneficial   at  
large   z-­‐‑FOVs   and  
with   thick   slabs   (cf.  
Fig   26a-­‐‑c).   There   is  
however   a   minimal  
TR   that   can   be   used  
before   slab   banding  
artifacts   arise.   This   is  
illustrated   in  Fig.   26d  
where   the   TR   as   a  
function   of   slab  
thickness   and   z-­‐‑FOV  
is   depicted.   The   solid  
lines  represent  2×T1  of  
GM   and   WM  
respectively.   With   a  
TR  lower  than  2×T1  of  
GM  and  WM  banding  
artifacts   will   emerge.  
In  Fig.  26e  signal  (a.u.)  versus  TR  is  plotted  as  function  of  GM  and  WM  for  the  slab  
center  (solid  lines)  and  the  overlap  zones  (dashed  lines).  Optimal  TR  for  GM  (blue  
lines)  is  ~1700    ms,  and  ~1000  ms  for  WM  at  the  center  of  the  slabs.  For  the  overlap  
zones  these  values  increase  slightly  and  becomes  ~3400  ms  for  GM  and  ~2100  for  
WM.  
The  performance  of  the  two  slab  banding  reduction  methods  proposed  is  shown  in  
Figure  27.  In  Fig.  27a  was  a  TR  of  4600  ms  used  while  in  Fig.  27b  a  TR  of  2000  ms,  
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Figure 26. Simulations: a) SNR3D versus SNR2D, b) SNR3D, 
c) SNR3D efficiency, and d) corresponding TR. e) SNR 
efficiency for the slab center (solid lines), and overlapping 
zones (dashed lines) for gray and white matter. 
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adjusted   slab   weighting   was   applied,  
while   Fourier   band-­‐‑pass   filtering  was  
used   in   Fig.   27d.   Fig.   27e   shows   the  
performance   of   the   combined   use   of  
both  methods.    
4.4 FATNAV 
The   importance   of   image   contrast   in  
the   GRAPPA   calibration   data   is  
shown   in   Figure   28.   For   R   =   4  
GRAPPA  weights  derived  from  water  
and   fat   work   reasonably   well   in  
unfolding   data,   with   some   low  
frequent  signal  changes  for  fat  derived  
weights   on   water   data,   Fig.   28g.   For  
high   acceleration   factors   the   choice  
becomes   more   critical,   as   seen   by  
inspecting  Fig.  28c,e,h,j.  Water  derived  
GRAPPA   weights   yield   unacceptable  
results,   Fig.   28e,   and   the   need   for  
content   matched   calibration   becomes  
apparent.  
In   order   to   acquire   data   that   is   as  
geometrically   correct   as   possible   the  
Figure 27. Banding artifact reduction: a) 
TR = 4600 ms (no correction), TR  = 2000 
ms with b) no correction, c) TR/T1-
adjusted slab weighting, d) Fourier band-
pass filtering, and e) combined use of 
both c) and d). 
Figure 28. GRAPPA calibration data with water a) and fat f). Data reconstructed 
with GRAPPA weights estimated from water are shown in b-c) and from fat in g-j).  
R = 4
water fat
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use   of   high   acceleration   factors   is   desired.   Figure   29   shows   FatNav   data   with  
acceleration  levels  ranging  from  R  =  1  to  R  =  8.  On  the  top  row  data  with  etl  =  1  was  
used   for  GRAPPA  weight   calibration  and  on   the  bottom  row  distortion  matched  
calibration   data   was   used.   For   low   acceleration   factors   (R   <   4)   the   choice   of   a  
distortion-­‐‑matched  calibration  is  of  less  importance,  while  clear  image  degradation  
can  be  seen  for  higher  acceleration  factors  (Fig.  29g,m).    
With  content  and  distortion-­‐‑matched  calibration  data,  the  effect  of  head  pose  was  
investigated  and  presented  in  Figure  30.  The  white  dashed  lines  denote  no  change  
in  head  pose  between  calibration  and  data  synthesis.  The  further  from  the  diagonal  
the  relative  difference  between  calibration  data  and  head  pose  increases.  Although  
a  drop  in  image  quality  can  be  seen  with  the  mismatch  the  overall  decrease  is  not  
significantly  impairing  the  shape  or  definition  of  the  fat  contour.    
Figure 29. Fully sampled data versus distortion matched calibration data for FatNav.  
GRAPPA 
calibration data











c) d) e) f) g)
i) j) k) l) m)h
Figure 30. Validity 
of GRAPPA weights 
as a function of head 
pose. The white 
dashed lines denote 
self-calibrated data 
sets with an 
increasing mismatch 
the further away from 
main diagonal. 








































4.5 COLLAPSED FATNAV 
Figure   31   shows   two   cFatNav  
data   sets   at   two   different  
resolutions   for   two   different  
parallel   imaging   acceleration  
levels.  The  upper  panel  of  Fig.  
31a-­‐‑d   shows   data  
reconstructed   from   full   data  
sets,   while   the   bottom   row   is  
from   a   reduced   data   set.  
Typical   parallel   imaging  
reduction   artifacts   are   absent.  
The   slightly   increased   noise  
level   in   the   R   =   8   data   is  
primarily   due   to   that   only   six  
k-­‐‑space   lines   were   acquired   for   the   48×48   case   (Fig.   31b)   and   four   lines   for   the  
32×32  case  (Fig.  31d).  
By  adding  the  cFatNav  readout  block  a  delay  is  introduced  between  the  ChemSat  
pulse  and  the  host  sequence  excitation  pulse.  The  effect  of   this  delay   is  shown  in  
Figure  32.  With  a  delay  corresponding  to  the  suggested  default  protocol,  Table  7,  
no  visible  degradation  of  fat  saturation  could  be  found  via  visual  inspection  of  Fig.  
32c.  For   the   longest  delay   (25  ms)  a   faint   streak   from  off   resonance  signal  can  be  
seen  at  the  posterior  part  of  the  skull.  This  delay  is  however  more  than  three  times  
longer  than  what  is  required  for  a  cFatNav  readout  (at  the  largest  matrix  size).  
Figure 31. cFatNav with 48×48 matrix and a) R = 
4, b) R = 8. 32×32 matrix with c) R = 4, and d) R = 
8 (top: full data, bottom: reduced data).  
Figure 32. Effects of 
introducing a delay between 
the ChemSat RF pre-pulse 
and the excitation. a) SpSp 
water only excitation, b) 0 
ms delay, c) 6.4 ms delay 
(default protocol), d) 15 ms 
delay, and e) 25 ms delay.   
  71 
Figure  33   shows  stability  measurements   for  
the   cFatNav  module   over   time.   In   Fig.   33a  
cFatNav   acquired   at   three   times   the  
suggested   acquisition   rate   for   8   minutes   is  
shown.  The   jitter   seen   in   the  data   is   caused  
by   registration   errors   between   the   current  
and   reference   frame   due   to   signal   intensity  
differences.   The   host   sequence´s   RF   pulses  
act  on  the  magnetization  for  both  water  and  
fat  creating  dark  bands  in  the  cFatNav  data,  
which   also   change   from   slice   to   slice.   Fig.  
33b   shows   long-­‐‑term   eddy-­‐‑currents   effects  
on   the   navigator   precision   stemming   from  
the   single   refocused   diffusion-­‐‑encoding  
gradients  (b  =  1000  s/mm2).    
DW  3D-­‐‑MS  EPI  prospectively  corrected  with  
a  cFatNav  readout  block  is  shown  in  Figure  
34.   In  Figs.   34a,b   the   subject  was   instructed  
to  lie  as  still  as  possible,  while   instructed  to  
nod   the   head   for   Figs.   34c,d.   For   all   datasets   cFatNav   data   were   acquired   in  
parallel,   however   real-­‐‑time   feedback  motion   updates  were   only   applied   for   Fig.  
34b,d.  From  Fig.  34b  it  is  clear  that  the  jitter  detected  in  Fig.  33  does  not  introduce  
any  visible  image  artifacts.  By  comparing  the  data  in  Figs.  33c,d  it  is  apparent  that  
the  cFatNav  motion  correction  improves  data  consistency.  There  is  some  residual  
blurring  still  present,  but  the  image  quality  is  overall  on  par  with  the  motion  free  
data,  Figs.  33a,b.    
Figure  34. DW 3D-MS EPI combined with cFatNav for a,b) no motion, and c,d) 
nodding motion. Prospective updates were applied for b,d) 
Figure 33. cFatNav stability 
measurements with a) three times 
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4.6 DIFFUSION-WEIGHTED IMAGING 
4.6.1 Low distortion imaging and vGRASE 
With  a  combination  of  diffusion  weighting  and  vertical  GRASE  it  was  possible  to  
acquire  EPI  data  with  reduced  geometric  distortions  for  a  given  image  matrix  size,  
where   the  width  of   each  blind  determines   the   level  of  distortions  and   the  height  
and  number  of  blinds   together  determine   the   final   image   resolution.  The  partial-­‐‑
Fourier   approach   that   reduced   the   number   of   blinds   from   five   to   three   was  
necessary   to   achieve   a   reasonable   signal   for   the   last   blind   in   the   readout   train.  
Higher  image  resolutions  than  the  192x192  attempted  would  require  more  blinds,  
and  the  image  quality  would  be  limited  by  increasing  T2-­‐‑decay  (and  T2-­‐‑blurring)  
rather  than  increased  distortions  like  in  ss-­‐‑EPI.  
Aside   from   the   challenge  with  T2-­‐‑blurring,  due   to   the   step-­‐‑wise  T2   signal  decay  
across  blinds,  the  major  component  that  had  to  be  addressed  in  DW-­‐‑vGRASE  was  
the   stimulated   echoes   due   to   the   non-­‐‑CPMG   condition.   With   a   variation   in  
duration  between  the  refocusing  RF-­‐‑pulses,   the  stimulated  echoes   that  arise   from  
the  non-­‐‑perfect  180  flip  angles  in  the  slice  are  no  longer  coherent  with  the  regular  
spin-­‐‑echoes,   generating   signal   voids   in   the   reconstructed   data,   both   for   the   T2-­‐‑
weighted  and  the  diffusion  weighted  images.  Our  first  approach  was  to  make  the  
slices   sharper,   and   thereby   obtain   a   flip   angle   distribution   tighter   around   180  
degrees  and  weaken   the  stimulated  echo  pathways.  The  second  approach  was   to  
vary  the  crusher  areas  from  one  refocusing  pulse  to  the  next,  effectively  dephasing  
all  non-­‐‑spin-­‐‑echo  pathways.  This   latter  approach  was  found  much  more  effective  
in  dealing  with  the  problem.  With  the  crusher  alterations   in  place,   little  gain  was  
achieved   with   better   RF   pulses.   In   the   interest   of   shortening   the   effective   TE  
standard  RF  pulses   could   therefore  be  used,  with  maintained   image  quality.  The  
relative  difference  in  crusher  area  must  however  be  large  enough  to  produce  both  
FID  spoiling  from  each  refocusing  pulse  and  enough  incoherence  in  the  stimulated  
echoes   (so   they   do   not   contribute   to   the   signal).      At   the   same   time   the   crusher  
gradients  cannot  be  so  large  that  they  add  additional  diffusion-­‐‑weighting  along  the  
readout   train   or   significantly   increases   the   sequence   time.   The   problem   with  
stimulated  echoes  was  found  more  prominent  at  3T  than  at  1.5T.  
With   three   blinds   covering   a   partial-­‐‑Fourier   k-­‐‑space,   the   order   the   blinds   are  
played  out  makes  a  difference  in  the  image.  If  the  central  blind  is  acquired  first  in  
the  readout  train,  a  short  effective  TE  is  achieved  but  the  noise  in  the  outer  parts  of  
k-­‐‑space  is  elevated.  With  the  central  blind  instead  acquired  last,  the  outer  parts  of  
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k-­‐‑space   are   better   preserved,   and   this   was   the   preferred   choice   after   visual  
inspection  of  DW-­‐‑vGRASE  images  acquired  in  both  ways.  To  reduce  the  high-­‐‑pass  
filtration   that   result,   an   intensity   normalization   of   the   blinds  was   suggested   and  
evaluated.   As   this   was   performed   in   the   k-­‐‑space   domain,   it   cannot   account   for  
differences  in  T2  between  tissues,  and  will  never  be  able  to  completely  compensate  
for  the  T2-­‐‑decay.  
DW-­‐‑vGRASE  is  a  single-­‐‑shot  technique  that  is  not  subject  to  the  random  diffusion  
phase  issue  in  the  same  way  as  multi-­‐‑shot  sequences.  Nevertheless,  DW-­‐‑vGRASE  
cannot  ignore  the  diffusion  phase  as  it  is  conjugated  between  RF-­‐‑refocusing  pulses  
while   the   signal   phase   is   negated.   To   overcome   this   a   tailored   phase   correction  
method  was  introduced  to  counteract  the  inconsistency  between  the  blind  readouts  
involving  the  central  blinds  of  the  T2-­‐‑weighted  and  the  diffusion-­‐‑weighted  data.    
The  vGRASE  readout  comes  with  a  trade-­‐‑off  between  TE,  resolution  and  geometric  
distortions.  Larger  matrices  than  the  proposed  192  ×  192  matrix  is  possible  but  will  
result   in   increased  distortions   and  T2-­‐‑blurring.   For   a   fixed  distortion   level,  more  
blinds   are   needed   at   higher   resolution,   but   this  will   further   increase   T2-­‐‑blurring  
artifacts   due   to   the   longer   train   and   give   a   longer   effective   TE.   One   could   also  
reduce  the  matrix  size,  and  use  smaller  blinds,  giving  both  less  T2-­‐‑blurring,  lower  
distortions   and   lower   TE.   To   bear   in   mind   is   that   as   the   vertical   blinds   are  
narrowed  in  the  frequency  encoding  direction,  data  is  to  a  larger  extent  read  out  on  
the   gradient   ramps,  which   also  decrease   in   size   and  makes   the   k-­‐‑space   traversal  
slower  and  less  efficient.  
Seen  to  the  relative  time  spent  reading  out  data,  the  DW-­‐‑vGRASE  sequence  could  
be  argued  being  relatively  scan  efficient,  and  it  is  clear  that  a  noticeable  reduction  
in   image   distortions   is   achieved   by   this   segmented   readout   approach.   The  
increased  TE  (due  to  the  multiple  readouts)  does  however  give  the  regular  2D  DW-­‐‑
ssEPI   an   SNR   advantage   in   comparison.  With   shorter   readout   times   for   the   2D  
DW-­‐‑ssEPI,  the  minimum  TR  for  a  given  number  of  slices  is  also  shorter,  giving  the  
latter  further  advantages.  
4.6.2 Multi-Slab Imaging 
A  DW  3D-­‐‑MS  EPI  acquisition  is  basically  a  spin  echo  EPI  sequence  with  two  RF-­‐‑
refocused   readouts   and   a   diffusion   preparation,   where   only   the   first   readout   is  
Fourier   encoded   in   the   slab   direction.   The   slabs   are   acquired   in   a   interleaved  
fashion   (unlike   e.g.   time-­‐‑of-­‐‑flight   (TOF)  multi-­‐‑slab   imaging   that   is   acquired   one  
slab  after  each  other  to  achieve  the  desired  in-­‐‑flow  effect),  with  an  updated  phase  
encoding  step  in  kz  between  each  TR.  Compared  to  DW-­‐‑vGRASE,  DW  3D-­‐‑MS  EPI  
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has   like  ss-­‐‑EPI  a  higher  distortion   level   for  a  given   in-­‐‑plane  matrix  size.  The  DW  
3D-­‐‑MS  EPI  sequence  has  however  significantly  higher  SNR  efficiency  than  both  ss-­‐‑
EPI  and  DW-­‐‑vGRASE,  making  it  much  more  interesting  to  develop  further.    
For   any   2D   imaging,   the   slice   resolution   is   determined   by   the   composite   slice  
profile  of  the  excitation  and  refocusing  RF-­‐‑pulses.  A  perfect  box-­‐‑shaped  profile  is  
therefore   only   a   theoretical   concept.   Specific   to   EPI,   a   robust   and   strong   fat-­‐‑
suppression  is  preferred  in  favor  of  better  slice  profile  fidelity,  which  has  led  to  the  
wide  use  of  SpSp  RF  excitation  pulses.  While  not  specific  to  DW  MRI,  a  bad  slice  
definition   the   tissue   in   the   imaged  voxels  will  be  weighted  by   the  slice  profile   in  
the  slice  direction,  creating  an  comb  like  weighting   filter  of   the   tissue   in   the  slice  
direction   over   the   entire   volume.   Tissue  microstructure   at   the   center   of   the   slice  
will   contribute  more   to   the   signal   than   tissue  at   the  edges.  One  can   imagine   that  
this   is  not   ideal   for  advanced  diffusion   imaging  or   fiber   tracking,  although   it  has  
been  outside  the  scope  of  this  work  to  try  to  show  this  effect  in  experiments.  At  any  
rate,   for  multi-­‐‑slab   DWI   the   slice   profile   is   perfectly   rectangular   as   it   is   Fourier  
encoded,   leading   to  unarguably  more  well-­‐‑defined  voxels.  Moreover,   the   thicker  
excitation   volume   of   multi-­‐‑slab   DWI   implies   that   RF   pulses   with   higher  
bandwidths   may   be   used   without   reaching   the   gradient   amplitude   limitations.  
This  shortens  the  RF  pulses  in  time  and  leads  to  a  shortened  pulse  sequence.  
The  major  obstacle   in  reconstructing  multi-­‐‑slab  data   is   to  seamlessly  combine  the  
slabs   into  one  full  volume  without  slab  banding  artifacts.  We  discovered  early   in  
the  implementation  process  that  the  slab  profile  is  of  great  importance  and  that  the  
default  RF  pulses  needed   to  be   replaced.  The  default  SpSp  RF  excitation  pulse   is  
excellent  it  its  role  to  only  exciting  water,  but  the  resulting  slab  definition  is  quite  
poor.  As  a  result,  it  has  to  be  made  significantly  wider  to  match  the  FWHM  criteria  
for   the   combined   slab   thickness.   This   effect   becomes   a   cross-­‐‑talk   issue   for   2D  
acquisitions   but   is   otherwise   not   seen   in   the  data.   For  multi-­‐‑slab   scans,   the   non-­‐‑
rectangular   slab  profile   is  exposed  and  results   in   severe  banding  artifacts  and  an  
uneven  tissue  saturation.  
We  therefore  chose  to  use  a  separate  non-­‐‑spatially  selective  fat-­‐‑sat  (ChemSat)  pulse  
followed  by  an  SLR  optimized  sharp  RF  excitation  of  our  choice,  and  so  also  for  the  
refocusing   pulse.   The   consequence   of  more  well-­‐‑defined   RF   pulses   is   longer   RF  
pulse   durations   and   therefore   also   sequence   duration,   but   with   excessive   over-­‐‑
scaling  of  the  slices  is  on  the  other  hand  no  longer  needed  to  meet  the  prescribed  
slice  thickness,  with  less  cross-­‐‑talk  as  a  result.    
Another  issue  in  the  strive  for  sharper  slices  or  slabs  is  to  get  the  right  flip  angle  in  
the   central   part   of   the   FOV.   We   have   found   it   often   necessary   to   alter   the   RF  
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transmit   gain   somewhat   to   get   a   better   overall   flip   angle   across   the   object.   We  
believe   this   has   to   do   with   that   the   auto-­‐‑gain   setting   in   the   prescan   primarily  
optimizes  the  flip  angle  for  tissues  close  to  the  receiver  coil  elements  as  the  signal  
there  is  much  stronger.  
As   the   slab   thickness   and  profile   scales   linearly  with   the   slab   selection   gradient,  
increasing   the   slab   thickness   forces   more   overlap   in   units   of   phase   encodes,  
although  the  percentage  overlap  remains  the  same.  To  optimize  the  scan  coverage,  
it   is   therefore   important   to   choose   the   separation   of   the   RF-­‐‑pulses   such   that   the  
overlap  is  minimized.  Disregarding  patient  motion,   the   ideal  overlap  would  be   if  
two  adjacent  slabs  could  be  combined  with  one  shared  Fourier  encoded  slice.  For  a  
flat  SNR  across  the  imaged  volume  the  signal  contribution  each  both  slab  into  this  
overlapping   position   should   be   1/√2.   Even  with   this   ideal   configuration,   at   least  
one  more  Fourier  encoded  slice  must  be  added  on  either  side  of  each  slab  to  avoid    
wrap-­‐‑around  artifacts,   leading  to  a  minimum  overlap  of  three,  in  units  of  Fourier  
encoded   slices.   For   a   more   robust   slab   combination   and   for   motion   correction  
purposes,   the   DW   3D-­‐‑MS   EPI   data   presented   in   this   thesis   have   however   been  
acquired  with  an  overlap  of  four  slices.  
The   key   component   in   the  DW   3D-­‐‑MS   EPI   reconstruction   is   however   the   phase  
correction.  Without  a  properly  working  phase  correction  the  slice  direction  Fourier  
transform  would  not  be  possible,   as   each  kz  encode  would  have   its  own  Fourier  
phase   and   a   unique   diffusion   phase.   The   method   presented   relies   on   that   the  
diffusion   phase   is   slowly   varying,   with   a   spatial   resolution   one   the   order   of  
centimeters  that  is  approximately  constant  across  the  z-­‐‑direction  of  the  slab.  Phase  
changes  with  higher  spatial  frequency  content  would  therefore  be  left  uncorrected,  
as  it  can  only  detect  in-­‐‑plane  variations.  Beyond  a  slab  thickness  of  ~30-­‐‑35  mm,  the  
3D   diffusion   phase   in   the   slab   cannot   be   sufficiently   removed   using   only   a   2D  
navigator,   which   is   why   narrower   slab   thicknesses   were   used   throughout   this  
thesis  work.  
4.6.3 2D versus 3D 
The  DW   3D-­‐‑MS   EPI   sequence  was   consistently   shown   to   be  more   SNR   efficient  
than  2D  DW-­‐‑ssEPI   in  both  SNR  efficiency   simulations  and   scan-­‐‑time  normalized  
phantom  and  volunteer  scans.  This,  despite  that   the  shorter  sequence  duration  of  
DW-­‐‑ssEPI  allows  for  more  excited  slices  per  unit  of  time  than  DW  3D-­‐‑MS-­‐‑EPI.  RF  
slice   profiles   aside,   the   3D   approach   is   most   competitive   for   large   z-­‐‑FOVs   and  
many  kz  encodes.  This  is  largely  due  to  that  excessively  long  TRs  can  be  avoided  
with  DW  3D-­‐‑MS  EPI  for  a  large  z-­‐‑FOVs,  since  the  number  of  slabs  needed  are  less  
than  the  corresponding  number  of  slices  necessary  for  2D  DW-­‐‑ssEPI.  For  long  TRs,  
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beyond   the   regime   of   T1-­‐‑relaxation   of   the   brain   parenchyma,   the   scan   time  
increases  without  any  additional  signal  gain.  
Consequently,  full  brain  DWI  scans  with  a  limited  number  of  thick  slabs  tends  to  
be   the   ideal   combination   for  3D-­‐‑MS  EPI.  One  may  calculate  an  optimal  TR  w.r.t.  
SNR   efficiency,   where   the   benefit   of   shorter   scan   times   at   shorter   TRs   is  
counteracted   by   the   reduced  Mz   recovery   (or   increased   T1-­‐‑w)   for   the   tissues   of  
interest.  For  GM/WM,  the  optimal  TR  is  around  2  s  by  just  taken  these  effects  into  
account.  
However,  with  different  T1  weighting  of   the   tissue  at   the   center   and  at   the   slab-­‐‑
overlapping  regions  (exposed  to  twice  as  many  excitations),  slab-­‐‑banding  artifacts  
occur  for  TRs  near  the  SNR  optimal  value.  In  this  thesis  work,  we  have  had  a  low  
tolerance   to   slab   banding   artifacts   as   we   find   this   both   introduces   a   spatially  
periodic   SNR   across   the   volume   and   leads   to   banded   isoDWI   data.   In   addition,  
quantitative  effects  arise  in  the  presence  of  head  motion.  For  clinical  use  of  the  DW  
3D-­‐‑MS   EPI   sequence,   we   would   suggest   that   TRs   below   3000   ms   should   be  
avoided,   noting   that   slab   boundary   artifacts  will   be   reduced   even   further   at   yet  
higher  TRs.    
To  enable  a   reduction  of   the  TR   towards   the   theoretical  SNR  optimal  value  with  
minimal  slab  banding  artifacts,  we  have  proposed  two  filtering  methods.  One  that  
operates   on   the   slabs   before   slab   combination   and   the   other   that   attempts   to  
remove   signal   fluctuations   in   the   final   3D   volume  using   a   band-­‐‑pass   filter.   Both  
methods  were  successful   in  reducing  the  slab  banding  for  a  short  TR  of  2000  ms,  
with   a   slight   advantage   for   the  Fourier  band-­‐‑pass   filtering   approach.  Combining  
the  two  did  not  result  in  any  direct  benefit.    For  both  methods  to  work  optimally,  
all  imaged  tissue  would  need  to  have  approximately  the  same  T1  value.  For  DWI  
data,  where   long-­‐‑T1   tissues   like  CSF   are   suppressed,   this   is   not   a   too   bad   of   an  
approximation.  In  the  absence  of  motion,  both  filters  work  as  point  operators  and  
do  not   interfere  with   the   calculation  of  parametric  maps  during  post  processing.  
Nevertheless,   it   is   important   to   consider   both   methods   primarily   as   an   aid   for  
visualization,   and   not   as   a   pure   correction   method   for   the   T1   saturation.   The  
visualization  aspect  becomes  important  when  e.g.  the  isoDWI  or  T2-­‐‑w  (b=0)  data  is  
being   reformatted   into   other   scan   planes,   where   a   periodic   banding   would   be  
distracting  for  the  radiologist.    
4.6.4 Challenges 
For  DW  3D-­‐‑MS  EPI  to  become  a  serious  contender  to  2D  DW-­‐‑ssEPI,  the  main  issue  
is   the   minimum   scan   time   for   a   given   set   of   diffusion   directions.   For   research  
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applications,   where   volunteers   most   often   are   motivated   and   cooperative,   a  
prolonged   scan   time   is   less   of   a   hindrance.   The   ability   to   reach   high,   SNR   rich,  
isotropic   resolution   can   reasonably   be   justified   with   the   extent   of   the   scan   time  
increase.  
For  clinical  situations,  where  time  is  more  critical  and  patient  cooperation  cannot  
be  taken  for  granted,  the  DW  3D-­‐‑MS  EPI  protocol  has  to  be  more  strictly  adapted.  
The  current  suggested  protocol  (1)  is  using  two  or  three  T2-­‐‑weighted  volumes  (for  
parallel   imaging   self-­‐‑calibration)   and   six   to   eight   diffusion   encoding   directions,  
yielding   a   ~3:30   minute   scan   time   at   2.0×2.0×2.0   mm3   resolution   with   full   brain  
coverage.  Although  fewer  diffusion  directions  are  possible  compared  to  a  2D  DW-­‐‑
ssEPI  in  the  same  scan  time,  the  ability  to  do  reformats  and  treating  the  diffusion-­‐‑
weighted  data  as  any  other  3D  acquisition  is  valuable   in  many  clinical  situations.  
There  has  been  a  gradually  increasing  demand  for  3D  sequences  over  the  last  years  
and   hopefully   this   DW   3D-­‐‑MS   EPI   sequence   can   be   a   suitable   workhorse   for  
clinical  diffusion-­‐‑weighted  imaging.    
4.7 MOTION CORRECTION 
4.7.1 Fat navigators 
While   other   recently   proposed   image   domain  motion   navigators,   like   vNav   and  
PROMO,  use  the  water  magnetization  of  the  brain,  the  FatNav  method  is  selective  
on   the   fat   signal   in   the   head,  which   largely  means   the   subcutaneous   fat   and   fat  
around   the   eyes.  With   FatNav,   the   idea   is   that   the   interleaved  motion   navigator  
does   as   little  harm   to,   or  use  of,   the  diagnostically   relevant  magnetization   in   the  
brain.  Except  for  the  fat  in  the  neck  region,  the  fat  signal  in  the  FOV  moves  rigidly  
with  the  brain,  making  it  possible  to  directly  apply  motion  estimates  derived  from  
fat  signal  data  to  the  brain  data  acquired  with  the  host  pulse  sequence.  
For  a  quick  data  readout   for   the  FatNav  module,  an  accelerated  EPI-­‐‑readout  was  
chosen.  Even  if  the  FatNav  EPI  data  is  of  low  resolution,  geometric  distortions  will  
be  present  to  some  extent,  especially  at  3T.  As  these  distortions  change  character  as  
the  head  is  rotated,  the  apparent  shape  of  the  head  in  the  FatNav  data  may  change  
and   lead   to   bias   in   the   motion   estimates.   Parallel   imaging   techniques   such   as  
GRAPPA   reduces   the   amount   of   distortions   by   the   acceleration   factor   R.   In   this  
work,  parallel  imaging  acceleration  factors  ranging  from  R  =  1-­‐‑8  were  attempted  on  
an  8-­‐‑channel  receive  only  head  coil.  For  a  SENSE  reconstruction  using  an  8-­‐‑channel  
coil,   the   reconstruction   problem   becomes   strictly   underdetermined   if   R   >   8,   but  
notable  reconstruction  errors  (g-­‐‑factor  noise)  usually  occurs  already  around  R  =  4.  
For  GRAPPA,  the  matrix  for  the  GRAPPA  weight  estimation  can  be  invertible  even  
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if  R  is  larger  than  the  number  of  coil  elements  as  the  number  of  ACS  lines  (i.e.  the  
amount  of  calibration  data)  determines  the  ‘tall-­‐‑ness’  of  this  matrix.  Still,  R  factors  
again  around  4  or  higher  usually  gives  unacceptable  data  for  regular  imaging  due  
to  g-­‐‑factor   limitations,  since   there   is  not  enough  discrepancy  between  the  coils   to  
solve  the  system  in  a  stable  manner  without  structured  noise  amplifications.    
For  FatNav,  the  situation  is  different.  With  the  imaged  fat  signal  located  mostly  in  
the   skull  near   the   coil   elements,   the  FatNav  data  become  well   suited   for  parallel  
imaging.  At  R  =  8,  both  distortions  and  readout-­‐‑time  can  be  significantly  reduced  
without  significant  reconstruction  errors,  which  improves  both  scan  efficiency  and  
image  registration.  A  core  enabler  for  these  high  acceleration  factors  is  a  carefully  
performed  GRAPPA  calibration  and  calibration  scan.  A  lot  of  effort  was  therefore  
put  into  determining  how  this  should  be  performed.  It  was  found  that  a  calibration  
scan   that   has   the   same   contrast   and   the   same   distortion   level   as   the   intended  
navigator   is   the  optimal   choice.   It  might   seem   slightly   counter-­‐‑intuitive  but   is   in  
good   compliance   with   previous   studies   (29).   This   also   holds   when   motion   is  
introduced.    
Our   experiments   showed   that   high   acceleration   factors   (R   =   8)   produces  motion  
estimates  with   less  bias  compared  to  R  =  2  FatNav  scans.  We  can  also  with  a  fair  
amount  of  confidence  attribute   the  errors   for   the  R  =  2  scans  to   the  distortions  as  
the   bias   is   largely   negated   when   the   distortion   direction   is   changed.   This  
systematic   bias   seemed   to   be   less   influential   on   the   rotational   parameters,   but  
further   work   is   needed   to   quantify   the   accuracy   in   detail.   For   these   sagittal  
FatNavs  the  frequency  encoding  direction  was  played  out  in  the  superior-­‐‑inferior  
direction.   In   this  way   tissue   outside   the   FOV,   primarily   the   neck   and   shoulders  
could  be  prevented  from  folding  back  into  the  image.  
For  other  fast   imaging  techniques,  e.g.  spiral  (used  in  PROMO),  off-­‐‑resonances  in  
the  object   results   in   image  blurring.  One  could  argue   that   this  would  be  a  better  
readout   than   EPI   as   there   is   no   net   shift   of   the   anatomy.   This   is   an   alternative  
readout  for  FatNav,  but  to  make  it  short  enough  and  with  minimal  blurring,  also  
the  spiral  readout  would  ideally  need  to  be  as  highly  accelerated.  For  spiral,  non-­‐‑
Cartesian  parallel  imaging  reconstruction  is  necessary.  While  we  not  yet  have  any  
experience  with  this  type  of  reconstruction,  it  will  be  more  computational  intensive  
compared  to  Cartesian  EPI,  which  may  or  may  not  increase  the  feedback  time  for  
prospective   motion   correction   using   FatNav.   Depending   on   future   accuracy  
measurements  for  our  EPI  based  FatNav  in  a  prospective  feedback  setting,  a  spiral  
readout  may  be  considered  trying  as  well.  
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Common   for   image-­‐‑based  navigators   like  PROMO,  vNav,  and  FatNav   is   that   for  
movements  in  the  sagittal  plane,  the  upper  part  of  the  neck  does  not  move  rigidly  
with  the  brain.  This  leads  to  wrong  motion  correction  parameters  if  these  regions  
are  not  masked  out.  In  PROMO  this  has  been  addressed  by  using  an  adaptive  mask  
(ROI)  that  follows  and  only  includes  the  brain  for  the  registration.  For  FatNav,  we  
have  not  yet  worked  out   a   fully   automated  masking  algorithm   that   excludes   the  
neck  and  jaw.  For  now,  we  have  simply  applied  a  mask  to  the  lower  (inferior)  30%  
of   the   FOV   to   exclude   the   neck   region.   Attempts   were   also   done   with   a   more  
conservative  mask  that  removed  more  of  the  inferior  part  of  the  FOV,  but  this  did  
not   improve   the   quality   of   the   registration.   With   an   automated   mask   not  
dependent  on  the  placement  of  the  head  in  the  FOV,  the  image  registration  could  
be  further  improved  and  is  a  prerequisite  for  any  clinical  use.  
For   the   initial   experiments  with   the   FatNav,   only   one   sagittal   image   plane  were  
acquired,  hence  only  nodding  motion  within   that  plane   could  be  detected.   For   a  
complete  motion  correction  procedure  this  is  not  sufficient  and  the  FatNav  module  
should  capture  full  3D  rigid  body  movements.  This  was  the  main  aim  of  the  follow  
up  work  with  the  collapsed  FatNav  method.  
4.7.2 Collapsed fat navigators 
With  collapsed  FatNav  (cFatNav)  the  single  EPI  readout  of  the  original  sagittal  2D  
FatNav  module  was  replaced  with  three  orthogonal  2D  EPI  projection  readouts  to  
capture  motion  in  3D.  By  placing  the  three  EPI  readouts  directly  after  the  non-­‐‑slice  
selective  ChemSat  RF  pulse,   only   the  duration  of   the   readouts  was   added   to   the  
total  sequence  time  for  host  pulse  sequences  such  as  EPI  based  DWI  that  already  
need   the  ChemSat  RF  module   for   its   fat   saturation.  As   the   cFatNav   readout  was  
implemented   in   the   vendor’s   generic   ChemSat   source   code   module   that   is  
compatible   with  multiple   sequences,   it   is   straightforward   to   broaden   the   use   of  
cFatNav  for  other  (non-­‐‑diffusion)  pulse  sequences  in  future.  Similar  to  the  original  
FatNav   technique,  very  high  parallel   imaging  acceleration   factors  has  been   show  
possible   for   cFatNav   (R   =   8),   and   as   a   result   the   total   readout  duration   for   three  
projection  planes  can  be  limited  to  only  a  few  milliseconds.    
For  DW  3D-­‐‑MS  EPI,  with   an   acquisition   time  per   volume  of   ~20-­‐‑30   seconds,   the  
efficacy  of  volume-­‐‑to-­‐‑volume  retrospective  motion  correction  is  questionable  as  it  
is  only  be  able  to  correct  for  very  slow  movements.  In-­‐‑plane  motion  correction  has  
been   shown   possible   in   this   thesis,   using   the   diffusion-­‐‑phase   navigators,   but  
cannot  correct   for  any  out-­‐‑of-­‐‑plane  movements.  Combining  DW  3D-­‐‑MS  EPI  with  
cFatNav   is   hence   helpful.   With   a   sequence   time   of   ~170   ms,   the   addition   of   a  
cFatNav   readouts  would   result   in   only   a   ~3-­‐‑4%   scan   time   increase.   For   2D  DW  
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ssEPI   (with  a   read-­‐‑out  of  ~120  ms)  motion  updates  would  occur  at  6  Hz  and   the  
increased   sequence   time   would   be   about   5-­‐‑6%,   which   should   be   justified   in   a  
clinical  context.    
Despite   the   perceived   lack   of   sparsity   in   the   reconstructed   images   acceleration  
factors  similar  to  that  of  our  original  2D  FatNav  was  shown  possible.  This  is  likely  
due  to  that  the  subcutaneous  fat  is  well  separated  in  space  and  located  close  to  the  
individual  receiver  coils,  and  that  little  fat  is  located  in  the  central  parts  of  the  brain  
where  the  coil  geometry  factor  is  high.  In  its  current  implementation,  the  cFatNav  
GRAPPA   weights   and   gradient   delay   compensation   are   calculated   once   at   the  
beginning   of   the   scan.   If   large   head  movements   are   detected,   new   data   set   and  
calibration   could   be   obtained   if   necessary,   at   the   cost   of   ~1   second   of   missed  
updates.  For  image  intensity  stability  reasons  it  was  found  that  using  the  same  ky  
dephasing   gradient   amplitude   for   all   acquired   navigators   was   preferable,   as  
opposed  to  continuously  changing  the  dephasing  gradient,  the  latter  which  would  
allow  for  the  estimation  of  new  calibration  data  every  Rth  excitation.  
There  was  initially  a  concern  that  there  would  be  drifts  in  the  navigator  data  due  to  
the  increased  system  load,  e.g.  B0  drifts  causing  a  translation  offsets.  When  testing  
this,  using  a  three-­‐‑fold  acquisition  rate,  no  drift  was  observed  over  an  eight-­‐‑minute  
acquisition.  With  diffusion-­‐‑encoding  gradients  applied,  a  smaller  TR-­‐‑periodic  drift  
of  the  motion  estimates  could  be  observed  due  to  long  term  eddy  currents  from  the  
previous  TR.  How  to  address  these  fluctuations  will  be  a  subject  for  future  work,  
optimizing  the  entire  motion  correction  procedure  and  data  feedback.  
By  inserting  the  cFatNav  readout,  a  delay  is  introduced  between  the  ChemSat  RF  
pulse  and  the  initial  excitation  RF  pulse  of  the  host  sequence.  It  was  at  first  unclear  
whether  this  gap  would  result  in  a  reduced  fat  saturation.  However,  our  tests  show  
that  the  delay  needs  to  be  roughly  four  times  that  of  the  duration  of  the  cFatNav  
readouts  used  for  DW  3D-­‐‑MS  EPI  to  have  any  bad  influence  on  the  fat  saturation  
performance.  
With   cFatNav   played   out   for   each   slice,   the   previously   excited   slice   by   the   host  
pulse   sequence   could   be   observed   as   dark   bands   across   the   cFatNav   projection  
images.  I.e.  while  cFatNav  has  no  impact  on  the  host  sequence,  the  latter  affects  the  
data  of  the  cFatNav  since  its  excitation  is  not  spectrally  selective  on  water.  Because  
of  this,  a  slight  jitter  could  be  seen  in  the  acquired  motion  estimates  that  correlate  
with   this   banding   from   the   host   sequence   excitations.   To   dampen   this   jitter,  
temporal  averaging  may  be  performed  (at  the  expense  of  temporal  resolution),  or  
importance  weighting  (excluding  the  dark  bands)  can  be  applied  when  performing  
the  realignment.  We  will  explore  both  these  options  next.  
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When   combining   cFatNav   with   DW   3D-­‐‑MS   EPI   in-­‐‑vivo,   no   apparent   image  
degradation   was   found   in   the   absence   of   motion   with   the   prospective   motion  
correction   turned   on.   For   the   controlled   nodding   motion   experiments,   a   clear  
improvement   in   image   quality   could   be   seen   with   the   cFatNav   prospective  
correction   applied.   This,   despite   the   quite   crude   realignment   procedure   that   has  
been  used  this  far.  To  correctly  address  the  full  3D  motion,  a  more  advanced  model  
for   extracting   motion   estimates   will   have   to   be   used,   e.g.   projection-­‐‑to-­‐‑volume  
algorithms  for  registration.  
It   should   be   noted   that   cFatNav   is   a   navigator   that   is   not   uniquely   designed   to  
work  with  DW  3D-­‐‑MS  EPI.  It  was  implemented  to  be  easily  combined  with  other  
pulse  sequences  such  as  T2-­‐‑w  FSE  sequences.  Depending  on  whether  fat  saturation  
of  the  FSE  image  data  is  desired,  the  ChemSat  RF  pulse  flip  angle  could  be  set  to  
either  a  few  degrees  (for  minimal  fat-­‐‑sat  effect)  or  90  degrees.    
By   combining   the   cFatNav  module  with   the  DW   3D-­‐‑MS  EPI   sequence,  we   have  
taken   a   first   step   to   a   prospective   motion   corrected   high-­‐‑resolution   diffusion-­‐‑
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