ABSTRACT High-contrast imaging and spectroscopy provide unique constraints for exoplanet formation models as well as for planetary atmosphere models. Instrumentation techniques in this field have greatly improved over the last two decades, with the development of stellar coronagraphy, in parallel with specific methods of wavefront sensing and control. Next generation space-and ground-based telescopes will allow the characterization cold solar-system like planets for the first time and maybe even in situ detection of bio-markers. However, the growth of primary mirror diameters, necessary for these detection, comes with an increase of their complexity (segmentation, secondary mirror features). These discontinuities in the aperture can greatly limit the performance of coronagraphic instruments. In this context, we introduced a new technique, Active Correction of Aperture Discontinuities -Optimized Stroke Minimization (ACAD-OSM), to correct for the diffractive effects of aperture discontinuities in the final image plane of a coronagraph, using deformable mirrors. In this paper, we present several tools that can be used to optimize the performance of this technique for its application to future large missions. In particular, we analyze the influence of the deformable setup (size and separating distance) and found that there is an optimal point for this setup, optimizing the performance of the instrument in contrast and throughput while minimizing the strokes applied to the deformable mirrors. These results will help us design future coronagraphic instruments to obtain the best performance.
1. INTRODUCTION 1.1. Context The current generation of high-contrast imaging instruments Beuzit et al. 2008; Martinache & Guyon 2010; Oppenheimer et al. 2012) have already detected several exoplanets (Marois et al. 2008; Lagrange et al. 2009; Kuzuhara et al. 2013; Rameau et al. 2013; Bailey et al. 2014; Macintosh et al. 2015) and obtained their first spectra (Bonnefoy et al. 2016; Chilcote et al. 2017; Rajan et al. 2017) . Installed on ground-based 8m class telescopes, these facilities benefit from important improvements in adaptive optics (AO, Sauvage et al. 2007; Wallace et al. 2009 ) and coronagraphy (Soummer et al. 2003; Rouan et al. 2000) to reach 10 −6 contrast levels and image young, bright Jovian planets. The characterization of these nearby exoplanets has already helped us to better understand the formation and evolution of exo-planetary systems.
Coronagraphs on these current generation of groundbased Extreme-AO systems were designed taking into account the central obscuration, but not the secondary support structures (Soummer 2005) . With the emergence of future projects relying on telescope geometries that can be heavily segmented, or with large secondary and spiders either from the ground (Extremely Large Tele- Macintosh et al. 2006; Kasper et al. 2008; Davies et al. 2010; Quanz et al. 2015) or from space, such as LUVOIR (Large UV/Optical/IR Surveyor, Dalcanton et al. 2015) and WFIRST (Wide Field Infrared Survey Telescope, Spergel et al. 2015) , the need for solutions that optimize coronagraph performances for all features in the aperture is becoming more pressing.
Several static (e.g relying on printed phase/amplitude masks in the pupil/image plane of the instrument) coronagraph solutions have been proposed over the past few years: APLC (Apodized pupil Lyot coronagraph, Soummer et al. 2007 ; N' Diaye et al. 2016) , PIAACMC (PhaseInduced Amplitude Apodization complex mask coronagraph, Guyon et al. 2005 Guyon et al. , 2014 , or apodized Vortex (Ruane et al. 2016; Fogarty et al. 2017b ). We chose another approach and introduced a new technique, Active Correction of Aperture Discontinuities -Optimized Stroke Minimization (ACAD-OSM), in a previous paper -hereafter ACAD-OSM I. This method relies on deformable mirrors (DMs), to compensate for the diffraction associated with spiders and segment gaps in a high-contrast imaging instrument. This DM-based solution was inspired by the ACAD-ROS (Active Compensation of Aperture Discontinuities -Ray Optics Solution) technique presented in Pueyo & Norman (2013) , but uses a different algorithm to calculate the deformation of the active surfaces. ACAD-ROS was using a geometric optics approach to "fill the gaps" in the pupil. ACAD-OSM, on the other hand, directly aims at correcting for the diffractive effects of aperture discontinuities to create a dark hole (DH) in the final image plane of a coronagraph. It is derived from a linear correction algorithm (stroke minimization, Pueyo et al. 2009 ), designed to correct for small phase and amplitude aberrations and using an interaction matrix linking DM commands to their effects in the science focal plane. However, be-cause of the important strokes necessary to correct for the effects of aperture discontinuities, this kind of linear algorithms quickly diverge in this case. ACAD-OSM is therefore re-computing the interaction matrix several times as the correction process changes the wavefront shape. This approach makes it very similar to linear active algorithms that were developed to correct for "small" phase and amplitude aberrations (e.g. Baudoz et al. 2006; Bordé & Traub 2006; Give'On et al. 2007; Riggs et al. 2016) , except that the DMs can now reach strokes of up to several hundred nanometers, which are necessary to correct for aperture discontinuities. In ACAD-OSM I, we presented the essence of this new algorithm and highlighted its key features:
• The contrast achievable with ACAD-OSM can be orders of magnitude deeper than using ACAD-ROS for a variety of telescope apertures. The capabilities of this technique are illustrated by showing that for three aperture geometries (WFIRST, E-ELT and LUVOIR-like) the final contrast for a 10% bandwidth (BW) was at least 10 −9 .
• The contrast obtained by the ACAD-OSM solution is a weak function of the BW, suggesting that the ultimate BW of such and instrument will be driven by the correction of wavefront errors, not aperture discontinuities. More importantly, we identified that there exists a well behaved regime of DM setups for which the chromatic response of ACAD-OSM follows the theoretical predictions from Shaklan & Green (2006) .
• Wavefront control commands can be superposed on to DM shapes calculated with ACAD-OSM, thus providing a simple active framework to compensate simultaneously for aperture discontinuities, surface figure errors, small segment and coronagraph elements misalignments as well as for phase and amplitude errors.
However, in ACAD-OSM I, we did leave open three important questions. First, we did not explore the trades between contrast (e.g how much does the stellar host is suppressed by the instrument) and throughput (e.g how much of the planet flux is propagated through the instrument). Such trades are extremely relevant when trying to optimize the Signal to Noise Ratio (SNR) of an exo-planet and depend both on the choice coronagraph architecture and of the ACAD-OSM DM shapes. Second, we only suggested that the geometry of the DM setup (size of the DMs, separation between them) had an influence on the final performance of ACAD-OSM, by showing a few examples of possible setups. In reality, the study of the whole continuum of solutions, which has been recently presented in the case of "small" wavefront aberration control by Beaulieu et al. (2017) , is primordial to push this technique to its limits. It remains to be studied in the more challenging case of aperture discontinuities. Third, we did not discuss at all the impact of low order spatial aberrations, namely jitter and stellar angular size on the final contrast after ACAD-OSM. In the present paper, we tackle these questions in order to provide a comprehensive portrait of the advantages and limitations of the ACAD-OSM technique in the context of future large missions. After briefly summarizing in Section 1.2 the metrics that will be used to optimize the performance of this technique, we will start by comparing the performance obtained by ACAD-OSM with different coronagraphs on the same aperture in Section 2. We will then describe in Section 3, for a given aperture and DM setup, how the contrast or the throughput performance of the resulting DH can be preferentially optimized to enhance the SNR of the system. We will then address the most important point of this article, the influence of the DM setup on the performance of ACAD-like techniques, first theoretically in Section 5 and then by exploring the parameter space using numerical simulations in Section 6. Finally, in Section 7, the tools presented in this paper will be used to provide an example of how to optimize the ACAD-OSM technique in the case of the WFIRST mission. This paper comes with a long appendix, describing analytically the fundamental limitations of 2 DM correction techniques.
Description of performance metrics
All the results presented in this article have been obtained following the same method. First, the corrective DM shapes are calculated using the algorithm described in ACAD-OSM I. The wavefront estimation in focal plane is assumed to be perfect. Several method have been developed to measure the electrical field produced by both amplitude and phase errors directly in the focal plane (Mazoyer et al. 2014a; Riggs et al. 2016) . For large BWs, the interaction matrix is the concatenation of several matrices built at different discrete wavelengths equally sampled over the BW. The chosen number of discrete wavelengths depends on the BW (see ACAD-OSM I). For a 10% bandwidth, 3 discrete wavelengths are used. Once the DM shape solutions are obtained, a larger number of wavelengths is used, centered around the central wavelength and equally spatially sampled one to another over the BW (usually more than 1 per percent of the BW) to create the final focal plane image on which the performance are measured. In this paper, several metrics are used to describe the performance of the ACAD-OSM technique.
• Contrast. The contrast is defined as the residual star intensity at a given point of the final focal plane, normalized by the maximum of the point spread function (PSF) obtained on-axis in the final focal plane when the coronagraph focal plane mask (FPM) is removed. We frequently show contrast curves, i.e. radial profiles of the azimuthal mean contrast in the focal plane as a function of the distance to the star (in telescope resolution elements λ 0 /D ap ) or just print the mean contrast in the DH.
• Transmission and throughput. Several metrics are used to measure the impact of the design on off-axis source detection. The transmission of a system is the percentage of the light energy not blocked during the propagation through this system. In this article, we separate the coronagraph transmission (whose optimization is out of the scope of this paper), from the 2 DM system transmission. However, to take into account the complex effects of the ACAD-OSM technique on an off-axis PSF, we also define the off-axis throughput: for a given separation of an off-axis source, what percentage of the total light hitting the primary mirror of the telescope is finally in the core of the PSF in the final focal plane (in a radius of 0.7 λ 0 /D ap around the expected position of the PSF).
• Robustness to low order aberration residuals. The performance of a space-or ground-based telescope is often limited by the stability of the star PSF during the observation. When the star PSF moves outside of the optical axis, the performance of the coronagraph quickly degrades. In this paper, only the robustness of a coronagraph to small tip-tilt (TT) jitter in λ 0 /D ap is measured.
In this paper, we will discuss performance only for the correction of aperture discontinuities, and we will not consider phase errors. A recent and complementary paper (Beaulieu et al. 2017 ) studied a similar two-DM problem assuming a realistic distribution of phase and amplitude errors. Also, as in ACAD-OSM I, coronagraphs with a static apodization have been optimized to correct for the central obscuration and ACAD-OSM method is only correcting for the effects of discontinuities: secondary mirror support structures and segmentation. Finally, note that in this paper, we choose not to directly discuss the impact of the ACAD-OSM on the Inner and Outer Working Angles (IWA, OWA). To the first order these performance metrics are related to the static component of the coronagraph setup as follows:
• The outer radius of the DH (OW A DH ) is bounded by the number of actuators across the beam, just as in classical wavefront control. This is true unless the static coronagraph masks accommodating for the central obscuration have an OW A DH smaller than N act /2.
• The inner radius of the DH (IW A DH ) is bounded by the static coronagraph FPM accommodating for the central obscuration. That is, the ACAD-OSM solution can only attain a high contrast as close to the star as allowed by the static design on an azimuthally symmetric aperture. In the case of coronagraphs for which IW A DH ∼ λ 0 /D ap (e.g. vortex type coronagraph) then we arbitrarily set IW A DH to a few λ 0 /D ap . Ruane et al. (2016) , as well as ACAD-OSM I, showed that for such static coronagraphs, DHs usually extended inwards to λ 0 /D ap regardless.
However, the more astrophysical definitions of these quantities (IW A planet and OW A planet ) are the focal plane radii between which the transmissivity of the planet signal is "sufficient enough," and depend on subtle trades made in the choice of the static coronagraph masks along with ACAD-OSM DM setup and shapes. In the absence of literature consensus regarding the definition of "sufficient enough," we choose to present the results of this paper using a more general format and we will usually display 1D curves relating encircled energy within 0.7λ 0 /D ap of the planet to angular separation between the planet and on-axis star in λ 0 /D ap . For this reason the notation IWA and OWA in this paper will refer to IW A DH and OW A DH , the chosen edges of the DH.
IMPACT OF THE STATIC CORONAGRAPH
CHOICE, CASE OF SCDA PUPIL Figure 1 shows the schematic of the two DM system coupled with a coronagraph used by ACAD-like methods and ACAD-OSM in particular. This schematic introduces the diameter of the aperture D ap and the distance between the DMs z. The two DMs are assumed to be square with area D × D, and to have N act × N act actuators. The size D of the DM will often be written in the form N act * IAP, where IAP is the DM Inter-Actuator Pitch. In this paper, we assume that there is no limit on the amount of strokes achievable on the DMs.
In this section, ACAD-OSM is used in conjunction with several coronagraphic designs and compare the results. This comparison is made using an aperture from the Segmented Coronagraph Design and Analysis (SCDA) program 5 which aims at evaluating the performance of coronagraphic instruments with different space telescope apertures. This aperture is shown in Figure 2 (top, left).
The first coronagraph studied is an apodized pupil Lyot coronagrah APLC (Soummer et al. 2003 (Soummer et al. , 2011 N'Diaye et al. 2016) . The apodization, the radius of the opaque Lyot FPM, and the Lyot stop inner and outer radius have been optimized to maximize the throughput, while providing a 10 −10 contrast over a BW of 10%. The second coronagraph is a charge 4 ring-apodized vortex coronagraph (RAVC, Mawet et al. 2013) . For this coronagraph, the size of the Lyot stop inner radius is measured using the analytic method developed in Mawet et al. (2013) , which drastically limits the throughput for the charge 4 coronagraph. For this reason, a third coronagraph is used in this study, a charge 6 polynomial apodized vortex coronagraph (PAVC, Fogarty et al. 2017b ). This coronagraph also uses a vortex FPM in focal plane, but uses a different apodization. These apodizations were designed to analytically cancel the on-axis light on apertures with central obscuration, as the classical vortex coronagraph does on clear apertures. The vortex coronagraphs are simulated using the technique described in Mazoyer et al. (2015) , in order to totally cancel the on-axis light in the Lyot stop plane at all wavelengths in the absence of wavefront aberrations or pupil discontinuities other than the central obscuration and for point-like stars. This assumption ensures that the effects of discontinuities in the aperture and the performance of ACAD-OSM to correct for them are the only limitations, not the numerical errors due to the simulation of the coronagraphs.
The shape of the apodization (top) and of the Lyot stop (bottom) used in this section (for a 17% central obscuration) are shown for these three coronagraphs in Fig. 3 and their parameters are summarized in Table 1 . The IWA of the DH is set at 1λ 0 /D ap for the two apodized vortex coronagraphs and 4λ 0 /D ap for the APLC, because the size of the FPM is preventing us to access smaller IWAs anyway. The chosen DM setup is N act = 48, IAP = 0.3 mm, D = 48 * 0.3 mm, z = 0.3 m and ∆λ/λ 0 = 10% BW. Fig. 2 shows the DH obtained for the SCDA aperture with an APLC coronagraph, and the DM shapes solution of ACAD-OSM. Fig. 4 Figure 3. Apodization (top) and Lyot stop (bottom) for a 17% central obscuration (corresponding to the SCDA aperture used in this paper) for several coronagraphs. The parameters are summarized in Table 1 .
the 3 coronagraphs. The APLC contrast, after ACAD-OSM, is limited to a level slightly better than 10 −10 , which is due to the fact that this coronagraph apodization has been optimized for this contrast. This show that the ACAD-OSM technique is, in that case, therefore limited by the performance of the coronagraph itself. The two apodized vortex coronagraphs were simulated to produce complete cancellation of the star and their performance contrast are very similar. We can therefore assume that this contrast level is set by the ACAD-OSM technique itself, for this aperture, DM setup and DH size. Fig 5 shows the results in throughput for the same correction parameters. As for all the throughput curves shown in this article, the dashed lines show the throughput before the ACAD-OSM technique, with flat DMs (throughput due to the coronagraph alone). The solid lines show the throughput when the ACAD-OSM shape solutions are applied on the DMs. For each coronagraph, the difference between the two curves (dashed and solid) therefore shows the influence of the ACAD-OSM algorithm on the deformation of the off-axis PSF. In this case, this is limited to a few percents, which shows that the throughput final levels are mainly driven by the coronagraph designs.
The throughput curve of the APLC shows a steep increase at the edge of the 4λ 0 /D ap FPM, followed by a relatively flat throughput. The performance of the two apodized vortex coronagraphs increase with the separation. The charge 4 vortex have a very small advantages at very small separation over the charge 6. However, at large separations, the charge 6 PAVC almost doubles the performance in throughput of the charge 4 RAVC, as expected from Fogarty et al. (2017b) .
In this section, we showed that the contrast floor (for a given DM setup) is a weak function of the static coronagraph solution. The throughput for the planet as a function of separation is however a very strong function of this choice of coronagraph. This is also true for the IWA. The optimization of the coronagraph is therefore critical to obtaining the best performance with ACAD-OSM. We now study the optimization of the coronagraph to obtain the best performance with ACAD-OSM. In ACAD-OSM I and the present paper, ACAD-OSM is primarily optimized to maximize the contrast level. However, contrast is not the only metric of interest in the pursuit of the final goal of high contrast imaging: detection of faint companions around nearby stars. Ruane et al. (2016) showed that for a given set of assumptions for the instrument and observation conditions (e.g. ground-or space-based telescope, size of the primary mirror, amount of aberrations or star and planet fluxes), the estimated integration time to detect a planet is a complex function of both contrast and throughput.
The fine-tuning optimization of the ACAD-OSM technique to maximize planet SNR in each case is out of the scope of this paper. However, in this section, we show how two different parameters can optimize either contrast or throughput at the expense of the other. Using these fine-tuning parameters for a given coronagraphic instrument, one can achieve the best performance for a specific instrument. These parameters are especially useful in the case where ACAD-OSM has an important effect on the throughput, i.e. in the case of large struts, as shown in ACAD-OSM I, Sec. 4.2. For this reason, in this section, the WFIRST-like aperture is studied, with a 36% central obscuration and large struts ( Figure 21 , top, left).
3.2. Size of the Lyot stop radius with the WFIRST aperture Some coronagraph designs (APLC, PAVC) provide the possibility of choosing the inner and outer radius of the Lyot stop and to optimize the apodization for this Lyot Stop. In N'Diaye et al. (2015) and Fogarty et al. (2017b) , the authors explore the parameter space of these parameters to maximize the throughput in the final focal plane. Since the optimization of this parameter for each coronagraph has been done in previous papers N' Diaye et al. (2016) and Fogarty et al. (2017b) , we only focus of its impact on the ACAD-OSM method performance.
In this section, the WFIRST DM setup is used (N act = 48, IAP = 1 mm, D = 48 * 1 mm, z = 1 m, ∆λ/λ 0 = 10% BW. Two different charge 6 PAVCs are compared, which have both been optimized for this 36% central obscuration but using two different Lyot inner radii: 46.1% (which is normally the optimum for energy transmission for a 36% central obscuration aperture) and 55%. The results in contrast are presented in Figure 6 and in throughput performance in Figure 7 . The dashed lines show the throughput before any correction (due to the PAVC charge 6 alone). The solid lines show the throughput at the end of the ACAD-OSM correction. For both contrast and throughput performance, the smaller inner radius of the Lyot stop (46.1%) is represented with blue lines and the 55% inner radius Lyot stop is represented with red lines.
A larger Lyot stop inner radius has better contrast performance but worse throughput performance. The better performance in contrast is due to the fact that the parts of the aperture hidden behind the Lyot stop have a lot less impact on the focal plane and are easier to correct for by the DMs. For this reason, a larger Lyot stop inner radius relieves the DMs and helps them achieve deeper contrast level. However, a larger Lyot stop inner radius often degrades the throughput of the coronagraph itself ( Fig. 7 , dashed lines), since more off-axis light is blocked.
The Lyot stop inner radius can therefore be used as a fine-tuning parameter which can allow us to increase either performance in throughput or contrast at the expense of the other. For most of this paper, the coronagraph with a 55% inner radius Lyot stop will be used for the WFIRST aperture, allowing us to almost reach the symbolic 10 −10 contrast level with this DM setup. However, this good performance in contrast come at the expense of throughput. Figure 7 shows that the planet throughput is both impacted by the choice of Lyot Stop (difference between the two dashed curves) and by the PSF distortion due to the ACAD-OSM shapes (the difference between the two blue Figure 8 .
Number of matrices in the ACAD-OSM algorithm
Influence of the number of interaction matrices on the throughput performance with a charge 6 PAVC the WFIRST aperture and DM setup (Nact = 48, IAP = 1 mm, D = 48 * 1 mm, z = 1 m, ∆λ/λ 0 = 10% BW). The dashed line shows the throughput before any correction (due to the PAVC charge 6 alone). The solid lines show the throughput after the correction with matrix #3, #5 and #8.
curves is more important that the difference between the two red curves). This warrants the question of whether or not there exist ACAD-OSM shapes that still meet contrast requirements but yield better throughput (and thus improve planet SNR, as explained in Ruane et al. 2015) .
In ACAD-OSM I paper, we explained that this algorithm is based on the search for a nearby contrast minimum. To achieve this goal, the interaction matrix is recomputed several times to avoid being limited by the linearity range allowed by the stroke minimization algorithm around the initial DM shapes. We showed that after a certain number of matrices, the improvement of contrast achieved with a new matrix is minimal, because convergence is no longer limited by linearity but by proximity to a local minimum in contrast. We noted that for a ∆λ/λ 0 = 10% BW, 8 matrices were usually enough to achieve the local minimum allowed by the coronagraph and DM setup. However, one can decide to not push the algorithm to its limit and stop before reaching the best contrast point. This point is called the operating point of ACAD-OSM. Fig. 8 shows the throughput level after several steps of the ACAD-OSM correction. The red solid curve corresponds to the results after the 8th matrix, probably close to the local contrast minimum. In each case the strokes on the DMs (peak-to-valley, PV) and the contrast level reached in the 3-10 λ 0 /D ap DH are printed . The closer the correction get to the local contrast minimum, the more the strokes increase and the more the throughput degrades. This shows that the step at which the correction is stopped provides us with another fine-tuning parameter which, for a given DM setup and a given coronagraph, can allow us to trade between throughput and contrast.
ROBUSTNESS TO SMALL TT JITTER
The robustness to small low order aberrations is a major concern of the current generation of coronagraph design. In particular, the impact on the performance of small TT jitter, which is equivalent problem to the im- pact of resolved stars, will be a major limitation of future large telescopes. Indeed, future large space-based telescopes will typically observe stars that are partially resolved, where the stellar angular diameter is approximately a tenth of the diffraction limit. In this section, we study the robustness to small TT jitter of the ACAD-OSM solutions. The same coronagraph (charge 6 PAVC) is used, for 2 different apertures (WFIRST aperture and SCDA aperture). A favorable DM setup (N act = 48, IAP = 0.3 mm, D = 48 * 0.3 mm, z = 0.3 m, ∆λ/λ 0 = 10% BW) is chosen: the impact of this parameter on this metric will be studied in detail in Section 6.4. Fig 9 shows the impact of TT jitter on the average contrast level in the 3-10 λ 0 /D ap DH for these two aperture. The dashed line shows the performance of the coronagraph itself (just a central obscuration and the coronagraph), and the solid line shows the performance of the coronagraph and ACAD-OSM with the full aperture.
The robustness of the coronagraphs themselves to TT jitter is not studied in this paper. None of the coronagraphs of this paper have been optimized for robustness to TT, only for throughput. However, this parameter has been studied in the case of the PAVC (Fogarty et al. 2017a) , and in the case of the APLC (N' Diaye et al. 2016 ). In the case of the current version of the PAVC, the two coronagraph robustness is mainly a function of the size of the central obscuration, as shown by the difference between the two dashed lines.
For small TT jitters, the contrast level is better for the coronagraph alone than for the full aperture and ACAD-OSM correction. A better contrast can be achieved with the SCDA aperture, due to the finer struts. When the TT jitter robustness of the coronagraph itself reaches the level of the DH, the full aperture and ACAD-OSM correction contrast starts to degrades. For larger TT jitters, the contrast is entirely driven by the TT robustness of the coronagraph itself. As discussed in the introduction, the other parameter that influences performance is the DM setup (size of the beam, IAP and distance between DMs). In this section, we describe a simple formalism for the propagation between mirrors. This formalism has been developed to understand the limitations of the two DM aperture discontinuity correction, but is not specific to the ACAD-OSM correction algorithm and can be applied to any two DM correction algorithms, such as the ones used for correction of phase and amplitude aberrations Beaulieu et al. 2017) or the active technique developed for the WFIRST instrument (Krist 2016) . It can also be useful for fixed mirror apodization techniques (Guyon 2005; Guyon et al. 2014; Fogarty et al. 2017b) , as long as they introduce small enough apodization (as defined in Mazoyer et al. 2016 ) and can therefore be simulated using the Fresnel assumptions.
Size of the beam in the second DM plane
We recall that the first DM is a square of size D × D and is in the pupil plane of the circular aperture, of diameter D ap (see Fig. 1 ). The DMs are slightly oversized compared to the pupil:
In practice, α is expressed as a percentage (from 0% to 30%). The second DM, also a square of size D × D, is located at a distance z from the first DM. Due to the Fresnel propagation, the diameter of the beam expands between the first and second DM. The diameter of the beam in the second DM plane is labeled D ap,2 nd DM . We define γ the relative size of this aperture compared to the initial aperture:
Finally, the propagation parameter of this setup is called the Fresnel number: In both cases, the images of the diffracted apertures are larger than the original aperture size. However, in the large Fresnel number case (green solid line), the energy mostly fits in the oversized DM, while in the small Fresnel number case (blue solid line) a non-negligible portion of the energy leaks outside of the DM. Both cases show ringing in the second DM plane. These rings, called Gibbs rings, are very chromatic and have been described in details in Pueyo & Kasdin (2007) .
We now analyze the relationship between the extent of the diffracted beam in the second DM plane and the Fresnel number. We numerically simulate the Fresnel propagation of a clear aperture in seventeen Fresnel number cases equally distributed in log scale from
4 . We measure the diameter of the diffracted aperture in the second DM plane (measured by setting a 10 −5 threshold on the azimuthal average of the energy) and compare it to the original aperture radius to obtain the stretching γ. The results are plotted in blue dots in Fig. 11 .
It shows that the diameter of the beam on the second DM can be as large as 10 times the diameter of the original aperture for small Fresnel numbers. This is much larger than the second DM size, which introduces significant vignetting of the beam, studied in the next section.
5.3. Impact of the vignetting (small-Fresnel number effect) 5.3.1. Impact on the on-axis transmission If the energy going outside of the second DM is vignetted and lost, this has an impact on the transmission of the 2 DM system. Indeed, we showed in the previous section that the beam can expands up to 10 times the diameter of the aperture for small Fresnel numbers. However, the effect on on-axis transmission is often negligible. Fig. 12 shows the ratio of the amount of energy lost due to the vignetting of the second DM to the total energy in the aperture as function of the Fresnel number for a range of the oversizing parameter α (from 0 to 30%). The curves shown are approximated by two straight lines separated by a step, corresponding to the moment when the second DM starts to crop the aperture. However, even in the worst cases (F 0 < 10 2 and α = 0%), the loss of energy is limited to a few percents of the total energy. This means that even if the aperture is more and more diffracted as the Fresnel number decreases, most of the energy still remains inside of the original size of the aperture.
The on-axis transmission in not the most critical value affecting the performance of a coronagraph. In the next section, we study the impact of vignetting on off-axis throughput.
Impact on the off-axis transmission and throughput
In this section, we analyze the effect of the Fresnel number on the throughput of an off-axis planet located at an angular separation of nλ 0 /D ap from the on-axis star. A geometrical argument is first used to derive an theoretical law linking the off-axis transmission of the system with the Fresnel number. Then, numerical simulations show the precise impact of this parameter on the performance in off-axis throughput (energy in the PSF core).
Geometric analysis of the off axis-transmission - Fig. 13 , shows that the distance c ap from the center of the aperture image to the center of the second DM is the angle times the distance between the DMs:
using Eq 1. a is the angle between the DMs. In all this paper, a = 0 for simplicity. Assuming flat DMs and an axisymmetric aperture for simplicity, the energy in the beam has a radial symmetry. In that case, half of the diffracted beam is outside of the second DM when c ap (n) = D/2, which corresponds to a loss of 50% of the transmission. We call this separation n Tr50% : This simple analysis shows that this effect is linearly dependent on the Fresnel number and favors large values of F 0 . However, this analytic formula is not a practical tool for designing future two DM coronagraphic instruments: a 50% loss of the off-axis energy transmission, without even considering the impact of the vignetting on the shape of the PSF, is not acceptable.
Numerical analysis of the off axis-throughput (energy in the PSF core) -The transmission of the 2 DM system (total light captured by DM2) is not a useful metric and it is more useful to discuss how much light is actually contained in the PSF core. A simple numerical simulation can be used to estimate the loss of off-axis throughput (energy in the PSF core) due to the vignetting of the second DM. From an initial clear aperture, we measure the loss of energy in the PSF core (throughput) in the next focal plane (with no coronagraph). Fig 14 shows the throughput at as a function of separation for three Fresnel numbers and α = 10%. The 90% throughput threshold (10% throughput loss) is represented with a dashed horizontal line. We call n Th90% the smallest angular separation for which the throughput of the two DM system drops under 90%. To understand the impact of the vignetting of the second DM for all DM setups, this simple numerical simulation is repeated for several Fresnel numbers and several over-sizing cases (α from 0 to 30 %). The results are plotted in Fig. 15 . Only the results for F 0 < 7 × 10 2 are plotted.
These curves also shows the linear trend predicted by Eq. 5 for the transmission of the system. This effect in practice prevents the use of any system with F 0 < 2×10 2 , corresponding to n Th90% < 30λ 0 /D ap , or even further depending on the aimed-for DH size. This effect might have an impact on the maximum OWA achievable for a given Fresnel number. However, if n Th90% N act /2 this effect is negligible and the limiting factor for the OWA remains the number of actuators on the DM. This two DM system throughput analysis, with flat mirrors and without any coronagraph, does not take into account the throughput of the coronagraph, nor the off-axis throughput loss due . These curves represent n Th90% , the separation at which the two DM system throughput (energy in the PSF core) is only 90%, due to the vignetting of the second DM, as function of the Fresnel number for several oversizing cases.
to the ACAD-OSM shapes on the DMs, which is studied independently in Section 6.
In the rest of this article, we assume a setup where the second DM is surrounded by a non-actuated reflective surface that extends the side length of the second mirror to twice the length of the DM. This allows us to ignore the two DM system vignetting effects on throughput described in this section. Most of the throughput performance shown in this paper are therefore only due to either the coronagraph or the ACAD-OSM shapes on the DMs. 5.3.3. Impact on the contrast A sharply vignetted beam in the second DM plane can create diffraction leaks in the focal plane of the coronagraph that eventually limits the contrast. The ACAD-OSM algorithm is aiming at minimizing the contrast in the DH and would naturally converges towards a solution limiting this effect, if it becomes the limiting factor on the contrast level. However, the Gibbs rings shown in Fig 10 are very chromatic (Pueyo & Kasdin 2007) and therefore, for small Fresnel numbers, it becomes impossible to correct for this effect on a large bandwidth. Fig. 16 shows using numerical simulations, the limita- Figure 16 . Impact on the vignetting on the contrast. Contrast curves for discrete wavelengths in the BW for two Fresnel numbers. In this numerical simulation, α = 10% and the second DM is surrounded by a non-actuated reflective surface that extends the side length of the second mirror to twice the length of the DM.
tion of the ACAD-OSM in this case, with the WFIRST aperture. In this numerical simulation, α = 10% and the second DM is surrounded by a non-actuated reflective surface that extends the side length of the second mirror to twice the length of the DM, which means that this effect only impacts the correction when the diffracted aperture is larger than 2.2 D ap (γ > 2.2). Fig. 11 shows that it corresponds to F 0 < 5 × 10 2 . To understand the impact on the correction, ACAD-OSM correction were made at F 0 = 2.5 × 10 2 and F 0 = 5.4 × 10 2 with a 10% BW.
We recall that in the ACAD-OSM algorithm, the contrast is first obtained with 3 discrete wavelengths in the interaction matrix, and then applied to a more continuous BW to measure results. Once the DM shapes were obtained using these three wavelengths, the contrast achieved after the correction for several discrete wavelengths in that BW is plotted in Fig. 16 . The solid lines are the contrast curves for the three discrete wavelengths used in the interaction matrix (the central and extreme wavelengths), the two dashed lines are contrast curves for two intermediary wavelengths. For This effect can be improved (1) by over-sizing the DM compared to the aperture (α parameter), (2) by using of a non-actuated reflective surface to extend the side length of the second DM, or (3) by using more wavelengths during the correction process, in the interaction matrix. However, as shown by Fig. 11 , the aperture extends exponentially with F 0 at small Fresnel numbers: it will eventually limits the contrast at small Fresnel numbers. In the setup used in this article (α = 10%, and a second DM twice a large as the first one), we expect to be limited by this effect in contrast for F 0 ∼ 5 × 10 2 . Finally, some DMs present very sharp features outside of the actuated region (e.g. the Boston Micromachines -BMC-DMs Mazoyer et al. 2014b ), which can enhance this effect. We did not simulate those effects in this article.
All the effects shown in the vignetting section favor large Fresnel numbers, where they tend to disappear completely. Fig 11 and 15 can be used to identified for which Fresnel number this effect will limit the performance. Note that the vignetting effects does not depends on which aperture is used (they are also present with a clear aperture). In the next Section, we introduce an opposite effect on the performance.
Talbot effect (large Fresnel number effect)
The complete tools describing the behavior of the Talbot-effect-limited range (F 0 OW A 2 ) are developed in Appendix A. In short, in this regime, the strokes necessary to correct for the discontinuity in the aperture increase linearly with the Fresnel number (see Eq. A14). Eventually, for a finite number of actuators, the limiting contrast term is not the discontinuity in the aperture, but the frequency folding term (Give' Pueyo & Kasdin 2007 ) created by these important strokes. However, the amplitude of this term is directly related to the Fresnel number. Therefore, the larger is F 0 , the more amplitude have to be corrected by the 2 DM system, even though the initial amplitude aberration in the aperture has not changed (see Eq. A25). We showed in ACAD-OSM I that the increase of amplitude to be corrected impacts negatively both the contrast and throughput performance of the ACAD-OSM algorithm. This is the reason why, in the Talbot limited range F 0 OW A 2 , the performance both in contrast and in throughput are decreasing quickly with the Fresnel number. By choosing a favorable DM setup, not only the strokes necessary to correct for the aperture discontinuities are minimal, but the amount of amplitude to correct is also minimal. The actual position of the optimal Fresnel number for the Talbot effect is difficult to find analytically. In this section, we present a simple tool to put limits on the optimal Fresnel number.
Starting from an initial periodic phase aberration, the optical path distance necessary for the phase to shift by one period (effectively reconstructing the original field) is known as the Talbot distance:
where N is the number of cycles in the pupil in the original periodic map (N ≤ N act /2) or the separation of a given speckle in focal plane. At half the Talbot distance, z t (N )/2, the phase is the distance to have a π phase shift. If the second DM is placed at that distance, it will only be able to introduce phase correction in the pupil plane (for this specific period). Therefore, if the distance z between the DMs is exactly half the Talbot distance z t (N )/2, a given speckle in the DH at a separation of N λ 0 /D ap of the star can only be corrected in phase and not in amplitude.
On the other hand, a system with z equal to a quarter of the Talbot distance z t (N )/4 (the distance for the path to shift by a quarter wave) will allow the first DM to correct the phase, and the second to correct the amplitude only, for a given speckle in the DH at a separation of N λ 0 /D ap of the star. This is the most effective distance to correct for phase and amplitude simultaneously. For this distance z, very small strokes on the DMs would ensure maximum effects at this specific separation N λ 0 /D ap .
To understand where to place the DMs for optimal performance in the DH, we invert the problem to show the "worst" and "best" corrected frequencies. For every given DM setup (z,D,λ 0 ), the half-Talbot frequency N t/2 , is the position in the focal plane where this DM setup is completely ineffective at correcting amplitude aberrations, and the quarter-Talbot frequency N t/4 , is the position in the focal plane where this DM setup is the most effective for amplitude correction:
Assuming that the aberrations in the aperture have an decreasing power spectral density with N, the best cases for both contrast and throughput performance for this effect are when the quarter-Talbot frequency is within the DH (IW A < N t/4 < OW A), while keeping the halfTalbot frequency outside of the DH because in that case some modes of the DM start to be inefficient for amplitude correction (N t/2 > OW A). Therefore, in practice, the best Fresnel number depends on the chosen DH size.
It is difficult to precisely identify the position of this minimum, but the use of these rules of thumbs can help put limits on its location: it is between when IW A = N t/4 (if N t/4 is smaller, the best frequency is outside of the DH) and when N t/2 = OW A (the moment the noncorrected frequency enter the DH). The optimal Fresnel number F 0 for this effect is therefore between 2 * IW A 2 and OW A 2 . For the contrast, several comparable terms are competing, but the degradation of the contrast for large F 0 follow a F 2 0 or F 4 0 law (see Eq. A33 and A35). However, we show that whichever is the limiting contrast term, the bandwidth dependence always follows (λ 0 /∆λ) 2 , as already shown in ACAD-OSM I. Note that this contrast dependence with the BW is demonstrated in the Talbot limited case (N t/2 OW A), and is not applicable elsewhere.
Conclusion of the analytic formalism
In this section, we identified the major effects impacting contrast and throughput when changing the DM setup. The main points are:
• All effects described here are only dependent on the Fresnel number and not of D, z or λ 0 independently. They are not dependent of the coronagraph nor on the aperture.
• Because the vignetting effect, the contrast and the throughput improves with F 0 at small Fresnel numbers. The effect on contrast can be corrected for in monochromatic light, but not for large BWs. This effect can probably be minimized by expanding greatly the reflective area around the second DM.
• Because of Talbot effect, the performance in throughput and contrast degrades with F 0 increasing. The contrast degrades with the Fresnel number at large F 0 , as F 2 0 or F 4 0 (see Appendix A). This effect is inherent to contrast correction on a finite DH.
These 3 points clearly show that for each coronagraph, aperture, or method of correction, there is an optimal DM setup (or a few optimal DM setups) for best contrast and throughput performance, only dependent of the Fresnel number F 0 . For too large or too small Fresnel numbers, the performance in contrast and throughput inevitably degrades. For a given aperture and a given DH geometry detailed simulations have to be run to find this optimal DM setup. We run these simulations for the aperture of WFIRST in the next section.
6. IMPACT OF DM SETUP: COMPLETE NUMERICAL SIMULATIONS 6.1. Numerical simulation parameters In this section, we study the influence of the DM setup on the performance in terms of contrast level, throughput, and resistance to small TT jitter, for a WFIRST-like aperture (Figure 21, top, left) . Contrary to more friendly apertures, this difficult aperture (36% central obscuration, large struts covering 9% of the left area) offer a wide range of performance with the ACAD-OSM technique (contrast levels from 10 −5 to 10 −12 and throughput from a few percents to several tens of percents), which is ideal for comparing the impact of DM setup on these parameters. The same type of coronagraphs as the ones described in Sec. 2 are used: an APLC, a charge 6 PAVC and a charge 4 RAVC. The parameters of these coronagraphs are summarized in Table 1 . We do not study the size of the DH because it has been studied intensively in simulation (Bordé & Traub 2006; Beaulieu et al. 2017) and experimentally (Mazoyer et al. 2013 ). The DH is fixed to 3-10 λ 0 /D ap for the vortex coronagraphs and 5-12 λ 0 /D ap for the APLC. The wavelength is 550 nm and the BW 10%.
As explained in Section 5.3.2, the second mirror is extended to up to twice the side-length of the DM by surrounding the DM with a non-actuated reflective surface. The DMs are oversized compared to the pupil by α = 10%. The number of interaction matrices used for these corrections is usually 8. However, for some difficult cases (i.e. those requiring the highest strokes, with large Fresnel number), the performance in contrast could still improve when increasing the number of interaction matrices used. This shows that the local contrast minimum was not obtained after 8 matrices. Because the ACAD-OSM algorithm is contrast performance driven, we tried, in this section, to always reach the local minimum in contrast, by increasing the number of matrices above 8 when needed, until no improvement of contrast is observed.
To test the DM setup with a fixed number of actuators, we change the IAP. We set N act = 48 actuators and choose four values for the IAP: 0.1 mm (i.e. 0.48 cm DMs), 0.3 mm (which is the IAP of the BMC DMs and corresponds in that case to 1.44 cm DMs), 0.7 mm (i.e. 3.3 cm DMs), and 1 mm (i.e. 4.8 cm DMs). This last case (48 actuators with a 1mm IAP) corresponds to the Xinetics DMs selected for the WFIRST mission. For each of the cases studied, we measured the Fresnel number F 0 (Eq. 3) and the half-Talbot frequency N t/2 (Eq. 7), shown in Table 2 . We also tested the case where IAP = 0.1, D = 48 * 0.1 mm and z = 0.1 m (F 0 = 4.2 × 10 2 , N t/2 = 20λ 0 /D ap ), to show that the degradation of performance we observed with the smallest DM size (IAP = 0.1 mm, D = 48 * 0.1 mm, first line in Table 2 ) fits in the general Fresnel number trend and is not specifically due to the small size of the DM. Fig. 17 shows the performance in contrast levels and Fig. 18 shows the performance in throughput, as a function of the Fresnel number for the three coronagraphs. The first interesting aspect is that points with different distances and DM sizes but with similar Fresnel numbers gives similar performance in contrast and throughput, proving that the performance is not dependent on z or D independently but only on the Fresnel number. For example, DM setups with IAP = 1 mm, D = 48 * 1 mm and z = 1.5 m (F 0 = 2.8 × 10
3 ) and with IAP = 0.7 mm, D = 48 * 0.7 mm and z = 0.7 m (F 0 = 2.9 × 10
3 ) obtain similar results. The vertical black dashed line indicates 
Contrast performance as a function of Fresnel number
The performance in contrast (Fig. 17) increases and then decreases after a sweet spot located around F 0 = 5 × 10 2 .
6.2.1. Behavior at low Fresnel number As expected, for small Fresnel numbers, the contrast increases with F 0 . As shown in Fig. 16 , the correction process with 3 discrete wavelengths actually goes deep, but when applied to a more continuous BW to measure the performance, these DM shapes provide a contrast that worsens as the Fresnel number decrease. This means that the performance is good for monochromatic light (or even for 3 discrete and separated wavelengths) but not for a continuous BW. We showed in Sec. 5.3.3 that this effect is limiting the correction only for F 0 < 5 × 10
2 . An increase in the number of wavelengths concatenated in the interaction matrix or an extension of the reflective non actuated zone outside of the second DM would probably shift the optimal Fresnel number towards smaller Fresnel numbers. These solutions are computationally heavier and were not tried in this paper. A line fitted to the slope in that regime showed that contrast degrades as F 4 0 .
Behavior at large Fresnel number
For F 0 > 5 × 10 2 , we obtain the same performance in contrast for 3 discrete wavelengths and for a more continuous BW, which shows that the contrast is not limited by the vignetting of the Gibbs ring. We are in the Talbot effect-limited regime. We fit a line to the increasing slope of this curve and found contrast degrades as F 2 0 as expected from Appendix A.
Optimum Fresnel number
The optimal Fresnel number observed in this case is F 0 ∼ 5 × 10 2 . We show in Section 5.4 that the minimum due to the Talbot propagation is located for F 0 between 2 * IW A 2 and OW A 2 which corresponds to 18-100 for a 3-10 λ 0 /D ap DH and 50-144 for a 5-12 λ 0 /D ap .
In Section 5.3.2, we showed that the effect of vignetting starts when the diffracted aperture in the second DM plane reaches the edge of the second DM. In the current DM setup (the DMs are 10% larger than the aperture, and we surrounded the the second DM with a nonactuated reflective surface up to twice the size of the DM), this corresponds to F 0 = 5 × 10 2 (Fig 11) . This means that we are currently limited by the vignetting effect and not by the Talbot effect. With larger optics, the optimal Fresnel number could probably be shifted to the left. Further development are necessary to precisely locate the optimum Fresnel point as a function of the correction parameters.
However, we show in this section that the type of coronagraph has no influence on the position of the sweet spot. We do not know if this optimal range of Fresnel numbers is dependent on the ACAD-like technique used (e.g. Krist 2016 ). However, because the effects described in the previous theoretical section are independent of the technique used, we know that every 2 DM techniques for coronagraphy correction will present an optimum point or region for contrast and throughput. 6.3. Throughput performance as a function of Fresnel number Fig. 18 shows the variation of throughput performance. The vignetting of the chromatic Gibbs rings is the limiting effect at small Fresnel numbers. We chose in this section to surround the second DM with a non-actuated reflective surface up to twice the size of the DM. We showed in Section 5.3.2 that, without this assumption, we would have a important loss of off-axis throughput for F 0 < 2 × 10 2 due to the 2 DM system vignetting. However, the Talbot effect, described in Section 5.4 and Appendix A (limiting effect at large Fresnel number) degrades the throughput with F 0 . Witth this assumption the throughput performance is almost flat until F 0 ∼ 10 3 but then decreases quickly at higher Fresnel numbers.
The main point of this section is that the DM setup, as opposed to to the parameters described in Sec. 3 can be optimized to maximize both the contrast and throughput performance at the same time. Indeed F 0 = 5 × 10 2 corresponds simultaneously to a maximum in contrast and in throughput performance.
Robustness to small tip-tilt jitter as a function of Fresnel number
Finally, Figure 19 shows the influence of the Fresnel number on small TT jitter robustness for two coronagraphs (charge 6 PAVC and APLC). The degradation of contrast level in the DH for different levels of TT jitter introduced is shown with different symbols (from 3×10 −4 to 1 × 10 −1 λ 0 /D ap ). These two plots show that the TT jitter robustness is mainly dependant on the type of coronagraph and not on the DM setup.
For example, for the charge 6 coronagraph, and for a TT jitter of 3 × 10 −3 λ 0 /D ap (blue triangles), the design is insensitive to this jitter when the performance of the system are worse than 1 × 10 −10 in contrast (i.e. for F 0 < 10 2 and F 0 > 3 × 10 3 ). However, when the performance in contrast of the system ais better than 10 −10 (i.e. for 10 2 < F 0 < 3 × 10 3 ), the design is limited by the TT jitter to this level and the performance scarcely depends on the DM setup. Using an higher TT level 1 × 10 −1 λ 0 /D ap (red circles with Xs), the contrast level is always limited by the TT and not by the performance of the coronagraph and in that case is mostly constant (variation of a factor of 3 only on for the whole F 0 range studied). We observe the same results on the APLC, except that this coronagraph presents a greater robustness to contrast which was to be expected.
These results also show that for large primary mirror instruments, where the diameter of the star can be resolved, the effects of the DM setup on contrast performance will often be negligible compared to the effects of the star size. This means that a large range of DM setups will have the same contrast performance because of TT jitter or star diameter, mainly driven by the chosen coronagraphic design. However, this is not true for the performance on off-axis throughput, where the optimal DM setup should always be preferred.
Influence of central wavelength
The analysis of the performance as a function of the central wavelength λ 0 easily fits in the Fresnel propagation model we defined in the previous section. For the same DM setup, increasing the central wavelength will reduce the Fresnel number and enhance the vignetting effect, but decreasing the central wavelength will increase the Fresnel number and the correction is more likely to be limited by the Talbot effect.
For small changes in the central wavelength, this can be compensated by changing only the distance between the DMs (e.g. is you increase the central wavelength by 10%, the same performance can be obtained by reducing the distance z by 10%). Note that this is important for instruments that will try to achieve high performance both in the visible and in the IR: the sweet spot cannot Figure 19 . Influence of the Fresnel number F 0 on small TT jitter robustness for a charge 6 PAVC (top) and an APLC (bottom). These were obtained with a WFIRST aperture, a 10% BW around 550 nm, and for 48 actuators. be achieved for two very different wavelengths with the same DM setup.
However, one has to be careful when extending these results to all wavelengths because it has been developed using a Fresnel assumption. A given DM stroke can be simulated with the Fresnel assumption at some wavelengths but may not at a shorter wavelength.
In this section, we showed that the DM setup (D,z) only impacts the performance of the correction through the Fresnel number. We found a sweet spot corresponding both to a maximum in contrast and in throughput. We also showed that the robustness to TT jitter is mostly insensitive to the DM setup. We show that these results are not dependent on the coronagraph. A significant consequence of this section is that the DM setup currently chosen for the WFIRST mission is probably not optimal for either contrast or throughput performance. In the next section, we show how we can optimize ACAD-OSM for future missions, using the WFIRST mission as an example.
7. OPTIMIZATION FOR FUTURE MISSIONS 7.1. Optimization of the ACAD-OSM technique: case of the WFIRST aperture In the previous section, we showed that we could reach performance in contrast as good as 5 × 10 −12 (mean contrast in the DH) with the WFIRST aperture and an optimal DM setup. However, as explained in Section 3, contrast is not the only metric to consider to optimize the detection of exoplanets. Also, we showed in Section 6.4 that the performance in contrast with a pointlike star in the absence of jitter does not represent the final detection limit of a given instrument. For this reason, in this section we provide an example of how to optimize the ACAD-OSM technique in a realistic case, with a different approach. For the WFIRST aperture and the charge 6 PAVC, we will set the contrast goal to 5 × 10 −10 (∼ 10 −9.3 ), which is the contrast limit set by a 1 × 10 −2 jitter (green squares in Fig 19, top) . For this contrast goal, we show that with a careful optimization of the DM setup, ACAD-OSM operating point and size of the Lyot stop radius, we can double the performance in throughput inside the DH, for the same contrast performance. Fig. 20 shows the mean contrast level as a function of the iteration number for several DM setups and coronagraphs. All use the WFIRST aperture, the same number of actuators (48 × 48 actuators) and have the same BW (∆λ/λ 0 = 10%, centered around 550 nm) but with different DM setups and charge 6 PAVCs. The black diamonds show the iterations at which the ACAD-OSM algorithm stops and builds a new interaction matrix. The contrast goal of 10 −9.3 is represented by a black, dashed line. For each of these configuration, we show the performance in throughput in Fig 22. We start by the configuration used as an example in paper ACAD-OSM I (Sec. 2, Fig. 5) , with a charge 6 PAVC with a Lyot Stop inner radius of 55% and the WFIRST DM setup (F 0 = 4.2 × 10
3 ). The contrast at each iteration for this configuration is shown in red in Fig. 20 . We select for operating point the result obtained after 7 matrices only, represented by the circled black diamond. By not letting the correction to reach the local minimum (10 −9.5 , shown in red in Fig 7) , we ensure that we obtain a slightly better throughput (see Section 3.3). We plot the result in throughput in Fig 22 (red curve) .
This DM setup used here is not optimal. The high strokes necessary to correct for the aperture discontinuities increase the amplitude to correct for, which limits the performance in throughput and contrast. For this reason, the DM setup found to be optimal in the previous section is used: F 0 = 5.4 × 10 2 . For this DM setup and the same charge 6 PAVC with a Lyot Stop inner radius of 55%, the 10 −9.3 goal is achieved in 2 iterations only. We also plot the throughput on Fig 22  (blue curve) . The less important DM strokes allow us to achieve a more important throughput. However, whatever is the DM setup, the performance will be limited by the throughput of the coronagraph itself represented by a black dot-dashed line).
For this reason, and because the local minimum of this configuration is far better than the contrast goal we have set ( Fig.17 shows that we can achieve 10 −11.3 with this configuration), we try to change the coronagraph with a smaller inner radius Lyot stop, which will degrade the contrast but improve the throughput (Section 3.2). A charge 6 PAVC with a 46.1% inner radius of the Lyot stop is used here. In Fig. 20 , purple line, we show the result obtained with this setup. We notice that because the Lyot stop inner radius is smaller, the contrast in- The black circles show the DM shapes selected when they achieve at least the contrast goal.
crease due to each matrix is less important compared to the larger Lyot case (red curve). For this DM setup (F 0 = 5.4 × 10
2 ) and the charge 6 PAVC with a Lyot Stop inner radius of 46.1%, the operating point at 10
contrast is achieved in 3 interaction matrices. We select these DM shapes and draw the throughput curve in Fig. 22 (purple line). We show that using this setup, we can obtain a 10 −9.96 contrast with a throughput ranging from 8% to 37% in the 3-10 λ 0 /D ap DH. As in the case of the SCDA aperture (Sec. 2), the loss of throughput due to ACAD-OSM only (difference between the black dashed and purple lines) is only of a few percents: the final throughput level is mainly driven by the coronagraph design only. We show the final DH and DM shapes obtained in this case in Fig. 21 .
We showed that with a careful optimization of the coronagraph and of the DM setup, we can decrease the strokes level by a factor of 3 and improve the performance in throughput by more than a factor 2 inside the DH. We end this section by discussing the possibility of optimization on real ground-or space-based missions.
Discussion of future high-contrast instruments
We showed in the previous section how to optimize the ACAD-OSM technique by changing the size of the Lyot stop and the DM setup to optimize the performance for a given contrast goal. This optimization has to be done for each coronagraph, aperture, and size of the DH to optimize ACAD-OSM.
However, when presenting the results of this paper, we purposely did not take into account several aspects of the feasibility of the system we studied. The range of Fresnel numbers we studied theoretically and in simulation may not be all achievable for practical reasons:
1. The distance z has to fit inside the instrument you are designing. In practice, we can assume that z can only vary from a few centimeters at the minimum to a few meters at the very most.
2. The IAP is set by DM construction techniques. An IAP of 0.3 mm and 1 mm is currently or will soon Throughput results for different DM set-ups and coronagraphs, with the WFIRST aperture (∆λ/λ 0 = 10% BW). The dashed and dot-dashed line shows the throughput with flat DMs, before any correction (due to the PAVCs alone). The solid lines show the throughput after ACAD-OSM corrections. We also show the contrast and strokes (PV) on the same plot.
be manufactarable for up to at least 64 × 64 actuators, but smaller or intermediary IAPs are currently not.
3. The wavelength is often determined by the science case (young self-emitting planets are bright in IR, but cooler planets require instruments in visible)
For these reasons, given that the best performance is achieved for Fresnel numbers between 10 2 and 10 3 , for visible wavelengths it is preferable to use small IAP DMs. To get to the best performance for the WFIRST aperture and a 3-10 λ 0 /D ap DH (F 0 = 5 × 10
2 ) using large Xinetics DMs (IAP = 1 mm, D = 48 * 1 mm), such as the ones currently used in the WFIRST setup, would require a z propagation distance of 8 meters. The use of smaller DMs could reduce this distance to under a meter. However, other factors (e.g. DM surface quality) can also drive the choice of the DMs.
We also note that the current best Fresnel number (F 0 = 5.4 × 10 2 ) corresponds to the limit of what is currently achievable (BMC like DMs separated by 0.7m). For this reason, and because it is unlikely that coronagraphic instruments will be built at shorter-than-visible wavelengths, we do not think that smaller DMs than the ones currently on the market are necessary. However, a more detailed study on the position of the Fresnel optimal point for several DH sizes, numbers of actuators, BWs and aperture sizes is necessary.
CONCLUSION
In this paper, we used the technique introduced in ACAD-OSM I, and explored several tools to optimize this technique in the context of future missions. In the first part, we showed how the choice of coronagraph can change the performance, mainly in terms of throughput. We then introduced two different tools (size of the Lyot stop, number of interaction matrices) allowing us to finely tune the performance in contrast or in throughput at the expanse of the other. These parameters must be taken into consideration in the global optimization of a two deformable mirror + coronagraph system.
The main result of this paper is the formalism we developed to explain the limitations in contrast and throughput of the two DM propagation methods, allowing us to predict and understand the obtained numerical simulation results. We described two opposing effects (vignetting by the second DM and Talbot effect) and explained how and in which cases these effects will impact the performance. This formalism is not specific to this method and can be used to understand all two deformable mirror techniques. We used these effects to explain the presence, in the numerical simulations of this paper, of an optimal DM setup, only dependent of the Fresnel number and not on the size of the DMs or their position alone. This point corresponds both to an optimum in contrast and in throughput. A significant consequence of this discovery is that the deformable mirror setup currently chosen for the WFIRST mission is probably optimal for neither contrast nor throughput performance.
One major result of both ACAD-OSM I and the current paper is the continuity we observe between methods developed to correct for "small" phase and amplitude aberrations and the one presented here to correct for aperture discontinuities. Indeed, we show in ACAD-OSM I that this technique using an optimized linear technique obtained better performance than more complex techniques that try to solve the non-linear equations (Pueyo & Norman 2013) . Even more surprising, once the local minimum in contrast obtained with the ACAD-OSM method was found for heavily discontinuous apertures, we were able to verify theoretical relations between contrast and spectral bandwidth (ACAD-OSM I) made by Shaklan & Green (2006) in the context of "small" phase and amplitude aberrations. Finally, the formalism introduced in Appendix A can be applied to both "small" amplitude aberrations or discontinuities. Beaulieu et al. (2017) have started a similar study with "small" phase and amplitude aberrations and also show the influence of the DM setup on the performance. These two simultaneous approaches can converge and opens the possibility of an optimal instrument that can correct for both aberrations in the wavefront and discontinuities. Some improvements can be made to this technique. First, we need to understand precisely how the optimum in Fresnel number is impacted by parameters such as size of the DH, number of actuators, type of aperture, and spectral bandwidth. Second, we need to prove that this technique can be used with fixed mirror apodizing techniques (PIAA, PAVC, Guyon et al. 2014; Fogarty et al. 2017b) (Shaklan & Green 2006; Give'On et al. 2006; Pueyo & Kasdin 2007) . However, they were usually used to determine surface quality limits of the optics and/or applied to DM optical design in the proposed Michelson interferometer configuration. In this appendix, we seek to find, in the specific case of two sequential DMs, the limitation of contrast, first in the case of very small strokes and then in the general case.
Appendix A.1: Small strokes We assume that there are only amplitude errors in the aperture. For a given number N , number of cycles inside the aperture of diameter D ap , the field in the pupil plane (z = PP) writes as:
A is the amplitude of the field created by the discontinuities. A [N ] is the N th coefficient of the decomposition of the discontinuities in Fourier series. It is therefore the amplitude at N λ 0 /D a p of the electrical field created by this aperture. Because only frequencies inside the DH are important here, we assume N ≤ OW A. We call:
The first DM (in pupil plane) can introduce a phase φ dm1,N :
where λ 0 is the central wavelength and σ DM 1 is the strokes on the first DM, normalized by the central wavelength λ 0 . Therefore the field introduced by the first DM in the pupil plane here is:
First, we assume that the field A [N ] is small enough so that the strokes introduced by the DM to correct for it still verify σ DM 1 1.
A second DM is located at a distance z. This DM also introduce only phase in its optical plane (z = DM 2). We also assume σ DM 2 1 here:
The field introduced in the pupil plane by the second DM is (p87-89 in Goodman 2005):
This equation shows that for certain distance z t (λ, N ), the field created by the second DM reconstructs itself. This distance is called the Talbot distance and is defined as :
We recall the Fresnel number at the central wavelength F 0 :
and we can write the electrical field E DM 2 as:
We define the Talbot-limited range as the configuration in which F 0 N 2 . This corresponds to the case where the corrected frequency N is small compared to the Half-Talbot ("worst") frequency N t/2 = √ F 0 (Eq. 7). In this regime, we find: E DM 2 (λ, N, z = P P ) = 1 + 2iπλ 0 λ σ DM 2 cos(N X) 1 − iλπN
In , we show that it is possible to develop analytically this calculation without doing this limited development. However, in this paper, we are assuming F 0 N 2 . The on-axis part is removed by the coronagraph and we only analyze the term in cos(N X). The field in pupil plane (we always assume z = PP from now on) is now, separated in real and imaginary part:
The second DM is correcting for the amplitude:
The dependence in λ is the same for the correcting term and for aberration to correct, therefore all amplitude at every wavelengths is corrected when:
This formula explains the increase of the strokes with F 0 observed in the in the Talbot limited range. We now need to correct the phase with the first DM. However, some of the terms we seek to correct do not have the same wavelength dependence as the correction term in σ DM 1 . Indeed, σ DM 1 has to verify:
The first DM has to correct for the phase introduced by the second DM (same chromatic dependence, possible at all wavelengths), but also for the phase introduced by the second order of the Talbot effect (different chromatic dependence). When we replace σ DM 2 by its value, Eq. A15 reads:
σ DM 1 cannot correct for this field at every wavelengths. We only correct it at the central wavelength λ 0 :
This means that, in absolute value, the strokes on the first DM will be less important than on the second DM although close in the Talbot-limited range (F 0 N 2 ). We finally write the residual (non corrected) field by replacing σ DM 1 by its value in the field in Eq. A12:
The contrast is the residual light level |E res | 2 divided by the light that is stripped away by the coronagraph (|A| 2 ):
We integrate over the bandwidth and obtain:
where R = ∆λ/λ 0 is the spectral resolution. We finally integrate over the DH. We do not know precisely the aperture distribution [N ] at each frequency. However, we know that this spectral distribution is decreasing with N. Therefore, for every N inside the DH [N ] > [OW A], which gives us a minimum boundary for the contrast over the DH: 
This formula for contrast assumes that the strokes are small (σ DM 1 1, σ DM 2 1, approximation in Eq. A5) and/or that we have a finite number of actuators. For a finite number of actuators (a finite DH), Give'On et al. (2006) ; Pueyo & Kasdin (2007) showed that the frequency folding term eventually limits the contrast. We showed in Eq. A14 and A17 that the strokes necessary to correct for the amplitude aberrations are linearly dependent on F:
This means that for every given amplitude aberrations in the entrance pupil, for a large Fresnel number, the strokes will eventually grow large enough so that the frequency folding term is the main contrast limitation. We study this effect in the next section.
term, that we can correct at the central wavelength with:
and the resulting field is E f f,pha (N, λ) = 16iπ
Once again, depending on the value of A , and F 0 /N 2 , this term is higher or not than the initial contrast E res in Eq. A18. However, whatever is the initial amplitude, at large enough F 0 we have necessarily |E res f f ,pha | |E res |. Because E res f f ,amp is only real and E res f f ,pha is only imaginary, the final contrast is the sum of the contrasts created by these two fields independently.
For E res f f ,amp , the contrast is: 
We integrate over the bandwidth: 
And for E res f f ,pha , the contrast reads: 
We also integrates and finally obtain:
Appendix A.3: Conclusion of Appendix A It is hard to compare C DH,1 , C DH,2 and C DH,3 in the general case, without specific values for A, , IW A, OW A and F 0 . Also, in practice, the ACAD-OSM algorithm is not first correcting for the amplitude totally and then correcting for the frequency folding term but the two of them at the same time, depending which one is limiting contrast at a given iteration.
However, in the Talbot-limited range (F 0 N 2 ), the following points can be made:
• For a finite number of actuators, the correction of the amplitude in the aperture only is not enough to increase contrast. This is the main reason why the ACAD-ROS method is barely improving contrast (see ACAD-OSM I). Indeed, as soon as the DMs introduce strokes to correct for this aperture amplitude, they also introduce a frequency folding term (namely, the amplitude term created by the second order of the phase introduced on the first DM) that eventually limit the contrast. This term is increasing with F 0 .
• Even for a small initial amplitude aberration in the aperture initially, the amplitude actually corrected for by the second DM is therefore increasing with F 0 . (Eq. A25). This increase of the amplitude to correct is the reason why the performance in throughput and in contrast decrease with F 0 in the Talbot-limited range (F 0 N 2 ).
• For Fresnel numbers or in the case of an infinite number of actuators, we are in the case of appendix A.1 and the contrast in the DH goes in C DH,1 ∼ OW A 5 /F 2 0 .
• However, for larger Fresnel numbers, the frequency folding term is the main limitation of the contrast in the DH, which goes in goes in C DH,2 ∼ F 
