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Enhancement of the Inertial Navigation System for
the Morpheus Autonomous Underwater Vehicles
Gabriel Grenon, P. Edgar An, Samuel M. Smith, and Anthony J. Healey
Abstract—This paper presents the design and development of
an enhanced inertial navigation system that is to be integrated
into the Morpheus autonomous underwater vehicle at Florida
Atlantic University. The inertial measurement unit is based on
the off-the-shelf Honeywell HG1700-AG25 3-axis ring-laser gyros
and three-axis accelerometers and is aided with ground speed
measurements obtained using an RDI Doppler-velocity-log sonar.
An extended Kalman filter has been developed, which fuses
together asynchronously the inertial and Doppler data, as well as
the differential global positioning system positional fixes whenever
they are available. A complementary filter was implemented to
provide a much smoother and stable attitude estimate. Thus far,
preliminary study has been made on characterizing the inertial
navigation system-based navigation system performance, and the
corresponding results and analyzes are provided in this paper.
Index Terms—Autonomous underwater vehicles, inertial naviga-
tion, Kalman filtering, underwater navigation.
I. INTRODUCTION
AUTONOMOUS underwater vehicles (AUVs) are un-manned and untethered submarines. They provide marine
researchers with a simple, long-range and low-cost solution
with which to gather oceanographic data [8]. Common appli-
cations for deploying AUVs include oceanographic sampling,
bathymetry profiling, underwater system inspection, and mili-
tary mine counter measure (MCM) operations [2], [20], [22],
[24]. In many of these missions, it is critical that the vehicle po-
sition be known precisely and in real time such that the seafloor
can be mapped accurately and bottom mines reacquired with a
high degree of confidence. Underwater navigation for AUVs is
thus a very challenging research topic and a major subject of
concern to both the AUV community and their end users.
Apart from the vehicle design and development cost, the op-
erational cost primarily dictates the practicality of AUVs for
commercial and military use. Rapid development on sensors and
electronics technology in the past decade has made it possible
that smaller, better-performing and lower power AUVs can be
built [1], [21], [25], [26]. This has an important strategic advan-
tage. Smaller AUVs typically require fewer crew and smaller
boat support for launch, recovery, and tracking, thereby signif-
icantly reducing the operational cost per distance traveled. It is
anticipated that the trend of miniaturizing AUVs will continue
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in the future. To further capitalize on this output, operations that
involve a fleet of small (communicative) AUVs become finan-
cially possible [23].
In smaller AUVs, there is less space to install payload or
vehicle-specific instruments onboard. To make matters worse,
smaller AUVs generally suffer from larger vehicle motion espe-
cially in a highly energetic environment. It is thus important that
these constraints be considered when designing a small AUV
otherwise the usefulness of the collected scientific data might
be jeopardized. This paper is focused on the navigation aspect
for small AUVs.
For air or ground vehicles, the Global Positioning System
(GPS) with differential corrections (DGPS) can provide very
precise and inexpensive measurements of geodetic coordinates
[18]. With the recent removal of the intended Selective Avail-
ability interference, typical GPS position error is now on the
order of 10 to 20 m. Unfortunately, these radio signals cannot
penetrate beneath the ocean surface, and this poses a consid-
erable constraint on the overhead of a vehicle mission, which
is surfacing to obtain GPS fixes. One alternative solution for
autonomous underwater navigation is to make use of an array
of long-base-line (LBL) acoustic beacons such that the vehicle
position can be estimated by means of triangulation [3]. The
LBL solution requires the beacon array to be either mounted on
the ocean bottom or moored on the surface (inverted LBL), and
thereby restricts the AUV coverage area to be within the beacon
grid. In addition, the performance of this externally aided posi-
tioning depends largely on the sound-speed profile in the water
column. For multiple AUV operations, independent sets of bea-
cons must be installed, and this rapidly increases the logistical
complexity of a mission [23].
Dead reckoning (DR) aided with Doppler velocity measure-
ment has been, and remains, the most common method for un-
derwater navigation. In the DR mode, the vehicle relies on its
set of navigation instruments to estimate the vehicle’s position.
These instruments include a three-axis accelerometer and gyro-
scope, a flux-gate compass, and a Doppler-velocity-log (DVL)
sonar. The system is commonly referred to as a Doppler-aided
inertial navigation system (INS) as most of these instruments
rely on the inertial properties of gravity and magnetic field. The
DR solution does not measure directly the vehicle’s position,
but instead estimates it by integrating the velocity and bearing
measurements with respect to time. Any measurement errors in
velocity and heading will thus result in a growing position error,
up to a threshold beyond which the navigation performance be-
comes unacceptable.
The Department of Ocean Engineering at Florida Atlantic
University (FAU) has developed an enhanced INS for its new
0364-9059/01$10.00 © 2001 IEEE
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generation of small AUV (dubbed Morpheus) [21]. This nav-
igation system consists of a Honeywell Inertial Measurement
Unit (IMU), together with a GPS/DGPS receiver (by Motorola
and CSI, respectively), a TCM2 flux-gate compass, and a DVL
sonar (by RD Instruments, Inc.). A navigation system is com-
monly referred to as INS when it uses only inertial sensors
to estimate its attitude, velocity, and position. Besides gyro-
scopes and accelerometers, our system makes extensive use of
DVL and GPS data and would be more appropriately labeled as
Doppler-aided/GPS-aided INS. However, for simplicity, for the
remainder of this paper we will simply refer to the Morpheus
navigation system as INS.
A suite of data fusion and correction methods that combine all
available asynchronous measurements has been implemented
[11]. These methods include a complementary filter for esti-
mating the vehicle attitude, a deviation table for correcting the
compass bias, and an extended Kalman filter for estimating the
vehicle position and heading [7], [16]. With improved under-
water navigation accuracy, the overall performance of a mission
can be made more efficient because it requires fewer surfacing
maneuvers (for acquiring GPS fixes) for a given position-error
tolerance.
In the remainder of the paper, the characteristics of the sen-
sors used in the Morpheus INS are first reviewed, followed by a
description of the filtering algorithms. Finally, practical results
assessing the performance of the INS are discussed and con-
cluding remarks are drawn.
II. NAVIGATION SYSTEM INSTRUMENTS
In this section, the navigation instruments and their charac-
teristics on the Morpheus are presented.
A. Inertial Measurement Unit (IMU)
An IMU consists of a three-axis gyroscope and a three-axis
accelerometer. A single-axis gyroscope measures the angular
rate of change of a platform about its main axis of rotation
whereas a single-axis accelerometer measures the linear accel-
eration of a platform together with the gravity along its axis of
translation. Both sensors measure the motion relative to an in-
ertial frame of reference.
Four gyroscope technologies are available: mechanical, solid-
state, fiber-optic (FOG), and ring-laser (RLG). A mechanical
gyroscope uses the inertia of a very fast spinning ball to de-
tect any angular change about its axis. Despite their high relia-
bility and accuracy, these mechanical sensors are not currently
adapted for small AUVs (5–10 ft in length) because they are
cumbersome, consume much power, and can generate undesired
mechanical vibrations. Solid-state gyros are operated based on
the principle of the Coriolis effect: when a translating body is
subject to angular rotation, the Coriolis force experienced is pro-
portional to an applied angular rate [4], [14]. The operational
principles for both FOGs and RLGs are very similar to each
other and are explained in the following. Two beams (laser or
light) are sent in opposite directions in a closed beam path. Mir-
rors in RLGs or a fiber-optic cable in FOGs are used to bend the
beam so that it follows a closed path. If the platform on which
a gyro is mounted is at rest, the two beams will have identical
TABLE I
PERFORMANCE COMPARISON OF GYROS AND ACCELEROMETERS
TABLE II
CHARACTERISTICS OF THE HG1700AG25 HONEYWELL IMU
frequencies at the end of each loop. When a gyro experiences an
angular motion about its axis of rotation, the traveled path length
of one beam increases while that of the other decreases, resulting
in a Doppler shift which is directly proportional to the angular
rate. Both FOGs and RLGs can be inexpensive, low power, and
small and have excellent reliability and stability performances.
It should be noted that a long-term drift error is common to both
an FOG and an RLG, and the bias magnitude (or the unit cost)
is primarily determined by the length of the beam path and its
sensitivity to temperature variation.
A wide variety of accelerometers are available on the market,
such as mechanical, piezo-resistive, differential capacitive, or
resonant-beam. Similar to previous descriptions of the gyro-
scopes, mechanical accelerometers are not commonly used in
small AUVs. Typical requirements for an accelerometer are a
low noise level and a small bias. Table I briefly compares these
technologies in terms of their averaged bias stability perfor-
mances reported in [4], although it should be cautioned that
there is a large variation in performance for each of the units
based on its constraint in cost and size.1
On the Morpheus, these sensors were packaged into a single
IMU. The HG1700AG25 Honeywell IMU, which consists of
three RLGs and three resonant beam accelerometers (RBAs),
was selected for this application. The characteristics of the unit
are described in Table II.
B. Magnetometer Compass
Most AUVs rely on a magnetic compass to provide heading
information. Such instruments traditionally encompass a liquid-
level-based tilt sensor and three orthogonal magnetic field sen-
sors, thus providing roll and pitch measurements as well as
heading information.
To compute heading, the magnetic measurements are first
transformed from the body-fixed frame (for strapped-down
1The Litton LN250 IMU is listed to provide a gyro bias of 0.004 /h and an
acc bias of 40 g.
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TABLE III
CHARACTERISTICS OF THE TCM2 COMPASS
type) into the local-level frame [10]. The mathematical trans-
formation is shown as
(1)
The heading is then evaluated as
(2)
where and represent pitch, roll, and heading in radians
and and correspond to the two orthogonal field com-
ponents expressed in the local-level frame.
The Precision Navigation TCM2 magnetometer compass,
which is widely used within the underwater community, was
selected for the Morpheus. With its internal processing of the
transformation, the TCM2 is capable of outputting pitch, roll,
and heading information in a strapped-down configuration. Its
main characteristics are displayed in Table III.
Two major difficulties arise when dealing with the TCM2,
namely the inherent low-pass response (due to the inertia of tilt
sensor fluid) and heading error (due to internal and/or external
magnetic anomalies).
Because of the viscosity of the sensors’ liquid, the pitch and
roll errors are characterized by their time lag and attenuation,
and they can be significant if the instrument is subject to con-
siderable vehicle motion, as implied from (1) and (2). In addi-
tion, the TCM2 is sensitive to local magnetic sources which can
originate from the vehicle (e.g., batteries, motors and cables),
or any external objects encountered in the vicinity (e.g., mines
and cables). These noise sources generate either static or time-
TABLE IV
CHARACTERISTICS OF THE RDI NAVIGATOR DVL
varying magnetic fields, and it is the intention in this paper that
the static magnetic fields be characterized and minimized.
To calibrate the heading sensor, the TCM2 unit has an in-
ternal built-in routine, which can compensate for any hard-iron
field effect on the vehicle [19]. Although this results in a better
heading performance, the residual error can still be large (up
to 5 ) (see Fig. 7). To improve the heading performance fur-
ther, one can build a deviation table for the TCM2 although
this requires an accurate heading reference during the building
process. See Section IV-D for more explanation on the topic.
C. Velocity Sensor
Precise ground and water velocity measurements can be ac-
quired underwater using a DVL sonar. A DVL transmits an
acoustic ping of a specific frequency and receives returns from
the ocean bottom and particulate in the water column. Any shift
in frequency (Doppler shift) in the returned signals with respect
to the transmitted signal is then determined in order to calcu-
late the vehicle’s velocity (forward, starboard, and vertical) ex-
pressed in the DVL frame. The frequency of transmission de-
termines the resolution of the measurement, the transducer size,
and the range. To reduce the spreading loss, the instrument uses
a narrow beamwidth. Typically, a DVL error is smaller than 1%
of the vehicle speed.
On the Morpheus, an RD Instruments Navigator DVL was se-
lected to provide the body-fixed ground speed information, and
the characteristics of the instrument are summarized in Table IV.
D. GPS/DGPS
The GPS uses a constellation of 24 satellites monitored from
the ground to provide absolute positioning of any object on the
entire planet [18]. Five widely separate ground stations contin-
uously monitor the satellites, control and correct their trajec-
tories, and synchronize the clocks of all satellites twice a day.
From any point on the earth surface, at least four satellites (usu-
ally six) are visible at all times. Provided all satellites have a
very accurate clock, and four satellites are visible from a point,
a four-equation, four-unknown ( ) system can be used
to extract accurately the vehicle’s position. To further improve
the accuracy, a differential correction for the GPS (DGPS) can
be used. In this mode, a precisely known ground station can be
used to estimate the range error in the GPS signal, thus reducing
the position error from about 20 m down to less than 5 m.
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TABLE V
CHARACTERISTICS OF THE VP ONCORE GPS/DGPS
On the Morpheus, the GPS and differential receivers were
selected from Motorola VP Oncore and CSI, respectively, and
the basic characteristics are summarized in Table V.
III. DATA FILTERING
The navigation algorithm performs three major filtering
tasks: it estimates the pitch and roll angles, computes the
vehicle heading using the magnetic field measurements and
corrects for static magnetic disturbances, and finally estimates
the vehicle position using an extended Kalman filter. Additional
preconditioning functions include coordinate transformation
of all body-fixed variables, compensation of gyroscope and
accelerometer measurements for the earth rotation, estima-
tion of gyro bias, and rescaling of the DVL output based on
sound-speed measurements. Before discussing these features,
the data flow structure is presented next.
A. Data Flow
The vehicle’s depth and altitude sensors, namely the CTD
and DVL, respectively, provide accurate depth and altitude in-
formation. Therefore, the position estimator only focuses on es-
timating the vehicle position on the horizontal plane.
Fig. 1 shows the structure of the INS data flow. On the top left
section of the figure, a complementary filter combines the ac-
celerometer and gyroscope data (after the latter have been trans-
formed into the local-level plane) in order to estimate the cur-
rent pitch and roll angles of the vehicle (see Section IV-C). The
heading can be obtained either directly from the magnetic com-
pass output, or integration of the gyroscope data (in this case the
compass output is only used to initialize the heading). The two
cases are considered and compared in Section V.
Finally the velocity, yaw rate, and heading data are combined
with the GPS/DGPS measurements to feed into the extended
Kalman filter. The filter main tasks are to estimate online the
heading bias and vehicle position.
B. Preconditioning Functions
Before being fed to the Kalman filter, the IMU measurements
must be compensated for the earth rotation and the DVL mea-
surements corrected for the sound-speed variability.
1) Compensation of the Earth Rotation Effect on the IMU
Measurements: A centripetal acceleration, which is due to the
earth rotation, is sensed by the IMU accelerometers and should
be removed from the measurements. Assume that the earth is
spherical. At a latitude , the earth acceleration can be expressed
as
(3)
At the equator, the earth acceleration is
m s (4)
Note that the earth rotation component is thus about three times
as large as the instrument bias and is therefore too large to be
ignored.
Similarly, the earth rotation affects the gyroscope measure-
ments, and its amplitude can be expressed as
(5)
where s is the earth rotation period. These com-
ponents must be removed from the IMU measurements before
they are fed into the Kalman filter.
2) Characterization of Gyroscope Drift: A gyroscope
is generally characterized by its short-term accuracy and
long-term drift. The long-term drift is largely correlated with
the gyroscope’s ambient temperature, and it is of interest to
characterize such a drift accurately so that its effect can be
removed or minimized. A series of experiments was carried
out to model the drift. The gyroscope was mounted on a
precisely oriented platform, starting at the lowest operating
temperature. It was powered up, and its outputs were logged as
the internal temperature increased until it reached a steady-state
equilibrium. The operation was repeated in several instances,
and a best-fit approximation of the corresponding drift was
computed. The results in Fig. 3 are based on the assumption
that the drift varies as a function of the temperature only and
does not depend on the rate of change of temperature. On
average, it took 3 h to reach the steady state from a cold start.
3) Correction for Sound Velocity Variability: The DVL
computes the vehicle velocity over ground based on the speed
of sound, and it generally varies as a function of salinity,
temperature, and density of the water. The DVL mounted on
the Morpheus AUV does not have an internal CTD sensor, and
thus a fixed sound-speed value of 1500 m s is assumed by
the DVL processing unit. To compensate for the sound speed
variability, an external CTD, which is available on Morpheus,
is used to provide the correct scaling factor.
The sound speed can be estimated using the following for-
mula [17]:
(6)
where is the speed of sound in the water (m s ), is
the water temperature ( C), is the salinity (psu), and is the
depth (m).
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Fig. 1. INS data flow.
The DVL velocity is then corrected as
(7)
C. Complementary Filter for Pitch and Roll Estimation
While the pitch and roll measurements are directly available
from the TCM2, they exhibit undesired features that can have a
considerable impact on navigation accuracy. These features are
time lag and attenuation as well as low resolution. An alternative
method to obtain better pitch and roll information is thus needed.
In cruising conditions, the only averaged force acting upon
the vehicle is gravity. If the accelerations along the axes of the
vehicle are known, the pitch and roll angles can be estimated as
(8)
(9)
where and are the forward and starboard accelerations, re-
spectively, and are the pitch and roll angles, and is the
local gravitational constant.
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Fig. 2. Earth rotation.
Fig. 3. Gyro drift approximation. The red bars represent the standard deviation
as observed in different trials.
The Honeywell IMU RBAs guarantee high update rate
(100 Hz) and high acceleration accuracy (1 mg noise) and
stability, but the drawback is its relative high-frequency
noise. On the other hand, the accuracy of the RLGs is limited
over time by its long-term drift, but the sensors have good
short-term accuracy, within the same frequency spectrum as
that of the accelerometers. By combining the two data types
into a complementary framework, it is possible to minimize
both the high-frequency noise in the accelerometers and the
low-frequency drift in the gyroscopes, resulting in a very
accurate, stable, and rapidly updated attitude estimate.
The roll angle (the pitch is estimated in the same way) is es-
timated as [28]
(10)
Transforming the equation into the Laplace domain
(11)
(12)
Fig. 4. Roll estimation in static conditions ( ).




Finally, using a Euler first-order method for derivative ap-
proximation, the updated filter can be expressed as
(15)
Another complementary filter can be built with the RLGs,
using the roll and pitch measurements from the TCM2 tilt sensor
in place of those estimated by the accelerometers. The perfor-
mance of these two complementary filters was evaluated in both
static and dynamic conditions [12]. Fig. 4 displays, from top to
bottom, the roll angles estimated in static conditions by:
1) the accelerometers alone;
2) the TCM2 compass alone;
3) the complementary filter combining the TCM2 tilt sensor
and the gyroscopes;
4) the complementary filter combining accelerometers and
gyroscopes.
Obviously the accelerometers cannot be used alone to esti-
mate the vehicle attitude because the noise level is too high. On
the other hand the TCM2 roll has a low resolution. Combining
either sensor above with the gyroscopes lead to better results.
The complementary filter that makes use of the accelerometers
provides by far the best results, being stable, with low noise and
very small fluctuation ( 0.01 ). High frequency noise from the
accelerometers is indeed very significantly reduced, whereas the
low frequency drift from the gyroscopes is removed.
When the IMU was rolled back and forth, the filter perfor-
mance was found to be superior to that of the TCM2 alone, as
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Fig. 5. Roll estimation in a moving environment ( ).
Fig. 5 shows. The output given by the complementary filter is
smoother, highly precise, and does not suffer from considerable
attenuation and time lag, as compared to the TCM2 output.
It should be reminded that the accelerometer-based filter as-
sumes there is no mean acceleration. When there is vehicle ma-
neuvering, such as any significant change in speed, heading or
depth, the accelerometer not only measures the gravity effect
but also the acceleration induced by the vehicle. During such
periods, the gyroscopes alone must be used to estimate the roll
and pitch values.
D. Heading Estimation
The TCM2 heading output can have a large error in the pres-
ence of magnetic anomalies surrounding the vehicle, as well as
the time lag caused by its internal tilt sensor. To minimize the
time lag, the heading is computed directly from the magnetic
field measurements using the estimated pitch and roll outputs,
as described previously.
An experiment was set up to compare the performance when
the TCM2 heading was used directly, and when the heading
was calculated based on the magnetic field measurement with
the improved pitch and roll estimates. In this experiment, the
compass and the IMU were mounted on a common module and
were carefully aligned.
Fig. 6 presents the results. Fig. 6 (a) shows the overall motion
given to the module: first a slow, full 360 rotation, followed by
a fast rocking motion.
Fig. 6(b) shows the direct TCM2 heading and the heading
computed from the magnetic measurements, when a slow mo-
tion was given to the unit. Although the TCM2 heading was
close to the computed heading, without any noticeable time lag,
it was not as smooth as the computed heading, as can be seen in
the rectangular boxes. This suggests that, even in smooth, slow
conditions, it is desirable to compute the heading from the mag-
netic measurements rather than rely on the compass itself. This
effect is magnified when we consider the fast rocking motion, as
illustrated in Fig. 6(c) and (d). It should be noted that the stair-
case behaviors observed for both headings were due to the slow
sampling rate of the instrument (16 Hz) with respect to the ve-
hicle motion.
To deal with the magnetic anomalies on the vehicle, the com-
puted TCM2 heading can be further compensated using a devia-
tion table [13]. To generate a deviation table, we need to have an
accurate heading reference available during the building process.
Agyroscope,whichismoreaccuratethanthecompassoverashort
time span, can be used as the heading reference by integrating its
ratemeasurementsover time.Theprocesscanbeperformedeither
on land or in the water, but must be away from all possible sources
of magnetic noise other than those generated within the vehicle.
The deviation table that we currently use on the Ocean Explorer
AUV has a resolution of a one-degree increment, ranging from 0
to 359 . An example of such table is shown in Fig. 7.
Before any correction is applied to the TCM2 heading, its
error can be as large as 5 , as shown in Fig. 8 (both clockwise
and counterclockwise motion). After a proper deviation table is
applied, the error was reduced to 2 , as illustrated in Fig. 9.
The final step in the building process is to determine the dc
offset of the deviation table since the heading difference be-
tween the TCM2 and integrated gyroscope only gives the rel-
ative error, not an absolute error.
E. Position Estimation
The navigation system was designed to implement a certain
number of features.
1) Because the sensors used by the navigation system do not
have the same update frequency and, in the GPS case,
do not necessarily update at all, when the AUV is under-
water, the position estimator must handle data asynchro-
nously.
2) Between sensor updates, the estimator must be capable
of extrapolating in an optimal manner the current states of
the vehicle using prior knowledge of the vehicle dynamics
and position.
3) Finally, a specific feature of the navigation system is to
allow for precise heading alignment at the beginning of
a mission. Such a task is necessary in order to reduce
the compass-based heading bias, from several degrees of
error to a fraction of a degree.
An extended Kalman filter is an ideal candidate for this task,
since it satisfies the requirements listed above ([6], [7], [9], [15],
[16]).
The Kalman filter proposed herein, which consists of seven
states and six measurements, estimates the relative latitude
and longitude, local-level ground velocities, heading, heading
rate, and, when possible, the heading bias (see Fig. 1 for the
linearized state model). When the vehicle is on the surface, the
GPS/DGPS measurements dominate the position estimation.
Also, when the vehicle moves in a straight direction on the
surface, the heading bias becomes observable and can be
estimated. This is a very important feature as it can minimize
a major source of dead reckoning error. Once the heading bias
is precisely known, the vehicle can then dive and perform dead
reckoning with very good initial position and heading values.
Underwater, the growth in heading error is limited by the fusion
of heading and yaw rate measurements.
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Fig. 6. TCM2 heading versus computed heading.
Fig. 7. Deviation table.
It should be noted that, in every filter cycle, not all input
data are available because of the different updates and possible
dropouts from the sensors. For any of the measurements that do
not exist in the current cycle, the corresponding state estimate
will not be updated, and the propagation model will be used to
update the state estimate.
Optimality of the extended Kalman filter is attained by tuning
the matrices that correspond to the model uncertainty and the
measurement noise. Theoretically, the components in the diag-
onal of these matrices represent the error covariance for the cor-
responding state or measurement. In practice, it is difficult to es-
timate these covariance coefficients, and the fine-tuning of the
matrices often relies on a trial-and-error basis.
IV. RESULTS
The INS system has not yet been physically mounted on the
Morpheus at the time of this writing, and the results and anal-
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Fig. 8. Heading error.
Fig. 9. Heading error after correction.
ysis shown in this section were collected during a mission on
June 26, 2000, during which the INS was mounted on an FAU
research vessel (R/V Stephan) in order to obtain preliminary
at-sea data. In this mission, the outputs of all navigation sen-
sors were logged and postprocessed.
Fig. 10 shows the boat course during the mission, as refer-
enced by DGPS fixes. It first headed north for 2500 m, then east
for 2000 m, and finally south for 3000 m, for a total of 7500 m
in approximately 1 h.
Fig. 10. Boat trajectory.
It is important to understand how the navigation instruments
were set up on the boat as it bears implications on how the results
should be interpreted. Firstly, there was a considerable level of
magnetic signature that arose from the boat itself, and thus the
deviation table developed for the compass was not alone satis-
factory, as will be seen later. Secondly, the bottom track velocity
was updated only at 0.5 Hz as the DVL was programmed to
characterize water profiles during the mission. In addition, there
were DVL dropouts that occurred during a particular turn in the
mission, and certainly these factors will contribute to increased
error. Note that these conditions for the preliminary characteri-
zation are not considered unreasonable as they represent a fairly
realistic scope of what an AUV would encounter during a real
survey mission.
The heading profile estimated from the TCM2 compass, after
corrected by a deviation table, is displayed on the upper part of
Fig. 11, whereas the lower plot shows the difference between
the integrated yaw rate output and the corrected compass output.
It can be seen that the discrepancy was bounded to within 5
degrees.
To characterize the navigation performance, three different
data scenarios were compared:
1) All sensor measurements, except the GPS fixes, were
used for navigation, namely the ground velocity, the
corrected heading, and the yaw rate outputs.
2) Only the ground velocity and yaw rate measurements
were fed to the filter. Since the compass data were as-
sumed to be unavailable, the performance for the gyros
can be isolatedly evaluated.
3) All sensor measurements were fed to the filter. This con-
figuration allows us to characterize the heading bias esti-
mation performance by the filter.
A. Full Dead Reckoning Mode
Given the yaw rate, heading, and the ground velocity as in-
puts to the filter, the position error, which is computed as the
difference between the filter position output and the DGPS mea-
surements, is shown in Fig. 12.
One can easily notice in the figure that the position error did
not increase monotonically, and sharp changes in error occurred
when the boat changed its course. As mentioned previously, the
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Fig. 11. TCM2 heading after correction.
Fig. 12. Position error in full dead-reckoning mode.
deviation table was not able to eliminate the boat’s internal mag-
netic anomaly, and the residual compass error was still quite de-
pendent on the boat’s orientation. Thus, when there was a no-
ticeable change in heading, the compass error could be consid-
erably different from that of its previous leg.
At around 1850 s, the position error suddenly increased by ap-
proximately 15 m. Note that the sharp change in error was not
caused by the compass bias, but by a full 20-s period of DVL
dropouts. Since this occurred when the boat was turning 90 de-
grees south, during which the forward and starboard velocities
evolved significantly, it led to both an increase in long-track and
cross-track errors. It should be noted that such a long dropout
period is considered unusual for routine missions, and the con-
dition considered here can be interpreted as a worst-case ma-
neuvering scenario for the Morpheus.
Despite the compass errors, the overall error was less than
70 m. As the vehicle has traveled an overall distance of 7500
m, the position error amounted to 0.93% of the covered dis-
tance. However, this method of quantifying the accuracy of ve-
hicle positioning is highly misleading as it depends very much
on the distribution of compass bias throughout the entire 360
orientation. This is evidenced in the first 1000 s, during which
the position errors between the north and east legs compensated
each other. Had the boat gone north for an hour the error would
have been 120 m or more, resulting in a total of 1.5% error of
Fig. 13. Position error without compass.
position traveled. It is also very likely that the compass bias
could be much larger for some other vehicle’s orientation, and
the resulting error could have been correspondingly larger if the
boat happened to follow those orientations. It is thus more ap-
propriate and less subjective to quantify the position error as a
function of only the worst compass bias, although this implies
a more tedious and rigorous characterization process. It is thus
in the authors’ opinions that claiming such positioning accuracy
without having any substantial justification will only misinform
the AUV community, the end users in particular.
B. Dead Reckoning Without Compass
In this simulation, only the velocity and yaw rate measure-
ments were fed to the filter, and the initial heading value was
estimated based on a series of DGPS fixes at the beginning of
the mission. The purpose of this test was to characterize the po-
sitioning accuracy due to gyro drift.
Fig. 13 shows that the position error increased more consis-
tently as compared to that in the previous case. The overall error
was also smaller (less than 60 m). The same sharp change in
error at around 1850 s can also be observed in the figure.
The fact that the position error was smaller when the compass
data were not used leads to two observations. Firstly, it veri-
fies that the deviation table used in the mission was not very
good. More importantly, it shows that the yaw rate measure-
ments can be more reliable than the heading measurements, es-
pecially when there are external magnetic signatures, such as
bottom mines. Nevertheless, this scenario requires very accu-
rate initial heading information and realignment after some pe-
riod of time when the gyro drift error becomes excessive. These
alignment procedures can be performed online if the heading
bias can be estimated.
C. Heading Bias Estimation
In this scenario, all the measurement inputs were fed to the
filter. When the vehicle runs a straight segment on surface with
continuing DGPS fixes, the heading bias state becomes observ-
able and can thus be estimated. The objective of this scenario
is to determine how long it will take the filter to estimate the
heading bias to within 0.2 (twice the resolution of the TCM2
compass), as this gives a lower bound on the alignment period
(or an overhead of a mission). Ideally, to estimate the heading
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Fig. 14. Heading bias estimation ( 0.5 bias).
bias precisely, the vehicle must navigate along a perfectly
straight line while acquiring the GPS information. When there
are waves and currents, the resulting forcing function plays a
dominant role on the heading oscillation (a 3 azimuth wan-
dering for a small vehicle in shallow water is not uncommon).
This can result in a large estimation error if the compass bias
varies much along that orientation. A useful rule of thumb is to
operate on any of the flat spots of the compass deviation curve.
The results shown below are based on the first 7-min data of
the mission. Fig. 14 shows a comparison of the corrected TCM2
heading and the heading state in the filter, and the corresponding
heading bias estimate. The heading bias successfully converged
to within 0.2 at the end of the 6-min period, despite the con-
tinuously changing actual heading.
The final heading bias was close to 0.5 . The Kalman filter
is thus capable of tracking the heading error efficiently. The
overhead, however, is that the AUV must navigate on surface
for approximately 7 min, along a direction as constant as pos-
sible, to enable the Kalman filter to estimate the heading bias
correctly. Such overhead remains acceptable since the resulting
gain in terms of navigation accuracy enables the AUV to stay
underwater much longer than with an initial heading error of
1 .
Evaluation of the filtering performance is generally difficult
to achieve because the true states are in many cases partially
or not known. Nevertheless, one can attempt to evaluate the fil-
tering optimality by observing the time history of the one-step
ahead prediction errors, which should be white in an ideal case.
Fig. 15. Yaw rate residue autocorrelation.
In reality, these errors can never be completely white because
of the inexact system modeling and sensor noise assumptions.
However, the filtering performance can be considered accept-
able when the error autocorrelation function falls within a sta-
tistically tolerable limit (defined as ), where
is the number of samples [5]. Fig. 15 shows an autocorrela-
tion function of the yaw rate one-step prediction errors, overlaid
with the statistically tolerable limits. Clearly, the residues are
not white, and there is thus a need to further fine-tune the filter
GRENON et al.: ENHANCEMENT OF THE INERTIAL NAVIGATION SYSTEM FOR THE MORPHEUS AUV 559
in order to optimize its performance. This will be performed
once the INS module is integrated onto the Morpheus.
V. CONCLUSION
The development and preliminary testing of a Honeywell-
based inertial navigation system for the Morpheus vehicle, aided
with external DVL and DGPS, have been described. Data pro-
cessing tools utilized consist primarily of a complementary filter
used for attitude estimation and a seven-state extended Kalman
filter used for position estimation. The main contribution in this
work has been on the development of a low-cost, enhanced nav-
igation system based on thorough characterization of inertial
sensors and application of well-founded Kalman theories. Our
goal, to be validated, is to achieve a 1% error of position traveled
over the duration of an hour. Subsequent realignment will be
necessary in order to minimize the accumulated heading error.
Selection of an appropriate IMU depends heavily on the
tradeoff between cost and performance requirements, which
can vary greatly from one mission/vehicle to another. The
development described in this paper capitalized on the low-cost
aspect of the Honeywell IMU (as a result of mass production),
which is comparable in cost to many of the commercially
available solid-state gyros that are not internally compensated.
Examples are the Watson Block IMU on FAU Ocean Explorer
vehicles [25] and the Systron Donner IMU on the Naval
Postgraduate School Phoenix vehicle [27].
The extended Kalman filter encompasses three important fea-
tures: 1) it allows for asynchronous sensor update rates and spo-
radic drop-outs; 2) it uses GPS/DGPS fixes whenever they are
available to estimate the vehicle position and heading bias; and
3) it does not have any states to account for Doppler biases be-
cause the body-fixed ground speed measurements are typically
much more accurate (0.2% of speed traveled). Preliminary fil-
tering results indicate that the convergence of the heading bias
estimate took approximately 7 min given that the vehicle cruised
along a straight line on surface with steady DGPS fixes.
A substantial amount of effort has been spent on character-
izing the TCM2 compass in terms of pitch, roll, and heading,
and its inherent heading error was found to be within 2 degrees
(approximately 3.5% error of position traveled). As the heading
error based on any magnetic compass is sensitive to the vehicle’s
orientation, the positioning performance should be character-
ized in terms of the worst heading deviation, or misleading con-
clusions can easily be drawn. In our future implementation, the
TCM2 will be used only for initializing the heading estimate in
the filter.
To further improve the accuracy of the system, we will inves-
tigate two additional methods that might reduce the rate bias
error inherent in the measurement. Firstly, we are examining
the performance of an augmented filter which has the yaw rate
bias as an extra state. In parallel, a separate, three-state (heading,
yaw rate, and yaw rate bias) Kalman filter will also be studied.
These two filter configurations will be compared, and tradeoffs
between estimation performance and filter size will be discussed
in our future paper.
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