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Abstract.
We study groups of autonomous robots engaged in a foraging task as typically
found in some ant colonies. The task is to find a prey object and a nest object, es-
tablish a path between the two, and transport the prey to the nest. Once a path is es-
tablished, robots are recruited to the prey, self-assemble into a pulling structure and
collectively transport the prey—which is too heavy for a single robot to move it—
along the path to the nest. We follow a swarm-intelligence based control approach.
All robots have the same controller. They self-organise into teams and sub-teams
that accomplish a number of different tasks concurrently. To solve the subtask of
exploration and path formation we propose a new approach, that is, chain formation
based on cyclic directional patterns (CDP chains). At present, we believe this study
to be the most complex example of self-organisation in the robotics field. Experi-
mental results with groups of 2, 4 and 8 physical robots confirm the reliability and
robustness of the system.
Keywords. Swarm intelligence, swarm robotics, self-organisation, prey retrieval,
path formation, self-assembly, group transport
1. Introduction
There are several advantages in using a group of robots instead of a single one: (i) the
lack of ability (of a single robot), (ii) increased efficiency, (iii) increased redundancy and
fault tolerance, and (iv) reduced costs [1]. However, many challenges arise when control-
ling a group of robots. Especially for large group sizes, centralised control architectures
and complex communication protocols rapidly reach their limits due to individual failure
or limited bandwidth. To overcome these problems, and to reach both tight cooperation
and scalability at the same time, swarm robotic control algorithms [4] emphasise prin-
ciples such as decentralisation and exploitation of local sensory information and com-
munication. These principles are assumed to form the basis of the behaviour of social
insects when addressing challenging tasks [5].
In this paper, we demonstrate the utility of swarm robotic control algorithms in a
complex foraging scenario as typically found in some ant colonies: the robots are ran-
domly scattered in a bounded arena containing two objects—the prey and the nest. The
former has to be retrieved to the latter. The following constraints are given:
• C1: the prey requires the cooperative effort of n robots to be moved, with n > 1.
• C2: the robots have no a priori knowledge about the dimensions of the environ-
ment, or about the position of any robot or other object.
• C3: the robot’s perception range is small when compared to the distance between
the nest and the prey.
• C4: communication is unreliable and limited to a small set of simple signals that
can only be perceived by those robots that are in the immediate neighbourhood.
These constraints have strong implications on the organisation of labour within the
group. To illustrate this, we refer to the generic definition of teamwork recently proposed
by Anderson and Franks [1]. To solve our task it is required for some robots to engage
in the transport (C1), while others have to direct the transporters towards the nest (C2,
C3 and C4). Thus, two different subtasks have to be performed concurrently. Therefore,
our task can be considered to be a team task. Both subtasks require the cooperation of
multiple robots. Moreover, each subtask can be considered as a team task [1].
In this paper, we present a distributed controller for the team task described above.
To the best of our knowledge, the three different tasks of path formation, self-assembly,
and group transport have been tackled only separately with real robots. We present the
first attempt to solve these three tasks as parts of an integrated scenario, using a robot
team that is homogeneous both in hardware and control. Roles are assigned dynamically
as the result of a self-organised process.
Furthermore, we introduce the concept of chains with cyclic directional patterns
(termed CDP-chains). CDP-chains are a new method in robotic exploration of unknown
environments. These chains serve (a) to explore the environment, (b) to establish a path
between prey and nest, (c) to recruit workers to the prey along this path, and (d) to guide
the transport group back to the nest.
The remainder of this paper is organised as follows. In Section 2, we give a brief
overview of related work in path formation, self-assembly, and group transport. In Sec-
tions 3 and 4, we detail the robot’s hardware and control. In Section 5, we present the
experimental results. Finally, in Section 6 we draw some conclusions.
2. Related Work
Path Formation. When foraging, ants of many species lay trails of pheromone, a chemi-
cal substance that attracts other ants. Deneubourg et al. [6] showed that laying pheromone
trails is a good strategy for finding the shortest path between a nest and a food source.
Even though a colony of social insects is capable to solve such complex tasks, individ-
uals are governed by simple rules. These often serve as a source of inspiration when
designing distributed exploration strategies.
Robotic chains, where the robots act as trail markers themselves, mimic the idea of
pheromone trails. The concept of robotic chains stems from Goss and Deneubourg [9]. In
their approach, every robot in a chain emits a signal indicating its position in the chain.
A similar system was implemented by Drogoul and Ferber [7]. Both works have been
carried out in simulation.
Werger and Mataric´ [21] used real robots to form a chain in a prey retrieval task.
Neighbouring robots within a chain sense each other by means of physical contact: one
robot in the chain has to regularly touch the next one in order to maintain the chain.
The use of virtual pheromones for environment exploration has been studied by Pay-
ton et al. [18] and by Mamei and Zambonelli [15].
Self-Assembly. Self-assembly is a particularly interesting mechanism in social in-
sects [2]. Insects physically connect to each other to form aggregate structures with ca-
pabilities exceeding those of an individual insect. Some observed uses have strong im-
plications for robotic system design (e.g., the formation of pulling structures [12]).
Most modular robotic systems are not capable of self-assembly—modules are pre-
assembled by the experimenter or by a separate machine [22]. Other systems can self-
assemble if the modules are pre-arranged in specific patterns. Rare instances of less con-
strained self-assembly with up to three robots have been reported [8].
Recently, self-assembly has been demonstrated with the swarm-bots system [16].
Experiments were conducted on different terrains and with up to 16 physical robots [10].
Group Transport. Almost half a century ago, Sudd [19] studied solitary transport
and group transport of prey by ants of the species Pheidole crassinoda. Although he ob-
served that single ants would mostly behave similarly to those engaged in group trans-
port, he reported that group transport “showed co-operative features”.
Object transportation has extensively been studied in groups of mobile robots.
In multi-robot box pushing, most studies consider two robots pushing a wide box
simultaneously from a single side, a few systems with more than two robots have been
studied [14].
Another strategy is to grasp and/or lift the object. In this case, each robot’s motion is
highly constrained. Typically, systems of 2–3 physical robots have been studied. Often
the planning is accomplished by a leader robot. While in some systems the leader sends
explicit high- or low-level commands to the followers [20], in others, robots communi-
cate through the object being transported [13].
3. Hardware
We use a robotic system called swarm-bot lying at the intersection between collec-
tive and self-reconfigurable robotics [16]. A swarm-bot is formed by a number of ba-
sic robotic units, called s-bots, which are fully autonomous and mobile, and capable of
autonomously connecting to each other.
Fig. 1a shows the physical implementation of the s-bot. The robot has a diameter
of 12 cm and weighs approximately 700 g. In the following, we briefly overview the
actuators and sensors that are used in this study. For a more comprehensive description
of the s-bot’s hardware see [16].
The s-bot has five degrees of freedom (DOF) all of which are rotational, including
two DOF for the traction system, one DOF to rotate the s-bot’s upper part (called the
turret) with respect to the lower part (called the chassis), one DOF for the grasping
mechanism of the gripper (in what we define to be the s-bot’s front), and one DOF for
elevating the arm to which the gripper is attached (e.g., to lift another s-bot).
The robot’s traction system consists of a combination of tracks and two external
wheels, called treels c©. An s-bot can connect with another by grasping the connection
ring. An s-bot can receive connections on more than two thirds of its perimeter.
In this study we make use of a variety of sensors, including 15 proximity sensors
distributed around the turret, four ground sensors mounted underneath, an accelerom-
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Figure 1. The hardware. (a) The s-toy and the s-bot. (b) An image taken with the omni-directional camera of
the s-bot. It shows other s-bots and an s-toy activating their red LEDs at various distances.
eter, two optical barriers integrated in the gripper, four omni-directional microphones,
one X-Y force sensor between the turret and the chassis, as well as proprioceptive sen-
sors. Moreover, a VGA camera directed towards a spherical mirror provides an omni-
directional view.
Next to the s-bot, Fig. 1a shows the s-toy, an object which we use either as nest
or as prey (depending on its colour). It has a diameter of 20 cm and, like the s-bot, it
is equipped with an RGB LED-ring. The nest is immobile. The prey weighs 800 g and
requires the cooperative effort of two or more s-bots to be moved.
A snapshot taken from an s-bot’s camera is shown in Fig. 1b. Due to differences
among the robots’ cameras, there are some variations in the perceptual range. The soft-
ware we use to detect coloured objects allows a recognition of the red coloured prey up
to a distance of 70− 90 cm, and of the three chain colours, blue, green and yellow, up to
35− 60 cm (depending on which robot is used).
4. Controller
We decompose the task into two subtasks: (i) exploration of the environment to form a
path between nest and prey, and (ii) assembly to the prey or already connected robots to
transport the prey along the path towards the nest.
We realized our controller using the behaviour based architecture illustrated in Fig. 2.
The exploration module and the transport module are detailed in the following. In addi-
tion to these two main modules, there is the reset behaviour in which a robot moves back
to the nest and rests.
4.1. Exploration Module
The robots are initially located at random positions. They have to search the nest, which
can be considered as root of each chain. Robots that have found the nest start self-
organising into visually connected chains relying on the concept of cyclic directional
patterns. As displayed in Fig. 3a, each robot emits one out of three signals depending
on its position in the chain. By taking into account the sequence of the signals, a robot
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Figure 2. State diagram of the control. Each circle represents a state (i.e., a behaviour). Edges are labelled
with the corresponding conditions that trigger a state switch. The initial state is the search state. Pec (and Pce
respectively) is a boolean variable which is set to True, if R ≤ Pec (R ≤ Pce), and to False otherwise, where
R is a stochastic variable sampled from the uniform distribution in [0, 1].
can determine the direction towards the nest. Each signal is realized by the activation
of a dedicated colour with the LED ring. Robots that are part of a chain may leave it
under certain conditions. This is fundamental for the exploration of the environment as it
allows the formation of new chains in unexplored areas. The process of chain formation
and decomposition is continued until a chain encounters the prey. The members of this
chain do not decompose any more and automatically lead the other robots to the prey.
The prey, the nest, and members of a chain can be recognised by their colour. A
chain member is either blue, green or yellow. The nest is considered as a chain member,
and is blue. The prey is red.
Behaviours. Three behaviours are employed to realize the exploration module:
• Search: the robot performs a random walk which consists of straight motion and
turning on the spot when an obstacle is encountered. No LEDs are activated.
• Explore: an explorer moves along a chain towards its tail. In case a robot becomes
an explorer by leaving a chain, it moves back to the nest from where it might then
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Figure 3. (a) CDP-chains. The small coloured circles represent robots that have formed a CDP-chain that
connects a nest with a prey. Three colours are sufficient to give a directionality to the chain. The large circles
surrounding the robots indicate their sensing range. (b) Alignment of a chain member. If the angle α is less
than 120o, the central chain member aligns with respect to its closest neighbours.
start to follow a different chain. No LEDs are activated.
• Chain: a chain member activates the appropriate colour with its LEDs. To avoid
loops in chains and to improve the length of the chains, we implemented an align-
ment behaviour, that is, the robot aligns with its two closest neighbours in the
chain in case the angle between them is smaller than 120o (see Fig. 3a). Otherwise
there is no movement.
The behaviours are realized following the motor schema paradigm [3]. For each
behaviour, a set of motor schemas is active in parallel. Active motor schemas are added
and translated into motor activation at the beginning of each control time step.1 Common
to all behaviours is a motor schema for collision avoidance.
Behaviour Transitions. A set of conditions trigger behaviour-transitions:
• Search→ Explore: if a chain member is perceived.
• Explore→ Search: if no chain member is perceived.
• Explore→Chain: (i) if the tail of a chain is reached (i.e., only one chain member
is perceived), the robot joins the chain with probability Pec per time step, or (ii)
if the prey is detected at a distance larger than 30 cm.
• Explore → Assemble: if the prey is detected at a close distance (i.e., less than
30 cm).
• Chain→ Search: if the previous neighbour in the chain is no longer detected.
• Chain → Explore: if a chain member is situated at the tail of a chain, it leaves
the chain with probability Pce per time step.
• Chain → Reset: if the prey is perceived at a very close distance (i.e., less than
5 cm), which only occurs if the prey is transported towards the chain member.
• Reset→ Search: after resting for the time Treset = 60s.
The two probabilistic parameters Pec and Pce have a significant effect on the overall
behaviour of the robot group. This concerns in particular the number and length of the
formed chains, and the speeds of the processes that lead to the formation and to the de-
struction of chains. For instance, low values for Pec result in a rather patient behaviour; in
most cases a single chain is formed slowly. For Pec close to 1, several chains are formed
fast and in parallel. The second parameter, Pce, determines the stability of the formed
chains, directly influencing their lifetime and the frequency of chain disbandment. After
having conducted tests in simulation [17] and on the real s-bot, we have fixed the values
of the probabilities to Pec = 0.14 and Pce = 0.007.
4.2. Transport Module
The transport module controls the s-bots to form a pulling structure, a swarm-bot, con-
nected with the prey. This swarm-bot transports the prey along a path established by
other robots back to the nest. In the following the behaviours and behavioural transitions
are detailed.
Behaviours. The transport module comprises three behaviours:
• Assemble: the robot approaches and connects with a red object (e.g., the prey). It
is controlled by a reactive neural network taking input from the camera and the
1A control time step has a length of approximately 120 ms. This value is not constant because it depends
on the time required for image processing.
proximity sensors [10]. In the moment the robot connects, it activates its LED ring
in red. Therefore, it becomes itself an object with which to establish a connection.
• Transport-Target: the robot aligns its chassis towards the closest chain member,
which indicates the direction to the nest, and starts pulling.
• Transport-Blind: if no chain member is perceived, the robot monitors the force
acting between the turret and the chassis. Moreover, it estimates if there is stagna-
tion using the torque sensors of the tracks. Based on this information, a recurrent
neural network computes the speed and the desired direction of the chassis [11].
Behaviour Transitions. Again, a set of conditions trigger behaviour-transitions:
• Assemble → Reset: if the robot does not succeed in connecting to an object
within Tas = 90 s.
• Assemble→ Transport-Target: if the robot succeeds in connecting to an object.
• Transport-Target→ Transport-Blind: if the robot perceives no chain member.
• Transport-Blind→ Transport-Target: if the robot perceives a chain member.
5. Results
We conducted experiments in a bounded arena of size 500 cm× 300 cm. The nest was
positioned in the centre and the prey was put at distance D (in cm). N robots are po-
sitioned on a grid composed of 60 points uniformly distributed in the arena. The initial
position of each s-bot is assigned randomly by uniformly sampling without replacement.
The s-bot’s initial orientation is chosen randomly from a set of 12 possible directions.
We examined different setups (N, D), keeping a linear relationship between N and
D. We studied distances (D) of 30, 60 and 120 cm, for group sizes (N ) of 2, 4 and 8
s-bots, respectively. In each case, at least two robots are required to transport the object.
In the case (N, D) = (2, 30), the completion of the task does not require a chain as the
prey can be seen from the nest and vice versa. In the case (N, D) = (4, 60), it is possible
that the prey is recognised from within the vicinity of the nest. However, the nest cannot
be perceived from within the proximity of the prey (remember that s-bots can perceive
red at a further distance than other colours). Therefore, the transport requires a chain
consisting of one or more s-bots. In case of (N, D) = (8, 120), a chain of three or more
s-bots is required to complete the task.
The criterion of success is satisfied if the prey retrieval is completed, that is, if the
prey, or a robot transporting it, touches the nest.
We conducted 10 trials for each setup. In total 30 trials have been performed. In 29
cases the task was successfully completed. Only in one replication of the setup (N, D) =
(8, 120) this was not the case. This failure was due to an s-bot that incorrectly assumed
that it was gripping the prey.
Fig. 4 shows a series of six images taken from a typical trial with N = 8 s-bots.
Within 120 s, three s-bots found the nest and the prey, and established a path between
them. After another 60 s one of the five remaining s-bots connected with the prey, and
signalled this by activating its red LEDs. This robot alone was not strong enough to pull
the prey. However, shortly after, a second s-bot connected and the prey started to move.
The group of s-bots transporting the prey reached the nest after a total of 300 s.
There are three main phases in the accomplishment of the task: path formation, as-
sembly and transport. We denote the completion times of these phases by Tp, Ta and Tt.
Figure 4. Sequence of images taken at different moments of a typical trial with 8 s-bots.
We consider the path formation phase to be completed as soon as a path connecting the
prey with the nest can be traversed in both directions. The assembly phase is considered
to be completed as soon as two s-bots are connected to the prey so that it can be moved.
Table 1 summarises the results for the three completion times.
For the experiments with 2 and 4 s-bots the shortest phase was path formation. In
case of 2 s-bots no path needs to be formed at all. In case of 4 s-bots, one s-bot finding
the nest and forming a chain in the direction of the prey is sufficient to complete the first
stage. Indeed, in 9 out of 10 trials, the time to form a path is approximately equivalent to
the time until the first s-bot found the nest (see Fig. 5).
The largest fraction of time was required for the assembly phase: 89.9 % and 63.6 %
for 2 and 4 s-bots, respectively. This phase is dominated by the relatively long time it
takes to gather at least two s-bots at the prey location from their random starting posi-
tions. In fact, to find the nest or a chain, an s-bot performs a random walk. As the arena
is rather large compared to an s-bot’s perceptual range, it can take a considerable amount
of time until 2 out of 2, or 3 out of 4 s-bots have encountered the area from which they
can perceive either the nest or a chain connected to it.
The situation is different for 8 s-bots. Only 31.4 % of the time was spent in the as-
sembly phase, which is far less than for groups of 2 and 4 s-bots, respectively. One pos-
sible explanation for this observation is the higher degree of redundancy in the system;
only 5 out of 8 s-bots are required to accomplish the overall task, which is a lower frac-
tion than for the other group sizes. However, the time until a sufficient number of s-bots
have found the nest drops from slightly more than 100 seconds for the group sizes 2 and
4, to approximately 50 seconds for group size 8 (see Fig. 5): this can not any more be
explained with the smaller absolute fraction of s-bots required. A possible explanation
is that the larger the group size, the more s-bots join the chains, in this way extending
the area from which a path to the nest can be found. This in turn makes it more likely to
encounter a chain member and thus a connection to the nest.
Table 1. Summary of the results. The value of Tp denotes the time required to form a path between nest and
prey, Ta is the time until at least two s-bots are assembled to the prey so that the transport phase can start, and
Tt is the time required to finish the transport. Mean and standard deviations are over ten experiments.
2 s-bots 4 s-bots 8 s-bots
Tp (s) Ta (s) Tt (s) Tp Ta Tt Tp Ta Tt
Mean 0 211.9 23.9 24.5 133.3 51.8 93.6 87.4 95.6
(0%) (89.9%) (10.1%) (11.7%) (63.6%) (24.7%) (33.8%) (31.6%) (34.6%)
Std. Dev. 0 127.5 6.3 10.8 72.8 39.8 51.9 59.7 46.6
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Figure 5. Time until the n-th s-bot finds either the nest or a chain connected to it.
The absolute amount of time spent during transport grows approximately linearly
with the distance between nest and prey: 23.9, 51.8, and 95.6 seconds are required for the
three setups, suggesting that for the transport it is not beneficial to increase the number of
s-bots. Indeed, we observed that a pulling structure of 2–3 s-bots seems to be the optimal
configuration for this particular transport task.
6. Conclusions
We presented an experimental study in which a group of autonomous robots engage in a
foraging scenario, as found in some ant colonies. The task comprised the following three
complex subtasks: (i) environment exploration and path formation, (ii) self-assembly to
form a pulling structure connected with an object, and (iii) group transport of a heavy
object. Inspired by the natural counterparts, we developed a swarm robotic control algo-
rithm. The system is fully decentralised, and homogeneous in control.
Experimental results with up to eight physical robots confirm the reliability and ro-
bustness of the system. As, (i) the number or robots is relatively large when compared
to most other examples of teamwork in multi-robot systems [1], (ii) not only the task
but also its subtasks can be considered as team tasks, and (iii) our homogeneous robots
dynamically solve the problem of task allocation, we believe that to date this study is the
most complex example of self-organisation in the robotics field.
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