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INTRODUCTION TO W-ALGEBRAS AND THEIR
REPRESENTATION THEORY
TOMOYUKI ARAKAWA
Abstract. These are lecture notes from author’s mini-course during Session 1:
“Vertex algebras, W-algebras, and application” of INdAM Intensive research
period “Perspectives in Lie Theory”, at the Centro di Ricerca Matematica
Ennio De Giorgi, Pisa, Italy. December 9, 2014 – February 28, 2015.
1. Introduction
This note is based on lectures given at the Centro di Ricerca Matematica Ennio
De Giorgi, Pisa, in Winter of 2014–2015. They are aimed as an introduction to
W -algebras and their representation theory. Since W -algebras appear in many
areas of mathematics and physics there are certainly many other important topics
untouched in the note, partly due to the limitation of the space and partly due to
the author’s incapability.
TheW -algebras can be regarded as generalizations of affine Kac-Moody algebras
and the Virasoro algebra. They appeared [Zam, FL, LF] in the study of the classifi-
cation of two-dimensional rational conformal field theories. There are several ways
to define W -algebras, but it was Feigin and Frenkel [FF1] who found the most con-
ceptual definition of principal W -algebras that uses the quantized Drinfeld-Sokolov
reduction, which is a version of Hamiltonian reduction. There are a lot of works
on W -algebras (see [BS] and references therein) mostly by physicists in 1980’s and
1990’s, but they were mostly on principal W -algebras, that is, the W -algebras as-
sociated with principal nilpotent elements. It was quite recent that Kac, Roan and
Wakimoto [KRW] defined the W -algebra Wk(g, f) associated with a simple Lie al-
gebra and its arbitrary nilpotent element f by generalizing the method of quantized
Drinfeld-Sokolov reduction.
The advantage of the method of quantized Drinfeld-Sokolov reduction is its func-
toriality, in the sense that it gives rise to a functor from the category of represen-
tations of affine Kac-Moody algebras and to the category of representations of
W -algebras. Since it is difficult to study W -algebras directly (as no presentation
by generators and relations (OPE’s) is known for a generalW -algebra), in this note
we spend the most of our efforts in understanding this functor.
Although our methods apply to much more general settings ([A1, A3, A6, A7,
A9]) we focus on the W -algebras associated with Lie algebras g of type A and its
principal nilpotent element that were originally defined by Fateev and Lykyanov
[FL]. They can be regarded as affinization of the center of the universal envelop-
ing algebra of g via Konstant’s Whittaker model [Kos] and Kostant-Sternberg’s
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description [KS] of Hamiltonian reduction via BRST cohomolgy, as explained in
[FF1]. For this reason we start with a review of Kostant’s results and proceed
to the construction of BRST complex in the finite-dimensional setting in §2. W -
algebras are not Lie algebras, not even associated algebras in general, but vertex
algebras. In many cases a vertex algebra can be considered as a quantization of
arc spaces of an affine Poisson scheme. In §3 we study this view point that is use-
ful in understanding W -algebras and their representation theory. In §4 we study
Zhu’s algebras of vertex algebras that connects W -algebras with finite W -algebras
[dBT1, Pre]. In §5 we introduce W -algebras and study their basic properties. In
§6 we start studying representation theory of W -algebras. In §7 we quickly review
some fundamental results on irreducible representations of W -algebras obtained in
[A2]. One of the fundamental problems (at least mathematically) on W -algebras
was the conjecture of Frenkel, Kac and Wakimoto [FKW] on the existence and con-
struction of so called the minimal models of W -algebras, which give rive to rational
conformal field theories as in the case of the integrable representations of affine
Kac-Moody algebras and the minimal models of the Virasoro algebra. In §8 we
give an outline of the proof [A7] of this conjecture.
Acknowledgments. The author is grateful to the organizers of “Perspectives in
Lie Theory”. He thanks Naoki Genra and Xiao He who wrote the first version of
this note. He would also like to thank Anne Moreau and Alberto De Sole for useful
comments on the preliminary version of this note. His research is supported by
JSPS KAKENHI Grant Numbers 25287004 and 26610006.
2. Review of Kostant’s results
2.1. Companion matrices and invariant polynomials. Let G = GLn(C) be
the general linear group, and let g = gln(C) be the general linear Lie algebra
consisting of n × n matrices. The group G acts on g by the adjoint action: x 7→
Ad(g)x = gxg−1, g ∈ G. Let C[g]G be the subring of the ring C[g] of polynomial
functions on g consisting of G-invariant polynomials.
Recall that a matrix
A =

0 0 · · · 0 −a1
1 0 · · · 0 −a2
0 1 · 0 −a3
...
...
. . .
...
...
0 0 1 −an
(2.1)
is called the companion matrix of the polynomial a1+ a2t+ a3t
2+ · · ·+ antn ∈ C[t]
since
det(tI −A) = a1 + a2t+ a3t2 + · · ·+ antn.(2.2)
Let S be the affine subspace of g consisting of companion matrices of the form (2.1).
Lemma 2.1. For A ∈ g the following conditions are equivalent.
(1) A ∈ G · S.
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(2) There exists a vector v ∈ Cn such that v,Av,A2v, . . . , An−1v are linearly
independent.
Theorem 2.2. The restriction map gives the isomorphism
C[g]G ∼→ C[S].
Proof. Let f ∈ C[g] be a G-invariant polynomial such that f |S = 0. Then clearly
f |G.S = 0. On the other hand it follows from Lemma 2.1 that G.S is a Zariski open
subset in g. Therefore f = 0. To see the surjectiveness define p1, . . . , pn ∈ C[g]G by
det(tI −A) = tn + p1(A)tn−1 − · · ·+ pn(A), A ∈ g.
By (2.2), we have C[S] = C[p1|S , . . . , pn|S ]. This completes the proof. 
Put
f :=

0
1
. . .
. . .
. . .
1 0
 ∈ S.(2.3)
Note that f is a nilpotent element of g, that is, (ad f)r = 0 for a sufficiently large
r. We have
S = f + a,
where
a =
{
0 · · · 0 ∗
...
... ∗
...
... ∗
0 · · · 0 ∗

}
.
Let b, n be the subalgebras of g defined by
b =
{
∗
. . . ∗
0
. . .
∗

}
, n =
{
0
. . . ∗
0
. . .
0

}
⊂ b,
and let N be the unipotent subgroup of G corresponding to n, i.e.,
(2.4) N =
{
1
. . . ∗
0
. . .
1

}
.
Let ( | ) be the invariant inner product of g defined by (x|y) = tr(xy). This gives
a G-equivariant isomorphism g ∼→ g∗.
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Define χ ∈ n∗ by
χ(x) = (f |x) for x ∈ n.
Note that χ is a character of n, that is, χ([n, n]) = 0. Hence χ defines a one-
dimensional representation of N .
Consider the restriction map
µ : g∗ → n∗.
Then
µ−1(χ) = χ+ n⊥ ∼= f + b.
Here g is identified with g∗ via ( | ). Since µ is N -equivariant and χ is a one-point
orbit of N , it follows that f + b is stable under the action of N .
Theorem 2.3 (Kostant [Kos]). The adjoint action gives the isomorphism
N × S ∼→ f + b, (g, x) 7→ Ad(g)x
of affine varieties.
Proof. It is not difficult to see that the adjoint action gives the bijectionN×S ∼→ f+
b. Since it is a morphism of irreducible varieties and f + b is normal, the assertion
follows from Zariski’s Main Theorem (see e.g., [TY, Corollary 17.4.8]). 
Corollary 2.4. The restriction map gives the isomorphisms
C[g]G ∼→ C[f + b]N ∼→ C[S].
Proof. By Theorem 2.3, we have
C[f + b]N ∼= C[N ]N ⊗ C[S] ∼= C[S].
Hence the assertion follows from Theorem 2.2. 
2.2. Transversality of S to G-orbits.
Lemma 2.5. The affine spaces S and f + b intersect transversely at f to AdG · f .
Proof. We need to show that
(2.5) Tfg = TfS + Tf (AdG · f)
But Tfg ∼= g, TfS ∼= a, Tf (AdG · f) ∼= [g, f ]. The assertion follows since g =
a+ [g, f ]. 
Using the Jacobson-Morozov theorem, we can embed f into an sl2-triple {e, f, h}
in g. Explicitly, we can choose the following elements for e and h:
e =
n−1∑
i=1
i(n− i)ei,i+1, h =
n∑
i=1
(n+ 1− 2i)ei,i,(2.6)
where ei,j denotes the standard basis element of g = Matn(C).
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The embedding sl2 = spanC{e, h, f} → g exponents to a homomorphism SL2 →
G. Restricting it to the torus C∗ consisting of diagonal matrices we obtain a one-
parameter subgroup γ : C∗ → G. Set
ρ : C∗ ∋ t 7−→ t2Ad γ(t) ∈ GL(g).(2.7)
Then
ρ(t)(f +
∑
i6j
cijei,j) = f +
∑
i6j
t2(i−j+1)cijei,j .
Thus it define a C∗-action on g that preserves f + b and S. This action on f + b
and S contracts to f , that is, ρ(t)x→ f when t→ 0.
Proposition 2.6. The affine space f + b (resp. S) intersects AdG · x transversely
at any point x ∈ f + b (resp. x ∈ S).
Proof. By Lemma 2.5 the intersection of f + b with AdG-orbits is trasversal at
each point in some open neighborhood of f in f + b. By the contracting C∗-action
ρ, it follows that the same is true for all points of f + b. 
2.3. The trasversal slice S as a reduced Poisson variety. The affine variety
g∗ is equipped with the Kirillov-Kostant Poisson structure: the Poisson algebra
structure of C[g∗] is given by
{x, y} = [x, y] for x, y ∈ g ⊂ C[g∗].
Consider the restriction map µ : g∗ → n∗, which is a moment map for the
N -action on g∗. That is, µ is a regular N -equivariant morphism that gives the
following commutative diagram of Lie algebras:
n

µ∗
yyss
s
s
s
s
s
s
s
s
C[g∗] // DerC[g∗]
Here µ∗ : n → g ⊂ C[g∗] is the pullback map, the map C[g∗] → DerC[g∗] is given
by φ 7→ {φ, ?}, and n→ DerC[g∗] is the Lie algebra homomorphism induced by the
coadjoint action of G on g∗.
The transversality statement of Proposition 2.6 for f + b is equivalent to that χ
is a regular value of µ. By Theorem 2.3, the action of N on µ−1(χ) = χ + n⊥ is
free and
S ∼= µ−1(χ)/N.
Therefore S has the structure of the reduced Poisson variety, obtained from g∗ by
the Hamiltonian reduction.
The Poisson structure of S is described as follows. Let
Iχ = C[g∗]
∑
x∈n
(x− χ(x)),
so that
C[µ−1(χ)] = C[g∗]/Iχ.
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Then C[S] can be identified as the subspace of C[g∗]/Iχ consisting of all cosets
φ+C[g∗]Iχ such that {x, φ} ∈ C[g∗]Iχ for all x ∈ n. In this realization, the Poisson
structure on C[S] is defined by the formula
{φ+ C[g∗]Iχ, φ′ + C[g∗]Iχ} = {φ, φ′}+ C[g∗]Iχ
for φ, φ′ such that {x, φ}, {x, φ′} ∈ C[g∗]Iχ for all x ∈ n.
Proposition 2.7. We have the isomorphism C[g∗]G ∼→ C[S] as Poisson algebras.
In particular the Poisson structure of S is trivial.
Proof. The restriction map C[g∗]G ∼→ C[S] (see Corollary 2.4) is obviously a homo-
morphism of Poisson algebras. 
In the next subsection we shall describe the above Hamiltonian reduction in
more factorial way, in terms of the BRST cohomology (where BRST refers to the
physicists Becchi, Rouet, Stora and Tyutin) for later purpose.
2.4. BRST reduction. Let Cl be the Clifford algebra associated with the vector
space n ⊕ n∗ and its non-degenerate bilinear form (·|·) defined by (f + x|g + y) =
f(y) + g(x) for f, g ∈ n∗, x, y ∈ n. Namely, Cl is the unital C-superalgebra that is
isomorphic to Λ(n)⊗Λ(n∗) as C-vector spaces, the natural embeddings Λ(n) →֒ Cl,
Λ(n∗) →֒ Cl are homogeneous homomorphism of superalgebras, and
[x, f ] = f(x) x ∈ n ⊂ Λ(n), f ∈ n∗ ⊂ Λ(n∗).
(Note that [x, f ] = xf + fx since x, f are odd.)
Let {xα}α∈∆+ be a basis of n, {x∗α}α∈∆+ the dual basis of n∗, and cγα,β the
structure constants of n, that is, [xα, xβ ] =
∑γ
α,β c
γ
αβxγ .
Lemma 2.8. The following map gives a Lie algebra homomorphism.
ρ : n −→ Cl
xα 7−→
∑
β,γ∈∆+
cγα,βxγx
∗
β .
We have
[ρ(x), y] = [x, y] ∈ n ⊂ Cl for x, y ∈ n.
Define an increasing filtration on Cl by setting Clp := Λ
6p(n)⊗Λ(n∗). We have
0 = Cl−1 ⊂ Cl0 ⊂ Cl1 · · · ⊂ ClN = Cl,
where N = dim n = n(n−1)2 , and
Clp · Clq ⊂ Clp+q, [Clp, Clq] ⊂ Clp+q−1.(2.8)
Let Cl be its associated graded algebra:
Cl := grCl =
⊕
p>0
Clp
Clp−1
.
By (2.8), Cl is naturally a graded Poisson superalgebra, called the classical Clifford
algebra.
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We have Cl = Λ(n)⊗Λ(n∗) as a commutative superalgebra. Its Poisson (su-
per)bracket is given by
{x, f} = f(x), x ∈ n ⊂ Λ(n), f ∈ n∗ ⊂ Λ(n∗),
{x, y} = 0, x, y ∈ n ⊂ Λ(n), {f, g} = 0, f, g ∈ n∗ ⊂ Λ(n∗).
Lemma 2.9. We have Cl
n
= Λ(n), where Cl
n
:= {w ∈ Cl | {x,w} = 0, ∀x ∈ n}.
The Lie algebra homomorphism ρ : n −→ Cl1 ⊂ Cl induces a Lie algebra
homomorphism
ρ¯ := σ1 ◦ ρ : n −→ Cl,(2.9)
where σ1 is the projection Cl1 → Cl1/Cl0 ⊂ grCl. We have
{ρ¯(x), y} = [x, y] for x, y ∈ n.
Set
C¯(g) = C[g∗]⊗Cl.
Since it is a tensor product of Poisson superalgebras, C¯(g) is naturally a Poisson
superalgebra.
Lemma 2.10. The following map gives a Lie algebra homomorphism:
θ¯χ : n −→ C¯(g)
x 7−→ (µ∗(x) − χ(x)) ⊗ 1 + 1⊗ ρ¯(x),
that is, {θ¯χ(x), θ¯χ(y)} = θ¯χ([x, y]) for x, y ∈ n.
Let C¯(g) =
⊕
n∈Z C¯
n(g) be the Z-grading defined by deg φ⊗1 = 0 (φ ∈ C[g∗]),
deg 1⊗f = 1 (f ∈ n∗), deg 1⊗x = −1 (x ∈ n). We have
C¯n(g) = C[g∗]⊗ (
⊕
j−i=n
Λi(n)⊗ Λj(n∗)).
Lemma 2.11 ([BD1, Lemma 7.13.3]). There exists a unique element Q¯ ∈ C¯1(g)
such that
{Q¯, 1⊗ x} = θ¯χ(x) for x ∈ n.
We have {Q¯, Q¯} = 0.
Proof. Existence. It is straightforward to see that the element
Q¯ =
∑
α
(xα − χ(xα))⊗ x∗α − 1⊗
1
2
∑
α,β,γ
cγα,βx
∗
αx
∗
βxγ
satisfies the condition.
Uniqueness. Suppose that Q¯1, Q¯2 ∈ C¯1(g) satisfy the condition. Set R = Q1 −
Q2 ∈ C¯1(g). Then {R, 1⊗x} = 0, and so, R ∈ C[g∗]⊗Cln. But by Lemma 2.9,
Cl
n ∩ Cl1 = 0. Thus R = 0 as required.
To show that {Q¯, Q¯} = 0, observe that
{1⊗ x, {1⊗ y, {Q¯, Q¯}}} = 0, ∀x, y ∈ n
(note that Q¯ is odd). Applying Lemma 2.9 twice, we get that {Q¯, Q¯} = 0. 
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Since Q¯ is odd, Lemma 2.11 implies that
{Q¯, {Q¯, a}} = 1
2
{{Q¯, Q¯}, a} = 0
for any a ∈ C¯(g). That is, ad Q¯ := {Q¯, ·} satisfies that
(ad Q¯)2 = 0.
Thus, (C¯(g), ad Q¯) is a differential graded Poisson superalgebra. Its cohomology
H•(C¯(g), ad Q¯) =
⊕
i∈Z
Hi(C¯(g), ad Q¯) inherits a graded Poisson superalgebra struc-
ture from C¯(g).
According to Kostant and Sternberg [KS] the Poisson structure of C[S] may be
described through the following isomorphism:
Theorem 2.12 ([KS]). We have Hi(C¯(g), ad Q¯) = 0 for i 6= 0 and
H0(C¯(g), ad Q¯) ∼= C[S]
as Poisson algebras.
Proof. Give a bigrading on C¯ := C¯(g) by setting
C¯i,j = C[g∗]⊗ Λi(n∗)⊗ Λ−j(n),
so that C¯ =
⊕
i>0,j60
C¯i,j .
Observe that ad Q¯ decomposes as ad Q¯ = d+ + d− such that
d−(C¯i,j) ⊂ C¯i,j+1, d+(C¯i,j) ⊂ C¯i+1,j .(2.10)
Explicitly, we have
d− =
∑
i
(xi − χ(xi))⊗ adx∗i ,
d+ =
∑
i
adxi ⊗ x∗i − 1⊗
1
2
∑
i,j,k
cki,jx
∗
i x
∗
j adxk +
∑
i
1⊗ ρ¯(xi) adx∗i .
Since ad Q¯2 = 0, (2.10) implies that
d2− = d
2
+ = [d−, d+] = 0.
It follows that there exists a spectral sequence
Er =⇒ H•(C¯(g), ad Q¯)
such that
E•,q1 = H
q(C¯(g), d−) = Hq(C[g∗]⊗Λ(n), d−)⊗Λ•(n∗),
Ep,q2 = H
p(Hq(C¯(g), d−), d+).
Observe that (C¯(g), d−) is identical to the Koszul complex C[g∗] associated with
the sequence x1 − χ(x1), x2 − χ(x2.) . . . , xN − χ(xN ) tensorized with Λ(n∗). Since
C[µ−1(χ)] = C[g∗]/
∑
i C[g
∗](xi − χ(xi)), we get that
Hi(C¯(g), d−) =
{
C[µ−1(χ)]⊗ Λ(n∗), if i = 0
0, if i 6= 0.
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Next, notice that (H0(C(g), d−), d+) is identical to the Chevalley complex for the
Lie algebra cohomology H•(n,C[µ−1(χ)]). Therefore Theorem 2.3 gives that
Hi(H•(C(g), d−), d+) =
{
C[S], i = 0
0, i 6= 0.
Hence the spectral sequence collapses atE2 = E∞ and we get thatHi(C¯(g), ad Q¯) =
0 for i 6= 0. Moreover, there is an isomorphism
H0(C¯(g), ad Q¯) ∼→ H0(H0(C¯(g), d−), d+) = C[S], [c] 7→ [c].
This completes the proof. 
Theorem 2.13. The natural map C[g∗]G −→ H0(C¯(g), ad Q¯) defined by sending
p to p⊗ 1 is an isomorphism of Poisson algebras.
Proof. It is clear that the map is a well-defined homomorphism of Poisson alge-
bras since C[g∗]G is the Poisson center of C[g∗]. The assertion follows from the
commutativity of the following diagram.
C[g∗]G

∼=
xxqq
q
q
q
q
q
q
q
q
q
C[S] H0(C¯(g), ad Q¯).∼=oo

2.5. Quantized Hamiltonian reduction. We shall now quantize the above con-
struction following [KS].
Let {Ui(g)} be the PBW filtration of the universal enveloping algebra U(g) of g,
that is, Ui(g) is the subspace of U(g) spanned by the products of at most i elements
of g. Then
0 = U−1(g) ⊂ U0(g) ⊂ U1(g) ⊂ . . . , U(g) =
⋃
i
Ui(g),
Ui(g) · Uj(g) ⊂ Ui+j(g), [Ui(g), Uj(g)] ⊂ Ui+j−1(g).
The associated graded space grU(g) =
⊕
i>0 Ui(g)/Ui−1(g) is naturally a Poisson
algebra, and the PBW Theorem states that
grU(g) ∼= C[g∗]
as Poisson algebras. Thus, U(g) is a quantization of C[g∗].
Define
C(g) = U(g)⊗Cl.
It is naturally a C-superalgebra, where U(g) is considered as a purely even subsu-
peralgebra. The filtration of U(g) and Cl induces the filtration of C(g): Cp(g) =∑
i+j6p Ui(g)⊗Clj , and we have
grC(g) ∼= C¯(g)
as Poisson superalgebras. Therefore, C(g) is a quantization of C¯(g).
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Define the Z-grading C(g) =
⊕
n∈Z
Cn(g) by setting deg(u⊗1) = 0 (u ∈ U(g)),
deg(1⊗f) = 1 (f ∈ n∗), deg(1⊗x) = −1 (x ∈ n). Then
Cn(g) = U(g)⊗ (
⊕
j−i=n
Λi(n)⊗ Λj(n∗)).
Lemma 2.14. The following map defines a Lie algebra homomorphism.
θχ : n −→ C(g)
x 7−→ (x− χ(x)) ⊗ 1 + 1⊗ ρ(x)
Lemma 2.15 ([BD1, Lemma 7.13.7]). There exists a unique element Q ∈ C1(g)
such that
[Q, 1⊗ x] = θχ(x), ∀x ∈ n.
We have Q2 = 0.
Proof. The proof is similar to that of Lemma 2.11. In fact the elementQ is explicitly
given by the same formula as Q¯:
Q =
∑
α
(xα − χ(xα))⊗ x∗α − 1⊗
1
2
∑
α,β,γ
cγα,βx
∗
αx
∗
βxγ .

Since Q is odd, Lemma 2.15 implies that
(adQ)2 = 0.
Thus, (C(g), adQ) is a differential graded algebra, and its cohomologyH•(C(g), adQ)
is a graded superalgebra.
However the operator on grC(g) = C¯(g) induced by adQ does not coincide
with ad Q¯. To remedy this, we introduce the Kazhdan filtration K•C(g) of C(g) as
follows: Defined a Z-grading on g by
g =
⊕
j∈Z
gj , gj = {x ∈ g : [h, x] = 2jx}
where h is defined in (2.6). Then n =
⊕
j>0 gj ⊂ b =
⊕
j>0 gj , and
h := g0
is the Cartan subalgebra of g consisting of diagonal matrices. Extend the basis
{xα}α∈∆+ of n to the basis {xa}a∈∆+⊔I of b by adding a basis {xi}i∈I of h. Let
cda,b denote the structure constant of b with respect to this basis.
Lemma 2.16. The map ρ : n→ Cl extends to the Lie algebra homomorphism
ρ : b→ Cl, xa 7→
∑
β,γ∈∆+
cγa,βxγx
∗
β .
Define the Lie algebra homomorphism
θ0 : b→ C(g), xi 7→ xi⊗1 + 1⊗ρ(xi),
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and define a Z-grading on C(g) by
C(g) =
⊕
j∈Z
C(g)[j], C(g)[j] = {c ∈ C(g) | [θ0(h), c] = 2jx}.
Set
KpC(g) =
∑
i−j6p
Ci(g)[j], where Ci(g)[j] = Ci(g) ∩C(g)[j].
Then K•C(g) defines an increasing, exhaustive, separated filtration of C(g) such
thatKpC(g)·KqC(g) ⊂ Kp+qC(g), [KpC(g),KqC(g)] ⊂ Kp+q−1C(g), and grK C(g) =⊕
pKpC(g)/Kp−1C(g) is isomorphic to C¯(g) as Poisson superalgebras. Moreover,
the complex (grK C(g), adQ) is identical to (C¯(g), ad Q¯).
Let Z(g) be the center of U(g).
Theorem 2.17 ([Kos]). We have Hi(C(g), adQ) = 0 for i 6= 0 and the map
Z(g) −→ H0(C(g), adQ) defined by sending z to [z ⊗ 1] is an isomorphism of
algebras. Here [z⊗1] denotes the cohomology class of z⊗1.
Proof. We have the spectral sequence
Er =⇒ H•(C(g), adQ)
such that
E•,i1 = H
i(grK C(g), ad Q¯)
∼=
{
C[g∗]G, if i = 0
0, if i 6= 0.
Therefore the spectral sequence collapses at E1 = E∞, so we get
grH0(C(g), adQ) ∼= C[g∗]G.
Since the homomorphismZ(g)→ H0(C(g), adQ), z 7→ [z⊗1], respects the filtration
Z•(g) and K•H0(C(g), adQ), where Zp(g) = Z(g) ∩ Up(g), KpH•(C(g), adQ) =
im(H0(KpC(g), adQ)→ H0(C(g), adQ)), we get the desired isomorphism. 
Remark 2.18 (see [A2, §2] for the details). As in the case of C¯(g), C(g) is also
bigraded, we can also write adQ = d++d− such that d+(Ci,j) ⊂ Ci+1,j , d−(Ci,j) ⊂
Ci,j+1 and get a spectral sequence
Er =⇒ H•(C(g), adQ)
such that
Ep,q2 = H
p(Hq(C(g), d−), d+) ∼= δq,0Hp(n, U(g)⊗U(n) Cχ)
∼= δp,0δq,0H0(n, U(g)⊗U(n)Cχ) ∼= EndU(g)(U(g)⊗U(n) Cχ)op.
Where Cχ is the one-dimensional representation of n defined by the character χ.
Thus we get the Whittaker model isomorphism [Kos]
Z(g) ∼= H0(C(g), adQ) ∼= EndU(g)(U(g)⊗U(n) Cχ)op.
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2.6. Classical Miura map. Let n− =
⊕
j<0
gj be the subalgebra of g consisting of
lower triangular matrices, and set b− =
⊕
j60
gj = n−⊕ h. We have
g = b−⊕ n+.(2.11)
Extend the basis {xa}a∈∆+⊔I to the basis {xa}a∈∆+⊔I⊔∆− by adding a basis
{xα}α∈∆− of n−. Let cda,b be the structure constant with respect to this basis.
Extend θ0 : b→ C(g) to the linear map θ0 : g→ C(g) by setting
θ0(xa) = xa⊗1 + 1⊗
∑
β,γ∈∆+
cγa,βxγx
∗
β .
We already know that the restriction of θ0 to n is a Lie algebra homomorphism and
[θ0(x), 1⊗y] = 1⊗[x, y] for x, y ∈ n.
Although θ0 is not a Lie algebra homomorphism, we have the following.
Lemma 2.19. The restriction of θ0 to b− is a Lie algebra homomorphism. We
have [θ0(x), 1⊗y] = 1⊗ ad∗(x)(y) for x ∈ b−, y ∈ n∗, where ad∗ denote the coadjoint
action and n∗ is identified with (g/b−)∗.
Let C(g)+ denote the subalgebra of C(g) generated by θ0(n) and Λ(n) ⊂ Cl, and
let C(g)− denote the subalgebra generated by θ0(b−) and Λ(n∗) ⊂ Cl.
Lemma 2.20. The multiplication map gives a linear isomorphism
C(g)−⊗C(g)+ ∼→ C(g).
Lemma 2.21. The subspaces C(g)− and C(g)+ are subcomplexes of (C(g), adQ).
Hence C(g) ∼= C(g)−⊗C(g)+ as complexes.
Proof. The fact that C(g)+ is subcomplex is obvious (see Lemma 2.15). The fact
that C(g)− is a subcomplex follows from the following formula.
[Q, θ0(xa)] =
∑
b∈∆−⊔I,α∈∆+
cbα,aθ0(xb)(1⊗x∗α)− 1⊗
∑
β,γ∈∆+
cγa,βχ(xγ)x
∗
β
[Q, 1⊗x∗α] = −1⊗
1
2
∑
β,γ∈∆+
cαβ,γx
∗
βx
∗
γ
(a ∈ ∆− ⊔ I, α ∈ ∆+). 
Proposition 2.22. H•(C(g)−, adQ) ∼= H•(C(g), adQ).
Proof. By Lemma 2.21 and Kunneth’s Theorem,
Hp(C(g), adQ) ∼=
⊕
i+j=p
Hi(C(g)−, adQ)⊗Hj(C(g)+, adQ).
On the other hand we have ad(Q)(1⊗xα) = θχ(xα) = θ0(xα) − χ(xα) for α ∈
∆−. Hence C(g)− is isomorphic to the tensor product of complexes of the form
C[θχ(xα)]⊗Λ(xα) with the differential θχ(xα)⊗x∗α, where x∗α denotes the odd deriva-
tion of the exterior algebra Λ(xα) with one variable xα such that x
∗
α(xα) = 1. Each
of these complexes has one-dimensional zeroth cohomology and zero first cohomol-
ogy. Therefore Hi(C(g)+, adQ) = δi,0C. This completes the proof. 
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Note that the cohomological gradation takes only non-negative values on C(g)−.
Hence by Proposition 2.22 we may identify Z(g) = H0(C(g), adQ) with the subal-
gebra H0(C(g)−, adQ) = {c ∈ C(g)0− | adQ(c) = 0} of C(g)−.
Consider the decomposition
C(g)0− =
⊕
j60
C(g)0−,j , C(g)
0
−,j = {c ∈ C(g)0− | [θ0(h), c] = 2jc}.
Note that C(g)0−,0 is generated by θ0(h) and is isomorphic to U(h). The projection
C(g)0− → C(g)0−,0 ∼= U(h)
is an algebra homomorphism, and hence, its restriction
Υ : Z(g) = H0(C(g)−, adQ)→ U(h)
is also an algebra homomorphism.
Proposition 2.23. The map Υ is an embedding.
Let K•C(g)± be the filtration of C(g)± induced by the Kazhdan filtration of
C(g). We have the isomorphism
C¯(g) = grK C(g)
∼= grK C(g)− ⊗ grK C(g)+
as complexes. Similarly as above, we have Hi(grK C(g)+, ad Q¯) = δi,0C, and
H0(C¯(g), ad Q¯) ∼= H0(grK C(g)−, ad Q¯).(2.12)
Proof of Proposition 2.23 . The filtration K•U(h) of U(h) ∼= C(g)0−,0 induced by
the Kazhdan filtration coincides with the usual PBW filtration. By (2.12) and
Theorem 2.12, the induced map
H0(grK C(g)−, adQ)→ grK U(h)
can be identified with the restriction map
Υ¯ : C[S] = C[f + b]N → C[f + h].(2.13)
It is sufficient to show that Υ¯ is injective.
If ϕ ∈ C[f + b]N is in the kernel, ϕ(g.x) = 0 for all g ∈ N and x ∈ f + h. Hence
it is enough to show that the image of the the action map
N × (f + h)→ f + b, (g, x) 7→ Ad(g)x,(2.14)
is Zariski dense in f + b.
The differential of this morphism at (1, x) ∈ N × (f + h) is given by
n× h→ b, (y, z) 7→ [y, x] + z.
This is an isomorphism if x ∈ f +hreg, where hreg = {x ∈ h | nx = 0}. Hence (2.14)
is a dominant morphism as required, see e.g. [TY, Theorem 16.5.7]. 
Remark 2.24. The fact that Υ¯ is injective is in fact well-known. Indeed, under
the identifications C[S] ∼= C[g]G, C[f +h] ∼= C[h], Υ¯ is identified with the Chevalley
restriction map C[g]G ∼→ C[h]W , where W = Sn.
The advantage of the above proof is that it applies to a general finite W -algebra
([Lyn]), and also, it generalizes to the affine setting, see §5.9.
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The map Υ is called the classical Miura map.
2.7. Generalization to an arbitrary simple Lie algebra. It is clear that the
above argument works if we replace gln by sln, and a by a ∩ sln.
More generally, let g be an arbitrary simple Lie algebra. Let f be a principal
(regular) nilpotent element of g, {e, f, h} an associated sl2-triple. One may assume
that
f =
∑
i∈I
fi,
where fi is a root vector of roots αi and {αi}i∈I is the set of simple roots of g.
Define the Kostant slice S by
S := f + ge ⊂ g = g∗,
where ge is the centralizer of e in g.
Then all the statements in previous subsections that make sense hold by replacing
the set of companion matrices by the Kostant slice ([Kos]).
2.8. Generalization to finite W -algebras. In fact, the above argument works
in more general setting of Hamiltonian reduction. In particular for Slodowy slices.
Namely, for a non-zero nilpotent element f of a finite-dimensional semisimple Lie
algebra g, we can use Jacobson-Morozov’s theorem to embed f into an sl2-triple
{e, f, h}. The Slodowy slice at f is defined to be the affine subslace
Sf = f + ge
of g.
The Slodowy slice Sf has the following properties.
• Sf intersects the G-orbits at any point of Sf , where G is the adjoint group
of g.
• Sf admits a C∗-action which is contracting at f .
As in the case of the set of companion matrices Sf can be realized by Hamiltonian
reduction. Let gj = {x ∈ g | [h, x] = 2jx}, so that
g =
⊕
j∈ 12Z
gj .
Then the subspace g1/2 admits a symplectic form defined by 〈x|y〉 = (f |[x, y]).
Choose a Lagrangian subspace l of g1/2 with respect to this form, and set m =
l +
∑
j>1 gj . Then m is a nilpotent subalgebra of g and χ : m → C, x 7→ (f |x),
defines a character. Let M be the unipotent subgroup of G corresponding to m,
that is, LieM = m. The adjoint action ofM on g is Hamiltonian, so we can consider
the moment map of this action
µ : g∗ −→ m∗,
which is just a restriction map. Then we have the following realization of the
Slodowy slice.
Sf ∼= µ
−1(χ)
M
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To obtain the BRST realization of this Hamiltonian reduction we simply replace
the Clifford algebra Cl by Clm, i.e., the Clifford algebra associated to m⊕m∗. Then
we can define the operator ad Q¯ similarly and get a differential cochain complex
(C[g∗]⊗ Clm, ad Q¯). We have
C[Sf ] ∼= H0(C[g∗]⊗ Clm, ad Q¯)
as Poisson algebras.
As above, this construction has a natural quantization and the quantization
U(g, f) of Sf thus defined is called the finite W -algebra associated to the pair (g, f)
[Pre]:
U(g, f) := H0(U(g)⊗ Clm, ad Q¯+) ∼= EndU(g)(U(g)⊗U(m) Cχ)op,
where Cχ is the one-dimensional representation of m defined by χ (cf. [DSK, A2]).
3. Arc spaces, Poisson vertex algebras, and associated varieties of
vertex algebras.
3.1. Vertex algebras. A vertex algebra is a vector space V equipped with |0〉 ∈ V
(the vacuum vector), T ∈ EndV (the translation operator), and a bilinear product
V × V → V ((z)), (a, b) 7→ a(z)b,
where a(z) =
∑
n∈Z a(n)z
−n−1, a(n) ∈ EndV , such that
(1) (|0〉)(z) = idV ,
(2) a(z)|0〉 ∈ V [[z]] and lim
z→0
a(z)|0〉 = a for all a ∈ V ,
(3) (Ta)(z) = ∂za(z) for all a ∈ V , where ∂z = d/dz,
(4) for any a, b ∈ V , (z − w)Na,b [a(z), b(w)] = 0 for some Na,b ∈ Z+ =
{0, 1, 2, . . .}.
The last condition is called the locality, which is equivalent to the fact that
[a(z), b(w)] =
Na,b−1∑
n=0
(a(n)b)(w)
1
n!
∂nwδ(z − w),(3.1)
where δ(z − w) =∑n∈Z wnz−n−1 ∈ C[[z, w, z−1, w−1]].
A consequence of the definition is the following Borcherds identities:
[a(m), b(n)] =
∑
i>0
(
m
i
)
(a(i)b)(m+n−i),(3.2)
(a(m)b)(n) =
∑
j>0
(−1)j
(
m
j
)
(a(m−j)b(n+j) − (−1)mb(m+n−j)a(j)).(3.3)
We write (3.1) as
[aλb] =
∑
n>0
λn
n!
a(n)b ∈ V [λ],
and call it the λ-bracket of a and b. (We have a(n)b = 0 if (z−w)n[a(z), b(w)] = 0.)
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Here are some properties of λ-brackets.
[(Ta)λb] = −λ[aλb], [aλ(Tb)] = (λ+ T )[aλb],(3.4)
[bλa] = −[a−λ−T b],(3.5)
[aλ[bµc]]− [bµ[aλc]] = [[aλb]λ+µc].(3.6)
The normally ordered product on V is defied as : ab := a(−1)b. We also write
: ab : (z) =: a(z)b(z) :. We have
: a(z)b(z) := a(z)+b(z) + b(w)a(z)−,
where a(z)+ =
∑
n<0 a(n)z
−n−1, a(z)− =
∑
n>0 a(n)z
−n−1. We have the following
non-commutative Wick formula.
[aλ : bc :] =: [aλb]c : + : [aλc]b : +
∫ λ
0
[[aλb]µc]dµ,(3.7)
[: ab :λ c] =: (e
T∂λa)[bλc] : + : (e
T∂λb)[aλc] : +
∫ λ
0
[bµ[aλ−µc]]dµ.(3.8)
3.2. Commutative vertex algebras and differential algebras. A vertex alge-
bra V is called commutative if
[aλb] = 0, ∀a, b ∈ V,
or equivalently, a(n) = 0 for n > 0 in EndV for all a ∈ V . This condition is
equivalent to that
[a(m), b(n)] = 0 ∀a, b ∈ Z, m, n ∈ Z
by (3.2).
A commutative vertex algebra has the structure of a unital commutative algebra
by the product
a · b =: ab := a(−1)b,
where the unite is given by the vacuum vector |0〉. The translation operator T of
V acts on V as a derivation with respect to this product:
T (a · b) = (Ta) · b + a · (Tb).
Therefore a commutative vertex algebra has the structure of a differential algebra,
that is, a unital commutative algebra equipped with a derivation. Conversely, there
is a unique vertex algebra structure on a differential algebra R with a derivation T
such that
Y (a, z) = ezTa
for a ∈ R. This correspondence gives the following.
Theorem 3.1 ([Bor]). The category of commutative vertex algebras is the same as
that of differential algebras.
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3.3. Arc spaces. Define the (formal) disc as
D = Spec(C[[t]]).
For a scheme X , a homomorphism α : D → X is called an arc of X .
Theorem 3.2 ([BLR, EM, Ish]). Let X be a scheme of finite type over C, Sch the
category of schemes of finite type over C, Set the category of sets. The contravariant
functor
Sch→ Set, Y 7→ HomSch(Y ×̂D,X),
is represented by a scheme JX, that is,
HomSch(Y, JX) ∼= HomSch(Y ×̂D,X).
for any Y ∈ Sch. Here Y ×̂D is the completion of Y×D with respect to the sub-
scheme Y ×̂{0}.
By definition, the C-points of JX are
HomSch(SpecC, JX) = HomSch(D,X),
that is, the set of arcs of X . The reason we need the completion Y ×̂D in the
definition is that A⊗C[[t]] $ A[[t]] = A⊗̂C[[t]] in general.
The scheme JX is called the arc space, or the infinite jet scheme, of X .
It is easy to describe JX when X is affine:
First, consider the case X = CN = SpecC[x1, x2, · · · , xN ]. The C-points of JX
are the arcs HomSch(D, JX), that is, the ring homomorphisms
γ : C[x1, x2, · · · , xN ]→ C[[t]].
Such a map is determined by the image
γ(xi) =
∑
n>0
γi,(−n−1)t
n(3.9)
of each xi, and conversely, the coefficients {γi,(−n−1)} determines a C-point of JX .
If we choose coordinates xi,(−n−1) of JX as xi,(−n−1)(γ) = γi,(−n−1), we have
JCN = SpecC[xi,(n)|i = 1, 2, · · · , N, n = −1,−2, · · · ].
Next, let X = SpecR, with R = C[x1, x2, · · · , xN ]/〈f1, f2, · · · , fr〉. The arcs of
X are
Homring
( C[x1, x2, · · · , xn]
< f1, f2, · · · , fr >,C[[t]]
) ⊂ Homring(C[x1, x2, · · · , xn],C[[t]]).
An element γ ∈ Homring(C[x1, x2, · · · , xn],C[[t]]) is an element of this subset if and
only if γ(fi) = 0 for i = 1, 2, · · · , r. By writing
fi(x1(t), x2(t), . . . , xN (t)) =
∑
m>0
fi,m
m!
tm
with fi,m ∈ C[xi,(−n−1)], where xi(t) :=
∑
m>0 xi,(−m−1)t
m, we get that
JX = Spec
C[xi(n)|i = 1, 2, · · · , N ;n = −1,−2, · · · ]
〈fi,m(xi(n)), i = 1, 2, · · · , r;m > 0〉 .
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Lemma 3.3. Define the derivation T of C[xi(n)|i = 1, 2, · · · , N ;n = −1,−2, · · · ]
by
Txi(n) = −nxi(n−1).
Then fi,m = T
nfi for n > 0. Here we identify xi with xi(−1).
With the above lemma, we conclude that for the affine scheme X = SpecR, R =
C[x1, x2, · · · , xn]/〈f1, f2, · · · , fr〉, its arc space JX is the affine scheme Spec(JR),
where
JR :=
C[xi(n)|i = 1, 2, · · · , N ;n = −1,−2, · · · ]
〈T nfi, i = 1, 2, · · · , r;n > 0〉
and T is as defined in the lemma.
The derivation T acts on the above quotient ring JR. Hence for an affine scheme
X = SpecR, the coordinate ring JR = C[JX ] of its arc space JX is a differential
algebra, hence is a commutative vertex algebra.
Remark 3.4. The differential algebra JR has the universal property that
Homdif.alg.(JR,A) ∼= Homring(R,A)
for any differential algebra A, where Homdiff.alg.(JR,A) is the set of homomor-
phisms JR→ A of differential algebras.
For a general scheme Y of finite type with an affine open covering {Ui}i∈I , its arc
space JY is obtained by glueing JUi (see [EM, Ish]). In particular, the structure
sheaf OJY is a sheaf of commutative vertex algebras.
There is a natural projection π∞ : JX → X that corresponds to the embedding
R →֒ JR, xi → xi,(−1), in the case X is affine. In terms of arcs, π∞(α) = α(0) for
α ∈ HomSch(D,X), where 0 is the unique closed point of the disc D.
The map from a scheme to its arc space is functorial. i.e., a scheme homomor-
phism f : X → Y induces a scheme homomorphism Jf : JX → JY that makes
the following diagram commutative:
JX
Jf−−−−→ JYyπ∞ yπ∞
X
f−−−−→ Y.
In terms of arcs, Jf(α) = f ◦ α for α ∈ HomSch(D,X).
We also have
J(X × Y ) ∼= JX × JY.(3.10)
Indeed, for any scheme Z,
Hom(Z, J(X × Y )) = Hom(Z×̂D,X × Y )
∼= Hom(Z×̂D,X)×Hom(Y ×̂D,Y )
= Hom(Z, JX)×Hom(Y, JY )
∼= Hom(Z, JX × JY ).
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Lemma 3.5. The natural morphism Xred → X induces an isomorphism JXred →
JX of topological spaces, where Xred denotes the reduced scheme of X.
Proof. We may assume that X = SpecR. An arc α of X corresponds to a ring
homomorphism α∗ : R→ C[[t]]. Since C[[t]] is an integral domain it decomposes as
α∗ : R→ R/√0→ C[[t]]. Thus, α is an arc of Xred. 
If X is a point, then JX is also a point, since Hom(D,X) = Hom(C,C[[t]])
consists of only one element. Thus, Lemma 3.5 implies the following.
Corollary 3.6. If X is zero-dimensional then JX is also zero-dimensional.
Theorem 3.7 ([Kol]). JX is irreducible if X is irreducible.
Lemma 3.8. Let Y be irreducible, and let f : X → Y be a morphism that restricts
to a bijection between some open subsets U ⊂ X and V ⊂ Y . Then Jf : JX → JY
is dominant.
Proof. Jf restricts to the isomorphism JU ∼→ JV , and the open subset JV is dense
in JY since JY is irreducible. 
3.4. Arc space of Poisson varieties and Poisson vertex algebras. Let V be
a commutative vertex algebra, or equivalently, a differential algebra. V is called a
Poisson vertex algebras if it is equipped with a bilinear map
V × V → V [λ], (a, b) 7→ {aλb} =
∑
n>0
λn
n!
a(n)b, a(n) ∈ EndV,
also called the λ-bracket, satisfying the following axioms:
{(Ta)λb} = −λ{aλb}, {aλ(Tb)} = (λ+ T ){aλb},(3.11)
{bλa} = −{a−λ−T b},(3.12)
{aλ{bµc}} − {bµ{aλc}} = {{aλb}λ+µc},(3.13)
{aλ(bc)} = {aλb}c+ {aλc}b, {(ab)λc} = {aλ+T c}→b+ {bλ+T c}→a,(3.14)
where the arrowmeans that λ+T should be moved to the right, that is, {aλ+T c}→b =∑
n>0(a(n)c)
(λ+T )n
n! b.
The first equation in (3.14) says that a(n), n > 0, is a derivation of the ring V .
(Do not confuse a(n) ∈ Der(V ), n > 0, with the multiplication a(n) as a vertex
algebra, which should be zero for a commutative vertex algebra.)
Note that (3.11), (3.12), (3.13) are the same as (3.4), (3.5), (3.6), and (3.14) is
the same with (3.7) and (3.8) without the third terms. In particular, by (3.13), we
have
[a(m), b(n)] =
∑
i>0
(
m
i
)
(a(i)b)(m+n−i), m, n ∈ Z+.(3.15)
Theorem 3.9 ([A4, Proposition 2.3.1]). Let X be an affine Poisson scheme, that
is, X = SpecR for some Poisson algebra R. Then there is a unique Poisson vertex
algebra structure on JR = C[JX ] such that
{aλb} = {a, b} for a, b ∈ R ⊂ JR,
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where {a, b} is the Poisson bracket in R.
Proof. The uniqueness is clear by (3.4) since JR is generated by R as a differential
algebra. We leave it to the reader to check the well-definedness. 
Remark 3.10. More generally, let X be a Poisson scheme which is not necessar-
ily affine. Then the structure sheaf OJX carries a unique vertex Poisson algebra
structure such that {fλg} = {f, g} for f, g ∈ OX ⊂ OJX , see [AKM, Lemma
2.1.3.1].
Example 3.11. Let G be an affine algebraic group, g = LieG. The arc space JG
is naturally a proalgebraic group. Regarding JG as the C[[t]]-points of G, we have
JG = G[[t]]. Similarly, Jg = g[[t]] = Lie(JG).
The affine space g∗ is a Poisson variety by the Kirillov-Kostant Poisson structure,
see §2.3. If {xi}is a basis of g, then
C[g∗] = C[x1, x2, · · · , xn].
Thus
Jg∗ = SpecC[xi(−n)|i = 1, 2, · · · , l;n > 1].(3.16)
So we may identify C[Jg∗] with the symmetric algebra S(g[t−1]t−1).
Let x = x(−1)|0〉 = (xt−1)|0〉, where we denote by |0〉 the unite element in
S(g[t−1]t−1). Then (3.15) gives that
(3.17) [x(m), y(n)] = [x, y](m+n), x, y ∈ g, m, n ∈ Z>0.
So the Lie algebra Jg = g[[t]] acts on C[Jg∗]. This action coincides with that ob-
tained by differentiating the action of JG = G[[t]] on Jg∗ induced by the coadjoint
action of G. In other words, the vertex Poisson algebra structure of C[Jg∗] comes
from the JG-action on Jg∗.
3.5. Canonical filtration of vertex algebras. Haisheng Li [Li2] has shown that
every vertex algebra is canonically filtered: For a vertex algebra V , let F pV be the
subspace of V spanned by the elements
a1(−n1−1)a
2
(−n2−1) · · ·ar(−nr−1)|0〉
with a1, a2, · · · , ar ∈ V , ni > 0, n1 + n2 + · · ·+ nr > p. Then
V = F 0V ⊃ F 1V ⊃ . . . .
It is clear that TF pV ⊂ F p+1V .
Set (F pV )(n)F
qV := spanC{a(n)b|a ∈ F pV, b ∈ F qV }.
Lemma 3.12. We have
F pV =
∑
j>0
(F 0V )(−j−1)F
p−jV.
Proposition 3.13. (1) (F pV )(n)(F
qV ) ⊂ F p+q−n−1V . Moreover, if n > 0,
we have (F pV )(n)(F
qV ) ⊂ F p+q−nV .
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(2) The filtration F •V is separated, that is,
⋂
p>0 F
pV = {0}, if V is a positive
energy representation over itself.
Proof. It is straightforward to check. ((2) also follows from Lemma 3.23 below.) 
In this note we assume that the filtration F •V is separated.
Set
grV =
⊕
p>0
F pV/F p+1V.
We denote by σp : F
pV 7→ F pV/F p+1V for p > 0, the canonical quotient map.
Proposition 3.13 gives the following.
Proposition 3.14 ([Li2]). The space grV is a Poisson vertex algebra by
σp(a) · σq(b) := σp+q(a(−1)b), σp(a)(n)σq(b) := σp+q−n(a(n)b)
for a ∈ F pV , b ∈ F qV , n > 0.
Set
RV := F
0V/F 1V ⊂ grV.
Note that F 1V = spanC{a(−2)b | a, b ∈ V }.
Proposition 3.15 ([Zhu, Li2]). The restriction of the Poisson structure gives RV
a Poisson algebra structure, that is, RV is a Poisson algebra by
a¯ · b¯ := a(−1)b, {a¯, b¯} = a(0)b,
where a¯ = σ0(a).
Proof. It is straightforward from Proposition 3.14. 
In the literature F 1V is often denoted by C2(V ) and the Poisson algebra RV is
called Zhu’s C2-algebra.
A vertex algebra V is called finitely strongly generated if RV is finitely generated
as a ring. If the images of vectors a1, . . . , aN ∈ V generate RV , we say that V is
strongly generated by a1, . . . , aN .
Below we always assume that a vertex algebra V is finitely strongly generated.
Note that if φ : V → W is a homomorphism of vertex algebras, φ respects the
canonical filtration, that is, φ(F pV ) ⊂ F pW . Hence it induces the homomorphism
grV → grW of Poisson vertex algebra homomorphism which we denote by grφ.
3.6. Associated variety and singular support of vertex algebras.
Definition 3.16. Define the associated scheme X˜V and the associated variety XV
of a vertex algebra V as
X˜V := SpecRV , XV := SpecmRV = (X˜V )red.
It was shown in [Li2, Lemma 4.2] that grV is generated by the subring RV as a
differential algebra. Thus, we have a surjection JRV → grV of differential algebras
by Remark 3.4. This is in fact a homomorphism of Poisson vertex algebras:
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Theorem 3.17 ([Li2, Lemma 4.2], [A4, Proposition 2.5.1]). The identity map
RV → RV induces a surjective Poisson vertex algebra homomorphism
JRV = C[JX˜V ]։ grV.
Let a1, . . . , an be a set of strong generators of V . Since grV ∼= V as C-vector
spaces by the assumption that F •V is separated, it follows from Theorem 3.17 that
V is spanned by elements
ai1(−n1) . . . a
ir
(−nr)|0〉 with r > 0, ni > 1.
Definition 3.18. Define the singular support of a vertex algebra V as
SS(V ) := Spec(grV ) ⊂ JX˜V .
Theorem 3.19. We have dimSS(V ) = 0 if and only if dimXV = 0.
Proof. The “only if” part is obvious sine π∞(SS(V )) = X˜V , where π∞ : JX˜V →
X˜V is the projection. The “if” part follows from Corollary 3.6. 
Definition 3.20. We call V lisse (or C2-cofinite) if dimXV = 0.
Remark 3.21. Suppose that V is Z+-graded, so that V =
⊕
i>0 Vi, and that
V0 = C|0〉. Then grV and RV are equipped with the induced grading:
grV =
⊕
i>0
(grV )i, (grV )0 = C,
RV =
⊕
i>0
(RV )i, (RV )0 = C.
So the following conditions are equivalent:
(1) V is lisse.
(2) XV = {0}.
(3) The image of any vector a ∈ Vi for i > 1 in grV is nilpotent.
(4) The image of any vector a ∈ Vi for i > 1 in RV is nilpotent.
Thus, lisse vertex algebras can be regarded as a generalization of finite-dimensional
algebras.
Remark 3.22. Suppose that the Poisson structure of RV is trivial. Then the
Poisson vertex algebra structure of JRV is trivial, and so is that of grV by Theorem
3.17. This happens if and only if
(F pV )(n)(F
qV ) ⊂ F p+q−n+1V for all n > 0.
If this is the case, one can give grV yet another Poisson vertex algebra structure
by setting
σp(a)(n)σq(b) := σp+q−n+1(a(n)b) for n > 0.(3.18)
(We can repeat this procedure if this Poisson vertex algebra structure is again
trivial).
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3.7. Comparison with weight-depending filtration. Let V be a vertex algebra
that is Z-graded by some Hamiltonian H :
V =
⊕
∆∈Z
V∆ where V∆ := {v ∈ V |Hv = ∆v}.
Then there is [Li1] another natural filtration of V defined as follows.
For a homogeneous vector a ∈ V∆, ∆ is called the conformal weight of a and is
denote by ∆a. Let GpV be the subspace of V spanned by the vectors
a1(−n1−1)a
2
(−n2−1) · · ·ar(−nr−1)|0〉
with ∆a1 + · · ·+∆ar 6 p. Then G•V defines an increasing filtration of V :
0 = G−1V ⊂ G0V ⊂ . . .G1V ⊂ . . . , V =
⋃
p
GpV.
Moreover we have
TGpV ⊂ GpV,
(Gp)(n)GqV ⊂ Gp+qV for n ∈ Z,
(Gp)(n)GqV ⊂ Gp+q−1V for n ∈ Z+,
It follows that grG V =
⊕
GpV/Gp−1V is naturally a Poisson vertex algebra.
It is not too difficult to see the following.
Lemma 3.23 ([A4, Proposition 2.6.1]). We have
F pV∆ = G∆−pV∆,
where F pV∆ = V∆ ∩ F pV , GpV∆ = V∆ ∩GpV . Therefore
grV ∼= grG V
as Poisson vertex algebras.
3.8. Example: universal affine vertex algebras. Let a be a Lie algebra with
a symmetric invariant bilinear form κ. Let
â = a[t, t−1]⊕C1
be the Kac-Moody affinization of a. It is a Lie algebra with commutation relations
[xtm, ytn] = [x, y]tm+n +mδm+n,0κ(x, y)1, x, y ∈ a, m, n ∈ Z, [1, â] = 0.
Let
V κ(a) = U(aˆ)⊗U(a[t]⊕C1) C,
where C is one-dimensional representation of a[t] ⊕ C1 on which a[t] acts triv-
ially and 1 acts as the identity. The space V κ(a) is naturally graded: V κ(a) =⊕
∆∈Z>0 V
κ(a)∆, where the grading is defined by setting deg xt
n = −n, deg |0〉 = 0.
Here |0〉 = 1⊗1. We have V κ(a)0 = C|0〉. We identify a with V κ(a)1 via the linear
isomorphism defined by x 7→ xt−1|0〉.
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There is a unique vertex algebra structure on V κ(a) such that |0〉 is the vacuum
vector and
Y (x, z) = x(z) :=
∑
n∈Z
(xtn)z−n−1, x ∈ a.
(So x(n) = xt
n for x ∈ a = V κ(a)1, n ∈ Z).
The vertex algebra V κ(a) is called the universal affine vertex algebra associated
with (a, κ).
We have F 1V κ(a) = a[t−1]t−2V κ(a), and the Poisson algebra isomorphism
C[a∗] ∼→ RV κ(a) = V k(a)/g[t−1]t−2V κ(a)
x1 . . . xr 7−→ (x1t−1) . . . (xrt−1)|0〉 (xi ∈ a).
(3.19)
Thus
XV κ(a) = a
∗.
We have the isomorphism
C[Ja∗] ≃ grV κ(a)(3.20)
because the graded dimensions of both sides coincide. Therefore
SS(V κ(a)) = Ja∗.
The isomorphism (3.20) follows also from the fact that
GpV
κ(a) = Up(a[t
−1]t−1)|0〉,
where {Up(a[t−1]t−1)} is the PBW filtration of U(a[t−1]t−1).
3.9. Example: simple affine vertex algebras. For a finite-dimensional simple
Lie algebra g and k ∈ C, we denote by V k(g) the universal affine vertex algebra
V kκ0 (g), where κ0 is the normalized invariant inner product of g, that is,
κ0(θ, θ) = 2,
where θ is the highest root of g. Denote by Vk(g) the unique simple graded quotient
of V k(g). As a gˆ-module, Vk(g) is isomorphic to the irreducible highest weight
representation L(kΛ0) of ĝ with highest weight kΛ0, where Λ0 is the weight of the
basic representation of ĝ.
Theorem 3.24. The vertex algebra Vk(g) is lisse if and only if Vk(g) is integrable
as a gˆ-module, which is true if and only if k ∈ Z+.
Lemma 3.25. Let (R, ∂) be a differential algebra over Q, I a differential ideal of
R, i.e., I is an ideal of R such that ∂I ⊂ I. Then ∂√I ⊂ √I.
Proof. Let a ∈ √I, so that am ∈ I for some m ∈ N = {1, 2, . . .}. Since I is
∂-invariant, we have ∂mam ∈ I. But
∂mam =
∑
06i6m
(
m
i
)
am−i(∂a)i ≡ m!(∂a)m (mod
√
I).
Hence (∂a)m ∈ √I, and therefore, ∂a ∈ √I. 
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Proof of the “if” part of Theorem 3.24. Suppose that Vk(g) is integrable. This con-
dition is equivalent to that k ∈ Z+ and the maximal submodule Nk of V k(g)
is generated by the singular vector (eθt
−1)k+1|0〉 ([Kac2]). The exact sequence
0→ Nk → V k(g)→ Vk(g)→ 0 induces the exact sequence
0→ Ik → RV k(g) → RVk(g) → 0,
where Ik is the image of Nk in RV k(g) = C[g∗], and so, RVk(g) = C[g
∗]/Ik. The
image of the singular vector in Ik is given by e
k+1
θ . Therefore, eθ ∈
√
I . On the
other hand, by Lemma 3.25,
√
Ik is preserved by the adjoint action of g. Since g is
simple, g ⊂ √I. This proves that XVk(g) = {0} as required. 
The proof of “only if” part follows from [DM]. We will give a different proof
using W -algebras in Remark 6.21.
In view of Theorem 3.24, one may regard the lisse condition as a generalization
of the integrability condition to an arbitrary vertex algebra.
4. Zhu’s algebra
In this section we will introduce and study the Zhu’s algebra of a vertex algebra,
which plays an important role in the representation theory.
See [Kac3] in this volume for the definition of modules over vertex algebras.
4.1. Zhu’s C2-algebra and Zhu’s algebra of a vertex algebra. Let V be a
Z-graded vertex algebra. Zhu’s algebra ZhuV [FZ, Zhu] is defined as
Zhu(V ) := V/V ◦ V
where V ◦ V := span{a ◦ b|a, b ∈ V } and
a ◦ b :=
∑
i>0
(
∆a
i
)
a(i−2)b
for homogeneous elements a, b and extended linearly. It is an associative algebra
with multiplication defined as
a ∗ b :=
∑
i>0
(
∆a
i
)
a(i−1)b
for homogeneous elements a, b ∈ V .
For a simple positive energy representation M =
⊕
n∈Z+ Mλ+n, Mλ 6= 0, of V ,
let Mtop be the top degree component Mλ of M . Also, for a homogeneous vector
a ∈ V , let o(a) = a(∆a−1), so that o(a) preserves the homogeneous components of
any graded representation of V .
The importance of Zhu’s algebra in vertex algebra theory is the following fact
that was established by Yonchang Zhu.
Theorem 4.1 ([Zhu]). For any positive energy representation M of V , a 7→ o(a)
defines a well-defined representation of Zhu(V ) on Mtop. Moreover, the corre-
spondence M 7→ Mtop gives a bijection between the set of isomorphism classes of
irreducible positive energy representations of V and that of simple Zhu(V )-modules.
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A vertex algebra V is called a chiralization of an algebra A if Zhu(V ) ∼= A.
Now we define an increasing filtration of Zhu’s algebra. For this, we assume
that V is Z+-graded: V =
⊕
∆>0 V∆. Then V6p =
⊕p
∆=0 V∆ gives an increasing
filtration of V . Define
Zhup(V ) := im(V6p → Zhu(V )).
Obviously, we have
0 = Zhu−1(V ) ⊂ Zhu0(V ) ⊂ Zhu1(V ) ⊂ · · · , and Zhu(V ) =
⋃
p>−1
Zhup(V ).
Also, since a(n)b ∈ V∆a+∆b−n−1 for a ∈ V∆a , b ∈ V∆b , we have
Zhup(V ) ∗ Zhuq(V ) ⊂ Zhup+q(V ).(4.1)
The following assertion follows from the skew symmetry.
Lemma 4.2. We have
b ∗ a ≡
∑
i>0
(
∆a − 1
i
)
a(i−1)b (mod V ◦ V ),
and hence,
a ∗ b− b ∗ a ≡
∑
i>0
(
∆a − 1
i
)
a(i)b (mod V ◦ V ).
By Lemma 4.2, we have
[Zhup(V ),Zhuq(V )] ⊂ Zhup+q−1(V ).(4.2)
By (4.1) and (4.2), the associated graded gr Zhu(V ) =
⊕
p Zhup(V )/Zhup−2(V ) is
naturally a graded Poisson algebra.
Note that a◦ b ≡ a(−2)b (mod
⊕
∆6∆a+∆b
V∆) for homogeneous elements a, b ∈
V .
Lemma 4.3 (Zhu, see [DSK, Proposition 2.17(c)], [ALY1, Proposition 3.3]). The
following map defines a well-defined surjective homomorphism of Poisson algebras.
ηV : RV −→ gr Zhu(V )
a¯ 7−→ a (mod V ◦ V +
⊕
∆<∆a
V∆).
Remark 4.4. The map ηV is not an isomorphism in general. For an example, let g
be the simple Lie algebra of type E8 and V = V1(g). Then dimRV > dimZhuV = 1.
Corollary 4.5. If V is lisse then ZhuV is finite dimensional. Hence the number of
isomorphic classes of simple positive energy representations of V is finite.
In fact the following stronger facts are known.
Theorem 4.6 ([ABD]). Let V be lisse. Then any simple V -module is a positive
energy representation. Therefore the number of isomorphic classes of simple V -
modules is finite.
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Theorem 4.7 ([DLM, MNT]). Le V be lisse. Then the abelian category of V -
modules is equivalent to the module category of a finite-dimensional associative
algebra.
4.2. Computation of Zhu’s algebras. We say that a vertex algebra V admits
a PBW basis if RV is a polynomial algebra and the map C[JXV ] ։ grV is an
isomorphism.
Theorem 4.8. If V admits a PBW basis, then ηV : RV ։ gr ZhuV is an isomor-
phism.
Proof. We have grZhu(V ) = V/ gr(V ◦V ), where gr(V ◦V ) is the associated graded
space of V ◦V with respect to the filtration induced by the filtration V6p. We wish
to show that gr(V ◦ V ) = F 1V . Since a ◦ b ≡ a(−2)b (mod F6∆a+∆bV ), it is
sufficient to show that a ◦ b 6= 0 implies that a(−2)b 6= 0.
Suppose that a(−2)b = (Ta)(−1)b = 0. Since V admits a PBW basis, grV has
no zero divisors. That fact that V admits a PBW basis also shows that Ta = 0
implies that a = c|0〉 for some constant c ∈ C. Thus, a is a constant multiple of
|0〉, in which case a ◦ b = 0. 
Example 4.9 (Universal affine vertex algebras). The universal affine vertex algebra
V κ(a) (see §3.8) admits a PBW basis. Therefore
ηV κ(a) : RV κ(a) = C[a
∗] ∼→ grZhuV κ(a).
On the other hand, from Lemma 4.2 one finds that
U(a) −→ Zhu(V κ(a))
a ∋ x 7−→ x¯ = x(−1)|0〉
(4.3)
gives a well-defined algebra homomorphism. This map respects the filtration on
both sides, where the filtration in the left-hand-side is the PBW filtration. Hence
it induces a map between their associated graded algebras, which is identical to
ηV κ(a). Therefore (4.3) is an isomorphism, that is to say, V
κ(a) is a chiralization
of U(a).
Exercise 1. Extend Theorem 4.8 to the case that a is a Lie superalgebra.
Example 4.10 (Free fermions). Let n be a finite-dimensional vector space. The
Clifford affinization Cˆl of n is the Clifford algebra associated with n[t, t−1]⊕n∗[t, t−1]
and its symmetric bilinear form defined by
(xtm|ftn) = δm+n,0f(x), (xtm|ytn) = 0 = (ftm|gtn)
for x, y ∈ n, f, g ∈ n∗, m,n ∈ Z.
Let {xα}α∈∆+ be a basis of n, {x∗α} its dual basis. We write ψα,m for xαtm ∈ Cˆl
and ψ∗α,m for x
∗
αt
m ∈ Cˆl, so that Cˆl is the associative superalgebra with
• odd generators: ψα,m, ψ∗α,m,m ∈ Z, α ∈ ∆+.
• relations: [ψα,m, ψβ,n] = [ψ∗α,m, ψ∗β,n] = 0, [ψα,m, ψ∗β,n] = δα,βδm+n,0.
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Define the charged fermion Fock space associated with n as
Fn := Cˆl/(
∑
m>0
α∈∆+
Cˆlψα,m +
∑
k>1
β∈∆+
Cˆlψ∗β,k).
It is an irreducible Cˆl-module, and as C-vector spaces we have
Fn ∼= Λ(n∗[t−1])⊗ Λ(n[t−1]t−1).
There is a unique vertex (super)algebra structure on Fn such that the image of
1 is the vacuum |0〉 and
Y (ψα,−1|0〉, z) = ψα(z) :=
∑
n∈Z
ψα,nz
−n−1,
Y (ψ∗α,0|0〉, z) = ψ∗α(z) :=
∑
n∈Z
ψ∗α,nz
−n.
We have F 1Fn = n∗[t−1]t−1Fn + n[t−1]t−2Fn, and it follows that there is an iso-
morphism
Cl ∼→ RFn ,
xα 7→ ψα,−1|0〉,
x∗α 7→ ψ∗α,0|0〉
as Poisson superalgebras. Thus,
XFn = T
∗Πn,
where Πn is the space n considered as a purely odd affine space. The arc space
JT ∗Πn is also regarded as a purely odd affine space, such that C[JT ∗Πn] =
Λ(n∗[t−1]) ⊗ Λ(n[t−1]t−1). The map C[JXFn ] → grFn is an isomorphism and
Fn admits a PBW basis. Therefore we have the isomorphism
ηFn : RFn = Cl
∼→ Zhu(Fn)
by Exercise 1. On the other hand the map
Cl → Zhu(Fn)
xα 7→ ψα,−1|0〉,
x∗α 7→ ψ∗α,0|0〉
gives an algebra homomorphism that respects the filtration. Hence we have
Zhu(Fn) ∼= Cl.
That is, Fn is a chiralization of Cl.
5. W -algebras
We are now in a position to define W -algebras. We will construct a differential
graded vertex algebra, so that its cohomology algebra is a vertex algebra and that
will be our main object to study.
For simplicity, we let g = gln and we only consider the principal nilpotent case.
However the definition works for any simple Lie algebra. The general definition for
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an arbitrary nilpotent element will be similar but one does need a new idea (see
[KRW] for the most general definition).
5.1. The BRST complex. Let g, n be as in §2.1. Denote by κg the Killing form
on g and κ0 =
1
2nκg, so that κ0(θ, θ) = 2.
Choose any symmetric invariant bilinear form κ on g and let V κ(g) be the uni-
versal affine vertex algebra associated with (g, κ) (see §3.8) and let F = Fn be the
fermion Fock space as in Example 4.10.
We have the following commutative diagrams:
C[Jg∗]
Zhu(?)

V κ(g)
Zhu(?)

R?
zz✉✉
✉
✉
✉
✉
✉
✉
✉
gr(?)
oo
C[g∗] U(g),
gr(?)
oo
C[JT ∗Πn]
Zhu(?)

F
Zhu(?)

R?
zz✉✉
✉
✉
✉
✉
✉
✉
✉
✉
✉
gr(?)
oo
Cl Cl
gr(?)
oo
Define
Cκ(g) := V κ(g)⊗F .
Since it is a tensor product of two vertex algebras, Cκ(g) is a vertex algebra. We
have
RCκ(g) = RV κ(g) ⊗RF = C[g∗]⊗ Cl = C¯(g),
and
ZhuCκ(g) = ZhuV κ(g)⊗ ZhuF = U(g)⊗ Cl = C(g).
Thus, Cκ(g) is a chiralization of C(g) considered in §2.5. Further we have
grCκ(g) = grV κ(g)⊗ grF = C[Jg∗]⊗ C[JT ∗Πn].
So we have the following commutative diagram:
Cκ(g)
Zhu(?)

R?
{{✇✇
✇
✇
✇
✇
✇
✇
C¯(g) C(g)
gr(?)
oo
Define a gradation
(5.1) F =
⊕
p∈Z
Fp
by setting degψα,m = −1, degψ∗α,k = 1, ∀i, j ∈ I,m, k ∈ Z, deg |0〉 = 0. This
induces a Z-grading (that is different from the conformal grading) on Cκ(g):
(5.2) Cκ(g) = V κ(g)⊗F =
⊕
p∈Z
Cκ,p(g), where Cκ,p(g) := V κ(g)⊗Fp.
Let V (n) be the the universal affine vertex algebra associated with n and the zero
bilinear form, which is identified with the vertex subalgebra of V κ(g) generated by
xα(z) with α ∈ ∆+.
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Lemma 5.1. The following defines a vertex algebra homomorphism.
ρˆ : V (n) −→ F
xα(z) 7−→
∑
β,γ∈∆+
cγαβψ
∗
β(z)ψγ(z).
Remark 5.2. In the above formula the normally ordered product is not needed
because n is nilpotent.
The map ρˆ induces an algebra homomorphism
ZhuV (n) = U(n)→ ZhuF = Cl
and a Poisson algebra homomorphism
RV (n) = C[n
∗]→ RF = Cl
that are identical to ρ and ρ¯ (see Lemma 2.8 and 2.9), respectively.
Recall the character χ : n→ C, x 7→ (f |x).
Lemma 5.3. The following defines a vertex algebra homomorphism.
θˆχ : V (n) −→ Cκ(g)
xα(z) 7−→ (xα(z) + χ(xα))⊗ id + id⊗ ρˆ(xα(z)).
The map θˆχ induces an algebra homomorphism
ZhuV (n) = U(n)→ ZhuCκ(g) = C(g)
and a Poisson algebra homomorphism
RV (n) = C[n
∗]→ RF = C(g)
that are identical to θχ and θ¯, respectively (see Lemmas 2.10 and 2.14).
The proof of the following assertion is similar to that of Lemma 2.11.
Proposition 5.4. There exists a unique element Qˆ ∈ Ck,1(g) such that
[Qˆλ(1⊗ψα)] = θˆχ(xα), ∀α ∈ ∆+.
We have [QˆλQˆ] = 0.
The field Qˆ(z) is given explicitly as
Qˆ(z) =
∑
α∈∆+
(xα + χ(xα))⊗ ψ∗α(z)− id⊗
1
2
∑
α,β,γ∈∆+
cγα,βψ
∗
α(z)ψ
∗
β(z)ψγ(z).
Since Qˆ is odd and [QˆλQˆ] = 0, we have
Qˆ2(0) = 0.
(Recall that we write Qˆ(z) =
∑
n∈Z Qˆ(n)z
−n−1.) So (Cκ(g), Qˆ(0)) is a cochain
complex.
Lemma 5.5. If it is nonzero, the cohomology H•(Cκ(g), Qˆ(0)) inherits the vertex
algebra structure from Cκ(g).
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Proof. Set Z := {v ∈ Cκ(g) | Qˆ(0)v = 0}, B = Qˆ(0)Cκ(g) ⊂ Z, so thatH•(Cκ(g), Qˆ(0)) =
Z/B. From the commutator formula (3.2), we know that
[Qˆ(0), a(m)] = (Qˆ(0)a)(m) ∀a ∈ Cκ(g),m ∈ Z.
Thus, if a, b ∈ Z, then Qˆ(0)(a(m)b) = 0, that is, a(m)b ∈ Z. It follows that Z a
vertex subalgebra of Cκ(g). Further, if a ∈ Z and b = Qˆ(0)b′ ∈ B, then a(m)b =
a(m)Qˆ(0)b
′ = Qˆ(0)(a(m)b) ∈ B. Hence B is an ideal of Z. This completes the
proof. 
Definition 5.6. TheW -algebra Wκ(g) = Wκ(g, f) associated to (g, f, κ) is defined
to be the zero-th cohomology of the cochain complex (Cκ(g), Qˆ(0)), that is,
W
κ(g) := H0(Cκ(g), Qˆ(0)).
This definition of Wκ(g) is due to Feigin and Frenkel [FF1]. In §5.9 we show
that the above Wκ(g) is identical to the original W -algebra defined by Fateev and
Lukyanov [FL].
5.2. Cohomology of associated graded. We have Qˆ(0)F
pCκ(g) ⊂ F pCκ(g), so
(grF Cκ(g), Qˆ(0)) is also a cochain complex. The cohomology H
•(grF Cκ(g), Qˆ(0))
inherits a Poisson vertex algebra structure from grF Cκ(g).
Theorem 5.7. We have Hi(grF Cκ(g), Qˆ(0)) = 0 for i 6= 0 and
H0(grF Cκ(g), Qˆ(0)) ∼= C[JS]
as Poisson vertex algebras, where S is the slice defined in §2.
Proof. The proof is an arc space analogue of that of Theorem 2.12.
The moment map µ : g∗ −→ n∗ for the N -action on g induces a JN -equivariant
morphism
Jµ : Jg∗ −→ Jn∗.
The pullback (Jµ)∗ : C[Jn∗]→ C[Jg∗] is an embedding of vertex Poisson algebras.
The point χ = Jχ of Jn∗ corresponds to the arc α ∈ Hom(D, n∗) = Hom(C[n∗],C[[t]])
such that α(f) = χ(x) for x ∈ n ⊂ C[n∗].
We have
(Jµ)−1(χ) = J(µ−1(χ)) = χ+ Jb ⊂ Jg∗,
and the adjoint action gives the isomorphism
JN × JS ∼→ Jµ−1(χ)(5.3)
by Theorem 2.3 and (3.10).
Now put
(5.4) C := grCκ(g) = C[Jg∗]⊗ Λ(n[t−1]t−1)⊗ Λ(n∗[t−1])
and define a bigrading on C by
(5.5) C =
⊕
i60,j>0
Ci,j , where Ci,j = C[Jg∗]⊗ Λ−i(n[t−1]t−1)⊗ Λj(n∗[t−1]).
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As before, we can decompose the operator Qˆ(0) as the sum of two suboperators
such that each of them preserves one grading but increase the other grading by 1.
Namely, we have
Qˆ(0) = dˆ+ + dˆ−,
dˆ− : Ci,j −→ Ci,j+1, dˆ+ : Ci,j −→ Ci+1,j .
This shows that
(dˆ+)
2 = (dˆ−)2 = [dˆ+, dˆ−] = 0.
Thus we can get a spectral sequence Er =⇒ H•(C, Qˆ(0)) such that
E1 = H
•(C, dˆ−), E2 = H•(H•(C, dˆ−), dˆ+).
This is a converging spectral sequence since C is a direct sum of subcomplexes
F pCκ(g)/F p+1Cκ(g), and the associated filtration is regular on each subcomplex.
The complex (C, dˆ−) is the Koszul complex with respect to the sequence
x1t
−1 − χ(x1), . . . , xN t−1 − χ(xN ), x1t−2, x2t−2, . . . , xN t−2, x1t−3, x2t−3, . . .
where N = dim n. Hence we have
(5.6) Hi(C, dˆ−) = δi,0C[Jµ−1(χ)]⊗ Λ(n∗[t−1]).
Next, by (5.6), the complex (H0(C, dˆ−), dˆ+) is identical to the Chevalley complex
for the Lie algebra cohomology H•(Jn,C[Jµ−1(χ)]) = H•(n[[t]],C[Jµ−1(χ)]). By
(5.3),
Hi(Jn,C[Jµ−1(χ)]) = Hi(Jn,C[JN ]⊗C[JS])
= Hi(Jn,C[JN ])⊗C[JS] = δi,0C[JS].
We conclude that
Hi(Hj(C, dˆ−), dˆ+) = δi,0δj,0C[S].
Thus, the spectral sequence Er collapses at E2 = E∞, and we get the desired
isomorphisms. 
Theorem 5.8 ([FF1, FBZ]). We have H0(Cκ(g), Qˆ(0)) = 0 for i 6= 0 and
grWk(g) = grH0(Cκ(g), Qˆ(0)) ∼= H0(grCκ(g), Qˆ(0)) = C[JS].
In particular, RWk(g) ∼= C[S] ∼= C[g]G, so X˜Wk(g) = S, SS(Wk(g)) = JS.
The proof of Theorem 5.8 will be given in §5.6.
Note that there is a spectral sequence for H•(Cκ(g), Qˆ(0)) such that E
•,q
1 =
Hq(grCκ(g), Qˆ(0)). Hence Theorem 5.8 would immediately follow from Theorem
5.7 if this spectral sequence converges. However, this is not clear at this point
because our algebra is not Noetherian.
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Remark 5.9. The complex (Cκ(g), Qˆ(0)) is identical to Feigin’s standard complex
for the semi-infinite n[t, t−1]-cohomology H
∞
2 +•(n[t, t−1], V κ(g)⊗Cχˆ) with coeffi-
cient in the g[t, t−1]-module V κ(g)⊗Cχˆ ([Fe˘ı]), where Cχˆ is the one-dimensional rep-
resentation of n[t, t−1] defined by the character χˆ : n[t, t−1]→ C, xtn 7→ δn,−1χ(x):
H•(Cκ(g), Qˆ(0)) ∼= H∞2 +•(n[t, t−1], V κ(g)⊗Cχˆ).(5.7)
5.3. W -algebra associated with sln. It is straightforward to generalize the above
definition to an arbitrary simple Lie algebra g. In particular, by replacing V κ(gln)
with V k(sln), k ∈ C, we define the W -algebra
W
k(sln) := H
0(Ck(sln), Qˆ(0))(5.8)
associated with (sln, f) at level k.
We have V κ(gln) = πκ ⊗ V κ(sln), where κ|sln×sln = kκ0 and πκ is the rank 1
Heisenberg vertex algebra generated by I(z) =
∑n
i=1 eii(z) with λ-bracket [IλI] =
κ(I, I)λ. It follows that Ck(gln) = πκ ⊗ Ck(sln). As easily seen, Qˆ(0)I = 0. Hence
H•(Cκ(gln)) = πκ ⊗H•(Ck(sln)), so that
W
κ(gln) = W
k(sln)⊗ πκ.
In particular if we choose the form κ to be kκ0, we find that πκ belongs to the center
of Wκ(gln) as πκ belongs to the center of C
κ(gln). Thus, W
k(sln) is isomorphic to
the quotient of Wkκ0(gln) by the ideal generated by I(−1)|0〉.
5.4. The grading of Wκ(g). The standard conformal grading of Cκ(g) is given
by the Hamiltonian H defined by
H |0〉 = 0, [H,x(n)] = −nx(n) (x ∈ g),
[H,ψα,n] = −nψα,n, [H,ψ∗α,n] = −nψ∗α,n.
However H is not well-defined in Wκ(g) since H does not commute with the action
of
Qˆ(0) =
∑
α∈∆+
∑
k∈Z
(xα)(−k)ψα,k+
∑
α∈∆+
χ(xα)ψα,1−
∑
α,β,γ∈∆+
∑
k+l+m=0
cγα,βψ
∗
α,kψ
∗
β,lψγ,m.
Here and below we omit the tensor product sign.
To remedy this, define the linear operator HW by
HW|0〉 = 0, [HW, (xi)(n)] = −n(xi)(n) (i ∈ I),
[HW, (xα)(n)] = (α(ρ
∨)− n)(xα)(n) (α ∈ ∆),
[HW, ψα,n] = (α(ρ
∨)− n)ψα,n, [HW, ψ∗α,n] = (−α(ρ∨)− n)ψ∗α,n, (α ∈ ∆+).
Here ρ∨ = 1/2h, where h is defined in (2.6). Set Cκ(g)∆,new = {v ∈ Cκ(g) | HWc =
∆c}. Then
Cκ(g) =
⊕
∆∈Z
Cκ(g)∆,new.(5.9)
Since [Qˆ,HW] = 0, C
κ(g)∆,new is a subcomplex of C
κ(g). We have
H•(Cκ(g), Qˆ(0)) =
⊕
∆∈Z
H•(Cκ(g), Qˆ(0))∆, H
•(Cκ(g), Qˆ(0))∆ = H
•(Cκ(g)∆,new, Qˆ(0)).
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In particular Wκ(g) =
⊕
∆∈ZW
κ(g)∆. Note that the grading (5.9) is not bounded
from below.
If k 6= −n then the action of HW on the vertex subalgebra Wk(sln) of Wk(g) is
inner: Set
L(z) = Lsug(z) + ρ
∨(z) + LF(z) =
∑
n∈Z
Lnz
−n−1,
where Lsug(z) is the Sugawara field of V
k(sln):
Lsug(z) =
1
2(k + n)
∑
a
: xa(z)x
a(z) :,
and
LF(z) =
∑
α∈∆+
(ht(α) : ∂zψα(z)ψ
∗
α(z) : +(1− ht(α)) : ∂zψ∗α(z)ψα(z) :).
Here {xa} is a basis of sln and {xa} is the dual basis of {xa} with respect to ( | ).
Then Qˆ(0)L = 0, and so L defines an element of W
k(sln). It is a conformal vector
of Wk(sln), that is to say, L0 = HW and L−1 = T and
[Lm, Ln] = (m− n)Lm+n + m
3 −m
12
δm,nc,
where c ∈ C is the central charge of L, which is in this case given by
(n− 1)(1− n(n+ 1)(n+ k − 1)2/(n+ k).
5.5. Decomposition of BRST complex. We extend the map in §2.6 to the
linear map θ̂0 : g[t, t
−1]→ Cκ(g) by setting
θ̂0(xa(z)) = xa(z) +
∑
β,γ∈∆+
cγa,β : ψγ(z)ψ
∗
β(z) : .
Proposition 5.10. (1) The correspondence
xa(z) 7→ Ja(z) := θ̂0(xa(z)) (xa ∈ b−)
defines a vertex algebra embedding V κb(b) →֒ Cκ(g), where κb is the bilin-
ear form on b defined by κb(x, y) = κ(x, y) +
1
2κg(x, y). We have
[Jaλψ
∗
α] =
∑
β∈∆+
cαa,βψ
∗
β.
(2) The correspondence
xα(z) 7→ Jα(z) := θ̂0(xα) (xα ∈ n)
defines a vertex algebra embedding V (n) →֒ Cκ(g). We have
[Jαλψβ ] =
∑
β∈∆+
cγα,βψ
∗
γ .
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Let Cκ(g)+ denote the subalgebra of C
κ(g) generated by Jα(z) and ψα(z) with
α ∈ ∆+, and let Cκ(g)− denote the subalgebra generated by Ja(z) and ψ∗α(z) with
a ∈ ∆− ⊔ I, α ∈ ∆+.
The proof of the following assertions are parallel to that of Lemma 2.20, Lemma
2.21 and Proposition 2.22.
Lemma 5.11. The multiplication map gives a linear isomorphism
Cκ(g)−⊗Cκ(g)+ ∼→ Cκ(g).
Lemma 5.12. The subspaces Cκ(g)− and Cκ(g)+ are subcomplexes of (Cκ(g), Qˆ(0)).
Hence Cκ(g) ∼= Cκ(g)−⊗Cκ(g)+ as complexes.
Theorem 5.13 ([dBT2, FBZ]). We have Hi(Cκ(g)+, Qˆ(0)) = δi,0C. HenceH•(Cκ(g), Qˆ(0)) =
H•(Cκ(g)−, Qˆ(0)). In particular Wκ(g) = H0(Cκ(g)−, Qˆ(0)).
Since the complex Cκ(g)− has no positive cohomological degree, its zeroth coho-
mology Wk(g) = H0(Cκ(g)−, Qˆ(0)) is a vertex subalgebra of Cκ(g)−. Observe also
that Cκ(g)− has no negative degree with respect to the Hamiltonian HW, and each
homogeneous space is finite-dimensional:
Cκ(g)− =
⊕
∆∈Z−
Cκ(g)−,∆,new, dimCκ(g)−,∆,new <∞.(5.10)
Here Cκ(g)−,∆,new = Cκ(g)− ∩Cκ(g)∆,new.
5.6. Proof of Theorem 5.8. As Qˆ(0)F
pCκ(g)− ⊂ F pCκ(g)−, one can consider a
spectral sequence forH•(Cκ(g)−, Qˆ(0)) such that the E1-term isH•(grCκ(g)−, Qˆ(0)).
This spectral sequence clearly converges, since Cκ(g)− is a direct sum of finite-
dimensional subcomplexes Cκ(g)−,∆,new.
We have grCκ(g)− ∼= S(b−[t−1]t−1)⊗Λ(n[t−1]t−1) ∼= C[Jµ−1(χ)]⊗Λ(n[t−1]t−1),
and the complex (grCκ(g)−, Qˆ(0)) is identical to the Chevalley complex for the Lie
algebra cohomology H•(n[t],C[Jµ−1(χ)]). Therefore
Hi(grCκ(g)−, Qˆ(0)) ∼= δi,0C[JS].(5.11)
Thus the spectral sequence collapses at E1 = E∞, and we get
grGHi(Cκ(g)−, Qˆ(0)) ∼= Hi(grCκ(g)−, Qˆ(0)) ∼= δi,0C[JS].
Here grGHi(Cκ(g)−, Qˆ(0)) is the associated graded space with respect to the fil-
tration G•Hi(Cκ(g)−, Qˆ(0)) induced by the filtration F •Cκ(g)−, that is,
GpHi(Cκ(g)−, Qˆ(0)) = im(H
i(F pCκ(g)−, Qˆ(0))→ Hi(Cκ(g)−, Qˆ(0))).
We claim that the filtration G•H0(Cκ(g)−, Qˆ(0)) coincides with the canonical fil-
tration of H0(Cκ(g)−, Qˆ(0)) = Wκ(g). Indeed, from the definition of the canonical
filtration we have F pW k(g) ⊂ GpWκ(g) for all p, and hence, there is a Poisson
vertex algebra homomorphism
grWκ(g, f)→ grGWκ(g, f) ∼= C[JS](5.12)
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that restricts to a surjective homomorphism
W
κ(g)/F 1Wκ(g)։Wκ(g)/G1Wκ(g) ∼= C[S].
Since C[JS] is generated by C[S] as differential algebras it follows that (5.12) is
surjective. On the other hand the cohomology vanishing and the Euler-Poincare´
principle imply that the graded character of Wκ(g) and C[JS] are the same. There-
fore (5.12) is an isomorphism, and thus, GpWκ(g) = F pWκ(g) for all p.
Finally the embedding grCκ(g)− → grCκ(g) induces an isomorphism
H0(grCκ(g)−, Qˆ(0)) ∼= H0(grCκ(g), Qˆ(0))
by Theorem 5.7 and (5.11). This completes the proof. 
5.7. Zhu’s algebra of W -algebra. Let Zhunew(C
κ(g)) be Zhu’s algebra of Cκ(g)
with respect to the Hamiltonian HW , Zhuold(C
κ(g)) Zhu’s algebra of Cκ(g) with
respect to the standard Hamiltonian H . We have
Zhunew(C
κ(g)) ∼= Zhuold(Cκ(g)) ∼= C(g),
see [A7, Proposition 5.1] for the details. Then it is legitimate to write Zhu(Cκ(g))
for Zhunew(C
κ(g)) or Zhuold(C
κ(g)).
By the commutation formula, we have
Qˆ(0)(C
κ(g) ◦ Cκ(g)) ⊂ Cκ(g) ◦ Cκ(g).
Here the circle ◦ is defined as in the definition of the Zhu algebra (with respect to
the grading HW). So (ZhunewC
κ(g), Qˆ(0)) is a differential, graded algebra, which
is identical to (C(g), adQ).
Theorem 5.14 ([A2]). We have
ZhuWκ(g) ∼= H0(ZhunewCκ(g), Qˆ(0)) ∼= Z(g).
Proof. By Theorem 5.8, it follows that Wκ(g) admits a PBW basis. Hence ηWκ(g) :
gr ZhuWκ(g)→ RWk(g) is an isomorphism by Theorem 4.8. On the other hand we
have a natural algebra homomorphism ZhuWκ(g) −→ H0(ZhuCκ(g), Qˆ(0)) which
makes the following diagram commute.
gr ZhuWκ(g)
ηWκ(g,f)−−−−−−→∼= RWκ(g)y ∼=yTheorem 5.8
grZ(g) ∼=−−−−→ C[S].
Note that we have the isomorphismsH0(RCκ(g), Qˆ(0)) ∼= H0(C¯k(g), ad Q¯(0)) ∼= C[S]
and grH0(ZhunewC
κ(g), Qˆ(0)) ∼= grZ(g) in the diagram. Now the other three
isomorphisms will give the desired isomorphism. 
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We conclude that we have the following commutative diagram:
C[JS]
Zhu(?)

W
κ(g)
Zhu(?)

R?
zz✈✈
✈
✈
✈
✈
✈
✈
✈
gr(?)
oo
C[S] Z(g).
gr(?)
oo
Remark 5.15. The same proof applies for an arbitrary simple Lie algebra g. In
particular, we have Zhu(Wk(sln)) ∼= Z(sln). In fact the same proof applies for
the W -algebra associated with a simple Lie algebra g and an arbitrary nilpotent
element f of g to show its Zhu’s algebra is isomorphic to the finite W -algebra
U(g, f) ([DSK]).
5.8. Explicit generators. It is possible to write down the explicit generators of
W
κ(g) ⊂ Cκ(g)−.
Recall that the column-determinant of a matrix A = (aij) over an associative
algebra is defined by
cdetA =
∑
σ∈Sn
sgnσ · aσ(1)1aσ(2)2 . . . aσ(n)n.
Introduce an extended Lie algebra b[t−1]t−1⊕Cτ , where the element τ commutes
with 1, and [
τ, x(−n)
]
= nx(−n) for x ∈ b, n ∈ n,
where x(−n) = xt−n. This induces an associative algebra structure on the tensor
product space U
(
b[t−1]t−1
)⊕C[τ ].
Consider the matrix
B =

ατ + (e11)(−1) −1 0 . . . 0
(e21)(−1) ατ + (e22)(−1) −1 . . . 0
...
...
. . .
...
(en−11)(−1) (en−12)(−1) . . . ατ + (en−1n−1)(−1) −1
(en1)(−1) (en2)(−1) . . . . . . ατ + (enn)(−1).

with entries in U(b[t−1]t−1])⊗C[τ ]⊗C[α], where α is a parameter.
For its column-determinant1 we can write
cdetB = τ n +W (1)α τ
n−1 + · · ·+W (n)α
for certain coefficients W
(r)
α which are elements of U(b[t−1]t−1])⊗C[α]. Set
W (i) =W (i)α |α=k+n−1.
This is an element of U(b[t−1]t−1), which we identify with V κb(b) ⊂ Cκ(g)−.
Theorem 5.16 ([AMol]). Wk(g) is strongly generated by W (1), . . . ,W (n).
1It is easy to verify that cdetB coincides with the row-determinant of B defined in a similar
way.
38 TOMOYUKI ARAKAWA
5.9. Miura Map. The Cartan subalgebra h of g acts on Cκ(g)+ by xi 7→ (Ji)(0),
i ∈ I, see Proposition 5.10. Let Cκ(g)λ+ be the weight space of weight λ ∈ h∗ with
respect to this action. Then
Cκ(g)+ =
⊕
λ60
Cκ(g)λ+, C
κ(g)0+ = V
κb(h) ⊂ V κk(b).
The vertex algebra V κh(h) is the Heisenberg vertex algebra associated with h and
the bilinear form κh := κb|h×h.
The projection Cκ(g)+ → Cκ(g)0+ = V κh(h) with respect to this decomposition
is a vertex algebra homomorphism. Therefore it restriction
Υˆ : Wκ(g)→ V κh(h)(5.13)
is also a vertex algebra homomorphism that is called the Miura map.
Theorem 5.17. The Miura map is injective for all k ∈ C.
Proof. The induced Poisson vertex algebra homomorphism
gr Υˆ : grWκ(g) = C[JS]→ grV κh(h) = C[Jh∗] ∼= C[J(f + h)](5.14)
is just a restriction map and coincides with JΥ¯, where Υ¯ is defined in (2.13). Clearly,
it is sufficient to show that JΥ¯ is injective.
Recall that the action map gives an isomorphism
N × (f + hreg) ∼→ U ⊂ f + b,
where U is some open subset of f + b, see the proof of Proposition 2.23. Therefore,
by Lemma 3.8, the action map JN × J(f + h) → J(f + b) is dominant. Thus,
the induced map C[J(f + b)] → C[JN × J(f + h)] is injective, and so is JΥ¯ :
C[J(f + b)]JN → C[JN × J(f + h)]JN = C[J(f + h)]. 
Remark 5.18. It is straightforward to generalize Theorem 5.17 for the W -algebra
W
k(g) associated with a general simple Lie algebra g.
Theorem 5.19. Let xi = Eii ∈ h ⊂ g = gln, and Ji(z) the corresponding field of
V κk(h). The image Υ(W (i)(z)) of W (i)(z) by the Miura map is described by
n∑
i=0
Υ(W (i))(z)(α∂z)
n−i =: (α∂z + J1(z))(α∂z + J2(z)) . . . (α∂z + JN (z)) :,
where α = k + n− 1, W (0)(z) = 1, [∂z, Ji(z)] = ddzJi(z).
Proof. It is straightforward from Theorem 5.16. 
Note that if we choose κ to be kκ0 and set
∑N
i=1 Ji(z) = 0, we obtain the
image of the generators of Wk(sln) by the Miura map Υˆ. For k + n 6= 0. this
expression can be written in more symmetric manner: Set bi(z) =
1√
k+n
Ji(z), so
that
∑n
i=1 bi(z) = 0, and
[(bi)λbj ] =
{
(1 − 1n )λ if i = j,
− 1nλ if i 6= j.
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Then we obtain the following original description of the Wk(sln) due to Fateev and
Lukyanov [FL].
Corollary 5.20. Suppose that k+n 6= 0. Then the image ofWk(sln) by the Miura
map is the vertex subalgebra generated by fields W˜2(z) . . . , W˜n(z) defined by
n∑
i=0
W˜i(z)(α0∂z)
n−i =: (α0∂z + b1(z))(α0∂z + b2(z)) . . . (α0∂z + bn(z)) :,
where α0 = α+ + α−, α+ =
√
k + n, α− = −1/
√
k + n, W˜0(z) = 1, W˜1(z) = 0.
Corollary 5.21. Suppose that k + n 6= 0. We have
W
k(sln) ∼= WLk(sln),
where Lk is defined by (k + n)(Lk + n) = 1.
Example 5.22. Let g = sl2, k 6= −2. Set b(z) =
√
2b1(z) = −
√
2b2(z), so that
[bλb] = λ. Then the right-hand-side of the formula in Corollary 5.21 becomes
: (α0∂z +
1√
2
b(z))(α0∂z − 1√
2
b(z)) :
= α20∂
2
z − L(z),
where
L(z) =
1
2
: b(z)2 : +
α0√
2
∂zb(z).
It is well-known and is straightforward to check that the field generates the Virasoro
algebra of central charge 1−6(k+1)2/(k+2). Thus Wk(sl2), k 6= −2, is isomorphic
to the universal Virasoro vertex algebra of central charge 1− 6(k + 1)2/(k + 2).
In the case that κ = κc := − 12κg, then it follows from Theorem 5.17 that
W
κc(gln) is commutative since V
(κc)b(h∗) is commutative. In fact the following
fact is known: Let Z(V κ(g)) = {z ∈ V κ(g) | [z(n), a(n)] = 0}, the center of V κ(g).
Theorem 5.23 ([FF2]). We have the isomorphism
Z(V κc(g)) ∼→Wκc(g), z 7→ [z⊗1].
This is a chiralization of Kostant’s Theorem 2.17 in the sense that we recover
Theorem 2.17 from Theorem 5.23 by considering the induced map between Zhu’s
algebras of both sides. The statement of Theorem 5.23 holds for any simple Lie
algebra g ([FF2]).
Remark 5.24. For a general simple Lie algebra g, the image of the Miura map for
a generic k is described in terms of screening operators, see [FBZ, 15.4]. Theorem
5.19 for g = gln also follows from this description (the proof reduces to the case
g = sl2). An important application of this realization is the Feigin-Frenkel duality
which states
W
k(g) ∼= WLk(Lg),
where Lg is the Langlands dual Lie algebra of g, r∨(k + h∨)(Lk + Lh∨) = 1. Here
r∨ is the maximal number of the edges of the Dynking diagram of g and Lh∨ is the
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dual Coxeter number of Lg. In [FF2, FBZ] this isomorphism was stated only for
a generic k, but it is not too difficult to see the isomorphism remains valid for an
arbitrary k using the injectivity of the Miura map.
The Miura map is defined [KRW] for the W -algebra Wk(g, f) associated with
an arbitrary f , which is injective as well since the proof of Theorem 5.17 applies.
Recently Naoki Genra [Gen] has obtained the description of the image by the Miura
map in terms of screening operators for the W -algebra Wk(g, f) associated with an
arbitrary nilpotent element f .
5.10. Classical W -algebras. Since the Poisson structure of C[S] is trivial, we can
give grWκ(g) a Poisson vertex algebra structure by the formula (3.18). The Poisson
structure of RV k+n(h) = C[h] is also trivial, hence grV κh(h) = C[Jh∗] is equipped
with the Poisson vertex algebra structure by the formula (3.18) as well. Then the
map gr Υˆ : grWκ(g) →֒ grV κh(h) is a homomorphism of Poisson vertex algebras
with respect to these structures. Set κ = kκ0, k ∈ C, and consider its restriction
gr Υˆ : grWk(sln) →֒ grV κh(h′), where h′ is the Cartan subalgebra of sln.
In grV κh(h′) we have
{hλh′} = κh(h, h′) = (k + n)κ0(h, h′),
and this uniquely determines the λ-bracket of grV κh(h′). Hence it is independent
of k provided that k 6= −n. Since the image of grWk(sln) is strongly generated
by elements of C[(h′)∗]W , it follows that the Poisson vertex algebra structure of
grWk(sln), k 6= −n, is independent of k. We denote this Poisson vertex algebra by
W
cl(sln).
The Poisson vertex algebra Wcl(sln) is called the classical W -algebra associated
with sln, which appeared in the works of Adler [Adl], Gelfand-Dickey [GD78] and
Drinfeld-Sokolov [DS]. Thus, the W -algebra Wk(sln), k 6= −n, is a deformation of
W
cl(sln).
On the other hand the W-algebra W−n(sln) at the critical level can be identified
with the space of the sln-opers [BD2] on the disk D. We refer to [FBZ, Fre07] for
more on this subject.
6. Representations of W -algebras
From now on we set g = sln and study the representations of W
k(g) (see (5.8)).
6.1. Poisson modules. Let R be a Poisson algebra. Recall that a Poisson R-
module is a R-module M in the usual associative sense equipped with a bilinear
map
R×M →M, (r,m) 7→ ad r(m) = {r,m},
which makes M a Lie algebra module over R satisfying
{r1, r2m} = {r1, r2}m+ r2{r1,m}, {r1r2,m} = r1{r2,m}+ r2{r1,m}
for r1, r2 ∈ R, m ∈M . Let R -PMod be the category of Poisson modules over R.
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Lemma 6.1. A Poisson module over C[g∗] is the same as a C[g∗]-module M in the
usual associative sense equipped with a Lie algebra module structure g → EndM ,
x 7→ ad(x), such that
ad(x)(fm) = {x, f}.m+ f. ad(x)(m)
for x ∈ g, f ∈ C[g∗], m ∈M .
6.2. Poisson vertex modules.
Definition 6.2. A Poisson vertex module over a Poisson vertex algebra V is a
V -module M as a vertex algebra equipped with a linear map
V 7→ (EndM)[[z−1]]z−1, a 7→ YM− (a, z) =
∑
n>0
aM(n)z
−n−1,
satisfying
aM(n)m = 0 for n≫ 0,(6.1)
(Ta)M(n) = −naM(n−1),(6.2)
aM(n)(bv) = (a(n)b)v + b(a
M
(n)v),(6.3)
[aM(m), b
M
(n)] =
∑
i>0
(
m
i
)
(a(i)b)
M
(m+n−i),(6.4)
(ab)M(n) =
∞∑
i=0
(aM(−i−1)b
M
(n+i) + b
M
(−i−1)a
M
(n+i))(6.5)
for all a, b ∈ V , m,n > 0, v ∈M .
A Poisson vertex algebra R is naturally a Poisson vertex module over itself.
Example 6.3. Let M be a Poisson vertex module over C[Jg∗]. Then by (6.4), the
assignment
xtn 7→ xM(n) x ∈ g ⊂ C[g∗] ⊂ C[Jg∗], n > 0,
defines a Jg = g[[t]]-module structure on M . In fact, a Poisson vertex module over
C[Jg∗] is the same as a C[Jg∗]-module M in the usual associative sense equipped
with an action of the Lie algebra Jg such that (xtn)m = 0 for n ≫ 0, x ∈ g,
m ∈M , and
(xtn) · (am) = (x(n)a)m+ a(xtn) ·m
for x ∈ g, n > 0, a ∈ C[Jg∗], m ∈M .
Below we often write a(n) for a
M
(n).
The proofs of the following assertions are straightforward.
Lemma 6.4. Let R be a Poisson algebra, E a Poisson module over R. There is a
unique Poisson vertex JR-module structure on JR⊗RE such that
a(n)(b⊗m) = (a(n)b)⊗m+ δn,0b⊗{a,m}
for n > 0, a ∈ R ⊂ JR, b ∈ JR. m ∈ E (Recall that JR = C[J SpecR].)
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Lemma 6.5. Let R be a Poisson algebra, M a Poisson vertex module over JR.
Suppose that there exists a R-submodule E of M (in the usual commutative sense)
such that a(n)E = 0 for n > 0, a ∈ R, and M is generated by E (in the usual
commutative sense). Then there exists a surjective homomorphism
JR⊗RE ։M
of Poisson vertex modules.
6.3. Canonical filtration of modules over vertex algebras. Let V be a vertex
algebra graded by a Hamiltonian H . A compatible filtration of a V -module M is a
decreasing filtration
M = Γ0M ⊃ Γ1M ⊃ · · ·
such that
a(n)Γ
qM ⊂ Γp+q−n−1M for a ∈ F pV, ∀n ∈ Z,
a(n)Γ
qM ⊂ Γp+q−nM for a ∈ F pV, n > 0,
H.ΓpM ⊂ ΓpM for all p > 0,⋂
p
ΓpM = 0.
For a compatible filtration Γ•M the associated graded space
grΓM =
⊕
p>0
ΓpM/Γp+1M
is naturally a graded vertex Poison module over the graded vertex Poisson algebra
grF V , and hence, it is a graded vertex Poison module over JRV = C[X˜V ] by
Theorem 3.17.
The vertex Poisson JRV -module structure of gr
ΓM restricts to the Poisson RV -
module structure of M/Γ1M = Γ0M/Γ1M , and a(n)(M/Γ
1M) = 0 for a ∈ RV ⊂
JRV , n > 0. It follows that there is a homomorphism
JRV⊗RV (M/Γ1M)→ grΓM, a⊗m¯ 7→ am¯,
of vertex Poisson modules by Lemma 6.5.
Suppose that V is positively graded and so is a V -module M . We denote by
F •M the Li filtration [Li2] of M , which is defined by
F pM = spanC{a1(−n1−1) . . . ar(−nr−1)m | ai ∈ V, m ∈M, n1 + · · ·+ nr > p}.
It is a compatible filtration of M , and in fact is the finest compatible filtration of
M , that is, F pM ⊂ ΓpM for all p for any compatible filtration Γ•M of M . The
subspace F 1M is spanned by the vectors a(−2)m with a ∈ V , m ∈ M , which is
often denoted by C2(M) in the literature. Set
M¯ =M/F 1M(=M/C2(M)),(6.6)
which is a Poisson module over RV = V¯ . By [Li2, Proposition 4.12], the vertex
Poisson module homomorphism
JRV⊗RV M¯ → grF M
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is surjective.
Let {ai; i ∈ I} be elements of V such that their images generate RV in usual
commutative sense, and let U be a subspace of M such that M = U + F 1M . The
surjectivity of the above map is equivalent to that
F pM(6.7)
= spanC{ai1(−n1−1) . . . a
ir
(−nr−1)m | m ∈ U, ni > 0, n1 + · · ·+ nr > p, i1, . . . , ir ∈ I}.
Lemma 6.6. Let V be a vertex algebra, M a V -module. The Poisson vertex
algebra module structure of grF M restricts to the Poisson module structure of
M¯ :=M/F 1M over RV , that is, M¯ is a Poisson RV -module by
a¯ · m¯ = a(−1)m, ad(a¯)(m¯) = a(0)m.
A V -module M is called finitely strongly generated if M¯ is finitely generated as
a RV -module in the usual associative sense.
6.4. Associated varieties of modules over affine vertex algebras. A ĝ-
module M of level k is called smooth if x(z) is a field on M for x ∈ g, that is,
xtnm = 0 for n ≫ 0, x ∈ g, m ∈ M . Any V k(g)-module M is naturally a smooth
ĝ-module of level k. Conversely, any smooth ĝ-module of level k can be regarded as
a V k(g)-module. It follows that a V k(g)-module is the same as a smooth ĝ-module
of level k.
For a V = V k(g)-module M , or equivalently, a smooth ĝ-module of level k, we
have
M¯ =M/g[t−1]t−2M,
and the Poisson C[g∗]-module structure is given by
x · m¯ = xt−1m, ad(x)m¯ = xm.
For a g-module E let
V kE := U(ĝ)⊗U(g[t]⊕CK)E,
where E is considered as a g[t]⊕CK-module on which g[t] acts via the projection
g[t]→ g and K acts as multiplication by k. Then
V kE
∼= C[g]⊗E,
where the Poisson C[g∗]-module structure is given by
f · g⊗v = (fg)⊗v, adx(f⊗v) = {x, f}⊗v + f⊗xv,
for f, g ∈ C[g∗], v ∈ V .
Let Ok be the category O of ĝ of level k ([Kac1]), KLk the full subcateogory of
Ok consisting of modules M which are integrable over g. Note that V kE is a object
of KLk for a finite-dimensional representation E of g. Thus, V
k(g) = V k
C
and its
simple quotient Vk(g) are also objects of KLk.
Both Ok andKLk can be regarded as full subcategories of the category of V k(g)-
modules.
Lemma 6.7. For M ∈ KLk the following conditions are equivalent.
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(1) M is finitely strongly generated as a V k(g)-module,
(2) M is finitely generated as a g[t−1]t−1-module,
(3) M is finitely generated as a ĝ-module.
For a finitely strongly generated V k(g)-module M define its associated variety
XM by
XM = suppRV (M¯) ⊂ XV ,
equipped with a reduced scheme structure.
Example 6.8. XV k
E
= g∗ for a finite-dimensional representation E of g.
6.5. Ginzburg’s correspondence. LetHC be the full subcategory of the category
of Poisson C[g∗]-modules on which the Lie algebra g-action (see Lemma 6.1) is
integrable.
Lemma 6.9. For M ∈ KLk, the Poisson C[g∗]-module M¯ belongs to HC.
By Lemma 6.9 we have a right exact functor
KLk → HC, M 7→ M¯.
ForM ∈ HC, M⊗Cl is naturally a Poisson module over C¯(g) = C[g∗]⊗Cl. (The
notation of Poisson modules natural extends to the Poisson supralgebras.) Thus,
(M⊗Cl, ad Q¯) is a differential graded Poisson module over the differential graded
Poisson module (C¯(g), ad Q¯). In particular it cohomology H•(M¯⊗Cl, ad Q¯) is a
Poisson module over H•(C¯(g), ad Q¯) = C[S]. So we get a functor
HC → C[S] -Mod, M 7→ H0(M) := H0(M⊗Cl, adQ¯).
The following assertion is a restatement of a result of Ginzburg [Gin] (see [A7,
Theorem 2.3]).
Theorem 6.10. Let M ∈ HC. Then Hi(M) = 0 for i 6= 0, and we have an
isomorphism
H0(M) ∼= (M/
∑
i
C[g∗](xi − χ(xi))M)N .
In particular if M is finitely generated H0(M) is finitely generated over C[S] and
suppC[S]H
0(M) = (suppC[g∗]M) ∩ S.
Corollary 6.11. The functor HC → C[S] -Mod, M 7→ H0(M), is exact.
Denote by N the set of nilpotent elements of g, which equals to the zero locus
of the augmentation ideal C[g∗]G+ of C[g
∗]G under the identification g = g∗ via ( | ).
Since the element f (defined in (2.3)). ) is regular (or principal), the orbit
Oprin := G.f ⊂ g = g∗
is dense in N :
N = Oprin.
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The transversality of S implies that
S ∩ N = {f}.
Theorem 6.12 ([Gin]). Let M be a finitely generated object in HC.
(1) H0(M) 6= 0 if and only if N ⊂ suppC[g∗]M .
(2) H0(M) is nonzero and finite-dimensional if suppC[g∗]M = N .
Proof. (1) Note that suppC[S]H
0(M) is invariant under the C∗-action (2.7) on
S, which contracts the point {f}, Hence suppC[S]H0(M) = (suppC[g∗]M) ∩ S
is nonempty if and only if f ∈ suppC[S]H0(M). The assertion follows since
suppC[S]H
0(M) is G-invariant and closed. (2) Obvious since the assumption im-
plies that suppC[S]H
0(M) = {f}. 
6.6. Losev’s correspondence. LetHC be the category of Harish-Chandra bimod-
ules, that is, the full subcategory of the category of U(g)-bimodules on which the
adjoint action of g is integrable.
Lemma 6.13. Every finitely generated object M of HC admits a good filtration,
that is, an increasing filtration 0 = F0M ⊂ F1M ⊂ . . . such that M =
⋃
FpM ,
Up(g) · FqM · Ur(g) ⊂ Fp+q+rM, [Up(g), FpM ] ⊂ Fp+q−1M,
and grF M =
⊕
p FpM/Fp−1M is finitely generated over C[g
∗].
If M ∈ HC and F•M is a good filtration, then grF M is naturally a Poisson
module over C[g∗]. Therefore, it is an object of HC.
Let M be a finitely generated object in HC. It is known since Bernstein that
Var(M) := suppC[g∗](gr
F M) ⊂ g∗
in independent of the choice of a good filtration F•M of M .
For M ∈ HC, M⊗Cl is naturally a bimodule over C(g) = U(g)⊗Cl. Thus,
(M⊗Cl, adQ) is a differential graded bimodule over C(g), and its cohomology
H•(M) := H•(M⊗Cl, adQ)
is naturally a module over H0(C(g), adQ) that is identified with Z(g) by Theorem
2.17. Thus, we have a functor
HC → Z(g) -Mod, M 7→ H0(M).(6.8)
Let M ∈ HC be finitely generated, F•M a good filtration. Then Fp(M⊗Cl) :=∑
i+j=p FiM⊗Clj defines a good filtration of M⊗Cl, and the associated graded
space grF (M⊗Cl) =
∑
i Fp(M⊗Cl)/Fp−1(M⊗Cl) = (grF M)⊗Cl is a Poisson
module over grC(g) = C¯(g).
The filtration F•(M⊗Cl) induces a filtration F•H•(M) onH•(M), and grF H•(M) =⊕
p FpH
•(M)/Fp−1H0(M) is a module over grZ(g) = C[S].
For a finitely generated Z(g)-module M , set Var(M) = suppC[S](grM), grM is
the associated graded M with respect to a good filtration of M .
The following assertion follows from Theorems 6.10 and 6.12.
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Theorem 6.14 ([Gin, Los]). (1) We have Hi(M) = 0 for all i 6= 0, M ∈ HC.
Therefore the functor (6.8) is exact.
(2) Let M be a finitely generated object of HC, F•M a good filtration. Then
grF H
0(M) ∼= H0(grF M). In particular H0(M) is finitely generated, F•H0(M)
is a good filtration of H0(M).
(3) For a finitely generated object M of HC, Var(H0(M)) = Var(M) ∩ S.
6.7. Frenkel-Zhu’s bimodules. Recall that for a graded vertex algebra V , Zhu’s
algebra Zhu(V ) = V/V ◦ V is defined. There is a similar construction for modules
due to Frenkel and Zhu [FZ]. For a V -module M set
Zhu(M) =M/V ◦M,
where V ◦M is the subspace of M spanned by the vectors
a ◦m =
∑
i>0
(
∆a
i
)
a(i−2)m
for a ∈ V∆a , ∆a ∈ Z, and m ∈M .
Proposition 6.15 ([FZ]). Zhu(M) is a bimodule over Zhu(V ) by the multiplica-
tions
a ∗m =
∑
i>0
(
∆a
i
)
a(i−1)b, m ∗ a =
∑
i>0
(
∆a − 1
i
)
a(i−1)m
for a ∈ V∆a , ∆a ∈ Z, and m ∈M .
Thus, we have a right exact functor
V -Mod→ Zhu(V ) -biMod, M 7→ Zhu(M).
Lemma 6.16. Let M =
⊕
d∈h+Z+ Md be a positive energy representation of a
Z+-graded vertex algebra V . Define an increasing filtration {Zhup(M)} on Zhu(V )
by
Zhup(M) = im(
h+p⊕
d=h
Mp → Zhu(M)).
(1) We have
Zhup(V ) · Zhuq(M) · Zhur(V ) ⊂ Zhup+q+r(M),
[Zhup(V ),Zhuq(M)] ⊂ Zhup+q−1(M).
Therefore gr Zhu(M) =
⊕
p Zhup(M)/Zhup−1(M) is a Poisson gr Zhu(V )-
module, and hence is a Poisson RV -module through the homomorphism
ηV : RV ։ gr Zhu(V ).
(2) There is a natural surjective homomorphism
ηM : M¯(=M/F
1M)→ gr Zhu(M)
of Poisson RV -modules. This is an isomorphism if V admits a PBW basis
and grM is free over grV .
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Example 6.17. Let M = V kE . Since grV
k
E is free over C[Jg
∗], we have the isomor-
phism
ηV k
E
: V kE = E⊗C[g∗] ∼→ gr Zhu(V kE ).
On the other hand, there is a U(g)-bimodule homomorphism
E⊗U(g)→ Zhu(V kE ),
v⊗x1 . . . xr 7→ (1⊗v) ∗ (x1t−1) ∗ (x1t−1) + V k(g) ◦ V kE
(6.9)
which respects the filtration. Here the U(g)-bimodule structure of U(g)⊗E is given
by
x(v⊗u) = (xv)⊗u+ v⊗xu, (v⊗u)x = v⊗(ux),
and the filtration of U(g)⊗E is given by {Ui(g)⊗E}. Since the induced homo-
morphism between associated graded spaces (6.9) coincides with ηV k
E
, (6.9) is an
isomorphism.
Lemma 6.18. For M ∈ KLk we have Zhu(M) ∈ HC. If M is finitely generated,
then so is Zhu(M).
6.8. Zhu’s two functors commute with BRST reduction. For a smooth ĝ-
module M over level k, C(M) := M⊗F is naturally a module over Ck(g) =
V k(g)⊗F . Thus, (C(M), Q(0)) is a cochain complex, and its cohomologyH•(M) :=
H•(C(M), Q(0)) is a module over Wk(g) = H•(Ck(g), Q(0)). Thus we have a func-
tor
V k(g) -Mod→Wk(g) -Mod, M 7→ H0(M).
Here V -Mod denotes the category of modules over a vertex algebra V .
Theorem 6.19. (1) ([FG10, A6]) We have Hi(M) = 0 for i 6= 0, M ∈ KLk.
In particular the functor
KLk →Wk(g) -Mod, M 7→ H0(M),
is exact.
(2) ([A6]) For a finitely generated object M of KL,
H0(M) ∼= H0(M¯)
as Poisson modules over RWk(g) = C[S]. In particular H0(M) is finitely
strongly generated and
XH0(M) = XM ∩ S.
(3) ([A7]) For a finitely generated object M of KL,
Zhu(H0(M)) ∼= H0(Zhu(M))
as bimodules over Zhu(Wk(g)) = Z(g).
LetWk(g) denote the unique simple graded quotient ofW
k(g). Then XWk(g) is a
C∗-invariant subvariety of S. Therefore XWk(g) is lisse if and only if XWk(g) = {f}
since the C∗-action on S contracts to the point f .
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Corollary 6.20. (1) H0(Vk(g)) is a quotient of W
k(g) = H0(V k(g)). In par-
ticular Wk(g) is a quotient of H
0(Vk(g)) if H
0(Vk(g)) is nonzero.
(2) H0(Vk(g)) is nonzero if and only if XVk(g) ⊃ G.f = N .
(3) The simple W -algebra Wk(g) is lisse if XVk(g) = G.f = N .
Proof. (1) follows from the exactness statement of Theorem 6.19. (2) H0(Vk(g)) is
nonzero if and only of XH0(M) = XM ∩S is non-empty. This happens if and only if
f ∈ XM since XH0(M) is C∗-stable. The assertion follows since XM is G-invariant
and closed. (3) If XVk(g) = G.f , XH0(Vk(g)) = XM ∩S = {f}, and thus, H0(Vk(g))
is lisse, and thus, so its quotient Wk(g). 
Remark 6.21. (1) The above results hold forW -algebras associated with any
g and any f ∈ N without any restriction on the level k ([A6, A7]). In
particular we have the vanishing result
Hif (M) = 0 for i 6= 0, M ∈ KLk,(6.10)
for the BRST cohomologyHif (M) of the quantized Drinfeld-Sokolov reduc-
tion functor associated with f in the coefficient in an object M of KLk.
Thus the functor
KLk →Wk(g, f) -Mod, M 7→ H0f (M),
is exact, and moreover,
XH0
f
(Vk(g)) = XVk(g) ∩ Sf ,
where Sf is the Slodowy slice at f (see §2.8). In particular
H0f (Vk(g)) 6= 0 ⇐⇒ XVk(g) ⊃ G.f.(6.11)
(2) In the case that f = fθ, a minimal nilpotent element of g, then we also
have the following result [A1]:
Hfθ (Vk(g)) =
{
Wk(g, fθ) if k 6∈ Z+,
0 if k ∈ Z+.
Here Wk(g, fθ) is the simple quotient of W
k(g, fθ). Together with (6.11),
this proves the “only if” part of Theorem 3.24. Indeed, if Vk(g) is lisse,
then Hfθ (Vk(g)) = 0 by (6.11), and hence, k ∈ Z+.
7. Irreducible representations of W -algebras
In this section we quickly review results obtained in [A2].
Since Zhu(Wk(g)) ∼= Z(g), by Zhu’s theorem irreducible positive energy repre-
sentations of Wk(g) are parametrized by central characters of Z(g). For a central
character γ : Z(g) → C, let L(γ) be the corresponding irreducible positive energy
representations of Wk(g). This is a simple quotient of the Verma module M(γ) of
W
k(g) with highest weight γ, which has the character
chM(γ) := trM(γ) q
L0 =
q
γ(Ω)
2(k+h∨)∏
j>1(1− qj)rk g
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in the case that k is non-critical, where Ω is the Casimir element of U(g).
In Theorem 6.19 we showed that the functorKLk →Wk(g) -Mod,M 7→ H0(M),
is exact. However in order to obtain all the irreducible positive energy represen-
tation we need to extend this functor to the whole category Ok. However the
functor Ok → Wk(g) -Mod, M 7→ H0(M), is not exact in general except for the
case g = sl2 ([A1]). Nevertheless, we can [FKW] modify the functor to obtain the
following result.
Theorem 7.1 ([A2]). There exists an exact functor
Ok →Wk(g) -Mod, M 7→ H0−(M)
(called the “−”-reduction functor in [FKW]), which enjoys the following properties.
(1) H0−(M(λ)) ∼= M(γλ¯), where M(λ) is the Verma module of ĝ with highest
weight λ, and γλ¯ is the evaluation of Z(g) at the Verma module Mg(λ¯) of
g with highest weight λ¯.
(2) H0−(L(λ)) ∼=
{
L(γλ¯) if λ¯ is anti-dominant (that is, Mg(λ¯) is simple),
0 otherwise.
Corollary 7.2. Write chL(λ) =
∑
µ cλ,µ chM(µ) with cλ,µ ∈ Z. If λ¯ is anti-
dominant, we have
chL(γλ¯) =
∑
µ
cλ,µ chM(γµ¯).
In the case that k is non-critical, then it is known by Kashiwara and Tanisaki
[KT2] that the coefficient cλ,µ is expressed in terms of Kazhdan-Lusztig polynomi-
als. Since any central character of Z(g) can be written as γλ¯ with anti-dominant
λ¯, Corollary 7.2 determines the character of all the irreducible positive energy rep-
resentations of Wk(g) for all non-critical k.
On the other hand, in the case that k is critical, all L(γλ¯) are one-dimensional
since W−n(g) is commutative. This fact with Theorem 7.1 can be used in the study
of the critical level representations of ĝ, see [AF].
The results in this section hold for arbitrary simple Lie algebra g.
Remark 7.3. The condition λ¯ ∈ h∗ is anti-dominant does not imply that λ ∈ ĥ∗
is anti-dominant. In fact this condition is satisfied by all non-degenerate admissible
weights λ (see below) which are regular dominant.
Remark 7.4. Theorem 7.1 has been generalized in [A3]. In particular the character
of all the simple ordinary representations (=simple positive energy representations
with finite-dimensional homogeneous spaces) has been determined for W -algebras
associated with all nilpotent elements f in type A.
8. Kac-Wakimoto admissible representations and
Frenkel-Kac-Wakimoto conjecture
We continue to assume that g = sln, but the results in this section holds for
arbitrary simple Lie algebra g as well with appropriate modification unless otherwise
stated.
50 TOMOYUKI ARAKAWA
8.1. Admissible affine vertex algebras. Let ĥ be the Cartan subalgebra h⊕CK
of ĝ, h˜ = h⊕CK ⊕CD the extended Cartan subalgebra, ∆̂ the set of roots of ĝ in
h˜∗ = h∗⊕CΛ0⊕Cδ, where Λ0(K) = 1 = δ(d), Λ0(h + CD) = δ(h⊕CK) = 0, ∆̂+
the set of positive roots. ∆̂re ⊂ ∆̂ the set of real roots, ∆̂re+ = ∆̂re ∩ ∆̂+. Let Ŵ
be the affine Weyl group of ĝ.
Definition 8.1 ([KW2]). A weight λ ∈ ĥ∗ is called admissible if
(1) λ is regular dominant, that is,
〈λ+ ρ, α∨〉 6∈ −Z+ for all α ∈ ∆̂re+ ,
(2) Q∆̂(λ) = Q∆̂re, where ∆̂(λ) = {α ∈ ∆̂re | 〈λ+ ρ, α∨〉 ∈ Z}.
The irreducible highest weight representation L(λ) of ĝ with highest weight
λ ∈ ĥ∗ is called admissible if λ is admissible. Note that an irreducible integrable
representations of ĝ is admissible.
Clearly, integrable representations of ĝ are admissible.
For an admissible representation L(λ) we have [KW1]
chL(λ) =
∑
w∈Ŵ (λ)
(−1)ℓλ(w) chM(w ◦ λ)(8.1)
since λ is regular dominant, where Ŵ (λ) is the integral Weyl group ([KT1, MP])
of λ, that is, the subgroup of Ŵ generated by the reflections sα associated with
α ∈ ∆̂ and w ◦ λ = w(λ + ρ) − ρ. Further the condition (2) implies that chL(λ)
is written in terms of certain theta functions. Kac and Wakimoto [KW2] showed
that admissible representations are modular invariant, that is, the characters of
admissible representations form an SL2(Z) invariant subspace.
Let λ, µ be distinct admissible weights. Then the condition (1) implies that
Ext1ĝ(L(λ), L(µ)) = 0.
Further, the following fact is known by Gorelik and Kac [GK].
Theorem 8.2 ([GK]). Let λ be admissible. Then Extĝ(L(λ), L(λ)) = 0.
Therefore admissible representations form a semisimple fullsubcategory of the
category of ĝ-modules.
Recall that the simple affine vertex algebra Vk(g) is isomorphic to L(kΛ0) as an
ĝ-module.
Lemma 8.3. The following conditions are equivalent.
(1) kΛ0 is admissible.
(2) kΛ0 is regular dominant and k ∈ Q.
(3) k + h∨ = p/q, p, q ∈ N, (p, q) = 1, p > h∨ = n.
If this is the case, the level k is called admissible for ĝ, and Vk(g) is called an
admissible affine vertex algebra.
For an admissible number k let Prk be the set of admissible weights of ĝ of level
k. (For g = sln, Prk is the same as the set of principal admissible weights of level
k.)
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8.2. Feigin-Frenkel Conjecture and Adamovic´-Milas Conjecture. The fol-
lowing fact was conjectured by Feigin and Frenkel and proved for the case that
g = sl2 by Feigin and Malikov [FM].
Theorem 8.4 ([A6])). The associated variety XVk(g) is contained in N if k is
admissible.
In fact the following holds.
Theorem 8.5 ([A6]). Let k be admissible, and let q ∈ N be the denominator of k,
that is, k + h∨ = p/q, p ∈ N , (p, q) = 1. Then
XVk(g) = {x ∈ g | (adx)2q = 0} = Oq,
where Oq is the nilpotent orbit corresponding to the partition{
(n) if q > n,
(q, q, . . . , q, s) (0 6 s 6 n− 1) if q < n.
The following fact was conjectured by Adamovic´ and Milas [AdM].
Theorem 8.6 ([A8]). Let k be admissible. Then an irreducible highest weight
representation L(λ) is a Vk(g)-module if and only if k ∈ Prk. Hence if M is
a finitely generated Vk(g)-module on which n̂+ acts locally nilpotently and ĥ acts
locally finitely then M is a direct sum of L(λ) with λ ∈ Prk.
8.3. Outline of proofs of Theorems 8.4, 8.5 and 8.6. The idea of the proofs
of Theorem 8.4 and Theorem 8.6 is to reduce to the ŝl2-cases.
Let sl2,i ⊂ g be the copy of sl2 spanned by ei := ei,i+1, hi := ei,i − ei+1,i+1,
fi := ei+1,i, and let pi = sl2,i+b ⊂ g, the associated minimal parabolic subalgebra.
Then
pi = li⊕mi,
where li is the Levi subalgebra sl2,i + h, and mi is the nilradical
⊕
16p<q6n
(p,q)6=(i,i+1)
Cep,q.
Consider the semi-infinite cohomology H
∞
2 +0(mi[t, t
−1],M). It is defined as a
cohomology of Feigin’s complex (C(mi[t, t
−1],M), d) ([Fe˘ı]). There is a natural
vertex algebra homomorphism
V ki(sl2)→ H ∞2 +0(mi[t, t−1],M),(8.2)
where ki = k + n− 2, see, e.g. [HT]. Note that if k is an admissible number for ĝ
then ki is an admissible number for ŝl2.
Theorem 8.7 ([A5]). Let k be an admissible number. The map (8.2) factors
through the vertex algebra embedding
Vki(sl2) →֒ H
∞
2 +0(mi[t, t
−1], Vk(g)).
Outline of proof of Theorem 8.4. First, consider the case that g = sl2. Let Nk be
the maximal submodule of V k(g), and let Ik be the image of Nk in RV k(g) = C[g∗],
so that RVk(g) = C[g
∗]/Ik. It is known by Kac and Wakimoto [KW1] that Nk is
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generated by a singular vector, say vk. The projection formula [MFF] implies that
the image [vk] of vk in Ik is nonzero. Since [vk] is a singular vector of C[g∗] with
respect to the adjoint action of g, Kostant’s Separation Theorem implies that
[vk] = e
mΩn
for some m,n ∈ N up to constant multiplication, where Ω = ef + fe + 12h2. Now
suppose that XVk(g) 6⊂ N and let λ ∈ XVk(g)\N , so that Ω(λ) 6= 0. Then e(λ) = 0.
Since XVk(g) is G-invariant this implies that x(λ) = 0 for any nilpotent element x
of g. Because any element of g can be written as a sum of nilpotent elements we
get that λ = 0. Contradiction.
Next, consider the case that g is general. Note that since XVk(g) is G-invariant
and closed, the condition XVk(g) ⊂ N is equivalent to that XVk(g) ∩ h∗ = {0}.
Now the complex structure of C(mi[t, t
−1], Vk(g)) induces the complex structure
on Zhu’s C2-algebra RC(mi[t,t−1],Vk(g)). The embedding in Theorem 8.7 induces a
homomorphism
RVki (sl2) → H0(RC(mi[t,t−1],Vk(g)), d)
of Poisson algebra. Since Ω is nilpotent in RVki (sl2), so is its image Ωi = eifi+fiei+
1
2h
2
i in H
0(RC(mi[t,t−1],Vk(g)), d). It follows that h
N
i ≡ 0 (mod n+RVk(g)+n−RVk(g))
in RVk(g) for all i = 1, . . . , n− q, and we get that XVk(g)∩h∗ = {0} as required. 
Outline of proof of Theorem 8.5. The proof is done by determining the varietyXVk(g).
By Theorem 8.4, XVk(g) is a finite union of nilpotent orbits. Thus it is enough to
know which nilpotent element orbits is contained in XVk(g). On the other hand,
(6.11) says XVk(g) ⊃ G.f if and only H0f (Vk(g)) 6= 0. Thus, it is sufficient to com-
pute the character of H0f (Vk(g)). This is in fact possible since we know the explicit
formula (8.1) of the character of Vk(g), and thanks of the vanishing theorem (6.10)
and the Euler-Poincare´ principle. 
Outline of proof of Theorem 8.6. Let L(λ) be a Vk(g)-module. Then, the space
H
∞
2 +i(mi[t, t
−1], L(λ)), i ∈ Z, is naturally a H ∞2 +i(mi[t, t−1], Vk(g))-module. By
Theorem 8.7, this means that H
∞
2 +i(mi[t, t
−1], L(λ)) is in particular a module over
the admissible affine vertex algebra Vki(sl2). Therefore Theorem 8.6 for g = sl2 that
was established by Adamovic´ and Milas [AdM] implies that H
∞
2 +i(mi[t, t
−1], L(λ))
must be a direct sum of admissible representations of ŝl2. This information is
sufficient to conclude that L(λ) is admissible.
Conversely, suppose that L(λ) is an admissible representation of level k. If L(λ)
is integrable over g, then it has been already proved by Frenkel and Malikov [FM]
that L(λ) is a Vk(g)-module. But then an affine analogue of Duflo-Joseph Lemma
[A8, Lemma 2.6] implies that this is true for a general admissible representation as
well. 
8.4. Lisse property of W -algebras. An admissible number k is called non-
degenerate if XVk(g) = N . By Theorem 8.5, this condition is equivalent to that
k + n =
p
q
, p, q ∈ N, (p, q) = 1, p > n, q > n.
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The following assertion follows immediately from Corollary 6.20.
Theorem 8.8 ([A6]). Let k be a non-degenerate admissible number. Then the
W -algebra Wk(g) is lisse.
8.5. Minimal models of W -algebras. A vertex algebra V is called rational if
any V -module is completely reducible. To a lisse and rational conformal vertex
algebra V one can associate rational 2d conformal field theory, and in particular,
the category V -Mod of V -modules forms [Hua] a modular tensor category [BK], as
in the case of the category of integrable representation of ĝ at a positive level and
the category of minimal series representations [BPZ] of the Virasoro algebra.
An admissible weight λ is called non-degenerate if λ¯ is anti-dominant. Let
Prnon−degk be the set of non-degenerate admissible weights of level k of ĝ. It is
known [FKW] that Prnon−degk is non-empty if and only if k is non-degenerate.
By Theorem 7.1, for λ ∈ Prk, H0−(L(λ)) is a (non-zero) simple Wk(g)-module if
and only of λ ∈ Prnon−degk , and H0−(L(λ)) ∼= H0−(L(µ)) if and only if µ ∈W ◦λ for
λ, µ ∈ Prnon−degk .
Let [Prnon−degk ] = Pr
non−deg
k / ∼ , where λ ∼ µ ⇐⇒ µ ∈ W ◦ λ. It is known
[FKW] that we have a bijection
(P̂ p−n+ × P̂ q−n+ )/Zn ∼→ [Prnon−degk ], [(λ, µ)] 7→ [λ¯−
p
q
(µ¯+ ρ) + kΛ0].
Here k+n = p/q as before, P̂ k+ is the set of integral dominant weights of level k of ĝ,
the cyclic group Zn acts diagonally on P̂
p−n
+ × P̂ q−n+ as the Dynkin automorphism,
and ρ = 12
∑
α∈∆+ α.
The following assertion was conjectured by Frenkel, Kac and Wakimoto [FKW].
Theorem 8.9 ([A7]). Let k be a non-degenerate admissible number. Then the
simple W -algebra Wk(g) is rational, and {L(γλ¯) = H0−(L(λ)) | λ ∈ [Prnon−degk ]}
forms the complete set of isomorphism classes of simple Wk(g)-modules.
In the case that g = sl2, Theorems 8.8 and 8.9 have been proved in [BFM, Wan],
and the above representations are exactly the minimal series representations of the
Virasoro algebra.
The representations
{L(γλ¯) | λ ∈ [Prnon−degk ]}
are called the minimal series representations of Wk(g), and if k+n = p/q, p, q ∈ N,
(p, q) = 1, p, q,> n, then the rational W -algebra Wk(g) is called the (p, q)-minimal
model of Wk(g). Note that the (p, q)-minimal model and the (q, p)-minimal model
are isomorphic due to the duality, see Corollary 5.21.
Outline of the proof of Theorem 8.9. Let k be a non-degenerate admissible number.
We have
H0(Vk(g)) ∼= Wk(g)
by [A2]. Hence by Theorem 6.19 (3)
Zhu(Wk(g)) = Zhu(H
0(Vk(g))) = H
0(Zhu(Vk(g)).
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From this together with Theorem 8.6, it is not too difficult to obtain the clas-
sification is the simple Wk(g)-modules as stated in Theorem 8.9. One sees that
the extensions between simple modules are trivial using the linkage principle that
follows from Theorem 7.1. 
Remark 8.10. (1) We have Wk(g) = L(γ−(k+n)ρ) for a non-degenerate ad-
missible number k. (Note that kΛ0 6∈ Prnon−degk .)
(2) Let λ ∈ Prk. From Corollary 7.2 and (8.1), we get
chL(γλ¯) =
∑
w∈Ŵ (λ)
ǫ(w) chM(γw◦λ).(8.3)
This was conjectured by [FKW].
(3) When it is trivial (that is, equals to C),Wk(g) is obviously lisse and rational.
This happens if and only if Wk(g) is the (n, n + 1)-minimal model (=the
(n + 1, n)-minimal model). In this case the character formula (8.3) for
Wk(g) = L(γλ¯), λ = −(k + n)ρ + kΛ0, gives the following denominator
formula: ∑
w∈Ŵ (λ)
ǫ(w)q
(w◦λ,w◦λ+2ρ)
2(k+n) =
n−1∏
j=1
(1− qj)n−1.
In the case that g = sl2, we get the denominator formula for the Virasoro
algebra, which is identical to Euler’s pentagonal identity.
(4) As a generalization of the GKO construction [GKO] it has been conjectured
[KW3] that the (p, q)-minimal model of Wk(g), with p > q, is isomorphic
to the commutant of Vl+1(g) inside Vl(g)⊗V1(g), where l + n = q/(p − q).
(Note that Vl(g) and Vl+1(g) are admissible.) This conjecture has been
proved in [ALY2] for the special case that (p, q) = (n+ 1, n).
A similar conjecture exists in the case that g is simply laced.
(5) The existence of rational and lisse W -algebras has been conjectured for
general W -algebras Wk(g, f) by Kac and Wakimoto [KW4]. This has been
proved in [A9] in part including all the cases in type A. See [Kaw, AMor]
for a recent development in the classification problem of rational and lisse
W -algebras.
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