We consider a class of nonhomogeneous Markov chains arising in simulated annealing and related stochastic search algorithms. Using only elementary first principles, we analyze the convergence and rate of convergence of the relative frequencies of visits to states in the Markov chain. We describe in detail three examples, including the standard simulated annealing algorithm, to show how our framework applies to specific stochastic search algorithms-these examples have not previously been recognized to be sufficiently similar to share common analytical grounds. Our analysis, though elementary, provides the strongest sample path convergence results to date for simulated annealing-type Markov chains. Our results serve to illustrate that by taking a purely sample path view, surprisingly strong statements can be made using only relatively elementary tools. 1. Introduction. For at least the last 20 years, there has been an interest in stochastic search algorithms for global optimization based on nonhomogeneous Markov chains. The prime example is simulated annealing, first suggested for optimization by Kirkpatrick et al. [12] based on techniques of Metropolis et al. [14] . An early application to image processing was described by Geman and Geman [9] . The basic procedure in simulated annealing is to explore the search space by setting up a graph over the space and jumping from point (vertex) to point in this graph according to a nonhomogeneous Markov chain. The nonhomogeneity arises from the gradually decreasing probability of jumping from one point to a "worse" point in the course of the search (but such a jump also cannot be precluded, because of the need to "climb out" of "cups" around local minimizers). The speed at which this decrease in the transition probabilities occurs depends on a sequence called the "cooling schedule" (described in more detail in §3).
1. Introduction. For at least the last 20 years, there has been an interest in stochastic search algorithms for global optimization based on nonhomogeneous Markov chains. The prime example is simulated annealing, first suggested for optimization by Kirkpatrick et al. [12] based on techniques of Metropolis et al. [14] . An early application to image processing was described by Geman and Geman [9] . The basic procedure in simulated annealing is to explore the search space by setting up a graph over the space and jumping from point (vertex) to point in this graph according to a nonhomogeneous Markov chain. The nonhomogeneity arises from the gradually decreasing probability of jumping from one point to a "worse" point in the course of the search (but such a jump also cannot be precluded, because of the need to "climb out" of "cups" around local minimizers). The speed at which this decrease in the transition probabilities occurs depends on a sequence called the "cooling schedule" (described in more detail in §3).
In a seminal paper, Hajek [11] provides a detailed treatment of the behavior of the Markov chain associated with the simulated annealing algorithm. Specifically, he provides a necessary and sufficient condition on the cooling schedule for convergence in probability of the algorithm to the set of global minimizers. Tsitsiklis [17] proves essentially the same result but using different techniques. Around the same time, Connors and Kumar [3] also study simulated annealing-type Markov chains, providing yet a different view of such processes.
In the last 15 years, the literature on the analysis of simulated annealing has grown significantly. In particular, there have been several generalizations of simulated annealing. For example, Gelfand and Mitter [8] and Tsallis and Stariolo [16] consider a continuous-space version of simulated annealing, and Del Moral and Miclo [5] , Cot and Catoni [4] , and Trouvé [15] consider an even further generalization of the Markov process in standard simulated annealing. The analysis of these generalizations of simulated annealing involve relatively sophisticated tools.
In this paper, we study a nonhomogeneous Markov chain that is also a generalization of simulated annealing. Our generalization is different from those of the above papers-ours is much closer to the original simulating annealing framework of Hajek [11] . For convenience, in this paper, we refer to our generalization simply as generalized simulated annealing (even though this same term is used also for other generalizations). The main reason for introducing our generalization is to facilitate the analysis of relative frequencies in nonhomogeneous Markov chains arising in simulated annealing and other stochastic search algorithms.
Our focus on relative frequencies in nonhomogeneous Markov chains sharply differentiates our study from previous studies in the literature. At the same time, our approach offers several advantages. First, we use only elementary first principles-our tools consist essentially of applications of Kolmogorov's three-series theorem and coupling. In contrast, the paper of Hajek [11] , which was also based on first principles, requires relatively complex arguments. Second, our generalization, while simple, allows studying rather disparate search algorithms within a single unified framework. We illustrate this claim by considering two other search algorithms (besides standard simulated annealing)-these two other algorithms have not previously been recognized to be sufficiently akin to simulated annealing to have a common analytical "ancestry." Third, our approach provides what we believe to be the strongest sample path characterizations of simulated annealing-type Markov chains to date. We establish not only the convergence to zero of the relative frequencies of all nonglobal minimizers but also the rate at which these relative frequencies vanish.
There is significant appeal in characterizing convergence and rates in purely sample path terms. Our commitment to this program of study is evident in our previous work on sample-path analyses of various stochastic algorithms (see Kulkarni and Horn [13] ; Wang et al. [19] , [20] ; Wang and Chong [18] ; Chong et al. [2] ). The typical conclusion we find is that although these purely sample path analyses involve only elementary tools, the results are surprisingly strong-the results in this paper corroborate this conclusion. We contrast this with the probabilistic analysis of Hajek [11] : although his analysis provides the strongest possible condition for convergence based on first principles, rates of convergence do not fall out easily. In our analysis of relative frequencies, on the other hand, rate estimates follow relatively easily and naturally. From first principles, it is extremely difficult to obtain the kind of "sharp" estimates needed in Hajek's [11] probabilistic analysis to characterize rates in addition to convergence. Since Hajek's [11] paper, there have certainly been results on convergence rates of probabilities in simulated annealing and its generalizations, however, more sophisticated machinery than Hajek's first-principles approach has to be brought to bear (e.g., see Catoni [1] who uses results from Freidlin and Wentzell [7] ). This paper and our previous work along similar lines suggest that the same is not the case in a purely sample path setting.
The rest of this paper is organized as follows. We begin below with some notation and terminology we will need and a brief discussion of relative frequencies. In §2, we define our generalized simulated annealing process and state our main results. In §3, we discuss three examples to show how our generalized simulated annealing framework applies to specific stochastic search algorithms. For convenience and ease of presentation, the proofs of our results are relegated to §4. We end with some final remarks in §5.
Some notation and terminology. We first introduce some notation used throughout this paper. For two positive sequences a n and b n , we write
• a n ∼ b n if a n /b n → 1;
• a n O = b n if lim sup a n /b n < , and lim sup b n /a n < ; and • a n O ≈ b n if log a n − log b n / log n → 0. The difference between a n O = b n and a n O ≈ b n is that while " O =" implies that the two sequences are of the same "order," the weaker " O ≈" allows their order to differ by a slowly varying function, e.g., a power of log n. Given a sequence x = x n = x 1 x 2 and a set A, we define the notation
The notation I x i ∈ A represents an "indicator" of the condition x i ∈ A. We define the relative frequency of visits to A up to time n as
If A is the singleton v , we write n x = v . Similarly, we use the notation n x = v = n x ∈ v . If x i ∈ A for an infinite number of i, then we say that A is visited infinitely often. Otherwise, we say that A is visited finitely often.
When considering random sequences, we use capital letters:
Relative frequencies of random sequences. Our results are stated in terms of convergence (a.s.) of relative frequencies. In general, a (discrete state-space) random sequence X = X 1 X 2 that converges in probability to x * may or may not also have convergent relative frequencies of the form n X = x * . If the sequence is independent, then convergence in probability is stronger than its relative frequency counterpart, as illustrated in the simple lemma below. The proof of this lemma is of interest because it employs a technique we will use repeatedly in the proof of our main results (we elaborate on this below).
be an independent, discrete state-space, random sequence that converges to x * in probability. Then, n X = x * → 1 a.s.
Proof. Suppose that X converges to x * in probability, i.e., P X n = x * → 0. Fix > 0. Then, P X n = x * ≤ eventually (for sufficiently large n). Let U n be an i.i.d. sequence with uniform distribution on 0 1 , independent of X. Define the Bernoulli sequence B = B n by
(if P X n = x * = 0, then take the second term to be 0; this issue disappears when n is sufficiently large). It is clear that B n is an independent sequence, and P B n = 1 = for sufficiently large n. Moreover, if X n = x * , then B n = 1 (a.s.), which implies that n X = x * ≤ n B = 1 . By the strong law of large numbers, n B = 1 → a.s. Therefore lim sup n→ n X = x * ≤ a.s. Because this argument holds for all > 0, we conclude that n X = x * → 0 a.s., as required. We provide the proof above not because we believe the result to be original but to illustrate a method of proof that we will use repeatedly in proving our main results: coupling. This method involves considering a sequence that is related to another sequence such that some property involving sample paths of both sequences holds a.s. In the above proof, we explicitly constructed the sequence B from X-we say that the sequence B is coupled with X. The properties of B of interest to us here are that P B n = 1 = and if X n = x * , then B n = 1 (a.s.). This coupling property of B allows us to bound the relative frequency n X = x * by n B = 1 , a quantity that is much easier to characterize. We use such coupling arguments repeatedly in proving our main results (see §4).
We should point out that in the independent case, convergence in probability is strictly stronger than its relative frequency counterpart, because there are instances where n X = x * → 1 a.s., but the sequence does not converge to x * in probability. To see this, consider the sequence X = X 1 X 2 on the state-space 0 1 , where X n = 1 a.s. for all n except for those n of the form n = 2 k , k = 1 2 , in which case X n = 0 a.s. It is clear that P X n = 1 does not converge to 1, but n X = 1 → 1 a.s.
In our generalized simulated annealing framework, the sequences are nonhomogeneous Markov chains. In these cases, it is not clear a priori whether convergence in probability is weaker or stronger than its relative frequency counterpart. It will turn out that, in fact, they are equivalent.
2. Generalized simulated annealing. In this section, we present our generalized simulated annealing framework and our main results. The proofs of these results will be provided in §4, after we give three example applications of our framework in §3.
Consider a finite, directed, connected graph = , where is a set of vertices and a set of directed edges. Assume that each vertex v ∈ is assigned a value f v . Our goal is to find the minimum of the function f , i.e., we wish to find v min ∈ such that f v min ≤ f v for all v ∈ .
We assume that all values of f v , v ∈ are distinct. We make this assumption to simplify the presentation. In particular, under this assumption, v min = arg min v∈ f v is unique. However, all our results remain valid with appropriate adjustments if we remove this assumption. We elaborate on this in our final remarks ( §5). Now, define a nonhomogeneous Markov process X n on the graph as follows. Associate with each edge uv ∈ , u = v, two values g r u v ≥ 0, and g c u v > 0. The transition probabilities of the process X n satisfy for u = v,
if uv ∈ = 0 otherwise, and, as usual,
Thus the asymptotic behavior of the transition probabilities is determined by the values of g r u v and g c u v . We will call X n a generalized simulated annealing process. As we will see in §3, generalized simulated annealing reduces not only to the familiar simulated annealing process but also processes associated with other stochastic search algorithms. For convenience, define for each vertex u ∈ two neighborhoods: out u = v = u uv ∈ and in u = v = u vu ∈ . With this notation, we see that because probabilities must be bounded above by 1 for all u,
We now describe an assumption that links the function f v with the transition probabilities of X n . As usual, we say that
(This definition is motivated by the notion of "height" in Hajek [11] for simulated annealing.) For any two vertices u and v, we then define h u v = min h p p is a path from u to v
Next, we introduce two definitions involving the notion of heights: weak reversibility and height normalization. These are needed in the statements of our main results. Our notion of weak reversibility reduces to that of Hajek's [11] similarly named property for the special case of simulated annealing. Height normalization plays a key role in convergence.
Definition 2.1. We say that the generalized simulated annealing process is weakly reversible if for any two vertices u and v, h u v = h v u . Definition 2.2. We say that the generalized simulated annealing process is height normalized if for any
Note that height normalization implies that the graph is connected. We are ready to give our main convergence result, which essentially states that height normalization is necessary and sufficient for global convergence of the process (i.e., a.s. convergence to a global minimizer regardless of initial condition) in the sense of relative frequencies.
Theorem 2.1. Consider a weakly reversible generalized simulated annealing process
. If the process is height normalized, then n X = v min → 1 a.s. regardless of the starting point.
On the other hand, suppose that the process is not height normalized. Then, there is a vertex
Our next result characterizes the rate of convergence in terms of relative frequencies. . If a n /n → 0, then convergence to the global minimizer holds, but at a slower rate. On the other hand, if a n /n → , then the same conclusion as the converse to Theorem 2.1 holds-the process may not converge to the global minimizer.
Theorem 2.2. Consider a weakly reversible, height-normalized generalized simulated annealing process
X = X 1 X 2 . Suppose v is a vertex such that h v min v − f v min < 1 (2) Then, n X = v O = n − f v −f v min a.s. regardless of the starting point. Otherwise, if (2) is not satisfied but h v min v − f v min = 1 (3) then n X = v O ≈ n − f v −f v min a.
s. regardless of the starting point. Finally, if for some v neither (2) nor (3) is satisfied, then v is visited finitely often a.s. regardless of the starting point, in which case either
Recall that " O =" is stronger than " O ≈." Thus, for simplicity, we can summarize the essence of Theorem 2.2 as follows: If v is visited infinitely often a.s.,
s. regardless of the starting point. In §3, we will use this simplified version of Theorem 2.2 in applying our framework to specific examples. The only thing missing from this simplified statement of the theorem is that in certain cases, we have the stronger result with "
The proofs of Theorems 2.1 and 2.2 are relegated to §4. In the next section, we describe three examples of stochastic search processes for which we can apply our results to characterize convergence and rates of convergence of relative frequencies.
Applications.
In this section, we show that generalized simulated annealing provides a unifying framework to study various stochastic optimization algorithms. In particular, we show that the classical simulated annealing algorithm, the "stochastic ruler" algorithm of Yan and Mukai [21] , and the "stochastic comparison" algorithm of Gong et al. [10] are all special cases of generalized simulated annealing. In doing so, our convergence results can be brought to bear in the analysis of these algorithms. We show that our analysis, in fact, yields stronger results than are available for these algorithms. For the case of simulated annealing, a necessary and sufficient condition for convergence in probability is already available in Hajek [11] , though as far as we know, rates on the relative frequencies have not been previously obtained.
A stochastic optimization algorithm aims to minimize a function l v defined on a discrete set via a stochastic search process. The search process gives rise to a nonhomogeneous Markov chain of the kind that we will show fits within our framework. When showing that a particular stochastic optimization algorithm is a special case of generalized simulated annealing, we first relate the functions g r u v and g c u v with the transition probabilities of the stochastic algorithm. We then show how to define a function f v that makes the process weakly reversible. It is tempting, at first glance, to treat the objective function l v as the function f v . However, in general, we cannot use l v directly in place of f v because the function f v contains information about the rate of convergence, while l v might not. Some modification to l v is needed to link it to the underlying graph. The needed modification to l v to obtain f v should become apparent in our discussion of the three examples in this section.
Simulated annealing.
Consider the problem of minimizing l v with v ∈ . In simulated annealing, we begin with a graph = and define a nonhomogeneous Markov chain X n with transition probability
where x + = max x 0 , and R u v is a transition probability such that
and v∈ out u R u v = 1. The sequence T n is a positive sequence called the cooling schedule. We focus our attention on cooling schedules of the form T n = d/ log n, popularized by Geman and Geman [9] . In Hajek [11] , shows that X n converges in probability to the global minimizer if, and only if, d ≥ d * , where d * is a quantity Hajek calls the "depth of the second deepest cup," a parameter we define precisely below. Our goal here is to show that based on our main results, the same condition as Hajek's (involving d * above) is also necessary and sufficient for convergence in the relative frequency sense. Moreover, we provide a characterization of the rate of convergence of the relative frequencies.
To begin, consider a cooling schedule satisfying T n ∼ d/ log n, with d > 0 fixed. Then, the simulated annealing algorithm above is readily seen to be an instance of generalized simulated annealing with
It remains to see when the height-normalization condition holds. To this end, denote the set of all paths from u to v by u v . Then, define
Here, u ∈ p means that the vertex u is part of the path p.
To understand the connection between d * and height normalization, first observe that by the definitions of f , g r , and g c given above, the quantity h v v min (defined by (1) in §2) simplifies to
From this, it is easy to see that d * can be rewritten as
We conclude that the process is height normalized if, and only if, d ≥ d * . Combining the above with Theorems 2.1 and 2.2 gives the following convergence theorem for simulated annealing. Note that weak reversibility in simulated annealing (in the Hajek [11] sense) implies that the corresponding generalized simulated annealing process is weakly reversible also. 
s. regardless of the starting point.
The first part of Theorem 3.1 exactly parallels that of Hajek's (the necessary and sufficient condition for convergence is identical to that of Hajek [11] ). This shows that convergence in probability (Hajek's result) is equivalent to a.s. convergence of the relative frequency. The second part of Theorem 3.1 characterizes the rate of convergence in terms of relative frequencies. As noted before, we can sharpen the rate result to
As far as we know, these results on relative frequencies for simulated annealing have not previously been available.
The convergence result in Hajek [11] goes beyond the case where T n ∼ d/ log n. In particular, he also shows that if T n log n → 0, then simulated annealing might converge to a "local" rather than global minimizer, and if T n log n → , then the algorithm converges to the global minimizer. Our framework addresses the case of T n log n → 0 as one can show that the algorithm might converge to a local minimizer, using a coupling argument involving a generalized simulated annealing process that does not satisfy the conditions of Theorem 2.1. On the other hand, we do not directly recover the case of T n log n → . However, in this case, a coupling argument with a generalized simulated annealing process shows that the rate of convergence is slower then any power, i.e., for all v, we have n X = v O ≈ 1, suggesting that a cooling schedule for which T n log n → should not be used. [21] consider the problem of minimizing an objective function l v , v ∈ , that is assumed to be of the form l v = EH v , where H v is random with finite variance. They assume that we do not actually have access to l v ; instead, we can only observe independent samples (realizations) of H v . They convert the problem to one of maximizing
Stochastic ruler algorithm. Yan and Mukai
where a b is a random variable uniformly distributed on a b (and independent of H v ). They prove that for a small enough and b large enough, any u that maximizes p u a b also minimizes l v . (We assume henceforth that a and b are chosen such that this conclusion holds.)
To find the maximizer of p u a b , they set up a nonhomogeneous Markov chain X n satisfying
where M n → is called the "testing sequence." (It is useful to think of the testing sequence as the reciprocal of a cooling schedule.) As in simulated annealing, the probabilities R u v satisfy R u v > 0 if, and only if, v ∈ out u . Yan and Mukai [21] impose the additional restriction that the graph has "symmetric neighborhoods," i.e., v ∈ out u if, and only if, u ∈ out v . We adopt this assumption in the remainder of this section. Yan and Mukai [21] consider the specific testing sequence
where x is the integer part of x, and n 0 and d > 0 are fixed constants. They show how to implement the search algorithm using only samples of H : suppose that at the nth iteration the process is in state u, and a random candidate next state v is generated according to R u v . Then, generate log n + n 0 + 1 /d independent samples The main convergence result in Yan and Mukai [21] is that with the above testing sequence, provided some technical assumptions hold (which we elaborate below), X n converges in probability to the global minimizer. Below, we show that the stochastic ruler algorithm falls within the framework of generalized simulated annealing, and hence our relative frequency convergence results apply, including a characterization of the convergence rates of the relative frequencies. Moreover, as we will see below, the technical assumptions in Yan and Mukai [21] can be weakened-we provide a necessary and sufficient condition for convergence.
In our analysis, we consider the slightly more general case where the testing sequence M n satisfies
In this case, we see that for v = u,
The transition probabilities of this nonhomogeneous Markov chain suggest the following specialization of generalized simulated annealing:
Notice that f v ≥ 0, and maximizing p v a b is equivalent to minimizing f v . Moreover, the symmetric neighborhood assumption is sufficient for the above particular choice of f v to guarantee weak reversibility of the resulting process.
As before, denote the set of all paths from u to v by u v . Then, define
Here, uu ∈ p means that the link uu is part of the path p. This value of d * is analogous to Hajek's notion of the "depth of the second deepest cup" for simulated annealing Hajek [11] . It will turn out that d * characterizes a necessary and sufficient condition for convergence of the stochastic ruler algorithm (see below). Therefore, although Yan and Mukai [21] are careful to point out that their approach is "different from the technique of simulated annealing," the analysis of simulated annealing actually bears on the analysis of the stochastic ruler algorithm, through our generalized simulated annealing framework.
To see why d * plays the same role here as in simulated annealing, note that by the above definitions of f and g r , we can once again write d * in the form
and hence conclude that the process is height normalized if, and only if, d ≥ d * . By applying Theorems 2.1 and 2.2 to the stochastic ruler algorithm, we obtain the following convergence result. 
s. regardless of the starting point.
We end with a brief discussion of some technical assumptions used in the analysis of Yan and Mukai [21] . We note one more side benefit of our approach, besides improving the conditions under which the algorithm provably converges and giving us the rate of convergence of the relative frequencies: our approach gives us for free a direct generalization of this algorithm to nonsymmetric neighborhood graphs that still imply a weakly reversible generalized simulated annealing process.
3.3. Stochastic comparison algorithm. Gong et al. [10] consider a setup that is similar to that of Yan and Mukai [21] , except that their Markov chain X n satisfies for v = u,
So, unlike in Yan and Mukai [21] , the transition probability from u to v here involves comparing H u with H v (instead of with an independent "ruler"). For this reason, Gong et al. [10] call their algorithm the stochastic comparison algorithm. Moreover, the graph in Gong et al. [10] satisfies for all u ∈ , out u = v ∈ v = u . In other words, they assume a complete graph-any two vertices are connected with an edge (in both directions). We adopt this assumption in our analysis.
Gong et al. [10] analyze the convergence of their stochastic comparison algorithm using tools that are much the same as those of Yan and Mukai [21] . Specifically, they first assume that H v = l v + W , where W has zero mean, finite variance, and a symmetric density that does not depend on v. Then, under certain technical assumptions, they show that X n converges in probability to the global minimizer. Below, we show that the stochastic comparison algorithm also falls within the framework of generalized simulated annealing. As was the case in our analysis of the stochastic ruler algorithm, the technical assumptions in Gong et al. [10] can be weakened considerably-we provide a necessary and sufficient condition for convergence of the stochastic comparison algorithm. Our analysis also reveals significant differences between the stochastic comparison algorithm and the stochastic ruler algorithm.
Once again, we consider the slightly more general case where M n ∼ log n/d. To simplify the notation, let F be the distribution function of W 1 − W 2 , where W 1 and W 2 are independent random variables with the same density as W defined above. Then, P H v < H u = F l u − l v . In this case, we see that for v = u,
The transition probabilities of this nonhomogeneous Markov chain suggest the following correspondence with generalized simulated annealing:
The definition of f to satisfy weak reversibility involves a little more work. As before, d * characterizes a necessary and sufficient condition for convergence of the stochastic comparison algorithm. To elaborate, first note that for any node v, the path that goes directly from v to v 1 is a minimalheight path from v to v 1 . Next, among all v = v 1 , the height of this minimal-height path to v 1 is maximized for v = v 2 (because v 2 is the node with the lowest probability to transition to v 1 ). Hence, just as in the two previous examples, our choice of f and g r allows us to write 
In their convergence analysis, Gong et al. [10] follow Yan and Mukai [21] in setting d = log /c, where 0 < c < 1 and ≥ 1/ . Here, = min u =v P H v < H u . (It is silently assumed in Gong et al. [10] that 0 < < 1.) Clearly, in this case,
which shows that the choice of d in Gong et al. [10] satisfies the condition d ≥ d * of Theorem 3.3. It is interesting to note that even though the original graph of Gong et al. [10] is complete, the resulting generalized simulated annealing process is only weakly reversible. Moreover, the minimal-height path between any two vertices always goes through the global minimizer. Thus we can generalize our result to graphs that are not complete, but where every node is a neighbor of the global minimizer. In this case, as in the complete graph case, the global minimizer of l is still the global minimizer of f . However, the function f might no longer be a monotone transformation of l, in contrast to the case of a complete graph. This has implications on rates. Specifically, if the transformation from l to f is monotone, then a (nonglobal minimizing) point v that has smaller l v value also has a slower rate of decay of its relative frequency. However, if the transformation from l to f is not monotone, this natural monotone relationship between l v and the rate of decay of the relative frequency of v no longer holds. This shows that generalization of this algorithm to graphs that are not complete might be nontrivial.
We also remark that we did not need any assumptions on the distribution function F , rendering Assumption 3.1 of Gong et al. [10] unnecessary.
4.
Proofs. This section is devoted entirely to the proofs of our main results: Theorems 2.1 and 2.2. To facilitate our presentation, we first state and prove several technical lemmas. be independent events such that P A n = p n ∼ dn − . Then, a.s.
We first consider the case where 0 < < 1. Define p n = dn − . By the integral approximation 
verifying the first part of (5).
To complete the proof, we have to consider the case where = 1. The only changes in this case are c n ∼ d log n n −1 and
As this remains summable, the rest of the proof is unchanged.
be independent geometric random variables with parameters
Proof. The proof is almost identical to that of Lemma 4.1. Set
Define p n = dn − . By the integral approximation
In general, if p n ∼ dn − , then for all 0 < < 1 small enough, 1 − p n < p n < 1 + p n eventually and c n 1 + < c n < c n 1 − eventually
We now show that S n converges a.s. To do this, once again we verify the conditions of the special case of Kolmogorov's three-series theorem (again, see Durrett [6, Chapter 1, Theorem 8.3, p. 63]) .
Notice that EY i /c i = 0. There is a constant C such that
Thus i=1 Var Y i /c i < , and the almost sure convergence of S n follows. Finally, Kronecker's lemma implies that
verifying (6) . Remark 4.1. Let > 0 and let G 1 G 2 be independent geometric random variables with parameters p 1 p 2 , respectively. If p n = de − n , then again Kolmogorov's three-series theorem implies that for all > 0,
To obtain a similar lower bound notice that for all > 0,
Now, for sufficiently large n,
Hence, for sufficiently large n,
which is summable. The Borel-Cantelli lemma then implies that
Of course, if = 0, then we have
by the strong law of large numbers. The following lemma is the main technical instrument used in our proofs. It addresses the situation of a graph with two vertices. Lemma 4.3. Let X n be a nonhomogeneous Markov chain with state-space 1 2 and transition probabilities satisfying
Proof. Let 
For all other n, set C k n = I U n ≤p k . Note that C k n is an independent sequence (by the strong Markov property) and
By the strong Markov property, G k is an independent sequence (property (i)), and G k has geometric distribution with parameterp k (property (ii)). To show that property (iii) holds, note that for any n = (8), (9) , and (10), we get
where C is a random constant. To bound
i−1 from below, define a sequence p k (analogous to p k above) as follows:
As before, the lower bound V k ≤ (8), (9), and (10), we get
where C is another random constant. Combining (11) and (12), we get the statement of the lemma for the case where 0 < 1 < 1. Consider now the case where 1 = 1. Because we now have an exponential growth, we can no longer invert the result of Lemma 4.1, nor does the upper bound 
Therefore we can replace (9) and (10) by
and definep
The rest of the proof can be done in the same fashion as before, replacing the use of Lemma 4.2 with Remark 4.1. Remark 4.2. If 0 ≤ 2 ≤ 1 < 1 , then the Borel-Cantelli lemma implies that the process X = X n will eventually move to state 1 and stay there forever. In this case, n X = 2 O = n −1 . We are now ready to prove Theorem 2.1. Proof of Theorem 2.1. Denote v max = arg max v∈ f v . We first prove that n X = v max → 0 with a powerlaw decay. Then, we remove vertex v max from the graph, and reconnect neighbors of v max , resulting in a new process (a subsequence of the original process) on v max = \ v max . We then show that the new process satisfies the conditions of Theorem 2.1, and that the properties of the relative frequencies are unchanged by this procedure. The statement of the theorem will then follow by mathematical induction.
To show that n X = v max → 0, we will construct a two-state Markov chain Y = Y n with state-space 1 2 , coupled with X, such that if X n = v max , then Y n = 2. This coupling property of Y ensures that n X = v max ≤ 
In either case,
Let us now define n as the nth time the process X is in v max . Clearly, n ≥ n and (14) implies that n ∼ n. Set X n = X n . The new process X n is a Markov chain on the graph with v max removed and with edges added between all the neighbors of v max . Note that because n ∼ n, we have n X = v ∼ n X = v , for all v = v max .
We now turn our attention to the transition probabilities of this new Markov chain X n (we use "primes" for the notation here, e.g., g c u v and h u v ). If there is a vertex from u to v and either u in v max or v out v max , then the transition probability from u to v remains unchanged, i.e., g r u v = g r u v and g c u v = g c u v . Now, consider u ∈ in v max and v ∈ out v max , u = v, and assume first that there is no direct edge between u and v. Then, a.s. (15) where g r u v = g r u v max + g r v max v − g r v max v r (v r was defined in (13)), and the a.s. set on which (15) holds is the same as in (14) . The value of g c u v is determined by (15) , though the exact formula could be complicated. If there is already an existing link from u to v, then we have to add its associated transition probability with the one in (15) , in which case
We now prove that for any two vertices u and v that are not the vertex we removed, we have h u v = h u v . Since the only change to the function g r is in the neighborhood of v max , it is enough to consider h u v for u ∈ in v max and v ∈ out v max .
First, notice that Equation (16) The fact that h u v = h u v now follows. The first part of Theorem 2.1 now follows by repeating the above argument until there is only one vertex left.
To prove the second part of Theorem 2.1, suppose that the process is not height normalized. We can remove vertices from the graph until we get a graph with a maximal vertex v max for which 1 < g r v max v r < g r u r v max . Then the Borel-Cantelli lemma implies that we get trapped at v max with positive probability. The second part of the theorem then follows with v being this particular v max .
We now turn to the proof of Theorem 2.2.
Proof of Theorem 2.2. Fix a vertex v. Recall the proof of Theorem 2.1. There, we used an iterative procedure to remove the maximal vertex at each iteration, consisting of two steps. First, we showed that the relative frequency of the maximal vertex goes to zero; then, we showed that the graph with the maximal vertex removed still satisfies our assumptions.
The reason for removing the maximal vertex and not another vertex is to facilitate the first step. However, once we know that Theorem 2.1 holds, we can remove any u = v min using the same argument as in the second part of the proof of Theorem 2.1. In particular, we can remove vertices in such a way that the last two remaining vertices are v min and v. The transition probabilities on the remaining graph will satisfy 
Final remarks.
We have shown that it is possible to use elementary arguments to analyze the convergence of relative frequencies in a class of generalized simulated annealing processes. Our analysis characterizes not only when the relative frequencies converge, but also at what rate. The class of processes that falls under our framework includes the classical simulated annealing algorithm, and two other stochastic search algorithms not previously connected closely to simulated annealing: the stochastic ruler algorithm and the stochastic comparison algorithm. In particular, our results provide necessary and sufficient conditions for convergence, and a characterization of the convergence rates, for the relative frequencies in these algorithms.
In our analysis, we have assumed, for convenience, that the objective function values on the given graph are distinct. However, as pointed out before, the nondistinct case can be handled in much the same way. Specifically, a careful look at the proof of Theorem 2.1 shows that if the values of f v , v ∈ are not distinct, we get the convergence result in Theorem 2.1 * below. We need the following generalization of the notion of height normalization.
Definition 2.2 * . Denote the set of global minimizers by min = arg min v∈ f v . We say that the generalized simulated annealing process is height normalized if for any vertex v min , there is a v min ∈ min such that h v v min − f v ≤ 1.
Note that unlike Definition 2.2, this generalization to the notion of height normalization no longer guarantees a connected graph. However, even in an unconnected case, height normalization implies that each connected subgraph contains a global minimizer. On the other hand, suppose that the process is not height normalized. Then, there is a vertex v min such that h v v min − f v > 1 for all v min ∈ min , and if X 1 = v, then P n X = v → 1 > 0 (which implies that P n X ∈ min → 1 < 1).
The main idea here is the fact that multiple global minimizers will only cause us to stop the pruning of the graph described in the proof of Theorem 2.1 sooner, and the theorem will then follow by coupling with a process that lumps all the global minimizers together.
Another technical difficulty arises when, at some iteration, the set of global maximizers max = arg max v∈ f v has more then one element, as it might not be clear which point to prune out first. In this case, we can consider a coupling with a process that perturbs the values of f on max in such a way that for v max ∈ max , the values of f v max are distinct, and for v max , f v max > f v . We also adjust the values of g r in such a way that the heights of all links remain the same. One can do this perturbation in such a way that it is harder for the new process to escape max than it was for the original process. This coupling will establish that n X ∈ max → 0, and we can then prune the elements of max in the usual fashion.
The generalization of Theorem 2.2 to the nondistinct case is more complicated. This is caused by the fact that some of the global maximizers might be visited only finitely many times. To state the generalization, we need the following definition.
Definition 5.1. A collection of vertices is called a basin if (1) there is v min ∈ min such that for any v ∈ satisfying h v min v ≤ 1, v ∈ and (2) for any u v ∈ , h u v ≤ 1.
Notice that every basin contains at least one global minimizer because h v min v min = 0. Moreover, no subset or superset of satisfies conditions (1) and (2) above. Thus the set of vertices decomposes into one or more basins around the global minimizers plus vertices that are not included in any basin. The Borel-Cantelli lemma implies that we will eventually enter one of the basins and never leave it a.s. The probability that a particular basin will "trap" the process depends on the starting point. If we remove all the vertices that are not part of , then the analysis of Theorem 2.2 will apply with minor modifications. Specifically, if contains only one global minimizer, the proof of Theorem 2.2 applies as is. If contains multiple global minimizers (denote them by min = min ∩ ), we need to couple the process X with two different processes, described next. For a fixed v ∈ , we will prune the graph using Theorem 2.1 * until we are left only with v and min . Then, we first couple our process X with a process X living on a two-vertex graph with all of min collapsed into a single vertex. This can be done so that X spends less time in v than the process X does, which leads to n X = v ≥ n X = v Second, we can consider a coupling with a process X that increases all but one of the values of f on min in such a way that for v min ∈ min , the value of f v min is unique and f v min < f v . We also adjust the values of g r in such a way that the heights of all links remain the same. One can do this perturbation in such a way that it is easier for the new process to escape min than it was for the original process. Thus process X spends more time in v than the process X does, which leads to
Notice that X and X have distinct f values so we can apply Theorem 2.2. This leads to the following generalization of Theorem 2.2. * are satisfied and there are multiple basins, then we get a generalized simulated annealing process that is convergent but, in general, not ergodic. For example, consider the case of a connected graph with multiple basins. If the process is height normalized, then for each basin, there is a positive probability of being trapped in that basin.
