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a  b  s  t  r  a  c  t
Freehand  three-dimensional  ultrasound  imaging  is  a highly  attractive  research  area  because  it  is  capable
of volumetric  visualization  and analysis  of tissues  and  organs.  The  reconstruction  algorithm  plays  a  key
role to the  construction  of three-dimensional  ultrasound  volume  data  with  higher image  quality  and
faster  reconstruction  speed.  However,  a systematic  approach  to  such  problem  is  still  missing.  A  new  fast
marching  method  (FMM)  for  three-dimensional  ultrasound  volume  reconstruction  using the tracked  and
hand-held  probe  is  proposed  in  this  paper.  Our  reconstruction  approach  consists  of  two  stages:  bin-ﬁlling
stage  and  hole-ﬁlling  stage.  Each  pixel  in  the  B-scan  images  is  traversed  and  its  intensity  value  is  assignednterpolation
ast marching method
to  its nearest  voxel  in  the  bin-ﬁlling  stage.  For the  efﬁcient  and  accurate  reconstruction,  we present  a
new hole-ﬁlling  algorithm  based  on  the  fast marching  method.  Our  algorithm  advances  the  interpolation
boundary  along  its  normal  direction  and  ﬁlls  the  area  closest  to known  voxel  points  in ﬁrst,  which  ensure
that  the  structural  details  of  image  can  be preserved.  Experimental  results  on  both  ultrasonic  abdominal
phantom  and  in  vivo  urinary  bladder  of human  subject  and comparisons  with  some  popular  algorithms
are  used  to demonstrate  its  improvement  in  both  reconstruction  accuracy  and efﬁciency.
 2013©
. Introduction
Conventional two-dimensional (2D) ultrasound imaging has
een widely used for many clinical applications, such as medical
iagnosis, imaged-guided surgery. In comparison with computed
omography (CT) and magnetic resonance imaging (MRI), ultra-
ound imaging is non-invasive, non-ionizing, real-time, portable,
nd low-cost. However, 2D ultrasound fails to offer physicians a
hole volume data of tissues and organs for visualization and anal-
sis. Thus, three-dimensional (3D) ultrasound imaging system has
een developed to overcome such limitations by constructing var-
ous 3D datasets of anatomies for diagnosis in recent years [1–4].
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A number of approaches for constructing 3D ultrasound vol-
ume  data have been reported and empirically evaluated in [5].
These approaches can be grouped into three categories: dedicated
3D probes, mechanical scanning approach, and freehand scanning
approach. Although the systems using 3D probes usually equip an
oscillating mechanism to sweep a predeﬁned region of interested
(ROI) and can provide 3D volume data in real-time, they are expen-
sive and have limitation on scanning large volume organs [3]. The
mechanical scanning based systems usually use the conventional
2D transducer, which is translated or rotated by a stepping motor
whose position and orientation data are recorded synchronously
in the scanning heads [6–8]. However, the mechanical scanning
devices are usually limited by their scanning range [3]. For free-
hand 3D ultrasound, conventional 2D probe is integrated with a
positioning sensor for labeling position and orientation of each B-
scan image [1]. Freehand 3D ultrasound has received increasing
attention for its low-cost, inherent ﬂexibility nature in comparisons
with the dedicated 3D probes and mechanical scanning approaches.
Freehand scanning allows the user to manipulate the transducer
and view the desired anatomical section freely. During freehand
Open access under CC BY-NC-ND license.scanning, the 2D probe is manipulated by hand in an arbitrarily
manner. A sequence of B-scan images are then captured along with
its corresponding position and orientation. The collection of irregu-
larly sampled B-scan images is then used to reconstruct 3D regular
 license.
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rids (i.e. volume data) by various interpolation or approximation
lgorithms.
Volume reconstruction is the key procedure in the freehand
D ultrasound systems. Various types of reconstruction algorithms
or compounding 3D ultrasound volume data from sequences of
D B-scans have been reported and evaluated in [9], where these
econstruction algorithms are grouped into three categories: voxel
earest neighbor (VNN) interpolation, pixel nearest neighbor (PNN)
nterpolation, and distance weighted (DW) interpolation. VNN
nterpolation method is the most intuitive one and its implementa-
ion is straightforward. It traverses on each voxel, ﬁnds its nearest
ixel by computing the shortest distance between the voxel and
he sampled B-scan image planes, and inserts the nearest pixel
alue to the voxel [10]. Although VNN method can preserve the
ost original texture patterns from B-scan images (i.e. ultrasonic
cho corrupted with speckle noise), it also trends to generate large
econstruction artifacts when the distance of the voxel to the B-scan
mage plane is large. PNN interpolation method is the most popular
econstruction algorithm, which traverses on each pixel in the B-
can images and assigns the pixel value to its nearest voxel [11]. The
asic algorithm consists of two stages: bin-ﬁlling stage and hole-
lling stage. In the bin-ﬁlling stage, each input pixel is traversed and
ts pixel value is assigned to its nearest voxel. For a voxel with multi-
le pixel contribution, its value is usually the average of all assigned
ixel intensities. In the hole-ﬁlling stage, the algorithm traverses on
ach voxel and ﬁlls empty voxels by local neighborhood averaging.
lthough the bin-ﬁlling technique can preserve the most original
exture pattern from the B-scan images, obvious artifacts can be
bserved on the boundaries between the highly detailed bin-ﬁlled
egion and the smoothed hole-ﬁlled region. Meanwhile, most hole-
lling algorithms usually depend on the interpolation gaps. If the
istance among sampled B-scan images is too far apart or the radius
f interpolation neighborhood is too small, there are still a few holes
n the reconstructed volume data. Similar to the VNN interpolation,
W interpolation proceeds voxel by voxel. But, instead of using
he nearest pixel, each voxel value is assigned with the weighted
verage of a set of pixels from nearby B-scans [12]. The parame-
ers to choose are the weighting function and the size and shape
f the neighborhood. The simplest approach employs a spherical
eighborhood around each empty voxel. All pixels in the sphere are
eighted by the inverse distance to the voxel and then averaged.
owever, the determination of interpolation radius for the spher-
cal neighborhood is very empirical and subjective. If radius is too
mall, it results in gaps. Yet if radius is too large, the reconstructed
olume will be highly smoothed due to the effect of average oper-
tion. These methods are designed to reduce computation time.
ore elaborated methods are based on radial basis function, such as
pline interpolation function [13] or statistical Bayesian model with
ayleigh distribution [14]. Even though the elaborated method has
emonstrated its unique capability in image interpolation, speckle
uppression, and edges preservation, it requires extremely compu-
ation time due to the need to estimate the local parameters for
ach piecewise radial basis function.
This paper aims to develop a fast marching method (FMM)
15] to the problem of freehand 3D ultrasound reconstruction. We
mplement our reconstruction framework with two-stage proce-
ure to unify the VNN, PNN, and DW interpolation methods. For
he bin-ﬁlling stage, voxels are ﬁlled with the data obtained from
he irregularly sampled B-scan images. Most texture pattern can be
ell preserved in this stage as demonstrated in the VNN and PNN
nterpolation. For the hole-ﬁlling stage, we propose the FMM  inter-
olation algorithm [16,17] to interpolate empty voxels. During the
arching procedure, direction-weighted function is used to inter-
olate the nearby empty voxel. The marching direction ensures
hat the interpolation propagates gray value in the normal direc-
ion. Thus, the sharp edges in the image can be well preserved andFig. 1. The schematic diagram of the freehand 3D ultrasound imaging system.
the averaging tendency of the PNN and DW interpolation can be
avoided. Although the FMM-based hole-ﬁlling technique has been
published before to the image inpainting domain, the application
of such a method for 3D ultrasound reconstruction is new.
The rest of the paper is organized as follows. We  detail
the freehand 3D ultrasound imaging system and the two-stage
reconstruction procedure in Sections 2.1–2.3.1. The new FMM
interpolation method is presented in Section 2.3.2. The experi-
mental studies and related evaluation results and discussions are
described in Section 3. The conclusions are made in Section 4.
2. System and methods
2.1. System setup
The freehand 3D ultrasound imaging system consists of three
modules: a conventional 2D ultrasound scanner (DC-7, Mindray
Medical International Ltd., Shenzhen, China), an electromagnetic
spatial sensing device (Aurora, NDI, Ontario, Canada), and a
workstation with custom-designed software for data acquisition,
volume reconstruction, and visualization. Fig. 1 illustrates the free-
hand 3D ultrasound imaging system. The receiver of the spatial
sensing device is attached to the 4.5 MHz  hand-held probe of the
ultrasound scanner. The spatial information (i.e. position (x, y, z) and
orientation (Rx, Ry, Rz)) between the receiver and transmitter are
recorded and transferred from the Aurora system control unit to the
workstation through its USB port. The real-time video stream of the
ultrasound scanner is digitalized by a video capture card (RGB-133,
VTimage Inc., Shenzhen, China) installed in the workstation.
During data acquisition, spatial data and digitalized 2D B-scan
images are simultaneously recorded and collected in our custom-
designed software programmed in C++ language. Since the devices
for the collection of 2D B-scans and spatial data are indepen-
dent, the temporal delay between the two  data streams cannot be
avoided. Meanwhile, the spatial relationship between the B-scan
image plane and magnetic position sensor needs to be determined.
The temporal and spatial calibrations are performed using the
custom-designed phantoms for the feasibility and accuracy of the
freehand 3D ultrasound imaging system as described in [18,19].
2.2. Data acquisition
The output from the video capture card is a real-time video
stream and each frame is a full screen view of the ultrasound scan-
ner. Due to the undesirable boundary (i.e. description information
like patient’s name and exam date) in the full screen image, it is
necessary to crop the undesirable boundary using the rectangle
cropping tools provided in our data acquisition software system
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Fig. 2. The selection of ROI in our custom-designed software system. On the left view
pane, it demonstrates a rectangle selected ROI in B-scan video frame captured from
ultrasound scanner. On the right view pane, it is the cropped ROI with its position
and  orientation adjusted in real-time according to the labeled spatial data during
data  acquisition.
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tig. 3. A B-scan image with its physical coordinate system. The logical and phys-
cal  sizes for the B-scan image are denoted by Lx × Ly in pixel and Px × Py in mm,
espectively.
efore performing the procedure of data acquisition. The selected
rea deﬁnes a ROI region for our following data acquisition. The
OI represents a mask in our implementation and all other regions
n the following video frames are masked out by the selected ROI.
ig. 2 demonstrates the selection of ROI in our software system.
rom Fig. 2 we can see that the collected B-scans for following vol-
me  reconstruction are the cropped images but not the full screen
mage frames.
Such cropped ROI has its own logical size in pixel denoted as
x*Ly. But B-scans with only dimension information are not sufﬁ-
ient for image representation. In our system, each B-scan is treated
s a physical plane with its origin O = (0,0). And its physical size
n millimeter Px*Py can be read from the ultrasound scanner and
urther be set as an important parameter in our software sys-
em. Under such circumstance, the pixel spacing can be calculated
Fig. 4. The block diagram of data acquisitioFig. 5. The ﬂow diagram of volume reconstruction for freehand 3D ultrasound imag-
ing  system.
and denoted by Sx = Px/Lx and Sy = Py/Ly, respectively. Such physi-
cal coordinate conﬁguration for the B-scan image is illustrated in
Fig. 3. Now the physical position of each pixel in its local physical
coordinate system can be calculated as the following formulas:
Xm = Mmodel × Xp (1)
where Xp = [xp, yp, 0, 1]T is a homogeneous vector which deﬁnes the
logical position of each pixel with 2D coordinate (xp, yp) in the B-
scan image, Xm is the physical position transformed by the model
transformation Mmodel which is deﬁned as follows:
Mmodel =
⎡
⎢⎢⎢⎣
Sx 0 0 Ox
0 Sy 0 Oy
0 0 0 0
0 0 0 1
⎤
⎥⎥⎥⎦ (2)
where O = [Ox, Oy] is the origin of the B-scan, Sx and Sy are the pixel
spacing, as illustrated in Fig. 3. Once the ROI is selected, the proce-
dure of data acquisition is performed. During data acquisition, the
hand-held probe integrating with the positioning sensor is moved
steadily with relatively slow and constant speed over the surface
of the scanned subject. Spatial data and B-scan images are simul-
taneously collected. The block diagram for the procedure of data
acquisition is demonstrated in Fig. 4. The collection of sampled
image data consists of the sequence of irregularly located B-scan
images denoted by {Ii}. The corresponding collection of position
information for each B-scan is denoted by {Ti}, which is used to
register the image plane to the regularly arranged voxel grids in
the following volume reconstruction procedure.
2.3. Volume reconstructionAfter the 2D B-scan images and its corresponding spatial infor-
mation are collected, the next procedure is to reconstruct them into
a 3D volume data. The general main steps of the volume reconstruc-
tion procedure are illustrated in Fig. 5.
n for freehand 3D ultrasound system.
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Data pre-processing of the freehand 3D ultrasound imaging sys-
em includes position ﬁltering and B-scan image ﬁltering [2,20].
ince the electromagnetic position sensor device is susceptible to
he interference from metals and electronic devices, the variation
f probe position between consecutive slices cannot be avoided.
herefore, a position ﬁltering is necessary to be performed to
uppress high-frequency artifacts. We  use the smoothing method
ntroduced by Raul et al. [20] to conduct position ﬁltering by
moothing the measures given by the position sensor. To improve
he B-scan image captured directly from video capture card, we
onduct B-scan image ﬁltering using equalization, a 2D Gaussian
lter, and a median ﬁlter [2].
The second step in the reconstruction procedure is the estab-
ishment of coordinate system conﬁguration for the reconstructed
olume (i.e. its origin, dimension, and volume grid spacing). Dif-
erent to those methods [2,12,20], where key frame or elaborated
rincipal component analysis (PCA) methods are used to predeﬁne
he volume coordinate conﬁguration, our system is no need to pre-
eﬁne the reconstruction volume before data acquisition. Instead,
e use the bounding box technique for fast and simple determi-
ation to the volume coordinate conﬁguration. A bounding box
s only deﬁned by its min-point (Xmin, Ymin, Zmin) and max-point
Xmax, Ymax, Zmax). Fig. 6(a) sketches out the pseudo code for the
onstruction of bounding box. Once the bounding box of volume
s constructed, the intrinsic parameters of the volume are deter-
ined. The origin of the volume is the min-point of the bounding
ox. The x-axis, y-axis, and z-axis of the volume are deﬁned by cal-
ulating the vectors from point 0 to point 1, point 0 to point 4,
nd point 0 to point 3, respectively, according to the illustration
n Fig. 6(b). In this study, the volume grid spacing comes from the
ixel spacing illustrated in Fig. 3. Thus, the dimension of the volume
s deﬁned by dividing the grid spacing by bounding box size.
After the volume grid is constructed, the next step is the crit-
cal volume ﬁlling step for every reconstruction technique, which
s the key step of the most reconstruction algorithms for freehand
D ultrasound imaging system. And the image quality and recon-
truction speed are greatly determined by the performance of the
econstruction algorithms. In this study, the basic algorithm for vol-
me  ﬁlling is generalized as two stages: bin-ﬁlling and hole-ﬁlling.
.3.1. Bin-ﬁlling stage
The bin-ﬁlling stage is to map  the pixel in 2D B-scans into the
oxel in 3D volume data based on its corresponding positional
nformation. In the freehand 3D ultrasound system, the mapping of
he coordinate system from the 2D B-scans to 3D volume is named
s the forward mapping and is deﬁned by
 = M × Xm (3)nding box construction.
where Xm is the physical position deﬁned in (1), M is the forward
transformation matrix, and u is the resulting voxel location in the
reconstructed 3D volume data.
The coordinate conﬁguration used in our 3D ultrasound
reconstruction system is depicted in Fig. 7, where the forward
transformation matrix M can further be decomposed into the coor-
dinate relationship between the pixel coordinate of the 2D B-scan
plane (P), electromagnetic position sensor receiver (R), transmitter
(T), and the voxel coordinate of the reconstructed volume (C). The
overall forward transformation can be written as:
u = MCTMTRMRPXm (4)
where MRP denotes a transformation from P to R. MRP is unknown
and therefore a calibration process must be implemented to ﬁnd an
accurate matrix for this transformation. For a detailed discussion for
this issue, the readers can refer to Mercier et al. [21]. In this study,
MRP is determined by a simple calibration method similar to the
one described in [18], and remains constant throughout the recon-
struction. MTR is a transformation from R to T, which is known as
the B-scan position Ti as demonstrated in Fig. 4 and can be recorded
directly and dynamically from the position sensor tracking system.
MCT is an alignment transformation between T and C that allows us
to achieve the best representation of the reconstructed volume. It
also remains constant throughout the reconstruction. In this study,
the reconstructed volume is translated from its coordinate C to
the transmitter coordinate T by subtracting the min-point of the
bounding box for better visualization and manipulation. All of these
measurements are 4 × 4 homogeneous transformation matrixes.
The above forward mapping traverses on each pixel in the
B-scans and assigns the pixel value into the nearby voxel. The recon-
struction algorithm based on the PNN interpolation method follows
the forward mapping mechanism to ﬁnish the ﬁlling of each voxel.
Conversely, we can reverse the forward mapping direction. The
reversed mapping is named as the backward mapping and is writ-
ten as:
Xm = (MCTMTRMRP)−1u (5)
The backward mapping traverses on each voxel and ﬁlls its voxel
value with a set of nearby pixels in B-scans. Such backward map-
ping is adopted by the VNN interpolation and DW interpolation
methods to ﬁll its voxel value. The disadvantage of the backward
mapping is that the interpolation error may  be more serious if the
distance between the voxel and the pixel is large. Conversely, the
forward mapping only assign the pixel value into its nearest voxel
and leave the voxel empty if the voxel is far away from the pixel.
Therefore, the error rate for the bin-ﬁlled voxel can be controlled in
the bin-ﬁlling stage. Moreover, we  can obtain a fast reconstruction
speed for the volume ﬁlling using the forward mapping mechanism.
T. Wen  et al. / Biomedical Signal Processing and Control 8 (2013) 645– 656 649
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sig. 7. The coordinate conﬁguration for freehand 3D ultrasound imaging system. Th
ystem  (P), electromagnetic positioning sensor receiver coordinate system (R), tran
Due to the inadequate sampling in the data acquisition pro-
ess, the bin-ﬁlling process results in the occurrence of gaps in the
econstructed volume. It is necessary to determine (or mask) the
ole-ﬁlling region before performing our following FMM  interpo-
ation algorithm. For this, an effective volume mask is constructed
y computing the convex hull from the bin-ﬁlled volume data. For
he detailed implementation of the convex hull algorithm, readers
an refer to Chazelle [22]. Once the effective volume mask is con-
tructed, the hole-ﬁlling regions can be simply determined. Each
oxel is traversed and tested. If the voxel is in the convex hull but
as not been ﬁlled, then this voxel needs hole-ﬁlling. The deter-
ination of the hole-ﬁlling region is illustrated in Fig. 8. The dark
egion represents the mark for hole-ﬁlling region in Fig. 8(c) corre-
ponding to the bin-ﬁlled slice in Fig. 8(b).
.3.2. Hole-ﬁlling stage
Inadequate sampling nature for the irregularly sampled B-scans
eaves some gaps in the reconstructed volume after the bin-ﬁlling
tage, just as addressed in Fig. 8. The goal of the hole-ﬁlling stage
s to ﬁll the gaps using available information from its surrounding
nown voxels.
In this study, we denote V in R3 to the entire volume domain,
 ∈ V a general voxel,  the hole-ﬁlling domain where voxel value is
issing, ∂  ˝ the boundary of unknown region, and u0 the bin-ﬁlling
omain of the volume on V/.To the whole hole-ﬁlling domain ,  the traversing direction
s linear in the conventional interpolation algorithms as is illus-
rated in Fig. 9(a). The drawback of this information propagation
cheme is that interpolation error may  be accumulated along the
Fig. 8. The region to hole-ﬁlling. (a) Sampled sliceph illustrates the relationships among four coordinate systems: B-scan coordinate
r coordinate system (T) and reconstructed volume coordinate system (C).
traversing direction and the size of the interpolation neighbor-
hood should be large enough to contain sufﬁcient known voxel.
But large interpolation neighborhood leads to blurred effect in the
reconstructed image.
To overcome the drawback of linear traversing direction, we
introduce a new traversing method that starts traversing from the
discrete voxel of ∂˝, in increasing distance from ∂’s initial posi-
tion ∂˝0, and advance the boundary inside  until the whole
unknown region is interpolated. Fig. 9(b) demonstrates the new
traversing scheme. During the marching process, empty voxel is
ﬁlled in increasing distance order from ∂˝0 along the normal direc-
tion of boundary. Such marching scheme ensures that the areas
closest to known voxel points are ﬁlled in ﬁrst and the structural
details around its local neighborhood can be well propagated to
its nearest empty voxel. Further, it is no longer need to consider
the size of averaging window due to the intrinsic nature of this
marching process.
The implementation for the above marching process requires
that propagates the structural information from ∂  ˝ into  by
advancing the known voxels of ∂  ˝ in order of their distance to
the initial boundary ∂˝0. Thus, the distance map of the  voxels
to the boundary ∂  ˝ is required to be computed for the marching
process. For this, we use the FMM  algorithm [15–17] to compute
the distance map  to a boundary ∂˝. FMM  is a numerical scheme
for computing solution to the Eikonal equation of the form:|∇T | = 1 in ˝,  with T = 0 on ∂˝.  (6)
The solution T of (6) is the distance map  of the  voxels to
the boundary ∂˝. FMM  explicitly maintains a narrow band for its
, (b) bin-ﬁlled slice, (c) mask for hole-ﬁlling.
650 T. Wen  et al. / Biomedical Signal Processing and Control 8 (2013) 645– 656
Fig. 9. Advancing direction of information. (a) Information propagation direction for conventional interpolation algorithm in the hole-ﬁlling stage. u0 is the given domain
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Ghich  has been ﬁlled in the bin-ﬁlling stage,  ˝ is the unknown region and ∂  ˝ is the
irection for the proposed fast marching scheme, where the marching direction of 
urface evolution. Moreover, the gradient of T (i.e. T) is exactly the
ormal to ∂˝.
Following the idea of upwind approximation for the gradient,
he ﬁnite difference equation of (6) is written as:
ax  (D−xT, D+xT, 0)2 + max  (D−yT, D+yT, 0)2
+ max  (D−zT, D+zT, 0)2 = 1 (7)
where D−xT(i, j, k) = T(i, j, k) − T(i − 1, j, k) and D−xT(i, j, k) = T(i + 1,
, k) − T(i, j, k) are the backward and forward operators in x direction.
he operators D−yT, D+yT, D−zT, and D+zT in the y and x coordi-
ate directions are similar to those deﬁned in the x direction. Using
he upwind scheme, each new T value u in the evolving bound-
ry ∂  ˝ is updated by solving (7) for its eight octants and retains
he smallest solution. Fig. 10 gives the illustrative formulas of the
pdating computation in each octant conﬁguration with its volume
rid representation.
The aim of hole-ﬁlling stage is to estimate the empty voxel value
ased on its neighborhood voxels. We  consider now how to inter-
olate a newly discovered empty voxel as a function of the known
oxels around it during the fast marching process. The general
nterpolation formulas can be written as:
(p) =
∑n
i=1ωiG(qi)∑n
i=1ωi
(8)
Fig. 10. The illustration of the discretary (or surface) between known and unknown region. (b) Information propagation
olation is along with the normal direction of the boundary.
where G(p) is the gray value of the empty voxel p situated on
the evolving boundary ∂  ˝ of the hole-ﬁlling region, n the number
of voxels situated within the predeﬁne spherical region centered
about voxel p, G(qi) the gray value of the known voxel at the i-
th volume coordinate qi, and ωi the weight for the i-th voxel. The
design of the weight ωi is crucial to propagate the sharp details for
the hole-ﬁlling process. For example, we  can employ the local aver-
aged weighting function, the inverse distance weighting function,
and the squared distance weighting function.
To preserve the sharp structure details better, a new direction-
weighted function is introduced. Fig. 10 illustrates the direction-
weighted interpolation principle. The gray estimation on p should
be determined by the values of the known voxels close to p, i.e. in
Bε(p), which denotes a spherical region with radius ε around p. For
a known voxel q in the spherical region, i.e. q ∈ Bε(p), we use the
following Euclidian distance between p(xp, yp, zp) and q(xq, yq, zq):
d =
√
(xp − xq)2 + (yp − yq)2 + (zp − zq)2 (9)
And the vector v from q to p is written as:
v = (vx, vy, vz) = (xp − xq, yp − yq, zp − zq) (10)
Denote n the normal to ∂  ˝ and u the gradient value of the given
point q. Then the angles are deﬁned from these vectors as:
cos  ˛ = ||n · v||/(||n|| · ||v||) (11)
e solution of Eikonal equation.
T. Wen  et al. / Biomedical Signal Processing and Control 8 (2013) 645– 656 651
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eighborhood Bε(p) with the radius of ε.
os  ˇ = ||∇u · v||/(||∇u|| · ||v||) (12)
hus, we deﬁne the weighting function as follows:
i =
1
1 + d2 (1 + | cos ˛|)(1 + | cos ˇ|) (13)
The weighting function consists of three components: the
eometric distance component 1/(1 + d2), the normal direction
omponent 1 + |cos ˛|, and the gradient direction component
 + |cos ˇ|. The geometric distance component decreases the con-
ribution of the voxels geometrically farther from p. The normal
irection component ensures that the contribution of the voxels
lose to the normal direction n = ∇ T, i.e. close to the FMM’s  infor-
ation propagating direction, is higher than for those farther from
. And the gradient direction component ensures that the contribu-
ion of the voxels close to the gradient direction u is higher than
or those farther from v. As the anisotropic weights offer a non-
inear assignment, the interpolated voxels are expected to be less
lurred in comparison with the distance-weighted method. Mean-
hile, it is expected to reduce reconstruction time because of the
se of FMM  solution (Fig. 11).
. Experimental results
To evaluate the performance of our proposed FMM  interpolation
lgorithm for 3D freehand ultrasound reconstruction, an ultra-
ound phantom and in vivo urinary bladder of human subject are
canned with our freehand reconstruction system. The proposed
ethod is compared with the popular VNN [10], PNN [11], and
W [12] interpolation methods. The accuracy of the reconstruc-
ion results is evaluated via average interpolation error. Average
unning times of different methods on all scanned datasets are
Fig. 12. A 3D ultrasonic abdominal phantom. (a) The outer structure of the phantoms, each voxel p in the evolving boundary ∂  ˝ is ﬁlled with its surrounding known
given for their efﬁciency comparison. For an image size of 500 × 500
pixels with a depth setting of 160 mm,  the system can collect ultra-
sound images in a frame rate up to 50 frames per second. According
to the requirements of different applications, the image size and
frame rate can be adjusted by the operator. A typical volume
of 220 × 202 × 145 voxels can be reconstructed from 138 B-scan
images within 30 s using the present system. All of the methods
are implemented with VC 6.0, and the computer is equipped with
a Xeon-3.00 GHz CPU and 4 GB RAM.
3.1. Qualitative results
The ﬁrst experiment is conducted on an abdominal phantom
(CIRS Model 057 [23]), which is made from proprietary materials
to accurately mimic  human tissues under MRI, CT, and ultrasound.
The phantom mainly contains simulated lungs, liver, hepatic ves-
sels, ribs, vertebra, kidneys, and abdominal aorta. The freehand scan
of the phantom is performed with a 4.5 MHz  probe. Each B-scan
is cropped to 500 × 500 pixels. A depth setting of 160 mm is used
giving a resolution of 0.32 mm/pixel. Fig. 12 shows the phantom
picture, its inner structure, and the reconstructed volume data with
our freehand 3D ultrasound reconstruction system.
The second experiment is an in vivo examination, which is per-
formed on a healthy human subject with a full urinary bladder for
better visualization. The scan setting of the urinary bladder exami-
nation is the same as the abdominal phantom. A single sweep of the
organ with a slow and steady motion resulted in a dense set of 189
nearly parallel B-scans. Figs. 13 and 14 show the outlines of the col-
lection of B-scans, the bin-ﬁlled volume without interpolation, and
the hole-ﬁlled volume with our FMM  reconstruction algorithm.
The typical reconstructed slices of the phantom and urinary
bladder using the VNN, PNN, DW,  and our FMM  algorithm are
. (b) The inner structure of the phantom. (c) Our reconstructed volume data.
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cFig. 13. An urinary bladder dataset. (a) Scanned B-scan imag
howed in Figs. 15 and 16. Several small regions (marked out with
lue, pink, green, and yellow rectangle, respectively) are magniﬁed
n the ﬁgures to illustrate the image content more clearly. From
he qualitative comparisons, it is obvious that the reconstructed
lices using our FMM  algorithm can preserve relatively sharper
dges and more texture patterns in comparison with the PNN and
W algorithms, as demonstrated in Figs. 15(b)–(d) and 16(b)–(d).
lthough the reconstructed slices using the VNN algorithm look
harp and present more texture patterns, the anatomical struc-
ure is actually distorted due to the misalignments of the pixels,
s addressed by Rohling et al. [9] and can be obvious observed in
igs. 15(a) and 16(a). Such inherent problem is more serious when
he image gap is relatively large.
.2. Quantitative resultsThe quantitative evaluation [9] can be used in our method. The
dea of the evaluation is to measure the ability of a reconstruc-
ion algorithm in preserving true intensity values at the locations
ig. 14. An urinary bladder reconstruction. Rows (a and b): (a) Typical sampled B-scan
orresponding orthogonal slices. Columns (I–III): I. Axial slice; II. Coronal slice; III. Sagitta Hole-ﬁlled volume data. (c) Our reconstructed volume data.
where a part of original data is removed. A good reconstruction
algorithm should interpolate the removed data with values very
close to the original data. Following this measure approach, the
quantitative analysis to the former datasets of phantom and human
subject is investigated. A percentage of pixels in B-scan images are
removed randomly from the collection of B-scans, creating gaps
of various sizes. The rest B-scans in the reconstruction is used in
the interpolation to ﬁll in all voxels in the reconstructed volume.
The average absolute differences between the interpolated and the
original data over all missing data points is calculated using the
following equation:
V = 1
N
N∑
i=1
|pi − vi| (14)where pi is the removed original pixel intensity, vi is the interpo-
lated intensity at the location of pi, and N is the number of removed
pixel. A smaller V indicates a better performance of interpolation
algorithm.
s in orthogonal slices; (b) reconstructed B-scans using our FMM  algorithm in the
l slice.
T. Wen  et al. / Biomedical Signal Processing and Control 8 (2013) 645– 656 653
Fig. 15. A typical slice of the phantom with different reconstruction algorithms. Rows (a–d): (a) VNN result; (b) PNN result; (c) DW result; (d) FMM  result. The magniﬁed
view  of the selected region (marked with blue, pink, green, yellow rectangles, respectively) is shown in the second column for the four methods. (For interpretation of the
references to colour in this ﬁgure legend, the reader is referred to the web  version of this article.)
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Fig. 16. A typical slice of the urinary bladder with different reconstruction algorithms. Rows (a–d): (a) VNN result; (b) PNN result; (c) DW result; (d) FMM  result. The magniﬁed
view  of the selected region (marked with blue, pink, green, yellow rectangles, respectively) is shown in the second column for the four methods. (For interpretation of the
references to colour in this ﬁgure legend, the reader is referred to the web version of this article.)
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Table 1
The averaged interpolation error V for the abdominal phantom using the VNN, PNN,
DW,  and FMM  algorithms.  is the mean of V and  is the standard deviation.
VNN PNN DW FMM
       
0% 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
25%  5.62 0.72 5.55 0.82 5.23 0.78 3.37 0.74
50% 7.15 0.79 5.99 0.85 5.77 0.82 3.77 0.81
75%  7.78 0.94 6.18 0.91 6.14 0.89 4.12 0.87
100% 8.47 0.98 7.01 1.11 6.92 1.09 4.87 1.13
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Table 3
Computational time complexity for VNN, DW,  PNN, and FMM algorithms. Nx , Ny , Nz
are the dimensions of the volume grid in x, y, and z direction, Np is the number of
the  acquired 2D B-scan images, R is the size of the spherical interpolation region.
Time complexity Method
VNN PNN DW FMM
O(N · Np) O(N · R) O(N · Np · R) O(M · log(M)  · R)
Note. N = Nx · Ny · Nz , M = max(Nx , Ny , Nz).
Table 4
Average computation times (in seconds) for the phantom using the VNN, PNN,
DW,  and FMM algorithms. DW2  represents the two-stage methodology for distant-
weighted interpolation algorithm.
VNN PNN DW DW2  FMM
         300% 9.94 0.97 8.52 0.96 8.81 0.94 6.85 0.91
500% 10.83 1.17 9.66 1.12 9.25 1.03 7.71 1.12
700% 11.28 1.12 10.96 1.20 10.62 1.11 8.42 1.13
The evaluation test is performed with eight different percent-
ges of removed data, i.e. 0%, 25%, 50%, 75%, 100%, 300%, 500%, 700%.
or the 0% test alone, V is calculated over all pixels of the selected
-scan. For the 25%, 50%, 75%, 100% tests, pixels are removed from
he selected B-scan n. For the 300% test, the pixel from B-scan n
nd B-scan n ± 1 are totally removed. The 500% and 700% tests fur-
her remove B-scans n ± 2 and n ± 3 respectively. The measure test
ith the data removing ratio of 25%, 50% and 75% aims to estimate
he interpolation performance of various algorithms when the gaps
etween B-scans are very small. The 100%, 300%, 500% and 700%
xperiments aim to mimic  the large gaps existing in the sampling
ollection of B-scans.
Tables 1 and 2 summarize the averaged interpolation errors
nd the standard deviations of the evaluation tests using the VNN,
NN, DW,  and our FMM  reconstruction algorithms. Fig. 17 shows
he over trend of the average interpolation error of the different
econstruction algorithms. From Table 1, we can conclude that
or the phantom our method makes a reduction by 25.35–47.27%
ompared with VNN method, 19.60–41.80% compared with PNN
ethod, and 16.65–38.24% compared with DW method. And from
able 2, we can observe that the average interpolation errors of the
rinary bladder are reduced by 38.03–68.78%, 24.83–50.33%, and
8.80–37.72%, respectively, as compared with VNN, PNN, and DW
ethods.
.3. Computation complexity analysis
The efﬁciency is crucial for the 3D freehand ultrasound recon-
truction in clinical usage. Most of algorithms [9,24] provide their
ccurate running time (e.g. in seconds) that conduct on different
xperimental platforms. When it comes to computation time, there
re lots of possible implementations, improvements, and running
ontexts (i.e. compiler, CPU, RAM, etc.). Thus, such comparison
mong algorithms is usually subjective. In order to perform an
bjective and theoretical estimations to the computation time, the
omplexity function using the big O notation is introduced in our
aper. Table 3 lists the computational time complexity of VNN, DW,
NN, and our FMM  approaches. From the pseudo-code described
n [24], it is noticeable that the VNN, PNN, and DW approaches
able 2
he average interpolation error V for the urinary bladder examination.
VNN PNN DW FMM
       
0% 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
25%  6.93 0.69 4.97 0.76 4.03 0.79 2.51 0.61
50% 7.84 0.76 7.05 0.83 4.95 0.85 3.54 0.78
75%  8.23 0.84 7.59 0.88 5.54 0.98 3.77 0.83
100% 8.57 0.79 8.08 1.03 6.55 1.11 4.62 0.87
300% 9.35 1.10 8.23 1.01 6.81 1.01 5.14 0.94
500% 9.95 1.07 8.28 1.20 7.81 1.04 5.82 1.04
700% 10.94 1.29 9.02 1.13 8.53 1.16 6.78 1.088849.4 12.1 93.7 3.2 15523.3 17.4 151.4 4.3 133.8 3.6
traverse on each voxel to assign voxel value. Thus, the loop num-
ber is the total number of the reconstructed volume grids. Even
worse, the VNN and DW approaches require ﬁnding the shortest
distance to each B-scan for each voxel in each loop. Such shortest-
distance-ﬁnding process in the inner loop dramatically increased
the computation time because the size of sampled B-scans is usu-
ally several hundreds. On the contrary, the loop number of our
FMM  interpolation algorithm is O(M · log(M)  · R) (see [15] for more
details).
The practical time costs are demonstrated in Table 4 for the
phantom test (with a dimension of 421 × 425 × 131) and Table 5
for the urinary bladder test (with a dimension of 220 × 202 × 145).
From Tables 4 and 5, we  observe that it is highly time demanding for
the VNN and conventional DW interpolation algorithm to ﬁnd the
shortest distance for each voxel among hundreds of sampled B-scan
images. Several hours are needed to complete the reconstruction
in our test. Such expensive computation time is usually unbearable
in most clinical applications. After adopting our two-stage recon-
struction procedure, the time complexity for the DW algorithm is
dramatically reduced from O(N · Np · R) to O(N · R). And the compu-
tation time is reduced from 15523.3 to 151.4 for the phantom test,
and from 9368.5 to 29.3 for the bladder test in our running context,
respectively. Our method should obtain the fastest implementa-
tion theoretically, but the dynamic space requirement is ignored.
In fact, the space requirement for VNN, PNN, and DW algorithms
is static and invariable. While the space requirement for our FMM
algorithm is dynamic because a sorted heap is needed to maintain
the narrowband boundary. Even though, the computation time is
still comparable to the PNN interpolation method. And the image
quality from the FMM  reconstruction result is much better than the
PNN’s, as demonstrated in the previous qualitative and quantita-
tive results. More importantly, the time complexity of the PNN and
DW methods is affected by the size of the spherical interpolation
region. For large gaps or sparse sampled B-scans, these algorithms
require a large neighborhood size, which will greatly increase the
computation time. Such problem can be avoided elaborately due
to the intrinsic nature of the fast marching process (i.e. always
Table 5
Average computation times (in seconds) for the urinary bladder using VNN, PNN,
DW,  and FMM algorithms.
VNN PNN DW DW2  FMM
         
4124.9 10.8 16.8 3.1 9368.5 14.3 29.3 2.6 20.4 2.5
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[Fig. 17. The average interpolation error in gra
arching from the boundary along the normal direction) in our
MM algorithm.
. Conclusions
In this paper, we develop a new FMM  interpolation algorithm
or 3D volume reconstruction in a freehand 3D ultrasound imag-
ng system. To validate our reconstruction algorithm, we  compare
ur proposed method with other popular methods, such as VNN,
NN, and DW interpolation methods. In terms of reconstruction
peed, although two steps are needed in the imaging system, each
tep enjoys a light computational burden and the time complexity
an be dramatically decreased. By the time complexity analysis, the
MM algorithm can greatly reduce the loop steps and thus improve
reatly the algorithm efﬁciency. In terms of the quality of the recon-
tructed image, the FMM  algorithm also performs much better than
he other popular reconstruction algorithms. The proposed march-
ng process ensures that the direction of information propagation
s the normal direction of the evolving boundary. Thus, the struc-
ural details around the empty voxel can be well propagated from
ts local neighborhood. And experimental results demonstrated a
abulous performance in edge preservation due to the use of a new
irection-weighted interpolation scheme.
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