Two new series expansions for the mth generalized Euler's constant (Stieltjes constants) γ m are obtained. The first expansion involves Stirling numbers of the first kind and contains polynomials in π −2 with rational coefficients. The convergence analysis of this series shows that it converges not worse than Euler's series ∑ n −2 . The second expansion is a formal divergent enveloping series with rational coefficients only. This expansion is particularly simple and involve Bernoulli numbers with a non-linear combination of generalized harmonic numbers. It also permits to derive an estimation for the generalized Euler's constants, which is more accurate than the well-known Bernd't estimation, Lavrik's estimation, Israilov's estimation and Zhang-Williams' estimation. Finally, in appendices, the reader will also find two simple integrals definitions for the Stirling numbers of the first kind, as well an upper bound for them.
I. Introduction
The ζ-function, which is usually introduced via one of the following series, 
is of fundamental and long-standing importance in modern analysis, number theory, theory of special functions and in a variety other fields. It is well known that ζ(s) is meromorphic on the entire complex s-plane and that it has one simple pole at s = 1 with residue 1. Its expansion in the Laurent series in a neighbourhood of s = 1 is usually written the following form
where coefficients γ m , appearing in the regular part of expansion (2) , are called generalized Euler's constants or Stieltjes constants, both names being in use. 2 It is also well known that γ 0 = γ the Euler's constant, see e.g. [37] , [7, Eq. 14] . Higher generalized Euler's constants are not known to be related to the standard mathematical constants, nor to the classic functions of analysis.
In our recent work [6] , we obtained two interesting series representations for the logarithm of the Γ-function,
as well as their analogs for polygamma functions. 3 In this paper, we show that the use of a similar method permits to derive two new series expansions for the generalized Euler's constants γ m . The first series is convergent and contains polynomials in π −2 with rational coefficients (the latter being due to the product of Stirling numbers of the first kind). From this series, by a formal procedure, we deduce the second series, which is divergent enveloping and contains rational terms only. This expansion is particularly simple and involve only Bernoulli numbers and a non-linear combination of generalized harmonic numbers. As regards the behaviour of the discovered series at infinity, the former converges not worse than Euler's series ∑ n −2 , in a rough approximation at the same rate as [7, pp. 538-539] . 3 First of these expansions is valid in the right half-plane in the region specified in Fig. 2 of [6] . The second expansion is valid in the zone which is shifted to the right by 1 2 with respect to the first zone.
I.1. Notations
Throughout the manuscript, following abbreviated notations are used: γ = 0. n denote the nth harmonic number and the nth generalized harmonic number of order s
respectively. Writings ⌊x⌋ stands for the integer part of x, tg z for the tangent of z, ctg z for the cotangent of z, ch z for the hyperbolic cosine of z, sh z for the hyperbolic sine of z, th z for the hyperbolic tangent of z, cth z for the hyperbolic cotangent of z. In order to avoid any confusion between compositional inverse and multiplicative inverse, inverse trigonometric and hyperbolic functions are denoted as arccos, arcsin, arctg, . . . and not as cos −1 , sin −1 , tg −1 , . . . Writings Γ(z) and ζ(z) denote respectively the gamma and the zeta functions of argument z. Notation (x) n stands for the Pochhammer symbol, which is defined as rising factorial
For sufficiently large n, not necessarily integer, it can be given by the following approximation
which follows from the Stirling's formula for the Γ-function. 6 Unsigned (or signless) and signed Stirling numbers of the first kind, denoted respectively as |S 1 (n, l)| and S 1 (n, l), are defined as coefficients in the expansion of rising/falling factorial
where z ∈ and n 1. Re z and Im z denote respectively real and imaginary parts of z. Natural numbers are defined in a traditional way as a set of positive integers, which is denoted by AE. Letter i is never used as index and is √ −1 . The writing res z=a f (z) stands for the residue of the function f (z) at the point z = a. Finally, by the relative error between the quantity A and its approximated value B, we mean (A − B)/A. Other notations are standard. 4 In particular γ 1 = −0.07281584548 . . . , γ 2 = −0.009690363192 . . . , γ 3 = +0.002053834420 . . . 5 In particular B 0 = 1, B 1 = − 
II.1. Derivation of the series expansion
In 1893 Johan Jensen [20] , [21] by contour integration methods obtained an integral formula for the ζ-function
which extends (1) to the entire complex plane except s = 1. Expanding the above formula into the Laurent series about s = 1 and performing the term-by-term comparison of the derived expansion with the Laurent series (2) yields the following representation for the mth Stieltjes constant
which is due to the Jensen and Franel. 7 Making a change of variable in the latter formula x =
Now, in what follows, we will use a number of basic properties of Stirling numbers, which can be found in an amount sufficient for the present purpose in our preceding work [6, Section II]. 8 Consider the generating equation for the unsigned Stirling numbers of the first kind
where formally the first summation may be started not only from n = l, but from any n in the range [0, l] . Putting l + m − 1 instead of l, multiplying both sides by (l) m and summing over l = [1, ∞), we 7 In the explicit form, this integral formula was given by Franel in 1895 [13] (note that the original Franel's formula contained an error and was not valid for m = 0). However, it was remarked by Jensen [21] that it can be elementary derived from (7) obtained two years earlier and it is hard to disagree with him. By the way, it is curious that in works of modern authors, see e.g. [10] , [8] , formula (8) is often attributed to Ainsworth and Howell, who discovered it independently much later [4] . 8 In this work, the reader will also find a rich list of references related to Stirling numbers of the first kind.
obtain for the right side
while the left side of (10), in virtue of the absolute convergence, becomes
Writing in the latter −z for z, and then subtracting one from another yields the following series
which is absolutely and uniformly convergent in the unit disk |z| < 1, and whose coefficients grow logarithmically with k
in virtue of known asymptotics for the Stirling numbers, see e.g. [22, p. (43)], the law for the formation of first coefficients may be also written in a more simple form
For higher m, values of this coefficient may be similarly reduced to a non-linear combination of the generalized harmonic numbers. Since expansion (13) holds only inside of the unit circle, it cannot be directly used for the insertion into Jensen-Franel's integral formula (8) . However, if we put in (13)
, we obtain for the right part
Therefore, for m = 0, 1, 2, . . . , we have 1 2πi
which uniformly holds in |u| < 1 and also is valid for u = 1. 9 Substituting (17) into (9) and performing the term-by-term integration from u = 0 to u = 1 yields the following series representation for the mth generalized Euler's constant
where m = 0, 1, 2, . . . In particular, for Euler's constant and first Stieltjes constant, we have following series expansions respectively. As one can easily notice, each coefficient of these expansions contains polynomials in π −2 with rational coefficients. The rate of convergence of this series, depicted in Fig. 1 , is relatively 9 The unit radius of convergence of this series is conditioned by the singularity the most closest to the origin. Such singularity is a branch point located at u = 1. Note also that since the series is convergent for u = 1 as well, in virtue of Abel's theorem on power series, it is uniformly convergent everywhere on the disc |u| 1 − ε, where positive parameter ε can be made as small as we please. (18)- (19), logarithmic scale.
slow and depends, at least for the moderate number of terms, on m: the greater the order m, the slower the convergence. A more accurate description of this dependence, as well as the exact value of the rate of convergence, both require a convergence analysis of (18), which is performed in the next Section.
II.2. Convergence analysis of the derived series
The convergence analysis of series (18) consists in the study of its general term, which is given by the finite truncated sum over index k. This sum has only odd terms, and hence, by elementary transformations, may be reduced to that containing both odd and even terms
where, in the last sum, we changed the summation index by putting l = 2k + 1. Now, from the second integral formula for the unsigned Stirling numbers of the first kind, see Appendix Appendix A (A.6), it follows that where 0 < r < 1. Therefore, since (l + 1)! =´x l+1 e −x dx taken from x = 0 to x = ∞, the last sum in (20) reduces to the following integral representation
The integral in curly brackets is difficult to evaluate in a closed-form, but at large n, its asymptotical value may be readily obtained. Consider the MacLaurin's series for 1/Γ(z) 
Substituting this approximation into the integral in curly brackets from (21) , performing the termby-term integration 10 and taking into account that z −s Γ(s) =´x s−1 e −zx dx taken over x ∈ [0, ∞), yields
where, at the final stage, we retained only the first significant term corresponding to factor k = 1. Now, if |z| 1 − e −1 ≈ 0.63 , then the principal branch ln m+1 (1 − z) 1 independently of m and arg z. Analogously, one can always find such n 0 , that for any prescribed ε > 0, which can be done as small as we please, 32 iπ 3 z 3 4π 2 z 2 − 3 ln 2 n
on the circle |z| = 1 − e −1 . 11, 12 Combining all these results and taking into account that |dz| = |z| d arg z, we conclude that for sufficiently large n, there always exists such a constant C that
holds for some relatively large n 0 . Numerical simulations, see Fig. 2 , shows that this simple and elegant inequality, valid for all m, may provide more or less accurate approximation for the general term of (21) , and this greatly depends on m. Moreover, the joint analysis of Figs. 1 and 2 also indicates that first partial sums of series (18) may behave quite irregularly. One of the reasons of such a behaviour is that for 1 n 53, absolute value (25) increases, and it starts to decrease only after n = 54. 13 Notwithstanding, inequality (26) guarantees that in all cases, the discovered series for γ m given by (18) converges, at least for large n, not worse than Euler's series ∑ n −2 .
Asymptotics (24), as well as the rates of convergence previously obtained in [6] , both suggest that the exact rate of convergence of series (18) may also involve logarithms. For instance, from [6, Sect. III.1.2], it obviously follows that the rate of convergence of this series at m = 0 is equal to ∑(n ln n) −2 . Indeed, if we replace the integral in curly brackets from (21) by its first-order approxi- 10 Series (22)- (23) being uniformly convergent. 11 For fixed n, this absolute value reaches its maximum when arg z = π/2 and 3π/2. 12 For example, if ε = 1, then n 0 = 1 222; if ε = 0.1, then n 0 = 38 597; if ε = 0.01, then n 0 = 33 220 487; etc. 13 On the circle |z| = 1 − e −1 , absolute value (25) has one of its third-order poles at n = e 2π(1−e −1 ) ≈ 53.08. Other poles are located either below n = 1, e.g. n = e −2π(1−e −1 ) ≈ 0.02, or are complex. More precisely, all poles of this expression occur at n = cos 2π(1 − e −1 ) cos ϕ ∓ i sin 2π(1 − e −1 ) cos ϕ e ±2π(1−e −1 ) sin ϕ , where ϕ ≡ arg z. mation (24) , and then, evaluate the sum of corresponding residues at z 1,2 ≡ ± i ln n 2π 
and so on, we will find that
in virtue of the Cauchy's residue theorem. Of course, this formula is only a rough approximation, because poles z 1,2 belongs to the disc |z| = r < 1 only if 1 n 535, while formula (24) is a double first-order approximation and is accurate only for large n. Furthermore, residues were also evaluated only in the first approximation. However, obtained expression gives an idea of what the true rate of convergence of series (18) could be, and it also explains quite well why series for higher generalized Euler's constants converge more slowly than those for lower generalized Euler's constants. Moreover, this approximation agrees with the fact that (18) converges not worse than Euler's series, and also agrees with the previously derived rate of convergence for γ from [6] , which was obtained by another method.
III. Expansion of the generalized Euler's constants γ m into the formal series with rational coefficients

III.1. Derivation of the series expansion
Expansions into the series with rational coefficients represents an interesting and challenging subject. There exist many such expansions for Euler's constant γ and first of them date back to the XIIXth century, see e.g. [7, pp. 539-540] , [31] . In contrast, as concerns the generalized Euler's constants γ m the results are much more modest.
In 1912 Hardy [16] , by trying to generalize Jacobsthal-Vacca's series [19, Eq. (9) ], [44] , [7, p. 540, Eq. (9) ] to the first generalized Euler's constant, obtained the following series
which is, however, not a full generalization of Jacobsthal-Vacca's series since it also contains irrational coefficients. In 1924-1927, Kluyver tried, on several occasions [24] , [25] , to better Hardy's result and to obtain series for γ m with rational terms only, but these attempts were not successful. There also exist formulae similar to Hardy's series. For instance, Olivier Oloa and Roberto Tauraso showed that
see e.g. [34] . Besides, several asymptotical representations similar to Hardy's formula are also known for γ m . For instance, Günther and Kuzmin gave following formulae
where there always exists such a parameter θ ∈ (0, 1) that above formulae holds for any fixed n and N, see [15, n o 377 & 388]. 14 Israilov [18] generalized expressions (31) and showed that
where m = 0, 1, 2, . . . , 0 < θ < 1, and integers n and N may be arbitrary chosen. Consider now the just-obtained series (18) . A formal rearrangement of this expression may produce a series with rational terms only for γ m . In view of the fact that
see e.g. [40] , [39] , [6] , and that
the formal interchanging of the order of summation in (18) leads to
Remarking that such operations are not permitted when series are not absolutely convergent (that is why we wrote ≍ instead of = ), we understand why the resulting series diverges. However, since this series is alternating, for any prescribed m and N, one can always find such θ ∈ (0, 1), generally depending on m and N, that 15 Moreover, taking into account (15) , above series may be always written in a form without Stirling numbers. For instance, for Euler's constant and for first three Stieltjes constants, it becomes
15 Series of such a kind are sometimes referred to as enveloping series, see [38, Chapt. 4 (36) .
where parameters θ and N are different in all equations, and θ, in general, depends on N. By the way, one may notice that first of these formulae coincide with the Stirling's series for the digamma function at z = 1, 16 while other formulae are, to our knowledge, new and seem to be never released before. However, one may easily remark that derived formal series diverges very rapidly
. . , so rapidly that even the corresponding power series ∑
diverges everywhere. 17 Behaviour of this series is shown in Fig. 3 .
III.2. Some series transformations applied to the derived divergent series
In order to convert (35) into a convergent series, one may try to apply various series transformations and regalarization procedures. However, since (35) is strongly divergent, the use of standard 16 Curiously, Srivastava and Choi [41, p. 6] did not notice this trivial connection to Stirling series and erroneously attributed it to Konrad Knopp, in whose book [26] it appears, with a slightly different reminder, on p. 527 (Knopp himself never claimed the authorship of this divergent representation for Euler's constant). 17 Coefficients S 1 (2k, m + 1) and Bernoulli numbers both grow very quickly: as k → ∞ we have (14) , and B 2k ∼ 2(−1) k−1 (2π) −2k (2k)!, see e.g. [30, p. 5] , [14, p. 261] .
summation methods may not result in a convergent series. For example, applying Euler's transformation 18 we obtain another series with rational coefficients only (35) . Thus, the series for γ start to clearly diverge only from N 10, and that for γ 1 only from N 8, see Fig. 4 . The minimum error for the first series corresponds to N = 7 and equals 3 × 10 −4 , that for γ 1 also corresponds to N = 7 and equals 9 × 10 −5 . Attempts to regularize series (35) - (36) with the help of Cesàro summation are also fruitless since its general term grows more rapidly than k at k → ∞. Similarly, Borel's summation does not provide a convergent result.
III.3. An estimate for the generalized Euler's constants
Finally, we note that derived formal series (36) provides an ease estimation for the generalized Euler's constants. Since this series is enveloping, its true value always lies between two neighbouring partial sums. If, for example, we retain only the first non-vanishing term, the mth Stieltjes constant will be stretched between the first and second non-vanishing partial sums. Thus, accounting for known properties of the Stirling numbers of the first kind
which are valid for m = 0, 1, 2, . . . , we have 
where k is an arbitrary chosen positive integer and C(1) = 
see [37, p. 148-149] . Besides, our estimation also contains a sign, while above estimations are signless. At the same time, (38) is worse than Matsuoka's estimation |γ m | < 10 −4 ln m m valid for m 5, see [35] , [36] , and than Adell's estimation [3] . 19 Note, however, that estimation's bounds (38) may be further strengthened if we transform parent series (35) into a less divergent series, provided the new series remains enveloping. 
in virtue of Cauchy's theorem. In practice, it is common to take as L the unit cercle, and hence 
