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する adversary 論法を提案し，この手法が non-adaptive algorithm の場合に
D(f) = n2   nを証明する上で有効であること (2)non-adaptive，adaptiveの
うちどちらのタイプのアルゴリズムでも，頂点数が 2のときR(f) = 2，頂点数
が 3以上のとき R(f) < n2   nが成り立つこと (3)adaptive algorithmを考え
た場合，頂点数が 3のとき，D(f) = 32   3 = 6が成り立つこと．
Aanderaa-Karp-Rosenberg conjectureに関連した研究において，Best,Boas,




A directed graph without a cycle is called a Directed Acyclic Graph (DAG).
We consider a Boolean function f which receives a graph represented as
an adjacency matrix and then determines if the graph is a DAG. On decision
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tree complexity of a Boolean function, it is important to compare determin-
istic complexity D(f) and randomized complexity R(f). D(f) and R(f) are
complexity measures; The former is on deterministic algorithms. The latter
is on probability distributions on deterministic algorithms; R(f) denotes the
minimum expected cost against the worst inputs. If R(f) < D(f), we can
save the cost by using randomization.
In this study, we are going to show the following three results. (1)(Main
result) We propose a new type of adversary argument consisting of two adver-
saries, and demonstrate that this method is eective to prove D(f) = n2   n
in the case of non-adaptive algorithms; (2) For non-adaptive or adaptive al-
gorithms, R(f) = 2 if the number of vertices is two, and R(f) < n2   n
otherwise; (3) For adaptive algorithms, if the number of vertices is three,
D(f) = 32   3 = 6.
In a preceding work on Aanderaa-Karp-Rosenberg conjecture, Best, Boas
and Lenstra (1974) showed that D(f) = n2   n by using polynomials and a
counting argument. In contrast, our method features two dierent adversaries
against algorithms; At least one of the two forces the given algorithm to probe
all the components. At the moment, adaptive algorithms go beyond the scope
of our method. However, our method has an advantage of avoiding counting
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Holt,Reingold [5]では，頂点数 nのグラフに cycleが含まれるか，すなわちDAG
であるか判断するためには，最悪の場合において少なくとも n(n   1)=2回クエリ
しなければならないことが示されている．すなわち，どんなアルゴリズムに対し
ても，n(n   1)=2回はかかってしまう入力が存在するということである．これは，
D(f)  n(n  1)=2を表している．
これに対し，Aanderaa-Karp-Rosenberg conjectureに関連した研究で，Best,Boas,
Lenstra[2]はD(f) = n2   nであると示した．Holt,Reingoldの結果に対し，1=2を




アルゴリズムと決定木複雑性の組み合わせとしては，2 2 = 4通りある．本研究
では，以下のことを明らかにする．
non-adaptive adaptive
D(f) = n2   n = n2   n (n = 3)
R(f)
= 2 (n = 2) = 2 (n = 2)
< n2   n (n  3) < n2   n (n  3)
non-adaptive algorithmの場合にD(f) = n2   nを示すため用いた手法が本研究
の主結果である．D(f) = n2   nであることを示すには，どんなアルゴリズムに対
しても，そのアルゴリズムに応じてうまく入力を選べば n2  n手かかることをいえ
ばよい．我々は adversary argumentを用いてこれを示す．例えば n変数のOR関数
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の場合，n  1回目のクエリまで 0と返し，n回目に 1と返すアドバーサリーによっ














ことではない (Karpは R(f) = (n2)であると予想している (Saks,Wigderson[7]))．
これらR(f)についての結果は指導教員である鈴木登志雄氏によって示された．
























Uを有限集合，~E  ~ = f(U; V ) j U; V 2 U; U 6= V gとする．~G = (U; ~E)を有向
グラフとよぶ．Uを ~Gの頂点集合，その要素を ~Gの頂点とよび，~Eを ~Gの辺集合，
その要素を ~Gの（有向）辺とよぶ．U; V 2 Uについて、(U; V ) 2 ~Eを U から V に
向かう矢印で表す．(U; V ) 2 ~Eまたは (V; U) 2 ~Eのとき，Uと V は隣接していると
いう．
GFED@ABCU GFED@ABCV//
U0;    ; Uk 2 Uとする．i = 1;    ; kのそれぞれで (Ui 1; Ui) 2 ~Eまたは (Ui; Ui 1) 2
~Eを満たすとき，fUigki=0を U0; UK を結ぶ，長さ kの無向経路とよぶ（簡単に経路
とよぶこともある）．
U0 = Uk; Uj 6= Ui; j = 0;    ; i  1; i = 1;    ; k   1
となる無向経路 fUigki=0を長さ k( 3)の無向巡回経路とよぶ．
他方，i = 1;    ; kのそれぞれで (Ui 1; Ui) 2 ~Eを満たすとき，fUigki=0を U0か
ら Ukへの長さ kの有向経路とよぶ．
U0 = Uk; Uj 6= Ui; j = 0;    ; i  1; i = 1;    ; k   1
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となる有向経路 fUigki=0を長さ k( 2)の有向巡回経路とよぶ．~G = (U; ~E)が有向巡




本研究では，グラフ上の任意の頂点Ui; Uj 2 U; (i 6= j)について，UiとUjを結ぶ
辺は Ui ! Uj，Ui  Ujの 2本のみとし，3本以上は存在しないこととする．












f :頂点数 nのGを入力として受けとり，GがDAGのとき 1，
そうでないとき 0を返す（Gは連結なものに限る）．
























































定義 2.4 頂点数nのグラフの辺の真理値割り当て全体をG と表記する．ただし，グ
ラフは連結されているものに限る．また，定義から隣接行列の対角成分は 0なので，

















































































を f の deterministic complexityという．






















成分を 1つ知るたびプレイヤー Iがプレイヤー IIに 1ドル払う状況を考える．この
とき，プレイヤー IIにとっての戦略が adversaryであり，プレイヤー Iから見て敵
(adversary)なのである．
例 2.8 (Arora,Barak [1])n変数のOR関数について，deterministic complexityを考










 アド 1：各クエリに対して，基本的に 1を返す．ただし，1を返すことで cycle
ができてしまう場合は，1を返さずに 0を返す．
 アド 2：最初のクエリから 1ステップずつアド 1のシミュレーションをしてい
く．シミュレーションが問題なく続いている間は常にアド 1の 0; 1を反転させ
た結果を返す．ただし，アド 1のシミュレーションが終了してしまった後は，
ひたすら 0と答える．
例 3.2 A1; A2をそれぞれ
A1：G(U; V ); G(U;W ); G(W;U); G(V; U); G(V;W ); G(W;V )
A2：G(U; V ); G(W;U); G(U;W ); G(V; U); G(V;W ); G(W;V )
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の順番にクエリするアルゴリズムとする．A1，A2にアド 1を適用しててきるグラフ
をそれぞれG1，G2とすると，cost(A1; G1) = 6 = 32  3となるが，A2にアド 1を適

































































補題 3.3 アド 1を適用したとき，ある組辺（p.8定義 2:2参照）の 1本目が 0ならば
2本目は 1である．ただし，この 2本目をクエリする時点でDAG判定がまだできて
いないものとする．
証明 ある組辺の 1本目がG(Ui; Uj) = 0とする．アド 1の定義により，Uj から Ui
への有向経路が存在する．この組辺の 2本目がG(Uj; Ui) = 0とすると，Uiから Uj
への有向経路が存在し，cycleができる．2本目をクエリする時点でDAG判定がま
だできていないという仮定に矛盾しているので，組辺の 1本目が 0ならば 2本目
G(Uj; Ui) = 1である． 2
補題 3.4 アド 1を適用して，判定の結果がDAGであるとき，すべての組辺は，
(1) 2本ともクエリされていて，0; 1が 1本ずつ
(2) 1本目は 0，2本目がクエリされていない
のどちらかの状態になっている．













定理 3.5 (主定理) アド 1を適用したとき n2   n手未満でDAG判定できるならば，
アド 2を適用したとき n2   n手かかる．
証明 アド 1を適用して，k(< n2 n)手でできたグラフをGとする．Gの各組辺は




(3) 2本ともクエリされていて，0; 1が 1本ずつ
(4) 1本だけクエリされていて，1が 1本のみ
のどちらかの状態になっている．G0に cycleが存在しないことを示そう．G0が cycle
 をもつと仮定する． 上の各々の有向辺 Ui ! Uj に対し，Gは Uj から Uiへの有
向経路を持つことを示す．G0において Ui ! Uj が (3)の場合，Gにおいて有向辺






い．アド 2を適用すると，これらの 2本目にはすべて 0を返すので，すべての辺を




系 3.6 (Best et al.(1974)の別証明) non-adaptive algorithm だけを考えるとき，
任意の頂点数 nに対し，D(f) = n2   n
証明 主張 3:5より，アド 1で n2   n手かからないアルゴリズムが存在しても，ア
ド 2を適用すると n2   n手かかることが言えた．すなわち，任意のアルゴリズムに
対して n2   n手かかる入力が存在する．よって，題意が示せた． 2
系 3.6については，村上弘氏によって別証明がされている．証明は後述の付録参照．




める．n = 2のときR(f) = D(f)となり，n  3のときR(f) < D(f)となることを
示す．すなわち，n  3の場合，乱数の利用によって計算コストの節約ができる．
adaptive algorithmを考えた場合のR(f)も non-adaptive algorithmと同様のこと
が成り立つことを示す．
なお，本節の結果は，指導教員である鈴木登志雄氏によるものである．
命題 4.1 (1) n = 2のとき，R(f) = 2
(2) n  3のとき，R(f) < n2   n




prob[AR is A] 2 = 2
となる．よって，R(f) = 2が成り立つ． 2
次に，命題 4.1(2)を示すために，以下の補題を示す．
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補題 4.2 n  3とする．このとき，頂点数 nの任意の有向グラフGに対し、ある決
定性アルゴリズムA0が存在し，cost(A0; G) < n2   nとなる．
証明 (i) Gが有向 cycleをもつとき
極小有向 cycleのひとつをとり，それを U1 !    ! Um ! U1とする．このとき，
G(U1; U2);    ; G(Um 1; Um); G(Um; U1)を順次クエリするアルゴリズムをA0とする
と，コストmで「有効 cycleを含む」と判断を下せる．このとき，m  n < n2   n
となる．よって，cost(A0; G) < n2   nとなる．
(ii) Gが有向 cycleをもたないとき
G(Ui; Uj) = 0となるようなすべてのG(Ui; Uj)に対し，まずG(Ui; Uj)をクエリする
アルゴリズムの一つをA0とする．すると，このような (Ui; Uj)すべてについてクエ
リし終わった段階で「有向 cycleなし」と判断できる．よって，
cost(A0; G)  (答えが 0になるクエリの総数) < n2   n
ゆえに、題意が示された． 2
注意 4.3 我々は連結なグラフのみを考えているから，上記の証明において（答え
が 0になるクエリの総数）< n2   nとなる．ただし，連結という仮定がなくても補




補題 4.2により，cost(A0; G) < n2   nとなる決定性アルゴリズムA0がある．AR
において prob[AR is A0] > 0であるから，




 n = 2の場合　R(f) = D(f) = 22   2 = 2
 n  3の場合　R(f) < D(f) = n2   n
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命題 4.5 命題4:1は，adaptive algorithmを含めて考える場合にも同じ形で成り立つ．
証明 non-adaptive algorithmを考えた場合，adaptive algorithmも含めて考えた場
合の randomized complexityをそれぞれRnonad(f)，Rad(f)と表記する．
n = 2のときすべてのアルゴリズムが non-adaptiveであるから，以下が成り立つ．
Rad(f) = Rnonad(f) = 2
n  3のとき adaptive algorithmは non-adaptive algorithmを含めたアルゴリズ
ムの一種なので，以下が成り立つ．
Rad(f)  Rnonad(f) < n2   n
2
5 adaptive algorithmの場合のdeterministic com-
plexity
本節では，アルゴリズムとして adaptive algorithmを含めた場合を考える．頂点






の (0  k  n2   n)に対し以下が成り立つ．
補題 5.1 以下二つの主張は同値である．
 ある adversaryをGに適用すると，DAGであるか判定するまでに全体で k手
かかる．
 ある adversaryを tGに適用するとDAGであるか判定するまでに全体で k手か
かる．
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ついて「V からU への辺があるか？」を に尋ねる．そしてその応答（1または 0）
を，tの応答とする．Gにおける cycleは，tGにおける逆向きの cycleに対応するか
ら，をGに適用したときと同じだけ，tを tGに適用したときに手数がかかる．2
補題 5.3 頂点数が 3のとき，任意のアルゴリズムに対して，次のような入力がある：




最もコストの高いGを一つ固定する．そのコストを k (k < 6)とする．k手目に 0; 1
どちらを返しても終了する．
(i) k手目が組辺の 1本目の場合
k手目を 1としたとき，長さ 3の cycleができて終了するので，考えられるグラフ





























る adversaryの存在を示せる．（以下、「G(W;U) = 0に変更すると 6手かかる」
と表す．）この場合，5手目に 1と答えればよい．
 4手目がG(U; V )の場合も同様．
 4手目がG(U;W )のとき
3手目がG(W;U)のとき．1手目への応答が 0であるという仮定により，2手目
はG(U; V )である．G(U; V ) = 0に変更すると，6手かかる．この場合，fU,Wg
と fV,Wgそれぞれが cycleを作るか調べねばならないからである．
3手目がG(U; V )のとき，G(U; V ) = 0に変更すると、6手かかる．この場合，
G(V;W )とG(W;V )は先にきかれた方を 1，後のを 0，G(U;W )は 0と答えれ
ばよい．
 4手目がG(V; U)のとき，4手目がG(U;W )の場合と同様にして以下を得る．
3手目がG(U; V )のとき．1手目への応答が 0であるという仮定により，2手目
はG(W;U)である．G(W;U) = 0に変更すると 6手かかる．
3手目がG(W;U)のとき，G(W;U) = 0に変更すると，6手かかる．
以上より，k < 6が最大であることに矛盾する．
(ii) k手目が組辺の 2本目で，もう一方の辺が 0の場合
もう一方の辺が 0なので，終了条件から k手目が 1のとき長さ 3の cycleを作って終
























1 最初の3手のクエリと応答が，集合としてfG(U; V ) = 0; G(V;W ) = 1; G(U;W ) =
0gであるとき，クエリされる順番で場合分けする．
(1:1) 順番がG(U; V ); G(V;W ); G(U;W )のとき，2手目をG(V;W ) = 0に変更する
と 6手かかる．なぜなら，以下 (1:1:1)～(1:1:4)のようにして adversaryを作れ
るからである．
(1:1:1) 3手目がG(W;U)のときは 0と答え，4; 5手目は 1と答えればよい．
(1:1:2) 3手目がG(U;W )のときは 1と答え，G(V; U)とG(W;V )は先にきかれ
た方を 1，後のを 0，G(W;U)は 0と答えればよい．
(1:1:3) 3手目がG(V; U)のときは 1と答え，G(W;V )とG(W;U)は先にきかれ
た方を 0，後のを 1，G(U;W )は 1と答えればよい．
(1:1:4) 3手目がG(W;V )のときは 1と答え，G(V; U)とG(W;U)は先にきかれ
た方を 0，後のを 1，G(U;W )は 1と答えればよい．
(1:2) 順番がG(U; V ); G(U;W ); G(V;W )のとき，2手目G(U;W ) = 1に変更すると
6手かかる．
(1:2:1) 3手目がG(W;U)のときは 0と答える．(1:1:3)と同様にすればよい．
(1:2:2) 3手目がG(V; U)のときは 0と答え，G(V;W )とG(W;V )は先にきかれ
た方を 1，後のを 0，G(W;U)は 0と答えればよい．
(1:2:3) 3手目がG(V;W )のときは 0と答える．(1:1:2)と同様にすればよい．
(1:2:4) 3手目がG(W;V )のときは 1と答え，4; 5手目は 0と答えればよい．
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(1:3) G(U;W ); G(U; V ); G(V;W )のとき，2手目G(U; V ) = 1に変更すると 6手かか
る．(1:2)と同様にすればよい．
(1:4) G(U;W ); G(V;W ); G(U; V )のとき，3手目G(U; V ) = 1に変更すると 6手かか
る．(1:2:4)と同様にすればよい．
2 最初の3手のクエリと応答が，集合としてfG(V; U) = 0; G(V;W ) = 1; G(W;U) =
0gであるとき．補題 5:1により， 1 に帰着する．
3 最初の3手のクエリと応答が，集合としてfG(U; V ) = 0; G(V;W ) = 1; G(W;U) =
0gであるとき．
(3:1) G(U; V ); G(W;U)G(V;W ) のとき，G(V;W ) = 0 に変更すると 6 手かかる．
(1:1:1)と同様にすればよい．
(3:2) G(U; V ); G(V;W ); G(W;U)のとき，G(V;W ) = 0に変更すると 6手かかる．
(1:1)と同様にすればよい．
(3:3) G(W;U); G(U; V ); G(V;W )のとき，G(V;W ) = 0に変更すると 6手かかる．
(1:1:1)と同様にすればよい．














































































4 最初の4手のクエリと応答が，集合としてfG(U; V ) = 0; G(U;W ) = 0; G(V;W ) =
1; G(V; U) = 0gであるとき．
(4:1) 4手目がG(V; U)のとき
3手目の時点では， 1 の 3手目までと同じである． 1 では 3手以前に戻ると 6
手かかる adversaryが存在するので，この場合も 6手かかる adversaryが存在
する．
(4:2) 4手目がG(U; V )のとき，G(U; V ) = 1に変更すると 6手かかる．5手目に 0と
答えればよい．
(4:3) 4手目がG(U;W )のとき，G(U;W ) = 1に変更すると 6手かかる．5手目に 0
と答えればよい．
(4:4) 4手目がG(V;W )のとき
(4:4:1) 3手目がG(U;W )のとき，G(U;W ) = 1に変更すると 6手かかる．(1:2:2)
と同様にすればよい．
(4:4:2) 3手目がG(U; V )のとき，G(U; V ) = 1に変更すると 6手かかる．(1:1:3)
と同様にすればよい．
(4:4:3) 3手目がG(V; U)，2手目がG(U; V )のとき，G(U; V ) = 1に変更すると 6
手かかる．(1:2)と同様にすればよい．同様に 3手目がG(V; U)，2手目が
G(U;W )のときも，G(U;W ) = 1に変更すると 6手かかる．
5 最初の4手のクエリと応答が，集合としてfG(U; V ) = 0; G(U;W ) = 0; G(V;W ) =
1; G(W;U) = 0gであるとき．
(5:1) 4手目がG(W;U)のとき，3手目までは 1 と同じなので， 1 により 6手かかる．
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(5:2) 4手目がG(U; V )のとき，G(U; V ) = 1に変更すると 6手かかる．5手目に 0と
答えればよい．
(5:3) 4手目がG(U;W )のとき，3手目までは 3 と同じなので， 3 により 6手かかる．
(5:4) 4手目がG(V;W )のとき，3手目までは (4:4)と同じ形をしている．(4:4)によ
り 6手かかる．　　　　　
6 最初の4手のクエリと応答が，集合としてfG(U; V ) = 0; G(U;W ) = 0; G(V; U) =
1; G(V;W ) = 1gであるとき．
(6:1) 4手目がG(V; U)のとき，3手目までは 1と同じなので，6手かかる．
(6:2) 4手目がG(U;W )のときG(U;W ) = 1に変更すると 6手かかる．5手目に 0と
答えればよい．
(6:3) 4手目がG(V;W )のとき
(6:3:1) 3手目がG(V; U)，2手目がG(U; V )のとき，G(U; V ) = 1に変更すると 6
手かかる．(1:2)と同様にすればよい．同様に，3手目がG(V; U)，2手目
がG(U;W )のとき，G(U;W ) = 1に変更すると 6手かかる．
(6:3:2) 3手目がG(U; V )のとき，1手目への応答が 0であるという仮定により，2
手目はG(V; U)である．G(V; U) = 0に変更すると 6手かかる．(1:1)と
同様にすればよい．
(6:3:3) 3手目がG(U;W )のとき，1手目への応答が 0であるという仮定により，
2手目はG(V; U)である．G(V; U) = 0に変更すると 6手かかる．この場
合，fU;Wgと fV;Wgそれぞれが cycleを作るか調べねばならないからで
ある．
(6:4) 4手目がG(U; V )のとき
(6:4:1) 3手目がG(U;W )のとき，G(U;W ) = 1に変更すると 6手かかる．4; 5手
目に 0と答えればよい．
(6:4:2) 3手目がG(V; U)のとき，G(V; U) = 0に変更すると 6手かかる．(1:1:2)
と同様にすればよい．
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(6:4:3) 3手目がG(V;W )のとき，1手目への応答が 0であるという仮定により，
2手目はG(V; U)である．G(V; U) = 0に変更すると 6手かかる．(1:1)と
同様にすればよい．
7 最初の4手のクエリと応答が，集合としてfG(U; V ) = 0; G(U;W ) = 0; G(V;W ) =
1; G(W;U) = 1gであるとき．
(7:1) 4手目がG(W;U)のとき，3手目までは 1と同じなので，6手かかる．
(7:2) 4手目がG(U;W )のとき，1手目はG(U; V )に決まる．2手目がG(V;W )のと
き，G(V;W ) = 0に変更すると 6手かかる．(1:1)と同様にすればよい．同様
に，2手目がG(W;U)のとき，G(W;U) = 0に変更すると 6手かかる．
(7:3) 4手目がG(U; V )のとき，1手目はG(U;W )に決まる．
(7:3:1) 3手目がG(V;W )，2手目がG(W;U)のとき，G(W;U) = 0に変更すると
6手かかる．(6:3:3)と同様にすればよい．
(7:3:2) 3手目がG(W;U)，2手目がG(V;W )のとき，G(W;U) = 0に変更すると6
手かかる．G(U; V )とG(V; U)は先にきかれた方を 1，後のを 0，G(W;V )
は 0と答えればよい．
(7:4) 4手目がG(V;W )のとき
(7:4:1) 3手目がG(W;U)，2手目がG(U; V )のとき，G(U; V ) = 1に変更すると
6手かかる．(1:2)と同様にすればよい．同様に 3手目がG(W;U)，2手目
がG(U;W )のとき，G(U;W ) = 1に変更すると 6手かかる．
(7:4:2) 3手目がG(U;W )のとき，1手目はG(U; V )，2手目はG(W;U)に決まる．
G(W;U) = 0に変更すると 6手かかる．(1:1)と同様にすればよい．
(7:4:3) 3手目がG(U; V )のとき，1手目はG(U;W )，2手目はG(W;U)に決まる．
G(W;U) = 0に変更すると 6手かかる．(6:3:3)と同様にすればよい．
8 最初の4手のクエリと応答が，集合としてfG(U; V ) = 0; G(V; U) = 0; G(V;W ) =
1; G(W;U) = 0gであるとき．命題 5:1により， 5 に帰着する．
9 最初の4手のクエリと応答が，集合としてfG(U;W ) = 0; G(V; U) = 0; G(V;W ) =
1; G(W;U) = 0gであるとき．命題 5:1により， 4 に帰着する．
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10 最初の4手のクエリと応答が，集合としてfG(U; V ) = 1; G(V; U) = 0; G(V;W ) =
1; G(W;U) = 0gであるとき．命題 5:1により， 7 に帰着する．
11 最初の4手のクエリと応答が，集合としてfG(U;W ) = 1; G(V; U) = 0; G(V;W ) =
1; G(W;U) = 0gであるとき．命題 5:1により， 6 に帰着する．
12 最初の4手のクエリと応答が，集合としてfG(U; V ) = 0; G(V; U) = 1; G(V;W ) =
1; G(W;U) = 0gであるとき．
(12:1) 4手目がG(V; U)のとき，3手目までは 3と同じなので，6手かかる．
(12:2) 4手目がG(V;W )のとき，G(V;W ) = 0に変更すると 6手かかる．5手目に 1
と答えればよい．
(12:3) 4手目がG(U; V )のとき 1手目はG(W;U)に決まる．
(12:3:1) 3手目がG(V; U)，2手目がG(V;W )のとき，G(V;W ) = 0に変更すると
6手かかる．(1:1)と同様にすればよい．
(12:3:2) 3手目がG(V;W )，2手目がG(V; U)のとき，G(V;W ) = 0に変更すると
6手かかる．(1:1:2)と同様にすればよい．
(12:4) 4手目G(W;U)のとき，1手目はG(U; V )に決まる．
(12:4:1) 3手目がG(V;W )のとき，G(V;W ) = 0に変更すると 6手かかる．(1:1:3)
と同様にすればよい．
(12:4:2) 3手目がG(V; U)のとき，G(V; U) = 0に変更すると 6手かかる．(1:2:2)
と同様にすればよい．
13 最初の4手のクエリと応答が，集合としてfG(U; V ) = 0; G(U;W ) = 1; G(V;W ) =




命題 5.4 頂点数が 3のとき，
D(f) = 32   3 = 6
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6 今後の課題について






系 3.6の別証明 D(f) < n2   nと仮定する．すなわち，あるアルゴリズムA0が存
在し，A0はどんな入力に対しても n2   n手未満でDAG判定ができると仮定する．
   (＊) A0のもとでは n2   n手未満で終了するので，n2   n手目はクエリされな
い．その辺を Uiから Ujへの辺とする．今，Uk 6= Ui; Ujをとる．
G(Uk; Ul) = 1(Ul 6= Ui; Uj; Uk); G(Uk; Ui) = 1; G(Uj; Uk) = 1; G(Ui; Uj)を除くそ
の他の辺を 0とするグラフをGとする．このとき，Gは n2   n  1手までクエリさ
れている．(＊)よりDAG判定ができており，GはDAGである．
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