Two main shortcomings flaw the estimation of gravity model in previous studies that examined the trade-creating effects of African regional Trade Agreements (RTAs). First, these studies fail to account for the multilateral resistance term (MRT). This omission makes the estimates from standard gravity model bias and inconsistent. Second, there is a significant proportion of zero trade flows, however, these studies also fail to account for them properly. They use either the Tobit model or replace zero flows with arbitrary small values. Apart from these problems, they also exhibit considerable heterogeneity in the RTA effects on trade. In this paper, a meta-analysis of previous empirical studies is conducted to derive a combined effect size and also explain heterogeneity in RTA effects. In addition, I use the gravity model to compare the trade-creating effect of the main African RTAs. Using the gravity model, I compare the estimation methods of previous studies to the Poisson pseudo-maximum-likelihood estimator that tackles the zero flows. From the meta-analysis, I find a general positive effect of African RTAs of about 27-32% after correcting for publication bias. The source of upward bias is not limited to publication selection as the RTA effects tend to be significantly overestimated when zero flows and MRT are not controlled for properly. A comparative assessment of the RTAs shows a striking heterogeneity.
Introduction
Regional Trade Agreements (RTAs) have become a significant part of the world trading systems.
Africa has also witnessed spiraling initiatives towards economic integration; the rising wave of regionalism has prompted many empirical studies on the effectiveness of such schemes. Until 2000, studies did not reach a consensus on the effectiveness of different economic integration schemes on bilateral trade, even in the case of advanced RTAs (EU or NAFTA). For instance, Aitken (1973) , Abrams (1980) and Brada and Mendez (1985) all agree on the significant positive impact of the EU on bilateral trade in contrast to Bergstrand (1985) and Frankel et al. (1995) . Subsequently, more studies re-assess these RTAs and conclude a robust significant positive impact on bilateral trade after accounting for major econometric concerns within the gravity model (see for exmaple : Baier et al., 2008; Siliverstovs and Schumacher, 2009; Martinez-Zarzoso, 2013) . Exhaustively, Cipollina and Salvatici (2010) , and Head and Mayer (2014) , conducting a meta-analysis, reject the hypothesis that these advanced RTAs do not contribute significantly to trade.
Theoretically, African RTAs are not expected to contribute significantly to bilateral trade because of similar comparative advantage or supply structures (Yang and Gupta 2005) . However, the new trade theory indicates that there is a rationale for trade between similar countries, taking the form of intra-industry trade (Feenstra, 2004) . In the case of Africa, this may invlove the crossborder trade of simple manufactures or varieties of agricultural commodity.
1 However, the tradecreating effect of African RTAs is still a matter of debate for both reseachers and policy-makers in and outside the region.
Empirically, previous studies that focused on the trade-creating effects of African RTAs have produced varied and diverse results. The variations are in three dimensions: (1) the sign of the coefficient of African RTAs on bilateral trade -whether they are positive or negative, (2) the sizethe magnitude of coefficients and (3) the statistical significance of the estimated coefficients.
Although, these studies produce mixed outcomes, the majority find large economic and statistically significant impact of these regional blocs on bilater al trade. This contradicts the stylized fact of low intra-African trade, which constitutes less than 15% of total African trade. More importantly, a similar re-assessment has not been carried out on African RTAs, taking into account the econometric concerns as in the case of advanced RTAs. The two main econometric concerns are multilateral resistance term (MRT) and zero flows.
The MRT is a relevant determinant of bilateral trade. It captures the fact that trade between two countries is not influenced only by bilateral variables relating to these two countries, but also by their relative position in the world ( see for example: Anderson and van Wincoop, 2003) . This omission results in biased estimates due to possible endogeneity and most of these previous studies fail to account for MRT. The second concern of zero flows is the link to the measurement of trade flows. Trade flow measurement between developing countries (Africa) is characterized by a considerable number of zero flows, mostly arising from missing data and (or) small value trade flows. Longo and Sekkat (2004) put the percentage of zero flows in African bilateral trade around 25%. However, the proportion of zero flows becomes extreme and alarming when we consider trade flows between African countries over long time series. This study is one such case, as the proportion of zero flows is 55%.
Previous studies account for these zero flows by using these strategies; (1) simply omitting the zero values, (2) replacing them with arbitrary small values and (3) using the Tobit estimator.
Santos Silva and Tenreyro (2006) label these strategies as infeasible and that they produce inconsistent parameters. Santos Silva and Tenreyro (hereafter SST) point out that Poisson pseudomaximum-likelihood (PPML) is a better alternative to linear logarithmic transformation of multiplicative models. The PPML estimator has been confirmed by other studies as both consistent in the presence of heteroskedasticity and well-behaved, when the proportion of zero flows is large (SST, 2011; Martínez-Zarzoso, 2013 ).
Thus, this paper focuses specifically on providing a thorough re-evaluation of the tradecreating effects of African RTAs. It tackles the issue in a twofold manner. First, it uses metaanalysis to assess both how these econometric concerns affect estimates of previous empirical studies and to determine a general combined effect size of these previous studies after accounting for publication bias. Second, it estimates the gravity model using the state-of-art method proposed by SST (2006) for five main RTAs and compares it with the estimation methods employed by the previous studies. By so doing, I examine the sensitivity of the estimates to these different econometric methods. The results show an average impact of African RTAs of 27%, thus indicating that export flow is 27-32% higher for African countries that share membership in the same regional bloc compared to countries that do not. This confirms that the failure of previous studies to account for the econometric concerns of zero flows and MRT leads to an upward bias in RTAs' effect.
The remainder of the paper is organized as follows: Section 2 provides empirical perspectives on African economic integration. Section 3 discusses the data and their sources. Section 4 focuses on the empirical strategies, the meta-analysis and the gravity model, and it also provides and discusses the results. Section 5 concludes the study.
Empirical Perspectives on African Integration
Previous empirical studies that focus on assessing the impact of African RTAs have simply produced mixed results , as in the case of previous studies of the EU or NAFTA . The diversity in the results may depend on several factors, such as the specification of the model, estimation methods, the regional blocs being studied, and how the econometric issues such as the MRT and zero flows are dealt with. Additionally, characteristics of the studies -such as their quality, whether the study is published or not, type of data, the sample size (list of countries) and time period of the data -may also to a large extent affect the results. On the basis of the estimation methods of the gravity model, I divide the previous studies into three different groups.
The first group consists of studies by Deme (1995) , Cernat (2001) and Musila (2005) , relies extensively on the OLS estimation method and fails to account for zero flows. However, the traditional OLS estimation of the gravity model produces biased estimates. This is because, it makes restrictive assumptions by considering that the slopes are the same, irrespective of the time and trading partners (Cheng and Wall, 2005) . OLS fails to control for unobserved time-invariant heterogeneity. This is inappropriate as it introduces endogeneity into the model through possible omission of unobserved time-invariant variables such as political, ethnic, cultural and historic factors that can affect bilateral trade.
The second group includes studies by Carrere (2004) and Afesorgbor and Bergeijk (2011) .
These studies correctly use the FE estimator but eclude the zero flows in the data set. This introduces a selection bias as country-pairs with zero flows are excluded. The exclusion of zero flows leads to an upward bias in the coefficient of bilateral variables (Helpman et al., 2008 ). An observable trend in the results of the first and second groups is that the regional blocs have a strong significant effect on intra-regional trade but very large magnitudes. For instance, these studies predict magnitudes ranging from 172 to 1000%.
The third group of studies consists of Foroutan and Pritchett (1993) , Elbadawi (1997), Longo and Sekkat (2004) , Kirkpatrick and Watanabe (2005) , and Geda and Kebret (2008) . In an attempt to account for zero flows they use the Tobit estimator (TE) or replace the zero flows with arbitrary small values. Incidentally, these studies are the most cited papers with regard to African RTAs. A conspicuous trend in the studies within this group is the analogous result of an insignificant effect of African RTAs on bilateral trade or very large estimates.
Common to the above three groups of studies is the omission of the MRT or the use of the remoteness index -GDP weighted average distance. This is not consistent with the theoretical derivation of the gravity model. The omission of the MRT also contributes to an upward bias for the estimates of standard variables in the gravity model (Anderson and van Wincoop, 2003) .
Considering the fact that results from these previous studies exhibit extensive variations, I
conduct a meta-analysis to determine a combined effect size that accounts for publication bias. To explain the potential heterogeneity in these contrasting studies, I also employ a multivariate metaregression analysis (MRA), following the steps of Stanley and Doucouliagos (2012) . The metaanalysis is an appropriate tool as these previous studies adopted the same model specification, the gravity equation.
In the next section, I discuss the data used for the meta-analysis, as well the sources for the data used for the gravity model estimation.
Data description
In meeting the objectives of the study, I use two sources of data. First, the data for the meta- estimates from 14 individual studies were collated. These studies are the most cited papers as far as African RTAs are concerned. A descriptive analysis on the studies used for the meta-analysis is provided in Table A2 in the Appendix 1.
To achieve the second core objective of this study -comparing the different estimation methods and also assessing the comparative performance of the five major RTAs in Africa -I use data on the bilateral exports of 47 African countries. 3 Descriptive statistics on the main gravity variables are reported in Table A3 
Empirical Strategy and Results

Meta-Analysis
A meta-analysis involves collecting empirical results from individual studies with the purpose of summarizing, integrating and examining the combined effects of the contrasting studies (Wolf, 1986) . The combination of different studies helps to derive more precision and investigates the discrepancies in those studies. Stanley (2001) concurs that combining the results taken from individual studies would give more insight and greater explanatory power. Some of its contemporary application can be seen in studies such as Rose and Stanley (2005) , Cipollina and Salvatici (2010) , Genc et al. (2011) and Head and Mayer (2014) .
In the literature, conducting a meta-analysis (regression) might help to achieve the following two main objectives. First, to derive a single effect size from many combined individual studies and to test whether there is a genuine empirical effect (Stanley, 2001 ). The second objective may be realized through a moderator analysis or MRA to identify objectively how the characteristics of the study influence or explain the variation in results. The MRA explains the research process itself and links the sensitivity of the reported estimates to the researchers' choice of data, estimation methods 3 These RTAs are perceived as the main building block for continental integration (Teshome, 1998 and econometric models (Stanley, 2005) .
The estimates from these studies show varied heterogeneity in terms of sign, size and significance. The descriptive statistics for the estimates indicate a mean (0.86) and a median (0.76);
however, the minimum and maximum estimates are -2.61 and 3.73, respectively, thus indicating the presence of outliers. With regard to the size of the estimates, I have divided them into four different categories. The details are provided in Table 1 . Over 40% of the estimates exhibit a large size of RTA effects on trade, with 74% of these estimates also statistically significant.
[ Table 1 ]
In Table 2 , I examine whether the estimates differ in the case of different estimation methods; the results indicate that the mean estimates are greater than 1 in the OLS, RE and Tobit estimations, an indication of obvious upward bias. This reflects the inadequacies of these techniques in addressing the econometric concerns with the gravity model. The Tobit estimation also has the lowest number of estimates that are statistically significant.
[ Table 2 ]
To estimate the combined ES, two approaches are espoused according to Card (2012) ; the fixed effect method (FEM) and the random effect method (REM). These methods are used to address the issues of within-and between-study heterogeneity because pooling data from different studies would exhibit some degree of heterogeneity. Hence, a simple measure that gives an equal weight to each estimate may be misleading. In evaluating heterogeneity, I conduct the Hedge Q test. This tests whether the deviation in the ESs of the studies exceeds the amount of expectable deviation due to sampling fluctuation. However, the Q-statistic is limited in determining whether the extent of heterogeneity or the percentage of variability in the ESs is due to heterogeneity or sampling fluctuation. To determine the magnitude of heterogeneity, I use the I-square ( 2 ) index. This index indicates the proportion of variability between studies compared to the total variability among effect sizes (Higgins and Thompson, 2002) . 4 Details on the meta-analysis on overall RTA effects are reported in Table 3 .
[ Table 3 ]
The results consist of the test of heterogeneity and this rejects the null hypothesis of homogeneity.
Also, included in the results is the Z-test, which tests the significance of the combined ES. The Ztest indicates that the combined ES under both FEM and REM are significant. For the test of heterogeneity, Cipollina and Salvatici (2010) indicate that the test could be spurious, in that homogeneity may be rejected even when the individual ESs do not differ significantly. This is attributed to the low statistical power of the Q test. However, Card (2012) provides a simple chart using the I 2 index as the rule of thumb to make inferences about heterogeneity. The chart displays the minimum detectable heterogeneity in connection with the number of studies that will result in a statistically significant value of Q. If the minimum detectable heterogeneity is less than the computed I 2 index in a specific number of studies, then concluding heterogeneity is reasonable.
Based on this, the conclusion of heterogeneity is adequate.
For the combined ES of RTAs, the confidence interval ( between-study variance.
[ Table 4 ] Inference from results based on weighted and un-weighted averages must be drawn with caution, especially if there is an evidence of publication bias (Stanley and Doucouliagos, 2012) .
Thus, the next section conducts a publication bias test and a MRA (to determine how different characteristics of studies affect the estimates).
Publication Bias and Meta-Regression
Although the previous studies employed the same gravity specification, there are some differences especially in the estimation techniques, type of data (cross-sectional or panel data), the different RTAs under study, the way econometric concerns of the zero flows and MRT were dealt with and whether the studies have been published or not. One major criticism of meta-analysis is publication bias, which can affect the combined ES. This mostly happens because of the preference of academic journals to accept papers that report statistically significant results. A conventional method common in meta-analysis to determine this publication bias is the funnel plot. Typically, the funnel plot is is a scatterplot of the inverse of the standard errors (1/Se) relative to the individual effect sizes. Figure   1 is the funnel plot of the individual estimates.
[ Figure 1 ]
The funnel plot indicates the absence of publication bias if the plot has a pictorial view of an inverted funnel. The funnel plot typically has the shape of an inverted funnel but it does not have a perfectly symmetric shape. Rose and Stanley (2005) 
Stanley (2005) finds that since the ESs are obtained from individual studies with different sample sizes and modelling variation, the disturbance term will be heteroscedastic. Thus, the WLS is an apparent method to obtain the efficient coefficient, resulting in the transformation of equation (1) by dividing by Se i .
In equation (2), I regress the t-statistic on the inverse of the standard errors and test for a statistical significance of β 0 = 0, which is FAT. The FAT is considered the test of asymmetry of a funnel plot and it tests the presence of publication bias. This is because without publication bias the ESs will be independent of the standard errors. In addition, from equation (4), I conduct the precision-effect test (PET), which is a test of the statistical significance of 1 = 0. The result indicates a true effect. A more robust approach indicated by Stanley and Doucouliagos (2012) to obtain an improved meta-average after correction of publication bias is the precision-effect estimate with standard error (PEESE). PEESE uses the variance rather than standard error as shown in equation (3).
[ Table 5 ] Table 5 reports the results for both FAT-PET in the odd columns and PEESE in the even columns.
Because of possible dependence in the reported estimates, I cluster the standard errors by the authors of the studies and the results are reported in columns (1) and (2). However, clustering also poses an additional statistical problem due to the insufficient number of clusters in the sample (Cameron et al. 2008) . Thus, I conduct a robustness test by using wild bootstrap as recommended by Cameron et al. (2008) in colums (3) and (4). The two approaches indicate statistically significant β 0 , thus revealing an asymmetry or publication bias, which could not be viewed explicitly in the funnel plot. The PET confirms a genuine RTA effect as the precision variable was statistically significant. The meta-average corrected for publication bias has an estimate of 0.240 while the PEESE has a slightly higher effect of 0.282. This indicates a general RTA effect of 27% ( 0.240 -1) to 32% ( 0.282 -1). This implies that that export flow is 27-32% higher for African countries that share membership in the same regional bloc compared to countries that do not. This confirms publication bias ranging between 2 to 4 if compared with the weighted and un-weighted averages in previous empirical papers on African RTAs.
[ Table 6 ]
Another major concern is the inadequate size of the sample of previous studies. Thus, one may be concerned that our results may be sensitive to the specific studies included in the sample. To test for the influence of single studies, I conduct a Jack-knife experiment, where the FAT-PET-PEESE regressions are run afresh excluding one study at a time. The results are reported in Table 6 and they do not deviate from the estimates in Table 5 . Not only are the coefficients of the regression similar but their significance are also comparably stable. This indicates that no individual studies largely influence the results.
I employed a multivariate MRA in order to assess how the study characteristics and estimation techniques influence findings from individual studies. In this MRA, the t-statistics of the effect sizes are regressed on the study characteristics and different estimation techniques. All these covariates have been divided by standard error in line with Stanley et al. (2013) . Results of the MRA are presented in Table 7 . Two models are estimated as represented by the two columns.
Column (1) includes all the moderator variables in exception of the dummies of the specific RTAs.
Column (2) includes all the moderator variables as well as the RTAs dummies. In both models, the intercept remains insignificant. Stanley and Doucouliagos (2012) state that neither publication bias nor true effect is represented by any single MRA coefficient. They recommend a joint F-test for the variables to determine publication bias. Thus, I conduct a joint F test for each model and they are all highly significant.
[ Table 7 ]
The MRA results indicate that the study characteristics affect the RTA effects on trade considerably and the estimation techniques significantly influence the estimates. Additionally, how the econometric concerns of zero flows and MTR are accounted for, do influence the estimates. Studies that control for MRT, using the remoteness index, tend to have lower estimates and similarly apply to studies that control for zero flows, by using the Tobit estimator or replacing zero flows with an arbitrary value. This emphasizes that the trade-creating effect of RTAs may also be significantly overstated if the two main econometric concerns are disregarded.
In the next sections, I estimate the RTA effects and compare the estimation methods employed in previous studies with the application of more theoretically-consistent MRT and PPML.
The Gravity Model
The gravity model specifies that trade flow is directly proportional to the exporter's gross domestic product (GDP) ( ) and the importer's GDP ( ), and inversely proportional to the distance ( ) between countries and . The GDP of country signifies the capacities of the exporter as supplier to all destinations and similarly, the GDP of country indicates the market demand potential of the importer from all origins .
The specification of the model has evolved over the years, evolving from the naive specification, in which the traditional gravity equation is augmented with bilateral accessibility variables only. Anderson and van Wincoop (2003) emphasize that trade flow would not depend only on bilateral accessibility between two trading countries but their relative position to the rest of world (the so-called multilateral resistance term). This term is unobserved, hence may lead to omitted variable bias.
Apart from this omitted variable bias, there is the concern of possible endogeneity emanating from reverse causality or simultaneity. The simultaneity arises when countries that trade extensively are more likely to form trade agreements. In an African context, this may not be serious as most of these African RTAs were formed when intra-regional trade flows were low. However, the main variable of interest, RTA, is also lagged, which can also correct for simultaneity (Baier et al., 2008) .
Endogeneity may also arise from the omitted variables, such as historical, cultural and political factors that can affect the bilateral trade between two countries. This may produce inconsistent estimates when relevant proxies for these factors are not used to control for them. Essentially, the fixed effects and time-varying political and economic variables would deal with the omitted variables in the gravity equation. Thus, the baseline model is specified in the log-log functional form (equation 4), with both the dyadic fixed effects and time effects. The estimation of the gravity model strictly measures the ex-post effect of African RTAs and follows several other papers to use an indicator variable to capture an RTA effect (Baier et al., 2008; Kohl, 2014) .
Since the African RTAs are regional economic blocs, the effect captures broadly market integration, regional co-operation and development integration.
ln(X ijt ) = α ij + α t + βlnM it + γlnM jt + ρD ij(t) + δRTA + ε ijt (4) α ij is the dyadic fixed effect, α t are the time dummies and ε ijt is the error term. The variables of interest include a dummy for all the five major RTAs, AMU, COMESA, ECCAS, ECOWAS and SADC. The control group is the pair of African countries that do not share membership of regional economic blocs. According to Baier et al. (2008) , the RTAs signed in a particular year could not have effect contemporaneously; the effect takes 5 to 10 years. Thus, there is a need to lag the RTAs to cater for the phasing in that characterized most RTAs. The dependent variable (X ijt ) is the export from country to country at time t and independent variables of interest are the lag RTAs for five years.
Econometric Concerns
Introducing dyadic fixed effects cannot proxy for the MRT because they are not time-varying.
However, the time-varying fixed effects in panel data lead to a number of problems (Baier and Bergstrand, 2010) . For instance, they cite that many important policy relevant variables are differenced away. In order to address this issue, I explicitly introduced the Baier and Bergstrand (2010) proxy variable for measurement of MRT, which is consistent with theoretical derivation of the gravity model. This approach has been used in Egger and Nelson (2011) and Berger et al. (2013) . In this approach the multilateral resistance term is derived from the first-order, log-linear Taylor expansion of the multilateral price equations within the theoretical gravity equation, which yields an empirical reduced-form equation (5). This measure is a simple average of multilateral relative to world trade cost, and this is replaced with observable dyadic trade variables such as distance, border, common currency, language, etc.
For the zero flows, different solutions have traditionally been used. Apart from the majority of previous empirical studies dropping the zero values, others rely on the Tobit estimation and the adding of arbitrary small value to trade flow. These approaches would lead to inconsistent estimates, especially if the zero flows are not randomly distributed. This seems to be the case in this sample, as about 85% of the zero flows occur in country-pairs that are not involved in any RTA.
The inconsistency of the estimates will be pervasive in an all-African trade flow data, as SST (2006) indicate that the severity of the inconsistency depends on the proportion of zero flows. In dealing with the zero flows, two major approaches are known as well-behaved, the Heckman-based method proposed by Helpman et al. (2008) and the PPML proposed by SST (2006) . However, Head and Mayer (2014) show with simulations that the PPML is the best approach in handling the zero flows. From that point of view, I rely on the PPML as a solution to deal with the zero flows. For the PPML, the expected trade is modelled using an exponential function as in equation (6), where exports are now measured at level (rather than using the logarithmic function).
( | ) = exp(α ij + α t + βlnM it + γlnM jt + γD ij(t) + δRTA + ε ijt )
In assessing the sensitivity of the RTA effects on trade, I employ different estimation methods used by previous studies in dealing with zero flows. Using different estimation methods helps to compare the estimation methods of previous studies with the PPML and also to empirically determine the sensitivity of the RTA effects on trade to the different estimation methods. Details on the effects of RTAs are reported in Table 8 and coefficients of control variables in Table 8A in the Appendix 1.
[ Table 8 ]
The standard controlling variables in models have expected signs. PPML estimates for exporter and importer GDPs are not close to one, a point well-noted by SST (2006) . Focusing on trade policy variables of interest, the RTAs, one noticeable trend is the sensitivity of the impact of RTAs to the different estimation methods. The estimates differ considerably in sign, size and significance.
Comparing the other estimation techniques to PPML in columns 6 and 7 there is an obvious observation of upward bias in the coefficient of the RTAs. In column 7, I control for multilateral resistance using Baier and Bergstrand (2010) proxy, and the magnitude of the estimates reduces significantly.
With the exception of PPML, the coefficients of the other estimation techniques report a very high magnitude of RTA effects on bilateral trade. For instance, the approach of adding an arbitrary value (1) to exports reports an RTA impact of over 900% ( comparable to a more current study by Kohl (2014) , who finds an estimate of 1.156 (217%) for SADC, after controlling for some major econometric concerns.
Apart from the significantly overestimated impact of these regional blocs in other estimation methods, most of the blocs tend to have significant positive effects as well, which may be a spurious outcome. A comparative assessment of the regional economic blocs delineates a varying effect, an indication that the performance and progress of the RTAs across the continent are unequal. Specifically, ECOWAS and SADC are the only regional blocs that have significant positive impact on trade, while COMESA have a positive effect but not statistically significant.
AMU and ECCAS have negative effects but these are not significant. These two blocs are almost defunct because most of the member states are highly politically unstable and ravaged by a series of conflicts. The positive impact of ECOWAS and SADC compared to the other regional blocs is also plausible. ECOWAS and SADC are more advanced, especially in promoting regional co-operation.
For instance, both blocs have implemented successfully the free movement of people across the member states and there is also sectoral coordination of the economic and physical infrastructure within both blocs. Examples of regional projects include the West Africa Gas Pipeline, which supplies gas from Nigeria to other members of ECOWAS and an energy power pool within SADC.
Conclusion
In summary, this paper revisits the issue of the impact of African regional blocs on trade using two different methods. The first method uses meta-analysis and meta-regression to review the results of previous empirical papers that assessed the impact of various African RTAs on trade using metaanalysis. The results from the meta-analysis of previous empirical papers indicate that there was an explicit upward bias in effect of RTAs on trade arising from publication bias. The meta-regression indicates that African RTAs have general positive effects on bilateral trade, with an impact of about ranging 27-32%. Augmenting the meta-regression with the moderator variables also indicates that the size of the effect of these previous papers critically depends on the characteristics of the study and the estimation techniques employed.
The second method uses the gravity model to assess the trade-creating impact of five main regional blocs on the continent. The results from the gravity models support the meta-analysis by demonstrating that the effect of the RTAs tends to be overestimated when MRT and zero flows are incorrectly dealt with. In addition, from the gravity model estimations, the results indicate that contrary to the general pessimistic connotation of all African RTAs as not contributing significantly to intra-African trade, ECOWAS and SADC blocs were found to have contributed significantly to trade. Thus, the pace of progress and performance across African RTAs is highly unequal. The result gives credence to the UNECA (2012) report that African RTAs have shown contrasting outcomes, with some achieving tangible and modest outcomes whereas others have had disappointing results. Table 5 : Meta-regression analysis (FAT-PET-PEESE) Subramanian (2003) and Kirkpatrick and Watanabe (2005) studies were not included in the meta-regression because they had estimates without their standard errors or t-statistics. [p<.10] . All the moderator variables have been transformed by dividing them with their standard errors. For estimation methods, the WLS is used as reference category. The NLS is not included in the regression because of missing observations. In columns (2), the degree of freedom will be reduced by 10 (number of RTAs dummies), however, the estimates are comparable to the estimates in column (1). Thus, indicating the inclusion of more covariates does not affect the results significantly. Compiled from: Söderbaum (1996) and UNECA (2012). The FEM assumes that the differences across studies can be explained only by a within-variation, as a result of sampling fluctuation. In the case of the FEM, the ES from each study is assumed to be a function of two components. That is, = + , where is the single population ES and is the deviation of the ES from the true population parameter. This true population ES is unknown but is estimated as a weighted average across the individual studies. The precision, which is the inverse of the square of the standard error (se) of the estimates, is used as weight ( ), where ̂= In contrast to the FEM, the REM considers the differences in estimates to be explained by both within-and between-study variations. It assumes that the studies are random samples from a population of all possible studies. Technically, the REM conceptualizes the population distribution of the ES as derived from the normal distribution with mean 0 and variance ( 2 ). The ES under the REM is decomposed into three components, = + + , where is the mean of the distribution of the population of the effect sizes, is the deviation (not due to sampling deviation) from the mean of the population ES and is the sampling deviation. In response to the two sources of imprecision, the population variability and sampling error, the REM incorporates an estimate of the between-study variation into the weights ( * ). The weight comprises of the population variance The test is conducted by computing Q statistic, which has an 2 distribution, with (n-1) degrees of
