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Resumen—La cantidad de informacio´n almacenada en bases
de datos crece constantemente. Una base de datos contiene
mu´ltiples registros divididos en varios campos. Algunos de e´stos
pueden contener informacio´n sensible, ası´ que es necesario evitar
que se acceda a ellos. Tradicionalmente, para proteger este tipo
de informacio´n, se hace uso de la criptografı´a, pero la criptografı´a
convencional tiene el problema de que, para consultas que
necesitan acceder a un campo para todos los registros, se requiere
descifrar el campo entero.
La criptografı´a ordenable asegura que comparar datos ci-
frados produce el mismo resultado que comparar los datos
originales, lo que permite ordenarlos sin descifrarlos. Por tanto,
con este sistema se admiten bu´squedas y consultas por intervalos
en campos cifrados.
En este artı´culo proponemos un complemento, compatible con
mu´ltiples criptosistemas ordenables, consistente en transformar
los datos de manera que se oculte su distribucio´n estadı´stica como
paso previo al cifrado ordenable.
Palabras clave—bases de datos (databases), criptografı´a orde-
nable (order preserving encryption), criptografı´a sime´trica (sym-
metric key cryptography), distribucio´n de probabilidad (probability
distribution), privacidad (privacy), uniformizacio´n de datos (data
uniformization).
I. INTRODUCCIO´N
La criptografı´a permite esconder informacio´n sensible ante
atacantes potenciales. Sin embargo, la informacio´n cifrada
puede tener diferentes usos que requieran te´cnicas criptogra´fi-
cas especı´ficas. En particular, este trabajo se centra en la
privacidad y/o seguridad en bases de datos.
La seguridad en bases de datos es esencial para evitar
un acceso no autorizado a informacio´n sensible. A tı´tulo de
ejemplo, en The Toronto Star [1] se explico´ como un banco
vendio´ un disco duro en eBay, olvida´ndose de borrar los datos
en claro de centenares de clientes.
En bases de datos seguras, a veces se necesita permitir cier-
tas operaciones, o consultas, que requerirı´an que se descifrasen
todos los campos necesarios para realizarlas, e.g. obtener los
registros con un campo entre dos valores.
La criptografı´a ordenable (OPE, Order Preserving Encry-
ption) permite hacer comparaciones de orden con datos cifra-
dos, pues garantiza que e´stos conservan el orden establecido
entre datos en claro. Ası´, si un campo esta´ cifrado de esta
manera, las consultas de rango se pueden realizar eficiente-
mente y asegurando que un atacante que tuviera acceso a la
informacio´n almacenada en la base de datos no pueda obtener
informacio´n de los datos en claro.
Consideremos una base de datos me´dica cifrada y su-
pongamos que queremos saber el nu´mero de pacientes en
un grupo de edad. Si el criptosistema usado no conserva
el orden, esa consulta requerira´ que cifremos cada uno de
los valores del intervalo de edad y los comparemos con el
campo correspondiente, o, alternativamente, que descifremos
el campo de edad de todos los registros y los comparemos
con los lı´mites del intervalo. Si el algoritmo de cifrado no es
determinista (o si en lugar de un entero el campo contiene
un nu´mero real, como el nivel de azu´car en sangre) so´lo la
segunda alternativa es va´lida.
En cambio, si la base de datos usa OPE, so´lo necesitamos
cifrar los extremos del intervalo y comprobar cuantos registros
tienen su campo cifrado de edad entre esos dos valores.
En esencia, un esquema OPE es una funcio´n estrictamente
creciente del conjunto de datos en claro al conjunto de
datos cifrados. Su seguridad recae en que dicha funcio´n, aun
manteniendo el orden, parezca lo ma´s aleatoria posible [2].
Esto asegurara´ que so´lo aquellos con un conocimiento exacto
de como calcularla (lo que esta´ determinado por la clave del
criptosistema) sera´n capaces de invertirla.
Los esquemas OPE son necesariamente sime´tricos, puesto
que el conocimiento de la funcio´n de cifrado permite apro-
ximar, hasta cualquier precisio´n, la funcio´n de descifrado.
No´tese que, si un atacante con capacidad de cifrar valores
arbitrarios quiere descifrar un valor concreto, podrı´a realizar
una bu´squeda dicoto´mica de dicho valor, hasta llegar a una
aproximacio´n satisfactoria. Ası´, un hipote´tico OPE asime´trico
serı´a automa´ticamente vulnerable a este ataque.
Los esquemas OPE han sido disen˜ados para entornos en que
exista la posibilidad de que un intruso pueda acceder a la base
de datos cifrada pero que no pueda cifrar ni descifrar valores
arbitrarios.
Desde el punto de vista de un atacante, saber que un campo
concreto ha sido cifrado con un esquema OPE proporciona
una fuente u´til de informacio´n si puede acceder a los datos
almacenados. Si conociera los valores en claro de un conjunto
de valores cifrados, podrı´a crear una aproximacio´n de la
funcio´n de descifrado. Por lo que, si accediera a nuevos valores
cifrados, podrı´a usarla para aproximar los valores en claro
correspondientes.
Por ejemplo, un atacante conoce x1, x2, y1, y2 y que y1 =
Enc(x1) y y2 = Enc(x2); si obtuviera un valor cifrado y, con
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y1 < y < y2, entonces sabrı´a que su descifrado, x, pertenece
al intervalo (x1, x2). Adema´s, podrı´a deducir un valor x′ cuya
proximidad a x dependerı´a de la predictibilidad de la funcio´n
y la distancia entre los valores que supiera de antemano.
Por tanto, una funcio´n OPE deberı´a minimizar este pro-
blema asegurando un alto nivel de impredecibilidad siendo
lo ma´s aleatoria posible [2]. Adema´s, es deseable ocultar la
distribucio´n estadı´stica de los datos cifrados.
En este artı´culo, proponemos la transformacio´n de los datos
a cifrar con un esquema OPE de manera que la entrada al crip-
tosistema acabe siendo lo ma´s uniforme posible. Consideramos
un esquema OPE que cifra datos pertenecientes al intervalo
[0, 1], por lo que, antes de cifrar, convertiremos los datos
desde la distribucio´n inicial a una uniforme en [0, 1]. De forma
similar, tras el descifrado del esquema OPE, convertiremos el
valor obtenido, a un valor de la distribucio´n inicial.
El resto del artı´culo esta´ estructurado en las siguientes
secciones: La seccio´n II, expone algunas de las propuestas
anteriores. En la seccio´n III se propone la forma de escoger
la distribucio´n ma´s apropiada para los datos. La seccio´n IV
explica co´mo se complementa un sistema OPE concreto y
como afecta la transformacio´n a su eficiencia. Finalmente, las
conclusiones se dan en la seccio´n V.
II. TRABAJOS PREVIOS
Durante la u´ltima de´cada, debido, en parte, al aumento de
la preocupacio´n por la privacidad de los datos preservando el
ana´lisis de los mismos, la criptografı´a ordenable ha experi-
mentado un gran intere´s.
Bebek, en [3], realizo´ una primera propuesta donde proponı´a
un me´todo para cifrar un entero p an˜adiendo los p primeros
valores de una secuencia pseudo-aleatoria segura de enteros
positivos. Sin embargo, el coste de cifrar un valor p de n
bits mediante este me´todo es exponencial en n. Adema´s, si
µ es la media de la distribucio´n de la secuencia pseudo-
aleatoria, entonces f(x) = µx aproxima la funcio´n de cifrado,
y f−1(x) = x/µ, la de descifrado. Estas aproximaciones sera´n
menos u´tiles si µ es cercano a 0 y la distribucio´n tiene una
desviacio´n grande.
En [4], Ozsoyoglu et al. propusieron el uso de polinomios
para el cifrado de enteros. Dichos polinomios no deben tener
ningu´n extremo en el intervalo al que pertenecen los datos.
Pero, el hecho de que algunos polinomios no dispongan de una
fo´rmula explı´cita de su inversa, lleva a los autores a proponer
la composicio´n de varios polinomios fa´cilmente invertibles,
de manera que el descifrado consista en aplicar las inversas
en orden inverso. Para evitar desbordamientos de enteros,
deciden controlar los coeficientes y usar logaritmos, lo que
requerira´ tratar con nu´meros en coma flotante y errores de
precisio´n. Esto hace que la eleccio´n de la clave sea un proceso
complejo. Adema´s, descifrar es mucho ma´s difı´cil que cifrar.
Agrawal et al. [5] propusieron la transformacio´n de datos
que siguieran cierta distribucio´n estadı´stica en datos que
mantuvieran el orden y siguieran una distribucio´n distinta,
escogida de antemano. Para generar la funcio´n de cifrado,
hacen uso de todos los datos a cifrar disponibles, ası´ como
una muestra de valores de la distribucio´n objetivo. Por tanto,
el tiempo de generacio´n de la clave es lineal en el taman˜o
de la base de datos. Al cifrar, los datos se transforman en una
distribucio´n uniforme y, desde e´sta, en la distribucio´n objetivo.
Para hacer esto, separan los datos en diversas particiones y,
dentro de e´stas, usan interpolacio´n lineal. Si despue´s de haber
generado la clave se an˜adieran una gran cantidad de datos a
la base de datos, podrı´a ser necesario escoger una nueva clave
y volver a cifrar la base de datos.
En [6], Lee et al. propusieron el esquema COPE (Chaotic
Order Preserving Encryption). En este esquema, que reparte
los datos en subconjuntos, se altera el orden de los mismos
en funcio´n de la clave, por lo que no es un esquema OPE
puro. El hecho de que haya que reordenar los subconjuntos
para responder a una consulta afecta negativamente al coste.
Boldyreva et al. [2] presentaron una funcio´n OPE basada
en el uso de un algoritmo de muestreo para la distribucio´n
hipergeome´trica. Sen˜alan el hecho de que, para funciones
OPE con datos en claro y cifrados tomando valores enteros,
el conjunto de salida es mayor que el de entrada (lo que
permite que no haya dos valores en claro a los que corresponda
el mismo valor cifrado). Ası´, una funcio´n de {1, ...,M} a
{1, ..., N}, con M < N , puede ser determinada unı´vocamente
mediante la eleccio´n de un subconjunto (de cardinal M ) del
conjunto de salida que contendra´ el cifrado de los valores
del conjunto de entrada. Es ma´s, basa´ndose en las diferentes
formas de hacer esta eleccio´n, proponen un criterio que debe
cumplir una buena funcio´n OPE, recordando que, ba´sicamente,
la funcio´n, aun manteniendo el orden, tiene que ser lo ma´s
aleatoria posible.
En [7], se propuso un me´todo OPE que cifraba datos
pertenecientes al intervalo real [0, 1]. La funcio´n de cifrado
se obtenı´a como composicio´n de varias funciones ba´sicas y
el descifrado consistı´a en componer sus inversas en orden
inverso. Cada funcio´n ba´sica se definı´a por dos segmentos,
el primero, desde el origen hasta el punto Pki = (xki , yki), y
el segundo, de Pki al punto (1, 1). La coleccio´n de todos los
Pki constituı´a la clave del criptosistema. Para evitar funciones
de mala calidad, la regio´n donde se escogı´an los puntos de la
clave estaba acotada.
En [8], se exponen dos metodologı´as para analizar la calidad
de una funcio´n OPE. La primera de ellas se basa en la
conversio´n de la funcio´n de cifrado en una secuencia que
poder analizar como una sen˜al de ruido. La segunda se basa
en calcular las diferencias entre la funcio´n de cifrado y las
aproximaciones que un atacante puede calcular a partir de un
pequen˜o conjunto de puntos conocidos.
Ma´s recientemente, se ha desarrollado un nuevo esquema
OPE [9], que construye de forma iterativa una serie de puntos
por los que pasara´ la funcio´n de cifrado. Inicialmente, la
funcio´n es la identidad de [0, 1] a [0, 1]. Ası´, en el primer
nivel, se considera el recta´ngulo, cuyos lados son paralelos
a los ejes, y con esquinas en (0, 0) y (1, 1), y se elige un
punto en la diagonal descendiente. Este punto permite definir
dos nuevos recta´ngulos con un ve´rtice en el nuevo punto y
otro en uno de los puntos extremos iniciales. En un segundo
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nivel, se elige un punto en la diagonal descendiente de cada
uno de los dos recta´ngulos, lo que permite definir cuatro
recta´ngulos ma´s pequen˜os. El proceso se repite hasta obtener
la precisio´n deseada. Los puntos obtenidos constituyen la clave
del criptosistema.
En este artı´culo, proponemos complementar un sistema OPE
mediante la transformacio´n de los datos a cifrar, de manera
que oculte mejor la distribucio´n estadı´stica que e´stos tuvieran
inicialmente. El objetivo es que, antes de aplicar la funcio´n
OPE, los datos sigan una distribucio´n uniforme en [0, 1].
III. MODELOS DE DISTRIBUCIO´N DE PROBABILIDAD DE
LOS DATOS
Nuestra propuesta consiste en complementar un sistema
OPE mediante la ocultacio´n de la distribucio´n de probabili-
dad de los datos a cifrar. Por tanto, la transformacio´n que
proponemos no pretende servir como me´todo de cifrado en
sı´ mismo, sino como un preproceso que mejore la seguridad
del sistema completo (para que los datos cifrados no conserven
las propiedades de la distribucio´n inicial).
Dicha ocultacio´n de la distribucio´n se realizara´ median-
te la funcio´n de distribucio´n acumulada (CDF, Cumulative
Distribution Function). De esta forma, si X es una variable
aleatoria continua con CDF FX , entonces la variable aleatoria
P = FX(X) tiene distribucio´n uniforme en [0, 1]. Ası´, para
recuperar la distribucio´n original se usara´ la funcio´n cuantil
F−1X (inversa de la CDF). En realidad, la transformacio´n no
necesita conocer la distribucio´n real de los datos, pues es
suficiente utilizar una que tenga el mismo soporte (i.e. que el
intervalo para el que la funcio´n de densidad es no nula coincida
en ambos casos). Esto se debe a que, para una variable X ′ con
el mismo soporte que X , la variable P ′ = FX(X ′) tambie´n
esta´ distribuida entre 0 y 1, aunque ya no siga una distribucio´n
uniforme. Evidentemente, si conocemos la distribucio´n de los
datos a cifrar, lo ideal es utilizar la CDF y la cuantil de dicha
distribucio´n, pues es lo que dara´ mejor resultado.
Dependiendo del rango de valores que puedan tener los da-
tos a cifrar consideramos tres grandes familias de distribucio-
nes: con soporte finito, soporte infinito acotado inferiormente
(o superiormente), y soporte infinito no acotado. Dentro de
cada familia escogemos una distribucio´n que, asumiendo un
mı´nimo de informacio´n adicional, maximice la entropı´a.
Segu´n el principio de ma´xima entropı´a, la distribucio´n de
probabilidad que mejor representa a una variable aleatoria es
aquella en que, dadas unas ciertas condiciones, la desinfor-
macio´n es ma´xima. Ası´, una distribucio´n de ma´xima entropı´a
es aquella en que su entropı´a es al menos tan grande como
la de cualquier otra distribucio´n de su clase (donde una clase
es el conjunto de distribuciones que cumplen una serie de
restricciones). Por tanto, si de una distribucio´n so´lo se conocen
unos pocos para´metros, la distribucio´n a escoger es la que
tenga ma´xima entropı´a para esos para´metros, lo que asegura
que la distribucio´n asume el mı´nimo de informacio´n adicional.
Adema´s, muchos sistemas tienden a seguir distribuciones de
este tipo de manera natural.
En funcio´n del tipo de soporte hemos considerado las
siguientes clases:
Distribuciones con un mı´nimo y un ma´ximo que conoce-
mos. La distribucio´n de ma´xima entropı´a para esta clase
es la distribucio´n uniforme continua.
Distribuciones con mı´nimo y media conocidos. La dis-
tribucio´n de ma´xima entropı´a para esta clase es la distri-
bucio´n exponencial.
Distribuciones con media y varianza conocidas. La dis-
tribucio´n de ma´xima entropı´a para esta clase es la distri-
bucio´n normal.
En la tabla I se muestran la CDF y la funcio´n cuantil de las
distribuciones consideradas. E´stas son: la uniforme U(a, b),
donde a y b son el mı´nimo y el ma´ximo del soporte; la
exponencial E(λ, θ), donde θ es el mı´nimo, λ = (µ− θ)−1 y
µ es la media; y la normal N (µ, σ2), donde µ es la media y
σ2 la varianza.
Si tratamos con datos acotados so´lo superiormente, cam-
biando el signo a cada valor, es posible usar tambie´n con
ellos la distribucio´n exponencial. Una vez obtenido su valor
uniformizado, habra´ que reflejar el resultado para no invertir
el orden de los datos, i.e. p = 1− FE(λ,θ)(−x).
III-A. Determinacio´n de la distribucio´n
Para poder determinar la distribucio´n que se aproxima
ma´s adecuadamente a los datos a cifrar, necesitamos conocer
informacio´n de los mismos. Pues, en funcio´n de que este´n
o no acotados inferiormente y/o superiormente, usaremos
una distribucio´n u otra. Si no conocemos esa informacio´n,
pero tenemos una muestra con algunos de los datos a cifrar,
trataremos de inferir la distribucio´n a partir de e´stos.
De hecho, si no se dispone de ninguna informacio´n de los
datos a cifrar y ni siquiera tenemos una muestra que analizar,
la opcio´n ma´s sensata es utilizar una distribucio´n normal
N (0, 1). Con ello nos aseguramos que cualquier valor que
nos encontremos se transforme en un valor entre 0 y 1.
En lo sucesivo, se asume que disponemos u´nicamente de
una muestra S con n valores (x1, x2, . . . xn) de los datos a
cifrar (donde puede haber valores repetidos). Con esta muestra,
deberemos determinar cual de las distribuciones consideradas
es la ma´s adecuada.
En esta seccio´n proponemos un me´todo sencillo, basado
en la cantidad de datos que hay en tres subintervalos iguales
entre el mı´nimo y el ma´ximo. Existen me´todos alternativos,
desde dividir el rango en una cantidad mayor de subintervalos
(y proceder de manera similar), hasta estimar primero los
para´metros de las distribuciones y luego hacer una prueba χ2
de Pearson [10] para ver cua´l se ajusta mejor.
Para el me´todo de los tres subintervalos, primero buscamos
el mı´nimo, m, y el ma´ximo, M , de la muestra que tenemos.
Ambos valores existira´n siempre, incluso aunque la distribu-
cio´n no este´ acotada, ya que S es finito. A continuacio´n,
partimos el intervalo [m,M ] en tres partes iguales, mediante
los valores l1 = m + 13 (M −m) y l2 = m + 23 (M −m) y
contamos cuantos datos hay en cada uno de los subintervalos:
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Tabla I
FUNCIONES DE DISTRIBUCIO´N ACUMULADA Y CUANTIL
Distribucio´n CDF Cuantil
U(a, b) p =

0 para x < a
x−a
b−a para a ≤ x < b
1 para x ≥ b
x = a+ p(b− a) para 0 ≤ p ≤ 1
E(λ, θ) p =
{
0 para x < θ
1− e−λ(x−θ) para x ≥ θ x =
{
θ − ln(1−p)
λ
para 0 ≤ p < 1
+∞ para p = 1
N (µ, σ2) p = 1
2
[
1 + erf
(
x−µ√
2σ2
)]
x =

−∞ para p = 0
µ+
√
2σ2 erf−1(2p− 1) para 0 < p < 1
+∞ para p = 1
c1 = #{x ∈ S|x < l1}, c2 = #{x ∈ S|l1 ≤ x ≤ l2},
c3 = #{x ∈ S|x > l2}.
No´tese que, si la distribucio´n so´lo esta´ acotada inferior-
mente, el ma´ximo (cuando n crezca) tendera´ a infinito, por
lo que es razonable suponer que los datos se acumulara´n en
el primer subintervalo (o en el tercero, si esta´ acotada so´lo
superiormente). Asimismo, si la distribucio´n no esta´ acotada,
podemos asumir que los datos tendera´n a acumularse en el
segundo subintervalo. En cambio, si el soporte de la distribu-
cio´n es finito, no se espera que los datos tiendan a acumularse
tanto en ningu´n subintervalo.
Por tanto, si en el primer subintervalo hay tantos datos como
en los otros dos juntos (c1 ≥ c2 + c3) usaremos la CDF de
la exponencial, p = FE(λ,θ)(x), si es el central el que tiene
tantos como los otros dos (c2 ≥ c1 + c3) usaremos la CDF de
la normal, p = FN (µ,σ2)(x), y, si es el tercero (c3 ≥ c1 + c2)
usaremos tambie´n la exponencial con los cambios necesarios
(p = 1 − FE(λ,θ)(−x)). Finalmente, si ningu´n subintervalo
domina a los otros dos, usaremos la CDF de la uniforme,
p = FU(a,b)(x).
Una vez escogida la distribucio´n ma´s adecuada para modelar
los datos, deberemos estimar sus para´metros, lo que sera´ di-
ferente en cada caso particular.
III-B. Estimacio´n de los para´metros
En esta seccio´n proponemos los me´todos de estimacio´n de
los para´metros de cada una de las distribuciones consideradas.
Tal como se ha indicado para la determinacio´n de la dis-
tribucio´n, si conocemos los valores exactos de los para´metros
que queremos estimar, los usaremos directamente. Si no es
el caso, podemos utilizar la muestra para tratar de hacer una
estimacio´n.
De entre los diversos tipos de estimadores se ha optado
por utilizar estimadores insesgados [11], [12] de mı´nima
varianza (UMVUE, Uniformly Minimum-Variance Unbiased
Estimator). Sin embargo, para los para´metros que afectan al
soporte de la distribucio´n se ha optado por realizar algunos
ajustes que disminuyan la posibilidad de encontrarnos con
valores fuera de rango.
A continuacio´n exponemos los estimadores que se han
usado para las distinta distribuciones.
III-B1. Distribucio´n uniforme: E´sta requiere dos para´me-
tros a y b que son los valores extremos del soporte.
Notemos que todo valor menor o igual que aˆ (la estimacio´n
de a) sera´ interpretado como aˆ y todo valor mayor o igual
que bˆ sera´ interpretado como bˆ, por tanto, si el estimador de a
tiene sesgo, es preferible que sea hacia la izquierda, i.e. aˆ ≤ a.
De la misma manera, es preferible que bˆ ≥ b.
Para determinar los valores aˆ y bˆ partiremos de los estima-
dores UMVUE, que son aˆ′ = m− M−mn−1 y bˆ′ = M + M−mn−1 .
Estos estimadores son insesgados, pero puede suceder que aˆ′
sea mayor que a o bˆ′ sea menor que b, por lo que les aplica-
remos unas correcciones para disminuir dicha posibilidad.
En primer lugar, la media µ de la distribucio´n deberı´a
coincidir con el valor medio de a y b. Por tanto, si la media
muestral x¯ = 1n
∑n
i=1 xi no coincide con µ
′ = 12 (aˆ
′ + bˆ′),
modificaremos uno de los dos para´metros para forzar la
coincidencia. Si x¯ < µ′, disminuiremos el estimador de a:
aˆ′′ = 2x¯− bˆ′, manteniendo bˆ′′ = bˆ′. Si x¯ > µ′, aumentaremos
el estimador de b: bˆ′′ = 2x¯− aˆ′, manteniendo aˆ′′ = aˆ′.
En segundo lugar, la varianza σ2 de la distribucio´n deberı´a
coincidir con 112 (b − a)2. Si la varianza muestral s2 =
1
n−1
∑n
i=1 (xi − x¯)2 es mayor que σ2′′ = 112 (bˆ′′ − aˆ′′)2,
modificaremos ambos para´metros para forzar que coincidan.
Para ello, ampliaremos el soporte en ambas direcciones de
manera que no se altere el punto medio del intervalo, ası´,
aˆ = aˆ′′−δ y bˆ = bˆ′′+δ, donde δ = s√3− 12 (bˆ′′− aˆ′′). No´tese
que, si s2 < σ2′′ no haremos esta u´ltima modificacio´n, pues
nos obligarı´a a reducir el soporte (lo que no es deseable), en
tal caso, los estimadores serı´an aˆ = aˆ′′ y bˆ = bˆ′′.
III-B2. Distribucio´n exponencial: Para determinar la dis-
tribucio´n exponencial adecuada se requiere el valor de los
para´metros λ y θ.
Para λ nos basaremos en que su valor es el inverso de la
desviacio´n esta´ndar σ, i.e. λ = σ−1. Por ello, usaremos un es-
timador UMVUE de este para´metro σˆ = 1n−1
∑n
i=1 (xi −m)
y luego lo invertiremos, λˆ = σˆ−1. Como este para´metro
no afecta al soporte de la distribucio´n no haremos ninguna
correccio´n adicional.
Para el para´metro θ, que corresponde a la cota inferior del
soporte, es deseable que θˆ ≤ θ, pues todo valor menor o
igual que θˆ sera´ interpretado como θˆ. Por ello, escogeremos
el menor de dos estimadores, el primero de ellos el UMVUE,
que es θˆ′ = m−σˆ/n, y el segundo θˆ′′ = x¯−σˆ (que se basa en
que la media µ de la distribucio´n deberı´a coincidir con θ+σ).
Ası´, θˆ = mı´n(θˆ′, θˆ′′).
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III-B3. Distribucio´n normal: Esta distribucio´n requiere los
para´metros µ, la media, y σ2, la varianza.
Ninguno de los dos para´metros afecta al soporte de la dis-
tribucio´n, pues e´ste es infinito no acotado, por tanto, podemos
utilizar los estimadores UMVUE en ambos casos.
Ası´, para µ usaremos la media muestral: µˆ = x¯ =
1
n
∑n
i=1 xi. Y, para σ
2, la varianza muestral aplicando la
correccio´n de Bessel: σˆ2 = s2 = 1n−1
∑n
i=1 (xi − x¯)2.
No´tese que la correccio´n de Bessel se necesita porque para
el ca´lculo de la varianza muestral usamos la media muestral
x¯. De hecho, si conocie´ramos la media poblacional µ (pero no
la varianza), calcuları´amos la varianza muestral usando µ (en
vez de x¯), en cuyo caso no usarı´amos la correccio´n de Bessel,
i.e. σˆ2 = 1n
∑n
i=1 (xi − µ)2.
IV. COMPLEMENTANDO UN CRIPTOSISTEMA CONCRETO
El complemento propuesto en este artı´culo puede adaptarse
a mu´ltiples esquemas OPE. Con el fin de evaluar el sobrecoste
que conlleva en el tiempo de cifrado y descifrado hemos
decidido adaptarlo al criptosistema DOPE (Diagonal-based
Order Preserving Encryption) [9] y realizar una serie de
experimentos cuyos resultados mostramos en la tabla II.
El esquema DOPE cifra datos en [0, 1], por lo que la
adaptacio´n es inmediata. Antes de cifrar, convertiremos los
datos iniciales utilizando la funcio´n CDF de la distribucio´n
escogida mediante los criterios de la seccio´n III. El resultado,
que es un valor entre 0 y 1, se cifra mediante el esquema
DOPE. Similarmente, despue´s de descifrar, el valor obtenido
se convierte a la distribucio´n original mediante la funcio´n
cuantil de la distribucio´n correspondiente (ver tabla I).
Para la implementacio´n se ha utilizado el criptosistema
DOPE con pequen˜as variaciones de seguridad y formato en
los datos. Estos cambios han hecho que los tiempos de cifrado
y descifrado sean mayores que los presentados en el artı´culo
original.
Como se vio en las fo´rmulas de la tabla I, la conversio´n
para la distribucio´n uniforme es trivial. En el caso de la
distribucio´n exponencial, antes de cifrar habra´ que calcular
una exponenciacio´n y, despue´s de descifrar, un logaritmo.
Asimismo, antes de cifrar un dato que siga una distribucio´n
normal habra´ que calcular la funcio´n error complementaria
erfc (pues la conversio´n es ma´s ra´pida con e´sta que con otras
implementaciones de la CDF). Para cada una de estas tres
funciones, se ha usado la implementacio´n de la biblioteca
esta´ndar de C para valores de tipo long double. La funcio´n
cuantil de la normal se ha implementado mediante el me´todo
de Newton-Raphson [13], por lo que consta de un bucle en
el que, en cada iteracio´n, se calculan la CDF (que, a su vez,
calcula la funcio´n erfc) y la funcio´n de densidad (que requiere
una exponenciacio´n). Se ha escogido este me´todo por ser de
convergencia cuadra´tica.
Fijado un nivel de seguridad l, la clave del criptosistema
DOPE es una lista de 2l puntos (por los que pasa la funcio´n de
cifrado). El cifrado (y el descifrado) requieren una bu´squeda
dicoto´mica para localizar la posicio´n del valor a cifrar (o a
descifrar) en la lista de abscisas (u ordenadas), por lo que su
coste temporal es logarı´tmico en el taman˜o de la lista, o, lo
que es lo mismo, lineal en l.
La tabla II muestra los resultados para el criptosistema
DOPE ba´sico (sin cambio de distribucio´n) y usando cada
una de las tres distribuciones contempladas. Se ha usado un
ordenador porta´til con 2,4 GHz de CPU, 4 GB de RAM y el
sistema operativo Debian GNU/Linux.
Se han realizado pruebas con un nivel de seguridad 14 <
l < 19, generando diez claves para cada valor de l. Con cada
una de las claves se han cifrado y descifrado un millo´n de
valores sin cambio de distribucio´n, otro millo´n en el que los
datos a cifrar seguı´an una distribucio´n uniforme U , otro ma´s
en que seguı´an una exponencial E y, finalmente, un millo´n
ma´s de datos que seguı´an una normal N .
En la tabla II, las columnas T. cif. y T. des. indican el
tiempo necesario para cifrar o descifrar un valor sin realizar
ningu´n cambio de distribucio´n. Las columnas T. cif. U , E y
N muestran el tiempo necesario para cifrar un valor que siga
una de esas tres distribuciones, por lo que antes de usar la
funcio´n de cifrado del esquema DOPE se debe uniformizar
el valor mediante la CDF de la distribucio´n. Las columnas T.
des. U , E y N muestran el tiempo necesario para descifrar un
valor y luego convertirlo a su distribucio´n original mediante
la funcio´n cuantil de la distribucio´n.
Podemos observar que el sobrecoste que conlleva cifrar
o descifrar datos que siguen una distribucio´n uniforme es
de unos 10 ns y que e´ste es ligeramente mayor en el caso
del descifrado. Si los datos siguen una exponencial, ambos
sobrecostes son inferiores a 100 ns, siendo el del cifrado
mayor que el del descifrado. Finalmente, en el caso de la
normal, el sobrecoste al cifrado tambie´n es inferior a los 100
ns (incluso menor que el sobrecoste de la exponencial), pero
para el descifrado, la implementacio´n de la funcio´n cuantil ha
causado un sobrecoste de ma´s de 800 ns (y difı´cilmente podrı´a
ser mucho menor sin reducir la precisio´n).
Como es lo´gico, el sobrecoste debido al cambio de distri-
bucio´n es independiente del nivel de seguridad del esquema
DOPE (y, por tanto, del taman˜o de la clave), pues conlleva
un proceso previo al cifrado o posterior al descifrado. Esto
implica que, si se complementa cualquier otro criptosistema
OPE, se deberı´an obtener sobrecostes similares.
V. CONCLUSIO´N
En este artı´culo se ha propuesto un me´todo de uniformiza-
cio´n de datos como paso previo a la funcio´n de cifrado de un
criptosistema ordenable. La finalidad de esta transformacio´n
es ocultar la distribucio´n de probabilidad que siguen los datos
en claro. Antes de cifrar datos que sigan una distribucio´n
conocida usaremos su funcio´n de distribucio´n acumulada para
convertirlos a una distribucio´n uniforme en [0, 1], y similar-
mente, despue´s de descifrar usaremos la funcio´n cuantil para
recuperar la distribucio´n original.
Tambie´n se ha propuesto un me´todo para asignar una
distribucio´n de probabilidad a datos cuya distribucio´n real
no sea conocida. Se han considerado tres posibles casos:
si los datos aparentan estar acotados en ambas direcciones,
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Tabla II
RESULTADOS DE LA EXPERIMENTACIO´N
l T. cif. T. des. T. cif. U T. des. U T. cif. E T. des. E T. cif. N T. des. N
14 122,4 ns 122,7 ns 137,7 ns 135,1 ns 214,2 ns 195,6 ns 204,3 ns 976,2 ns
15 133,2 ns 136,2 ns 147,5 ns 148,9 ns 222,1 ns 207,0 ns 212,4 ns 1003,1 ns
16 195,1 ns 194,7 ns 204,4 ns 205,9 ns 285,2 ns 260,9 ns 265,9 ns 1074,3 ns
17 215,9 ns 212,7 ns 221,1 ns 223,3 ns 303,9 ns 285,1 ns 282,9 ns 1084,5 ns
18 236,9 ns 236,6 ns 244,5 ns 249,9 ns 326,1 ns 301,6 ns 307,1 ns 1122,9 ns
19 253,3 ns 253,4 ns 262,3 ns 275,0 ns 349,5 ns 328,7 ns 327,7 ns 1147,9 ns
se tratara´n como si siguieran una distribucio´n uniforme; si
aparentan estar acotados so´lo por un lado, se tratara´n como si
siguieran una exponencial (si la cota es superior requerira´ una
pequen˜a modificacio´n); y, si aparentan no estar acotados, se
tratara´n como si siguieran una distribucio´n normal.
Se han escogido estas distribuciones porque con ellas se
pueden tratar datos definidos sobre cualquier tipo de intervalo,
sea o no infinito. Adema´s de eso, la uniforme es la distribucio´n
de ma´xima entropı´a de entre todas las que tienen soporte finito,
la exponencial lo es entre todas las que tienen al menos una
cota y tienen la misma media y la normal es la distribucio´n de
ma´xima entropı´a de entre todas las que tienen misma media
y varianza.
La eleccio´n de la distribucio´n y la estimacio´n de sus
para´metros se han realizado con el objetivo de disminuir la
posibilidad de encontrarnos con valores fuera de su soporte.
No´tese que, si el error supone asignar una distribucio´n con
soporte infinito a unos datos acotados o realizar una estimacio´n
de un ma´ximo superior al real, dicho error, aunque no es
deseable, no causara´ problemas.
Los me´todos propuestos se han implementado y se ha com-
probado que´ sobrecoste representan en el tiempo de cifrado y
descifrado de un criptosistema OPE.
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