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CREDIT DEFAULT PREDICTION AND PARABOLIC
POTENTIAL THEORY
MATTEO L. BEDINI1 AND MICHAEL HINZ2
Abstract. We consider an approach to credit risk in which the information
about the time of bankruptcy is modelled using a Brownian bridge that starts
at zero and is conditioned to equal zero when the default occurs. This raises
the question whether the default can be foreseen by observing the evolution
of the bridge process. Unlike in most standard models for credit risk, we
allow the distribution of the default time to be singular. Using a well known
fact from parabolic potential theory, we provide a sufficient condition for its
predictability.
1. Introduction
We consider an information-based approach to credit risk where the flow of infor-
mation concerning a default time τ is modelled explicitly through the natural com-
pleted filtration Fβ generated by the underlying information process β = (βt, t ≥ 0).
In our model this process is defined to be a Brownian bridge starting and ending
at zero on the random time interval [0, τ ],
(1.1) βt = Wt −
t
τ ∨ t
Wτ∨t, t ≥ 0,
whereW = (Wt, t ≥ 0) is a Brownian motion independent of τ . The presence of the
bridge process in a neighborhood of zero models periods of danger of an imminent
default. In a mathematical model for credit risk it is important to know whether
the default time is a predictable or a totally inaccessible stopping time. In the first
case the default should be foreseen by market agents (something that, in general,
does not happen). In the second case the default occurs by surprise, a fact that
is widely accepted. Models used by practitioners assume that the law Pτ of the
default time τ admits a density with respect to the Lebesgue measure, and in many
cases this condition is sufficient to guarantee the total inaccessibility of τ . We refer
to [6] or [7] for a discussion of the role of information in credit risk models and its
relation to predictability properties of the default time.
Here we allow the law Pτ to be singular (i.e. such that no density exists). Then
for our model the question of predictability is much less clear and not covered by the
existing literature. We provide a sufficient condition for predictability in terms of
the size of the support of Pτ . In view of the above remarks this could be interpreted
as a statement about the scope and limitations of models involving singular laws.
As mentioned above, we work under the following standing assumption.
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Assumption 1.1. The random time τ and the Brownian motion W in (1.1) are
independent.
Let Γ denote the support of the law Pτ . Our main observation, Theorem 1.2,
states that if Γ is ’small’ and separated away from zero, then the default time τ is
an Fβ-predictable stopping time, i.e. the credit event can be foreseen. By Cap 1
2
(Γ)
we denote the Riesz capacity of order 12 of Γ.
Theorem 1.2. Let Assumption 1.1 be satisfied, assume that 0 /∈ Γ and that for all
T > 0 we have Cap 1
2
(Γ ∩ [0, T ]) = 0. Then τ is a predictable Fβ-stopping time.
From Frostman’s Lemma, see e.g. [12, Chapter 8, Theorem 8.8] or [13, Section
4.3], we know that Cap 1
2
(Γ ∩ [0, T ]) = 0 whenever the 12 -dimensional Hausdorff
measure H
1
2 (Γ) of Γ is finite. A sufficient condition is that the Hausdorff dimension
dimHΓ of Γ is less than
1
2 .
Corollary 1.3. Let Assumption 1.1 be satisfied. If H
1
2 (Γ) < +∞, then τ is a
predictable stopping time. In particular, any default time τ with countable support
Γ is Fβ-predictable.
Theorem 1.2 is a straightforward application to credit risk of a potential theoretic
result of Khoshnevisan and Xiao, [11, Proposition 1.4], linking thermal capacities
and hitting probabilities for Brownian motion. In order to apply it we use key results
from [2]. In particular, we employ a novel definition of the information process, [2,
Definition 3.1] and a key result on conditional expectation of functionals of β with
respect to the σ-algebra generated by the default time τ .
The idea of modelling the information about the default time with a Brownian
bridge on a stochastic interval was introduced in [1]. The definition of the informa-
tion process β, the study of its basic properties and an application to the problem of
pricing a credit derivative instrument appeared in [2]. In the forthcoming paper, [3],
the reader will find sufficient conditions for making τ a totally inaccessible stopping
time with respect to Fβ and, moreover, the explicit formula for the compensator
process K of the Fβ-submartingale
(
I{τ≤t}, t ≥ 0
)
(see also [1, Section 3.2]).
In view of the application to credit risk, a comparison of the information-based
framework with the study of the minimal filtration H = (Ht)t≥0 making the positive
random variable τ a stopping time is particularly meaningful. Earlier work of
Dellacherie and Meyer, [4], has shown that if the law Pτ of τ is diffuse then τ is a
totally inaccessible stopping time with respect to H (see, for example, [4, Chapter
4, Section 3, Theorem 107]). In the special case where Pτ admits a density with
respect to the Lebesgue measure, τ is an Fβ-totally inaccessible stopping time (see,
e.g., [1, Theorem 3.43 and Corollary 3.44]). If, on the other hand, Pτ is singular
with respect to the Lebesgue measure, then a classification of τ with respect to
the filtration Fβ seems more complicated than the classification with respect to the
filtration H. Theorem 1.2 may be considered as a first result in this direction.
The paper is organized as follows. Section 2 contains a precise definition of the
information process and surveys some results from [1] and [2]. In Section 3 we
briefly cite the needed facts from [11], and in Section 4 we prove Theorem 1.2.
2. The Information Process
Let use denote by βr = (βrt , 0 ≤ t ≤ r) a real-valued Brownian bridge between 0 and
0 on a deterministic time interval [0, r]. It is a continuous-time stochastic process
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obtained by “forcing” a (real valued) Brownian motion started from 0 to assume
the value 0 at some given time r ∈ (0,+∞) (see for example [10, Section 5.6.B]).
In this section we recall the definition and the main properties of the information
process β, which generalizes the definition of Brownian bridge to the case where
the time interval is no longer deterministic. We refer to [2] for proofs and further
results on Brownian bridges on random intervals.
Let (Ω,F ,P) be a complete probability space and denote by NP the collection
of P-null sets of F . Let τ : Ω → (0,+∞) be a strictly positive random time. The
time τ models the random time at which a credit event takes place, and we refer
to it as default time. Let W = (Wt, t ≥ 0) be a real-valued Brownian motion over
(Ω,F ,P), starting from 0. For the remaining part of the paper let Assumption 1.1
be in effect. We define the Brownian bridge on a stochastic interval as proposed in
[2, Definition 3.1].
Definition 2.1. The process β = (βt, t ≥ 0) given by
(2.1) βt := Wt −
t
τ ∨ t
Wτ∨t, t ≥ 0
will be called information process.
Defining Fβt :=
⋂
n∈N σ
(
βs, 0 ≤ s ≤ t+
1
n
)
∨ NP and Fβ :=
(
Fβt
)
t≥0
we ob-
tain the natural (right-continuous and complete) filtration Fβ of β. We quote [2,
Corollary 2.2].
Lemma 2.2. Let C be the canonical space of real-valued function defined on R+.
If h : (0,+∞) × C → R is a measurable function such that E [|h (τ, β) |] < +∞,
then
E [h (τ, β) |τ = r] = E [h (r, βr)] , Pτ -a.s.
and
E [h (τ, β) |σ (τ)] (ω) = (E [h (r, βr)])r=τ(ω) , P-a.s.
Lemma 2.2 provides a useful connection between the law of the Brownian bridge
and the conditional law with respect to σ (τ) of a generic functional involving τ ,
the Brownian motion W and the process β defined in equation (2.1). In particular,
if 0 < t < r, the law of βt, conditional on τ = r, is the same of that of β
r
t .
For a proof of the following fact see [2, Proposition 3.1 and Corollary 3.1].
Lemma 2.3. For all t > 0, {βt = 0} = {τ ≤ t} , P-a.s. In particular, τ is an
F
β-stopping time.
3. Hitting Probabilities and Capacities for Brownian Bridges
Given a compact set E ⊆ (0,+∞) and and an Rn-valued standard Brownian motion
B = (Bt, t ≥ 0), the range of the set E under B is denoted by
B(E) := {(x, ω) ∈ Rn × Ω : ∃t ∈ E such that Bt (ω) = x} ⊆ R
n × Ω.
The relevant question is under which conditions on E we have
(3.1) P (B (E) ∩ {0} 6= ∅) = 0,
and an answer to this question was provided by Khoshnevisan and Xiao in [11].
Let Pd (E ×G) denotes the collection of all Borel probability measures µ on E×G
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that are “diffuse” in the sense that µ ({t} ×G) = 0 for all t > 0. For µ ∈ Pd (E ×G)
we define the parabolic 0-energy E (µ) of µ by
(3.2) E (µ) :=
ˆ
E×G
ˆ
E×G
e−‖x−y‖
2/(2|t−s|)
|t− s|
n
2
µ (ds× dx)µ (dt× dy).
We quote [11, Proposition 1.4], which implies a characterization of (3.1) in terms
of the parabolic 0-energy.
Proposition 3.1. Suppose G ⊂ Rn is compact and has Lebesgue measure 0. Then
P (B (E) ∩G 6= ∅) > 0 if and only if there exists a probability measure µ ∈ Pd(E×
G) such that E (µ) < +∞.
Earlier and related well known results on hitting probabilities can for instance
be found in Doob, [5], Kaufmann, [8], Kaufman and Wu, [9], Watson, [14], Xiao,
[15], and Mörters and Peres, [13, Chapter 8, Section 3].
We need an extension of Proposition 3.1 to the case of the Brownian bridge. For
the convenience of the reader we recall the concepts of Riesz energies and capacities,
details can be found in [13, Section 4.3], [12, Chapter 8] or [15, Section 3.1]. For
a Radon measure ν on (0,+∞) and s ≥ 0, the s-energy Is (ν) associated with the
measure ν is defined by
Is (ν) :=
∞ˆ
0
∞ˆ
0
|x− y|−s ν (dx) ν (dy) .
Given a set A ⊆ (0,+∞) let P (A) be the set of Borel probability measures ν on
A. For s > 0, the Riesz s-capacity Caps (A) of A is defined by
Caps (A) := sup
{
Is (ν)
−1 : ν ∈ P (A)
}
,
with the convention that Caps (∅) = 0. The following corollary is a simple appli-
cation of the previous proposition to the case n = 1.
Corollary 3.2. Let B = (Bt, t ≥ 0) be an R-valued Brownian motion. Then we
have P (B (E) ∩ {0} 6= ∅) = 0 if and only if Cap 1
2
(E) = 0.
Proof. Any µ ∈ Pd(E×{0}) is equal to the product of a finite measure ν on E which
assigns zero to any single element set {t}, t > 0, and a finite point-mass measure δ0
on {0}, i.e. µ = ν ⊗ δ0. We may assume that both ν and δ0 are members of P (E).
The parabolic 0-energy (3.2) associated with µ then equals
E (µ) =
ˆ
E
ˆ
E
|t− s|−
1
2 ν (ds) ν (dt) = I 1
2
(ν) .
On the other hand, given a probability measure ν ∈ P(E) with I 1
2
(ν) < +∞ we
necessarily have ν({t}) = 0 for any t > 0, and therefore µ := ν ⊗ δ0 is a member of
Pd(E × {0}). Consequently there exists µ ∈ Pd (E × {0}) with E(µ) < +∞ if and
only if Cap 1
2
(E) > 0, and by Proposition 3.1 the result follows. 
The above easily carry over to the Brownian bridge case.
Lemma 3.3. Given a closed subset E of (0, r] set γrE (ω) := inf {t ∈ E : β
r
t (ω) = 0}.
We have P (γrE < r) = 0 if and only if Cap 1
2
(E) = 0.
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Proof. Let be 0 < T < r and let QT be a probability measure equivalent to P such
that (βrt , 0 ≤ t ≤ T ) is a Q
T Brownian motion on [0, T ] (this is always possible
for every T < r; it suffices to apply Girsanov theorem after noticing that the
process
(
βr
t
r−t , 0 ≤ t ≤ T
)
satisfies the Novikov condition). Let 0 < δ < minE.
Since obviously γrE > δ, we have {β
r (E ∩ [δ, T ]) ∩ {0} 6= ∅} = {γrE ≤ T }. By
Corollary 3.2 we have Cap 1
2
(E ∩ [δ, T ]) = 0 if and only if QT (γrE ≤ T ) = 0. But
as P is equivalent to QT , this is the case if and only if P (γrE ≤ T ) = 0. Since
Cap 1
2
(E) = supT≤r Cap 1
2
(E ∩ [δ, T ]) (recall that the Riesz capacities are Choquet
capacities), the result now follows by letting T ↑ r. 
4. Predictable Default Times
To fix notation we recall the definition of a predictable stopping time, see for in-
stance [4, Chapter 4, Section 3]. The predictable σ-algebra associated to a filtration
F = (Ft)t≥0, denoted by P (F), is the σ-algebra defined on R+ × Ω generated by
all F-adapted processes with left-continuous paths on (0,+∞). A positive random
variable T is a called a predictable stopping time with respect to F if the (random)
subset of R+×Ω given by {(t, ω) : T (ω) ≤ t < +∞} is measurable with respect to
P (F). If T is a predictable stopping time, then there exists a sequence Tn, n ≥ 0
of stopping times (the so-called announcing sequence) converging to T from below
(see [4, Theorem N. 76]). For example, the first entry time T of a continuous pro-
cess X in a closed set C is predictable and announced by the sequence of stopping
times where the distance of X from C is equal to 1n .
By Γ := suppPτ we denote the support of the law Pτ of the default time τ . It
is clear that Γ is closed and Γ∩ [δ, T ] is compact for every T, δ > 0 such that T > δ.
We now consider the two-dimensional process X = (Xt, t ≥ 0) given by
Xt :=
[
distΓ (t)
βt,
]
,
where distΓ (t) := minr∈Γ |r − t| denotes the Euclidean distance of t ∈ R+ to Γ.
Clearly the process X is continuous and Fβ-adapted. By γX0 we denote the first
hitting time of zero of the process X , γX0 := inf {t > 0 : Xt = 0}.
Remark 4.1.
(i) Since X is continuous and adapted to the filtration Fβ , its first hitting time
γX0 of the closed set {0} is predictable with respect to F
β .
(ii) Since Xτ = 0 by definition of X , it follows that γ
X
0 ≤ τ .
In view of this remark, Theorem 1.2 results from the following.
Theorem 4.2. Assume that 0 /∈ Γ and that for all T > 0 we have Cap 1
2
(Γ ∩ [0, T ]) =
0. Then we have τ = γX0 P-a.s.
Proof. By Remark 4.1 (ii) it suffices to show that P
(
γX0 < τ
)
= 0. Recall the
notation γrΓ = inf {t ∈ Γ : β
r
t = 0}. Conditionally on τ = r, the process β has the
same law as the (extended) Brownian bridge βr. Consequently
P
(
γX0 < τ
)
=
ˆ
(0,+∞)
P
(
γX0 < τ |τ = r
)
Pτ (dr) =
ˆ
Γ
P (γrΓ < r)Pτ (dr) ,
where the second equality is a consequence of Lemma 2.2. Using Lemma 3.3, we
immediately obtain P (γrΓ < r) = 0, implying that P
(
γX0 < τ
)
= 0. 
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