Network Function Virtualization (NFV) is a paradigm that virtualizes traditional network functions and instantiates Virtual Network Functions (VNFs) as software instances separate from hardware appliances. Service Chaining (SC), seen as one of the major NFV use cases, provides customized services to users by concatenating VNFs. A VNF placement model for SC that relaxes the visit order constraints of requested VNFs has been considered. Relaxing the VNF visit order constraints reduces the number of VNFs which need to be placed in the network. However, since the model does not permit any loop within an SC path, the efficiency of utilization of computation resources deteriorates in some topologies. This paper proposes a VNF placement model for SC which minimizes the cost for placing VNFs and utilizing link capacity while allowing both relaxation of VNF visit order constraints and configuration of SC paths including loops. The proposed model determines routes of requested SC paths, which can have loops, by introducing a logical layered network generated from an original physical network. This model is formulated as an Integer Linear Programming (ILP) problem. A heuristic algorithm is introduced for the case that the ILP problem is not tractable. Simulation results show that the proposed model provides SC paths with smaller cost compared to the conventional model.
I. INTRODUCTION
Network functions such as firewalls and deep packet inspections are traditionally implemented as dedicated hardware devices, which achieve high reliability and performance. However, network operators suffer high deployment cost and a lot of troublesome configurations when they provide network services for users. When the network operators start a certain network service, it is necessary to introduce specific devices that provide network functions required by the network service. The office and rack spaces need for device installation must then be secured along with the power supply. Finally, the devices must be manually installed and set up. Every time a new service is introduced, it is necessary to reconfigure the existing system to satisfy the requirements of the new service.
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Network Function Virtualization (NFV) is a concept of network architecture which decouples network functions from dedicated hardware to offer a solution for addressing the above difficulties and reducing capital and operating expenditures [1] , [2] . NFV implements network functions as Virtual Network Functions (VNFs) running on commercial off-the-shelf (COTS) equipment, i.e., commodity servers [3] , [4] . NFV provides the network operators with several key advantages. First, by virtualizing the network function and implementing it on relatively inexpensive servers, the cost for purchasing and installing dedicated hardware is reduced [5] . Second, the network operators can operate VNFs as a cloud when the VNFs are aggregated in a data center, which is effective in reducing energy consumption. Third, VNF addition, deletion, and alteration can be realized on demand simply by changing the programs on the servers, so users can receive customized services according to their needs. Finally, since the installation of dedicated hardware is VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ not required when introducing a new service, NFV reduces the time to bring the service to market. Service Chaining (SC) is one of the main use cases of NFV [6] , [7] . SC provides a set of VNFs concatenated in a chain form (service chain) to users as customized services. A path of SC for each user traverses an ordered list of VNFs in the network to comply with the user's service requirement.
In order to provide SC to users, the network operator needs to determine the placement of VNFs and the route of SC paths which satisfy the users' requirements, including the VNF visit order, computation resources for running the VNFs, bandwidth, and end-to-end latency. This is called the VNF placement problem [8] . VNF placement and path routing should be determined appropriately to efficiently utilize the computation resources of servers and distribute the load of the network; the goal is to increase the number of service chains that the network can accommodate.
The existing work [9] presented a VNF placement model that computes the allocation of VNFs and an SC path for each SC request simultaneously in consideration of the relaxation of VNF visit order. The relaxation of the VNF visit order constraints provides flexibility in the VNF placement and saves the number of VNF instances that need to be placed [10] . It has been shown that the order of some types of VNFs, such as a firewall, can be exchanged without dropping the performance of SC [9] . However, since the model presented in [9] does not permit any loop within the SC path, the efficiency of utilization of computation resources deteriorates in some topologies.
The relaxation of both VNF visit order and non-loop constraints within the SC path helps the network operator to use computation resources more efficiently. This is because allowing SC paths to create loops enables flexible route selection and promotes the sharing of VNF instances among multiple service chains, especially in a network having cut vertices [11] ; a cut vertex is defined as a vertex whose deletion increases the number of connected components of the network. Several works on the VNF placement problem permit the creation of loops in SC routing [12] , [13] . However, no study addresses VNF placement by relaxing both the VNF visit order and the non-loop constraint along an SC path.
This paper proposes a VNF placement model, which is referred to as Visit order and Routing constraint Relaxation (VoR-R) hereafter. This paper is an extended version of [14] . VoR-R determines the placement of VNF instances and the routes of SC paths under the conditions that some of the VNF visit order constraints are relaxed and creating loops along an SC path is allowed. We introduce a problem that considers the VNF placement in a logical layered network, which is generated by superposing topologies of an original physical network, to obtain SC paths with loops. This problem is formulated as an Integer Linear Programming (ILP) problem which minimizes the cost for placing VNF instances and utilizing link capacity for providing service chains. The number of feasible solutions of VNF placement obtained by the ILP approach increases by introducing a logical layered network. We develop a heuristic algorithm for VoR-R for the case that the ILP approach becomes intractable. In our heuristic algorithm, we introduce a VNF placement model called Visit order constraint Relaxation (Vo-R), which does not make any loop on an SC path and is more tractable than VoR-R. Our heuristic algorithm sets the initial VNF placement state to a solution obtained by solving Vo-R. The algorithm merges a pair of VNF instances of the same type on the network into one VNF instance to reduce the cost. The route of the SC path which uses the merged VNF instance is recalculated under the condition that the creation of loops is allowed. We evaluate the performances of VoR-R on several topologies, including such with cut vertices, in terms of the total cost for providing service chains and the computation time. Simulation results show that VoR-R provides SC paths with lower cost compared to the conventional model, especially in networks that have cut vertices.
The rest of the paper is organized as follows. Section II presents related works. Section III describes VoR-R including the ILP approach and the heuristic algorithm. Section IV evaluates the performance of VoR-R to show the effect of relaxing both VNF visit order and non-loop constraint at a time. Finally, Section V concludes this paper.
II. RELATED WORKS A. TECHNIQUES FOR REALIZING SERVICE CHAINING
One of the approaches to realize SC is to utilize Software-Defined Networking (SDN) technology to set up SC paths [15] , [16] . An SDN controller sets flow rules into a flow table of each SDN switch so that the switch checks packets and forwards them to a specific next switch. SC paths are set up in two flow management modes as follows.
• Reactive mode: This mode is utilized in the network where flow tables of SDN switches are too small to accommodate flow rules of all SC paths at a time. Flow rules are set on demand in the flow tables by the SDN controller. When a new SC request occurs and the first packet arrives at the edge switch of the SDN network, the switch checks whether there is any flow rule for that packet in the flow table. If any flow rule for the request does not exist, the SDN controller is notified of the arrival of the new SC request by the switch, and computes a suitable path for the SC request. The flow rule will expire after a predefined timeout and wiped out from the flow table.
• Proactive mode: The SDN controller sets flow rules required for SC in advance in the flow table of each switch. The switch forwards arriving packets according to the flow rule, so the proactive mode avoids the extra delay for processing new flows in the reactive mode. Since all required flow rules need to be set in switches, the proactive mode is not feasible if the flow tables of the switches have limited spaces. Therefore, the proactive mode requires switches with large flow tables. Both flow management modes have advantages and disadvantages. Since both modes are not mutually exclusive, it is common to set some flows proactively and the remaining flows reactively [17] .
Using Network Service Headers (NSH) [18] , [19] is another approach to realize SC. An NSH is a data plane header format that is composed of an SC path identification, indication of location within an SC path, and an optional perpacket metadata. An NSH is typically inserted to the packet by switches and often on ingress into a network.
B. EXISTING STUDIES ABOUT SERVICE CHAINING
A number of studies of SC have appeared, some of which [9] - [13] , [20] , [21] addressed the VNF placement problem that follows from a combination of traffic routing (multicommodity flow problem) and deployment of VNF instances (location problem). Raayatpanah and Weise [21] presented a mathematical model that determines the number and location of VNFs deployed in the network and the optimal traffic flow path according to SC. The work in [21] sets the objective function to minimize the energy consumption of the servers which hold the VNFs.
Carpio et al. [20] presented a computation model to solve the VNF placement problem that aims at load balancing of traffic on links. As SC path candidates, multiple routes from the source node to the destination node are computed in advance by the k-shortest path algorithm [22] . Requested VNFs are placed on the obtained multiple path candidates, and then the candidate that offers the greatest dispersion of link load is selected as the SC path. The computation model presented in [20] does not permit SC with loops along a path since the VNFs are placed on paths selected by using the k-shortest path algorithm.
Fang et al. [12] examined the VNF placement problem on an elastic optical network connecting data centers. The work in [12] focuses on the fact that the traffic volume of a service chain may change before and after each VNF process [23] . The computation model presented in [12] improves bandwidth utilization efficiency in the elastic optical network by expanding or narrowing the frequency slots allocated to match the change in traffic volume. Paths between arbitrary nodes are computed by the k-shortest path algorithm and input to the computation model. Hmaity et al. [13] addressed the VNF placement problem of creating a backup service chain for a primary service chain in order to improve fault tolerance. The computation model presented in [13] determines VNF placement and path routing simultaneously. It is possible to obtain SC paths including loops in [12] and [13] by individually determining the routes of SC paths between each pair of nodes hosting VNFs. Neither study considers the relaxation of VNF visit order constraints.
Allybokus et al. [9] presented a VNF placement model that computes the allocation of VNFs and SC paths for each SC request simultaneously in consideration of the relaxation of VNF visit order. In this model, a ternary operator which presents the relative order between any pair of VNFs, including the case that there is no order constraints between the two VNFs, is introduced. The model presented in [9] does not permit any loop within the SC path.
Dwaraki and Wolf [24] designs an algorithm that determines a path that passes through suitable processing nodes in the pre-defined order to satisfy the given SC requirements. In order to transform the original VNF placement problem to a shortest path problem on a different graph, the network graph is transformed into a layered graph, based on their prior work in [25] , by adding multiple layers to the graph in this algorithm. Our idea of considering a logical layered network in the ILP approach is based on this layered graph. In this paper, we introduce a logical layered network into the ILP problem so that the creation of loops along an SC path is allowed.
III. PROPOSED MODEL A. PROBLEM DESCRIPTION
To consider an SC path with loops in VoR-R, we present a problem in which a logical layered network is introduced. We refer to links in the logical layered network as logical links hereinafter. We make multiple duplications of the graph of physical network, and refer to these copies as layers in the resulting graph. Every pair of logical nodes which correspond to the same physical node are connected by vertical logical links. We call the graph constructed by the above procedure as a logical layered network. The logical layered network has the same number of layers as the number of VNF types. We denote the logical node of each layer as (v, t), where v and t are the node identifier and the layer identifier, respectively. Only one type of VNF instances is allowed to be placed on the logical nodes of each layer. Although no loop across layers occurs on a path in the logical layered network, the creation of loops along the SC path is allowed on the corresponding physical network by overlaying each layer after determining a path by VoR-R.
The intuitive example of procedure from routing on the logical layered network ( Fig. 1(a) ) to the creation of service chain on the physical network ( Fig. 1(b) ) is shown as below. An SC request which has node 1 as a source node and node 6 as a destination node is presented in Fig. 1(a) . The SC request requires VNFs in the order of VNF 1, 3, 4 and 2; all requested VNFs are visit order constrained. The SC path leaves source node (1, 1) and passes through node (2, 1) where VNF 1 is placed, and then moves to node (2, 3) through the logical link. After that it passes through node (3, 3) where VNF 3 is placed and passes to node (4, 3) through the logical link. After heading to node (1, 4) where VNF 4 is placed, it moves to node (1, 2) through the logical link. Finally, it passes through node (4, 2) where VNF 2 is placed and then reaches destination node (6, 2) . The resulting path in the logical layered network is mapped to an SC path in the physical network by projecting each layer of the logical layered network back into a single layer. Figure 1 (b) presents a route of SC path in the physical network; note that the SC path creates a loop in the physical network.
We consider two kinds of VNF visit order relaxations in VoR-R. The first relaxation method supports VNFs without any visit order constraint. In Fig. 2 (a), a service chain requests VNF 1, 2, 3 and 4, of which VNF 4 does not have any visit order constraint. When the required visit order for the other VNFs is VNF 1 → VNF 2 → VNF 3 , there are four possible VNF visit orders.
The second relaxation method supports a set of VNF types that has no visit order constraint among them. In Fig. 2(b) , the required VNFs are also VNF 1, 2, 3 and 4 but no order constraint between VNF 2 and 3 is given. Thus visit orders, VNF 1 → VNF 2 → VNF 3 → VNF 4 and VNF 1 → VNF 3 → VNF 2 → VNF 4 , are allowed.
B. INTEGER LINEAR PROGRAMMING FORMULATION
We formulate the problem described in Section III-A as an ILP problem. A physical network is modeled as bidirected graph G = (V , E), where V represents a set of physical nodes and E represents a set of physical links. A logical layered network, which is generated from physical network G = (V , E), is modeled as bidirected graph G = (W , J ). W is a set of logical nodes, each node of which is represented as a tuple of (v, t), v ∈ V , t ∈ T , where T represents a set of layers of the logical layered network. Note that a set of VNF types provided in the network is also represented by T . J represents a set of logical links in the logical layered network. T m represents a set of VNF types requested by service chain m ∈ M , where m and M are a unique index of an SC request and a set of SC requests, respectively. T mk represents a set of VNF types requested by service chain m ∈ M in the kth visit order, where k ∈ K m represents the visit order of VNFs excluding ones that do not have any visit order constraint. K m is a set of identification numbers of VNF visit orders requested by service chain m ∈ M . N m represents a set of VNFs that do not have any visit order constraint. Since T m contains not only VNFs that have visit order constraints but also VNFs that do not have any visit order constraint, it is clear that the relationship T mk ⊆ T m ⊆ T is always true.
We consider CPU cores as the computing resources. Each physical node v ∈ V includes a physical switch which is locally attached to a set of servers that has c v CPU cores in total, and instances of any VNF type can be deployed in the server. Each physical link (v, v ) ∈ E corresponds to a connection between two physical nodes with bandwidth capacity b vtv t and propagation delay l vtv t . The link utilization cost, ψ LINK vtv t , is imposed when an SC path passes through link (v, v ) ∈ E. A sufficiently small cost is set for each logical link which connects different layers, ((v, t), (v, t )) ∈ J , t = t , to prevent unnecessary routing of an SC path such that the path passes through the same layer multiple times. We assume that a VNF instance placed on a node occupies one CPU core of the node. Therefore, c v equals the maximum number of VNF instances that node v ∈ V can accommodate. m t represents the processing capacity of VNF t ∈ T , i.e. the maximum number of service chains that can share an instance of VNF t. ψ VNF t represents the cost for placing an instance of VNF t ∈ T on a node.
An SC request is denoted as f m (p m , q m , T m , b m , l m ). p m = (p mv , p mt ) and q m = (q mv , q mt ) are the source and destination nodes, respectively. T m consists of subsets T m1 , T m2 , · · · , T m|K m | , and N m . b m is the requested bandwidth of service chain m ∈ M . l m is the maximum latency between the source and destination nodes which service chain m ∈ M tolerates.
The decision variables in the ILP problem are represented as follows. x m vtv t is the binary variable that equals one when the path of service chain m ∈ M passes through logical link ((v, t), (v , t )) ∈ J and zero otherwise. F m vt is the binary variable that equals one when service chain m ∈ M utilizes VNF t ∈ T m at physical node v ∈ V and zero otherwise. h vt is the integer variable which represents the number of instances of VNF t ∈ T placed on physical node v ∈ V . U m vt is the integer variable which represents the height parameter of node (v, t) ∈ W on the path of service chain m ∈ M . The height parameter is incremented each time the SC path passes through a node.
The objective function to minimize is the total cost for VNF placement and link utilization while accommodating all service chain requests, as Minimize:
where ψ LINK vtv t and ψ VNF t are the costs for utilizing logical link ((v, t), (v , t )) ∈ J and placing an instance of VNF t ∈ T , respectively, which should be set based on the actual situation by network operators. The first term, excluding ψ LINK vtv t , represents the sum of the required bandwidth capacities of all links passed by SC paths. The second term, excluding ψ VNF t , represents the total number of placed VNF instances. The efficiency of resource utilization in the servers improves if we reduce the second term.
(
Equations (2) and (3) (2) and (3) satisfies the condition of the flow of m at destination node (q mv , q mt ) [26] :
Equations (4) and (5) ensure that the limitation of bandwidth capacity of each link and the requirement of maximum end-to-end latency of each SC request are not violated, respectively.
v∈V
Equation (7) states that one node is selected for running VNF t ∈ T m that SC request m ∈ M utilizes. Equation (8) ensures that there is a leaving or coming flow of SC request m ∈ M on a node if m utilizes one or more VNF instances at that node. Equation (9) limits the number of logical links which service chain m ∈ M can pass through. This equation eliminates the redundant feasible solutions and contributes to shortening the computation time for solving this ILP problem. Equation (10) ensures that a sufficient number of instances of VNF t ∈ T are placed on physical node v ∈ V so that node v accommodates all service chains that utilize VNF t at node v. Equation (11) states that node v ∈ V cannot support more VNF instances than the number of CPU cores that v equips. Equation (12) states that no service chain can utilize VNF t ∈ T at node v ∈ V if no instances of VNF t are placed at node v. This equation also limits the range of feasible solutions and contributes to shortening the computation time. 
vt represents the height of the node [27] for each SC path, which makes it possible to perform SC while satisfying the VNF visit order constraints imposed by SC request m.
Equation (13) sets the height of the source node of service chain m ∈ M to zero. Equation (14) ensures that U m vt is incremented each time the path of service chain m ∈ M passes through a node. Specifically, U m v t ≥ U m vt is satisfied when 1 − x m vtv t on the right side of (14) equals zero, that is, the SC path passes through logical link ((v, t), (v , t )) ∈ J . Equation (15) states the relation of heights of two nodes on the path of service chain m ∈ M , one of which has a VNF that must be visited prior to the VNF in the other node. U m v t k+1 is greater than or equal to U m vt k when 2 − F m vt k − F m v t k+1 on the right side of (15) equals zero, that is, instances of VNF t k and VNF t k+1 are placed on node v and node v , respectively. This allows SC request m to pass through VNFs with visit order constraints, in the order specified by m. Algorithm 1 Merging VNF (MV) Algorithm Input: Network topology, set of requests M , set of the types of VNF T and requested VNFs of each request with visit order Output: Service chains' routes, VNF placement and the total cost 1: Set the initial VNF placement state to a solution obtained by solving Vo-R. 2: Define T merge ← T . 3: while T merge = ∅ do 4: Randomly select one type of VNF from T merge with uniform distribution.
5:
Make a list of all pairs of VNF instances of the selected type that can be merged. 6: Define T pair as the set which consists of the listed pairs of VNF instances. 7: while true do 8: if T pair = ∅ then 9: Delete the selected type of VNF from T merge . 10: break 11: Randomly select one pair of VNF instances from T pair with uniform distribution.
12:
The merged VNF is allocated to the node providing the smallest total cost among all the nodes (the temporal VNF placement state). 13: if The total cost of the temporal state is smaller than that of the current state then 14: Adopt the temporal state. 15: else Remove the selected pair from T pair .
C. HEURISTIC ALGORITHM
Since the logical layered network takes into account a large number of logical links and nodes duplicated from the original physical network, the ILP approach can be intractable. In this section, we present a heuristic algorithm, namely a merging VNF (MV) algorithm that reduces the total cost by merging a pair of VNF instances placed on the network.
The MV algorithm is illustrated in Algorithm 1. A solution obtained by Vo-R, which is a VNF placement model for SC that calculates paths without any loop and requires shorter computation time than VoR-R, is set as the initial VNF placement state of the algorithm; we observed that using a solution of Vo-R as an initial VNF placement state is suitable to obtain a solution of VoR-R. Details of Vo-R are described in Appendix. Set T merge is initialized as a set of types of VNF at the beginning of the algorithm. A VNF type whose instances are to be merged is randomly selected from T merge with uniform distribution. The MV algorithm makes a list of all pairs of VNF instances that can be merged among the VNF instances whose type is selected, and generates set T pair which is a set of listed pairs. It is possible to merge pairs of VNF instances only when the sum of the number of chains using these VNF instances is smaller than the maximum number of chain that can share one VNF instance. If there are multiple pairs of mergeable VNF instances, one pair is randomly selected from T pair with uniform distribution. If there is no VNF instance pair that can be merged, the selected type of VNF instance is deleted from T merge , and the type of VNF to be merged is selected at random again.
The algorithm searches the placement of merged VNF instance which provides the smallest cost. In this procedure, the algorithm examines all nodes in the network for placing the merged VNF instance. The route of SC path in each case is calculated by applying Dijkstra's shortest path algorithm to each pair of adjacent VNFs on the path, while maintaining the passing order of requested VNFs.
The merged VNF instance is allocated to the node providing the smallest total cost among all the nodes; we call this state as the temporal VNF placement state. If the total cost of the temporal state is smaller than that of the current VNF placement state, the temporal state is adopted, and the type of VNF to be merged is randomly selected again. Otherwise, the selected pair is deleted from T pair and another pair is selected randomly from T pair again. The above series of operations is iterated until T merge becomes empty set. That is, the MV algorithm terminates when cost is not reduced even if any pair of VNF instances on the network are merged. The MV algorithm terminates also when there is no pair of VNF instances that can be merged.
IV. PERFORMANCE EVALUATION
We evaluate the performance of VoR-R to show the effect of relaxing both VNF visit order and non-loop constraint at a time, in terms of the cost and the computation time. We compare them of VoR-R by using the ILP approach and the heuristic MV algorithm with those of Vo-R by using ILP approach. We describe a formulation of a problem in Vo-R which minimizes the cost as an ILP problem in Appendix. In this evaluation, the initial VNF placement state of the MV algorithm is obtained by solving the ILP problem of Vo-R.
A. SIMULATION ENVIRONMENT
The networks used in simulation, which are 6-node 7-link, 6-node 8-link, Abilene, Geant, Australia's Academic and Research (AAR), and Japan's Gigabit Network 2 plus (JGN2plus) networks, are shown in Fig. 3 [28] , [29] . The 6-node 7-link and 6-node 8-link networks are used to observe the impact of network topologies on the performance of VoR-R and Vo-R. The 6-node 7-link network shown in Fig. 3(a) consists of seven bidirected links removing one link from the 6-node 8-link network shown in Fig. 3(b) ; the 6-node 7-link network has cut vertices. Since any node, including cut vertices, can be passed only once when the loop is not permitted, the number of possible routes of an SC path is lower as compared with when the creation of loop is allowed. The Abilene, Geant, AAR, and JGN2plus networks are used to compare the performance of VoR-R with the MV algorithm and that of Vo-R with ILP, and also to observe the effect of network topologies. AAR and JGN2plus networks have cut vertices that a long SC path must pass through.
The bandwidth capacity and the propagation delay of each physical link, b vtv t and l vtv t , are set to 100 Gbit/s and 10 ms, respectively. The maximum end-to-end latency that each service chain tolerates, l m , is set to 200 ms. The requested bandwidth of each service chain, b m , is set to 500 Mbit/s. Each physical node in the networks used in this simulation equips 20 CPU cores, i.e. c v is set to 20. Each CPU core has the same processing performance of 5 Gbit/s, i.e. m t is 5 Gbit/s 500 Mbit/s = 10. In VoR-R, the cost for passing through a logical link which corresponds to a physical link, ψ LINK vtv t , is set to one. The cost for passing through a logical link which connects different layers, ψ LINK vtvt , is set to a sufficiently small value. In Vo-R, the cost for passing through a physical link, η ij , is set to one. In both VoR-R and Vo-R, the cost for placing a VNF instance of type t ∈ T at a node, ψ VNF t , is set to ten in the simulation of the 6-node 7-link and 6-node 8-link networks. On the Abilene, Geant, AAR, and JGN2plus networks, in addition to the evaluation under the above cost condition, we also carry out the evaluation under the following cost condition;
where and are the maximum values in the second terms of (1) and (18) , respectively. The cost condition of (16) and (17) minimizes the number of placed VNFs. The source and destination nodes of each service chain are randomly selected from all physical nodes in V . On AAR and JGN2plus networks, evaluation is performed within the range up to 100 requests. On the other networks, since the computation time is large, the evaluation is performed within the smaller range of requests compared to AAR and JGN2plus networks. In the simulation of all networks, each service chain requests 1 ≤ |T m | ≤ 4 VNFs. VNFs that each service chain requests are randomly chosen. The number of types of VNFs that can be requested by service chains is |T | = 5 in simulations on the 6-node 7-link and 6-node 8-link networks, and it is |T | = 10 in simulations on the Abilene, Geant, AAR, and JGN2plus networks. |K m | is randomly selected among 1 to |T m |. Each of the requested VNFs is randomly put in one of the sets of T mk , k ∈ K m or N m . 100 scenarios are generated for each number of requests on the networks excluding the Geant network, and the average value is obtained for each metrics. 10 scenarios are generated for each number of requests on the Geant network since the computation time increases compared to other networks due to its network size. Since the MV algorithm has randomness, we choose 200 different random seeds in one scenario and solve the MV algorithm for each seed. We choose the best solution among the solutions of all seeds as the solution of the scenario. We use a hardware platform with Intel Core i7-7700 3.60 GHz 4-core CPU and 32 GB RAM to solve the ILP problems and the heuristic MV algorithm. The ILP problems are solved by using CPLEX R Interactive Optimizer 12.7.1.0. Figure 4 compares the average cost and the computation time of VoR-R and Vo-R on the 6-node 7-link network. The VoR-R achieves lower average cost than that in Vo-R with ILP on the 6-node 7-link network within a range of the number of requests we examined. Compared to Vo-R with ILP, the cost of VoR-R with ILP on the 6-node 7-link network is reduced by up to 20.7%, and that of VoR-R with MV algorithm is reduced by up to 19.8%. The optimality gap between the cost of VoR-R with ILP and that of VoR-R with MV algorithm is at most 1.13%. In terms of the computation time, while Vo-R with ILP and VoR-R with MV algorithm compute the solution in less than 1 second in the measurement range, the computation time for solving VoR-R with ILP reaches 2200 seconds when the number of requests is 12. Figure 5 compares the average cost and the computation time of VoR-R and Vo-R on the 6-node 8-link network. Compared to Vo-R with ILP, the cost of VoR-R with ILP in the 6-node 8-link network is reduced by up to 0.4%, and that of VoR-R with MV algorithm is not reduced; VoR-R has a higher cost reduction rate in the 6-node 7-link network compared to the 6-node 8-link network. It can be observed that VoR-R provides service chains at lower cost compared to Vo-R, especially in networks that have cut vertices. Figures 6 to 9 show the results of average cost and average computation time, respectively, of the Abilene, Geant, AAR, and JGN2plus networks. Figures 6 and 7 are the results under the simulation environment that the cost for passing through link and the cost for placing a VNF instance are balanced. vertices that a long SC path must pass through. In Vo-R, this cut vertex can be passed only once, and the variation of an SC path is restricted. VoR-R solves this problem by allowing SC paths to make loops, which leads to further sharing of VNFs between SC paths and the reduction in the number of placed VNFs. In many cases, the number of hops of an SC path increases by merging VNF instances in VoR-R with MV algorithm. Therefore, the cost reduction rate is higher under the condition that the reduction of VNF placement cost is prioritized (Fig. 8 ) than that of the condition that link cost and VNF placement cost are balanced (Fig. 6) . It can be observed that the cost reduction rate is maximized when the number of requests reaches a certain value, and the cost reduction rate decreases as it gets larger, on the AAR and JGN2plus networks. For instance, on the AAR network, the cost reduction rate to Vo-R with ILP becomes the maximum when the number of requests is 25. It can be said that when the number of requests is around 25, the number of SC paths sharing a VNF instance is small, and there is a high possibility of merging a pair of VNF instances on the network. As the number of requests increases more than 25, the cost reduction rate decreases following the reduction of the number of pairs of mergeable VNFs. The Abilene and Geant network, as shown in Fig. 3 , do not have any cut vertices like the 6-node 8-link network. Hence, the cost reduction rate is smaller than that obtained on AAR and JGN2plus networks. Figs. 7 and 9 show that the computation time of VoR-R with MV algorithm increases compared to that of Vo-R with ILP. The increase in computation time depends on the number of random seeds chosen when we solve VoR-R with MV algorithm.
B. SIMULATION RESULTS

V. CONCLUSION
This paper proposed a VNF placement model for SC named VoR-R, which relaxes both VNF visit order and non-loop constraint within SC paths. A problem was presented in VoR-R, which considers the VNF placement in a logical layered network, in order to obtain SC paths with loops in an original physical network. This problem was formulated as an ILP problem. For the case that the ILP approach becomes intractable, we developed a heuristic algorithm named the MV algorithm that merges a pair of VNF instances placed on the network to reduce the cost. Simulation results showed that VoR-R provides service chains with lower cost compared to Vo-R, which does not allow the creation of loops within an SC path. It was observed that the cost reduction effect of VoR-R becomes large in networks that have cut vertices.
APPENDIX VISIT ORDER CONSTRAINT RELAXATION
In this appendix, we describe Vo-R, a VNF placement model for SC that relaxes VNF visit order and does not make loops on an SC path. We formulate a problem in Vo-R as an ILP problem. The main difference with the ILP approach in VoR-R is that Vo-R does not introduce logical layered network. The network is modeled as bidirected graph G = (V , E). The model parameters and the decision variables used in the ILP problem is shown in TABLE 1. The definition of the sets used in the ILP problem is the same as that of VoR-R (see Section III-B).
The objective function is to minimize the total cost for VNF placement and link utilization while accommodating all service chain requests, as Minimize:
where η ij and ψ VNF t are the costs for passing link (i, j) and placing an instance of VNF t, respectively. The first term, excluding η ij , represents the sum of the required bandwidth capacities of all links passed by SC paths. The second term, excluding ψ VNF t , represents the total number of placed VNF instances.
Equations (19) and (20) express the conditions of flow conservation. The utilization of (19) and (20) satisfies the below (23) , which presents the condition of the flow of m at destination node q m :
Equations (21) and (22) 
Equation (24) states that one node is selected for running VNF t ∈ T m that SC request m ∈ M utilizes. Equation (25) ensures that there is a leaving or coming flow of SC request m ∈ M on a node if m utilizes one or more VNF instances at that node. Equation (26) ensures that a sufficient number of instances of VNF t ∈ T are placed on node v ∈ V so that node v accommodates all service chains that utilize VNF t at node v. Equation (27) states that node v ∈ V cannot support more VNF instances than the number of CPU cores that v equips. Equation (28) states that no service chain can utilize VNF t ∈ T at node v ∈ V if no instances of VNF t are placed at node v. 
