Biological vision relies on representations of the physical world at different levels of complexity.
Introduction
To make sense of the surrounding environment, our visual system relies on different 25 transformations of the retinal input 1 . Just consider Figure 1A . As any natural scene, this image is 26 defined by a specific content of edges and lines. However, biological vision evolved to disclose the layout 27 of discrete objects, hence the two giraffes in the foreground emerge as salient against the background, 28 and the distinct contents pertaining to edges, shape, texture, and category contribute together to object The visual machinery is a general-purpose system, relying on different representations that often 121 are collinear or interact to each other. Here, by taking into account model collinearity, the 122 spatiotemporal dynamics of joint feature processing within the human visual system were revealed to 123 assess the relative contribution of low-level, shape and category features in predicting MEG-based 124 representations. We observed both a temporal and spatial co-occurrence of low-level, shape and 125 categorical processing, early in time (100-150ms) in posterior sensors. Specifically, we showed that a) 126 low-level features (i.e., contrast and spatial frequencies) are processed early (0-50ms) after stimulus 127 onset within posterior MEG sensors, spreading in time from medial to lateral locations; b) shape coding is limited within a few right posterior sensors in a brief time window (100-150ms) and co-occurs with 129 low-level and categorical processing; c) categorical representation emerges later than the onset of low-130 level processing and is more prolonged, but spreads within a similar pattern of sensors.
131
Our results demonstrated that in the 100-150ms interval after stimulus onset, these features are 132 processed concurrently, thus suggesting that object discrimination may result from independent parallel 133 processing (i.e., orthogonal feature-based descriptions processed with similar temporal dynamics), rather 134 than from a strict feed-forward hierarchy. 
141
Of note, our results raise questions concerning the role of shape in categorization. The 142 synchronization between the three models in our data occurs in a time window (100-150ms) that 143 overlaps with those of perceptual organization (70-130ms) and categorical recognition of visual 144 information (>130ms), as indicated by previous neurophysiological and functional studies in both 145 human and nonhuman primates 21-26 .
146
Whether shape processing is needed to recognize and classify objects in a scene has not been 147 clarified yet. The classical view that considered shape essential to recognition 27 has, however, being 148 challenged by the success of several appearance-based computational models that could perform object 149 recognition by relying on low-level features only 28 . Since object segmentation occurs during passive 150 natural image viewing 29 and controls scene reconstruction 23 , shape analysis can be similarly triggered by 151 object viewing also in a task for which shape is not explicitly relevant. Thus, our observation has at least two possible explanations: a) shape processing is to some extent necessary for categorization or, 153 alternatively, b) it is not, but it is an automatic process occurring even when not overtly required by the 154 task. The former hypothesis may, however, not be consistent with our results that show categorical 155 representations occurring earlier than shape-based representations. In addition, the latter case would be 156 in line with evidence suggesting that the extraction of object affordances -i.e., shape-related features 157 which are able to facilitate or even trigger actions -is a fast and automatic process 30,31 . However, a 158 conclusion on this topic can be reached only by further studies involving task modulation 32 . Of note,
159
task is able to influence the strength of object processing late in time (>150ms: 33 ).
160
Another interesting result is the early emergence (from 50ms) of categorical processing within 161 the same pattern of sensors that also encode contrast and spatial frequencies. As mentioned before, 162 object recognition has been described as occurring at 150ms or later 26 
185
Several methods have been proposed to overcome models collinearity issues when studying brain 186 activity (for a review, see: 43 ). Within the field of neuroimaging, Lescroart, et al. 44 employed a variance 187 partitioning approach (the same method, in the domain of multiple linear regression, is known as 188 commonality analysis -as also employed in the MEG field 33 ), which aims at determining the explained 189 variance for any possible subset of the models. While this analysis is able to estimate the variance 190 unique to each partition, its main drawback is that partitions grow exponentially with the number of 191 models: since there are 2 # − 1 subsets for p predictors, just exploring the impact of 5 models generates 192 31 different subsets. In light of this, even comparing a low number of models would end up in a 193 computationally intensive process and in the challenging task of interpreting and discussing a huge 194 number of sub-models. Moreover, the partitions related to variance shared by different models can 195 occasionally be negative, and the interpretation of these negative components is still matter of debate 45 .
196
From this perspective, RWA is an attractive alternative, as it estimates the relative, non-negative weight 197 of each model and does not imply to discuss more models or components than those initially considered.
Indeed, relative weights reflect in a suitable manner the proportional impact of each variable on 199 the prediction of brain activity and -if the predictors are standardized -sum up to the total explained 200 variance 16 . However, some limitations also affect RWA: the most relevant is that estimated weights are 201 not invariant to the orthogonalization procedure employed. Though, it has been proven that, the more 202 the orthogonal variables approximate the original variables, the more reliable the estimated weights 203 become (for a deeper treatment of the topic, see: 16 ). Therefore, RWA may represent a fast and 204 appealing recipe to deal with model multicollinearity within the neuroimaging field, especially when 205 three or more models are compared.
206
In conclusion, this study reveals the spatiotemporal dynamics of object processing from a model-
207
based perspective, providing evidence in favor of an integrated perceptual mechanism in object 208 representation. 
226
Task and design
227
The experiment was organized in eight runs, each consisting of three blocks (see Figure 2A ). In 228 each block, the thirty images were presented in randomized order, and participants were engaged in a 229 semantic judgment task to ensure that they focused the attention on the stimuli 47 . At the beginning of 230 each block, a binary target question (e.g., "Is it a tool?") was shown; once subjects read the questions, 231 they prompted the start of the block by pressing a button on a keyboard. Within each block, subjects 232 answered (yes/no) to the question presented at the beginning using the keyboard. All pictures were 233 presented 24 times, with a different target question for each repetition. 5s-long resting periods preceded 234 and followed each block, and 1s-long resting periods followed the behavioral response to each stimulus 235 within a block. During the resting periods, subjects had to fixate a black cross, displayed in the center 236 of the screen. The order of the questions was randomized across participants.
238
Models
239
In order to predict MEG representational geometries, three different descriptions were built,
240
representing different physiologically relevant properties of the objects seen by the subjects (see Figure   241 2B 
293
The RWA procedure is graphically synthetized in Figure 2C . Basically, the models RDMs were 294 first orthogonalized, by performing a Principal Component Analysis (PCA), and the RDMs from each 295 spatiotemporal searchlight were regressed on the so obtained orthogonal versions of the models RDMs.
296
Then, the regression coefficients were related back to the original model RDMs by regressing the 297 orthogonal RDMs also on the models RDMs. Finally, for the j-th model, epsilon was calculated as: 
299
where p is the number of models, * + is the variance (i.e., the squared standardized regression 300 coefficient) in each searchlight RDM accounted for by the k-th orthogonal RDM, and '* + is the variance 301 in the j-th model accounted for by the k-th orthogonal RDM.
303
Statistical analyses
304
The RWA analysis, performed within the spatiotemporal searchlights as described above,
305
provided a time course of the metric (ε) for each sensor and time point. To estimate the group-level 306 spatiotemporal distribution of weights for each of the three models, a one sample non-parametric test 307 was performed, using a null distribution generated with 100,000 permutations (rank test), as 308 implemented in CoSMoMVPA. Correction for multiple comparisons was made at cluster-level using a 309 threshold-free method (TFCE: 58, 59 ). Z-values corresponding to a corrected p-value of 0.05 (one-tailed) 310 were considered significant. 311 312
