INTRODUCTION
============

Histone post-translational modifications (PTMs; [@B24]) and DNA methylation ([@B33]) are the main constituent of the epigenome, which greatly contributes to the definition of cells' identity through the instruction of specific transcriptional and regulatory programs ([@B37]). Histone PTMs mostly occur on the amino-terminal tails of the core histone proteins, which protrude through the DNA backbone and are exposed on the nucleosomal surface where they are subjected to a wide range of enzyme-catalyzed modifications ([@B38]). These include acetylation of lysine, methylation of both lysine and arginine and phosphorylation of serine, and threonine residues. It is also possible to distinguish these PTMs based on the number of such modifications (e.g., mono-, di-, or tri-methylation of lysines), and based on the symmetry (or lack of) of the modification over the two copies of each core histone ([@B44]). Histone PTMs are recognized by specific binding proteins, acting as docking point for chromatin regulators (CRs), which in turn could trigger further modifications in a chain process ([@B41]).

Assigning a clear and distinct functional role to each histone PTM has proven to be elusive. For example, phosphorylation of H3 at serine 10 is associated with both chromosome condensation during mitosis ([@B18]; [@B46]) and transcriptional activation following mitogenic stimulation ([@B3]). Similarly, histone acetylation, which is commonly associated to active chromatin, can also be linked to gene repression ([@B6]; [@B8]). Moreover, DNA methylation can be an important feature in either repressed or actively transcribed genes, depending on the localization at the level of promoter or gene-body, respectively ([@B33]; [@B4]).

These observations led to the formulation of the histone code hypothesis ([@B42]) which, including DNA methylation, can be extended to the more general epigenetic code. The main idea behind the histone code is that the functional role of histone PTMs is better defined taking into account multiple histone modifications acting in a combinatorial or sequential fashion, specifying unique downstream functions. The compliance of the histone code to the semiotic definition of a code was discussed by [@B43]. In that context, a code is a system made of signs, to which a meaning is assigned by the rules of the code itself. The rules, in biology are the "readers" of the code: for the genetic code tRNAs, for the epigenetic code CRs. Following the semiotic definition, no causal relationships should exist between the sign and its meaning. However, as in the cases of lysine acetylation and serine phosphorylation, some modifications, or signs, physically predispose the local environment to the fulfillment of their meaning. Probably many real codes break semiotic rules in order to reduce reading errors and increase robustness. For example, in the traffic-light code it was decided to rely on red, a color associated with fear, to convey the action of stopping. A good code is a code that works, at the end.

The existence of the epigenetic code is supported by the observation that CRs are often more specific for peptides marked by multiple modifications ([@B31]; [@B39]). Additionally, CRs can be multimeric complexes containing multiple recognition sites ([@B27]). Genome-wide mapping studies found limited combinatorial complexity of the marks ([@B22]; [@B14]) compared to the number of theoretically possible combinations, but in our opinion, this does not represent an argument against the existence of the epigenetic code. Nevertheless, the emergence of the histone code hypothesis was followed by a series of criticisms. First, [@B35] commented that the histone code hypothesis does not provide any additional insight into the reason why a given combination of histone modifications, that globally co-occur, only affects a small subset of genes. We note here that typically only a subset of the known marks is actually profiled and that the complete set of modifications has likely not been identified yet. Thus, it is conceivable that the inclusion of the missing marks could shed light on those discrepancies. Second, limited complexity at the level of the transcriptional response is associated to mutations of lysines in the N-terminal tails of core histones in yeast ([@B29]). This could either suggest relevant redundancy in the functional role of these PTMs, or the fact that these mutations could result in other types of phenotypic responses. Finally, the transcriptional consequences of combinations of histone mutations affecting their PTMs could be in some cases predicted by the linear combination of individual mutations, suggesting that some of these modification could be read separately ([@B9]; [@B50]). Eventually, despite debate about the complexity and prevalence of this code, this is an active area of research in both experimental and computational genomics.

COMPUTATIONAL METHODS FOR THE IDENTIFICATION OF CHROMATIN STATES
================================================================

Following the histone code hypothesis, computational tools were developed for the identification of recurrent combinations of histone PTMs. Combinations associated to transcribed regions, active promoters, and enhancers were recognized and used to identify new occurrences of the same regions, allowing the prediction of new non-coding transcripts ([@B16]; [@B15]) and enhancers sites ([@B17]; [@B45]).

Conversely, computational tools were developed for the unsupervised identification of recurrent combinations of histone PTMs, showing that the chromatin can be described by a limited number of chromatin states that are specifically enriched in functional genomic regions. The most widely used unsupervised tools are ChromaSig ([@B21]) and ChromHMM ([@B12]). ChromaSig was applied for the identification of 16 clusters of histone modifications using genome-wide maps of 21 chromatin marks from ChIP-chip experiments in HeLa cells. ChromHMM was applied for the analysis of 38 histone modifications, H2AZ, RNA polymerase II, and CTCF in human CD4 T-cells and allowed the identification of 51 distinct chromatin states using multivariate Hidden Markov Models. These states could be subsequently matched to functional genomic elements and distinguished into six broad classes of chromatin states: promoter, enhancer, insulator, transcribed, repressed, and inactive states. ChromHMM is also able to classify chromatin in regions strongly depleted of histone modifications. Overall, the results of the two methods applied to the same dataset are highly correlated ([@B11]). These tools are currently the reference for a holistic view of the chromatin and for associating complex combinatorial signatures of histone PTMs with critical functional elements of the genome (**Figure [1A](#F1){ref-type="fig"}**).

![**Adopting chromatin states to decipher the interplay between epigenetic marks across multiple biological conditions.** HMM-based learning of chromatin states; DNA is depicted in black, histones as blue or gray circles, and different histone's PTMs as colored shapes. Chromatin states identifying relevant combinations of histones PTMs are drawn in the underlying diagram **(A)**. Chromatin states can be compared over different cell types or biological conditions; arrows represent the switch between different states **(B)**. Heatmap displaying the probability of switching between chromatin states in different biological conditions **(C)**. Graph depicting causal relationships among epigenetic marks determined based on **(C,D)**.](fgene-05-00335-g001){#F1}

It is now clear that out of the enormous theoretical combinatorial complexity of histone PTMs, only a subset of these combinations seem to occur in nature. Histone modifications are highly related to each other, some of them are highly co-occurring while other are clearly anti-correlated, greatly reducing the combinatorial complexity. Taking a step ahead in the study of the correlation structure among these marks, a couple of studies was recently published adopting approaches based on (i) partial correlations and (ii) maximum entropy modeling. On one hand, partial correlations were used to discriminate the cases where two modifications are both strongly related to a third one, prompting the possibility that their correlation is only an indirect effect. Partial correlation between marks A and B is determined as the correlation of the residuals arising from the linear modeling of the individual marks (A and B) with an additional factor (mark C). If the residuals are not correlated it means that the correlation between A and B is likely due to the similarity to the mark C ([@B25]). On the other hand, a framework based on maximum entropy modeling was adopted to decipher pairwise and higher-order interactions between chromatin factors ([@B51]). Approaches like these are critical to obtain more meaningful network relating different marks, disentangling direct from indirect similarities.

DYNAMICS OF CHROMATIN STATES
============================

While important progress was recently made to increase the likelihood of identifying biologically relevant similarities and interactions among epigenetic marks ([@B25]; [@B51]), new computational tools and carefully designed experiments are needed to progress from correlative to causal analyses. Most of the studies in this area are conducted using data collected under static conditions, or steady state, and are limited to the identification of networks of epigenetic marks that are necessarily undirected and lack causality. Indeed, after the formalization of the histone code hypothesis, numerous experimental and computational efforts have been carried over to chart chromatin states in a plethora of biological conditions and cell types. These efforts raised the consciousness that similar chromatin states exist in different cell types but they are in some cases displaced ([@B14]; [@B13]). To this purpose, a non-parametric method for the analysis of differential chromatin modifications (dCMD) was developed for the identification of cell-type specific regulatory elements ([@B7]), based on the same data used in ([@B14]). The comprehension on the mechanism of this displacement, which leads specific portions of the chromatin to change their configuration and possibly the expression pattern, requires following these processes step by step. It is now time for a better understanding on the mechanisms that are responsible for the establishment of a given chromatin state and for its subsequent modification. Given a chromatin state composed of marks A, B, and C in a biological condition X, is there a specific order in their deposition that determined the emergence of the combinatorial pattern as a stable and relevant state? Given a biological condition Y derived from X, which mechanisms determine the establishment of differential patterns of chromatin states (**Figure [1B](#F1){ref-type="fig"}**)? Using Bayesian statistics, recent works tried to infer causality among different marks using only data from single steady state conditions ([@B49]). We believe that this task would be greatly facilitated by the study of chromatin state dynamics in subsequent biological conditions, such as in the course of consecutive differentiation stages or in general following biological responses over time. This would be critical to dissect which histone marks are more important in positioning other marks in subsequent conditions (**Figures [1C,D](#F1){ref-type="fig"}**). While highly relevant, efforts made to explore the variation of chromatin states between different cell types ([@B14]) are limited in terms of improving our comprehension about the mechanisms that could have brought to those alternative differentiation end points. Multiple differentiation steps could have been missed, which could be critical for comprehending the mechanisms bringing from one chromatin state to the following. Choosing the right experimental design, or conditions to compare, is not straightforward. Even comparing consecutive differentiation stages can be uninformative, because not every differentiation step involves chromatin remodeling. During erythroid differentiation, for example, chromatin states are established at the stage of lineage commitment and extensive changes in gene expression follow a different recruitment of the master transcription factor GATA1, while the chromatin state profiles and accessibility remain largely unchanged ([@B47]).

EPIGENETIC CODE: THE ROLE OF THE CHROMATIN REGULATORS
=====================================================

As previously noted, a code is made essentially by three components: the sign, the meaning, and the reader of the sign ([@B43]). According to that, the same sign could convey a different meaning given different readers, meaning that the expression of a different set of CRs could determine an alternative readout of the same epigenetic marks, while leaving the signs (the marks) unchanged. As discussed above, the same histone modifications could have different functional roles in different moments of the cell cycle, as in the case of the H3S10 phosphorylation during mitosis and mitogenic stimulation ([@B42]). The two most likely explanations are that additional modifications have to be taken into account to confer the right meaning to that shared sign (mark), or that there is some difference at the level of the readers. [@B42] in their pioneer article on the histone code, hypothesized that "part of the solution to this paradox may be in having unique histone codes read by distinct sets of proteins that then bring about different downstream responses. If correct, it may be that mitosis-specific HATs, HDACs, and HMTs act during chromosome condensation and that distinct sets of histone-modifying enzymes mark chromatin for decondensation during gene activation" ([@B42]). Indeed different cell types have been described to express different sets of CRs ([@B19]) among the 100s encoded by the human genome ([@B24]; [@B40]), leading to a possible context dependent interpretation of the marks. During development, for example, different combinations of the vertebrate SWI/SNF complexes undergo progressive changes in subunit composition, from pluripotent stem cells to multipotent neuronal progenitor cells to a committed neuron ([@B26]; [@B48]). Alterations in the composition of these complexes at the level of specific subunits can influence the ability of these cell types to self-renew or differentiate ([@B26]; [@B20]), suggesting that the cell specific reader is critical to determine cell identity. CRs have been identified as a new set of driver genes in different types of tumors ([@B10]) confirming their relevance.

Chromatin regulators not only need to be correctly expressed in the specific cell type, but also need gain access to the locus where the target histone mark is located in order to exploit their function. In a recent study, chromatin localization of 29 CRs was profiled genome-wide in K562 cells and human ESCs ([@B34]). Very recently, a powerful experimental methodology was developed to study the substrate specificity of CRs, based on the semi-synthesis of nucleosome libraries with distinct combinations of PTMs ([@B32]). Similar approaches can help elucidating the interaction between chromatin states and CRs, being able to properly assign distinct functions to each of these ensembles.

[@B43] suggested the following definition for the epigenetic code: it "describes the way in which the potential for expression of genes in a particular cell type is specified by chromatin modifications put in place at an earlier stage of differentiation." This definition particularly fits in the context described above, in which the presence of a specific reader could eventually put into effect the meaning of a previously set epigenetic mark.

EXPERIMENTAL METHODS FOR INVESTIGATING THE EPIGENETIC CODE
==========================================================

The success in deciphering the epigenetic code depends on the availability of new computational methods and the generation of suitable datasets. The latter have to be as informative as possible on the combinatorial combinations in which the epigenetic marks could occur. The highest is the coverage of any possible occurring combination, the highest is the likelihood for the computational tools to capture it. Two types of datasets are most suited for these analyses: (i) large-scale public datasets, and (ii) *ad hoc* perturbation datasets.

Large-scale datasets such as ChIP-chip and ChIP-seq samples stored in public repositories currently account for 1000s of samples in various species, tissues, and conditions, representing a formidable resource covering numerous epigenetic combinatorial states. Still, while numerous, these datasets do not guarantee complete covering of all possible combinations among known epigenetic marks. To overcome this issue, it is nowadays possible to take advantage of experimental methods to build perturbation experiments, providing medium- or high-throughput datasets where the combinations among epigenetic marks are explored through direct perturbation of a baseline combinatorial state. These experiments naturally provide important hints on the causal mechanisms determining the occurrence of these combinatorial states. Among these experimental procedures (i) precision epigenetic engineering and (ii) high-throughput screening methods are emerging as powerful tools to rewire the epigenome. Examples of the former are epigenome-editing tools such as transcription activator-like effector repeat arrays (TALE) and Zinc fingers, which can be coupled with enzymes modifying a given epigenetic mark in targeted genomic regions. Specifically, engineered TALE were fused to the TET1 hydroxylase catalytic domain to obtain targeted demethylation of endogenous promoters in human cells, determining increased transcription of the downstream genes ([@B28]). Similarly, another group was able to fuse TALE with the LSD1 histone de-methylase to remove H3K4me3 at the level of enhancer sites, driving transcriptional repression of the target gene ([@B30]; **Figures [2A,B](#F2){ref-type="fig"}**). Using zinc finger proteins (ZFPs), 223 CRs were fused to ZFPs in a remarkable effort to study the transcriptional logic resulting from combinatorial recruitment of CRs in yeast ([@B23]). Finally, coupling of the DNMT3a catalytic domain with ZFPs allowed targeted methylation of the promoter of the tumor suppressor *Maspin* determining its stable transcriptional repression over multiple cell generations, even in absence of sustained presence of the ZFPs ([@B36]). Ongoing research is focused on the development of similar tools adopting a more flexible methodology based on clustered regularly interspaced short palindromic repeats (CRISPR). CRISPR constructs associated to catalytic domains of enzymes targeting the epigenome could conveniently be directed to specific genomic loci through the simple transfection of guide-RNA molecules complementary to the target region.

![**Experimental methods to probe the epigenetic code.** Using a TALE-TET1 construct to determine TET1-mediated DNA de-methylation of a specific promoter, resulting in the transcriptional induction of the downstream gene **(A)**. Using a TALE-LSD1 construct to determine LSD1-mediated histone de-methylation of a specific active enhancer, resulting in enhancer inactivation and the transcriptional repression of the target gene **(B)**. Simplified representation of the thousands of reporters integrated in parallel (TRIP) method that can be used to probe the epigenome with reporter genes set under control of specific regulatory and epigenetic input, here depicted as transcription factor (TFs) binding sites and DNA methylation **(C)**.](fgene-05-00335-g002){#F2}

Importantly these methods are suitable for multiplexing, allowing in principle to target various enzymatic activities of interest in multiple genomic regions. These methods are still under development, including a better quantification and minimization of off-target effects. Nevertheless, published proof of concept experiments suggest that these tools offer a unique opportunity for interfering with the epigenetic code, injecting controlled, and targeted epigenetic alterations and opening new avenues of research in rewiring epigenome code in normal and cancer cells ([@B5]). Finally, matching these epigenetic perturbations with the consequent alteration in the binding of regulatory proteins and gene transcriptional activity will provide data suitable for reverse engineering the interplay among epigenetic, regulatory, and transcriptional layers.

On the other hand, high-throughput screening methods were developed to probe the epigenome by measuring how the local epigenetic state influences the expression of reporter genes randomly integrated in the genome. In particular, the thousands of reporters integrated in parallel (TRIP) method was recently developed to target 1000s of random genomic loci in a cell population with a gene reporter. The promoters controlling the reporter expression can be designed to contain specific transcriptional factor binding sites and/or to host methylated cytosines (**Figure [2C](#F2){ref-type="fig"}**). This would allow us to associate the reporter gene activity to both a specific regulatory/epigenetic input and the epigenetic state of the insertion region. Indeed, both the location of the insertion events and the normalized expression of the reporter gene can be determined through simple high-throughput sequencing of barcoded sequences, without cloning, greatly simplifying the experimental setting and accelerating the acquisition of the data ([@B1], [@B2]).

CONCLUSION
==========

The comprehension on the mechanism regulating the intricate networks of epigenetic modifications represents a formidable while exciting area of research. Significant progress is currently being made thanks to the advent of high-throughput sequencing technologies, which are allowing an unprecedented accumulation of data and the development of computational tools developed to characterize the combinatorial nature of the epigenome. It is now time to design experiments which are directly intended to challenge and deepen our knowledge in this field, taking advantage of powerful epigenome-editing and high-throughput screening experimental methodologies which are currently being made available.
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