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Abstract
We exhibit a polar relationship between two measures that have been proposed to evaluate the importance of TSP facets, the
Kuhn–Gomory shooting experiment size and the probability of integrality in an augmented LP relaxation. The polarity establishes
the complexity of performing the shooting experiment. We illustrate the resulting relationship on the Chinese postman and
minimum spanning set problems.
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1. Introduction
In a 1960 paper [4], Dantzig pointed out the rich set of problems that can be modeled as integer programs.
This paper motivated computational efforts such as cutting plane methods, enumeration, and branch-and-bound to
effectively solve these diverse problems. These efforts are continuing today. Earlier Dantzig coauthored [3] what is
today considered to be a seminal paper on integer programming and combinatorial optimization. It gave a proven
optimum solution of a large (by the standards of the day) Traveling Salesman Problem (TSP). However, this work was
considerably more than just a way to find an optimum solution to a particular instance. It pointed the way to several
approaches to combinatorial optimization and integer programming problems. In particular, their linear programming
relaxation included subtour elimination constraints, of which there are exponentially many; yet if there is a violated
one, it can be found in polynomial time. These constraints were later shown to be facets, that is, necessary for the
description of the integer polyhedron [9]. Dantzig et al. also gave two more inequalities, presented in a somewhat ad
hoc manner, that were needed to make the linear programming optimum be an integer. The two additional inequalities
are briefly justified and are acknowledged in a footnote, “We are indebted to I. Glicksberg of Rand for pointing out
relations of this kind to us”. These inequalities anticipate the important facet-inducing class of comb inequalities.
Much of the later research in combinatorial optimization is directed at finding such facets, and inequalities that can be
quickly identified, when violated.
Kuhn [11,12] proposed a method to identify new facets of the TSP polytope by using a shooting experiment:
starting from a fixed point in the polytope, rays are sent in random directions and the facets they intersect are recorded.
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More recently, Gomory proposed a similar experiment for cyclic group polyhedra as part of his study of the corner
polyhedron. In this case, the source of the shooting is outside the polyhedron. Gomory measured the number of times
each facet was hit, with the idea that facets hit more often are more important. This approach was elaborated by
Gomory, Johnson, and Evans [8].
Shooting has been conducted on several polyhedra, but the complexity of conducting these experiments has not
been clarified. Kuhn [12] examined the TSP polytope with 5 cities and found that the 20 nonnegativity facets subtend
approximately 80% of the central spherical angle, despite the presence of 370 other facets. In order to perform the
experiment, Kuhn used an explicit list of all the extreme points of the polytope. Gomory et al. [8] found that a relatively
small number of facets were hit by most of the shots in their shooting experiments on master cyclic group polyhedra,
and that these frequently-hit facets typically had structural similarities. An important result in their work is that it is
possible to perform the shooting experiment in polynomial time starting only with a description of the master cyclic
group polyhedron. For master knapsack polyhedra, Hunsaker [10] found that the results of the shooting experiment
quite significantly correlate positively with empirical usefulness. Shooting facets is thus a promising measure of
importance.
Another measure of facet importance for the TSP is how much it improves the probability that the LP relaxation
exposes an integer solution [18]. This measure applies most naturally to classes of facets. Let TSPLP denote a
polyhedral set such that TSPLP
⋂
Z|E | comprises the tours on {0, 1}|E | (e.g. the polyhedron defined by nonnegativity,
2-matching and subtour constraints), and let C denote the polyhedron defined by an additional set of valid constraints.
For any polyhedron P ⊂ Rt and vector c ∈ Rt , let OPT(P, c) denote the set argmin{c · x |x ∈ P}. Now let c be
a spherically symmetrically random vector in R|E |, or equivalently let c j : j = 1 . . . |E | be i.i.d. N (O, σ 2). Define
Π (P) ≡ prob [Zt ⋂OPT(P, c) 6= ∅]. Π (P) is simply the probability for random objective c that there exists an
integer optimum solution to the LP min{c · x |x ∈ P}. Then Π (TSPLP⋂ C) is the increased probability that the LP
relaxation yields an integer solution, when constraints C are added to TSPLP.
This measure is implicit in [14]. They consider an inverse problem of generating TSP test instances with known
optimal solutions, by randomly generating dual multipliers on known classes of valid TSP inequalities. In their context,
Π (TSPLP
⋂ C) is the fraction of all possible TSP instances which their generator can produce. The measure is also
related to Savage’s measure of quality of a local search neighborhood [16] as the probability that local optimality
implies global optimality.
Asymptotic behavior of Π (TSPLP
⋂ C) would be extremely interesting, and is unknown for both C empty and the
comb inequality class. Consider, for example, the implications if Π () → 1 or Π () → 0. It might appear that even
the case C = ∅ is computationally intractable, because of results showing that it is NP-hard to determine whether
Z|E |
⋂
OPT(P, c) 6= ∅ [15,1]. However, these NP-hardness results rely on degenerate cases, which occur with
probability 0 when c has smooth distribution, and therefore do not affect the complexity of computing the measure.
We have defined two different natural measures of facet importance. Now we point up how the two measures are
actually closely related. Consider how one might experimentally estimate the probability of integrality: generate a
random vector c, solve the resulting LP, and check integrality. This is reminiscent of the shooting experiment; indeed
it is a shooting experiment in polar space, where we check whether the polar’s facet corresponds to an integer extreme
point in the original space.
In this paper we make this relationship precise. We show that the extreme point corresponding to a particular
objective vector corresponds directly with the facet in the polar that is hit by a shot in the direction of the vector. We
then use this result to clarify the complexity status of shooting.
2. Background
2.1. The shooting experiment
Given a shooting point z and a direction d , the points along the ray are of the form z + td , where t ≥ 0 is a scalar.
The distance from z to z + td is t ‖d‖.
Definition 1. The value t is the scaled shooting distance from z to z + td .
Since d is constant, the scaled shooting distance can be used to compare the distances from z to the intersections
of the ray with the hyperplanes that bound the polyhedron.
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Proposition 2. The scaled shooting distance from point z to inequality
∑n
j=1 a j x j ≤ b, where z satisfies the
inequality, is given by
t =
b −
n∑
j=1
a j z j
n∑
j=1
a jd j
,
if this value is defined and positive.
Proof. To determine the scaled distance along the ray to the inequality, we must solve
∑n
j=1 a j (z j + td j ) = b for t .
This gives
n∑
j=1
a j (z j + td j ) = b
n∑
j=1
a j z j + t
n∑
j=1
a jd j = b
t =
b −
n∑
j=1
a j z j
n∑
j=1
a jd j
. (1)
Since z satisfies the inequality, the numerator of (1) is nonnegative. If z lies in the hyperplane defined by the inequality,
then we may ignore it, so we may restrict attention to inequalities for which the numerator of (1) is positive. If the
denominator of (1) is zero, then the direction d lies in the same hyperplane defined by a, so the inequality is never
intersected. If the denominator is negative, then the ray does not intersect the hyperplane. Therefore, we may restrict
our attention to inequalities for which t is positive. 
Proposition 2 indicates how to compute the shooting distance when the shooting point is in the interior of the
polyhedron. A similar proof gives the following result when the shooting point is outside the polyhedron.
Proposition 3. The scaled shooting distance from point z to inequality
∑n
j=1 a j x j ≥ b, where z does not satisfy the
inequality, is given by
t =
b −
n∑
j=1
a j z j
n∑
j=1
a jd j
,
if this value is defined and positive.
2.2. Polyhedra and polarity
Given a set of points S ⊆ Rn , we denote the convex hull of S by hull(S), the cone generated by a set of S of
vectors by cone(S), and the affine hull of S by affine(S). We use the concept of the sum of two sets S and P , given by
S + P = {x + y : x ∈ S, y ∈ P}.
Given a set P ⊂ Rn , the polar of P is the set
P∗ = {z ∈ Rn : zT x ≤ 1 for all x ∈ P}.
If P is a polyhedron containing the origin, then it can be shown that P∗ is also a polyhedron and that P∗∗ = P .
Moreover, if P = hull{x1, . . . , xm} + cone{y1, . . . , yk}, then
P∗ = {z ∈ Rn : zT xi ≤ 1 for i = 1, . . . ,m, zT y j ≤ 0 for j = 1, . . . , k}.
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That is, the extreme points and extreme rays of P are enough to specify P∗. If P is full-dimensional with the origin
in its interior, then the extreme points of P are in one-to-one correspondence with the facets of P∗, and vice versa.
See Schrijver [17], for example, for proofs of these facts.
The origin plays a special role in polarity, as indicated by the above results. It is also possible to consider the
polar with respect to another point in the polyhedron. Conceptually, this is done by translating the polyhedron prior to
computing the polar. Equivalently, we may define the polar of P with respect to point a as
P∗a = {z ∈ Rn : (z − a)T (x − a) ≤ 1 for all x ∈ P}.
Results analogous to those above hold for P∗a .
There are special kinds of polarity for certain polyhedra. A polyhedron P is of blocking type if P ⊂ RN+ and
x ∈ P, y ≥ x ⇒ y ∈ P . The blocker of P is denoted by B(P) and is given by B(P) = {z ∈ Rn : zT x ≥ 1}.
A polyhedron P is of anti-blocking type if P ⊂ RN+ and x ∈ P, y ≤ x ⇒ y ∈ P . The anti-blocker of P is denoted
by A(P) and is given by A(P) = {z ∈ Rn : zT x ≤ 1}.
For more details on polarity, including blocking and anti-blocking polyhedra, see e.g. Schrijver [17].
3. Central polarity relationship
Theorem 4. Let P ⊂ Rn be a full-dimensional polyhedron with at least one extreme point, and let a ∈ P. Let c be
an objective vector with dimension n. Let x1, x2, . . . , xm be the extreme points of P. Let P = hull{x1, x2, . . . , xm} +
cone{y1, y2, . . . , y`}. Let P∗a be the polar of P with respect to point a, so that P∗a = {z ∈ Rn | zT (xi −a) ≤ 1 for 1 ≤
i ≤ m, zT y j ≤ 0 for 1 ≤ k ≤ `}.
Then x j is an optimal extreme point of P for objective vector c if and only if zT (x j − a) ≤ 1 defines a facet of P∗a
that is violated first by the ray from the origin in direction c.
Proof. We will first show that the distance from the origin to the hyperplane zT (xi − a) = 1 along ray c is given by‖c‖
cT (xi−a) . The vector that gives this distance is a multiple αc of c. We must solve (αc)
T (xi −a) = 1 for α, which gives
α = 1/(cT (xi − a)). Thus, the distance is ‖αc‖ = α‖c‖ = ‖c‖/(cT (xi − a)), as claimed.
Now assume that x j is an optimal extreme point of P for objective vector c. Then cT x j ≥ cT xi ∀i – which
implies cT (x j − a) ≥ cT (xi − a) – and cT yk ≤ 0 ∀k. The second set of inequalities indicates that direction c
does not immediately exit P∗a through a constraint that is satisfied by the origin. Then we have ‖c‖/(cT (x j − a)) ≤
‖c‖/(cT (xi − a)) ∀i , which means that zT (x j − a) ≤ 1 is a constraint of P∗a that is first violated in the direction of c.
Since P is full-dimensional and a ∈ P , the extreme points of P are in one-to-one correspondence with the facets of
P∗a , so the inequality is a facet.
For the converse direction, assume that zT (x j − a) ≤ 1 defines the first facet of P∗a that is violated by a shot in
direction c. Then using the same reasoning above, cT x j ≥ cT xi ∀i , which implies that x j is an optimal extreme point
of P . 
Theorem 4 states that performing the shooting experiment on the polar P∗a with the origin as the shooting point
gives the same information as solving the optimization problem on P .
As discussed in Section 2.2, two other types of polarity exist for blocking and anti-blocking polyhedra. Similar
results apply in these cases. For a blocking polyhedron P , let B(P) be its blocker. For an anti-blocking polyhedron
P , let A(P) be its anti-blocker.
Theorem 5. Given a blocking polyhedron P and a nonnegative objective vector c for minimization, x j is an optimal
extreme point of P if and only if zT x j ≥ 1 defines a facet of B(P) that is intersected by the ray from the origin in
direction c.
Proof. As in the proof of Theorem 4, the distance to the constraint defined by x j is
‖c‖
cT x j
. In this case, however, a facet
that is hit must maximize this value, since the origin is not in the polyhedron.
If x j is an optimal extreme point, then cT x j ≤ cT xi for all i . Thus, ‖c‖cT x j ≥
‖c‖
cT xi
for all i , so the facet defined by x j
is hit. The converse is clear. 
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Theorem 6. Given an anti-blocking polyhedron P and a nonnegative objective vector c for maximization, x j is an
optimal extreme point of P if and only if zT x j ≤ 1 defines a facet of A(P) that is intersected by the ray from the
origin in direction c.
Proof. The argument is the same as in the proof of Theorem 4 in the case that there are no extreme rays yk . 
Note that in the blocking and anti-blocking cases, it is not possible to consider a shooting point other than the origin,
since the blocker or anti-blocker is only defined with respect to the origin. If a shooting point inside the polyhedron is
used, however, then Theorem 4 can be applied using a traditional polar polyhedron.
4. Complexity results
We will distinguish between solving the shooting experiment, by which we mean determining the shooting
experiment size of one or more facets, and performing the shooting experiment, by which we mean determining
the facet that is hit by a shot from a ∈ P in direction d or – if a is not an interior point and the shot immediately leaves
P – identifying a constraint that is immediately violated by the shot.
We do not know the complexity of solving the shooting experiment. We know of no efficient methods to determine
the shooting experiment size, and the problem has strong similarities to computing the volume of a polytope, which
is known to be #P-hard [5]. For this reason, we speculate that solving the shooting experiment is also #P-hard. To our
knowledge this is an open question.
In contrast, we can use the polar relationship of Theorem 4 to relate the complexity of performing the shooting
experiment to the complexity of optimizing.
Theorem 7. There exists an algorithm OPT such that given input (n, L , SHOOT, a, c), where
• n and L are positive integers
• SHOOT is an algorithm that performs the shooting experiment from point a on a polyhedron P ∈ Rn defined by
linear inequalities of size at most L
• a is a rational vector with n coordinates such that a ∈ P,
• c is a rational vector with n coordinates,
then OPT optimizes over polyhedron P with objective c, in time polynomially bounded by n, L, the sizes of a and c,
and the running time of SHOOT.
Proof. Performing the shooting experiment provides a way to separate: Given a point x which may or may not lie
in the polyhedron P , perform the shooting experiment from point a in the direction d = x − a. This identifies an
inequality ( f, f0). Check whether f x ≤ f0 to determine whether x ∈ P . The running time of this separation algorithm
is polynomial in n, L , x and the running time of SHOOT.
By the ellipsoid algorithm, we conclude that optimizing can be done in time as indicated in the theorem. See
Schrijver [17] for details of how the ellipsoid algorithm is used to prove this equivalence. 
Theorem 8. There exists an algorithm SHOOT such that given input (n, L ,OPT, a, d), where
• n and L are positive integers
• OPT is an optimization algorithm for a polyhedron P ∈ Rn defined by linear inequalities of size at most L
• a is a rational vector with n coordinates such that a ∈ P,
• d is a rational vector with n coordinates,
then SHOOT performs the shooting experiment on polyhedron P from point a in direction d, in time polynomially
bounded by n, L, the size of d, and the running time of OPT.
Proof. We first use OPT to identify the affine hull affine(P), as follows. We will construct bases A and B for affine(P)
and for its orthogonal complement, respectively. Initialize A = B = ∅. Identify a vector v orthogonal to both A and
B (initially, choose any vector). If no such vector exists, then we are done. Otherwise, use OPT to optimize over P
with objectives v and −v. If the optimal objective values are the same, v is orthogonal to affine(P), so add v to B.
If the optimal objective values are different or either is unbounded, then we have found a direction in affine(P). This
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direction is given by the difference u of the two extreme points identified (if either objective was unbounded, then
use a feasible solution on an extreme ray instead). Direction u is not in the space spanned by A so far, since u · v is
positive and v is orthogonal to A. Add u to A. Select a new vector v orthogonal to both A and B and repeat.
The above procedure requires at most 2n calls to OPT since the total dimension is n and each iteration increases
the dimension of A or B by one. Therefore its running time is bounded by a polynomial in n, L , and the running time
of OPT.
Now, check whether a + d lies in affine(P). If not, return an implicit equality of affine(P), as required when
performing the shooting experiment.
We are left with the case that a + d ∈ affine(P). Consider the subspace of Rn defined by translating affine(P) so
that a is at the origin. Let P ′ be the polyhedron given by translating P into this subspace. OPT allows us to optimize
over P ′. P ′ is full-dimensional in this subspace and d lies in this subspace, so Theorem 4 gives that optimizing over
P ′ is the same as performing the shooting experiment on P ′∗, where the polar is taken with respect to the subspace.
By Theorem 7, we can optimize over P ′∗ in time polynomially bounded by n, L , the sizes of d and a, and the running
time of OPT. By Theorem 4, this algorithm also performs the shooting experiment on P ′. This indicates the facet of
P ′ that is hit, which tells us the facet of P , and performs the shooting experiment on P from point a. 
By restricting to nonnegative objective vectors and nonnegative points x , Theorems 7 and 8 may be applied to
blocking and anti-blocking polyhedra as well, as the following corollaries indicate.
Corollary 9. There exists an algorithm OPT such that given input (n, L , SHOOT, c), where
• n and L are positive integers
• SHOOT is an algorithm that performs the shooting experiment on a polyhedron P ∈ Rn+ of blocking type, defined
by linear inequalities of size at most L
• c is a nonnegative rational vector with n coordinates,
then OPT optimizes over polyhedron P with objective c, in time polynomially bounded by n, L, the size of c, and the
running time of SHOOT.
Corollary 10. There exists an algorithm SHOOT such that given input (n, L ,OPT, d), where
• n and L are positive integers
• OPT is an optimization algorithm for a polyhedron P ∈ Rn+ of blocking type, defined by linear inequalities of size
at most L
• d is a nonnegative rational vector with n coordinates,
then SHOOT performs the shooting experiment on polyhedron P in direction d, in time polynomially bounded by n, L,
the size of d, and the running time of OPT.
Proof of Corollaries 9 and 10. Performing the shooting experiment provides a way to separate. Given a point x ≥ 0,
we can shoot in direction x and test x against the inequality hit. The rest of the proof is the same as the proofs of
Theorems 7 and 8 with B(P) replacing P∗. 
Corollary 11. There exists an algorithm OPT such that given input (n, L , SHOOT, c), where
• n and L are positive integers
• SHOOT is an algorithm that performs the shooting experiment on a polyhedron P ∈ Rn+ of anti-blocking type,
defined by linear inequalities of size at most L
• c is a nonnegative rational vector with n coordinates,
then OPT optimizes over polyhedron P with objective c, in time polynomially bounded by n, L, the size of c, and the
running time of SHOOT.
Corollary 12. There exists an algorithm SHOOT such that given input (n, L ,OPT, d), where
• n and L are positive integers
• OPT is an optimization algorithm for a polyhedron P ∈ Rn+ of anti-blocking type, defined by linear inequalities of
size at most L
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• d is a nonnegative rational vector with n coordinates,
then SHOOT performs the shooting experiment on polyhedron P in direction d, in time polynomially bounded by n, L,
the size of d, and the running time of OPT.
Proof of Corollaries 11 and 12. The proof is identical to the proof of Corollaries 9 and 10 with A(P) replacing
B(P). 
The proofs of Theorems 7 and 8 have several additional consequences:
• Optimization over the polyhedron P is polynomial-time equivalent to optimization over P∗ (or B(P) or A(P), as
appropriate).
• Performing the shooting experiment with respect to one shooting point is polynomial-time equivalent to performing
the shooting experiment with respect to any other shooting point, as long as both are interior points of P (for the
general polar case).
• Performing the shooting experiment is polynomial-time equivalent to separating.
One direction of the last equivalence is perhaps not obvious, since separation merely requires the identification of
any violated inequality, while performing the shooting experiment gives, in a sense, a most-violated inequality.
A consequence of Theorem 7 is that we can perform the shooting experiment in polynomial time only for problems
that are in P. For example, the shooting experiment can be performed in polynomial time on master cyclic group and
master knapsack polyhedra by solving an LP, and it is also possible to optimize over these polyhedra in polynomial
time. Shooting on the TSP polytope was also performed by solving an LP [12], but the LP required an explicit list of
integer feasible solutions. Theorem 7 indicates that it is not surprising that extra information was necessary for this to
work; something extra is necessary to perform the shooting experiment on the TSP polytope unless P = NP.
It is unlikely, therefore, that the shooting experiment would be an efficient tool for deciding the relative importance
of facets “on the fly” during computation, since the problem being solved is presumably not in P. This does not rule
out the potential value of the shooting experiment as a tool for analyzing and better understanding polyhedra, however.
5. The shooting experiment and probability of integrality
The probability of integrality is a measure that is the sum of probabilities of optimality for certain extreme points.
Therefore, Theorem 4 provides a relationship between the probability of integrality and the shooting experiment,
provided that we use the same distribution for the random vectors in each case.
Corollary 13. Let a random objective vector be taken from a spherically symmetric distribution. Then the probability
that an extreme point xi of a polyhedron P is optimal equals the shooting experiment size of the corresponding facet
of P∗.
Corollary 14. Let P be a polyhedron that is a relaxation of an integer hull, and let a random objective vector be taken
from a spherically symmetric distribution. Then the probability of integrality is the same as the sum of the shooting
experiment sizes of the facets of P∗ that correspond to feasible integral extreme points of P.
6. Examples of the polar relationship
In this section we consider two examples that illustrate the results of the previous sections. First we consider the
Chinese postman problem and the odd-cut problem, whose polyhedra form a blocking pair. Next we consider the
spanning set and partition problems, which also form a blocking pair.
6.1. Chinese postman and odd-cut problems
Given a graph G = (V, E), let T ⊆ V such that |T | is even. The Chinese postman problem on G with set T is
min cT x
s.t.
∑
e∈δ(v)
xe ≡ |T ∩ {v}|(mod 2) ∀v ∈ V
xe ≥ 0 ∀e ∈ E
xe integer ∀e ∈ E .
548 B. Hunsaker et al. / Discrete Optimization 5 (2008) 541–549
The set of edges with xe = 1 is called a postman set.
The name “postman” comes from the special case in which T is the set of nodes with odd degree (that is, nodes
with an odd number of incident edges). In this case, the graph represents the streets that a postman must deliver mail
to, and the optimal postman set leads to the shortest walk that traverses every edge in the graph. Specifically, the
postman set shows those edges that must be traversed twice in an optimal walk.
It is called the Chinese postman problem after Mei-ko Kwan [13], who gave necessary and sufficient conditions
for a postman set to represent an optimal solution.
The modular congruence in the Chinese postman problem does not lend itself naturally to polyhedral analysis,
but we can still consider the convex hull of integer feasible solutions. Note that by increasing any value xe by 2 in a
feasible integer solution, we get another feasible integer solution. Therefore, the integer hull of the Chinese postman
problem is of blocking type.
Edmonds and Johnson [6] showed that this integer hull is given by∑
e∈δ(S)
xe ≥ 1 ∀S ⊂ V, |S ∩ T | odd
xe ≥ 0 ∀e ∈ E .
(2)
An edge set δ(S) where S ⊆ V, |S ∩ T | odd is called an odd cut.
From the description above, it is clear that the blocker for (2) has extreme points that correspond to the odd cuts.
Specifically, consider the points in Rn whose coordinates match the coefficients of an odd-cut constraint. The blocker
of (2) is the polyhedron formed by the convex hull of these points along with all points that are greater than or equal
to a point in the convex hull. We call this the odd-cut polyhedron.
Corollary 15. Performing the shooting experiment on the Chinese postman polyhedron with the origin as the shooting
point may be accomplished by minimizing over the odd-cut polyhedron.
Proof. This follows from the proof of Theorem 8, but the point here is to confirm it directly.
Shooting from the origin, it is not possible to hit a nonnegativity facet, so we are concerned only with the facets
defined by odd cuts. Using the analysis of Section 2.1, the distance in direction d to the facet defined by the set S is
given by
‖d‖∑
e∈δ(S)
de
.
Since we are shooting from an exterior point, the facet hit is the one with the greatest distance. Since the numerator is
constant, this can be found by minimizing the denominator above.
That is, the facet that is hit corresponds to the minimum odd cut where the direction d is used as the objective
vector. 
Of course, the result is also true with the polyhedra switched: shooting on the odd-cut polyhedron may be
accomplished by minimizing over the Chinese postman polyhedron.
The proof of Theorem 8 also indicates that the complexity of the Chinese postman problem and odd-cut problem
must be the same. In fact, both problems are in P, which means that we can also perform the shooting experiment on
either polyhedron in polynomial time.
6.2. Minimum spanning set and partition polyhedra
Another example of a blocking polyhedron comes from the minimum spanning set problem. The variables in this
problem correspond to edges in the graph under consideration, so that 0–1 points represent edge subsets of the graph.
The polyhedron is the blocking polyhedron whose extreme points are exactly the 0–1 points that define spanning trees.
If the objective vector is nonnegative, then minimizing over this polyhedron will always yield a minimum spanning
tree.
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Let S1, S2, . . . , Sk with k ≥ 2 represent a partition of V . That is, Si∩S j = ∅ for all i 6= j and S1∪S2∪· · ·∪Sk = V .
Let δ(S1, . . . , Sk) = {{u, v} ∈ E : u ∈ Si , v ∈ S j , i 6= j}. Fulkerson [7] showed that the spanning set polyhedron is
given by the following system:∑
e∈δ(S1,S2,...,Sk )
xe ≥ k − 1 ∀ partitions S1, S2, . . . , Sk
xe ≥ 0 ∀e ∈ E .
The first set of inequalities are called partition inequalities.
From the form above, the vertices of the blocker of the minimum spanning tree polyhedron have values xe = 1k−1
for e ∈ δ(S1, . . . , Sk) and xe = 0 otherwise, corresponding to partitions of V . The blocker is formed by taking the
convex hull of these points and all points that are greater than or equal to a point in the convex hull. We will call this
the partition polyhedron.
Using Theorem 8, we know that we can perform the shooting experiment on the partition polyhedron by finding a
minimum spanning tree, which can be done in polynomial time. Conversely we can perform the shooting experiment
on the spanning set polyhedron by finding a minimum partition. As a consequence of the proof of Theorem 8, this
must be possible in polynomial time. In fact, Cunningham [2] showed that it is possible to find the optimal partition
in polynomial time by solving a polynomial number of network flow problems.
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