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Beyond	the	Boolean	Search	Model	
§  Limists	of	boolean	search	model		
§  results	are	not	ordered/ranked,	too	much	or	too	few	
results,	only	exact	match,	not	proximity	search	
§  Proximity	Searches:	ﬁnd	Gates	near	Microso+	
§  this	requires	to	index	terms	and	their	posi4ons	in	docs	also	
§  Semi-structured	searches:		
§  ﬁnd	documents	where		
(author	=	Jim	Gray)	AND	(abstract	contains	transac0on)	
§  Searches	by	frequency:		
§  ﬁnd	docs	with	at	least	3	<mes	“Text”	AND	5	“Mining”	
§  Wildcards,	search	by	similarity	...		
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Example:	WestLaw			http://www.westlaw.com/ 
§  Since 1975 the biggest commercial system for 
legal searches (ranking added in 1992) 
§  Milion of searches every day 
§  Tens of Terabytes of data; +700,000 users 
§  Almost all users use boolean searches 
§  Example of information need and the search: 
§  “Information on legal theories in preventing the 
disclosure of trade secrets by employees formerly 
employed by a competing company”.	
§  "trade secret" /s disclos! /s prevent /s employe! 
§  ! = wildcard, /S = in the same sentence, space = OR, “” 
consecutive words 
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Scoring	in	Ranked	Retrieval	Models	
§  The	goal	is	to	return	a	list	of	documents	in	an	order	
as	relevant	as	possibile	wrt	the	user	query	
§  Several	methods	and	algorithms	to	rank	each	
document	in	the	interval	[0,	1]		
§  It’s	should	be	a	mesaure	of	how	much	the	doc	sa4sfy	the	
query	(i.e.	search),	generally	1	means	max	relevance	
§  Results	with	a	large	number	of	answers	are	no	longer	
a	problem	being	ordered	by	relevance	
§  Only	query	terms	also	in	the	doc	increase	the	doc	rank	
§  The	more	the	term	is	frequent	in	the	document,	the	
more	the	score	of	the	document	should	be	high	
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Jaccard	Coeﬃcient	
§  it	measure	the	grade	of	intersec4on	of	2	sets	A	and	B	
§  jaccard(A,B)	=	|A	∩	B|	/	|A		B|	
§  jaccard(A,A)	=	1;	jaccard(A,B)	=	0	if	A	∩	B	=	0	
§  The	result	is	between	0	and	1	
§  The	distance	Jd	(A,B)	=	1-jaccard(A,B)	is	a	metric:	
§  For	each	x,	y,	z	in	X,	it	sa4sﬁes	the	following	condi4ons:	
§  d(x,	y)	≥	0		 	 	 	 	 	(not-nega4vity)	
§  d(x,	y)	=	0		se	e	solo	se	x	=	y			
§  d(x,	y)	=	d(y,	x)					 	 	 		(simmetry)	
§  d(x,	z)	≤	d(x,	y)	+	d(y,	z)				 		(triangular	inequality)	
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Jaccard	Distance:	Example	
§  Query:	ides	of	march	
§  Doc1:	Cesare	died	in	march	
§  Doc2:	the	long	march	
§  Jd	(Query,Doc1)	=	1	–	1/6	=	5/6	
§  Jd	(Query,Doc2)	=	1	–	1/5	=	4/5			(most	relevant)	
§  It	does	not	rely	the	frequency	of	terms	
§  Rare	terms	are	most	informa4ve	than	frequent	
terms,	but	Jaccard	ignores	this	aspect	
§  Jaccard	and	trigrams	are	suited	for	short	texts	
§  products’	similarity	by	their	descrip4ons	
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Binary	Matrix	of	terms-documents	
Each document is a binary vector  {0,1}|V| 
Antonio and Cleopatra Giulio Cesare La Tempesta Amleto Otello Macbeth
Antonio 1 1 0 0 0 1
Bruto 1 1 0 1 0 0
Cesare 1 1 0 1 1 1
Calpurnia 0 1 0 0 0 0
Cleopatra 1 0 0 0 0 0
mercy 1 0 1 1 1 1
worser 1 0 1 1 1 0
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Term-doc	Matrix	with	frequency	
§  Let’s	consider	also	the	number	of	occurences	of	a	
terms	in	each	documents	
§  Each	document	is	a	vector	of	vaues	in	ℕv	
Antonio and Cleopatra Giulio Cesare La Tempesta Amleto Otello Macbeth
Antonio 157 73 0 0 0 0
Bruto 4 157 0 1 0 0
Cesare 232 227 0 2 1 1
Calpurnia 0 10 0 0 0 0
Cleopatra 57 0 0 0 0 0
mercy 2 0 3 5 5 1
worser 2 0 1 1 1 0
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Bag	of	words	Model	
§  the	previous	model	the	vector	representa4on	
ignores	the	word	order	in	each	doc	
§  John	is	faster	than	Mary	and	Mary	is	fater	than	John	
generate	iden4cal	vectors	
§  This	known	as	the	bag	of	words	model	
§  It’s	a	backward	step	wrt	other	solu4ons		
§  such	as	the	posi4onal	index	that	instead	dis4nguishes	
these	two	documents	
§  or	paragraph	vectors	(PV)	in	deep	learning		
§  of	course	there	are	more	complex	bag	of	words	model	
that	includes	also	the	word	posi4ons	
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Frequency	of	terms	
§  the	term	frequency	pt,d	of	a	term	t	in	a	doc	d	is	the	
number	of	occurences	of	t	in	d	
§  the	0	value	should	be	used	to	determine	which	
documents	are	more	relevant	for	a	given	query	
§  However	it	is	inappropriate	to	directly	use	such	a	
computed	value:	
§  a	document	with	10	occurences	of	a	term	is	more	relevant	
than	a	doc	with	only	1	occurence	
§  but	not	10	4mes	more	relevant	
§  The	relevance	does	not	grow	linearly	with	the	
frequency	of	terms	
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Logarithmic	Weight	of	Frequency	
§  The	frequency	with	log	weight	of	a	term	t	in	d	is	
§  0	→	0,	1	→	1,	2	→	1.3,	10	→	2,	1000	→	4,	etc.	
§  The	relevance	of	doc	d	for	a	given	query	q,	is	the	sum	
of	log	frequency	over	the	terms	t	in	both	q	and	d:	
§  The	relevance	is	zero	when	query	and	document	do	
not	share	any	term	
wt,d  =  
1 +  log10  tft,d, if  tft,d >  0, tft,d ∈  Ν
0,    else
⎧
⎨
⎪
⎩⎪
wt,dt∈q∩d∑
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Relevance	of	Terms	
§  Rare	terms	are	generally	more	important	than	
frequent	terms	(aten4on	to	rare	mispelling	terms)	
§  E.g.	ar4cles,	preposi4ons,	conjunc4ons	are	so	frequent	that	
as	we	know	are	stop	words	ouen	totally	ingnored	
§  however	the	0	gives	instead	more	importance	to	much	
more	frequent	terms	
§  The	more	a	query	term	is	rare,	the	more	a	doc	with	
such	term	has	higher	probability	to	be	relevant	
§  but	rare	respect	to	what	?	
§  We	should	reweight	the	0	to	give	more	importance	to	
less	frequent	terms	in	the	doc	repository	
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Inverse	Document	Frequency	(IDF)	
§  dft	is	the	number	of	documents	in	the	corpus	with	the	
term	t	
§  dft	is	an	inverse	misure	of	the	info	about	the	term	t	in	d	
§  dft		≤	N	=	number	of	docs	in	the	data	set	
§  It	is	called	idf	=	inverse	document	frequency	of	t	as	
	
§  analogously	to	0	we	use	log	(N/dft)	instead	of	N/dft	because	
the	relevance	is	not	inversely	propor4onal	wrt	the	frequency	
§  idf	does	not	take	into	account	the	repe44on	of	t	in	each	
document	of	the	corpus	
)/df( log  idf 10 tt N=
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Example:	idf	with	1	milion	documents	
termine dft idft 
auto 6723 2.08 
car 18165 1.65 
insurance 19241 1.62 
best 25235 1.50 
the 806791 0.00 
the idf of each terms t depends from the corpus 
)/df( log  idf 10 tt N=
termine dft idft 
calpurnia 1 6 
animal 100 4 
sunday 1,000 3 
fly 10,000 2 
under 100,000 1 
the 1,000,000 0 
Reuters: text set with 
more than 800000 news 
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Solu4on:	Combining	TF	and	IDF	
§  it	is	called	TF-IDF	deﬁnide	as	the	following	product	
	
§  it’s	a	standard	in	IR	since	‘70s	to	compute	the	relevance	of	
each	term	within	a	document	according	to	the	corpus	
§  synonyms	in	literature:	p.idf,	TF-IDF,	p	x	idf	
§  Conclusions:	the	term	relevance	in	any	doc	increases	
with	the	number	of	occurences	in	the	doc	…	
§  …	and	decreases	with	the	number	of	occurences	of	the	
term	in	all	documents	of	the	corpus	
w
t ,d
= log(1+ tft,d )× log(N / dft )
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Relevance	of	a	Doc	d	wrt	a	Query	q	
	
§  Several	versions	have	been	also	deﬁned:	
§  0	computed	with	and	withou	log	
§  weigh4ng	of	query	terms	
§  0c	that	takes	into	account	even	the	length	of	docs	
§  Itc	that	beter	smoothes	the	high	diﬀerence	in	frequencies	
§  IDF	modiﬁed	by	compu4ng	the	entropy	of	t		
§  other	variants	that	deal	with	not	independent	terms	
Rank(q,d) = tf-idft,dt∈q∩d∑
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TF-IDF:	documents	as	vectors	of	reals	
Antonio e Cleopatra Giulio Cesare La Tempesta Amleto Otello Macbeth
Antonio 5,25 3,18 0 0 0 0,35
Bruto 1,21 6,1 0 1 0 0
Cesare 8,59 2,54 0 1,51 0,25 0
Calpurnia 0 1,54 0 0 0 0
Cleopatra 2,85 0 0 0 0 0
mercy 1,51 0 1,9 0,12 5,25 0,88
worser 1,37 0 0,11 4,15 0,25 1,95
§  It’s	a	muldi-dimensional	space	
§  each	term	is	an	axis	and	each	doc	a	point	in	a	such	space	
§  the	doc	coordinates	are	its	TD-IDF		values	
§  High	dimensionality	and	sparsity	
§  typical	milions	of	dimensions	when	it	is	adopted	such	
representa4on	by	web	search	engines	
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Query	as	vector	in	the	doc	space	
§  1:	let’s	represent	also	the	query	as	a	vector	
§  2:	the	relevance	of	a	doc	wrt	the	query	is	based	on	
their	proximity	in	the	space	
§  proximity	=	vector	similarity,	i.e.	of	documents	
§  We	need	a	ranking	method	to	overcome	the	boolean	
model	where	each	match	can	be	only	true	or	false	
§  How	compu4ng	the	distance	among	vectors	?	
§  by	compu4ng	the	euclidean	distance	among	their		
extremes	…	??	
§  …	but	this	distance	depends	on	the	length	of	vectors	…..		
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Problems	with	Euclidean	Distance	
the	euclidean	distance	
between	q		e	d2		is	
large	even	if	the	term	
distribu4on	in	both	
the	query	and	the	doc	
are	very	similar	
	
in	d2		each	component	
value	of	the	vector	is	
about	twice	of	each	
component	value	of	q	
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Angles	instead	of	Distances	
§  Experiment:	let’s	add	to	a	doc	d	the	document	itself	
forming	a	new	doc	dʹ	
§  d	e	d’	are	seman4cally	iden4cal	having	the	same	
content	…	
§  …	but	their	euclidean	distance	is	large	
§  Their	angle	instead	is	ZERO,	that	is	maximum	
similarity	
§  We	need	a	monotone	similarity	func4on	that	returns	
a	value	within	[0,	1]	
§  0	means	the	maximum	angle	of	90°	and	1	is	angle	zero,	
namely	maximum	similarity	
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From	Angles	to	the	Cosine	func4on	
§  The	cosine	func4on	is	monotone	decreasing	in	[0o,	180o]	
§  How	can	we	use	it	for	compu4ng	the	relevance	between	each	
couple	query	and	doc	?	
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Cosine	(query,	document)	
scalar product  
cos(q,d) is the cosine of the angle between vector q e d  
cos(q,

d ) =
q •

d
q

d
q •

d = qi× di
i=1
k
∑
Norm L2 of the vector = vector 
length (scalar result) 
-> a real number 
q =
i
2q
i=1
k
∑
qi can be the tf-idf of the term i in the query 
di can be the tf-idf of the term i in the document 
k = terms of the vector 
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Vector	Normaliza4on	
§  A	vector	can	be	normalized	dividing	each	component	
by	its	norm	L2	
§  the	result	vector	is	unitary	and	the	impact	on	doc	d	
and	dʹ	(i.e.	d	added	to	itself	as	previously	men4oned)	
become	equals	
§  short	and	long	documents	in	this	way	can	be	comparable	
	
x 2 = xi
2
i∑
xu =
x
x 2
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Cosine	with	Normalized	Vector	
§  The	similarity	based	on	the	cosine	of	vectors	q	and	d	
normalized	is	simply	their	scalar	product:	
	
	
cos(qu,

du ) =
=
qu •

du = qiudiui=1
k
∑
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Cosine	Similarity	among	3	Documents	
§  How	are	similar	
these	works	?	
§  SS:	Sense	and	
Sensibility	
§  PP:	Pride	and	
Prejudice	
§  WH:	Wuthering	
Height	
term SS PP WH 
affection 115 58  20 
jealous 10 7 11 
gossip 2 0 6 
stormy 0 0 38 
Frequency of terms 
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Similarity	among	3	Documents	(ii)	
Terms	with	Log	TF	
term SS PP WH 
affection 3.06 2.76 2.30 
jealous 2.00 1.85 2.04 
gossip 1.30 0 1.78 
stormy 0 0 2.58 
A@er	normalizaCon	
term SS PP WH 
affection 0.789 0.832 0.524 
jealous 0.515 0.555 0.465 
gossip 0.335 0 0.405 
stormy 0 0 0.588 
Cos(SS,PP) ≈ 0.789 × 0.832 + 0.515 × 0.555 +  
                        0.335 × 0.0 + 0.0 × 0.0 ≈ 0.94 
Cos(SS,WH)   ≈ 0.79 
Cos(PP,WH)   ≈ 0.69 
Sense and Sensibility is more similar to Pride and Prejudice 
than to CWuthering Height …… is reasonable, why ? 
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PageRank:	Relevance	from	Links	(i)	
§  the	basis	algorithm	of	Google	
§  L.	Page,	S.	Brin,	R.	Motwani,	T.	Winograd	
(1999)	The	PageRank	Cita<on	Ranking:	
Bringing	Order	to	the	Web.	Technical	
Report.	Stanford	InfoLab.	
§  measure	the	relevance	of	web	
pages	from	the	num.	of	entry	links	
rather	than	only	their	contents	
§  entry	links	are	in	turn	weighted	
according	to	the	PageRank	of	
pages	to	which	links	belong	to	
§  e.g.	page	C	has	a	single	entry	link,	but	
its	rank	is	high	thanks	to	the	rank	of	B	
Immagine tratta da  
Wikipedia 
§  It	extracts	from	links	among	Web	pages	the	implicit	knowledge	of	pages’	
importance	according	to	the	relevance	given	by	authors	that	linked	them	
§  the	knowledge	is	a	probability	distribu4on	funded	on	random	walk			
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PageRank:	Relevance	from	Links	(ii)	
§  roughly	speaking,	the	search	process	select	Web	pages	according	to	their	
contents	using	standard	and	advanced	techniques	of	informa4on	retrieval	
§  and	results	are	ordered	according	to	the	rank	computed	by	PageRank	
§  E.g.:	the	search	of	"University”	-	Google	vs	Altavista	(1999):	Google	returns	
top	level	university,	while	Altavista	irrelevant	pages	containing	"University"	
L. Page, et. al.  
1999  
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Similarity	based	on	Lessical	Matching:	Limits	
§  Up	to	now	the	similarity	among	texts	has	been	based	on	lessical	
matching	of	their	words	
§  For	example	these	two	senteces	
	
1)	powerful	car	engine	 	2)	potent	auto	motor		
§  they	have	equivalent	meaning,	but	no	lessical	match	
§  thus	the	cosine	similarity	of	their	two	vectors	is	ZERO	
§  For	example		
a)	powerful	math	model 	b)	powerful	car	model	
§  diﬀerent	meaning,	but	higher	lessical	match	than	previous	sentence	
§  thus	the	cosine	similarity	of	their	two	vector	is	0.67	
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What	is	the	Meaning	of	Words	?	
§  Deﬁni4on	of	meaning	from	the	Webster	dic4onary	
§  the	idea	that	is	represented	by	a	word,	phrase,	etc.	
§  the	idea	that	a	person	wants	to	express	by	using		words,	signs,	etc.	
§  the	idea	expressed	in	a	work	of	wri4ng,	art	
§  Commonest	linguis4c	way	of	thinking	of	meaning	
§  Ferdinand	de	Saussure	was	one	of	the	founders		
of	semio4cs	and	sign	theory	
§  He	divided	the	sign	into	2	components:		
the	signiﬁer	or	sound-image	and	the		
signiﬁed	or	concept		
§  signiﬁer	=	material	form		
signiﬁed	=	mental	concept	
§  He	argued	that	a	sign’s	meaning	can	be	understood	when	the	
rela4onship	between	its	signiﬁer	and	signiﬁed	are	agreed	
§  moreover	the	meaning	of	a	word	depends	on	its	rela4ons	to	other	words	
§  e.g.	understanding	“tree”	requires	understanding	“bush”	and	their	rela4on		
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What	about	computaConal	word	meaning	?	
An	usual	answer:	a	taxonomy	like	WordNet	that	has	29	
rela4onships:	hypernyms	(is-a),	synonyms,	merenomy	...	
[Synset('procyonid.n.01'),		
Synset('carnivore.n.01'),		
Synset('placental.n.01'),	
Synset('mammal.n.01'),		
Synset('vertebrate.n.01'),		
Synset('chordate.n.01'),		
Synset('animal.n.01'),		
Synset('organism.n.01'),		
Synset('living_thing.n.01'),		
Synset('whole.n.02'),	
Synset('object.n.01'),		
Synset('physical_entity.n.01'),		
Synset('en<ty.n.01')]	
from	nltk.corpus	import	wordnet	as	wn	
panda	=	wn.synset(‘panda.n.01’);	bear	=	wn.synset(‘bear.n.01’)		
hyper	=	lambda	s:	s.hypernyms()	
list(panda.closure(hyper));	list(bear.closure(hyper));		
	
[Synset('carnivore.n.01'),	
Synset('placental.n.01'),	
Synset('mammal.n.01'),	
Synset('vertebrate.n.01'),	
Synset('chordate.n.01'),	
Synset('animal.n.01'),		
Synset('organism.n.01'),	
Synset('living_thing.n.01'),	
Synset('whole.n.02'),	
Synset('object.n.01'),	
Synset('physical_en<ty.n.01'),		
Synset('en<ty.n.01'	)]	
wn.synset(‘good’)	
S:	(adj)	full,	good	
S:	(adj)	es<mable,	good,	honorable,		
respectable		S:	(adj)	beneﬁcial,	good	
S:	(adj)	good,	just,	upright	
S:	(adj)	adept,	expert,	good,	
prac<ced,		proﬁcient,	skillful	
S:	(adj)	dear,	
good,	near		S:	
(adj)	good,	right,	
ripe	
…	
S:	(adv)	well,	good	
S:	(adv)	thoroughly,	soundly,	
good		S:	(n)	good,	goodness	
S:	(n)	commodity,	trade	good,	good	
wn.synset('bear.n.01').lowest_common_hypernyms(wn.synset('panda.n.01'))	[Synset('carnivore.n.01')]	
																										panda.wup_similarity(bear)	0.89	
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Text	Similarity	Using	Wordnet	
§  Wordnet:	a	directed	graph	where	each	node	is	an	english	word	
and	each	edge	an	oriented	rela4on	between	2	words	
§  e.g.	of	an	hypernym	rela4on:	pain<ng	IS-A	graphic_art	
§  																		synonym	rela4on:	car	->	auto,	automobile,	machine,	motorcar		
§  e.g.	sculpture	and	pain4ng	are	independent,	i.e.	orthogonal		
§  instead	in	wordnet	they	share	a	common	ancestor:	art	
§  What’s	the	semanCc	similarity	between	the	2	sentences	?	
§  1)	powerful	car	engine	 	 	2)	potent	auto	motor		
§  using	wordnet	and	a	bit	of	coding	their	similarity	is	almost	1	
§  How	to	get	the	right	seman4c	of	the	other	2	sentences	?	
§  a)	powerful	math	model 	b)	powerful	car	mode	
§  in	this	case	we	should	preliminarly	perform	a	part	of	speech	tagging	(POS)	
§  Drawbacks:	computa4onally	expensive,	limited	dic4onary	
§  Recent	methods:	Word	Embeddings	are	overcoming	such	issues	
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EVALUATION	OF	RESULTS	
INTRODUCTION	
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User	Evalua4ons	
§  Each	user	translate	an	informaCon	need	in	a	search	
query	….	
§  ….	and	evaluate	the	relevance	of	results	according	to	
its	informaCon	need	and	not	on	the	basis	of	the	used	
search	terms	
§  E.g.,	informa4on	need:	I’m	interested	in	knowing	if	
red	wine	is	more	eﬀec<ve	against	the	heart	failure	
than	white	wine.	
§  Query:	wine	red	white	eﬀec0ve	heart	failure	
§  i.e.	the	user	evaluates	if	the	answer	sa4sﬁes	the	
informa4on	need	and	not	if	contains	these	terms	
Gianluca	Moro	-	DISI,	University	of	Bologna	
Text	Processing	 		
74 
Test	Bed	for	the	Relevance	Evalua4on		
§  Approach	commonly	used	to	measure	the	docs	
relevance	wrt	a	query:	
1.  one	or	more	reference	sets	of	documents	
2.  a	reference	set	of	queries	
3.  known	binary	evalua4ons	for	each	query	and	the	set	of	
documents	in	order	to	determine	relevant/irrelevant	doc	
§  Human	experts	evaluate	for	each	query	which	docs	
are	relevant/irrelevant	
§  Text	Retrieval	Conference	(TREC),	and	Na4onal	Ins4tute	of	
Standards	and	Technology	(NIST),	performed	a	large	
number	of	such	tests	since	1992	
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Some	Reference	Corpora	
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Accuracy	Evalua4on	
§  Accuracy	(for	a	given	query):		
§  (num.	of	relevant	retrieved	docs	+	irrelevant	not	
retrieved)	/	all	docs	of	the	corpus	
§  Accuracy	=	(tp+tn)/(tp+tn+fn+fp)		
§  but	this	measure	is	insuﬃcient	with	data	sets	that	
have	classes	with	a	num.	of	unbalanced	instances	
§  Esempio:		
§  data	set	con	10200	documen4	
§  doc	rilevan4	(per	una	query)	nel	data	set	=	100	
§  Doc	irrilevan4	nel	data	set	10100		
	
§  Accuratezza	=	10000/10200	=	0.98	
Confusion 
Matrix 
Retrieved Not Retrieved doc in the 
Corpus 
Relevant true positives = tp false negatives = fn Relev = tp+fn 
Irrelevant false positives =fp true negatives = tn Irrelev = fp+tn 
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Evalua4on:	Accuracy	
§  Accuracy:	inappropriate	measure	with	unbalanced	
classes	
§  Example:		
§  corpus	with	10200	documents,	of	which	100	relevant	for	a	
given	query,	but	the	query	achieves	100	docs	irrelevant		
§  Acc	=	(tp+tn)/(tp+tn+fn+fp)	=	(0+10000)/10200=	0.98	
	
§  Esempio:		
§  data	set	con	10200	documen4	
§  doc	rilevan4	(per	una	query)	nel	data	set	=	100	
§  Doc	irrilevan4	nel	data	set	10100		
	
§  Accuratezza	=	10000/10200	=	0.98	
Conf sion 
Matrix 
Retrieved Not Retrieved doc in the 
corpus 
Relevant tp = 0 fn = 100 Relev =100 
Irrelevant fp = 100 tn = 10000 Irrelev=10100 
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Evalua4on	with	Precision	and	Recall	
§  Precision:	Frac4on	of	docs	retrieved	that	are	
relevant	=	P(relevant|retrieved)	=	tp/(tp	+	fp)			
§  Recall:	Frac4on	of	docs	relevant	that	have	been	
retrieved	=	P(retrieved	|relevant)	=	tp/(tp	+	fn)	
§  Previous	example	with	accuracy	0.98:	
§  Precision	=	0								Recall	=	0	
Confusion 
Matrix 
Retrieved Not Retrieved doc in the 
corpus 
Relevant tp = 0 fn = 100 Relev =100 
Irrelevant fp = 100 tn = 10000 Irrelev=10100 
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Precision	and	Recall:	F-Measure	
§  Retrieving	for	each	query	all	corpus	docs,	the	recall	
would	be	1,	but	the	precision	would	be	low	
§  up	to	the	limit	given	by	the	number	of	relevant	docs	for	
the	query	over	the	total	num.	of	docs	
§  Generally	in	a	good	system,	the	recall	tends	to	
decrease	as	the	precision	increases	and	vice	versa	
§  A	measure	that	combines	them	is	the	F-Measure:	
§  si	u4lizza	spesso		
con	β=1	è				
Fmeasure = 1
α
1
P + (1−α)
1
R
=
(β 2 +1)PR
β 2P + R
F1measure = 2 ⋅
PR
P + R
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F1	measure	and	other	combined	measures	
Combined Measures
0
20
40
60
80
100
0 20 40 60 80 100
Precision (Recall fixed at 70%)
Minimum
Maximum
Arithmetic
Geometric
Harmonic
•  F1 measure is also known as the armonic measure 
•  the result is closer to the smallest between Precision & Recall 
xi
i=1
n
∏n
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Evalua4on	of	Ranked	Results	
§  Given	a	system	and	a	set	of	
queries	with	their	results	
§  we	plot	for	each	query	a	graph	
precision-recall	with	the	ﬁrst	k	
answers	
§  in	general	it	is	ploted	the	
average	graph	from	the	graphs	of	
queries	
§  How	many	points	(R,P)	to	plot	?	
§  Standard	TREC:	11	Recall	levels	
with	0.1	interpolated	increments		
avg	of	50	queries	
(TREC	8,	2009)	
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Precision-Recall:	Example	
n    docID   relevant 
Let 6 be the total number of  
relevant docs {1,2,4,6,13,20} 
 
Evaluation of each recall point 
 
 
Missing the relevant  
doc 20 therefore the  
recall is not 100% 
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Breakeven	Point	of	Precision-Recall	
23
Breakeven point
 		
	
	

la recall sono uguali
0
0,2
0,4
0,6
0,8
1
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Recall
Pr
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n
NoStem Stem
It is the interpolated value such that precision and  
recall are identical 
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Precision-Recall:	Example	
n    docID   relevant 
Let 6 be the total number of  
relevant docs {1,2,4,6,13,20} 
 
Evaluation of each recall point 
 
 
Missing the relevant  
doc 20 therefore the  
recall is not 100% 
Breakeven	
point		
Prec.	=	Recall	
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Further	evalua4on	measures	
§  R-precision	
§  let	R	be	the	num.	of	docs	relevant	for	a	given	
query,	R-precision	is	the	num.	of	docs	relevant	
in	the	ﬁrst	R	doc	retrieved	divided	by	R	
§  e.g.:	the	query	in	ﬁg.	has	R=6	docs	relevant	
(the	last	not	retrieved),	the	6-precision	is	4/6				
§  Mean	Average	Precision	(MAP)	
§  MAP	of	a	query	qj	is	the	average	of	R-
precision	from	1	to	mj	relevant	doc	of	qj	;	
the	MAP	of	a	set	Q	of	queries	is	the	following	
	
e due misure piu` avanzate, una variante della nDCG, cioe` la nDCG a k (nDCG@k)
[JK02] e la Expected Reciprocal Rank a k (ERR@k)[CMZG09].
Mean Average Precision
La Mean Average Precision (MAP) e` stata una delle prime misure atte a valutare
un sistema di IR attraverso un singolo valore. Essa e` definita come la media della
Average Precision (la media della precisione) di un singolo Information Need, cal-
colata sui primi k documenti del risultato presenti dopo ogni documento rilevante
recuperato. Il valore cosı` trovato e` successivamente mediato per tutti gli Informa-
tion Need considerati. Il MAP, dato l’insieme dei documenti rilevanti {d1, ..., dmj}
per un Information Need qj   Q e definita Rjk la lista troncata del risultato al
documento dk, si definisce come:
MAP(Q) =
1
|Q|
|Q|
 
j=1
1
mj
mj
 
k=1
Precision(Rjk)
Quando un documento rilevante non e` completamente recuperato la precisio-
ne misurata sara` 0. Per un singolo Information Need la media delle precisioni
approssima l’area sottesa dalla curva precisione-richiamo. Percio` il MAP e` l’ap-
prossimazione della media delle aree sottese dalle curve precisione-richiamo di un
insieme di richieste. Il MAP essendo quindi la media aritmetica della precisione
media di ogni Information Need, per sua natura, li tratta tutti allo stesso modo,
non tenendo in considerazione la quantita` di documenti rilevanti per ognuno di
essi. Quindi tale misura e` generalmente considerata di buona qualita` solo quando
13
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		n	 doc	#	 relevant	
1	 320	 x	
2	 401	
3	 756	 x	
4	 891	 x	
5	 467	 x	
6	 301	
7	 222	 x	
8	 591	 x	
9	 191	
10	 668	
Mean	Average	Precision:	Example	
§  Let			q1		,	q2	two	queries	to	which	corresponds	10	
and	8	relevant	docs	respec4vely,	in	the	corpus	D	
	
§  MAP({q1	,	q2}):			
§  MAP	approximates	the	area	average	of	the	precision-recall	
graph	of	a	set	of	queries	
§  each	query	has	the	same	weight	in	the	MAP,	also	with	large	
diﬀerence	in	the	num.	of	relevant	docs	among	queries	
e due misure piu` avanzate, una variante della nDCG, cioe` la nDCG a k (nDCG@k)
[JK02] e la Expected Reciprocal Rank a k (ERR@k)[CMZG09].
Mean Average Precision
La Mean Average Precision (MAP) e` stata una delle prime misure atte a valutare
un sistema di IR attraverso un singolo valore. Essa e` definita come la media della
Average Precision (la media della precisione) di un singolo Information Need, cal-
colata sui primi k documenti del risultato presenti dopo ogni documento rilevante
recuperato. Il valore cosı` trovato e` successivamente mediato per tutti gli Informa-
tion Need considerati. Il MAP, dato l’insieme dei documenti rilevanti {d1, ..., dmj}
per un Information Need qj   Q e definita Rjk la lista troncata del risultato al
documento dk, si definisce come:
MAP(Q) =
1
|Q|
|Q|
 
j=1
1
mj
mj
 
k=1
Precision(Rjk)
Quando un documento rilevante non e` completamente recuperato la precisio-
ne misurata sara` 0. Per un singolo Information Need la media delle precisioni
approssima l’area sottesa dalla curva precisione-richiamo. Percio` il MAP e` l’ap-
prossimazione della media delle aree sottese dalle curve precisione-richiamo di un
insieme di richieste. Il MAP essendo quindi la media aritmetica della precisione
media di ogni Information Need, per sua natura, li tratta tutti allo stesso modo,
non tenendo in considerazione la quantita` di documenti rilevanti per ognuno di
essi. Quindi tale misura e` generalmente considerata di buona qualita` solo quando
13
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		n	 doc	#	 relevant	
1	 420	
2	 411	 x	
3	 956	
4	 821	 x	
5	 467	
6	 321	 x	
7	 223	 x	
8	 551	
9	 971	
10	 268	
