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Abstrakt
Tato pra´ce popisuje za´klady modelova´nı´ pozadı´ videosekvencı´ a na´slednou segmentaci
poprˇedı´. Je zde kra´tce rozebra´no neˇkolik nejcˇasteˇji pouzˇı´vany´ch metod v te´to oblasti po-
cˇı´tacˇove´ho videˇnı´. Da´le je detailneˇ popsa´na za´kladnı´ rekurzivnı´ multimoda´lnı´ metoda
mixtura gausia´nu˚. Jsou take´ zmı´neˇny jejı´ beˇzˇne´ proble´my prˇi rea´lne´m nasazenı´ a jejich
mozˇne´ rˇesˇenı´. Soucˇa´stı´ te´to pra´ce je implementace te´to metody v jazyce C s pouzˇitı´m
knihovny OpenCV a take´ implementace v otevrˇene´m vy´pocˇetnı´m prostrˇedı´ OpenCL.
Zpu˚sob implementace obou variant algoritmu je podrobneˇ popsa´n vcˇetneˇ nutny´ch zmeˇn
pro implementaci v OpenCL. U obou variant byl proveden test vy´konu na dvou video-
sekvencı´ch a vy´sledne´ hodnoty kra´tce okomentova´ny. V za´veˇru pra´ce je pak algoritmus
mixtury gausia´nu˚ zhodnocen a jsou navrzˇeny dodatecˇne´ u´pravy pro implementaci.
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Abstract
This thesis describes basics of background modeling of video sequences and its further
foreground segmentation. Several mostly used methods in this part of computer vision
are shortly described. Next part describes in detail basic recursive multimodal version
of mixture of gaussians method. Mentioned are its common problems when used in real
life and their possible solution. Part of this work is implementation of this method in C
language with usage of OpenCV library and also an implementation in open computing
environment OpenCL. Process of both implementations of this algorithm is described in
detail, including all necessary changes for implementation inOpenCL. Both variantswere
tested for performance on two video sequences and the resulsts are shortly discussed. The
final part then evaluates the mixture of gaussians method and proposes some additions
for the implementation.
Keywords: foreground segmentation, background modeling, mixture of gaussians,
OpenCV, OpenCL
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Detekce pohybu ve videosekvencı´ch je velmi du˚lezˇity´m prvkem v nejru˚zneˇjsˇı´ch oblas-
tech nasazenı´ sledova´nı´ videokamerami. Jako nejbeˇzˇneˇjsˇı´ prˇı´klad mu˚zˇeme uve´st sledo-
va´nı´ a analy´zu dopravnı´ho provozu na krˇizˇovatka´ch, da´lnicı´ch, parkovisˇtı´ch cˇi jiny´ch
mı´stech. V poslednı´ dobeˇ take´ naby´va´ na oblı´benosti a rozsˇı´rˇenosti sledova´nı´ a rozpo-
zna´va´nı´ lidsky´ch gest prˇi interakci se stroji. Detekce pohybu by´va´ nejcˇasteˇji prova´deˇna
odecˇtenı´m pozadı´, ktere´ je tvorˇeno bud’ referencˇnı´m snı´mkem nebo modelem pozadı´.
Kazˇdy´ jednotlivy´ snı´mek je pak od tohoto pozadı´ odecˇten a vsˇechny body, jejichzˇ rozdı´l
se vy´razneˇ lisˇı´, jsou povazˇova´ny za pohyb. Je du˚lezˇite´, aby vy´sledek tohoto kroku byl
co nejprˇesneˇjsˇı´, protozˇe jake´koliv dalsˇı´ zpracova´nı´ zkresleny´ch dat by mohlo ve´st k u´plneˇ
jiny´m vy´sledku˚m, nezˇ bychom chteˇli.
Kazˇdy´ algoritmus rˇesˇı´cı´ proble´m detekce pohybu musı´ by´t schopny´ se spra´vneˇ vypo-
rˇa´dat s neˇkolika nejcˇasteˇjsˇı´mi proble´my. Uved’me si je na prˇı´kladu kamery, ktera´ snı´ma´
provoz na krˇizˇovatce. Algoritmus pouzˇity´ v tomto prˇı´padeˇmusı´ by´t schopen se prˇizpu˚so-
bit ru˚zny´m dennı´m podmı´nka´m, jako jsou jina´ osveˇtlenı´ v noci a ve dne, s tı´m souvisejı´cı´
ru˚zne´ u´hly a de´lky stı´nu˚ vrhane´ sledovany´mi objekty v ru˚zny´ cˇas dne a v neposlednı´ rˇadeˇ
musı´ by´t neza´visly´ na pocˇası´, ktere´ se take´ mu˚zˇe libovolneˇ meˇnit. Algoritmus musı´ take´
zvla´dnout spra´vnou detekci stojı´cı´ch aut cˇekajı´cı´ch na zelenou, protozˇe tato auta z po-
hledu algoritmu rychle splynou s pozadı´m dı´ky sve´ nepohyblivosti. K pouzˇitı´ takove´ho
algoritmu v rea´lne´m cˇase nesmı´ by´t algoritmus na´rocˇny´ na vy´pocˇetnı´ vy´kon a pouzˇitou
pameˇt’, ale i prˇesto si musı´ zachovat schopnost co nejprˇesneˇjsˇı´ identifikace pohybujı´cı´ch
se objektu˚.
Segmentova´nı´ videosekvencı´ a na´sledne´ zpracova´nı´ je soucˇa´stı´ veˇtsˇı´ skupiny pro-
cesu˚ obecneˇ nazy´vany´ch pocˇı´tacˇove´ videˇnı´. Pocˇı´tacˇove´ videˇnı´ je sˇiroce rozprostrˇeno prˇes
oblasti informatiky, optiky, matematiky, mechaniky, fyziky a z cˇa´sti i biologie a psycho-
logie. Zjednodusˇeneˇ se da´ rˇı´ci, zˇe se jedna´ o veˇdu zaby´vajı´cı´ se programova´nı´m pocˇı´-
tacˇu˚ ke zpracova´nı´ a prˇedevsˇı´m porozumeˇnı´ obrazovy´ch dat, jaky´mi mohou by´t proste´
obra´zky, videosekvence, stereovizua´lnı´ video (pohled ze dvou kamer soucˇasneˇ), nebo
vı´cerozmeˇrna´ data z le´karˇsky´ch skeneru˚.
Porozumeˇnı´ obrazu pocˇı´tacˇem je velice slozˇity´ proces. Cˇloveˇk se svy´m biologicky´m
videˇnı´m doka´zˇe naprˇ. okamzˇiteˇ rozpoznat auto na obra´zku. Toto je vsˇak vy´sledkem
slozˇite´ pra´ce lidske´ho mozku, ktery´ rozlozˇı´ vizua´lnı´ signa´l na nespocˇet kana´lu˚, ktere´
vedou nejru˚zneˇjsˇı´ informace do ru˚zny´ch oblastı´ mozku. Mozek vyuzˇı´va´ sˇirokou sˇka´lu
asociativnı´ch informacı´ ze vsˇechmozˇny´ch senzoru˚ a dı´ky nim je schopen krˇı´zˇove´ asociace
s poznatky, ktere´ jsme nabyli za dobu nasˇeho pobytu na sveˇteˇ. Mozek skrz zpeˇtnou
vazbu rˇı´dı´ mechanicke´ vlastnosti ocˇı´, jako jemnozˇstvı´ propousˇteˇne´ho sveˇtla skrz rohovku
a upravuje prˇı´jem sveˇtla na povrchu sı´tnice.
Pocˇı´tacˇ oproti tomu prˇijme na vstupu pouze rˇadu cˇı´sel. Nema´ zˇa´dny´ syste´m rozpo-
zna´va´nı´ tvaru˚, nedoka´zˇe automaticky ovla´dat zaostrˇenı´ obrazu, ani nenı´ schopen krˇı´zˇove´
asociace z letity´ch zkusˇenostı´. Na obra´zku 1 vidı´me auto, ktere´ ma´ na straneˇ rˇidicˇe zpeˇtne´
zrca´tko. Pocˇı´tacˇ vsˇak vidı´ pouze sı´t’cˇı´sel, ktera´ je navı´c z cˇa´sti zkreslena´ sˇumem zpu˚sobe-
ny´m nedokonalostı´ za´znamnı´ch prˇı´stroju˚. Tato sı´t’ cˇı´sel na´m da´va´ velmi ma´lo informacı´
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o vlastnı´mobraze.Ale toto je vsˇe, co „vidı´“ pocˇı´tacˇ. Za´kladnı´mproble´mem je reprezentace
trojrozmeˇrne´ho sveˇta dvourozmeˇrny´m obrazem. Neexistuje zˇa´dny´ zpu˚sob, jak z tohoto
obrazu dostat zpeˇt trojrozmeˇrny´ signa´l. Tento 2D obraz mu˚zˇe reprezentovat nekonecˇnou
kombinaci 3D sce´n.
Oblast pocˇı´tacˇove´ho videˇnı´ se da´ sta´le povazˇovat za nevyvinutou. Dı´ky ru˚znorodosti
oboru˚, do ktery´ch pocˇı´tacˇove´ videˇnı´ zasahuje, neexistuje zˇa´dna´ standardnı´ formulace
„proble´mu pocˇı´tacˇove´ho videˇnı´ “. Neexistuje ani formulace toho, jak by proble´my pocˇı´-
tacˇove´ho videˇnı´ meˇly vu˚bec by´t rˇesˇeny. A tak mı´sto toho vznikla spousta metod rˇesˇı´cı´ch
nejru˚zneˇjsˇı´ dobrˇe definovane´ u´lohy pocˇı´tacˇove´ho videˇnı´. Tyto metody vsˇak byly cˇasto
velmi u´zce zameˇrˇeny na danou u´lohu a nebylo je tak mozˇne´ pouzˇı´t pro sˇirsˇı´ aplikaci.
Mnoho teˇchto metod je sta´le ve fa´zi vy´zkumu, ale jsou i takove´, ktere´ se jizˇ uplatnily
i v komercˇnı´ch produktech. Jednou takovou metodou je pra´veˇ segmentace poprˇedı´.
72 Oddeˇlenı´ poprˇedı´ od pozadı´
Existuje spousta algoritmu˚ pro oddeˇlenı´ pozadı´ od poprˇedı´, veˇtsˇina z nich vsˇak postu-
puje podle jednoduche´ho sche´matu jako je na obra´zku 2. Toto sche´ma tvorˇı´ cˇtyrˇi za´kladnı´
kroky – preprocessing, modelova´nı´ pozadı´, detekce poprˇedı´ a validace dat. Preproces-
sing zajisˇt’uje prˇı´pravu obrazove´ho snı´mku pro dalsˇı´ pouzˇitı´ v samotne´m algoritmu.
To zahrnuje naprˇ. prˇevod do srozumitelne´ho forma´tu pro algoritmus, zmeˇnu parame-
tru˚ videosnı´mku jako naprˇ. velikost, barevnost, jas apod. Takto prˇipraveny´ snı´mek pak
prˇebı´ra´ proces modelova´nı´ pozadı´. Ten na za´kladeˇ vstupnı´ch hodnot pocˇı´ta´ a aktualizuje
soucˇasny´ model, ktery´ je statistickou reprezentacı´ pozadı´ videa.
Modely se deˇlı´ na staticke´ a dynamicke´. Staticky´ model pozadı´ je vytva´rˇen v tzv.
ucˇı´cı´ fa´zi a po dobu trva´nı´ videosekvence jizˇ nenı´ obmeˇnˇova´n. Z tohoto jasneˇ vyply´vajı´
nevy´hody – je potrˇeba zı´skat dlouhou cˇa´st videosekvence bez poprˇedı´ pro ucˇı´cı´ cˇa´st,
model pote´ jizˇ nenı´ schopen reagovat na dlouhotrvajı´cı´ zmeˇny vpozadı´ (nenı´ obmeˇnˇova´n)
a take´ nedoka´zˇe reagovat na na´hle´ zmeˇny osveˇtlenı´ sce´ny. Dynamicke´ modely naopak
svu˚j model beˇhem videosekvence neusta´le obmeˇnˇujı´. Jsou tak schopny reagovat na ru˚zne´
zmeˇny v pozadı´ sce´ny. Nevy´hodami teˇchto modelu˚ je proble´m s nastavenı´m parametru˚
pro rychlost adaptace na zmeˇny ve sce´neˇ – naprˇ. objekt, ktery´ se zastavı´, splyne s pozadı´m,
nebo naopak se pohybuje prˇı´lisˇ rychle a tak v modelu vznikajı´ duchove´.
Pixely, ktere´ nezapadajı´ do modelu pozadı´, jsou pak oznacˇeny procesem detekce
poprˇedı´ jako samotne´ poprˇedı´. Takto oznacˇene´ pixely pak tvorˇı´ bina´rnı´ masku, tedy 1
= poprˇedı´, 0 = pozadı´. Tı´m se zı´ska´ hruby´ odhad samotne´ho poprˇedı´, ten je ale potrˇeba
jesˇteˇ oveˇrˇit. K tomu slouzˇı´ krok validace dat. Zde se kontroluje, zda-li konkre´tnı´ body
v masce skutecˇneˇ odpovı´dajı´ pohybujı´cı´m se objektu˚m. Z masky se odstranı´ ty, ktere´
neodpovı´dajı´ a tato maska se pak prˇeda´ na vy´stup jako samotne´ poprˇedı´. V tomto kroku
se pouzˇı´vajı´ vy´pocˇetneˇ-na´rocˇne´ algoritmy, i prˇesto ale zde zu˚sta´va´ mozˇnost real-time
zpracova´nı´, protozˇe algoritmy jsou pouzˇity pouze na male´ mnozˇstvı´ bodu˚ v masce. Pro
kazˇdy´ z teˇchto kroku˚ existuje neˇkolik ru˚zny´ch na´vrhu˚, ty nejcˇasteˇjsˇı´ budou popsa´ny
v na´sledujı´cı´ch kapitola´ch.
2.1 Preprocessing
Tento krok by se dal rozdeˇlit do dvou cˇa´stı´ – globa´lnı´ a loka´lnı´ preprocessing. Glo-
ba´lnı´ preprocessing umozˇnˇuje usˇetrˇit vy´kon prˇi samotne´m modelova´nı´ pozadı´, protozˇe
mı´sto zpracova´nı´ kazˇde´ho snı´mkuzvla´sˇt’se doprˇedu zpracuje rovnou cela´ videosekvence.
To je samozrˇejmeˇ mozˇne´ pouze v prˇı´padeˇ, kdyma´me ulozˇenou konecˇnou videosekvenci.
Nelze takto zpracovat naprˇ. streamovane´ video, zde je nutne´ pouzˇı´t loka´lnı´ preprocessing.
Ten je pak pouzˇit na kazˇdy´ snı´mek na vstupu zvla´sˇt’.
Zpracova´nı´ mu˚zˇe zahrnovat konverzi cele´ho videa do jednodusˇsˇı´ho forma´tu pro dalsˇı´
pouzˇitı´. Kazˇde´ dodatecˇne´ deko´dova´nı´ videa zbytecˇneˇ prˇida´va´ dalsˇı´ vy´pocˇetnı´ u´lohy a tak
snizˇuje vy´kon cele´ho procesu. Veˇtsˇinou na´sleduje vyhlazenı´ videa, ktere´ ma´ za u´kol
odstranit sˇum kamery nebo jiny´ch prˇı´rodnı´ch ruchu˚ zachyceny´ch kamerou, jako je de´sˇt’
cˇi sneˇzˇenı´. Velmi obvykle´ je take´ zmensˇenı´ snı´mku nebo snı´zˇenı´ pocˇtu snı´mku˚ za vterˇinu
(beˇzˇne´ video je kolem 24 snı´mku˚ za vterˇinu). Samotny´ algoritmus detekce poprˇedı´ se da´
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zrychlit odstraneˇnı´m nezajı´mavy´ch cˇa´sti pro konkre´tnı´ situaci. Pro krˇizˇovatku mu˚zˇeme
z videosnı´mkuvyjmout budovy, chodnı´ky cˇi oblohu, pohyb v teˇchto cˇa´stech na´s nezajı´ma´.
Mezi dalsˇı´mi operacemi je naprˇ. prˇevedenı´ snı´mku do odstı´nu sˇedi pro nizˇsˇı´ na´rocˇnost
a komplexnost algoritmu, ale cˇasto za cenu mensˇı´ prˇesnosti. Snı´zˇenı´ komplexnosti vsˇak
by´va´ pomeˇrneˇ vysoke´, protozˇe se nemusı´ udrzˇovat model pro kazˇdou barvu neza´visle.
2.2 Modelova´nı´ pozadı´
Za´kladem kazˇde´ho algoritmu, oddeˇlujı´cı´ho poprˇedı´ od pozadı´, je modelova´nı´ pozadı´.
Tomuto krokubyla veˇnova´na velka´ cˇa´st vy´zkumuprˇi vytva´rˇenı´modelu schopne´ho odolat
ru˚zny´m rusˇivy´m faktoru˚m v pozadı´, jako je naprˇ. zmeˇna pocˇası´, mnozˇstvı´ sveˇtla, hy´bajı´cı´
se veˇtvicˇky stromu˚ cˇi sˇum kamery, ale i navzdory vsˇem ruchu˚m schopne´ho spra´vneˇ
detekovat pohyb.
Obecneˇ mu˚zˇeme modely rozdeˇlit do dvou sˇirsˇı´ch skupin – rekurzivnı´ a nerekurzivnı´.
Popsa´ny budou pouze dynamicke´ modely, tedy ty metody, jenzˇ se doka´zˇou snadno prˇi-
zpu˚sobit zmeˇna´m ve videosekvencı´ch a nevyzˇadujı´ inicializaci prˇı´lisˇ na´rocˇnou na zdroje.
Takovou inicializacı´ mu˚zˇe by´t naprˇ. nacˇtenı´ neˇkolika desı´tek vterˇin videa doprˇedu pro
vytvorˇenı´ za´kladnı´homodelu. Tuto inicializaci vyuzˇı´vajı´ naprˇ. modely popsane´ vlastnı´mi
charakteristicky´mi obra´zky (eigen-images).
2.2.1 Ne-rekurzivnı´ techniky
Ne-rekurzivnı´ algoritmy udrzˇujı´ v pameˇti urcˇity´ pocˇet poslednı´ch snı´mku˚, na za´kladeˇ
ktery´ch se sestavuje model pozadı´. Dı´ky tomuto plovoucı´mu oknu jsou tyto algoritmy
vysoce prˇizpu˚sobive´ zmeˇna´m v pozadı´, protozˇe k vy´pocˇtu se pouzˇı´vajı´ pouze snı´mky
ulozˇene´ v pameˇti a cokoliv bylo ve videu prˇed nimi, se nebere v u´vahu.
Na druhou stranu mu˚zˇe toto zpu˚sobit proble´m naprˇ. v pomale´m silnicˇnı´m provozu.
Pokud bude plovoucı´ okno tak kra´tke´, zˇe zachytı´ auto pouze prˇi cˇeka´nı´ na zelenou
na semaforu, stane se toto auto prˇi posunu plovoucı´ho okna soucˇa´stı´ modelu pozadı´.
Pocˇet ulozˇeny´ch snı´mku˚ v historii je proto potrˇeba nastavit adekva´tneˇ situaci, cozˇ mu˚zˇe
zrovna v prˇı´padeˇ pomale´ho provozu na cesta´ch ve´st k velky´m pameˇt’ovy´m na´roku˚m.
Pouzˇı´va´me-li pevneˇ prˇideˇlenou pameˇt’, da´ se tento proble´m cˇa´stecˇneˇ prˇekonat snı´zˇenı´m
snı´mkovacı´ frekvence videa.
92.2.1.1 Rozdı´l snı´mku˚ (Frame differencing) Tato velmi jednoducha´ metoda pouzˇı´va´
k vytvorˇenı´ modelu pozadı´ pouze prˇedchozı´ snı´mek, It−1, ktery´ se jednodusˇe odecˇte od
snı´mku aktua´lnı´ho:
|It–It−1| > T,
kde It je intenzita snı´mku v cˇase t a T je pevneˇ dany´ pra´h citlivosti. Zvolena´ hodnota
prahu je pro tuto metodu za´sadnı´, nebot’ je to jediny´ faktor, ktery´ ovlivnˇuje vy´sledek.
Prˇedpokladem pro tuto metodu je neusta´ly´ pohyb objektu˚ prˇi spra´vne´ snı´mkovacı´ frek-
venci. Zjednodusˇeneˇ lze rˇı´ct, zˇe odecˇtenı´m zmizı´ z vy´sledne´ masky poprˇedı´ vsˇe, co se
nehy´be. Tı´m nasta´va´ proble´m, kdyzˇ se sledovany´ objekt zastavı´. Pro tento model jakoby
splyne s pozadı´m. Podobny´ proble´m nasta´va´ prˇi veˇtsˇı´ch, stejneˇ zbarveny´ch, pohybujı´cı´ch
se plocha´ch. Vnitrˇnı´ pixely te´to plochy nebudou detekova´ny jako poprˇedı´, protozˇe pixel
v tom mı´steˇ ma´ stejnou hodnotu jako v prˇedchozı´m snı´mku a tak dojde k jeho u´plne´mu
odecˇtenı´. Bez dodatecˇne´ u´pravy algoritmu jsou tak detekova´ny pouze hrany objektu˚.
2.2.1.2 Linea´rnı´ prediktivnı´ filtr (Linear predictive filter) Tento algoritmus na u´rovni
pixelu˚ pouzˇı´va´Wieneru˚v predikcˇnı´ filtr, ktery´ prˇedpovı´da´ na za´kladeˇ pravdeˇpodobnosti,
jake´ hodnoty pixelu˚ se objevı´ v dalsˇı´m snı´mku. Jaky´koliv pixel, ktery´ se za´sadneˇ odchyluje
od prˇedpoveˇzene´ hodnoty je oznacˇen jako poprˇedı´. Linea´rnı´ predikce dalsˇı´ hodnoty
dane´ho pixelu v cˇase t je
st = −
p∑
k=1
akst − k,
kde st je prˇedpoveˇzena´ hodnota pixelu, st−k je prˇedchozı´ hodnota pixelu a ak je predikcˇnı´
koeficient, spocˇteny´ z vzorku˚ kovariancˇnı´ch hodnot sn. V prˇı´padeˇ st > T , kdeT je zvolena´
odchylka, je pixel povazˇova´n za poprˇedı´.
Proble´m nasta´va´ v modelu pozadı´, kdyzˇ se objevı´ objekt oznacˇeny´ jako poprˇedı´. Ten
zacˇne narusˇovat hodnoty pouzˇite´ jako historie pixelu. Z toho du˚vodu je dobre´ udrzˇovat
kromeˇ historie prˇedpoveˇdı´ i historii skutecˇny´ch hodnot. Pro kazˇdy´ novy´ pixel se tak
vypocˇtou dveˇ predikce, jedna na za´kladeˇ skutecˇny´ch hodnot a jedna na za´kladeˇ prˇedpo-
veˇzeny´ch hodnot. Pokud je alesponˇ jedna predikce mensˇı´, nezˇ zvolena´ odchylka, je pixel
povazˇova´n za pozadı´. V kazˇde´m snı´mku je jesˇteˇ potrˇeba prˇepocˇı´tat predikcˇnı´ koeficient,
aby byla zajisˇteˇna prˇizpu˚sobivost algoritmu na zmeˇny v pozadı´. Je-li aktua´lnı´ odchylka
pixelu mensˇı´, nezˇ 1, 1 na´sobek prˇedchozı´ odchylky stejne´ho pixelu, je koeficient aktuali-
zova´n, jinak je zachova´n stary´ koeficient.
Linea´rnı´ prediktivnı´ filtr je jednou zmetod, ktere´ dı´ky slozˇity´mvy´pocˇtu˚mnelze pouzˇı´t
v rea´lne´m cˇase.
2.2.1.3 Media´novy´ filtr (Median filter) Algoritmus media´nove´ho filtru je dalsˇı´ efek-
tivnı´ a velmi cˇasto pouzˇı´vana´metoda na poli oddeˇlova´nı´ pozadı´ od poprˇedı´ [6]. Vytvorˇenı´
modelu pozadı´ spocˇı´va´ ve vy´pocˇtu hodnoty media´nu pro kazˇdy´ pixel snı´mku ze vsˇech
snı´mku˚ ulozˇeny´ch ve vyrovna´vacı´ pameˇti (plovoucı´m okneˇ). Pote´ kontrolujeme u kazˇ-
de´ho pixelu jeho odchylku od vypocˇtene´ho media´nu a podle nastavene´ho prahu ozna-
cˇı´me bud’ jako poprˇedı´ nebo pozadı´. Prˇi spra´vny´ch parametrech dosahuje metoda velmi
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dobry´ch vy´sledku˚ prˇi nı´zky´ch vy´pocˇetnı´ch na´rocı´ch, zato ma´ vsˇak vysokou pameˇt’ovou
na´rocˇnost dı´ky snı´mku˚m ulozˇeny´m v bufferu (Nxframesize).
2.2.1.4 Neparametricky´ model (Non-parametricmodel) Tentomodel pocˇı´ta´ hustotu
norma´lnı´ho rozlozˇenı´ (GDF) pro kazˇdy´ pixel na za´kladeˇ jeho historie. Elgammal [7] k
tomu pouzˇı´va´ celou historii It −L, It −L+ 1, . . . , It − 1 ze ktere´ formuje neparametricky´
odhad GDF pixelu f(It = u):
f(It = u) =
1
L
t−1∑
i=t−L
K(u–Ii)
kde K(·) je funkce kernelu . Pokud zvolı´me jako kernel funkci norma´lnı´ho rozlozˇenı´
N(0,Σ), prˇicˇemzˇ Σ reprezentuje sˇı´rˇku pa´sma kernelu, pak mu˚zˇeme odhad pocˇı´tat jako
f(It = u) =
1
L
t−1∑
i=t−L
1
(2pi)
d
2 |Σ| 12
e−
1
2 (u–Ii)
TΣ−1(u–Ii)
Pouzˇitı´m tohoto pravdeˇpodobnostnı´ho odhadu pak oddeˇlı´me pozadı´ od poprˇedı´ a to tak,
zˇe poprˇedı´ je f(It) < T, kde T je zvoleny´ pra´h citlivosti. Tı´m, zˇe je pouzˇita Gaussovo
norma´lnı´ rozlozˇenı´ jakoK, se da´ tento neparametricky´ model povazˇovat za zobecneˇnou
obdobumodelu mixtury gausia´nu˚. Dı´ky tomu je take´ odhad prˇesneˇjsˇı´ a prˇi pouzˇitı´ pouze
cˇa´sti historie pixelu doka´zˇe model vcelku rychle reagovat na zmeˇny v pozadı´. Dalsˇı´
vy´hodou pouzˇitı´ GDF jemultimoda´lnost cele´homodelu. To znamena´, zˇe semodel doka´zˇe
vyrovnat s pozadı´m, ve ktere´m se naprˇı´klad hy´be veˇtvicˇka stromu nebo se stavem, kdy
se ostre´ kontrastnı´ hrany dı´ky nepatrne´mu pohybu kamery a sˇumu v obraze posunou
v libovolne´m smeˇru opixel.Model poda´va´ velmidobre´ vy´sledky, ale je take´ velmi na´rocˇny´
na vy´pocˇetnı´ vy´kon.
2.2.2 Rekurzivnı´ techniky
Oproti ne-rekurzivnı´m technika´m nepouzˇı´vajı´ rekurzivnı´ techniky vyrovna´vacı´ pameˇt’
snı´mku˚ promodelova´nı´ pozadı´, ale rekurzivneˇ aktualizujı´model pozadı´, ktery´ je odvozen
ze vsˇech prˇedchozı´ch snı´mku˚. I prˇesto, zˇe se model aktualizuje pouze na za´kladeˇ pra´veˇ
zpracova´vane´ho videosnı´mku, tak pra´veˇ dı´ky postupne´mu odvozova´nı´ modelu ze vsˇech
snı´mku˚ mu˚zˇe mı´t i da´vno minuly´ snı´mek sˇpatny´ vliv na aktua´lnı´ model. Vy´hodou oproti
ne-rekurzivnı´m metoda´m je tedy nizˇsˇı´ pameˇt’ova´ na´rocˇnost, nevy´hodou pak veˇtsˇı´ cˇas
potrˇebny´ k „vyplavenı´“ chyb z modelu (prˇi spra´vne´m nastavenı´ parametru˚ se vsˇak da´
vy´razneˇ zkra´tit).
2.2.2.1 Kalmanu˚v filtr (Kalman filter) Kalmanu˚v filtr vznikl uzˇ v roce 1960 a je po-
vazˇova´n za optima´lnı´ rekurzivnı´ algoritmus zpracova´vajı´cı´ data. Jednı´m z du˚vodu˚ jeho
optima´lnosti je schopnost zapracovat do vy´pocˇtu jake´koliv informace, ktere´ mu˚zˇeme
poskytnout. K vy´pocˇtu hodnot, ktere´ potrˇebujeme, pouzˇı´va´ vesˇkere´ nameˇrˇene´ hodnoty,
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prˇicˇemzˇ vyuzˇı´va´ znalost syste´mumeˇrˇenı´, statisticke´ hodnoty ruchu˚ v syste´mu a odchylek
a take´ jake´koliv informace o pocˇa´tecˇnı´ch podmı´nka´ch vy´stupnı´ch hodnot. Tı´mto doka´zˇe
da´t vy´sledek se statisticky minima´lnı´ chybou. Naprˇı´klad k zjisˇteˇnı´ rychlosti letadla lze
pouzˇı´t Doppleru˚v radar, nebo u´daje navigacˇnı´ho syste´mu, nebo staticky´ tlak a u´daje
o veˇtru z prˇı´slusˇny´ch zarˇı´zenı´. Kalmanu˚v filtr mu˚zˇe by´t postaven tak, aby doka´zal za-
pracovat vsˇechna tato data a dı´ky znalosti dynamik jednotlivy´ch syste´mu˚ je schopny´
da´t celkoveˇ nejlepsˇı´ vy´slednou hodnotu rychlosti. Z mnoha verzı´ Kalmanova filtru, ktere´
existujı´, pouzˇı´va´ nejjednodusˇsˇı´ verze pouze sveˇtelnost pixelu [8], Karmann a von Brandt
pouzˇı´vajı´ sveˇtelnost a jejı´ docˇasnou derivaci [4] a Koller, Weber a Malik pak pouzˇı´vajı´
sveˇtelnost a prostorovou derivaci [9]. V prˇı´padeˇ pouzˇitı´ verze [4] je pozadı´ modelova´no
tı´mto vzorcem: [
Bt
B
′
t
]
= A ·
[
Bt−1
B
′
t−1
]
+Kt ·
(
It −H ·A ·
[
Bt−1
B
′
t−1
])
kde matice A uda´va´ dynamiku pozadı´, matice K je Kalmanova ziskova´ matice a H
je meˇrˇı´cı´ matice [measurment matrix]. Karmann a von Brandt ve sve´ pra´ci [4] uva´deˇjı´ tyto
vy´chozı´ hodnoty:
A =
[
1 0, 7
0 0, 7
]
, H =
[
1 0
]
Kt se meˇnı´ mezi pomalou – alpha1 – a rychlou – alpha2 > alpha1 – adaptacı´ podle
toho, je-li It − 1 pixel na´lezˇı´cı´ pozadı´ nebo poprˇedı´:
Kt =
[
α1
α1
]
je-li It−1 poprˇedı´, jinak
[
α2
α2
]
Zna´mou nevy´hodou je zanecha´va´nı´ dlouhy´ch stop za pohybujı´cı´m se objektem.
2.2.2.2 Prˇiblizˇny´ media´novy´ filtr (Approximated Median Filter) V roce 1995 navrhli
McFarlane a Schofield [10] algoritmus na sledova´nı´ selat podle ne-rekurzivnı´ho media´-
nove´ho filtru, ale s vlastnostmi rekurzivnı´ch technik. Neuchova´va´ se tedy zˇa´dna´ pameˇt’
prˇedchozı´ch snı´mku˚, ale aktualizuje se jednosnı´mkovy´ model pozadı´. Pozdeˇji tato tech-
nika byla take´ pouzˇita pro modelova´nı´ pozadı´ prˇi sledova´nı´ meˇstske´ho provozu.
Princip je velmi jednoduchy´. Pokudna vstupudostanemepixel snı´mku, jehozˇ hodnota
It je veˇtsˇı´ nezˇ odpovı´dajı´cı´ hodnota v modelu, je tato hodnota modelu pozadı´ zvy´sˇena
o jednicˇku. Naopak je-li mensˇı´ nezˇ hodnota v modelu, je tato hodnota o jednicˇku snı´zˇena.
Model tedy smeˇrˇuje ke stavu, kdy polovina vsˇech pixelu˚ je veˇtsˇı´ nezˇ hodnota v modelu
a druha´ polovina je mensˇı´. Dosta´va´me tedy media´n.
Tato metoda je schopna dosa´hnout velmi dobry´ch vy´sledku˚ i prˇes svou jednoduchou
implementaci. Plusem je take´ mala´ pameˇt’ova´ na´rocˇnost. Nevy´hodou pak je velmi pomala´
reakce na veˇtsˇı´ zmeˇny v pozadı´.
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2.2.2.3 Mixtura Gausia´nu˚ Stauffer a Grimson prˇisˇli s modelem, ktery´ mı´sto jednoho
gausia´nu, jako v prˇı´padeˇ Kalmanova filtru, pouzˇı´va´ mixturu neˇkolika Gaussovy´ch dis-
tribucı´ najednou se syste´mem vah jednotlivy´ch gausia´nu˚ – cˇı´m veˇtsˇı´ va´ha, tı´m pravdeˇpo-
dobneˇji na´lezˇı´ pozadı´. Pro minima´lnı´ funkcˇnost uva´dı´ [1] alesponˇ 3 gausia´ny, u vı´ce nezˇ
6 gausia´nu˚ je pak zlepsˇenı´ uzˇ velmi zanedbatelne´. Algoritmus porovna´ hodnotu aktua´l-
nı´ho pixelu It se vsˇemi gausia´ny v modelu a najde takovy´ gausia´n, do jehozˇ standardnı´
odchylky, 2, 5σ, hodnota pixelu zapada´. Parametry tohoto gausia´nu jsou pote´ patrˇicˇneˇ
upraveny a jeho va´ha zvy´sˇena. Distribuce jsou pote´ serˇazeny podle koeficientu ω/ρ a na´-
sledneˇ jsou jako pozadı´ vybra´ny ty distribuce, jejichzˇ soucˇet vah je veˇtsˇı´ nezˇ zvoleny´
pra´h T . Pokud aktua´lnı´ pixel It byl prˇirˇazen neˇktere´ ze zbyly´ch distribucı´, je tento pixel
oznacˇen jako poprˇedı´. Vı´ce o te´to metodeˇ v kapitole 3.
2.3 Detekce poprˇedı´
Kdyzˇ ma´me sestaven model pozadı´, ktery´ je ve veˇtsˇineˇ metod reprezentova´n jednı´m
obra´zkem, stacˇı´ jednodusˇe odecˇı´st tento vymodelovany´ obra´zekBt od aktua´lnı´ho snı´mku
videosekvence It a vy´sledek porovnat se zvoleny´m prahem citlivosti T :
|It(x, y)–Bt(x, y)| > T.
Je-li tedy rozdı´l veˇtsˇı´, nezˇ zvoleny´ pra´h T , je pixel o sourˇadnicı´ch (x, y) povazˇova´n
za poprˇedı´. Jiny´ zpu˚sob detekce poprˇedı´ je spocˇı´ta´nı´m normalizovane´ statistiky:
|It(x, y)–Bt(x, y)–µd|
σd
> Ts,
kde µd je vrchol Gaussovy funkce a σd je standardnı´ odchylka pro vsˇechny sourˇadnice
(x, y). Pra´hT nenı´ pevneˇ da´n, naopak se nastavuje s ohledemna situaci ve videosekvenci –
neˇktere´ sce´ny vyzˇadujı´ nizˇsˇı´ citlivost, jako trˇeba sce´ny s nı´zky´m kontrastem, jine´ naopak
vyzˇadujı´ citlivost vysˇsˇı´. Fuentes a Velastin navrhujı´ pro oddeˇlenı´ poprˇedı´ pouzˇı´t spı´sˇe
relativnı´ rozdı´l nezˇ absolutnı´ [11]. Tı´m se zdu˚raznı´ kontrast v mı´stech sce´ny, ktera´ jsou
ve stı´nu nebo jinak ztmavena oproti zbytku sce´ny.
|It(x, y)–Bt(x, y)|
Bt(x, y)
> Tc
Jiny´ prˇı´stup navrhuje pouzˇı´t dva prahy citlivosti, jeden pro „silneˇjsˇı´“ pixely poprˇedı´,
ktere´ jsou trˇeba uprostrˇed sledovany´ch objektu˚ a jejich absolutnı´ rozdı´l s modelem pozadı´
je veˇtsˇı´ nezˇ tento pra´h Th. Od teˇchto pixelu˚ se pak pocˇı´ta´ rozdı´l vsˇech okolnı´ch pixelu˚,
ktery´ pro zarˇazenı´ do poprˇedı´ musı´ by´t veˇtsˇı´ nezˇ druhy´, mensˇı´ pra´h Tl < Th.
2.4 Validace dat
Proces detekce poprˇedı´ prˇeda´ na vstup bitovou masku s pravdeˇpodobny´m poprˇedı´m.
Ovsˇem data v masce nemusı´ by´t u´plneˇ spra´vna´, protozˇe prˇi detekci poprˇedı´ se nebere
v u´vahu vztah sousednı´ch pixelu˚, na´sledkem cˇehozˇ mu˚zˇeme v bitove´ mascemı´t na´hodny´
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sˇum. Tento proble´m se nejcˇasteˇji rˇesˇı´ kombinacı´ morfologicke´ho filtru a shlukova´nı´m
spojeny´ch komponent. Pouzˇitı´m morfologicke´ho filtru se zbavı´me pixelu˚-sirotku˚, tedy
osamoceny´ch pixelu˚, ktere´ jsou bud’ sˇpatneˇ oznacˇeny jako poprˇedı´ nebo naopak jako po-
zadı´. Morfologicky´m filtremmu˚zˇeme take´ spojit prˇilehle´ regiony poprˇedı´, ktere´ oddeˇluje
neˇkolikapixelova´ „dı´ra“.
Shlukova´nı´m spojeny´ch komponent pak mu˚zˇeme sledovat konkre´tnı´ spojene´ regiony
poprˇedı´ a v prˇı´padeˇ, zˇe jsou neˇktere´ mensˇı´ nezˇ by meˇly by´t (naprˇı´klad sledujeme-li
projı´zˇdeˇjı´cı´ auta a do za´beˇru na´m vletı´ pta´k), z masky se odstranı´.
Dalsˇı´m proble´mem je rychlost adaptace modelu pozadı´ na pohyby v za´beˇru. Je-li
adaptace pomalejsˇı´ nezˇ pohyb, vznikajı´ tzv. „duchove´“, cozˇ jsou oblasti sˇpatneˇ deteko-
vany´ch regionu˚ poprˇedı´. Naopak je-li adaptace prˇı´lisˇ rychla´, mu˚zˇe detekce pomalejsˇı´ch
objektu˚ selhat. Neˇkolik autoru˚ proto navrhuje pouzˇı´vat vı´ce modelu˚ s ru˚zny´mi rych-
lostmi adaptace a periodicky porovna´vat vy´sledek mezi teˇmito modely. Dalsˇı´ mozˇnostı´,
jak odstranit duchy z poprˇedı´, je spocˇı´tat jejich opticky´ tok. To na´m eliminuje nepohyb-
live´ objekty, tedy ru˚zne´ stopy ktere´ za objektem zu˚staly v modelu. Jednı´m z rˇesˇenı´ je take´
sledovat sce´nu ze dvou kamer pod ru˚zny´mi u´hly a tuto informaci o u´hlech pouzˇı´t pro
vy´pocˇet hloubky. Na za´kladeˇ hloubky pak jsme schopni le´pe rozpoznat poprˇedı´, nebot’
objekty v poprˇedı´ jsou blı´zˇ nezˇ pozadı´.
Poslednı´m, v literaturˇe cˇasto zminˇovany´m proble´mem, je drobny´ pohyb v pozadı´,
naprˇ. listı´ na stromech. Tento proble´m vcelku elegantneˇ rˇesˇı´ metoda Mixtura Gausia´nu˚,
ktera´ take´ byla na tyto situace od pocˇa´tku staveˇna. Dodatecˇny´m morfologicky´m filtrova´-
nı´m pak masku poprˇedı´ docˇistı´me.
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3 Mixtura Gausia´nu˚
Tento algoritmus formulovali v roce 1999 C. Stauffer a W. Grimson. Jejich pu˚vodnı´ im-
plementace vsˇak meˇla neˇkolik nedostatku˚, proto pozdeˇji na za´kladeˇ te´to metody vzniklo
neˇkolik dalsˇı´ch, vylepsˇeny´ch a dnes vcelku rozsˇı´rˇeny´ch metod. Tato adaptivnı´ metoda
pouzˇı´va´ k modelova´nı´ pozadı´ mixturu neˇkolika norma´lnı´ch (Gaussovy´ch) distribucı´.
Kazˇda´ tato distribuce prˇedstavuje pravdeˇpodobnost vy´skytu urcˇite´ intenzity nebo barvy
pixelu. Vrchol distribuce prˇedstavuje intenzitu dane´ho pixelu nebo hodnotu jedne´ barvy
ze slozˇek RGB. Jevy ve sce´neˇ jako kolı´sa´nı´ jasu cˇi sˇum kamery mohou docˇasneˇ posunout
hodnotu pixelu mimo strˇed distribuce. Ke spra´vne´mu zachycenı´ tohoto pixelu je vy-
uzˇita hodnota variance dane´ distribuce. Tato metoda prˇedpokla´da´ zpracova´nı´ snı´mku
na vstupu po jednotlivy´ch pixelech (oproti zpracova´nı´ cely´ch oblastı´) a take´ rozhodo-
va´nı´ o poprˇedı´ neza´visle na prˇedchozı´ch snı´mcı´ch (nepouzˇı´vajı´ se tedy u´daje z procesu
validace dat ani u´daje o sledova´nı´ objektu˚).
Metoda je dost robustnı´, aby se doka´zala vyporˇa´dat s na´hlou zmeˇnou osveˇtlenı´ sce´ny,
se sledova´nı´m objektu˚ za prˇeka´zˇkami v pohledu (naprˇ. sledova´nı´ objektu mezi veˇtvemi
stromu), s pomalu se pohybujı´cı´mi objekty a take´ s objekty, ktere´ se ve sce´neˇ na´hle objevı´
nebo ze sce´ny na´hle zmizı´. V tomto popisu se budeme zaby´vat algoritmem pouze pro
monochromatickou video sekvenci.
3.1 Teorie
Kazˇdy´ objekt, ktery´ se dostanedopohledudane´hopixelu, je reprezentova´n jednı´m stavem
z mnozˇiny stavu˚ k ∈ 1, 2, . . .K, kde celkovy´ pocˇet stavu˚K je konstanta obvykle zvolena´
mezi 3 azˇ 7. Cˇa´st teˇchtoK stavu˚ odpovı´da´ pozadı´, zbytekpak tvorˇı´ poprˇedı´. Kazˇda´ z teˇchto
K distribucı´ je parametrizova´na vrcholem µk, variancı´ σk a dodatecˇny´m parametrem
va´hy gausia´nu ωk. Tento parametr prˇedstavuje frekvenci, se kterou se dany´ stav doposud
objevoval a take´ rˇı´ka´, jaka´ je (a priori) pravdeˇpodobnost, zˇe aktua´lnı´ pixel It bude na´lezˇet
pra´veˇ tomuto stavu, prˇicˇemzˇ platı´
K∑
k=1
ωk = 1. (1)
Hodnota pixelu It je v prˇı´padeˇ monochromaticke´ho vstupnı´ho snı´mku skala´r, v prˇı´-
padeˇ normalizovane´ho barevne´ho prostoru je pixel reprezentova´n dvou-slozˇkovy´m vek-
torem a je-li pouzˇit plneˇ barevny´ snı´mek, je pixel tvorˇen trˇı´-slozˇkovy´m vektorem. Objekt,
ktery´ je pra´veˇ v pohledu pixelu, nenı´ zna´m a je pouze neprˇı´mo odpozorova´n z hod-
noty pixelu It. I kdyby objekt byl zna´m, stejneˇ by musel by´t reprezentova´n jednou z K
distribucı´, protozˇe hodnota It nebude dı´ky sˇumu kamery cˇi nepatrne´ zmeˇneˇ osveˇtlenı´
konstantnı´, ale bude se drobneˇ vychylovat.
Pravdeˇpodobnost, zˇe na vstupu bude aktua´lnı´ pixel je:
P (It) =
K∑
k=1
ωk,t ∗ η(It, µk,t,Σk,t), (2)
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Obra´zek 3: Prˇı´klad rozlozˇenı´ pravdeˇpodobnosti pixelu, rovnice (2).
K = 3, It ∈ {0, 1, ..., 255}, ωk = {0, 2, 0, 2, 0, 6}, µk = {80, 100, 200}aσk = {20, 5, 10}.
kde K je pocˇet distribucı´ modelu, ωk,t je va´ha k-te´ distribuce v modelu v cˇase t, µk,t
je vrchol k-te´ distribuce v cˇase t a Σk,t je kovariancˇnı´ matice k-te´ distribuce v cˇase t
a η je norma´lnı´ rozlozˇenı´ pravdeˇpodobnosti.
η(It, µk,t,Σk,t) =
1
(2pi)
n
2 |Σ| 12
e−
1
2 (It−µt)TΣ−1(It−µt). (3)
Obvykle se prˇedpokla´da´, zˇe rozmeˇry It jsou na sobeˇ neza´visle´ a tak je Σk pro jednodu-
chost inverze pouze diagona´lnı´. Pu˚vodnı´ pra´ce Stauffera a Grimsona [1] prˇedpokla´da´,
zˇe vsˇechny odchylky σk jsou identicke´, z cˇehozˇ plyne, zˇe naprˇ. odchylky cˇervene´, zelene´
a modre´ barvy v barevne´m prostoru RGB jsou statisticky shodne´. Kovariancˇnı´ matici
Σk lze tedy nahradit jednodusˇsˇı´ diagona´lnı´ maticı´: Σk = σ2kI. Je take´ mozˇne´ tuto matici
Σk nahradit jednı´m skala´rem σk. V tomto linea´rnı´m barevne´m prostoru je to prˇijatelna´
aproximace, avsˇak v jiny´ch prostorech, jako trˇeba HSV, je toto extre´mnı´m zjednodusˇenı´m
a proto nepouzˇitelne´.
Distribuce v modelu jsou serˇazeny sestupneˇ podle pravdeˇpodobnosti Lk, ktera´ je ur-
cˇena pomeˇrem va´hy distribuce ωk a variance σk.
Lk = ωk/σk. (4)
Nejprve je potrˇeba zjistit, ktera´ distribuce k pokry´va´ aktua´lnı´ hodnotu pixelu It.
Literatura nejcˇasteˇji pouzˇı´va´ dveˇ metody – pu˚vodnı´ metodu Stauffera a Grimsona [1] (i)
a metodu s pouzˇitı´m Bayesova teore´mu [2] (ii).
(i) Nalezenı´ shodyMt ∈ [0,K] probı´ha´ tak, zˇe hodnota kazˇde´ho pixelu It je porovna´na
s vrcholem µk kazˇde´ z K distribucı´ a je-li It ve standartnı´ odchylce 2, 5σ dane´ho
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vrcholu,
|µk,t − Ik,t| < 2, 5σ, (5)
je tato distribuce vybra´na jako „shoda“. Nenı´-li It dostatecˇneˇ blı´zko zˇa´dne´mu vr-
cholu distribuce, jeMt = 0. Velikost odchylky mu˚zˇeme meˇnit bez vlivu na celkovy´
vy´kon. To je velmi uzˇitecˇne´, kdyzˇ majı´ ru˚zne´ regiony ru˚znou intenzitu sveˇtla, algo-
ritmus totizˇ mu˚zˇeme prˇizpu˚sobit tak, aby hodnotu te´to odchylky meˇnil adekva´tneˇ
podle situace. Jednotna´ odchylka pro cely´ snı´mek mu˚zˇe ve´st ke „zmizenı´ “ objektu˚,
pokud se dostanou do stı´nu. Tento proble´m je blı´zˇe popsa´n v sekci 3.2 jako proble´m
s dı´rami v objektu. Jedna´ se o stejny´ princip.
(ii) S aktua´lnı´mpixelemspocˇtemepodmı´neˇnoupravdeˇpodobnost prokazˇdoudistribuci
k v modelu podle Bayesova teore´mu:
P (k|It, µk,t, σk,t, ωk,t) =
P (k)fIt|k(It|k, µk,t, σk,t)
fIt(It|µk,t, σk,t, ωk,t)
(6)
a pote´ vybereme to k, ktere´ splnˇuje na´sledujı´cı´ podmı´nku:
k = arg max
k
P (k|It, µk,t, σk,t, ωk,t) (7)
= arg max
k
ωk,tfIt|k(It|k, µk,t, σk,t). (8)
Avsˇak zde docha´zı´ k proble´mu, pokud aktua´lnı´ pixel nenı´ pokryt zˇa´dnou z K dis-
tribucı´ modelu. Vybere se i prˇesto ta nejblizˇsˇı´. To je nejcˇasteˇji zpu˚sobeno objektem,
ktery´ se noveˇ objevil v pohledu pixelu. Rovnice (6) toto nebere v u´vahu a novy´ objekt
ve sce´neˇ by tak vyhodnotila sˇpatneˇ. Mozˇne´ rˇesˇenı´ je prˇida´nı´ dalsˇı´ distribuce do mo-
delu, ktery´ bude mı´t nı´zkou va´hu, nedefinovany´ vrchol a nekonecˇnou varianci. Tı´m
dosa´hneme stavu, kdy (6) vybere tuto distribuci, pokud zˇa´dna´ jina´ neodpovı´da´.
Pokud nenı´ pro It nalezena vhodna´ distribuce (Mt = 0, nebo je podle (ii) vybra´na
distribuceK + 1), je nahrazena nejme´neˇ pravdeˇpodobna´ distribuce kLmin = arg min(Lk)
novou distribucı´, ktera´ ma´ vrchol roven aktua´lnı´ hodnoteˇ pixelu µkLmin,t = It, velkou
varianci a velmi malou va´hu. Velkou vy´hodou je, zˇe nahrazenı´ sta´vajı´cı´ distribuce s
nejmensˇı´ pravdeˇpodobnostı´ vy´skytu nerozbije cely´ model. Barvy pozorovane´ prˇedtı´m
v modelu zu˚sta´vajı´, nezˇ se samy stanou nejme´neˇ pravdeˇpodobnou distribucı´ a budou
nahrazeny jiny´mi distribucemi. Zı´ska´va´me tak vy´hodu pro objekty, ktere´ sta´ly na mı´steˇ
dost dlouho na to, aby byly zacˇleneˇny do pozadı´. Kdyzˇ se znovu pohnou, distribuce, jenzˇ
byla oznacˇena za shodu prˇedtı´m, nezˇ do pohledu pixelu vstoupil novy´ objekt, v modelu
sta´le existuje se stejny´mi parametry, ale nizˇsˇı´ va´hou, avsˇak reprezentuje-li tato distribuce
plneˇ viditelny´ pixel, distribuce va´hu rychle zı´ska´ zpa´tky.
Je-li noveˇ vytvorˇena´ distribuce zpu˚sobena docˇasny´m objektem, ktery´ mu˚zˇe by´t klidneˇ
sˇumem kamery, distribuce dı´ky sve´ male´ va´ze model nijak nenarusˇı´ a cˇasem z neˇj u´plneˇ
vypadne, kdyzˇ se ve sce´neˇ objevı´ novy´ objekt.
Noveˇ prˇidana´ distribuce oznacˇuje pixel jako poprˇedı´, ale protozˇe se nemusı´ jednat
o skutecˇne´ poprˇedı´, je potrˇeba toto pozdeˇji oveˇrˇit.
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Obra´zek 4: A posteriori pravdeˇpodobnosti, rovnice (6), vykresleny jako funkce It pro
kazˇde´ k = 1, 2, 3. Pouzˇity jsou stejne´ parametry jako v obr. 3
Byla-li nalezena shoda, jsou parametry te´to distribuce patrˇicˇneˇ aktualizova´ny:
ωk,t = (1− αt)ωk,t−1 + αtP (k|It, µk, σk), (9)
kde αt je parametr rychlosti ucˇenı´ se. Urcˇuje tedy rychlost, s jakou se nehybny´ objekt
stane soucˇa´stı´ pozadı´. Pouzˇijeme-li metodu (i) pro nalezenı´ shody, definujı´ Stauffer s
Grimsonem v [1] mozˇne´ zrychlenı´ v podobeˇ nahrazenı´ pomeˇrneˇ na´rocˇne´ho vy´pocˇtu
pravdeˇpodobnosti P (k|It, µk, σk), jednoduchou aproximacı´
Ak,t =
{
1 distribuce oznacˇena jako shoda
0 ostatnı´ prˇı´pady
(10)
≈ P (k|It, µk, σk). (11)
To vycha´zı´ z pozorova´nı´, zˇe P (k|It, µk, σk) je pro veˇtsˇinu hodnot It rovno bud’ 0, nebo 1
a pouze pro jedno k je velmi blı´zko 1, viz graf na obra´zku 4.
Ostatnı´ parametry distribuce jsou take´ aktualizova´ny:
µk,t = (1− ρ)µk,t−1 + ρIt, (12)
σ2k,t = (1− ρ)σ2k,t−1 + ρ|It − µk,t−1|2, (13)
kde
ρ =
αtP (k|It, µk,t, σk,t, ωk,t)
ωk,t
. (14)
Pokud je nalezeno vı´ce nezˇ jedna shoda, je vybra´na ta distribuce, ktera´ ma´ nejvysˇsˇı´ po-
meˇr ωk,t/σk,t. Parametry ostatnı´ch distribucı´ zu˚sta´vajı´ stejne´, meˇnı´ se pouze va´hy, ktere´
je potrˇeba renormalizovat, nebot’ platı´ (1). Dalsˇı´m krokem je klasifikace poprˇedı´ a po-
zadı´. Po aktualizaci parametru˚ se distribuce serˇadı´ podle hodnoty ωk,t/σk,t, kde nejprav-
deˇpodobneˇjsˇı´ distribuce pozadı´ jsou nahorˇe, zatı´mco me´neˇ pravdeˇpodobne´ transientnı´
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distribuce se drzˇı´ vespod. Pote´ vybereme prvnı´ch B distribucı´ jako reprezentaci pozadı´
B = arg min
b
(
K∑
k=1
ωk > T ), (15)
kde T je uzˇivatelem zvoleny´ pra´h citlivosti, vyjadrˇujı´cı´ jak velka´ cˇa´st dat je minima´lneˇ
potrˇeba, aby se mohlo jednat o pozadı´. Toto vybere ty „nejlepsˇı´ “ distribuce, dokud nenı´
dosazˇeno urcˇite´ cˇa´sti dat, T . Zvolı´me-li T jako malou hodnotu, je model pozadı´ veˇtsˇinou
unimoda´lnı´, pouzˇı´va´ se tedy pouze jedna distribuce. Pouzˇitı´m pouze nejpravdeˇpodob-
neˇjsˇı´ distribuce mu˚zˇeme usˇetrˇit vy´pocˇetnı´ cˇas.
Naopak je-li hodnota T vysˇsˇı´, je mozˇne´ do modelu pozadı´ zarˇadit vı´ce distribucı´
reprezentujı´cı´ch vı´ce barev, zpu˚sobeny´ch naprˇ. pohybem listı´ na stromeˇ, vlajı´cı´ vlajkou
apod. Takto se vyhneme falesˇne´ detekci naprˇ. pra´veˇ teˇch listu˚ na stromeˇ jako poprˇedı´.
Pokud je B < K a pokud byla nalezena shoda pra´veˇ ve zby´vajı´cı´ch distribucı´ch – B <
km ≤ K, je pixel reprezentova´n touto distribucı´ oznacˇen v masce poprˇedı´ jako skutecˇne´
poprˇedı´.
Novozeland’ane´ Power a Schoonees pak prˇisˇli s alternativnı´ aproximacı´ mı´sto nahra-
zenı´ (11) ve (14) [2]. Navrzˇenou zmeˇnou bylo nahradit (11)
ρk,t ≈
{
αt
ωk,t
distribuce oznacˇena jako shoda
0 ostatnı´ prˇı´pady
. (16)
Takto se u´plneˇ vyhneme vy´pocˇtu P (k|It, µk,t, σk,t, ωk,t) pouze za cenu deˇlenı´ ωk,t. [2]
uva´dı´, zˇe se jedna´ o rychlejsˇı´ a logicˇteˇjsˇı´ pouzˇitı´ aproximace, nezˇ je (10)
3.2 Dodatecˇne´ rozsˇı´rˇenı´ algoritmu
Pro prakticke´ nasazenı´ te´to metody v praxi je potrˇeba prove´st neˇkolik dodatecˇny´ch u´prav
vygenerovane´ masky poprˇedı´. Ve sve´ za´kladnı´ formeˇ totizˇ metoda obcˇas chybneˇ detekuje
sˇum v obraze jako pohybujı´cı´ se poprˇedı´. K odstraneˇnı´ teˇchto bodu˚ lze pouzˇı´t morfolo-
gicky´ filtr, jak jizˇ bylo zmı´neˇno v kapitole 2.4.
Dalsˇı´m velmi cˇasty´m jevem jsou dı´ry uvnitrˇ detekovany´ch objektu˚. Tento jev ale
nenı´ chybou samotne´ho algoritmu. Uvazˇme prˇı´pad, kdy ma´me bı´le auto s tmavy´mi
skly projı´zˇdeˇjı´cı´ mı´stem ve stı´nu. Necht’ hodnota It pozadı´ ve stı´nu je rovna 24. Kdyzˇ
do pohledu libovolne´ho pixelu uvnitrˇ te´to zastı´neˇne´ oblasti vjede ono bı´le auto, bude
hodnota It velmi vysoka´, pro na´zornost uved’me 200. Toto bude jasneˇ detekova´no jako
poprˇedı´. Dı´ky pohybu vozu se ale zanedlouho dostane do pohledu tohoto pixelu tmave´
sklo vozu, jehozˇ hodnota It ve stı´nu necht’ je 21. Jakmile algoritmus zacˇne tento pixel
zpracova´vat, prˇirˇadı´ ho podle (i) nebo (ii) distribuci reprezentujı´cı´ pozadı´. Tı´m na´m
vznikla v objektu dı´ra. Proto je potrˇeba masku zpracovat algoritmem, ktery´ dı´ry uvnitrˇ
objektu˚ vyplnı´.
Tento postup vsˇak mu˚zˇe omylem vytvorˇit nove´ nezˇa´doucı´ objekty. S tı´m souvisejı´cı´
proble´m detekce falesˇne´ho poprˇedı´ lze vyrˇesˇit pouzˇitı´m filtru, ktery´ prozkouma´ rozmeˇry
a tvar detekovane´ho objektu a pokud nevyhovuje zadany´m krite´riı´m, je z masky cely´
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Obra´zek 5: Prˇı´klad vznikly´ch deˇr v masce poprˇedı´, vlevo zpracova´vany´ snı´mek video-
sekvence, vpravo maska poprˇedı´ vytvorˇena´ algoritmem z kapitoly 4
objekt odstraneˇn. Toto vsˇak v mnoha aplikacı´ch detekce pohybu nenı´ u´plneˇ trivia´lnı´
proble´m.
Obvyklou anoma´liı´ take´ by´va´ na´hla´ zmeˇna mnozˇstvı´ sveˇtla v obraze. To se mu˚zˇe
sta´t naprˇ. prˇi pru˚jezdu velmi sveˇtle´ho auta v blı´zkosti kamery, nebo prˇi rozsvı´cenı´ sveˇtla
v tmave´ mı´stnosti, kdy kamerˇe chvı´li trva´ nezˇ se prˇizpu˚sobı´. Touto zmeˇnou je te´meˇrˇ
okamzˇiteˇ veˇtsˇina sce´ny detekova´na jako poprˇedı´, nebot’mı´sto ocˇeka´vany´ch pu˚vodnı´ch
nı´zky´ch hodnot It prˇisˇly na vstup hodnoty velmi vysoke´. V tomto prˇı´padeˇ by mohlo
pomoci samostatne´ sledova´nı´ mnozˇstvı´ sveˇtla a v prˇı´padeˇ zmeˇny vyna´sobenı´ vsˇech pa-
rametru˚ distribucı´ koeficientem vyjadrˇujı´cı´m velikost zmeˇny osveˇtlenı´.
20
4 Implementace
Algoritmusmixtury gausia´nu˚ je implementova´n v jazyceC s pouzˇitı´m knihovnyOpenCV
verze 2.0. OpenCV byla zkompilova´na s podporou FFmpeg pro pra´ci s videem a s pod-
porou GTK pro pra´ci s GUI. Pro OpenCL byla vyuzˇita implementace ATI Stream 2.01.
Vı´ce o pouzˇity´ch technologiı´ch nı´zˇe.
Tato implementace je zalozˇena na rozsˇı´rˇene´ a detailneˇji specifikovane´metodeˇ popsane´
Powerem a Schooneesem v [2]. Aproximace nejsou vyuzˇity, nebot’samotna´ metoda byla
navrzˇena prˇed 11 lety a dnesˇnı´ vy´kon beˇzˇny´ch pocˇı´tacˇu˚ je pro real-time zpracova´nı´ videa
o velikosti 320x240 pixelu˚ dostacˇujı´cı´.
Vy´vojovy´m a testovacı´m prostrˇedı´m byl TabletPC hp tx2500z, osazen procesorem
AMD Turion 64 X2, 3 GB RAM a integrovanou grafickou kartou ATI Radeon HD 3200.
Operacˇnı´ syste´m byl pouzˇit GNU/Linux, distribuce Fedora 12 x86 64. Vesˇkere´ pouzˇite´
knihovny tedy byly 64-bitove´.
Z du˚vodu pouzˇitı´ distribucˇnı´ knihovny FFmpeg, ktera´ je kvu˚li patentove´mu zatı´zˇenı´
ochuzena o neˇktere´ kodeky, jejichzˇ patentova´ situace nenı´ zcela jasna´ nebo nenı´ v souladu
s patentovou politikou distribuce a rovneˇzˇ z du˚vodu mozˇne´ ztra´ty kvality prˇi prˇeva´deˇnı´
do jine´ho ztra´tove´ho forma´tu, byly testovacı´ video sekvence prˇevedeny do bezztra´tove´ho
a bezkompresnı´ho forma´tu (rawi420). Vedlejsˇı´m efektem pak je urychlenı´ algoritmu,
nebot’nenı´ potrˇeba video dekomprimovat a deko´dovat. Ovsˇem tento rozdı´l byl vı´ceme´neˇ
zanedbatelny´. Vy´kon se pohyboval okolo 4 snı´mku˚ za vterˇinu.
4.1 Pouzˇite´ technologie
4.1.1 OpenCV
OpenCV (Open Computer Vision) je svobodna´ multiplatformnı´ knihovna pro pocˇı´tacˇove´
videˇnı´, pu˚vodneˇ vyvinuta firmou Intel. Specializuje se prˇedevsˇı´m na zpracova´nı´ obrazu
v rea´lne´m cˇase. Knihovna je psa´na prˇeva´zˇneˇ v jazyce C, cˇa´sti jsou napsa´ny i v C++
a je neza´visla´ na hardwaru cˇi pouzˇite´m syste´mu. Aktivneˇ se pracuje take´ na rozhranı´ch
pro Python, Ruby, Matlab a neˇkolik dalsˇı´ch jazyku˚. Obsahuje prˇes 500 optimalizovany´ch
algoritmu˚ prˇipraveny´ch k okamzˇite´mu pouzˇitı´ z ru˚zny´ch oblastı´ zpracova´nı´ obrazu, jako
naprˇ. kontrola produktu˚ prˇi vy´robeˇ, zpracova´nı´ obrazu ve zdravotnictvı´ cˇi v bezpecˇnost-
nı´m inzˇeny´rstvı´, stereo vize, kalibrace kamery a take´ pokry´vajı´ cˇa´st robotiky. Protozˇe
je pocˇı´tacˇove´ videˇnı´ cˇasto spojova´no se strojovy´m ucˇenı´m, obsahuje OpenCV take´ pl-
nou knihovnu pro podporu strojove´ho ucˇenı´ - Machine Learning Library (MLL). Tato
knihovna se zameˇrˇuje prˇedevsˇı´m na statisticke´ rozpozna´va´nı´ vzoru˚ a klastrova´nı´.
Vy´voj zaha´jil v roce 1999 Intel jako iniciativu o veˇtsˇı´ pokrok aplikacı´ vy´pocˇetneˇ na´rocˇ-
ny´ch na CPU. Vy´voj byl soucˇa´stı´ se´rie projektu˚, mezi ktere´ patrˇil ray-tracing v rea´lne´m
cˇase nebo 3D obrazove´ steˇny. Kromeˇ Intel’s Performance Library ty´mu se do vy´voje za-
pojili i optimalizacˇnı´ experti z ruske´ho Intelu. Intel definoval svojı´ snahu jako „konec
znovuobjevova´nı´ kola“. Jednı´m z cı´lu˚ bylo take´ vytvorˇit jednotnou platformu, na ktere´
mohou vy´voja´rˇi okamzˇiteˇ zacˇı´t staveˇt. Dı´ky prˇenositelnosti knihovny mezi platformami
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a ko´du optimalizovane´mu na vy´kon a poskytovane´mu zdarma, chteˇl Intel take´ urychlit
na´stup komercˇnı´ch aplikacı´ pocˇı´tacˇove´ho videˇnı´.
Prvnı´ alfa verze byla vyda´na v lednu roku 2000, verze 1.0 pak azˇ v roce 2006. Od
poloviny roku 2008 prˇesˇla OpenCV knihovna pod za´sˇtitu korporace Willow Garage,
specializujı´cı´ se prˇedevsˇı´m v oblasti robotiky. Vy´voj se po prˇebra´nı´ opeˇt aktivneˇ rozbeˇhl
a jesˇteˇ pozdeˇji toho roku byla vyda´na verze 1.1. V rˇı´jnu roku 2009 byla uvolneˇna verze
2.0, ktera´ prˇinesla prˇedevsˇı´m zvy´sˇenı´ vy´konu sta´vajı´cı´ch funkcı´, neˇkolik novy´ch funkcı´
a take´ neˇkolik veˇtsˇı´ch zmeˇn v rozhranı´ pro C++.
Dnes se OpenCV aktivneˇ vyuzˇı´va´ pro skla´da´nı´ satelitnı´ch map, redukce sˇumu zdra-
votnicky´ch obrazu˚, analy´zu objektu˚, bezpecˇnostnı´ syste´my a syste´my pro detekci naru-
sˇenı´, syste´my pro automaticke´ monitorova´nı´, inspekcˇnı´ syste´my prˇi vy´robeˇ a vojenske´
aplikace, jako je rˇı´zenı´ bezpilotnı´ch letadel, pozemnı´ch a podvodnı´ch stroju˚.
Knihovna je uvolneˇna pod BSD licencı´, uzˇivatele´ tedy nejsou nuceni prˇi pouzˇitı´
knihovny nebo jejı´ cˇa´sti da´vat k dispozici svu˚j zdrojovy´ ko´d, ani vracet zpeˇt do projektu
provedene´ zmeˇny knihovny. Dı´ky tomuto mu˚zˇeme mezi komercˇnı´mi subjekty vyuzˇı´va-
jı´cı´mi OpenCV najı´t spolecˇnosti jako Intel, IBM, SONY, Siemens, Microsoft nebo Goo-
gle. Vyuzˇı´va´ jı´ take´ neˇkolik vy´zkumny´ch center, jako MIT, Stanford, CMU, Cambridge
a INRIA.
OpenCV take´ implementuje algoritmus pro segmentaci videa, zalozˇeny´ na vylepsˇene´
metodeˇMixtury gausia´nu˚, viz [3]. Tato pra´ce vsˇak vyuzˇı´va´ OpenCVpouze pro pra´ci s jed-
notlivy´mi video snı´mky - nacˇtenı´, prˇevedenı´ do odstı´nu sˇedi a take´ poskytnutı´ prˇı´me´ho
prˇı´stupu k obrazovy´m datu˚m jednotlivy´ch snı´mku˚. Da´le je vyuzˇito API pro zobrazova´nı´
obsahu, pomocı´ ktere´ho je zobrazen vzˇdy aktua´lnı´ snı´mek video sekvence a odpovı´da-
jı´cı´ maska poprˇedı´. Volbou SHOW DISTRIBUTIONS = 1 ve zdrojove´m ko´du je mozˇne´
sledovat take´ stav distribucı´ pro konkre´tnı´ pixel (nastaven volbami WATCH PIXEL X
a WATCH PIXEL Y).
4.1.2 OpenCL
OpenCL (Open Computing Language) je podobneˇ jako OpenCV take´ multiplatformnı´
knihovna, ktera´ umozˇnˇuje spousˇteˇnı´ aplikacı´ na ru˚zny´ch typech procesoru˚, prˇedevsˇı´m
pak CPU a GPU. OpenCL tedy zprˇı´stupnˇuje vy´kon graficke´ho procesoru negraficky´m
vy´pocˇtu˚m. Aplikaci je dostupna´ take´ pameˇt’ GPU, ktera´ obvykle by´va´ rychlejsˇı´, nezˇ
pameˇt’syste´mova´.
OpenCL definuje vlastnı´ jazyk pro psanı´ kernelu˚, zalozˇen na standardu C99. Jazyk
je tedy velmi podobny´ jazyku C a implementuje velke´ mnozˇstvı´ jeho vlastnostı´, nedoka´zˇe
vsˇak trˇeba rekurzivnı´ vola´nı´ funkcı´. Kernelem je nazy´va´na ta cˇa´st ko´du, ktera´ se spousˇtı´
na urcˇene´mzarˇı´zenı´. Knihovnanabı´zı´ paralelnı´ vy´pocˇty zalozˇene´ na u´kolove´madatove´m
paralelismu.
Vy´voj OpenCL zapocˇala spolecˇnost Apple, ktera´ po prvotnı´m na´vrhu prˇizvala ke spo-
lupra´ci techniky z firem AMD, IBM, Intel a Nvidia. Na´vrh specifikace byl pote´ sveˇrˇen
do rukou konsorcia Khronos, ktere´ mimo jine´ udrzˇuje analogicky podobne´ standardy
OpenGL pro 3D grafiku a OpenAL pro zvuk. Pracovnı´ skupina uvnitrˇ Khronosu zacˇala
okamzˇiteˇ spolu s reprezentanty z CPU, GPU a embedded-procesorovy´ch vy´robcu˚ dokon-
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cˇovat technicke´ detaily specifikace. Prvnı´ verze, OpenCL 1.0, byla pro sˇirokou verˇejnost
vyda´na 8. prosince 2008.
K dnesˇnı´mu dni existuje neˇkolik implementacı´ standardu OpenCL. AMD poskytuje
zdarma uzavrˇeny´ framework ATI Stream, jehozˇ soucˇa´stı´ je implementace OpenCL 1.0,
kterou je mozˇne´ provozovat jak na CPU, tak GPU. Apple zaintegroval tuto specifikaci
do sve´ho operacˇnı´ho syste´mu Mac OS X 10.6 „Snow Leopard“. 30. rˇı´jna 2009 vydala IBM
implementaci OpenCL 1.0 pod na´zvem OpenCL Development Kit for Linux on Power.
Tato implementace je urcˇena pro Power architekturu procesoru˚, ktera´ je pouzˇı´va´na hlavneˇ
v superpocˇı´tacˇı´ch a je dostupna´ zatı´m pouze pro operacˇnı´ syste´m Linux. Nvidia vyvı´jı´
vlastnı´ vy´pocˇetnı´ architekturu zvanou CUDA (Compute Unified Device Architecture).
Avsˇak podporuje na svy´ch zarˇı´zenı´ch i OpenCL, k neˇmuzˇ vydala 26. listopadu 2009
ovladacˇe v ra´mci sve´ho SDK pro vy´voj GPU akcelerovany´ch aplikacı´.
Tato pra´ce vyuzˇı´va´ OpenCL paralelizace pro aktualizaci modelu pozadı´. Kazˇdy´ pixel
je tak aktualizova´n vlastnı´m procesem vy´pocˇetnı´ho kernelu.
4.1.3 FFmpeg
FFmpeg je kolekce svobodny´ch open-source knihoven a programu˚ pro pra´ci s multime-
dia´lnı´m obsahem, prˇedevsˇı´m s videem a audiem. Tento pomeˇrneˇ velky´ projekt obsahuje
na stovku nejru˚zneˇjsˇı´ch kodeku˚, mezi ktery´mi je cela´ generace MPEG video kodeku˚
(MPEG-1 Video, MPEG-2 Video, MPEG-4 Visual, MPEG-4 AVC) a MPEG audio kodeku˚
(MP2, MP3, AAC, MPEG-4 ALS), kodedku˚ Windows Media video a audio, sada kodeku˚
pro pra´ci s Real Player audio a video, QuickTime audio a video a take´ sada kodeku˚ spo-
jeny´ch s Adobe Flash videem. Zvla´da´ take´ vsˇechny zna´me´ video forma´ty, jako naprˇ. ASF,
AVI, FLV neboMatroska a vyporˇa´da´ se i s nejru˚zneˇjsˇı´mi protokoly, HTTP, RTP, TCP, UDP
a GOPHER je pouze cˇa´st vsˇech podporovany´ch protokolu˚.
Na tomto projektu stavı´ cela´ rˇada dalsˇı´ch projektu˚, jako jsou nejpouzˇı´vaneˇjsˇı´ video
prˇehra´vacˇ operacˇnı´ho syste´mu Linux MPlayer, dalsˇı´ velmi popula´rnı´ prˇehra´vacˇ multi-
me´diı´ VLC, internetovy´ prohlı´zˇecˇ Google Chrome a v neposlednı´ rˇadeˇ vyuzˇı´va´ mozˇnosti
projektu FFmpeg take´ knihovna OpenCV.
V te´to pra´ci je FFmpeg pouzˇit jako backend OpenCV pro deko´dova´nı´ a nacˇı´ta´nı´ video
sekvencı´.
4.2 Implementace
Nejdrˇı´ve byla naprogramova´na implementace pouze s pouzˇitı´m OpenCV pro jednodu-
che´ oveˇrˇenı´ spra´vne´ funkcˇnosti algoritmu. Zjednodusˇeny´ postup algoritmu lze videˇt
na obra´zku 6.
Na zacˇa´tku bylo potrˇeba urcˇit pocˇa´tecˇnı´ hodnoty distribucı´ a hodnoty parametru˚
ovlivnˇujı´cı´ch algoritmus. Po delsˇı´m testova´nı´ byly zvoleny hodnoty, ktere´ jsou uvedene´
v tabulce 1. Tyto hodnoty poda´vajı´ velmi dobre´ vy´sledky ve video sekvencı´ch, kde je prv-
nı´ch pa´r snı´mku˚ videˇt pouze pozadı´. Uspokojivy´ch vy´sledku˚ bylo s teˇmito parametry
dosazˇeno i v takovy´ch video sekvencı´ch, kde je jizˇ od prvnı´ho snı´mku viditelny´ objekt
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Obra´zek 6: Workflow diagram implementovane´ho algoritmu Mixtury Gausia´nu˚
K 4
αinit 0,1
T 0,75
ωinit 0,85
σinit 15
µinit It
Tabulka 1: Pocˇa´tecˇnı´ parametry algoritmu
na´lezˇı´cı´ poprˇedı´, cozˇ zpu˚sobı´ docˇasneˇ falesˇnoudetekci poprˇedı´ vmı´steˇ, ze ktere´ho sedany´
objekt prˇemı´stil.
Pro ukla´da´nı´ hodnot jednotlivy´ch distribucı´ pro kazˇdy´ pixel modelu pozadı´, slouzˇı´
struktura distributionValues, ktera´ je pak pouzˇita jako typ promeˇnne´ v dvouroz-
meˇrne´m poli bgData, jenzˇ uchova´va´ informace o vsˇech distribucı´ch cele´ho snı´mku. Toto
2D pole ma´ prvnı´ rozmeˇr o velikosti sˇı´rˇka x vy´sˇka snı´mku a druhy´ rozmeˇr je K+1.
To proto, zˇe je implementova´na varianta nalezenı´ odpovı´dajı´cı´ distribuce Bayesovou veˇ-
tou (5) podle [2]. Do modelu je tedy potrˇeba prˇidat jednu „vyplnˇovacı´ “ distribuci, ktera´
bude vybra´na v prˇı´padeˇ, zˇe se nepodarˇilo nale´zt shodu.
typedef struct distributionValues
{
float weight;
float variance;
float mean;
float coef;
} distributionValues ;
distributionValues (∗bgData)[K+1] = NULL;
Vy´pis 1: Struktura a pole pro ukla´da´nı´ dat modelu pozadı´
Kazˇdy´ snı´mek videa je prˇed samotny´m zpracova´nı´m nejdrˇı´ve prˇeveden do odstı´nu˚
sˇedi pomocı´ OpenCV metody cvCvtColor(). Po prˇevedenı´ prvnı´ho snı´mku je prove-
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dena inicializace modelu a vytvorˇenı´ prvnı´ch distribucı´. Vsˇechny distribuce majı´ na-
staveny´ vrchol na aktua´lnı´ hodnotu pixelu It a velikost variance na 15. Prvnı´ dis-
tribuce ma´ nastavenou velmi vysokou va´hu, 0, 85, ostatnı´ pak majı´ va´hu nastavenou
na (1− 0, 85)/(K − 1). DistribuceK + 1 je pak inicializova´na na velmi malou va´hu, velmi
vysokou varianci1 a vrchol distribuce byl polozˇen doprostrˇed rozsahu intenzity pixelu,
tedy 128.
S kazˇdy´m dalsˇı´m snı´mkem je provedena aktualizace cele´ho modelu. Algoritmus pro-
jede snı´mek pixel po pixelu a pro kazˇdy´ pixel hleda´ shodu v podobeˇ distribuce, ktera´
svy´m rozlozˇenı´m pokry´va´ jeho hodnotu. Je-li tato distribuce nalezena, jsou patrˇicˇneˇ ak-
tualizova´ny jejı´ hodnoty. Nenı´-li nalezena shoda, je vybra´na distribuce s nejnizˇsˇı´ va´hou
a tato je nahrazena novou distribucı´, ktera´ ma´ vrchol roven aktua´lnı´ hodnoteˇ pixelu, vari-
ance je 15 a va´ha nove´ distribuce je 0, 05. Tato noveˇ vytvorˇena´ distribuce je pak oznacˇena
jako shoda.
Na´sledneˇ je provedena renormalizace vah, kterou je mozˇne´ videˇt na vy´pise 2. Po nı´
je provedeno serˇazenı´ distribucı´ vestaveˇny´m Quicksort algoritmem podle parametru
distributionValues.coef, ktery´ uchova´va´ podı´l ωσ a je prˇepocˇı´ta´va´n vzˇdy prˇi re-
normalizaci vah.
float gaussian weight sum = 0.0f;
float nonmatched gauss weight = 0.0f;
for(k=0; k<K; k++) {
gaussian weight sum += bgData[n][k].weight;
}
if (matchFound == 0) {
nonmatched gauss weight = (bgData[n][matchedK].weight / gaussian weight sum) / (K−1);
}
for(k=0; k<K; k++) {
if (k != matchedK && matchFound == 0) {
bgData[n][k].weight = ( bgData[n][k].weight / gaussian weight sum ) +
nonmatched gauss weight;
}
else if (matchFound == 1) bgData[n][k].weight = bgData[n][k].weight / gaussian weight sum;
bgData[n][k].coef = bgData[n][k].weight / bgData[n][k].variance;
}
Vy´pis 2: Renormalizace vah distribucı´ pro aktua´lnı´ pixel. Pokud nebyla nalezena shoda,
je noveˇ prˇidana´ distribuce v modelu vynecha´na z renormalizace vah, protozˇe to by jejı´
pu˚vodnı´ velmi malou hodnotu okamzˇiteˇ katapultovalo neprˇijatelneˇ vysoko. Jejı´ hodnota
je tedy rozdeˇlena mezi zby´vajı´cı´ distribuce tak, aby soucˇet vsˇech vah byl roven 1.
Poslednı´m krokem je vybra´nı´ distribucı´, jejichzˇ soucˇet vah je veˇtsˇı´, nezˇ zvoleny´ pra´h
T . Quicksort serˇadı´ distribuce sestupneˇ2, je tedy nutne´ projı´t distribuce dane´ho pixelu
„odzadu“. Zbyle´ distribuce jsou potenciona´lnı´ reprezentace pixelu na´lezˇı´cı´ho poprˇedı´.
1[2] uva´dı´ zvolit nekonecˇno, avsˇak z prakticky´ch du˚vodu plneˇ postacˇila hodnota 9999, 99
2rˇazenı´ v Quicksortu za´lezˇı´ na implementaci porovna´vacı´ funkce, avsˇak prˇi pokusu o opacˇne´ rˇazenı´
docha´zelo k proble´mu˚m, proto bylo ponecha´no rˇazenı´ sestupneˇ
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Obra´zek 7: Workflow diagram implementovane´ aktualizace modelu pozadı´
Pokud byla neˇktera´ z teˇchto distribucı´ oznacˇena jako shoda a nenı´-li jejı´ va´ha prˇı´lisˇ
vysoka´, je tento bod oznacˇen v masce poprˇedı´ jako skutecˇne´ poprˇedı´.
Cely´ proces je mozˇne´ videˇt na obra´zku 7.
4.2.1 OpenCL implementace
OpenCL implementace algoritmumixtury gausia´nu˚ je z du˚vodu˚ nedostupnosti podporo-
vane´ho GPU napsana´ pro beˇh na CPU. Avsˇak pro spusˇteˇnı´ kernelu na GPU je potrˇebny´ch
pouze pa´r drobny´ch zmeˇn ve zpu˚sobu inicializace a adresova´nı´ pameˇti. Aktua´lneˇ je totizˇ
pouzˇita hlavnı´ syste´mova´ pameˇt’RAM, zpracova´nı´ na GPU vsˇak vyzˇaduje pouzˇitı´ pameˇti
prˇı´mo na zarˇı´zenı´.
Prˇed spusˇteˇnı´mvlastnı´ho ko´du je potrˇeba prove´st inicializaci zarˇı´zenı´ a alokovatmı´sto
v pameˇti pro data. OpenCL umozˇnˇuje pro sve´ vy´pocˇty pouzˇı´t neˇkolik druhu˚ zarˇı´zenı´ -
CPU, GPU, specia´lnı´ OpenCL akcelera´tory, nebo kombinaci vsˇeho dostupne´ho. Pameˇt’
se pro vy´pocˇetnı´ zarˇı´zenı´ alokuje skrz specia´lneˇ vytvorˇene´ objekty, tzv. buffery, ktere´
se prˇı´mo prˇeda´vajı´ kernelu. Pameˇt’a data lze teˇmto bufferu˚m alokovat dveˇma zpu˚soby.
Bud’to vytvorˇı´me v pameˇti u´plneˇ novy´ region pro data, kde skrz vola´nı´ OpenCL data
nakopı´rujeme, nebo pouzˇijeme jizˇ existujı´cı´ alokovana´ data v pameˇti a OpenCL na neˇ
prˇeda´me pouze odkaz. Tato implementace pouzˇı´va´ druhou metodu, data jsou tedy prˇi-
pravena v pameˇti, vytvorˇı´ se z nich buffer s ukazatelemna alokovanou pameˇt’a ten je pote´
prˇeda´n kernelu.
Kernel je v podobeˇ zdrojove´ho ko´du ulozˇen v externı´m souboru. Prˇi spusˇteˇnı´ je ze
souboru nacˇten a JIT kompila´torem, ktery´ je soucˇa´stı´ OpenCL, je za beˇhu zkompilova´n.
V prˇı´padeˇ syntakticky´ch chyb kompila´tor vypı´sˇe prˇı´slusˇne´ rˇa´dky ko´du spolu s chybou.
Kernel je take´ mozˇne´ zkompilovat trvale do bina´rnı´ podoby a nacˇı´tat tak prˇipravenou
bina´rku.
Po provedenı´ vsˇech nezbytny´ch inicializacı´ je nacˇten prvnı´ snı´mek videa a stejneˇ jako
v prˇedchozı´ implementaci, je metodou cvCvtColor prˇeveden na odstı´ny sˇedi a na za´-
kladeˇ tohoto snı´mku vytvorˇen prvotnı´ model pozadı´. S prvnı´m snı´mkem zı´ska´va´me roz-
meˇry videosekvence a podle teˇch nastavı´me celkovy´ pocˇet kernelu˚, ktere´ se budou spousˇ-
teˇt, pro kazˇdy´ pixel jeden. Kazˇdy´ kernel je vola´nı´mmetody clEnqueueNDRangeKernel
zarˇazen do fronty ke zpracova´nı´. Celkem tedy naprˇ. pro videosekvenci s rozmeˇry 320x240
je do fronty zarˇazeno 76 800 vla´ken kernelu pro kazˇdy´ jeden snı´mek.
Pro data, ze ktery´ch jsou vytvorˇeny buffery a ktere´ potrˇebujeme zmeˇnit mimo ker-
nel, je potrˇeba po skoncˇenı´ zpracova´nı´ kazˇde´ho snı´mku rˇı´ct OpenCL, zˇe se data budou
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meˇnit. Metoda clEnqueueMapBuffer zarˇı´dı´, zˇe OpenCL zapı´sˇe vesˇkere´ zmeˇny v od-
kazovany´ch datech zpeˇt do bufferu. Prˇed zarˇazenı´m kernelu do fronty je nutne´ toto
„monitorova´nı´ “ ukoncˇit zavola´nı´m clEnqueueUnmapMemObject, tı´m se prˇı´slusˇny´ bu-
ffer opeˇt uzavrˇe pro zmeˇny a prˇipravı´ k pouzˇitı´. Prˇı´kladem te´to manipulace je snı´mek
videosekvence, ktery´ se po kazˇde´ iteraci aktualizuje nacˇtenı´m nove´ho snı´mku.
Samotny´ proces aktualizace modelu pozadı´ je te´meˇrˇ stejny´, jako v implementaci bez
OpenCL. Bylo potrˇeba pouze upravit zpu˚sob indexova´nı´ prˇı´stupu k prvku˚m pole, ve kte-
re´m jemodel ulozˇen, protozˇeOpenCLpodporuje pouze jednorozmeˇrne´ pole. Kazˇdy´ spusˇ-
teˇny´ kernel zna´ sve´ vlastnı´ porˇadove´ cˇı´slo v ra´mci cele´ skupiny. Dı´ky tomu, zˇe OpenCV
ukla´da´ obrazova´ data take´ linea´rneˇ do jednorozmeˇrne´hopole, jemozˇne´ jako indexv tomto
poli vyuzˇit pra´veˇ porˇadove´ cˇı´slo kernelu, tı´m dosa´hneme toho, zˇe pra´veˇ jeden kernel
bude zpracova´vat pra´veˇ jeden pixel. Analogicky je pak toto indexova´nı´ vyuzˇito prˇi prˇı´-
stupu k datu˚m modelu pozadı´. Index [n][k] tak nahradila univerza´lneˇjsˇı´ konstrukce
[(K + 1) * n + k].
OpenCL kernel take´ nezna´ konstanty deklarovane´ stylem #define. Proto musely
by´t vsˇechny potrˇebne´ konstanty nahrazeny prosty´mi promeˇnny´mi. Pro rozlisˇenı´ zu˚stala
alesponˇ zachova´na konvence pojmenova´va´nı´ konstant velky´mi pı´smeny.
OpenCL umozˇnˇuje pouzˇı´t i externı´ metody v ra´mci kernelu, ktere´ je mozˇne´ z kernelu
volat. Dokumentace ATI Stream vsˇak nedoporucˇuje pouzˇı´vat funkce vracejı´cı´ hodnoty,
mı´sto toho doporucˇuje radeˇji prˇedat ukazatel libovolne´ promeˇnne´ jako jeden z parametru˚
a do te´to promeˇnne´ vy´sledek zapsat. Takto upravena byla funkce gaussf(), ktera´ pocˇı´ta´
norma´lnı´ rozlozˇenı´ pravdeˇpodobnosti.
/∗
∗ Parametry: x − hodnota aktua´lneˇ zpracova´vane´ho pixelu
∗ mu − vrchol distribuce
∗ sigma − variance distribuce
∗ res − ukazatel promeˇnne´ pro vy´sledek
∗/
void pdf(float x, float mu, float sigma, float ∗ res) {
float m = 1.0f / ( pow( (2.0f ∗ 3.14159265f ∗ sigma), 1.0f / 2.0f ) ) ;
float m2 = exp( −( pow( x−mu, 2.0f ) ) / (2.0 f ∗ pow( sigma, 2.0f ) ) ) ;
float temp = m∗m2;
∗res = temp;
}
Vy´pis 3: Funkce vracejı´cı´ norma´lnı´ rozlozˇenı´ pravdeˇpodobnosti, upravena´ jako auxilia´rnı´
funkce kernelu
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5 Testova´nı´
Pu˚vodnı´m za´meˇrem bylo zjistit rozdı´l mezi vy´konem za´kladnı´ implementace spousˇteˇne´
na CPU a mezi OpenCL implementacı´ spousˇteˇne´ na GPU. Avsˇak z du˚vodu nedostup-
nosti stroje vybavene´ho OpenCL podporovany´m GPU, na ktere´m by mohla by´t OpenCL
implementace spusˇteˇna a rˇa´dneˇ otestova´na, je varianta implementace s OpenCL take´
testova´na na CPU.
Testovacı´ sestavupoha´neˇl dvouja´drovy´ procesor Intel Core 2Duo s frekvencı´ 2,13GHz
kazˇde´ho ja´dra. Syste´m pracoval se 4 GB RAMDDR3. Operacˇnı´m syste´mem byl 64 bitovy´
GNU/Linux, distribuce Ubuntu 9.10. Stejneˇ jako pro vy´voj, bylo pro testova´nı´ OpenCL
pouzˇito ATI Stream SDK.
V testech byl porovna´n vy´kon za´kladnı´ jednoprocesove´ implementace a paralelnı´ho
zpracova´nı´ OpenCL. Testy byly provedeny na dvou videosekvencı´ch:
1. za´znam o 1000 snı´mcı´ch a rozlisˇenı´ 320x240 ve forma´tu nekomprimovane´ho RAW
2. za´znam o 200 snı´mcı´ch a rozlisˇenı´ 768x576 ve forma´tu MPEG-ES
Obeˇ videosekvence obsahujı´ stejny´ za´znam provozu na krˇizˇovatce. Videosekvence 1
byla testova´na pro zjisˇteˇnı´, zda-li OpenCLnaCPUnebude na takmale´m rozlisˇenı´ poda´vat
naopak horsˇı´ vy´sledky nezˇ implementace algoritmu bez OpenCL.
Obra´zek 8: Vlevo zpracova´vany´ snı´mek videosekvence, vpravomaska poprˇedı´ vytvorˇena´
algoritmem z kapitoly 4
Meˇrˇen byl cˇas vykona´va´nı´ aktualizace modelu pro kazˇdy´ snı´mek a z teˇchto cˇasu˚
pote´ vypocˇten aritmeticky´ pru˚meˇr. V na´sledujı´cı´ch grafech jsou zobrazeny pra´veˇ tyto
vypocˇtene´ pru˚meˇry. Pro meˇrˇenı´ cˇasu byla pouzˇita standardnı´ funkce clock() (de-
finova´na v time.h) prˇed a po vola´nı´ metody pro aktualizaci modelu, jak je mozˇne´
videˇt na vy´pise 4. Metoda clock() vracı´ pocˇet taktu˚ vnitrˇnı´ch hodin od spusˇteˇnı´ pro-
gramu. Proto je potrˇeba tutohodnotupatrˇicˇneˇ prˇeve´st namilisekundyvydeˇlenı´mmakrem
CLOCKS_PER_SEC, ktere´ zajistı´ dosazenı´ pocˇtu taktu˚ za vterˇinu aktua´lnı´ho procesoru.
Pro vy´pocˇet aritmeticke´hopru˚meˇru je pouzˇit (pocˇet snı´mku˚−1), to proto, zˇe prvnı´ snı´mek
je pouzˇit pro tvorbu modelu.
28
clock t start , update;
...
start = clock() ;
updateModel(pGSFrame);
update = clock() ;
lTime = (update − start) ;
timeSum += lTime ∗ 1000.0 / CLOCKS PER SEC;
...
printf ( ”Avg time for 1 frame: %f \n”, (timeSum / (frameNumber − 1) ) );
Vy´pis 4: Meˇrˇenı´ cˇasu vykona´va´nı´ aktualizace modelu
5.1 Testova´nı´ 1. videosekvence
Obeˇ implementace algoritmu dosahovaly vy´konu zhruba 2-3 snı´mku˚ za vterˇinu. Toto
je pro zpracova´nı´ v rea´lne´m cˇase velmi ma´lo. Obzvla´sˇt’ na videosekvenci s tak maly´m
rozlisˇenı´m. Optimalizacı´ implementace by se pravdeˇpodobneˇ dalo dosa´hnout vy´sledku
azˇ 5 snı´mku˚ za vterˇinu, cozˇ nenı´ sˇpatne´, ale pro zpracova´nı´ v rea´lne´m cˇase sta´le ma´lo.
Implementace musela zpracovat 76 800 obrazovy´ch bodu˚ v jednom snı´mku.
Za´kladnı´ implementace provedla aktualizaci modelu pru˚meˇrneˇ za 405 ms. Oproti
tomu implementace v OpenCL byla dı´ky paralelizaci rychlejsˇı´, s cˇasem pru˚meˇrneˇ 296 ms
na snı´mek, to je zrychlenı´ o 27%. Z toho plyne, zˇe se zarˇazenı´m vy´pocˇetnı´ho kernelu do
fronty nejsou spojeny zˇa´dne´ dalsˇı´ dostatecˇneˇ velke´ na´roky na vy´kon, aby znevy´hodnili
pouzˇitı´ OpenCL pro zpracova´nı´ maly´ch dat na CPU. Vy´sledky je mozˇne´ videˇt v grafu
na obra´zku 9.
Obra´zek 9: Pru˚meˇrny´ cˇas zpracova´nı´ jednoho snı´mku videosekvence 1
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5.2 Testova´nı´ 2. videosekvence
Tuto videosekvenci nebyla schopna ani jedna varianta implementace zpracovat pod jednu
vterˇinu na snı´mek. Forma´t druhe´ videosekvence MPEG (oproti RAW snı´mku˚m prvnı´
videosekvence) nemeˇl na meˇrˇeny´ vy´kon zˇa´dny´ vliv, nebot’meˇrˇenı´ cˇasu bylo spusˇteˇno azˇ
po nacˇtenı´ snı´mku. Rychlost je tedy neprˇı´mou´meˇrna´ velikosti snı´mku.
Pocˇet zpracova´vany´ch pixelu˚ v jednom snı´mku byl 442 368
Implementace bez OpenCL zvla´dla aktualizovat model pru˚meˇrneˇ za 2 343 ms na
snı´mek. Algoritmus implementovany´ v OpenCL aktualizoval model v pru˚meˇrne´m cˇase
1 745 ms na snı´mek, cozˇ je 26% zrychlenı´ oproti za´kladnı´ varianteˇ.
Obra´zek 10: Pru˚meˇrny´ cˇas zpracova´nı´ jednoho snı´mku videosekvence 2
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6 Za´veˇr
Tato pra´ce prˇedstavila problematiku rozpozna´va´nı´ pohybu ve videosekvencı´ch. Roze-
bra´n byl cely´ pru˚beˇh od nacˇtenı´ snı´mku videa azˇ po oveˇrˇenı´, zda-li se skutecˇneˇ jedna´
o pohybujı´cı´ se objekt ve sce´neˇ. Uvedeny´ch a kra´tce popsany´ch bylo neˇkolik metod,
ktere´ se nejcˇasteˇji pro tento u´kol pouzˇı´vajı´. Kazˇde´ nasazenı´ sledova´nı´ pohybu vyzˇaduje
individua´lnı´ prˇı´stup, protozˇe kazˇda´ situace ma´ jine´ pozˇadavky. Naprˇ. notebooky Acer
byly pa´r let zpa´tky doda´va´n se softwarem k webkamerˇe, ktery´ umeˇl pracovat v mo´du
„hlı´dacı´ho psa“. Prˇi jake´mkoliv pohybu v za´beˇru spustil nastaveny´ zvuk nebo jinou akci.
Pro toto nasazenı´ bude dostacˇujı´cı´ i metoda rozdı´lu snı´mku˚. Avsˇak naprˇ. pro pocˇı´tanı´
projı´zˇdeˇjı´cı´ch aut po silnici uzˇ bude potrˇeba lepsˇı´ho algoritmu.
Takovy´m mu˚zˇe by´t pra´veˇ mixtura gausia´nu˚. Tento algoritmus je velice oblı´beny´ a
cˇasto nasazovany´. Velkou vy´hodou je multimoda´lnost, tedy schopnost modelovat pozadı´
z vı´ce objektu˚ v pohledu jednoho pixelu. Takovy´m prˇı´kladem mu˚zˇe by´t pohyb listı´ na
stromeˇ - jeden snı´mek v pohledu pixelu list je a v dalsˇı´m uzˇ nenı´.
Implementace, ktera´ je soucˇa´stı´ te´to pra´ce, je pouze za´kladnı´ metoda. Neobsahuje
zˇa´dne´ dodatecˇne´ rozsˇı´rˇenı´, ktere´ jsou popsa´ny v kapitole 3.2. Pro rea´lne´ nasazenı´ te´to im-
plementace by bylo vhodne´ doplnitminima´lneˇ procesmonitorujı´cı´ na´hle´ zmeˇny osveˇtlenı´
a morfologicky´ filtr k prˇedcha´zenı´ sˇumu vmasce poprˇedı´, i kdyzˇ tomu se mi podarˇilo vy-
hnout nalezenı´m spra´vne´ kombinace parametru˚. Podle druhu pouzˇitı´ by prˇı´padneˇ bylo
take´ vhodne´ implementovat algoritmus pro vyplnˇova´nı´ deˇr v detekovany´ch objektech.
Dı´ky implementaci te´to metody jsem meˇl mozˇnost se sezna´mit s velmi zajı´mavou
knihovnou OpenCV, jejı´zˇ mozˇnostı´ bych v budoucnu jesˇteˇ ra´d vyuzˇil. Zajı´mava´ pro
meˇ byla take´ mysˇlenka prova´deˇnı´ negraficky´ch vy´pocˇtu˚ na graficke´m procesoru dı´ky
pouzˇitı´ OpenCL. Tento standard je pomeˇrneˇ dobrˇe zdokumentova´n, avsˇak protozˇe se
v dobeˇ psanı´ te´to pra´ce jedna´ o velmi mladou technologii, nenı´ jednoduche´ najı´t neˇjaky´
dobrˇe popsany´ tutoria´l, jak s OpenCL zacˇı´t. V tomto semi velmi lı´bila prˇı´rucˇka „Pru˚vodce
programova´nı´m OpenCL pro Mac OS X“ spolecˇnosti Apple, ktera´ mi pomohla se dostat
prˇesˇ teˇzˇke´ zacˇa´tky azˇ ke spusˇteˇnı´ prvnı´ho kernelu na CPU.
Martin Klapetek
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