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Abstract
The success of operating room management depends on all levels of decision making,
from strategic to tactical and operational decisions. One key decision in systems
with block booking is to assign sufficient amount of block time to surgeons and
surgery groups. While the typical method of block assignment identifies the share
of surgery groups from OR times based on average of past usage, this method does
not count for the difference between cost of under and overtime. One of the goals
of this research is to develop a decision framework for block assignment. This work
is presented in chapter two. In this part first, I provide with the linear program
that finds the length of block assigned to surgery groups while considering the
amount of past undertime and overtime. This model then simplified through valid
assumptions. In addition, a case study is conducted to support the usefulness of
the method. The results show that 12 months of past data is sufficient amount of
data to use in this method. Also, this method of block allocation out performs the
existing time series method in literature.
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Another key decision in an OR suite is to how manage elective and non-elective
surgeries. The short and long term decisions regarding these two surgery types can
change the waiting time of patients and the number of turned away surgeries. In or-
der to accommodate elective and non-elective surgeries at lower cost to system and
patients, both short and long term decisions play important roles. The long term
decisions regarding the combination of rooms to choose in the system as well as the
allocation to choose with the selected room combination are important decisions for
OR managers. For short time decision making on the day of surgery a policy that in-
dicate how to use share resources among the two surgery types is another important
decision that OR managers need to find an answer to. In this research I try to pro-
vide with methods and models that can guide managers in decision making process.
In this research using Markov decision processes (MDP), I introduce a model that
could be used to find the optimal policy for use of operating rooms that are consid-
ered as shared resources while minimizing the overall cost of the system including
waiting, turn-away and overtime. For that I focus on the system with a dedicated
OR to non-elective surgeries and a flexible (shared) OR. I also model this system
using simulation with Arena, by relaxing the MDP assumptions of steady state
and the arrival and surgery times to find a policy that can minimize the cost of
system. The simulation better reflect the real system of hospitals however it takes
a long time to find a policy using taking simulation approach. In addition to that,
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the policy from simulation does not guarantee optimality. Moreover, the result of
case study shows that relaxing MDP assumptions, simulation model finds the same
policy as MDP. However, the MDP model could find an optimal policy in seconds.
Although MDP could be used to model the most common existing combinations of
operating rooms, however, the optimal policy from MDP may be hard to implement.
Therefore I use Markov chain to model combinations of operating rooms and define
policies to be used on the day of surgery for accommodating elective and non-
elective surgeries. I compare the performance of systems under defined policies by
considering input parameters at different levels. I also consider several allocations
under each system to find the best system and allocation. Results of this work
shows that overall system with all flexible ORs has the minimum cost. However,
some other systems may perform better in specific situations and scenarios. The
best policy (among the studied policies) is depending on the room combinations
and the chosen allocation.
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In the past few decades, extensive research has been conducted in different
areas of healthcare. Healthcare as an application area has many unique issues that
do not surface in other fields where management science techniques are often used.
In particular, the human element and focus on the patient create many challenges
when proposing various solutions. However, this does not prevent the ability to offer
real improvements in the way healthcare decisions can and should be made. While
there can be many driving factors by which performance is based, we cite three key
reasons why there will continue to be a need to study problems in healthcare: the
high cost of providing care, the importance of the quality of care provided, and the
expensive resources embedded throughout health systems in general.
In this dissertation, we narrow our healthcare discussion around the efficient
use of operating rooms, or ORs. There are many decisions that are made before
a surgery takes place, from the initial placement of a case in the schedule to any
last-minute room allocations that may change based on the progress of individual
cases. We can collectively refer to such decisions as OR scheduling and allocation
decisions, and we will describe the three significant contributions resulting from our
1
work.
1.1 Long Term OR Allocation Decisions
There are two common systems for scheduling surgeries and allocating ORs:
block booking and open booking systems. In certain circumstances, an organization
may use some combination of these two scheduling techniques, resulting in a third
option called the hybrid method.
1.1.1 OR Booking Options
In the block booking approach, each surgeon or surgery group is assigned
with a block of time. In some hospital systems which practice the block booking
method, block times are assigned to services and not to the specific surgeon or
surgery group. Under the block booking system, surgeons can assign a case to their
allocated block if they can finish the surgery within the block. The length of the
block time in such systems usually is based on the surgeons’ (or services’) request at
the beginning but will change later according to the surgeons’ (or services’) historical
block utilization. Typically, facilities determine a surgical group’s share of available
block time using formulas based on OR utilization, a contribution margin, or some
other performance metric [22]. Once each group’s share of time has been calculated,
a method must be found for fitting each group’s allocated OR time into the master
surgical schedule. The master surgical schedule is a cyclic timetable that defines
the number and type of ORs available at a facility, the hours that ORs will be open,
and the surgical groups or surgeons who are to be given priority for the OR time.
The master surgical schedule, under a block scheduling methodology, assigns a fixed
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amount of OR time on a given day and time to a particular surgeon or group. This
involves assigning specific ORs on specific days [8].
In the open booking approach, surgeries are scheduled on a first come, first
serve basis until either there are no more patients to schedule or the predetermined
time is full [50]. Under the hybrid method, which is the combination of the block
booking and open booking methods, a proportion of ORs are blocked while the rest
of the ORs are considered as open times.
The scheduling decisions could be divided into three categories regardless
of the booking approach: strategic, tactical, and operational. The first type of
scheduling decisions would be classified as strategic and is often at the level of
the hospital manager. The management team must choose a suitable scheduling
method (block booking, open booking, hybrid booking) for their hospital. The
second type,tactical decision, usually is how to schedule the surgery in advance. In
general, the actual decisions within each scheduling method could be considered
either strategic or tactical – decisions made in advance of the day of surgery. In the
open booking system, some of strategic decisions are to determine the number of
ORs to open each day of the week and the number of full time and part time staff
to assign (until the beginning of the next decision making period). In systems with
block booking and hybrid booking methods, strategic decisions include the number
of blocks to assign to surgeons, surgery groups or services on each day of the week,
the length of each block and the staffing for next period. With a hybrid method,
strategic decisions would also include the number of first come, first serve blocks to
reserve in each day of the week for the next period. In the hybrid booking method,
the number of blocks and their structure specifies the number of open ORs. The
third category includes short term (operational) decisions on the day of surgery
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where staff determine how to include last-minute case additions to the schedule and
how to move cases between ORs due to cancelations or inaccurate estimation of
surgery time.
Both block and open booking have their own advantages and disadvantages.
Open booking can increase the variability of the OR utilization as a result of un-
certain demand. While block booking attempts to solve this issue by reducing
the weekly schedule variability and allocating more predictable demand to specific
surgeons, it does not allow block times to be filled by other surgeons or services
which can increase the idle OR times [50, 14]. That is why most hospitals use a
combination of open booking and block booking in which the block is reserved for
the block owner(s) until a certain time prior to the day of surgery. This “release
time” typically depends on the service type and hospital policy (depending on the
type of surgery, blocks are released as many as ten days prior, where some others
are released two days prior day of surgery). After the release time is reached, these
previously-reserved slots could be used by any surgeon or service based on whatever
policies are in place [17]. Some hospitals will schedule a proportion of their ORs
according to the open booking approach and use block booking to schedule the rest
of the ORs [34]. Surgeons with private practices usually prefer having block(s) of
time reserved for them as it allows them to manage their office time better. In other
words, they can schedule patient office visits to occur all during specified windows
of time, as well as having a set schedule for which days they would be completing
cases at the hospital.
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1.1.2 Contribution 1: Assigning Blocks to Surgery Groups
Based on Over/Under Times
For hospitals that make use of the block booking and hybrid methods for
scheduling surgeries and ORs, block assignments could change from one decision
period to another. These changes could be a result of varying demand of the
surgery group, profitability of a certain practice, or changes in availability of hospital
resources. At the beginning of each review period, OR managers need to devise an
allocation of blocks to surgery groups.
The traditional method of block assignment is based on the average past
usage of surgery groups from their allocated block. We develop a systematic method
for assigning blocks to surgery groups based on both over and under times. In
addition, we test the model using case study data from a local hospital. More
details of this work are provided in Chapter 2.
1.2 Short Term OR Allocation Decisions
There are two main types of surgeries that are accommodated within the
ORs at hospitals: elective cases and non-elective cases. Elective cases are those
surgeries that are scheduled in advance before the schedule has been locked. Non-
elective cases are those that have not been scheduled in advance and are mainly
added after the schedule has been closed. These cases include urgent, emergent and
add-on cases.
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1.2.1 Strategies for Short-term Allocation Decisions
Most hospitals perform both types of surgeries (elective and non-elective);
however, some hospitals choose to perform only one of the two types. The decision of
hospital managers for accepting one or both types of surgeries is a strategic decision.
But if the hospital chooses to serve both types of patients, a tactical strategy for
serving these two types of patients is critical to the success of the hospital. The
most common strategies for serving elective and non-elective surgeries are
• Dedicating a subset of ORs (or OR time) to one of the two types of surgeries.
All remaining ORs are considered flexible or shared across all surgeries (we
call these ORs flexible or versatile ORs). This system has been shown in Fig-
ures 1.1 and 1.2 for when the system includes dedicated ORs only to elective
surgeries and when the system includes dedicated ORs only to non-elective
surgeries.
• Dedicating a subset of ORs (or OR time) to elective surgeries and a subset
of ORs (or OR time) to non-elective surgeries. Any remaining ORs used as
shared resources. This system has been shown in Figure 1.3
• Dedicating a subset of ORs (or OR time) to elective surgeries and any remain-
ing ORs (or OR time) to non-elective surgeries. No ORs are used as shared
resources. This system is shown in Figure 1.5
• Considering all ORs (or OR time) to be shared. This system could be seen
in Figure 1.4
Note that in Figures 1.1-1.5, λn, λe, µn, and µe represent the arrival rate of non-
elective, arrival rate of elective, surgery rate for non-elective, and surgery rate for
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elective patients respectively. In all of the above scenarios, in order to manage
and operate the OR suite, several scheduling decisions need to be made on the day
of surgery (i.e., operational-level decisions). The main goal of decision making on
the day of surgery is to increase the system efficiency by reducing system cost and
increasing customer satisfaction while satisfying most (if not all) surgery demand.
These decisions include rescheduling cases as result of variation of surgery duration
and cancelations, schedule of non-elective cases, break scheduling for staff, etc. The
nature of the system which comprises a lot of uncertainty in demand and duration
of surgeries adds complexity to both short and long term OR scheduling decision
making. Moreover, the constraints and limitations on availability of resources raise
the complexity and make the OR scheduling problem unique.
1.2.2 Contribution 2: Accommodating Elective and Non-
elective Patients on Day of Surgery
For hospitals that dedicate ORs to either elective or non-elective cases, man-
agement of shared resources on the day of surgery can be a significant challenge that
the scheduling office and charge desk must address (see Figures 1.1 and 1.2). We
focus on the scenario with dedicated ORs for non-elective cases. The non-elective
cases can occupy either dedicated ORs (when there is one idle) or shared ORs (when
the dedicated ORs are busy) while the elective cases can only use the shared ORs.
Although hospitals may dedicate capacity to a particular type of surgery or patient,
it is very unlikely that the dedicated capacity would always satisfy the demand of
this case type. Due to the uncertain demand of non-elective cases, hospitals will
not dedicate enough ORs to this type of cases, and the need for using shared ORs
is more prominent. Hospital operators do not want to leave OR capacity idle when
7
resources have been assigned for that day.
Figure 1.1: Elective and non-elective case processing in the OR when there are flexible ORs and






















Figure 1.2: Elective and non-elective case processing in the OR when there are flexible ORs and
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We have studied a system with one dedicated OR (to non-elective cases)
and one shared OR. We have modeled this system using a Markov Decision Process
(MDP) approach to find a policy that shows how the shared OR has to be used
by elective and non-elective surgeries optimally. Using simulation we perform a
case study to study the usefulness of the model. Experimental results and analysis
are also provided that could guide OR managers. More details of this research are
presented in chapter 3.
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1.2.3 Contribution 3: Comparing Policies and Systems for
Accommodating Elective and Non-elective Surgeries
This contribution focuses on both strategic and tactical decision making
regarding scheduling, OR allocation and policy making in OR suite. Based on the
three types of ORs (dedicated to elective, dedicated to non-elective, and flexible
ORs) five combinations of room types could be defined. These systems could be
seen in Figures 1.1-1.5. We consider these five systems and compare the performance
of these systems against each other when a particular policy is used on the day of
surgery. We define a total of four different policies for the day of surgery. We also
study the best allocation within each system and the best policy within the system.
To compare the performance, we model each system with a policy for the day of
surgery using a Markov Chain approach. By calculating steady state probabilities,
waiting and turn-away costs are calculated. More details of this contribution are
provided in Chapter 4
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Figure 1.3: Elective and non-elective case processing in the OR when there are flexible ORs,
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Figure 1.5: Elective and non-elective case processing in the OR when there are only dedicated Ors
to elective and dedicated ORs to non-electives
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Chapter 2
An Algorithm for Block
Assignment to Surgeons
Operating room (OR) allocation and planning is one of the most important
strategic decisions that OR managers face. The number of ORs that a hospital
opens depends on the number of blocks that are allocated to the surgery groups or
individuals and the amount of first come, first serve or open time. By allocating too
few ORs, a hospital may turn away surgery demand whereas too many ORs could
prove to be a costly, economic decision. The traditional method of determining
block frequency and size considers the average historical surgery demand for each
group. However, given that there are penalties to the system for having too much
or too little OR time allocated to a group, demand variability should play a role
in determining the real OR requirement. In this paper we present an algorithm
that allocates blocks to groups and individuals based on their demand variability
by accounting for overtime, undertime, contribution margin, and surgery type. We
also have studied the effect that turnover time has on the number of ORs that need
to be allocated. This algorithm could be used to adjust existing blocks or to assign
new blocks to surgeons that did not previously have a block.
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2.1 Introduction
With the cost of care increasing rapidly, operating room managers rely even
more heavily on areas of profitability, namely surgical or perioperative services. The
OR suite must be managed in such a way that surgeons have the flexibility to post
cases within available capacity, while recognizing that the ORs should not be open
if surgical demand does not require it. One way of reducing cost is to reduce the
over- and under-utilized times in each OR by accurately assigning blocks of time to
surgeons. Although the uncertain demand of surgery and variability of duration of
surgeries make the prediction of surgeons’ need of block times difficult, a method of
block assignment that is based on adequate information can save hospitals and, as
a result, patients both time and money by balancing over- and under-utilized times.
This, ultimately, can lead to better patient outcomes. The traditional method of
block assignment, based on average past hours of surgery times, does not consider
the variability in total case time across weeks for a given day. Yet the implication
of overtime and undertime are real and should be considered when measuring per-
formance. In this paper, we are presenting a technique for assignment of blocks to
surgeons that addresses this gap. We provide guidelines for managers by consider-
ing certain sensitivity analyses on key parameters affecting the choice of block size
and requirement of ORs to be open.
2.1.1 Background
When planning surgical cases for the OR suite, cases that are scheduled in
advance can often be categorized by medical specialty. These specialties include,
but are not limited to, cardiology, orthopedics, urology, gynaecology, and neurology.
In some cases, ORs may require specific equipment or resources to perform these
14
cases. Depending on the equipment, these resources can sometimes be moved to
the OR where the case is being performed, making the room itself more flexible.
In general, all of these cases can be considered elective as they are scheduled in
advance.
Elective surgery scheduling comes in two common methods: block scheduling
and open scheduling. In the block scheduling system each surgeon or specialty is
assigned block(s) of time in a periodic schedule (weekly, biweekly, or monthly) until
the next review period (each period is usually multiple weeks or months). In such
a scheduling system, surgeons may schedule their surgeries only in their assigned
block if the surgery could be finished within the regular block of time. In an open
scheduling system, surgeons request OR times for each case, and the scheduled case
time is added to an available OR on a first-come, first-served basis.
Most large hospitals in the United States implement a hybrid of the block
and open booking methods. In the hybrid system, a proportion of the ORs are
blocked and a proportion of the ORs remain open to all surgeons and specialties.
In such a system, surgeons with a block will first schedule surgeries in their assigned
block if the surgery could be finished within the block time. After filling the as-
signed blocks, surgeons could request to use open booking time. Surgeons without
an assigned block schedule their cases under the open booking method. Any un-
scheduled (or unsed) block time may be released sometime prior to the day of the
surgery depending on the type of surgery and the hospital’s policy. These released
block times would then act as open booking time to be used to meet other surgeon
requests. These times are also used for the scheduling of add-on and urgent cases
as they arrive on the day of surgery.
The block assignments are periodically reviewed for further adjustments.
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The frequency of review is dependent on the hospital’s policy; some hospitals choose
to review and adjust their block assignments every 3 or 4 months where others re-
view block assignments every 6 months or longer. Changes to block assignments(or
release times) are usually made to meet a financial goal or to improve the efficiency
of ORs. Decision making is usually based on past surgery demand but factors such
as a group’s contribution margin and release time can also play a role. Resizing
and reallocating block time is challenging due to capacity limitations and/or staff
constraints. In general, surgeons prefer to have dedicated blocks when possible,
since this allows them to plan and manage office visits with patients.
Considering the total number of blocks that are assigned to surgeons and
surgery groups, hospitals determine their OR staffing for the next period. There
are two types of staff within the OR: full time and flexible staff. Full time staff
work a fixed number of hours per week with a base salary depending on their job
specification. If the hospital has an extremely light caseload, full time staff may be
sent home but would still be fully paid. The remaining staff can be “flexed” out,
which means they would leave early but not get paid for the time that they did not
work. Most hospitals would like to provide a majority of their staff with regular,
consistent shift hours, but it is quite difficult when trying to account for varying
levels of surgery demand. In an environment with a high amount of flexing of
flexible staff, staff turnover can become an issue. Improved OR planning is needed
that can guarantee a consistent shift length for all staff while maximizing the use
of the hospital’s resources.
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2.1.2 Literature Review
We now review the prior literature on OR planning and how it relates to our
work. In general, the decision process for the surgery schedule consists of four steps:
(1) forecast of the total demand of operating time for each surgeon or speciality
based on the past usage; (2) allocation of OR blocks and staff scheduling (number
of full and flexible staff) for the next period (until next review); (3) construction of
the case schedule and optimization of the case schedule which includes finding the
specific date and time for the surgery; (4) execution of the surgical schedule as well
as scheduling of non-elective cases.
The main approaches applied to OR planning and scheduling are mathemat-
ical modeling and simulation. Mathematical modeling has been used to construct
the master surgery plan which includes allocation of OR time blocks for each sur-
geon or specialty (e.g., [4], [50], [5], and [8]). It has also been used to specify a
surgery date for each patient and for assigning surgical cases into operating rooms
(e.g.f, [12], [25], [26], [33], [36], [39], [42], [43], [44], [48], [49], [52] and [53]). In
addition, simulation has often been used for improving surgical scheduling (e.g.,
[9], [20], [21], [54], and [57]). Some researchers have also considered the surgical
scheduling problem as a workshop scheduling problem, where meta-heuristics are
often proposed and used with some success (e.g., [23], [24], and [36]).
As for the objectives, some studies have attempted to optimize a single
performance criterion such as maximization of operating room utilization and min-
imization of the related cost (e.g., [5], [13], [42], [57] and [59]), while many others
have included several performance criteria in their study (e.g., [11], [25], [26], [33],
[36], [39], [43], [44], [48], [49] and [53]). Researchers have focused on the scheduling
of cases in ORs with the objective of improving the system efficiency and minimiza-
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tion of cost. Cardon [12] specified the maximization of utilization and efficiency
to be the third most considered objective function in healthcare scheduling where
minimizing waiting time and maximizing throughput were defined as the first and
second most studied objectives.
Although improving utilization of ORs has appeared in many studies, we
found that the under- or over-utilized times are often considered in master surgical
scheduling but rarely in block assignment. Dexter [19] developed a scheduling strat-
egy that balanced the OR manager’s need to reduce staffing costs while considering
overtime, undertime and past average usage of surgeons from their blocks. He used
simulation to evaluate the strategy. More close to our work, Strum et al. [56] il-
lustrated over and under utilized times to evaluate the use of surgical subspeciality
ORs. He also described a capacity planning using a minimal cost analysis. Dexter et
al. [18] used time series data analysis to estimate the length of surgeons’ block time.
This study is aimed at assignment of number and length of block times to surgeons
considering over- and under-utilized times, and contribution margin. Other than
the methodology which is different in our research compared to previous research,
our model allows for adding system specific constraints where other estimations do
not. In this paper we compare our method with the approach discussed in [18].
The rest of the paper is presented as follows. Section 2.2 introduces the
modeling approach and methodology. Section 2.3 presents a tailored solution ap-
proach, as well as an introduction to the case study that uses data from a major
local hospital. Section 2.4 provides the results and findings as well as the compari-
son of our method with the existing method in the literature, and the conclusion is
in Section 2.5.
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2.2 Algorithm And Methodology
2.2.1 Accounting for Overtime and Undertime Costs
Many hospitals use the average past usage of surgery groups from their
block as an estimator to assign future block time. In this research we introduce a
method that assigns blocks basednot only on total usage but on the usage variability
(which results in overtime and undertime). We define two sets of overtime and
undertime costs as follows. If a group is assigned more hours than it uses on
a particular day, then the system incurs a cost of cu per hour of unused block
time (undertime). Conversely, if a group is assigned fewer hours than it uses on a
particular day, then the system incurs a cost of co per hour of time not available
within the block (overtime). Although some hospitals report estimates for these
costs, it is challenging for OR managers to precisely calculate the overtime cost
(considering staff pay, room overhead, and costs of other departments affected)
and the undertime cost (considering the ability to flex staff, staff dissatisfaction,
room overhead, and other intangibles). It is easier to estimate the ratio of overtime
cost to undertime cost. Typically, the cost of overtime is more than the cost of
undertime, primarily due to the fact that an unforeseen need of resources implies
that resources need to be secured at a premium cost. As a result, in our model
instead of using overtime and undertime costs, we define a new parameter, h = co
cu
,
and evaluate performance in terms of units of inefficiency (which will be described
in more detail in the next section). Note that with this consideration, the system
cost is not calculated in a dollar value. To obtain the cost in dollars, one needs to
multiply the outcome of our model by the cost per hour of undertime.
We introduce the overtime/undertime method via an example. Consider one
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particular surgical group has been given a block of 6 hours on Mondays. Actual
surgery hours used over the past 12 weeks is shown in Table 2.1, along with the
resulting overtime or undertime based on the 6-hour block. We use h = 1.75,
indicating that every hour of overtime equates to 1.75 units of inefficiency, while
every hour of undertime equates to 1.00 unit of efficiency.
Week Number Hours Performed OT UT OT/UT Cost
1 5 0 1 1
2 1 0 5 5
3 7 1 0 1.75
4 0 0 6 6
5 10 4 0 7
6 11 5 0 8.75
7 0 0 6 6
8 8 2 0 3.5
9 3 0 3 3
10 5 0 1 1
11 9 3 0 5.25
12 6 0 0 -
Total Cost 48.25
Table 2.1: Historical surgical hours and inefficiency calculation for block size of 6 hours
The past 12 weeks of surgeries actually show an average of 5.42 hours (with
a standard deviation of 3.8) for that given day of the week. Using only the average
for block length (i.e., 5.42) results in an inefficiency cost of 50.89, using the same
value of h = 1.75. If a buffer of one standard deviation is considered (i.e., block size
is 9.22), the total cost is even greater at 54.86. Table 2.2 includes these calculations,
along with the costs that result from block sizes of 6, 7, and 8 hours. Notice that
the cost continues to decreases until the overtime/undertime trade-off is such that
the cost begins to increase. In the next two sections, we introduce the actual model
formulation, along with a tailored solution approach that applies in the setting of
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our case study. Note that in all of our analysis, we only consider whole numbers as







Table 2.2: Inefficiency cost for several possible block sizes
2.2.2 Formulation
Consider a hospital which serves K surgery groups or practices over the past
N weeks. During each week, there are I days where blocks are allocated. Consider
i = 1 to represent a Monday. Each surgery group has unique historical demand. Let
tijk indicate the hours of surgery that has been performed by surgery group k in the
i-th day of week j, where j = 1, . . . , N . Undertime cost is incurred if group k was
assigned more than tijk hours in day i of week j. Overtime cost is incurred if group
k was assigned less than tijk hours. As previously noted, instead of representing
these in terms of cost, we use the overtime-to-undertime ratio h to denote the total
number of units of inefficiency (as will be shown in the formulation below). Finally,
let Ti be the maximum available OR hours on day i of the week.
Given these parameters, we would like to find the optimal weekly blocked
and open time assignments for each group based on the past N weeks of data in
order to minimize the overtime and undertime costs. This assignment will be used
to allocate block and open times in each week for the next F weeks. We define
decision variables xik to be the number of hours assigned to group k on day i of the
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week. We assume that the block assignment in each of the next F weeks will be the
same. (Note that if we decide to assign blocks using different rules such as biweekly
or even once each month, then we need to consider j as multiple weeks). Considering









st oijk ≥ tijk − xik ∀j, k (2.2)





jk ≥ 0 ∀j, k (2.4)
We denote this formulation as Model (I). Equation (2.1) represents the ob-
jective function, which minimizes the units of inefficiency generated by overtime
and undertime. For any particular day of a week, any group may increase total
system cost by incurring either overtime cost or undertime cost but not both at the
same time. Equations (2.2) and (2.3) guarantee this outcome that overtime and
undertime cannot occur simultaneously and that
oijk = max{tijk − xik, 0},
uijk = max{xik − tijk, 0}
Model (I) will solve the block allocation problem for the entire week, but
note that the problem is separable by the day of the week i. Many hospitals only
assign blocks across the regular work week (Monday - Friday). In this case to count
for the weekly block allocation, the problem needs to be solved five times. Also
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note that the form of this problem is similar to the problem of scheduling machines
with earliness and tardiness, which was proven to be NP-hard (see [35] and [37]).
2.2.3 Reducing the Search Space
Considering certain hospital-specific requirements, the solution space for
Model (I) can be adjusted accordingly.The solution to this problem may suggest
assigning blocks of any length to each different surgery group. However, blocks
typically have more limitations, especially given staff shifts of 8, 10 or 12 hours.
Given that OR managers must determine how to balance this, it makes sense for
hospital managers to consider more common block lengths of 4, 6, 8, 10, and 12
hours. Given the historical caseload, a surgery group may be assigned more than
one block of time on a particular day or time, and to increase the utilization of
ORs and increase the efficiency, several researchers suggest assigning longer blocks
to surgery groups. Thus, the most common lengths of block times that are used in
the hospitals are combinations of 10- and 12-hour blocks. These will allow us to
make some valid assumptions that will limit the choice of block lengths received by
each surgery group in order to simplify the problem and make it more realistic to
be used by OR managers. Consider set A to be the set of all block length choices.
Let ai to be the i-th element of A. The total number of possible allocations for each




























where d0 = 0 and dj = T − ij−1aj−1 − dj−1 for j = 1, ..., |A|.
As an example, consider a hospital that uses only two block lengths (e.g., 8-
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and 12-hour blocks). For a hospital with total of g groups of surgery and T total
available OR hours per day, the total number of combinations that needs to be
reflected for a particular surgery group in the feasible region could be calculated by






ways where k represents the number of blocks that can be selected) and then select






different ways when k blocks of length 8 already have been selected
and j blocks of length 12 can be selected). Therefore, the formula for the two
















Since there are g surgery groups within the hospital, therefore the total number of


















For systems with many ORs, g is typically a fairly large number, and each
group with adequate demand should be considered for block allocation. Conse-
quently, there is a limit to the number of blocks that the most active group can
be awarded. This limit could be set based on the past usage of the most active
group to count for the possible demand increase of groups. Knowing this, we can
replace the upper bounds of summations in (2.5) with the highest expected number
of blocks to provide the most active group. This also could be applied to the general
formula where TA is calculated and further reduce the search space.
Define set B to be the set of all combinations of desirable fixed block lengths
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that any surgery group within the hospital can have. The new problem, Model(II),
then could be written by replacing (2.4) with
xik ∈ B, oijk, uijk ≥ 0 ∀j, k (2.6)
where |B| is equal to TA as was described previously.
2.2.4 Limitations on OR Availability
One important point to raise is that Models (I) and (II) do not account for
the limitation on the number of ORs available. These models are well suited for use
by hospitals that have ample OR capacity or for hospitals that have the potential to
increase their OR capacity. However, in situations where capacity is truly limited,
an additional set of constraints are required in order to account for the upper bound
on the total number of opened ORs. Let Ti be the maximum available number of
OR hours on the i-th day of the week. We assume that the hospital will have the










st oijk ≥ tijk − xik ∀k, j










oijk ≤ Ti (2.7)
(2.4) or (2.6)
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Constraint set (2.7) guarantees that at each day of the week, the total OR
times assigned to the surgery groups does not exceed the total OR available times
for that day of the week. The first summation in (2.7) is the total blocked times
assigned to surgery groups. However, not all surgery groups will automatically be
assigned with a block; a group with assigned block(s) may also use more than what
it has already been allocated. Therefore we need to count average usage of the
groups with no block and the average overtime time of the groups with an assigned
block. The second summation in (2.7) accounts for these two averages. The solution
to this problem then provides the total hours of block time to each surgery group
as a real number between 0 and Ti (based on constraint set (2.4)). However, if
constraint set (2.6) from Model (II) is used, then the assigned blocks would be
elements of set B that are less than Ti.
2.3 Algorithm and Case Study Introduction
Given a hospital that has sufficient OR capacity or a hospital that wants
to create blocks that are not restricted by their current available OR time, Models
(I) and (II) can be used in combination with any commercial optimization solver.
However, we provide an algorithm below that can replace the need for such an ap-
proach. The algorithm also allows for further reduction in the search space given
any hospital-specific restrictions on block size options. In this section we first intro-
duce the algorithm and then prove how this algorithm guarantees optimality. The
algorithm is applied to every surgery group individually to find the optimal block
assignment for that group.
Algorithm
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1. For surgery group j, select the initial block choices (including 0), the unit of
inefficiency h, and day of the week i, and Flag = 0.
2. Add initial block choices and their multiples into set S such that any total
block size is less than Ti. Identify all combinations of elements from set S and
add them to the same set, again considering each element to be less than Ti.
3. Sort the elements of S based on increasing total block size. Remove any
duplicates. Set j = 1, and assume there are k elements in total.
4. For surgery group j, set the optimal cost to infinity. Select the block size in
element k.
5. Calculate overtime and undertime for past weeks (and associated unit of inef-
ficiency cost) based on the total block size represented in element k. Set this
amount as the current cost.
6. Set k = k − 1. If the current cost is less than optimal cost, set Flag = 1 and
assign the current cost to the optimal cost. If Flag = 0 or if k = 0, output
the optimal cost and its associated total block size, and STOP. Otherwise, set
Flag = 0 and return to step 5.
Note that costs at each block size in the ordered set represents a discrete
cost function. We show that the continuous counterpart cost function is convex.
Since above algorithm simply enumerates the discrete points until an increase in
cost is observed, the convexity of the continuous cost function results that when
algorithm stops, optimal solution is observed.
Proposition.The Continuous cost function is a convex function
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proof: To prove this proposition recall that the cost function in the algorithm is
a linear function of overtime and undertime of the past N weeks of data, which
are non-negative numbers. For arbitrary vectors Oi and Ui which are overtime and
undertime vectors with non-negative elements, let f(Oi, Ui) to represents the cost
function based on these vectors.
To prove convexity let (O1, U1) and (O2, U2) to be two arbitrary vectors so
that for given past N weeks of block usage
O1 = (o11, o12, . . . , o1N)
O2 = (o21, o22, . . . , o2N)
U1 = (u11, u12, . . . , u1N)
U2 = (u21, u22, . . . , u2N)
represent overtime and undertime vectors. The cost of these two assignments could
then be calculated as follows:















For 0 < λ < 1, λ(O1, U10) + (1− λ)(O2, U2) is a vector in R2N such that




λo1k + (1− λ)o2k +
N∑
k=1
λu1k + (1− λ)u2k
= λf(O1, U1) + (1− λ)f(O2, U2)
(2.8)
and that completes the prove of convexity.
We received data from a major local hospital with 30 potential ORs and 52
surgery groups. At the time, the hospital was running 28 ORs per day. We were
provided with 30 months of historical surgery data for all operating rooms. For
each particular surgery, the data includes the actual start and stop times of the
surgery, surgery group, date, type of the surgery, scheduled start and stop times,
and operating room number.
For the studied hospital, using the algorithm presented in this section, we
developed a tool in Microsoft Excel that could calculate the optimal length of the
block times assigned to each surgeon or surgery group. This tool not only calculates
open times and the length of blocks, but it can also use any amount of reserved past
data to simulate actual performance of the blocks to assess utilization, undertime,
and overtime. The creation of the tool using Excel also enables it to be used by
hospital administrators for future decision making.
2.3.1 Block Options
The hospital managers decided to assign blocks with lengths of 4, 6, 8,
and 10 hours. Therefore any surgeon or group could be assigned a combination
of elements of the set A = {4, 6, 8, 10}. Since according to literature, assigning
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longer blocks increases system efficiency, certain combinations were eliminated as
these combinations were redundant and could be replaced with longer blocks. For
instance, no group could receive two 4-hour blocks because an 8-hour block is more
efficient; or a combination of 4- and 6-hour blocks could simply be replaced by a
10-hour block. Four 6-hour blocks could also be replaced with three 8-hour blocks.
2.3.2 Significance of Historical Data
Before identifying block allocations for the case study, we needed to know
how much historical data was sufficient to feed the model. The uncertain demand
of surgery groups plays an important role in determining the need for block time.
This is especially important when OR managers are considering taking a block away
from a surgery group. Our data shows that most of the surgery groups do not follow
the same surgical demand pattern week-to-week (i.e., the historical surgical demand
per group can have a high standard deviation). Given that block adjustments in
most hospitals are done every three, four, or six months, one would expect that a
similar amount of past data should influence what adjustments are made. However,
we were interested in observing the importance of even older, aging data.
We examined this by comparing the simulated cost (in units of inefficiency)
for the block allocations that were generated based on having three, six, or twelve
months of historical surgical data. In addition, we considered three reference points
in the data set so that we could perform this analysis with different historical
data each time. That is, across the 30 months of data, we chose three points in
time to conduct the analysis. Each of these reference points (and resulting data
sets) suggested different allocations for surgery groups. The simulated costs were
then calculated by reserving the most recent three months of past data (i.e., the
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three months immediately beyond each reference point) to observe how well the
proposed blocks could accommodate the actual surgical demand (or how well the
blocks performed). As a final comparison, we used the model to create blocks based
only on the three months of data beyond each reference point. This provided the
optimal block allocation since this implies that we would have known the surgical
demand in advance of setting the block lengths. Using a value of h = 1.75, Table
2.3 presents the inefficiency cost for block allocations if all demand were known a
priori, as well as if allocations are based on three, six, or twelve months of historical
demand, for each of the three reference points. The analysis shows that for all the
three sets of data or reference points, using 12 months of historical data results in
the lowest system cost. Although this may not be true for all hospital systems, for
the studied hospital system the evidence was strong enough to encourage use of
more data; therefore in the rest of the case study, 12 months of past data was used.
Data Set # Cost with Known Data Cost, X Months Past Data
(Ref. Point #) 12 Months 6 Months 3 Months
1 6604 7465 7719 7766
2 7281 8134 8626 8963
3 7165 7939 8325 8763
Table 2.3: Inefficiency cost for block allocations using varying amounts of past data
2.3.3 Effect of h on OR Utilization
Each hospital has unique policies, cost parameters, and staffing issues, and
all of these influence how costly overtime and undertime can be. Through the use
of the overtime-to-undertime ratio h, we can observe the influence of having more
(or less) importance placed on overtime. As shown in Table 2.4, fixing all other
parameters and input values, increasing h reduces the OR utilization. Based on
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the analysis in Section 2.3.2, 12 months of historical data were used to determine
block allocations, and then three months of data after the reference point were
used for simulating the block performance. The simulation results were tabulated
across three unique reference points in the 30 months of data. The results showed
that there is a direct relation between h and OR utilization, and the results were
consistent for each reference point. One interesting fact observed was that for
different sets of data tested, h = 1.75 corresponds to 80% OR utilization. The
80% utilization has been noted as a desirable utilization for most efficient hospital
systems ([51]); this provides further motivation for setting h = 1.75 for this case
study.






Table 2.4: Relation of OR utilization and h value
This experiment also showed that using unique h values for different surgery
groups could be a technique that can force assignment of blocks to different surgery
groups based on an OR manager’s decision to be more conservative or liberal by
group. This technique helps make use of contribution margin. For every surgery
group, contribution margin is defined as a group’s revenue minus cost per case.
Two surgeons or surgery groups with the same number of performed surgery hours
may not be equally profitable. Therefore, surgery groups with higher contribution
margin could receive a higher h value (to protect OR time for these groups), while
still setting the other groups at an h value large enough for their surgical demand to
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still be accommodated. Another consideration when assigning different h values is
release time. The block release times in most hospital systems depends on the spe-
cialty. While some specialties like cardiovascular may not release their unscheduled
blocks until the day of surgery, other specialties release their blocks several days
or even weeks prior to day of surgery. The early release times gives OR managers
the ability to reschedule OR time that was previously reserved but not used. To
account for unique characteristics of each surgical group, we can index the h value
by k, where hk now represents the unique overtime-to-undertime ratio for surgical
group k.
2.4 Results and Findings
In preparing the results from the case study, a specifc period of past data
was considered (June 2009 to May 2010) to find the optimal block allocation. We
then applied 8 weeks of data after May 2010 to simulate the results and study the
performance under the new allocation. The hospital had extra capacity, allowing
the approach suggested from Models (I) and (II) where there was no capacity re-
striction. We then employed the algorithm from Section 2.3 to remove the need
for a commercial optimization solver and directly solve the model using Excel and
VBA. For each surgery group, the optimal allocation was found using past data,
along with the prior set of block lengths (A = {4, 6, 8, 10}). As depicted in the
algorithm, a sorted list of total block time options per group was tested until no
improvement was observed. The last combination with an improvement was then
selected as the optimal block time. Note that the tijk values being used to find future
block lengths are coming from a censored demand data set, meaning that in most
hospitals there is no information about the cases that wanted to be scheduled but
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could not be accommodated due to OR capacity. However this is not a major issue
at the case study hospital since surgery groups with more than 80% utilization are
flagged for extra block time, and cases have not been turned away since capacity
has historically been available.
2.4.1 Required Number of ORs and Block Adjustments
Table 2.5 shows the OR requirement per day of the week after running the
model. Saturdays and Sundays were excluded as the hospital was not assigning
blocks to any group or surgeon on weekends.
Monday Tuesday Wednesday Thursday Friday
Number of Open ORs 25 28 26 28 23
Table 2.5: Suggested number of open ORs for each day of the week
The number of ORs were calculated based on the fact that every OR could
be scheduled for a maximum of 10 hours. However some of the ORs were scheduled
for only 6 or 8 hours. As could be seen in Table 2.5, the optimal allocation suggests
reducing the number of ORs per week (recall that the hospital had 28 ORs scheduled
every day of the week). In the actual system, the scheduling manager was not
keeping all 28 ORs open. In order to reduce the cost, the scheduling manager was
revising the staff schedule the day before or on the day of surgery by releasing
selected staff. Full-time staff won’t receive additional pay for these hours if they
have already completed their minimum working hours for that period, and flexible
staff will not receive any pay for these released hours.
Although this method reduces tangible costs on the day of surgery, it can
create dissatisfaction among staff. We first address tangible costs that could be
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directly quantified. We compared the costs of using the suggested block allocations
(and required number of ORs) to the number of ORs that were actually allocated
after the adjustments were made by the OR team. This is the most conservative
estimate of savings, since including a staff dissatisfaction cost or schedule adjust-
ment/management cost as result of any change will only result in higher cost savings.
With this conservative estimate, the total number of staffed ORs during the 8 eval-
uated weeks (equivalent to 38 working days) was 488 hours more than the suggested
OR hours by our approach. With the suggested OR allocation, the hospital would
have run at 78% OR utilization during the period under study. Considering the
OR costing $15 per minute (see [2]), there would have been an 8-week savings of
$439,200. This results in an annual savings of $2,635,200 for the hospital.
Next, we examine the changes made to specific block allocations by group.
Our results (shown in Table 2.6) indicate that 22% of the groups’ or individuals’
block times were increased, and 53% of the groups’ or individuals’ block times were
decreased. In only 6% of the cases, suggested block times were the same as actual
block times. In 7% of the cases, the model suggests to take away block(s) from a
surgeon or a surgery group; in 12% of times model recommends to assign a block
of time to a surgeon or a surgery group previously without an assigned block.
Percentage Type of Change
22% increase in block times
53% decrease in block times
6% no change in the block times
7% take away block(s)
12% assign block to groups without a block
Table 2.6: Changes in the block allocation as result of applying the new method
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2.4.2 Impact of Turnover Time
In the studied system, turnover time is defined as the time between surgery
stop time and incision time (start time of surgery) of the following case for consec-
utive cases. The OR manager calculates the average turnover time based on this
definition, excluding instances when this time exceeds 90 minutes (to avoid large
gaps that indicate idle time as opposed to turnover time). As a surgery request is
received by the scheduling office, this average turnover time is added to the average
case length (which can depend on case type and surgeon but is often based on case
type only) to determine the amount of time being requested. We could provide an
enhancement to Models (I-III) by specifying turnover times, but these have been
assumed to be handled as part of the case length. In this section we are studying
the impact that turnover time has on the total block time per group and the total
number of ORs that will be needed. These results indicate the extent to which a
reduction in turnover time can have an immediate impact on the required number
of ORs.
Table 2.7 presents the number of required ORs based on turnover times being
reduced five minutes at a time. Our results shows that for the studied hospital,
reducing the average turnover time has a large impact on the number of ORs that
need to be open. While these results are based on the data and assumptions from
the case study, the trend is consistent with what could be expected in any hospital
system. The case study hospital had a baseline of 55 minutes for turnover time.
Although reducing turnover times from 55 minutes to 50 minutes does not
change the required number of ORs except on Friday, we observe that reducing
turnover time to 45 minutes reduces the OR requirement by at least one OR per day.
For the studied hospital, a turnover time reduction of 10 minutes has a potential
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Turnover Time Number of ORs Open
(in minutes) Monday Tuesday Thursday Wednesday Fridays
55 23 28 25 28 24
50 23 28 25 28 22
45 22 27 24 27 22
40 21 27 23 25 22
35 21 25 22 25 20
30 20 25 22 24 20
Table 2.7: Impact of turnover time on number of required ORs
annual cost reduction of at least $2,000,000 (using a similar costing approach as
the last section and where the reduction is from 55 minutes to 45 minutes). This
savings increases beyond $2,000,000 when the ORs are opened for only 8 hours
as opposed to 10 hours. For OR suites with lower average turnover times, a 10-
minute reduction may be impossible, and smaller reductions may not have this same
impact. However, this result shows that for OR suites with high average turnover
times, reducing turnover time is a very attractive way to increase system efficiency.
2.4.3 Managerial Insights
Using the recommended allocation instead of the existing allocation, staff
managers would no longer need to release staff without pay with such short notice.
Therefore staff can have their schedule unchanged for several weeks or as long as
a block has not been adjusted. For the studied hospital, with only a few hours
of open time, a high variability in the use of block times, and very late block
releases, surgeons without assigned blocks have far less opportunity (and flexibility)
to schedule cases in advance. These surgeons sometimes wait until only a day or
two prior to the desired surgery date (when unscheduled block times are finally
released). Scheduling of surgery in this way creates surgeon dissatisfaction. It will
37
also either lower the utilization of ORs (at some cost) or increase staff dissatisfaction
for being released in short notice. Our model allocates more open, flexible time and
less block time compared to the existing allocation. This increases the utilization
of group’s blocks by reducing block size for groups with highly variable demand,
but providing more flexibility by allocating more open times.
2.4.4 Comparison to Time Series Approach
In this section we compare the results of the case study using our model with
the approach used by Dexter [18] to assign block times. First we introduce the time
series method that was studied in [18] and then we conduct the comparisonacross the
same 8-week simulated period of the case study. Note that in [18] the authors also
investigated the amount of historical data to be used in the time series method to
forecast the length of surgery blocks. Our suggestion of using 12 months of historical
data to forecast the future block lengths is supported by the results shown in [18].
In the time series approach, for every surgery group, the average past usage
of surgical demand over N months is calculated. Using that average, the forecasting
errors are calculated which are the difference between the mean value and actual
surgical demand in each of the past N months. If the forecasting errors are normally
distributed, then the t distribution could be used to calculate the upper bound on
the prediction interval for forecasts of total hours of elective cases. The 100%(1−α)
upper bound equals




where X is the mean of past usage and s is the standard deviation of this usage.
The authors, however, did not clearly indicate what the upper bound should be if
the forecasting errors are not normally distributed. Since the authors mention in
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their paper that the median would be the better estimator for the center of tendency
when the errors are not normally distributed, we adopt this assumption to account
for when the errors are not normally distributed. For N = 12, note that the
60%, 80%, 90%, and 95% upper prediction bounds equal (X + 0.27s), (X + 0.91s),
(X+01.42s), and (X+1.87s), respectively. Depending on the choice of significance,
quite different results (or block sizes) will be generated. (When median is chosen
as the center of tendency, the average could be replaced by median in the above
formulas.)
For each of the surgery groups, we have used 12 months of past data to find
the average (and median) usage of surgery group per day of the week. Then we found
the forecasting errors and applied the Anderson- Darling normality test. Most of
the surgery groups did not have forecasting errors that follow a normal distribution
for some or all days of the week. We use equation (2.9) with a significance of 95%
to assign time to the groups that have normally distributed forecasting error. For
other groups, we use “median+s” as an upper bound for assigning block times (this
approach is mentioned in [18]). The inefficiency cost of our method during the 8
weeks of simulation is 3660. The cost for time series method as described above
is 4805 in units of inefficiency. Since in our method we chose the block lengths to
be all integer, we also considered the cost of the time series method where block
sizes are rounded up or down to the nearest integer. Rounding the upper bounds
increases the cost even more. The cost of time series method when upper bounds
are rounded up and down are 12037 and 11297 respectively. These costs are both
extremely higher than the cost of applying our method however the cost of rounding
up is higher.
The time series method considers an interesting approach to calculate the
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block lengths, however our method outperforms this method for the case study. In
time series method the percentage of or significance level of the prediction interval
influences the overtime and undertime. In our model this has been addressed di-
rectly. We were unable to compare the number of suggested ORs as this was not
specified as part of their research. The authors did not suggest a way to create a
complete OR allocation or OR assignment using their method as this was not the
main goal of their research.
2.5 Conclusion
The assignment of block time to surgeons and surgery groups is one of the
tactical decisions that hospital managers need to make. The review of the block as-
signment (block adjustment) is even harder than assigning blocks to new surgeons.
There is always competition between surgeons for receiving more block time, and
hospitals are cautious when reducing block time from surgeons so as to not lose
future business. This is why having quantifiable data indicating that the perfor-
mance of individual groups will not be affected is so important to the success of
block assignment and adjustment. In hospitals with ample OR capacity, the correct
block assignment balances overtime and undertime, and significant savings can re-
sult from a block reallocation. In this paper we have developed a model for assigning
block to surgeons and surgery groups that is based on overtime and undertime, as
well as past usage of surgeons. In our model we have used not only the past surgery
demand of surgeons within their blocks, but considered the total demand per day of
surgery. Our case study results showed that using 12 months of past data for block
adjustment results in the lowest inefficiency cost. During the case study, we also
studied the effect of turnover time on block assignment. Our case study indicates a
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cost savings of more than $2,000,000 for the hospital. Our model suggested fewer




Non-elective Cases on the
Day of Surgery
Elective surgeries are those that have been scheduled ahead of time whereas
non-elective surgeries arrive without being scheduled. Some hospitals dedicate a
proportion of their operating rooms (ORs) for non-elective surgeries. However, the
uncertain nature of demand for these surgeries can require OR managers to use ad-
ditional ORs (i.e., versatile ORs) to serve non-elective patients, resulting in delay
or cancellation of elective surgeries already scheduled in the versatile ORs. Consid-
ering one dedicated and one versatile OR, we use simulation and Markov decision
processes to identify an allocation policy that balances the waiting time of patients
with the costs of cancellation, rescheduling, and overtime. While simulation allows
for more realistic assumptions, it is computationally expensive due to the number
of policies that need to be examined. While requiring additional assumptions as
input, the MDP is able to produce an optimal policy quickly. Moreover, the simula-
tion confirms the results found using MDP, which suggest that the policy generated
from the MDP is applicable in this setting. Our analysis indicates that frequency of
arrivals and length of surgeries have a large impact on the optimal policy for using
the versatile OR, as well as on the average cost per hour of the system.
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3.1 Introduction and Related Literature
Of all hospital activities, the operating room (OR) is well known to be the
most profitable and critical (for healthcare delivery) hospital resource as well as the
most expensive resource to keep open [46]. This fact and the growing costs of health
and patient expectations encourage hospitals to manage their ORs efficiently and
effectively to reduce the cost of care while maintaining the highest level and quality
of care. Managing ORs becomes even more difficult when a facility serves several
types of cases.
Surgeries in an operating room often can be grouped into two broad cate-
gories: elective and non-elective. Elective cases are typically those that are on the
schedule by the end of the day before surgery. Note that a surgery being reported as
elective is independent of the type of case being performed (e.g., cosmetic surgery
and heart surgery both could be elective surgeries). Non-elective cases are those
that have not been scheduled in advance, such as add-on cases and urgent cases.
Add-on cases are non-urgent cases that need to be added to the schedule after it has
been closed. These patients could be inpatients that require surgery without prior
notice, previously canceled surgeries due to some unsatisfied medical condition or
lab result, or walk-in patients that need surgery within the same day. Non-elective
cases can also include urgent cases where patients present without being scheduled
in advance and usually must be started within a short time. Although the de-
mand of non-elective surgeries is uncertain and differs from one hospital to another,
many hospitals have a significant amount of non-elective case demand and limited
resources to accommodate them. In particular, add-on cases, which are usually
the most significant source of non-elective cases, are often delayed due to resource
limitations (based on interviewing surgery departments).
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One of the most important criteria for measuring patient and surgeon satis-
faction is the waiting time. Non-elective surgeries need to be started within a short
period of time. While non-elective cases cannot wait a long time for an available
OR, elective cases cannot be postponed indefinitely as the patient’s condition may
escalate to an emergent or urgent state. Because of shared resources, strategic and
operational strategies adopted for non-elective cases will not only affect these pa-
tients’ waiting times but also the waiting times of elective cases. Moreover, surgeons
will not tolerate frequent late starts and delays based on their elective cases being
bumped due to non-elective cases. Non-elective and elective case delays can create
dissatisfaction of both patients and surgeons, and potentially reduce future demand
at the hospital.
Many hospital managers make a conscious decision to dedicate OR(s) to
their non-elective cases; this allows the hospital to better schedule or plan ORs. In
this study, an OR that is dedicated to only non-elective cases will be referred to as
a dedicated OR, and an OR that can accommodate both elective and non-elective
cases will be referred to as a versatile OR. Note that versatile ORs can be fully
scheduled with elective cases, yet still be used by non-elective cases on the day of
surgery.
Even in systems with dedicated ORs, the stochastic nature of non-elective
surgeries makes planning for these cases challenging. In this paper we seek to better
manage the OR suite by accounting for the unpredictability of non-elective cases. In
particular, the question we are seeking to answer is how to efficiently accommodate
non-elective cases with more predictable elective cases using a fixed set of dedicated
and versatile ORs on the day of surgery. Even with non-elective cases reported
to represent 15% of the surgery demand, hospitals often do not dedicate enough
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resources to these type of patients [38], and the dedicated ORs alone may not
be enough to satisfy the demand of non-elective cases. Hence, in the presence of
dedicated ORs, a key research outcome is to determine how often a non-elective
case could still use a versatile OR when it finds the dedicated ORs busy. In this
paper we identify policies for how to share the versatile ORs between elective and
non-elective cases on the day of surgery in order to minimize overall costs across all
cases.
To tackle the question of how to best use operating room capacity, research
has been conducted on strategic (long term), tactical (mid-term), and operational
(short term) planning decisions. Strategic and tactical planning decisions such as
capacity planning and master scheduling appear in many research streams. Ballard
and Kuhl [3] used discrete event simulation modeling to find the maximum capacity
within a surgical suite. Beliën and Demeulemeester [4] and Beliën et al. [6] found
and solved a cyclic master surgery schedule for elective cases. The objective of most
studies is to increase system profitability or system efficiency by taking into account
waiting time, overtime, under-utilized time, or some combination of these. Fei et al.
[25] solved the surgical case assignment problem by minimizing overall costs using
a branch and price approach. Klassen and Rohleder [41] studied methods that can
improve appointment systems and reduce the waiting time of patients. Denton et
al. [16] presented stochastic optimization models for the assignment of cases to ORs
on a given day of surgery. Their objective includes a fixed cost of opening ORs
and a variable cost of overtime relative to a fixed length-of-day. Hans et al. [36]
solved a problem in which the objective was to minimize the risk of overtime while
maximizing the OR utilization.
Some research has been dedicated to elective cases only (see, e.g., [10, 25,
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1]) while other examples consider both elective and non-elective cases (see, e.g.,
[53, 43, 44]). Augusto et al. [1] used lagrangian relaxation to solve the surgery
scheduling problem while considering the operating rooms and recovery beds as key
resources. Lamiri et al. [43] and Lamiri et al. [44] considered stochastic scheduling
for elective cases given some expected demand of non-elective cases. Denton et al.
[15] presented a study of a stochastic optimization model for offline daily scheduling
of elective surgeries in a single OR. Pham et al. [53] also created a surgical offline case
scheduling for the scheduling of elective and non-elective cases with a small number
of ORs and cases. In their model, emergency cases occupy the available OR and
canceled elective cases are rescheduled for the next day. Tancrez et al. [55] studied
the impact of emergency patient arrivals on the performance of the scheduling
system. They have estimated waiting times of emergency and elective patients,
average overtime, and the probability of overtime given a mixture of emergency
and elective cases. Ferrand et al. [27] also used simulation to compare two different
OR allocation policies for serving elective and non-elective surgeries. However, these
approaches do not find a solution or policy for allocating patients to rooms in real
time on the day of surgery.
Although the stochastic demand of non-elective cases has been considered
in strategic- and tactical-level research, operational decisions related to the man-
agement of patients on the day of surgery are not often addressed. Lans Van Der
et al. [45] found a sequence for elective surgeries so that the waiting time of emer-
gencies was minimized on the day of surgery. More similar to our problem, Green
et al. [32] represented the problem of accommodating inpatient, outpatient, and
emergency patients in a MRI suite. In their model, no resource has been dedicated
to any type of patient. Similar problems have been studied in non-healthcare envi-
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ronments. Gong and Batta [30] addressed a two-priority, preemptive, single-server
system with a queue-length cutoff. In their model, work ceases on high-priority
jobs once the number of low-priority jobs reaches some threshold. This assumption
is unrealistic when relating this to patients and surgery as the surgeries can not
be interrupted. Xiong and Altiok [60] introduced a multi-server queuing system in
which the customers leave if they wait more than some time or if the length of the
queue exceeds a threshold. They estimated the waiting time of customers in queue.
In both Xiong and Altiok [60] and Gong and Batta [30], all customer types can be
served by any server and none of the customers are dedicated to a specific server.
Frank et al. [28] studied a periodic inventory system with two priority classes of
stochastic demands in which one class needs to be fully satisfied within the period
while demand in the other class might be lost if it cannot be satisfied by the end of
the period. Our research differs from these examples in that we have two customer
types with one shared resource and one dedicated resource. Moreover, we use a
fixed set of resources and cannot adjust our supply across periods.
To summarize the research problem, we are considering a system with two
types of servers (dedicated and versatile ORs) and two types of customers (elective
and non-elective patients). At arrival, an elective case can use the versatile room
if the room is idle and there is no other elective case waiting. A non-elective
case will use the dedicated room first. However, if the dedicated room is busy,
the non-elective case will either be assigned to the versatile room or be placed in
the non-elective queue. The sizes of non-elective and elective queues are finite,
implying that cases may be turned away. When a case finishes in the versatile OR,
the decision must be made as to which type of case will be performed next in the
versatile OR.
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Given historical surgical data from a local hospital, we began our analysis
using simulation, as this allows for a realistic representation of the day-of-surgery
setting. Simulation can also be used to test actual policies, time-based decisions, and
specific costs of those decisions. However, many policy decisions must be tested as
alternatives in order to find an optimal policy for accommodating the total caseload.
In particular, even for small problem instances with only two operating rooms and
no more than two cases waiting for either room, the proposed model could require
as many as 214 scenarios to be generated. The simulation-optimization results in-
dicated that it took more than three hours to run over 16,000 scenarios. Moreover,
these results cannot always guarantee an optimal solution without complete enu-
meration of the simulation tests. For these reasons, we offer an alternative approach,
using a Markov decision process (MDP), to generate the optimal allocation policy
for cases to rooms that minimizes waiting, overtime, and turn-away costs. However,
assumptions inherent in the MDP model often do not align with the real hospital
environment. We show that the MDP approach (and its resulting policies) could be
used in our setting based on the similarity in results between the simulations and
the MDP.
The MDP assumptions, formulation, and results are presented first (in Sec-
tions 3.2 and 3.3), allowing a more smooth and logical transition to the simulation
results as well as a comparison of performance across the two approaches. Section
3.4 presents the simulation modeling approach and a comparison of results between
the MDP and the simulated system using real-world assumptions. In Section 3.5,
we present a summary and conclusions of the research.
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3.2 Problem Description and Formulation
3.2.1 Discussion of Operational and Cost Assumptions
Consider a facility with two operating rooms that admits two classes of
patients for surgery, elective patients and non-elective patients. Patients arrive one
at a time according to a Poisson process with the arrival rate depending on the
patient class (λe and λn) for elective and non-elective cases, respectively. There
are two types of rooms available to perform surgery, a dedicated and a versatile
room as depicted in Figure 3.1. The dedicated room may only be used to serve
non-elective patients, while the versatile room may be used to serve either class
of patients. The length of surgery depends on the patient class and not on the
room, and is distributed exponentially with rate µe and µn for elective and non-
elective patients, respectively. An arriving patient who is not served immediately
will join a queue for their class and incur a waiting cost in dollars per unit time of
cwe and c
w
n for elective and non-elective patients, respectively. Waiting cost could be
described as patient dissatisfaction cost, the cost of patient health (which may be
critical for non-elective patients), or cost related with surgeon idle time. We make
no assumptions concerning the relative magnitude of waiting costs for elective and
non-elective patients.
Upon arrival, an elective patient can use the versatile room if the room is idle
and there is no other elective patient waiting. Otherwise the patient will join the
elective patient queue. An arriving non-elective patient will use the dedicated room
if he finds the room idle and there is no other non-elective patient waiting. If the
dedicated room is busy and the versatile room is idle, this patient will either use the
versatile room or join the non-elective queue. If both rooms are busy, the patient
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Figure 3.1: Elective and non-elective case processing in the OR
must join the non-elective queue. We assume that there is a finite queue for each
patient class of size Ne and Nn for elective and non-elective patients, respectively.
If a patient arrives to the system and the queue for his class is full, he will leave
the system and a one-time turn-away cost will be incurred, which depends on the
patient class; cte (for elective) and c
t
n (for non-elective). To understand why the
turn-away costs may depend on patient class, consider a non-elective surgery that
arrives to a full queue; if there are several hospitals in the area, the non-elective
patient could be rerouted to a sister hospital even before he arrives to the primary
facility (resulting in a very low turn-away cost). On the other hand, if this facility is
the only medical service in the region, the cost of turning away a non-elective case
could be very high as it may risk the patient’s health. Unlike non-elective patients,
the turn-away costs for elective patients may not be related to the location of the
hospital. The turn-away cost of elective cases could be comprised of dissatisfaction
of the surgeon and the patient due to rescheduling the case or lost revenue (if the
case does not get rescheduled). In either scenario we expect that turn-away costs
associated with elective cases will be high. However, in the model presented here
we do not make any assumption regarding the relative turn-away costs between
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elective and non-elective patients.
Lastly, we consider that when a non-elective patient is served in the versatile
room, he may cause some inconvenience to elective patients and thus a penalty W is
incurred. Hospitals will typically keep their versatile ORs open for 8, 10 or 12 hours.
However, due to uncertainty in surgical case length, staff will often work overtime
to complete the surgery schedule for the day. Running ORs in overtime can be quite
expensive, and the hospital will make every effort to schedule staff to avoid excessive
overtime. Non-elective patients can influence the amount of overtime required by
increasing the use of a versatile OR when the dedicated OR is busy. Therefore we
estimate the average cost of overtime in the versatile OR caused by non-elective
cases using a method described in section 3.2.2. We point out that any possible
costs associated with idle times or under-utilization are not considered. We believe
this is reasonable because on the day of surgery, staff are already scheduled and
considered a sunk cost. This assumption has also been used and justified by Dexter
[21]. Here we reiterate some key assumptions:
1. There is no cost associated with a room being idle.
2. Both versatile and dedicated rooms are identical and can be utilized to perform
any type of surgery.
3. The surgery time includes the set up time, the time to perform the surgery
and the turnover time (usually defined as patient out of OR to next patient
in OR).
4. Patients join the queue for their class, and within each queue patients are
served in first-come-first serve order.
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Note that assumption of exponential arrival and service times in healthcare
is validated in [31] and was used in previous researches (e.g. [55] and [40]).
3.2.2 Addressing Overtime in the Versatile OR
As previously discussed, we charge a penalty cost of W whenever a non-
elective patient uses versatile OR. This cost is based on an estimate of the addi-
tional overtime that the non-elective patient causes to the versatile OR. Thus W
is comprised of two parts. One is a known cost per hour of overtime, co. The
other is an estimate of the actual overtime (in hours) observed in the versatile room
by diverting non-elective patients from the dedicated room, π. Thus, W = πco.
Estimating π is not so straightforward, since not every non-elective surgery that
takes place in the versatile OR causes additional overtime for that OR. To esti-
mate the additional overtime we compare two systems, one in which non-elective
patients never use the versatile OR and one in which they always do, when it is
available. The first system can simply be described as two M/M/1/K queues; the
second is a two-server two-class Markov queueing system in which each class has a
preferred server. The latter has been previously analyzed by McLay [47]. In [47],
an algorithm for calculating the server utilizations as well as the proportion of time
that customers are served by their preferred servers is introduced. We use this
algorithm to calculate the proportion of non-elective patients that use the versatile
OR in steady state. Given this we can estimate π using straightforward queuing
formulas and Little’s law. The use of McLay’s algorithm is described as follows.
Consider a two server (dedicated and versatile ORs) queueing system with
two classes of patients (elective and non-elective) in which elective patients can only
use the versatile OR and non-elective patients can use both rooms but will use the
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dedicated OR first if it is idle. Let fn denote the proportion of non-elective patients
in steady state that use the dedicated OR ((1 − fn) would be the proportion of
non-elective patients in steady state that use the versatile OR). Denote fe as the
proportion of elective patients that are served in the versatile OR; it is clear that
fe = 1 based on our assumption about the versatile OR. Also define pV to be
the busy probability of the versatile OR and p
D
to be the busy probability of the
dedicated OR in steady state. We can then calculate fn in a finite number of
iterations using the following algorithm:
Algorithm for Estimating fn
0. Select a tolerance, ε.
1. Initialize p
V
= λe/µe, pD = λn/µn and fe = 1 .
2. Set fn = (1− pD), pv = pV , and pd = pD .
3. Set p
V
= min{λe/µe+(1−fn)λn/µn, 0.9999} and pD = min{fnλn/µn, 0.9999}.
4. Set ε1 = |pV − pv| and ε2 = |pD − pd|.
5. If both ε1 and ε2 are less than ε, stop otherwise, go to step 2.
Next define π to be the amount of overtime that non-elective cases add to
the versatile OR (note that a versatile OR could see overtime even if only serving
elective patients). To estimate the value of π, consider the two queuing systems
described above. First consider the system with only one versatile OR without the
presence of non-elective patients. This system could be described as an M/M/1/K,
K = (Ne + 1) queueing model with traffic intensity ρe =
λe
µe
. For such a system, the












Recall that in a Markov queue Le describes the average number of patients in
the system at any point in time. Thus, if a system operating in steady state were to
suddenly “close” then Le could be considered as the number of people remaining in
the system when the versatile OR closes, or equivalently the number in the system
that have to be served in overtime.
Next, consider a second system with only one versatile OR that serves both
elective patients and a proportion of non-elective patients, where this proportion
is estimated by ((1 − fn)λn). This system can be approximated by an M/M/1/K
queueing system with arrival rate of λmix and surgery rate of µmix where these two
values are equal to


















which represents the number of patients in the second system at the steady state











Define L to be equal to Lmix − Le. The value L could be described as the number
of patients remaining in the system when the versatile OR enters overtime, as a
result of the versatile OR being used by non-elective patients. At closing time, the
proportion of overtime in the versatile OR caused by non-elective patients could be
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estimated by Lµmix/(Leµe+Lµmix), and the required time to clear the versatile OR
and the elective queue in such a situation is equal to L 1
µn











We would like to find a policy for allocating patients to the versatile OR on
the day of surgery. Assuming that interarrival times and surgery times are exponen-
tially distributed, the problem can be modeled as a continuous time Markov decision
process (MDP). We define the state of the system as s(t) = (y
d
(t), yv(t), xn(t), xe(t)),
where y
d









2 if the versatile room is busy with an elective case,
1 if the versatile room is busy with a non-elective case,
0 if the versatile room is idle.
Also, xn(t) and xe(t) represent the the number of nonelective patients in the non-
elective queue and the the number of elective patients in the elective queue at time
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(t) ∈ {0, 1}
yv(t) ∈ {0, 1, 2}
xn(t) ∈ {0, 1, . . . Nn}
xe(t) ∈ {0, 1, . . . Ne}
}
.
However, not all combinations of y
d
(t), yv(t), xn(t), and xe(t) will produce a valid
state. The feasible state space is given by S = {(0, 0, 0, 0), (0, 1, 0, 0), ...,(0, 1, 0, Ne),
(0, 2, 0, 0),..., (0, 2, 0, Ne),(1, 0, 0, 0),...,(1, 0, Nn, 0), (1, 1, 0, 0), ...,(1, 1, Nn, Ne), (1, 2, 0, 0),
...,(1, 2, Nn, Ne)} with a total of 1+2Ne+Nn+2NeNn members. The decision then
is which patient to allocate to the versatile OR when it becomes available. There
is only one decision to be made and there are three actions from which to choose.
Denote A(s(t)) to be the set of actions A(s(t)) = {a0(s(t)), a1(s(t)), a2(s(t))}, where
a1(s(t)) indicates that a non-elective operation is performed in the versatile OR at
state s(t), a2(s(t)) indicates that an elective operation is performed in the versatile
OR at state s(t), and a0(s(t)) indicates that the versatile OR remains idle at state
s(t).
The goal is to minimize the system-wide, long run average costs related to
allocation of patients to the rooms on the day of surgery. Since the state transi-
tions are Markovian, it is sufficient to consider policies where decisions are made
at discrete time periods. Also since the chain is ergodic, an optimal deterministic
stationary policy exists. Consequently, instead of a continuous time control prob-
lem, uniformizaion is used to solve a corresponding discrete time problem [7]. In
order to use uniformization, denote an upper bound on the rate of transitions in
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the continuous time process by γ, where
γ = λe + λn + 2max{µe, µn}.
Note that, while nonelective and elective cases arrive independently, the rate at
which the cases are processed depends on how non-elective cases are allowed to use
the versatile OR. To calculate an upper bound on the transition rate, we assume
that the rate of the larger of the two service rates is doubled, thus providing a
conservative estimate.
The optimal policy produces the optimal average cost per stage, where the
average length of stay at each state is determined by γ−1. When uniformization
is used, the state is denoted as s instead of s(t). Then the optimality equations
represent the average cost case to follow, where J is the optimal average cost per
stage, J = limn→∞ Jn and n is the number of periods to go.
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+ (Jn−1(1, 0, 0, 0) + Jn−1(0, 1, 0, 0))I{i=1,j=1,k=0,l=0}
+ (Jn−1(1, 2, 0, l − 1) + Jn−1(0, 1, 0, 0))I{i=1,j=1,k=0,l 6=0}
+ (T 4jn(i, j, k, l) + Jn−1(1, 1, k − 1, l))I{i=1,j=1,k 6=0,l 6=0}




γ − λe − λn − µe(I{i=0,j=2} + I{i=1,j=2})
− µn(I{i=0,j=1} + I{i=1,j=0} + 2I{i=1,j=1}
+ I{i=1,j=2})
)




T 1jn(i, j, k, l) = min
{
KJn−1(i, j + 1, k, l), Jn−1(i, j, k + 1, l)
}
T 2jn(i, j, k, l) = min
{
KJn−1(i, j − 1, k − 1, l), Jn−1(i, j, k, l − 1)
}
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T 3jn(i, j, k, l) = min
{
KJn−1(i, j − 1, k − 1, l), Jn−1(i, j − 2, k, l)
}
T 4jn(i, j, k, l) = min
{
KJn−1(i, j, k − 1, l), Jn−1(i, j + 1, k, l − 1)
}
T 5jn(i, j, k, l) = min
{
KJn−1(i, j, k − 1, l), Jn−1(i, j − 1, k, l)
}
To interpret equation (4.1), consider state (0, 0, 0, 0), where both rooms are
idle and no cases are waiting. An arrival of a non-elective case (at rate λn) will
take the system to the state (1, 0, 0, 0) (where the dedicated OR is busy with a
non-elective case, the versatile OR is idle, and both queues are empty) whereas the
arrival of an elective case (at rate λe) will take the system to the state (0, 2, 0, 0)
(where the dedicated OR is idle, the versatile OR is busy with an elective case,
and both queues are empty). No departure from either room is allowed when the
current state is (0, 0, 0, 0). The same methodology could apply to all other states.
Note that based on the status of the two rooms, the cost of overtime caused by non-
elective patients will be applied only when y
d
= 1 (i.e., the dedicated OR is busy).
When (y
d
, yv) = (1, 0), the arrival of a non-elective patient may cause overtime as
the non-elective patient will find the versatile OR idle and may occupy the OR
upon arrival. When (y
d
, yv) = (1, 1), the departure of a non-elective patient from
the versatile OR gives the manager the option of occupying the versatile OR with
a non-elective patient next if one is waiting in queue. A similar situation exists for
(y
d
, yv) = (1, 2).
3.3 Optimal Policy
In order to solve the MDP average cost problem, we use a value iteration
approach over an infinite horizon (Bertsekas [7]). The algorithm was programmed
59
in MATLAB 7.4. In this section, we present 1) the suggested optimal allocation
policy for various parameter settings, and 2) the corresponding average cost per
hour. We also study the structure of the policy and how it changes based on
parameter settings.
3.3.1 Policy Representation
The output from the MDP is an optimal steady-state policy, which depends
on the current state of the dedicated and versatile ORs, as well as the number
of non-elective and elective cases waiting. For ease of discussion, we present the
optimal policy in three separate decision matrices: Rne, Rnn, and Rni. For all three
matrices Rne, Rnn and Rni, an element in the matrix equal to 1 implies the optimal
action is to serve a non-elective case next in the versatile OR, whereas a value of 2
implies it is best to serve an elective patient next in the versatile OR. A value of 0
implies that the versatile OR should remain idle. The three matrices represent the
state of the ORs.
For example, when the dedicated OR is busy with a non-elective case and
the versatile OR is busy with an elective case, then Rne(k, l) denotes the type of
patient (elective or non-elective) to be served next in the versatile OR when k
(k ∈ 1, . . . , Nn) cases are waiting in the non-elective queue and l (l ∈ {0, . . . , Ne})
cases are waiting in the elective queue. When both versatile and dedicated ORs are
busy with non-elective cases and there are k non-elective patients in the non-elective
queue and l elective patients in the elective queue, we denote Rnn(k, l) to be the
type of patient to be served next in the versatile OR. Note that for both Rne and
Rnn, k starts from 1 since there are no decisions to be made when k = 0. When the
versatile OR is idle (implying the elective queue is empty) and the dedicated OR is
60
busy with a non-elective case, the versatile OR can stay idle or could be filled with
a non-elective case. For k ∈ {1, . . . , Nn}, Rni(k) indicates whether the versatile OR
needs to stay idle or should be filled with a non-elective case.
Rne and Rnn are both Nn×(Ne+1) matrices, while Rni is a (Nn)×1 matrix.
It is clear that the first column of matrices Rne and Rnn will only take on values of
0 or 1 (since there is no elective patient in the queue to be served) whereas other
elements of these two matrices could take on values of 1 or 2 (with both queues
nonempty, the versatile OR will not remain idle). Matrix Rni will take on values of
0 or 1 only (as there is no elective patient in the queue). In the following example
we explain briefly how the policy could be read from the output matrices.
Consider the situation that cost per hour of waiting time for non-elective and
elective patients is $800 and $500, respectively. Assume turn-away costs for non-
elective and elective patients to be $2500 and $3000 per patient, respectively, and
overtime cost to be $600 per hour. If case arrival rates are λn = 1/7, λe = 1/3 (in
patients per hour), case processing rates are µn = 1/2.5, µe = 1/2.5 (in surgeries per
hour), and the hospital allows a maximum of three patients in each of the queues,
then the suggested policy is
Rne =
 1 2 2 21 2 2 1
1 2 1 1
 , Rnn =
 1 2 2 21 2 2 2
1 2 2 2




with an average cost per hour of $548. Consider position (1, 1) in Rne. If the dedi-
cated and versatile ORs are busy with non-elective and elective cases respectively,
one patient is in the non-elective queue and no patient is in the elective queue,
a non-elective case should be performed next in the versatile OR. Rnn(1, 2) = 2
implies that given both rooms are busy with non-elective surgeries, and with one
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patient waiting in each queue, the next case to be performed in the versatile OR
should be an elective case. When the versatile OR is empty and the dedicated OR
is busy, Rni recommends that a non-elective patient should use the versatile OR
regardless of the number of patients waiting in the non-elective queue.
There are some general results that could be observed from the policy regard-
less of the input parameters. All elements of matrix Rnn except the first column are
equal to 2, which implies that with both queues nonempty, consecutive non-elective
cases should not be performed in the versatile OR. Exclude the first column of Rne;
as the number of patients in the queues increase, there is a switching policy from
serving an elective case to serving a non-elective case. Consider first columns of
matrices Rne and Rnn and matrix Rni; as the number of patients in the non-elective
queue increases, there is a switching policy from versatile OR being idle to serving a
non-elective surgery in the versatile OR. Observe that the first columns of matrices
Rne and Rnn are the same. This implies that when the elective queue is empty, the
type of patient that will be served next in the versatile OR is independent of the
type of patient that just finished service.
3.3.2 Experimental Results
In this section we study the structure of the policy. A total of 36 different
scenarios are considered where the costs are assumed to be fixed in all scenarios
and only room utilizations (arrival and service rates) are varied. Three different
utilization levels of 25, 50 and 75% are considered for the dedicated OR. The versa-
tile OR is also studied at three different utilization levels of 50, 75 and 95%. Since
initial testing showed that frequency of arrivals and duration of surgeries noticeably
affected the policy, each utilization level is considered with specification of long case
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duration, less frequent arrival (denoted as “L” in tables and graphs), versus short
case duration, more frequent arrival (denoted as “S” in tables and graphs). This
allows for more advanced analysis around the policy and costs. Tables 1 to 3 in
Appendix A provide the results and the structure of the policy for all possible 36
scenarios. For this analysis the cost parameters are considered to be the same as
the example in Section 3.3.1 for all scenarios. We highlight specific results in this
section.
No significant change in the decision matrix Rnn is observed in this study.
The policy suggests not to perform consecutive non-elective cases in the versatile
OR. For Rne when the utilization of the versatile OR is fixed and the utilization of
the dedicated OR is increasing, the policy recommends allowing more non-elective
cases in the versatile OR especially when there are shorter, more frequent cases
in the dedicated OR (e.g., compare scenario 3SS in Table 1 with scenarios 6SS in
Table 2 and 9SS in Table 3). However when there are longer, less frequent cases
in the dedicated OR, no significant change in the policy is observed (e.g., compare
scenario 1LL in Table 1 with scenarios 4LL in Table 2 and 7LL in Table 3).
When the utilization of the dedicated OR is fixed, increasing the utilization
of the versatile OR with longer, less frequent cases encourages performing more
non-elective cases in the versatile OR (e.g., compare scenarios 1LL, 2LL, and 3LL
in Table 1). When the utilization of the versatile OR increases with shorter, more
frequent cases, and there are longer, less frequent cases in the dedicated OR, this
encourages an empty versatile OR to remain idle (e.g., compare scenarios 1LS, 2LS,
and 3LS in Table 1). However, for shorter, more frequent cases in the dedicated
OR, no change in the policy is observed (e.g., compare scenarios 1SS, 2SS, and 3SS
in Table 1).
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When the utilization of the dedicated OR is set at 25%, 50%, or 75%, the
policies seem to be very different when there are shorter, more frequent cases in
the dedicated OR compared to when there are longer, less frequent cases in the
dedicated OR (e.g. compare scenarios 1LL–3LS in Table 1 with scenarios 1SL–3SS
in Table 1). These changes are more obvious when the versatile OR has longer, less
frequent cases (e.g. compare scenarios 1LL–3LL in Table 1 with scenarios 1SL–3SL
in Table 1). In this case, the changes support allowing more non-elective cases in
the versatile OR.
3.3.3 Cost Analysis
For the scenarios tested in Tables 1, 2, and 3, even if the policy does not
change, each scenario results in a unique average cost per hour. The costs from the
three tables are shown graphically in Figures 3.2(a) and 3.2(b). Note that suffixes
“L” and “S” after utilization on the axis represent longer, less frequent, and shorter,
more frequent cases, respectively. Here we point out some of the important results
from these two figures.
When the utilization of the dedicated OR is fixed, as the utilization of the
versatile OR increases, the average cost per hour also increases. For a fixed utiliza-
tion of dedicated and versatile ORs, the cost per hour of the system when there
are long, less frequent cases in the dedicated OR is high compared to when there
are short, more frequent cases in the dedicated OR (compare any point in Figure
3.2(a) with the corresponding point in Figure 3.2(b)). For the long, less frequent
cases in the dedicated and versatile ORs, an increase in the utilization of the ver-
satile OR will increase the average cost more rapidly compared to when there are
long less frequent cases in the dedicated OR and short, more frequent cases in the
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versatile OR. Fixing the utilization of the versatile OR, the difference between the
average cost per hour for different dedicated OR utilizations is higher when there
are short more frequent cases in the dedicated OR compared to when there are long
less frequent cases in the dedicated OR.
Figure 3.2: Average cost in dollar per hour when there are (a) long, less frequent cases (“L”) in
the dedicated OR, and (b) short, more frequent cases (“S”) in the dedicated OR
(a) (b)
3.4 Extensions via Simulation
Building upon the dynamic programming results from section 3.3, in this
section we introduce two simulation models. First, we create a simulation model
that incorporates the same assumptions that exist in the MDP model (steady state;
exponential interarrival and surgery times); this simulation model calculates the
costs for waiting and turn-aways; however the actual overtime costs are calculated
as opposed to using the approximation defined in section 3.2.2. This model is used
to compare the average cost per hour from the MDP model with the average cost
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per hour when using the MDP policy within the simulation model. The result of
this model is also used to further explain how different performance criteria, such
as waiting time of patients and overtime, are impacted by a given allocation policy.
This model and its results are presented in section 3.4.1.
Using simulation, we can also relax certain restrictive assumptions to see how
well the MDP policies perform in more realistic settings. In particular, the steady-
state assumption and exponentially distributed interarrival and service times are
not typically observed in a hospital environment. Therefore we create a second
simulation model with discrete patient arrivals to determine if this impacts the
observed results. This model and its results are presented in section 3.4.2. By
demonstrating that the results from the discrete arrivals simulation model are sim-
ilar to the exponentially-distributed arrivals simulation and MDP models, this can
motivate the applicability of the MDP model and its policy recommendations in
an actual day-of-surgery setting. Furthermore, even the smallest simulation model
scenarios (maximum buffer size of two in either queue) require a minimum of 2-3
hours to solve for an optimal policy. The MDP approach only requires a few sec-
onds, making it a very desirable approach. Both simulation models are developed
using Arena 13.
3.4.1 Simulated Performance of MDP Policies
With the first simulation model, we compare the average cost per hour of
using the optimal policy in simulation with the average cost observed from the MDP
model, for different arrival and surgery rates and different cost parameters. For that,
a total of 25 different scenarios are run where for each scenario, 50 replications (of
50 hours each) are conducted (while the exponentially distributed assumption of DP
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is considered). The 50 hours is chosen for the replication length to allow the system
to reach steady state (the 50 hours is calculated using sequential stopping rule and
then is rounded up to the closest ten). In this simulation model, actual overtime
is calculated by determining the time required to clear the elective queue beyond
the 50-hour mark. Figure 3.3 shows that the average costs from the simulation and
the MDP are comparable. As could be seen in Figure 3.3 with 95% confidence,
the average costs of the MDP in 23 out of 25 scenarios are within the simulation
cost confidence intervals. Also, both the MDP and simulation costs follow the same
trend. Note that our simulation model is calculating the actual overtime within
the versatile OR, whereas in the MDP, our estimation of overtime only counts for
overtime caused by non-elective patients. However we believe that comparing costs
in this way gives sense of how good our estimation of overtime is in the MDP model.
Figure 3.3: Simulation vs dynamic programming
From Figure 3.3, the average simulation cost is shown to be greater than
the average cost from the MDP in all scenarios except 1, 5, and 9, again explained
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by the fact that the simulation model considers both elective and non-elective case
contributions to overtime cost. Scenarios with average costs at or near $200 all
have short average surgery lengths and, as a result, are typically less variable; in
such scenarios, the average cost from MDP is very close to the average cost from
simulation. Given that these cases are short and less variable, when the length
of surgeries have small variability, overtime is primarily a result of non-elective
patients using the versatile OR, which is the method for overtime cost estimation
used in the MDP model.
Using the results of the MDP and the first simulation model, further analysis
has been done to find the most significant factors in the model that drive cost,
waiting time and overtime. In this study for sake of simplicity, in addition to the
assumptions that were considered in the first simulation model, we include the
following assumptions on input parameters. The size of both queues are considered
to be equal and the average length of surgeries for both elective and non-elective
cases are considered to be the same (µe = µn). Since the analysis in section 3.3.1
showed that the average surgery length has a significant impact on the structure
of the policy, we tested two surgery lengths: 1.5 hours (where µe = µn = 1/1.5
per hour), and 3 hours (where µe = µn = 1/3 per hour). Recall that surgery
times include turnover times and set up times. We consider six factors (A–F) that
represent the maximum available queue size, ratio of waiting costs, ratio of turn-
away costs, overtime cost, and expected utilization of versatile and dedicated ORs,
respectively. Each factor is assigned at two levels to complete an experimental
design (note that waiting time and turn-away costs are not important factors by
themselves but the ratio of costs has an impact on the policy, therefore we have
decided to consider the ratio of these costs as factors each at two levels). Since we
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believe that waiting time of non-elective patients is more expensive than elective
patients, the lower level is greater than one. For turn-away costs, as explained in
section 3.2.1, turn-away cost of an elective patient can be considered higher than
the turn-away cost of a non-elective patient; therefore the high setting for this ratio
will not exceed 1 in our testing). Table 3.1 gives more information about these six
factors. In each of the two cases there are total of 64 scenarios, and the following four
responses are analyzed: average waiting time of elective patients, average waiting
time of non-elective patients, average cost per hour, and average overtime. For
each of the 64 scenarios the MDP model is run to find the optimal policy for the
given parameters. The policy then is used within the simulation model to find the
responses.
Table 3.1: Factors for Design of Experiment
Factor Low Level High Level


















Tables 3.2 and 3.3 show the five most significant factors for each of the
four considered responses when the average length of surgeries is 1.5 hours and 3
hours, respectively. For every response, in any of the elements of the table, the first
component represents the significant factor where the second component represents
the effect of that factor. The “+” and “−” signs are used to show whether the
factor has positive or negative effect. Although both Table 3.2 and Table 3.3 show
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the same most significant factor, the ordering and inclusion of additional significant
factors is often different. One key observation is that all factors have a larger effect
when the average length of the surgeries is longer. That could be due to the higher
variability of surgery lengths. Another key finding is that the results of both tables
indicate that utilizations of the versatile and the dedicated ORs are the factors that
drive the results. Also, when the average length of surgeries is short and arrivals
are less frequent, the queue size seems to be significant for average waiting time of
patients. Most of the significant factors shown on both tables have positive effects
on their responses.
Table 3.2: Significant Factors for Short Surgery Length - 1.5 hours
Response Most SF* Second SF* Third SF* Fourth SF* Fifth SF*
Average Waiting Time of elective Patient (E,1.4+) (A,0.9+) (AE,0.75+) (F,0.5+) (B,0.25+)
Average Waiting Time of non-elective Patient (F,0.55+) (A,0.2+) (E,0.18+) (B,0.17−) (AF,0.15+)
Average Cost per Hour (E,1000+) (F,580+) (B,320+) (A,230+) (BF,220+)
Average Overtime (E,2.6+) (AE,0.9+) (F,0.9+) (A,0.9+) (ABEF,0.25+)
* SF refers to Significant Factor
Table 3.3: Significant Factors for Long Surgery Length - 3.0 hours
Response Most SF* Second SF* Third SF* Fourth SF* Fifth SF*
Average Waiting Time of elective Patient (E,4+) (AE,1.75+) (E,1.6+) (EF,0.8−) (A,0.6+)
Average Waiting Time of non-elective Patient (F,1.2+) (E,0.4+) (AF,0.3+) (A,0.29+) (BF,0.24−)
Average Cost per Hour (E,1200+) (F,680+) (AE,280+) (BF,250+) (B,230+)
Average Overtime (E,6.2+) (AE,1.5+) (F,1.4+) (BE,0.9+) (BEF,0.6+)
* SF refers to Significant Factor
3.4.2 Case Study and the Applicability of MDP Policies
As previously noted, certain assumptions used in the MDP model may not
be strongly supported in a surgical environment. In order to further substantiate
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the use of the MDP results in practice, we must illustrate how the MDP policy
compares to that generated from a simulation with actual surgical data. In this
section we relax the steady-state and exponential distribution assumptions and
develop a model for a local surgical care facility based on 30 days worth of historical
data. The model uses actual scheduled arrival times and actual duration of cases
(for both elective and non-elective cases) from a local hospital. Even when each
queue is limited to two patients, there are 214 or 16384 scenarios to test to find
the optimal solution for this problem (there are total of 14 elements in the three
matrices Rne, Ree, and Rni in this situation). OptQuest, a simulation-optimization
product that works in combination with Arena, searches from available simulation
settings for an optimal course of action or inputs (while restricted to some policy
structure, stationarity, deterministic, and state dependent assumptions). The given
data does not suggest an exponential distribution as a close fit for the arrival and
service times available. However, to compare the solution from OptQuest with the
optimal solution from the MDP, the historical average arrival and service rates are
calculated and used as parameters for the respective exponential distributions to
use in the MDP model. The data shows that average arrival and service rates for
elective cases to be 1/2.41 and 1/2.18 per hours, respectively, whereas for non-
elective cases these values are 1/3.02 and 1/1.93 per hours, respectively. Other cost
assumptions remain the same as in section 3.3.1 (cwn = 800, c
w
e = 500, c
t
n = 2500,
and cte = 3000, and c
o = 600). Using the above rates for arrival and service times,


















OptQuest is run for about 2.5 hours with over 15,000 simulations (each with 30
days as replications) being tested. After running these simulations, OptQuest finds
the same results that are suggested by the MDP, providing support for the use of
the MDP policies and further research using this modeling approach. In addition,
it finds several other alternate solutions with identical cost. Over the 30 days of the
schedule, some of the states of the policy are never visited, resulting in no difference
in the simulated performance cost. For example, both queues never become full at
the same time, so the decision to make when both queues are full is never used or
needed. Table 3.4 shows some alternate solutions reported by OptQuest.
Table 3.4: Alternate Solutions From OptQuest



































































The average cost per hour by using the MDP optimal policy is $309, however
this cost in the simulation model is only $254. This could be because historical
surgery times have low variability; this fact was also shown when we had continuous
exponential arrival and surgery rates in simulation model. One other reason for the
difference in costs might be that the simulation model uses a discrete schedule while
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the MDP is using continuous arrival and surgery rates. Given the actual arrival
and surgery times, the simulation model does not actually create situations when
more cases arrive than can be accommodated. Thus, the only reason for patients
to be turned away is if non-elective cases use the versatile OR.
Discussion:
In order to provide stronger support for the results of this study, in addition
to the case study, we developed two different sets of random schedules to examine
our model. In both sets 30 days of arrival and surgery time schedules for both
elective and and non-electives were randomly created. Neither arrival nor surgery
times in these two sets of data are not following exponential distribution however
we calculated the average service and interarrival rates to be used in MDP model
assuming that these distributions are exponential. The information regarding rates
are provided in Table 3.5. For simulation model we directly used the discrete random
schedule to counter for more realistic representation of surgery day.









1 1/2.71 1/2.85 1/2.26 1/3.04
2 1/2.61 1/2.44 1/2.54 1/2.31
Our results show that for both random schedules tested, the MDP model
and simulation model suggest the same policy. The average costs from simulation
model are lower than the costs from MDP model for both sets of data. These
policies and their corresponding average costs are presented in Table 3.6.
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Table 3.6: Suggested policies from MDP and simulation






























as could be seen the suggested policy for set 2 is the same as policy was suggested for
the case study however the average cost per hour for set 2 is higher. This increase
could be due to faster arrival and longer surgeries of non-electives.
3.5 Conclusions and Future Work
In this paper we have formulated and solved a dynamic policy for accom-
modating elective and non-elective cases on the day of surgery. Finding a good
policy using simulation allows the modeling of a more realistic system, however it
is computationally expensive given the number of scenarios to be tested. Although
MDP assumptions of steady state and exponentially distributed arrival and surgery
times may not be realistic in the healthcare environment, our simulation model
shows that relaxing these assumptions provides similar results. In other words, the
output policy from the MDP is still valid as an optimal policy. The fact that the
MDP can be solved in seconds makes it more applicable in day-of-surgery planning
even on a daily basis. Our results show that there is a direct relationship between
the optimal policy, the frequency of case arrivals, and the length of surgeries. The
policy also shows that it is not recommended to perform consequent non-elective
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cases in the versatile OR when there are elective patients in the queue. The MDP
results shows that long, less frequent cases impose more costs to the system. This
model has applications in the ER department, inventory, and call center staffing as
well. We only considered two servers in this model but the problem could be ex-
tended to more servers. Another interesting extension of this problem would be to
have dedicated rooms for each patient type as well as some flexible rooms as shared
resources. Comparing costs and policies under different strategic OR allocations
can help OR managers to better assess the impact of each policy.
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Chapter 4
Comparing Policies and Systems
for Accommodating Elective and
Non-elective Surgeries
Elective surgeries are those that have been scheduled ahead of time whereas
non-elective surgeries arrive without being scheduled. The decision of hospital man-
agers for how to accommodate these two types of cases is critical to the cost, ef-
ficiency, and availability of the operating rooms. Moreover, the strategic decision
of whether to dedicate ORs to one or both types of surgeries must be made well
in advance of the day of surgery. We define various allocations of three types of
operating rooms (dedicated to elective, dedicated to non-elective, and flexible ORs).
On the day of surgery, key decisions are made on how to use the flexible ORs to
accommodate each surgery type. To that end we define day of surgery policies to
minimize the cost of system by focusing on patient waiting time and patient turn-
away costs. We model the system as a Markov chain to study the performance of
various policies. Our results indicate that systems with all flexible ORs and systems
with dedicated ORs to elective surgeries have lower costs. It also shows that the
policy that distributes the number of patients in queue across the number of rooms
controlled by each patient type is the best policy among the studied policies.
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4.1 Introduction
Of all hospital activities, the operating room (OR) is well known to be the
most profitable and critical (for healthcare delivery) hospital resource as well as the
most expensive resource to keep open [46]. This fact, along with the growing costs
of healthcare and patient expectations, encourages hospitals to manage their OR
suite in such a way that reduces the cost of care while maintaining the highest level
and quality of care. Managing an OR suite becomes even more difficult when a
facility serves several types of cases.
In terms of scheduling, all surgeries within an OR suite can be categorized
into two broad categories: elective and non-elective surgeries. Elective surgeries are
those that have been scheduled ahead of time before the schedule has been closed.
The schedule close time is set by each hospital, but it often occurs the night before
day of surgery. Cases added after the schedule close time are considered non-
elective surgeries. Although non-elective surgeries include any urgent cases, the
classification of elective or non-elective is not always an indication of the criticality
of the situation.
We consider two types of operating rooms: dedicated and flexible. Dedicated
ORs are those that have been dedicated to a specific group or type of patients.
In particular, we consider ORs that are dedicated to elective or dedicated to non-
elective patients. Flexible ORs are those rooms that can be used to perform elective
or non-elective surgeries, typically with primary use by one group depending on the
system configuration. As an example, a flexible OR could be 100% scheduled with
elective cases but still be used for non-elective cases on the day of surgery. In this
chapter we consider a total of five different configurations of the OR suite based
on how dedicated and flexible ORs are allocated. We refer to these configurations
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as systems ENF, EF, NF, F, and EN. These five systems are described in detail in
section 4.3.1.
In chapter 3, we considered one of the five systems where one OR was dedi-
cated to non-elective surgeries and one OR was flexible. Using a Markov Decision
Process approach, we found an optimal policy for accommodating elective and non-
elective surgeries based on waiting, turn-away, and overtime costs. The optimal
policy indicated the next case that would be served in the flexible OR. Confirming
that the results from the MDP were indicative of the results generated by a case
study simulation model, this provided confidence that the results from the MDP
could be used in practice. The optimal policy can also be found for the other four
systems (and for much larger suites of ORs) using an MDP formulation.
Although finding an optimal policy for sharing flexible OR(s) gives valuable
information about the structure of the policy, the optimal policy may still not be
very easy to implement. Instead of finding an optimal policy, we now compare the
performance of five systems under several predefined policies. For each system, we
examine the effect of applying each policy by building a Markov chain to calcu-
late the performance metrics of interest. The restriction on the number of ORs is
removed within this chapter, thereby allowing this approach to be applied to any
number of operating rooms. We also study the impact of several input parameters
on system performance.
The result of this research can provide guidance to OR managers. Knowing
the surgery demands of each type and average surgery lengths, the result can suggest
a performance policy that works well under many conditions. The outcome can
also help OR managers in long-term decision making by suggesting the best system
configurations that can be used based on the demand.
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The rest of the chapter is presented as follows. Section 4.2 is the literature
review. In Section 4.3, we explain the systems and policies, as well as the Markov
chain and its properties. We also introduce performance measures and how they
are calculated. In Section 4.4, we present results for each policy and provide a
comparison of applying individual policies across various systems. The last section
of this chapter is the conclusion.
4.2 Related Literature
To tackle the question of how to best use OR capacity, research has been
conducted on strategic (long term), tactical (mid-term), and operational (short
term) planning decisions. Strategic and tactical planning decisions such as capacity
planning and master scheduling appear in many research streams. Ballard and Kuhl
[3] used discrete event simulation modeling to find the maximum capacity within a
surgical suite. Beliën and Demeulemeester [4] and Beliën et al. [6] found and solved
a cyclic master surgery schedule for elective cases. The objective of most studies is
to increase system profitability or system efficiency by taking into account waiting
time, overtime, under-utilized time, or some combination of these. Fei et al. [25]
solved the surgical case assignment problem by minimizing overall costs using a
branch and price approach. Klassen and Rohleder [41] studied methods that can
improve appointment systems and reduce the waiting time of patients. Denton et
al. [16] presented stochastic optimization models for the assignment of cases to ORs
on a given day of surgery. Their objective includes a fixed cost of opening an OR
and a variable cost of overtime relative to a fixed length-of-day. Hans et al. [36]
solved a problem in which the objective was to minimize the risk of overtime while
maximizing the OR utilization.
79
Some research has been dedicated to elective cases only (see, e.g., [10, 25,
1]) while other examples consider both elective and non-elective cases (see, e.g.,
[53, 43, 44]). Augusto et al. [1] used lagrangian relaxation to solve the surgery
scheduling problem while considering the ORs and recovery beds as key resources.
Lamiri et al. ([43] -[44]) considered stochastic scheduling for elective cases given
some expected demand of non-elective cases. Denton et al. [15] presented a study
of a stochastic optimization model for offline daily scheduling of elective surgeries in
a single OR. Pham et al. [53] also created a surgical offline case scheduling for the
scheduling of elective and non-elective cases with a small number of ORs and cases.
In their model, emergency cases occupy the available OR and canceled elective
cases are rescheduled for the next day. Tancrez et al. [55] studied the impact of
emergency patient arrivals on the performance of the scheduling system. They have
estimated waiting times of emergency and elective patients, average overtime, and
the probability of overtime given a mixture of emergency and elective cases. Ferrand
et al. [27] also used simulation to compare two different OR allocation policies for
serving elective and non-elective surgeries. However, these approaches do not find a
solution or policy for allocating patients to rooms in real time on the day of surgery.
Although the stochastic demand of non-elective cases has been considered in
strategic- and tactical-level research, operational decisions related to the manage-
ment of patients on the day of surgery are not often addressed. Lans Van Der et al.
[45] found a sequence for elective surgeries so that the waiting time of emergencies
was minimized on the day of surgery. More similar to our problem, Green et al. [32]
represented the problem of accommodating inpatient, outpatient, and emergency
patients in a Magnetic Resonance Imaging (MRI) suite. In their model, no resource
is dedicated to any type of patient. Similar problems have been studied in non-
80
healthcare environments. Gong and Batta [30] addressed a two-priority, preemp-
tive, single-server system with a queue-length cutoff. In their model, work ceases
on high-priority jobs once the number of low-priority jobs reaches some threshold.
Xiong and Altiok [60] introduced a multi-server queuing system in which the cus-
tomers leave if they wait more than some time or if the length of the queue exceeds
a threshold. They estimated the waiting time of customers in queue. In both Xiong
and Altiok [60] and Gong and Batta [30], all customer types can be served by any
server and none of the customers are dedicated to a specific server. Frank et al. [28]
studied a periodic inventory system with two priority classes of stochastic demands
in which one class needs to be fully satisfied within the period while demand in the
other class might be lost if it cannot be satisfied by the end of the period. Our
research differs from these examples in that we are considering two customer types,
as well as several combinations of resources (flexible and dedicated) and allocations.
We are also considering four different policies for accommodating case types into
flexible rooms and comparing the performance of these systems and policies.
4.3 Problem Description and Modeling
In this section we introduce the problem by specifying several system con-
figurations and the policies that provide the structure of the decision making. We
then present the methodology used in the analysis.
4.3.1 OR System Configurations
As was described previously, we consider a total of five OR configurations
based on having three OR types (ORs dedicated to elective, ORs dedicated to
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non-elective, and flexible ORs). These systems are described below.
System ENF: A proportion of ORs are dedicated to elective surgeries, a
proportion of ORs are dedicated to non-elective surgeries and the remaining ORs
are flexible.
System EF: A proportion of ORs are dedicated to elective surgeries and
the remaining ORs are flexible.
System NF: A proportion of ORs are dedicated to non-elective surgeries
and the remaining ORs are flexible..
System F: All ORs are flexible.
System EN: Each room is dedicated either to elective surgery or to non-
elective surgery.
Each of the above systems may result in varying levels of complexity to
manage. It is not clear which system poses more difficulty, but we know that in
some of these systems (such as when all rooms are flexible) the number of times
that a decision needs to be made is more than what is required in other systems.
Having dedicated ORs, the number of decisions toward sharing resources decreases.
System EN has no flexible ORs; therefore there is no adjustment for this system.
As a result, the performance of system EN is independent of the selected policy for
sharing flexible ORs.
4.3.2 Problem Description
For each of the systems described in Section 4.3.1, we consider two finite
queues for elective and non-elective surgeries, respectively. Upon arrival of a new
case, an idle dedicated OR (if available as part of the system) is used. If all dedicated
ORs are full, the new case is assigned to an idle flexible OR (if any exist). Otherwise
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the case (or patient) joins the queue of its type. If the queue is full, the case is
turned away, and the system incurs a one time turn-away cost, which depends on the
patient type. Upon departure from a dedicated OR, the next case waiting (if any)
of the same patient type occupies the OR. If the departure is from a flexible OR,
then the policy will specify which type of surgery to perform next in the flexible OR.
We consider several policies to evaluate the system configurations. These policies
are described in section 4.3.3.
The described system could be modeled using a continuous time Markov
chain. Before explaining the Markov chain, we introduce some of the notation used
in this chapter.
λe: arrival rate of elective surgeries to the system
λn: arrival rate of non-elective surgeries to the system
µe: surgery rate for elective surgeries
µn: surgery rate for non-elective surgeries
Ne: current size of elective queue
Nn: current size of non-elective queue
N : total number of ORs
Nf : the number of flexible ORs in the system
Nde : the number of ORs dedicated to elective surgeries
Ndn: the number of ORs dedicated to non-elective surgeries
cwe : cost per hour of waiting per patient in the elective queue
cwn : cost per hour of waiting per patient in the non-elective queue
cte: cost per elective surgery (patient) turned away
ctn: cost per non-elective surgery turned away
Additional notation is introduced as needed. We also consider the following as-
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sumptions:
1. Surgery interarrival times and surgery duration times follow exponential dis-
tributions for both surgery types. This assumption is motivated by the results
of chapter 3, where we show how a simulated system without exponential in-
terarrivals and service times performs similarly to the system with the expo-
nential assumption in place.
2. There are often restrictions for assigning a case to a specific room based on
the equipment present in the room. In this research, we classify a room to be
elective, non-elective, or shared, and assume that the time it takes to perform
the surgery is independent of the room type.
3. We also include a room turnover time to account for the additional time when
the room is still busy with a case. This time is assumed to be part of the
surgery time (1/µe and 1/µn).
4.3.3 Markov Chain Model
In this section first we explain the chain and its properties. Then we describe
how performance measures such as system cost, waiting time, queue length, and
the number of patients turned away are calculated. We define i, j, h, k, l, and m
as follows:
i: number of flexible ORs busy with elective patients; i = 0, 1, ..., Nf
j: number of flexible ORs busy with nonelective patients; j = 0, 1, ..., Nf
h: number of dedicated elective ORs busy ; h = 0, 1, ..., Nde
k: number of dedicated non-elective ORs busy; k = 0, 1, ..., Ndn
l: number of patients in the elective queue; l = 0, 1, ..., Ne
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m: number of patients in the non-elective queue; m = 0, 1, ..., Nn
Each of the systems ENF, EF, NF, F and EN could be modeled using a finite
state continuous time Markov chain, where the state of the system represents the
number of idle/busy ORs of each kind and the length of each queue. For an OR
suite with a total of N ORs (N ≥ 2) where N = Nf + Nde + Ndn, the state of the
chain, s, is dependent on the chosen system and is defined as follows:
System ENF: s = (i, j, h, k, l,m)
System EF: s = (i, j, h, l,m)
System NF: s = (i, j, k, l,m)
System F: s = (i, j, l,m)
System EN: Not modeled.
System EN could be considered as two separate queueing systems which
one has only dedicated ORs to elective and the other one has only dedicated ORs
to non-elective (two M/M/1/k queues). Moreover there is no flexible OR in this
system.
Given a particular flexible OR policy, the chain could be produced by con-
sidering different possibilities based on a patient arrival or patient departure. Since
queue sizes are finite, the chain has a finite number of states, and note that not all
combinations of i, j, h, k, l, and m represent a valid state. For example in system
ENF, states where the elective queue is nonempty and the number of dedicated
elective ORs equal to zero is not defined. Before we explain the chain in detail, we
introduce the policies that will be evaluated in this research.
Case Assignment Policies
Regardless of the OR configuration, a policy will define which case type will occupy
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a flexible OR when both patient types are currently waiting. First the following
rules always apply. Any arriving patient will directly occupy a dedicated OR of its
type first one is available. If all dedicated ORs of its type are busy but there are
idle flexible ORs, the patient uses the flexible OR. If no flexible OR is available, the
patient joins the queue for its type. At departure from a dedicated OR, the next
patient of the same type (if one is waiting) will occupy the OR. At departure from
a flexible OR, the OR can become idle (if both queues are idle), the patient from
the nonempty queue occupies the flexible OR (if only one queue is nonempty), or
a policy decision must be made if both queues are nonempty. We specify the four
policies that were considered in the analysis:
• Policy 1: This policy distributes the number of patients in queue across the
number of rooms controlled by each patient type, and the patient type with
the longer average queue length will be assigned to the newly vacant room.
Therefore in this policy when both queues are nonempty, we compare the
values of l
Nde +i






, an elective patient
will occupy the flexible OR; otherwise, a non-elective patient will occupy the
flexible OR. Note that values of Nde and N
d
n in some of the systems are zero,
therefore this policy is adjusted based on the system. This policy gives a
fair comparison between the number of people in queue and the number of
occupied resources for each patient type.
• Policy 2: This policy only considers the number of patients in the non-elective
queue. If m > 1, a non-elective patient occupies the flexible OR; otherwise
an elective patient uses the flexible OR.
• Policy 3: This policy is the same as policy 2 except for m > 2.
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• Policy 4: This policy is the same as policy 2 except for m > 3.
We continue with the details of the Markov chain by focusing on the most
general system, which is system ENF. We also use policy 1 in explaining possible
transitions and transition rates to the next system state. The aspects of the chain
for the other systems and policies can be obtained in a similar fashion, and for these
cases, we provide only the results.
Consider system ENF with N ORs where there are Nf flexible ORs, N
d
e
dedicated ORs to elective surgeries, and Ndn dedicated ORs to non-elective surgeries.
Let s = (i, j, h, k, l,m) be the current state of the system. Table 4.1 depicts the next
state of the system under different conditions at arrival of a non-elective patient
to the system. The patient occupies an idle non-elective dedicated OR if one is
available (i.e., the next state becomes (i, j, k+1, l,m)). If all non-elective dedicated
ORs are busy but there is an idle flexible OR, the non-elective arrival occupies a
flexible OR (i,e., the next state becomes (i, j + 1, h, k, l,m)). If all dedicated non-
elective ORs and flexible ORs are full, but the non-elective queue is not full, the
patient joins the non-elective queue (m = m + 1); otherwise the patient is turned
away and the state remains unchanged.
Condition Next State Transition Rate
k < Ndn (i, j, h, k + 1, l,m) λn
k = Ndn, i+ j < Nf (i, j + 1, h, k, l,m) λn
k = Ndn, i + j = Nf ,
m < Nn
(i, j, h, k, l,m+ 1) λn
Table 4.1: Next state and transition rate when a non-elective patient arrives and the current state
is (i, j, h, k, l,m)
Table 4.2 depicts the next state of the system when an elective patient ar-
rives. In the following order, an elective patient would occupy an idle dedicated,
elective OR (h = h + 1). If all ORs dedicated to elective are busy, the patient
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occupies an idle flexible OR (i = i + 1). If all dedicated elective ORs and flexible
ORs are busy, the patient joins the elective queue (l = l + 1). If the elective queue
is full, the patient is turned away (and the state remains unchanged).
Condition Next State Transition Rate
h < Nde (i, j, h+ 1, k, l,m) λe
h = Nde , i+ j < Nf (i+ 1, j, h, k, l,m) λe
h = Nde , i + j = Nf ,
m < Ne
(i, j, h, k, l + 1,m) λe
Table 4.2: Next state and transition rate when an elective patient arrives and the current state is
(i, j, h, k, l,m)
Table 4.3 shows the next state of the system at the departure of a non-
elective patient from system ENF, considering the current state of the system to be
(i, j, h, k, l,m). Departures of non-elective surgeries can be from dedicated or from
flexible ORs. When j = 0 and k > 0, the non-elective case is departing from a
dedicated OR. In this case, the next state of the system depends on the size of the
non-elective queue. If the non-elective queue is nonempty, the next patient in the
queue occupies the dedicated OR and the queue size reduces by one. Otherwise (if
the non-elective is empty), the dedicated OR become idle, reducing the number of
busy dedicated ORs by one unit. When j > 0 and k = 0, the non-elective case is
departing from a flexible OR, and policy 1 indicates the next case to place in the
flexible OR. If j > 0 and k > 0, the non-elective case is departing from either a
dedicated or flexible OR. In this situation, if the departure is from a dedicated OR,
the next patient in the queue (if any) takes the room. If the departure is from a
flexible OR, policy 1 will determine the next state.
Similarly, departures of elective surgeries can be from dedicated or from
flexible ORs. Values of i and h define the source of the departure. The next state
of the system can then be similarly obtained. Table 4.4 shows the next state of the
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Condition Next State Transition Rate
j = 0, k > 0, m > 0 (i, j, h, k, l,m− 1) kµn
j = 0, k > 0, m = 0 (i, j, h, k − 1, l,m) kµn
j > 0, k = 0, l = 0,
m = 0
(i, j − 1, h, k, l,m) jµn
j > 0, k = 0, l > 0,
m = 0
(i+ 1, j − 1, h, k, l − 1,m) jµn
j > 0, k > 0, l > 0,




(i, j, h, k, l,m− 1) (j + k)µn
j > 0, k > 0, l = 0,
m = 0
(i, j − 1, h, k, l,m) or
(i, j, h, k − 1, l,m)
jµn or kµn
j > 0, k > 0, l > 0,




(i+ 1, j− 1, h, k, l− 1,m) or
(i, j, h, k, l,m− 1)
jµn or kµn
j > 0, k > 0, l = 0,
m > 0
(i, j, h, k, l,m− 1) (j + k)µn
j > 0, k > 0, l > 0,
m = 0
(i+ 1, j− 1, h, k, l− 1,m) or
(i, j, h, k − 1, l,m)
jµn or kµn
Table 4.3: Next state and transition rate when a non-elective patient departs and the current state
is (i, j, h, k, l,m)
system when the current state of system ENF is (i, j, h, k, l,m). Tables 4.1, 4.2, 4.3,
and 4.4 also include the transition rates from the current state to the next state for
each situation. These tables represent states and transition rates only for system
ENF and policy 1. These information could be similarly obtained for other systems
and policies. Note that the departure and arrival events in each of the systems is
different with what was explained for system ENF and is dependent on the type of
rooms available. For instance, in system EF a departure of a non-elective surgery
can only occur from a flexible OR, while in system ENF the departure of a non-
elective patient can occur from either a dedicated or a flexible OR. Therefore, not
only are the system states different but the structure of the chain is also different.
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Condition Next State Transition Rate
i = 0, h > 0, l > 0 (i, j, h, k, l − 1,m) hµe
i = 0, h > 0, l = 0 (i, j, h− 1, k, l,m) hµe
i > 0, h = 0, l = 0,
m = 0
(i− 1, j, h, k, l,m) iµe
i > 0, h = 0, l = 0,
m > 0
(i− 1, j + 1, h, k, l,m− 1) iµe
i > 0, h > 0, l > 0,




(i− 1, j+ 1, h, k, l,m− 1) or
(i, j, h, k, l − 1,m)
iµe or hµe
i > 0, h > 0, l = 0,
m = 0
(i − 1, j, h, k, l,m) or
(i, j, h− 1, k, l,m)
iµe or hµe
i > 0, h > 0, l > 0,




(i, j, h, k, l − 1,m) (i+ h)µe
i > 0, h > 0, l = 0,
m > 0
(i− 1, j+ 1, h, k, l,m− 1) or
(i, j, h− 1, k, l,m)
iµe or hµe
Table 4.4: Next state and transition rate when an elective patient departs and the current state
is (i, j, h, k, l,m)
4.3.4 Steady State Probabilities and Performance Criteria
Let S denote the state space of the chosen system (ENF, EF, NF, F, or EN),
where each state is represented by s = (s1, s2, s3, s4, s5, s6). Denote Ns to be the
size of S and πs to be the long term probability of being at state s, ∀s ∈ S. In
this section we show how to calculate these state probabilities and how they are
used to calculate the cost of implementing a particular policy and to calculate other
performance criteria.
Define R = [rst] to be the transition matrix where rst is the transition rate
from state s to state t for all s, t ∈ S. It was shown in the previous section
how transition rates are calculated when policy 1 is applied to system ENF. For






The generator matrix, G, then can be defined as follows for all i, j ∈ S:
Gst =
 −vs, s = t;rst, otherwise.
Consider Π to be a vector of all state probabilities, Π = [π1, π2, . . . , πNs ]. It is
generally known that Π can be calculated by solving the following set of equations:
 GΠ = 0,∑
s∈S πs = 1
Note that the number of equations in GΠ = 0 depends on Ns which is dependent on
the size of the elective and non-elective queues, as well as the number of operating
rooms and the system type.
We use these state probabilities to determine system costs with respect to
the policy in place. We consider system cost as the combination of waiting cost and
turn-away cost, each of which is dependent on patient type. Therefore the total
average cost per hour of the system could be calculated by
Average Cost = Average Waiting Cost of Electives
+ Average Waiting Cost of Non-electives
+ Average Turn-away Cost of Electives
+ Average Turn-away Cost of Non-electives.
As in section 4.3.3, we describe the expanded formulation by focusing only
on system ENF; for the other systems, we only provide the results.
For system ENF, denote qe to be the average number of patients in elective
queue and qn to be the average number of patients in the non-elective queue. These
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The average waiting cost per hour for elective and non-elective cases can then be
calculated as:
Average Waiting Cost per Hour for Elective Cases = cwe qe
and
Average Waiting Cost per Hour for Non-elective Cases = cwn qn.
To calculate turn-away costs for elective and non-elective cases, note that a patient
is turned away if the corresponding queue is full when the patient arrives. These
costs can be calculated as follows:













s|s6=Nn λnπs are representing the average number of
patients turned away per hour from elective and non-elective queues, respectively.
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This completes the average cost calculation.
To study the performance of the system, we also capture the average patient
waiting time in the queue. Define λe and λn to be the throughput of elective and
non-elective surgeries, respectively. The throughput of each patient type is the











. Consider We and Wn to be the average waiting time of elective and non-elective




e/λe and Wn = L
s
n/λn, (4.1)
where Lse and L
s
n denote the average number of elective and non-elective patients
in the system. These include both the patients in their respective queues as well as
































where W se is the average service time (surgery time) for an elective patient and W
s
n
is the average service time (surgery time) for a non-elective patient. Therefore using




















Since, by definition, flexible ORs are potential resources for the scheduling of elec-
tive cases (although they may be used for performing non-elective cases on the day
of surgery), we are also interested in calculating the actual frequency of use of flex-
ible ORs by non-elective cases. Therefore we define two values F1 and F2 to be the
average number of flexible ORs busy with non-electives, and the average number of
flexible ORs busy with non-electives when the elective queue is nonempty, respec-




















Using the state and transition rates explained in Section 4.3.3 for system
ENF and expanding them to other systems (EF, NF, F), we programmed the
Markov chain in Matlab 7.4, calculated the state probabilities, and tallied other
performance measures based on the discussion in Section 4.3.4. For system EN
with all dedicated ORs, since there is no shared resource in the system, therefore
there is no interaction between the two types of patients. This system could be con-
sidered as two separate queuing systems, and queueing formulas could be applied
directly. In this section we study the performance of each system under policies 1-4
with the goal of answering the following questions:
• Does a particular system work best?
• Is there a preferred policy to put in place based on a given system or ORs?
• Given a chosen system and policy, what is the best allocation?
To answer these questions, we designed an experiment that was large enough to
illustrate differences between each of the alternate systems and allocations. The
experiment should also allow for sensitivity analysis to observe the change in per-
formance with incremental changes to the allocation of ORs within a system. We
created an OR suite with 22 ORs, and the exact breakdown of the room types will
be explained in the next section.
4.4.1 OR Allocations
There are many ways to allocate the 22 ORs across the room types (dedicated
to elective, dedicated to non-elective, and flexible), and several allocations were
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tested for each system. These allocations are shown in Tables 4.5 - 4.8. For system
ENF, as could be seen in Table 4.5, a total of eight allocations are considered. The
number of non-elective dedicated ORs is limited to one or two based on non-elective
surgery demand (and that these are the most common number of ORs dedicated to
non-electives observed in practice). Also, additional testing indicated that having
more than two dedicated ORs only increases the average cost.
Table 4.5: System ENF OR allocations








1 10 2 10
2 12 2 8
3 15 2 5
4 18 2 2
5 11 1 10
6 13 1 8
7 16 1 5
8 19 1 2
For systems EF, NF, and F, a total of six allocations are considered. For
system EF, in the absence of non-elective dedicated ORs, the allocations are selected
by starting from the maximum number of elective dedicated ORs and the minimum
number of non-elective dedicated ORs. All allocations under consideration are
shown in Table 4.6. Table 4.7 shows the allocations that are considered for system
NF. Our results indicate that increasing the number of non-elective ORs after some
point has no effect on patient waiting times, therefore we do not study allocations
with higher number of dedicated ORs in system NF. In system F with all flexible
ORs, no allocation could be defined. In system EN, with all ORs being dedicated,
we consider six allocations. Again based on our results for this system, increasing
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Table 4.6: System EF OR allocations








1 21 0 1
2 20 0 2
3 19 0 3
4 18 0 4
5 17 0 5
6 16 0 6
Table 4.7: System NF OR allocations








1 0 1 21
2 0 2 20
3 0 3 19
4 0 4 18
5 0 5 17
6 0 6 16
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the number of non-elective dedicated ORs does not improve the cost of system.
Therefore we do not consider allocations with more than six non-elective dedicated
ORs. Table 4.8 shows all considered allocations for this system.
Table 4.8: System EN OR allocations








1 21 1 0
2 20 2 0
3 19 3 0
4 18 4 0
5 17 5 0
6 16 6 0
4.4.2 Input Parameters and Cost Settings
In order to study the effect of input parameters such as arrival rates, service
rates, and queue sizes, under each allocation, we test policies 1-4 for several sets
of input parameters. We consider each of these parameter sets as a scenario. We
examined the following values for input parameters:
qe/qn: 12/5, 8/3, 4/1, 10/1, 4/5.
λe: 12, 10, 8.
λn: 1, 1/3, 1/5.
µ: 2/3, 1/2, 1/3.
The total of 135 scenarios are considered for each system and each of the policies
1-4. These scenarios are shown in Table 4 (in Appendix). Note that surgery rates
for elective and non-elective cases are assumed to be the same.
Performance measures are calculated using the methods explained in Section
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4.3.4, except for system EN where queueing formulas are directly applied. Since
waiting and turn-away costs are considered as parameters, we varied these param-
eters by defining a total of four cost combinations as are shown in Table 4.9. We
expect the waiting cost of non-elective patients to be higher than that for elec-
tive patients. Also, the turn-away cost of elective patients could be higher than
non-elective patients as having a surgeon not being able to complete a scheduled
operation is highly undesirable. We chose these costs so as to have two different
values for the ratio of elective waiting cost to non-elective waiting cost as well as
two values for the ratio of elective turn-away cost to non-elective turn-away cost.



















1 500 1000 2500 2500
2 500 1000 5000 2500
3 1000 1000 2500 2500
4 1000 1000 5000 2500
To compare the cost of systems ENF, EF, and NF, we fix a policy and for
every pre-defined allocation within the system, we calculate cost for all 135 scenarios
in Table 4 (in the Appendix) with all four cost combinations. This gives the total
of 1080 problem instances for system ENF and 810 cost data points for systems EF
and NF per policy. For systems F and EN, since the performance of the system
is independent of the policy, we only have 135 problem instances regardless of the
chosen policy.
Note that for all allocations and scenarios described above, we focus on a
set of 22 ORs to conduct analysis. However, we believe that these results are
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transferrable to systems with different number of ORs. The allocations that we
introduced earlier could be generalized by looking at the fraction of each room
type in the system to the total number of ORs. As for arrival and service rates,
these numbers are generalizable as we relate arrival and service rates to the system
utilization.
4.4.3 Identification of Best System Configuration by Cost
In order to find the best system configuration we conduct a nonparametric
test (using friedman test) to study the effect of system type on cost per hour. We
use data shown in Table 8 to conduct the Friedman test. Each element of the table
shows the average cost per hour of running the chosen system with the selected
scenario over different allocations introduced for each system in section 4.4.1 when
policy 1 was used. (Note that using other policies similar results observed therefore
we are showing the results only when policy 1 was used). The p-value less than
0.001 returned from the friedmen test indicates that with 95% confidence there is
a significant difference between systems in terms of cost per hour regardless of a
particular allocation within systems. We then use the result of the Friedman test in
a multiple comparison test to find out which pairs of systems effects are significantly
different, and which are not.
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Figure 4.1: Multiple comparison test of independency for comparing systems in terms of cost
As could be seen in Figure 4.1 with 95% confidence all pairs of systems are
significantly different except ENF and EF. Systems ENF and EF are not signifi-
cantly different in terms of cost regardless of the chosen allocation. System F, or
all flexible ORs, shows the minimum average cost. Systems EF and ENF have the
next lowest costs. In practice, hospitals may prefer one of these two systems based
on the specifications of their environment. Figure 4.1 also shows that system EN
and NF have the first and second highest cost per hour, respectively.
We also calculate the average overall costs for each allocation in systems
ENF, EF, NF, F, EN by averaging over all 135 observed costs for cost combinations
1-4. Figure 4.2 shows how the overall costs are compared for systems ENF, EF, NF,
when policy 1 was applied. Figure 4.3 shows overall costs for systems F and EN.
Note that in these two systems the costs are regardless of the applied policy. Based
on Figures 4.2 and 4.3, the best system in terms of overall cost is system F. However,
management of elective and non-elective in this system might be harder than other
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systems. System EF is the second best system in terms of overall cost. However,
in this system and systems ENF and EF, the cost is dependent on the allocation.
These results confirm the results of the Friedman test. Note that this result is based
on the cost over all scenarios. Therefore considering a specific scenario, the above
result may not hold. For example, for scenarios 125 and 126, systems ENF and
EF have lower cost (with specific allocations) than system F. In particular, these
scenarios have the minimum cost with allocation 13/1/8 of system ENF (see Tables
5 and 6 in the Appendix).
Figures 4.2 and 4.3 also show how the cost combinations compare. In all
systems, cost combination 1 tends to result in minimum cost and cost combination
3 tends to provide the second lowest cost. Both of these cost combinations assume
waiting time of elective cases is as expensive as waiting time of non-elective cases.
Using policy 1, among systems ENF, EF, NF, system EF with a higher number of
flexible ORs has the minimum cost. When compared to systems F and EN, system
F has an even lower overall cost compare to system EF. System ENF with one
dedicated OR to non-elective and 10 flexible ORs is not as good as system EF but
is better than system NF.
We did not show the graphs when policies 2-4 are applied as they are very
similar. Under policies 2-4, systems ENF, EF, and NF have similar behavior as
under policy 1 except the overall cost with policy 2 is slightly lower than policy 1
and overall cost under policies 3 and 4 are higher than policies 1 and 2. One of
the reasons could be that some of the scenarios may allow non-elective cases to be
performed in flexible ORs only when these rooms are idle. For example in scenarios
19-36 from Table 4 in Appendix, while the maximum non-elective queue size is one,
policies 3 and 4 allow non-elective surgeries into flexible ORs only when the size of
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Figure 4.2: Average cost per hour over all scenarios and all cost combinations using policy 1 with




the non-elective queue is more than 2 (in policy 3) or 3 (in policy 4). Therefore, in
these scenarios, non-elective surgeries will not use flexible ORs except when these
rooms are idle.
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Figure 4.3: Average cost per hour over all scenarios and cost combinations using policy 1 with (a)
system F (b) system EN
(a)
(b)
4.4.4 Identification of Best Allocations
Before we answer the question of what is the best allocation within each
system, we used a Friedman test to determine whether allocations within each
system are significantly different or not. For each system the Friedman test was
designed to study the cost of different scenarios for each allocation. For system ENF
we consider the 8 allocations described in section 4.4.1 as 8 level column factors
and 135 scenarios as row factors. To count for different policies used, we consider
the data from each policy as a replication. We also followed up the Friedman
test with multiple column comparison test to see which pairs of allocations are
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not significantly different. The p-value less than 0.001 returned from Friedman
test indicates that allocations considered for system ENF are not all the same.
However, the multiple comparison test indicates that with 95% confidence, some
pairs of allocations are not significantly different. The multiple comparison test
result for system ENF in Figure 4.4 not only shows how significantly allocations
are different, but also shows the rank of costs of each allocation in comparison with
other allocations.
Figure 4.4: Multiple comparison test of independency for comparing allocations in system ENF
Both Figures 4.4 and 4.2.a show that having one dedicated OR to non-
elective surgeries results in lower cost compared to dedicating two ORs to non-
electives. In particular, Figure 4.4 indicates that allocation 11/1/10 has the min-
imum cost among all other allocations, while it also indicates that with 95% con-
fidence this allocation is significantly different from all other allocations. Figure
4.4 shows that the order for mean rank cost from low to high for different alloca-
tions are 11/1/10, 13/1/8, 16/1/5, 19/1/2, 10/2/10, 12/2/8, 15/2/5, and 18/2/2
respectively. However the comparison interval around the ranked means in this
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figure shows that pairs 13/1/8 and 16/1/5, 19/1/2 and 10/2/10, and, 19/1/2 and
12/2/8 are not significantly different. Also allocation 10/2/10 shows not to be sig-
nificantly different from allocations 19/1/2, 10/2/10, 12/2/8, and 15/2/5. This may
be important when managers want to choose an allocation for their system as some
allocations are easier to manage than others.
We applied the Friedman test to system EF to study how different selected
allocations perform in this system. Note that in systems EF, NF, and EN, we
have six columns for the Friedman test as there are only six allocations within
these systems. The p-value less than 0.001 returned from the test shows that with
95% confidence all allocations are not the same. We also performed a multiple
comparison test to study how different each allocation is in comparison to other
allocations. Figure 4.5 shows the result of the multiple comparison test.
Figure 4.5: Multiple comparison test of independency for comparing allocations in system EF
In combination with Figure 4.2.b, the results show that having more flexible
ORs reduces the cost of system. Note that increasing the number of flexible ORs
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from 5 (17/0/5) to 6 (16/0/6) does not result in a statistically significant change in
cost.
We repeat the same set of tests for system NF and its selected allocations.
The p-value smaller than 0.001 from Friedman test indicates that with 95% confi-
dence all allocations are not the same.
Figure 4.6: Multiple comparison test of independency for comparing allocations in system NF
As could be seen in Figures 4.6 and 4.2.c as the number of non-elective
dedicated ORs increases, the cost also increases. The minimum cost is associated
to the case when there is only one OR dedicated to non-electives however, in terms
of cost the allocation with only one dedicated OR to non-elective (0/1/21) is not
significantly different with the allocation with two dedicated ORs to non-electives
(0/2/20).
Finally for system EN we repeat the Friedman test and multiple comparison
test. For this system, however, since the performance of the system is independent
of the used policy, the Friedman test is performed using only one replication. As
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shown for the other systems, the resulting p-value less than 0.001 indicates that the
allocations are not the same. As shown in Figure 4.7, allocation 20/2/0 shows the
minimum cost however this allocation is not significantly different from 21/1/0 and
19/3/0 with 95% confidence. The result also shows dedicating more than two ORs
to non-electives increases the cost. As was mentioned before, the performance of
system F is independent of allocation and policy therefore this system was not part
of this analysis.
Figure 4.7: Multiple comparison test of independency for comparing allocations in system EN
4.4.5 Identification of Best Policies
In order to identify the best policies, we conduct two sets of analysis. First,
we consider each policy regardless of the chosen system. Second, we consider policies
within the systems. Note that performance of systems F and EF is independent of
the chosen policy, since neither system has dedicated ORs for non-elective patients.
Therefore, in this section we eliminate these two systems from the analysis.
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To study policies regardless of the chosen system, we design a Friedman test
followed by a multiple comparison test of independency. For these tests, we consider
four columns where each of them represents one of the policies. We also consider
three replications in which each replication with 135 data points represents one of
the three systems. Each of the 135 data points for a system represents the average
cost per hour over all allocations of that system. The p-value smaller than 0.001
returned from the Friedman test indicates that with 95% confidence all policies
are not the same, but multiple column comparison test shows that not all pairs
of policies are significantly different. Figure 4.8 illustrates that policy 1 has the
smallest mean cost value however policy 1 is not significantly different from policy
2 based on the cost column mean rank. Based on these results, policy 1 and 2 are
said to be the best polices regardless of chosen system.
Figure 4.8: Multiple comparison test of independency for comparing policies regardless of chosen
system
Although policies 1 and 2 are overall best policies, we would like to learn
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if these policies are best for each individual system. Based on configuration, it is
very easy to offer a unique policy for a hospital to implement. So, in fact, it may
be more valuable to understand which policy perfoms best by system. For each
system (ENF, EF, NF), we consider a Friedman test and a multiple comparison
test with one replication, four columns (which represent the four policies), and
135 rows (where each row or scenario represents the average cost per hour over all
allocations of a particular system). The results of these tests are presented below.
For system ENF, the Friedman test returns a p-value smaller than 0.001show-
ing that in system ENF with 95% confidence all policies are not the same. As could
be seen in Figure 4.9 the multiple comparison test suggests that policy 2 has the
minimum cost for system ENF however, with 95% confidence this policy is not sig-
nificantly different from policy 3. Therefore, for system ENF, policies 2 and 3 are
best policies.
Figure 4.9: Multiple comparison test of independency for comparing policies in system ENF
For system EF, again the p-value indicates that with 95% confidence all
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policies are not the same. The multiple comparison test result (Figure 4.10) shows
that policy 1 is the best policy for this system. The result also shows that in system
EF with 95% confidence all pairs of policies are different.
Figure 4.10: Multiple comparison test of independency for comparing policies in system EF
In system NF, the p-value smaller than 0.001 returned from the Friedman
test indicates that with 95% confidence all policies are not the same. The compari-
son test result in Figure 4.11 shows that policy 2 is the best policy for this system.
This policy appears to be different from all other policies with 95% confidence.
Moreover, it is apparent that any system with dedicated ORs to non-elective cases
functions better with policy 2 as opposed to policy 1.
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Figure 4.11: Multiple comparison test of independency for comparing policies in system NF
4.4.6 Discussion
Although comparing costs across scenarios and systems shows that policies 1
and 2 are preferred over other policies, these policies may not be the best policies to
be applied to individual scenarios in a specific system. When we have more specific
information about the input parameters of system, we can get more accurate results
about the best policy. Therefore, in this section we study the best policies within
each system and allocation for each of the 135 scenario. Table 5 (in the Appendix)
shows what the best policies are for each of the defined scenarios in system ENF
(scenarios from Table 4, Appendix). Similar results are shown in Tables 6 - 7
(Appendix) for systems EF and NF, respectively. In Table 5 (in the Appendix),
the first column denotes the scenario; under each allocation, the first sub column
(P) represents the best policy and the second sub column represents the cost of
applying the best policy. For example, if a hospital has all three types of ORs (i.e.,
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uses system ENF) and has parameters according to scenario 1, policy 2 would be
preferred for any of the first four room allocations. Using allocation 5, 7, or 8, policy
1 is best, whereas policy 2 results in lowest cost for room allocation 6. Comparing
all allocations for scenario 1, one can see that the minimum cost is 1454 dollars and
that is when allocation 6 was used. Yet when compared against a system with all
flexible ORs (system F), system F has less cost.
Note that Table 5 (in Appendix) is based on cost combination 1 values;
however, using other cost combinations, only the total costs change but the results
for best policy and best allocation remain unchanged. Therefore, these tables (with
other cost combinations) are not presented. As could be seen in these tables, the
best policy and allocation for specific scenarios not always agree the general results
found for each system. For example, previous results show that policy 2 is the best
policy for system NF. However, if the system best matches scenario 3 of this system,
then since policy 2 is shown as the best policy for most allocations of this system,
policy 2 is the best policy with this scenario. As for best allocation, this scenario
still shows to be best with allocations 1 and 2. Therefore the selection of policy and
allocation for each hospital system is more accurate as we have more information
about the system.
4.4.7 Effect of Queue Length and Iterarrival Times
Our results from Tables 5-7 (in the Appendix) indicate that arrival and
surgery rates impact the overall average cost. The shorter the length of surgeries,
the lower the average cost. Also a faster arrival of patients increases the cost. The
impact of arrival rates of elective and non-elective surgeries on cost in system ENF
are shown in Figure 4.12. As can be seen, the arrival of elective surgeries has more
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effect on the cost than arrival of non-elective surgeries. This could be due to the
higher rate of elective arrivals. These results are the same for other systems, and
the figures are not shown .




The maximum queue size also affects the system cost. A smaller maximum
queue size results in smaller average costs. Also, when the maximum non-elective
queue size is greater than maximum elective queue size (qn > qe), the average
resulting queue size is higher.
114
4.4.8 Waiting Times
Waiting time is an important criteria for OR management, especially since
adverse health or performance effects can occur when patients (or surgeons) are
delayed in receiving (or administering) care. Figure 4.13 shows how waiting times
for elective and non-elective patients are compared for systems ENF, EF, NF, and F
based on allocation. The average waiting time at each point is the average over all
135 scenarios for that particular allocation. In system ENF, average waiting time
of non-elective surgeries decreases as the number of non-elective dedicated ORs and
flexible ORs increases. However, the waiting time of patients in this system slightly
increases as we increase the number of non-elective dedicated OR. In system EF, the
waiting time of elective patients is minimum where there is only one flexible OR, at
the expense of the waiting time for non-elective patients. As the number of flexible
ORs increases, the waiting time of non-electives drops quickly and approaches the
waiting time of elective patients, indicating that flexible ORs provide benefits in
reducing wait time.
In system NF, increasing the number of dedicated ORs to non-electives, to as
many as three will effectively eliminate any waiting time for non-elective surgeries.
However, there is a gradual increase in the waiting time of elective surgeries. With
far more elective surgeries than non-elective surgeries, this can become costly very
quickly. Waiting cost of system F is not minimum across all systems however, the
waiting times in this system are reasonable. Finding the best system and allocation
in terms of waiting time very much dependd on the goal of the managers. If the
goal is to minimize the waiting time of non-electives without paying much attention
to the waiting time of elective patients, then system NF could be the best system.
If the the goal is to minimize the waiting time of elective patients without paying
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Figure 4.13: Average waiting time over all 135 scenarios and policy 1: (a) for system ENF (b) for





too much attention to the waiting time of non-elective patients, then system EF
with minimum number of flexible ORs is the solution. If the goal is to balance
the waiting time of both patients, then system ENF or system EF with a higher
number of flexible ORs or system F are the solution.
4.5 Conclusion
Management of elective and non-elective surgeries in an OR suite is a difficult
task. While waiting time is considered to be a criteria for measure of quality, the
number of patients that are turned away or rescheduled is a measurement for both
quality of care and cost efficiency. Within each of the systems introduced, we
studied policies for accommodating elective and non-elective surgeries that could
be used on the day of the surgery. We also compared the performance of these
systems based on the policy used and the room allocation.
Although we focused on an OR suite with 22 ORs for our analysis, the
results could be expanded to systems with different number of ORs by looking at
the percentage of each OR type in the system and the ratio of arrival to service
rates for each type of patient. Our findings indicate that in terms of total cost, the
system with all flexible ORs (system F) has the lowest cost, but management of
such a system on the day of surgery may be more challenging since there is no OR
dedicated to non-electives in this system. Additional decisions need to be made on
the day of surgery regarding the schedulimg of non-electives and rescheduling of
elective surgeries. Also, system F does not have the minimum waiting time for any
of the two types of patients.
The second best systems are ENF and EF. As the results indicate, with
95% confidence there is no significant difference between performance of these two
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systems in terms of cost. However, in terms of waiting time, system ENF performs
better for non-electives whereas system EF performs better for electives. These
systems have their best performance with more flexible ORs. In term of cost,
policies 1 and 2 perform best with all systems and allocations.
We also provided insights into the best allocation when a particular system
is selected. In terms of waiting time, there is no system that achieves minimum
waiting time for both patient types at the same time. As waiting time of elective
patients is reduced, the waiting time of non-electives increases, and vise versa. The
system with dedicated ORs to non-electives and flexible ORs minimizes the waiting
time for non-elective patients the most, but this system is the worst system in terms
of waiting time of elective patients. The system with dedicated ORs to electives
and flexible ORs reduces the waiting time of elective patients the most. This system




This dissertation contributes to the area of operations research in healthcare
by providing a set of findings that can guide OR managers in how to better man-
age an OR suite. This research focuses on decision making from the strategic to
operational levels.
Chapter 2 introduces a method for allocating sufficient block time to surgery
groups in hospital systems based on block scheduling. The current block assign-
ment in most hospitals is based on average past usage, however this method does
not address the difference between the cost of overtime and undertime. We use
a mathematical programming approach to provide a general model for assigning
block time to surgery groups based upon their past surgery times while minimizing
overtime and undertime. We define a unit of inefficiency by the ratio of overtime to
undertime and define the cost of the system in terms of unit of inefficiency. Con-
sidering valid assumptions we reduce the size of the state space. Next we provide
an algorithm that solves the model without the need of a commercial solver (for
instances without an OR capacity restriction). We also support our result with a
case study using two years of data from a local hospital. Our result shows that
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using 12 months of past data for block adjustment provides the best system effi-
ciency. Varying the cost parameters, the results also indicate that there is a direct
relation between the unit of inefficiency and the utilization of ORs. This shows
how a unit of inefficiency could be used in favor of contribution margin to assign
blocks not only based on the past usage but also based upon a group’s profitabil-
ity and speciality. We also studied the effect of turnover times on the total OR
requirements. While reducing average turnover time in systems with long turnover
time can significantly reduce daily cost and perhaps even reduce the need for an
OR, reducing the turnover time in systems with already established low turnover
times will likely not provide the same benefit, and it may not allow more cases to be
placed in the schedule. Our case study shows the annual cost saving of more than
$2,600,000 for the hospital system when our method was used for block assignment.
Our model suggests more open time and less block times for the studied hospital.
We compared our method with a time series method from literature; our method
outperforms this method. Moreover, our method does not have the limitation of
normality of forecast errors which has been considered as an assumption in time
series method. This chapter provides a method that can help managers in long
term decision making for assigning new blocks and adjusting existing blocks.
Chapter 3 introduces a model for finding an optimal policy for accommo-
dating elective and non-elective surgeries in a system with a dedicated OR to non-
elective and a single versatile OR. In such a system, the question is how often
non-elective surgeries can use the flexible OR so that we balance the waiting time,
the turnaway costs, and the overtime experienced by both patient types. Simulat-
ing this system using Arena software, it takes about three hours to find a policy
that minimizes overall cost of the system even for small queue buffer. Also the
120
optimality is not guaranteed when using simulation. Therefore, we used a MDP
approach to model this system. The model minimizes the overall system cost from
waiting time of patients, turnaway, and overtime. Using queueing properties and
an algorithm based on past literature, we introduce an estimation for calculating
overtime. The MDP has assumptions of steady state and exponential arrival and
surgery times, which may not be valid in a typical hospital environment. There-
fore we provide a case study by relaxing these assumptions in the simulation model
and using actual arrival and service times of surgeries instead of using exponential
distributions. We also repeated the experiment by generating a random schedule
for arrival and surgery times. Our results show that the policy from simulation is
the same as the optimal policy from MDP for the case study as well as for other
tested schedules. This shows that although MDP has specific assumptions that
may not be true in hospital systems, this approach could be used to find a policy
for accommodating the two surgery types in the flexible OR on the day of surgery.
We also conducted sensitivity analysis around input parameters of the model. Our
results show that the arrival and surgery times are the most significant factors that
drive cost. Our analysis also shows that the costs of waiting and turnaway are not
important factors by themselves but the ratio of these costs for one surgery type to
another has an effect on the policy. The policy shows that it is not recommended
to perform consecutive non-elective cases in the flexible OR when there are elective
patients in the queue. The MDP results show that long, less frequent cases impose
more costs to the system. Although the problem in chapter 3 focuses on a system
with only one dedicated OR and one versatile OR, this approach could be easily ex-
tended to larger numbers of ORs. Moreover, the analysis of this chapter is based on
utilization of ORs, it makes this approach usable for systems with different number
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of ORs. The findings of this chapter provide a guide to managers for short term
decision making on the day of surgery.
In chapter 4 we study different system configurations that could be used for
serving elective and non-elective surgeries. We also study some of the policies that
could be used to manage elective and non-elective surgeries on the day of surgery.
Considering waiting time as a measure of efficiency, we developed a model using a
Markov chain to study the cost of using different policies in hospitals with a variety
of predefined systems. For that we considered 5 different systems based on the type
of operating rooms. We also compared the performance of these systems based
on the policy used and the room allocation. In particular we tried to answer the
following questions:
• Does a particular system work best?
• Is there a preferred policy to put in place based on a given system or ORs?
• Given a chosen system and policy, what is the best allocation?
Our findings indicate that in terms of total cost, the system with all flexible ORs has
the lowest cost. In this system there are fewer long-term decisions to make as there
is no choice of OR allocation. However, the short term decision making on the day
of surgery is harder as there are more situations when a decision on which patient to
serve next is required. Also, this system does not have the minimum waiting time
for any of the two types of patients. The second best systems are the system with all
three types of ORs (system ENF) and the system with ORs dedicated to electives
and flexible ORs (system EF). The performance of these systems improves (in terms
of cost) as the number of flexible ORs increases. In system EF, however, the number
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of flexible ORs does not significantly change system efficiency. In system ENF,
having more than 5% of ORs dedicated to non-electives is not recommended. In
system NF, dedicating more than 10% of ORs to non-elective cases is not suggested
based on our results, however, the recommended percentage of dedicated ORs to
non-electives increases to 15% of total ORs in system EN. In terms of policies,
policies 1 and 2 perform well with most systems and allocations. In terms of waiting
time, there is no system that has waiting time of both patients at a minimum at the
same time. As waiting time of elective patients is reduced, the waiting time of non-
electives increases and vise versa. The system with dedicated ORs to non-electives
and flexible ORs minimizes the waiting time for non-elective patients the most, but
this system is the worst system in terms of waiting time for elective patients. The
system with dedicated ORs to electives and flexible ORs reduces the waiting time
of elective patients the most. This system with more flexible ORs balances the





Table 1: Policy structure when the utilization of the dedicated OR set at 25%
Scenario ρn ρe λn λe µn µe Rne Rnn Rni Average cost








 1 2 2 21 2 2 2
1 2 2 1
  1 2 2 21 2 2 2












 1 2 2 21 2 2 2
1 2 2 1
  1 2 2 21 2 2 2












 1 2 2 21 2 2 1
1 2 1 1
  1 2 2 21 2 2 2












 0 2 2 21 2 2 2
1 2 2 2
  0 2 2 21 2 2 2












 0 2 2 21 2 2 2
1 2 2 2
  0 2 2 21 2 2 2












 0 2 2 20 2 2 2
1 2 2 2
  0 2 2 20 2 2 2












 1 2 2 21 1 1 1
1 1 1 1
  1 2 2 21 2 2 2












 1 2 2 21 1 1 1
1 1 1 1
  1 2 2 21 2 2 2












 1 2 2 11 1 1 1
1 1 1 1
  1 2 2 21 2 2 2












 1 2 2 21 2 2 2
1 2 2 1
  1 2 2 21 2 2 2












 1 2 2 21 2 2 2
1 2 2 1
  1 2 2 21 2 2 2












 1 2 2 21 2 2 2
1 2 2 1
  1 2 2 21 2 2 2





Table 2: Policy structure when the utilization of the dedicated OR set at 50%
Scenario ρn ρe λn λe µn µe Rne Rnn Rei Average cost








 1 2 2 21 2 2 2
1 2 2 1
  1 2 2 21 2 2 2












 1 2 2 21 2 2 1
1 2 2 1
  1 2 2 21 2 2 2












 1 2 2 21 2 2 1
1 2 1 1
  1 2 2 21 2 2 2












 1 2 2 21 2 2 2
1 2 2 2
  1 2 2 21 2 2 2












 0 2 2 21 2 2 2
1 2 2 2
  0 2 2 21 2 2 2












 0 2 2 21 2 2 2
1 2 2 2
  0 2 2 21 2 2 2












 0 2 2 11 1 1 1
1 1 1 1
  0 2 2 21 2 2 2












 1 2 1 11 1 1 1
1 1 1 1
  1 2 2 21 2 2 2












 1 2 1 11 1 1 1
1 1 1 1
  1 2 2 21 2 2 2












 1 2 2 21 2 2 2
1 2 2 1
  1 2 2 21 2 2 2












 1 2 2 21 2 2 2
1 2 1 1
  1 2 2 21 2 2 2












 1 2 2 21 2 2 2
1 2 1 1
  1 2 2 21 2 2 2





Table 3: Policy structure when the utilization of the dedicated OR set at 75%
Scenario ρn ρe λn λe µn µe Rne Rnn Rni Average cost








 1 2 2 21 2 2 1
1 2 2 1
  1 2 2 21 2 2 2












 1 2 2 21 2 2 1
1 2 2 1
  1 2 2 21 2 2 2












 1 2 2 21 2 2 1
1 2 1 1
  1 2 2 21 2 2 2












 1 2 2 21 2 2 2
1 2 2 2
  1 2 2 21 2 2 2












 1 2 2 21 2 2 2
1 2 2 2
  1 2 2 21 2 2 2












 0 2 2 21 2 2 2
1 2 2 2
  0 2 2 21 2 2 2












 0 2 1 11 1 1 1
1 1 1 1
  0 2 2 21 2 2 2












 1 1 1 11 1 1 1
1 1 1 1
  1 2 2 21 2 2 2












 1 1 1 11 1 1 1
1 1 1 1
  1 2 2 21 2 2 2












 1 2 2 21 2 2 1
1 2 2 1
  1 2 2 21 2 2 2












 1 2 2 21 2 2 1
1 2 1 1
  1 2 2 21 2 2 2












 1 2 2 21 2 2 1
1 2 1 1
  1 2 2 21 2 2 2





Table 4: Scenarios and considered parameters
Scenarioqe qn λe λn µ Scenarioqe qn λe λn µ
1 12 5 12 1 2/3 69 4 1 10 1/3 1/3
2 12 5 12 1 1/2 70 4 1 10 1/5 2/3
3 12 5 12 1 1/3 71 4 1 10 1/5 1/2
4 12 5 12 1/3 2/3 72 4 1 10 1/5 1/3
5 12 5 12 1/3 1/2 73 10 1 10 1 2/3
6 12 5 12 1/3 1/3 74 10 1 10 1 1/2
7 12 5 12 1/5 2/3 75 10 1 10 1 1/3
8 12 5 12 1/5 1/2 76 10 1 10 1/3 2/3
9 12 5 12 1/5 1/3 77 10 1 10 1/3 1/2
10 8 3 12 1 2/3 78 10 1 10 1/3 1/3
11 8 3 12 1 1/2 79 10 1 10 1/5 2/3
12 8 3 12 1 1/3 80 10 1 10 1/5 1/2
13 8 3 12 1/3 2/3 81 10 1 10 1/5 1/3
14 8 3 12 1/3 1/2 82 4 5 10 1 2/3
15 8 3 12 1/3 1/3 83 4 5 10 1 1/2
16 8 3 12 1/5 2/3 84 4 5 10 1 1/3
17 8 3 12 1/5 1/2 85 4 5 10 1/3 2/3
18 8 3 12 1/5 1/3 86 4 5 10 1/3 1/2
19 4 1 12 1 2/3 87 4 5 10 1/3 1/3
20 4 1 12 1 1/2 88 4 5 10 1/5 2/3
21 4 1 12 1 1/3 89 4 5 10 1/5 1/2
22 4 1 12 1/3 2/3 90 4 5 10 1/5 1/3
23 4 1 12 1/3 1/2 91 12 5 8 1 2/3
24 4 1 12 1/3 1/3 92 12 5 8 1 1/2
25 4 1 12 1/5 2/3 93 12 5 8 1 1/3
26 4 1 12 1/5 1/2 94 12 5 8 1/3 2/3
27 4 1 12 1/5 1/3 95 12 5 8 1/3 1/2
28 10 1 12 1 2/3 96 12 5 8 1/3 1/3
29 10 1 12 1 1/2 97 12 5 8 1/5 2/3
30 10 1 12 1 1/3 98 12 5 8 1/5 1/2
31 10 1 12 1/3 2/3 99 12 5 8 1/5 1/3
32 10 1 12 1/3 1/2 100 8 3 8 1 2/3
33 10 1 12 1/3 1/3 101 8 3 8 1 1/2
34 10 1 12 1/5 2/3 102 8 3 8 1 1/3
35 10 1 12 1/5 1/2 103 8 3 8 1/3 2/3
36 10 1 12 1/5 1/3 104 8 3 8 1/3 1/2
37 4 5 12 1 2/3 105 8 3 8 1/3 1/3
38 4 5 12 1 1/2 106 8 3 8 1/5 2/3
39 4 5 12 1 1/3 107 8 3 8 1/5 1/2
40 4 5 12 1/3 2/3 108 8 3 8 1/5 1/3
41 4 5 12 1/3 1/2 109 4 1 8 1 2/3
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Table 4: Scenarios and considered parameters
Scenarioqe qn λe λn µ Scenarioqe qn λe λn µ
42 4 5 12 1/3 1/3 110 4 1 8 1 1/2
43 4 5 12 1/5 2/3 111 4 1 8 1 1/3
44 4 5 12 1/5 1/2 112 4 1 8 1/3 2/3
45 4 5 12 1/5 1/3 113 4 1 8 1/3 1/2
46 12 5 10 1 2/3 114 4 1 8 1/3 1/3
47 12 5 10 1 1/2 115 4 1 8 1/5 2/3
48 12 5 10 1 1/3 116 4 1 8 1/5 1/2
49 12 5 10 1/3 2/3 117 4 1 8 1/5 1/3
50 12 5 10 1/3 1/2 118 10 1 8 1 2/3
51 12 5 10 1/3 1/3 119 10 1 8 1 1/2
52 12 5 10 1/5 2/3 120 10 1 8 1 1/3
53 12 5 10 1/5 1/2 121 10 1 8 1/3 2/3
54 12 5 10 1/5 1/3 122 10 1 8 1/3 1/2
55 8 3 10 1 2/3 123 10 1 8 1/3 1/3
56 8 3 10 1 1/2 124 10 1 8 1/5 2/3
57 8 3 10 1 1/3 125 10 1 8 1/5 1/2
58 8 3 10 1/3 2/3 126 10 1 8 1/5 1/3
59 8 3 10 1/3 1/2 127 4 5 8 1 2/3
60 8 3 10 1/3 1/3 128 4 5 8 1 1/2
61 8 3 10 1/5 2/3 129 4 5 8 1 1/3
62 8 3 10 1/5 1/2 130 4 5 8 1/3 2/3
63 8 3 10 1/5 1/3 131 4 5 8 1/3 1/2
64 4 1 10 1 2/3 132 4 5 8 1/3 1/3
65 4 1 10 1 1/2 133 4 5 8 1/5 2/3
66 4 1 10 1 1/3 134 4 5 8 1/5 1/2
67 4 1 10 1/3 2/3 135 4 5 8 1/5 1/3
68 4 1 10 1/3 1/2
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Table 5: System ENF best policy (P) and cost for every allocation and scenario.
S 10/2/10 12/2/8 15/2/5 18/2/2 11/1/10 13/1/8 16/1/5 19/1/2 All
Flex-
ible
P Cost P Cost P Cost P Cost P Cost P Cost P Cost P Cost Cost
1 2 2011 2 2013 2 2023 2 2093 1 1656 2 1454 1 1697 1 1999 1431
2 2 10316 2 10333 2 10386 1 10583 1 9900 2 7095 1 10065 1 10669 9501
3 2 20531 2 20593 2 20788 2 21476 2 20672 2 19295 2 21128 1 22232 20700
4 3 1656 3 1656 3 1656 3 1656 2 1093 1 1101 2 1098 1 1116 808
5 3 9218 3 9218 2 9218 2 9218 1 8049 2 5231 1 8057 1 8085 7199
6 2 18890 2 18892 2 18898 1 18917 1 18330 2 16760 1 18375 1 18517 17913
7 4 1639 4 1639 4 1639 3 1639 2 1037 1 1041 2 1038 2 1044 716
8 3 9158 3 9158 3 9158 3 9158 2 7807 2 4995 2 7810 1 7820 6791
9 2 18756 2 18756 2 18757 2 18760 1 18026 2 16342 1 18039 1 18077 17475
10 2 1950 2 1952 2 1962 2 2024 1 1640 1 1646 1 1675 1 1920 1437
11 2 8774 2 8787 1 8816 1 8899 1 8311 2 6902 1 8426 1 8773 7925
12 1 18468 1 18502 1 18593 1 18844 1 18399 2 17551 1 18629 1 19115 18197
13 3 1634 3 1634 3 1634 3 1635 2 1130 1 1138 2 1134 1 1152 863
14 2 7786 2 7786 2 7785 2 7786 1 6791 2 5271 1 6798 1 6827 6088
15 1 16902 1 16903 1 16906 1 16917 1 16312 2 15231 1 16350 1 16462 15876
16 4 1619 4 1619 3 1619 3 1619 2 1077 1 1082 2 1078 2 1084 773
17 3 7730 3 7730 3 7729 3 7729 2 6590 2 5065 2 6594 1 6600 5753
18 2 16769 2 16770 2 16770 2 16773 1 16037 2 14832 1 16049 1 16084 15485
19 2 2246 2 2249 2 2262 2 2320 2 1944 1 1955 1 1985 1 2165 1751
20 2 7746 3 7749 2 7760 2 7793 1 7336 2 6866 1 7380 1 7499 7020
21 1 16272 1 16279 1 16297 1 16335 1 16051 2 15734 1 16117 1 16226 15832
22 2 1929 2 1928 2 1929 2 1930 2 1432 1 1440 2 1436 2 1454 1152
23 2 6941 2 6940 2 6940 3 6939 2 6123 2 5589 1 6130 1 6145 5567
24 2 15018 2 15018 2 15018 2 15018 1 14445 2 13918 1 14463 1 14499 14033
25 3 1911 3 1911 2 1911 2 1911 2 1377 1 1381 2 1378 2 1384 1052
26 3 6889 3 6889 2 6888 3 6888 2 5956 2 5425 3 5958 3 5966 5290
27 3 14897 2 14897 2 14897 2 14897 1 14195 2 13602 1 14202 1 14217 13675
28 2 1980 2 1984 2 1997 2 2049 1 1640 1 1649 1 1684 1 1861 1421
29 2 9364 2 9363 2 9363 2 9367 3 8878 2 6784 1 8886 1 8909 8476
30 1 19218 1 19220 1 19224 1 19234 1 19012 2 17761 1 19041 1 19095 18837
31 3 1626 2 1626 2 1626 2 1628 2 1101 1 1105 2 1106 1 1122 823
32 3 8452 2 8451 3 8451 2 8450 2 7354 3 5223 2 7356 2 7362 6583
33 2 17880 3 17880 2 17880 2 17880 1 17284 2 15884 1 17299 1 17330 16847
34 3 1614 3 1614 2 1614 2 1614 2 1061 1 1065 2 1064 1 1074 765
35 3 8412 2 8412 2 8412 2 8411 2 7213 2 5081 2 7214 2 7217 6356
36 2 17793 2 17793 2 17793 2 17793 1 17111 2 15660 1 17121 1 17141 16606
37 3 2220 3 2222 2 2232 2 2300 2 1906 1 1936 2 1952 1 2250 1744
38 2 7776 2 7789 1 7814 1 7989 1 7364 2 6935 1 7492 1 8189 7034
39 1 16378 1 16424 1 16582 1 17272 1 16231 2 16183 1 16646 1 18108 15925
40 4 1927 4 1927 4 1927 3 1928 3 1428 1 1439 2 1432 2 1449 1152
41 2 6940 2 6940 2 6940 2 6940 2 6126 2 5590 1 6133 1 6167 5568
42 1 15025 1 15026 1 15029 1 15043 1 14453 2 13969 1 14491 1 14629 14038
43 4 1911 4 1911 4 1911 3 1911 3 1376 1 1381 3 1377 2 1382 1052
44 3 6889 3 6888 3 6888 2 6888 2 5957 2 5424 2 5960 1 5970 5291
45 2 14899 2 14899 2 14899 2 14902 1 14197 2 13617 1 14208 1 5970 13677
46 2 342 2 344 1 352 1 419 1 270 1 274 1 295 1 577 225
47 2 4497 2 4509 2 4551 1 4732 1 4117 2 2203 1 4240 1 4860 3796
48 2 15235 2 15297 2 15493 2 16173 2 15354 2 12549 2 15813 1 16885 15326
49 3 249 2 249 2 249 2 251 1 150 1 150 1 152 1 164 105
50 3 3565 3 3565 3 3565 3 3566 2 2710 2 1157 2 2722 1 2751 2200
51 2 13538 2 13541 2 13546 1 13566 1 12927 2 9862 1 12970 1 13108 12465
52 3 244 3 244 2 244 2 245 1 139 1 139 1 139 1 143 89
53 3 3514 3 3514 3 3514 3 3514 2 2545 2 1040 2 2548 2 2559 1955
54 2 13401 2 13401 2 13402 2 13404 1 12610 2 9433 1 12623 1 12659 12005
55 2 374 2 376 2 385 1 450 1 299 1 303 1 323 1 570 252
56 2 3828 2 3837 2 3869 1 3977 1 3489 2 2459 1 3583 1 3989 3222
57 1 13199 1 13232 1 13321 1 13567 1 13106 2 11571 1 13335 1 13817 12887
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Table 5: System ENF best policy (P) and cost for every allocation and scenario.
S 10/2/10 12/2/8 15/2/5 18/2/2 11/1/10 13/1/8 16/1/5 19/1/2 All
Flex-
ible
P Cost P Cost P Cost P Cost P Cost P Cost P Cost P Cost Cost
58 3 278 3 279 2 279 2 280 2 170 1 171 1 172 1 184 120
59 3 3067 3 3067 2 3067 2 3069 2 2402 2 1484 1 2409 1 2440 1994
60 2 11609 2 11611 1 11615 1 11625 1 10992 2 9229 1 11030 1 11140 10536
61 3 274 3 274 3 274 2 274 2 158 1 158 2 159 1 162 103
62 3 3023 3 3023 3 3023 3 3023 2 2267 2 1375 2 2270 1 2280 1794
63 2 11474 2 11475 2 11475 2 11477 1 10709 2 8837 1 10721 1 10755 10133
64 2 562 3 566 1 578 1 649 1 464 1 470 1 497 1 716 400
65 2 3589 2 3595 2 3616 1 3685 1 3306 2 2967 1 3364 1 3568 3092
66 1 11175 1 11182 1 11199 1 11240 1 10956 2 10448 1 11022 1 11138 10744
67 3 431 3 431 2 431 2 433 2 280 1 282 2 283 1 296 207
68 3 2968 2 2968 3 2968 2 2970 2 2418 2 2076 2 2427 1 2452 2085
69 3 9931 3 9931 2 9931 2 9932 1 9372 2 8686 1 9389 1 9426 8975
70 3 424 3 424 2 424 2 424 2 263 1 264 2 264 2 267 180
71 2 2928 2 2928 3 2928 2 2928 3 2308 2 1972 2 2310 1 2320 1909
72 2 9813 2 9813 2 9813 2 9812 1 9127 2 8393 1 9134 1 9149 8627
73 1 367 1 370 1 384 1 463 1 297 1 307 1 340 1 573 245
74 2 4042 3 4045 2 4055 3 4095 2 3670 2 2366 1 3703 1 3824 3386
75 1 13922 1 13922 1 13921 1 13921 1 13691 2 11405 1 13710 1 13747 13503
76 2 258 3 259 2 259 1 261 1 157 1 158 1 160 1 174 110
77 3 3284 2 3284 2 3284 3 3284 2 2525 2 1315 2 2532 1 2552 2074
78 2 12544 2 12544 2 12544 3 12544 1 11912 2 9461 1 11925 1 11951 11442
79 2 255 2 255 2 255 2 256 1 149 1 149 1 150 1 157 99
80 2 3251 2 3250 2 3250 2 3250 2 2429 2 1232 2 2433 2 2445 1936
81 3 12458 2 12458 2 12458 2 12457 1 11732 2 9231 1 11740 1 11757 11188
82 4 543 4 545 3 552 1 618 3 437 1 453 2 464 1 735 394
83 2 3585 2 3594 1 3630 1 3813 1 3308 2 2945 1 3406 1 4104 3092
84 1 11275 1 11319 1 11473 1 12167 1 11125 2 10842 1 11532 1 13005 10828
85 4 430 4 430 4 430 3 431 4 278 1 281 3 280 2 292 207
86 3 2967 3 2967 2 2967 2 2969 2 2416 2 2071 2 2426 1 2462 2084
87 2 9939 1 9940 1 9942 1 9956 1 9380 2 8725 1 9416 1 9551 8980
88 4 424 4 424 4 424 3 424 4 262 1 264 3 263 2 266 180
89 3 2928 3 2928 3 2928 2 2928 2 2307 2 1970 2 2310 1 2321 1909
90 2 9814 2 9814 2 9815 2 9817 1 9129 2 8403 1 9140 1 9177 8628
91 1 31 1 32 1 35 1 88 1 25 1 26 1 34 1 270 20
92 2 783 2 790 1 814 1 1009 1 674 2 277 1 747 1 1438 590
93 2 9449 2 9510 2 9700 1 10343 2 9496 2 5832 2 9953 1 10961 9374
94 1 19 1 19 1 19 1 20 1 11 1 11 1 11 1 16 7
95 2 491 2 491 2 492 2 496 1 322 2 70 1 326 1 355 240
96 2 7603 2 7604 2 7609 2 7626 1 6883 2 3592 1 6918 1 7041 6348
97 1 18 1 18 1 19 1 19 1 9 1 9 1 10 1 11 6
98 3 475 3 475 2 475 2 476 2 288 2 52 1 290 1 298 198
99 2 7456 2 7457 2 7457 2 7458 1 6536 2 3246 1 6546 1 6576 5850
100 1 34 1 35 1 38 1 91 1 27 1 28 1 36 1 251 21
101 2 768 2 774 1 795 1 957 1 665 2 382 1 731 1 1238 586
102 1 7668 1 7697 1 7778 1 8021 1 7537 2 5682 1 7754 1 8251 7305
103 2 21 2 21 1 21 1 22 1 12 1 12 1 12 1 17 8
104 2 498 2 498 2 498 2 503 2 336 2 138 1 340 1 368 254
105 2 6077 2 6078 2 6082 1 6095 1 5464 2 3680 1 5495 1 5599 5027
106 2 20 2 20 2 20 1 20 1 10 1 10 1 10 1 12 6
107 3 482 3 482 2 482 2 483 2 302 2 116 1 304 1 312 212
108 2 5944 2 5945 2 5945 2 5946 1 5186 2 3372 1 5196 1 5227 4642
109 1 62 1 64 1 69 1 137 1 50 1 53 1 66 1 285 41
110 3 916 1 922 1 944 1 1072 1 810 3 702 1 875 1 1203 726
111 1 6168 1 6175 1 6196 1 6263 1 5973 3 5425 1 6047 1 6213 5787
112 2 39 3 39 2 39 1 40 2 22 1 22 1 22 1 29 15
113 2 628 2 628 2 629 2 633 2 448 2 348 1 454 1 479 355
114 3 5011 3 5011 2 5012 2 5017 1 4531 2 3898 1 4546 1 4588 4204
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Table 5: System ENF best policy (P) and cost for every allocation and scenario.
S 10/2/10 12/2/8 15/2/5 18/2/2 11/1/10 13/1/8 16/1/5 19/1/2 All
Flex-
ible
P Cost P Cost P Cost P Cost P Cost P Cost P Cost P Cost Cost
115 3 37 2 37 3 37 2 38 2 19 1 19 2 19 1 21 12
116 3 611 3 611 2 611 2 612 2 410 2 314 2 412 1 420 303
117 3 4905 2 4905 2 4905 2 4906 1 4315 2 3668 1 4321 1 4338 3906
118 1 35 1 37 1 43 1 114 1 31 1 34 1 48 1 270 23
119 1 784 1 790 1 814 1 943 1 678 2 434 1 750 1 1082 589
120 3 8143 2 8142 2 8142 2 8147 2 7913 2 5368 2 7920 3 7945 7755
121 1 20 1 20 1 20 1 21 1 11 1 11 1 12 1 18 7
122 3 490 2 490 2 491 2 496 1 326 2 104 1 332 1 359 244
123 2 6780 3 6780 2 6779 2 6779 1 6104 2 3589 1 6112 1 6130 5614
124 1 19 1 19 1 19 1 20 1 10 1 10 1 10 1 13 6
125 3 478 3 478 2 478 2 480 1 303 2 86 1 306 1 320 217
126 3 6694 3 6694 2 6694 3 6693 1 5915 2 3394 1 5921 1 5932 5352
127 4 58 4 58 2 61 1 113 4 44 1 47 1 53 1 287 39
128 2 891 2 896 2 920 1 1114 2 789 2 647 1 852 1 1539 718
129 1 6247 1 6285 1 6428 1 7134 1 6105 2 5680 1 6482 1 8006 5850
130 4 38 4 38 3 39 2 39 4 21 1 22 2 22 1 27 14
131 3 627 3 627 3 627 2 631 2 445 2 344 2 450 1 478 354
132 2 5015 2 5017 2 5022 1 5036 1 4536 2 3914 1 4565 1 4693 4207
133 4 37 4 37 3 37 2 38 4 19 1 19 2 19 1 21 12
134 4 611 3 611 3 611 2 611 3 409 2 313 2 411 1 419 302
135 2 4906 2 4906 2 4906 2 4909 1 4316 2 3671 1 4325 1 4360 3907
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Table 6: System EF best policy (P) and cost for every allocation and scenario
S 21/0/1 20/0/2 19/0/3 18/0/4 17/0/5 16/0/6 All
Flex-
ible
P Cost P Cost P Cost P Cost P Cost P Cost Cost
1 1 5401 1 2809 1 1961 1 1700 1 1594 1 1542 1431
2 1 12987 1 11614 1 10708 1 10286 1 10063 2 7545 9501
3 1 23978 1 23189 1 22369 1 21879 1 21590 2 19899 20700
4 1 1475 1 962 1 878 1 849 1 836 1 828 808
5 1 8551 1 7649 1 7449 1 7366 1 7321 2 5173 7199
6 1 20289 1 18807 1 18408 1 18246 1 18157 2 17059 17913
7 1 979 1 787 1 751 1 737 1 731 1 727 716
8 1 7394 1 7013 1 6921 1 6879 1 6856 2 4698 6791
9 1 18641 1 17895 1 17719 1 17643 1 17600 2 16516 17475
10 1 3895 1 2419 1 1871 1 1666 1 1577 1 1531 1437
11 1 9958 1 9165 1 8723 1 8479 1 8333 2 7326 7925
12 1 20039 1 19524 1 19179 1 18941 1 18785 2 17985 18197
13 1 1407 1 1004 1 926 1 899 1 887 1 880 863
14 1 7032 1 6464 1 6301 1 6230 1 6190 2 5146 6088
15 1 17306 1 16550 1 16286 1 16158 1 16085 2 15589 15876
16 1 1015 1 839 1 804 1 791 1 785 1 782 773
17 1 6262 1 5951 1 5867 1 5830 1 5809 2 4690 5753
18 1 16362 1 15855 1 15706 1 15637 1 15598 2 15079 15485
19 1 3019 1 2372 1 2082 1 1947 1 1877 1 1838 1751
20 1 7803 1 7512 1 7352 1 7258 1 7198 2 7038 7020
21 1 16402 1 16260 1 16166 1 16099 1 16050 2 15894 15832
22 1 1474 1 1264 1 1205 1 1182 1 1171 1 1165 1152
23 1 5947 1 5762 1 5687 1 5649 1 5627 2 5266 5567
24 1 14478 1 14314 1 14232 1 14183 1 14151 2 14006 14033
25 1 1218 1 1106 1 1077 1 1066 1 1061 1 1058 1052
26 1 5542 1 5411 1 5363 1 5339 1 5326 2 4917 5290
27 1 14017 1 13874 1 13811 1 13775 1 13753 2 13546 13675
28 1 2707 1 2072 1 1787 1 1651 1 1579 1 1537 1421
29 1 8869 1 8722 1 8647 1 8602 1 8574 2 6891 8476
30 1 19206 1 19088 1 19023 1 18982 1 18953 2 17718 18837
31 1 1168 1 955 1 893 1 868 1 854 1 846 823
32 1 6916 1 6771 1 6708 1 6674 1 6653 2 5048 6583
33 1 17269 1 17114 1 17038 1 16992 1 16962 2 15969 16847
34 1 1005 1 854 1 812 1 795 1 786 1 780 765
35 1 6639 1 6509 1 6457 1 6429 1 6412 2 4794 6356
36 1 16984 1 16836 1 16767 1 16727 1 16701 2 15741 16606
37 1 5733 1 3067 1 2199 1 1943 1 1848 1 1805 1744
38 1 11183 1 9363 1 8208 1 7692 1 7452 1 7323 7034
39 1 20168 1 19257 1 18190 1 17395 1 16936 1 16657 15925
40 1 1785 1 1279 1 1200 1 1176 1 1165 1 1160 1152
41 1 6872 1 5941 1 5752 1 5681 1 5646 2 5327 5568
42 1 16484 1 14888 1 14476 1 14318 1 14237 1 14188 14038
43 1 1295 1 1108 1 1075 1 1064 1 1059 1 1056 1052
44 1 5844 1 5467 1 5384 1 5350 1 5332 2 4939 5291
45 1 14850 1 14068 1 13895 1 13822 1 13783 2 13677 13677
46 1 4505 1 1486 1 595 1 373 1 302 1 272 225
47 1 7777 1 5953 1 4875 1 4421 1 4209 2 2700 3796
48 1 18549 1 17813 1 17011 1 16518 1 16225 2 13173 15326
49 1 649 1 188 1 134 1 120 1 114 1 111 105
50 1 3449 1 2535 1 2364 1 2301 1 2270 2 1186 2200
51 1 14846 1 13354 1 12955 1 12794 1 12706 2 10099 12465
52 1 273 1 122 1 102 1 97 1 94 1 93 89
53 1 2464 1 2108 1 2035 1 2006 1 1991 2 945 1955
54 1 13177 1 12424 1 12248 1 12172 1 12129 2 9534 12005
55 1 2975 1 1192 1 580 1 391 1 325 1 296 252
56 1 5692 1 4562 1 3969 1 3682 1 3533 2 2918 3222
57 1 14703 1 14217 1 13872 1 13633 1 13476 2 12036 12887
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Table 6: System EF best policy (P) and cost for every allocation and scenario
S 21/0/1 20/0/2 19/0/3 18/0/4 17/0/5 16/0/6 All
Flex-
ible
P Cost P Cost P Cost P Cost P Cost P Cost Cost
58 1 574 1 200 1 148 1 135 1 129 1 126 120
59 1 2879 1 2284 1 2138 1 2082 1 2054 2 1418 1994
60 1 11959 1 11208 1 10942 1 10815 1 10742 2 9519 10536
61 1 275 1 134 1 115 1 109 1 107 1 106 103
62 1 2229 1 1933 1 1866 1 1839 1 1825 2 1182 1794
63 1 11007 1 10502 1 10353 1 10284 1 10245 2 8977 10133
64 1 1938 1 1082 1 709 1 556 1 491 1 459 400
65 1 4242 1 3754 1 3496 1 3355 1 3274 1 3225 3092
66 1 11340 1 11182 1 11079 1 11008 1 10957 2 10643 10744
67 1 506 1 282 1 236 1 222 1 217 1 213 207
68 1 2492 1 2260 1 2180 1 2144 1 2125 2 1882 2085
69 1 9422 1 9250 1 9167 1 9118 1 9086 2 8698 8975
70 1 311 1 209 1 192 1 186 1 184 1 182 180
71 1 2147 1 2004 1 1960 1 1941 1 1930 2 1670 1909
72 1 8966 1 8819 1 8756 1 8721 1 8699 2 8239 8627
73 1 1841 1 971 1 590 1 431 1 361 1 326 245
74 1 4263 1 3875 1 3682 1 3580 1 3521 2 2708 3386
75 1 13795 1 13703 1 13652 1 13620 1 13597 2 11389 13503
76 1 421 1 194 1 146 1 131 1 124 1 120 110
77 1 2466 1 2256 1 2181 1 2145 1 2125 2 1303 2074
78 1 11841 1 11696 1 11623 1 11580 1 11551 2 9524 11442
79 1 296 1 149 1 121 1 112 1 108 1 106 99
80 1 2237 1 2070 1 2014 1 1988 1 1974 2 1148 1936
81 1 11551 1 11410 1 11344 1 11305 1 11280 2 9272 11188
82 1 4622 1 1617 1 731 1 514 1 448 1 422 394
83 1 7570 1 5409 1 4130 1 3614 1 3395 1 3288 3092
84 1 15104 1 14170 1 13085 1 12282 1 11817 1 11537 10828
85 1 740 1 282 1 230 1 217 1 212 1 210 207
86 1 3294 1 2369 1 2207 1 2152 1 2127 2 1889 2084
87 1 11415 1 9809 1 9400 1 9244 1 9166 2 8922 8980
88 1 357 1 208 1 189 1 184 1 182 1 181 180
89 1 2381 1 2033 1 1966 1 1942 1 1931 2 1671 1909
90 1 9785 1 9005 1 8834 1 8764 1 8726 2 8345 8628
91 1 4364 1 1173 1 277 1 91 1 46 1 33 20
92 1 5597 1 2942 1 1479 1 977 1 795 2 668 590
93 1 12447 1 11819 1 11057 1 10556 1 10255 2 6539 9374
94 1 479 1 50 1 15 1 10 1 9 1 8 7
95 1 1324 1 427 1 308 1 276 1 262 2 104 240
96 1 8706 1 7191 1 6798 1 6643 1 6562 2 3929 6348
97 1 143 1 17 1 8 1 7 1 6 1 6 6
98 1 563 1 269 1 227 1 215 1 209 2 63 198
99 1 6998 1 6240 1 6070 1 5998 1 5959 2 3439 5850
100 1 2809 1 891 1 257 1 92 1 48 1 35 21
101 1 3784 1 2117 1 1262 1 913 1 768 1 700 586
102 1 9182 1 8671 1 8289 1 8033 1 7868 2 6256 7305
103 1 403 1 50 1 16 1 11 1 9 1 9 8
104 1 1042 1 427 1 319 1 288 1 275 2 148 254
105 1 6428 1 5659 1 5393 1 5271 1 5204 2 3924 5027
106 1 137 1 18 1 9 1 7 1 7 1 7 6
107 1 533 1 279 1 240 1 227 1 222 2 101 212
108 1 5481 1 4977 1 4834 1 4771 1 4736 2 3433 4642
109 1 1683 1 713 1 289 1 134 1 81 1 63 41
110 1 2412 1 1622 1 1202 1 995 1 892 1 837 726
111 1 6567 1 6323 1 6170 1 6072 1 6005 2 5753 5787
112 1 285 1 58 1 24 1 18 1 17 1 16 15
113 1 772 1 487 1 412 1 386 1 375 2 308 355
114 1 4677 1 4470 1 4376 1 4326 1 4295 2 3877 4204
134
Table 6: System EF best policy (P) and cost for every allocation and scenario
S 21/0/1 20/0/2 19/0/3 18/0/4 17/0/5 16/0/6 All
Flex-
ible
P Cost P Cost P Cost P Cost P Cost P Cost Cost
115 1 116 1 24 1 15 1 13 1 13 1 12 12
116 1 504 1 359 1 327 1 316 1 311 2 244 303
117 1 4242 1 4079 1 4015 1 3981 1 3962 2 3492 3906
118 1 1676 1 703 1 278 1 121 1 68 1 49 23
119 1 2308 1 1514 1 1093 1 884 1 779 1 721 589
120 1 7944 1 7868 1 7829 1 7807 1 7793 2 5591 7755
121 1 279 1 52 1 18 1 12 1 10 1 9 7
122 1 678 1 390 1 312 1 284 1 271 2 142 244
123 1 5978 1 5833 1 5766 1 5727 1 5702 2 3749 5614
124 1 166 1 28 1 12 1 9 1 8 1 7 6
125 1 507 1 307 1 259 1 243 1 234 2 104 217
126 1 5686 1 5546 1 5484 1 5449 1 5427 2 3501 5352
127 1 4373 1 1185 1 290 1 105 1 61 1 49 39
128 1 5715 1 3053 1 1567 1 1062 1 884 1 811 718
129 1 10318 1 9257 1 8079 1 7236 1 6757 1 6480 5850
130 1 485 1 57 1 22 1 17 1 16 1 15 14
131 1 1421 1 527 1 411 1 381 1 369 2 299 354
132 1 6613 1 4960 1 4564 1 4421 1 4352 2 4015 4207
133 1 149 1 23 1 14 1 13 1 12 1 12 12
134 1 656 1 365 1 326 1 314 1 309 2 240 302
135 2 5007 1 4233 1 4074 1 4012 1 3980 2 3546 3907
135
Table 7: System NF best policy and cost for every allocation and scenario
S 0/1/21 0/2/20 0/3/19 0/4/18 0/5/17 0/6/16 All
Flex-
ible
P Cost P Cost P Cost P Cost P Cost P Cost Cost
1 1 1918 1 2136 1 2799 1 3912 4 5434 4 4970 1431
2 1 10350 1 10485 2 11190 3 12302 4 13636 4 13433 9501
3 2 20588 2 20465 2 20609 2 21009 2 21614 3 21763 20700
4 1 1184 1 1682 4 2571 4 3833 4 5417 1 7237 808
5 2 8324 3 9248 4 10657 4 12134 4 13594 4 13423 7199
6 2 18555 2 18908 3 19650 3 20507 4 21387 4 21680 17913
7 1 1082 2 1646 4 2565 4 3832 4 5417 1 7237 716
8 2 7945 4 9167 4 10646 4 12132 4 13593 4 13423 6791
9 2 18156 3 18763 3 19615 4 20501 4 21386 4 21680 17475
10 1 1853 1 2054 1 2610 1 3502 4 4710 1 6166 1437
11 1 8809 1 8919 1 9593 3 10571 4 11793 4 12031 7925
12 1 18493 1 18405 2 18622 2 19015 2 19617 3 19807 18197
13 1 1199 1 1654 3 2407 4 3428 4 4691 1 6162 863
14 1 7126 2 7836 4 9046 4 10381 4 11744 4 12019 6088
15 2 16600 2 16926 3 17659 4 18512 4 19390 4 19724 15876
16 1 1111 1 1625 3 2401 4 3427 4 4690 1 6162 773
17 2 6766 3 7744 4 9032 4 10380 4 11744 4 12019 5753
18 2 16191 2 16779 3 17623 4 18506 4 19389 4 19723 15485
19 1 2082 1 2314 1 2818 1 3574 1 4555 1 5722 1751
20 1 7715 1 7884 1 8479 1 9334 2 10376 2 11051 7020
21 1 16420 1 16356 1 16644 1 17101 2 17683 2 18018 15832
22 1 1476 1 1940 1 2628 2 3498 2 4532 1 5717 1152
23 1 6291 1 6987 2 7988 2 9114 2 10300 2 11031 5567
24 1 14749 2 15086 2 15764 2 16587 2 17443 2 17921 14033
25 1 1398 1 1915 1 2623 2 3498 2 4532 1 5717 1052
26 1 6051 1 6906 2 7968 2 9111 2 10299 2 11031 5290
27 1 14413 2 14919 2 15723 2 16578 2 17442 2 17921 13675
28 1 1857 1 2071 1 2675 1 3670 1 5027 2 5603 1421
29 1 9398 2 9587 2 10296 2 11401 2 12700 2 12706 8476
30 1 19238 1 19257 2 19514 2 19971 2 20604 2 20783 18837
31 1 1175 1 1648 2 2462 2 3593 2 5007 1 6647 823
32 2 7591 2 8481 2 9811 2 11226 2 12646 2 12690 6583
33 2 17433 2 17882 2 18648 2 19508 2 20388 2 20694 16847
34 1 1113 2 1626 2 2457 2 3592 2 5007 1 6647 765
35 2 7376 2 8427 2 9802 2 11224 2 12645 2 12690 6356
36 2 17214 2 17795 2 18624 2 19503 2 20387 2 20694 16606
37 1 2082 1 2312 1 2817 1 3573 1 4555 1 5722 1744
38 1 7751 1 7895 1 8481 1 9333 2 10375 4 11049 7034
39 1 16526 1 16409 1 16670 1 17112 2 17692 3 18015 15925
40 1 1476 1 1940 1 2628 2 3498 4 4532 1 5717 1152
41 1 6295 1 6988 2 7988 3 9114 4 10300 4 11031 5568
42 1 14764 1 15091 2 15768 3 16587 4 17443 4 17921 14038
43 1 1398 1 1915 1 2623 3 3498 4 4532 1 5717 1052
44 1 6052 1 6906 2 7968 4 9111 4 10299 4 11031 5291
45 1 14419 2 14926 3 15723 4 16578 4 17442 4 17921 13677
46 1 308 1 360 1 514 1 829 1 1398 1 2318 225
47 1 4539 1 4676 1 5363 3 6452 4 7832 4 6669 3796
48 2 15304 2 15184 2 15348 2 15777 2 16414 3 15981 15326
49 1 158 1 252 1 446 1 795 4 1386 1 2315 105
50 1 2959 2 3625 4 4803 4 6238 4 7777 4 6657 2200
51 2 13176 2 13561 3 14355 4 15261 4 16182 4 15896 12465
52 1 142 1 245 1 444 4 795 4 1386 1 2315 89
53 1 2696 3 3532 4 4787 4 6236 4 7777 4 6657 1955
54 2 12752 3 13410 3 14319 4 15255 4 16182 4 15896 12005
55 1 338 1 395 1 553 1 855 1 1362 1 2125 252
56 1 3838 1 3953 1 4500 1 5357 4 6474 4 6264 3222
57 1 13241 1 13154 1 13404 2 13811 2 14433 3 14223 12887
136
Table 7: System NF best policy and cost for every allocation and scenario
S 0/1/21 0/2/20 0/3/19 0/4/18 0/5/17 0/6/16 All
Flex-
ible
P Cost P Cost P Cost P Cost P Cost P Cost Cost
58 1 179 1 282 1 483 1 821 4 1349 1 2122 120
59 1 2562 1 3116 3 4027 4 5155 4 6411 4 6250 1994
60 1 11347 2 11648 3 12404 4 13289 4 14198 4 14137 10536
61 1 162 1 275 1 481 1 821 4 1349 1 2122 103
62 1 2358 2 3040 3 4011 4 5153 4 6411 4 6250 1794
63 2 10901 2 11489 3 12365 4 13283 4 14197 4 14137 10133
64 1 496 1 578 1 768 1 1097 1 1593 1 2273 400
65 1 3526 1 3678 1 4126 1 4803 1 5677 2 6162 3092
66 1 11303 1 11257 1 11545 1 12001 1 12596 2 12769 10744
67 1 290 1 434 1 683 1 1057 1 1579 1 2270 207
68 1 2502 1 2994 1 3727 2 4613 2 5606 2 6141 2085
69 1 9627 1 9994 2 10676 2 11486 2 12341 2 12666 8975
70 1 267 1 425 1 681 1 1057 1 1579 1 2270 180
71 1 2351 1 2937 1 3713 2 4610 2 5605 2 6141 1909
72 1 9298 1 9847 2 10628 2 11477 2 12340 2 12665 8627
73 1 324 1 375 1 527 1 832 1 1365 1 2199 245
74 1 4066 1 4234 1 4865 1 5849 2 7112 2 6454 3386
75 1 13951 1 13973 2 14246 2 14737 2 15404 2 15086 13503
76 1 165 1 261 1 456 1 797 2 1352 1 2195 110
77 1 2730 2 3336 2 4374 2 5651 2 7048 2 6437 2074
78 2 12086 2 12555 2 13365 2 14269 2 15187 2 14995 11442
79 1 154 1 256 1 454 1 796 2 1352 1 2195 99
80 1 2584 2 3277 2 4362 2 5649 2 7048 2 6437 1936
81 2 11855 2 12464 2 13340 2 14264 2 15186 2 14995 11188
82 1 492 1 575 1 767 1 1096 1 1592 1 2273 394
83 1 3540 1 3681 1 4126 1 4801 1 5676 3 6161 3092
84 1 11403 1 11307 1 11571 1 12013 1 12600 2 12767 10828
85 1 290 1 433 1 683 1 1057 1 1579 1 2270 207
86 1 2503 1 2994 1 3727 2 4613 4 5606 4 6141 2084
87 1 9639 1 9997 2 10680 3 11487 3 12341 4 12666 8980
88 1 267 1 425 1 681 1 1057 4 1579 1 2270 180
89 1 2351 1 2937 1 3713 3 4610 4 5605 4 6141 1909
90 1 9303 1 9848 2 10629 3 11477 4 12340 4 12665 8628
91 1 26 1 32 1 47 1 82 1 156 1 303 20
92 1 774 1 825 1 1050 1 1493 1 2245 3 1410 590
93 1 9568 1 9494 2 9704 2 10195 3 10921 3 8969 9374
94 1 11 1 19 1 38 1 77 1 153 1 302 7
95 1 349 1 502 1 821 1 1364 4 2191 4 1399 240
96 1 7258 2 7663 3 8576 4 9622 4 10670 4 8877 6348
97 1 10 1 19 1 38 1 77 1 153 1 302 6
98 1 301 1 479 1 814 4 1362 4 2190 4 1399 198
99 2 6760 3 7478 4 8533 4 9615 4 10669 4 8877 5850
100 1 29 1 35 1 52 1 91 1 170 1 323 21
101 1 752 1 803 1 1000 1 1366 1 1955 3 1690 586
102 1 7736 1 7658 1 7936 1 8404 2 9053 3 8111 7305
103 1 12 1 21 1 42 1 85 1 167 1 322 8
104 1 359 1 507 1 795 1 1252 4 1906 4 1677 254
105 1 5772 1 6153 2 6910 3 7832 4 8796 4 8017 5027
106 1 10 1 20 1 42 1 85 1 167 1 322 6
107 1 313 1 485 1 788 3 1251 4 1906 4 1677 212
108 1 5407 2 5975 3 6863 4 7824 4 8795 4 8017 4642
109 1 52 1 63 1 91 1 151 1 265 1 460 41
110 1 868 1 937 1 1127 1 1454 1 1940 2 2197 726
111 1 6255 1 6240 1 6508 1 6935 1 7504 2 7487 5787
112 1 22 1 39 1 74 1 142 1 261 1 459 15
113 1 466 1 635 1 925 1 1343 1 1891 2 2179 355
114 1 4694 1 5058 1 5684 2 6436 2 7249 2 7375 4204
137
Table 7: System NF best policy and cost for every allocation and scenario
S 0/1/21 0/2/20 0/3/19 0/4/18 0/5/17 0/6/16 All
Flex-
ible
P Cost P Cost P Cost P Cost P Cost P Cost Cost
115 1 20 1 38 1 74 1 142 1 261 1 459 12
116 1 419 1 613 1 919 1 1341 1 1891 2 2179 303
117 1 4415 1 4928 1 5638 2 6425 2 7247 2 7375 3906
118 1 29 1 34 1 50 1 85 1 160 1 308 23
119 1 756 1 809 1 1017 1 1418 1 2083 2 1537 589
120 1 8289 1 8319 2 8665 2 9201 2 9941 2 8530 7755
121 1 11 1 20 1 39 1 79 1 157 1 307 7
122 1 349 1 499 1 801 1 1297 2 2031 2 1522 244
123 2 6442 2 6835 2 7703 2 8701 2 9713 2 8434 5614
124 1 10 1 19 1 39 1 79 1 157 1 307 6
125 1 319 1 483 1 795 1 1296 2 2030 2 1522 217
126 2 6161 2 6725 2 7674 2 8695 2 9712 2 8434 5352
127 1 50 1 61 1 91 1 151 1 265 1 460 39
128 1 864 1 933 1 1124 1 1452 1 1939 2 2196 718
129 1 6334 1 6281 1 6529 1 6945 1 7508 2 7485 5850
130 1 22 1 39 1 74 1 142 1 261 1 459 14
131 1 466 1 634 1 925 1 1343 1 1891 4 2179 354
132 1 4702 1 5060 1 5684 2 6436 3 7249 4 7375 4207
133 1 20 1 38 1 74 1 142 1 261 1 459 12
134 1 419 1 613 1 919 1 1341 4 1891 4 2179 302
135 2 4417 1 4929 1 5638 2 6425 4 7247 4 7375 3907
138
Table 8: System 2 best policy (P) and cost for every allocation and scenario
ScenarioENF EF NF F EN
1 1907 2501 3907 1431 4572
2 10294 10931 12175 9501 12783
3 21182 22401 21164 20700 22371
4 1384 971 3654 808 3696
5 8650 7605 11535 7199 11537
6 18646 18668 20229 17913 20485
7 1342 785 3630 716 3637
8 8492 6984 11453 6791 11410
9 18402 17845 20141 17475 20177
10 1857 2160 3483 1437 3872
11 8644 8816 10473 7925 10695
12 18626 19190 19093 18197 19610
13 1391 1000 3257 863 3292
14 7303 6397 9881 6088 9867
15 16634 16403 18246 15876 18339
16 1351 836 3236 773 3244
17 7166 5919 9807 5753 9779
18 16414 15789 18155 15485 18155
19 2148 2189 3511 1751 3706
20 7586 7380 9222 7020 9210
21 16206 16165 17104 15832 17089
22 1688 1244 3299 1152 3320
23 6542 5714 8700 5567 8679
24 14743 14248 16326 14033 16308
25 1647 1098 3280 1052 3287
26 6428 5383 8643 5290 8630
27 14552 13828 16234 13675 16202
28 1862 1889 3659 1421 3822
29 9168 8661 11250 8476 11125
30 19133 19031 19993 18837 19989
31 1371 931 3422 823 3435
32 7921 6727 10674 6583 10594
33 17594 17052 19230 16847 19208
34 1342 839 3407 765 3413
35 7826 6474 10624 6356 10560
36 17462 16783 19176 16606 19130
37 2145 2766 3510 1744 4228
38 7727 8537 9230 7034 10021
39 16745 18101 17137 15925 18472
40 1687 1294 3299 1152 3351
41 6545 5919 8701 5568 8774
42 14770 14765 16329 14038 16587
43 1647 1109 3280 1052 3292
44 6428 5449 8643 5291 8647
45 13523 14029 16236 13677 16278
46 360 1256 955 225 1844
47 4474 5221 6370 3796 7099
48 15846 17025 15919 15326 17087
49 202 220 892 105 967
50 3155 2528 5793 2200 5852
51 13270 13218 14959 12465 15202
52 192 130 888 89 908
53 3038 2098 5730 1955 5725
54 13017 12375 14865 12005 14893
55 386 960 938 252 1515
56 3765 4147 5314 3222 5707
57 13343 13878 13878 12887 14366
58 227 219 873 120 935
59 2747 2246 4837 1994 4880
60 11329 11060 13007 10536 13095
61 217 141 868 103 887
139
Table 8: System 2 best policy (P) and cost for every allocation and scenario
ScenarioENF EF NF F EN
62 2651 1918 4787 1794 4791
63 11103 10435 12912 10133 12910
64 564 873 1134 400 1480
65 3510 3558 4752 3092 4901
66 11111 11081 12002 10744 11997
67 359 279 1052 207 1093
68 2704 2219 4354 2085 4370
69 9664 9184 11223 8975 11217
70 344 211 1046 180 1061
71 2623 1984 4316 1909 4321
72 9476 8774 11133 8627 11111
73 388 753 937 245 1300
74 3919 3734 5774 3386 5786
75 13816 13658 14755 13503 14718
76 211 189 871 110 914
77 2920 2214 5276 2074 5255
78 12242 11637 13969 11442 13938
79 203 149 868 99 892
80 2850 2041 5239 1936 5221
81 12105 11359 13912 11188 13859
82 550 1392 1133 394 2001
83 3600 4568 4754 3092 5712
84 11638 12999 12035 10828 13381
85 358 315 1052 207 1125
86 2705 2377 4354 2084 4465
87 9689 9692 11226 8980 11496
88 344 217 1046 180 1066
89 2623 2030 4317 1909 4338
90 9481 8970 11134 8628 11187
91 68 997 108 20 1058
92 869 2084 1623 590 2825
93 9969 11032 10302 9374 11354
94 16 95 100 7 181
95 413 475 1427 240 1578
96 7281 7069 9254 6348 9469
97 14 31 100 6 122
98 384 281 1413 198 1451
99 7008 6200 9143 5850 9160
100 67 689 117 21 757
101 826 1591 1444 586 2203
102 7787 8299 8441 7305 8906
103 17 83 108 8 177
104 423 437 1265 254 1375
105 5798 5519 7539 5027 7635
106 15 31 108 6 129
107 394 287 1253 212 1287
108 5575 4919 7440 4642 7450
109 98 494 180 41 601
110 946 1326 1487 726 1895
111 6129 6183 6940 5787 7007
112 31 70 166 15 215
113 545 467 1306 355 1364
114 4784 4403 6202 4204 6226
115 29 32 165 12 183
116 513 354 1293 303 1314
117 4616 4038 6124 3906 6120
118 76 482 111 23 538
119 817 1217 1521 589 1922
120 8086 7837 9205 7755 9102
121 17 63 102 7 152
122 414 366 1333 244 1391
140
Table 8: System 2 best policy (P) and cost for every allocation and scenario
ScenarioENF EF NF F EN
123 6459 5782 8363 5614 8321
124 15 38 102 6 129
125 394 297 1325 217 1357
126 6316 5501 8298 5352 8243
127 91 1011 180 39 1123
128 979 2182 1484 718 2705
129 6609 8021 6966 5850 8391
130 31 102 166 14 247
131 543 579 1306 354 1459
132 4804 4870 6204 4207 6505
133 29 37 165 12 187
134 512 379 1293 302 1332
135 4620 4211 6125 3907 6197
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