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1. INTRODUCCI ´ON
Dentro de la denominacio´n de sistemas de control se
incluyen sistemas muy diversos, con objetivos distin-
tos, utilizando informacio´n muy diferenciada y es-
pecı´fica para cada caso y con un tratamiento de la
informacio´n que depende no so´lo de los objetivos sino
tambie´n de la metodologı´a empleada en el disen˜o del
sistema de control. Lo que siempre aparece es una es-
tructura ba´sica en la que se distinguen dos subprocesos
que interactu´an: la planta a controlar y el controlador
que genera las sen˜ales de control. Y, a otro nivel, el
operador humano que puede desempen˜ar un papel ma´s
o menos activo segu´n el grado de automatizacio´n del
sistema.
Este conjunto puede tener mu´ltiples estructuras: 1)
Conexio´n u´nicamente desde el controlador al proceso,
control en bucle abierto. Basado en el conocimiento
del modelo del proceso y los objetivos de control,
el controlador genera las sen˜ales que actu´an sobre
el proceso. 2) Conexio´n u´nicamente del proceso al









Fig. 1. Subsistema de control
sistema de control que ma´s bien hace de sistema de
adquisicio´n de datos, toma informacio´n del proceso, la
elabora y la presenta en formato adecuado al operador,
que es quien toma las decisiones y manipula las entra-
das al proceso. 3) Cabe una combinacio´n de ambas, en
la que es el operador el que cierra el bucle entre el sis-
tema de adquisicio´n de datos y el controlador, dando
lugar a un bucle de control manual. 4) Finalmente, la
actividad del operador puede quedar limitada a tareas
de vigilancia y el control automa´tico en bucle cerrado
lo realiza el sistema de control.
De forma general, el sistema de control se puede






















Fig. 2. Estructura integral de control
Desde el punto de vista de los objetivos, el sistema de
control esta´ disen˜ado para realizar distintas funciones:
automatismos, sistemas de regulacio´n y/o de segui-
miento de consignas, robustez ante incertidumbre en
el proceso o en las sen˜ales externas, optimizacio´n del
comportamiento dina´mico, adaptacio´n a las condicio-
nes cambiantes del entorno mediante la modificacio´n
de la estructura o de los para´metros del sistema de con-
trol, coordinacio´n global de un conjunto de procesos
o incluso la optimizacio´n con respecto a criterios de
cara´cter econo´mico, social, contaminante ...
Para cada una de estas actividades existe una ple´yade
de metodologı´as de disen˜o que requieren un plante-
amiento especı´fico, por ejemplo, expresando de una
determinada forma los objetivos, o el modelo del siste-
ma, o el tipo de informacio´n a procesar, e incluso par-
tiendo de un supuesto de funcionamiento del proceso.
Por ejemplo, estos requerimientos no tienen nada que
ver, en el caso del disen˜o del automatismo de arranque
y/o parada de un reactor con los que se establecen
para disen˜ar el control robusto de este reactor en unas
condiciones de funcionamiento dadas.
Al aplicar una determina metodologı´a de disen˜o, si la
informacio´n de partida no esta´ en el formato requerido
el disen˜ador debe, en una primera etapa, hacer una
adaptacio´n de los mismos para poder aplicar las herra-
mientas de disen˜o. Y cada una de estas componen-
tes, objetivos, sen˜ales, modelo, modo de operacio´n, se
puede expresar de formas muy distintas.
Integracio´n del control: niveles. El problema integral
de control puede ser descompuesto en varios niveles,
como se muestra en la figura 2, cada uno tratando con
diferentes objetivos y tipos de informacio´n.
En el primer nivel, el control local es implementado
basado en informacio´n nume´rica y lo´gica recogida
del proceso de forma directa. Los reguladores PID y
auto´matas se encargan de la mayorı´a de las tareas y,
en algunos casos, se incorporan esquemas multivaria-
bles. Los algoritmos, mayoritariamente, son puramen-
te nume´ricos o de lo´gica binaria.
En un segundo nivel, los controladores de primer nivel
son sintonizados con reglas de adaptacio´n, tambie´n
operando nume´ricamente. La supervisio´n puede cam-
biar la estructura de control, las referencias (control en
cascada) o la estrategia global (reconfiguracio´n). En
este nivel, se requiere un mayor grado de conocimien-
to heurı´stico, y emplear, aparte de ecuaciones y algo-
ritmos, una serie de reglas, hechos, procedimientos,
etc. para tareas de evaluacio´n, comparacio´n y decisio´n.
En el nivel superior, donde se necesitan decisiones
sobre objetivos, el proceso a gran escala, etc., la in-
formacio´n es fundamentalmente cualitativa. Los datos
provienen de un conocimiento resultante de sintetizar
los datos de los niveles inferiores o/y experiencia y
conocimiento heurı´stico del agente encargado de la
decisio´n. Esta informacio´n puede provenir de otros
sistemas o del operador.
Usualmente, la interoperacio´n de los diferentes niveles
de control requiere la presencia de un operador huma-
no, encargado de la evaluacio´n del estado del proceso
y de tomar decisiones sobre cambios en la estructura,
los para´metros o los objetivos (referencias) del sistema
de control.
El propo´sito de este trabajo es presentar las posibili-
dades que tiene la metodologı´a de control basada en
la lo´gica borrosa para integrar en el mismo marco un
gran nu´mero de problemas de control. En este sentido,
aparte de la posibilidad intrı´nseca de manejo de in-
formacio´n (datos, objetivos, modelos) de tipo aproxi-
mado, o con incertidumbre, se analizara´ la capacidad
de implementar mediante controladores borrosos otro
tipo de controladores disen˜ados mediante otras meto-
dologı´as. Una caracterı´stica que se puede incorporar
fa´cilmente en los sistemas borrosos es la capacidad de
aprendizaje, que se discute en la seccio´n 4. Finalmen-
te, una aplicacio´n agrı´cola ilustra algunas de las ideas
previas que, creemos, pueden dar lugar a mu´ltiples
aplicaciones (y a una interesante controversia). El tra-
bajo incluye algunas reflexiones personales sobre el
tema tratado.
Existen referencias muy completas de las propiedades
y metodologı´as de disen˜o de controladores borrosos,
tanto a nivel de un control digital directo como en tare-
as de supervisio´n o control adaptativo, algunas de ellas
incluidas en la bibliografı´a. El objeto de este trabajo
no es detallar estos temas sino ofrecer una perspectiva
integradora de la metodologı´a borrosa, aspecto e´ste
tan descuidado en el disen˜o de muchos sistemas de
control que solamente atienden a cuestiones parciales
y especı´ficas del problema concreto planteado.
2. EL ENFOQUE BASADO EN EL
RAZONAMIENTO
En los primeros dı´as del control borroso, se buscaba
replicar el razonamiento humano en el control de plan-
tas complejas. La lo´gica borrosa capturaba el cara´cter
“gradual” (continuo) de las decisiones humanas y su-
puso un gran paso adelante respecto a la lo´gica bi-
naria. La lo´gica borrosa puede ser considerada como
































Fig. 3. Procesador borroso
Las dos aplicaciones fundamentales del enfoque son,
por una parte, control directo y, por otra parte,
diagno´stico y supervisio´n. La figura 3 presenta los
bloques ba´sicos de un sistema de control borroso.
2.1 Control directo sin modelos
El control directo codificando reglas dadas directa-
mente por el operador, en vez de utilizando un modelo
explı´cito, ha tenido un e´xito significativo en mu´ltiples
aplicaciones (Verbruggen y Babuska, 1999), algunas
de tipo emblema´tico, como los hornos de cemento
(Morant et al., 1992; Holmblad y Ostergaard, 1982) y
el tratamiento de aguas residuales (Tong et al., 1980)
desarrolladas en el inicio de esta te´cnica, y otras como
el control de plantas solares (Rubio et al., 1995), etc.
de difusio´n ma´s reciente, o las referidas en (Becerril
y de Pablo, 1992). No obstante, muchas de las ac-
ciones propuestas eran marcadamente similares a las
acciones ba´sicas proporcional, integral o derivada. En
efecto, la base de reglas fuzzy-PD o fuzzy-PI de la
tabla 1 aparece incontables veces en las aplicaciones.
Cuando estas reglas se disen˜an para cancelar pertur-
baciones manteniendo un punto de funcionamiento
constante, no hay una gran diferencia entre su compor-
tamiento y el de un PID adecuadamente sintonizado.
Esto puede interpretarse como un inconveniente o una
ventaja (los PID’s pueden ser “escritos” con reglas
lingu¨ı´sticas, en el lenguaje borroso).
Si el proceso a controlar es significativamente no-
lineal y se esperan cambios en la referencia, se de-
be incluir una tercera variable (referencia) en la base
de reglas, dado que el mismo “error” puede requerir
tratamiento distinto en distintos puntos de funciona-
miento. Esto tambie´n ocurre en las soluciones cla´sicas
de control. Las implementaciones de este enfoque, no
obstante, son escasas en el a´mbito borroso. La seccio´n
5 presenta brevemente un ejemplo.
En los PID industriales se debe incorporar una serie
de refinamientos tales como el anti-enrollamiento, la
limitacio´n del efecto del ruido en la accio´n derivada,
la presencia de saturacio´n. Los PID borrosos pueden
concebirse con estas restricciones, empezando con la
limitacio´n del universo de discurso de las distintas
variables tratadas. Es ma´s, de forma sencilla, puede
Tabla 1. Un controlador usual Fuzzy-PD
Erroru
- - - 0 + ++
++ 0 -1 -2 -3 -4
+ 1 0 -1 -2 -3
0 2 1 0 -1 -2
- 3 2 1 0 -1
de
dt
- - 4 3 2 1 0
modificarse la ganancia en funcio´n de la amplitud
de las sen˜ales (error, derivada o punto de consigna)
dando lugar a PIDs no lineales o a soluciones del
tipo de planificacio´n de ganancia. Incluso, se pueden
usar reglas borrosas para planificacio´n de ganancia en
PID’s convencionales (Zhao et al., 1993), entroncando
con la supervisio´n discutida ma´s abajo.
Los principales inconvenientes de este planteamiento
son, por un lado, la “maldicio´n” de la dimensionali-
dad (el nu´mero de reglas crece geome´tricamente con
el nu´mero de variables usadas) y, por otro lado, la
multiplicidad de algoritmos de inferencia y deborrosi-
ficacio´n dado que la generalizacio´n de los operadores
binarios no es u´nica.
El control directo borroso, permite, en algunos casos,
una interpretacio´n por parte del usuario final y una
mejor integracio´n con otras etapas superiores en un
marco u´nico. En una situacio´n puramente acade´mica,
la comparacio´n con estrategias analı´ticas en situacio-
nes disen˜adas para estas u´ltimas (control o´ptimo, es-
tabilizacio´n, etc.) saca a relucir una posible inferio-
ridad teo´rica del enfoque borroso. Sin embargo, en
una situacio´n pra´ctica, las reglas borrosas permiten
expresar en lenguaje “natural” otras consideraciones
del problema que serı´an difı´ciles de modelar (o reque-
rirı´an mucho ma´s tiempo). Por ejemplo, en un control
de vehı´culos de metro en Sendai, Japo´n, realizado
por Zadeh en los ochenta, se pueden tener en cuenta
(aproximadamente) de una forma fa´cil y ra´pida consi-
deraciones de confort de los pasajeros, nu´mero de los
mismos, fuerza de frenado, consumo de electricidad,
etc.
2.2 Supervisio´n, sistemas expertos borrosos
La evolucio´n de los controladores arriba descritos dio
origen a los sistemas expertos borrosos, donde se ex-
plicita un conjunto mayor de reglas y variables (po-
siblemente no cubriendo todas las situaciones imagi-
nables) (Albertos y Sala, 2002a). Las aplicaciones de
esta idea en supervisio´n y diagnosis son las de mayor
e´xito (Carrasco y et. al., 2004; Evsukoff et al., 2000).
Las dos pueden ser entendidas como variaciones de
una tarea u´nica de “monitorizado de condicio´n”: de-
terminar el estado del proceso a un nivel cualitativo.
No obstante, dado el planteamiento general de tiempo
real de las aplicaciones de control, con la exigencia de
presentar soluciones en un lapso de tiempo definido y
limitado, impone ciertas restricciones a la estructura
del conocimiento y al razonamiento que sobre e´l se
haga.
La mayor ventaja del esquema borroso es la capacidad
de detectar situaciones incipientes, en comparacio´n
con la lo´gica binaria basada en umbrales.
El corazo´n de un sistema experto es su base de cono-
cimiento. Esta base suele obtenerse, en este a´mbito, a
partir de conversaciones con expertos en el proceso.
La obtencio´n de reglas a partir de datos esta´ ma´s re-
lacionada con la identificacio´n bajo el paradigma de
aproximacio´n universal de funciones (ver la seccio´n
siguiente).
El conocimiento debe estar bien estructurado, para
evitar largos encadenamientos de reglas, y tambie´n
debe estar validado interna y externamente. La vali-
dacio´n externa se refiere a que sus resultados sean los
esperados. La validacio´n interna se refiere a garantizar
la ausencia de contradicciones, redundancias o incom-
pletitud en las bases de reglas. Cuando la informacio´n
proviene de varias fuentes, esta validacio´n es au´n ma´s
necesaria (Sala y Albertos, 1998; Sala, 1998).
En muchos casos, estos sistemas de supervisio´n son
deterministas, en el sentido que implementan tablas
de decisio´n y seleccionan el diagno´stico ma´s proba-
ble o ma´s intenso. El uso de lo´gica borrosa incierta
modal o posibilista (Dubois y Prade, 1988) es me-
nos frecuente en las aplicaciones. Un ejemplo en el
a´mbito de diagno´stico en sate´lites aparece en (Cayrac
et al., 1996).
3. APROXIMACI ´ON UNIVERSAL DE
FUNCIONES
En los recientes desarrollos del control borroso, el
paradigma de aproximacio´n universal ha sido muy
comu´n. Los sistemas borrosos son aproximadores uni-
versales de una funcio´n continuaF (x) en un compac-
to X de modo que la salida del sistema borroso f (x)
verifica
8x 2 X; jF (x)− f (x) j< ε (1)
para cualquier ε con un nu´mero suficiente de reglas.
En este contexto, los sistemas borrosos, ma´s que ba-
sados en un paradigma de razonamiento lo´gico, se
interpretan como expresiones:
u(x; α i; β i) = ∑
φ i(x; α i) fi(x; β i)
∑ φ i(x; α i)
(2)
donde α y β son vectores de para´metros ajustables,
que se determinan experimentalmente (Walter y Pron-
zato, 1997). Cuando fi son funciones lineales, el mo-
delo se denomina Takagi-Sugeno (Takagi y Suge-
no, 1985). La expresio´n es equivalente a ciertas redes
neuronales, de ahı´ que su estudio muchas veces se rea-
lice en el a´mbito de sistemas “neuro-fuzzy” (Harris et
al., 1993; Zhou y Meng, 2003), o se comparen ambas
posibilidades (Brown y Harris, 1991).
Las dos cuestiones principales son: el tratamiento de
la incertidumbre y la interpretabilidad (legibilidad).
En efecto, en cuanto a la primera, el sistema (2) es
completamente determinista, por lo que el argumento
de que los sistemas borrosos manejan informacio´n
“incierta” o “imprecisa” no es aplicable. En cuanto a la
segunda cuestio´n, para conseguir un buen ajuste suele
ser necesario un gran nu´mero de reglas, con un gran
nu´mero de para´metros ajustables y, posiblemente con
una forma “ilegible” de las funciones de pertenencia o
modelos locales fi.
Los controladores borrosos basados en el paradig-
ma de aproximacio´n universal pueden ser integrados
en bases de conocimiento borrosas de otros niveles
jera´rquicos. No obstante, suelen requerir de un mayor
nu´mero de reglas y para´metros que podrı´an obstaculi-
zan su interpretabilidad y la de la base de conocimien-
to en la que se integren.
Existen un importante abanico de te´cnicas de di-
sen˜o de reguladores basadas en la interpretacio´n como
aproximadores de los sistemas borrosos. Sin pretender
ser exhaustivo, se podrı´an utilizar:
 las capacidades UFA para aproximar un contro-
lador convencional, como por ejemplo los fuzzy-
PID antes discutidos o cualquier otra metodo-
logı´a, como el control por modos deslizantes
(Palm, 1998).
 Considerando el modelo (2) como un modelo
no-lineal gene´rico, aplicar te´cnicas de control no
lineal como la linealizacio´n por realimentacio´n
(Wang, 1994) o el “backstepping” (Ordo´n˜ez y
Passino, 2003).
 Utilizar te´cnicas de ana´lisis de estabilidad de
sistemas borrosos para validar el disen˜o previo
de controladores locales (para cada fi), como
las presentadas en (Tanaka y Wang, 2001), con
fi = Aix, o en (Aracil y Gordillo, 2000). En
(Johansson et al., 1999) se discuten los modelos
locales afines de la forma Aix+oi, esto es, incor-
porando te´rminos que hacen que x = 0 no sea un
punto de equilibrio compartido.
 En el libro ya citado (Tanaka y Wang, 2001)
aparecen te´cnicas de sı´ntesis basadas en desi-
gualdades matriciales lineales (usualmente co-
nocidas por su acro´nimo ingle´s LMI) (Boyd et
al., 1994) especialmente adaptadas a modelos
borrosos fi = Aix + Biu. El concepto de locali-
dad tambie´n puede ser explotado en el marco
cla´sico de la planificacio´n de ganancia (Apkarian
y Adams, 1998), cuyas relaciones con el enfoque
borroso son claras (Diez et al., 2004).
El enfoque LMI, en particular, goza de gran populari-
dad en este momento, tanto en el a´mbito borroso como
en el a´mbito del control robusto en general (El Gahoui
y Niculescu, 2000). Por brevedad, se remite al lector a
las referencias citadas para un mayor detalle en cada
te´cnica, ası´ como a (Bonivento et al., 1998) y algunas

































Fig. 4. Un marco de aprendizaje general
4. APRENDIZAJE
El objetivo final del aprendizaje es el desarrollo de
reguladores capaces de aprender de un modo indepen-
diente del sistema sobre el que este´n actuando, con una
especie de “metaconocimiento”.
Un controlador borroso puede ser adaptado ajustan-
do sus reglas, funciones de pertenencia o factores de
escalado (ganancia) de entradas y salidas, en base a
la evaluacio´n en lı´nea de las prestaciones alcanzadas.
No obstante, en la pra´ctica muchas veces la adapta-
cio´n es realizada fuera de lı´nea o en un experimento
controlado y una vez programados, los para´metros de
los reguladores no se adaptan en tiempo real.
La filosofı´a de actuacio´n al adaptar puede ser in-
directa (identificando un modelo de la planta como
etapa intermedia) o actuando directamente sobre los
para´metros del regulador (Sastry y Isidori, 1989).
Existen distintos tipos de algoritmos adaptativos en la
literatura (Wang, 1994; Spooner y Passino, 1996; Sas-
try y Isidori, 1989). Asimismo, el aprendizaje por
refuerzo (Sutton y Barto, 1998) es un paradigma in-
teresante, aunque, en principio, ma´s aplicable a un
contexto neuro-borroso (Zhou y Meng, 2003).
Los esquemas adaptativos usuales sufren de limita-
ciones de “falta de memoria” en el sentido que en
sistemas con mu´ltiples modos de funcionamiento se
“olvidan” de lo aprendido al pasar de uno a otro.
Un sistema completo de aprendizaje que aborde el
problema integral descrito en la seccio´n inicial de-
be incluir estructuras adicionales (figura 4). En esta
figura se incluyen varios bloques que contribuyen a
aprender (mejorar) el sistema de control, a recordar los
controles aprendidos en determinadas circunstancias,
a determinar en que´ situacio´n se encuentra el sistema
y a elegir la mejor opcio´n de todas las disponibles.
Las acciones de control que se aplican sobre la planta
se calculan por medio del controlador “actual”. Una
estructura de adaptacio´n permite modificar este con-
trolador para obtener mejores prestaciones. Estas pres-
taciones son estimadas por un evaluador que indica el
tipo de mejoras que se esta´n obteniendo y que envı´a






Fig. 5. Robot agrı´cola
de decisio´n. Este sistema de decisio´n debe encargarse
de las variaciones de objetivos / para´metros y estructu-
ra en el esquema integral, supervisando los algoritmos
de adaptacio´n y de deteccio´n de patrones que indiquen
distintas situaciones de funcionamiento. Como resul-
tado de este ana´lisis, se puede modificar la memoria
de controladores (eliminando, por ejemplo, el menos
utilizado) y almacenando el u´ltimo aprendido median-
te la adaptacio´n. Igualmente, en caso necesario, el
sistema de decisio´n puede seleccionar un controlador
ba´sico o de reserva que se utilizarı´a cuando el sistema
se encuentre en una situacio´n nueva o desconocida.
El bloque clasificador es el encargado de caracterizar
en que´ situacio´n se encuentra el proceso, pasando la
informacio´n al sistema de decisio´n.
Los sistemas borrosos pueden estar capacitados para
llevar a cabo bastantes de esas operaciones que inclu-
yen no so´lo el ca´lculo de las acciones de control sino
tambie´n las tareas de adaptacio´n, seleccio´n y clasifi-
cacio´n. Estas cuestiones son una interesante lı´nea de
investigacio´n (Albertos y Olivares, 2000; Cordo´n et
al., 2004).
5. EJEMPLO DE APLICACI ´ON: ROBOT
AGR´ICOLA
Un ejemplo de aplicacio´n es un controlador borroso
con aprendizaje en lı´nea desarrollado en nuestro De-
partamento (Casanova et al., 1997) para un modelo de
robot agrı´cola cuyo objetivo es orientar un brazo con
un efector final que realice algu´n tipo de tratamiento
en direccio´n a un “blanco”.
La implementacio´n se basa en adaptar reguladores
fuzzy-PD implementados como tablas de interpola-
cio´n (lookup-table). Esto simplifica enormemente los
algoritmos usuales de inferencia borrosa. Las tablas se
generan fuera de lı´nea, a partir de un regulador inicial
determinado de modo heurı´stico. Durante el aprendi-
zaje, los cambios en la tabla pueden ser interpretados
como cambios en las reglas o funciones de pertenencia
originales. Las modificaciones se realizan segu´n las
distintas situaciones que el sistema va experimentando
durante su operacio´n. Estas tablas son, de hecho, la
forma ma´s sencilla de implementar un controlador
borroso.
Las tablas iniciales implementan una tabla de datos
que compila un conjunto de reglas similar al de la tabla
Fig. 6. Evaluacio´n del comportamiento
1. En la aplicacio´n en concreto, los puntos prototipo
son 13 puntos equiespaciados entre −6 y +6 para
cada uno de los conceptos. En total, la tabla de los
reguladores tiene 1313 = 169 entradas.
La modificacio´n de esas entradas se implementa con
una especie de aprendizaje por refuerzo, basado en el
nu´mero de accesos a la tabla (este nu´mero es almace-
nado durante la operacio´n). Estos nu´meros sirven para
evaluar el cumplimiento de los objetivos del sistema:
la zona 3 indica mal comportamiento, y las otras
zonas2,1 indican un mejor comportamiento hasta
la zona 0 que indica una situacio´n aceptable. Las zonas
1,2,3, a su vez, pueden ser consideradas como zonas
donde el control puede ser ma´s “basto”, y en la zona 0
el control debe ser ma´s “cuidadoso” (ver Figura 6).
El sistema de aprendizaje opera en dos estados: activo
o dormido. Para pasar de uno a otro y para actualizar
las reglas, se implementan dos tablas de 13 13, una
de memoria a corto plazo W (e;de) y otra a largo plazo
C(e;de) aparte de la propia de la superficie de control
denotada por L(e;de).
El paso de dormido a activo se realiza si el sistema se
encuentra fuera de la zona 0 durante ma´s de un tiempo
determinado (s2wd). El paso de nuevo a dormido se
realiza si el sistema se encuentra en la zona 0 durante
ma´s de un tiempo determinado (w2sd).
En el estado despierto, cuando se accede a un elemen-
to de la tabla de control, se incrementan las cuentas
tanto de W como de C. Estas cuentas tambie´n se in-
crementan en las celdas vecinas (en menor cuantı´a).
La adaptacio´n (despierto) ocurre cuando una zona ha
sido visitada demasiadas veces, de modo que L(e;de)
es incrementado en un factor λ w(e;de). El factor λ
depende de la zona (es 0:1 en las zonas 1, 0:5 en
las zonas 2 y 1 en las zonas pm3).
El criterio para adaptar es W (e;de) > η Y c(e;ch) >
m(e;ch), donde η es un umbral a corto plazo definido
por el usuario y m(e;ch) es el ma´ximo nu´mero de
















Fig. 7. Respuesta temporal
estados despiertos. Al pasar a estado dormido las
tablas W y C se ponen a cero y so´lo permanece la m.
El sistema se encuentra descrito en la referencia antes
citada con mayor detalle. En los reguladores borrosos
se ha an˜adido una tercera variable (distancia al “blan-
co”) adema´s del error y su incremento, para mejorar
las prestaciones, en lı´nea con lo citado en la seccio´n
2.1, con unos resultados como los que aparecen en la
figura 7.
6. DISCUSI ´ON Y PERSPECTIVAS
Quien aboga a favor del enfoque borroso en control
lo hace basado en la idea de que el uso de reglas
lingu¨ı´sticas y razonamiento aproximado es el ma´s
simple y fa´cil a la hora de resolver algunos problemas
concretos de control, sin necesidad de otras te´cnicas
ma´s sofisticadas. Posiblemente, e´sta deba ser la vı´a,
al menos inicialmente, para abordar el control de un
proceso complejo, poco conocido o/y con especifica-
ciones poco definidas. Los que, por el contrario, son
contrarios al uso generalizado de las te´cnicas borrosas,
consideran sus soluciones una mera interpolacio´n con
pocas garantı´as de conseguir un rendimiento o´ptimo
en la mayor parte de casos. En esencia, en nuestra
opinio´n, las herramientas borrosas deben ser consi-
deradas como una opcio´n ma´s en la resolucio´n de
problemas, sin proclamar a priori su bondad o maldad
en un entorno general.
A continuacio´n, se discutira´n algunas cuestiones rela-
tivas al uso actual y perspectivas futuras del enfoque
borroso en control.
6.1 El papel de un enfoque lo´gico formal en control
En las ideas presentadas antes en este trabajo pue-
de desprenderse que la lo´gica borrosa, nacida como
una lo´gica de conceptos vagos e imprecisos, se uti-
liza generalmente, en las aplicaciones de control, de
un modo totalmente determinista (como interpolador
nume´rico).
Efectivamente, el e´xito inicial de enfoques basa-
dos en razonamiento debe ser confrontado con al-
gunos inconvenientes relacionados con el procesado
lingu¨ı´stico:
 la multiplicidad de operadores (implicacio´n y co-
nectivas) y las disquisiciones teo´ricas asociadas
tienen muy poca relevancia pra´ctica (en control),
 muchas soluciones satisfactorias de control ex-
perto borroso lo son tras un tedioso ajuste por
prueba y error,
 las capacidades de los sistemas borrosos son, a
veces, exageradas por el simple hecho de usar
lo´gica borrosa sin comparar con otras te´cnicas
que puedan ofrecer soluciones similares al pro-
blema en consideracio´n.
De hecho, hay una falta de resultados recientes en el
a´rea de control borroso que este´n basados en aspectos
formales, de pura teorı´a de lo´gica. En efecto, cabe
plantearse la pregunta: ¿usan los controladores borro-
sos la lo´gica borrosa en algu´n modo no trivial? En
controladores borrosos, la te´cnica provee un me´todo
de interpolacio´n para generar una superficie de control
determinista en la mayorı´a de casos. Sin embargo, en
sistemas de decisio´n y supervisio´n, la lo´gica borrosa sı´
es utilizada para extraer eficientemente la informacio´n
codificada en las reglas.
Por otra parte, la investigacio´n en el a´rea de control
parece no haber explotado la idea de que la lo´gica
borrosa provee una nueva forma de trabajar con in-
certidumbre como alternativa a las distribuciones de
probabilidad. El uso de esa representacio´n requiere
considerar la propagacio´n de incertidumbre en fun-
ciones de pertenencia (conjuntos borrosos “tipo 2”),
distribuciones de posibilidad (Dubois y Prade, 1988),
etc. En ese caso, se deberı´a redefinir conceptos de
estabilidad y muchos otros. El problema es que apli-
cando el principio de extensio´n (Zadeh, 1973) como
es usual, existen barreras te´cnicas y computacionales
debido a la intratabilidad de las funciones de perte-
nencia multidimensionales y su propagacio´n, excepto
para situaciones muy particulares.
El uso de lo´gica “incierta” (por ejemplo, introducien-
do medidas de posibilidad y necesidad de las distintas
variables lingu¨ı´sticas, interpretados como extremos de
un intervalo de pertenencia) es claramente importante
a niveles jera´rquicamente superiores en control (su-
pervisio´n, diagnosis) para mejorar la potencia de las
conclusiones, pero poco usado en la pra´ctica industrial
actual, excepto en aplicaciones sofisticadas (Cayrac et
al., 1996).
Por u´ltimo, un sistema lo´gico deberı´a incorporar un
sistema fa´cil de edicio´n de reglas y diagno´stico de
anormalidades en la base de reglas (contradiccio´n, re-
dundancia, etc.) y, por supuesto, de interfaz de usuario.
La presencia de mo´dulos de validacio´n de la adquisi-
cio´n de conocimiento podrı´a ser un elemento impor-
tante de cara a un desarrollo ma´s eficiente y ra´pido de
las bases de conocimiento y mejorar la satisfaccio´n del
usuario con el sistema.
6.2 El enfoque nume´rico
Varias cuestiones subyacen en el enfoque basado en
procesamiento nume´rico y aproximacio´n universal de
funciones.
¿Cua´l es la diferencia entre el control borroso y otras
estrategias no-lineales? Esta diferencia, de hecho, es
poco clara. Sin embargo, la descripcio´n de un sistema
con reglas borrosas intentando conservar interpreta-
bilidad puede ser ma´s apropiada para modificaciones
y ajustes finos finales. Las especificaciones tambie´n
pueden ser descritas en te´rminos “borrosos”. De esta
forma, el enfoque borroso se justifica como una inter-
faz conveniente ante usuarios no expertos en control.
Cada te´cnica (por ejemplo, comparando el modelo
borroso con el control no lineal basado en modelos
fı´sicos) tiene sus ventajas e inconvenientes para ca-
da caso particular. Comparativas entre controladores
borrosos y otras te´cnicas aparecen, por ejemplo, en
(Ordo´n˜ez et al., 1997).
Niveles de exigencia en modelado. Si los modelos
borrosos se interpretan en un sentido amplio (repre-
sentacio´n simplificada de sistemas inciertos), los con-
troladores debera´n manejar informacio´n cualitativa.
Cuanto ma´s cuantitativa y precisa sea la informacio´n
disponible, ma´s apropiadas sera´n las te´cnicas cla´sicas.
De hecho, es difı´cil describir con reglas interpretables
sistemas industriales con retardos, dina´mica de orden
elevado, saturaciones, etc. En esos casos, podrı´an es-
tar mejor indicados modelos fı´sicos o aproximadores
“caja-negra” (neuronales, por ejemplo), para evitar la
explosio´n combinatoria de funciones de pertenencia.
La interpretacio´n de algunos paradigmas borrosos
(Takagi-Sugeno) como modelos locales lineales per-
mite fusionar te´cnicas borrosas y cla´sicas.
En cuanto a la identificacio´n de para´metros de un
modelo borroso de una planta basado en datos, exis-
ten mu´ltiples enfoques aplicables (Walter y Pronza-
to, 1997). Una razo´n de usar modelos borrosos o
neuro-borrosos es la disponibilidad de te´cnicas ma´s o
menos normalizadas para obtener derivadas de sus sa-
lidas respecto a para´metros del modelo. La aplicacio´n
de te´cnicas de “diferenciacio´n automa´tica” (Ro¨benack
y Vogel, 2004; Walter y Pronzato, 1997) puede, no
obstante, derivar a una mayor utilizacio´n de modelos
fı´sicos o semi-fı´sicos (caja gris) con ventajas desde el
punto de vista de generalizacio´n.
Modelado para control. El paradigma de “identifica-
cio´n para control” aparecido en la u´ltima de´cada en
el a´rea de control cla´sico (Albertos y Sala, 2002b)
deberı´a ser imitado en control inteligente: el tipo de
modelo y su detalle dependen no so´lo de la compleji-
dad del sistema subyacente sino de los requerimientos
del control, que pueden ir desde una simple estabili-
zacio´n hasta un complejo seguimiento de referencias,
cancelacio´n de perturbaciones, etc. En ese contexto,
el disen˜o de experimentos de identificacio´n adquiere
una relevancia importante que muchas veces no es
claramente apreciada.
Herramientas de ana´lisis y disen˜o. Adema´s de la inter-
pretabilidad y la facilidad de uso por no expertos, los
sistemas borrosos deben cumplir una serie de carac-
terı´sticas de estabilidad y robustez, o/y de adaptacio´n.
Muchas contribuciones no discuten cuestiones de ro-
bustez con lo que la aplicacio´n pra´ctica de los resul-
tados es menos clara. Como se ha mencionado antes,
la definicio´n de los conceptos cla´sicos de estabilidad
en te´rminos compatibles con el procesamiento lo´gico
presenta dificultades.
Sin embargo, algunas te´cnicas cla´sicas, en particular
la bu´squeda de funciones de Lyapunov y optimizacio´n
de normas para sistemas multi-modelo, han resultado
muy satisfactorias y dado lugar a la reciente expansio´n
del enfoque LMI en teorı´a y aplicaciones. La relacio´n
de los sistemas borrosos con los sistemas hı´bridos
(conmutados) tambie´n resulta interesante, en cuanto a
estabilidad y optimizacio´n. Desde luego, tambie´n esta´
clara la relacio´n con las te´cnicas de planificacio´n de
ganancia. Las investigaciones actuales sobre desigual-
dades matriciales bilineales tambie´n pueden dar fruto
en nuevas te´cnicas para sistemas borrosos.
De todas formas, la compilacio´n de unas herramientas
“definitivas” para el disen˜o de reguladores borrosos
todavı´a no esta´ clara, ni su diferencia con un com-
pendio de te´cnicas de control no lineal. Mucho me-
nos, si se intenta mantener la interpretabilidad de los
resultados en te´rminos lingu¨ı´sticos (”computing with
words”).
6.3 Una metodologı´a integradora
El enfoque borroso es interesante para sistematizar las
reglas de operacio´n de determinadas plantas (“known-
how”). Sin embargo, en el caso de aplicaciones con
controladores borrosos directos, dichas reglas son,
mayormente, interpolaciones. El razonamiento ma´s
sofisticado so´lo esta´ presente en sistemas de decisio´n.
En el primer caso, el ajuste fino y los cambios en
las bases de reglas afectan, en bastantes ocasiones, a
ganancias de entrada o salida.
La utilizacio´n de lo´gica borrosa como herramienta de
razonamiento aparece en los sistemas de diagno´stico
y supervisio´n industrial, cuando se dispone de la su-
ficiente informacio´n para explicitar reglas razonable-
mente exactas; en entornos con informacio´n deficien-
te, posiblemente sea ma´s adecuado un enfoque pro-
babilı´stico. Este tipo de situaciones no son objeto
con tanta intensidad del estudio en te´rminos de “con-
trol convencional”. Uno de los inconvenientes del de-
sarrollo de aplicaciones es la “repetibilidad”, esto es,
la utilidad de los conocimientos adquiridos en una
implementacio´n particular para derivar conclusiones
generales. Si hay una gran cantidad de ajustes por
prueba y error, los resultados son poco extrapolables,
incluso a aplicaciones muy similares.
Por otra parte, aunque se pueda plantear una especie
de “oposicio´n” entre un enfoque cla´sico y uno borro-
so para disen˜o de controladores, existen razones, ya
discutidas, para poder plantear un “consenso” y un
concepto de la metodologı´a borrosa como integradora
de varios enfoques.
Por un lado, la capacidad de aproximacio´n funcional
universal permite expresar controladores cla´sicos en
te´rminos lingu¨ı´sticos, ma´s o menos interpretables. Por
otro lado, la capacidad de ser interpretados como
reglas de razonamiento permite su aceptacio´n por
parte del usuario y una ma´s fa´cil integracio´n con
elementos de diagno´stico y supervisio´n.
Frente a esta idea, los modelos semi-fı´sicos “caja gris”
permiten mayor exactitud en la representacio´n con un
menor nu´mero de para´metros, por lo que a veces la
interpretabilidad de los mismos sera´ mejor. No obs-
tante, esos modelos pueden tambie´n interaccionar con
modelos de supervisio´n expresados mediante reglas
lingu¨ı´sticas.
Con referencia a la figura 2, el control local imple-
mentado con lo´gica borrosa permite disponer de las
variables, tanto medidas como de control, en forma
lingu¨ı´stica. Este tipo de informacio´n es ma´s adecuado
para alimentar las tareas superiores de supervisio´n y
coordinacio´n, en las que el tratamiento cualitativo de
estas variables proporcionara´ reglas de actuacio´n a
los niveles bajos. De la misma manera, la evaluacio´n,
seleccio´n, optimizacio´n o adaptacio´n del control, lle-
vados a cabo en un entorno borroso, proporcionara´ re-
sultados que sera´n fa´cilmente introducidos en sistemas
borrosos de control local. Y, al menos teo´ricamente, la
interaccio´n con el operador, podra´ ser ma´s eficiente.
De este modo, cabe considerar el enfoque borroso co-
mo un marco de aplicacio´n pra´ctica capaz de integrar
distintos enfoques en los varios niveles de control pre-
sentes en una planta y de interactuar con subsistemas
tanto nume´ricos como lo´gicos y humanos.
Aunque quiza´s los avances en teorı´a requieran un for-
malismo que escapa al usuario final, la idea ba´sica
de “computar con palabras” deberı´a ser mantenida
mientras fuera posible, y es esta idea la que justifica
su aplicacio´n en la pra´ctica frente a otras te´cnicas.
Del mismo modo que los PID’s supusieron un gran
paso adelante hace ochenta an˜os (aunque la teorı´a
“cla´sica” en estos momentos busca otros objetivos y
representaciones), el concepto de lo´gica borrosa supu-
so un paradigma novedoso hace treinta an˜os, que ha
dado lugar a resultados teo´ricos y pra´cticos que, una
vez comprendidas sus limitaciones, como en el caso
de los PID’s, esta´n en el proceso de pasar a ser una
herramienta de uso habitual, aunque, desde un punto
de vista acade´mico, la situacio´n esta´ estabilizada en
el sentido de que las nuevas aplicaciones no suelen
aportar nuevas conclusiones generales de intere´s.
7. CONCLUSIONES
A lo largo de esta contribucio´n se ha presentado la me-
todologı´a de disen˜o de sistemas de control con lo´gica
borrosa como una opcio´n integradora, permitiendo
una ma´s fa´cil interaccio´n con los diversos problemas
de control con los que el usuario se puede encontrar
al automatizar una planta compleja. Del mismo mo-
do, tambie´n debe tomarse esta perspectiva integradora
al evaluar las posibilidades de disen˜o de sistemas de
control.
Ası´ pues, la lo´gica borrosa no es ni pretende ser una
solucio´n universal (“panacea”) a los problemas de
control, pero si es una interesante alternativa y/o com-
plemento al desarrollo de sistemas de control comple-
jos atendidos por todo tipo de usuarios, no solamente
los expertos en control.
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