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a b s t r a c t
In this paper, we establish a distributed parameter coupled system concerning Arctic
sea ice temperature field, in which the ice thickness is regarded as a movable inner
boundary of the space domain. The existence and continuity of the weak solution to the
coupled system are proved. According to the measured data, we establish a parameter
identification model with the ice thickness as control variable and the coupled system
as constraints. Finally, an optimization algorithm is constructed on the basis of non-
overlapping domain decompositionmethod and semi-implicit difference scheme. Through
numerical calculation, we obtain the characteristics of the ice thicknesses and the ice
temperatures.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Sea ice is an essential part of Arctic circle. Generally, the temperatures of snow, ice and water are all more higher than
that of the atmosphere. These differences of temperatures have important influence on ocean circumfluence, atmosphere
circumfluence and the global climate changes. Moreover, the cover of sea ice can weaken the heat flux conduction from
sea water to the atmosphere due to its function of heat insulation. Hence, the research on sea ice is very important and has
became a hot topic.
There have already been a lot of works developed for studying the Arctic ice. Maykut [1] established the early
thermodynamic sea icemodel, which has been the basicmodel for advanced studies. Hibler [2] established the first dynamic
and thermodynamic model of sea ice. Bitz [3], Winton [4] et al. established a multi-layer thermodynamics model of sea ice.
Su et al. [5,6] analyzed the ice thickness and heat budget at the surface according to the energy conversation law. Lin et al. [7]
and Cheng [8] studied the ice temperature, the range of ice interface and definite conditions via partial differential equation.
Ahmed [9], Wang et al. [10] and Gao [11] discussed properties of the weak solution to a distributed parameter system,
identification model with only one parameter as well as necessary conditions for optimality, respectively.
In this paper, we establish a one-dimensional three-layer distributed parameter system coupled by the temperatures of
snow, ice and water. In the system, the sea ice thickness is taken as the movable inner boundary of the space domain. The
definite conditions of the temperature field and the penetrability conditions on the inner boundary of space domain are also
presented. According to the property that the coupled system are piecewise smooth in difference domains, we can prove the
existence and continuity of the weak solution to the system. With the coupled system as constraint conditions, a parameter
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Fig. 1. The configuration of the one-dimensional three-layer model.
identification model is presented, in which the movable inner boundary of the space domain is taken as the parameter to
be identified. Identifiability and necessary conditions for optimality of the identification problem are also discussed. Finally,
based on non-overlapping domain decompositionmethod and semi-implicit difference schemes, an optimization algorithm
is developed and applied to study the thicknesses and temperatures of Arctic sea ice. Through numerical simulation, we
obtained the characteristics of the ice-thickness changes and ice temperature distribution.
This paper is organized as follows. In Section 2, a one-dimensional three-layer thermodynamical coupled system is
established. Section 3 is devoted to some properties of the weak solutions to the coupled system. In Section 4, we present a
parameter identification model. In Section 5, an numerical optimization algorithm is constructed and applied to the study
of Arctic sea ice. Numerical results and conclusions are presented at the end of this paper.
2. One-dimensional three-layer coupled system
According to the distributed characteristics of the sea ice temperature field, we know that the gradient change along
depth direction is far greater than that along horizontal direction. Since the heat exchange exists mainly in depth direction
and can be ignored in horizontal direction, the temperature distribution can be described by a one-dimensional three-layer
thermodynamical system coupled by snow, sea ice and sea water (as in Fig. 1), which is denoted by SIW.
Denote z axis be the depth direction and any point in snow–ice interface be coordinate origin. In Fig. 1, h1 denotes
the thicknesses of snow, which is a constant. h2(t) and h3(t) represent the thicknesses of sea ice and sea water at time
t ∈ I , (0, tf ) ⊂ R, respectively, where (0, tf ) is the total time domain of the system SIW. D1 , (−h1, 0],D2 , (0, h2(t)]
and D3 , (h2(t), h2(t) + h3(t)) denote the space domains of snow layer, sea ice layer and sea water layer, respectively.
For the convenience of computation, h2(t) + h3(t) is assumed constant, denoted by h0. Then the total space domain of the
system SIW can be denoted by D , (−h1, h0) ⊂ R. Additionally, let Qi , Di × I, i = 1, 2, 3, and Q , Q1 ∪ Q2 ∪ Q3 ⊂ R2. It
is easy to conclude that the set Q is opened and bounded.
According to the energy conversation and the Fourier’s law of heat conduction, the coupled one-dimensional three-layer
thermodynamical system SIW can be described by
cρ(z, t)
∂T (z, t)
∂t
= ∂
∂z

k(z, t)
∂T (z, t)
∂z

+ g(z, t), (z, t) ∈ Q , (1)
T (z, 0) = T0(z), z ∈ D, (2)
k(z, t)
∂T (z, t)
∂z
− h(T (z, t)− Tc(t)) = 0, z = −h1, t ∈ I, (3)
T (h0, t) = Tw(t), t ∈ I, (4)
cρ(z, t)
∂T (z, t)
∂t
|z=h0 = p3(t), t ∈ I (5)
where cρ(z, t) is the product of the specific heat and the density. k(z, t) is the thermal conductivity. These two terms can
be formulated as
cρ(z, t) =
c1ρ1, (z, t) ∈ Q1,c2ρ2 + λs2(z)/(T2(z, t)− 273.15)2, (z, t) ∈ Q2,c3ρ3, (z, t) ∈ Q3, (6)
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k(z, t) =
k1, (z, t) ∈ Q1,k2 + βs2(z)/(T (z, t)− 273.15)2, (z, t) ∈ Q2,k3, (z, t) ∈ Q3 (7)
with λ, β > 0. Where ci, ρi, ki, i = 1, 2, 3, denote the specific heat, the density and the thermal conductivity at snow layer,
sea ice layer and sea water layer, respectively. s2(z) represents the salinity of the sea ice at deepness z and can be written as
s2(z) =

14.24− 19.39z, 0 < z < 0.75,
3.2, z ≥ 0.57. (8)
The term g(z, t) in the Eq. (1) is the heat source term and can be described by
g(z, t) =
g1(z, t), (z, t) ∈ Q1,
g2(z, t), (z, t) ∈ Q2,
0, (z, t) ∈ Q3,
(9)
where
gj(z, t) = qj(1− αj)rjIoje−rj|z|, z ∈ Dj, j = 1, 2 (10)
here qj, αj, Ioj, rj, j = 1, 2, are the solar shortwave radiation, sea ice albedo, transmission and extinction coefficient of snow
and sea ice, respectively.
Penetrability conditions on the inner boundaries of D (z = 0 and z = h2(t)) can be given by
T1(0, t) = T2(0, t), t ∈ I, (11)
K1
∂T1(0, t)
∂z
= −K2 ∂T2(0, t)
∂z
, t ∈ I, (12)
T2(h2(t), t) = T3(h2(t), t), t ∈ I, (13)
K2
∂T2(h2(t), t)
∂z
= −K3 ∂T3(h2(t), t)
∂z
, t ∈ I (14)
where Ti(z, t) represent the temperatures at (z, t) ∈ Qi = Di × I, i = 1, 2, 3.
According to the above penetrability conditions, we can utilize non-overlapping domain decomposition method to solve
the system SIW.
3. Properties of the coupled system
According to the physical properties of Arctic ice, we give the following assumptions.
(H1) ci, ρi, Ki, i = 1, 2, 3; λ, β, gj, αj, Ioj, j = 1, 2, are all positive real constants.
(H2) Initial temperature T0 ∈ C1(D; R), atmosphere temperature Tc ∈ C1(I; R) and the temperature of the bottom boundary
Tw ∈ C1(I; R) are all known functions, whose derivatives are all bounded.
(H3) h1 and h0 are all known positive constants with h0 > 50.
Let u(t) , h2(t), t ∈ I , be the parameter to be identified, and the admissible set of u(t) can be denoted by
Uad , {u(·) ∈ C1(I; R+)|u(t) ∈ [1, 30],∀t ∈ I} ⊂ C1(I; R+). (15)
Under the above assumptions (H1), (H2) and (H3), the state variables T (z, t) are in L2(I;H2(D)), where H2(D) is a real
Hilbert space in D ⊂ R. Assuming that (V ,H2, V ′) is a Gelfand triple space with V ⊂ H2(D) = H2(D)′ ⊂ V ′, which means
that the embedding V ⊂ H2(D) is continuous and V is dense in V ′. Here, H2(D)′ and V ′ denote the dual pairing of H2(D) and
V , respectively, and the embedding H2(D)′ ⊂ V ′ is continuous and dense in V ′.
From Eqs. (2)–(6), cρ(z, t), k(z, t) and k(z, t) are all piecewise continuous differentiable. According to the definition of
the weak solution given by Dautray [12] and the Galerkin method [13], we can prove the following theorem.
Theorem 1. Under the assumptions (H1)–(H3), for given u(·) ∈ Uad, the coupled system SIW has a unique weak solution
T (·, ·; u(·)) ∈ L2(I;H2) ∩ C(I;H2(D)). Furthermore, T (·, ·; u(·)) is continuous in u(·) on Uad.
Denote Suad(Q ) the set of the weak solutions to the system SIW.
Suad(Q ) , {T (·, ·; u(·)) ∈ L2(I;H2(D)) ∩ C(I;H2(D))|
T (·, ·; u(·)) is a weak solution to SIW with u(·) ∈ Uad}. (16)
Property 1. The set Suad(Q ) defined by (16) is compact in L
2(I;H2(D)) ∩ C(I;H2(D)).
Proof. From the definition of the set Uad, we know that Uad is compact in C1(I; R+). According to Theorem 1, the mapping
from u(·) ∈ Uad to T (·, ·; u(·)) is continuous, so the set Suad(Q ) is compact in L2(I;H2(D)) ∩ C(I;H2(D)). 
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4. Parameter identification model
In this section, to determine the change characteristics of the ice thickness h2(t) ∈ C1(I; R+), we will establish a
parameter identification model with u(·) ∈ Uad as the parameter to be identified. The available experimental data include
wind speed, wind direction, air temperature, air pressure, ice and water temperature at surveying points, which are
measured by the satellite tracker-localizer installed in the Arctic ocean from August, 2003 to April, 2004.
Denote {tl}L1l=1 and {zk}L2k=1 be themeasured sets of time and space, respectively. Let Td(zk, tl) be themeasured temperature
at time tl ∈ I and deepness zk ∈ D. According to the measured time tl, l = 1, 2, . . . , L1, we divide the total time domain
I = (0, tf ) into L1 subintervals Ii , [ti−1, ti], i = 1, . . . , L1, where t0 = 0, tL1 = tf . Let Td(·, ·) ∈ C(Q ; R) be the fitting
temperature according to the measured data {Td(zk, tl)}. Thus, approximating the computational results T (·, ·; u(·)) by the
systemSIW to the fitting temperatures Td(·, ·), we established a parameter identification problem, denoted by PIP, as follows.
PIP : min J(u(·)) , ‖T (·, ·; u(·))− Td(·, ·)‖2(Q ,R)
s.t. T (·, ·; u(·)) ∈ Suad(Q ), u(·) ∈ Uad. (17)
According to the physical properties of Arctic ice, the temperatures of snow and sea ice are higher than those of
atmosphere temperature, so the heat exchange is generally from ice to atmosphere. In addition, because sea ice has the
function of heat insulation, the temperature T (z, t; u(t))will become lower when the ice thickness u(t) becomes larger. So
T (·, ·; u(·)) is monotony in u(·), which indicates that the optimal solution to the coupled system SIWmust exist.
On the other hand, from Property 1 and the formula (17), we have that J(u(·)) is continuous in u(·) on Uad. In view of the
convex and compactness of Uad in C1(I; R+), we can obtain the following consequence.
Theorem 2. Under the assumptions (H1)–(H3), the parameter identification problem PIP has an optimal solution u∗(·) ∈ Uad,
such that
J(u∗(·)) ≤ J(u(·)), ∀u(·) ∈ Uad.
In addition, following from the convex compactness of Uad and the continuity of J(u) on Uad, we can prove that J(u(·)) is
Gateaux differentiable at u∗(·) ∈ Uad and its Gateaux derivative J ′(u(·)) exists. Hence, we can get the following necessary
conditions for optimality.
Theorem 3. Under the assumptions (H1)–(H3), let u∗(·) ∈ Uad be an optimal solution of PIP, then u∗(·) satisfies the following
inequation.
J ′(u∗(t))(u(t)− u∗(t)) ≥ 0, ∀u(t) ∈ Uad, t ∈ [0, T ]. (18)
To eliminate the error brought about by the term Td(·, ·) in performance index J(u(·)), we replace the fitting function
Td(·, ·) by the experimental data {Td(zk, tj)}. Let
Jdj(u(t)) ,
−
zk∈Dj
L1−
l=1
‖T (zk, tl; u(tl))− Td(zk, tl)‖2, j = 1, 2, 3, (19)
Jd(u(t)) ,
3−
j=1
Jdj(u(t)) =
L2−
k=1
L1−
l=1
‖T (zk, tl; u(tl))− Td(zk, tl)‖2. (20)
Then, the identification problem PIP can be rewritten as
PIPd : min Jd(u(·))
s.t. T (·, ·, u(·)) ∈ Suad(Q ), u(·) ∈ Uad. (21)
It is similar to the proof of Theorem 2 that we can prove the existence of the optimal solution to PIPd, denoted by
(u∗d(·), T (·, ·; u∗d(·))) ∈ Uad × Suad(Q ). Furthermore, if u∗(·) is the optimal solution to PIP, it is also the optimal solution
to the problem PIPd.
Since the changes of ice thickness exert little influence on the temperature of snow and sea water, Jdj(u(·)), j = 1, 3, can
be omitted. So the problem PIPd can be simplified as
PIPd2 : min Jd2(u(·))
s.t. T (·, ·; u(·)) ∈ Suad(Q ), u(·) ∈ Uad. (22)
5. Numerical optimization algorithm
In this section, the parameter u(t) is discretized on the base of the method in the previous literature [14]. According to
the experimental data {Td(zk, tl)}, we decompose the problem PIPd2 and construct a numerical optimization algorithm.
Because the experimental data {Td(zk, tl)} is measured from August, 2003 to April, 2004, the sea ice thickness u(t) =
h2(t)is monotone in t , i.e., if 0 < t1 < t2 < tf , then u(t1) = h2(t1) ≤ u(t2) = h2(t2). On the other hand, according to
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the actual experiment, 1 ≤ ti − ti−1 ≤ 3. So the ice thickness h2(t) can be considered as constant when t ∈ Ii = (ti−1, ti]
due to its small changes in such short interval. Then we can discretize u(t) according to the measured time {tl}L1l=1. Denote
u(t) = ui, t ∈ Ii, and u = [u1, u2, . . . , uL1 ] ∈ RL1 , where ui ∈ [1, 30], i = 1, 2, . . . , L1.
Let T (·, ·, ui) be the weak solution to the coupled system SIW on D × Ii with the initial state T (z, ti−1; ui−1), then the
weak solution set of SIW with ui ∈ [1, 30] can be defined as
S[1,30](D× Ii) , {T (·, ·; ui) ∈ L2(Ii;H2(D) ∩ C(Ii;H2(D)))|T (·, ·; ui)
is the weak solution to SIW with the initial state T (z, ti−1; ui−1) and ui ∈ [1, 30]}. (23)
Denote
Mdi =
−
zk∈D2
Td(zk, ti), i = 1, 2, . . . , L1, (24)
Ci(ui) =
−
zk∈D2
T (zk, ti; ui), i = 1, 2, . . . , L1. (25)
Then PIPd2 can be decomposed into the following L1 subproblems PIPd2,i , i = 1, 2, . . . , L1.
PIPd2,i : min Jd2,i(ui) , |Ci(ui)−Mdi |2
s.t. T (·, ·; ui) ∈ S[1,30](D× Ii), ui ∈ [1, 30]. (26)
Theorem 4. The problem PIPd2 is equivalent to L1 subproblems PIPd2,i , i = 1, . . . , L1, defined by (26).
Proof. T (z, ti; ui) and T (z, t) are all nonpositive monotone increasing in z ∈ D2, so we have that−
zk∈D2
|T (zk, ti; ui)− Td(zk, ti)| ⇔
−
zk∈D2
T (zk, ti; ui)−
−
zk∈D2
Td(zk, ti)
 , i = 1, 2, . . . , L1,
L1−
i=1
−
zk∈D2
|T (zk, ti; ui)− T (zk, ti)| ⇔
L1−
i=1
−
zk∈D2
Td(zk, ti; ui)−
−
zk∈D2
Td(zk, ti)
 ,
which completes our proof. 
In view of the characters of the coupled system SIW, an optimization algorithm is given by the following basic steps.
Step 1 Input cj, ρj, kj, j = 1, 2, 3; λ, β, qi, αi, Ioi, ri, i = 1, 2; Td(zk, tl), k = 1, 2, . . . , L2; l = 1, 2, . . . , L1. Calculate Mdi by
(24). Given the initial point u0 = h2(0), step length 1u > 0 and accuracy ε > 0. Set T0(z, 0; u0) := T0(z), u0 :=
1, i := 1, u1 := u0.
Step 2 Solve the weak solution Ti(z, t; ui) to the system SIW by non-overlapping domain decomposition method and semi-
implicit difference schemes. Calculate Ci(ui) by (25).
Step 3 If |Ci(ui)−Mdi | > ε, goto step 5; else let u∗i := ui.
Step 4 If i ≥ L1, u∗i , i = 1, 2, . . . , L1, are the optimal solutions, stop; else let i := i+ 1, ui := ui−1, goto step 2.
Step 5 If Ci(ui) > Mdi , let ui := ui +1u, goto step 2; else goto step 6.
Step 6 If ui ≥ ui−1, let ui := ui −1u, goto step 2; else let ui := ui−1, goto step 4.
Due to the monotonicity of Ti(·, ·; ui) in ui ∈ [1, 30], Ci(ui) defined by (25) is also monotone in ui ∈ [1, 30]. Furthermore,
{u∗i } is a monotone sequence. Therefore, the above algorithm is convergent.
6. Numerical results and conclusion
By the above optimization algorithm, we obtained the ice thickness as listed in Table 1 and shown in Fig. 2.
Table 1
The sea ice thickness u(t) (meter) at time t (days from 2003/10/01).
t [1, 16] [17, 23] [24, 34] [35, 52] [53, 62] [63, 73] [74, 83] [84, 99] [100, 103] [104, 120]
u(t) 3.92 4.01 4.1 4.17 4.2 4.24 4.3 4.36 4.38 4.4
Fig. 3 shows the comparison between computational curves and measured results of sea ice temperatures from
August, 2003 to April, 2004, where the deep and shallow curves represent the calculated and the measured temperatures,
respectively.
In this paper, we established a coupled distributed parameter system of Arctic temperature field and presented a
parameter identification problem by approximating the computational results to the measured data. By the application
of a numerical optimization algorithm to the temperature system of Arctic sea ice, we obtained the characteristics of the sea
ice thickness and temperatures.
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Fig. 2. The changes of sea ice thickness.
Fig. 3. Comparison between computational curves and measured results of sea ice temperatures.
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