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For intermediate sized chemical systems the use of an auxiliary basis set ABS to fit the charge
density provides a useful means of accelerating the performance of various quantum chemical
methods. As a consequence much effort has been devoted to the design of various ABSs. This paper
explores a fundamentally new approach where the ABS is created dynamically based on the specific
orbital basis set OBS being used. The new approach includes a parameter that is used to coalesce
candidate fitting functions together but which can also be used to provide some coarse grain control
over the number of functions in the ABS. The accuracy of the new automatically generated ABS
auto-ABS is systemically studied for a variety of small systems containing the elements H–Kr.
Errors in the Coulomb energy computed using auto-ABS and with a variety of OBSs are shown to
be small compared to errors in the Hartree-Fock energy due to incompleteness in the OBS. In
contrast to fixed size ABSs, the use of auto-ABS is shown to lead to smaller errors as the size
quality of the OBS is expanded. The performance of auto-ABS is also compared with the use of
the recently proposed universal fitting sets Weigend, Phys. Chem. Chem. Phys. 8, 1057 2006 for
180 compounds containing atoms from H to Kr. © 2007 American Institute of Physics.
DOI: 10.1063/1.2752807
I. INTRODUCTION
In many implementations of the Kohn-Sham density
functional theory KS-DFT the electronic density r is
expressed in terms of a product of one-particle atom-centered
basis functions r and r
r = 

N
Drr , 1
where D is an element of the density matrix and there are
a total of N functions in the orbital basis set OBS. The
Coulomb energy EJ is then given by
EJ =
1
2  dr1 dr2r1r2r12 = 12 
N
DD ,
2
with   being a two-electron repulsion integral.
Formally evaluation of Eq. 2 scales as the fourth power
of the number of basis functions ON4. For large systems,
however, the use of a finite number of atom-centered basis
functions that fall off exponentially with distance reduces
overall scaling to ONatoms
2 , where Natoms is the number of
atoms in the system. And this may be further reduced to
ONatoms through the use of techniques such as the fast mul-
tipole method FMM.1,2 For small systems that run using
modern processors, the absolute time required for the ON4
operations is insignificant. But between these two extremes
there exists an important class of intermediate sized systems
that are too small to gain greatly from sparsity and linear
scaling approaches but large enough that the evaluation of
Coulomb interactions dominates the cost of performing the
KS calculation. For these systems an attractive alternative is
the use of an auxiliary basis set ABS to fit the density, i.e,
r  ˜r = 

cr , 3
where ˜r is the fitted density, c is a fitting coefficient, and
r is a function in the ABS. In terms of the fitted density,
the evaluation of the Coulomb energy is now an ON2 pro-
cess, albeit an ON2 process where N is now the number of
functions in the ABS NABS and this may be larger than the
number of functions in the orbital basis set NOBS. More
precisely, when using a fitting basis set the overall computa-
tional cost will scale as ON3 due, for example, to the need
to evaluate various three-center integrals when forming the
KS matrix or as has been done in this work through the use
of a singular value decomposition in order to determine the
fitting coefficients. Regardless of these details, when using a
fitting basis minimizing the size of the ABS while maintain-
ing an acceptable overall level of accuracy has significant
performance advantages. Although, the effort directed to-
wards achieving this goal should be tempered by the relative
costs associated with performing all the other operations in-
volved in a DFT calculation that are not related to the use of
a fitting basis set. Specifically the two other dominate opera-
tions are the numerical integration required to evaluate the
exchange-correlation term and the diagonalization of the KS
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matrix. Therefore a better objective is to design an ABS that
reduces the cost of the Coulomb evaluation until it becomes
substantially less that the cost of these other terms while also
giving an acceptable level of accuracy.
Given the potential speed advantage associated with fit-
ting the density, much work has been done to determine suit-
able fitting basis sets and also the process by which the fit-
ting coefficients are obtained.3–12 This paper focuses on the
former. In this respect one obvious approach is to use the
same basis set for fitting as is used for the OBS. This has the
advantage that it is already specified as part of the original
computation and is obviously of the same size. There are,
however, two good arguments against this approach. First,
the density depends on the square of the wave function, thus
any density attributed to a given orbital basis function will in
principle require a fitting function with double the exponent
in order for it to be properly described. Second, the density
given in Eq. 1 involves products of pairs of basis functions,
implying that fitting functions with higher angular moment
will be required e.g., the product of a px and a py functions
located on the same center is a dxy function again located on
the same center. Both arguments are not, however, clear cut
in that for a multiatom system it is possible for fitting func-
tions on adjacent centers to partially compensate for defi-
ciencies in the fitting basis on another center.
In spite of the limitations outlined above, Artemyev et
al.13 have recently studied the use of the Dunning polarized
correlation consistent basis sets cc-pVXZ, X=D, T, Q, 5,
and 6 Refs. 14 and 15 as both the OBS and ABS when
computing DFT and Hartree-Fock HF total energies and
molecular properties for a variety of systems. Their study
showed that it is possible to obtain a reasonable accuracy
when using a cc-pVXZ OBS as the ABS, but to obtain best
results it is advisable to use a higher value of X for the ABS
than for the OBS.
The alternative approach is to use a fundamentally dif-
ferent ABS compared to the OBS. An early work in this
direction was carried out by Andzelm and co-workers in the
context of the DGAUSS program and led to the development
of several different ABSs including the popular A1, A2, and
P1 sets for use with polarized double-zeta valence DZVP,
DZVP2, and triple-zeta valence16 TZVP and split-valence
6-31G*, 6-31G**, etc.,17,18 OBSs respectively.19,20 Mean-
while, Eichkorn et al. have over the years developed a series
of ABSs that are based on a three-parameter even-tempered
expansion that are widely used with the TURBOMOLE
program.3,4 Their work means that accurate ABSs that are
consistent with various basis sets up to polarized triple zeta
are now available for most elements.5
While carefully crafted fitting sets are extremely valu-
able, the problem with this approach is that the resulting
ABS is designed to work best with a specific OBS or perhaps
a small number of OBSs, and there is no systematic way of
improving the fitting set as the OBS is improved. One way to
address this problem is to design fitting sets that are of suf-
ficiently good quality that they can be used with virtually all
OBSs; this is essentially the philosophy behind the recently
proposed “universal” Coulomb fitting basis sets developed
by Weigend.6 The disadvantages with this approach are that
it may lead to an overly large ABS when the OBS is rela-
tively small e.g., compared to the DGAUSS A1 sets16, and as
noted by Weigend,6 this approach may not be possible when
fitting other quantities beside the total density such as re-
quired by the RI-MP2/CC2 Refs. 7–12 and RI-K Ref. 5
methods.
In light of the above, it is pertinent to explore a funda-
mentally different approach to the design of fitting basis sets;
one in which the fitting set is generated automatically based
on the supplied OBS. This has the advantage of being highly
adaptive, and also of removing the need to define another
basis as part of the calculation specification. Such an ap-
proach was introduced in GAUSSIAN03 Ref. 21 and is avail-
able though the use of the “auto” keyword when performing
DFT calculations. The aim of this paper is to detail this
method hereafter referred to as auto-ABS and to begin to
explore its accuracy.
As discussed above when creating an ABS it is advanta-
geous to minimize the size of the basis set as this will mini-
mize the cost of the ensuing computation. This goal must,
however, be balanced by the desire to obtain accurate results.
This begs the question of when is a result generated using a
fitting basis accurate enough. In this respect we argue that for
most computations the ABS is accurate enough if the errors
induced through the use of a particular ABS are at least one
order of magnitude less than the errors associated with the
incompleteness in the OBS. In terms of the number of func-
tions used in the ABS, some have argued that it is desirable
to have NABS3NOBS.12 We agree that this is a desirable
goal, but consider this to be secondary to the aim of obtain-
ing the desired relative accuracy from a given OBS/ABS
combination and, as mentioned above, this goal should be
moderated by the cost of other terms involved in performing
a KS-DFT calculation.
To assess the accuracy of the auto-ABS procedure we
consider published data for numerical HF calculations per-
formed on a variety of atomic and small molecular
systems;22–24 these data provide a convenient test set that can
be used to compare errors associated with basis set incom-
pleteness with errors associated with the use of a fitting basis
set. Several different OBSs are considered and the results
obtained using auto-ABS compared with those obtained us-
ing the DGAUSS A1 and A2 constant-sized ABS and also with
those obtained when using the cc-pVXZ X=Q, 5, and 6
basis sets as fitting sets. In addition we also compare the
results obtained from auto-ABS DFT calculations with those
given by Weigend6 when using his universal fitting basis sets
for 180 compounds containing H to Kr elements.
In the following section we present the algorithm used to
automatically generate the ABS. In Sec. III we provide de-
tails of the computations performed as part of this work.
Sections IV–VI present our results, investigate how the size
of the auto-ABS scales with the size of the OBS, and com-
pare auto-ABS with the use of universal fitting basis sets.
Section VII contains our conclusions and discusses the rela-
tive performance when using density fitting.
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II. AUTOMATIC GENERATED COULOMB FITTING
BASIS SET
In developing the automatic procedure to generate the
fitting basis two key design choices were made: a That the
fitting basis would not use contractions and b that for any
given exponent value the fitting basis will use all angular
momentum types up to some specific angular moment value
associated with that exponent. Both these design decisions
were made in order to simplify the process of generating the
fitting set. Full details of the process by which the fitting set
is generated are given below,
1 The following parameters are defined:
i lval is an integer where the value of which depends
on the atomic number of a particular atom. For
atomic numbers in the ranges of 1–2, 3–18, 19–54,
and 	54, lval takes the values of 0, 1, 2, and 3,
respectively.
ii lMAXINC is an integer where the value of which is
used to control the maximum angular momentum
allowed for a given fitting function.
iii fsam is a floating point variable used to combine
functions, controlling both the size and quality of
the ABS.
2 All basis functions located on a given center and re-
gardless of the angular momentum type are treated to-
gether as one group.
3 Within each group all functions are uncontracted and
the exponents of the constituent primitive Gaussians
are considered separately.
4 All Gaussian functions in the group are ordered in de-
creasing magnitude of their exponent regardless of the
angular momentum type. These functions are now
considered as candidates for the ABS on that atomic
center.
5 The maximum angular moment value of all candidate
functions is defined as lOBS
max
. The maximum value for
the ABS on this center lABS
max  is then defined as the
larger of either lOBS
max + lMAXINC or 2lval.
6 The values of the exponents for all the candidate func-
tions are doubled.25
7 The fitting function with the largest exponent is moved
from the candidate list to a trial function set and the
value of this exponent set as the reference value.
8 If there is at least one candidate fitting function remain-
ing, all other trial fitting functions for which the ratio of
the exponent reference value divided by the value of
their exponent is smaller than fsam are moved from the
candidate basis set to the trail function set.
9 The geometric average over the exponents of all func-
tions in the trial set is calculated. The angular moment
of this function is set to the maximum angular moment
of any primitive in the current trial set and the previous
ABSs. If the resulting angular moment value is larger
than lABS
max
, then it is reset to lABS
max
. A function with this
exponent and angular moment values is then included
in the ABS. The set of trial fitting functions is cleared.
10 The algorithm returns to 7 if there are remaining can-
didate fitting functions.
11 At this point the ABS for a given center is complete. If
there are more centers to consider the algorithm returns
to 4.
As evident from above, there are two parameters con-
trolling the size and quality of the generated ABS: lMAXINC
and fsam. In the first case lMAXINC limits the maximum angu-
lar momentum type that will be used in the fitting set, and for
GAUSSIAN03 this parameter is set to 1. This means that in step
5 the angular momentum of the fitting basis will be limited
to be either double the angular momentum of the highest
filled ground state shell for that center i.e., 2lval or one
higher than the angular momentum of the basis function cur-
rently being considered i.e., lOBS
max + lMAXINC with lMAXINC=1.
Thus for a minimal basis set with lMAXINC=1 the algorithm
imposes no limit on the angular momentum of the ABS, but
for a polarized basis set the ABS is constrained to angular
momentum functions that are at most one greater than that of
the highest angular momentum polarization function on that
center. Obviously increasing lMAXINC will dramatically in-
crease the number of functions in the ABS and, as will be
evident from the results presented here, a value of 1 for this
parameter appears to be adequate for the elements considered
here.
The second parameter fsam accounts for the fact that
within some exponent range multiple functions of a given
angular momentum type located on the same center are ef-
fectively trying to describe the same density, and will pro-
vide little overall improvement in the quality of the fit. In-
deed if the difference between the exponents becomes too
small the fitting basis will be deemed to be linearly depen-
dent, causing one or more of these functions to be removed
effectively as part of the singular value decomposition that
is used to derive the fitting coefficients. In GAUSSIAN03 a
value of 1.5 is used for fsam. In comparison to lMAXINC vary-
ing fsam provides a finer control of the number of functions in
the ABS, with larger values of fsam tending to give rise to
fewer functions and a lower quality fit. The effect of varying
fsam is explored in Sec. V.
One other point to note is that from the specification of
step 9 it is evident that the angular momentum of the fitting
basis on a given center will increase monotonically as the
exponent values decrease. This design decision was taken
deliberately in order to account for basis sets where there are
high angular momentum functions or clusters of functions
with well separated exponent values, such as can be found in
some transition metal basis sets. Without this restriction a
fitting basis could have multiple maxima in its angular mo-
mentum values, yet the density in Eq. 1 that is associated
with the product of these functions will clearly require a
fitting function of the same angular momentum but with in-
termediate exponent values. A possible relaxation of this rule
would be to allow just one maximum in the angular momen-
tum of the fitting set on any given center. A preliminary
investigation showed that this may be possible for some ba-
sis sets but will not be considered here since the present
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work aims to provide the first evaluation on the accuracy of
the automatic generation algorithm of fitting basis.
III. COMPUTATIONAL DETAILS
In the present work, all the calculations have been per-
formed using the development version of GAUSSIAN GDV.
Three groups of ABS were considered. The first group uses
auto-ABS with the default fsam value of 1.5 unless otherwise
defined. The second group uses the DGAUSS A1 and A2 ABSs
implemented in GDV as DGA1 and DGA2;19,20 these fitting
sets were designed to work best with the DZVP and DZVPP
OBSs.16 The last group uses the Dunning correlation consis-
tent basis sets, cc-pVXZ with X=Q, 5, and 6,14,15 as these
are known to constitute a series of systematically expanded
basis sets and have been proposed by Artemyev et al. for use
as ABSs.13
A wide range of the different types of OBS are consid-
ered, including split valence sets, such as the popular 6-31g*
and 6-311g** sets, the DGAUSS DGDZVP and DGTZVP
Refs. 17 and 18 sets, the split-valence polarized SVP and
TZVP sets of Schäfer et al.,26,27 and the Dunning cc-pVXZ 
X=D, T, Q, and 5 correlation consistent basis sets.14,15 The
nonrelativistic all-electron correlation consistent basis sets
are used for 3d transition metals.28
In some cases density matrices obtained from self-
consistent-field HF calculations have been used as input to
the density fitting procedure, in spite of the fact that Cou-
lomb fitting is more often used in DFT calculations. In part
this is because there is a wide variety of DFT functionals and
this removes any ambiguity over which one is used, but also
because we wished to compare differences between finite
basis set HF energies and numerical HF energies,22–24 with
differences in the corresponding finite basis set Coulomb en-
ergies when computed with and without the use of a fitting
basis. The HF energy error 
EHF is defined as the differ-
ence between the HF total energy evaluated using a specific
finite basis set EHF and the HF limit energy obtained from
numerical HF calculations Elim. The Coulomb energy fit-
ting error 
EDF-J is defined as the difference between the
Coulomb energy when computed with EDF-J and without
ECoul density fitting for the same OBS.
Using the results from numerical HF calculations the
errors associated with the basis set incompleteness and den-
sity fitting were investigated for several atoms from H to Kr,
the following diatomic molecules H2, N2, BH, HF, BF, CO,
and NO+, and for the H2O and CH2O polyatomic systems.
This series of molecules has been considered to be useful
when studying the basis set convergence in HF calculations29
as it covers a broad spectrum of systems ranging from non-
polar to polar and from singly bonded to triply bonded, and
are systems that have different weights for the HF determi-
nant in the corresponding full configuration interaction wave
functions. Geometries for these diatomic and polyatomic
systems were taken from Ref. 29.
For molecular systems beyond Ne limited numerical HF
data are available, thus only comparisons between the results
computed with and without a fitting basis were possible. The
following systems were chosen: Na3P, NaCl, Al2S3, Cl2,
Cu2, As4, Se8, Br2, Al2O3, GaCl3, SiO2, and As4S4, as they
have been used in a previous study on density fitting6 and are
a mixture of molecules where the atoms come from just one
row of the Periodic Table as well as mixed row systems.
Geometries for these systems were taken from Ref. 6.
As well as computing errors in the Coulomb energies
when evaluated using a fitting basis set at equilibrium geom-
etries, we have also computed errors in atomization energies
when evaluated using density fitting and the BP86
functional.30–32 The latter represents a much harder challenge
for density fitting as it requires that the fitting basis give a
balanced treatment to both the combined molecule and the
separated atoms; yet for the combined molecule deficiencies
in the fitting basis for any given atom it can be partially
compensated for by the fitting functions on an adjacent atom.
To assess the effect of auto-ABS on properties other than
the total energy we have calculated structural and electronic
properties for a subset of the molecules given above with and
without density fitting when using the BP86 functional.30–32
Finally we have explored the effect of changing param-
eter fsam on the size and quality of the auto-ABS by calcu-
lating the Coulomb fitting error for H2O and CH2O as a
function of fsam and also by comparing the results obtained
using auto-ABS for a variety of different fsam values with
those obtained by Weigend when using universal fitting basis
sets.6 For the latter comparison we have restricted our com-
parison to the 180 compounds from the Weigend set 311
molecules that contain only elements from H–Kr. The struc-
tures for these systems were taken from the supplementary
material associated with Ref. 6, as are the values of the en-
ergies obtained using the universal fitting sets.
IV. RESULTS
The errors in the HF total energy resulting from the in-
completeness in the OBS 
EHF and the fitting errors

EDF-J that occur when the Coulomb energies are com-
puted using the auto-ABS procedure are shown in Table I for
selected atoms from H to Kr and for a variety of OBSs. The
table is organized such that all atoms in a given column have
the same number of unpaired electrons in their outer shell,
while rows represent rows in the Periodic Table. Also shown
are the numbers of functions in the various OBSs and ABSs.
For a given OBS as we move across the Periodic Table
the number of contracted functions typically remains fairly
constant, but the number of occupied orbitals increases. Thus
we find that the difference between the HF energy and the
HF limit 
EHF tends to increase along each row of Table I.
In contrast, the number of functions in the auto-ABS fluctu-
ates substantially along any given row. For example, for Li,
N, and Ne and the 6-31g* basis set the numbers of functions
in the corresponding auto-ABSs are 85, 70, and 78, respec-
tively; variations reflect the fact that the final form of the
auto-ABS depends on the exponents of the primitive func-
tions in each OBS not just the number of contracted or
primitive functions and these values differ for each of these
elements. In going down each column in Table I although the
elements have the same number of valence electrons the size
of the auto-ABS increases markedly. For example, from N to
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P to As and for the 6-31g* basis set the number of functions
in the auto-ABSs goes from 70 to 95 to 289, respectively.
Comparing the size of the error due to basis set incom-
pleteness 
EHF with the error due to the fitting of the Cou-
lomb energy 
EDF-J we see that in almost all cases 
EDF-J
is more than an order of magnitude less than 
EHF. The
exceptions are for some of the “double-zeta quality” nitrogen
and phosphorus basis sets and the cc-pVTZ krypton set. In
all cases, however, as the basis set is expanded 
EDF-J drops
to become less than one order of magnitude smaller than

EHF.
It is important to note that for these atomic calculations
symmetry dictates that errors in Table I due to basis set in-
completeness arise solely from the failure of the OBS to
correctly describe the s orbital space for elements H–Li, the
s and p orbital spaces for elements N–Ar, and the s, p, and d
orbital spaces for Cu–Kr. Thus although we see a systematic
reduction in 
EHF when going from a cc-pVDZ to the cc-
pV5Z basis set, this is due only to an improved description
of the occupied s orbital space for H–Li, the occupied s and
p orbital spaces for N–Ar, and occupied s, p, and d orbital
spaces for Cu–Kr. For the ABS this situation is a little dif-
TABLE I. Number of functions in the OBS NOBS and ABS NABS, errors in the HF energy due to basis set incompleteness 
EHF, in mEh, and the error
in the Coulomb energy 
EDF-J, in mEh using auto-ABS with fsam=1.5 for atoms H, He, Li, N, Ne, Na, P, Ar, Cu, As, and Kr and for a variety of popular
OBSs.
NOBSNABS 
EHF 
EDF-J NOBSNABS 
EHF 
EDF-J NOBSNABS 
EHF 
EDF-J
H Elim=−0.500 000 hartree He Elim=−2.861 680 hartree
6-31G* 24 1.767 −0.035 24 6.520 −0.181
6-311G** 638 0.190 −0.003 621 1.785 −0.023
SVP 537 0.722 −0.014 520 6.520 −0.077
TZVP 629 0.190 −0.008 629 1.785 −0.092
DGDZVP 25 1.801 −0.012 26 1.119 −0.007
DGTZVP 629 0.953 −0.061 ¯ ¯ ¯
cc-pVDZ 537 0.722 −0.013 528 6.520 −0.207
cc-pVTZ 1458 0.190 −0.013 1475 0.527 −0.017
cc-pVQZ 30127 0.054 −0.002 30136 0.166 −0.002
cc-pV5Z 55252 0.005 0.000 55255 0.055 −0.001
Li Elim=−7.432 727 hartree N Elim=−54.400 934 hartree Ne Elim=−128.547 098 hartree
6-31G* 1585 1.358 −0.012 1570 18.623 −0.926 1578 72.691 −0.716
6-311G** 18103 0.722 −0.008 1887 6.198 −1.525 18103 24.545 −0.364
SVP ¯ ¯ ¯ 1485 68.009 −0.068 1469 170.691 −3.304
TZVP ¯ ¯ ¯ 1988 1.759 −0.051 1988 5.605 −0.045
DGDZVP 1170 3.766 −0.007 1487 18.082 −0.254 1471 42.473 −0.350
DGTZVP ¯ ¯ ¯ 18128 8.172 −0.002 ¯ ¯ ¯
cc-pVDZ 1487 0.307 −0.004 1470 12.520 −1.639 1470 58.322 −4.970
cc-pVTZ 30132 0.048 −0.008 30131 3.576 −0.058 30147 15.236 −0.163
cc-pVQZ 55248 0.032 −0.000 55248 0.758 −0.003 55248 3.628 −0.014
cc-pV5Z 91385 0.004 −0.000 91384 0.082 −0.001 91384 0.328 −0.002
Na Elim=−161.858 912 hartree P Elim=−340.718 780 hartree Ar Elim=−526.817 513 hartree
6-31G* 19129 17.510 −0.087 1995 28.794 −0.192 19147 43.768 −0.114
6-311G** 36114 13.028 −0.070 36105 11.732 −0.137 26155 10.887 −0.190
SVP 1092 66.302 −0.460 1079 121.412 −1.354 18104 194.128 −3.204
TZVP 14111 7.158 −0.053 14105 9.265 −0.053 22149 14.849 −0.414
DGDZVP 18121 46.520 −0.143 1895 70.131 −0.738 18138 99.793 −0.106
DGTZVP ¯ ¯ ¯ 2296 35.534 −0.112 22138 50.242 −0.215
cc-pVDZ 18121 5.885 −0.114 1898 9.766 −2.773 18133 17.648 −0.478
cc-pVTZ 34227 0.916 −0.009 34142 2.796 −0.061 34167 4.379 −0.274
cc-pVQZ 59276 0.236 −0.002 59191 0.445 −0.003 59301 0.733 −0.005
cc-pV5Z 95470 0.236 −0.002 95223 0.103 −0.005 95373 0.171 −0.017
Cu Elim=−1638.963 741 hartree As Elim=−2234.238 654 hartree Kr Elim=−2752.054 976 hartree
6-31G* 36315 324.056 −0.524 30289 2266.493 −0.084 30298 2806.416 −0.254
6-311G** 46289 186.020 −0.455 44305 86.887 −0.125 44305 92.623 −0.173
SVP 24354 275.413 −0.676 32288 322.541 −0.603 32288 385.097 −1.057
TZVP 33339 43.768 −0.214 36389 46.166 −0.062 36389 52.896 −0.063
DGDZVP 24288 440.091 −1.866 27363 554.992 −0.129 27363 618.390 −0.119
cc-pVDZ ¯ ¯ ¯ 27289 72.535 −0.076 27289 80.104 −0.338
cc-pVTZ 63531 1.815 −0.025 43332 2.641 −0.102 43332 2.855 −0.332
cc-pVQZ 104674 0.127 −0.001 68504 0.232 −0.008 68515 0.262 −0.009
cc-pV5Z 153907 0.016 −0.001 104611 0.054 −0.001 104636 0.059 −0.001
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ferent. First, it is not just improvements to the occupied or-
bital space that are important for the ABS, as it may require
higher order functions in order to fit the product of density in
the occupied orbitals. Second, generating the ABS improve-
ments to the occupied orbital space arises not only due to the
expansion of the OBS but also because auto-ABS mandates
that for any given exponent in the OBS fitting functions all
angular momenta up to some given maximum are included in
the ABS. This means that even if the s and p spaces of the
OBS remain constant adding higher angular momentum
functions to the OBS will almost always lead to more s and
p functions in the ABS. For this reason it might be expected
that for these atomic systems as the OBS is improved 
EDF-J
will converge faster than 
EHF, and for most atoms this ap-
pears to be the case.
For diatomic and polyatomic systems symmetry has a
much smaller impact on which angular moment functions
can or cannot contribute to the HF wave function. Also, as
mentioned previously, it is now possible for deficiencies in
the fitting set on a given site to be compensated for by the
fitting functions on an adjacent site or sites. Hence for the
first-row diatomic and polyatomic systems given in Table II,
we now find just one molecule where 
EDF-J does not meet
the criteria of being less than one order of magnitude smaller
than 
EHF. This is for H2 evaluated using the 6-31G* and
DGDZVP basis sets. This molecule should, however, be
treated as a special case since both these OBSs and their
corresponding ABSs have only s functions, yet clearly a
p-type function is required to represent the density associated
with the product of two s functions located on different H
centers. When H bonds to an atom with higher angular mo-
mentum functions this problem goes away, with the errors
for all other H containing diatomic and polyatomic systems
being significantly smaller. Also, while there were two nitro-
gen atom OBSs in Table I where 
EDF-J was larger than we
might have wanted, for the two nitrogen containing diatomic
systems this is no longer true.
In Fig. 1 we plot, as a function of the OBS size, the
Coulomb fitting errors and atomization errors obtained for
the H2O and CH2O polyatomic systems when evaluated us-
ing auto-ABS, the DGA2 fitting set, and when using the
cc-pV6Z basis as a fitting set. The same ten OBSs as given in
TABLE II. Number of functions in the OBS NOBS and ABS NABS, errors in the HF energy due to basis set incompleteness 
EHF, in mEh, and errors in
the Coulomb energy 
EDF-J, in mEh using auto-ABS with fsam=1.5 for diatomic molecules H2, BH, HF, N2, CO, BF, and NO+ and polyatomic molecules
H2O and CH2O and for a variety of popular OBSs.
NOBSNABS 
EHF 
EDF-J NOBSNABS 
EHF 
EDF-J NOBSNABS 
EHF 
EDF-J
H2 Elim=−1.133 630 hartree BH Elim=−25.131 639 hartree HF Elim=−100.070 820 hartree
6-31G* 48 6.887 −0.967 1790 13.400 −0.106 1783 67.957 −0.137
6-311G** 1276 1.160 −0.001 24125 4.223 −0.042 24141 24.468 −0.063
SVP 1074 4.728 −0.003 19122 32.464 −0.042 19106 138.325 −0.340
TZVP 1258 1.094 −0.002 25117 2.160 −0.022 25117 9.377 −0.021
DGDZVP 410 6.433 −0.918 16117 11.178 −0.088 1676 48.266 −0.248
DGTZVP 1258 1.251 −0.009 ¯ ¯ ¯ 24150 18.704 −0.004
cc-pVDZ 1074 4.921 −0.004 19116 6.307 −0.050 19107 51.407 −0.482
cc-pVTZ 28116 0.669 −0.001 44189 1.706 −0.007 44205 12.807 −0.025
cc-pVQZ 60254 0.171 −0.000 85364 0.344 −0.000 85375 3.133 −0.001
cc-pV5Z 110504 0.022 −0.000 146636 0.083 −0.000 146636 0.388 −0.001
N2 Elim=−108.993 810 hartree CO Elim=−112.790 950 hartree BF Elim=−124.168 850 hartree
6-31G* 30140 50.746 −0.494 30133 53.629 −0.398 30165 65.671 −0.043
6-311G** 36174 23.817 −0.596 36174 22.922 −0.585 36190 32.112 −0.162
SVP 28170 141.116 −0.074 28154 145.027 −0.364 28154 165.968 −0.398
TZVP 38176 13.922 −0.068 38176 13.857 −0.037 38176 12.386 −0.029
DGDZVP 28174 52.620 −0.144 28174 50.042 −0.057 28183 57.163 −0.053
DGTZVP 36256 32.578 −0.002 36249 29.601 −0.004 ¯ ¯ ¯
cc-pVDZ 28140 39.257 −0.788 28140 41.658 −0.637 28149 61.379 −0.658
cc-pVTZ 60262 9.717 −0.018 60278 10.595 −0.011 60278 12.995 −0.017
cc-pVQZ 110496 2.075 −0.001 110496 2.093 −0.001 110485 2.863 −0.001
cc-pV5Z 182768 0.390 −0.001 182776 0.328 −0.001 182768 0.395 −0.001
NO+ Elim=−128.977 780 hartree H2O Elim=−76.067 460 hartree CH2O Elim=−113.923 520 hartree
6-31G* 30133 70.144 −0.383 1971 56.930 −0.338 34141 57.967 −0.323
6-311G** 36174 31.781 −0.918 30163 21.011 −0.104 48250 25.498 −0.183
SVP 28154 177.031 −0.325 24143 106.445 −0.194 38228 144.849 −0.171
TZVP 38176 19.694 −0.063 31146 11.187 −0.019 50234 14.160 −0.025
DGDZVP 28158 66.848 −0.136 1881 47.179 −0.252 32184 52.440 −0.068
DGTZVP 36249 42.312 −0.003 30179 18.074 −0.006 48307 27.389 −0.005
cc-pVDZ 28140 50.817 −0.972 24144 40.661 −0.169 38214 47.085 −0.242
cc-pVTZ 60278 12.660 −0.013 58263 10.291 −0.007 88394 11.524 −0.006
cc-pVQZ 110496 2.587 −0.001 115502 2.625 −0.000 170750 2.513 −0.000
cc-pV5Z 182776 0.364 −0.001 201896 0.3697 −0.000 2921280 0.293 −0.000
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Table I are used. The results clearly show that errors in the
fitted Coulomb energy are roughly constant for each fixed
sized ABS. For example, 
EDF-J for DGA2 and cc-pV6Z
have similar values for all OBSs, even though the former is
optimized for the DGTZVP OBS and the latter is normally
used as an OBS. This observation agrees well with other
studies which suggest that the size of the fitting error is
largely independent of the size of the particular OBS being
used.13 For auto-ABS, however, the errors have an overall
downward trend as the number of functions in the OBS is
increased, indicating that auto-ABS appears to have conver-
gence properties that mirror those of the OBS.
For these two molecules the atomization energies

EDF-A show similar trends to those for 
EDF-J Fig. 1,
with errors that are roughly constant for each of the fixed
sized ABSs but that decrease for auto-ABS as the number of
functions in the OBS increases. As mentioned above com-
puting atomization energies is a far harder test of the quality
of a fitting basis compared with computing the Coulomb
error, thus it is not surprising that the values for 
EDF-A
obtained using auto-ABS are always slightly larger than the
corresponding 
EDF-J values. In comparison to the fixed
sized ABS, auto-ABS shows larger 
EDF-A values for the
small OBS sets but smaller values for the larger ABSs.
FIG. 1. The dependence of the HF Coulomb energy fitting error 
EDF-J and the atomization energy fitting error 
EDF-A on the size of OBS NOBS for the
auto-ABS, DGA1, DGA2, and cc-pVXZ X=Q, 5, and 6 fitting sets for polyatomic molecules a H2O and b CH2O.
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To further illustrate the convergence properties of auto-
ABS, we plot in Fig. 2 the dependence of 
EDF-J on the size
of the generated ABS and contrast this with the errors ob-
tained when using the DGA1 and DGA2 fitting sets and also
when using the cc-pVXZ series as a fitting set. The results
show that between the two DGA sets 
EDF-J decreases much
faster than between the members of the cc-pVXZ series, but
this might be expected given that the former are optimized
for the purpose of density fitting while the latter were origi-
nally intended for use as OBSs. In comparison, the trend
observed for auto-ABS appears to be closer to that found
between DGA1 and DGA2 rather than for that observed be-
tween the members of the cc-pVXZ series.
In Table III values for 
EDF-J and 
EDF-A evaluated us-
ing auto-ABS and for four cc-pVXZ X=D, T, Q, and 5
OBSs are given for selected molecules containing heavier
atoms. For these systems numerical Hartree-Fock data are
not available so a comparison is made between the results
computed with and without density fitting. This shows that as
we move along the cc-pVXZ series the values of both 
EDF-J
TABLE III. The fitting error per atom in mEh in the Coulomb energy 
EDF-J and atomization energy

EDF-A computed using auto-ABS for cc-pVXZ X=D, T, Q, and 5 OBSs and the following compounds:
Na3P, NaCl, Al2S3, Cl2, Cu2, As4, Se8, Br2, Al2O3, GaCl3, SiO2, and As4S4.

EDF-J 
EDF-A
cc-pVDZ cc-pVTZ cc-pVQZ cc-pV5Z cc-pVDZ cc-pVTZ cc-pVQZ cc-pV5Z
Second-row to second-row molecules:
Na3P 0.399 0.023 0.003 0.003 0.556 0.000 0.000 0.000
NaCl 0.267 0.103 0.017 0.002 0.181 0.020 0.007 0.002
Al2S3 1.337 0.051 0.005 0.004 1.800 0.004 0.001 0.001
Cl2 1.103 0.201 0.030 0.004 0.294 0.049 0.011 0.002
Third-row to third-row molecules
Cu2 ¯ 0.114 0.008 0.002 ¯ 0.003 0.002 0.000
As4 0.174 0.098 0.023 0.006 0.029 0.015 0.001 0.001
Se8 0.179 0.149 0.014 0.006 0.002 0.039 0.000 0.002
Br2 0.253 0.232 0.023 0.006 0.019 0.043 0.009 0.002
Mixed row molecules
Al2O3 0.693 0.013 0.003 0.001 0.171 0.007 0.001 0.001
GaCl3 0.342 0.168 0.031 0.007 0.288 0.041 0.010 0.001
SiO2 0.692 0.016 0.002 0.002 0.036 0.007 0.000 0.001
As4S4 1.493 0.112 0.012 0.006 0.684 0.008 0.001 0.001
FIG. 2. The dependence of the HF Coulomb energy fitting error 
EDF-J on the size of ABS NABS for the auto-ABS, DGA1, DGA2, and cc-pVXZ X
=Q, 5, and 6 fitting sets for polyatomic molecules a H2O and b CH2O.
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and 
EDF-A systematically decrease towards 10−3 mEh or
less for all compounds; this is similar to the trend observed
for first-row molecules. What is perhaps a little surprising is
the fact that the values for 
EDF-A are often smaller than the
corresponding 
EDF-J values, and this is particularly true for
the larger basis sets. This indicates that for these systems the
errors in the auto-ABSs are well balanced between equilib-
rium and the dissociated limit.
To briefly assess the effect of density fitting on structural
and electronic properties Table IV compares the optimized
structures, dipole moments, and quadrupole moments com-
puted for selected molecules containing elements H–Kr with
the cc-pVXZ OBSs and using the BP86 functional.30–32
These results show that the errors due to density fitting de-
crease as the quality of the OBS is improved, and when
using the cc-pVTZ OBS the errors are already below 0.1 pm
for bond lengths, 0.05° for bond angles, and 0.01 D or D/Å
for dipole and quadrapole moments, respectively.
V. EFFECT OF fsam ON THE SIZE AND QUALITY OF
AUTO-ABS
The main parameter controlling the size of auto-ABS is
fsam, and as mentioned above in the current released version
of GAUSSIAN03 a value of 1.5 was chosen. Increasing the
value of fsam is expected to lead to a decrease in the number
TABLE IV. The maximum errors 
DF in bond lengths d in pm, angles  in deg, dipole moments  in D, and selected quadrupole moments zz in
D/Å at optimized structures for selected molecules containing atoms H–Kr using the auto-ABS in conjunction with cc-pVXZ X=D, T, Q, and 5 OBSs.
Systems Properties
cc-pVDZ cc-pVTZ cc-pVQZ cc-pV5Z
No DF 
DF No DF 
DF No DF 
DF No DF 
DF
First-row to first-row molecules
H2O d 97.810 0.020 97.070 0.000 96.970 0.000 96.970 0.000
 101.753 −0.038 103.585 −0.003 103.973 0.000 104.207 0.000
CH2O d 121.410 0.030 120.950 0.000 120.830 0.000 120.850 0.000
 114.789 0.020 115.663 0.000 115.825 0.000 115.966 0.000
 1.946 0.001 2.151 0.000 2.196 0.000 2.227 0.000
zz −14.036 0.001 −14.502 0.000 −14.673 0.000 −14.772 0.000
Second-row to second-row molecules
Na3P d 261.340 0.240 260.840 0.030 260.180 0.030 259.850 0.020
 95.212 −0.124 96.211 0.009 95.725 0.010 96.263 −0.009
 5.101 0.010 5.153 −0.001 5.280 −0.001 5.224 0.001
zz −45.850 0.024 −45.528 −0.001 −45.630 −0.001 −45.656 0.000
NaCl d 238.960 0.030 239.320 0.020 238.650 0.000 238.350 0.000
 8.605 −0.005 8.701 0.002 8.748 0.000 8.726 0.000
zz −14.998 0.013 −14.980 −0.003 −15.264 0.000 −15.405 0.000
Al2S3 d 221.420 0.210 219.170 0.000 218.720 −0.010 218.550 0.000
 95.780 −0.513 96.859 −0.044 96.855 0.035 96.671 0.008
 3.706 0.038 4.019 0.002 4.048 −0.001 4.065 0.000
zz −64.878 0.035 −65.157 −0.002 −64.963 0.002 −64.934 0.001
Cl2 d 205.350 −0.320 202.700 0.030 202.080 −0.010 201.330 0.000
zz −21.794 0.013 −21.940 0.002 −22.097 −0.001 −22.171 0.000
Third-row to third-row molecules
Cu2 d ¯ ¯ 223.960 0.010 224.28 0.030 224.17 0.000
As4 d 247.260 0.010 246.230 0.010 246.080 0.000 246.050 0.000
zz −69.324 0.005 −69.722 0.001 −69.686 0.000 −69.662 0.000
Se8 d 237.770 −0.080 236.530 0.010 236.310 0.010 236.270 0.000
 108.084 −0.037 108.126 0.004 108.151 0.000 108.156 0.000
zz −144.235 0.018 −144.413 −0.003 −144.161 0.000 −144.246 0.000
Br2 d 233.710 −0.040 231.650 0.020 231.480 0.010 231.440 0.000
zz −31.490 0.005 −32.111 0.003 −32.275 0.001 −32.342 0.000
Mixed row molecules
Al2O3 d 164.260 0.110 162.040 0.000 161.600 0.000 161.220 0.000
zz −76.109 0.098 −79.377 0.000 −81.286 0.000 −81.689 0.000
GaCl3 d 214.990 0.030 213.420 0.010 212.970 0.010 212.850 0.000
zz −51.069 0.006 −51.221 −0.002 −51.276 0.000 −51.320 0.000
SiO2 d 155.690 0.150 153.340 0.000 152.770 0.000 152.470 0.000
zz −30.102 0.032 −30.956 0.000 −31.333 0.000 −31.466 0.000
As4S4 d 211.760 −0.420 209.270 0.010 208.350 0.000 207.560 0.020
 142.372 −0.051 135.781 −0.001 135.608 −0.002 135.452 0.005
zz −132.565 0.265 −131.511 −0.001 −131.217 0.000 −131.219 0.000
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of functions in the ABS, and this is illustrated in Fig. 3 where
the number of functions in the ABS is given for a nitrogen
atom using fsam values of 1.5, 1.7, and 2.0 and the same ten
OBSs used previously. From these data it is apparent that
there is a near linear relationship between the number of
functions in the OBS and ABS, with the size of this scaling
factor being dependent on the value of fsam. To explore this
point further the scaling factors, as determined by linear
least-squares fit, are given in Fig. 4 for various values of fsam
and for all elements from H to Ne. This plot shows that while
there is indeed an overall downward trend in the size of the
ABS as the value of fsam increases in some cases the size of
the ABS can actually increase as fsam increases e.g., for Ne
as fsam changes from 1.5 to 1.6 or remain virtually static for
large ranges of fsam values e.g., for He as fsam changes from
1.6 to 2.0. On the average, however, with the default value
of 1.5 it appears that auto-ABS is generating roughly 4.2
times as many functions in the ABS compared to the OBS,
and that this decreases to around 3.2 times when fsam in-
creases to 2.0.
To assess the effect of increasing fsam on the accuracy of
the results we show in Fig. 5 
EDF-J for H2O and CH2O and
for three different values of fsam. Also given are the errors in
the HF energy due to basis set incompleteness 
EHF. These
results suggest that even when using a value of 2.0 for fsam
the Coulomb fitting errors are at least one order of magnitude
smaller than the errors that arise from basis set incomplete-
ness. As a result, there does appear to be some grounds for
increasing the value of fsam slightly.
To study the influence of fsam on the convergence prop-
erties of auto-ABS, the dependence of the fitting error in the
Coulomb energy 
EDF-J on the size of ABS NABS for
auto-ABS with fsam=1.5, 1.7, and 2.0 for H2O and CH2O is
replotted in Fig. 6. From this plot it is obvious that from
auto-ABS with different fsam exhibit similar convergence
properties as the size of the ABS increases, which makes it
FIG. 3. Diagram showing the relationship between the number of functions
in the OBS NOBS for a nitrogen atom and the number of functions in the
ABS NABS when generated using fsam=1.5, 1.7, and 2.0. Trend lines have
been calculated using linear least-squares fit.
FIG. 4. Variation of the size scaling factor NABS/NOBS for fitting basis sets
generated via auto-ABS as a function of fsam and for all atoms from H to Ne.
FIG. 5. The dependence of the error in
the Coulomb energy 
EDF-J on the
size of OBS NOBS for the auto-ABS
generated with fsam=1.5, 1.7, and 2.0
for polyatomic molecules a H2O and
b CH2O. Also shown is the error in
the HF energy 
EHF.
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reliable to use fsam as a parameter to control the size of the
ABS without destroying its convergence properties.
VI. COMPARISON OF AUTO-ABS AND UNIVERSAL
ABS
In Sec. IV it was shown that the error in the Coulomb
energy is essentially constant for the fixed sized DGA1,
DGA2, and cc-pVXZ X=Q, 5, and 6 fitting sets regardless
of which OBS is connected. This is because the electronic
density is an intrinsic property of the molecular system and
does not change greatly as a function of which OBS is used.
Such an observation recently led Weigend6 to propose the
idea of universal ABSs that can be used in conjunction with
any OBS, yet still give errors that are less than about
0.15 kJ mol−1 approximately 0.05 mEh per atom.
To compare the auto-ABS and universal ABS ap-
proaches we selected the 180 compounds33 that contain only
the elements H–Kr from the 311 compounds that Weigend
used to test the universal fitting basis sets.6 These molecules
were then classified into three sets according to which row in
the Periodic Table the heaviest component element was lo-
cated in, i.e., a first-row set, a second-row set, and a third-
row set. The 
EDF-J errors obtained from auto-ABS were
calculated using density matrices obtained from converged
B3P86 DFT calculations performed using the newly devel-
oped def2-SVP, def2-TZVP, and def2-QZVPP OBSs.34 All
structural and computational parameters were set to be the
same as those used by Weigend.33 The results for the univer-
sal fitting basis are taken from the supplementary material
for Ref. 6. Three series of auto-ABSs were tested corre-
sponding to fsam values of 1.5, 2.0, and 2.5. To assess the
accuracy and efficiency of these different ABSs the mean
and standard deviation values for 
EDF-J and NABS/NOBS
were computed. These values are shown for the three differ-
ent sets of molecules in Table V.
For the set of molecules containing first-row atoms the
values for 
EDF-J obtained using the universal ABS are
roughly constant at around 0.02 mEh/atom for all three
OBSs, but for all three auto-ABSs they decrease systemati-
cally as the OBS is improved. This is the same trend that was
observed earlier using the cc-pVXZ series of basis sets. For
auto-ABS with the def2-SVP OBS the error might appear
relatively large at around 1 mEh/atom, but it should be re-
membered that this is a very small OBS and errors associated
with its use are likely to be significantly larger than the fit-
ting errors. In terms of the NABS/NOBS ratio, for the fixed size
universal ABSs this naturally decreases as the size of the
OBS increases, while for auto-ABS it remains roughly con-
stant for any given value of fsam.
For molecules containing second and third row elements
the values of 
EDF-J tend to become larger for both the uni-
versal and auto-ABSs, reflecting the fact that the absolute
size of the Coulomb energy increases as we move down the
Periodic Table. For the universal ABS the NABS/NOBS ratio
shows comparatively little change as heavier atoms are in-
troduced into the molecule, however, for auto-ABS this ratio
increases since heavier atoms tend to have more high angular
momentum functions in their OBS, and this in turn leads to
more functions in the corresponding ABS.
By considering what value of fsam gives rise to approxi-
mately the same error as obtained when using the universal
fitting set, we can get a rough estimate of how many more
functions auto-ABS requires compared to the universal sets
in order to achieve the same level of accuracy. For example,
for the set of first row molecules we find that using the def2-
FIG. 6. The dependence of the error in the Coulomb energy 
EDF-J on the size of ABS NABS for the auto-ABS generated with fsam=1.5, 1.7, and 2.0 for
polyatomic molecules a H2O and b CH2O.
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TZVP basis and an fsam value of 2 gives roughly the same
error as that found when using the universal ABS, but by
comparison auto-ABS is using 2.4 4.44/1.84 times as
many functions in order to achieve that accuracy. Further
down the Periodic Table this ratio is a little worse, e.g., for
the set of third row molecules and with the def2-QZVPP
OBS, approximately five 4.14/0.79 times as many func-
tions would be required by auto-ABS in order to achieve the
same accuracy as the universal ABS.
VII. DISCUSSION AND CONCLUSIONS
The results presented here clearly demonstrate that it is
possible to automatically generate Coulomb fitting basis sets
that depend only on the supplied orbital basis set. Further-
more the quality of the fitting set was found to improve
systematically with the quality of the OBS. For the current
auto-ABS as implemented in GAUSSIAN03 there is some sug-
gestion that the value of fsam could be increased slightly from
1.5, particularly for large OBSs. This would reduce the num-
ber of functions in the ABS and may offer some speed ad-
vantage.
As commented earlier, the goal of using a fitting basis in
a DFT calculation is to reduce the cost of evaluating the
Coulomb term until it is significantly less than the cost of
evaluating the exchange-correlation term, performing the di-
agonalization or more generally manipulating the KS matrix
while still maintaining an acceptable level of accuracy. To
illustrate these relative costs we present in Fig. 7 perfor-
mance data for BLYP DFT calculations on 18-Crown-6 ether
and valinomycin using three different methods for evaluating
the Coulomb interaction: “normal” or the standard approach
of evaluating two electron integrals, “FMM,” where the fast
multipole method is used to evaluate long range interactions,
and two density fitting calculations that used either the
DGA2 ABS or auto-ABS. The two molecules differ in their
relative size and the quality of the OBS used. For 18-
Crown-6 ether there are 42 atoms, the system has a maxi-
mum pairwise separation of 9.6 Å, and a good quality OBS
cc-pVTZ is used containing 876 functions. For valinomy-
cin there are many more atoms 168, the maximum pairwise
separation is considerably larger 17.6 Å, but a modest basis
set 3–21 g is used, giving rise to roughly the same number
of functions in the OBS 882. With the DGA2 fitting basis
there are 1008 and 4200 functions in the ABS for 18-
Crown-6 ether and valinomycin, respectively, while using
auto-ABS the equivalent numbers are 3846 and 3018. All
performance data are given relative to the total time required
to converge the self-consistent-field equations in the normal
calculation.
For 18-Crown-6 ether Fig. 7 shows that approximately
80% of the time in the normal computation is associated with
the evaluation of the Coulomb interaction, that the evaluation
of numerical integration for the exchange-correlation term
takes a little under 20%, and that diagonalization and other
matrix operations are in the noise. For this system the use of
FMM is found to significantly increase the Coulomb evalu-
ation time and slow the overall computation down. It is for
this reason that by default GAUSSIAN03 does not use FMM
for systems with less than 80 atoms. Using the DGA2 fitting
set dramatically speeds up the Coulomb computation making
the rate limiting step evaluation of the exchange-correlation
term, however, the final total energy is in error by 93 mEh or
2 mEh per atom. This is an unacceptably large error for this
system given the quality of the OBS. Using auto-ABS nearly
four times as many functions are generated in the ABS, the
evaluation of the Coulomb term is still four-times faster than
for the normal case and takes roughly comparable time to the
evaluation of the exchange-correlation term. The accuracy of
the result computed using auto-ABS is much more accept-
TABLE V. Values for the mean and standard deviation MeanSD for 
EDF-J per atom and NABS/NOBS obtained
using the universal ABS Ref. 6 and auto-ABS with fsam=1.5, 2.0, and 2.5 for selected molecule sets and using
def2-SVP, def2-TZVP and def2-QZVPP OBSs. See text for definition of the molecule sets.
MeanSD
def2-SVP def2-TZVP def2-QZVPP

EDF-J NABS/NOBS 
EDF-J NABS/NOBS 
EDF-J NABS/NOBS
Set of first-row molecules
Universal 0.0270.018 4.080.64 0.0220.014 1.840.47 0.0270.015 0.770.21
fsam=1.5 0.3500.424 5.250.78 0.0060.011 4.890.23 0.0020.007 5.140.58
fsam=2.0 1.0850.785 4.110.51 0.0250.018 4.440.23 0.0040.008 3.990.18
fsam=2.5 1.1000.771 3.960.37 0.0420.065 4.190.29 0.0170.019 3.420.13
Set of second-row molecules
Universal 0.0490.024 3.330.35 0.0270.017 1.590.23 0.0330.019 0.790.13
fsam=1.5 0.7690.386 5.990.87 0.0200.012 5.910.54 0.0030.003 5.190.58
fsam=2.0 3.2722.646 4.680.56 0.0810.046 4.710.30 0.0210.014 3.940.17
fsam=2.5 3.4352.550 4.430.39 0.2240.187 4.190.23 0.4280.353 3.280.10
Set of third-row molecules
Universal 0.0610.025 3.090.62 0.0390.020 1.600.20 0.0430.020 0.790.11
fsam=1.5 0.6980.361 8.691.71 0.0600.049 6.890.84 0.0150.021 5.720.55
fsam=2.0 3.1302.366 6.581.20 0.5810.699 5.200.38 0.0370.049 4.140.21
fsam=2.5 3.0681.869 6.020.75 1.8942.471 4.720.32 3.3123.166 3.330.23
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able, with a total error of just 93 uEh or approximately 2 uEh
per atom.
For valinomycin, the larger size and smaller basis mean
that the evaluation of the Coulomb interaction is already sig-
nificantly faster than the evaluation of the exchange-
correlation term even in the normal calculation. The use of
FMM further decreases the Coulomb term such that it now
takes roughly 30% of the time required for the exchange-
correlation term. Using DGA2 has relative little effect on the
Coulomb evaluation time or the overall computation time
compared to that obtained when using FMM. The final result
is, however, in error by 34 mEh or 0.2 mEh per atom. With
auto-ABS the fitting set is 25% smaller than with DGA2, but
the Coulomb time is about 50% less giving an overall time
that is roughly 10% faster than for the calculation using
FMM. For this system the use of auto-ABS gives rise to a
total error of 1.2 Eh or 7 mEh per atom, and while this may
seem a little large given the use of a relatively modest OBS
this error may not be so bad. The bottom line is, however,
that for valinomycin using a 3–21 g basis and from a speed
perspective there is probably little benefit in using density
fitting. Thus, the challenge is to build software that can in-
telligently chose the best algorithm for evaluating the Cou-
lomb term or indeed more generally given the system being
considered.35
Finally, it is pertinent to note that we have not consid-
ered here potential problems that might arise if the OBS has
very diffuse functions as there is then the potential for sig-
nificant overlap between fitting functions on adjacent cen-
ters. Such cases are particularly common in calculations with
periodic boundary conditions and will be discussed in detail
in a subsequent paper.
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