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Nesta dissertação, estuda-se a cohomologia associada a ações parciais de grupos e suas
relações com a cohomologia de semigrupos inversos. Começa-se apresentando a teoria
básica de semigrupos que será usada durante toda a dissertação. Desenvolve-se conceitos
principais da cohomologia para ações parciais de grupos em semigrupos e em álgebras e
estuda-se a associatividade de produtos cruzados, associados a ações parciais e a ações par-
ciais torcidas, para estas últimas. Por fim, aplica-se a cohomologia de semigrupos inversos
já existente ao caso em que o semigrupo inverso está associado a um grupo e mostra-se
como é possı́vel contornar certas diferenças entre os módulos associados a cada caso.
Palavras-chave: ação parcial, semigrupos inversos, cohomologia parcial de grupos, cohomo-
logia de semigrupos.
ABSTRACT
In this work, the relations between the cohomology associated with partial actions of
groups and the cohomology associated with inverse semigroups are studied. Basic semi-
group theory is presented, which will be used throughout this dissertation. Main concepts
of cohomology for partial actions of groups on semigroups and on algebras are developed
and the associativity of crossed products, associated with partial actions and twisted partial
actions, for the latter, are studied. At last, the already established cohomology for inverse
semigroups is applied to the case when the inverse semigroup is associated to a group and it
is shown how it is possible to go around certain differences between the modules associated
with each case.
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Introdução
Em alguns aspectos, a teoria de semigrupos inversos se assemelha à teoria de grupos e de
aneis e as primeiras contribuições à teoria de semigrupos forammotivados por comparação
com grupos e aneis. O Teorema deWagner-Preston, por exemplo, é um análogo ao Teorema
de Cayley para a teoria de grupos, no sentido que caracteriza os semigrupos inversos, como
subsemigrupos de um semigrupo de bijeções (agora parciais) de um conjunto. Pode-se defi-
nir ações de semigrupos inversos em semigrupos comutativos e, como em teoria de grupos,
pode-se estudar a cohomologia associada.
Agora, “generalizando” a noção usual de ações de grupo, surge a noção de ação parcial
de grupos em aneis e semigrupos e também é possı́vel estudar a cohomologia de tais ações
parciais.
Nesta dissertação, estuda-se a cohomologia associada a ações parciais de grupos e suas
relações com a cohomologia de semigrupos inversos.
No Capı́tulo 1, apresenta-se a teoria básica de semigrupos que será usada no decorrer do
trabalho. Dá-se atenção especial à teoria de semigrupos inversos e demonstra-se o Teorema
deWagner-Preston. Neste capı́tulo, em particular, constroi-se a expansão de Birget-Rhodes
G̃R associada a um grupo G, que será mostrada no Capı́tulo 3 a ser isomorfa ao semigrupo
universal S(G), associado ao grupo G, construı́do por Exel, em [Exe98]. As principais
referências desse capı́tulo são [How76, Law98].
No Capı́tulo 2, define-se o conceito de ação parcial de um grupo G em semigrupos e
apresentam-se os conceitos principais da cohomologia para tais ações parciais. Definem-
se também ações parciais de grupos em álgebras e o conceito de produtos cruzados tanto
para ações parciais quanto para ações parciais torcidas e a Seção 2.2 é dedicada ao estudo
da associatividade de tais produtos cruzados. A Seção 2.2.3 é dedicada à verificação de que
as torções das ações parciais torcidas são o mesmo que 2-cociclos parciais. As principais
referências são [DE05, DES08, DK15].
No Capı́tulo 3, constroi-se o semigrupo universal S(G) associado ao grupo G e o re-
sultado principal desse capı́tulo mostra que as ações de S(G) estão em correspondência
biunı́voca com as ações parciais de G. A principal referência para esta parte é [Exe98]. Na
Seção 3.4, mostra-se que S(G) é isomorfo à expansão de Birget-Rhodes para o grupo G,
usando [KL04] como principal referência.
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No Capı́tulo 4, estuda-se S-módulos, com S semigrupo inverso. Seguindo o resul-
tado principal do capı́tulo anterior, mostra-se a relação entre G-módulos parciais e S(G)-
módulos, demonstrando assim o isomorfismo AS(G)  A ∗θG entre o produto cruzado
A∗θG e o produto semidiretoAS(G), comA umG-módulo parcial no primeiro caso e o
S(G)-módulo correspondente, no segundo caso. O restante do capı́tulo é dedicado a aplicar
a cohomologia de semigrupos inversos, desenvolvida por Lausch em [Lau75], ao caso aqui
apresentado e mostrar como algumas diferenças entre os módulos de Lausch e os módulos
aqui estudados são contornadas. Usa-se [DK15, Lau75] como referências.
Capı́tulo 1
Semigrupos
Neste capı́tulo, além de apresentadas as noções básicas e alguns resultados de teoria de
semigrupos que serão utilizadas nos capı́tulos seguintes, é apresentado o Teorema de Repre-
sentação deWagner-Preston, que caracteriza os semigrupos inversos. A principal referência
para este capı́tulo é [How76].
1.1 Noções básicas
Definição 1.1.1. Um conjunto não vazio S munido de uma operação binária ·
· : S × S → S
(s1, s2) → s1 · s2
é um semigrupo se tal operação for associativa, ou seja, se
(s1 · s2) · s3 = s1 · (s2 · s3)
∀s1, s2, s3 ∈ S . Além disso, se existe 1 ∈ S tal que
1 · s = s · 1 = s
∀s ∈ S , S é ummonoide.
Quando não houver ambiguidade com relação à operação, denota-se s1 · s2 por s1s2.
Escreve-se um semigrupo multiplicativo como (S, ·), ou simplesmente como S .
Pode-se mostrar que um monoide possui no máximo um elemento 1.
Se (S, ·) satisfizer
∀s1, s2 ∈ S ⇒ s1s2 = s2s1
diz-se que S é um semigrupo comutativo.
3
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Exemplo 1.1.2. Como exemplo de monoide, faz-se uma construção que será usada no decor-
rer do trabalho. Dado um grupo G com identidade 1G, considera-se o conjunto P1G(G) de
todos os subconjuntos finitos de G que contém 1G. Define-se
G̃R := {(A, g) ∈ P1G(G)×G | g ∈ A}
que é monoide com a multiplicação
(A, g)(B, h) := (A ∪ gB, gh).
De fato,
• ((A, g)(B, h))(C, t) = (A ∪ gB, gh)(C, t)
= ((A ∪ gB) ∪ ghC, (gh)t)
• (A, g)((B, h)(C, t)) = (A, g)(B ∪ hC, ht)
= (A ∪ g(B ∪ hC), g(ht))
e tem-se, ((A, g)(B, h))(C, t) = (A, g)((B, h)(C, t)).
O elemento ({1G}, 1G) é identidade de G̃R, pois
• (A, g)({1G}, 1G) = (A ∪ g{1G}, g1G) = (A, g);
• ({1G}, 1G)(A, g) = ({1G} ∪ 1GA, 1Gg) = (A, g).
O monoide G̃R é chamado expansão de Birget-Rhodes do grupo G.
Definição 1.1.3. Dado um semigrupo S , um subconjunto não vazio T de S é dito subse-
migrupo de S se é fechado com respeito à multiplicação, ou seja, se s1, s2 ∈ T implica
s1s2 ∈ T .
Entre os subsemigrupos de um semigrupo S estão o próprio S , {1} (se S for um mo-
noide) e, mais geralmente, {e}, em que e ∈ S é um idempotente, ou seja, um elemento
em S para o qual vale e2 = e.
Exemplo 1.1.4. Calcula-se agora os idempotentes de G̃R. Se (A, g) ∈ G̃R é idempotente,
tem-se (A, g)(A, g) = (A, g), o que implica (A ∪ gA, g2) = (A, g) e então g2 = g em G,
ou seja, g = 1G. Tem-se que todo A ∈ P1G(G) satisfaz (A, 1G)(A, 1G) = (A, 1G), pois
(A, 1G)(A, 1G) = (A ∪ 1GA, 1G1G) = (A, 1G), então, (A, 1G) é idempotente de G̃R, para
todo A ∈ P1G(G).
Definição 1.1.5. Sejam S um semigrupo e A um subconjunto não vazio de S .
(i) A é um ideal à esquerda de S se SA ⊆ A;
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(ii) A é um ideal à direita de S se AS ⊆ A;
(iii) A é um ideal (bilateral) de S se A é ideal tanto à esquerda quanto à direita de S .
aqui: SA = {sa | s ∈ S, a ∈ A} e analogamente para AS .
Tem-se que todo ideal A (à direita, à esquerda, ou bilateral) de S é um subsemigrupo
de S , mas a recı́proca não é verdadeira. De fato, se A é ideal à direita ou à esquerda, então
AA ⊆ A e portanto,A é subsemigrupo de S . E tem-se que o subsemigrupo (N,+) de (Z,+)
não é ideal, pois 1 + (−2) /∈ N.
A seguir, um lema técnico.
Lema 1.1.6. Sejam Ag, Ah ideais de S gerados pelos idempotentes centrais 1g, 1h, respec-
tivamente. (Tais ideais gerados por um único idempotente central são chamados de ideais
unitais). Então, Ag ∩ Ah = AgAh e além disso, AgAh é o ideal gerado por 1g1h.
Demonstração. (⊆): Seja um elemento na interseção Ag ∩Ah. Tal elemento é da forma a1g
ou b1h e tem-se a1g = b1h. Assim, multiplicando tal igualdade por 1g: a1g1g = b1h1g ⇒
a1g = b1g1h e tem-se a inclusão desejada.
(⊇): Seja um elemento no produto AgAh. Tal elemento é da forma a1g1h e tem-se
a1g1h ∈ Ah. Como os idempotentes 1g e 1h são centrais, tem-se a1g1h = a1h1g ∈ Ag . E
tem-se a inclusão desejada.
Definição 1.1.7. Uma função φ : S → T entre os semigrupos S e T é umhomomorfismo
se
φ(s1s2) = φ(s1)φ(s2)
∀s1, s2 ∈ S . Se ambos S e T são monoides, pede-se φ(1S) = 1T .
Observação 1.1.8. Se e ∈ S é idempotente em S , então φ(e) é idempotente em T , pois
φ(e) = φ(ee) = φ(e)φ(e).
1.2 Semirreticulados
Seja Y um subconjunto não vazio de um conjunto parcialmente ordenado (X,). Diz-se
que um elemento c ∈ X é limitante inferior para Y se c  y, ∀y ∈ Y . Se o conjunto de
limitantes inferiores é não vazio e existe um elemento máximo d (ou seja, d  c, para todo
c limitante inferior de Y ) d é chamado demaior limitante inferior de Y , ou ı́nfimo. Tal
elemento é único, se existir, e escreve-se
d =
∧
{y | y ∈ Y }.
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Se Y = {a, b}, escreve-se d = a∧b. Se (X,) é tal que a∧b existe para todos a, b ∈ X , diz-
se que (X,) é um semirreticulado inferior. Se se tem a propriedademais forte de existir∧{y|y ∈ Y } para todo subconjunto não vazio Y de X , então X é um semirreticulado
inferior completo. Num semirreticulado inferior (X,), tem-se
a  b ⇔ a ∧ b = a. (1.2.1)
Se (X,) é semirreticulado inferior, tem-se a operação binária ∧ definida emX . Dados
a, b, c ∈ X :
(a ∧ b) ∧ c  a ∧ b  a; (a ∧ b) ∧ c  a ∧ b  b; (a ∧ b) ∧ c  c.
Assim, (a∧b)∧c é limitante inferior de {a, b, c}. Se d é um limitante inferior de {a, b, c},
então
d  a; d  b; d  c.
Logo, d  a∧ b, d  c e, portanto, d  (a∧ b)∧ c. Assim, (a∧ b)∧ c é o ı́nfimo de {a, b, c}.
Analogamente mostra-se que a ∧ (b ∧ c) também é o ı́nfimo de {a, b, c}. Portanto,
(a ∧ b) ∧ c = a ∧ (b ∧ c)
e assim (X,∧) é um semigrupo. Como é claro que a ∧ a = a, ∀a ∈ X e que a ∧ b =
b ∧ a, ∀a, b ∈ X , usa-se (1.2.1) e provou-se parte da proposição a seguir:
Proposição 1.2.1. Seja (E,) um semirreticulado inferior. Então, (E,∧) é um semigrupo
comutativo de idempotentes e
(∀a, b ∈ E) a  b ⇔ a ∧ b = a.
Seja (E, ·) um semigrupo comutativo de idempotentes. Então, a relação  em E definida
por
a  b ⇔ ab = a
é ordem parcial emE com respeito a qualE é um semirreticulado inferior. Em (E,), o ı́nfimo
de a e b é seu produto ab.
Demonstração. Como a2 = a, tem-se a  a. Se a  b e b  a, então ab = a e ba = b. Logo,
a = ab = ba = b. Se a  b e b  c, então ab = a e bc = b. Logo, ac = abc = ab = a e
a  c. Portanto,  é ordem parcial. Já que
a(ab) = a2b = ab e b(ab) = ab2 = ab
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tem-se ab  a, b. Se c  a, b, então c(ab) = cb = c e c  ab. Portanto, (E,) é semirreti-
culado inferior e o ı́nfimo de a e b é ab.
Demonstrou-se tal proposição para que as expressões “semirreticulado inferior” e “se-
migrupo comutativo de idempotentes” sejam noções equivalentes e possa-se usar tanto uma
quanto a outra no decorrer do texto, conforme seja conveniente.
1.3 Semigrupos regulares e semigrupos inversos
Definição 1.3.1. Um semigrupo S é um semigrupo regular se, para cada s ∈ S , existe
s∗ ∈ S tal que
ss∗s = s e s∗ss∗ = s∗.
O elemento s∗ é chamado inverso de s em S.
Observação 1.3.2. Tal definição vem da definição mais geral de elemento regular (um ele-
mento s ∈ S é dito regular se existe t ∈ S tal que sts = s) e um semigrupo é dito regular
se todos os seus elementos são regulares. Se e é idempotente no semigrupo S , tem-se que
e é elemento regular, pois eee = ee = e.
O próximo teorema caracteriza a situação em que os idempotentes de um semigrupo
regular comutam entre si.
Teorema 1.3.3. Seja S um semigrupo regular. Então, os idempotentes de S comutam entre si
se, e somente se, cada elemento de S possui um único inverso.
Demonstração. (⇒): Supõe-se que os idempotentes de S comutam entre si e considera-se
x e y inversos de s ∈ S . Nota-se (xs)2 = (xs)(xs) = x(sxs) = xs e (ys)2 = (ys)(ys) =
y(sys) = ys, ou seja, xs e ys são idempotentes. Analogamente tem-se sx e sy idempotentes.
Assim, x = xsx = x(sys)x = (xs)(ys)x = (ys)(xs)x = y(sxs)x = ysx = (ysy)sx =
y(sy)(sx) = y(sx)(sy) = y(sxs)y = ysy = y.
(⇐): Supõe-se que cada s ∈ S possui um único inverso e dados e, f idempotentes
de S , seja z = (ef)∗ inverso de ef . Tem-se fze idempotente em S , pois (fze)(fze) =
f(zefz)e = fze. Além disso, fze e ef são inversos, pois fze(ef)fze = fz(ee)(ff)ze =
(fze)(fze) = fze e (ef)(fze)(ef) = e(ff)z(ee)f = (ef)z(ef) = ef . Mas, sendo fze
idempotente, fze é o seu único inverso e fze = ef . Segue que ef é idempotente e analoga-
mente se tem fe idempotente. Ainda, como (ef)(fe)(ef) = e(ff)(ee)f = (ef)(ef) = ef
e (fe)(ef)(fe) = f(ee)(ff)e = (fe)(fe) = fe, obtém-se ef = fe, pela unicidade dos
inversos.
A próxima definição é motivada pelo teorema anterior.
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Definição 1.3.4. Um semigrupo S é um semigrupo inverso se existe, para cada s ∈ S ,
um único elemento s∗ ∈ S tal que
ss∗s = s e s∗ss∗ = s∗.
O elemento s∗ é o inverso de s em S .
Exemplo 1.3.5. Dado um grupo G, o monoide G̃R do Exemplo 1.1.2 é monoide inverso.
Dado (A, g) ∈ G̃R, precisa-se de (B, h) ∈ G̃R tal que (A, g)(B, h)(A, g) = (A, g) e
(B, h)(A, g)(B, h) = (B, h).
(A, g) = (A, g)(B, h)(A, g)
= (A ∪ gB, gh)(A, g)
= ((A ∪ gB) ∪ ghA, ghg).
Então, ghg = g em G, o que implica h = g−1 e A ∪ gB ∪ 1GA = A implica gB ⊆ A.
(B, g−1) = (B, g−1)(A, g)(B, g−1)
= (B ∪ g−1A, g−1g)(B, g−1)
= (B ∪ g−1A, g−1).
Então, g−1A ⊆ B e, portanto, B = g−1A.
Logo, dado (A, g) ∈ G̃R, tem-se que (g−1A, g−1) é seu inverso, pois
• (A, g)(g−1A, g−1)(A, g) = (A ∪ gg−1A, gg−1)(A, g)
= (A, 1G)(A, g)
= (A ∪ 1GA, 1Gg)
= (A, g)
• (g−1A, g−1)(A, g)(g−1A, g−1) = (g−1A ∪ g−1A, g−1g)(g−1A, g−1)
= (g−1A, 1G)(g
−1A, g−1)
= (g−1A ∪ 1Gg−1A, 1Gg−1)
= (g−1A, g−1).
A notação E(S), ou simplesmente E, será usada para o conjunto dos idempotentes do
semigrupo inverso S . É um subsemigrupo de S , já que e, f ∈ E então (ef)2 = e2f 2 = ef .
De fato, é um semigrupo comutativo de idempotentes e pode-se referir a E como semirre-
ticulado de idempotentes de S .
Lista-se agora algumas propriedades de semigrupos inversos.
Proposição 1.3.6. Seja S um semigrupo inverso com semirreticulado de idempotentes E.
(a) (a∗)∗ = a, ∀a ∈ S ;
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(b) e∗ = e, ∀e ∈ E;
(c) aa∗, a∗a ∈ E, ∀a ∈ S ;
(d) (ab)∗ = b∗a∗, ∀a, b ∈ S ;
(e) aea∗, a∗ea ∈ E, ∀a ∈ S, e ∈ E;
(f) Para todos idempotente e e elemento s, existe idempotente f tal que es = sf ;
(g) Para todos idempotente e e elemento s, existe idempotente f tal que se = fs.
Demonstração. .
(a) Segue da mutualidade dos inversos em semigrupos.
(b) Imediato: eee = ee = e.
(c) aa∗a︸︷︷︸ a∗ = aa∗ e a∗ aa∗a︸︷︷︸ = a∗a.
(d) Como bb∗ e a∗a são idempotentes, tem-se
(ab)(b∗a∗)(ab) = a(bb∗)(a∗a)b = aa∗abb∗b = ab
(b∗a∗)(ab)(b∗a∗) = b∗(a∗a)(bb∗)a∗ = b∗bb∗a∗aa∗ = b∗a∗
E assim, b∗a∗ é o inverso de ab. Ou seja, (ab)∗ = b∗a∗.
(e) (aea∗)(aea∗) = ae(a∗a)ea∗ = aa∗ae2a∗ = aea∗ e analogamente para a∗ea.
(f) Define-se f = s∗es. Daı́, sf = ss∗es = ess∗s = es.
(g) Define-se f = ses∗. Daı́, fs = ses∗s = ss∗se = se.
Corolário 1.3.7. Se a1, · · · , an são elementos de um semigrupo inverso S , então
(a1 · · · an)∗ = a∗n · · · a∗1.

Lema 1.3.8. Sejam S um semigrupo inverso, T um semigrupo e ϕ : S → T um homomor-
fismo. Então, idempotentes em ϕ(S) são imagens de idempotentes de S .
Demonstração. Dado e ∈ E(ϕ(S)), mostra-se que ϕ−1{e} é subsemigrupo inverso de S .
De fato, dados a, b ∈ ϕ−1{e}, tem-se ϕ(ab) = ϕ(a)ϕ(b) = e2 = e e então ab ∈ ϕ−1{e}.
Agora, dado a ∈ ϕ−1{e}, mostra-se que a∗ ∈ ϕ−1{e}, ou seja, se x′ = ϕ(a∗), então x′ =
e. Como aa∗a = a e a∗aa∗ = a∗ e ϕ é homomorfismo, tem-se ex′e = e e x′ex′ = x′.
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Ainda, já que aa∗ e a∗a são idempotentes em S , tem-se (aa∗)(a∗a) = (a∗a)(aa∗) e assim
(ex′)(x′e) = (x′e)(ex′). Então, e = ex′e = e(x′ex′)e = e(x′eex′)e = eex′x′ee = ex′x′e =
x′eex′ = x′ex′ = x′. Assim, ϕ(a∗) = e, o que implica a∗ ∈ ϕ−1{e}. Daı́, como ϕ−1{e}
é subsemigrupo de S , tem-se aa∗, a∗a ∈ ϕ−1{e}, ou ϕ(aa∗) = ϕ(a∗a) = e. Portanto,
idempotentes em ϕ(S) são imagens de idempotentes de S .
Proposição 1.3.9. Sejam S um semigrupo inverso, T um semigrupo e ϕ : S → T um
homomorfismo. Então, ϕ(S) é semigrupo inverso.
Demonstração. Mostra-se queϕ(S) é semigrupo regular cujos idempotentes comutam. Seja
t ∈ ϕ(S). Então, t = ϕ(s), para algum s ∈ S . Como t = ϕ(ss∗s) = ϕ(s)ϕ(s∗)ϕ(s) =
tϕ(s∗)t, tem-se que ϕ(S) é semigrupo regular. Dados e, f ∈ E(ϕ(S)), tem-se e = ϕ(g) e
f = ϕ(h), com g, h ∈ E(S). Logo,
ef = ϕ(g)ϕ(h) = ϕ(gh) = ϕ(hg) = ϕ(h)ϕ(g) = fe.
Neste contexto, tem-se que o elemento ϕ(s∗) é o inverso de ϕ(s) em ϕ(S), pois
ϕ(s)ϕ(s∗)ϕ(s) = ϕ(ss∗s) = ϕ(s)
ϕ(s∗)ϕ(s)ϕ(s∗) = ϕ(s∗ss∗) = ϕ(s∗)
ou seja, ϕ(s)∗ = ϕ(s∗).
Assim como todo grupo pode ser visto como subgrupo de algum grupo simétrico, todo
semigrupo inverso pode ser visto como subsemigrupo inverso de algum semigrupo de
bijeções parciais, semigrupo descrito no exemplo a seguir.
Exemplo 1.3.10. Seja o conjunto I(X) de todas as bijeções entre subconjuntos de um con-
junto X . A bijeção vazia ∅ ⊆ X ×X pertence ao conjunto I(X). O produto αβ em I(X)
é a composição α ◦ β para todo x ∈ X tal que α(β(x)) faz sentido. Mais precisamente, αβ
é a bijeção
α ◦ β : β−1(im β ∩ domα) → α(im β ∩ domα)
em que dom e im denotam, respectivamente, o domı́nio e a imagem de cada bijeção. E se
im β ∩ domα = ∅, define-se α ◦ β = ∅.
Tal operação é associativa: dados α, β, γ ∈ I(X), tem-se:
α ◦ β : β−1(im β ∩ domα) → α(im β ∩ domα)
β ◦ γ : γ−1(im γ ∩ dom β) → β(im γ ∩ dom β)
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daı́ dom(α ◦ (β ◦ γ)) = (β ◦ γ)−1(im(β ◦ γ) ∩ domα)
= (β ◦ γ)−1(β(im γ ∩ dom β) ∩ domα)
= (β ◦ γ)−1(β(im γ) ∩ β(dom β) ∩ domα)
= (β ◦ γ)−1(β(im γ) ∩ im β) ∩ domα)
= γ−1(β−1(β(im γ) ∩ im β) ∩ domα))
= γ−1(im γ ∩ β−1(im β ∩ domα))
dom((α ◦ β) ◦ γ) = γ−1(im γ ∩ dom(α ◦ β))
= γ−1(im γ ∩ β−1(im β ∩ domα))
Logo, dom(α ◦ (β ◦ γ)) = dom((α ◦ β) ◦ γ).
Agora, tomando x ∈ dom(α◦ (β ◦γ)) = dom((α◦β)◦γ), mostra-se (α◦ (β ◦γ))(x) =
((α ◦ β) ◦ γ)(x):
(α ◦ (β ◦ γ))(x) = α ◦ ((β ◦ γ)(x))
= α ◦ (β(γ(x)))
= α(β(γ(x)))
= (α ◦ β)(γ(x))
= ((α ◦ β) ◦ γ)(x).
Logo, também se tem im(α◦(β◦γ)) = im((α◦β)◦γ) e, portanto, α◦(β◦γ) = (α◦β)◦γ.
Nota-se também, que o inverso de α é simplesmente α−1 : imα → domα.
Exemplo 1.3.11. Calcula-se agora os idempotentes em I(X), para um conjunto X . Dado
α ∈ I(X), então domα2 = α−1(domα ∩ imα) e imα2 = α(domα ∩ imα).
Se α2 = α, tem-se, em particular domα2 = domα e então, α−1(domα ∩ imα) =
domα = α−1(imα). Como α é bijeção, tem-se domα ∩ imα = imα, ou seja, imα ⊆
domα. Considerando as imagens de α e α2, conclui-se domα ⊆ imα e, portanto, domα =
imα. Assim, α é idempotente somente se é uma bijeção de um subconjunto A de X nele
mesmo. Isso não é o suficiente, ainda precisa-se α2(x) = α(x), ∀x ∈ A. Como α é bijeção,
a igualdade anterior implica α(x) = x, ∀x ∈ A. Reciprocamente, se α é a função identidade
para algum subconjunto A de X , é fácil ver que α é idempotente em I(X).
Portanto, α ∈ I(X) é idempotente se, e somente se, α = 1A para algum subconjunto
A de X .
Antes de demonstrar o Teorema de Representação deWagner-Preston, um lema técnico.
Lema 1.3.12. Dado um semigrupo inverso S , aS = aa∗S , ∀a ∈ S e aa∗ é o único idempotente
gerador de aS .
Demonstração. Para cada a ∈ S , tem-se aS = aa∗(aS) ⊆ a(a∗S) ⊆ aS e portanto aS =
aa∗S . Agora, seja e ∈ E(S) tal que aS = aa∗S = eS . Assim,
(aa∗) = (aa∗)(aa∗) ∈ aa∗S = eS ⇒ aa∗ = es1 para algum s1 ∈ S
e = ee ∈ eS = aa∗S ⇒ e = aa∗s2 para algum s2 ∈ S
Logo, aa∗ = es1 = e(es1) = e(aa
∗) = (aa∗)e = (aa∗)(aa∗s2) = aa
∗s2 = e.
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Observação 1.3.13. Pode-se demonstrar também a situação análoga: Sa = Sa∗a, ∀a ∈ S e
a∗a é o único idempotente gerador de Sa.
Observação 1.3.14. Lembra-se do Lema 1.1.6 que, como a∗a e bb∗ são idempotentes em S ,
tem-se bb∗S ∩ a∗aS = bb∗a∗aS , para todos a, b ∈ S .
E finalmente, o Teorema de Representação de Wagner-Preston.
Teorema 1.3.15 (Teorema de Representação de Wagner-Preston). Se S é um semigrupo
inverso, então existem um conjunto X e um homomorfismo injetivo ρ : S → I(X).
Demonstração. SejaX = S (aqui, considerandoS como conjunto). Para cada a ∈ S , define-
se ρa : a
∗aS → aa∗S por ρa(x) = ax, para x ∈ a∗aS . Nota-se que, dado x = a∗as ∈ a∗aS ,
tem-se ρa(x) = aa
∗as = as ∈ aS = aa∗S .
Agora mostra-se que cada ρa é bijeção cuja inversa é ρ
−1
a = ρa∗ .
De fato, seja x = a∗as1 ∈ a∗aS . Então, ρa∗ ◦ ρa(x) = ρa∗(aa∗as1)
= ρa∗(as1)
= a∗as1 = x.
E reciprocamente, seja y = aa∗s2 ∈ aa∗S . Então, ρa ◦ ρa∗(y) = ρa(a∗aa∗s2)
= ρa(a
∗s2)
= aa∗s2 = y.
Assim, pode-se definir ρ : S → I(X) por ρ(a) = ρa, ∀a ∈ S .
Agora mostra-se que ρ é homomorfismo, ou seja, ρa ◦ ρb = ρab, ∀a, b ∈ S .










E ρa ◦ ρb = ρab, ∀a, b ∈ S : dado x ∈ (ab)∗abS , tem-se ρa ◦ ρb(x) = ρa(bx)
= abx
= ρab(x).
Logo, também se tem im(ρa ◦ ρb) = im ρab e, portanto, ρa ◦ ρb = ρab, ∀a, b ∈ S .
E finalmente, mostra-se que ρ é injetora. De fato, se ρa = ρb, para a, b ∈ S , tem-se, pela
unicidade do gerador idempotente do Lema 1.3.12,
dom ρa = dom ρb ⇒ a∗aS = b∗bS ⇒ a∗a = b∗b
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Como ρa(b
∗) = ρb(b
∗), também se tem ab∗ = bb∗. Logo,
b = bb∗b = ab∗b = aa∗a = a.
Antes de terminar a seção, mostra-se a relação entre semigrupos inversos e grupos.
Proposição 1.3.16. Grupos são precisamente os semigrupos inversos com um único idempo-
tente.
Demonstração. Claramente, grupos são semigrupos inversos com um único idempotente.
Reciprocamente, seja S um semigrupo inverso com um único idempotente e. Então,
s∗s = e = ss∗, para todo s ∈ S . Mas es = (ss∗)s = s = s(s∗s) = se, e daı́ e é a identidade
de S . Portanto, S é um grupo.
1.4 Equivalências e congruências
Seja uma relação R nos conjuntos não vazios X e Y (ou seja, R ⊆ X × Y ). Define-se a
relação inversa por R−1 = {(y, x) ∈ Y × X | (x, y) ∈ R}. Se R1 e R2 são relações nos
conjuntos não vazios X , Y e Z , com R1 ⊆ X × Y e R2 ⊆ Y × Z , define-se a relação
composta por R2 ◦ R1 = {(x, z) ∈ X × Z | ∃y ∈ Y : (x, y) ∈ R1 e (y, z) ∈ R2}. Além
disso, por uma relação em X , entende-se uma relação em X ×X .
Lembra-se que uma função f : X → Y é um caso particular de relação: uma função
f é uma relação f ⊆ X × Y tal que cada x ∈ X é primeira componente de um único par
ordenado (x, y) ∈ f .
Uma conexão importante entre funções e relações é descrita na próxima proposição.
Proposição 1.4.1. Se f : X → Y é uma função, então f−1 ◦ f é uma equivalência, em que
f−1 é a relação inversa de f .
Demonstração. Nota-se primeiramente:
f−1 ◦ f = {(x, y) ∈ X ×X | ∃z ∈ Y : (x, z) ∈ f e (z, y) ∈ f−1}
= {(x, y) ∈ X ×X | ∃z ∈ Y : (x, z) ∈ f e (y, z) ∈ f}
= {(x, y) ∈ X ×X | f(x) = f(y)}.
E fica claro que f−1 ◦ f é reflexiva, simétrica e transitiva.
Chama-se a equivalência f−1 ◦ f de núcleo de f e denota-se por ker f .
Observação 1.4.2. Dada uma relação R qualquer em um conjunto não vazio X , define-se
recursivamente as potências Rn de R, ∀n ∈ N:
(i) R0 = 1X = {(x, x) | x ∈ X};
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(ii) R1 = R;
(iii) Rn+1 = Rn ◦R.
Dada uma relação R qualquer em um conjunto não vazio X , define-se R∞, o fecho





O nome “fecho transitivo” é justificado pelo próximo lema.
Lema 1.4.3. Se R é uma relação em um conjunto X , então R∞ é a menor relação transitiva
em X que contém R.
Demonstração. Primeiramente, R∞ é transitiva, pois, se (x, y), (y, z) ∈ R∞, então existem
inteiros positivos m,n tais que (x, y) ∈ Rm e (y, z) ∈ Rn. Então, (x, z) ∈ Rn ◦ Rm =
Rn+m ⊆ R∞. Também é claro que R∞ contém R1 = R.
Se T é uma relação transitiva em X que contém R, então
R2 = R ◦R ⊆ T ◦ T ⊆ T
e mais geralmente, Rn ⊆ T , para n = 1, 2, . . .. Assim, R∞ ⊆ T .
Agora, tem-se:
Proposição 1.4.4. Se R é uma relação em um conjunto X e Re é a menor relação de equi-
valência em X que contém R, então
Re = [R ∪R−1 ∪ 1X ]∞.
Demonstração. Como na demonstração do lema anterior, tem-se que E = [R ∪ R−1 ∪
1X ]
∞ é relação transitiva e contém R. Como 1X ⊆ R ∪ R−1 ∪ 1X ⊆ E, tem-se que
E também é reflexiva. É claro que S = R ∪ R−1 ∪ 1X é simétrica. Assim, para todo
n ∈ N, tem-se Sn = (S−1)n = (Sn)−1 e, então, Sn também é relação simétrica. Logo,
(x, y) ∈ E ⇒ (∃n ∈ N) (x, y) ∈ Sn
⇒ (y, x) ∈ Sn
⇒ (y, x) ∈ E
e então E é relação simétrica. Portanto, E é relação de equivalência em X que contém R.
Agora, se σ é relação de equivalência em X que contém R, então 1X ⊆ σ e R−1 ⊆
σ−1 = σ. Logo, S = R∪R−1 ∪ 1X ⊆ σ. Além disso, S ◦S ⊆ σ ◦ σ ⊆ σ, e mais geralmente
Sn ⊆ σ, para todo n ∈ N. Logo, E ⊆ σ. Assim, mostrou-se que E (= [R ∪ R−1 ∪ 1X ]∞) é
a menor relação de equivalência em X que contém R, ou seja, E coincide com Re.
E a próxima proposição é uma maneira de reescrever a proposição anterior.
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Proposição 1.4.5. Se R é uma relação em um conjunto X e Re é a menor relação de equi-
valência em X que contém R, então (x, y) ∈ Re se, e somente se, ou x = y ou, para algum
n ∈ N, existe uma sequência
x = z1 → z2 → . . . → zn = y
em que, para cada i = 1, . . . , n− 1, ou (zi, zi+1) ∈ R ou (zi+1, zi) ∈ R.
Agora, estuda-se relações em semigrupos. Seja, então, (S, ·) um semigrupo. Uma rela-
ção R no conjunto S é chamada
• compatı́vel à esquerda (com a operação de S) se (s, t) ∈ R implica (as, at) ∈ R,
∀a, s, t ∈ S ;
• compatı́vel à direita se (s, t) ∈ R implica (sa, ta) ∈ R, ∀a, s, t ∈ S ;
• compatı́vel se (s, t), (s′, t′) ∈ R implica (ss′, tt′) ∈ R, ∀s, s′, t, t′ ∈ S .
Uma relação de equivalência compatı́vel à esquerda (respectivamente, à direita) é cha-
mada congruência à esquerda (respectivamente, à direita). Uma relação de equivalên-
cia compatı́vel é chamada congruência.
Proposição 1.4.6. Uma relação ρ num semigrupo S é uma congruência se, e somente se, é
ambos congruência à esquerda e à direita.
Demonstração. Supõe-se primeiramente que ρ é uma congruência. Se (s, t) ∈ ρ e a ∈ S ,
então (a, a) ∈ ρ pela reflexividade de ρ e então (as, at) ∈ ρ e (sa, ta) ∈ ρ pela compatibi-
lidade. Assim, ρ é ambos congruência à esquerda e à direita.
Reciprocamente, se ρ é ambos congruência à esquerda e à direita, e se (s, t), (s′, t′) ∈ ρ,
segue que (ss′, ts′) pertence a ρ pela compatibilidade à direita e que (ts′, tt′) pertence a ρ
pela compatibilidade à esquerda. Logo, (ss′, tt′) pertence a ρ pela transitividade e tem-se
que ρ é uma congruência.
Dada uma relação R em X , define-se as R-classes ou classes de equivalência, para
cada x ∈ X , por Rx = {y ∈ X | (x, y) ∈ R}. O conjunto de R-classes é chamado de
conjunto quociente de X por R e é denotado por X/R. Define-se a sobrejeção natural
R : X → X/R, dada por
Rx = Rx (1.4.1)
x ∈ X .
Se ρ é uma congruência em um semigrupo S , define-se uma operação binária no con-
junto quociente S/ρ:
ρaρb = ρ(ab). (1.4.2)
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Tal operação está bem definida, pois ρa = ρa′ e ρb = ρb′ implicam (a, a′), (b, b′) ∈ ρ e daı́
(ab, a′b′) ∈ ρ, ou seja ρ(ab) = ρ(a′b′). A operação é facilmente demonstrada associativa e
assim, (S/ρ, ·) é um semigrupo. A função natural ρ de S em S/ρ definida em (1.4.1) é um
homomorfismo.
Provou-se parte do próximo teorema.
Teorema 1.4.7 (Primeiro Teorema dos Isomorfismos). Se ρ é uma congruência em um se-
migrupo S , então S/ρ é um semigrupo com respeito à operação definida em (1.4.2) e a função
ρ : S → S/ρ definida por s → ρs, ∀s ∈ S é um homomorfismo.
Se φ : S → T é um homomorfismo, com S e T semigrupos, então a relação kerφ = φ−1 ◦










Demonstração. Para provar a segunda parte do teorema, observa-se primeiramente que
kerφ é equivalência, pela Proposição 1.4.1. Resta mostrar a compatibilidade com a mul-
tiplicação, para que seja congruência. De fato, dados a, b, c, d ∈ S , com (a, b) ∈ kerφ e
(c, d) ∈ kerφ, tem-se φa = φb e φc = φd. Daı́ segue φ(ac) = φ(a)φ(c) = φ(b)φ(d) =
φ(bd), ou seja, (ac, bd) ∈ kerφ e, portanto, kerφ é congruência.
Define-se α : S/ kerφ → T
(kerφ)a → φa.
• α está bem-definido e é injetivo, já que:
(kerφ)a = (kerφ)b ⇔ (a, b) ∈ kerφ ⇔ φa = φb;
• α é homomorfismo, pois:
α[((kerφ)a)((kerφ)b)] = α[(kerφ)(ab)]
= φ(ab) = φ(a)φ(b)
= α[(kerφ)a]α[(kerφ)b].
Da definição de α é claro que, para todo a ∈ S , tem-se α(kerφ)a = φa e o diagrama
comuta.
Congruências em semigrupos inversos possuem mais algumas propriedades.
Proposição 1.4.8. Seja ρ uma congruência em um semigrupo inverso S .
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(i) Se (s, t) ∈ ρ, então (s∗, t∗), (s∗s, t∗t), (ss∗, tt∗) ∈ ρ;
(ii) Se (s, e) ∈ ρ, com e ∈ E, então (s, s∗), (s, s∗s), (s, ss∗) ∈ ρ.
Demonstração. Prova-se somente uma implicação de cada item.
(i) Se (s, t) ∈ ρ, então ρ(s) = ρ(t) em S/ρ. Como ρ(s∗) = ρ(s)∗ e ρ(t∗) = ρ(t)∗, tem-se
ρ(s∗) = ρ(t∗), ou seja, (s∗, t∗) ∈ ρ.
(ii) Se (s, e) ∈ ρ, então ρ(s) = ρ(e) em S/ρ. Tem-se ρ(s∗) = ρ(s)∗ = ρ(e)∗ = ρ(e) =
ρ(s), ou seja, (s, s∗) ∈ ρ.
Seja ρ uma congruência em um semigrupo inverso S (ou em qualquer semigrupo). A
congruência ρ é chamada congruência de grupo quando S/ρ é grupo. É consequência
da Proposição 1.3.9 que S/ρ é semigrupo inverso para qualquer congruência ρ. Como,
pela Proposição 1.3.16, um grupo é um semigrupo inverso com um único idempotente e
como cada ρ-classe que é idempotente em S/ρ deve conter um idempotente de S (pois ρ
é homomorfismo), segue que ρ é congruência de grupo se, e somente se, (e, f) ∈ ρ, para
todos e, f ∈ E, ou seja, todos os idempotentes estão em umamesma ρ-classe. Oposto a isso,
estão as congruências que separam idempotentes, ou seja, se (e, f) ∈ ρ, com e, f ∈ E,
então e = f .
1.5 Ordem parcial em semigrupos inversos
Dado um semigrupo inverso S , define-se a relação  como segue: dados s, t ∈ S ,
s  t ⇔ s = te
para algum idempotente e ∈ S . A restrição de ao semirreticulado de idempotentes E é a
ordem natural do semirreticulado, como feito anteriormente:
e  f ⇔ ef = e.
De fato, se e  f , então e = fi, para algum idempotente i. Mas, então fe = ffi = fi = e
e assim, fe = ef = e. A recı́proca é clara.
Antes de mostrar que o escrito acima define, de fato, uma relação de ordem parcial,
mostra-se, entre outras coisas, que o lado em que o idempotente aparece na definição é
irrelevante.
Lema 1.5.1. Seja S um semigrupo inverso. São equivalentes:
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(1) s  t;
(2) s = ft, para algum idempotente f ;
(3) s∗  t∗;
(4) s = ss∗t;
(5) s = ts∗s.
Demonstração. .
(1) ⇒ (2): Seja s = te. Então, s = ft, para algum idempotente f , pela Proposição 1.3.6.
(2) ⇒ (3): Seja s = ft, para algum idempotente f . Então s∗ = t∗f e, por definição, s∗  t∗.
(3) ⇒ (4): Seja s∗  t∗. Então, s∗ = t∗e, para algum idempotente e. Tomando inversos,
obtém-se s = et. Mas, como es = eet = et = s, tem-se ess∗ = ss∗. Logo, s = (ss∗)s =
(ess∗)et = e(ss∗)et = ess∗t = ss∗t.
(4) ⇒ (5): Seja s = ss∗t. Então, s = te, para algum idempotente e, pela Proposição 1.3.6.
Mas, como se = tee = te = s, tem-se s∗se = s∗s. Logo, s = s(s∗s) = te(ss∗e) = tss∗e =
tss∗.
(5) ⇒ (1): Definição.
Proposição 1.5.2. Seja S um semigrupo inverso. Tem-se:
(i) A relação  é de ordem parcial em S ;
(ii) Se s  t e u  v, então su  tv;
(iii) Se s  t, então s∗s  t∗t e ss∗  tt∗;
(iv) O semirreticulado de idempotentes E satisfaz: dados s ∈ S e e ∈ E com s  e, então
s ∈ E.
Demonstração. .
(i) Como s = s(s∗s), a relação é reflexiva. Agora, sejam s  t e t  s. Então, pelo
Lema 1.5.1, s = ts∗s e t = st∗t. Logo, s = ts∗s = st∗ts∗s = ss∗st∗t = st∗t = t e a
relação é antissimétrica. Finalmente, supõe-se s  t e t  u. Então, s = te e t = uf ,
para e, f idempotentes. Logo, s = te = (uf)e = u(fe) e s  u.
(ii) Sejam s  t e u  v. Então, s = te e u = vf , com e, f idempotentes. Assim, su =
tevf . Pela Proposição 1.3.6, ev = vi, para algum idempotente i. Assim, su = tv(if)
e então su  tv.
(iii) Imediato do lema anterior e do item acima.
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(iv) Imediato da definição da ordem parcial e do fato queE é fechado para amultiplicação.
Observação 1.5.3. Dado (P,) um conjunto parcialmente ordenado, um subconjunto Q de
P que satisfaz o item (iv) da proposição acima é chamado de ideal de ordem (order ideal).
Exemplo 1.5.4. Quando se tem (A, g)  (B, h), no monoide G̃R? Tem-se (A, g)  (B, h)
se, e somente se, existe (C, 1G) ∈ E(G̃R) tal que (A, g) = (C, 1G)(B, h).
Tem-se (C, 1G)(B, h) = (C ∪ 1GB, 1Gh) = (C ∪ B, h) e (A, g) = (C ∪ B, h) implica
g = h e A = C ∪B. Ou seja, (A, g)  (B, h) se, e somente se, g = h e B ⊆ A.
Exemplo 1.5.5. Dado um conjuntoX , qual é a relação em I(X)? Dadosα : domα → imα
e β : dom β → im β, mostra-se que α  β se, e somente se, β estende α.
De fato, se α  β em I(X), então existe um subconjunto C de X tal que α = β ◦ 1C ,
em que 1C denota a função identidade em C . Se (x, y) ∈ α (ou seja, se α(x) = y), então
tem-se que existe z ∈ X tal que (x, z) ∈ 1C e (z, y) ∈ β. Assim, x = z e então (x, y) ∈ β.
Logo, β estende α.
Reciprocamente, se β estende α, seja o elemento β ◦ 1domα. Então, (x, y) ∈ α implica
(x, x) ∈ 1domα e (x, y) ∈ β. Logo, β ◦1domα estende α. Agora, supõe-se (x, y) ∈ β ◦1domα.
Então, x ∈ domα e (x, y) ∈ β. Logo, existe α(x) ∈ X tal que (x, α(x)) ∈ α. Mas, como β,
que é bijeção parcial, estende α, deve-se ter α(x) = y e, então, (x, y) ∈ α.
Portanto, α  β se, e somente se, β estende α.
É possı́vel mostrar que se R é uma relação compatı́vel em um semigrupo S , então Rn
também o é, ∀n ∈ N. Portanto, R∞ também é relação compatı́vel com a multiplicação do
semigrupo. Assim, tomando Re = [R∪R−1 ∪ 1X ]∞, como na Proposição 1.4.4, tem-se que
Re é a menor relação de equivalência que contémR eRe é compatı́vel com a multiplicação,
ou seja, Re é uma congruência no semigrupo S . Pela Proposição 1.5.2, tem-se que  é uma
relação compatı́vel com a multiplicação do semigrupo S , logo, usando σ para denotar a
menor relação de equivalência em S que contém , tem-se que σ é a menor congruência
em S que contém . O próximo lema descreve melhor σ.
Lema 1.5.6. Para um semigrupo inverso S e para todos s, t ∈ S , tem-se (s, t) ∈ σ se, e
somente se, existe u ∈ S tal que u  s, t.
Demonstração. Se existe u ∈ S tal que u  s, t, tem-se que z1 = s, z2 = u e z3 = t definem
uma sequência tal que zi  zi+1 ou zi+1  zi, para i = 1, 2, e tem-se (s, t) ∈ σ, pela
Proposição 1.4.5.
Reciprocamente, como feito na Proposição 1.4.5, tem-se que (s, t) ∈ σ implica que exis-
tem s = s1, . . . , sn = t ∈ S tais que si  si+1 ou si+1  si, para todo i = 1, . . . , n − 1.
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Portanto, si = eisi+1 ou si+1 = eisi, com ei ∈ E(S), para todo i = 1, . . . , n − 1. Para
ambos os casos, eisi+1 = eisi, para todo i = 1, . . . , n− 1. Faz-se e = e1 · · · en−1. Assim
es = es1 = (e2 · · · en−1)(e1s1)
= (e2 · · · en−1)(e1s2)
= (e1e3 · · · en−1)(e2s2)
= (e1e3 · · · en−1)(e2s3)
= . . .
= (e1 · · · en−2)(en−1sn)
= esn = et
E toma-se u = es = et  s, t.
O que mostra que σ é a congruência de grupo minimal em S .
Observação 1.5.7. Tomando o monoide inverso G̃R, pelo Exemplo 1.1.4, tem-se que todos
os idempotentes de G̃R são da forma (A, 1G) e pelo Lema 1.3.8, os idempotentes de G̃
R/σ
são as σ-classes de (A, 1G). Mas, como feito no Exemplo 1.5.4, (A, 1G)  ({1G}, 1G),
∀A ∈ P1G(G). Logo, G̃R/σ é monoide inverso, pela Proposição 1.3.9, e possui um único
idempotente. Ou seja, G̃R/σ é um grupo! Além disso, é isomorfo a G pelo isomorfismo
G → G̃R/σ
g → σ({1G, g}, g).
1.6 E-unitários
Definição 1.6.1. Um semigrupo inverso S é chamadoE-unitário se, para todo e ∈ E com
e  s, tem-se s idempotente.
Para todos s, t no semigrupo inverso S , define-se:
• relação de compatibilidade à esquerda por:
s ∼e t ⇔ st∗ ∈ E(S);
• relação de compatibilidade à direita por:
s ∼d t ⇔ s∗t ∈ E(S);
• relação de compatibilidade pela interseção das duas relações acima:
s ∼ t ⇔ st∗, s∗t ∈ E(S).
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Tomando a congruência σ gerada pela ordem parcial  em um semigrupo inverso S ,
tem-se a próxima proposição.
Proposição 1.6.2. Dado um semigrupo inverso S E-unitário, tem-se ∼= σ.
Demonstração. (σ ⊆∼): Sejam s, t ∈ S tais que (s, t) ∈ σ. Então, pelo Lema 1.5.6, existe
u ∈ S tal que u  s, t. Assim, uu∗  st∗ e u∗u  s∗t. Mas, como S é um semigrupo
E-unitário, tem-se st∗, s∗t ∈ E(S), ou seja, s ∼ t.
(∼⊆ σ): Sejam s, t ∈ S tais que s ∼ t. Tomando u = ss∗t, tem-se u  s, t, pois
ss∗, s∗t ∈ E(S) e, novamente pelo Lema 1.5.6, (s, t) ∈ σ.
1.7 Semigrupos universais
A presente seção tem como objetivo definir o conceito de semigrupos universais. Conceito
que será usado na Seção 3.1, na construção do monoide S(G), para um grupo G.
Se A é um conjunto não vazio, denota-se por FA o conjunto de todas as palavras não
vazias finitas a1a2 . . . an do “alfabeto” A. Define-se uma operação binária em FA por con-
catenação:
(a1a2 . . . an)(b1b2 . . . bm) = a1a2 . . . anb1b2 . . . bm.
Com respeito a esta operação, FA é um semigrupo, chamado semigrupo livre sobre
A. O conjunto A é chamado conjunto gerador de FA. Identifica-se cada elemento a ∈ A
com a palavra de uma única letra a ∈ FA. Permitindo o uso da palavra vazia, tem-se que
FA é monoide.
A propriedade universal de semigrupos livres é dada pelo próximo teorema:
Teorema 1.7.1. Sejam A um conjunto não vazio e S um semigrupo. Se f : A → S é uma
função qualquer, então existe um único homomorfismo φ : FA → S tal que φ|A = f .
Demonstração. Define-se φ : FA → S por
φ(a1a2 . . . an) → f(a1)f(a2) . . . f(an).
Fica claro que φ é homomorfismo e que φ|A = f . Além disso, segue que φ é única, pois se
ψ : FA → S também tem as propriedades desejadas, então, ∀a1a2 . . . an ∈ FA:
ψ(a1a2 . . . an) = ψ(a1)ψ(a2) . . . ψ(an)
= f(a1)f(a2) . . . f(an)
= φ(a1a2 . . . an) e daı́, ψ = φ.
Se S é um semigrupo e A é um conjunto gerador de S , o teorema define um homomor-
fismo sobrejetivo φ : FA → S . Então, S  FA/ kerφ. Sempre é possı́vel encontrar um
conjunto gerador para S (o próprio S serve para tal fim) e deduz-se que todo semigrupo
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pode ser expresso a menos de isomorfismo como quociente de um semigrupo livre por uma
congruência. Tal expressão não é única.
Observação 1.7.2. Na categoria de semigrupos com seus homomorfismos, tem-se: se S e T
são semigrupos e φ : S → T é um homomorfismo injetor, então dado um outro semigrupo
Q, com dois homomorfismos ψ1, ψ2 : Q → S tais que φ ◦ ψ1 = φ ◦ ψ2, tem-se ψ1 = ψ2.
Ou seja, homomorfismos injetores são monomorfismos, nesta categoria. Reciprocamente,
dado φ : S → T monomorfismo categórico, supõe-se, por contradição, que existem s1, s2 ∈
S distintos tais que φ(s1) = φ(s2). Toma-se agora, o semigrupo livre F gerado por um
elemento z, ou seja, os elementos de F são potências com expoentes em N de z, todos
distintos e zn ∗ zm = zn+m, para n,m ∈ N. Como F é o semigrupo livre gerado por z,
existem homomorfismos ψ1 : F → S e ψ2 : F → S tais que ψ1(z) = s1 e ψ2(z) = s2.
Então tem-se φ ◦ ψ1 = φ ◦ ψ2, com ψ1 = ψ2. Contradição!
Agora, se φ : S → T é homomorfismo sobrejetor e Q é outro semigrupo com ψ1, ψ2 :
T → Q homomorfismos, tais que ψ1 ◦φ = ψ2 ◦φ, então ψ1 = ψ2. Ou seja, homomorfismos
sobrejetores são epimorfismos, nesta categoria. Tem-se que a recı́proca não vale em geral,
mas vale para a categoria dos semigrupos inversos, ou seja, epimorfismos são funções so-
brejetoras na categoria dos semigrupos inversos. Para uma demonstração, cita-se [Hig96,
Teorema 2].
Tal observação é para justificar o uso dos termos “epimorfismo” e “monomorfismo” para
significar funções sobrejetoras e injetoras (na categoria dos semigrupos inversos), respec-
tivamente.
Capı́tulo 2
Cohomologia para ações parciais de
grupos
Neste capı́tulo, apresentam-se os conceitos principais da cohomologia de ações parciais. Na
Seção 2.1, mostra-se a existência de um complexo de G-módulos parciais associado a uma
ação parcial. Apresentam-se as ações parciais torcidas de grupos em álgebras e a Seção 2.2
é dedicada a entender quando os produtos cruzados associados a ações parciais torcidas e
a ações parciais torcidas unitais são associativos. A Seção 2.2.3 é dedicada à verificação de
que as torções são o mesmo que 2-cociclos parciais.
2.1 Noções básicas
Sejam G um grupo e A um semigrupo.
Definição 2.1.1. Uma ação parcial θ de um grupo G em A é uma coleção de isomorfis-
mos de semigrupo θg : Ag−1 → Ag , com Ag ideal de A, para todo g ∈ G, satisfazendo, para
g, h ∈ G:
(AP1) A1 = A e θ1 é a função identidade de A;
(AP2) θg(Ag−1 ∩ Ah) = Ag ∩ Agh;
(AP3) θg ◦ θh = θgh em Ah−1 ∩ Ah−1g−1 .
Considera-se o caso em que A é um monoide comutativo e cada ideal Ag é unital, ou
seja, Ag é gerado por um idempotente 1g deA. Neste caso, diz-se que θ é uma ação parcial
unital. Então Ag ∩ Ah = AgAh, pelo Lema 1.1.6, e as propriedades (AP2) e (AP3) podem
ser substituı́das por
(AP2’) θg(Ag−1Ah) = AgAgh;
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(AP3’) θg ◦ θh = θgh em Ah−1Ah−1g−1 .
Nota-se também que (AP2’) implica a igualdade mais geral
θg(Ag−1Ah1 · · ·Ahn) = AgAgh1 · · ·AgAghn (2.1.1)
que segue observando-se
Ag−1Ah1 · · ·Ahn = Ag−1Ah1 · · ·Ag−1Ahn .
Definição 2.1.2. Um monoide comutativo A com uma ação parcial unital θ de G em A é
chamado de G-módulo parcial unital.
Dados doisG-módulos parciais (unitais) (A, θ) e (A′, θ′), ummorfismode ações parci-
ais (A, θ) → (A′, θ′) deG é ummorfismo entre semigruposϕ : A → A′ tal queϕ(Ag) ⊆ A′g
e ϕ ◦ θg = θ′g ◦ ϕ em Ag−1 .
Definição 2.1.3. Um morfismo entre G-módulos parciais (unitais) ϕ : (A, θ) →
(A′, θ′) é um morfismo de ações parciais cuja restrição a cada Ag é um homomorfismo
entre monoides Ag → A′g .
A categoria de G-módulos parciais unitais e morfismos será denotada por pMod(G).
Às vezes, (A, θ) será denotado simplesmente por A.
Definição 2.1.4. SejamA ∈ pMod(G) e n um inteiro positivo. Uma n-cocadeia deG com
valores em A é uma função f : Gn → A tal que f(g1, · · · , gn) é um elemento invertı́vel
do idealA(g1,··· ,gn) := Ag1Ag1g2 · · ·Ag1···gn . Uma 0-cocadeia é um elemento invertı́vel deA.
Denota-se o conjunto de n-cocadeias por Cn(G,A). Tal conjunto é um grupo abeliano
com a multiplicação ponto a ponto. A identidade é en(g1, · · · , gn) = 1g11g1g2 · · · 1g1···gn e o
inverso de f ∈ Cn(G,A) é f−1(g1, · · · , gn) := f(g1, · · · , gn)−1, em que f(g1, · · · , gn)−1 é
o inverso de f(g1, · · · , gn) em A(g1,··· ,gn).
Definição 2.1.5. Sejam (A, θ) ∈ pMod(G) e n um inteiro positivo. Dados f ∈ Cn(G,A)
e g1, · · · , gn+1 ∈ G, define-se
(δnf)(g1, · · · gn+1) = θg1(1g−11 f(g2, · · · gn+1))
n∏
i=1
f(g1, · · · , gigi+1, · · · , gn+1)(−1)
i
f(g1, · · · , gn)(−1)
n+1
Os inversos são tomados nos ideais correspondentes.
Se n = 0 e a ∈ A é invertı́vel, faz-se (δ0a)(g) = θg(1g−1a)a−1.
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Proposição 2.1.6. δn : Cn(G,A) → Cn+1(G,A) é um homomorfismo tal que
δn+1δnf = en+2 (2.1.2)
∀f ∈ Cn(G,A).
Demonstração. Seja f ∈ Cn(G,A). Verifica-se primeiramente: δnf ∈ Cn+1(G,A). De fato,
para g1, · · · , gn+1 ∈ G, f(g2, · · · , gn+1) é invertı́vel em A(g2,··· ,gn+1). Multiplicando por
1g−11 , torna-se invertı́vel em Ag
−1
1
A(g2,··· ,gn+1). Logo, θg1(1g−11 f(g2, · · · , gn+1)) é invertı́vel
em A(g1,··· ,gn+1), pois θg1 é isomorfismo entre Ag−11 A(g2,··· ,gn+1) e A(g1,··· ,gn+1), por (2.1.1).
Como o produto de invertı́veis em ideais é invertı́vel no produto de tais ideais, então, pela







A(g1,··· ,gn) = A(g1,··· ,gn+1)
Como A é comutativo, para ver que δn é homomorfismo, é suficiente notar
θg1(1g1−1f1f2(g2, · · · , gn+1)) = θg1(1g1−1(f1(g2, · · · , gn+1)f2(g2, · · · , gn+1)))
= θg1(1g1−1f1(g2, · · · , gn+1)1g1−1f2(g2, · · · , gn+1))
= θg1(1g1−1f1(g2, · · · , gn+1))θg1(1g1−1f2(g2, · · · , gn+1)))
Resta mostrar (2.1.2). Tal demonstração encontra-se no Apêndice A.
Definição 2.1.7. A função δn é chamadahomomorfismode cobordo. Define-se, como no
caso clássico, os grupos abelianos Zn(G,A) = ker δn, Bn(G,A) = im δn−1 e Hn(G,A) =
ker δn/ im δn−1 de n- cociclos, n-cobordos e n-cohomologias parciais de G com valo-
res em A, n  1, e para n = 0, H0(G,A) = Z0(G,A) = ker δ0.
Por exemplo,
H0(G,A) = Z0(G,A) = {a ∈ U(A) | θg(a1g−1) = a1g, ∀g ∈ G}
B1(G,A) = {f ∈ C1(G,A) | f(g) = θg(a1g−1)a−1, a ∈ U(A)}
em que U(A) denota o grupo dos elementos invertı́veis de A.
Nota-se que H0(G,A) é o subgrupo de θ-invariantes de U(A).
Além disso,
(δ1f)(g, h) = θg(f(h)1g−1)f(gh)
−1f(g)
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para f ∈ C1(G,A), implica
Z1(G,A) = {f ∈ C1(G,A) | f(gh)1g = θg(f(h)1g−1)f(g), ∀g, h ∈ G}
B2(G,A) = {f ′ ∈ C2(G,A) | f ′(g, h) = θg(f(h)1g−1)f(gh)−1f(g), f ∈ C1(G,A)}
para n = 2:
(δ2f)(g, h, t) = θg(1g−1f(h, t))f(gh, t)
−1f(g, ht)f(g, h)−1
para f ∈ C2(G,A) e segue que f ∈ Z2(G,A) se, e somente se,
θg(f(h, t)1g−1)f(g, ht) = f(gh, t)f(g, h) (2.1.3)
∀g, h, t ∈ G.








−→ · · ·
é um funtor de pMod(G) na categoria de complexos de grupos abelianos.
Demonstração. Sejam ϕ : (A, θ) → (A′, θ′) morfismo entre G-módulos parciais e f ∈
Cn(G,A). Define-se ϕ̃nf = ϕ ◦ f : Gn → A′. Deve-se mostrar: ϕ̃nf ∈ Cn(G,A′).










· · · 1A′g1···gn , a restrição de ϕ a A(g1,··· ,gn) é homomorfismo
entre monoides A(g1,··· ,gn) → A′(g1,··· ,gn). Logo, ϕ(f(g1, · · · , gn)) é invertı́vel em A′(g1,··· ,gn)
e seu inverso é ϕ(f(g1, · · · , gn)−1).
Consequentemente, para mostrar que {ϕ̃n}n0 é morfismo de complexos, ou seja, para
verificar a igualdade ϕ̃n+1 ◦ δn = δn ◦ ϕ̃n, basta mostrar






ϕ ◦ f(x2, · · · , xn+1))
pois os outros termos de δn que não envolvem a ação θ, só envolvem f e, portanto, satisfa-
zem ϕ̃n+1 ◦ δn = δn ◦ ϕ̃n.
Por definição de morfismo entre G-módulos parciais,













ϕ(f(g2, · · · , gn+1)))
como desejado.
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Corolário 2.1.9. Para n  0, a função A → Hn(G,A) determina um funtor de pMod(G)
em Ab.
2.2 2-cociclos parciais e produtos cruzados parciais
Nesta seção será apresentada uma aplicação de cohomologia parcial de grupos. Em [DES08]
foi introduzido o conceito de ação parcial torcida de um grupo G em uma k-álgebra A e
foi construı́do o produto cruzado torcido A θ G. Na Seção 2.2.3 será mostrado que os
elementos ωg,h ∈ Dg · Dgh que definem a “torção” da ação parcial são 2-cociclos parciais
e que 2-cociclos cohomólogos dão origem a produtos cruzados torcidos isomorfos como
álgebras G-graduadas.
2.2.1 Produtos cruzados por ações parciais
Serão consideradas inicialmente ações parciais (sem torção). Sejam G um grupo e A uma
k-álgebra não necessariamente com unidade, em que k é um anel associativo, comutativo
com unidade. Para definir o conceito de ação parcial do grupo G na k-álgebra A, toma-se
cada θg isomorfismo de álgebras entre ideais da álgebra A.
Definição 2.2.1. Uma ação parcial θ de G em A é uma coleção de isomorfismos de
álgebras θg : Dg−1 → Dg , com Dg ideal deA, para todo g ∈ G, satisfazendo, para g, h ∈ G:
(AP1) D1 = A e θ1 é a função identidade de A;
(AP2) θg(Dg−1 ∩ Dh) = Dg ∩ Dgh;
(AP3) θg ◦ θh = θgh em Dh−1 ∩ Dh−1g−1 .
Definição 2.2.2. Dada uma ação parcial θ de um grupo G numa álgebra A, o anel de
grupo skew A θ G correspondente a θ é o conjunto de todas as somas formais fini-
tas {∑g∈G agδg : ag ∈ Dg} em que os δg’s são sı́mbolos. O produto é determinado por
(agδg)(bhδh) = θg(θg−1(ag)bh)δgh.
Uma pergunta que surge naturalmente é seAθG é associativo. Será demonstrado que
A θ G é associativo se A for uma álgebra semiprima. Uma álgebra é dita semiprima se
A não tem ideal nilpotente não nulo. Mais geralmente, dada uma ação parcial de um grupo
G numa álgebra unital A, o anel de grupo skew A θ G é associativo se todo ideal Dg é
idempotente ou não degenerado. Um ideal I deA énão degenerado se, para todo elemento
não nulo a ∈ I , existe b ∈ I tal que ab = 0 ou ba = 0. Demonstra-se na Proposição 2.2.9
que uma álgebra unital A é semiprima se, e somente se, cada ideal não nulo de A é não
degenerado.
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O resultado principal sobre a associatividade de A θ G segue do estudo das álgebras
de multiplicadores M(Dg) dos ideais Dg. Além disso, na seção seguinte será feita uma
extensão da construção do anel de grupo skew que utiliza as álgebras M(Dg) de modo
essencial. Por isso, serão apresentados a seguir alguns resultados sobre multiplicadores em
uma álgebra.
Sejam k um corpo,A uma k-álgebra associativa com unidade e I um ideal deA. Fixado
um elemento x ∈ A, considera-se as multiplicações à esquerda e à direita de I por x:
Rx : I → I
a → Rx(a) := ax
Lx : I → I
a → Lx(a) := xa
Então L = Lx e R = Rx são transformações lineares em I tais que as seguintes proprieda-
des são satisfeitas, ∀a, b ∈ I :
(M1) L(ab) = L(a)b;
(M2) R(ab) = aR(b);
(M3) R(a)b = aL(b).
Tais propriedades são consequências diretas da associatividade de A: L(ab) = x(ab) =
(xa)b = L(a)b, R(ab) = (ab)x = a(bx) = aR(b) e R(a)b = (ax)b = a(xb) = aL(b).
Definição 2.2.3. A álgebra de multiplicadores de uma álgebra I é o conjuntoM(I) dos
pares ordenados (R,L), em que R e L são transformações lineares I → I satisfazendo os
itens (M1) a (M3). Para (R,L), (R′, L′) ∈ M(I), α ∈ k, as operações são definidas por:
• α(R,L) = (αR, αL);
• (R,L) + (R′, L′) = (R +R′, L+ L′);
• (R,L)(R′, L′) = (R′ ◦R,L ◦ L′).
Diz-se que R (respectivamente, L) é multiplicador à direita (respectivamente, à es-
querda) de I .
Verifica-se que M(I) é álgebra associativa com unidade (R1, L1), em que R1 e L1 são
as identidades de I . (Se I for ideal de uma álgebra A com unidade 1A, R1 e L1 são as
multiplicações por 1A à direita e à esquerda, respectivamente.)
Define-se φ : I → M(I) por x → (Rx, Lx). φ é morfismo de álgebras, já que é k-linear
e, além disso,
• Rxy(a) = a(xy) = (ax)y = Rx(a)y = Ry ◦Rx(a);
• Lxy(a) = (xy)a = x(ya) = xLy(a) = Lx ◦ Ly(a).
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o que implica φ(xy) = (Rxy, Lxy) = (Ry ◦Rx, Lx ◦ Ly) = φ(x)φ(y).
Definição 2.2.4. Diz-se que uma álgebra I é não degenerada se a função φ : I → M(I)
definida acima é injetiva.
Em geral, o núcleo de φ é a interseção do anulador à esquerda de I em I com seu anu-
lador à direita em I . Portanto, I é não degenerada se, e somente se, para todo a ∈ I não
nulo, existe b ∈ I tal que ab = 0 ou ba = 0.
Mais geralmente, se I é um ideal em uma álgebra A, pode-se considerar o homomor-
fismo ψ : A → M(I), dado por a → (Ra, La), cujo núcleo é a interseção do anulador à
esquerda de I em A com seu anulador à direita em A.
Proposição 2.2.5. Valem:
(i) φ(I) é ideal deM(I);
(ii) φ : I → M(I) é isomorfismo se, e somente se, I é álgebra com unidade.
Demonstração. (i) Toma-se x ∈ I e (R,L) ∈ M(I).
Mostra-se: (Rx, Lx)(R,L), (R,L)(Rx, Lx) ∈ φ(I).
(Rx, Lx)(R,L) = (R ◦Rx, Lx ◦ L). Aplicando em a ∈ I :
• (R ◦Rx)(a) = R(ax) = aR(x) = RR(x)(a);
• (Lx ◦ L)(a) = xL(a) = R(x)a = LR(x)(a).
Logo, (Rx, Lx)(R,L) = (RR(x), LR(x)) ∈ φ(I).
(R,L)(Rx, Lx) = (Rx ◦R,L ◦ Lx). Aplicando em a ∈ I :
• (Rx ◦R)(a) = R(a)x = aL(x) = RL(x)(a);
• (L ◦ Lx)(a) = L(xa) = L(x)a = LL(x)(a).
Logo, (R,L)(Rx, Lx) = (RL(x), LL(x)) ∈ φ(I).
(ii) Se φ é isomorfismo, segue que I tem unidade. Reciprocamente, se I tem unidade 1,
φ(1) ∈ φ(I) é unidade de M(I) e, por φ(I) ser ideal de M(I), tem-se φ(I) = M(I).
Como φ é injetiva, tem-se I  M(I).
Seja I álgebra (preferencialmente sem unidade). Dados (R,L), (R′, L′) ∈ M(I), quer-se
verificar a validade da igualdade
R′ ◦ L = L ◦R′ (2.2.1)
Se x, x′ pertencem a uma álgebra A, com ideal I , com (R,L) = (Rx, Lx) e (R′, L′) =
(Rx′ , Lx′), então a validade de (2.2.1) vem como consequência da associatividade de A:
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• (R′ ◦ L)(a) = R′(xa) = (xa)x′;
• (L ◦R′)(a) = L(ax′) = x(ax′).
No entanto, isso nem sempre vale. Como contraexemplo, toma-se I espaço vetorial
munido da multiplicação trivial xy := 0, ∀x, y ∈ I . Todo par (R,L) de transformações
lineares em I constituiria um multiplicador em I e não se espera que (2.2.1) valha.
Definição 2.2.6. Uma álgebra I é dita (R,L)-associativa se, dados dois multiplicadores
(R,L), (R′, L′) ∈ M(I), R′ ◦ L = L ◦R′.
O resultado a seguir lista duas condições suficientes para (R,L)-associatividade.
Proposição 2.2.7. A álgebra I é (R,L)-associativa se vale quaisquer uma das condições:
(i) I é não degenerada;
(ii) I é idempotente.
Demonstração. Sejam (R,L), (R′, L′) ∈ M(I). Dados a, b ∈ I , tem-se
R(L′(a))b = L′(a)L(b) pelo item (M3)
= L′(aL(b)) pelo item (M1)
= L′(R(a)b) pelo item (M3)
= L′(R(a))b pelo item (M1)
o que implica que R(L′(a))− L′(R(a)) pertence ao anulador esquerdo de I .
Analogamente,
bR(L′(a)) = R(bL′(a)) pelo item (M2)
= R(R′(b)a) pelo item (M3)
= R′(b)R(a) pelo item (M2)
= bL′(R(a)) pelo item (M3)
o que implica que R(L′(a))− L′(R(a)) pertence ao anulador direito de I .
Se vale (i), tem-se R(L′(a)) = L′(R(a)), ∀a ∈ I .







Se vale (ii), tem-se que todo elemento de I é soma de termos da forma a1a2, e segue a
conclusão.
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No próximo teorema considera-se ações parciais tais que todos os ideaisDg são (R,L)-
associativos. É, portanto, útil ter meios de decidir quando os ideais de uma certa álgebra
possuem tal propriedade. O próximo resultado segue essa direção, mas antes, algumas
definições.
Definição 2.2.8. Numa álgebra unital A um ideal I é chamado
• não degenerado à direita se a ∈ I não nulo implica aI = {0};
• não degenerado à esquerda se a ∈ I não nulo implica Ia = {0}.
Proposição 2.2.9. Seja A uma álgebra unital. São equivalentes:
(i) Todo ideal não nulo de A é não degenerado;
(ii) Todo ideal não nulo de A ou é idempotente ou é não degenerado;
(iii) Todo ideal não nulo de A é não degenerado à direita;
(iv) Todo ideal não nulo de A é não degenerado à esquerda;
(v) A é semiprima.
Neste caso, todo ideal de A é (R,L)-associativo.
Demonstração. Demonstra-se somente (ii)⇒ (v)⇒ (iii), pois (i)⇒ (ii) e (iii)⇒ (i) são triviais
e (iv) pode ser substituı́do por (iii) por simetria.
(ii) ⇒ (v): Se A possui um ideal nilpotente não nulo, então A possui um ideal I cujo qua-
drado é zero. Assim, I não é nem idempotente, nem não degenerado.
(v) ⇒ (iii): Seja I um ideal com a ∈ I não nulo tal que aI = {0}, por contradição. Então,
o ideal gerado por a, denotado J = AaA, é não nulo pois A é unital. No entanto, J2 =
Aa(AAa)A ⊆ AaIA = A{0}A = {0}. Contradizendo (v).
Seja π : I → J isomorfismo de k-álgebras. Então, dado (R,L) ∈ M(I), tem-se que
(π ◦R ◦ π−1, π ◦ L ◦ π−1) é elemento deM(J) e segue a seguinte proposição.
Proposição 2.2.10. A função π̄ : M(I) → M(J) dada por (R,L) → (π◦R◦π−1, π◦L◦π−1)
é isomorfismo de k-álgebras.
Teorema 2.2.11. Se A é uma álgebra e θ é uma ação parcial de um grupo G em A tal que
cada Dg (g ∈ G) é (R,L)-associativo, então o anel de grupo skew Aθ G é associativo.
Demonstração. Tem-se que Aθ G é associativo se, e somente se
(aδgbδh)cδt = aδg(bδhcδt) (2.2.2)
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∀g, h, t ∈ G, a ∈ Dg , b ∈ Dh, c ∈ Dt.
Partindo do lado esquerdo da igualdade acima:
(aδgbδh)cδt = θg(θg−1(a)b)δghcδt
= θgh{θ(gh)−1 [θg(θg−1(a)b)]c}δght
Vê-se: θg−1(a)b ∈ Dg−1 ∩ Dh ⇒ θg(θg−1(a)b) ∈ θg(Dg−1 ∩ Dh) = Dg ∩ Dgh e segue:
θ(gh)−1 [θg(θg−1(a)b)] = θh−1(θg−1 [θg(θg−1(a)b)])
= θh−1(θg−1(a)b)
Como esse elemento pertence aDh−1∩D(gh)−1 , pois θ(gh)−1(Dg∩Dgh) = Dh−1∩D(gh)−1 ,




e aplicando θg−1 , tem-se que vale (2.2.2) se, e somente se,
θh{θh−1(θg−1(a)b)c} = θg−1(a)θh(θh−1(b)c)
vale, ∀a ∈ Dg , b ∈ Dh, c ∈ Dt.
Como θg−1 : Dg → Dg−1 é isomorfismo, θg−1(a) percorre Dg−1 e a condição acima
equivale a
θh{θh−1(ab)c} = aθh(θh−1(b)c) (2.2.3)
∀a ∈ Dg−1 , b ∈ Dh, c ∈ Dt.
Se g = t = 1, então Dg = Dt = A e, portanto, A θ G é associativo se, e somente se,
(2.2.3) vale ∀h ∈ G, a, c ∈ A e b ∈ Dh. O que equivale a
(θh ◦Rc ◦ θh−1) ◦ La = La ◦ (θh ◦Rc ◦ θh−1) (2.2.4)
ComoRc é multiplicador à direita e La é multiplicador à esquerda, ambos deDh−1 , tem-
se pela Proposição 2.2.10, que θh ◦Rc ◦ θh−1 é multiplicador à direita para Dh. Portanto, se
Dh é (R,L)-associativo, vale (2.2.4).
Corolário 2.2.12. Se θ é uma ação parcial de um grupo G em uma álgebra A tal que cada
Dg (g ∈ G) ou é idempotente ou é não degenerado, então o anel de grupo skew A θ G é
associativo.
Demonstração. Segue diretamente da Proposição 2.2.7 e do Teorema 2.2.11.
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2.2.2 Produtos cruzados por ações parciais torcidas
SejaA uma k-álgebra associativa e não necessariamente comunidade, com k um anel comu-
tativo, com unidade. Lembra-se que a álgebra de multiplicadoresM(A) de A é o conjunto
M(A) = {(R,L) ∈ End AA × EndAA | (aR)b = a(Lb)}
com adição e multiplicação componente a componente.
Para um multiplicador ω = (R,L) ∈ M(A) e um elemento a ∈ A, faz-se aω = Ra e
ωa = La. Assim, sempre se tem (aω)b = a(ωb), para a, b ∈ A.
Definição 2.2.13. Uma ação parcial torcida do grupo G em A é uma tripla
θ = ({Dg}g∈G, {θg : Dg−1 → Dg}g∈G, {ωg,h}(g,h)∈G×G)
em que, para cada g ∈ G, Dg é ideal bilateral de A, θg é isomorfismo Dg−1 → Dg e, para
cada par (g, h) ∈ G×G, ωg,h é invertı́vel emM(Dg · Dgh), satisfazendo, para g, h, t ∈ G:
(APT1) D2g = Dg , Dg · Dh = Dh · Dg;
(APT2) D1 = A e θ1 é a função identidade de A;
(APT3) θg(Dg−1 · Dh) = Dg · Dgh;
(APT4) θg ◦ θh(a) = ωg,hθgh(a)ω−1g,h, ∀a ∈ Dh−1 · Dh−1g−1 ;
(APT5) ω1,g = ωg,1 = 1;
(APT6) θg(aωh,t)ωg,ht = θg(a)ωg,hωgh,t, ∀a ∈ Dg−1 · Dh · Dht.
Faz-se alguns comentários sobre a definição acima. Segue do item (APT1) que o produto
finito de ideais Dg1 · . . . · Dgn é idempotente e
θg(Dg−1 · Dh · Df ) = θg(Dg−1 · Dg−1 · Dh · Df )
= θg(Dg−1 · Dh · Dg−1 · Df )
= θg(Dg−1 · Dh) · θg(Dg−1 · Df )
= Dg · Dgh · Dg · Dgf
= Dg · Dgh · Dgf
ou seja, o item (APT3) implica θg(Dg−1 · Dh · Df ) = Dg · Dgh · Dgf , para todos g, h, f ∈ G.
Assim, todos os multiplicadores do item (APT4) são aplicáveis.
Dada uma álgebra (associativa) I , com I2 = I , tem-se, pela Proposição 2.2.7
(ωx)ω′ = ω(xω′) (2.2.5)
∀ω, ω′ ∈ M(I), x ∈ I . O que explica a ausência de parênteses do lado direito da igualdade
(APT4). Observa-se também que o item (APT3) implica θ−1g (Dg · Dh) = Dg−1 · Dg−1h.
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Definição 2.2.14. Dada uma ação parcial θ de G em A, o produto cruzado A θ G é a
soma direta
⊕




Aqui, ωg,h age como multiplicador à direita em θg(θ
−1
g (ag)bh) ∈ θg(Dg−1 · Dh) = Dg · Dgh.
Como mencionado anteriormente, um elemento a de uma álgebraA obviamente deter-
mina o multiplicador (Ra, La) ∈ M(A), com Rax = xa e Lax = ax, para x ∈ A. Se I é
ideal bilateral em A, então tal multiplicador pode ser restrito a I e denota-se pelo mesmo
par de sı́mbolos (Ra, La).
Dado um isomorfismo de álgebras α : I → J e um multiplicador u = (R,L) de I , tem-
se que uα = (αRα−1, αLα−1) é multiplicador de J , com (αRα−1)(x) = α(R(α−1(x))) e
(αLα−1)(x) = α(L(α−1(x))).




h (b)c) = θh(θ
−1
h (ab)c), ∀a, c ∈ A, b ∈ Dh, h ∈ G;
(ii) [θ−1gh (ωg,hθgh(x))]c = θ
−1
gh (ωg,hθgh(xc)), ∀x ∈ Dh−1 · Dh−1g−1 , g, h ∈ G, c ∈ A.
Demonstração. .
(i) Como θh : Dh−1 → Dh é isomorfismo, tem-se que (θhRcθ−1h , θhLcθ−1h ) é multiplicador
de Dh, e aplicando (2.2.5) a (R′, L′) := (θhRcθ−1h , θhLcθ−1h ) e (Ra, La), tem-se:
• ((Ra, La)b)(R


















(ii) Pelo item (APT4) daDefinição 2.2.14, ao restringir θgh aDg·D(gh)−1 tem-se um isomor-






gh ωg,hθgh) =: (R
′′, L′′)
é multiplicador em Dh−1 · Dh−1g−1 , e combinando-o em (2.2.5) com (Rc, Lc), tem-se:
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Teorema 2.2.16. O produto cruzado Aθ G é associativo.
Demonstração. Obviamente, Aθ G é associativo se, e somente se,
(aδgbδh)cδt = aδg(bδhcδt) (2.2.6)




= θgh{θ−1gh [θg(θ−1g (a)b)ωg,h]}cωgh,tδght














em que a última igualdade vale por (APT6), já que θ−1g (a)θh(θ
−1
h (b)c) ∈ Dg−1 ·θh(D−1h ·Dt) =
Dg−1 · Dh · Dht. Comparando o que foi obtido, pode-se cancelar ωgh,t, já que é invertı́vel.
Observando-se que, já que θ−1g é isomorfismo, θ
−1
g (a) percorre Dg−1 quando a percorre
Dg , tem-se que vale (2.2.6) se, e somente se,
θgh{θ−1gh [θg(ab)ωg,h]}c = θg[aθh(θ−1h (b)c)]ωg,h (2.2.7)
vale ∀g, h ∈ G, a ∈ Dg−1 , b ∈ Dh, c ∈ A. Aplicando (i) do Lema 2.2.15 ao lado direito de
(2.2.7), tem-se θg[aθh(θ
−1
h (b)c)]ωg,h = θg[θh(θ
−1
h (ab)c)]ωg,h. Agora, y = ab ∈ Dg−1 · Dh e,
portanto, basta mostrar que vale:
θgh{θ−1gh [θg(y)ωg,h]}c = θg[θh(θ−1h (y)c)]ωg,h (2.2.8)
∀g, h ∈ G, y ∈ Dg−1 · Dh, c ∈ A. Escreve-se x = θ−1h (y) e tem-se x ∈ θ−1h (Dg−1 · Dh) =
Dh−1 · Dh−1g−1 . Então, pelo item (APT4) da Definição 2.2.13, o lado esquerdo de (2.2.8) fica
θgh{θ−1gh [θg(y)ωg,h]}c = θgh{θ−1gh [θg ◦ θh(x)ωg,h]}c
= θgh{θ−1gh [(ωg,hθgh(x)ω−1g,h)ωg,h]c}
= θgh{θ−1gh [ωg,hθgh(x)]c}
Aplicando (ii) do Lema 2.2.15, tem-se que o último é igual a
θgh{θ−1gh [ωg,hθgh(x)]c} = θgh{θ−1gh (ωg,hθgh(xc))}
= ωg,hθgh(xc)
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Assim, tomando z = xc, (2.2.8) fica
ωg,hθgh(z) = θg[θh(z)]ωg,h
com g, h ∈ G, z ∈ Dh−1 ·Dh−1g−1 , mas tal igualdade é o item (APT4) da Definição 2.2.13.
2.2.3 Torções como 2-cociclos parciais
Nesta seção, estabelece-se a relação entre as torções de ações parciais torcidas unitais e
2-cociclos com valores em G-módulos parciais.
Então, seja,
θ = ({Dg}g∈G, {θg : Dg−1 → Dg}g∈G, {ωg,h}(g,h)∈G×G)














Então sejam θ = ({Dg}g∈G, {θg : Dg−1 → Dg}g∈G, {ωg,h}(g,h)∈G×G) ação parcial torcida
e Aθ G o produto cruzado com multiplicação (agδg)(bhδh) = agθg(1g−1bh)ωg,hδgh.
Se ω é 2-cociclo, por (2.1.3) tem-se:
θg(1g−1ωh,t)ωg,ht = ωgh,tωg,h
com ωg,h ∈ Dg · Dgh e ωgh,t ∈ Dgh · Dght.




e a ação parcial torcida é unital!
Reciprocamente, se a ação parcial torcida é unital:
θg(aωh,t)ωg,ht = θg(a)ωg,hωgh,t, ∀a ∈ Dg−1 · Dh · Dht
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e ω é 2-cociclo!
Portanto, demonstrou-se o seguinte teorema:
Teorema 2.2.17. Seja θ = ({Dg}g∈G, {θg : Dg−1 → Dg}g∈G, {ωg,h}(g,h)∈G×G) satisfazendo
os itens (APT1) a (APT5). Então, θ satisfaz o item (APT6) se, e somente se, ω é 2-cociclo parcial.
Também, cociclos cohomólogos, como na Definição 2.1.7, que estão na mesma classe em
H2(G,A), correspondem a ações parciais torcidas equivalentes, como definido em [DES10].
Definição 2.2.18. Sejam duas ações parciais torcidas do grupo G na álgebra A:
θ = ({Dg}g∈G, {θg : Dg−1 → Dg}g∈G, {ωg,h}(g,h)∈G×G)
e
θ′ = ({Dg}g∈G, {θ′g : Dg−1 → Dg}g∈G, {ω′g,h}(g,h)∈G×G)
em que cadaDg é ideal unital com unidade 1g , ∀g ∈ G. As ações parciais torcidas θ e θ′ são
ditas equivalentes se existe uma função
ε : G → A
g → εg ∈ U(Dg)
tal que ∀g, h ∈ G, a ∈ Dg−1 , tem-se
(E1) θ′g(a) = εgθg(a)ε
−1
g ;
(E2) ω′g,h = εgθg(εh1g−1)ωg,hε
−1
gh .
Tem-se o seguinte teorema.
Teorema 2.2.19. Duas ações parciais torcidas θ e θ′, como na Definição 2.2.18, são equivalen-
tes se, e somente se, existe um isomorfismo A-linear à esquerda e que preserva G-graduação
entre os produtos cruzados correspondentes Aθ G e Aθ′ G.
Demonstração. Sejam θ e θ′ duas ações parciais torcidas equivalentes, ou seja, existe uma
função ε : G → A, dada por g → εg ∈ U(Dg), satisfazendo os itens (E1) e (E2). Define-se
ϕ : Aθ G → Aθ′ G
agδg → agε−1g δg.
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De fato, ϕ é homomorfismo:










































ϕ é A-linear à esquerda e preserva G-graduação por construção.
Também, ϕ é bijetora, pois ψ : A θ′ G → A θ G definida por agδg → agεgδg,
∀agδg ∈ Aθ′ G, é sua inversa:










Portanto, ϕ : Aθ G → Aθ′ G é homomorfismo bijetivo, ou seja, é um isomorfismo
entre os produtos cruzados Aθ G e Aθ′ G.
Reciprocamente, se existe o isomorfismo ϕ : A θ G → A θ′ G que é A-linear
à esquerda e que preserva G-graduação, então dado agδg ∈ A θ G, tem-se ϕ(agδg) =
agϕ(1gδg) = agλgδg ∈ Aθ′ G, com λg ∈ Dg.
Primeiramente, cada λg é invertı́vel em Dg: como ϕ : A θ G → A θ′ G é A-linear
à esquerda e preserva G-graduação, tem-se que a inversa ϕ−1 : A θ′ G → A θ G
também éA-linear à esquerda e preservaG-graduação. Então, dado agδg ∈ Aθ′G, tem-se
ϕ−1(agδg) = agϕ
−1(1gδg) = agμgδg, com μg ∈ Dg . Assim, ϕ ◦ ϕ−1 é a função identidade
em Aθ′ G e ϕ−1 ◦ ϕ é a função identidade em Aθ G. Logo,
• 1gδg = (ϕ ◦ ϕ−1)(1gδg) = ϕ(μgδg) = μgλgδg, o que implica 1g = μgλg;
• 1gδg = (ϕ
−1 ◦ ϕ)(1gδg) = ϕ−1(λgδg) = λgμgδg , o que implica 1g = λgμg .
Portanto, cada λg tem inverso μg em Dg.
Como ϕ deve ser homomorfismo, deve-se ter ϕ((1gδg)(aeδe)) = ϕ(1gδg)ϕ(aeδe). Daı́,
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Logo, θg(1g−1ae)λg = λgθ
′




g θg(1g−1ae)λg e tem-se,
o item (E1) da Definição 2.2.18.
Ainda como ϕ deve ser homomorfismo, deve-se ter ϕ((1gδg)(1hδh)) = ϕ(1gδg)ϕ(1hδh).
Daı́,







































h )ωg,hλgh e tem-se o
item (E2) da Definição 2.2.18.
Assim, a função λ : G → A, dada por g → λ−1g ∈ U(Dg), ∀g ∈ G, satisfaz os itens (E1)
e (E2) da Definição 2.2.18. Portanto, as ações θ e θ′ são equivalentes.
Capı́tulo 3
Ações parciais de grupos e ações de
semigrupos inversos
Nesse capı́tulo, constroi-se um monoide inverso S(G) associado a um grupo G. Mostra-
se que as ações de S(G) estão em correspondência biunı́voca com ações parciais de G. A
principal referência é [Exe98]. Na Seção 3.4, mostra-se um isomorfismo do monoide de Exel
com a expansão de Birget-Rhodes do grupoG, obtendo-se uma descrição mais explı́cita para
o mesmo. A principal referência é [KL04].
3.1 Monoide de Exel
Nesta seção, G denota um grupo fixado cujo elemento neutro é denotado por 1G.
Definição 3.1.1. Seja S(G) o semigrupo universal definido por geradores e relações como
segue. A cada elemento g ∈ G associa-se o gerador [g]. Para cada par de elementos g, h ∈ G,
considera-se as relações
(i) [g−1][g][h] = [g−1][gh];
(ii) [g][h][h−1] = [gh][h−1];
(iii) [g][1G] = [g];
(iv) [1G][g] = [g].
Observação 3.1.2. Algumas observações são pertinentes.
• Devido aos itens (i) e (iii), tem-se [g][g−1][g] = [g][g−1g] = [g][1G] = [g], o que indica
que S(G) deve ser um semigrupo inverso, pois a unicidade do inverso de [g] em S(G)
vem da unicidade do inverso de g em G.
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• O item (iv) é consequência dos itens anteriores, pois
[1G][g] = [gg
−1][g] = [g][g−1][g] = [g]
ou seja, tal item pode ser suprimido da definição sem consequências.
Pela universalidade de semigrupos definidos por geradores e relações, tem-se
Proposição 3.1.3. Dados um semigrupo S e uma função f : G → S satisfazendo, para
g, h ∈ G:
(i) f(g−1)f(g)f(h) = f(g−1)f(gh);
(ii) f(g)f(h)f(h−1) = f(gh)f(h−1);
(iii) f(g)f(1G) = f(g).
existe um único morfismo f̃ : S(G) → S tal que f̃([g]) = f(g).
Observação 3.1.4. Uma função satisfazendo os itens (i) e (ii) e f(1G) = 1S é chamada ho-
momorfismo parcial.
Proposição 3.1.5. Existe um antiautomorfismo involutivo ∗ : S(G) → S(G) tal que [g]∗ =
[g−1], ∀g ∈ G.
Demonstração. SejaS(G)op o semigrupo oposto, cujo conjunto subjacente é omesmo, mas a
multiplicação dos elementos α, β ∈ S(G)op é dada por α•β := βα, em que βα corresponde
à multiplicação usual em S(G). Define-se f : G → S(G)op por g → [g−1]. Tem-se
(i) f(g−1) • f(g) • f(h) = [g] • [g−1] • [h−1]
= [h−1][g−1][g]
= [(gh)−1][g]
= [g] • [(gh)−1]
= f(g−1) • f(gh)
(ii) f(g) • f(h) • f(h−1) = [g−1] • [h−1] • [h]
= [h][h−1][g−1]
= [h][(gh)−1]
= f(gh) • f(h−1)
(iii) f(g) • f(1G) = [1G][g−1]
= [g−1]
= f(g)
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Assim, devido à Proposição 3.1.3, f se estende a um homomorfismo ∗ : S(G) → S(G)op,
dado por [g]∗ = [g−1], ∀g ∈ G, que é antiautomorfismo se visto como função de S(G) em
si mesmo.
Estuda-se idempotentes em S(G) a seguir.
Proposição 3.1.6. Para todo g ∈ G, seja εg = [g][g−1] ∈ S(G). Então, para g, h ∈ G:
(i) εg é idempotente autoadjunto: ε
∗
g = εg = ε
2
g ;
(ii) [g]εh = εgh[g];
(iii) εgεh = εhεg .
Demonstração. .

























Proposição 3.1.7. Todo elemento α ∈ S(G) admite uma decomposição
α = εg1 · · · εgn [h]
n  0 e g1, · · · , gn, h ∈ G. Além disso, pode-se assumir gi = gj , se i = j, gi = h e
gi = 1G, ∀i = 1, · · · , n.
Demonstração. Seja S o subconjunto de S(G) que consiste de todos os α ∈ S(G) que
admitem uma tal decomposição. Como as condições valem para n = 0, vê-se que cada
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[g] pertence a S. Logo, é suficiente provar que S é subsemigrupo de S(G), já que os [g]’s
formam um sistema de geradores para S(G). Assim, dados α = εg1 · · · εgn [h], [t], basta
mostrar que α[t] pertence a S (e S é ideal à direita de S(G) e portanto, subsemigrupo).
Primeiramente, nota-se:
[h][t] = [h][h−1][h][t] = [h][h−1][ht] = εh[ht]
Assim,
α[t] = εg1 · · · εgn [h][t] = εg1 · · · εgnεh[ht] ∈ S
Como cada εgi é idempotente, e tais idempotentes comutam, pela Proposição 3.1.6, é fácil
ver como excluir repetições e qualquer ε1G . Também, se gi = h, para algum i, então εgi =
[h][h−1] e novamente comutando idempotentes
α = εg1 · · · ε̂gi · · · εgn [h][h−1][h]
= εg1 · · · ε̂gi · · · εgn [h]
(em que ε̂gi significa a omissão do termo εgi na expressão) e eliminou-se εgi .
Definição 3.1.8. Se α ∈ S(G) é escrito α = εg1 · · · εgn [h] satisfazendo as condições ante-
riores, diz-se que α está na forma padrão.
Quer-se mostrar que S(G) é, de fato, um semigrupo inverso. A proposição a seguir é
um passo mais perto de provar tal resultado.
Proposição 3.1.9. Para cada α ∈ S(G), tem-se
αα∗α = α α∗αα∗ = α∗
Demonstração. Seja α = εg1 · · · εgn [h].
αα∗α = εg1 · · · εgn [h][h−1]εgn · · · εg1εg1 · · · εgn [h]
= εg1 · · · εgn [h][h−1][h]
= α
e aplicando ∗ em tal igualdade, tem-se α∗αα∗ = α∗, já que ∗ é antiautomorfismo de S(G).
Para mostrar que S(G) é semigrupo inverso, resta mostrar a unicidade de α∗ satisfa-
zendo as afirmações do resultado anterior. Mas, como é difı́cil estabelecer unicidade em
estruturas algébricas vindas de geradores e relações, faz-se uso de certas representações. E
tal é o propósito da próxima seção.
Capı́tulo 3. Ações parciais de grupos e ações de semigrupos inversos 44
3.2 Representações de S(G)
Nesta seção, usa-se o termo “representação” para designar qualquer homomorfismo de
S(G) em um semigrupo. Tais representações serão obtidas usando a Proposição 3.1.3.
Primeiramente, tem-se a função grau:
∂ : S(G) → G
[g] → g
Como id : G → G, a função identidade g → g, satisfaz as condições da Proposição 3.1.3,
tem-se que existe um único homomorfismo S(G) → G tal que [g] → id(g) = g. Ou seja, ∂
é homomorfismo.
Para α = εg1 · · · εgn [h] ∈ S(G) na forma padrão, tem-se ∂(α) = h, pois
∂(α) = ∂([g1][g
−1
1 ] · · · [gn][g−1n ][h])
= ∂([g1])∂([g
−1
1 ]) · · · ∂([gn])∂([g−1n ])∂([h])
= g1g
−1
1 · · · gng−1n h = h
Observação 3.2.1. Seja β = εh1 · · · εhm [k] idempotente em S(G). Como a função grau é
homomorfismo, tem-se que ∂(β) deve ser idempotente em G. Então, ∂(β) = k = 1G, logo
β = εh1 · · · εhm [1G], ou simplesmente β = εh1 · · · εhm .
Agora, discute-se um tipo mais sutil de representação de S(G). Seja P1G(G) o conjunto
de todos os subconjuntos finitos deG que contém o elemento 1G. A representação que será
considerada agora é um homomorfismo φ : S(G) → F(P1G(G)), em que F(P1G(G)) é
o semigrupo das funções de P1G(G) em si mesmo, com composição como multiplicação.
Assim, para cada g ∈ G, denota-se por φg a função
φg : P1G(G) → P1G(G)
E → gE ∪ {1G}
Observa-se que, como 1G ∈ E, também pode-se escrever φg(E) = gE ∪ {1G, g}.
Proposição 3.2.2. A função φ : G → F(P1G(G)), g → φg satisfaz os itens (i) a (iii)
da Proposição 3.1.3 e logo, existe uma única representação Λ : S(G) → F(P1G) tal que
Λ([g]) = φg .
Demonstração. g, h, 1G ∈ G,E ∈ P1G(G).
(i) • φg−1φgφh(E) = φg−1φg(hE ∪ {1G, h})
= φg−1(ghE ∪ {gh, g, 1G})
= hE ∪ {h, 1G, g−1}
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• φg−1φgh(E) = φg−1(ghE ∪ {gh, 1G})
= hE ∪ {h, g−1, 1G}
(ii) • φgφhφh−1(E) = φgφh(h
−1E ∪ {h−1, 1G})
= φg(E ∪ {1G, h})
= gE ∪ {g, gh, 1G}
• φghφh−1(E) = φgh(h
−1E ∪ {h−1, 1G})
= gE ∪ {g, gh, 1G}
(iii) φgφ1G(E) = φg(1GE ∪ {1G})
= φg(E)
Observa-se que, para g ∈ G e E ∈ P1G(G), tem-se
Λ(εg)(E) = Λ([g][g
−1])(E) = φgφg−1(E) = φg(g
−1E ∪ {g−1, 1G}) = E ∪ {1G, g}
Em particular, se α = εg1 · · · εgn [h], pode-se verificar
Λ(α)({1G}) = Λ(εg1 · · · εgn [h])(1G) = {g1, · · · , gn, h, 1G}.
Prova-se a unicidade da decomposição padrão α = εg1 · · · εgn [h] usando essas duas
representações.
Proposição 3.2.3. Todo α ∈ S(G) admite uma única decomposição α = εg1 · · · εgn [h], a
menos de ordem dos εgi ’s.
Demonstração. Como observado acima, tem-seΛ(α)({1G}) = {g1, · · · , gn, h, 1G} e ∂(α) =
h. Assim, se existe outra decomposição padrão α = εh1 · · · εhm [k], tem-se ∂(α) = k e então
k = h. Por outro lado, {g1, · · · , gn, h, 1G} = {h1, · · · , hm, k, 1G}, logo {g1, · · · , gn, h, 1G}\
{h, 1G} = {h1, · · · , hm, k, 1G} \ {k, 1G} o que implica {g1, · · · , gn} = {h1, · · · , hm}.
Teorema 3.2.4. Para todo grupo G, S(G) é um semigrupo inverso.
Demonstração. Assume-se que α ∈ S(G) admite outro inverso, além de α∗, β ∈ S(G) tal
que
αβα = α βαβ = β
Escreve-se na forma padrão: α = εg1 · · · εgn [h] e β∗ = εh1 · · · εhm [k] (e β = [k−1]εh1 · · · εhm)
e tem-se h = ∂(α) = ∂(αβα) = hk−1h e assim h = k. Também se tem
αβα = εg1 · · · εgn [h][h−1]εh1 · · · εhmεg1 · · · εgn [h] = εg1 · · · εgnεh1 · · · εhm [h]
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Pela unicidade das decomposições padrão, tem-se {g1, · · · , gn, h1, · · · , hm} = {g1, · · · , gn}
o que implica
{h1, · · · , hm} ⊆ {g1, · · · , gn}
Analogamente, β∗α∗β∗ = β∗
β∗α∗β∗ = εh1 · · · εhm [h][h−1]εg1 · · · εgnεh1 · · · εhm [h] = εh1 · · · εhmεg1 · · · εgn [h]
Novamente pela unicidade das decomposições padrão, tem-se {h1, · · · , hm, g1, · · · , gn} =
{h1, · · · , hm} e assim
{g1, · · · , gn} ⊆ {h1, · · · , hm}
E conclui-se β = α∗
Corolário 3.2.5. S(G) é semigrupo E-unitário.
Demonstração. Nota-se que se β é idempotente em S(G), α ∈ S(G) e αβ também é idem-
potente, então α deve ser necessariamente idempotente.
De fato, se α = εg1 · · · εgn [h] e β = εh1 · · · εhm , então ∂(αβ) = ∂(α)∂(β) = h1G e como
αβ é idempotente, ∂(αβ) = 1G e portanto, h = 1G e α também é idempotente.
3.3 Ações de semigrupos inversos versus ações parciais
de grupos
Nesta seção, mostra-se que ações parciais de um grupoG em um conjuntoX correspondem
a ações do semigrupo S(G) em X , isto é, homomorfismos de S(G) em I(X).
Proposição 3.3.1. Sejam G um grupo e X um conjunto. Uma função θ : G → I(X) define
uma ação parcial de G em X se, e somente se, tem-se ∀g, h ∈ G
(i) θgθhθh−1 = θghθh−1 ;
(ii) θ1G = idX .
Neste caso, θ também satisfaz
(iii) θg−1θgθh = θg−1θgh.
Demonstração. .
(⇒): Se θ = ({Dg}g∈G, {θg : Dg−1 → Dg}g∈G) é ação parcial de G em X , tem-se, para
g, h ∈ G,
(AP1) D1G = X e θ1G é a função identidade de X ;
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(AP2) θg(Dg−1 ∩ Dh) = Dg ∩ Dgh;
(AP3) θg ◦ θh = θgh em Dh−1 ∩ Dh−1g−1 .
Primeiramente, tem-se dom(θgθh) = θ
−1
h [Dg−1 ∩ Dh] = θh−1 [Dg−1 ∩ Dh] = Dh−1 ∩
D(gh)−1 .
Daı́,
• dom(θgθhθh−1) = θ
−1
h−1 [dom(θgθh) ∩ im θh−1 ]
= θh[Dh−1 ∩ D(gh)−1 ∩ Dh−1 ]
= θh[Dh−1 ∩ D(gh)−1 ]
= Dh ∩ Dg−1
• dom(θghθh−1) = θ
−1
h−1 [dom θgh ∩ im θh−1 ]
= θh[D(gh)−1 ∩ Dh−1 ]
= Dh ∩ Dg−1
e tem-se dom(θgθhθh−1) = dom(θghθh−1).
Agora, tomando x ∈ Dh−1 ∩ Dh−1g−1 , tem-se x = θh−1θh(x) = θh−1(y), com y =
θh(x) ∈ Dh e o item (AP3) fica
θgθhθh−1(y) = θgθhθh−1θh(x) = θghθh−1θh(x) = θghθh−1(y)
e tem-se θgθhθh−1 = θghθh−1 e vale (i) e, pelo mesmo argumento, vale (iii). É claro que
θ : G → I(X), g → θg satisfaz (ii) e segue o resultado.
(⇐): Tomando g = h−1 em (i), tem-se θh−1θhθh−1 = θ1Gθh−1 = θh−1 . E trocando h
e h−1, tem-se θhθh−1θh = θ1Gθh = θh. Assim, pela unicidade de inversos em semigrupos
inversos, tem-se θ∗h = θh−1 . Definindo Dh = im θh, a conclusão acima implica dom θh =
im θ∗h = im θh−1 = Dh−1 . Ou seja, θh é função de Dh−1 em Dh, como desejado. Agora, para
g, h ∈ G, tem-se
θh−1θg−1 = θh−1θg−1θgθg−1 = θh−1g−1θgθg−1 .
Assim, em particular, os domı́nios de tais funções devem coincidir.
Por um lado, tem-se dom(θh−1θg−1) = θg(Dg−1 ∩Dh). Como θgθg−1 é função identidade
em Dg , tem-se, por outro lado, dom(θh−1g−1θgθg−1) = Dgh ∩ Dg e segue o item (AP2).
Já que θh−1θg−1θg = θh−1g−1θg e θ
∗




E agora pode-se anunciar o resultado principal.
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Teorema 3.3.2. Para todo grupo G e qualquer conjunto X , existe uma correspondência biu-
nı́voca
{ações parciais de G em X} ↔ {ações de S(G) em X}
Demonstração. Pela Proposição 3.1.3, homomorfismos S(G) → I(X) estão em corres-
pondência biunı́voca com funções G → I(X) que satisfazem os itens (i) a (iii) do refe-
rido resultado. Pela Proposição 3.3.1, tais funções correspondem a ações parciais de G em
X .
3.4 Outra descrição do monoide de Exel
Considera-se o monoide inverso G̃R como no Exemplo 1.1.2.
Lembra-se que G̃R = {(A, g) ∈ P1G(G) × G | g ∈ A} é monoide inverso com a
multiplicação (A, g)(B, h) = (A ∪ gB, gh).
Lema 3.4.1. O monoide G̃R é gerado pelos elementos j(g), g ∈ G, em que j : G → G̃R é a
função que a cada g ∈ G associa ({1G, g}, g) ∈ G̃R.
Em particular, se (A, g) = ({1G, g1, · · · , gn}, gn), com g = gn, então
(A, g) = j(g1)j(g
−1
1 g2) · · · j(g−1n−1gn).
Além disso, valem ∀g, h ∈ G :
(i) j(g−1)j(g)j(h) = j(g−1)j(gh);
(ii) j(g)j(h)j(h−1) = j(gh)j(h−1);
(iii) j(g)j(1G) = j(g);
(iv) j(1G)j(g) = j(g).
Demonstração. Seja (A, g) = ({1G, g1, · · · , gn}, gn). Então
(A, g) = ({1G, g1, · · · , gn−1}, gn−1)({1G, g−1n−1gn}, g−1n−1gn).
E repetindo o processo obtém-se
(A, g) = ({1G, g1}, g1)
n∏
k=2
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(i) • j(g−1)j(g)j(h) = ({1G, g−1}, g−1)({1G, g}, g)({1G, h}, h)
= ({1G, g−1} ∪ g−1{1G, g}, g−1g)({1G, h}, h)
= ({1G, g−1}, 1G)({1G, h}, h)
= ({1G, g−1} ∪ 1G{1G, h}, 1Gh)
= ({1G, g−1, h}, h)
• j(g−1)j(gh) = ({1G, g−1}, g−1)({1G, gh}, gh)
= ({1G, g−1} ∪ g−1{1G, gh}, g−1gh)
= ({1G, g−1, h}, h)
(ii) • j(g)j(h)j(h−1) = ({1G, g}, g)({1G, h}, h)({1G, h−1}, h−1)
= ({1G, g} ∪ g{1G, h}, gh)({1G, h−1}, h−1)
= ({1G, g, gh}, gh)({1G, h−1}, h−1)
= ({1G, g, gh} ∪ gh{1G, h−1}, ghh−1)
= ({1G, g, gh}, g)
• j(gh)j(h−1) = ({1G, gh}, gh)({1G, h−1}, h−1)
= ({1G, gh} ∪ gh{1G, h−1}, ghh−1)
= ({1G, gh, g}, g)
(iii) j(g)j(1G) = ({1G, g}, g)({1G}, 1G)
= ({1G, g} ∪ g{1G}, g1G)
= ({1G, g}, g)
= j(g)
(iv) j(1G)j(g) = ({1G}, 1G)({1G, g}, g)
= ({1G} ∪ 1G{1G, g}, 1Gg)
= ({1G, g}, g)
= j(g)
Assim, pela Proposição 3.1.3, existe únicomorfismo j̃ : S(G) → G̃R. O teorema a seguir
mostra que tal morfismo é, na verdade, um isomorfismo.
Teorema 3.4.2. Sejam G um grupo e S um monoide inverso. Para toda função θ : G → S
que satisfaz os itens (i) a (iii) da Proposição 3.1.3, existe único homomorfismo entre monoides
θ̂ : G̃R → S tal que θ̂j = θ.
Demonstração. Seja (A, g) = ({1G, g1, · · · , gn}, gn) ∈ G̃R. Define-se
θ̂(A, g) := θ(g1)θ(g1)
∗ · · · θ(gn)θ(gn)∗θ(g).
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Como cada produto θ(gi)θ(gi)
∗ é idempotente em S , a definição de θ̂ independe da ordem
dos elementos gi. Assim, θ̂ está bem definido.
Tem-se θ̂j(g) = θ̂({1G, g}, g) = θ(g)θ(g)∗θ(g) = θ(g) e vale θ̂j = θ.
Como θ̂({1G}, 1G) = θ(1G), falta apenas mostrar que θ̂ é homomorfismo entre semi-
grupos, ou seja, que vale a igualdade θ̂(A, g)θ̂(B, h) = θ̂((A, g)(B, h)).
Sejam (A, g) = ({1G, g1, · · · , gn}, gn), g = gn e (B, h) = ({1G, h1, · · · , hm}, hm), h =
hm. Tem-se
θ̂(A, g) = θ(g1)θ(g1)
∗ · · · θ(gn)θ(gn)∗θ(g)
e
θ̂(B, h) = θ(h1)θ(h1)
∗ · · · θ(hm)θ(hm)∗θ(h).
Observa-se
θ(g)θ(h1)θ(h1)
∗ · · · θ(hm)θ(hm)∗
θ(g)θ(g)∗θ(g)θ(h1)θ(h1)












nas igualdades acima foi usado que idempotentes comutam em semigrupos inversos.
Continuando o processo
θ(g)θ(h1)θ(h1)
∗ · · · θ(hm)θ(hm)∗
= θ(gh1)θ(gh1)






















(A, g)(B, h) = ({1G, g1, · · · , gn, gh1, · · · , ghm}, gh)
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o que deixa claro a igualdade
θ̂(A, g)θ̂(B, h) = θ̂((A, g)(B, h)).
Para provar a unicidade, seja φ : G̃R → S homomorfismo tal que φj = θ.
Dado (A, g) = ({1G, g1, · · · , gn}, gn) = j(g1)j(g−11 g2) · · · j(g−1n−1gn), tem-se φ(A, g) =
θ(g1)θ(g
−1











E tem-se φ(A, g) = θ̂(A, g).
Observação 3.4.3. A partir daqui, S(G) denota o monoide de Exel com sua descrição via
expansão de Birget-Rhodes para o grupo G, ou seja,
S(G) = {(A, g) ∈ P1G(G)×G : g ∈ A}
Um elemento α ∈ S(G) está na forma padrão se for escrito
α = εg1 · · · εgnj(h)




= ({1G, gi}, gi)({1G, g−1i }, g−1i )
= ({1G, gi} ∪ gi{1G, g−1i }, gig−1i )
= ({1G, gi}, 1G).
Capı́tulo 4
Módulos parciais e módulos sobre o
monoide de Exel
A partir daqui, por ação de um semigrupo inverso S em um conjunto X quer-se dizer um
homomorfismo S → I(X) e se S é um monoide, então a expressão ação sempre denota
uma ação unital, ou seja, um homomorfismo entre monoides S → I(X). Mas nota-se que
dado um semigrupo A, a composição de dois isomorfismos parciais (ou seja, isomorfismos
entre ideais arbitrários de A) não é isomorfismo parcial, no geral, já que o domı́nio da
composição não é necessariamente um ideal. No entanto, o conjunto Iui(A) de todos os
isomorfismos entre ideais unitais de A (ideais gerados por idempotentes centrais de A)
formam um monoide inverso. Uma motivação para estudar homomorfismos S → Iui(A)
vem de ações parciais de grupos, pois, como será visto a seguir, ações parciais de G em um
monoide comutativo A correspondem a homomorfismos de S(G) em Iui(A). Com base
neste resultado, far-se-á a conexão da cohomologia de G-módulos parciais apresentada no
Capı́tulo 2 com a cohomologia de S-módulos desenvolvida por Lausch, em [Lau75].
Na Seção 4.1, quer-se caracterizar ações de um semigrupo inverso S em um semigrupo
A em termos de endomorfismos de A. Dado um monoide inverso S , Lausch define um S-
módulo como uma tripla (A, λ, α) em que A é um monoide inverso comutativo, λ : S →
End(A) é um homomorfismo de monoides e α : E(S) → E(A) é um isomorfismo de
monoides tais que, para todos a ∈ A, s ∈ S, e ∈ E(S):
(i) λe(a) = α(e)a;
(ii) λs(α(e)) = α(ses
∗).
Prova-se que a categoria dos “módulos de Lausch” é abeliana e pode-se definir HnS (A),
a cohomologia de grau n de S com coeficientes em A, como o n-ésimo funtor derivado do
funtor HomS(−, A), e HnS (A) pode ser calculada a partir de resoluções projetivas de um
S-módulo que faz o mesmo papel que o módulo trivial na cohomologia de grupos usual.
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Ainda na Seção 4.1, será mostrado como associar a uma ação de S em A um S ′-módulo
de Lausch, sendo S ′ um quociente de S . Na Seção 4.2 será apresentada a construção de
S-módulos livres e, na Seção 4.3 será feita a conexão da cohomologia de ações parciais de
G com a cohomologia de Lausch.
4.1 S-módulos
Definição 4.1.1. Seja S um semigrupo (respectivamente, monoide) inverso. Uma ação de
S em um semigrupo A é um homomorfismo de semigrupos (respectivamente, monoides)
S → Iui(A).
Pelo Capı́tulo 3, uma ação parcial de G em um conjunto X pode ser vista como uma
representação parcial de G em I(X). Isto implica que ações parciais unitais de G em um
monoide A podem ser identificadas com as representações parciais de G em Iui(A).
Proposição 4.1.2. Existe uma correspondência biunı́voca entre G-módulos parciais e ações
(unitais) de S(G) em monoides comutativos.
Dado (A, θ) ∈ pMod(G), a ação correspondente τ de S(G) em A é dada como segue:
para s = εg1 · · · εgnj(h) ∈ S(G), τs é a bijeção:
τs : 1h−1g1 · · · 1h−1gn1h−1A → 1g1 · · · 1gn1hA
a → θh(a)
Tal correspondência é isomorfismo de categorias como explicado a seguir.
Observação 4.1.3. Sejam A,A′ ∈ pMod(G), τ, τ ′ as ações correspondentes de S(G) nos
semigrupos A e A′. Denota-se por 1s e 1
′
s as identidades de im τs e im τ
′
s, respectivamente
(s ∈ S(G)). Então um homomorfismo de semigrupos ϕ : A → A′ é um morfismo de
G-módulos parciais se, e somente se, tem-se, para s ∈ S(G):
(i) ϕ(1s) = 1
′
s (e então ϕ(dom τs) ⊆ dom τ ′s);
(ii) ϕ ◦ τs = τ ′s ◦ ϕ, em dom τs
É razoável a próxima definição:
Definição 4.1.4. Sejam τ e τ ′ ações de um semigrupo inverso S nos semigrupos A e A′.
Um morfismo τ → τ ′ é um homomorfismo ϕ : A → A′ tal que valem as condições da
observação anterior, ∀s ∈ S (como acima, im τs = 1sA e im τ ′s = 1′sA).
Então, ações de um semigrupo inverso S em monoides comutativos formam uma cate-
goria que será denotada por A(S).
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Proposição 4.1.5. As categorias pMod(G) e A(S(G)) são isomorfas.
De fato, a Proposição 4.1.2 e a Observação 4.1.3 definem um funtor de pMod(G) em
A(S(G)) bijetivo em objetos e identidade em morfismos.
A partir daqui, começa-se a caracterização de ações de um semigrupo inverso S em um
semigrupo A em termos de endomorfismos de A.
Lema 4.1.6. Sejam τ : S → Iui(A) uma ação de um semigrupo inverso S em um semigrupo
A, dada por s → τs, e 1s a identidade de im τs. Então,
(i) τe = id1eA, ∀e ∈ E(S);
(ii) τs(1s∗1t) = 1st, ∀s, t ∈ S .
Demonstração. .
(i) Como e é idempotente, tem-se que τe é bijeção de dom τe = im τe que coincide
com seu quadrado (pois, como τe é bijeção, existe (τe)





−1τ 2e ⇒ id1eA = τe).
(ii) Nota-se que 1st é identidade de 1stA e
1stA = im τst
= im(τs ◦ τt)
= τs(dom τs ∩ im τt)
= τs(1s∗A ∩ 1tA)
= τs(1s∗1tA) pelo Lema 1.1.6
Logo, τs(1s∗1t) = 1st.
Teorema 4.1.7. Sejam S um semigrupo inverso e A um semigrupo. Existe uma corres-
pondência biunı́voca entre ações de S em A e os pares (λ, α), em que λ é um homomorfismo
S → EndA, s → λs, e α é um homomorfismo E(S) → E(C(A)) tais que
(i) λe(a) = α(e)a, e ∈ E(S), a ∈ A;
(ii) λs(α(e)) = α(ses
∗), s ∈ S, e ∈ E(S).
Aqui, C(A) denota o centro de A, ou seja, C(A) = {a ∈ A | ax = xa, ∀x ∈ A}.
Demonstração. Seja τ : S → Iui(A), dada por s → τs, uma ação de S em A. Como a ação
é unital, tem-se que a identidade 1s de im τs pertence a E(C(A)). Assim, define-se
ατ : E(S) → E(C(A))
e → 1e.
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τ é homomorfismo. Ainda, para quaisquer
s ∈ S e a ∈ A, faz-se
λτs(a) = τs(1s∗a).
O lado direito da igualdade acima faz sentido, pois 1s∗ é identidade de im τs∗ = dom τs e







e λτs ∈ EndA. Verifica-se que λτ : S → EndA é homomorfismo:
λτs(λ
τ
t (a)) = τs(1s∗τt(1t∗a))
= τs(τt(1t∗1t∗s∗)τt(1t∗a))
= τs(τt(1t∗1t∗s∗a))
= τst(1t∗1t∗s∗a) pois 1t∗1t∗s∗a ∈ dom τst
= τst(1t∗1t∗s∗)τst(1t∗s∗a) pois 1t∗s∗ é idempotente
= 1sτst(1t∗s∗a) item (ii) do Lema 4.1.6
= τst(1t∗s∗a) im τst ⊆ im τs, pois é ação parcial
= λτst(a)
(i) λτe(a) = τe(1e∗a) item (ii) do Lema 4.1.6
= 1ea
= α(e)a
(ii) λτs(1e) = τs(1s∗1e)
= τs(1s∗1s∗1e)
= τs(1s∗τe(1s∗1e)) pois 1s∗1e ∈ 1eA ⇒ 1s∗1e = τe(1s∗1e)
= τs(1s∗1es∗)
= 1ses∗
Reciprocamente, dado um par (λ, α) satisfazendo λe(a) = α(e)a para e ∈ E(S), a ∈ A,
e λs(α(e)) = α(ses
∗) para s ∈ S, e ∈ E(S), define-se 1s ∈ E(C(A)) por
1s = α(ss
∗).
Tem-se λs(1s∗) = λs(α(s
∗s)) = α(ss∗ss∗) = α(ss∗) = 1s e, portanto, λs(1s∗A) ⊆ 1sA.
Além disso, (λs ◦ λs∗)|1sA = λss∗ |1sA = id1sA (já que λss∗(1sa) = α(ss∗)1sa = 1sa) e
(λs∗ ◦ λs)|1s∗A = λs∗s|1s∗A = id1s∗A (já que λs∗s(1s∗a) = α(s∗s)1s∗a = 1s∗a). O que
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implica que λs|1s∗A : 1s∗A → 1sA é bijeção cuja inversa é λs∗ |1sA. Assim, pode-se definir o
homomorfismo τ (λ,α) : S → Iui(A) por τ (λ,α)s = λs|1s∗A. De fato, é homomorfismo, pois
dom(τ
(λ,α)





























tem-se, para todo a ∈ dom τ (λ,α)st , a = 1t∗s∗a e:
(τ
(λ,α)





















Resta mostrar que τ → (λτ , ατ ) e (λ, α) → τ (λ,α) são mutuamente inversas. Conside-
rando τ (λ
τ ,ατ ), a identidade de dom τ
(λτ ,ατ )
s é ατ (s∗s) = 1s∗s, que é a identidade de dom τss∗ ,





s = λτs |1s∗sA = λτs |1s∗A. Mas, λτs(a) = τs(1s∗a) e como a = 1s∗a (se
a ∈ 1s∗A), logo λτs = τs em 1s∗A e, consequentemente, τ (λ
τ ,ατ ) = τ .
Agora, dado (λ, α), mostra-se ατ
(λ,α)
= α e λτ
(λ,α)
= λ. Para qualquer e ∈ E(S), a
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imagem ατ
(λ,α)
(e) é a identidade de dom τ
(λ,α)











= α(ss∗ss∗)λs(a) = α(ss
∗)λs(a)
= λss∗λs(a)
= λss∗s(a) = λs(a).
Definição 4.1.8. Dado um semigrupo inverso S , um S-módulo é uma tripla (A, λ, α) (por
simplicidade, A), com A um semigrupo comutativo, λ : S → EndA e α : E(S) → E(A)
são homomorfismos satisfazendo as condições do Teorema 4.1.7. Se α é isomorfismo, diz-se
que A é estrito.
Proposição 4.1.9. Sejam τ e τ ′ ações de um semigrupo inverso S nos semigruposA eA′. Usa-




). Então, um homomorfismo ϕ : A → A′
é um morfismo τ → τ ′ se, e somente se, satisfaz:
(i) ϕ ◦ α = α′ em E(S);
(ii) ϕ ◦ λs = λ′s ◦ ϕ, ∀s ∈ S .
Demonstração. Como 1s = α(ss
∗), (i) equivale a ϕ(1s) = 1
′
s, enquanto (ii) é o mesmo




sϕ(a)), ∀a ∈ A, pois λτs(a) = τs(1s∗a). Mas esta última igualdade
pode ser substituı́da por ϕ(τs(1s∗a)) = τ
′
s(ϕ(1s∗a)), ∀a ∈ A, ou seja, ϕ ◦ τs = τ ′s ◦ ϕ em
1s∗A = dom τs.
Definição 4.1.10. Sejam (A, λ, α) e (A′, λ′, α′) S-módulos. Um morfismo (A, λ, α) →
(A′, λ′, α′) é um homomorfismo ϕ : A → A′ satisfazendo as condições da Proposição 4.1.9.
Dado um semigrupo inverso S , denota-se porMod(S) a categoria de S-módulos e mor-
fismos. Assim, o Teorema 4.1.7 e a Proposição 4.1.9 implicam
Proposição 4.1.11. Para um semigrupo inverso S , as categoriasA(S) eMod(S) são isomor-
fas.
Corolário 4.1.12. Para um grupo G, as categorias pMod(G) eMod(S(G)) são isomorfas.
Explicitamente, dado (A, θ) ∈ pMod(G), define-se
λθj(g)(a) = θg(1g−1a) e α
θ(εg) = 1g, ∀g ∈ G
Isto implica αθ(εg1 · · · εgn) = 1g1 · · · 1gn e λθεg1 ···εgn j(h)(a) = 1g1 · · · 1gnθh(1h−1a).
Para um morfismo ϕ : (A, θ) → (A′, θ′), (aqui, (λ, α) = (λθ, αθ) e (λ′, α′) = (λθ′ , αθ′),
como anteriormente), vê-se:
Capı́tulo 4. Módulos parciais e módulos sobre o monoide de Exel 58
• ϕ(α(εg1 · · · εgn)) = ϕ(1g1 · · · 1gn)
= 1′g1 · · · 1′gn
= α′(εg1 · · · εgn)
• ϕ(λθεg1 ···εgn j(h)
(a)) = ϕ(1g1 · · · 1gnθh(1h−1a))
= 1′g1 · · · 1′gnθ′h(1′h−1ϕ(a))
= λ′θεg1 ···εgn j(h)
(ϕ(a))
O próximo objetivo é empregar a cohomologia de Lausch no contexto aqui apresentado.
Em [Lau75], Lausch introduziu uma categoria de S-módulos, com S semigrupo inverso. Tal
categoria consiste nos aqui chamados S-módulos estritos inversos e a observação a seguir
mostra que também é razoável restringir o estudo a um A inverso, no caso de G-módulos
parciais.
Observação 4.1.13. Seja (A, θ) ∈ pMod(G). Define-se Ã como o subsemigrupo (inverso)
de A formado pelos elementos invertı́veis de todos os ideais 1g1 · · · 1gnA, com g1, · · · , gn ∈
G, n ∈ N. Logo, θg(1g−1Ã) = 1gÃ e θ restrito a Ã define uma ação parcial θ̃ de G em Ã.
Além disso, (Ã, θ̃) ∈ pMod(G) e Hn(G,A) = Hn(G, Ã).
De fato, se a ∈ U(1g1 · · · 1gnA) e b ∈ U(1h1 · · · 1hmA), então ab é invertı́vel no pro-
duto 1g1 · · · 1gn1h1 · · · 1hmA. O inverso de a em Ã é o seu inverso no ideal correspondente.
Mais ainda, se a ∈ U(1g1 · · · 1gnA), então θg(1g−1a) ∈ U(1g1gg1 · · · 1ggnA) ⊆ 1gÃ e como,
similarmente, θg−1(1gÃ) ⊆ 1g−1Ã, tem-se a igualdade θg(1g−1Ã) = 1gÃ. O que implica
θg(1g−11hÃ) = θg(1g−11h)θg(1g−1Ã)
= 1g1ghÃ
e as restrições θ̃g de θg a 1g−1Ã ⊆ 1g−1A são, de fato, ação parcial deG em Ã. Por construção
(Ã, θ̃) ∈ pMod(G). Nota-se que U(1g1 · · · 1gnA) = U(1g1 · · · 1gnÃ) e assim, Cn(G,A) =
Cn(G, Ã). Como θ̃ é restrição de θ, os homomorfismos de cobordo desses dois complexos
de cocadeias também coincidem e portanto, seus grupos de cohomologia são iguais.
Definição 4.1.14. Um G-módulo parcial (A, θ) é chamado inverso se A é inverso e E(A)
é gerado pelos idempotentes 1g , (g ∈ G).
Observação 4.1.15. Se (A, θ) ∈ pMod(G), então (Ã, θ̃) é inverso. Outra observação imediata
é que
E(A) = 〈1g | g ∈ G〉 ⇔ αθ : E(S(G)) → E(A) é epimorfismo
Definição 4.1.16. Um S-módulo (A, λ, α) é chamado inverso se A é inverso e α é epi-
morfismo.
Observação 4.1.17. Um G-módulo parcial (A, θ) é inverso se, e somente se, o S(G)-módulo
(A, λθ, αθ) correspondente é inverso.
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Assim, trocando um G-módulo parcial inverso por um S(G)-módulo, vê-se que o que
difere tal S(G)-módulo de um S(G)-módulo de Lausch é o fato de αθ : E(S(G)) → E(A)
não ser injetivo, em geral. No entanto, um G-módulo parcial inverso A pode ser visto
como ummódulo estrito inverso sobre alguma imagem epimórfica S de S(G). Com isso, as
cohomologias de A como G-módulo parcial e como S-módulo coincidem. Para aproximar
o presente estudo da cohomologia de Lausch, vê-se que S pode ser escolhido E(A) ∗θ G,
como explica-se a seguir.
Dados um semigrupo inverso S e um S-módulo (A, λ, α), denota-se por L(A,S) o con-
junto dos elementos da forma aδs, com s ∈ S, a ∈ α(ss∗)A e δs um sı́mbolo (pode-se ver
L(A,S) como subconjunto do produto cartesiano A× S).
Proposição 4.1.18. O conjunto L(A,S) é um semigrupo com a multiplicação aδs · bδt =
aλs(b)δst.




∗s∗)λs(b) implica λs(b) ∈ α(stt∗s∗)A. E a
multiplicação acima está bem definida.
É associativa:
• (aδs · bδt) · cδr = aλs(b)δst · cδr = aλs(b)λst(c)δstr;
• aδs · (bδt · cδt) = aδs · bλt(c)δtr = aλs(bλt(c))δstr = aλs(b)λst(c)δstr.
E tem-se (aδs · bδt) · cδr = (aδs · bδt) · cδr.
Observação 4.1.19. Nota-se que λs(a)δs e λs(a)δss∗ são elementos em L(A,S), para todo
a ∈ A, já que λs(a) = λss∗s(a) = λss∗(λs(a)) = α(ss∗)λs(a).
Observação 4.1.20. E(L(A,S)) = {fδe | e ∈ E(S), f ∈ E(A), f  α(e)}. Tomando




Reciprocamente, tomando aδs idempotente em L(A,S), tem-se (aδs)(aδs) = aδs. Mas,
(aδs)(aδs) = aλs(a)δss, o que implica aλs(a)δss = aδs e tem-se s ∈ E(S). Daı́, a ∈
α(ss∗)A implica que a pertence a α(s)A, ou seja, a = α(s)a (ou ainda, a  α(a)). Agora,
aplicando λs a aλs(a) = a e usando o fato de que cada λs restrito a α(s)A é isomorfismo,
tem-se
λs(aλs(a)) = λs(a)
⇒ λs(a2) = λs(a)
⇒ a2 = a
ou seja, a ∈ E(A).
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Para o que segue, usa-se não L(A,S), mas sim um quociente de L(A,S) que leva em
conta a ordem parcial natural em S . Relembra-se da Seção 1.5 que, em um semigrupo
inverso S , pode-se definir uma ordem parcial  e que esta gera uma congruência que será
denotada por σ.
Definição 4.1.21. Para (A, λ, α) ∈ Mod(S), ρ denota a congruência gerada por
{(aδs, aδt) ∈ L(A,S)× L(A,S) | s  t} (4.1.1)
O semigrupo quociente L(A,S)/ρ será denotado por A S e chamado produto semidi-
reto entre A e S .
Como s  t implica ss∗  tt∗, tem-se α(ss∗)A = α(ss∗tt∗)A ⊆ α(tt∗)A.
Observação 4.1.22. Nas condições da Definição 4.1.21, a relação (4.1.1) é compatı́vel com a
multiplicação em L(A,S) e assim, a congruência ρ é a relação de equivalência gerada por
(4.1.1).
De fato, dados aδs, aδt ∈ L(A,S), com s  t e um bδu ∈ L(A,S) arbitrário:
• (bδu · aδs, bδu · aδt) = (bλu(a)δus, bλu(a)δut) ∈ ρ, pois us  ut;
• (aδs · bδu, aδt · bδu) = (aλs(b)δsu, aλt(b)δtu) ∈ ρ, se aλs(b) = aλt(b).




pois aα(ss∗) = a.
Como consequência imediata, tem-se
(aδs, bδt) ∈ ρ ⇒ a = b e (s, t) ∈ σ.
A recı́proca, no entanto, nem sempre é verdadeira.
Lema 4.1.23. Para qualquer (A, λ, α) ∈ Mod(S) e para aδs, bδt ∈ L(A,S) arbitrários,
tem-se (aδs, bδt) ∈ ρ se, e somente se, existe u ∈ S tal que u  s, t e a = b ∈ α(uu∗)A.
Demonstração. (⇒): Se (aδs, bδt) ∈ ρ, então a = b, pela observação anterior. Fixa-se
aδs = aδs1 , . . . , aδsn = aδt uma sequência de elementos de L(A,S) tais que si = eisi+1 ou
si+1 = siei, com ei ∈ E(S), ∀i = 1, . . . , n − 1. Como a ∈ α(sis∗i )A, ∀i = 1, . . . , n − 1,
então a ∈ α(ei)A, ∀i = 1, . . . , n− 1. Portanto, fazendo e = e1 · · · en−1, tem-se a ∈ α(e)A.
Agora, tomando u = es(= et), tem-se u  s, t e, além disso, a ∈ α(e)α(ss∗)A = α(uu∗)A.
(⇐): Se existe u ∈ S tal que u  s, t e a = b ∈ α(uu∗)A, então (aδu, aδs) e (aδu, aδt)
pertencem à relação definida em (4.1.1) e assim, por simetria e transitividade de ρ, tem-se
(aδs, aδt) ∈ ρ.
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Exemplo 4.1.24. Para um grupo (multiplicativo) qualquerG, é possı́vel definir uma estrutura
de monoide inverso em S = G∪ {0}. Define-se em S uma estrutura de S-módulo (estrito)
como segue:
λs(t) = ss
∗t e α(e) = e (s, t ∈ S, e ∈ E(S))
No caso do grupo cı́clico Z2 = 〈a | a2 = 1〉 e faz-se S = Z2∪{0}. Então (a, 1) ∈ σ, mas
(aδa, aδ1) /∈ ρ.
De fato, 0  a (pois 0 = a · 0) e 0  1 (pois 0 = 1 · 0). Mas, não se tem a  1, nem
1  a. Pois a  1 ⇔ a = 1 · e, mas 1 · 0 = a e 1 · 1 = a; e 1  a ⇔ 1 = a · e, mas a · 1 = 1
e a · 0 = 1. Como 0  a, 1, mas 1 e a não se relacionam, o único u ∈ S tal que u  a, 1 é
0. Apesar de se ter a ∈ α(aa∗)S = α(1)S = S , não é possı́vel encontrar u  a, 1 tal que
a ∈ α(uu∗)S , já que isto implicaria a = 0. Daı́, pelo Lema 4.1.23, (aδa, aδ1) /∈ ρ.
Observação 4.1.25. Se, nas condições do Lema 4.1.23, o semigrupo S for E-unitário, então
(aδs, bδt) ∈ ρ exatamente quando (s, t) ∈ σ e a = b.
De fato, se S é E-unitário, tem-se s ∼ t ⇒ t∗s ∈ E(S). Tomando v := tt∗s, tem-se
v  s, t (pois, v = (tt∗)s = t(t∗s)). Daı́ vv∗ = tt∗ss∗tt∗ = ss∗tt∗ e então a = b ∈ α(vv∗)A.
Corolário 4.1.26. Se (aδs, bδt) ∈ ρ, então dado c ∈ A, tem-se (caδs, cbδt) ∈ ρ.
Demonstração. De fato, se a = b ∈ α(uu∗)A, então ca = cb ∈ α(uu∗)A.
Observação 4.1.27. Sejam (A, λ, α) ∈ Mod(S) e aδe, bδf ∈ L(A,S), com e, f ∈ E(S).
Então, (aδe, bδf ) ∈ ρ quando a = b.
Pois ef  e, f e a = b implicam a = b ∈ α(e)α(f)A = α(ef)A.
Levando em conta a Observação 4.1.20, cada classe de ρ contém no máximo um idem-
potente de L(A,S). Equivalentemente, ρ : L(A,S) → L(A,S)/ρ = A  S restrito a
E(L(A,S)) é injetivo.
Proposição 4.1.28. Seja (A, λ, α) um S-módulo, com α epimorfismo. Então, existem um
semigrupo inverso S ′, um epimorfismo π : S → S ′ e um S ′-módulo (A, λ̃, α̃) tais que
(i) (A, λ̃, α̃) é estrito;
(ii) λ̃ ◦ π = λ em S e α̃ ◦ π = α em E(S).
Reciprocamente, dados um epimorfismo π : S → S ′ e um S ′-módulo estrito (A, λ̃, α̃), as
funções λ e α, determinadas por (ii), munem A com uma estrutura de S-módulo, e além disso,
α é sobrejetivo.
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Demonstração. A função ϕ : S → L(A,S) dada por ϕ(s) = α(ss∗)δs, para s ∈ S é








Assim, imϕ é subsemigrupo inverso de L(A,S), com (α(ss∗)δs)∗ = α(ss∗)δs∗ .
Fixa-se π = ρ ◦ ϕ : S → L(A,S)/ρ = A S . É epimorfismo sobre S ′ := im π. Além
disso, S ′ também é inverso e
π(s)∗ = π(s∗) = ρ(α(s∗s)δs∗). (4.1.2)
Para a ∈ A e s ∈ S , tem-se
ϕ(s) · aα(s∗s)δs∗ = α(ss∗)δs · aα(s∗s)δs∗
= α(ss∗)λs(aα(s
∗s))δss∗




para a ∈ A e s ∈ S arbitrários.
Se π(s) = π(t), por (4.1.2) e pelo Corolário 4.1.26, tem-se
ρ(aα(s∗s)δs∗) = ρ
(aα(t∗t)δt∗)
para a ∈ A arbitrário. Assim, os lados esquerdos de (4.1.3), correspondentes a s e a t, são
iguais, ou seja, π(s)ρ(aα(s∗s)δs∗) = π(t)ρ
(aα(t∗t)δt∗), fazendo os lados direitos também
iguais, ou seja, ρ(λs(a)δss∗) = ρ
(λt(a)δtt∗). E pelo Lema 4.1.23, tem-se λs = λt. Logo,
existe uma função λ̃ : S ′ → EndA tal que λ̃ ◦ π = λ. E vê-se que λ̃ é homomorfismo.
Como π : S → S ′ é epimorfismo, os idempotentes de S ′ são imagens de idempotentes
de S , ou seja, são as classes π(e) = ρ(α(e)δe) (com e ∈ E(S), f ∈ E(A), f ∈ α(e)) e
π(e1) = π(e2) se, e somente se, α(e1) = α(e2), já que ρ separa idempotentes. O que define
um monomorfismo α̃ : E(S ′) → E(A), com α̃ ◦π = α em E(S) que de fato é isomorfismo
pela sobrejetividade de α.
Verifica-se as propriedades do Teorema 4.1.7. Devido à sobrejetividade de π, basta pro-
var
(i’) λ̃π(e)(a) = α̃(π(e))a, ∀a ∈ A, e ∈ E(S);
(ii’) λ̃π(s)(α̃(π(e))) = α̃(π(s)π(e)π(s
∗)), ∀s ∈ S, e ∈ E(S).
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Mas estas são justamente as propriedades do Teorema 4.1.7 para (λ, α) pela definição de
(λ̃, α̃).
A recı́proca é direta: se π : S → S ′ é um epimorfismo, λ̃ : S ′ → EndA é homomorfismo
e α̃ : E(S ′) → E(A) é isomorfismo tal que (A, λ̃, α̃) é S ′-módulo estrito, então λ = λ̃ ◦ π :
S → EndA e α = α̃ ◦π : E(S) → E(A) são homomorfismos. Além disso, α é sobrejetivo,
pois π(E(S)) = E(S ′). Como feito acima, as propriedades do Teorema 4.1.7 para (λ, α)
são equivalentes às mesmas propriedades para (λ̃, α̃). Portanto, (A, λ, α) é S-módulo com
α sobrejetivo.
Definição 4.1.29. Dado (A, θ) ∈ pMod(G), define-se o produto cruzado de A e G como
o conjunto A ∗θ G de aδg , com g ∈ G, a ∈ 1gA e δg um sı́mbolo. Com a multiplicação
aδg · bδh = aθg(1g−1b)δgh, tem-se A ∗θ G semigrupo.
Como o domı́nio de cada θ é ideal unital de A, pelo Corolário 2.2.12, tem-se que tal
produto é associativo.
• (aδg · bδh) · cδt = (aθg(1g−1b)δgh) · cδt = aθg(1g−1b)θgh(1(gh)−1c)δght;
• aδg · (bδh · cδt) = aδg · (bθh(1h−1c)δht) = aθg(1g−1bθh(1h−1c))δght.
Observação 4.1.30. Sejam (A, θ) ∈ pMod(G) e (A, λ, α) o S(G)-módulo correspondente.
Então,
A S(G)  A ∗θ G.
Constroi-se tal isomorfismo usando o Primeiro Teorema dos Isomorfismos, para homo-
morfismos entre semigrupos. Primeiramente, nota-se que, dados elementos arbitrários
β1 = εg1 · · · εgnj(g) e β2 = εh1 · · · εhmj(h) em S(G), tem-se (β1, β2) ∈ σ se, e somente
se, g = h. Logo, tem-se (aδβ1 , bδβ2) ∈ ρ se, e somente se, a = b e g = h. Assim, pode-se
definir γ : L(A,S(G)) → A ∗θ G
aδj(g) → aδg.
Tem-se que γ é facilmente verificada sobrejetora. Verifica-se que γ é homomorfismo:
• γ(aδj(g)bδj(h)) = γ(aλj(g)(b)δj(g)j(h))
= γ(aθg(1g−1b)δj(gh))
= aθg(1g−1b)δgh;
• γ(aδj(g))γ(bδj(h)) = aδgbδh
= aθg(1g−1b)δgh.
O núcleo de γ é composto pelos pares (aδj(g), bδj(h)) ∈ L(A,S(G)) × L(A,S(G)) tais
que γ(aδj(g)) = γ(bδj(h)). Mas tal igualdade implica aδg = bδh, ou seja, a = b e g = h.
Portanto, ker γ = ρ.
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Logo, pelo Primeiro Teorema dos Isomorfismos, existe função injetoraL(A,S(G))/ρ →
A ∗θ G. Tal função é, de fato isomorfismo, pois γ era sobrejetora.
Portanto, A S(G) → A ∗θ G
ρ(aδj(h)) → aδh
é isomorfismo!
Corolário 4.1.31. Sejam (A, θ) um G-módulo parcial inverso e (A, λθ, αθ) o S(G)-módulo
(inverso) correspondente. Então, existem um S-módulo estrito (A, λ, α), com S = E(A) ∗θG,
e o epimorfismo π : S(G) → S definido por π(εg1 · · · εgnj(h)) = 1g1 · · · 1gn1hδh tal que
(λ, α) satisfaz o item (ii) da Proposição 4.1.28, para S = S(G).
Demonstração. De fato, existe π : S(G) → A S(G) como na Proposição 4.1.28:
π(εg1 · · · εgnj(h)) = ρ(αθ(εg1 · · · εgnεh)δεg1 ···εgn j(h)) = ρ
(1g1 · · · 1gn1h)δεg1 ···εgn j(h)
que se identifica com 1g1 · · · 1gn1hδh ∈ E(A) ∗θ G, como na Observação 4.1.30.
Observação 4.1.32. Seja ϕ : A′ → A′′ um morfismo de S-módulos. Então, existe um (único)
homomorfismo de semigrupos ϕ̂ : A′  S → A′′  S tal que ϕ̂(ρ′(aδs)) = ρ′′(ϕ(a)δs),
para aδs ∈ L(A′,S).
Nota-se que pelas condições da Proposição 4.1.9, a função ϕ : L(A′,S) → L(A′′,S)
definida por aδs → ϕ(a)δs, é um homomorfismo bem definido de semigrupos, e pelo
Lema 4.1.23, ϕ(ker ρ′) ⊆ ker ρ′′, permitindo a definição do homomorfismo ϕ̂ : A′  S →
A′′  S fazendo ϕ̂(ρ′(aδs)) = ρ′′(ϕ(a)δs).
Observação 4.1.33. Sejam (A′, λ′, α′) e (A′′, λ′′, α′′) S-módulos, (A′, λ̃′, α̃′) e (A′′, λ̃′′, α̃′′) os
módulos estritos correspondentes sobre as imagens S ′ e S ′′ dos epimorfismos π′ : S → S ′
e π′′ : S → S ′′ como na Proposição 4.1.28. Então, um homomorfismo ϕ : A′ → A′′ é um
morfismo entre S-módulos se, e somente se,
(i) ϕ ◦ α̃′′ ◦ π′ = α̃′′ ◦ π′′, em E(S);
(ii) ϕ ◦ λ̃′π′(s) = λ̃′′π′′(s) ◦ ϕ, ∀s ∈ S .
Além disso, existe um (único) homomorfismo ψ : S ′ → S ′′ satisfazendo ψ ◦ π′ = π′′, tal
que os itens anteriores podem ser substituı́dos por
(i’) ϕ ◦ α̃′ = α̃′′ ◦ ψ′′, em E(S ′);
(ii’) ϕ ◦ λ̃′s = λ̃′′ψ(s) ◦ ϕ, ∀s ∈ S ′.
De fato, pelo item (ii) da Proposição 4.1.28, (i) e (ii) são (i) e (ii) da Proposição 4.1.9 para
ϕ : A′ → A′′. Além disso, devido a ϕ ◦ α′ = α′′, o homomorfismo ϕ̂ : A′  S → A′′  S da
Observação 4.1.32 pode ser restrito a um homomorfismo ψ : S ′ → S ′′, com ψ ◦ π′ = π′′.
Finalmente, substituindo π′′ porψ◦π′ em (i) e (ii), obtém-se (i’) e (ii’), por sobrejetividade
de π′.
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Definição 4.1.34. Dados um semigrupo inverso S e um epimorfismo π : S → S ′, define-se
um S-módulo π-estrito como um par (A, π), com A = (A, λ, α) um módulo estrito sobre
S ′ = π(S).
Nota-se que S-módulos id-estritos são os S-módulos estritos da Definição 4.1.8. Omi-
tindo π de (A, π), chama-seA de S-módulo π-estrito. Além disso, se π não for especificado,
diz-se que A é um S-módulo epiestrito.
Definição 4.1.35. Sejam (A′, λ′, α′) e (A′′, λ′′, α′′) S-módulos epiestritos sob os epimorfis-
mos π′ : S → S ′ e π′′ : S → S ′′, respectivamente. Ummorfismo (A′, π′) → (A′′, π′′) entre
S-módulos epiestritos é um par (ϕ, ψ), com ϕ : A′ → A′′ e ψ : S ′ → S ′′ homomorfismos
de semigrupos tais que
(i) ψ ◦ π′ = π′′;
(ii) ϕ ◦ α′ = α′′ ◦ ψ em E(S ′);
(iii) ϕ ◦ λ′s = λ′′ψ(s) ◦ ϕ, ∀s ∈ S ′.
No caso em que S ′ = S ′′ e π′ = π′′, tem-se ψ = id e as igualdades (ii) e (iii) dão a
definição de morfismos de S ′-módulos estritos.
S-módulos epiestritos e seus morfismos formam uma categoria (com composição de
morfismos coordenada a coordenada) denotada por ESMod(S).
Definição 4.1.36. Um S-módulo epiestrito isomorfo a (A, λ̃, α̃) dado na Proposição 4.1.28
é chamado padrão.
Agora descreve-se S-módulos epiestritos (A, π) em termos de π. Nota-se que para
(A, π) da Proposição 4.1.28, tem-se ker π ⊆ σ, pela Observação 4.1.22. Na verdade, tal
condição caracteriza (A, π) como um módulo epiestrito, se S é E-unitário.
Proposição 4.1.37. Seja S um semigrupo inversoE-unitário. (A, λ′, α′) S-módulo epiestrito,
com π′ : S → S ′, é padrão se, e somente se, ker π′ ⊆ σ.
Demonstração. (⇒): Se (ϕ, ψ) : (A′, π′) → (A′′, π′′) é isomorfismo entre S-módulos epies-
tritos, então ψ ◦ π′ = π′′ implica ker π′ = ker π′′.
(⇐): Considera-se oS-módulo (A, λ, α), λ = λ′◦π′ eα = α′◦π′. Pela Proposição 4.1.28,
tal S-módulo pode ser visto como um módulo π′′-estrito (A, λ′′, α′′) para o correspondente
π′′ : S → S ′′ ⊆ AS (em particular, λ = λ′′◦π′′ e α = α′′◦π′′). Mostra-se: ker π′ = ker π′′:
• ker π′′ ⊆ ker π′: E para esta inclusão, S não precisa ser E-unitário. De fato,
π′′(s) = π′′(t) ⇔ (α(ss∗)δs, α(tt∗)δt) ∈ ρ
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e, pelo Lema 4.1.23, existe u  s, t tal que α(ss∗)α(uu∗) = α(ss∗) = α(tt∗). Como
u  s, t implica uu∗  ss∗, tt∗, as igualdades anteriores se reduzem a α(uu∗) =
α(ss∗) = α(tt∗). De α = α′ ◦ π′, tem-se π′(uu∗) = π′(ss∗) = π′(tt∗), já que α′ é
bijeção. Logo,
π′(s) = π′(ss∗)π′(s) = π′(uu∗)π′(s) = π′(u)
e analogamente π′(t) = π′(u) e, portanto, π′(s) = π′(t).
• ker π′ ⊆ ker π′′: De fato,
π′(s) = π′(t) ⇒ (s, t) ∈ σ pois ker π′ ⊆ σ
Além disso, π′(ss∗) = π′(s)π′(s)∗ = π′(t)π′(t)∗ = π′(tt∗) e logo, α(ss∗) = α(tt∗).
Assim, pela Observação 4.1.25, (α(ss∗)δs, α(tt
∗)δt) ∈ ρ, ou seja, π′′(s) = π′′(t).
Como ker π′ = ker π′′, existe um único isomorfismo ψ : S ′ → S ′′ satisfazendo ψ ◦ π′ = π′′.
As igualdadesα = α′◦π′ = α′′◦π′′ e λ = λ′◦π′ = λ′′◦π′′ implicamα′ = α′′◦ψ e λ′ = λ′′◦ψ.
Isto significa que (id, ψ) : (A, π′) → (A, π′′) é isomorfismo em ESMod(S).
Corolário 4.1.38. Nas condições da Proposição 4.1.37, se (A, π′) é padrão, então existe um
epimorfismo de semigrupos η : S ′ → S/σ tal que η ◦ π′ é a função σ : S → S/σ. Em
particular, se A é o S(G)-módulo padrão do Corolário 4.1.31, então η pode ser visto como um
epimorfismo S ′ → G por η(1g1 · · · 1gn1hδh) = h.
4.2 Objetos livres na categoria dos S-módulos epiestri-
tos inversos
Seguindo [Lau75], quer-se definir o conceito de objeto livre na categoria InvESMod(S),
a ser definida a seguir. Para tal, precisa-se definir o conceito de base de um S-módulo
epiestrito inverso livre. E este é o objetivo desta seção. Portanto, de agora em diante só
serão usados módulos inversos.
Definição 4.2.1. Um S-módulo epiestrito (A, π) é dito inverso se A é um semigrupo in-
verso. A subcategoria de S-módulos epiestritos inversos será denotada por InvESMod(S).
Em [Lau75], Lausch define uma base de um S-módulo livre como sendo um E(S)-
conjunto. Tal E(S)-conjunto é uma união disjunta de conjuntos indexados por E(S). Um
morfismo entre E(S)-conjuntos é uma função que leva a componente e de um conjunto
na componente e do outro conjunto, para todo e ∈ E(S). Tais conjuntos serão aqui de-
nominados E(S)-conjuntos estritos. No entanto, define-se um conceito mais geral de
E(S)-conjunto.
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Definição 4.2.2. Sejam S,S ′ semigrupos inversos e π : S → S ′ um epimorfismo. Um
E(S)-conjunto π-estrito é um par (T, π), com T um E(S ′)-conjunto estrito.
Nota-se que E(S)-conjuntos id-estritos são identificados com os E(S)-conjuntos es-
tritos descritos acima. Como anteriormente, π será frequentemente omitido e um E(S)-
conjunto π-estrito cujo π não está explı́cito será chamadoE(S)-conjunto epiestrito. Usa-
se a notação Te para a componente e de T (e ∈ E(S ′)).
Definição 4.2.3. Dados dois E(S)-conjuntos epiestritos (T ′, π′ : S → S ′) e (T ′′, π′′ : S →
S ′′), ummorfismo entre E(S)-conjuntos epiestritos é um par (ϕ, ψ), com ψ : S ′ → S ′′
homomorfismo de semigrupos satisfazendo ψ ◦ π′ = π′′ e ϕ : T ′ → T ′′ uma função tal que
ϕ(T ′e) ⊆ T ′′ψ(e), ∀e ∈ E(S ′).
Se S ′ = S ′′ e π′ = π′′, então (ϕ, ψ) é morfismo entre E(S)-conjuntos epiestritos se, e
somente se, ψ = id e ϕ é morfismo, no sentido de [Lau75], entre E(S ′)-conjuntos estritos.
A categoria de E(S)-conjuntos epiestritos e morfismos será denotada por ESSet(S).
Observação 4.2.4. Cada S-módulo π-estrito inverso é um E(S)-conjunto π-estrito e cada
morfismo de S-módulos epiestritos inversos é um morfismo entre E(S)-conjuntos epies-
tritos.
Um S-módulo π′-estrito inverso (A, λ, α), com π′ : S → S ′, é um S ′-módulo estrito
inverso, logo é um E(S ′)-conjunto. Sua e-componente é Ae = {a ∈ A | aa∗ = α(e)}.
Agora, se (ϕ, ψ) : (A′, π′) → (A′′, π′′) é um morfismo entre S-módulos epiestritos
inversos e a ∈ A′e, para e ∈ E(S ′), tem-se
ϕ(a)ϕ(a)∗ = ϕ(aa∗) = ϕ(α′(e)) = α′′(ψ(e))
e, então ϕ(a) ∈ A′′ψ(e). Com isso, tem-se um funtor de InvESMod(S) em ESSet(S) que
leva o S-módulo (A, π) noE(S)-conjunto correspondente. Ou seja, construiu-se um funtor
esquecimento de InvESMod(S) em ESSet(S).
Definição 4.2.5. UmmóduloF ∈ InvESMod(S) é livre sobre um conjunto T ∈ ESSet(S)
se existe morfismo (ı, κ) : T → F emESSet(S) tal que, para quaisquerA ∈ InvESMod(S)
e morfismo (ϕ, ψ) : T → A em ESSet(S) existe um único morfismo (ϕ̆, ψ̆) : F → A em
InvESMod(S) tal que (ϕ, ψ) = (ϕ̆, ψ̆) ◦ (ı, κ).
Explicita-se a construção de Lausch, feita em [Lau75], de um S-módulo livre (estrito).
Dado um E(S)-conjunto T , define-se F = F (T ) como a união disjunta das componentes
Fe, em que cada Fe é o grupo abeliano livre sobre
{(s, t) ∈ S × T : ss∗ = e, t ∈ Tf , para algum f  s∗s}.
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A soma entre elementos (s, t) ∈ Fe e (s′, t′) ∈ Fe′ de diferentes componentes é a soma
formal
(e′s, t) + (es′, t′) ∈ Fee′
e tal soma está bem definida pois
• (e′s)(e′s)∗ = e′ss∗e′∗ = ss∗e′ = ee′ ⇒ e′s ∈ Fee′ ;
• (es′)(es′)∗ = es′s′∗e = es′s′∗ = ee′ ⇒ es′ ∈ Fee′ .
A estrutura de S-módulo é definida por
λFs′(s, t) = (s
′s, t) e αF (e) = 0e
em que 0e é o zero de Fe. O mergulho ı : T → F é dado por:
Te  t → (e, t) ∈ Fe. (4.2.1)
Observação 4.2.6. Cada (s, t), com t ∈ Tf , pode ser escrito λFs (f, t), pois s∗s  f implica
sf = (ss∗s)f = s(s∗sf) = s(s∗s) = s.
Proposição 4.2.7. Para qualquer E(S)-conjunto epiestrito (T, π : S → S ′) existe um S-
módulo epiestrito inverso livre F (T ) sobre T .
Demonstração. Como (T, π : S → S ′) é E(S ′)-conjunto, pela Proposição 3.1 de [Lau75],
existe um S ′-módulo livre (de Lausch) (F (T ), λF (T ), αF (T )) que portanto pode ser conside-
rado com um S-módulo π-estrito. Mostra-se que F (T ) é livre sobre T em InvESMod(S).
Seja ı : T → F (T ) o mergulho (4.2.1). Como observado depois da Definição 4.2.3,
o par (ı, id) é morfismo em ESSet(S). Sejam um módulo (A, λ, α) ∈ InvESMod(S) e
(ϕ, ψ) : T → A ∈ ESSet(S). Usa-se a notação aditiva para A. Precisa-se encontrar (ϕ̆, ψ̆)
em InvESMod(S) tal que ϕ̆◦ı = ϕ e ψ̆◦id = ψ. A segunda condição implica imediatamente
ψ̆ = ψ. A primeira determina unicamente ϕ̆ como um homomorfismo satisfazendo o item
(iii) da Definição 4.1.35. De fato, toma-se (s, t) ∈ F (T )e, com t ∈ Tf , e nota-se, pela
Observação 4.2.6, que ϕ̆(s, t) = ϕ̆ ◦ λF (T )s (f, t) que deveria ser igual a λψ(s) ◦ ϕ̆(f, t) =








e o item (iii) da Definição 4.2.3 é verificado. Além disso, como ϕ(Te) ⊆ Aψ(e), para todo
e ∈ E(S ′), tem-se
λψ(s)(ϕ(t)) ∈ λψ(s)(Aψ(f)) ⊆ Aψ(s)ψ(f)ψ(s)∗ = Aψ(sfs∗) = Aψ(ss∗) = Aψ(e)
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e assim, ϕ̆ é um homomorfismo de F (T )e para Aψ(e), ∀e ∈ E(S ′). Logo, ϕ̆ leva o zero
αF (T )(e) de Fe ao zero α(ψ(e)) deAψ(e) e o item (ii) da Definição 4.2.3 também é verificado.
Resta mostrar que ϕ̆ é homomorfismo de semigrupos (aqui, escritos aditivamente). Para
(s, t) ∈ F (T )e e (s′, t′) ∈ F (T )e′ , tem-se
ϕ̆((s, t) + (s′, t′)) = ϕ̆((e′s, t) + (es′, t′))
= λψ(e′s)(ϕ(t)) + λψ(es′)(ϕ(t
′))
= [α(ψ(e′)) + λψ(s)(ϕ(t))] + [α(ψ(e)) + λψ(s′)(ϕ(t
′))]
= [α(ψ(e)) + λψ(s)(ϕ(t))] + [α(ψ(e
′)) + λψ(s′)(ϕ(t
′))]
= λψ(s)(ϕ(t)) + λψ(s′)(ϕ(t
′))
= ϕ̆(s, t) + ϕ̆(s′, t′).
Definição 4.2.8. A subcategoria plena de InvESMod(S) formada pelos objetos (A, π) com
o mesmo π : S → S ′ será chamada π-componente de InvESMod(S).
Observação 4.2.9. Nota-se que qualquer morfismo entre elementos de uma π-componente
fixa, com π : S → S ′, tem a forma (ϕ, idS′). Então tal componente é isomorfa à categoria
de S ′-módulos estritos inversos. Em particular, é uma categoria abeliana.
Observação 4.2.10. Omódulo epiestrito inverso F (T ) livre sobre (T, π : S → S ′) pertence a
π-componente de InvESMod(S). Além disso, é projetivo nesta componente. De fato, pelo
Corolário 3.2 de [Lau75], F (T ) é um S ′-módulo estrito inverso.
Corolário 4.2.11. Existem módulos epiestritos não padrão.
Por exemplo, considera-se um semigrupo inverso S com σ = S2 e o epimorfismo π :
S → 0 ao semigrupo nulo. Claramente, S2 = ker π  σ. Então, para qualquer conjunto
π-estrito T , o S-módulo π-estrito inverso livre F (T ) não é padrão.
Segundo as Proposições 4.1.2 e 4.1.28, o Teorema 4.1.7 e a Observação 4.1.17, cada G-
módulo parcial inverso pode ser visto como um S(G)-módulo epiestrito inverso.
Definição 4.2.12. SejamA umG-módulo parcial inverso e T umE(S(G))-conjunto epies-
trito. O móduloA é dito livre sobre T se o S(G)-módulo epiestrito inverso correspondente
é livre sobre T em InvESMod(S(G)).
Agora constroi-se um G-módulo parcial inverso livre. Dada Γ : G → M representação
parcial do grupoG no monoideM , seja Γ(G) o submonoide deM gerado por Γ(g), g ∈ G.
Então, Γ(G) é imagem epimórfica de S(G) e toda imagem epimórfica π(S(G)) de S(G)
pode ser obtida desta forma, fazendo Γ = π ◦ j, com j : G → S(G) dado por j(g) =
({1G, g}, g). Tem-se que Γ(G) é monoide inverso com Γ(g)∗ = Γ(g−1).
Aplicando π em εg = j(g)j(g
−1) obtem-se π(εg) = ((π ◦ j)(g))((π ◦ j)(g−1)) =
Γ(g)Γ(g−1) e escreve-se eg = Γ(g)Γ(g
−1) = π(εg). Os elementos eg são idempotentes
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Seja E o submonoide de Γ(G) gerado pelos idempotentes eg . Cita-se [DN10, Teorema
6] (adaptado a esse caso):
Teorema 4.2.13. As funções θg : Eg−1 → Eg , g ∈ G, definidas por
θg(e) =
⎧⎨⎩Γ(g)eΓ(g−1) se Eg−1 = 0,0 se Eg−1 = 0,
definem uma ação parcial θ = θΓ de G em E, e a função ψ : E ∗θ G → Γ(G), definida por
aδg → aΓ(g) é epimorfismo entre semigrupos.
Tem-se que Γ(G) é imagem epimórfica de E ∗θ G, com θ = θΓ = {θg : Eg−1 → Eg}
a ação parcial de G em E correspondente a Γ, com Eg = egE, θg(e) = Γ(g)eΓ(g
−1), para





Além disso, como se tem um epimorfismo S(G) → Γ(G), obtem-se E = E(Γ(G)), o
conjunto de todos os idempotentes de Γ(G).
Dado s = eΓ(g) (com e ∈ Eg) em Γ(G), escreve-se e = egeh1 · · · ehk (h1, . . . , hk ∈ G) e
então
• ss∗ = egeh1 · · · ehkΓ(g)Γ(g)∗e∗hk · · · e∗h1e∗g
= egeh1 · · · ehk
= e;
• s∗s = Γ(g)∗e∗hk · · · e∗h1e∗gegeh1 · · · ehkΓ(g)
= Γ(g−1)e∗hk · · · e∗h1e∗gegeh1 · · · ehkΓ(g)
= eg−1hkΓ(g
−1)ehk−1 · · · e∗h1e∗gegeh1 · · · ehkΓ(g)
= . . .
= eg−1hkeg−1hk−1 · · · eg−1h1eg−1 ;
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• Γ(g−1)eΓ(g) = Γ(g−1)egeh1 · · · ehkΓ(g)
= e1Geg−1h1 · · · eg−1hkΓ(g−1)Γ(g)
= θg−1(e).
Dado um E-conjunto estrito T =
∐
e∈E Te, o G-módulo parcial inverso livre F (T )
sobre T pode ser especificado como segue. Fixado e ∈ E, seja Γe = {eΓ(g) ∈ Γ(G) | g ∈
G, e ∈ Eg}. A condição e ∈ Eg significa que e pode ser escrito como e = egeh1 · · · ehk ,
com h1, . . . , hk ∈ G. Observa-se que Γe consiste nos elementos s ∈ Γ(G) tais que ss∗ = e.
Agora, para um s = eΓ(g) ∈ Γe arbitrário, seja E(s) := {f ∈ E | f  s∗s}. Em particular,
E(s) contém todos f ∈ E que podem ser escritos da forma f = (eg−1)ν
∏
i∈I eg−1hi , com
ν ∈ {0, 1} e I ⊆ {1, . . . , k} (I também pode ser o conjunto vazio). Se ν = 0 e I = ∅,
faz-se f = 1M . Agora, faz-se T (s) :=
⋃
f∈E(s) Tf . Então, a e-componente F (T )e de F (T )
é o grupo abeliano livre gerado por Be := {(s, t) | s ∈ Γe, t ∈ T (s)}. Denota-se por
1(e) a identidade de F (T )e e escreve-se 1g = 1eg , g ∈ G. Os elementos de
∐
e∈E Be serão
chamados geradores canônicos de F (T ). O produto entre os geradores canônicos (s, t) ∈
F (T )e e (s
′, t′) ∈ F (T )e′ de componentes diferentes é (es′, t′)(e′s, t) ∈ F (T )ee′ .
A ação parcial correspondente θF (T ) de G em F (T ) consiste nos isomorfismos θ
F (T )
g :
Dg−1 → Dg, com Dg = 1gF (T ) =
∐
e∈Eg F (T )e, g ∈ G, e θ
F (T )
g (s, t) = (Γ(g)s, t), para
qualquer gerador canônico (s, t) pertencente aDg−1 . Se (s, t) ∈ Dg−1 , então s = eg−1eΓ(h),
para e ∈ E, h ∈ G tais que eg−1eeh = eg−1e. Assim,
θF (T )g (eg−1eΓ(h), t) = (θg(eg−1e)Γ(gh), t).
Escrevendo e = ehek1 · · · ekl , com k1, . . . , kl ∈ G, tem-se θg(eg−1e) = egeghegk1 · · · egkl .
Um elemento a ∈ Dg−1 pertence a alguma componente F (T )e e pode ser escrito a =
(s1, t1)
n1 · · · (sr, tr)nr , com ni ∈ Z e tem-se
θF (T )g (a) = (θ
F (T )
g (s1, t1))
n1 · · · (θF (T )g (sr, tr))nr .
4.3 Cohomologia parcial de grupos e cohomologia de se-
migrupos inversos
Começando com um S-módulo estrito A, (ou seja, com um S-módulo de Lausch), tem-se
que HomS(−, A) é funtor aditivo de uma categoria abeliana à categoria Ab e, segundo
[Lau75], sua cohomologia é seu funtor derivado aplicado ao S-módulo ZS com (ZS)e =
{ne | n ∈ Z}, ne +mf = (n+m)ef , λZSs (ne) = nses∗ , αZS (e) = 0e. Logo, HnS (A) pode ser
calculado tomando-se uma resolução projetiva apropriada de ZS .
Definição 4.3.1. Os grupos de cohomologia de um semigrupo inverso S com valores
Capı́tulo 4. Módulos parciais e módulos sobre o monoide de Exel 72
num S-módulo epiestrito inverso (A, π : S → S ′) são Hn(S, A) = HnS′(A), em que A é
tomado como S ′-módulo estrito do lado direito da igualdade.
Nas condições acima, denota-se por Homπ(−, A) a restrição de Hom(−, A) a π-com-
ponente de InvESMod(S). Agora, a cohomologia acima é seu funtor derivado aplicado ao
S-módulo π-estrito inverso ZS′ com (ZS′)e = {ne | n ∈ Z}, ne + mf = (n + m)ef ,
λ
ZS′
s (ne) = nses∗ , α
ZS′ (e) = 0e. Logo, H
n(S, A) pode ser calculado tomando-se uma
resolução projetiva apropriada de ZS′ na π-componente de InvESMod(S). Mas, para S =
S(G) e (A, π : S → S ′) vindo de um (A, θ) ∈ pMod(G) inverso, pode-se construir uma
resolução livre de ZS′ tal que os grupos de cohomologia correspondentes com valores em
(A, π) são Hn(G,A).
Definição 4.3.2. Seja Γ : G → S um homomorfismo parcial do grupo G no monoide
inverso S . Para n um inteiro positivo, denota-se por Vn o E(S)-conjunto estrito cuja e-
componente é o conjunto (que pode ser vazio) das n-uplas ordenadas (g1, . . . , gn) ∈ Gn tal
que e(g1,...,gn) = e, em que e(g1,...,gn) é o idempotente
eg1eg1g2 · · · eg1···gn = Γ(g1) · · ·Γ(gn)Γ(gn)∗ · · ·Γ(g1)∗.
Para n = 0 define-se (Vn)e como sendo o conjunto unitário {( )} se e = 1S e vazio, caso
contrário. O S-módulo livre sobre Vn será denotado por Rn.
Lema 4.3.3. Sejam (A, θ) um G-módulo parcial inverso e (A, λ, α) o S(G)-módulo π-estrito
inverso (padrão) correspondente, π : S(G) → S . Seja Γ = π ◦ j : G → S e considera-se
Rn = Rn(Γ) um elemento da π-componente de InvESMod(S(G)). Então, o grupo abeliano
Homπ(Rn, A) é isomorfo a C
n(G,A).
Demonstração. Como Rn é o S-módulo livre sobre Vn = Vn(Γ), cada morfismo de Rn para
A é determinado por seus valores em Vn. Assim, Homπ(Rn, A) pode ser identificado com
o conjunto de morfismos de E(S(G))-conjuntos π-estritos de Vn para A. Um par (ϕ, ψ) é
um tal morfismo se, e somente se, ψ = idS e ϕ(v) ∈ Ae, ∀v ∈ (Vn)e.
Se n = 0, então ϕ é identificado com a imagem de ( ) ∈ (Vn)1S , que deveria pertencer a
A1S , ou seja, deveria ser invertı́vel com respeito a α(1S) = α ◦ π(1S(G)) = αθ(1S(G)) = 1A.
Logo, Homπ(R0, A)  U(A) = C0(G,A).
Para n > 0, a funçãoϕ pode ser vista como uma funçãoGn → A tal queϕ(g1, . . . , gn) ∈
Ae, em que e = e(g1,...,gn). Por definição, Ae consiste em a ∈ A invertı́veis com respeito a
α(e) = αθ(εg1εg1g2 · · · εg1···gn) = 1g11g1g2 · · · 1g1···gn .
Assim, Ae = U(A(g1,...,gn)) e logo, Homπ(Rn, A)  Cn(G,A).
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Definição 4.3.4. Nas condições da Definição 4.3.2, para n  1, define-se o morfismo de
S-módulos ∂n : Rn → Rn−1 por
∂n(g1, · · · , gn) = (Γ(g1)e(g2,··· ,gn), (g2, · · · , gn))
+
∑n−1
i=1 (−1)i(e(g1,··· ,gn), (g1, · · · , gigi+1, · · · , gn))
+(−1)n(e(g1,··· ,gn), (g1, · · · , gn−1)), n > 1.
∂1(g) = (Γ(g), ( ))− (eg, ( ))
e ε : R0 → ZS por ( ) → 11S .
Lema 4.3.5. Nas condições do Lema 4.3.3, para n  0 e f ∈ Cn(G,A) arbitrário, tem-se
δnf = f ◦ ∂n+1, em que f e δnf são tomados como homomorfismos de S(G)-módulos π-
estritos Rn → A e Rn+1 → A, respectivamente.
Demonstração. Denota-se por ın o mergulho natural Vn → Rn dado em (4.2.1). Se n = 0,
então f ∈ C0(G,A) considerado como f : R0 → A é identificado com f(ı0( )) = a ∈ U(A),
em que ı0( ) = (1S , ( )). Assim, para g ∈ G:
f(∂1(g)) = f(Γ(g), ( ))f(eg, ( ))
∗
= f(λΓ(g)(1S , ( )))f(λeg(1S , ( )))
∗















Agora, sejam n > 0 e f ∈ Cn(G,A). Considerando f como o morfismo Rn → A,
nota-se
f(g1, · · · , gn) = f(ı(g1, · · · , gn)) = f(e(g1,··· ,gn), (g1, · · · , gn)).
Logo,
f(∂n+1(g1, · · · , gn+1)) = λΓ(g1)(f(g2, · · · , gn+1))
+
∑n
i=1 λe(g1,··· ,gn+1)(f(g1, . . . , gigi+1, . . . , gn+1))(−1)
i
λe(g1,··· ,gn+1)(f(g1, · · · , gn))(−1)
n+1
.
Como visto acima, λΓ(g)(a) = θg(a1g−1) e λeg(a) = a1g . Portanto,
f(∂n+1)(g1, · · · , gn+1) = (δnf)(g1, · · · , gn+1)1g1 · · · 1g1···gn+1 = (δnf)(g1, · · · , gn+1)
pois (δnf)(g1, · · · , gn+1) ∈ A(g1,··· ,gn+1)
Corolário 4.3.6. Nas condições do Lema 4.3.3, para n  2, a composição ∂n−1 ◦ ∂n é o
morfismo nulo de Rn para Rn−2 na π-componente de InvESMod(S(G)).
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Demonstração. De fato, o módulo (A, π) é padrão por construção. Como S(G) éE-unitário,
pela Proposição 4.1.37, qualquer módulo da π-componente da categoria InvESMod(S(G))
é padrão e, em particular, todoRn tem essa propriedade. Assim, sem perda de generalidade,
pode-se assumir que (Rn, π) é obtido a partir de algum G-módulo parcial inverso (Rn, θn),
∀n  0. Tomando A′ = Rn−2 e f = idRn−2 ∈ Homπ(Rn−2, A′), pelo Lema 4.3.5 e pela
Proposição 2.1.6, tem-se ∂n−1 ◦ ∂n = (f ◦ ∂n−1) ◦ ∂n
= δn−2f ◦ ∂n (4.3.5)
= δn−1δn−2f (4.3.5)
= en (2.1.6)
Pelo Lema 4.3.3, a cocadeia en pode ser vista como omorfismoRn → Rn−2 que leva cada
elemento de (Vn)e ao zero de (Rn−2)e, e ∈ E(S). Então, en = 0 ∈ Homπ(Rn, Rn−2).
Definição 4.3.7. Nas condições do Lema 4.3.3, sejam η : S → G como no Corolário 4.1.38
e ∀n  0, define-se o morfismo σn : Rn → Rn+1 deE(S)-conjuntos π-estritos como segue.
Em cada e-componente de Rn, é o homomorfismo de grupos abelianos
(Rn)e → (Rn+1)e
(s, (g1, . . . , gn)) → (ss∗, (η(s), g1, . . . , gn)).
Define-se também τ : ZS → R0 como o homomorfismo (Z)e → (R0)e tal que τ(1e) =
(e, ( )), e ∈ E(S).
O fato de σn estar bem-definida segue do próximo lema.
Lema 4.3.8. Nas condições da Definição 4.3.7, tem-se ∀g ∈ G, s ∈ S :
(i) η(Γ(g)) = g;
(ii) ss∗Γ(η(s)) = s;
(iii) sΓ(η(s)∗) = ss∗.
Demonstração. Nota-se que η ◦ π é o epimorfismo natural S(G) → G, então η(Γ(g)) =
η(π(j(g))) = g e tem-se o item (i). Se s = π(εg1 · · · εgnj(h)), então η(s) = h e Γ(η(s)) =
Γ(h) = π(j(h)) e seguem os itens (ii) e (iii) das igualdades em S(G).
Agora mostra-se que (ss∗, (η(s), g1, . . . , gn)) na Definição 4.3.7 é um elemento deRn+1,
ou seja: (ss∗)∗(ss∗) = ss∗  e(η(s),g1,...,gn).
ss∗e(η(s),g1,...,gn) = ss
∗Γ(η(s))︸ ︷︷ ︸ e(g1,...,gn)Γ(η(s)∗)
= se(g1,...,gn)︸ ︷︷ ︸Γ(η(s)∗)
= sΓ(η(s)∗)
= ss∗
em que na penúltima igualdade foi usado: s∗s  e(g1,...,gn) ⇒ s∗se(g1,...,gn) = s∗s e
multiplicando essa igualdade acima por s: ss∗se(g1,...,gn) = ss
∗s, ou seja: se(g1,...,gn) = s.
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Teorema 4.3.9. Nas condições do Lema 4.3.3:
(i) im ∂1 ⊆ ker ε;
(ii) ∂1 ◦ σ0 + τ ◦ ε = idR0 ;
(iii) ∂n+1 ◦ σn + σn−1 ◦ ∂n = idRn , ∀n  1.
Demonstração. .
(i) Para g ∈ G, tem-se ε(∂1(g)) = ε(Γ(g), ( ))− ε(eg, ( ))
= λZSΓ(g)(11S )− λZSeg (11S )
= 1Γ(g)Γ(g)∗ − 1eg
= 0eg
(ii) É suficiente verificar a igualdade num gerador arbitrário (s, ( )) de (R0)ss∗ .
(∂1 ◦ σ0 + τ ◦ ε)(s, ( )) = ∂1(ss∗, (η(s))) + τ(λZSs (11S ))
= (ss∗Γ(η(s)), ( ))− (ss∗eη(s), ( )) + τ(1ss∗)
= (s, ( ))− (ss∗Γ(η(s))Γ(η(s))∗, ( )) + (ss∗, ( ))
= (s, ( ))− (sΓ(η(s))∗, ( )) + (ss∗, ( ))
= (s, ( ))− (ss∗, ( )) + (ss∗, ( ))
= (s, ( )).
(iii) Toma-se um gerador (s, (g1, . . . , gn)) de (Rn)ss∗ .
Calcula-se primeiramente ∂n+1 ◦ σn(s, (g1, . . . , gn)).
∂n+1◦ σn(s, (g1, . . . , gn)) = ∂n+1(ss∗, (η(s), g1, . . . , gn))
= (ss∗Γ(η(s))e(g1,...,gn), (g1, . . . , gn))
−(ss∗e(η(s),g1,...,gn), (η(s)g1, g2, . . . , gn))
+
∑n−1
i=1 (−1)i+1(ss∗e(η(s),g1,...,gn), (η(s), g1, . . . , gigi+1, . . . , gn))
+(−1)n+1(ss∗e(η(s),g1,...,gn), (η(s), g1, . . . , gn−1))
= (se(g1,...,gn), (g1, . . . , gn))
−(ss∗, (η(s)g1, g2, . . . , gn))
+
∑n−1
i=1 (−1)i+1(ss∗, (η(s), g1, . . . , gigi+1, . . . , gn))
(−1)n+1(ss∗, (η(s), g1, . . . , gn−1)).
(4.3.1)
Além disso, nota-se: se = s ⇒ sf = s, ∀f  e, pois sf = sef = se = s. Logo,
sΓ(g1)e(g2,...,gn) = se(g1g2,g3,...,gn)
= sΓ(g1)
já que e(g1g2,...,gn)  e(g1,...,gn).
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Calcula-se agora σn−1 ◦ ∂n(s, (g1, . . . , gn)):
σn−1◦ ∂n(s, (g1, . . . , gn)) = σn−1(sΓ(g1)e(g2,...,gn), (g2, . . . , gn))
+
∑n−1
i=1 σn−1(seg1,...,gn , (g1, . . . , gigi+1, . . . , gn))
+(−1)nσn−1(se(g1,...,gn), (g1, . . . , gn−1))
= σn−1(sΓ(g1), (g2, . . . , gn))
+
∑n−1
i=1 σn−1(s, (g1, . . . , gigi+1, . . . , gn))
+(−1)nσn−1(s, (g1, . . . , gn−1))
= (sΓ(g1)Γ(g1)
∗s∗, (η(sΓ(g1)), g2, . . . , gn))
+
∑n−1
i=1 (−1)i(ss∗, (η(s), g1, . . . , gigi+1, . . . , gn))
+(−1)n(ss∗, (η(s), g1, . . . , gn−1))
= (ss∗, (η(s)g1, g2, . . . , gn))
+
∑n−1
i=1 (−1)i(ss∗, (η(s), g1, . . . , gigi+1, . . . , gn))
+(−1)n(ss∗, (η(s), g1, . . . , gn−1))
(4.3.2)
Somando (4.3.1) e (4.3.2) obtém-se (s, (g1, . . . , gn)), como desejado.
Pelo Corolário 4.3.6 e pelo item (i) do Teorema 4.3.9, tem-se que a sequência
· · · ∂n+1−−−→ Rn ∂n−→ · · · ∂2−→ R1 ∂1−→ R0 ε−→ ZS → 0 (4.3.3)
é complexo de S(G)-módulos. Além disso, segue do item (ii) do Teorema 4.3.9 que, se
x ∈ ker ε, tem-se que (∂1 ◦ σ0 + τ ◦ ε)(x) = idR0(x) implica x = ∂1(σ0(x)), ou seja,
x ∈ im ∂1. Por sua vez, segue do item (ii) do mesmo teorema que, se x ∈ ker ∂n, tem-se
que (∂n+1 ◦ σn + σn−1 ◦ ∂n)(x) = idRn(x) implica x = ∂n+1(σn(x)), ou seja, x ∈ im ∂n+1.
Assim, para o complexo (4.3.3), tem-se ker ε ⊆ im ∂1 e ker ∂n ⊆ im ∂n+1, ∀n  1.
Logo, tem-se que o complexo (4.3.3) na verdade é uma sequência exata deS(G)-módulos
e tem-se o seguinte resultado.
Corolário 4.3.10. Nas condições do Lema 4.3.3, a sequência
· · · ∂n+1−−−→ Rn ∂n−→ · · · ∂2−→ R1 ∂1−→ R0 ε−→ ZS → 0
em que 0 é o zero da π-componente de InvESMod(S(G)), é uma resolução livre de ZS cujos
grupos de cohomologia com valores em A são isomorfos a Hn(G,A).
Corolário 4.3.11. Nas condições do Lema 4.3.3, tem-se Hn(G,A)  Hn(S(G), A), ∀n  0.
Apêndice A
O complexo C•(G,A)
O objetivo desse apêndice é demonstrar a igualdade (2.1.2) da Proposição 2.1.6. Mas antes, relembra-
se alguns conceitos necessários.
Primeiramente, a Definição 2.1.4, que se encontra originalmente na página 24.
Definição 2.1.4. Sejam A ∈ pMod(G) e n um inteiro positivo. Uma n-cocadeia de G com va-
lores em A é uma função f : Gn → A tal que f(g1, · · · , gn) é um elemento invertı́vel do ideal
A(g1,··· ,gn) := Ag1Ag1g2 · · ·Ag1···gn . Uma 0-cocadeia é um elemento invertı́vel de A.
Como feito na mesma página 24, denota-se o conjunto de n-cocadeias por Cn(G,A). Tal con-
junto é um grupo abeliano com a multiplicação ponto a ponto. A identidade é en(g1, · · · , gn) =
1g11g1g2 · · · 1g1···gn e o inverso de f ∈ Cn(G,A) é f−1(g1, · · · , gn) := f(g1, · · · , gn)−1, em que
f(g1, · · · , gn)−1 é o inverso de f(g1, · · · , gn) em A(g1,··· ,gn).
Reescreve-se agora, a Definição 2.1.5.
Definição 2.1.5. Sejam (A, θ) ∈ pMod(G) e n um inteiro positivo.
Dados f ∈ Cn(G,A) e g1, · · · , gn+1 ∈ G, define-se
(δnf)(g1, · · · gn+1) = θg1(1g−11 f(g2, · · · gn+1))∏n
i=1 f(g1, · · · , gigi+1, · · · , gn+1)(−1)
i
f(g1, · · · , gn)(−1)
n+1
.
Os inversos são tomados nos ideais correspondentes.
Se n = 0 e a ∈ A é invertı́vel, faz-se (δ0a)(x) = θg(1g−1a)a−1.
Finalmente, reescreve-se o enunciado da Proposição 2.1.6 e demonstra-se somente a equação
(2.1.2).
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Demonstração. De fato, para g1, · · · , gn+1 ∈ G, f(g2, · · · , gn+1), tem-se:
(δn+1δnf)(g1, . . . , gn+2) = θg1(1g−11
δnf(g2, . . . , gn+2)) (1)
n+1∏
i=1
δnf(g1, . . . , gigi+1, . . . , gn+2)
(−1)i (2)
δnf(g1, . . . , gn+1)
(−1)n+2 (3)
(A.1)
Parte da linha (1) de (A.1) é:
δnf(g2, . . . , gn+2) = θg2(1g−12
f(g3, . . . , gn+2))
n+1∏
i=2
f(g2, . . . , gigi+1, . . . , gn+2)
(−1)i−1




δnf(g2, . . . , gn+2)) = θg1 [1g−11
θg2(1g−12
f(g3, . . . , gn+2))
n+1∏
i=2
f(g2, . . . , gigi+1, . . . , gn+2)
(−1)i−1




δnf(g2, . . . , gn+2)) = θg1(1g−11
θg2(1g−12




f(g2, . . . , gigi+1, . . . , gn+2)
(−1)i−1) (∗2)
θg1(1g−11
f(g2, . . . , gn+1)
(−1)n+1) (∗3)
A linha (2) de (A.1), para i = 1, é:
δnf(g1g2, g3, · · · , gn+2) = θg1g2(1g2−1g1−1f(g3, · · · , gn+2))
f((g1g2)g3, · · · , gn+2)(−1)
n+1∏
i=3
f(g1g2, g3, · · · , gigi+1, · · · , gn+2)(−1)
i+1
f(g1g2, · · · , gn+1)(−1)
n+1
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então, (2) para i = 1 fica:
δnf(g1g2, g3, · · · , gn+2)(−1) = θg1g2(1g2−1g1−1f(g3, · · · , gn+2))(−1)




f(g1g2, g3, · · · , gigi+1, · · · , gn+2)(−1)
i+1+1
f(g1g2, · · · , gn+1)(−1)
n+1+1
arrumando:
δnf(g1g2, g3, · · · , gn+2)(−1) = θg1g2(1g2−1g1−1f(g3, · · · , gn+2))(−1) (∗1)
f((g1g2)g3, · · · , gn+2)(+1) (1)
n+1∏
i=3
f(g1g2, g3, · · · , gigi+1, · · · , gn+2)(−1)
i
(2)
f(g1g2, · · · , gn+1)(−1)
n
(3)
A linha (2) de (A.1), para 2  i  n, é:
δnf(g1, · · · , gigi+1, · · · , gn+2) = θg1(1g1−1f(g2, · · · , gigi+1, · · · , gn+2))
i−2∏
j=1




f(g1, · · · , gigi+1, · · · , gjgj+1, · · · , gn+2)(−1)
j+1
f(g1, · · · , gi−1(gigi+1), · · · , gn+2)(−1)
i−1
f(g1, · · · , (gigi+1)gi+2, · · · , gn+2)(−1)
i
f(g1, · · · , gigi+1, · · · , gn+1)(−1)
n+1
então, (2) para 2  i  n fica:
δnf(g1, · · · , gigi+1, · · · , gn+2)(−1)
i








f(g1, · · · , gigi+1, · · · , gjgj+1, · · · , gn+2)(−1)
i+j+1
f(g1, · · · , gi−1(gigi+1), · · · , gn+2)(−1)
2i−1
f(g1, · · · , (gigi+1)gi+2, · · · , gn+2)(−1)
2i
f(g1, · · · , gigi+1, · · · , gn+1)(−1)
i+n+1
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arrumando:
δnf(g1, · · · , gigi+1, · · · , gn+2)(−1)
i










f(g1, · · · , gigi+1, · · · , gjgj+1, · · · , gn+2)(−1)
i+j+1
(2)
f(g1, · · · , gi−1(gigi+1), · · · , gn+2)(−1) (1)
f(g1, · · · , (gigi+1)gi+2, · · · , gn+2)(+1) (1)
f(g1, · · · , gigi+1, · · · , gn+1)(−1)
i+n+1
(3)
A linha (2) de (A.1), para i = n+ 1, é:
δnf(g1, · · · , gn+1gn+2) = θg1(1g−11 f(g2, · · · , gn+1gn+2))
n−1∏
j=1
f(g1, · · · , gjgj+1, · · · , gn+1gn+2)(−1)
j
f(g1, · · · , gn(gn+1gn+2))(−1)
n
f(g1, · · · , gn)(−1)
n+1
então, (2), para i = n+ 1 fica:
δnf(g1, · · · , gn+1gn+2)(−1)
n+1
= θg1(1g−11




f(g1, · · · , gjgj+1, · · · , gn+1gn+2)(−1)
j+n+1
f(g1, · · · , gn(gn+1gn+2))(−1)
n+n+1
f(g1, · · · , gn)(−1)
n+1+n+1
arrumando:
δnf(g1, · · · , gn+1gn+2)(−1)
n+1
= θg1(1g−11





f(g1, · · · , gjgj+1, · · · , gn+1gn+2)(−1)
j+n+1
(2)
f(g1, · · · , gn(gn+1gn+2))(−1) (1)
f(g1, · · · , gn)(+1) (4)
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A linha (3) de (A.1) é:
δnf(g1, · · · , gn+1) = θg1(1g1−1f(g2, · · · , gn+1))
n∏
i=1
f(g1, · · · , gigi+1, · · · , gn+1)(−1)
i
f(g1, · · · , gn)(−1)
n+1
então, (3) fica:
δnf(g1, · · · , gn+1)(−1)
n+2





f(g1, · · · , gigi+1, · · · , gn+1)(−1)
i+n+2
f(g1, · · · , gn)(−1)
n+1+n+2
arrumando:
δnf(g1, · · · , gn+1)(−1)
n+2





f(g1, · · · , gigi+1, · · · , gn+1)(−1)
i+n
(3)
f(g1, · · · , gn)(−1) (4)
O produto de todos os fatores indicados com ∗, exceto (∗1), é en+2(g1, . . . , gn+2) para n  1.
Para n = 0, tal produto é e1(g1). Além disso,
θg1(1g−11
θg2(1g−12









f(g3, . . . , gn+2))
pelo item (AP3’).










en(g3, . . . , gn+2))
= 1g11g1g2en(g1g2g3, g4, . . . , gn+2)
= en+2(g1, . . . , gn+2).
O produto de todos os fatores indicados com  aparecem com seus inversos e multiplicando
tais pares, obtém-se o produto de alguns dos idempotentes 1g1 , 1g1g2 , . . . .
Apêndice A. O complexo C•(G,A) 82
Por exemplo, para (1):
f((g1g2)g3, · · · , gn+2)(+1)
n∏
i=2
f(g1, · · · , gi−1(gigi+1), · · · , gn+2)(−1)
n∏
i=2
f(g1, · · · , (gigi+1)gi+2, · · · , gn+2)(+1)
f(g1, · · · , gn(gn+1gn+2))(−1)
(A.2)
O produto f((g1g2)g3, · · · , gn+2)(+1)f((g1g2)g3, · · · , gn+2)(−1) (que corresponde à primeira
linha de (A.2) multiplicada ao termo para i = 2 do primeiro produtório) fica:
f((g1g2)g3, · · · , gn+2)(+1)f((g1g2)g3, · · · , gn+2)(−1)
= en(g1g2g3, g4, . . . , gn+2)
= 1g1g2g31g1g2g3g4 · · · 1g1···gn+2 .
A partir daı́, tomando o termo para i = k do primeiro produtório e multiplicando pelo termo para
i = k − 1 do segundo produtório, tem-se
f(g1, · · · , gk−1(gkgk+1), · · · , gn+2)(−1)f(g1, · · · , (gk−1gk)gk+1, · · · , gn+2)(+1)
= en(g1, . . . , gk−1gkgk+1, . . . , gn+2)
= 1g11g1g2 · · · 1g1···gk−21g1···gk+1 · · · 1g1···gn+2 , para 3  k  n.
Resta o termo para i = n do segundo produtório, que multiplicado pela última linha de (A.2) fica:
f(g1, · · · , gn(gn+1gn+2))(+1)f(g1, · · · , gn(gn+1gn+2))(−1)
= en(g1, · · · , gngn+1gn+2)
= 1g1 · · · 1g1···gn−11g1···gn+2 .
Portanto, (δn+1δnf)(g1, . . . , gn+2) = en+2(g1, . . . , gn+2).
REFERÊNCIAS
[DE05] M. Dokuchaev and R. Exel, Associativity of crossed products by partial actions, en-
veloping actions and partial representations, Transactions of the American Mathe-
matical Society 357 (2005), 1931–1952.
[DES08] M. Dokuchaev, R. Exel, and J. J. Simón, Crossed products by twisted partial actions
and graded algebras, Journal of Algebra 320 (2008), no. 8, 3278–3310.
[DES10] , Globalization of twisted partial actions, Transactions of the American
Mathematical Society 362 (2010), no. 8, 4137–4160.
[DK15] M. Dokuchaev and M. Khrypchenko, Partial cohomology of groups, Journal of Al-
gebra 427 (2015), no. 0, 142 – 182.
[DN10] M.Dokuchaev and B. Novikov, Partial projective representations and partial actions,
Journal of Pure and Applied Algebra 214 (2010), no. 3, 251–268.
[Exe98] R. Exel, Partial actions of groups and actions of inverse semigroups, Proceedings of
the American Mathematical Society 126 (1998), no. 12, 3481–3494.
[Hig96] P. M. Higgins, Epis from locally inverse semigroups are onto, Semigroup Forum 52
(1996), no. 1, 49–53 (English).
[How76] J. M. Howie, An introduction to semigroup theory, L.M.S. monographs, Academic
Press, 1976.
[KL04] J. Kellendonk and M. V. Lawson, Partial actions of groups, International Journal of
Algebra and Computation 14 (2004), no. 01, 87–114.
[Lau75] H. Lausch, Cohomology of inverse semigroups, Journal of Algebra 35 (1975), no. 1,
273–303.
[Law98] M. V. Lawson, Inverse semigroups: The theory of partial symmetries, World Scien-
tific, 1998.
