The nearest-neighbour (1NN) classifier has long been used in pattern recognition, exploratory data analysis, and data mining problems. A vital consideration in obtaining good results with this technique is the choice of distance function, and correspondingly which features to consider when computing distances between samples. In recent years there has been an increasing interest in creating ensembles of classifiers in order to improve classification accuracy. This paper proposes a new ensemble technique which combines multiple 1NN classifiers, each using a different distance function, and potentially a different set of features (feature vector).
Introduction
The nearest-neighbour (1NN) classifier has long been used in pattern recognition, exploratory data analysis, and data mining problems. Typically, the k nearest neighbours of an unknown sample in the training set are computed using a predefined distance metric to measure the similarity between two samples. The class label of the unknown sample is then predicted to be the most frequent one occurring in the k nearest-neighbours. The 1NN classifier is well explored in the literature and has been proved to have good classification performance on a wide range of real-world data sets [1] [2] [3] [4] .
The idea of using multiple classifiers instead of a single best classifier gained significant interest during last few years. In general, it is well known that an ensemble of classifiers can provide higher accuracy than a single best classifier if the member classifiers are diverse and accurate. If the classifiers make identical errors, these errors will propagate and hence no accuracy gain can be achieved in combining classifiers.
In addition to diversity, accuracy of individual classifiers is also important, since too many poor classifiers can overwhelm correct predictions of good classifiers [5] . In order to make individual classifiers diverse, three principle approaches can be identified:
• Each member of the ensemble is the same type of classifier, but has a different training set. This often done in an iterative fashion, by changing the probability distribution from which the training set is resampled. Well known examples are bagging [6] and boosting [7] .
• Training multiple classifiers with different inductive biasses to create diverse classifiers, e.g. "stacking" approach [8] .
• Using the same training data set and base classifiers, but employing feature selection so that each classifier works with a specific feature set and therefore sees a different snapshot of the data. The premise is that different feature subsets lead to diverse individual classifiers, with uncorrelated errors [9] . Specific examples of these three different approach can be found in the literature relating to Nearest-Neighbour techniques. Bao et al. [10] have followed the second route, and proposed an ensemble technique where each classifier used a different distance function. However, although this approach does use different distance metrics, they use the same set of features, so it is possible that some errors will be common, arising from features containing noise which have high values in certain samples. An alternative approach is proposed by Bay [11] following the third route: each member of the ensemble uses the same distance metric but sees a different randomly selected subset of the features.
Here we propose and evaluate a method which combines features of the second and third approaches. Building on [10, 11] , we explore the hypothesis that the overall ensemble accuracy can be improved if those choices of subsets arise from
• iterative heuristics such as tabu search [12] rather than random sampling
• different distance metrics rather than single distance metric Furthermore we hypothesise that these choices are best co-adapted, rather than learnt separately, as co-adaptation may permit implicit tackling of the problem of achieving ensemble diversity. In order to do this, and to distinguish the effects of different sources of benefits, a novel ensemble classifier is proposed in this paper that consists of multiple 1NN classifiers each using a different distance metric and a feature subset derived using tabu search. The proposed ensemble 1NN classifier (DF-TS-1NN) is then compared with various well-known ensemble classifiers. Two diversity measures namely "Plain Disagreement Measure" and "Entropy" [13] are also used to evaluate whether ensemble diversity can be achieved by using proposed ensemble 1NN classifier.
The rest of this paper is organized as follows. Section 2 provides a review on Feature Selection Algorithms. Section 3 describes the propose multiple distance function ensemble classifier followed by experiments in section 4. In section 5, a case study is discussed. Section 6 concludes the paper.
Brief Review of Feature Selection Algorithms
The term feature selection refers to the use of algorithms that attempt to select the best subset of the input feature set. It has been shown to be a useful technique for improving the classification accuracy of 1NN classifiers [14, 15] .
It produces savings in calculating the features (since some of the features are discarded) and the selected features retain their original physical interpretation [16] . Feature Selection is used in the design of pattern classifiers with three goals [16, 17] :
(1) to reduce the cost of extracting features (2) to improve the classification accuracy (3) to improve the reliability of the estimation of performance
The feature selection problem can be viewed as a multiobjective optimization problem since it involves minimizing the feature subset and maximizing classification accuracy. Mathematically, the feature selection problem can be formulated as follows. Suppose X is an original feature vector with cardinality F andX is the new feature vector with cardinalityF ,X ⊆ X, J(X) is the selection criterion function for the new feature vectorX. The goal is to optimize J(). The problem is NP-hard [18, 19] . Therefore, the optimal solution can only be achieved by performing an exhaustive search in the solution space [1] .
However, exhaustive search is feasible only for small F. A number of heuristic algorithms have been proposed for feature selection to obtain near-optimal solutions [16, 17, [20] [21] [22] [23] [24] .
The choice of an algorithm for selecting the features from an initial set depends on F. The feature selection problem is said to be of small scale, medium scale, or large scale according as F belongs to the intervals [0, 19] , [20, 49] , or [50,∞], respectively [17, 22] . Sequential Forward Selection (SFS) [25] is the simplest greedy sequential search algorithm. Other sequential algorithms such as Sequential Forward Floating Search (SFFS) and Sequential Backward Floating Search (SBFS) are more efficient than SFS and usually find fairly good solutions for small and medium scale problems [21] . However, these algorithms suffer from the deficiency of converging to local optimal solutions for large scale problems when F > 100 [17, 22] . Recent iterative heuristics such as tabu search and genetic algorithms have proved to be effective in tackling this category of problems which are characterised by having an exponential and noisy search space with numerous local optima [12, 22, 23, 26] .
Tabu search (TS) has been applied to the problem of feature selection by Zhang and Sun [22] . In their work, the tabu search performs the feature selection in combination with an objective function based on Mahalanobis distance. This objective function is used to evaluate the classification performance of each subset of the features selected by the TS. Feature selection vector in TS is represented by a binary string where a 1 or 0 in the position for a given feature indicates that the presence or absence of that feature in the solution. Their experimental results on synthetic data have shown that the tabu search not only has a high possibility to obtain the optimal or near-optimal solution, but also requires less computational effort than the other suboptimal and genetic algorithm based methods. Later, Tabu Search has been successfully applied in other feature selection problems [15, [27] [28] [29] .
Proposed Ensemble Multiple Distance Function Classifier
In this section, we describe the proposed algorithm for constructing an ensemble of classifiers using multiple distance functions. For the purposes of this paper, each of the base classifiers is 1NN, we use different functions, and Tabu Search to optimise the feature set for each classifier, and so we denote this approach DF-TS-1NN. The use of n classifiers, each with a different distance function and potentially different set of features is intended to increase the likelihood that the errors of the individual classifiers are not correlated. In order to achieve this it is necessary to find appropriate feature sets within the context of the ensemble as a whole. However with F features and n different classifiers, the search space for the Tabu Search acting at the ensemble level is of size 2
. Initial experiments showed that in order to make the search more tractable it is advantageous to hybridise the Tabu Search by incorporating into each iteration independent phases of local search. These act only within the sub-space of features for each classifier, and use the individual classifier's fitness. Figure 1 shows the hybrid training phase of the proposed classifier. 
Distance Metrics
The following five distance metrics, all widely used in the literature, are used within the 1NN classifiers to compute a distance between two m-dimensional vectors x and y.
• Squared Euclidean Distance:
Diversity Measure
Diversity is an important measure to evaluate the performance of an ensemble classifier [30] . In this paper, we have used two diversity measures namely "Plain Disagreement Measure" and "Entropy" [13] to evaluate the impact of diversity in improving the classification accuracy using proposed ensemble classifier.
The plain disagreement measure is most commonly used pairwise measure for diversity in the ensemble of classifiers [13, 31] . For two classifiers a and b, the plain disagreement is the fraction of the samples on which the classifiers make different predictions:
where N s is the number of samples in the data set, C i (s k ) is the class assigned by classifier i to sample k, and Dif f (x, y) = 0, if x = y, otherwise Dif f (x, y) = 1. This measure varies from 0 to 1. The measure is equal to 0, when the classifiers return the same classes for each instance, and it is equal to 1 when the predictions are always different [13] .
Entropy is non pairwise measure for diversity in the ensemble of classifiers [13, 32] . If S is the number of base classifiers, then the entropy is defined as:
where N s is the number of samples in the data set, C is the number of classes should be taken to the base C.
Feature Selection and Diversity using Tabu Search
Tabu Search (TS) was introduced by Glover [33, 34] . Preliminary results using different subsets of the distance measures (i.e. n < 5)
showed that showed that different combinations were better for different features sets. Therefore we believe that our approach of using all 5 is more generic.
We set M = 2 and T s = 200 for all data sets to reduce the computational burden -again preliminary results do not show benefits from increasing these. 
Algorithmic Cost
In 
Typically in our work N, M, n, F << N s , as are the combined terms N · n and
It should be noted that using modern multi-core processors it is simple to speed up the computational time considerably since the evaluation of the M * n 1NN
classifiers can be done independently in parallel. The computational time is dominated by the square of the number of data samples. In previous work [48] using Genetic Algorithms to select features for a Self-Organising Map [47] , we have shown how data-set sub-sampling can be applied to greatly reduce the computational effort. It remains for future work to evaluate whether the use of such more rapidly computed approximates of the error rates can successfully be exploited within the Tabu Search metaheuristic.
Finally, we should note that this is the cost of creating an algorithm for a new dataset. As detailed later, for the purposes of the performance comparisons, we used repeated B− fold cross-validation with multiple runs of Tabu Search, and so the computational time and effort was significantly larger.
Experiments
To evaluate the effectiveness of our method, extensive experiments were carried out to determine the best training method, and to benchmark the approach against several well known methods for creating single classifiers or ensembles.
Benchmark Methods
For comparison we used the following methods as implemented in WEKA [36] .
• Decision Tree Method (C4.5): A classifier in the form of a tree structure, where each node is either a leaf node or a decision node [3, 37] .
• Random Forest (RF): Ensemble using a forest of random trees [38] .
• Naive Bayes Algorithm (NBayes): The Naive Bayes Classifier technique is based on Bayesian theorem. Despite its simplicity, Naive Bayes can often outperform numerous sophisticated classification methods [39] .
• Bagging: A method for generating multiple versions of a predictor and using these to get an aggregated predictor (ensemble) [6] . For the sake of completeness we evaluated the use of both C4.5 and 1NN as the base classifier.
• AdaBoost1: A meta-algorithm for constructing ensembles which can be used in conjunction with many other learning algorithms to improve their performance [7] . Again we used both C4.5 and 1NN as the base classifiers.
• Random Sub Space (RSS): This method generates an ensemble of classifiers, each using a pseudo randomly selected subsets of the features, that is, classifiers constructed in randomly chosen subspaces [31] . 1NN is used as the base classifier, thus this is equivalent to our DT-TS3-1NN algorithm but with the meta-heuristic learning component removed.
We considered the following variations of the proposed ensemble algorithms
(1) DF-1NN: Ensemble Classifier using NN classifiers with each classifier having different distance metrics (DF) but without feature selection.
(2) DF-TS1 -1NN: As above (1) but using Tabu Search (TS) to perform feature selection independently for each classifier.
(3) DF-TS2-1NN: As above (1) but with a single common feature set selected by Tabu Search based on the ensemble accuracy.
(4) DF-TS3-1NN: Proposed Ensemble classifier. As above (1) but with different feature subsets derived simultaneously for each classifier using TS.
Data sets Descriptions and Experimental Setup:
We used a range of datasets of different characteristics from the UCI [40] .
These, along with the Tabu Search parameters, are described in Table 1 . To estimate the predictive accuracy of classifiers it is necessary to split the available data into disjoint test and training sets, and it is well known that the results obtained will depend on the particular choice of test/train split.
Therefore in all data sets, repeated B−fold stratified cross validation has been used to estimate error rates [41, 42] .
For B-fold CV, each data set is divided into B blocks and B classifiers are trained, each using (B-1) blocks as a training set and the remaining block as a test set. Therefore, each block is used exactly once as a test set. The average accuracy of the B classifiers is used as the prediction of the accuracy.
Evaluating the proposed approach requires both that the test set should never be seen by TS, and also an estimate of the value of a particular ensemble feature vector. Therefore during the search process the solution quality was estimated using (B −1)−fold CV with the current training set. As an example;
if there are 100 samples, and B = 10; the data set is first divided into 10 different sets with each set consists of 90 training and 10 test samples. For each of the ten test sets, our proposed algorithm is trained, using as its objective function the 9-Fold CV accuracy on the remaining 90 training samples. The accuracy of the evolved feature subsets is then evaluated by classifying the 10 items in the the test set (which has never seen by TS) against the 90 training samples. This whole process is then repeated for each of the ten splits.
For greater statistical rigour, each experiment was run 5 times using different random 10-CV partitions [43] . The mean and standard deviations of these are presented below, and we also apply statistical hypothesis tests. The comparison results reported in section 4.4, also used five replicates of ten-fold cross validation with the same data splits.
In every case, since we are establishing whether there is a difference between a group of algorithms, we have begun by applying a two-way ANOVA with the data set and algorithm as independent factors. If it is confirmed that with greater than 95% confidence the results from the different algorithms do not come from the same underlying distribution, we then apply post-hoc testing using Tamhane's T2 test (which does not assume equal variances) to establish whether the observed pair-wise differences are statistically significant.
In order to offset any bias due to the different range of values for the original features in 1NN classifier, they are normalized over the range [1, 10] using Equation 3 [14] , where x i,j is the j th feature of the i th pattern, x i,j is the corresponding normalized feature, and as before N s is the size of the data set.. Table 2 shows the classification accuracy using various distance functions within single classifiers, and for the ensemble technique, all without feature selection. As can be seen, on some data sets there is a wide discrepancy between the accuracy obtained with different distance metrics. With the simple voting scheme the votes of the less accurate classifiers can dominate, so that the ensemble performs worse than the best single classifier on those datasets. Table 3 shows the accuracy achieved when Tabu Search is used to perform feature selection of the individual classifiers. Comparing the results for individual classifiers with feature selection (TS-E,TS-M ,TS-C,TS-C s ,TS-S c ) to those without (Table 2 ) it can be seen that feature selection always increases the accuracy. Table 3 Mean and Standard Deviation of Classification Accuracy (%) using individual classifiers and with FS using TS. M =Manhattan, E=Euclidean, C=Canberra, C s = Chi-Squared, S c = Squared-Chord. Table 4 shows the classification accuracy obtained using different variations on the way that feature selection is performed for the ensemble. This shows that the use of feature selection to derive a common subset for all classifiers ( DF-TS2-1NN) results in improved performance compared to the same algorithm without feature selection (DF-1NN in Table 2 ), but now the mean accuracy is higher than the best individual classifier on most data sets. This is a good example that indicates that in order for ensembles to work well -the member classifiers should be accurate.
Comparison of Different ways of Creating Feature Sets

Data Set TS-E TS-M TS-C TS-C
The other condition for ensembles to work well is diversity, and the performance improves further when feature selection is done independently for each classifier (DF-TS1-1NN), as they can now use potentially different feature sets. However, this approach only implicitly (at best) tackles the diversity issue, and the performance is further increased when different feature subsets co-adapt, so that each feature set is optimized in the context of the ensemble as whole (DF-TS3-1NN).
Comment: text to follow in seperate email from Jim once he has analysed the data Table 4 Mean and Standard Deviation of Classification Accuracy (%) using various variations of the proposed classifier. Tables 6 and 7 show the diversity using "Plain Disagreement" and "Entropy"
for the four variations of the proposed ensemble methods, averaged over all 50 runs (5 repeats of ten-fold CV). It is clear from these tables that both pairwise and non-pairwise diversity measures are high in all datasets except Table 5 Total Number of Features used by proposed classifier. F T = Total Available Features, F M = Feature using Manhattan Distance, F E =Features using Euclidean Distance, F C =Features using Canberra Distance, F C s = Features using Chi-Squared Distance, F Sc = Feature using Squared-Chord Distance. Table 7 Diversity using "Entropy". Musk when selecting feature subsets for all of the classifiers simultaneously (DF-TS3-1NN). Thus, diversity plays an important role increasing the classification accuracy of various data sets using proposed ensemble technique. Since
DF-1NN DF-TS1-1NN DF-TS2-1NN DF-TS3-1NN
Musk has 166 features; we argue that feature selection alone plays an important role in improving the classification accuracy. Further, in many cases using a common feature set (DF-TS2-1NN) actually reduces the diversity compared to not doing FS at all (DF-1NN), even though accuracy of DF-TS2-1NN is higher than accuracy of DF-1NN. In contrast; diversity does increase a little when FS done independently (DF-TS1-1NN) and thus justify our use of local search done independently in our hybrid TS algorithm. Table 8 shows the comparison of accuracy (in %) between the proposed DF3-TS-1NN classifier and others for different data sets. These results can be summarised as follows:
Comparison with other algorithms
• On 12 of the 14 data sets DF-TS3-1NN produces the highest mean accuracy.
· On 3 datasets (Australian, German, Segment) it is significantly better than all other algorithms.
· On 4 datasets it is statistically better than all but one other method (RSS-1NN on Breast Cancer, Naive Bayes on Heart, Random forest on
Ionosphere, AdaBoost on Musk).
· Most of pairwise tests show DF-TS3-1NN is significantly better than the other method.
• On 2 datasets another method had a higher mean accuracy:
· but this difference is not statistically significant, · and DF-TS3-1NN is significantly better than most other algorithms.
• With the exceptions of RSS on SatImage, AdaBoost/Bagging on Sonar, the DF-TS3-1NN significantly outperforms not just 1NN on every dataset, but also the alternative methods for producing ensembles of 1NN classifiers (AdaBoost, Bagging and Random Sub-Space).
• The significant performance advantages over Random SubSpace search indicate that learning is truly taking place during the Tabu Search phase. Variance, with the algorithm and dataset as independent factors, and the ac-curacy as the dependent variable confirmed that both of the factors the are statistically significant with over 95% confidence. Using Tamhane's T2 test was used to perform a post-hoc pairwise comparison between the different algorithms after the effects of the data set had been factored out confirmed that the performance of DF-TS3-1NN was better with more than 95% confidence. Figure 4 shows the standard deviation of each data set for different algorithms. 
Comparison with results from literature
Comparisons with, or even definitions of "state of the art" are always difficult in a rapidly changing field, where it is not always possible to replicate algorithms. In order to indicate the relative merit of the approaches tested, Ta These last two groups of results should therefore be treated with increasing caution.
As can be seen our approach gives a higher mean n-fold c.v. accuracy on 6 of the 9 data sets for which we have results. We are unable to apply rigorous hypothesis testing, but on the basis of the published standard deviations, it would appear that only for the case of the Sonar and possible the vehicle datasets are the best published results likely to be significantly better. The most extensive application of our proposed technique is as part of the "DynaVis" [45] automatically self-reconfigurable and adaptive fault detection framework for manufacturing quality control shown in Figure 8 . This framework classifies each image as good or bad, and adapts the classifier on-line in response to the operator's feedback. The particular example we will demonstrate here concerns inspecting the printing of images and text of CDs and DVDs, the objective being to detect faults due to weak colours, incorrect palettes etc. For this print application, a "master" image is available and the approach taken is to subtract this from the image of each produced part so as to generate "contrast" images which are then characterised according to the structure and characteristics of the deviation pixels.
Analysis of Learning
One aspect of the DynaVis system is the recognition that not only will factors such as fatigue cause inconsistencies in the labels applied by individual operators, but there will also be systematic differences in the decisions made by different operators arising from factors such as inexperience and different roles in the organisation. In order to cope with this the system builds a model of each operator and uses an weighted voting technique to combine these -a true "mixture of experts". Therefore it is necessary to create classifiers which model the decisions made by each operator as closely as possible. It is also necessary for the technique used to combine these classifiers to take account of the fact that, since each operators may display different levels of inconsistency, the classifier(s) modelling them will have different levels of predicted accuracy.
It is important to clarify that the feature-selection and training of the proposed ensemble classifier is performed off-line, and is done independently for each individual operator. During online processing, each image is classified by the set of n 1NN classifiers and a decision made for that particular operator.
This whole process is done in parallel for each operator before the final results are combined.
The data set consists of 1534 images, each labeled by 4 different operators. For each image, 74 aggregated features are extracted, describing the distribution, density, shape etc. of the pixel fragments in the deviation images. Table 5 shows the classification accuracy obtained when using the proposed algorithm to train a classifier modelling the decisions of each different operator. The results clearly indicate a significant increase in classification accuracy compared with a range of other well-known techniques, and also illustrate how the different levels of consistency lead to differences in accuracies between operators. Figure 9 shows the standard deviation obtained over the 100 runs of random 10-fold cross validation for different operators. Again from the graph, it is clear that the standard deviation is almost same for all algorithms in which 1NN is used as base classifier.
Comment from jim: do we have the 100 classifications accuracies for each operator with each algorithm? If so I may as well run a proper stat analysis on them. This part will be finished on Thursday. We show that rather than optimising the feature set independently for each distance metric , it is preferable to co-adapt them, so that each feature set is optimised in the context of the ensemble as whole. This approach also implicitly deals with the problem tackled by many authors, namely of how to find an appropriate measure the diversity of an ensemble so that it can be optimised. Our solution is to simply do this explicitly by letting Tabu Search operate using the ensemble error rate as its cost function.
The proposed ensemble DF-TS-1NN classifier is evaluated using various benchmark data sets from UCI Machine Learning Repository and a real-world application. Results indicate a significant increase in the performance when compared with different well-known classifiers.
Our hypothesis is that the benefits that accrue from this approach are not limited to the use of kNN classifiers. It is relatively straightforward to see how the approach could be adapted to other distance-measure base classifiers such as SOM, LVQ [47] . Other authors have shown improvements from using ensembles with randomly chosen feature subsets (the RSS method [31] ), and ee have published results elsewhere [46] showing that feature selection can bring improvements for single classifiers of various different types that are not based on distance metrics: even those such as C4.5 which implicitly perform their own feature selection. This is because many of these methods apply incremental greedy search to select features on which to "split", so the use of feature selection can aid the avoidance of local optima. It is our conjecture that these results could be further improved by using an ensemble of such classifiers as long as the feature selection was simultaneously.
This work is intended as a step towards the automatic creation of classifiers tuned to specific data sets. Future research will be concerned with automating the choice of distance metric and k for each of our k − N N classifiers. We will also consider ways of automatically selecting subsets of the training examples to use for classification, as a way of tackling the well-known scalability problems of 1NN as the number of training examples increases.
