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RESUME 
Les aides auditives numeriques pour malentendants constituent un champ 
d'application particulierement important du traitement du signal. Les dernieres 
generations d'aides numeriques sont equipees d'un reseau local sans fil permettant un 
veritable traitement binauriculaire de 1'information echangee non seulement pour 
ameliorer son intelligibilite et son contort d'ecoute, mais aussi pour renforcer les indices 
acoustiques de localisation de la source emettrice. Ce progres technologique a rendu 
possible l'utilisation des techniques de traitement parametrique classique qui sont 
largement utilisees pour la compression de parole en telephonie. 
Le probleme de la sensibilite au bruit de fond des traitements parametriques est bien 
connu. Deux approches de traitement parametrique en presence de bruit sont souvent 
utilisees. La premiere approche consiste a effectuer un traitement pour la reduction de 
bruit, generalement dans le domaine frequentiel, comme un pretraitement pour la 
modelisation parametrique d'un signal audio. Quant a la seconde approche, elle consiste 
a appliquer un traitement pour la reduction de bruit directement dans le domaine de 
correlation afin d'evaluer les parametres spectraux qui modelisent convenablement la 
structure formantique du signal. Nous proposons des solutions algorithmiques 
innovantes et pertinentes pour determiner laquelle des deux approches permet d'obtenir 
la meilleure fidelite de Penveloppe spectrale, d'un signal audio, a sa structure 
formantique. 
VIII 
Dans le cadre de la premiere approche, nous etudions une methode de filtrage 
adaptatif pour la reduction de bruit, proposee auparavant dans la litterature, et nous 
identifions quelques problemes inherents associes a son utilisation. Pour pallier ces 
problemes, nous proposons de modifier un estimateur existant de densite spectrale de 
puissance du bruit et le combiner a cette methode de filtrage au moyen d'une procedure 
de decision quantified. Nous montrons que cette combinaison est avantageuse dans la 
mesure ou elle permet un bon compromis entre la reduction de bruit et la distorsion 
produite sur le signal d'interet. 
Concernant la seconde approche, nous proposons deux versions d'une methode 
iterative et originale de traitement parametrique qui repose sur un modele lineaire 
autoregressif, une condition d'arret predefinie et 1'algorithme de MS (pour « Minimum 
Statistics»). Nous montrons que cette methode, qui opere dans le domaine de 
correlation, permet d'obtenir des parametres spectraux compenses et stables. Nous 
presentons les limites associees a l'utilisation de 1'algorithme de MS dans le domaine de 
correlation. Ensuite, une methode permettant d'ameliorer la precision de l'estimateur de 
la variance du bruit dans le cas d'un signal audio contamine par un bruit blanc additif a 
ete developpee. En comparaison avec la methode qui repose sur 1'algorithme de MS, 
nous montrons empiriquement que cette nouvelle methode permet d'obtenir des 
parametres spectraux plus robustes et qui modelisent convenablement la structure 
formantique du signal. 
IX 
ABSTRACT 
The digital hearing aids for the hearing-impaired constitute a particularly important 
application field of signal processing. The last generations of hearing aids are equipped 
with a wireless local area network which allows a sophisticated binaural processing of 
the exchanged information not only to improve its intelligibility and its quality 
perception but also to emphasize the associated source localization acoustic cues. This 
technological progress has made possible the use of conventional parametric processing 
techniques which are widely used for speech compression in telephony. 
The sensitivity problem of the conventional parametric processing techniques to 
background noise is well-known. Two approaches of parametric processing in the 
presence of noise are often used. The first approach consists of performing the reduction 
of noise, generally in the frequency domain, as a preprocessing for the parametric 
modeling of the audio signal. The second approach allows applying a noise reduction 
processing directly in the correlation domain. This processing allows estimating the 
spectral parameters which model suitably the formantic structure of the signal. We 
propose innovative and relevant algorithmic solutions to determine which of both 
approaches allows obtaining the best fidelity of the spectral envelope of an audio signal 
to its formantic structure. 
Within the context of the first approach, we study an adaptive filtering method for 
noise reduction, proposed previously in the literature, and we identify some inherent 
problems associated with its use. To fix these problems, we suggest modifying an 
X 
existing noise power spectrum estimator and combining it with this filtering method by 
means of a soft-decision scheme. We show that this combination is advantageous in that 
it provides a good tradeoff between the amount of noise reduction and the speech 
distortion. 
Regarding the second approach, we propose two versions of an iterative method for 
parametric processing based on an autoregressive linear model, a predefined decision 
criterion and the Minimum Statistics (MS) algorithm. We show that this method, which 
operates in the correlation domain, allows obtaining compensated and stable spectral 
parameters. We present the limits associated with the use of the MS algorithm in the 
correlation domain. Then, a method that allows improving the precision of the noise 
variance estimator in the case of an audio signal contaminated by an additive white noise 
was developed. In comparison with the method based on the MS algorithm, we show 
empirically that the new proposed method gives rise to more robust spectral parameters 
which suitably model the formantic structure of the signal. 
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La comprehension de la parole en situation bruyante est souvent difficile pour un 
individu a 1'audition normale. Cette situation est encore plus difficile pour un individu 
malentendant (atteint d'une deficience auditive ou surdite). La malentendance a pour 
consequence de porter atteinte a la qualite de vie d'un individu malentendant en 
affectant non seulement son bien-etre emotionnel et psychologique, mais aussi social et 
physique. Le port d'aides auditives est bien souvent essentiel pour les individus atteints 
de certaines formes de surdites, notamment severes ou profondes (classees selon le degre 
de perte auditive). 
Les aides auditives numeriques pour malentendants constituent un champ 
d'application particulierement important du traitement du signal. L'integration 
d'algorithmes de calculs numeriques sophistiques dans ces aides auditives est une 
orientation technologique assez recente qui a ete rendue possible grace a la 
miniaturisation des processeurs de traitement du signal. Les dernieres generations 
d'aides auditives numeriques sont equipees d'un reseau local permettant un veritable 
traitement binauriculaire du signal (comme l'echange d'information audio large bande 
entre deux aides auditives par exemple) non seulement pour ameliorer son intelligibilite 
et son confort d'ecoute, mais aussi pour rehausser les indices acoustiques de localisation 
de la source emettrice (indices binauriculaires). Ce progres technologique a rendu 
possible l'utilisation des techniques de traitement parametrique classique qui sont 
largement utilisees pour la compression de parole en telephonic Ce sont des procedures 
de compression habituellement appelees «techniques de codage ». 
Le probleme de la sensibilite au bruit de fond des traitements parametriques est bien 
connu. Lors de l'analyse, de faibles variations entre deux trames de donnees 
consecutives peuvent entrainer une deviation importante des parametres spectraux par 
rapport a ceux extraits du signal original. Ces variations sont habituellement generees 
soit par un bruit ambiant, soit par l'erreur de quantification. A la synthese, cette 
deviation entraine de fortes variations dans le spectre restitue par le filtre de 
reconstruction. Ce phenomene d'instabilite conduit souvent a une degradation globale de 
la qualite de perception du signal audio reconstruit. Pour pallier ce probleme, 
1'information echangee subit, outre le traitement parametrique classique, un traitement 
specifique pour la reduction du bruit de fond. L'ordre dans lequel ces deux traitements 
sont appliques est important. Dans le cadre de ce travail de these, l'avantage d'effectuer 
un traitement pour la reduction de bruit suivi d'un traitement parametrique classique, ou 
vice versa, est examine en termes de fidelite de l'enveloppe spectrale, de l'information 
echangee, a sa structure formantique. 
1.2 Cadre et objectifs de la these 
Ce projet de these porte sur le traitement numerique des signaux dans le contexte de 
la compensation du handicap chez les malentendants par port d'aides auditives. Nous 
considerons le cas des aides auditives numeriques dotees d'un reseau local de 
communication. L'objectif principal de ce travail de these est de proposer des solutions 
algorithmiques innovantes et pertinentes pour ameliorer la qualite de 1'information audio 
large bande qui pourra etre echangee entre deux aides auditives. 
Le modele parametrique d'un signal audio comporte typiquement quatre parametres : 
le voisement, la frequence fondamentale ou « pitch », revolution temporelle de l'energie 
du signal, et l'enveloppe spectrale du signal. Dans ce travail de these, nous nous 
interessons exclusivement a l'ajustement de l'enveloppe spectrale d'un signal audio 
degrade par la presence de bruit. L'enveloppe spectrale d'un signal peut etre obtenue par 
une analyse de Fourier a court terme synchrone avec la frequence fondamentale ou par 
modelisation lineaire autoregressive au moyen d'un filtre de prediction lineaire. Notre 
choix s'est porte sur la modelisation lineaire predictive dite souvent analyse LPC pour 
« Linear Predictive Coding ». 
Le probleme de la sensibilite au bruit de fond des traitements parametriques est bien 
connu. II faudrait alors prevoir un traitement specifique pour la reduction de bruit. Deux 
techniques de traitement parametrique en presence de bruit sont souvent utilisees : 
1. La premiere technique consiste a effectuer un traitement pour la reduction de bruit, 
generalement dans le domaine frequentiel, comme un pretraitement pour la 
modelisation parametrique du signal audio. Bien que cette approche soit efficace 
pour contourner les problemes d'instabilite souvent rencontres par les techniques de 
modelisation lineaire predictive, elle est susceptible de generer des tons musicaux 
qui peuvent degrader la performance de 1'analyse spectrale par LPC. 
2. La seconde technique consiste plutot a appliquer un traitement pour la reduction de 
bruit directement dans le domaine de correlation afin d'evaluer les parametres 
spectraux qui modelisent convenablement la structure formantique du signal. Bien 
que cette approche soit particulierement robuste a l'ajustement de l'enveloppe 
spectrale d'un signal audio degrade par la presence de bruit, elle ne permet en effet 
qu'une reduction partielle du bruit decidee par la contrainte de stabilite des 
parametres spectraux a evaluer. II faudrait evidemment determiner laquelle des deux 
techniques permet d'obtenir la meilleure fidelite de l'enveloppe spectrale, d'un 
signal audio, a sa structure formantique. 
1.3 Contributions et originalite 
Les travaux de recherche, en traitement des signaux audio, couverts par cette these 
ont fait l'objet de quatre contributions particulierement pertinentes. 
La premiere contribution correspond au developpement, dans le domaine frequentiel, 
d'une nouvelle approche a deux microphones basee sur la combinaison d'une technique 
de filtrage adaptatif et d'un estimateur de densite spectrale de puissance (DSP) du bruit. 
L'estimateur de la DSP du bruit propose repose sur une version rapide de la technique de 
MS (pour « Minimum Statistics »), que nous avons implemented, et une procedure de 
decision quantified. Cet estimateur possede deux fonctions essentielles: rendre inaudible 
le bruit residuel genere par le filtrage adaptatif et reduire le bruit coherent 
(particulierement en basse frequence) necessairement present dans un champ lointain 
(« Diffuse Noise Field »). Cette combinaison permet ainsi un meilleur compromis entre 
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la reduction de bruit et la distorsion produite sur le signal d'interet. Pour evaluer la 
methode proposee en termes de performance, nous avons realise de nombreux tests 
objectifs et subjectifs sur plusieurs signaux audio contamines par differents types de 
bruit pour differents RSB. Les resultats de ces tests ont demontre la superiorite de notre 
methode par rapport a d'autres methodes concurrentes, notamment dans des situations 
de bruit fortement non stationnaire (bruit impulsif et bruit d'ambiance de type « cocktail-
party »). De plus, la complexity reduite de la methode permet d'envisager une 
implementation en temps reel du systeme combine. Cette approche a fait l'objet d'un 
rapport technique [47], un article de conference [48] et un article de revue [49]. 
La seconde contribution porte sur l'elaboration, dans le domaine de correlation, de 
deux versions d'une approche originale qui permet de limiter la distorsion de 
l'enveloppe spectrale d'un signal audio large bande corrompu par un bruit de fond 
additif. II s'agit d'une methode iterative qui repose sur une condition d'arret predefinie 
(la matrice de correlation compensee doit etre definie positive) et l'algorithme de MS. 
Des parametres spectraux compenses et stables peuvent ainsi etre obtenus aussi 
longtemps que les coefficients de reflexion estimes sont strictement inferieurs a l'unite 
en amplitude. La methode est particulierement appropriee aux bruits de fond dont les 
effets s'etendent sur l'ensemble des retards de la fonction de correlation. Ces deux 
versions ont ete evaluees experimentalement et comparees l'une a 1'autre. La premiere 
version de cette approche ne permet en effet qu'une faible reduction de bruit due a la 
contrainte d'obtenir, a chaque iteration, une matrice de correlation definie positive pour 
l'ensemble des retards de correlation compenses. Quant a la seconde version, elle fournit 
une meilleure reduction de bruit en permettant de compenser individuellement les 
retards de correlation des effets d'un bruit de fond. Cette approche a fait l'objet de deux 
articles de conference [50,51]. 
Elabore dans le domaine de correlation, un nouvel estimateur de la variance du bruit a 
ete developpe et constitue notre troisieme contribution. Cet estimateur repose sur la 
methode ODNE de Cadzow [1], la decomposition en valeurs singulieres (SVD pour 
« Singular Value Decomposition ») tronquee de la matrice de correlation (au sens des 
moindres carres) [56] et la propriete statistique d'appariement des retards de correlation 
d'ordres superieurs [55]. II atteint la borne de Cramer-Rao meme pour des valeurs de 
RSB inferieures a 0 dB. L'estimateur propose a ete combine a une technique iterative 
qui consiste a reduire par soustraction le bruit affectant le retard de correlation d'ordre 
zero. En plus de Pamplitude des coefficients de reflexion, cette technique considere 
1'utilisation de la valeur propre minimale de la matrice de correlation comme condition 
d'arret predefinie. Meme s'ils restent preliminaries, les resultats obtenus par l'utilisation 
de cet estimateur permettent de maintenir ouvertes des voies de recherche sur le sujet 
relativement peu explore par les chercheurs. 
Quant a la quatrieme contribution, elle porte sur une etude empirique permettant de 
determiner l'ordre qui conduit a l'obtention de la meilleure fidelite de l'enveloppe 
spectrale, d'un signal audio, a sa structure formantique, lorsque les deux traitements, 
parametrique et reduction de bruit, sont combines. Les resultats obtenus sont coherents 
avec les travaux proposes dans la litterature dans la mesure ou la strategie de faire 
preceder le traitement parametrique classique par un traitement pour la reduction de 
bruit permet de reduire considerablement le bruit de fond tout en contournant les 
problemes d'instabilite souvent rencontres par les techniques classiques de modelisation 
lineaire predictive. 
1.4 Plan de la these 
Ce rapport de these est structure en 7 chapitres. 
Le chapitre 2 rappelle les principes theoriques des techniques de modelisation 
parametrique les plus communement utilisees, ces principes etant utiles pour les 
chapitres suivants. Le chapitre 3 presente une synthese de la litterature portant sur les 
methodes de traitement pour la reduction de bruit operant dans les domaines de 
frequences et de correlation, jugee pertinente pour cette these. 
Une methode a deux microphones, particulierement appropriee aux situations de bruit 
fortement non stationnaire et operant dans le domaine frequentiel, est presentee dans le 
chapitre 4. Considered comme un pretraitement pour la modelisation parametrique d'un 
signal audio, cette methode est developpee en detail dans un article de revue qu'on 
retrouve dans ce chapitre. 
Le chapitre 5 presente deux versions d'une methode iterative elaboree dans le 
domaine de correlation et dediee a l'ajustement de Penveloppe spectrale d'un signal 
audio degrade par la presence de bruit. Nous discutons a travers ce chapitre les 
particularites qui differencient ces deux versions, lesquelles sont developpees dans deux 
articles qu'on retrouve en annexe. 
Le chapitre 6 est dedie aux points qui ont ete etudies, mais qui n'ont fait l'objet 
d'aucune publication. Ce chapitre aborde, dans un premier temps, le probleme de 
determination de l'ordre dans lequel les deux traitements (parametrique et reduction de 
bruit) doivent etre utilises. Ensuite, il presente une nouvelle methode que nous avons 
developpee et qui permet d'ameliorer la precision de l'estimateur de la variance du bruit 
dans le cas d'un signal audio contamine par un bruit blanc additif. Quelques resultats 
preliminaires et interessants sont inclus dans ce chapitre, ouvrant la voie a davantage de 
recherche sur le sujet. 




L'analyse spectrale d'un signal audio discretise se base souvent sur des techniques de 
modelisation parametrique, notamment la modelisation a moyenne mobile (MA), 
autoregressive (AR), et hybride autoregressive a moyenne mobile (ARMA). Ce sont des 
techniques recursives qui consistent a determiner a partir des donnees observees un 
modele rationnel lineaire qui represente au mieux le signal considere. Elles se 
distinguent de celles non parametriques (periodogramme et ses variantes) par deux 
points essentiels : 
1. Elles permettent de reduire l'espace de representation d'un signal audio en memoire 
en conservant uniquement les parametres du modele. Ceci est particulierement 
interessant dans de nombreuses applications audio (transmission, classification, 
detection). 
2. Elles permettent d'obtenir une tres bonne resolution spectrale d'un signal audio 
d'une facon rapide (des les premiers echantillons) et d'ajuster les parametres du 
modele point par point a partir des donnees observees. 
Ce chapitre decrit brievement les principes theoriques des trois modeles rationnels 
cites ci-dessus. Dans ce chapitre, nous nous interessons plus particulierement a la 
modelisation autoregressive (AR) qui est une methode tres populaire en analyse 
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spectrale parametrique des signaux audio et par consequent, choisie dans ce projet de 
these. Differentes methodes usuelles d'estimation des parametres d'un modele AR 
seront egalement presentees. Dans ce qui suit, nous considerons un processus x(n) 
stationnaire, de second ordre et centre. 
2.2 Modele a moyenne mobile « MA » 
On dit que x(n) est un processus aleatoire a moyenne mobile d'ordre q, note MA(g), 
s'il peut s'ecrire comme une combinaison lineaire de « q + 1 » valeurs de l'entree sin), 
supposee etre un bruit blanc de moyenne nulle et de variance <J£ [1], c.-a-d., 
q 
x(n) = ^bk£(n-k) (2.1) 
Les coefficients {bk} constituent les parametres du modele. Designe souvent par 
modele «tout-zero », un processus MA(g) peut etre vu comme la sortie d'un filtre causal 
et lineaire excite par l'entree s(n) et auquel est associee la transformee en Z, B(z), 
donnee par: 
B(z) = Ybkz~k (2-2) 
La densite spectrale de puissance (DSP) d'un processus MA(^) est obtenue en 
evaluant le spectre en z = eja) [2], c.-a-d., 
S(ejm) = a] | B(eJm) |2 (2.3) 
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Contrairement a la transformee de Fourier (appliquee aux donnees observees), on a 
ainsi acces a une evaluation parametrique du spectre. 
2.3 Modele autoregressif « AR » 
On dit que x(ri) est un processus autoregressif d'ordre/?, note AR(p), s'il peut s'ecrire 
comme une combinaison lineaire de ses « p » echantillons qui precedent l'instant n, a un 
bruit blanc pres [1], c.-a-d., 
p 
^ akx(n -k) = b0s(n) (2.4) 
*=o 
Les coefficients { ak } constituent les parametres du modele, alors que le processus 
{s(n)} represente un bruit blanc dont la variance <J£ est egale a l'erreur de prediction 
(distance entre le modele et les observations). En general, le terme b0 est choisi de telle 
sorte que le premier coefficient a0 soit egal a l'unite. Designe souvent par modele 
«tout-pole », un processus AR(p) peut etre vu comme la sortie d'un filtre causal et 
lineaire excite par l'entree s(n) et auquel est associee la transformee en Z, C(z), donnee 
par: 
C(Z) = A _ = * Q ( 2 5 ) 
-k 
La DSP d'un processus AR(p) est definie par [2] : 
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S(ej0))= ^ | Z ? o l (2.6) 
M(Ol2 
II convient de souligner que la stationnarite du processus AR(p) n'est garantie que si 
C(z) est stable et causal, c.-a-d., les zeros du polynome A(z) sont situes a l'interieur du 
cercle unite. 
2.4 Modele autoregressif a moyenne mobile « ARMA » 
Obtenu par la combinaison des processus AR(p) et MA(q) et designe souvent par 
modele « zero-pole », un processus autoregressif a moyenne mobile d'ordre (p, q), note 
ARMA(p, q), est defini par la relation de recurrence suivante [1] : 




Un processus ARMA(p, q) peut etre vue comme la sortie d'un filtre causal et lineaire 
excite par l'entree s(n) et auquel est associee la transformee en Z, H(z), donnee par : 
q 
~ , 7~k 'kZ Z^ 
H(z) = E£. = -k=& (28) 
A{z) P _k 
k=\ 
La DSP d'un processus ARMA(jo, q) est definie par [2] : 
S ( 0 = *' • i (2-9) 
\A(eja)\2 
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Bien qu'il soit plus performant qu'un processus AR(p) en termes de resolution 
spectrale, un processus ARMA(p, q) s'avere plus couteux en temps de calcul et 
ressources memoire (du notamment a revaluation dans un premier temps de la fonction 
de correlation) [3]. 
2.5 Remarque sur le lien entre AR, MA et ARMA 
Le theoreme de decomposition de Wold [4] permet d'etablir une equivalence entre les 
modeles ARMA, MA et AR. Essentiellement, ce theoreme affirme qu'on peut 
approximer tout processus ARMA(p, q) stationnaire ou MA(#) de variance finie par un 
modele AR unique d'ordre possiblement infini (c.-a-d., AR(oo)). De meme, on peut 
approximer tout processus ARMA(p, q) ou AR(p) par un modele MA d'ordre 
possiblement infini (c.-a-d., MA(oo)). 
Ce theoreme est important dans la mesure ou il nous permet de choisir parmi ces trois 
modeles, un modele non adequat et neanmoins avoir une approximation raisonnable 
moyennant l'utilisation d'un ordre suffisamment eleve. Etant donne que revaluation des 
parametres d'un modele AR aboutit a un systeme d'equations lineaires, il a un avantage, 
en termes de temps de calcul, sur les techniques d'evaluation des parametres des 
modeles ARMA et MA [5]. 
2.6 Evaluation des parametres d'un processus AR(p) 
Le probleme d'estimation d'un modele AR, souvent designee par analyse « LPC », 
est equivalent a celui devaluation des coefficients d'un filtre «tout-pole » excite par 
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une entree inconnue et dont la sortie est connue. Les methodes presentees ci-dessous 
sont couramment utilisees pour 1'evaluation des parametres d'un modele AR. 
2.6.1 Methodes des moindres carres 
Dans ce type de methodes, on cherche a minimiser, au sens des moindres carres (LS 
pour « Least Squares ») et dans le modele defini par 1'equation (2.4), la puissance de 













V II i^ l|2 
> L¥a + Xi 
n=n0 
(2.10) 
Rappelons que pour IQ casno = 0 etn\= N 
X = 
x(0) 0 0 
JC(1) x(0) 0 
x(2) x(l) x(0) 
x(p -1) x(p - 2) x(p - 3) 
x(p) x(p -1) x(p - 2) 
x(N-l) x(N-2) x(N-3) 
x(N) x(N-l) x(N-2) 
0 x(N) x(N-l) 







x(N-p + l) 
x(N-p + 2) 
x(N) 
matrice de taille (N + p)xp , 
a = [aj • • • ap] : vecteur parametre du modele de taillep, et 
Xj-IXl) x(2) ••• x(N) 0 ••• 0]1 : vecteur de taille (N + p). 
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Le choix de l'intervalle [«o>wi] s u r lequel est effectuee la minimisation (intervalle 
d'analyse) conduit a des methodes differentes, parmi lesquelles nous citons [6] : 
• [0,iV] avec application d'une fenetre rectangulaire de taille N (n = 0,l,---,N) au 
signal x(n): methode de 1'autocorrelation ; 
• [p>N] avec application d'une fenetre rectangulaire de taille N-p 
(n = p,p + \---,N)au signal d'erreur : methode de la covariance. 
Independamment de la methode utilisee, le vecteur a qui minimise l'equation (2.10) 
est donne par: 
a = -{XTX)~lXTxx = -R^r (2.11) 
avec 
Rx(i,j) = [X




Dans ce qui suit, nous decrivons ces deux approches ainsi qu'une approche similaire 
connue sous le nom de la methode du maximum d'entropie. Egalement, nous discutons 
brievement des avantages et inconvenients de chacune d'elles. 
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2.6.2 Methode de ^autocorrelation 
Dans cette methode, les parametres d'un modele AR(p) verifient les equations 
normales de Yule-Walker qui unissent les parametres et les retards de correlation par le 












En general, revaluation des parametres d'un modele AR d'ordre p se fait en trois 
etapes : 
a. choix de jo equations pour « > 0 a partir du systeme d'equations (2.14); 
b. estimation des parametres {aj ,a2r..,ap} du modele ; 
c. estimation de ae pour « = 0 a partir du systeme d'equations (2.14). 
En pratique, il convient de choisir le systeme d'equations qui necessite le moins de 
retards de correlation possible, c.-a-d., n = \,2,---,p. Ce systeme peut ainsi s'ecrire sous 
forme matricielle de la facon suivante : 
r , ( - l ) 
rx(0) 
rx(P~l) rx(P~2) 
rx{-p + \) 











L'equation (2.15) peut s'ecrire sous une forme plus compacte : 
Rxa = -rx (2.16) 
ou Rx, a et rx represented respectivement la matrice d'autocorrelation, le vecteur des 
parametres du modele AR(p), et le vecteur d'autocorrelation. 
En raison des proprietes de la matrice d'autocorrelation (Toeplitz et a symetrie 
hermitienne), le systeme d'equations (2.16) peut etre resolu efficacement au moyen de 
l'algorithme de Levinson-Durbin [7] en 0(p ) operations. L'utilisation d'un estimateur 
avec biais des retards de correlation dans (2.16), conduit toujours a un systeme a phase 
minimale (poles a l'interieur du cercle unite). Ceci n'est pas le cas en general pour un 
estimateur sans biais qui permet pourtant de fournir une meilleure estimation [8]. 
2.6.3 Methode de la covariance 
Dans cette methode, les parametres d'un modele AR(p) verifient le systeme 
d'equations lineaires suivant [8] : 
p 






















Bien qu'hermitienne, la matrice de covariance </>x{i,k) ne possede pas une structure 
Toeplitz. Ainsi, le systeme d'equations (2.19) ne peut pas etre resolu par l'algorithme de 
Levinson-Durbin. Neanmoins, Morf [9] a elabore un algorithme recursif requerant 
0(p ) operations et permettant de resoudre ce systeme sans recourir a une inversion de 
matrice. Contrairement a la methode de 1'autocorrelation, la methode de covariance ne 
necessite aucune hypothese sur les donnees a l'exterieur de l'intervalle d'analyse, 
permettant ainsi une analyse spectrale plus fine. Elle presente par contre l'inconvenient 
de ne pas garantir un systeme a phase minimale. 
2.6.4 Methode de Burg 
Appelee souvent methode du maximum d'entropie (MEM pour « Maximum Entropy 
Method»), on cherche dans cette methode a minimiser la somme des erreurs de 
prediction directe « forward » et retrograde « backward » par rapport aux coefficients de 











s+j (n) = x(n) + Y, <*j (k)x(n -k) = s)_x (n) + TjSj_x (n -1) (2.21) 
e] (n) = x(n -j) + ^ a*j (^)x(" ~J + k) = s]-i ("-!) + ^*^-\ (») (2.22) 
et ou « + » et« - » designent respectivement directe et retrograde. 
La solution a ce probleme de minimisation est donnee par : 
TV 
2-£4-1 (")[*7-i («-!)]* 
n=j 
2{k;_,(»)l2 + k7_,(ii-i)l2} 
ry. = -^-r
1^ : (2-23) 
n=j 
Les parametres d'un modele AR(/?) peuvent ainsi etre deduits d'une fapon recursive 
par l'algorithme de Levinson-Durbin. Bien que cette methode garantisse un systeme a 
phase minimale (|r,-1<1 pour toutj), elle presente les inconvenients de conduire a un 
dedoublement de raies spectrales dans le cas d'un signal sinusoidal faiblement bruite, et 
a une sensibilite a la phase initiale du signal a modeliser [11], [12]. 
2.7 Criteres de selection de I'ordre d'un modele AR(p) 
Outre le probleme de validation d'un modele, le choix de son ordre est considere 
comme un des problemes fondamentaux en modelisation parametrique : 
• Choisir un ordre trop faible conduit a l'obtention d'un modele qui ne represente pas 
les proprietes intrinseques du signal (spectre lisse). 
20 
• Choisir un ordre trop eleve conduit a l'apparition dans le spectre de cretes et de 
creux supplementaires qui ne represented pas necessairement la structure 
formantique du signal. 
De nombreux criteres de decision ont ete proposes dans la litterature dont le but est 
de faciliter la selection de l'ordre d'un modele parametrique. Les plus connus sont: FPE 
(pour « Final Prediction Error »), MDL (pour « Minimum Description Length ») et AIC 
(pour « Akaike's Information Criterion ») [13]. Nous citons, par exemple, le critere FPE 
qui considere la plus petite valeur de p pour laquelle l'erreur de prediction finale est 
minimale comme etant l'ordre du modele. Bien qu'ils soient tres utilises, ces criteres, 
heuristiques de nature, ont tendance a surevaluer l'ordre du modele. Dans le cas d'un 
signal audio, le choix de l'ordre d'un modele autoregressif est, en pratique, fonction du 
nombre de formants (une paire de poles par formant) presents dans la bande passante du 
signal. Pour un signal audio echantillonne a la frequence fe (exprimee en Hz), 1' ordre p 
est evalue selon la regie suivante [14] : 
Jj^<p<Jj^- + 4 (2.24) 
1000 1000 
Ainsi, un ordre compris entre 11 et 15 est approprie pour la modelisation d'un signal 
audio echantillonne a 11.025 kHz. 
2.8 Notion d'enveloppe spectrale 
Le timbre d'un signal sonore est defini par l'ASA (pour «American Standard 
Association») comme etant l'attribut perceptif permettant de distinguer deux sons 
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possedant la meme hauteur tonale, la meme intensite et la meme duree. Un des indices 
perceptuels lies au timbre est l'enveloppe spectrale, qui represente la distribution en 
frequences de l'energie d'un signal. Ayant un role determinant dans la perception des 
signaux audio, une estimation robuste de cette enveloppe contribue en effet a plus 
d'intelligibilite et de naturalite dans la voix. L'analyse spectrale autoregressive (analyse 
LPC) est particulierement adaptee a la modelisation d'enveloppe spectrale d'un signal 
audio. La Figure 2.1 montre la superposition du spectre d'un signal de parole 
(echantillonne a 11.025 kHz) et differentes estimations d'enveloppes spectrales. 
Frequence [kHz] 
Figure 2.1 Spectre d'un signal de parole et enveloppes spectrales associees. 
En passant par les cretes du spectre, l'enveloppe 1 modelise convenablement la 
structure formantique du signal. Dans ce cas, l'ordre du modele est adequatement 
selectionne. L'enveloppe 2 est caracterisee par un nombre tres reduit de composantes 
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spectrales qui ne represented pas la structure formantique avec suffisamment de 
precision. Ce probleme surgit lorsque l'ordre du modele est sous-estime. Quant a 
l'enveloppe 3 qui est plus precise, elle met plutot la structure fine du spectre en 
evidence. Dans ce cas, l'ordre du modele parametrique est surestime. Rappelons que les 
formants vocaux sont lies aux frequences de resonance du corps sonore de la voix, 
appele conduit vocal. 
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CHAPITRE 3 
REVUE DE LITTERATURE 
Ce chapitre presente une revue de la litterature portant sur deux classes distinctes de 
methodes de traitement des signaux audio pour la reduction de bruit. La premiere classe 
incorpore les methodes qui operent dans le domaine frequentiel. Dans cette classe, une 
attention particuliere est accordee a deux approches, MS (pour « Minimum Statistics ») 
et Zelinski, sur lesquelles est basee notre methode qui fera l'objet du chapitre suivant. 
Quant a la seconde classe, elle contient les methodes elaborees dans le domaine de 
correlation. Toutefois, peu de litterature est disponible au sujet de cette seconde classe 
de methodes. 
La plupart des methodes de filtrage decrites dans ce chapitre considerent que le signal 
audio est corrompu par un bruit de fond additif et independant de la source du signal. 
L'effet d'un bruit additif, associe acoustiquement (bruit ambiant) ou numeriquement 
(bruit de quantification) a un signal audio peut conduire a la degradation substantielle de 
son intelligibilite et de sa qualite de perception [15]. 
3.1 Methodes elaborees dans le domaine frequentiel 
Les methodes de cette classe peuvent etre regroupees en deux categories principales : 
methodes a microphone unique et methodes a plusieurs microphones. 
Dans la premiere categorie, on cherche a exploiter des informations statistiques sur le 
signal audio et le bruit. La soustraction spectrale et le filtrage de Wiener [16], [17] et 
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[18], font partie de cette categoric Bien que ces methodes de filtrage soient efficaces a 
reduire le niveau de bruit de fond, elles souffrent de serieuses limitations qui peuvent se 
resumer dans les trois points suivants. Premierement, une sous-evaluation du niveau du 
bruit de fond pourrait resulter si les statistiques associees a son evolution changeaient 
rapidement dans le temps. Deuxiemement, le bruit residuel genere comporte 
generalement des artefacts audibles, designes dans la litterature par le terme de « bruit 
musical», qui sont desagreables pour l'oreille humaine. Troisiemement, une perte 
d'information utile (perte d'intelligibilite) pourrait avoir lieu si la puissance du signal de 
bruit etait egale ou superieure a la puissance du signal d'interet (RSB tres faible). 
II convient de mentionner que la plupart de ces methodes de filtrage necessitent 
inevitablement un detecteur d'activite vocale VAD (pour « Voice Activity Detector ») 
qui permet d'identifier les periodes de silence dans un signal sonore. En effet, non 
seulement le raffinement d'un VAD est difficilement atteint, mais aussi son application a 
un signal sonore ayant un faible RSB genere souvent un phenomene d'ecretage 
(distorsion). 
Quant a la seconde categorie, elle comprend les methodes qui reposent sur la 
discrimination spatiale d'un reseau de microphones pour separer le signal d'interet du 
bruit. Cette discrimination spatiale a ete exploitee par Kaneda et Tohyama [19] qui ont 
developpe un algorithme de mise en forme (« beamforming ») a deux microphones dans 
lequel le champ de bruit est considere comme etant un espace non correle. Cette 
methode a ete etendue a un nombre arbitraire de microphones et combinee a un filtrage 
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de Wiener adaptatif par Zelinski [20], [21] pour ameliorer davantage le signal a la sortie 
du reseau. Trois problemes bien connus sont associes a l'utilisation de cette approche. 
Premierement, les signaux de bruit issus des differents microphones contiennent souvent 
des composantes correlees, particulierement en basse frequence, comme c'est le cas dans 
un champ acoustique diffus [22]. Deuxiemement, une telle approche genere un bruit 
residuel audible ayant un spectre de puissance en forme de « cosinus » qui est percu 
veritablement desagreable pour l'oreille humaine [23]. L'origine de ce bruit residuel est 
notamment due a la substitution par sa partie reelle de la densite inter-spectrale de 
puissance (DISP) des signaux observes. Troisiemement, bien que l'application de la 
fonction de transfert de Zelinski a la sortie d'un reseau standard permet une reduction 
effective du bruit restant, elle genere en contrepartie un bruit residuel (biais) 
proportionnel au nombre de microphones utilises [24]. 
McCowan et Bourlard [25] ont remplace l'hypothese d'un champ de bruit non 
correle, considered dans 1'approche de Zelinski, par un modele plus precis et plus 
general base sur une connaissance prealable de la fonction de coherence spatiale du 
champ de bruit. Cependant, les deux methodes surestiment la DSP du bruit a la sortie du 
reseau et par consequent, elles sont sous-optimales dans le sens de Wiener [24]. Pour 
remedier a ce probleme de surestimation du bruit, Simmer et Wasiljeff [24] ont suggere 
de substituer le denominateur de la fonction de transfert de Zelinski par la DSP du signal 
a la sortie d'un reseau standard. Une version amelioree du postfiltre de McCowan a ete 
proposee par Lefkimmiatis et Maragos [26]. lis ont obtenu une evaluation plus precise 
de la DSP du signal a la sortie d'un reseau a reponse sans distorsion et a variance 
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minimale MVDR (« pour Minimum Variance Distortionless Response ») en prenant en 
compte la reduction de bruit acquise par ce dernier. Dans ce travail de these, nous 
proposons de combiner la methode de Zelinski a un estimateur de la DSP du bruit afin 
de pallier les problemes cites ci-dessus (chapitre 4). 
La structure du suppresseur de lobes lateraux generalise GSC (pour « Generalized 
Sidelobe Canceller ») a ete considered dans de nombreuses applications comme une 
mise en oeuvre efficace d'un reseau adaptatif contraint par la direction. Initialement 
proposee par Griffiths et Jim [27], cette structure permet d'ameliorer le RSB a la sortie 
d'un reseau standard sans introduire de nouvelles distorsions au signal estime [28]. 
Neanmoins, la performance de cette structure en termes de reduction de bruit depend 
amplement du degre de coherence spatiale du champ de bruit. Pour pallier le probleme 
des composantes spatialement incoherentes du bruit, Fisher and Simmer [29] ont 
propose une methode qui associe un GSC a un filtre de Wiener adaptatif permettant ainsi 
d'extraire les signaux issus de la direction d'observation. 
Bitzer, Simmer et Kammeyer [30] ont examine les limites theoriques en termes de 
reduction de bruit de la structure d'un GSC. lis ont montre que cette structure est plutot 
appropriee pour etre utilisee dans des chambres anechoi'ques et non dans un champ 
acoustique diffus. En utilisant un reseau de microphones large bande subdivise en 
plusieurs sous-reseaux a directivite controlee, Fisher et Kammeyer [31] ont montre que 
la performance en termes de reduction de bruit de la structure resultante est quasiment 
independante des proprietes de correlation du champ acoustique (c.-a-d., le systeme est 
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approprie pour un champ acoustique aussi bien diffus que coherent). Cette structure en 
reseau a ete examinee en detail par Marro, Mathieux et Simmer [32]. 
Cohen [33] a propose d'incorporer dans un reseau de microphones a base d'une 
structure GSC, un postfiltre multicanaux particulierement approprie pour etre utilise 
dans des environnements de bruit non stationnaire. Afin de discriminer les transitoires 
du signal d'interet de celles d'interferences, il a employe la sortie principale d'un reseau 
a base de GSC conjointement avec les signaux de bruit de reference. Pour permettre une 
implementation en temps reel de la methode, Cohen a suggere dans un article 
subsequent [34] d'alimenter le reseau par les decisions de discrimination faites par le 
postfiltre. Bien que les systemes a base de reseaux de microphones acquierent une 
performance superieure a celle obtenue au moyen d'un microphone unique, leur mise en 
oeuvre s'avere difficile et couteuse en temps de calcul et ressources memoire. 
En considerant une implementation facile et avantageuse en temps de calcul et 
ressources memoire, les systemes a base d'une paire de microphones semblent etre 
interessants pour les deux raisons suivantes: ils garantissent une performance 
suffisamment acceptable, en particulier pour les applications portables et compactes (les 
protheses auditives numeriques et les telephones a mains libres) et ils sont fiables en 
termes de consommation d'energie. 
Dans ce contexte, Le Bouquin-Jeannes, Azirani et Faucon [23] ont propose de 
combiner les fonctions de transfert relatives au filtre de Wiener et celui base sur la 
fonction de coherence a un estimateur de DISP afin de prendre la presence de quelques 
28 
composantes correlees du bruit de fond en consideration. Dans cette approche, la DISP 
des deux signaux observes a ete moyennee sur les periodes de silence et soustraite de 
celle obtenue en presence d'une activite sonore. Guerin, Le Bouquin-Jeannes et Faucon 
[28] ont suggere un estimateur de parametre de lissage adaptatif permettant de 
determiner la DISP du bruit qui devrait etre utilisee dans la fonction de transfert d'un 
filtre a base de la fonction de coherence. En evaluant la surestimation requise pour la 
DISP du bruit, ils ont montre que le bruit musical (resultant des larges fluctuations du 
parametre de lissage entre les periodes d'activite sonore et celles de silences) peut etre 
soigneusement controle, particulierement pendant les periodes d'activite sonore. 
Zhang et Jia [35] ont propose une simple procedure de decision quantified basee sur 
l'algorithme « MS » pour evaluer la DISP du bruit. Bien que les methodes a base de la 
soustraction inter-spectrale (SIS) garantissent une performance satisfaisante dans une 
variete de bruits environnants, elles sont souvent inappropriees a traiter convenablement 
les bruits fortement non stationnaires, tels que le bruit impulsif et le bruit d'ambiance de 
type « cocktail-party ». 
En situation de bruit fortement non stationnaire, le spectre du bruit de fond doit etre 
e value et mit a jour frequemment, permettant ainsi une reduction effective du bruit. Au 
cours de la derniere decennie, de nombreuses methodes ont ete proposees dans le but 
d'evaluer continuellement le spectre du bruit de fond sans avoir recours a une detection 
explicite des periodes d'activite vocale. Martin [36] a propose une methode statistique, 
connue sous le nom de methode de « MS », permettant d'evaluer le spectre du bruit de 
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fond en poursuivant les minima de la densite spectrale de puissance (DSP) du signal 
observe sur une fenetre coulissante de largeur finie et pouvant contenir des segments 
audio de puissance assez elevee. Rappelons que cette methode est basee sur deux 
hypotheses essentielles. Premierement, les signaux d'interet et de bruit sont consideres 
comme etant deux processus aleatoires statistiquement independants. Deuxiemement, le 
niveau d'energie d'un signal corrompu est frequemment reduit a des valeurs 
representatives du niveau d'energie du bruit meme dans les periodes d'activite sonore. 
Cette situation pourrait survenir dans les periodes de silence ou dans de breves periodes 
entre les mots et les syllabes. 
Base sur les memes hypotheses que la methode de « MS », l'algorithme recursif a 
minima controles MCRA (pour « Minima Controlled Recursive Averaging ») propose 
par Cohen [37] permet d'evaluer le spectre du bruit de fond en poursuivant les periodes 
de silence dans le signal observe (corrompu). Ces periodes sont obtenues en comparant 
le rapport entre Penergie locale du signal observe a son minimum local contre un seuil 
fixe. Dans une version amelioree de la methode MCRA [38], une approche differente, 
basee sur une evaluation de la probability de presence d'activite sonore, a ete utilisee 
pour poursuivre les periodes de silence dans le signal observe. 
En raison notamment de sa simplicite de mise en oeuvre en temps reel, la methode de 
« MS » a ete choisie dans ce projet de these pour evaluer la DSP du bruit de fond. 
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3.2 Methodes elaborees dans le domaine de correlation 
Les methodes de cette classe peuvent egalement etre regroupees en deux categories 
principales : methodes d'estimation parametrique basees sur le modele ARMA et 
methodes de compensation parametrique basees sur les equations normales de Yule-
Walker d'ordres inferieurs (LOYWE pour « Low-Order Yule-Walker Equations »). 
Dans la premiere categorie, on retrouve les methodes classiques qui reposent sur les 
equations de Yule-Walker d'ordres superieurs (HOYWE pour « High-Order Yule-
Walker Equations ») [5] et [39], la methode basee sur un systeme d'equations normales 
surdeterminees (ODNE pour « Overdetermined Normal Equations ») [1], la methode du 
maximum de vraisemblance (MLSE pour « Maximum Likelihood Spectral Estimation ») 
[40], et la methode de l'erreur de prediction recursive (RPE pour « Recursive Prediction 
Error ») de Gauss-Newton [41]. 
Les approches HOYWE considerent l'hypothese que dans le domaine de correlation 
seul le retard de correlation d'ordre zero est affecte par un bruit blanc additif, alors que 
les retards de correlation d'ordres superieurs sont maintenus inchanges [42]. L'avantage 
de ces approches reside essentiellement dans leur mise en oeuvre qui ne depend pas du 
retard de correlation d'ordre zero. Ainsi, une evaluation sans biais des parametres 
spectraux du modele ARMA d'un processus AR peut etre obtenue en presence d'un 
bruit blanc. Elles presentent par contre l'inconvenient de ne pas fournir une estimation 
robuste des retards de correlation d'ordres superieurs. Pour compenser les erreurs 
d'estimation generees par ces approches, la methode ODNE, initialement proposee par 
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Cadzow [1], est souvent consideree. Plutot que de se bomer a l'ordre du modele de 
prediction, cette methode considere l'utilisation d'un nombre assez eleve de correlations 
pour obtenir les equations normales. Ce systeme d'equations normales surdeterminees 
est ensuite resolu au sens des moindres carres. II a ete demontre dans [43] que la 
methode ODNE fournit des parametres spectraux robustes et stables. 
Basee sur une procedure iterative d'optimisation non lineaire, la methode MLSE 
cherche a trouver les parametres d'un modele ARMA qui maximisent une fonction de 
vraisemblance conditionnelle (produit des densites de probabilite individuelles de la 
sequence de donnees observees). Bien que cette methode soit statistiquement efficace 
(elle converge souvent vers un optimum), sa mise en ceuvre s'avere difficile et cotiteuse 
en temps de calcul et ressources memoire [44]. La methode RPE repose sur des 
informations connues a priori sur le signal (proprietes spectrales du signal en presence 
de bruit, niveau de distorsion spatiale) pour evaluer d'une maniere adaptative les 
parametres d'un modele ARMA sous contraintes. II est bien connu que cette methode est 
plus fiable et avantageuse en temps de calcul et ressources memoire que la methode 
MLSE [41]. 
Quant a la seconde categorie, elle regroupe les methodes qui utilisent les LOYWE 
pour compenser les effets d'un bruit de fond sur les parametres spectraux d'un processus 
AR. Pour ces methodes, la stabilite des parametres spectraux estimes est un prealable 
essentiel pour la validite du modele parametrique choisi. Dans [45], un algorithme de 
recherche dichotomique est utilise dans le but d'obtenir un biais approprie qui devrait 
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etre soustrait du retard de correlation d'ordre zero sans compromettre la propriete de la 
matrice de correlation d'etre definie positive. La compensation des effets d'un bruit de 
fond dans [46] est obtenue en soustrayant iterativement de la sequence de correlation du 
signal observe une estimation de la puissance du bruit. Dans cette methode, la puissance 
du bruit est supposee etre connue. Enfin, il convient de preciser que les methodes 
proposees dans le chapitre 5 appartiennent a cette seconde categoric 
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CHAPITRE 4 
REDUCTION DE BRUIT DANS LE DOMAINE 
FREQUENTIEL 
4.1 Resume 
Ce chapitre decrit une methode elaboree dans le domaine frequentiel que nous avons 
developpee dans le but de reduire le bruit de fond present dans un signal audio large 
bande. II s'agit d'une methode a deux microphones qui repose sur une technique de 
filtrage adaptatif proposee par Zelinski [20] et un estimateur de la densite spectrale de 
puissance (DSP) du bruit, designe par algorithme de MS (voir section 5.1) et introduit 
par Martin [36]. 
Dans un premier temps, nous avons realise une etude de la technique de filtrage 
adaptatif, qui nous a permis d'identifier quelques problemes inherents associes a son 
utilisation, notamment la generation d'un bruit residuel audible et deplaisant a l'oreille 
humaine, et l'inefficacite a reduire le bruit coherent inter-canaux. Ensuite et dans un 
souci de pallier ces problemes, nous proposons de modifier l'estimateur de la DSP du 
bruit introduit par Martin et le combiner a cette methode de filtrage au moyen d'une 
procedure de decision quantified. Cette combinaison possede deux fonctions 
essentielles : rendre inaudible le bruit residuel genere par le filtrage adaptatif, et reduire 
le bruit coherent (particulierement en basse frequence) necessairement present dans un 
champ acoustique lointain. Enfin, une structure permettant que le filtrage adaptatif et 
l'estimateur de la DSP du bruit soient realises conjointement dans le domaine frequentiel 
34 
est proposee, permettant ainsi un bon compromis entre la reduction de bruit et la 
distorsion produite sur le signal d'interet. Cette methode a fait l'objet d'un rapport 
technique [47], d'un article de conference [48] et d'un article de revue [49]. Seule la 
version retenue de l'article de revue est presentee dans ce chapitre. 
Les contributions principales de cet article sont resumees dans les points suivants : 
• Elaboree dans le domaine frequentiel, cette methode permet d'obtenir un bon 
compromis entre la reduction de bruit et la distorsion produite sur le signal d'interet. 
• La methode proposee est particulierement appropriee aux bruits de fond fortement 
non stationnaires (bruit impulsif et bruit d'ambiance de type « cocktail-party ») qui 
sont difficilement traites par les methodes concurrentes. 
• La complexity calculatoire de la methode est approximativement de 
0(7V log(TV) + N + D). Cette complexity calculatoire relativement faible permet 
d'envisager une implementation en temps reel de la methode. 
• La methode est considered avantageuse en temps de calcul et ressources memoire. 
Le contenu integral de l'article [49] est presente dans les pages suivantes. Ce contenu 
correspond a celui pour la parution dans IEEE Transactions on Audio, Speech and 
Language Processing (soumission en nov. 2008). 
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4.2 A Two-Microphone Algorithm for Speech Enhancement 
Abstract-In this paper, we focus on the problem of enhancing a speech signal 
contaminated with additive noise when noisy observations from two microphones are 
available. An existing approach proposed by Zelinski is known to have two 
shortcomings. First, the method lacks robustness in a number of practical noise fields 
(i.e., coherent noise). Second, it gives rise to a residual noise that is unpleasant to human 
listeners. To overcome these drawbacks, we propose to modify this method by 
incorporating an appropriate noise power spectrum estimator. Based on minimum 
statistics and a soft-decision scheme, this estimator seeks to provide a good tradeoff 
between noise reduction and speech distortion. We call the proposed method the 
modified Zelinski approach (MZA). Analysis of objective measures and speech 
spectrograms, as well as subjective listening tests, show that the proposed method 
outperforms the cross-spectral subtraction (CSS) approach, in particular for highly 
nonstationary noise. 
4.3 Introduction 
In various applications such as, mobile communications and digital hearing aids, the 
presence of interfering noise may cause serious deterioration in the perceived quality of 
speech signals. Thus, there exists considerable interest in developing speech 
enhancement algorithms that solve the problem of noise reduction in order to make the 
compensated speech more pleasant to a human listener. Noise reduction problem in 
single and multiple microphone environments has been extensively studied [1]. Single 
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microphone speech enhancement approaches often fail to yield satisfactory performance, 
in particular when the interfering noise statistics are time-varying [2]. In contrast, 
multiple microphone systems with more than two microphones (i.e., Cohen post-filter 
[3]) provide superior performance over the single microphone schemes at the expense of 
a substantial increase of implementation complexity and computational cost. 
In this paper, we address the problem of enhancing a speech signal corrupted with 
additive noise when observations from two microphones are available. Considering ease 
of implementation and lower computational cost when compared with approaches 
requiring microphone arrays with more than two microphones, two-microphone 
solutions are yet a promising class of speech enhancement systems due to their simpler 
array processing, which is expected to lead to lower power consumption, while still 
maintaining sufficiently good performance, in particular for compact portable 
applications (i.e., digital hearing aids, and hands-free telephones). The adaptive noise 
canceller (ANC) [4], [5], and cross-spectral subtraction (CSS) [6]-[8] are well-known 
examples. The standard ANC method provides high speech distortion in the presence of 
any crosstalk interferences between the two microphones. Widely reported in the 
literature, the CSS-based approach provides interesting performance in a variety of noise 
fields. However, it lacks efficiency in dealing with highly nonstationary noises such as 
the multitalker babble. 
To deal with these limitations, we propose a method that combines the existing 
Zelinski's approach, in the case of two-microphone arrangement, with an appropriate 
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noise power spectrum estimator, which is particularly suitable for highly nonstationary 
noise environments. Based on minimum statistics and a soft-decision scheme, this 
estimator seeks to provide a good tradeoff between the amount of noise reduction and 
the speech distortion, while attenuating the high energy correlated noise components 
(i.e., coherent direct path noise), especially in the low frequency ranges. 
The rest of the paper is organized as follows. Section II surveys the state of the art in 
speech enhancement. In Section III, we review Zelinski's approach in the case of two-
microphone arrangement. In Section IV, we describe the single channel noise spectrum 
estimation algorithm used to cope with Zelinski's approach shortcomings, and use this 
algorithm in conjunction with a soft-decision scheme to come up with the proposed 
method. Section V provides objective measures, speech spectrograms and subjective 
listening test results from experiments comparing the performance of the proposed 
method (MZA) with the CSS-based approach. Finally, Section VI concludes the paper. 
4.4 State of the art 
There have been several approaches proposed to deal with the noise reduction 
problem in speech processing, with varying degrees of success. These approaches can 
generally be divided into two main categories. The first category uses a single 
microphone system and exploits information about the speech and noise signal statistics 
for enhancement. The most often used single microphone noise reduction approaches are 
the spectral subtraction method and its variants [9]. 
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The second category of signal processing methods applicable to that situation 
involves using a microphone array system. These methods take advantage of the spatial 
discrimination of an array to separate speech from noise. This spatial information has 
been exploited by Kaneda and Tohyama [10] who developed a two-microphone 
beamforming algorithm which considers spatially uncorrelated noise field. This method 
has been extended to an arbitrary number of microphones and combined with an 
adaptive Wiener filtering by Zelinski [11], [12] to further improve the output of the 
beamformer. 
McCowan and Bourlard have replaced the spatially uncorrelated noise field 
assumption by a more accurate model based on an assumed knowledge of the noise field 
coherence function, and extended Zelinski's approach to develop a more appropriate 
post-filtering scheme [13]. However, both methods overestimate the noise power density 
at the beamformer's output and, therefore, are suboptimal in the Wiener sense [14]. An 
improved version of the existing McCowan post-filter has been proposed by 
Lefkimmiatis and P. Maragos [15]. They have obtained a more accurate estimation of 
the noise power spectral density at the output of the beamformer by taking into account 
the noise reduction performed by the minimum variance distortionless response 
(MVDR) beamformer. 
The generalized sidelobe canceller (GSC) method, initially introduced by Griffiths 
and Jim [16], has been considered for the implementation of adaptive beamformers in 
various applications. It has been found that this method performs well in enhancing the 
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signal-to-noise ratio (SNR) at the beamformer's output without introducing further 
distortion to the desired signal components [7]. However, the achievable noise reduction 
performance is limited by the amount of incoherent noise. To cope with the spatially 
incoherent noise components, Fisher and Simmer proposed a GSC based method which 
incorporates an adaptive Wiener filter in the look direction, [17]. Bitzer et al. have 
investigated the theoretical noise reduction limits of the GSC [18]. They have shown 
that this structure performs well in anechoic rooms, but it does not work well in diffuse 
noise fields. By using a broadband array beamformer partitioned into several 
harmonically nested linear subarrays, Fisher and Kamayer [19] have shown that the 
resulting noise reduction system performance is nearly independent of the correlation 
properties of the noise field (i.e., the system is suitable for diffuse as well as for coherent 
noise field). This array structure has been investigated in detail by Marro et al. [20]. 
Cohen [3] proposed to incorporate into the GSC beamformer a multichannel postfilter 
which is appropriate to work in nonstationary noise environments. To discriminate 
desired speech transients from interfering transients, he used both the GSC beamformer 
primary output and the reference noise signals. To get a real time implementation of 
their method, Cohen et al. suggested in a later paper [21] feeding back to the 
beamformer the discrimination decisions made by the postfilter. 
In the two-microphone noise reduction context, Le Bouquin-Jeannes et al. [6] have 
proposed to modify both the Wiener and the coherence-magnitude based filters by 
including a cross power spectrum estimation to take some correlated noise components 
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into account. With that method, the cross power spectral density (cross-PSD) of the two 
input signals was averaged during speech pauses and subtracted from the estimated 
cross-PSD in the presence of speech. Guerin et al. [7] suggested an adaptive smoothing 
parameter estimator to determine the noise cross-PSD that should be used in the 
coherence-magnitude based filter. By evaluating the required overestimation for the 
noise cross-PSD, they showed that the musical noise (resulting from large fluctuations of 
the smoothing parameter between speech and non-speech periods) can be carefully 
controlled, especially during speech activity. Zhang and Jia [8] proposed a simple soft-
decision scheme based on minimum statistics to estimate the noise cross-PSD. 
4.5 Zelinski's approach in the case of two-microphone 
arrangement 
This section introduces the signal model and gives a brief review of Zelinski's 
approach in the case of two-microphone arrangement. Let s(i) be a speech signal of 
interest, and let the signal vector n{t) = [«j (t) n2 (/)] denote two-channel noise signals 
at the output of 2 spatially separated microphones. The sampled noisy signal xm (/') 
observed at the /wth microphone can then be modeled as 
xm(i) = s(i) + nm(i), m = l,2 (4.1) 
where i is the sampling time index. The observed noisy signals are segmented into 
overlapping time frames by applying a window function and they are transformed into 
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the frequency domain using the short-time Fourier transform (STFT). Thus, we have for 
a given time frame : 
X(k,I) = S(k,I) + N(k,[) (4.2a) 
where k is the frequency bin index, and / is the time index, and where 
X(k, I) = [Xx {k, I) X2 (k, /)]
T (4.2b) 
N(k, /) = [Ni (k, I) N2 (k, l)f (4.2c) 
Zelinski's noise reduction system is derived from Wiener's theory, which solves the 
problem of optimal signal estimation in the mean-square error sense [12]. The Wiener 
filter weights the spectral components of the noisy signal according to the signal-to-
noise power density ratio at individual frequencies given by : 
where ®ss(k,l) and <£>x x (k,l) are respectively the power spectral densities (PSDs) 
of the desired signal and the input signal to the mth microphone. 
For the formulation of Zelinski's approach, the following assumptions are made : 
1. The noise signals are spatially uncorrelated, E{Ni (k, I) • N2 (k, /)} = 0; 
2. The desired signal S(k,l) and the noise signal Nm(k,l) are statistically 
independent random processes, E{S (k, I) • Nm (k, /)} = 0, m = 1,2 ; 
3. The noise PSDs are the same on the two microphones. 
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Under those assumptions, the unknown PSD Oss(k,l) in (4.3) can be obtained from 
the estimated spatial cross-PSD <&xx (k,l) between microphone noisy signals. To 
improve the estimation, the estimated PSDs are averaged over the microphone pair, 
leading to the following transfer function : 
M{®xx OU)} 
W(k,l) = - l ,2 r (4.4) 
(0XiXi(k,l) + 0XiX2(k,l))/2 
where $R{-} is the real operator, and " " " denotes an estimated value. It should be noted 
that only the real part of the estimated cross-PSD in the numerator of equation (4.4) is 
used, based on the fact that both the auto power density of the speech signal and the 
spatial cross power density of a diffuse noise field are real functions. 
There are three well known problems associated with the use of Zelinski's approach. 
First, the noise signals on different microphones frequently hold correlated components, 
especially in low frequency ranges, as is the case in a diffuse noise field [22]. Second, 
such approach usually gives rise to an audible residual noise that has a cosine shaped 
power spectrum that is not pleasant to a human listener [6]. Third, applying Zelinski's 
transfer function to the output signal of a conventional beamformer yields an effective 
reduction of the remaining noise components but at the expense of an increased noise 
bias, especially when the number of microphones is large [14]. 
In this paper, we will focus our attention on estimating and discarding the residual 
and coherent noise components resulting from the use of Zelinski's approach in the case 
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of two-microphone arrangement. For such system, the overestimation of the noise power 
density should not be a problem. 
4.6 Two-microphone speech enhancement system 
In this section, we review the basic concepts of the existing noise spectrum estimation 
algorithm used to cope with Zelinski's approach shortcomings. Then, we use a variation 
of that algorithm in conjunction with a soft-decision scheme to come up with the 
proposed two-microphone processing method. 
4.6.1 Noise Power Spectrum Estimation 
For highly nonstationary environments (such as the multitalker babble), the noise 
spectrum needs to be estimated and updated continuously to allow an effective noise 
reduction. A variety of methods have been recently reported that continuously update the 
noise spectrum estimate while avoiding the need for explicit speech pause detection. 
Martin [23] proposed a method, known as the minimum statistics (MS), for estimating 
the noise spectrum based on tracking the minimum of the noisy speech over a finite 
window. Cohen [24] suggested a minima controlled recursive algorithm (MRCA) which 
updates the noise spectrum estimate by tracking the noise-only periods of the noisy 
speech. These periods are found by comparing the ratio of the noisy speech to the local 
minimum against a fixed threshold. In the improved MRCA approach [25], a different 
method was used to track the noise-only periods of the noisy signal based on the 
estimated speech-presence probability. Because of its simplicity that facilitates 
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affordable (hardware, power and energy wise) real-time implementation, the MS method 
was chosen in this paper for estimating the noise power spectrum. 
The MS algorithm tracks the minima of a short term power estimate of the noisy 
signal within a time window of about 1 s. Let P(k, /) denotes the smoothed spectrum of 
the noisy signal X(k, I), estimated at frequency k and frame / according to the following 
first-order recursive averaging 
P(k,I) = a(k, I) • P(k,/ -1) + (1 - a(k,/))• | X(k, /) |2 (4.5) 
where d(k, /) (0 < d(k, I) < 1) is a time and frequency dependent smoothing parameter. 
The spectral minimum at each time and frequency index is obtained by tracking the 
minimum of D successive estimates of P(k,l), regardless of whether speech is present 
or not 
4in(M) = min^^Z-aiW)) (4-6) 
Because the minimum value of a set of random variables is smaller than their 
average, the noise spectrum estimate is usually biased. Let Bmin (k, I) denotes the factor 
by which the minimum is smaller than the mean. This bias compensation factor is 
determined as a function of the minimum search window length D and the inverse 
normalized variance Qeq (k, I) of the smoothed spectrum estimate P(k, I). The resulting 
unbiased estimator of the noise spectrum a„ (k, I) is then given by 
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&l (k, I) = Bmin (k, /) • Pmin (k, /) (4.7) 
To make the adaptation of the minimum estimate faster, the search window of D 
samples is subdivided into U subwindows of V samples (D - U'V) and the noise PSD 
estimate is updated every V subsequent PSD estimates P(k, I). In case of a sudden 
increase in the noise floor, the noise PSD estimate is updated when a local minimum 
with amplitude in the vicinity of the overall minimum is detected. The minimum 
estimate, however, lags by at most D + V when the noise power increases abruptly. It 
should be noted that Martin's noise power estimator tends to underestimate the noise 
power, in particular when frame-wise processing with considerable frame overlap is 
performed. This underestimation problem is known and further investigation on the 
computation and correction of the bias of the minimum can be found in [26] and [27]. 
4.6.2 Proposed Algorithm 
Although Zelinski's noise reduction method has shown its effectiveness in various 
practical noise fields, its performance could be increased if the residual and coherent 
noise components were estimated and discarded from the output spectrum. In the 
proposed two-microphone noise reduction method, this is done by using a variation of 
the MS method, in conjunction with a soft-decision scheme, in order to provide a good 
tradeoff between noise reduction and speech distortion. Fig. 1 shows an overview of the 
proposed two-microphone algorithm, which is described in details in this section. 
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We consider the case in which the STFT average of the noisy observations received 
by the two microphones, Y(k, I) = (Xx (k, I) + X2 (k, l))/2, is multiplied by a spectral 
gain function G(k,l) for approximating the sound signal of interest, i.e., 
S(k,l) = G(k,l)-Y(k,l) (4.8) 
The gain function G(k,l) is obtained by using equation (4.4), and can be expressed in 
the following extended form as 
rflrn (\Xl(k,l)\-\X2(k,l)\)-cos(A9(k,l)) 




A<p(k, 1) = <pXx (k, I) - cpXi (k, I) (4.9b) 
and where q>x (k, I) and cpx (k, I) denote the phase spectra of the STFTs of Xx (k, I) 
and X2 (k, 1) respectively that satisfy the condition | <px (k, I) - (px (k, I) \< n 12 . In our 
implementation, any negative values of the gain function G(k,l) were reset to a minimum 
spectral floor, on the assumption that such frequencies cannot be recovered. Moreover, 
we have obtained good results when the gain function G{k,J) was squared, which 
improves signals selectivity (i.e., those coming from the direct path). 
To track the residual and coherent noise components that are often present in the 
estimated spectrum in (4.8), a variation of the MS algorithm is implemented as follows. 
In performing the running spectral minima search, the D subsequent noise PSD 
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estimates are divided into 2 sliding data subwindows of D/2 samples. Whenever D/2 
samples are processed, the minimum of the current subwindow is stored for later use. 
The sub-band noise power estimate an (k, I) is obtained by picking the minimum value 
of the current signal PSD estimate and the latest D/2 PSD values. The sub-band noise 
power is updated at each time step. As a result, a fast update of the minimum estimate is 
achieved in response to a falling noise power. In case of a rising noise power, the update 
of the minimum estimate is delayed by D samples. 
For accurate power estimates, the bias correction factor introduced by Martin was 
adjusted (i.e., scaled) by a constant decided empirically. This constant was obtained by 
performing the MS algorithm on a white noise signal so that the estimated output power 
had to match exactly that of the driving noise in the mean sense. 
To discard the estimated residual and coherent noise components, a soft-decision 
scheme is implemented. For each frequency bin k and frame index /, we estimate the 
signal to noise ratio. The signal power is estimated from equation (4.8) and the noise 
power is the latest estimated value from equation (4.7). This ratio, called difference in 
level (DL), is calculated as follows 





The estimated DL value is then compared to a fixed threshold Ths decided 
empirically. Based on that comparison, a running decision is taken by preserving the 
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sound frequency bins of interest and reducing the noise bins to a minimum spectral 










( i -A) + A 
j 
if DL < 0 
, if DL<Ths 
otherwise. 
(4.11a) 
\S(k,l)\=^\S(k,l)\2 -&2(k,l) (4.11b) 
and where X is chosen such that 20 • log10(l) = -40 dB. When the estimated DL value is 
lower than the statistical threshold, the quadratic function "(DL/Ths)
2 -(\-X) + A" allows 
the estimated spectrum to be smoothed during noise reduction. It should be noted that 
the so called DL has to take positive values during speech activity and negative values 
during speech pause periods. 
Finally, the estimated magnitude spectrum in (4.11) was combined with the phase 
spectrum average of the two received signals prior to estimating the time signal of 
interest. In addition to the 6 dB reduction in phase noise, the time waveform resulting 
from such combination does offer a better match of the sound signal of interest coming 
from the direct path. After an inverse DFT of the enhanced spectrum, the resultant time 
waveform is half-overlapped and added to adjacent processed segments to produce an 
approximation of the sound signal of interest (Figure 4.1). 
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4.7 Performance Evaluation and Results 
This section presents the performance evaluation of the proposed method (MZA), as 
well as the results of experiments comparing our method with the CSS approach. In all 
the experiments, the analysis frame length was set to 1024 data samples (23 ms at 44.1 
kHz sampling rate) with 50% overlap. The analysis and synthesis windows thus had a 
perfect reconstruction property. The sliding window length of D subsequent PSD 
estimates was set to 100 samples. The threshold Ths was fixed to 5 dB. The recordings 
were made using a Presonus Firepod recording interface and two Shure KSM137 
cardioid microphones placed approximately 20cm apart. The experimental environment 
of the proposed two-microphone system is depicted in Figure 4.2. The room with 
dimensions of 5.5 x 3.5 x 3 m enclosed a speech source situated at a distance of 0.5 m 
directly in front (0 degrees azimuth) of the input microphones, and a masking source of 
noise located at a distance of 0.5 m from the speech source. 
Designed to be equally intelligible in noise, five sentences taken from the Hearing in 
Noise Test (HINT) database [28] were recorded at a sampling frequency of 44.1 kHz. 
• Sentence 1 (male talker): "Flowers grow in the garden". 
• Sentence 2 (female talker): "She looked in her mirror". 
• Sentence 3 (male talker): "The shop closes for lunch". 
• Sentence 4 (female talker): "The police helped the driver". 
• Sentence 5 (male talker): "A boy ran down the path". 
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Four different noise types, namely white Gaussian noise, helicopter rotor noise, 
impulsive noise and multitalker babble noise, were recorded at the same sampling rate 
and used throughout the experiments. The noise was scaled in power level and added 
acoustically to the above sentences with a varying SNR. A global SNR estimation of the 
input data was used. It was computed by averaging power over the whole length of the 
two observed signals with : 
SNR = 10-log10 
2 / 





where / is the number of data samples of the signal observed at the rath microphone. 
Throughout the experiments, we used the average of the two clean signals 
s(i) = (sj (i) + s2 (0)/2 as the clean speech signal. Objective measures, speech 
spectrograms and subjective listening tests were used to demonstrate the performance 
improvement achieved with the proposed method over the alternative approach. 
4.7.1 Objective Measures 
The Itakura-Saito (IS) distance [29] and the log spectral distortion (LSD) [30] were 
chosen to measure the differences between the clean and the test spectra. The IS distance 
has a correlation of 0.59 with subjective quality measures [31]. A typical range for the IS 
distance is 0-10, where lower values indicate better speech quality. The LSD provides 
reasonable degree of correlation with subjective results. A range of 0-15 dB can be 
considered for the selected LSD, where the minimum value of LSD corresponds to the 
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best speech quality. In addition to the IS and LSD measures, a frame-based segmental 
SNR was used which takes into consideration both speech distortion and noise 
reduction. In order to compute these measures, an utterance of the sentence 1 was 
processed through the two methods. The input SNR was varied from -8 dB to 8 dB in 4 
dB steps. 
Values of the IS distance measure for various noise types and different input SNRs 
are presented in Table I for signals processed by the different methods. Results in this 
table were obtained by averaging the IS distance values over the length of sentence 1. 
The results in this table indicate that the CSS approach yields more speech distortion 
than that produced with the proposed method, particularly in helicopter and impulsive 
noise environments. 
Figure 4.3 illustrates the comparative results in terms of LSD measures between both 
methods for various noise types and different input SNRs. From these figures, it can be 
observed that, whereas the two methods showed comparable improvement in the case of 
impulsive noise, the estimated LSD values provided by the proposed method were the 
lowest in all noise conditions. 
In terms of segmental SNR, the proposed method can get a performance 
improvement of about 2 dB on average, over the CSS approach. The largest 
improvement was achieved in the case of multitalker babble noise, while for impulsive 
noise this improvement was decreased. This is shown in Figure 4.4. 
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4.7.2 Speech Spectrograms 
Objective measures alone do not provide an adequate evaluation of system 
performance. Speech spectrograms constitute a well-suited tool for analyzing the time-
frequency behavior of any speech enhancement system. All the speech spectrograms 
presented in this section (Figures 4.5-8) use sentence 1 corrupted with different 
background noises at SNR = 0 dB. 
In the case of white Gaussian noise (Figure 4.5), whereas our method and the CSS 
approach provide sufficient amount of noise reduction, the spectrum of the former 
preserves better the desired speech components. In the case of helicopter rotor noise 
(Figure 4.6), large residual noise components are observed in the spectrograms of the 
signals processed by the CSS approach. Unlike this method, the spectrogram of the 
signal processed by our method indicates that the noise between the speech periods is 
noticeably reduced, while the shape of the speech periods is nearly unchanged. In the 
case of impulsive noise (Figure 4.7), it can be observed that the CSS approach is less 
effective for this type of noise. On the contrary, the spectrogram of the signal processed 
by our method shows that the impulsive noise is moderately reduced in both the speech 
and noise periods. In the case of multitalker babble noise (Figure 4.8), it can be seen that 
the CSS approach achieves limited noise reduction, particularly in the noise only 
periods. By contrast, a good noise reduction was achieved by our method on the entire 
spectrum. 
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We can conclude that, while the CSS method achieves limited noise reduction, 
especially for highly nonstationary noise such as multitalker babble, our method can deal 
efficiently with both stationary and transient noises with less spectral distortion even in 
severe noisy environments. 
4.7.3 Subjective Listening Tests 
In order to validate the objective performance evaluation, subjective listening tests 
were conducted with our method and the CSS approach. The different considered noise 
types were added to utterances of the five sentences listed before with SNRs of - 5 , 0, 
and 5 dB. The test signals were recorded on a portable computer, and headphones were 
used during the experiments. 
The seven-grade comparison category rating (CCR) was used [32]. The two methods 
were scored by a panel of twelve subjects asked to rate every sequence of two test 
signals between -3 and 3. A negative score is given whenever the former test signal 
sound more pleasant and natural to the listener than the latter. Zero is selected if there is 
no difference between the two test signals. For each subject, the following procedure 
was applied: 1) each sequence of two test signals was played with brief pauses in 
between tracks and repeated twice in a random order; 2) the listener was then asked if he 
wished to hear the current sequence once more or skip to the next. This led to 60 scores 
for each test session which took about 25 minutes per subject. 
The results, averaged over the 12 listeners' scores and the 5 test sentences, are shown 
in Figure 4.9. For the considered background noises, CCRs ranging from 0.33 to 1.27 
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were achieved over the alternative approach. The maximum improvement of CCR was 
obtained in the case of helicopter noise (1.1) and multitalker babble noise (1.27), while 
the worst score was achieved for additive white noise (0.33). The reason behind the 
roughly similar performance of the two methods in the case of white noise can be 
understood by recognizing that the minimum statistics noise PSD estimator performs 
better in the presence of stationary noise as opposed to nonstationary noise. 
4.8 Conclusion 
Given two received signals corrupted by additive noise, using the minimum statistics 
method to estimate noise after Zelinski's noise reduction approach, can substantially 
reduce the residual and coherent noise components that would otherwise be present at 
the output of Zelinski's filter. Objective evaluation results show that a performance 
improvement in terms of segmental SNR of about 2 dB on average can be achieved over 
the CSS approach. The best noise reduction was obtained in the case of multitalker 
babble noise, while the improvement was lower for impulsive noise. Subjective listening 
tests performed on a limited data set revealed that CCRs ranging from 0.33 to 1.27 can 
be achieved over the CSS approach. The maximum improvement of CCR was obtained 
in the case of helicopter and multitalker babble noises, while the worst score was 
achieved when white noise was added. 
A fruitful direction of further research would therefore be to extend the method to 
multiple microphones as well as to investigate the benefits of such extension on the 
overall system performance. 
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TABLE 4.1 COMPARATIVE PERFORMANCE IN TERMS OF MEAN ITAKURA-SAITO DISTANCE 




















































































Figure 4.1 The proposed two-microphone algorithm for speech enhancement, where "| 
denotes the magnitude spectrum. 
Speech _ ,_ Noise 
^ < 0 5 m >, 
0.5 m 
• ^ 
O 0.2 m U A 
Microphones , 0.1 m 
7777777777777777777777 
Figure 4.2 Overhead view of the experimental environment. 
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Figure 4.3 Log spectral distortion measure for various noise types and levels, obtained using 
(o) CSS approach, and (a) the proposed method (MZA). 
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Figure 4.4 Segmental SNR improvement for various noise types and levels, obtained using 
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Figure 4.5 Speech spectrograms obtained with white Gaussian noise added at SNR = 0 dB. 
(a) Clean speech, (b) Noisy signal, (c) CSS output, (d) MZA output. 
Figure 4.6 Speech spectrograms obtained with helicopter rotor noise added at SNR = 0 dB. 




Figure 4.7 Speech spectrograms obtained with impulsive noise added at SNR = 0 dB. (a) 





Figure 4.8 Speech spectrograms obtained with multitalker babble noise added at SNR = 0 dB. 
(a) Clean speech, (b) Noisy signal, (c) CSS output, (d) MZA output. 
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Figure 4.9 CCR improvement against CSS for various noise types and different SNRs. 
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CHAPITRE 5 
REDUCTION DE BRUIT DANS LE DOMAINE DE 
CORRELATION 
Dans ce chapitre, nous proposons deux versions d'une methode iterative, elaboree 
dans le domaine de correlation, qui permet de limiter la distorsion de l'enveloppe 
spectrale d'un signal audio large bande corrompu par un bruit de fond additif. Nous 
discutons a travers ce chapitre les particularites qui differencient les deux versions 
proposees, lesquelles sont developpees dans deux articles qu'on retrouve en annexe. 
Nous presentons egalement une methode d'estimation de la puissance du bruit dans les 
retards de correlation consideres. La connaissance de la puissance du bruit est necessaire 
pour la compensation des effets de ce dernier sur les parametres spectraux a evaluer. 
5.1 Estimation de la puissance du bruit 
Dans la methode proposee, la puissance du bruit est estimee au moyen d'une version 
rapide de l'algorithme de MS (pour «Minimum Statistics») que nous avons 
implemente. Rappelons que la methode de MS est basee sur deux hypotheses 
essentielles [36]. Premierement, le signal d'interet et celui du bruit sont consideres deux 
processus aleatoires statistiquement independants. Deuxiemement, le niveau d'energie 
d'un signal corrompu est frequemment reduit a des valeurs representatives du niveau 
d'energie du bruit meme pendant les periodes d'activite sonore. Cette situation pourra 
avoir lieu notamment pendant les pauses ou dans de breves periodes entre les mots et les 
syllabes. 
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Ces deux hypotheses rendent done possible l'obtention d'une estimation de la densite 
spectrale de puissance (DSP) du bruit. Cette estimation de la DSP du bruit est obtenue 
en evaluant le minimum, frequence par frequence, des DSP dans une fenetre coulissante 
contenant des trames de donnees successives. Cette fenetre doit etre suffisamment large 
(environ 1 seconde) afin de contenir des pauses ou de breves periodes d'inactivite 
sonore. Etant donne que le minimum d'un ensemble de variables aleatoires est plus petit 
que leur valeur moyenne, la methode de MS necessite un facteur de compensation. Ce 
facteur de compensation est fonction de la variance de la DSP estimee du signal 
corrompu (bruite). Cette variance est normalisee par la derniere valeur estimee de la 
DSP du bruit. 
La technique developpee implemente une version rapide de la methode de MS. La 
recherche du minimum est effectuee en fractionnant la fenetre coulissante de largeur D 
en deux sections de D/2 echantillons de DSP chacune. Pour chaque trame de donnees, 
une estimation de la DSP du bruit est obtenue en calculant le minimum entre une valeur 
actuelle estimee et celle determinee pendant l'analyse de la section precedente et 
sauvegardee en memoire. A la fin de chaque cycle de traitement d'une section de D/2 
echantillons de DSP, la valeur de la DSP du bruit en memoire est actualisee par le 
minimum des DSP estimees dans cette section. 
II convient de mentionner qu'en implementant cette version de la methode de MS, le 
retard le plus eleve qui pourrait se produire en reponse a une augmentation de la 
puissance du bruit est approximativement egale a la largeur de la fenetre coulissante (D). 
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II convient egalement de mentionner que la methode de MS a tendance a sous-estimer la 
DSP du bruit, en particulier lorsqu'un taux de chevauchement considerable, entre les 
trames de donnees, est utilise (voir section 4.6.1). Pour remedier a ce probleme, nous 
avons ajuste le facteur de compensation utilise dans la methode de MS par une constante 
decidee empiriquement (voir section 4.6.2). 
La puissance du bruit dans les retards de correlation est ainsi obtenue par la 
transformee de Fourier inverse du minimum estime. 
5.2 Compensation des effets du bruit 
Apres avoir estime la puissance du bruit dans les retards de correlation, on voudrait 
pouvoir compenser les effets du bruit sur les parametres spectraux a evaluer. La plupart 
des methodes proposees dans la litterature utilisent les LOYWE pour compenser les 
effets du bruit sur les parametres spectraux. Parmi ces methodes, on retrouve celles qui 
compensent uniquement le retard de correlation d'ordre zero ou supposent que la 
puissance du bruit est connue. J'ai done developpe une methode qui repose sur une 
condition d'arret predefinie et qui est particulierement appropriee aux bruits de fond 
dont les effets s'etendent sur l'ensemble des retards de correlation (principe illustre a la 
Figure 5.1). Cette condition d'arret n'est satisfaite que lorsque la matrice de correlation 
compensee est definie positive. 
La methode proposee consiste a soustraire progressivement de la fonction de 
correlation du signal observe (corrompu) une fraction de celle du bruit selon l'equation 
suivante : 
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Rss(k) = |l *„(*) I -(i - // • 0-1 Rxxik) I -u(k)\ 
• sgn{| *„(*) | -(1 - // • i> | R^k) | •«(*)} (5.1) 
ou / est un operateur permettant d'iterer la procedure de compensation, u(k) est la 
fonction echelon-unite et ju (> 0) est un parametre representant le pas de convergence. 
Une valeur trop faible de ce parametre permet une compensation plus fine des effets du 
bruit, mais rend plus lente la convergence de la procedure. Une valeur trop elevee de ce 
parametre permet d'accelerer la convergence de la procedure, mais elle risque de 
produire une reduction insuffisante des effets du bruit. Les tests objectifs que nous avons 
realises sur plusieurs signaux audio contamines par differents types de bruit pour 
differents RSB, ont revele que dans la plupart des cas, un pas de convergence de 0.05 
permet un bon compromis entre le taux de convergence et la precision de la 
compensation. Ceci correspond a un nombre d'iteration de 20. II convient de mentionner 
que le symbole «sgn» utilise dans l'equation (5.1) represente la fonction signe qui 
prend la valeur « +1 » ou « -1 » selon le signe de son argument. Cette fonction permet 
d'eviter une surestimation des retards de correlation compenses (en permettant 
constamment une soustraction entre les pairs de retards de correlation), particulierement 
ceux d'ordres superieurs ou la fonction de correlation du bruit peut frequemment 
prendre des valeurs negatives. 
Notre methode considere l'utilisation des amplitudes des coefficients de reflexion de 
la matrice de correlation comme condition d'arret predefinie. Des parametres spectraux 
compenses et stables peuvent ainsi etre obtenus aussi longtemps que les coefficients de 
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reflexion estimes sont strictement inferieurs a l'unite en amplitude. II convient de 
mentionner que contrairement a la methode qui sera presentee dans la prochaine section 
(section 5.3), les retards de correlation estimes a partir du signal observe sont compenses 
des effets d'un bruit de fond a chaque iteration. 
v(«) 








Figure 5.1 Principe de la methode proposee. 
Une structure permettant que l'estimateur de la puissance du bruit et la technique 
iterative soient realises conjointement dans le domaine de correlation est proposee, 
permettant ainsi une garantie effective de la stabilite des parametres spectraux obtenus 
apres reduction de bruit. Cette approche a fait l'objet d'un article de conference [50]. 
Une copie de l'article, dans son format original pour IEEE Northeast Workshop on 
Circuits and Systems, pp. 93-96, 5-8 Aug. 2007, se trouve en annexe A. 
5.2.1 Contributions principales 
Les contributions principales de cette premiere version de la methode proposee sont 
resumees dans les points suivants : 
• Elaboree dans le domaine de correlation, cette methode permet de garantir la stabilite 
des parametres spectraux obtenus apres reduction de bruit. 
70 
• La methode proposee est particulierement appropriee aux bruits de fond dont les 
effets s'etendent sur l'ensemble des retards de la fonction de correlation (cas des 
applications qui utilisent un traitement de preaccentuation avant de proceder a 
l'analyse LPC d'un signal audio). 
• La methode est avantageuse en temps de calcul et ressources memoire dans la 
mesure ou elle s'applique sur un nombre relativement faible de retards de 
correlation, pour un microphone unique. 
• La complexity calculatoire de la methode est approximativement de 0(p ) . Cette 
complexity calculatoire est nettement inferieure a celle de 1'estimation de la fonction 
de correlation (qui domine done 1'effort de calcul dans ce type de traitement). 
5.2.2 Resultats experimentaux 
La performance de la premiere version de la methode proposee a ete evaluee sur la 
phrase « Flowers grow in the garden », prononcee par un locuteur male (etudiant au sein 
de notre departement) et echantillonnee a 11.025 kHz. Deux types de bruit, blanc et 
impulsif, ont ete superposes acoustiquement (une legere coloration du bruit blanc est 
obtenue, selon l'acoustique de Penvironnement de l'experience) a ce signal pour un RSB 
variant entre -5 dB et +15 dB avec un pas de 5 dB. L'ordre de l'analyse LPC ainsi que 
la largeur de la fenetre d'analyse ont ete fixes a 15 et environ 23 ms, respectivement. Le 
facteur de compensation utilise dans la methode de MS a ete multiplie par la valeur de 
2.8 (voir section 5.1). Etant donne que le minimum d'un ensemble de variables 
aleatoires est plus petit que leur valeur moyenne, un seuil statistique (equation (4.1 la)) a 
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ete utilise pour supprimer les composantes du bruit eventuellement au dessus de la 
moyenne. Dans toutes nos experiences, ce seuil a ete fixe a 5 dB (voir section 4.6.2). 
Cette valeur a ete obtenue empiriquement a travers des tests d'ecoute realises sur 
plusieurs signaux audio contamines par differents types de bruit pour differents RSB. 
Deux mesures quantitatives ont ete considerees : la distance cepstrale et le spectre LPC. 


















































L'evaluation de la performance de notre methode, en termes de distance cepstrale, a 
ete effectuee selon la procedure suivante : 
• On calcule la distance cepstrale Cci entre le spectre du signal propre et celui traite. 
• On calcule la distance cepstrale Ccd entre le spectre du signal propre et celui 
degrade. 
• On calcule la difference Cj entre Cci et Ccd. 
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• On considere une amelioration pour des valeurs de Q < 0, et une degradation de la 
performance pour des C7 > 0. 
Mentionnons que dans le calcul des differentes distances cepstrales, le coefficient 
cepstral d'ordre zero, qui represente l'energie moyenne dans la trame de donnees en 
analyse, n'a pas ete pris en compte. Les tableaux 5.1 et 5.2 resument les resultats 
obtenus. 
White noise (SNR = 5 dB) 
Figure 5.2 Spectres LPC de (a) signal original, (b) signal degrade, et (c) signal traite, en 
presence d'un bruit blanc (RSB = 5 dB). 
D'apres ces resultats, on constate une certaine robustesse au bruit acquise par les 
parametres spectraux, par application de la methode proposee, meme pour des 
conditions bruyantes severes. II convient de noter que pour le cas d'un bruit blanc, la 
performance de la methode est superieure a celle pour un bruit impulsif. Ce resultat est 
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du notamment a une meilleure estimation, par la methode de MS, de la puissance d'un 
bruit stationnaire par opposition a un bruit non stationnaire. 
La Figure 5.2 illustre la superposition de differentes estimations d'enveloppes 
spectrales, notamment par la methode LPC standard et par la methode proposee. Cette 
figure a ete obtenue en moyennant 10 realisations de la seconde occurrence de la voyelle 
/of dans la phrase consideree. Dans ce test, le RSB a ete fixe a 5 dB. Ce graphique 
montre que l'enveloppe spectrale du signal audio traite par notre methode (courbe (b) 
sur la Figure 5.2) modelise convenablement la structure formantique du signal original 
en comparaison avec celle du signal degrade obtenue par la methode LPC standard 
(courbe (c) sur la Figure 5.2). Rappelons que les 3 premiers formants sont 
particulierement importants en termes perceptuels dans de nombreuses applications 
audio (codeurs de voix) [14]. 
5.3 Amelioration de la procedure de compensation 
Bien que la methode presentee dans la section 5.2 soit particulierement appropriee a 
l'ajustement de l'enveloppe spectrale d'un signal audio degrade par la presence de bruit, 
elle ne permet en effet qu'une faible reduction de bruit, due a la contrainte d'obtenir, a 
chaque iteration, une matrice de correlation definie positive pour 1'ensemble des retards 
de correlation compenses. 
Dans la presente section, nous proposons de relaxer cette contrainte en permettant de 
compenser individuellement les retards de correlation, en commencant par le retard 
d'ordre zero, des effets d'un bruit de fond. Dans cette nouvelle version de la methode, 
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lorsqu'un retard de correlation d'ordre k est en cours de compensation, les retards 
d'ordres I<k (deja compenses) et 1 >k (non encore compenses) sont maintenus 
inchanges. Ainsi, une meilleure reduction de bruit peut etre obtenue sans compromettre 
la propriete de la matrice de correlation d'etre definie positive. Cette approche a fait 
Pobjet d'un article de conference [51]. Une copie de l'article, dans son format original 
pour IEEE International Conference on Electronics, Circuits and Systems, pp. 
1364-1367, 11-14 Dec. 2007, se trouve en annexe B. 
5.3.1 Contributions principales 
Les contributions principales de cette deuxieme version de la methode proposee sont 
resumees dans les points suivants : 
• Elaboree dans le domaine de correlation, cette methode permet une meilleure 
reduction de bruit (en comparaison avec celle presentee dans la section 5.2) tout en 
garantissant la stabilite des parametres spectraux. 
• La methode est avantageuse en temps de calcul et ressources memoire dans la 
mesure ou elle s'applique sur un nombre relativement faible de retards de 
correlation, pour un microphone unique. 
• L'effort calculatoire requit par la methode est approximativement de 0(/?4). 
Pourtant significatif, cet effort calculatoire ne devrait pas poser de problemes pour 
les signaux audio compte tenu de leur largeur de bande relativement etroite (p etant 
selectionne selon Pequation (2.24)) et l'utilisation croissante d'architectures de 
traitement paralleles dans la plupart des applications de traitement du signal. 
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5.3.2 Res u I tats experimental^ 
La performance de la deuxieme version de la methode proposee a ete evaluee selon le 
meme protocole experimental que celui de la section 5.2.2. Rappelons que nous avons 
considere l'utilisation de la phrase « Flowers grow in the garden », prononcee par un 
locuteur male. Deux types de bruit, blanc et impulsif, ont ete superposes acoustiquement 
(une legere coloration du bruit blanc est obtenue, selon l'acoustique de l'environnement 
de l'experience) a ce signal pour un RSB variant entre -5 dB et +15 dB avec un pas de 5 
dB. L'ordre de l'analyse LPC ainsi que la largeur de la fenetre d'analyse ont ete fixes a 
15 et environ 23 ms, respectivement. Deux mesures quantitatives ont ete considerees : la 
distance cepstrale et le spectre LPC. 
La Figure 5.3 illustre la superposition de differentes estimations d'enveloppes 
spectrales, notamment par la methode LPC standard et par la methode proposee. Cette 
figure a ete obtenue en moyennant 10 realisations de la seconde occurrence de la voyelle 
lot dans la phrase consideree. Dans ce test, Un bruit blanc est superpose au signal 
original pour un RSB de 0 dB. Ce graphique montre que l'enveloppe spectrale du signal 
audio traite par notre methode (courbe (b) sur la Figure 5.2) modelise convenablement la 
structure formantique du signal original en comparaison avec celle du signal degrade 
obtenue par la methode LPC standard (courbe (c) sur la Figure 5.2). Rappelons que les 3 
premiers formants sont particulierement importants en termes perceptuels dans de 
nombreuses applications audio (codeurs de voix) [14]. Des resultats similaires ont ete 
obtenus avec un bruit impulsif superpose au signal original pour un RSB de 0 dB (Figure 
5.4). 
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Figure 5.3 Spectres LPC de (a) signal original, (b) signal degrade, et (c) signal traite, en 
presence d'un bruit blanc (RSB = 0 dB). 
Toutefois, une accentuation des formants d'ordres superieurs est observee sur le 
spectre LPC de la Figure 5.4. Contrairement au bruit blanc gaussien, le bruit impulsif 
possede une statistique non standard. Ce type de bruit est generalement non stationnaire, 
non-gaussien et possede un contenu frequentiel tres complexe. Son spectre peut avoir 
des antiresonances predominantes aussi bien en basses frequences qu'en hautes 
frequences. Le phenomene observe sur la Figure 5.4 peut done etre attribue a deux 
facteurs probables : le comportement en hautes frequences des perturbations impulsives 
utilisees dans cette experience (antiresonances) et 1'inaptitude de l'algorithme de MS a 
estimer, avec suffisamment de precision, la puissance d'un bruit non stationnaire par 
opposition a un bruit stationnaire. II est interessant de constater que pour un RSB de 0 
dB, la deuxieme version de la methode proposee fournit un resultat similaire a celui 
obtenu par la premiere version pour un RSB de 5 dB. 
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Impulsive Noise (SNR = 0 dB) 
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Figure 5.4 Spectres LPC de (a) signal original, (b) signal degrade, et (c) signal traite, en 
presence d'un bruit impulsif (RSB = 0 dB). 
L'evaluation de la performance de notre methode, en termes de distance cepstrale, a 
ete effectuee selon la procedure decrite dans la section 5.2.2. Mentionnons que dans le 
calcul des differentes distances cepstrales, le coefficient cepstral d'ordre zero, qui 
represente l'energie moyenne dans la trame de donnees en analyse, n'a pas ete pris en 
compte. Le tableau 5.3 resume les resultats obtenus. 
D'apres ces resultats, on constate une certaine robustesse au bruit acquise par les 
parametres spectraux, par application de la methode proposee, meme pour des 
conditions bruyantes severes. 


























II convient de noter que la performance de la deuxieme version de la methode 
proposee est superieure a celle de la premiere version. Ce resultat est du notamment a la 
relaxation de la contrainte d'obtenir, a chaque iteration, une matrice de correlation 




PERSPECTIVES DE DEVELOPPEMENT 
Ce chapitre est dedie aux points qui ont ete etudies, mais qui n'ont fait l'objet 
d'aucune publication. Quelques perspectives de developpement ainsi que des resultats 
preliminaires et interessants sont inclus dans ce chapitre, ouvrant la voie a davantage de 
recherche sur le sujet. 
6.1 Traitement parametrique en presence de bruit 
Particulierement adaptee a la modelisation d'enveloppe spectrale d'un signal audio, 
1'analyse LPC est retenue dans ce projet de these comme methode parametrique pour la 
representation de l'energie du spectre d'un signal audio. 
Rappelons que 1'analyse LPC consiste a extraire de chaque trame de donnees 
differents parametres qui peuvent etre regroupes en deux classes distinctes. La premiere 
classe regroupe les parametres spectraux (ou les coefficients PARCOR, pour « partial 
correlation ») qui represented l'energie du spectre d'un signal audio. La seconde classe 
incorpore un signal residuel (obtenu par filtrage inverse LPC) qui est souvent associe a 
un bruit blanc (densite spectrale de puissante egale pour toutes les frequences). 
Le probleme de la sensibilite au bruit de fond des traitements parametriques est bien 
connu. De faibles variations entre deux trames de donnees consecutives peuvent 
entrainer une deviation importante des parametres spectraux lors de l'analyse. Ces 
variations sont habituellement generees soit par un bruit ambiant, soit par l'erreur de 
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quantification. A la synthese, cette deviation entraine de fortes variations dans le spectre 
restitue par le filtre de reconstruction. Ce phenomene d'instabilite conduit souvent a une 
degradation globale de la qualite de perception du signal audio reconstruit. Sambur et 
Jayant [52] ont montre que les degradations generees par un bruit blanc sont les plus 
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Figure 6.1 Principes des approches de traitement parametrique en presence de bruit. 
Pour pallier ce probleme, deux approches de traitement parametrique en presence de 
bruit sont souvent utilisees : 
1. La premiere approche consiste a effectuer un traitement pour la reduction de bruit, 
generalement dans le domaine frequentiel, comme un pretraitement pour la 
modelisation parametrique du signal audio. 
2. La seconde approche consiste plutot a appliquer un traitement pour la reduction de 
bruit directement dans le domaine de correlation afin d'evaluer les parametres 
spectraux qui modelisent convenablement l'enveloppe spectrale du signal. 
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Les principes de ces deux approches sont illustres a la Figure 6.1. Rappelons qu'un 
des objectifs de cette these est de determiner laquelle des deux approches permet 
d'obtenir la meilleure fidelite de l'enveloppe spectrale, d'un signal audio, a sa structure 
formantique. 
6.2 Disposition du traitement combine 
Dans cette etude comparative, nous considerons un signal audio contamine par un 
bruit blanc gaussien additif. Nous utilisons la methode developpee dans le chapitre 4 
(traitement pour la reduction de bruit dans le domaine frequentiel) comme un 
pretraitement pour la modelisation parametrique du signal audio (principe de la premiere 
approche illustree a la Figure 6.1). Quant a la seconde approche (illustree a la Figure 
6.1), elle est implemented moyennant l'utilisation de l'une des deux methodes 
developpees dans le chapitre 5 (traitement pour la reduction de bruit dans le domaine de 
correlation). II est interessant de constater que ces deux methodes (objets du chapitre 5) 
sont identiques en cas d'un bruit blanc gaussien additif. Rappelons qu'en cette situation 
de bruit, seul le retard de correlation d'ordre zero est compense, alors que les retards de 
correlation d'ordres superieurs sont maintenus inchanges. 
La Figure 6.2 illustre la superposition du spectre d'un signal de parole (obtenu par 
FFT) et differentes estimations d'enveloppes spectrales, notamment par la methode LPC 
standard et par les approches de traitement combine considerees. Cette figure est 
obtenue en moyennant 10 realisations de la premiere occurrence de la voyelle Id dans la 
phrase « Flowers grow in the garden », prononcee par un locuteur male et echantillonnee 
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a 11.025 kHz. Un bruit blanc est superpose acoustiquement (une legere coloration du 
bruit est obtenue, selon l'acoustique de l'environnement de l'experience) a ce signal 
pour un RSB de 0 dB. L'ordre de l'analyse LPC ainsi que la largeur de la fenetre 
d'analyse sont fixes a 15 et approximativement 23 ms, respectivement. Le facteur de 
compensation utilise dans la methode de MS ainsi que le seuil statistique utilise dans 
l'equation (4.1 la) ont ete fixes comme indique dans la section 5.6.2. 
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Figure 6.2 Comparaison des approches de traitement combine. 
En comparaison avec la seconde approche, ce graphique montre que l'utilisation d'un 
traitement pour la reduction de bruit, dans le domaine frequentiel, comme un 
pretraitement pour la modelisation parametrique d'un signal audio (principe de la 
premiere approche) permet d'obtenir une meilleure fidelite de l'enveloppe spectrale, 
d'un signal audio, a sa structure formantique. Ce resultat est coherent avec les travaux 
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proposes dans la litterature [53] dans la mesure ou la premiere approche reussit 
efficacement a reduire le bruit de fond tout en contournant les problemes d'instability 
souvent rencontres par les techniques de modelisation lineaire predictive. Par contre, la 
seconde approche ne permet qu'une reduction partielle du bruit decidee par la contrainte 
de stabilite des parametres spectraux a evaluer. 
II convient de mentionner que nous avons obtenu des resultats similaires sur d'autres 
phrases et phonemes. Ces comparaisons etant subjectives sur Failure d'un grand nombre 
de graphiques, nous avons presente dans ce chapitre seulement un exemple. 
6.3 Amelioration de la precision de I'estimateur de la 
variance du bruit 
Les methodes developpees dans le chapitre 5 reposent sur l'algorithme de MS [36] 
pour evaluer la puissance du bruit dans la sequence d'autocorrelation du signal observe. 
Ces deux methodes sont particulierement appropriees a etre utilisees dans des situations 
de bruit dont les effets s'etendent sur 1'ensemble des retards de la fonction de 
correlation. Deux problemes bien connus sont associes a l'utilisation de l'algorithme de 
MS. Premierement, la variance de la DSP de bruit estimee par cette methode est deux 
fois plus elevee que celle d'un estimateur classique [38]. Deuxiemement, en cas de 
durees suffisamment prolongees des periodes de silence (imposant un debit audio plus 
lent), des segments audio de faible energie (c.-a-d., son non voise) peuvent 
occasionnellement etre confondus avec des niveaux de bruit si la largeur selectionnee de 
la fenetre de recherche du minimum n'est pas convenablement choisie (c.-a-d., n'est pas 
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assez large). Ainsi, les parametres spectraux obtenus apres compensation peuvent ne pas 
representer la structure formantique du signal avec suffisamment de precision. 
Pour pallier ces problemes, nous avons developpe une nouvelle methode qui permet 
d'ameliorer la precision de l'estimateur de la variance du bruit dans le cas d'un signal 
audio contamine par un bruit blanc additif. Cette methode consiste a substituer 
l'estimateur de la DSP de bruit base sur l'algorithme de MS par un nouvel estimateur qui 
repose sur la methode ODNE de Cadzow [1], la decomposition en valeurs singulieres 
(SVD pour « Singular Value Decomposition ») tronquee de la matrice de correlation (au 
sens des moindres carres) [56] et la propriete statistique d'appariement des retards de 
correlation d'ordres superieurs [55]. Contrairement aux methodes developpees dans le 
chapitre 5, cette methode exploite le principe que dans le domaine de correlation seul le 
retard de correlation d'ordre zero est affecte par un bruit blanc additif, alors que les 
retards de correlation d'ordres superieurs sont maintenus inchanges [42]. II convient de 
mentionner que cet estimateur atteint la borne de Cramer-Rao (borne inferieure sur la 
variance d'un estimateur sans biais) meme pour des valeurs de RSB inferieures a 0 dB 
[55]. 
Ensuite, nous avons developpe une technique iterative qui consiste a reduire par 
soustraction le bruit affectant le retard de correlation d'ordre zero. En plus de 
l'amplitude des coefficients de reflexion, cette technique considere l'utilisation de la 
valeur propre minimale de la matrice de correlation comme condition d'arret predefinie. 
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Etant identiques dans le cas d'un bruit blanc gaussien additif, nous comparons Tune 
des deux methodes developpees dans le chapitre 5 (designee dans ce chapitre par AMS) 
a celle qui repose sur la SVD tronquee et la propriete statistique d'appariement des 
retards de correlation d'ordres superieurs (designee dans ce chapitre par ASVD). 
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Figure 6.3 Comparaison des methodes AMS et ASVD. 
La Figure 6.3 illustre la superposition du spectre d'un signal de parole (obtenu par 
FFT) et differentes estimations d'enveloppes spectrales, notamment par la methode LPC 
standard, la methode AMS et la methode ASVD. Cette figure est obtenue en moyennant 
10 realisations de la premiere occurrence de la voyelle lol dans la phrase « A boy ran 
down the path », issue de la base de donnees HINT, prononcee par un locuteur male et 
echantillonnee a l l .025 kHz. Un bruit blanc gaussien est synthetise par un generateur de 
bruit et superpose acoustiquement (une legere coloration du bruit est obtenue, selon 
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l'acoustique de l'environnement de l'experience) a ce signal pour un RSB de 0 dB. La 
largeur de la fenetre d'analyse est fixee a approximativement 23 ms. L'ordre de 
1'analyse LPC est etabli a 15. 
Ce graphique montre que l'enveloppe spectrale du signal audio traite par la methode 
ASVD (dessinee en ligne continue noire sur la Figure 6.3) represente plus fidelement 
Penergie du spectre (particulierement en basse frequence) en comparaison avec celle 
obtenue par la methode AMS (dessinee en trait pointille vert sur la Figure 6.3). Ce 
resultat est du notamment a une estimation plus precise de la variance du bruit par la 
methode ASVD que celle obtenue par la methode AMS. Bien evidemment, une 
estimation precise de la variance du bruit conduit a l'obtention de parametres spectraux 
robustes et qui modelisent convenablement la structure formantique du signal. 
Les principales contributions de la methode ASVD proposee, semblent etre : 
• En comparaison d'un estimateur base sur l'algorithme de MS, cette methode permet 
d'obtenir une estimation plus precise de la variance d'un bruit de fond additif, en 
particulier blanc. 
• Particulierement appropriee a un bruit blanc centre et a distribution gaussienne, cette 
methode fournit des parametres spectraux stables et precis. 
• L' effort calculatoire de la methode est approximativement de 0(p ) (excluant celui 
necessaire a la determination du rang d'une matrice p x q au moyen de la SVD 
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tronquee). Considere reduit, cet effort calculatoire est d'autant plus faible que le 
nombre de periodes de silence dans un signal audio est eleve. 
Ces premiers resultats, meme s'ils restent preliminaires, permettent de maintenir 
ouvertes des voies de recherche sur le sujet relativement peu explore par les chercheurs. 
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CHAPITRE 7 
DISCUSSION GENERALE ET CONCLUSION 
En s'articulant autour de trois axes, les travaux de recherche couverts par cette these 
proposent des solutions algorithmiques innovantes et pertinentes pour ameliorer la 
qualite de 1'information audio large bande dans des applications portables munis d'un 
reseau de communication. Nous considerons le cas des aides auditives numeriques. 
Le premier axe porte sur le developpement d'une nouvelle approche a deux 
microphones qui repose sur la combinaison d'une technique de filtrage adaptatif 
proposee auparavant dans la litterature et d'un estimateur de DSP du bruit. Elaboree 
dans le domaine frequentiel, cette methode est consideree avantageuse en temps de 
calcul et ressources memoire, ce qui permet d'envisager son implementation en temps 
reel. Pour evaluer la methode proposee en termes de performance, nous avons realise de 
nombreux tests objectifs et subjectifs sur plusieurs signaux audio contamines par 
differents types de bruit pour differents RSB. Les resultats de ces tests ont demontre la 
superiorite de notre methode par rapport a d'autres methodes concurrentes, notamment 
dans des situations de bruit fortement non stationnaire (bruit impulsif et bruit 
d'ambiance de type « cocktail-party »). 
Bien que les methodes a deux microphones soient simples, fiables en termes de 
consommation d'energie et faciles a implementer en temps reel, elles n'offrent des 
conditions d'ecoute optimales pour les malentendants que lorsque le locuteur et le bruit 
sont diametralement opposes dans un espace peu reverberant (cas des microphones 
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directionnels). De nombreuses etudes montrent que l'utilisation d'un reseau de 
microphones permettant de focaliser l'antenne formee vers le locuteur avec qui le 
malentendant converse, constitue une solution prometteuse pour augmenter la 
discrimination des sons et ameliorer la comprehension de la parole dans le bruit [54]. En 
ce sens, une voie encourageante serait de generaliser la methode developpee dans le 
chapitre 4 a un reseau de microphones et proceder a des etudes comparatives 
supplementaires pour confirmer son efficacite en termes de gain en intelligibilite et en 
agrement d'ecoute. 
Le second axe concerne 1'elaboration d'une approche innovante qui permet de limiter 
la distorsion de l'enveloppe spectrale d'un signal audio large bande corrompu par un 
bruit de fond additif. II s'agit d'une methode iterative qui repose sur une condition 
d'arret predefinie et l'algorithme de MS (pour « Minimum Statistics »). Des parametres 
spectraux compenses et stables peuvent ainsi etre obtenus aussi longtemps que les 
coefficients de reflexion estimes sont strictement inferieurs a l'unite en amplitude (la 
matrice de correlation compensee est definie positive). Deux versions de cette methode 
ont ete proposees. La premiere version ne permet en effet qu'une faible reduction de 
bruit, due a la contrainte d'obtenir, a chaque iteration, une matrice de correlation definie 
positive pour 1'ensemble des retards de correlation compenses. Afin de relaxer cette 
contrainte, nous avons propose une seconde version de cette methode qui permet de 
compenser individuellement les retards de correlation (en commencant par le retard de 
correlation d'ordre zero) des effets d'un bruit de fond. Ainsi, une meilleure reduction de 
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bruit peut etre obtenue sans compromettre la propriete de la matrice de correlation d'etre 
definie positive. 
En effet, deux problemes bien connus sont associes a l'utilisation de ralgorithme de 
MS. Premierement, la variance de la DSP de bruit estimee par cette methode est deux 
fois plus elevee que celle d'un estimateur classique. Deuxiemement, en cas d'un debit 
audio plus lent, des segments audio de faible energie peuvent occasionnellement etre 
confondus avec des niveaux de bruit si la largeur selectionnee de la fenetre de recherche 
du minimum n'est pas convenablement choisie (c.-a-d., n'est pas assez large). Ainsi, les 
parametres spectraux obtenus apres compensation peuvent ne pas representer la structure 
formantique du signal avec suffisamment de precision. 
Pour pallier ces problemes, nous avons developpe une nouvelle methode qui permet 
d'ameliorer la precision de l'estimateur de la variance du bruit dans le cas d'un signal 
audio contamine par un bruit blanc additif. Cette methode consiste a substituer 
l'estimateur de la DSP de bruit base sur l'algorithme de MS par un nouvel estimateur qui 
repose sur la methode ODNE de Cadzow, la decomposition en valeurs singulieres (SVD 
pour « Singular Value Decomposition ») tronquee de la matrice de correlation (au sens 
des moindres carres) et la propriete statistique d'appariement des retards de correlation 
d'ordres superieurs. 
Contrairement aux deux methodes developpees dans le chapitre 5, cette methode 
exploite le principe que dans le domaine de correlation seul le retard de correlation 
d'ordre zero est affecte par un bruit blanc additif, alors que les retards de correlation 
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d'ordres superieurs sont maintenus inchanges. II convient de mentionner que cet 
estimateur atteint la bome de Cramer-Rao meme pour des valeurs de RSB inferieures a 0 
dB. Ensuite, nous avons developpe une technique iterative qui consiste a reduire par 
soustraction le bruit affectant le retard de correlation d'ordre zero. En plus de 
l'amplitude des coefficients de reflexion, cette technique considere l'utilisation de la 
valeur propre minimale de la matrice de correlation comme condition d'arret predefinie. 
En comparaison d'un estimateur base sur 1'algorithme de MS, cette methode permet 
d'obtenir une estimation plus precise de la variance d'un bruit de fond additif, en 
particulier blanc. Bien evidemment, une estimation precise de la variance du bruit 
conduit a l'obtention de parametres spectraux robustes et qui modelisent 
convenablement la structure formantique du signal. Ces premiers resultats, meme s'ils 
restent preliminaries, permettent de maintenir ouvertes des voies de recherche sur le 
sujet relativement peu explore par les chercheurs. 
Quant au troisieme axe, il porte sur une etude empirique permettant de determiner 
l'ordre qui conduit a l'obtention de la meilleure fidelite de l'enveloppe spectrale, d'un 
signal audio, a sa structure formantique, lorsque les deux traitements, parametrique et 
reduction de bruit, sont combines. Les resultats obtenus sont coherents avec les travaux 
proposes dans la litterature dans la mesure ou la strategie de faire preceder le traitement 
parametrique classique par un traitement pour la reduction de bruit permet de reduire 
considerablement le bruit de fond tout en contournant les problemes d'instabilite souvent 
rencontres par les techniques de modelisation lineaire predictive. 
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De nombreuses perspectives interessantes de developpement sont possibles a partir de 
ces idees. Une perspective encourageante serait d'etendre l'estimateur de la variance du 
bruit decrit dans la section 6.2 a des situations plus representatives de la realite, en 
permettant 1'evaluation de la puissance du bruit non seulement dans le retard de 
correlation d'ordre zero, mais aussi dans les retards de correlation d'ordres superieurs. 
Ainsi, la reduction de bruit par soustraction serait nettement plus importante et la 
methode serait adequate pour une large variante de perturbations. 
Une autre perspective de developpement possible serait de mettre en place une 
plateforme de test basee sur un codeur LPC (compose d'un analyseur, un codeur, un 
decodeur et un synthetiseur) et un prototype de prothese auditive, equipe d'un reseau 
local, afin d'evaluer les methodes proposees dans des conditions acoustiques reelles et 
selon des contraintes de fonctionnement en temps reel. 
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Abstract—Linear prediction based speech (LPC) 
analysis is known to be sensitive to the presence of 
additive noise. In this paper, we present a noise-
compensated method for LPC analysis which ensures 
good spectral matching between the original speech 
spectrum and the autoregressive (AR) model 
spectrum. In this method, the noise periodogram is 
obtained first by applying a simplified noise power 
spectral density (PSD) estimator on the calculated 
noisy periodogram. Then, the effect of noise on the 
spectral parameters is decreased by gradually 
subtracting values of the resulting noise 
autocorrelation coefficients from the coefficients 
derived from the noisy speech. By taking the absolute 
value of the estimated reflection coefficients as the 
decision criterion, we show that this iterative 
procedure ensures a significant decrease of the 
degrading effect of noise while the estimated 
autocorrelation matrix is guaranteed to be positive 
definite. The method was tested on real speech 
signals and yielded superior performance when 
compared to conventional LPC analysis, even in 
severe noisy conditions. 
I. INTRODUCTION 
LPC is the most common parametric modeling 
technique for low-bit-rate speech coding and it is a 
powerful tool in speech analysis. LPC analysis 
models the speech signal as a p-th order AR 
system. In a controlled, noise-free environment, the 
performance of LPC is often satisfactory. With 
additive noise, however, the signal spectrum is no 
longer an AR model spectrum [1], and the LPC 
analysis process yields poor spectral estimates of 
the input speech. As such, the spectrum of the LPC 
synthesis filter becomes distorted, and this results 
in an overall degradation in the quality of the 
recovered speech. 
M. Boukadoum 
Department of computer science 
Universite du Quebec a Montreal 
Montreal, Quebec, Canada 
Boukadoum.Mounir@uqam.ca 
A wide variety of approaches that aim at 
improving the noise immunity of LPC analysis 
have been proposed. A noise reduction approach 
using the pitch synchronous addition technique was 
reported in [2]. In that method, the estimated frame 
is obtained by carrying out a synchronous average 
of multiple pitch periods included within the 
analysis frame. Although pitch synchronous 
analysis yields reliable pitch estimation in a voiced 
section of speech, it is more vulnerable to errors at 
voiced-unvoiced boundaries where pitch periods 
are often irregular. Moreover, the improvement in 
signal-to-noise ratio (SNR) achieved by the method 
is constrained by the number of pitch periods 
included in the analysis frame (of 20-25 ms 
duration), which is assumed to be stationary. 
Autocorrelation subtraction methods based on 
the common spectral subtraction technique have 
also been proposed [3]. The approach reduces 
degradation caused by additive noise by subtracting 
the noise periodogram from the periodogram of 
noisy speech after estimation of the former during 
non-speech activity periods. Whereas this method 
is efficient when the noise is locally stationary, it 
becomes ineffective when the noise statistics are 
time-varying or when the noise power is equal to or 
greater than the signal power. On the other hand, 
noise-compensated AR coefficient estimation has 
been successfully applied to noise reduction in 
LPC analysis [4]. Noise compensation is achieved 
by gradually subtracting a noise power estimate 
from the autocorrelation function (ACF) of noisy 
speech. In the study, the noise was assumed to be 
known, and the noise power was reduced at a given 
iteration step from the whole ACF of the corrupted 
speech. 
The present study proposes an alternative noise-
compensated method for LPC analysis which 
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ensures good spectral matching between the 
original speech spectrum and the AR model 
spectrum. In this method, the noise periodogram is 
obtained first by applying a simplified noise PSD 
estimator on the calculated noisy periodogram. 
Then, the effect of noise on the spectral parameters 
is decreased by gradually subtracting values of the 
resulting noise autocorrelation coefficients from the 
coefficients derived from the noisy speech. By 
taking the absolute value of the estimated reflection 
coefficients as the decision criterion, we will show 
that this iterative procedure ensures a significant 
decrease in the degrading effect of noise while the 
estimated autocorrelation matrix is guaranteed to 
be positive definite. Unlike the methods mentioned 
above, our method properly tracks the noise power 
level related to the noise autocorrelation 
coefficients. Thus, the need to consider an 
estimation error of the noise power is avoided. In 
addition, the noise is assumed to be totally 
unknown, which is the case in many speech 
processing applications. 
II. AR MODELING OF SPEECH IN NOISE 
Assume that the signal sequence {s(n), n = 
l,2,...JV} is produced at the output of ap-th order 
AR process driven by a white noise process w(n) 
with distribution A/|0,<x^ j . We have 
p 
s{n) = -'Yjaks(n-k) + w(n) (1) 
k=\ 
where {<%, k = 1,2,...,/)} are real coefficients of the 
AR process. In most applications, the signal to be 
modeled contains white noise. Thus, the AR signal 
s(n) is corrupted by a sequence of white noise v(n) 
with distribution 7V(0,cr̂  J as follows: 
x(n) = s(n) + v(w) (2) 
Moreover, the corrupting noise v(«) is assumed to 
be uncorrelated with the driving noise w(n), i.e., 
E\y(n)w(n-m)}=0 for all m, where £"{•} is the 
expected value operator. The order p of the AR 
process is assumed to be known. 
For the noiseless case, {a*} can be found by 
solving the Yule-Walker equations 
p 
RSs{k) = -Yj
amRsS{k-m), k>\ (3) 
m=\ 
where Rss(k) denotes the ACF of s(n) and can be 
estimated using the biased ACF estimator: 
, N-l-k 
*»(*)= T7 2/(»M» + *), 
Ar = 0,l,...,iV-l (4) 
For a/?-th order AR model, Rss(k) needs to be 
determined only for 0 < k < p. Obviously, any p 
equations are sufficient to determine the AR 
parameters. Usually, k = 0,1,... ,p is chosen so 
that a set of symmetric Toeplitz equations is 
obtained. 
When noise is present, although the only 
accessible observation is x(n) instead of s(ri), we 
can still estimate Rss (k) by noting that 
*-<*> = fe2"ffv2 f i = n (5) •*s \Rxx{k) for k* 0 v ' 
Since the noise variance <rv is assumed to be 
unknown, Rss(k) can be estimated for all lags 
other than zero from x(n). This can be 
accomplished by using the high-order Yule-Walker 
equations, where Rss(0) is not involved [5]. 
Unfortunately, such approach suffers from the 
positive definiteness constraint of the estimated 
autocorrelation matrix and from the effect of the 
noise, whose energy spreads all over the 
autocorrelation lags of speech, i.e., nonstationary 
noises. The possible singularity of the 
autocorrelation matrix may lead to a substantial 
increase in the variance of the AR spectral 
estimate. Ignoring the noise effect on all lags other 
than zero may cause underestimation of the noise 
variance. 
In this paper, we consider estimation of the AR 
parameters in the presence of additive noise. We 
assume that the noise variance is unknown and that 
the noise effect extends over the whole 
autocorrelation function of speech. Note that in 
practice, linear prediction is equivalent to AR 
spectral estimation. 
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III. PROPOSED METHOD 
In the previous section, we discussed the 
problem of AR spectral estimation when white 
noise is added. In most practical environments, 
however, speech is degraded by additive noise that 
is not white. In order to deal with various noise 
processes, an estimate of the noise variance should 
be subtracted from the whole ACF Rxx(k), k = 
0,1,.. .,p, of speech. Generalizing the result given in 
(5), we expect the noiseless Rss estimate to be 
expressed in the form 
Rss(k) = Rxx(k)-a
2
v{k)-u{k), k = 0,l,...,p (6) 
where w(.) is the discrete-time unit step. Let 
R„„(k) = al(k)• u(k), k = 0,1,...,p be the biased 
ACF estimate of the unknown noise process. Let 
Pm(a>i) be an estimation of noise periodogram at 




Because of the efficiency of the minimum 
statistics algorithm to perform in both stationary 
and nonstationary noise [6], a simplified noise PSD 
estimator is used to estimate the noise periodogram 
Pm. To carry out the running spectral minima 
search, the D subsequent noise PSD estimates are 
divided into 2 sliding data subwindows of D/2 
samples, and the minimum estimate is updated 
every time instant. Using that running update rate, 
the highest delay that could occur in response to a 
rising noise power is about D. Taking the inverse 
DFT of Pm yields an estimate of the noise ACF. 
Consider the nonsingularity constraint of the 
noiseless autocorrelation matrix derived from (6). 
In order for Rss to be a positive definite 
autocorrelation matrix, it is necessary that the 
associated reflection coefficients be strictly 
bounded by one in magnitude [7]. Taking this 
condition as a decision criterion, the effective 
amount of noise reduction can readily be monitored 
by means of an iterative processing scheme. In the 
considered iterative procedure, the update equation 
for i?„ at the rth iteration is as follows: 
RJX) = |tf„(*)| - (1 - M • i\\R„n (*)| • <k)\ 
• sgn \R„ (*)| -(l-fi-i)- \Rm {k)\ • u{k)} (8) 
where // is a step size parameter that must be a 
positive number. The step size affects both the rate 
of convergence and the estimation accuracy. This 
parameter can be optimized by experiments and 
was set to 0.05 in this work. Notice that the sign 
function, "sgn", is used in (8) to prevent 
overestimation of the noiseless Rss, particularly at 
high- order autocorrelation lags where the noise 
ACF estimate frequently decays to values below 
zero. 
The steps of the iterative procedure may be 
summarized as follows: 
1. Compute the biased ACF estimate Rxx and 
the corresponding periodogram Pxx . 
2. Apply the simplified noise PSD estimator to 
estimate noise periodogram Pnn. 
3. Compute the estimate of the noise ACF Rnn 
by inverse DFT of Pm. 
4. Set the initial iteration value / to 0. 
5. Compute the autocorrelation lag values 
Rss (k), k = 0,1,... ,p using the update 
equation in (8). 
6. Evaluate the prediction and reflections 
coefficients by the Levinson-Durbin 
recursion. 
7. Let Ty+i be the (j+l)st reflection coefficient, 
j = 0,l,...,p-l. If |r>,| < 1 holds for ally, then 
the prediction coefficients obtained in step 6 
are valid and the iterative procedure is 
complete. Otherwise, increase the iteration 
value (i = i+l) and go back to step 5. 
A block diagram of the proposed method is 
depicted in Figure 1. 
IV. PERFORMANCE EVALUATION 
To evaluate the effectiveness of the proposed 
method, we conducted an LPC analysis of three 
vowels taken from an utterance of the sentence 
"Flowers grow in the garden" spoken by a male 
talker. The analysis frame length was set to 256 
data samples (23 ms at 11.025 kHz sampling rate) 
with 50% overlap. The analysis and synthesis 
windows had thus the perfect reconstruction 
property. The LPC analysis was performed in the 
presence of two noise processes, namely white and 
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impulsive noise, at diverse SNR levels. The input 
SNR was varied from -5 dB to 15 dB in 5 dB steps. 
The LPC order was set to 15. 
TABLE I. PERFORMANCE EVALUATION IN TERMS OF 












Figure 1. Block diagram of the proposed method. 
We evaluated the improvement achieved by our 
method in terms of cepstral distance according to 
the following procedure: 
• Compute the cepstral distance Cci between 
the spectrum of the clean speech and that 
of the improved speech. 
• Compute the cepstral distance CC(j between 
the spectrum of the clean speech and that 
of the degraded speech. 
• Compute the difference Q between Ccj and 
Cat-
We select Q as the performance evaluation 
criterion. An improvement is achieved if Q < 0, 
and the spectral estimation becomes poorer if Q > 
0. Tables I and II summarize the results of the 
cepstral distance in the estimation of the noiseless 
ACF when white noise and impulsive noise are 
added, respectively. Notice that in the calculation 
of the cepstral distance, the initial cepstral 
coefficient, which represents the average energy of 
the speech frame, was discarded. From the 
obtained results, it is seen that the proposed method 
is effective at decreasing the variance of the 
estimated prediction coefficients, even in severe 
noisy conditions. It can also be noted that the 
degree of improvement in the case of white noise is 
higher than that of impulsive noise. This is because 
the noise PSD estimator performs better in the 


























TABLE II. PERFORMANCE EVALUATION IN TERMS OF 

























The robustness of the proposed procedure to 
additive white noise is illustrated in Figure 2. The 
figure shows the LPC power spectra estimates 
obtained by averaging 10 realizations for the 
second lol vowel of the sentence under 
examination before and after noise compensation. 
The input SNR was set to 5 dB. It can be seen from 
curves (b) and (c) that the latter tracks the LPC 
structure of the clean signal more closely than the 
former. In particular, the shape of the first three 
formants is better preserved in the improved 
section (c) compared to the degraded section (b). 
The behavior of the first 3 formants is perceptually 
of crucial importance in many applications, e.g., 
voice coders [8]. 
White noise (SNR = 5 dB) 
1.5 2 2.5 3 3.5 4 4.5 5 
Frequency (kHz) 
Figure 2. Averaged LPC spectra of (a) clean signal (solid), (b) 
degraded signal (dotted), and (c) improved signal 
(dashed), in the presence of white noise (Input SNR 
= 5 dB). 
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V. DISCUSSION 
We will now address the issue of the 
computational effort needed by the proposed 
method. Clearly, the major computational effort in 
the proposed method is the iteration of the 
Levinson-Durbin recursion. Note that only the 
Levinson-Durbin recursion is iterated and the 
computation of the autocorrelation lag values is not 
considered. For a /?-th order model, the Levinson-
Durbin recursion requires 0(p2) arithmetic 
operations. When the step size parameter /u is set to 
0.05, only 20 iterations for all autocorrelation lags 
are needed in the worst case. Assuming (p + 1) 
autocorrelation lags and setting/? = 15, the iterative 
procedure requires about/?3 arithmetic operations in 
comparison to about/?2 operations for standard LPC 
spectral analysis. For a signal of length N, 
computing the autocorrelation function requires 
about N-(p + 1) arithmetic operations. 
Therefore, if N » p, the cost associated with 
finding the autocorrelation function will dominate 
the computational effort of the modeling 
procedure. 
VI. SUMMARY 
We have developed an iterative method to 
compensate for the degrading effect of noise on the 
prediction parameters when an LPC spectral 
analysis is used. It was verified that an accurate 
estimate of noise variance prior to LPC analysis 
maximizes the improvement in the AR spectral 
estimate. It was also observed that subtracting an 
estimate of the noise power from the whole 
autocorrelation function of speech, allows dealing 
with more general noise processes than white 
noise. In the future, it is planned to perform a 
comparative study of our method with other 
existing noise compensation algorithms. 
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Abstract—It is well known that linear predictive 
coding (LPC) performs well when the prediction 
coefficients are estimated from noise-free speech, and 
the system tends to degrade and perform poorly on 
noisy speech. This paper describes a method to 
minimize the degradation on the prediction 
coefficients in the presence of noise when an LPC 
analysis is used. In this method, a more accurate 
estimation of noise power is computed by using a 
simplified noise power spectral density (PSD) 
estimator. After an inverse discrete Fourier 
transform (DFT), the extracted noise autocorrelation 
coefficients are gradually subtracted from the 
coefficients derived from noisy speech according to 
an iterative processing scheme. The proposed 
processing scheme takes the absolute value of the 
estimated reflection coefficients as the decision 
criterion. It is shown that performing this iterative 
procedure on every autocorrelation lag ensures a 
substantial decrease in the degrading effects of noise, 
while the estimated autocorrelation matrix is 
guaranteed to be positive-definite. Experimental 
results indicate that the variance of the estimated 
prediction coefficients can be decreased significantly 
using the proposed method. 
I. INTRODUCTION 
Accurate estimation of LPC coefficients (or 
spectral parameters) is an important problem in 
low-bit-rate speech coding. Because the 
coefficients are directly related to the pole 
locations, which are function principally of formant 
frequencies and bandwidths, the standard LPC 
technique requires that the spectral parameters be 
estimated from noise-free speech. In noisy 
conditions, however, the LPC coefficients are 
subject to severe temporal variations as compared 
M. Boukadoum 
Department of computer science 
Universite du Quebec a Montreal 
Montreal, Quebec, Canada 
Boukadoum.Mounir@uqam.ca 
to those observed when processing noise-free 
speech. Thus, they may no longer represent the 
proper configurations and shapes of the glottal 
source and the vocal tract system. Consequently, 
the spectrum of the LPC synthesis filter exhibits 
formant shifting and bandwidth widening, leading 
to an overall degradation in the quality of the 
reconstructed speech. 
There have been several methods that aim to 
reduce the effects of noise on LPC parameters. The 
existing methods used to retrieve the spectral 
parameters of speech from noise corrupted 
measurements can be divided into two main 
categories: autoregressive moving average 
(ARMA) process based estimation and parameter 
compensation [1]. The basic principle of the 
ARMA process based estimation is to represent the 
p-th order noisy autoregressive (AR) model of 
speech by an ARMA (p, p) process and then to 
estimate the AR parameters by using the selected 
ARMA process. Attributed to this category are the 
modified Yule-Walker (MYW) equations method 
[1] and the recursive prediction error (RPE) 
method [2], Although the MYW method yields a 
straightforward algorithm from the computational 
point of view, it suffers from poor estimation 
accuracy and relatively low efficiency due to the 
use of high order autocorrelation lag estimates. On 
the contrary, the RPE method yields consistent 
parameter estimates at the cost of high 
computational complexity. 
On the other hand, iterative [3] and adaptive [4] 
noise subtraction methods have been suggested to 
compensate the spectral parameters for the noise 
bias. These methods can be attributed to the 
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parameter compensation category. Noise 
compensation in [3] is achieved by gradually 
subtracting a noise power estimate from the 
autocorrelation function (ACF) of noisy speech. In 
this study, the noise was assumed to be known, and 
the noise power was reduced at a given iteration 
step from the whole ACF of the corrupted speech. 
Instead of deriving the exact noise variance, the 
method in [4] determines a suitable bias that should 
be subtracted from the zero-lag autocorrelation 
function. In this method, the LPC synthesis filter is 
guaranteed to be stable by confining the noise 
variance to be less than the minimum eigenvalue of 
the autocorrelation matrix. 
This paper describes an alternative method to 
minimize the degradation on the prediction 
coefficients in the presence of noise when an LPC 
based speech analysis is used. In this method, a 
more accurate estimation of noise power is 
computed by using a simplified noise PSD 
estimator. After an inverse DFT, the extracted 
noise autocorrelation coefficients are gradually 
subtracted from the coefficients derived from noisy 
speech according to an iterative processing scheme. 
The proposed processing scheme takes the absolute 
value of the estimated reflection coefficients as the 
decision criterion. In contrast to the parameter 
compensation methods mentioned above, the 
proposed iterative procedure is performed on every 
autocorrelation lag and allows a substantial 
decrease in the degrading effects of noise on the 
spectral parameters at the expense of an increase in 
the computational effort. In addition, the noise is 
assumed to be totally unknown, which is the case 
in many speech processing applications. Unlike the 
method we initially proposed in [5], the amount of 
noise power subtracted from each autocorrelation 
lag may be different. As a result, better noise 
compensation can be achieved, while the estimated 
autocorrelation matrix is always guaranteed to be 
positive-definite. 
II. NOISE COMPENSATION IN THE CONTEXT OF 
LINEAR PREDICTION 
Let s(n) be the discrete-time series of a speech 
signal to be estimated from a noise corrupted 
measurement 
x(n) = s(n) + v{n), n=\,...,N (1) 
where v(«) is uncorrelated white noise process 
with unknown variance crv . 
If s(n) satisfies the "all-pole" assumption, it can 
be modeled as the output of a p-th order linear 
predictor process excited by a sequence of zero-
mean white noise w(ri) with variance a^: 
p 
s(n) = -S^ aks(n -k) + w(n) (2) 
*=i 
In the noise-free case, the p unknown 
parameters {ak} of the linear predictor can be 
obtained by solving the Yule-Walker equations 
p 
Rss{k) + Yj
amRss(k-m) = 0, k = l,2,-..,P (3) 
m=\ 
where Rss(k) denotes the ACF of the process s{n), 
and can be estimated using the biased ACF 
estimator 
, N-l-k 
Rss(k) = — ^s(n)s(n + k),k = 0,l,...,N-l (4) 
n=0 
For a p-th linear predictor, Rss(k) needs to be 
determined only for 0 < k < p. If the process s(n) is 
replaced by x{n), then the ACF of the latter, 
Rxx(k) = E{x{n + k)x(n)} may be expressed as 
*„(*) = Rss(k) + Rw(k) = Rss(k) + a
2
vS(k) (5) 
where R^, is the ACF of the white noise process 
v(«), 8{.) is the Kronecker delta, and E{) is the 
expected value operator. Given that only x(ri) is 
available and the noise variance is unknown, 
Rss(k) cannot be evaluated for 0 < k < p 
directly from (5). One way around this difficulty is 
to use the high-order Yule-Walker equations, 
where Rss(0) is not involved, for the evaluation of 
Rss(k) from x{n) for all lags other than zero [6]. 
Unfortunately, such approach suffers severely from 
the positive definiteness constraint of the estimated 
autocorrelation matrix and from the effect of the 
noise, whose energy spreads all over the 
autocorrelation lags of speech, i.e., nonstationary 
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noises. The possible singularity of the 
autocorrelation matrix may lead to a substantial 
increase in the variance of the estimated spectral 
parameters. Ignoring the noise effect on all lags 
other than zero may cause underestimation of the 
noise power. 
It is the purpose of this paper to deal with the 
evaluation of the noiseless Rss when the noise 
power is unknown and when the noise effects 
extend over the whole autocorrelation function of 
speech. 
III. PROPOSED METHOD 
Although the discussion in the previous section 
is only concerned with the problem of estimating 
the prediction parameters for a process s(ri) in 
white noise v(n), by subtracting an estimate of the 
noise power from Rxx(k), & = 0,1 ,...,/> we may 
easily extend these results to more general noise 
processes than white noise. Generalizing the result 
given in (5), we expect the noiseless Rss estimate 
to be expressed in the form 
*»(*) = *«(*)-°l(k)u(k) , k = 0,l,...,p (6) 
where w(.) is the discrete-time unit step. Let 
Rm(k) = al(k)u(k), k = 0,1,...,p be the biased 
ACF estimate of the unknown noise process. Let 
Pnn be an estimation of the unknown noise power 
over the frequency range of interest. 
In spite of the efficiency of the minimum 
statistics algorithm to perform in both stationary 
and nonstationary noise [7], a simplified noise PSD 
estimator is used to estimate the noise power, Pm. 
To carry out the running spectral minima search, 
the D subsequent noise PSD estimates are divided 
into 2 sliding data subwindows of D/2 samples, and 
the minimum estimate is updated every time 
instant. Using that running update rate, the highest 
delay that could occur in response to a rising noise 
power is about D. Taking the inverse DFT of Pnn 
and using the biased ACF estimator yields a more 
accurate estimate of the noise ACF. 
Consider the nonsingularity constraint of the 
noiseless autocorrelation matrix derived from (6). 
In order for Rss to form a positive-definite 
autocorrelation matrix it is necessary that the 
associated reflection coefficients be strictly 
bounded by one in magnitude [8]. Taking this 
condition as a decision criterion, the effective 
amount of noise reduction can readily be monitored 
by means of an iterative processing scheme. In the 
considered iterative procedure, the update equation 
for Rss at the zth iteration is as follows 
5„(*) = | ^ , ( * ) | - s g n ^ ( t ) } (7a) 
where 
Is (*) = \KX (*)| - (1 - /w) • \km (k)\ • «(*) (7b) 
and where fi is the step size parameter to adjust a 
trade-off between the convergence speed and the 
estimation accuracy. This parameter can be 
optimized by experiments and was set to 0.05 in 
this work. Note that the sign function, "sgn", in (7) 
is used to prevent an overestimation of the 
noiseless Rss, in particular at high order 
autocorrelation lags where the noise ACF estimate 
frequently decays to values below zero. It is also 
considered to perform the iterative procedure on 
every autocorrelation lag, starting from lag zero. 
As a result, different amount of noise power may 
be subtracted from each autocorrelation lag, which 
can considerably decrease the degrading effects of 
noise on the spectral parameters at the expense of 
an increase in computational effort. The steps of 
the iterative procedure may be summarized as 
follows: 
1. Compute the sliding window FFT analysis of 
the noise corrupted measurement. 
2. Apply the simplified noise PSD estimator to 
evaluate the noise power, Pm. 
3. Compute the estimate of the noise ACF, Rnn 
by inverse DFT of Pnn and by using (4). 
4. Compute the biased ACF estimate, R^ . 
5. Set the initial autocorrelation lag value k to 0. 
6. Set the initial iteration value / to 0. 
7. Compute the autocorrelation lag value 
Rss(k), using (7). 
8. Set Rss(m) = Racl(m), for 0<m*k<p. 
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9. Evaluate the prediction and reflection 
coefficients by the Levinson-Durbin 
recursion. 
10. Let ry+1 be the (/+l)st reflection coefficient, 
j = 0,1,...^-1. If |I>,| < 1 holds for ally, then 
the prediction coefficients obtained in step 9 
are valid, set Ract(k) = Rss(k), increase the 
autocorrelation lag value (k - k+\) and go to 
step 11. Otherwise, increase the iteration 
value (/' = i+\) and go back to step 7. 
11. If k < p, then go back to step 6 and repeat the 
process. Otherwise, the noiseless Rss estimate 
is found and the iterative procedure is 
complete. 
Note that in the above description of the 
iterative procedure, we make reference to the 
running ACF estimate, Ract. At the startup of the 
procedure, such ACF is initialized to 
Ract(k) = Rxx{k),k = 0,\,...,p. 
IV. EXPERIMENTAL RESULTS 
The performance of the proposed method was 
investigated using real speech signals filtered at 
11.025 kHz sampling rate. The analysis frame 
length was set to 256 data samples (23 ms) with 
50% overlap. The analysis and synthesis windows 
had the perfect reconstruction property. The 
experimental results were obtained by processing 
an utterance of the sentence "Flowers grow in the 
garden" spoken by a male talker and corrupted with 
two noise processes, namely white and impulsive, 
at diverse SNR levels. The input SNR was varied 
from -5 dB to 15 dB in 5 dB steps. The LPC 
spectral analysis was performed using a 15-pole 
predictor. 
Figure 1 shows the LPC power spectra 
estimates obtained by averaging 10 realizations for 
the second /o/ vowel of the sentence under 
examination before and after noise compensation. 
The input SNR was set to 0 dB (white noise). It can 
be seen from curves (b) and (c) that the latter tracks 
the LPC structure of the clean signal more closely 
than the former. In particular, the shape of the first 
three formants is better preserved in the improved 
section (c) compared to the degraded section (b). 
The behavior of the first 3 formants is perceptually 
of crucial importance in many applications, e.g., 
formants vocoders. Similar results were obtained in 
Figure 2 when impulsive noise is added to the 
speech signal. 
Let the cepstral distance between the spectrum 
of the clean speech and that of the improved speech 
be denoted by Cci. Similarly, let the cepstral 
distance between the spectrum of the clean speech 
and that of the degraded speech be denoted by Ccd. 
We select Q = Cd - Ccd as the performance 
evaluation in terms of cepstral distance of the 
proposed iterative procedure. An improvement is 
achieved if C/ < 0, and the spectral estimation 
becomes poorer if Q > 0. Table I summarizes the 
results of the cepstral distance in the estimation of 
the noiseless ACF when white noise is added. 
Notice that in the calculation of the cepstral 
distance, the initial cepstral coefficient, which 
represents the average energy of the speech frame, 
was discarded. From these results, it can be 
concluded that the proposed method is effective in 
decreasing the variance of the estimated prediction 
parameters even in severe noisy conditions. 
White Noise (SNR = 0 dB) 
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Figure 1. LPC spectra of (a) clean signal (solid), (b) degraded 
signal (dotted), and (c) improved signal (dashed), in 
the presence of white noise (Input SNR = 0 dB). 
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Figure 2. LPC spectra of (a) clean signal (solid), (b) degraded 
signal (dotted), and (c) improved signal (dashed), in 
the presence of impulsive noise (Input SNR = 0 dB). 
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We now look at the computational complexity 
of the proposed method. Obviously, the major 
computational effort is the iteration of the 
Levinson-Durbin recursion. An approach to 
quantify this computational effort is to estimate the 
number of arithmetic operations (multiplications 
and divisions) required to perform the method 
within a given analysis frame (ignoring all 
additions and subtractions). Note that only the 
Levinson-Durbin recursion is iterated and the 
computation of the autocorrelation lag values is not 
considered. For a p-th order model, the Levinson-
Durbin recursion requires 0(p2) arithmetic 
operations. When the step size parameter fi is set to 
0.05, only 20 iterations per autocorrelation lag are 
needed in the worst case. Assuming (p + 1) 
autocorrelation lags and settingp = 15, the iterative 
procedure requires about/?4 arithmetic operations in 
comparison to about/?2 operations for standard LPC 
spectral analysis. While significant, the extra 
computational effort required by the proposed 
method should not be a problem for speech signals 
given their relatively low bandwidth and the 
increasing use of parallel processing architectures 
in signal processing applications. 
VI. SUMMARY 
In summary, we conclude that the proposed 
method is effective at estimating the noiseless ACF 
of a noisy speech when the noise power is 
unknown and when the degrading effects of noise 
extend all over the autocorrelation function. 
However, the reduction in the noise power is 
achieved at the cost of an increase in computational 
effort. In the future, we will quantify the 
computational burden more precisely by 
performing a comparative study of how our method 
performs with respect to other existing noise 
compensation algorithms. 
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