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Laplace Transform Method to solve a fractional initial value problem.
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1. Introduction
1.1. The Laplace transform
Pierre Laplace’s transform has solved basic differential equations since the late eighteenth century. Modern problems,
however, often require an extension of Laplace’s method to more challenging settings. In this paper, we develop the Laplace
transform for the purpose of solving a fractional initial value problem on the natural numbers. As such, a basic working
knowledge of discrete fractional calculus is recommended; while essentials are included along the way, the reader may
refer to [1,2] for a broader perspective on the subject.
The Laplace transformdeveloped in this paper comes from the general theory of time scales, inwhich a Laplace transform
is defined for functions on arbitrary, closed subsets of the real numbers (see [3,4]). Specifically, the general time scale Laplace
transform of a regulated function f : Ta → R is given by
La{f }(s) :=
∫ ∞
a
eσ⊖s(t, a)f (t)1t, for all s ∈ D{f }, (1)
where a ∈ R is fixed, Ta is an unbounded time scale starting at a, andD{f } is the set of all regressive, complex constants for
which the integral converges.
In this paper, we restrict our attention to the isolated time scale
Na := N0 + {a} = {a, a+ 1, a+ 2, . . .} (a ∈ R fixed),
in which case (1) simplifies nicely to the series representation
La{f }(s) =
∞−
k=0
f (k+ a)
(s+ 1)k+1 . (2)
One should note that the well-studied Z-transform, which has dominated discrete work for years, is a similar but distinct
transform from (2). In recent years, somemathematicians have worked to combine other similar transforms with fractional
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sum and difference operators. In particular, Atici and Eloe offer [1,5]; however, since several definitions from [1,5] differ
from those given in this paper, a direct comparison cannot be made.
When considering the Laplace transform (2) above, one important question is: For which s ∈ C\{−1} does the transform
converge? Certainly, knowing more about the function f will help us to answer this question.
Definition 1. We say that a function f : Na → R is of exponential order r > 0 if there exists a constant A > 0 such that
|f (t)| ≤ Ar t , for sufficiently large t ∈ Na.
Via a geometric series, it is straightforward to show that if f : Na → R is of exponential order r > 0, then
La{f }(s) exists for all s ∈ C \ B−1(r). (3)
For example, one can show that the generalized exponential function ep(t, a) = (1 + p)t−a (clearly of exponential order
1+p) has a Laplace transform equal to 1s−p , converging for s ∈ C\B−1(1+ p). As a special case, we have the familiar formula
La{1}(s) = 1s , for s ∈ C \ B−1(1).
Wherever the Laplace transform does exist, it is linear and one-to-one. These two properties, together with the following
shift formulas, are vital for obtaining the results developed later in this paper.
Letm ∈ N0 be given and suppose f : Na−m → R and g : Na → R are of exponential order r > 0. Then for s ∈ C \ B−1(r),
La−m{f }(s) = 1
(s+ 1)mLa{f }(s)+
m−1−
k=0
f (k+ a−m)
(s+ 1)k+1 (4)
and
La+m{g}(s) = (s+ 1)mLa{g}(s)−
m−1−
k=0
(s+ 1)m−1−kg(k+ a). (5)
The reader may verify shift formulas (4) and (5).
1.2. The Taylor monomial
The whole order Taylor Monomials, defined and developed in the general time scale setting in [3], are quite useful in
applying the Laplace transform to discrete fractional calculus. The Taylor Monomials are defined recursively by
h0(t, a) := 1
hn+1(t, a) :=
∫ t
a
hn(s, a)1s, for n ∈ N0. (6)
For our particular domain Na, these may be written explicitly as
hn(t, a) = (t − a)
n
n! , for n ∈ N0, t ∈ Na,
where the generalized falling function is given by
tµ := Γ (t + 1)
Γ (t + 1− µ), for t, µ ∈ R.
Here, we use the convention that tµ = 0whenever t+1−µ ∈ (−N0) (see [2]).Wemay now extend these TaylorMonomials
for use in the discrete fractional calculus setting.
Definition 2. For each µ ∈ R \ (−N), define the µth-Taylor Monomial by
hµ(t, a) := (t − a)
µ
Γ (µ+ 1) , for t ∈ Na.
Lemma 1. Let µ ∈ R \ (−N) and suppose a, b ∈ R such that b− a = µ. Then for s ∈ C \ B−1(1),
Lb{hµ(t, a)}(s) = (s+ 1)
µ
sµ+1
. (7)
Proof. Recall the general binomial formula
(x+ y)ν =
∞−
k=0
ν
k

xkyν−k, for ν, x, y ∈ R such that |x| < |y|,
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whereν
k

:= Γ (ν + 1)
Γ (ν + 1− k)Γ (k+ 1) =
νk
k! .
Observe that for k ∈ N0 and ν > 0, we have−ν
k

= (−ν)
k
k! =
(−ν) · · · (−ν − k+ 1)
k!
= (−1)k (k+ ν − 1)
k
k!
= (−1)k

k+ ν − 1
ν − 1

.
Combining the above two facts, we may write the following for ν ∈ R and |y| < 1:
1
(1− y)ν = ((−y)+ 1)
−ν
=
∞−
k=0
−ν
k

(−y)k1−ν−k
=
∞−
k=0
(−1)k
−ν
k

yk
=
∞−
k=0

k+ ν − 1
ν − 1

yk.
Therefore, since b− a = µ, we have for s ∈ C \ B−1(1),
(s+ 1)µ
sµ+1
= 1
s+ 1
1
1− 1s+1
µ+1
= 1
s+ 1
∞−
k=0

k+ µ
µ

1
(s+ 1)k
=
∞−
k=0
(k+ µ)µ
Γ (µ+ 1)
1
(s+ 1)k+1
=
∞−
k=0
hµ (k+ b, a) 1
(s+ 1)k+1
= Lb{hµ(t, a)}(s). 
Remark 1. We know from (3) that if hµ(t, a) is of some exponential order r > 0, then Lb{hµ(t, a)}(s) exists for all
s ∈ C \ B−1(r). We will now show that the Taylor Monomial hµ(t, a) is of exponential order r , for all r > 1. Since hµ
is defined for µ ∈ R \ (−N), we consider the following two cases:
Suppose first that µ ≤ 0 with µ ∉ (−N). Then for large t ∈ Na,
hµ(t, a) = Γ (t − a+ 1)
Γ (µ+ 1)Γ (t − a+ 1− µ) ≤
1
Γ (µ+ 1) ,
implying that hµ is of exponential order one (i.e. bounded).
Suppose second that µ > 0, withM ∈ N chosen so thatM − 1 < µ ≤ M . Then for any fixed r > 1,
hµ(t, a) = (t − a)
µ
Γ (µ+ 1)
= Γ (t − a+ 1)
Γ (µ+ 1)Γ (t − a+ 1− µ)
<
Γ (t − a+ 1)
Γ (µ+ 1)Γ (t − a+ 1−M)
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= (t − a) · · · (t − a−M + 1)
Γ (µ+ 1)
<
(t − a)M
Γ (µ+ 1)
<
r t
Γ (µ+ 1) ,
for sufficiently large t ∈ Na.
Therefore, for every µ ∈ R \ (−N), hµ is of exponential order r , for all r > 1. It follows from (3) that La{hµ(t, a)t}(s)
exists on
r>1
(C \ B−1(r)) = C \

r>1
B−1(r)

= C \ B−1(1),
as indicated in Lemma 1. Note, however, this fact does not imply hµ is of exponential order one (i.e. the converse of (3) does
not hold in general). In fact, whenever µ > 0,
hµ(t, a) = Γ (t − a+ 1)
Γ (µ+ 1)Γ (t − a+ 1− µ)
>
Γ (t − a+ 1)
Γ (µ+ 1)Γ (t − a+ 2−M)
= (t − a) · · · (t − a−M + 2)
Γ (µ+ 1) , for large t ∈ Na,
H⇒ hµ(t, a)→∞ as t →∞.
1.3. The convolution
The following convolution (8) agrees with the convolution defined for general time scales in [3], but its domain differs
from the convolution defined by Atici and Eloe in [1]. Several results that follow demonstrate advantages of using definition
(8).
Definition 3. For f , g : Na → R, define the convolution of f and g by
(f ∗ g)(t) :=
t−1
r=a
f (r)g(t − 1− r + a), for t ∈ Na. (8)
Note: By a standard convention on sums, it is understood that (f ∗ g)(a) = 0.
The following standard rule for composing the Laplace transform with the convolution is necessary for solving fractional
initial value problems.
Lemma 2. Let f , g : Na → R be of exponential order r > 0. Then
La{f ∗ g}(s) = La{f }(s)La{g}(s), for s ∈ C \ B−1(r). (9)
Proof. For s ∈ C \ B−1(r), we have
La{f ∗ g}(s) =
∞−
k=0
(f ∗ g)(k+ a)
(s+ 1)k+1
=
∞−
k=1
1
(s+ 1)k+1
k+a−1−
r=a
f (r)g(k+ a− r − 1+ a)
=
∞−
k=1
k−1
r=0
f (r + a)g(k− r − 1+ a)
(s+ 1)k+1 .
The change of variables τ = k− r − 1 now yields
La{f ∗ g}(s) =
∞−
τ=0
∞−
r=0
f (r + a)g(τ + a)
(s+ 1)τ+r+2
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=
∞−
r=0
f (r + a)
(s+ 1)r+1
∞−
τ=0
g(τ + a)
(s+ 1)τ+1
= La{f }(s)La{g}(s), for s ∈ C \ B−1(r). 
2. The Laplace transform in discrete fractional calculus
Let f : Na → R and ν > 0 be given, with N ∈ N chosen so that N − 1 < ν ≤ N . Recall that the νth-order fractional sum
of f is defined by
∆−νa f (t) :=
1
Γ (ν)
t−ν
r=a
(t − σ(r))ν−1f (r), for t ∈ Na+ν−N ,
where∆−νa f is zero on the set {a+ ν − N, . . . , a+ ν − 1}. Likewise, the νth-order fractional difference of f is defined by
∆νa f (t) := ∆N∆−(N−ν)a f (t), for t ∈ Na+N−ν .
The author establishes in [2] that the above definition for∆νa f is equivalent to
∆νa f (t) :=

1
Γ (−ν)
t+ν−
s=a
(t − σ(s))−ν−1f (s), ν ∈ (N − 1,N)
∆N f (t), ν = N
, for t ∈ Na+N−ν .
Recall that in the theory of Laplace transforms, results analogous to the following are well known: For N ∈ N0,
La{∆−Na f }(s) =
La{f }(s)
sN
, (10)
and
La{∆N f }(s) = sNLa{f }(s)−
N−1−
j=0
sj∆N−1−jf (a). (11)
Our goal is to generalize (10) and (11) by taking the Laplace transform of fractional-order sums and differences.
2.1. The exponential order of fractional operators
First, however, we must determine how the exponential order of f relates to the exponential orders of ∆−νa f and ∆νa f .
The following lemma fully describes this relationship:
Lemma 3. Suppose that f : Na → R is of exponential order r ≥ 1 and let ν > 0 be given. Then for each fixed ϵ > 0,
∆−νa f and ∆
ν
a f are of exponential order r + ϵ.
Proof. Since f is of exponential order r , there exists an A > 0 and a T ∈ Na such that
|f (t)| ≤ Ar t , for all t ∈ Na with t ≥ T . (12)
For the following estimate on tν , recall that Γ (x) > 0 on (0,∞) and that Γ (x) is monotone increasing on [2,∞). It follows
that for any ν,N and t with N − 1 < ν ≤ N and t ≥ ν + 2, we have
tν = Γ (t + 1)
Γ (t + 1− ν) ≤
Γ (t + 1)
Γ (t + 1− N) = t(t − 1) · · · (t − (N − 1)) < t
N . (13)
With this in mind, let us first examine the exponential order of the fractional sum∆−νa f . With ϵ > 0 and t ∈ NT+ν+2 given,
we have
|∆−νa f (t)| =
T−1s=a (t − σ(s))
ν−1
Γ (ν)
f (s)+
t−ν−2
s=T
(t − σ(s))ν−1
Γ (ν)
f (s)+ νf (t − ν − 1)+ f (t − ν)

≤
T−1
s=a
(t − σ(s))ν−1
Γ (ν)
|f (s)| +
t−ν−2
s=T
(t − σ(s))ν−1
Γ (ν)
Ar s + νAr t−ν−1 + Ar t−ν, by (12)
<

T−1
s=a
|f (s)|
Γ (ν)

tN−1 + At
N−1
Γ (ν)
t−ν−2
s=T
r s + A
rν
ν
r
+ 1

r t , using (13),
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since t − σ(s) ≥ (ν − 1)+ 2⇐⇒ s ≤ t − ν − 2. Now, if r = 1, then
|∆−νa f (t)| <

T−1
s=a
|f (s)|
Γ (ν)

tN−1 + At
N
Γ (ν)
+ A(ν + 1)
< (1+ ϵ)t , for sufficiently larget ∈ Na+ν .
On the other hand, if r > 1, then
|∆−νa f (t)t| <

T−1
s=a
|f (s)|
Γ (ν)

tN−1 + At
N−1
Γ (ν)
r t−ν−1 − ra
r − 1 +
A
rν
ν
r
+ 1

r t
<

T−1
s=a
|f (s)|
Γ (ν)

tN−1 +

A
rν

1+ ν
r

+ At
N−1
Γ (ν)(r − 1)rν+1

r t
< (r + ϵ)t , for sufficiently large t ∈ Na+ν,
since the exponential (r + ϵ)t will eventually grow larger than anything of the form αtN−1 + (β + γ tN−1)r t . Hence,∆−νa f
is of exponential order r + ϵ.
We turn our attention now to the fractional difference ∆νa f = ∆N∆−(N−ν)a f . By the first part of the proof, we know that
∆
−(N−ν)
a f is of exponential order r + ϵ with A = 1. So, there exists a T2 ∈ Na+N−ν such that for all t ∈ Na+N−ν with t ≥ T2,
|∆−(N−ν)a f (t)| ≤ (r + ϵ)t .
It follows that for each t ∈ Na+N−ν with t ≥ Tϵ ,
|∆νa f (t)| = |∆N∆−(N−ν)a f (t)|
=
 N−
k=0
(−1)k

N
k

∆−(N−ν)a f (t + N − k)

≤
N−
k=0

N
k

|∆−(N−ν)a f (t + N − k)|
≤
N−
k=0

N
k

· (r + ϵ)t+N−k
=

N−
k=0

N
k

· (r + ϵ)N−k

(r + ϵ)t .
We conclude that∆νa f is of exponential order r + ϵ, too. 
Corollary 4. Suppose that f : Na → R is of exponential order r ≥ 1 and let ν > 0 be given with N − 1 < ν ≤ N. Then both
La+ν−N{∆−νa f }(s) and La+N−ν{∆νa f }(s)
converge, for all s ∈ C \ B−1(r).
Proof. Suppose f , r and ν are as in the statement of the corollary and let s0 ∈ C \ B−1(r) be chosen and fixed. Since
dist(s0, B−1(r)) > 0, there exists an ϵ0 > 0 small enough so that s0 ∈ C \ B−1(r + ϵ0). Now, Lemma 3 tells us that
∆−νa f and∆νa f are of exponential order r + ϵ0, so it follows from (3) that bothLa+ν−N{∆−νa f }(s0) andLa+N−ν{∆νa f }(s0) are
well-defined. 
2.2. The Laplace transform of fractional operators
With Corollary 4 in hand to insure the correct domain of convergence for the Laplace transform of any fractional operator,
we may now derive formulas for applying the Laplace transform to fractional operators.
Theorem 5. Suppose f : Na → R is of exponential order r ≥ 1 and let ν > 0 be given with N − 1 < ν ≤ N. Then for
s ∈ C \ B−1(r),
La+ν{∆−νa f }(s) =
(s+ 1)ν
sν
La{f }(s) (14)
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and
La+ν−N{∆−νa f }(s) =
(s+ 1)ν−N
sν
La{f }(s). (15)
Proof. Let f , r, ν and N be given as in the statement of the theorem. Note that
f is of exponential order r ∈ (0, 1) H⇒ f is of exponential order 1.
The purpose of assuming r ≥ 1 is not to exclude functions f of exponential order r ∈ (0, 1), but rather to insure that
Lemma 1 – applied below – will hold whenever s is in the domain of convergence forLa+ν{∆−νa f }.
We first apply shift formula (4) to reveal the relationship between (14) and (15). Indeed, for each s ∈ C \ B−1(r),
La+ν−N{∆−νa f }(s) =
1
(s+ 1)N La+ν{∆
−ν
a f }(s)+
N−1−
k=0
∆−νa f (k+ a+ ν − N)
(s+ 1)k+1
= 1
(s+ 1)N La+ν{∆
−ν
a f }(s),
after taking the zeros of∆−νa f into account. Moreover,
La+ν{∆−νa f }(s) =
∞−
k=0
∆−νa f (k+ a+ ν)
(s+ 1)k+1
=
∞−
k=0
1
(s+ 1)k+1
k+a−
r=a
(k+ a+ ν − σ(r))ν−1
Γ (ν)
f (r)
=
∞−
k=0
1
(s+ 1)k+1
k+a−
r=a
f (r)hν−1((k+ a)− r + a, a− (ν − 1))
=
∞−
k=0
(f ∗ hν−1(t, a− (ν − 1)))(k+ a+ 1)
(s+ 1)k+1 , applying definition (8)
= La+1{f ∗ hν−1(t, a− (ν − 1))}(s)
= (s+ 1)La{f ∗ hν−1(t, a− (ν − 1))}(s), using (5) and (8)
= (s+ 1)La{f }(s)La{hν−1(t, a− (ν − 1))}(s), by (9)
= (s+ 1)
ν
sν
La{f }(s), applying (7), since r ≥ 1.
Moreover, applying shift formula (4), we have
La+ν−N{∆−νa f }(s) =
1
(s+ 1)N La+ν{∆
−ν
a f }(s)
= (s+ 1)
ν−N
sν
La{f }(s), for s ∈ C \ B−1(r),
proving (15). 
Remark 2. Note that when ν = N in (15) above, the well-known formula (10) is obtained. This holds true for the Laplace
transform of a fractional difference as well.
Theorem 6. Suppose f : Na → R is of exponential order r ≥ 1 and let ν > 0 be given with N − 1 < ν ≤ N. Then for
s ∈ C \ B−1(r),
La+N−ν{∆νa f }(s) = sν(s+ 1)N−νLa{f }(s)−
N−1−
j=0
sj∆ν−1−ja f (a+ N − ν). (16)
Proof. Let f , r, ν and N be given as in the statement of the theorem. We already know that (16) holds when ν = N , since
this agrees with the well-known formula (11). If N − 1 < ν < N , on the other hand, then 0 < N − ν < 1 and wemay apply
(11), (14) and the appropriate composition rule (see [5,2]) in succession as follows:
La+N−ν{∆νa f }(s) = La+N−ν{∆N∆−(N−ν)a f }(s)
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= sNLa+N−ν{∆−(N−ν)a f }(s)−
N−1−
j=0
sj∆N−1−j∆−(N−ν)a f (a+ N − ν)
= sN (s+ 1)
N−ν
sN−ν
La{f }(s)−
N−1−
j=0
sj∆N−1−j∆−(N−ν)a f (a+ N − ν)
= sν(s+ 1)N−νLa{f }(s)−
N−1−
j=0
sj∆ν−1−ja ft(a+ N − ν). 
Example 1. Define
f (t) := (t − 5)π = Γ (π + 1)hπ (t, 5), for t ∈ N5+π .
Recalling Remark 1, we have for s ∈ C \ B−1(1),
L5+π {f }(s) = Γ (π + 1)L5+π {hπ (t, 5)}(s)
= Γ (π + 1) (s+ 1)
π
sπ+1
≈ 7.188 (s+ 1)
3.142
s4.142
.
Moreover, (15) allows us to calculate
L2+π+e{∆−e5+π f }(s) =
(s+ 1)e−3
se

Γ (π + 1) (s+ 1)
π
sπ+1

= Γ (π + 1) (s+ 1)
π+e−3
sπ+e+1
≈ 7.188 (s+ 1)
2.860
s6.860
, for s ∈ C \ B−1(1),
and (16) together with the appropriate power rule (see [2]) allow us to calculate
L8+π−e{∆e5+π f }(s) = se(s+ 1)3−e

Γ (π + 1) (s+ 1)
π
sπ+1

−
2−
j=0
sj∆e−1−j5+π f (8+ π − e)
= Γ (π + 1)

(s+ 1)π−e+3
sπ−e+1
−
2−
j=0
sj
(3+ π − e)π−e+j+1
Γ (π − e+ j+ 2)

= Γ (π + 1)

(s+ 1)π−e+3
sπ−e+1
− (3+ π − e)(2+ π − e)
2
− (3+ π − e)s− s2

≈ 7.188 (s+ 1)
3.423
s1.423
− 29.815− 24.607s− 7.188s2,
for s ∈ C \ B−1(1).
2.3. Power rule and composition rule
In [5,2], a number of properties and formulas concerning fractional sum and difference operators are developed. These
include composition rules and fractional power rules, whose proofs employ a variety of tools, though not the Laplace
transform. However, some of these resultsmay also be proved using the Laplace transform. The following are two previously
known results for which the Laplace transform provides proofs much shorter and cleaner than those found in [5] or [2].
Theorem 7. Let ν, µ > 0 be given. Then for t ∈ Na+µ+ν ,
∆−νa+µ(t − a)µ =
Γ (µ+ 1)
Γ (µ+ 1+ ν) (t − a)
µ+ν .
Proof. Applying Remark 1 together with Lemma 3, we conclude that for each ϵ > 0, (t − a)µ is of exponential order 1+ ϵ
and therefore ∆−νa+µ(t − a)µ is of exponential order 1 + 2ϵ. Thus, after employing an argument similar to that given in
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Corollary 4, we conclude that both La+µ{(t − a)µ} and La+µ+ν{∆−νa+µ(t − a)µ} converge for all s ∈ C \ B−1(1). Therefore,
we have for any s ∈ C \ B−1(1)
La+µ+ν{∆−νa+µ(t − a)µ}(s) =
(s+ 1)ν
sν
La+µ{(t − a)µ}(s), using (14)
= (s+ 1)
ν
sν
Γ (µ+ 1)La+µ{hµ(t, a)}(s)
= (s+ 1)
ν
sν
Γ (µ+ 1) (s+ 1)
µ
sµ+1
, applying (7)
= Γ (µ+ 1) (s+ 1)
µ+ν
sµ+ν+1
= Γ (µ+ 1)La+µ+ν{hµ+ν(t, a)}(s)
= La+µ+ν

Γ (µ+ 1)
Γ (µ+ ν + 1) (t − a)
µ+ν

(s).
By the one-to-one property of the Laplace transform, it follows that
∆−νa+µ(t − a)µ =
Γ (µ+ 1)
Γ (µ+ 1+ ν) (t − a)
µ+ν, for t ∈ Na+µ+ν . 
Theorem 8. Suppose that f : Na → R is of exponential order r ≥ 1 and let ν, µ > 0 be given. Then
∆−νa+µ∆
−µ
a f (t) = ∆−ν−µa f (t) = ∆−µa+ν∆−νa f (t), for all t ∈ Na+µ+ν .
Proof. Let f , r, ν and µ be given as in the statement of the theorem. It follows from Corollary 4 that each of
La+µ+ν{∆−νa+µ∆−µa f }, La+µ{∆−µa f } and La+(ν+µ){∆−(ν+µ)a f }
exist on C \ B−1(r). Therefore, we may apply (14) multiple times to write for s ∈ C \ B−1(r),
La+µ+ν{∆−νa+µ∆−µa f }(s) =
(s+ 1)ν
sν
La+µ{∆−µa f }(s)
= (s+ 1)
ν
sν
(s+ 1)µ
sµ
La{f }(s)
= (s+ 1)
ν+µ
sν+µ
La{f }(s)
= La+(ν+µ){∆−(ν+µ)a f }(s)
= La+µ+ν{∆−ν−µa f }(s).
The result follows by symmetry and the one-to-one property of the Laplace transform. 
3. The Laplace transformmethod
The tools developed in Sections 1 and 2 enable us to solve a fractional initial value problem using the Laplace transform
method.
Theorem 9. Suppose that f : Na → R is of exponential order r ≥ 1 and let ν > 0 with N − 1 < ν ≤ N be given. The unique
solution to the fractional initial value problem
∆νa+ν−Ny(t) = f (t), t ∈ Na
∆iy(a+ ν − N) = Ai, i ∈ {0, 1, . . . ,N − 1}; Ai ∈ R (17)
is given by
y(t) =
N−1−
i=0
αi(t − a)i+ν−N +∆−νa f (t), for t ∈ Na+ν−N ,
where
αi :=
i−
p=0
i−p
k=0
(−1)k
i! (i− k)
N−ν

i
p

i− p
k

Ap,
for i ∈ {0, 1, . . . ,N − 1}.
1600 M.T. Holm / Computers and Mathematics with Applications 62 (2011) 1591–1601
Proof. Since f is of exponential order r , we know thatLa{f } exists onC\B−1(r). So, applying the Laplace transform to both
sides of difference Eq. (17) and then using (16), we have for s ∈ C \ B−1(r),
La{∆νa+ν−Ny}(s) = La{f }(s)
H⇒ sν(s+ 1)N−νLa+ν−N{y}(s)−
N−1−
j=0
sj∆ν−j−1a+ν−Ny(a) = La{f }(s),
H⇒ La+ν−N{y}(s) = La{f }(s)sν(s+ 1)N−ν +
N−1−
j=0
∆
ν−j−1
a+ν−Ny(a)
sν−j(s+ 1)N−ν .
Our previous work in (15) yields immediately
La{f }(s)
sν(s+ 1)N−ν = La+ν−N{∆
−ν
a f }(s).
Considering next the summation terms, we have for each fixed j ∈ {0, . . . ,N − 1},
1
sν−j(s+ 1)N−ν =
1
(s+ 1)N−j−1
(s+ 1)ν−j−1
sν−j
= 1
(s+ 1)N−j−1La+ν−j−1{hν−j−1(t, a)}(s), by (7)
= La+ν−N{hν−j−1(t, a)}(s)−
N−j−2
k=0
hν−j−1(k+ a+ ν − N, a)
(s+ 1)k+1 , by (4)
= La+ν−N{hν−j−1(t, a)}(s),
since
hν−j−1(k+ a+ ν − N, a) = (k+ ν − N)
ν−j−1
Γ (ν − j)
= Γ (k+ ν − N + 1)
Γ (k− (N − j− 2))Γ (ν − j)
= 0,
for k ∈ {0, . . . ,N − j− 2}.
Putting the above steps together, we have for s ∈ C \ B−1(r),
La+ν−N{y}(s) = La+ν−N{∆−νa f }(s)+
N−1−
j=0
∆
ν−j−1
a+ν−Ny(a)La+ν−N{hν−j−1(t, a)}(s)
= La+ν−N

N−1−
j=0
∆
ν−j−1
a+ν−Ny(a)hν−j−1(t, a)+∆−νa f

(s).
Applying the one-to-one property of the Laplace transform leads us to conclude that for t ∈ Na+ν−N ,
y(t) =
N−1−
j=0
∆
ν−j−1
a+ν−Ny(a)hν−j−1(t, a)+∆−νa f (t)
=
N−1−
j=0
∆
ν−j−1
a+ν−Ny(a)
Γ (ν − j) (t − a)
ν−j−1 +∆−νa f (t)
=
N−1−
i=0

∆i+ν−Na+ν−Ny(a)
Γ (i+ ν − N + 1)

(t − a)i+ν−N +∆−νa f (t).
Moreover, the author shows in [2] that for i ∈ {0, 1, . . . ,N − 1},
∆i+ν−Na+ν−Ny(a)
Γ (i+ ν − N + 1) =
i−
p=0
i−p
k=0
(−1)k
i! (i− k)
N−ν

i
p

i− p
k

∆iy(a+ ν − N),
concluding the proof. 
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The proof of Theorem 9 shows how one solves the fractional initial value problem (17) using the Laplace transformmethod.
We offer a brief example to conclude.
Example 2. Consider the π th-order initial value problem
∆ππ−4y(t) = π4t2, t ∈ N0
y(π − 4) = 2, ∆y(π − 4) = 3, ∆2y(π − 4) = 5, ∆3y(π − 4) = 7. (18)
Note that (18) is a specific case of (17), with
a = 0, ν = π, N = 4, f (t) = π4t2
A0 = 2, A1 = 3, A2 = 5 A3 = 7.
After applying the Laplace transform method as described in Theorem 9, we have
y(t) =
3−
i=0
αit i+π−4 +∆−π0 (π4t2)
=
3−
i=0
αit i+π−4 +∆−π2 (π4t2), since t2 = t(t − 1),
≈ 0.303tπ−4 + 5.040tπ−3 + 6.977tπ−2 + 4.876tπ−1 + 3.272tπ+2,
where in this last step, we calculated
αi =
i−
p=0
i−p
k=0
(−1)k
i! (i− k)
4−π

i
p

i− p
k

Ap, for i = 0, 1, 2, 3,
and applied Theorem 7 on the last term.
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