Recently, graph convolutional neural network as an efficient and effective method has experienced significant attention and becomes the de facto method for learning node or graph representations. However, existing most methods use a fixed-order neighborhood information when integrating node representations for node classification on the graph. In this paper, we present a neighborhood adaptive graph convolutional network (NAGCN), a novel method to efficiently learn each node's representations. Particularly, we construct a convolutional kernel abstracted from the diffusion process, named as the neighborhood adaptive kernel to more precisely learn and integrate related neighborhood node information for each node. As a result, our proposed method can learn more useful information across the relevant near and distant neighbors according to the real applications. We also adopt a threshold mechanism on the constructed kernel to better reserve the most impact neighbor vertices for each node on the graph. Besides, one learnable feature refinement process is used in the model to obtain high-level node representations with sufficient expressive power. The model is also theoretically analyzed in terms of spectral convolution and message passing algorithm. Notably, extensive experiments demonstrate that our method can achieve better performance on node classification tasks compared to other related approaches.
I. INTRODUCTION
Convolutional neural networks (CNNs) have proven remarkably successful in a variety of machine learning tasks, such as computer vision [1] , natural language processing [2] , and speech recognition [3] . It provides us an attractive and efficient architecture to extract useful features and learn meaningful representations of the tensor data in Euclidean structure. However, in the real world, there is a tremendous amount of data, such as social relationships [4] , [5] , biological molecules [6] , [7] , and publication citations [8] , which can be modeled naturally by graph. As a result, to improve the performance of graph-based tasks, it is crucial and appealing to extend the convolution network to the graph data. Recently, there have been many attempts to extend convolutions to graph data [6] - [10] .
Node classification [6] - [8] as an essential task on the graph data, mainly predicts node categories based on the features of nodes and the topology of the graph. In recent times, instead
The associate editor coordinating the review of this manuscript and approving it for publication was Pengcheng Liu . of the traditional method to node classification tasks, as an efficient and effective approach, graph convolutional network has attracted a lot of research interests. Whereas due to the varying size of the neighborhood for each node, the definition of the convolution on the graph is very intractable and challenging. According to how the convolution operator is defined, recent existing methods can be broadly divided into two categories: spatial methods [4] , [6] , [9] , [11] , [12] , and spectral methods [8] , [13] - [16] .
Spatial methods directly define the convolution in the vertex domain, and for each node, the convolution is defined as a weighted average function to integrate feature information of neighbor nodes. Thus, it is the main difficulty that how to define a function that can effectively integrate neighborhood information. Whereas spectral methods do not define convolution in the vertex domain directly but define convolution via the convolution theorem. More specifically, the spectral method first transforms the signal defined in vertex domain into the spectral domain by graph Fourier transform or graph wavelet transform [17] , and then multiplies the transformed result and the filter directly defined in the spectral domain, and at last obtains the final result by inverse transform. Hence, it is convenient to define the convolution kernel in the spectral domain, but usually, the Fourier transform is based on the spectral decomposition of the Laplacian matrix, so it is relatively time-consuming in large-scale graph data.
Since most existing methods learn and integrate node information through a fixed-order neighborhood, for instance, GCN [8] uses first-order neighborhood, the models cannot better integrate the most precise neighbor nodes information according to real application. In this paper, we propose a neighborhood adaptive graph convolutional network to efficiently learn the representations of each node for node classification tasks. Particularly, we construct the neighborhood adaptive kernel abstracted from the diffusion process to more effectively aggregate the information of the most impact neighbor nodes, achieving feature extraction which is more conducive to the corresponding real applications. Besides, from the perspective of spectral graph convolution, we construct a bank of low-pass filters directly in the spectral domain to efficiently convolute the signal and extract the most useful information. To sum up, the following desirable properties of our proposed method are mainly included: (1) Our model is localized in the vertex domain since the defined neighborhood adaptive kernel reflects the information diffusion centered at each node. Also, the model can adaptively find suitable scope of neighborhood when integrating node representations. (2) The feature integration module of our model is sparse, as by using the threshold mechanism on convolutional kernel so that to better reserve the most favorable neighbor nodes and aggregate the node information. (3) One learnable feature refinement process is used in the model so that we can obtain sufficient expressive power to transform node features into higher-level node representations used for final graphrelated tasks.
Besides, we verify the effectiveness of the proposed NAGCN method by applying it on three benchmark datasets, including CiteSeer [18] , Cora [19] and PubMed [20] , for semi-supervised node classification tasks. Extensive experiment results demonstrate that our final results are on par or higher than other related state-of-the-arts methods on all these datasets.
The rest of the paper is organized as follows: Section II reviews some previous methods for node classification tasks on the graph. In section III, we provide the problem definition and introduce the constructed neighborhood adaptive kernel. In section IV, we describe the key ideas of the neighborhood adaptive graph convolution architecture used for node classification. Also, the theoretical analysis of the model and extensive experiments are given to demonstrate the effectiveness in section V and section VI, respectively. Finally, we summarize our model in section VII.
II. RELATED WORKS
In this section, we review some previous graph-related works for node classification tasks, including traditional graph-based methods and recent successful graph neural network methods.
A. TRADITIONAL LEARNING METHODS ON GRAPH
Graph-based traditional learning methods have been a popular research field in the past two decades. Usually, such methods are to model the problem through graph structure and then use the topology and node features of the graph to learn. Researches along this line can be roughly categorized into two groups, including graph embedding methods [21] - [25] and graph Laplacian regularization methods [26] - [30] .
Firstly, graph embedding methods aim at learning the feature representations for nodes in a low-dimensional space while still preserve the topological structure of the graph and node features. In this type of method, Deep Walk [22] adopts the trucked random walk and treats the walk as a sentence, then applying the Skip-gram model [31] to generate the node embedding for the final node classification tasks. Line [23] and Node2vec [24] further extend the Deep Walk approach using more complex random walk models and breadthfirst search strategies. However, all these approaches with a multi-step pipeline cannot be optimized in one step. Hence, Planetoid [25] solves this by injecting label information while learning the node embedding.
Then, graph Laplacian regularization methods introduce an additional regularization item on the graph structure to make neighbor nodes share similar labels. Among this type of method, the Label Propagation method [26] , as one of the remarkable methods, uses a constrained label lookup function and predicts for each node by propagating label information from labeled node to their neighbors. Its variant [27] allows prediction on the labeled data to change and includes the node uncertainty. Besides, the Semi-supervised Embedding method [29] applies the nonlinear embedding algorithm to the deep structure, further expanding the regular term of the objective function. Iterative Classification Algorithm [30] uses a local classifier that takes the label of neighbor nodes as input and adopts an iterative process between estimating the local classifier and assigning the new label.
B. GRAPH CONVOLUTIONAL NEURAL NETWORKS
According to the definition of convolution, there are mainly two sorts of graph convolutional neural networks approaches, including spatial methods and spectral methods.
Spatial methods regard the convolution as an ''aggregation operator'' which forms new feature representation for each node using its own and neighbor feature information. For instance, GraphSAGE [4] samples a fixed number of nodes from one-hop neighbors and integrates them using several aggregators, such as average, max-pooling and Long Short-Term Memory aggregators. In addition, Monet [11] aggregates the local information by designing a universe operator. Graph attention network [6] uses a self-attention mechanism to learn different influences of the neighborhood.
Spectral methods are based on the spectral graph theory and convolution theorem to define convolution. Bruna [13] first proposes the spectral graph based generalization of convolution networks to the graph. In a follow-up work, ChebyNet [15] approximates K-polynomial filters by using Chebyshev expansion of the graph Laplacian, which offers a fast localized spectral filter method to perform convolution. Nevertheless, Kipf and Welling [8] further simply the ChebyNet by truncating the Chebyshev polynomial expansion to first-order neighborhood and gain success in node classification. It's worth noting that the recent GWNN [16] method does not use the graph Fourier transform to convert the signal to spectral-domain but to use graph wavelet transform to construct architecture, which gains great predictive accuracy. Different from the aforementioned methods, in this paper, we adopt the constructed neighborhood adaptive kernel to perform feature propagation and aggregation, which can adaptively find the more precise neighborhood of each node according to the specific problem to update the node representations.
III. PRELIMINARIES A. PROBLEM DEFINITION
The problem we consider in this paper is semi-supervised node classification on the graph. Let G = (V , E) denote an undirected graph with nodes set V and edges set E, and let N = |V | denote the number of nodes and |E| denote the number of edges. The graph can be represented by an N × N adjacent matrix A, where A ij > 0 denotes the edge weight between nodes i and j. A missing edge is signified by A ij = 0. Assume each node in the graph G is associated with an f -dimensional real-valued feature vector X i ∈ R f and a class label Y i ∈ {0, 1} c which is a c-dimensional one-hot vector. If the label Y i of node i is unknown, we say the node i is unlabeled. We represent the set of labeled nodes as V labeled and a set of unlabeled nodes as V unlabeled = V \V labeled . In general,
where each element on the diagonal is equal to row-sum of the adjacent matrix d (i) = j∈V A ij , and the symmetric normalized Laplacian matrix L = I N − D − 1 2 AD − 1 2 ∈ R N ×N . Given this, we can formally define the semi-supervised node classification problem on the graph.
Definition 1: Semi-supervised Node Classification on Graph. Given a partially labeled graph G = (V labeled ∪ V unlabeled , E), the goal of semi-supervised node classification is to predict the labels of unlabeled nodes in the graph by using node features X = {X 1 , X 2 , · · · , X N } ∈ R N ×f , and the adjacent matrix A ∈ R N ×N associated with the topology information of the graph.
B. THE NEIGHBORHOOD ADAPTIVE KERNEL
It is significant to be able to integrate the appropriate scope of neighborhood node information when learning the node representations in a graph convolutional network. However, in most existing methods, when integrating node information, it is common to use a fixed-order neighborhood, such as GCN [8] , Cheby-Net [15] , rather than adaptively searching for a more precise neighborhood according to actual problems. Hence, our motivation is to construct a neighborhood adaptive kernel to learn node representations more efficiently.
Concretely, we construct a specific kernel abstracted from energy diffusion as follows
where is a diagonal matrix of the eigenvalues of normalized Laplacian matrix L arranged in the ascending order, and U is the matrix with the corresponding orthonormal eigenvectors, s is a scale parameter used for adjusting the scope of adaptive neighborhood.
The elements of K s denote the energy diffusion between nodes in a certain scale s, thus, we can use the specific kernel K s to adaptively integrate the information of precise range size neighborhood used for learning of node representations according to the actual problem.
IV. MODEL FRAMEWORK A. NEIGHBORHOOD ADAPTIVE GRAPH CONVOLUTIONAL LAYER
Our graph convolutional layer consists of two stages for updating node representations, which are feature integration and feature refinement.
STAGE 1: FEATURE INTEGRATION
Since the non-zero elements of each row of the constructed kernel represent the neighborhood that a node adaptively diffused at a certain scale, we use it to propagate and integrate features for each node. More concisely, in the k th layer of the model, the feature representations of node i can be updated through the following aggregation way,
where j ∈ AN s (i) denotes the node that is adaptively diffused from the node i at scale s. Hence, for all nodes on the graph, we can use a similar way to obtain the updated feature representations. Formally, by adopting the neighborhood adaptive kernel with small scale parameter s used for feature integration, the process for all nodes becomes the following sparse matrix multiplication,
where the initial value H (0) = X, and X = {X 1 , X 2 , · · · , X N } ∈ R N ×f represents the input feature matrix associated with each node.
In addition, in order to further reserve the more influential neighbor nodes and improve the computational efficiency of the model, we propose a threshold mechanism on our neighborhood adaptive kernel to filter out neighbor nodes with less impact weights, so that each node can be integrated with the most favorable neighbor features when performing node representation aggregation. More specifically, a threshold value is employed to zero out all elements in the kernel K s that are less than THR, i.e. K s K s < THR ← 0, and then we signify the processed kernel as K s THR . Thus, the feature integration process with the threshold mechanism becomes the following form,
Next, to obtain as much sufficient expressive power as possible to transform the integrated features into higher-level representations and extract more useful features, we refine the updated features in this stage.
To be specific, firstly, one learnable linear transformation is used for transforming the obtained latent feature represen-tationH (k) . Formally, it is expressed as follows,
To this end, each layer is associated with a trainable weight
is the feature dimension of the (k − 1) th layer, and f (k) is the feature dimension of the k th layer, respectively.
Moreover, we further refine the features to make it more conducive to practical problems, a non-linear activator function such as σ (x) = ReLU (x) = max(0, x) is applied for H (k) . As a result, we can describe the overall update process of feature refinement in the k th layer as follows,
where σ (·) is a non-linear activator function and W (k) is a learnable weight matrix.
B. NEIGHBORHOOD ADAPTIVE GRAPH CONVOLUTIONAL NETWORK
In order to employ the constructed neighborhood adaptive graph convolutional layer to the semi-supervised node classification tasks, we construct our graph convolutional network model (NAGCN) in this part by stacking the proposed building block layer. The overall framework of our NAGCN model are shown in algorithm 1, and then we elaborate on the technical detail of the resulting model below.
1) THE NAGCN ARCHITECTURE
In this paper, we construct a two-layer NAGCN model by stacking the corresponding convolutional layer for semisupervised node classification. Firstly, we need to obtain the constructed neighborhood adaptive kernel K s THR ∈ R N ×N according to the given graph structure information, scale parameter s, and threshold value THR. Then, we take the input feature matrix X ∈ R N ×f as initial node representations H (0) . From this, the latent feature representations of nodes passing through the first layer of our network can be represented as 
For i = 0 to l max − 1 do 8:
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follows,
where W (0) ∈ R f ×p is a trainable weight matrix, and H (1) ∈ R N ×p is the node feature representations in the hidden layer, f and p are feature dimensions of the input layer and hidden layer, respectively.
Then, in the classifier layer of the framework, we use softmax (x i ) = e x i c j=1 e x j as classification function to predict the probability of each node belonging to each class, and take the latent node representations obtained in the hidden layer as the input features of this layer. Therefore, the output layer of our network can be obtained as follows, Y ← softmax K s THR · H (1) · W (1) = softmax (U·e −s · U T ) THR · H (1) · W (1) , (8) where W (1) ∈R p×c is a learnable weight matrix,Y ∈ R N ×c is node representations in the output layer, and c is the feature dimension of the output layer. Note that the dimension of the output node representation is the same as the number of classes so that it can be used for the final node classification tasks.
2) LOSS FUNCTION
Next, in order to be able to iteratively update the model parameters, we introduce the loss function of our proposed method. To be specific, we define the cross-entropy loss function used to compute the loss value between the groundtruth and predicted results. Here, as the problem we solve is the semi-supervised node classification problem, the loss function over all labeled nodes can be signified as follows,
where V labeled is the labeled node set, |V labeled | is the size of the labeled node set,Y vi is the predicted results, Y vi denotes ground-truth that if Y vi = 1, then the label of the node v is i and Y vi = 0 otherwise. For another, in the design of loss function, we also employ the regularization constraints on the parameters of the model to prevent overfitting and improve the generalization performance. Concretely, we formally denote the regularization term on the parameters of the model as follows,
where · 2 represents the L2 norm, and W denotes the model parameters.
Finally, we jointly minimize the loss function by combining the above terms as follows,
where the hyper-parameter ω is used to control the impact of the regularization term, and the larger the parameter ω, the greater the constraint on the complexity of the model. The parameters W (0) and W (1) of the model can be trained by the gradient descent method.
V. THEORETICAL ANALYSIS
In this section, we first elaborate on spectral convolution and message passing algorithm in detail. Next, we analyze our proposed method from these perspectives.
A. SPECTRAL CONVOLUTION
For graph data, since the neighborhood size of each vertex is different, it is difficult to define convolution operation directly in the vertex domain. Fortunately, the convolution theorem provides us with another way to define convolution. In particular, the convolution theorem states that under suitable conditions, the Fourier transform of a convolution of two signals is the pointwise product of their Fourier transforms, which can be written asf * g =f ĝ,
where f ∈ R N and g ∈ R N denote two signals, the operator * and represent the convolution operator and elementwise Hadamard product, respectively, and the operator· denotes the Fourier transform.
With the convolution theorem, if we want to define a convolution operator on the graph, we only need to know how to achieve the Fourier transform and inverse Fourier transform on graph. Before introducing the graph Fourier transform, let us give some necessary content. Since Laplacian L is a real symmetric matrix, it can perform the spectral decomposition, and all its eigenvectors U = {u 1 , u 2 , · · · , u N } are orthogonal. Besides, all those eigenvectors have corresponding real and non-negative eigenvalues = diag{λ 1 , λ 2 , · · · , λ N }. Similar to the ordinary Fourier transform, the graph Fourier transform of a signal f ∈ R N on the graph is defined aŝ
The inverse graph Fourier transform on the graph reads as
We further compactly denote them in the matrix form asf = U T · f and f = U ·f , respectively. Thus, we can formally define the convolution operation on the graph as follows,
by using the convolution theorem and the graph Fourier transform, where f ∈ R N denotes a signal, g ∈ R N denotes the filter, and operator denotes the Hadamard product. In particular, we define a diagonal filter g θ = diag{θ 1 , θ 2 , · · · , θ N } ∈ R N ×N in the spectral domain directly so that the element-wise product can be transformed into a common matrix multiplication. As a consequence, the spectral convolution can be written as
With the aforementioned contents, we can note that our proposed method is equivalent to the spectral convolution algorithm. Due to our proposed convolution module can be rewritten as follows,
it is obvious that the form of Equation (17) corresponds to that of Equation (16) . Also, this means that we directly construct a bank of filters g s = e −s in the spectral domain to efficiently deal with the signals. The terms e −sλ i , λ i ∈ here can be intuited as a bank of low-pass filters, with λ i determining the cutoff frequencies.
B. MESSAGE PASSING ALGORITHM
Message passing algorithm [32] as a general framework for graph-related tasks, it can be used to learn model over graphs. In general, each node on the graph has a latent feature vector, which is initialized by the node's input feature vector. Throughout the model, each node repeatedly passes its current latent feature vector to neighboring nodes and integrates incoming messages from neighboring nodes. After several rounds of message passing and feature aggregation, each node uses the integrated latent feature vector as its representations used for graph-related tasks, such as node classification task on graph.
From this perspective, we can derive that our proposed NAGCN model is also equivalent to the message passing algorithm. Moreover, the feature aggregator of our method is localized in the vertex domain. This is because our proposed method can be re-denoted as follows,
which implies that we adopt the constructed neighborhood adaptive kernel to pass information of each node. Since the elements of the constructed kernel reflect the diffusion between nodes at a certain scale, thus the feature aggregator focuses only on local neighbors that are diffused adaptively. Hence, our model is localized in the vertex domain when integrating node features. Besides, in the message passing phase, the scale parameter can easily reflect the scope of diffusion neighbors, so our model can adaptively regulate the range of message dissemination to better achieve the integration of the most relevant neighborhood node features.
VI. EXPERIMENTS
In this section, we empirically evaluate the effectiveness of the proposed method against several other related methods on three classical citation benchmark datasets. Besides, we conduct the experimental study to assess the impact of the varying number of training data for the resulting model. We also conduct a brief analysis of the model locality and neighborhood adaptability in the vertex domain. In addition, we further provide a comparison experiment to verify the contribution of the proposed threshold mechanism for performance and efficiency with node classification tasks.
A. DATASETS
To evaluate our proposed method on semi-supervised node classification tasks, we conduct the experiments on three citation benchmark datasets, which are CiteSeer [18] , Cora [19] and PubMed [20] . More specifically, the CiteSeer dataset is mainly composed of computer-related scientific publications, including artificial intelligence, databases, information retrieval, and machine language, etc. The Cora dataset is mainly composed of papers related to machine learning, involving neural networks, genetic algorithms, probabilistic methods, and reinforcement learning, etc. The PubMed dataset is mainly composed of scientific publications in biomedicine.
In the three citation datasets, nodes denote documents and edges denote citation links, and each publication is described by a 0/1-valued word vector indicating the absence/presence of the corresponding word from the dictionary. Some other statistics information of three citation datasets is summarized in Table 1 .
B. BASELINE METHODS
In the experiment, we compare our method with several traditional semi-supervised learning methods, including Label Propagation (LP) method [26] , Deep Walk method [22] , Manifold Regularization (ManiReg) method [28] , Semisupervised Embedding (SemiEmb) method [29] , Iterative Classification Algorithm (ICA) [30] , and Planetoid method [25] . Apart from this, as our method is based on spectral graph theory, we also compare it with the following convolutional methods like Spectral CNN method [13] , Cheby-Net [15] , GCN [8] , and Graph wavelet neural network (GWNN) method [16] . Moreover, Monet [11] as the spatial method is also based on the Laplacian matrix, so we also take this method as a baseline method.
C. EXPERIMENT SETTING
Firstly, in our experiment, the partition of three citation benchmark datasets closely follows the setup of GCN [8] , fetching 20 labeled nodes per class in each dataset to form the training set to train the model and with an additional validation set of 500 labeled nodes for validation and the early-stopping. The prediction accuracy of each dataset is evaluated on a test set of 1000 labeled node samples. Then, we adopt a two-layer convolutional network constructed in this paper, where the number of hidden units is set to 16. The weight parameter of the model is initialized following Glorot and Bengio [33] , and the scale parameter s and threshold parameter THR are chosen via grid search using validation set. In particular, for Cora and CiteSeer, we set the candidate range of s to [0.5, 2.0] with an interval of 0.1 and set the candidate value of THR to {1e − 4, 1e − 5, 1e − 6, 1e − 7}. For PubMed, we set the candidate range of s to [0.5, 1.0] with an interval of 0.1 and set the candidate value of THR to {1e − 4, 1e − 5, 1e − 6, 1e − 7}. Finally, in our experiment, for CiteSeer dataset, s = 0.6, THR = 1e − 4. For Cora dataset, s = 1.1, THR = 1e − 4 and for PubMed dataset, s = 0.8, THR = 1e−4. To avoid over-fitting and improve the generalization performance of the model, we add additional L2 regularization constraints to the training parameters of model in the loss function and the L2 regularization term coefficient is set to 5 × 10 −4 . In addition, the dropout [34] is applied and the dropout rate is set to 0.5. We also employ the early-stopping mechanism to terminate the training if the validation loss does not decrease for 20 consecutive epochs and set the max training epochs is 200. We adopt the Adam optimizer [35] algorithm to optimize the model parameters with an initial learning rate lr = 0.01. All the experiments are performed on the machine with a single Tesla K40C GPU.
D. PERFORMANCE OF OUR NAGCN MODEL
We evaluate the effectiveness of our proposed NAGCN model on three benchmark datasets for semi-supervised node classification tasks. Experiment results are reported in Table 2 . Reported numbers denote classification accuracy in percent. Results for all other baseline methods are taken from the paper [16] .
From the results of Table 2 , we can note that our method achieves the best prediction results compared with other related methods. In particular, we achieve 20%+ improvement on CiteSeer and Cora, and almost 10% improvement on PubMed compared with traditional method MLP, and achieve 10% improvement on CiteSeer and Cora, and almost 6% improvement on PubMed compared with the classical spectral graph convolutional method Spectral CNN.
Firstly, for these traditional semi-supervised learning methods, the overall prediction accuracy is not high compared to the following graph convolutional methods due to insufficient use of existing information during the learning process. Just like Label Propagation (LP) algorithm, it only uses the structural information of the graph and some label information whereas it does not use the feature information of the nodes when it makes predictions for the unlabeled nodes. Yet for the multi-layer perception (MLP) method, it only uses the feature information of the nodes predicting the label of the unlabeled node whereas without using the given graph structure information. Then, for these graph convolutional ba-sed methods, since the Spectral CNN method is non-local in the vertex domain, the range of all node features rather than the locally useful range of neighbor node features are aggregated, which leads to the low prediction accuracy compared with other convolutional related methods. Critically, even though the Cheby-Net and GCN methods are localized in the vertex domain, they are a kind of polynomial approximation with a limited degree of freedom and use a fixed size of neighborhood to aggregate features which restricts their ability to learn useful information entirely. For Monet method, although it's not as good as our prediction accuracy, it also gains good results, which indicates that it is so significant and crucial to design an efficient aggregator operator to achieve excellent performance.
Finally, compared with the GWNN method, the prediction accuracy of our proposed method is on par or higher than this method, but our model is simpler and more efficient than the GWNN method. This is because the definition of wavelets of GWNN method is based on graph Fourier transform, and the convolution operation on the signal requires the process of graph wavelet transform and inverse transform, which is very time-consuming. However, our method integrates neighbor information directly through the constructed neighborhood adaptive kernel, to some extent avoiding these complex processes. Specifically, each layer of the GWNN can be formally represented as follows,
∈ R f ×p , and e s , e −s and g θ are N × N diagonal matrices, ψ −1 s , ψ s are graph wavelet transform and inverse transform, respectively, N is the number of nodes, f and p are the input and output feature dimensions of the layer. For the same size graph data, each layer of the GWNN method requires (3N 3 + 3N 2 + N 2 f + Nfp) multiplications, whereas our method requires (N 3 + N 2 + N 2 f + Nfp) multiplications. Note that the number of multiplications required is almost three times that of ours. Moreover, the parameter complexity of each layer of the
In order to more intuitively show the effectiveness of the node's feature representations extracted by using the NAGCN model, we use the t-SNE [36] embedding method to visualize predicted class distribution in Fig.1 . Different colors mean different categories of nodes. As can be seen from Fig.1 , the learned feature representation exhibits discernible clustering in the projected 2D space. More specifically, in the Fig.1 (a) , these clusters correspond to the six labels of the CiteSeer, verifying the model's discriminative power across the six topic classes of CiteSeer. The same effects for Cora and PubMed are shown in Fig.1(b) and Fig.1(c) , respectively.
E. IMPACT OF THE VARYING NUMBER OF TRAINING DATA
Since the labeling rate is often very small for real-world datasets, it is very significant to investigate model predictive performance and robustness under a small amount of labeled training data. In this part, we reduce the number of training samples to check if our method still performs well when limited labeled data is given.
Especially, we randomly selected 15, 10 and 5 labeled nodes from the previous divided training set to form different new training set on the Cora dataset. Then, in these three cases, we compare our method with GCN, ChebyNet-K (K=1, 2, 3), where K denotes the order of the polynomial, Spectral CNN and GWNN methods. For all these methods, we employ a two-layer convolutional network and the hidden units are set to 16. To avoid over-fitting, we also use L2 regularization term on the loss function with coefficient 5 × 10 −4 and dropout mechanism with a dropout rate of 0.5. Meanwhile, we set early-stopping is 20 to terminate the training if the validation loss does not decrease for 20 consecutive epochs, and the max training epochs are set to 1000. Particularly, for our method, the scale parameter s and the threshold value THR are set as follows. For Cora15, s = 2.0 and THR = 1e − 5. For Cora 10 and Cora5, s = 2.0, THR = 1e − 7 and s = 2.0, THR = 1e − 6, respectively. All three cases, we report the mean classification accuracy (with standard deviation) on the test nodes after 20 runs in Fig.2 .
As we expected, from Fig.2 , we can note that as the number of labeled training data decreases, the predictive performance of all models decreases. In addition, we can notice that although there is only a small number of labeled data for the training model, our proposed model still achieves the best prediction accuracy in all cases. Meanwhile, it's not difficult to find that our model has a lower standard deviation compared with other related methods under all these three labeling rates. This also proves the robustness and the stability of our model under a lower labeling rate.
F. MODEL LOCALITY AND NEIGHBORHOOD ADAPTABILITY ANALYSIS IN VERTEX DOMAIN
It is well known that whether it is graph structure data or regular tensor data, each data has a great correlation with the data in the surrounding neighborhood and a relatively small correlation with the data in the far distance. Therefore, the locality of the model is significant when integrating the features of the nodes. In this part, we intuitively verify the locality and neighborhood adaptability in the vertex domain of our model. Meanwhile, we investigate that the scale parameter in the model is used to adjust the scope of node integration features.
More specifically, we use the Cora dataset to assess model locality in the vertex domain and choose the node with id 600 as an example to illustrate the scope of the adaptive neighbors in a certain scale. The concrete results are obtained using the GSP toolbox [37] and depicted in Fig.3 .
In Fig.3 , the left figure represents the entire graph of the Cora. On the right, we magnify the local structure of the left graph to more clearly show the locality and neighborhood adaptability of the model at different scales. The node in the orange circle denotes the target node, i.e. the node with id=600, and the highlighted nodes around represent the adaptive neighbor nodes under a certain scale. More specifically, the color of the node represents the correlation between this node and the target node during convolution. This means that when updating the feature representations of the target node, only those highlighted node features are used rather than all node information. Therefore, our model is localized in the vertex domain when integrating node information. Besides, as can be seen from the Fig.3 , at a certain scale, our model uses an adaptive neighborhood information rather than a fixed-order neighborhood information for updating the feature representations of the target node. Moreover, with the scale parameter s becoming larger, the scope of neighborhood becomes larger. This means that we can flexibly adjust the adaptive coverage of the neighborhood when integrating node features by changing the scale parameter value. Hence, this is very advantageous for the model to extract the most useful node feature information according to the real-application.
G. IMPACT OF THE THRESHOLD MECHANISM
In this part, we consider the performance of the model with and without the threshold mechanism. We verify the prediction accuracy and wall-clock training time of our model on the Cora and CiteSeer, respectively. In the experiment, we set the scale parameter to be the same, but one uses the threshold mechanism on the constructed kernel, and another one does not use. Specifically, for the Cora, we set the scale parameter s = 1.1 and set threshold value THR = 1e − 4 for the case of using the threshold mechanism. For the CiteSeer, we set the scale parameter s = 0.6 and set threshold value THR = 1e − 4 for the case of using the threshold mechanism. The results of the prediction accuracy and training time are shown in Fig.4 .
Firstly, we can note that the prediction accuracy of using the threshold mechanism on both Cora and Citeseer is all higher than that without the threshold mechanism from Fig.4(a) . This explains to some extent that by using the threshold mechanism, the model can filter out some of the less relevant node information, leaving the most relevant part for integrating the node representations. In addition, from the outcome of the show in Fig.4 (b) and 4(c), the wall-clock training time using the threshold mechanism is significantly less than the time without the threshold mechanism. Moreover, the average training time of one epoch without using the threshold mechanism is almost 20 times that of using the threshold mechanism and the total runtime is about 10 times. This also reflects that it greatly improves the efficiency of the model by using the threshold mechanism on the constructed kernel.
VII. CONCLUSION
In this paper, we propose a neighborhood adaptive graph convolutional network used for semi-supervised node classification tasks. Unlike traditional graph convolutional models operate on the normalized adjacent matrix, we use the constructed neighborhood adaptive kernel instead of the fixed neighborhood size kernel to more precisely propagate and aggregate node features between neighbor nodes. Besides, we can obtain higher-level node representations with sufficient expressive power by a learnable feature fine process. As a result, our proposed model can effectively learn more useful information across the near or distant neighbors according to the real application. Extensive experimental results demonstrate that our proposed NAGCN model can achieve stateof-the-art performance on several node classification tasks. Even under the lower labeling rate, it still achieves a good classification accuracy, which is a good reflection of the stability and robustness of the resulting model. However, since our method is based on the eigen-decomposition of the Laplacian matrix, the amount of computation will increase accordingly when used for large-scale graphs. Thus, in the future work, we will consider some approximation methods of spectral decomposition to optimize the model, so that to speed up the operation efficiency of the model and make it more suitable for the large-scale graph data. In addition, for large-scale graphs, we will also consider graph partitioning first, dividing it into many small-scale graphs, and then process them separately.
