Introduction
Pipelining enables the realization of high-speed, highefficiency CMOS datapaths by allowing the reduction of supply voltages at the lowest possible levels while still satisfying throughput constraints. In deep pipelines, however, registers and corresponding clock trees are responsible for an increasingly large fraction of total dissipation, no matter how efficiently they may have been implemented [1] [2] [3] [4] . For example, the power consumed by the registers of a predictive vector quantization (PVQ) decoder described in [2] amounts to 90% of the total datapath dissipation. In general, these registers latch their inputs unconditionally, even if input data does not change, and thus consume significant power no matter how efficiently they may have been implemented [1, 3, 4] . This paper presents a methodology for designing finegrain reconfigurable pipelined datapaths that can adapt their performance and dissipation to required data rates in real time. These datapaths can efficiently cope with the variability of data rate that is commonplace in numerous applications. Our reconfiguration methodology reduces energy dissipation by disabling and bypassing a select subset of registers. The number of register stages and corresponding clock trees to be disabled at any interval in the operation of the pipeline is periodically determined by the amount of computation that must be performed at the time. Reconfiguration can be performed "on the fly" while data is streaming through the datapath. The control hardware overhead associated with our approach is very low. For an n-stage pipeline, additional hardware is limited to O(n log n) state bits and O(n) multiplexers.
An application domain that naturally lends itself to our real-time fine-grain reconfiguration scheme is video processing, a key component of multimedia communications and a potentially integral part of next-generation portable devices. Currently, there are several video standards established for different purposes, including MPEG-1, MPEG-2, and H.261, and their implementations for mobile systems-on-a-chip (SoCs) should provide substantial computing capabilities at low energy consumption levels [5] . The building blocks of these standards include demanding computations such as the discrete cosine transform (DCT), inverse discrete cosine transform (IDCT), motion estimation, motion compensation, variable-length coding/decoding, quantization, and inverse quantization. Video streams are particularly suitable for low-power processing using our reconfiguration approach, because the required data rates of downstream components can be inferred by observing the output values of upstream components. Owing to the real-time reconfiguration capability of our scheme, variable data rates can be accommodated without interrupting the flow of data through the pipeline. In contrast, alternative dynamic adaptation schemes such as voltage scaling would require several cycles to reconfigure the system and thus result in unacceptable latencies for real-time latency-sensitive applications.
To evaluate the efficiency of our methodology, we applied it to the design of reconfigurable pipelined multipliers that were used in IDCT modules with varying degrees of parallelism. Our multipliers were dynamically reconfigured according to the number of nonzero DCT coefficients per block and the picture size. We compared the energy efficiency of the reconfigurable IDCTs with that of statically pipelined IDCTs with identical architecture and peak performance capability. In simulations with a 0.35-m CMOS technology, our reconfigurable pipelined multipliers used to perform twodimensional IDCT achieved relative reductions up to 65% compared with the nonreconfigurable counterparts.
The remainder of this paper contains four sections. Section 2 introduces our reconfigurable pipelining scheme. Section 3 describes the application of our approach to the design of low-power two-dimensional IDCT modules for MPEG video processing. Section 4 presents simulation results from the comparative evaluation of reconfigurable and conventional IDCT designs on MPEG video streams. Our contributions are summarized in Section 5.
Reconfiguration methodology
In this section, we highlight our reconfigurable pipeline design methodology. Specifically, we describe the structure and operation of our reconfigurable pipelines and discuss the control hardware overhead associated with our approach. To provide a concrete example, we present a four-stage 4 ϫ 4 array multiplier that is pipelined according to our proposed scheme. Figure 1 (a) illustrates our proposed design methodology using a four-stage reconfigurable pipeline. The figure includes the control logic of the pipeline and details of the ith pipeline stage. This four-stage pipeline is capable of handling a maximum of four samples per four cycles. Whenever throughput requirements are low, however, register stages can be selectively disabled by gated clocks and bypassed by multiplexers. The original four-stage pipeline can thus be reconfigured to compute with a latency of two stages, one stage, or no latency at all (purely combinational). The pipeline mode, that is, the number of pipeline stages that are used to process an input, is determined by a pair of status bits. For each data item that is to be processed in a given mode, the corresponding status bits are injected into the control pipeline. The propagation of the status bits is itself pipelined, "shadowing" the flow of the data through the datapath. At each stage, the status bits are combined with a load-enable signal and a clock signal to generate a gated clock and a multiplexer-select signal for the pipeline register and the multiplexer of that stage, respectively.
To ensure that data is not corrupted in the pipeline, reconfiguration must be coordinated with the rate at which new inputs enter the pipeline. In particular, if the pipeline is in its base four-stage mode, new data may enter every cycle. If the pipeline is in its two-stage mode, however, new inputs are accepted only every other cycle, since every pipeline stage effectively requires two "base" cycles to complete its computation. Figure 2 shows the timing diagram of a conventional (nonreconfigurable) four-stage pipeline that processes two sets of samples, each at the maximum rate of four samples per four cycles. Our reconfigurable four-stage pipeline can be configured to have the same pipeline structure as the conventional one, thus achieving the same maximum rate of four samples per four cycles.
When only one sample has to be processed every four cycles, as shown in Figure 3(a) , all registers in each stage of the conventional four-stage pipeline are used for one cycle and remain idle for three cycles. In this case, our reconfigurable four-stage pipeline can operate in its singlestage mode, as shown in the timing diagram of Figure 3(b) , processing the two sets of samples at the rate of one sample per four cycles.
Figures 4(a) and 4(b) show the timing diagrams of a conventional four-stage pipeline and a reconfigurable four-stage pipeline in its four-, one-, two-, and four-stage modes, respectively. These pipelines process four sets of input samples in total, each at the rate of four, one, two, and four samples per four cycles. Reconfiguration is performed with no need for any pipeline bubbles. When input rates are low, the reconfigurable pipeline uses idle cycles to spread the computation and eliminate three stages of registers, thus reducing register dissipation without sacrificing throughput.
In general, to ensure that no data is lost in an n-stage reconfigurable pipeline, when the input sampling rate is in the range (2 iϪ1 /n, 2 i /n] samples per cycle, the number of registers bypassed by multiplexing, S, should be n/ 2 i Ϫ 1.
If the input rate falls below 1/n samples per cycle, S stays at n Ϫ 1.
Figure 2
Timing diagram of conventional four-stage pipeline for two sets of samples at the rate of four samples per four cycles. 
Four cycles Four cycles Four cycles Four cycles
C B D A C B D A C0 B0 A0 C0 B0 D0 A0 C1 B1 D1 A1 C1 B1 D1 A1 C2 B2 A2 C2 B2 D2 A2 C3 B3 A3 C3 B3 D3 A3 CLOCK REG 0.D LOAD_EN [0] REG 0.Q REG 1.D LOAD_EN [1] REG 1.Q REG 2.D LOAD_EN [2] REG 2.Q REG 3.D LOAD_EN [3] REG 3.Q REG 4.D LOAD_EN [4] REG 4.Q D2 D3 D0 G F H E G F H E G0 F0 E0 H0 G0 F0 H0 E0 G1 F1 E1 H1 G1 F1 H1 E1 G1 F1 E1 H1 G2 F2 H2 E2 G1 F1 E1
Figure 3
Timing diagram of (a) four-stage conventional pipeline and (b) four-stage reconfigurable pipeline for two sets of samples, each at the rate of one sample per four cycles. 
Figure 4
Timing diagram of (a) four-stage conventional pipeline and (b) four-stage reconfigurable pipeline for four sets of samples at the rate of four, one, two, and four samples per four cycles, respectively. 
The control hardware overhead of our reconfiguration scheme is relatively low, amounting to O(log n) additional logic and state bits per stage in n-stage pipelines. Specifically, for each original pipeline stage, the number of status bits and the number of NAND gates introduced for clock gating are proportional to log n. Moreover, a single load-enable bit is required per stage. Therefore, the overall hardware overhead for controlling an n-stage reconfigurable pipeline is O(n log n).
The basic reconfiguration methodology described in this section can be enhanced in several ways to improve clock period and reduce power dissipation. For example, if we introduce a single-cycle pipeline bubble at each reconfiguration, we can effectively hide the delay of the multiplexer. Additional power savings can be obtained by disabling the local clock trees.
Application to MPEG video processing
In this section we give a brief overview of the MPEG video processing standard. We then describe the application of our reconfigurable pipelining scheme to the design of an inverse discrete cosine transform (IDCT) module for the MPEG processing pipeline. This module uses reconfigurable pipelined multipliers that operate at substantially reduced dissipation levels in comparison with their conventional counterparts.
In general, two coding types are used for video compression: intraframe and interframe. Intraframe coding exploits the spatial redundancy within a frame, while interframe coding exploits temporal redundancy between frames. Figure 5 depicts both the intraframe and interframe coding schemes in the MPEG video standard. It also shows the data hierarchies of video sequence, group of pictures (GOP), slice, macroblock (MB), and block. In the spatial domain, each video frame is divided into blocks with 8 ϫ 8 pixels. Four luminance blocks and two chrominance blocks are grouped to create a MB with 16 ϫ 16 pixels. In the temporal domain, there are three types of frames: intra (I), predictive (P), and bidirectional (B) frames.
The encoding of I-frames is based on spatial redundancy. The purpose of P-and B-frames is to reduce temporal redundancy by motion compensation, which is accomplished by identifying, for every MB in the current frame, the best-matching MB from the previous or the next I-or P-frame. Both forward-prediction and backward-motion vectors (MVs) can be used for motion compensation during decoding. The motion-compensated prediction error (that is, the difference between the motion-compensated MB and the current MB) is transformed into an array of 8 ϫ 8 transform coefficients using the two-dimensional (2D) DCT. The coefficients are quantized and subsequently encoded using run-length techniques. During decoding, the encoded video bitstream is analyzed into the motion vectors of each MB and the DCT coefficients of each block. The motion vectors are used to generate a motion-compensated prediction that is added to a decoded prediction-error signal to generate the reconstructed video.
MPEG video standards specify the upper bounds for picture size, frame rate, and bit rate for various combinations of profiles and levels. For the main-profile at main-level (MP@ML) combination of MPEG-2 in the NTSC-compatible mode, for example, picture size, frame rate, and bit rate are 720 ϫ 480 pixels, 30 frames/s, and 15 Mb/s, respectively. Thus, the maximum throughput requirement for an MPEG-2 MP@ML decoder is 15.552 ϫ 10 6 samples/s [30 frames/s ϫ (720/16 ϫ 480/16) MB/frame ϫ 6 blocks/MB ϫ 64 pixels/block]. In the MPEG video standard, reconstructed images should be sent to display devices on time. This requirement imposes a real-time constraint on the decompression computation. Therefore, each functional block should be designed to meet the maximum throughput dictated by the standard, even though average data rates can be substantially lower than the upper bound specified by the standard. However, blocks are not required to process data as quickly as possible, as long as they process the data within a specified time. Power savings can thus be achieved by spreading the computation across the time allotted, using the minimum level or resources required to meet throughput requirements.
Furthermore, the time scale over which computations can be spread is limited by practical considerations of the data rates and the cost of buffering. Buffering the decompressed output stream could allow the real-time
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Illustration of I-, P-, B-frames and data hierarchies. However, since the output bandwidth is high, the overhead in silicon area is high, and the energy of buffering substantial amounts of the output stream becomes prohibitive. Thus, power savings in this case can be achieved only by fine-grain approaches such as our pipeline reconfiguration methodology. Other approaches such as dynamic voltage scaling cannot cope with the short time scales over which voltage scaling must occur. In general, average data rates in video processing are often significantly lower than the maximum possible rate. Therefore, although the maximum throughput requirement of the IDCT module is determined by the worst-case number of nonzero DCT coefficients per block, the average number of nonzero DCT coefficients per frame is much smaller than the worst-case one.
To evaluate the performance of our reconfigurable pipelining scheme, we applied it to the design of a multiply-accumulate (MAC)-based 2D IDCT, one of the most computing-intensive tasks in MPEG video processing. The 2D IDCT of an 8 ϫ 8-coefficient block can be separated into two sequential eight-point one-dimensional (1D) IDCTs using the row-column decomposition technique. This decomposition scheme is preferred for VLSI implementations of 2D IDCT because of its regularity and numerical characteristics. The eightpoint 1D IDCT of a DCT coefficient vector Z is given by the expression x͑n͒ ϭ samples/s specified in the MPEG-2 MP@ML video standard, the operating frequency should be at least 15.552 MHz. Similarly, a MAC-based IDCT architecture with four multipliers can be derived from a MAC-based IDCT architecture with eight multipliers using a multiplexer to eliminate the second 1D IDCT. To satisfy the maximum throughput requirement, the remaining 1D IDCT would have to process samples at twice the input sample rate, that is, 31.104 MHz. A MAC-based IDCT with two multipliers will have to operate at speeds higher than 62.208 MHz. To achieve these required clock rates at the lowest voltage possible, multipliers in the three IDCT structures should be deeply pipelined. Consequently, pipeline registers consume an increasingly larger fraction of the total dissipated energy, even though overall energy consumption may be reduced.
The main idea behind our energy-efficient reconfigurable IDCT is to predict the number of operations required for each 8 ϫ 8-coefficient block and use it to reconfigure the IDCT multiplier pipelines to match the throughput requirement. This number can be obtained effortlessly before the 2D IDCT begins to process the block. Specifically, for the first 1D IDCT, the number of nonzero DCT coefficients can be simply counted at the output of the variable-length decoder or inverse quantizer, which are both upstream from the IDCT in the MPEG pipeline. The number of nonzero DCT coefficients per block for the second 1D IDCT can be counted at the output of the first 1D IDCT. These counts can be used to reconfigure the pipelined multipliers of the MAC-based IDCT module. Furthermore, the time scale at which this reconfiguration occurs (that of one 8 ϫ 8 block) is small enough that no extra buffering is needed on the output stream.
As the number of nonzero DCT coefficients per block decreases, the number of disabled register stages increases. At low data rates, the reconfigurable pipelined multipliers operate as fully combinational circuits, and the energy consumption of their registers is eliminated. Given a block, the IDCT is guaranteed to stay in the same reconfiguration mode for a number of cycles inversely proportional to the number of multipliers it uses (64, 128, and 256 cycles for eight, four, and two multipliers, respectively).
In addition to the number of nonzero coefficients, picture size can be used to achieve further energy savings. For example, if picture size is one quarter of the maximum for MPEG-2 MP@ML, the number of blocks that must be processed within 1/30 second decreases by a factor of 4. Therefore, the number of required pipeline stages can decrease by a factor of 4, independently of the number of nonzero DCT coefficients per block.
Simulation results
In this section, we present results from the comparative evaluation of our reconfigurable IDCT modules with conventional pipelined IDCTs when decoding a variety of MPEG-2 MP@ML test bitstreams. We first focus on one test bitstream at a fixed bit rate and provide detailed evidence about the effectiveness of our coefficient-based reconfiguration scheme. We then give simulation results that demonstrate the significant relative savings that can be achieved by using our reconfigurable design methodology instead of nonreconfigurable pipelines for a variety of bitstreams and bit rates.
We synthesized three different topologies of MACbased IDCTs in a 0.35-m CMOS technology using eight, four, and two multipliers. To achieve the maximum throughput requirement at 1.4 V, the 16 ϫ 16 multipliers in the three IDCT structures used four, eight, and 16 stages, respectively. Consequently, for deeper pipelines, pipelining registers consumed an increasingly larger fraction of total dissipated energy. The registers were implemented by positive edge-triggered D flip-flops using transmission gates, a common practice in standard-cell design [6] .
Our initial experiments focused on the benchmark bitstream flower garden, which is provided by the MPEG video committee and consists of 38 I-pictures, 113 P-pictures, and 299 B-pictures with a resolution of 704 ϫ 480 pixels. Figure 6 shows one of the I-pictures reconstructed from the flower garden bitstream.
To estimate power consumption, we relied on a switchlevel circuit simulator with RC parameters extracted using a commercial Verilog-HDL synthesizer and standard-cell router. Power estimates were obtained for the multipliers in the IDCT, since they account for a large portion of the total IDCT dissipation. The dissipation of buffers for transposition and output was ignored, since these components were clocked only once every eight cycles and are known to dissipate only a very small fraction of the total energy in MAC-based IDCTs [7] . Figure 7 shows the relative energy savings per operation for three reconfigurable multipliers with worst-case latency of 4, 8, and 16, when the input data rate permits their reconfiguration with fewer pipeline stages. For example, the solid black bar corresponding to one stage in the reconfigured pipeline indicates that when the 16-stage reconfigurable multiplier is configured as a single-stage combinational path, it saves more than 70% of the dissipation of the conventional 16-stage multiplier. Similarly, the fifth bar from the left denotes that when the eight-stage multiplier is configured as a two-stage pipeline, it saves about 50% of the energy dissipated by the conventional eight-stage multiplier. The negative savings for stages 4, 8, and 16 are due to the dissipation of the reconfiguring hardware. Figure 8 gives the cumulative distribution of the number of nonzero DCT coefficients per block for the 2D IDCT of the bitstream at 6.0 Mb/s. According to this graph, the potential of our reconfiguration scheme to reduce the
Figure 6
A reconstructed I-picture of the MPEG bitstream flower garden.
Figure 7
Relative energy reduction per operation for reconfigurable multipliers. Reprinted with permission from [8] ; © 2000 IEEE. power dissipation of the IDCT multipliers is substantial. In particular, 36% of the nonzero DCT coefficients in the bitstream are found in blocks with at most 16 nonzero coefficients. To process each of these blocks on the IDCT that uses eight multipliers, it is sufficient to configure the multipliers as single-stage pipelines, thus eliminating all of the intermediate registers in their four-stage reconfigurable pipelines. The aggregate throughput of the single-stage multipliers decreases to one sample per four cycles. Since the number of nonzero DCT coefficients in each block is no more than one quarter of the maximum number of nonzero DCT coefficients per block, the 2D IDCT of each such block can be completed within 64 cycles.
Figures 7 and 8 can be combined to estimate the relative energy savings of a MAC-based reconfigurable IDCT architecture on the bitstream flower garden over a conventional IDCT with the same worst-case latency and maximum throughput. For example, consider the third bar from the left in Figure 7 . The relative energy savings when a reconfigurable four-stage multiplier is configured as a single-stage pipeline are 40% over the conventional fourstage implementation. From Figure 8 it follows that approximately 36% of the blocks in flower garden can be processed by a single-stage pipeline. Therefore, the relative savings in energy dissipation over a corresponding nonreconfigurable four-stage pipeline are approximately 0.36 ϫ 40% ϭ 14.4%, as shown in Figure 9 . Similarly, 20% of the nonzero coefficients in flower garden can be found in blocks with 17-32 nonzero coefficients that can be processed by a two-stage configuration of the four-stage multiplier. In this case, the reconfigurable multiplier saves about 24% over the conventional four-stage multiplier, and the relative energy savings of reconfiguration for these operations are approximately 0.20 ϫ 24% ϭ 4.8%. Finally, about 34% of the nonzero coefficients are elements of blocks with more than 32 nonzero coefficients. In this case, the reconfigured four-stage multipliers should be used for eight samples per eight cycles. The relative energy savings over the nonreconfigurable multiplier are about Ϫ1.7%. Therefore, during these operations, about 0.34 ϫ (Ϫ1.7)% ϭ Ϫ0.6% of total energy is saved. The total relative energy savings with the reconfigurable fourstage multipliers over the nonreconfigurable ones are 14.4 ϩ 4.8 Ϫ 0.6 ϭ 18.6% when the 2D IDCT for flower garden at 6.0 Mb/s is performed. In the case of four-and 16-stage reconfigurable pipelined multipliers, the relative savings are 25.6% and 29.7% over their conventional counterparts. Figure 10 gives statistics for the number of nonzero DCT coefficients per block for different bit rates of the image source flower garden. The percentage of nonzero DCT coefficients in blocks with a small number of nonzero DCT coefficients increases. Therefore, for lower bit rates, the reconfigurable multipliers will spend a longer time in a "shallow," energy-efficient mode, and thus greater relative savings can be achieved. The picture size of flower garden at 1.5 Mb/s is 352 ϫ 240 pixels, which is a quarter of the maximum picture size, 720 ϫ 480 pixels, in MPEG-2 MP@ML. Figure 11 shows the average relative energy savings that can be achieved using the three different topologies of the reconfigurable MAC-based IDCTs instead of their conventional counterparts for the MPEG-2 MP@ML bitstreams susi, table tennis, mobile, and flower garden,
Figure 9
Relative energy reduction in each reconfiguration mode of reconfigurable multipliers on flower garden at 6.0 Mb/s. Reprinted with permission from [8] ; © 2000 IEEE. 
Figure 10
Cumulative distribution of nonzero coefficients per block on flower garden at various average bit rates. Reprinted with permission from [8] ; © 2000 IEEE. 
Conclusion
In this paper, we have presented a novel methodology for designing low-energy reconfigurable datapaths that are capable of adapting their pipeline depth in real time to fine-grain variations of their workload. To assess the effectiveness of our approach, we applied it to the design of a reconfigurable pipelined multiplier that was used in MAC-based IDCT modules for MPEG-2 MP@ML. On the basis of multiplier dissipation, the reconfigurable IDCT modules achieved relative power reductions of up to 65% compared with their conventional counterparts.
Our work opens the way to a number of interesting research issues. From an application standpoint, a promising research direction is the investigation of our design methodology for the realization of energy-efficient video processing building blocks such as dequantizers and motion compensators. Another interesting research direction is the application of our reconfigurable datapath design methodology in conjunction with compiler scheduling for reducing the power dissipation of general-purpose microprocessors. 
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