locutor as well as top-down cognitive contributions exhibited in the regulation of these periods of symmetry.
Adaptation to Context: Dynamics and Appearance
The context of a conversation can influence its course: The person you think you are speaking with can influence what you say and how you say it. The appearance of an interlocutor is composed of his/her facial and body structure as well as how he/she moves and speaks. Separate pathways for perception of structural appearance and biological motion have been proposed (Giese & Poggio, 2003) . Evidence for this view comes from neurological (Steede, Tree, & Hole, 2007b , 2007a and judgment (Knappmeyer, Thornton, & Bülthoff, 2003; Hill & Johnston, 2001 ) studies. Munhall & Buchan (2004) postulate that motion contributes to identification of faces by (a) better structure cues from a moving face and (b) dynamic facial signatures. Berry (1991) reports that children can recognize gender from point light faces when the recorded motion was from a conversation, but not when it was from a recitative reading. This suggests that contextual dynamics cues are likely to be stronger in normal interactions than when generated from a scripted and acted sequence.
If we accept that the dynamics of facial expressions, head movements, and gestures during natural conversation are generated as part of a system that uses mechanisms of adaptive feedback and varies the informational content of its output, we conclude that these dynamics are likely to exhibit highly complex time-dependency. When building statistical models of such a system, we may expect to encounter data with high numbers of degrees of freedom and complex nonlinear interactions. The successful study of such systems requires measurement with high precision both in time and in space. Large numbers of data samples are required in order to have sufficient power to be able to distinguish models with nonlinear time-dependence from those with nonstationary linear components. Finally, in order to test models, precise experimental perturbations are needed in order to be able to distinguish causal from correlational structure.
Measuring and Manipulating Dynamics and Appearance
Given these needs for studying coordinative movement in natural conversation, we sought a nonintrusive method for automatically tracking facial expressions and head movements. In addition, in order to create perturbations, we sought a method for covertly introducing known perturbations into natural conversation. We wished to be able to make adjustments to both appearance and dynamics without a naive conversant knowing that these perturbations were present.
The adaptive regulation of cognition and expressive affect has long been studied using laborintensive methods such as hand coding of video tape or film (e.g., Cohn, Ambadar, & Ekman, 2007; Cappella, 1996; Condon & Ogston, 1966) . Experiments in the regulation of expressive affect have primarily used fixed or recorded stimuli because it is otherwise difficult to control the context to which the participant is adapting. But people react much differently to recorded stimuli than they do when they are engaged in a conversation. Perceptions and implicit biases triggered by appearance and dynamics of the interlocutor have the potential to change the way that a participant self-regulates during an interaction. We sought a way for controlling the context of a natural conversation by allowing the random assignment of appearance variables such as age, sex, race, and attractiveness.
Videoconference Paradigm
In order to control context and to acquire high quality full face video and acoustically isolated audio of conversation participants, we selected a videoconference paradigm. In our current laboratory setup, each participant sits on a stool in a small video booth as shown in Figure 2 facing a back projection screen approximately 2m away. A small (2cm × 10cm) "lipstick" video camera is mounted in front of the back projection screen at a position that corresponds to the forehead of the lifesize image of their interlocutor's face projected on the screen. Each participant wears headphones and a small microphone is mounted overhead, out of the participants' field of view. The walls of the booths are moveable "gobos" built of sound diffusing compressed fiberglas panels covered with white fabric. The participants are lit from the front and the gobos and a white fabric booth ceiling serve as reflective surfaces so that there are few shadows on the face, facilitating automatic video tracking. The field of view in the booth is basically featureless white fabric other than the image of the conversant. Acoustically, the sound diffusion panels prevent coherent early reflections and thus the booth does not sound as small as it is. This effect and the open sides are used to help prevent feelings of claustrophobia that might otherwise occur for some participants in a small (2.5m × 2m) enclosed space.
[ Figure 2 about here.]
While the participants are in separate rooms, and thus acoustically isolated from one another, they are actually in close proximity to one another. This allows the use of a single magnetic field covering the two booths to enable motion tracking (Ascension Technologies MotionStar) to synchronously record the participants' head movements (6 DOF sampled at 81.6Hz). Each participant wears a headband or hat to which a tracker is attached. Naive participants are informed that we are "measuring magnetic fields during conversation" and in our experiments over the past 10 years have in all (N > 200) but one case accepted this cover story. One participant in one of our recent experiments immediately indicated that he knew that the headband was a motion capture sensor and so his data was not used. By withholding the fact that we are motion tracking, we wish to prevent participants from feeling self conscious about their movements during their conversations.
Video and audio can be transmitted between the booths with a minimal delay -there is a one video frame delay (33ms) at the projector while it builds a frame buffer to project. Audio between booths is delayed so as to match the arrival of the video. In some of our experiments, we have used frame delays between 3 and 5 frames (99ms to 165ms) but as yet have found no effects on movements within this area of delay. As delays become longer than 200ms, conversational patterns can change. Delays of over 500ms can cause breakdowns in conversational flow as individuals begin talking at the same time, having difficulty in negotiating smooth speaker-listener turn taking.
Real Time Facial Avatars
The video conference paradigm allows us to track head movements, but it also allows us to track facial movements using Active Appearance Models (AAMs) (Cootes, Edwards, & Taylor, 2001; Cootes, Wheeler, Walker, & Taylor, 2002) by digitizing a video stream and applying tracking software developed by our colleagues at Carnegie Mellon (Matthews, Ishikawa, & Baker, 2004; . From the tracking data, we can redisplay a computer generated avatar face for each video frame (Theobald, Matthews, Wilkinson, Cohn, & Boker, 2007) . The tracking and redisplay take less time than a single video frame, so the whole process takes 33ms for the frame digitizing and 33ms for the tracking and redisplay of the frame buffer. Thus, we can track a face and from that data synthesize a video avatar within 66ms. We have been using an off-the-shelf PCIe AJA Video Kona Card for video digitizing and redisplay in a standard 3.0GHz Mac Pro which performs the tracking and synthesis.
The capability to track facial movements and redisplay them brings with it the possibility of creating perturbations to conversation in a covert manner and randomly assigning them within a conversation. In order to do this, we first needed to find out whether the synthesized avatars were accepted as being video by naive participants. Then we needed to develop a method for applying perturbations of appearance and dynamics to the resynthesized avatar faces.
Facial Avatars Using Active Appearance Models (AAMs)
AAMs are generative, parametric models and consist of both shape and appearance components.
The shape component of the AAM is a triangulated mesh that moves like a face undergoing both rigid motion (head pose variation) and non-rigid motion (expression) in response to changes in the parameters. The shape components are identified by first hand labeling between 30 and 50 frames of video for the 68 vertices composing the triangular mesh, a process that takes a trained research assistant about 2 to 3 hours. The video frames are chosen so as to cover the range of facial motion normally exhibited by the target individual's expressions. Once these video frames are hand-labeled, the remainder of the process is automatic. Thus, once a model is constructed, we can continue to use the model to track an individual over multiple occasions and multiple experiments.
A principal components analysis is performed on these labeled video frames to extract between 8 and 12 shape components that can be thought of as axes of facial movement. These components are independent and additive so that the estimated shape of a face mesh in a single frame of video is expressed as the weighted sum of the retained components
where s is the estimated shape, s 0 is the mean shape, s i are the component loadings and p i are the shape parameters. Figure 3 -a plots the first three of these components for one target individual.
The arrows in each wireframe face in Figure 3 -a demonstrate how one unit of change in each the first 3 principal components creates simultaneous change across multiple vertices of the triangular mesh.
[ Figure 3 about here.]
The appearance component of the AAM is an image of the face, which itself can vary under the control of the parameters. As the parameters are varied, the appearance changes to model effects such as the appearance of furrows and wrinkles. Again, we use principal components analysis on the same labeled video frames and retain a few (8 to 12) appearance components. Thus, the estimated appearance A(x) becomes a linear combination of the mean appearance A 0 (x) plus a weighted sum of appearance images A i (x):
where the coefficients λ i are the appearance parameters. Figure 3 -b shows the mean appearance and the first two appearance components for a target individual's face. Combining the shape and appearance models we can create a wide variety of natural-looking head poses and facial expressions.
Fitting an AAM is a difficult non-linear optimization problem. recently proposed and demonstrated an AAM fitting algorithm that is more robust and faster than previous algorithms, tracking faces at over 200 frames per second. Our project uses this algorithm to fit a pre-built AAM model to each frame of video as it becomes available at the digitizing frame buffer. assistants. The required number of degrees of freedom is surprisingly low (less than 25 DOF) for each of the generated avatars, although the avatars' appearance is very similar to the individuals' actual appearances. Note that the mean shape and appearance is somewhat smoother than any particular video frame and that the mean shape and appearance is not a completely relaxed expression.
[ Figure 4 about here.]
Figure 5 displays a still from the video feeds, facial tracking, and avatar from one conversation during an experiment. Figure 5 -a shows the video that was captured from the research assistant.
In Figure 5 -b, her face is tracked by the 68 vertex triangular mesh. From these tracking data and a previously constructed model, a video frame with a matching avatar is displayed in Figure 5 -c.
The naive participant, shown in Note that there appears to be a high degree of symmetry exhibited by the faces in Figure 5 . After the conversation session is over, models are built and tracked for each naive participant. In this way, we have been capturing measurements that will be used to construct and test specific models for the dynamic ebb and flow of symmetry formation and symmetry breaking during conversation.
Swapping Appearance by Using Avatar Models
Once we were able to construct and display an avatar in real time, we began to work on methods for introducing manipulations of the appearance and dynamics of the avatar. Changing the appearance of the avatar is akin to putting a flexible mask on a person. That is to say, the avatar's expressions are driven by the captured motions of the person whose face is being motion tracked, but the avatar model that is shown making these expressions is one that was generated from a different individual.
To accomplish this, we first constructed a set of short video clips that was representative of each of our six research assistants. We then videotaped each assistant while she or he mimicked the facial expressions of each of the other assistants as shown on the video clips. Then we used the captured video from each individual research assistant to build a model that covered approximately the same space of expressions. Finally, we simply substituted one person's mean shape and appearance for another person during the synthesis portion of process. As an example of how this works, the research assistant in Figure 6 -a is being tracked and his expressions are mapped onto the other five research assistants in Figures 6-b through -f.
[ Figure 6 about here.]
Note that the expressions in Figure 6 are not exactly the same. One might think of this mapping as how person (a)'s expression differs from his mean being applied to how person (b)'s face would appear if he had produced an expression with the same difference from his mean. This tends to create natural appearing expressions, since the shapes themselves are not mapped, but simply an expression that represents a similar point in expression space. By sampling all individuals mimicking the same movements, we were able to have the axes of the spaces be relatively similar. This is an important point, because principal component axes generated from the distribution of naturally occurring movements from one individual may be substantially different from the axes generated from another person who may have a very different distribution of characteristic movements. Methods for rotation and scaling of axes between avatar models ) may improve expression mapping and reduce the need for mimic-based video sequences on which to build models.
We used the mean shape and appearance substitution method that were used to produce displays that map appearance from one sex to another (Boker et al., in press ). For instance, in Figure 7 the research assistant's face was mapped to a male avatar. Each video frame is mapped, so the dynamics of the movements produced by the female research assistant were produced by the male avatar's expressions. In addition, the female research assistant's voice was processed using a TCHelicon VoicePro vocal formant processor to change the fundamental frequency and formants to approximate a male voice. In this experiment, the naive participant in Figure 7 -d was informed that she would have six different conversations. She actually talked to two research assistants, one male and one female, but she thought she had spoken with six different individuals, three male and three female. The research assistants were blind to whether they appeared as a male or a female in any particular conversation.
[ Figure 7 about here.]
In our avatar videoconference experiments, we have run over 100 naive participants and only two of them have doubted our cover story that the faces they see are live video that has been "cut out" so that they only see the face of the person they are talking to. One of those was the person who also guessed that we were putting motion capture sensors on him. Unfortunately, as knowledge of this technology becomes more widely disseminated, we will not be able to rely on participants trusting that the face they see in a video conference in fact belongs to the person with whom they are speaking.
Future Directions
Now that it is practical to precisely and non-invasively measure and control non-rigid facial movements produced in natural conversation, we expect that there will be a surge of experiments that test hypotheses about the coupled dynamics of interpersonal coordination. We expect that a mapping will be developed between a semantic space of adjectives describing emotion and a low degreeof-freedom avatar model of the human face. This mapping will allow the automatic tracking of affective facial displays in a way that may revolutionize human-computer interactions.
We are also interested in perturbing the dynamics of expressions. In affective disorders such as depression, individuals display facial behavior during conversation that differs from the coordination between people's expressions shown in normal conversation. Depressed individuals also report feelings of being distant from others. By better understanding the way that these patterns of affective display develop and persist, we may be able to devise better interventions that allow these individuals to recover from depressive episodes more quickly and effectively.
Another area amenable to study using real-time avatars is stereotyping and bias. Since we can convincingly change a person's apparent sex, we expect that further work will allow us to randomly assign variables such as race and age during natural conversation. Studying stereotyping using this paradigm is particularly interesting since the research assistant whose characteristics are being modified can be kept blind to the modification. It is not as if an assistant is asked to act a part.
The only way the assistant can know how he or she appears to the conversational partner is by how the conversational partner treats the assistant. By counterbalancing so that the conversational partner has more than one conversation with the same assistant in each appearance condition, we can isolate effects during conversation to being that of the randomly assigned appearance variable.
Applications for this technology in human-computer interaction are not difficult to envision.
For instance, a NASA-funded pilot project has been proposed to track teachers' faces and mapping them onto celestial objects so that, in distance-learning equipped classrooms, children can "talk to Jupiter". Transmitting avatar displays requires extremely low bandwidth, so these displays may find application in cell phones and other videoconferencing applications (Brick, Spies, Theobald, Matthews, & Boker, 2009) . Computer-based tutoring systems may be able to use webcams to track whether a learner is displaying confusion or frustration. Automatous avatars may be able to display expressions that are perceived as showing empathy by tracking viewers' faces and displaying an appropriate amount of interpersonal symmetry, thereby reducing the feeling that the automatous faces are cold and mechanical. Appropriate responses to detected affect in human facial expressions may allow human-robot interactions be less threatening and more fulfilling for humans.
Conclusions
We have described an overview of our team's work in developing and testing real-time facial avatars driven by motion capture from video. The avatar technology has enabled videoconference experi-ments that randomly assign appearance variables and examine how people coordinate their motions and expressions in natural conversation.
After 24 to 30 minutes of the videoconference conversations, 98% of naive participants did not doubt the cover story that we were "cutting out video to just show the face". We find this to be surprising since each video frame was constructed from approximately 25 floating point values applied to a model. Contrast that with the fact that a real video frame contains over 300,000 pixels each of which is represented by a 24 bit number.
We can think of three reasons why this illusion is so convincing. The first possible reason is that when we produce facial expressions, we largely coordinate our muscles in correlated patterns, so that the total number of degrees of freedom we express is relatively small -on the order of three degrees of freedom for head pose and 7 to 12 degrees of freedom for facial expression.
The second possible reason is that there may be some limiting of perceived degrees of freedom as we view a facial expression. Thus, our perceptual system may be mapping the facial expressions onto a lower dimensional space than actually exists in the world, so when the number of degrees of freedom in the display is reduced, we do not notice. Such a perceptual effect might also explain why it is so easy to see a face in an arbitrary pattern with only marginal similarity to a face -the so-called "face on Mars" or "face on the tortilla" effect.
A third possible reason is that in real-time conversation, a participant is expecting to interact with a real person and is engaged in that interaction. Thus the dynamics of the symmetry formation and symmetry breaking are appropriate and convince the participant that since the interaction is real, the video image must be real. Contrast that situation with a judgement paradigm where the participant may adopt a more critical attitude and is not dynamically engaged with the person on the display. Thus the nature of the context and task may lead to greater or lesser credibility of the avatar display.
We expect that real-time facial avatars will be in common, everyday use within ten years or less.
We expect facial avatar technology to be influential in teaching, in human-computer interaction, and in the diagnosis and treatment of affective disorders. In the mean time, these constructs provide powerful tools for examining human interpersonal communication. One frame from a conversation in which the appearance and voice of the research assistant was changed to appear to be male. 
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