Abstract-Node mobility and end-to-end disconnections in disruption-tolerant networks (DTNs) greatly impair the effectiveness of data forwarding. Although social-based approaches can address the problem, most existing solutions only focus on forwarding data to a single destination. In this paper, we study multicast with single and multiple data items in DTNs from a social network perspective, develop analytical models for multicast relay selection, and furthermore investigate the essential difference between multicast and unicast in DTNs. The proposed approach selects relays according to their capabilities, measured by social-based metrics, for forwarding data to the destinations. The design of social-based metrics exploits social network concepts such as node centrality and social community, and the selected relays ensure achieving the required data delivery ratio within the given time constraint. Extensive trace-driven simulations show that the proposed approach has similar data delivery ratio and delay to that of Epidemic routing, but significantly reduces data forwarding cost, measured by the number of relays used.
I. INTRODUCTION

I
N DISRUPTION-TOLERANT networks (DTNs) [13] , mobile users contact each other opportunistically. Due to low node density and unpredictable node mobility, end-to-end connections are difficult to maintain in such networks. Alternatively, exploitation of node mobility allows nodes to physically carry data as relays and forward data opportunistically upon contact. The key problem for effective data forwarding is, therefore, selection of the appropriate nodes as relays.
Social network analysis (SNA) has been exploited for data forwarding in DTNs [10] , [20] , [30] , [36] . There are two key concepts in SNA: 1) Community, which is naturally formed according to social relations among people; social community is the natural outcome from the "small-world" phenomenon, which is formalized as a random graph problem in [39] . 2) Centrality, which shows that some nodes in a community are the common acquaintances of other nodes and act as communication hubs. Since social relations among mobile users are likely to have long-term characteristics and are less volatile than node mobility, social-based forwarding schemes [10] , [20] outperform traditional schemes that are based on oblivious heuristic [37] or mobility-based prediction [26] , [42] .
Most data forwarding schemes focus on forwarding data to a single destination. Multicast, on the other hand, is more effective for data dissemination and multiparty communication. For example, in sparse vehicular ad hoc networks (VANETs), a vehicle may disseminate live traffic information to other following vehicles. In extreme scenarios such as battlefields, where cellular connectivity may be unavailable, multiple mobile users may share information with each other to allow collaborative decisions. However, effectively supporting multicast is challenging in DTNs. Although there are some initial research efforts on multicasting in DTNs, they are limited to semantic multicast models [43] and multicast capacity analysis [24] . Some others introduced social community for multicast [7] , but did not provide any analytical model or strategy for selecting relays from a social network perspective.
In this paper, we propose a probabilistic approach to socialaware multicast in DTNs. We exploit social network concepts such as centrality and community to improve the cost-effectiveness of multicast. More specifically, our approach multicasts data to the destinations with the required forwarding probability and time constraint while minimizing the data forwarding cost measured by the number of relays used. From this probabilistic perspective, the essential difference between multicast and unicast in DTNs is that the selection of relays for multicast is based on the relays' cumulative probabilities of forwarding data to multiple destinations.
We first consider multicasting a single data item in the network, and then generalize the problem to multiple data items with the constraint of limited relay buffer. Our detailed contributions are twofold. First, we propose effective relay selection strategies for both single-data and multiple-data multicast problems based on social network concepts. In particular, we provide community-based solutions for effectively maintaining global network knowledge at individual mobile nodes. Such knowledge is critical for calculating the cumulative data forwarding probability to multiple destinations. Second, we develop analytical models for multicast relay selection, and furthermore derive theoretical performance bounds of our multicasting schemes. These theoretical results show that the proposed strategies are able to select better nodes as relays and are able to ensure that the performance requirements for multicasting can be achieved in various network situations.
The rest of this paper is organized as follows. Section II provides an overview of the problem definitions, the basic idea, and the weighted network modeling. Based on this modeling, single-data and multiple-data multicast problems are studied in Sections III and IV, respectively. Section V evaluates the performance of our approach, Section VI reviews existing work, and Section VII concludes the paper.
II. OVERVIEW
A. Problem Definitions and Assumptions
Our initial focus is on multicasting a single data item.
Problem 1: Single-Data Multicast (SDM)
: To deliver a data item to a set of destinations, how should one choose the minimum number of relays to achieve the delivery ratio within the time constraint ?
The SDM Problem is then generalized as follows.
Problem 2: Multiple-Data Multicast (MDM)
: To deliver a set of data items with sizes , from a data source to destination sets , what is the method for choosing the minimum number of relays to achieve the delivery ratio within the time constraint ?
In these problems, delivery ratio is, generally, the ratio of data items being delivered to the destinations within the time constraint . In SDM, is the portion of destinations having received data within . In MDM, is generalized to be , where is the number of nodes in that receive data within . In particular, for a specific destination, its delivery ratio is equivalent to the probability that it receives data within . We assume that each node in DTNs has only limited buffer for storing and forwarding data.
B. Big Picture
Our basic idea is to develop social-based metrics for relay selection, allowing the metrics to evaluate a node's capability for forwarding data to its destinations. Our relay selection strategy then aims at selecting the minimum number of relays to satisfy the performance requirements of multicasting in terms of delivery ratio and delay. 1 We propose a centrality-based heuristic for SDM based on a probabilistic centrality metric. The destinations are assumed to be randomly distributed in the network, and hence the centrality metric of a node measures the node's capability of forwarding data to each destination. Then, the data source does not distinguish the data forwarding probabilities to different destinations for relay selection, and centrality metrics of relays can be calculated based on the local knowledge of the data source about its contacted neighbors. 2 If a relay does not have sufficient buffer for storing the data, the data source simply selects another relay, and consequently the consideration of node buffer constraint in relay selection becomes trivial.
Relay selection for MDM is more challenging because the relays should be aware of their probabilities of forwarding each data item to its destinations. This capability is called "destination-awareness" throughout this paper, and the necessity of this capability stands as the essential difference between SDM and MDM. This capability is required for MDM mainly due to the limited node buffer in DTNs. For example, as shown in Fig. 1 , the data source multicasts two data items , to the destination sets , , respectively, but relay can only carry one data item. To improve the delivery ratio, should carry if its probability of forwarding to the destinations in is higher than . Otherwise, should be carried by . Thus, must have destination-awareness, which requires global knowledge about the social relation between the destinations and other nodes in the network. We propose a community-based approach to MDM relay selection, which only requires a node to maintain its destination-awareness within its local community and effectively reduces the overhead of maintaining global knowledge in DTNs.
The SDM and MDM definitions consider that all data items are generated by the same source node. When data items originate from multiple data sources simultaneously, selection of relays can be similar to that in the MDM problem. More specifically, when a node is selected as the relay by multiple data sources simultaneously, it determines which data items to carry based on its destination-awareness and the consequent probabilities of forwarding data to the destinations.
C. Network Modeling
Node contacts, as well as the social relations among nodes in DTNs, are described by the network contact graph , where the stochastic contact process between each pair of nodes , is modeled as an edge . We assume that node contacts are symmetric; i.e., contacts whenever contacts , and is therefore undirected. The characteristics of an edge are mainly determined by the properties of intercontact time among mobile nodes, which have been studied intensively. From a theoretical perspective, [5] has proved that the pairwise intercontact time is exponentially distributed in representative mobility models such as Random Way Point (RWP). From an experimental perspective, [23] has validated that the aggregate distribution of the intercontact time over all node pairs is a mixture of power-law and exponential distributions.
Comparatively, modeling the characteristics of the distribution of pairwise intercontact time is more difficult due to the heterogeneity of contact behaviors among different nodes. As an initial effort, [8] examined various forms of distributions, among which log-normal distribution provides the best fitting accuracy to the pairwise intercontact time of heterogeneous human mobility, and the accuracy of exponential or power-law distributions is also acceptable. In contrast, later study [44] of vehicular mobility draws an opposite conclusion to support the distribution of pairwise intercontact time to be exponential.
In general, there is still no conclusive agreement on the distribution of pairwise intercontact time. In this paper, we follow the existing forwarding schemes [1] and analytical studies [22] , [24] to consider such distribution as exponential because this model has been shown in literature to provide . This rate is calculated from the cumulative contacts between nodes and since the network starts and gains dynamic updating from these two nodes themselves.
D. Experimental Traces
We use three sets of realistic DTN traces to evaluate the performance of our multicast schemes. These traces record contacts among users carrying mobile devices in mobile network environments including university campuses (Infocom [6] and MIT Reality [11] ) or conference sites (UCSD [28] ). The devices are equipped with Bluetooth or Wi-Fi interfaces to detect and communicate with each other. In Infocom and MIT Reality traces, the devices periodically detect their peers via their Bluetooth interfaces, and a contact is recorded when two devices move close to each other. In the UCSD trace that consists of Wi-Fi-enabled devices, the devices search for nearby Wi-Fi access points (APs) and associate themselves to the APs with the best signal strength. A contact is recorded when two devices are associated to the same AP. As summarized in Table I , these traces differ in their scales and durations.
III. SINGLE-DATA MULTICAST
In this section, we develop a centrality-based heuristic for SDM based on the local knowledge of the data source about the centrality of its contacted neighbors. As shown in Fig. 2 , we assume that the destinations are randomly distributed in the network, and the data source initially selects a minimum number of relays that ensure that the required delivery ratio can be achieved within the time constraint . Each relay then only forwards the data to another node whose centrality metric is higher than that of , and removes its local data copy afterwards. Therefore, the number of relays in the network remains . Similar relay selection strategy has also been used in Spray-and-Wait [34] . However, the strategy in Spray-and-Wait assumes that the contact patterns of mobile nodes are homogeneous and each relay has equal capability of forwarding data to the destinations. Hence, this strategy may not operate well in practice.
A. Centrality Metric
We propose our centrality metric as follows.
Definition 1: Cumulative Contact Probability (CCP):
The CCP of a node is defined as (1) where is the number of nodes in the network, and is the contact rate between node and . According to our network modeling in Section II-C, is the probability that node contacts within time . Consequently, indicates the expected probability that a random node in the network has been contacted by within time . Compared to the betweenness centrality metric [14] that is widely used for social-aware data forwarding [10] , [20] and measures the importance of a node's facilitating communication among other nodes, CCP is more effective for modeling the relay selection process in DTNs. The reason is that betweenness is defined and calculated based on an unweighted network contact graph. Such a graph only evaluates the extent to which a node connects other nodes, but does not consider the different contact rates among mobile nodes. Hence, betweenness is incapable of accurately evaluating the capabilities for a node to contact other nodes in practice.
To better illustrate the advantage of CCP over betweenness, we run 20 000 SDM scenarios with random data sources and destinations and use Epidemic routing [37] to forward data. We count a node as a "valid" relay if it is the first one to deliver data to a destination. In this way, the more times that a node is counted as a valid relay, the higher capability that this node has to contact the destinations. Considering that the destinations are randomly selected in the network, we believe that this number represents the capability of a node to facilitate the data forwarding process.
These numbers are shown in Fig. 3 , where both betweenness and CCP centrality values of nodes are calculated. 3 Fig. 3 shows that the CCP spots are more likely to form a straight line, which indicates that a node with higher CCP is more effective in delivering data to the destinations. Comparatively, the scattered betweenness spots represent higher randomness, which indicates that nodes with higher betweenness may not necessarily contribute more to data forwarding. To quantify such difference, we conduct least-square linear curve fitting for all CCP and betweenness spots in Fig. 3 , and our conclusion is supported by the normalized fitting error in Table II .
B. Initial Relay Selection
When the destinations are randomly distributed in the network, the general methodology of initial relay selection at the data source is to ensure that each node in the network has a probability higher than to be contacted by the selected relays within
. As a prerequisite, we assume that the destinations are uniformly distributed in the network, so that each node other than the data source has an equal chance to be a destination.
1) Selecting Nodes in Contact:
If the data source is in contact with a set of nodes that can be selected as relays, then the selected relays should contact the remaining nodes in the network to ensure that all destinations are contacted by the relays. We assume that none of the destinations is in the set , otherwise can trivially forward data to the destinations immediately.
When we randomly choose a node , where , the node has probability to contact within time , where is the contact rate between and . Hence, the expected probability that a random node is not contacted by within time is Every locally calculates and sends its to for relay selection. To ensure that the average delivery ratio is higher than , the probability that a random node is not contacted by the relays should be lower than , i.e.,
where indicates whether or not is selected as relay.
2) Selecting Nodes Not in Contact: When selects relays, some of its contacted neighbors with higher centrality may not be in contact with . To select relays among these nodes, we should also consider the elapsed time for them to contact .
For a contacted neighbor of , if the random variable is the time for to contact , and is the time for to contact another node , then the probability that can forward data to via within time is , which is calculated as follows: (3) where indicates convolution of functions, and and are the probability density functions (PDFs) of and , respectively. The expected probability that cannot forward data to a random node via within time is (4) and then selects relays in the similar way as described in (2), using instead of . However, in practice it is difficult for to do the calculation in (3) because it requires to know the contact rate between nodes and . Instead, we exploit the following lower bound as an approximation to in (3). Theorem 1: For any fixed , we have (5) Proof: The right-hand side (r.h.s.) of (5) indicates the probability We define two sets and as
It is obvious that for any element , we also have , which means . Therefore which proves the theorem. The tightest bound in (5) is achieved by when , and this equation has only one solution in . In practice, each contacted neighbor of numerically calculates the optimal for using Newton's method, and then calculates (6) as a lower bound of in (3). is then used by in (4) to calculate for relay selection.
C. Discussions
Our proposed scheme implicitly assumes that the pairwise contact rate between nodes and remains stationary over time, and estimates the probability for node to contact node within time in the future as . In practice, if the contact rate between nodes and during time in the future is , our estimation has the following error:
According to Table I , usually we have , and hence such estimation error is very limited. Determining analytically the impact of such error on the multicasting performance is difficult because can be either positive or negative. Instead, in Section V-D, we experimentally investigate this impact via trace-driven simulations in particular network scenarios.
IV. MULTIPLE-DATA MULTICAST
A. Overview
In this section, we propose a community-based approach to MDM. We assume that the network consists of a number of social communities, and each node belongs to at least one community. The community structure in the network is identified by a distributed community detection scheme [21] . Gateway nodes, which belong to multiple communities simultaneously, connect these communities.
Due to limited node buffer in DTNs, destination-awareness is maintained at each individual node. As a result, a relay can accurately estimate the probability for it to forward a specific data item to its destinations, and hence choose the most appropriate data items to carry. A node maintains its destination-awareness of another node in the form of an opportunistic path defined as follows.
Definition 2 Opportunistic Path: An -hop opportunistic path between two nodes and consists of a node set and an edge sequence with edge weights . Each edge corresponds to an opportunistic contact process on the network contact graph.
To reduce the overhead of maintaining destination-awareness, the data source maintains its destination-awareness for nodes in the same community at a fine-grained level, and for nodes in other communities at a coarse-grained level. Fine-grained destination-awareness includes the complete opportunistic path to a node, i.e., the complete information about , and the edge weights in Definition 2. Coarse-grained destination-awareness only includes the gateway nodes connecting different communities on the opportunistic path, i.e., a subset of , and the weights of opportunistic paths connecting these gateway nodes. Such coarse-grained destination-awareness is called "gateway path" throughout the rest of this section, and the difference between opportunistic path and gateway path is illustrated in Fig. 4 .
Correspondingly, multicast is conducted in a hierarchical manner as follows.
• Intracommunity multicast forwards data to the destinations in the same community with the data source. The data source selects relays among its contacted neighbors based on the maintained fine-grained destination-awareness. Each relay then forwards data to a destination according to the opportunistic path to that destination.
• Intercommunity multicast forwards data to other destinations in different communities. It is divided into multiple stages of intracommunity multicast, each of which corresponds to a gateway node on the maintained gateway path from the data source to the destinations. In each stage, the gateway node acts as the data source within the corresponding community and selects relays for forwarding data to the next gateway node. This hierarchical multicasting process is illustrated in Fig. 5 , where multicasts two data items and to destination sets and , respectively. For destinations and in the same community with , is selected by as the relay, and forwards and to the destinations according to its recorded opportunistic paths to and . For destination that resides in another community, knows that reaching is via the gateway nodes and , although does not record the detailed opportunistic paths in communities and . The multicast process then consists of three stages corresponding to the communities , , and , connected by and . In community , only selects relays to forward to . In community , acts as the data source and selects relays to forward to the next gateway node . In community , acts as the data source and selects relays to send to .
B. Weight of Opportunistic Path
The weight of an opportunistic path between nodes and is the probability that data is forwarded from to along within time . According to Definition 2, the intercontact time between nodes and follows an exponential distribution with PDF , and the total time for transferring data from to along From , the weight of opportunistic path is (7)
C. Maintenance of Destination-Awareness
In our approach, we use the -clique community detection scheme [31] to detect overlapping communities and gateway nodes. According to Palla et al. [31] , a -clique community is a union of all -cliques (complete subgraphs of size ) that can reach each other through a series of adjacent -cliques. In the distributed implementation of the -clique scheme for DTNs [21] , each node first builds a familiar set containing its contacted neighbors based on specific admission criterion, and then builds its local community by merging the familiar sets of other nodes. The number of gateway nodes is controlled by as well as the threshold for determining the familiar set. We adopt the -clique scheme using the pairwise contact rate as the admission criterion for familiar sets.
The accuracy of maintaining destination-awareness is related with the changes of social community structures in the network. We define a community change as an operation of adding a node to or deleting a node from a community. The rate of community change is hence defined as the number of such operations conducted per hour. We investigate the rate of community change on the MIT Reality trace. The results in Fig. 6 show that this rate is lower than 7 per hour. This low rate thereby ensures maintaining accurate and up-to-date destination-awareness at individual nodes.
1) Intracommunity Destination-Awareness: For nodes in the same community, a node maintains its intracommunity destina- to via has larger weight than the path recorded by , updates its local record for using 's record for .
A node is aware of another node if it has the information about the opportunistic path to . Furthermore, we quantify the intracommunity destination-awareness using the percentage of nodes of which a node is aware within its local community. To investigate intracommunity destination-awareness in practice, we conduct distributed -clique community detection described in [21] on MIT Reality trace and allow nodes to maintain and exchange their opportunistic path tables during 20% of the trace length. As shown in Fig. 7 , every node is aware of most of the other nodes within its local community. This result supports our approach to intracommunity multicast, which is based on the maintained opportunistic paths among mobile nodes.
2) Intercommunity Destination-Awareness: Intercommunity destination-awareness among nodes in different communities is maintained in the form of gateway paths. For example, in Fig. 5 , maintains the destination-awareness to as , which indicates that the data transits through three communities from to . To accomplish this, and exchange their maintained information about nodes in communities and when they contact. then knows the gateway path to when it contacts . Clearly, reduction of the overhead of maintaining intercommunity destination-awareness results from using gateway paths, as illustrated in Fig. 4 . When there are nodes in the network that form communities, such overhead is reduced by times compared to maintaining the complete opportunistic path. According to the results reported in [20] , realistic DTN traces usually have . For example, in MIT Reality trace when -clique community detection is used and
, we have and . The exploitation of gateway paths then reduces the overhead of maintaining intercommunity des-tination-awareness by up to 4.4 times. This reduction generally increases when becomes larger or the admission threshold for familiar sets during community detection becomes lower.
D. Intracommunity Multicast
In each community, the source selects relays according to the nodes' probabilities of forwarding data to the destinations in the same community. As illustrated in Fig. 5 , the source and destinations in a community may be gateway nodes on the gateway paths from the data's original source to the final destinations.
We
indicates whether or not a data item is placed on relay .
is the probability that data is forwarded to destination via within time and is calculated from intracommunity destination-awareness. The second constraint ensures that, for each data item, its probability to be delivered to its destinations is higher than the required .
The problem defined in (8) is NP-hard, and we instead propose a two-stage heuristic for relay selection. First, the optimal data items for each to carry are determined based on the node buffer constraint of , to ensure that the data items carried by are the ones with the maximum probabilities to be forwarded to their destinations via . Second, relays are selected using the optimized data forwarding probabilities calculated in the first stage.
1) Data Item Selection:
The optimal data items for to carry can be determined by solving the following problem:
where is the expected probability that data item is delivered to its destinations via .
2) Relay Selection: According to the optimal data item selection on , the weight for is which indicates the expected probability that a data item cannot be delivered to its destinations by within . The stage of data item selection minimizes this probability.
Then, the node weight is used for relay selection, satisfying the following performance requirement: where indicates whether or not is a relay.
E. Edge Splitting Process
Section IV-D calculates the cumulative probability for multiple relays to forward a data item to the same destination. However, this calculation is usually difficult because the opportunistic paths from relays to the same destination may partially overlap, and the corresponding forwarding probabilities of different relays are not independent from each other. This situation negates the possibility of directly multiplying these probabilities together in (8) or (9) . For example, in Fig. 8(a) , paths from to via different relays share the edge in common. 4 In order to calculate such cumulative data forwarding probabilities, this section proposes an edge splitting process to eliminate the overlap among opportunistic paths. First, the commutativity of convolution allows "moving"
to the "end" of the paths, i.e., the last hop to the destination, without changing the weight of any involved path. This is illustrated in Fig. 8(b) . Since a node contacts each of its neighbors independently, node shared by multiple paths does not affect the independence of the paths.
Thereafter, as in Fig. 8(b) , if is the time for to send data to with PDF , and is the time for to contact with PDF , we have (10) where (11) and is the PDF of the time for to send data to via the th path. We then have the following lemma.
Lemma 1: For , , . Proof: An intuitive proof of Lemma 1 can be as follows. When the number of paths from to increases from to , the newly added th path generally reduces the time required for to send data to from a probabilistic perspective, and therefore increases the probability that can send data to within . However, difficulty arises for the data source to calculate from (10) and (11) because deriving the analytical form of in (11) and its convolution with is difficult. Therefore, we exploit an edge splitting process to provide a lower bound on , which is much easier to calculate in practice.
This edge splitting process is illustrated in Fig. 8(c) . For an edge with rate being shared by paths, we split to distinct edges, each of which has rate , and each of the paths is allocated a split edge. This process is equivalent to creating a virtual destination node for each of the paths. After the edge splitting process, if is the first time that contacts a virtual destination among , we have (12) Since the weight of the th path after edge splitting is calculated by (7) 
On the other hand, (10) shows that . Then, from (10) and (11) we have (14) By combining (13) and (14), we have . Given that , we can derive that for . The theorem is therefore proved. Theorem 3 shows that the edge splitting process provides a lower bound to the actual probability for the selected relays to forward data to a destination within the same community. Therefore, relay selection after the edge splitting process still guarantees that the performance requirements can be satisfied.
F. Intercommunity Multicast
To forward data according to a -hop gateway path to a destination , the original data source simply divides the intercommunity multicast process into stages of intracommunity multicast, each of which corresponds to a distinct community on the gateway path from to . In the th stage, the gateway node acts as the data source and selects relays within the th community to forward data to the next gateway node .
The major challenge of intercommunity multicast is that should determine the parameters of performance requirements and for each stage of intracommunity multicast. In our approach, we fix and determine to ensure that the originally required delivery ratio can be achieved. According to Lemma 2, is a necessary requirement. Lemma 2: If data needs time to be forwarded from to on the gateway path, .
Proof: This lemma can be proved following the same method in the proof of Theorem 1.
A straightforward solution is to set for . However, there may exist , such that relays in the th community on the gateway path do not have sufficient contact capabilities to deliver data from to with probability . In this case, is adjusted according to the specific data forwarding capabilities in individual communities.
Our basic idea is to maintain quantities , where is the maximal probability for forwarding data from to within time . In practice, is calculated by the corresponding gateway node , which maintains all opportunistic paths to the next gateway node . If records opportunistic paths to with path weights , we have . As a result, determines as follows:
where , , and .
In (15) , if the maximally achievable delivery ratio in the th community is smaller than , best-effort forwarding is exploited in the th community such that all contacted neighbors of are used as relays. Meanwhile, the probabilities for other communities increase accordingly, to ensure that is satisfied. Equation (15) and Lemma 2 lead to the following theorem for the performance of intercommunity multicast.
Theorem 4:
If the required delivery ratio is achievable in the network, our approach provides a solution to ensure that is achieved. Otherwise, our approach provides best-effort forwarding with a delivery ratio closest to .
Proof: The proof of Theorem 4 consists of two cases:
is unachievable in the network, which results in for any relay selection scheme in the communities. In these cases, according to (15) , best-effort forwarding is conducted in each community to ensure the highest achievable delivery ratio. Case 2) If is achievable in the network, let be the optimal set of selected relays in the th community, and be the corresponding set of selected relays in our approach. Let in the optimal relay selection scheme. If , obviously . Otherwise if and , because best-effort data forwarding is conducted in both cases. Since it is impossible that because in (15) we have , we have for . Therefore, our relay selection scheme can also achieve the delivery ratio .
Note that, Theorem 4 implicitly assumes that intercommunity destination-awareness is accurately maintained at the data source , and data is successfully carried at all selected relays. However, in practice the gateway paths maintained at may be out-of-date and suboptimal due to the intermittent network connectivity in DTNs, and data may be dropped by a relay with limited buffer during data item selection described in Section IV-D. As a result, the performance of MDM in practice may deflect from our theoretical expectation, and we will evaluate the performance of our proposed scheme experimentally in Section V.
G. Discussions
In our approach, social-based metrics analytically represent nodes' capabilities to forward data to its destinations, and our relay selection scheme provides lower performance bounds to ensure that the required multicast performance can be achieved. Nevertheless, these lower bounds may not be tight, and consequently the number of selected relays may not be minimized with respect to the specified multicast performance.
In DTNs, minimizing the multicast cost and achieving the tight performance bounds are generally difficult due to the following two reasons. First, due to the intermittent network connectivity, it is difficult for the data source or gateway nodes to have global network knowledge, and they select relays only based on their limited local knowledge about the destinations. Second, node behaviors in DTNs are highly dynamic, and the knowledge maintained by a node about other nodes may be inaccurate. Therefore, analytically and accurately representing nodes' probabilistic capabilities for forwarding data to its destinations is difficult. In some cases, relaxation is necessary for developing social-based relay selection metrics. For example, in Section III-B, the node contact probability is expressed in (3) in a convolutional form, which requires global network knowledge to calculate, and hence Theorem 1 is used for approximation only based on local network knowledge. Similarly in Section IV-F, we fix to ensure that the cumulative delivery ratio achieves the required . In Section V-D, we will further evaluate the tightness of these performance bounds via trace-driven simulations.
V. PERFORMANCE EVALUATIONS
In this section, we compare the performance of our proposed multicast schemes to existing data forwarding schemes including Epidemic [37] , PROPHET with the default parameter settings in [26] , and binary Spray-and-Wait [34] . We also compare our SDM scheme to social-based unicast schemes including SimBet [10] and BUBBLE Rap [20] to show the essential difference between multicast and unicast in DTNs and compare our SDM scheme to other social-based multicast schemes to show the advantage of our proposed relay selection strategy.
We implemented all schemes at the routing layer, which is independent from the underlying MAC or physical layer protocols. The first 20% of each trace is the warmup period for nodes to accumulate network information such as contact rates and opportunistic paths. Data is generated and forwarded during the remaining part of the trace.
We use the following metrics for evaluations and only count the delivered destinations that are the destinations having received the data. Each simulation is repeated 500 times with random sources and destinations for statistical convergence.
1) Delivery ratio, the ratio of the number of delivered destinations to the total number of destinations. 2) Actual delay, the average delay for all delivered destinations to receive the data. 3) Average cost, the average number of relays used for one delivered destination to receive a data item.
A. Performance of SDM
Evaluation of the performance of our SDM scheme uses the Infocom trace, with the required delivery ratio . The data is generated at randomized times and multicast to 10 randomly selected destinations. For PROPHET, multicast is separate unicast processes for each destination. For Spray-and-Wait, each simulation run dynamically controls the number of data copies to be the same as the number of relays selected by our SDM scheme.
Due to the low contact frequency in DTNs, relays may be unable to contact the destinations on time, when the time constraint is short. As a result, the actual delivery ratio shown in Fig. 9(a) highly relates to . When becomes larger, this ratio increases dramatically, and the average delay increases accordingly from consideration of more "delivered destinations."
The delivery ratio of our centrality-based SDM scheme is also limited by . The required delivery ratio is unachievable when h. In this case, the data source generally selects all of its contacted neighbors as relays, so that multicasts data with best effort. Nevertheless, with different values of , our SDM scheme shows only 10% degradation in delivery ratio and delay compared to Epidemic, while our scheme outperforms PROPHET and Spray-and-Wait by 25%. Similar results appear in Fig. 9(b) in terms of delay. The actual delay of SDM is 5% longer than Epidemic, but is 10% shorter than PROPHET.
Comparatively, Fig. 9 (c) shows that our approach has significantly lower cost than other schemes. When increases from 15 min to 22 h, the average cost of SDM is reduced from 1.75 to 1.0 relays. When is 22 h, the cost of SDM is 66% of that of PROPHET and 25% of that of Epidemic. These results show the advantage of our approach to improving cost-effectiveness of multicast relay selection. Fig. 10 investigates the effects of different requirements of delivery ratio . When is low, increasing leads to a considerable improvement for actual delivery ratio, as shown by Fig. 10(a) . When increases from 0.3 to 0.6, the delivery ratio increases by 15%-25%. This improvement becomes smaller when is high. Higher also leads to higher cost. Fig. 10(c) shows that when increases from 0.3 to 0.9, the average cost increases by 25%-30%.
B. Performance of MDM
We use the MIT Reality trace with a larger network scale and dynamic social community structures to evaluate our MDM scheme and detect the social community structures using the -clique method described in Section IV-C. The specified delivery ratio requirement is , and the source node generates five data items. The number of destinations for each data item is uniformly randomized in . The size of each data item is uniformly randomized in Mb Mb , and the buffer size of each node is uniformly randomized in Mb Mb . Each selected relay is able to carry any single data item, but is unable to carry all data items simultaneously. Various conditions of node buffer constraints are simulated by randomizing the node buffer sizes and data sizes.
Since the pairwise contact rates in the MIT Reality trace are much lower (see Table I ), the time constraint and actual delay are correspondingly much longer. The delivery ratio shown in Fig. 11(a) highly relates to the time constraint. Our MDM scheme can only achieve the required delivery ratio when the time constraint is longer than 6 weeks, but our MDM scheme keeps similar delivery ratio with Epidemic routing, and outperforms PROPHET by more than 100% when the time constraint is longer than 1 week. Meanwhile, the average cost of our approach is much lower than that of Epidemic and PROPHET, as shown in Fig. 11(c) . For the longest time constraint (6 months), the average cost of our approach is 50% of that of PROPHET, and 11% of that of Epidemic.
In Fig. 12 , we vary the number of data items in the network and evaluate the performance of MDM with different node buffer constraints. While Fig. 12(b) and (c) shows trends similar to SDM cases, Fig. 12(a) shows the basic difference between SDM and MDM. In Fig. 12(a) , the delivery ratio decreases when increases. The major reason is that when increases, there is generally a larger amount of data being forwarded in the network, and the data items compete for the limited buffer of relays. As a result, a data item has higher chance of being dropped from relays, consequently affecting the cumulative delivery ratio.
Moreover, Fig. 13 evaluates the overhead of maintaining network information for MDM, which includes the overhead of maintaining the pairwise contact rates among mobile nodes, information of opportunistic paths, and the social community structure in the network. This overhead is evaluated as the percentage over the data transmission overhead since the network starts. As shown in Fig. 13 , such overhead percentage generally decreases when the time constraint becomes longer or there are more data items being generated at the data source, resulting in relays forwarding more data copies. We observe that such percentage of overhead in most cases is below 10%, and is even lower than 5% when becomes larger. This result shows that our community-based scheme for MDM is able to efficiently reduce the overhead of maintaining destination-awareness, and consequently ensures cost-effectiveness of multicast.
C. Comparison to Other Social-Based Schemes
We compare the performance of our SDM scheme to other social-based unicast and multicast schemes using the Infocom trace. In unicast schemes including SimBet [10] and BUBBLE Rap [20] , each multicast destination is handled separately. The multicast scheme for comparison is the Social Network Aided Multicast Delivery (SNAMD) [7] , where social communities are detected by the -clique method [21] . We use the same simulation setting as in Section V-A.
SimBet calculates the betweenness and similarity metrics and exchanges data between nodes based on their SimBet utilities. SimBet does not consider contact frequencies between node pairs, and therefore leads to lower delivery ratio and longer delay, as shown in Fig. 14(a) and (b) . Comparatively, BUBBLE Rap benefits from the social community structure and hierarchical forwarding. It has similar delay to our SDM scheme, but its delivery ratio is 20% lower than our SDM scheme. This is mainly because in our implementation of BUBBLE Rap, node centrality is approximated by the number of unique nodes being contacted over a time period in the past (S-Window), which, however, does not accurately estimate the nodes' probabilities of contacting others in the future. Comparatively, by selecting relays for multiple destinations simultaneously and considering social community, SNAMD achieves higher delivery ratio with lower forwarding cost. However, its multicast cost-effectiveness is still 20%-30% lower than that of our SDM scheme, as shown in Fig. 14(a) and (c) .
D. Detailed Analysis
1) Impact of Assumptions: As described earlier, our proposed multicast schemes include specific assumptions of the network contact patterns. We assume that the intercontact time for each pair of nodes is exponentially distributed, and also assume that the pairwise contact rates are stationary over time.
In practice, these assumption may not hold in all cases. For example, empirical studies showed that the distribution of pairwise intercontact time can also be power-law or log-normal in some traces [8] .
To evaluate the impact of these assumptions on the multicasting performance, we specifically synthesize node contacts from realistic DTN traces listed in Table I . For each pair of nodes in the network, we cumulatively calculate their pairwise contact rate throughout the entire trace, and then generate synthetic contacts between the two nodes following a Poisson process with the pairwise contact rate as a parameter. We compare the performance of our proposed multicast schemes on both realistic and synthetic traces, and the comparison results are shown in Figs. 15 and 16 .
In general, we observe that there are nonnegligible differences on the multicasting performance between realistic and synthetic traces. In the synthetic traces, our proposed metrics for relay selection estimate the contact capabilities of relays with 100% accuracy, and consequently lead to higher delivery ratio. However, for both SDM and MDM cases in all traces, such increase in delivery ratio is negligible when is small, and is no larger than 10% when is large. Such results essentially show that the assumptions we made have only limited impact on multicasting performance in practice.
2) Tightness of Performance Bounds: For both SDM and MDM problems, we proposed relay selection strategies based on the local knowledge of individual nodes and provided theoretical bounds that ensure that the required performance can be achieved by the selected relays. In practice, due to the incompleteness of local network knowledge in DTNs, these performance bounds may not be tight, and hence the relays selected by our schemes may be suboptimal for satisfying the required multicasting performance.
The evaluation of such suboptimality of relay selection, based on the synthetic traces described earlier, assumes that all nodes have global network knowledge. For SDM, the data source calculates the convolution in (3) instead of selecting relays based on Theorem 1. For MDM, the data source maintains the complete opportunistic path to all nodes in the network without applying intercommunity multicast.
The evaluation results are shown in Figs. 17 and 18 . When global network knowledge is available, we are able to optimally select the best relays for multicasting, and hence the number of selected relays is reduced in both SDM and MDM cases. Nevertheless, such reduction is limited. For SDM cases in Fig. 17 , the reduction percentage is lower than 20% when is small, and quickly diminishes when becomes larger. The reduction percentage for MDM cases is even smaller as shown in Fig. 18 . These results show that the performance bounds in our schemes provide good approximation to optimality. Therefore, our relay selection strategies are able to significantly improve multicast cost-effectiveness by selecting the appropriate nodes as relays.
VI. RELATED WORK
In [37] , the authors studied Epidemic routing in DTNs, in which the basic idea is to select all nodes in the network as relays. Later studies developed relay selection strategies to approach the performance of Epidemic routing with lower numbers of data copies created in the network. While the most conservative strategy [35] always keeps a single data copy and Spray-and-Wait [34] holds a fixed number of data copies, most relay selection schemes leave such numbers as dynamic and make data forwarding decisions by comparing nodes' metrics for relay selection. For example, in [4] and [10] , a relay forwards data to another node whose metric is higher than itself. Delegation forwarding [12] reduces the cost by only forwarding data to the node with the highest metric, and RAPID [1] opportunistically determines data replication based on the marginal data utility. In our scheme, we follow a similar method to determine the number of relays in different ways, with respect to SDM and MDM problems.
The relay selection metrics generally evaluate the capability of a mobile node to forward data to the specified destinations, and various metrics can be applied to the same strategy for different performance requirements. Some schemes predict such capability by estimating the colocation probabilities of mobile nodes based on their mobility patterns in different ways, such as the Kalman filter [9] , semi-Markov chains [41] , and Hidden Markov models [15] . More specifically, [42] employs some nodes with desirable mobility patterns as message ferries, and [6] analyzes the performance of such mobility-assisted schemes theoretically.
Since the node mobility patterns are highly volatile and difficult to characterize or predict, node contact process [19] is also exploited, as abstraction of node mobility, to calculate relay selection metrics. More specifically, the nodes' capability of contacting others in the future is predicted based on their cumulative contact records from the past. Based on the experimental [6] , [23] and theoretical [5] analysis of node contact characteristics, relay selection metrics have been proposed to estimate node contact probability in the future [1] , [4] , [16] , [26] . However, these metrics provide only simple heuristics for selecting relays without performance guarantee.
Node contact process can also be exploited for data delivery from a social network perspective. Most schemes exploit sociological centrality metrics [27] for relay selections. SimBet routing [10] uses an ego-centric betweenness metric, and BUBBLE Rap [20] considers node centrality in a hierarchical manner based on social community knowledge. In both schemes, the network contact graph is binary and therefore cannot differentiate the contact frequency of various pairs of mobile nodes. This network modeling limits the data forwarding performance because node centrality values do not really represent the nodes' capability of contacting others.
As generalization of forwarding data to a single destination, content dissemination in DTNs has also been studied [3] , [17] , [22] . In [3] , efficient utility functions are developed for content dissemination, and [22] investigates optimal rate allocation schemes to maximize the data dissemination speed. Social relations among mobile nodes are also exploited for content dissemination in DTNs. For example, ContentPlace [2] exploits social community structures for data dissemination by defining community-based relay selection policies. Such community knowledge is also used in [40] to develop a social-aware overlay system for effective publish/subscribe communication. SocialCast [9] investigates the homophily phenomenon [29] for publish/subscribe system by assuming that users with common interest contact each other more frequently.
Multicast, on the other hand, can be considered as a special type of data dissemination with respect to a prespecified group of data recipients and has been extensively studied in wireless ad hoc and sensor networks [25] , [38] . However, there are limited research efforts on multicast in DTNs due to the difficulty of analytical relay selection for multiple destinations simultaneously. Some initial studies focus on semantic multicast models [43] and multicast capacity analysis [24] . Reference [32] proposes theoretical insights on the local maxima of relay selection, but does not consider the case of multiple data items and the impact of node buffer constraint. Social network concepts have recently been introduced to improve the multicast cost-effectiveness [7] , but an analytical model for relay selection remains absent. The models in [18] are not sufficient to analyze nodes' capabilities for forwarding data to multiple destinations, especially for MDM.
VII. CONCLUSION In this paper, we studied social-aware multicast in DTNs and exploited social network concepts to improve cost-effectiveness of multicast. We studied multicast with single and multiple data items, developed analytical models for multicast relay selection, and investigated the essential difference between multicast and unicast in DTNs. Trace-driven evaluations show that our approach achieves similar delivery ratio and delay to that of Epidemic routing, but significantly reduces forwarding cost.
