Artificial immune systems are composed of techniques inspired by immunology. The clonal selection principle ensures the organism adaptation to fight invading antigens by an immune response activated by the binding of antigens and antibodies. Since the immune response must correctly allocate the available resources in order to attack an antigen with its best available antibody while trying to learning an even better one, the reproduction rate of each immune cell must be carefully determined. This paper presents a novel fuzzy inference technique to calculate the suitable number of clones for immune inspired algorithms that uses the clonal selection process as the evolutionary process. More specifically, this technique is applied to the CLONALG algorithm for solving pattern recognition tasks and to the copt-aiNet algorithm for solving combinatorial optimization tasks, particularly the Traveling Salesman Problem. The obtained results show that the fuzzy approach makes it possible to automatically determine the number of clones in CLONALG and copt-aiNet, thus eliminating this key user-defined parameter.
Introduction
The immune system is able to recover the organism from an antigenic attack, but first it must be able to recognize, at least partially, the attacking antigen. Antibody molecules that better recognize the invading antigen will bind with it and be selected for cloning.
In the biological immune system, antigenic recognition is approximate and, consequently, an immune response can be elicited even when the binding between an antigen and an antibody is not perfect; an approximate binding might suffice. Together with cross-reactivity, these characteristics imply the presence of fuzziness within the immune systems, suggesting that concepts from fuzzy logic might be suitable to model or control some mechanisms of artificial immune systems (AISs), 1 such as cellular proliferation and the affinity proportional mutation rate. By controlling the proliferation rate more accurately, the resulting immune inspired algorithm might have higher immune capabilities, therefore, better absolute results in some application domains.
Fuzzy systems are known for their ability to classify uncertain variables into more specific ones, providing accurate answers to specific problems. Due to this fine tuning capability, fuzzy concepts have been used in conjunction with other artificial intelligence techniques, such as Expert Systems and Neural Networks. 2À4 This paper investigates a hybrid model between artificial immune and fuzzy systems, in which the latter is used to control key parameters of the former. More specifically, the fuzzy system is used to control the proliferation rate of immune cells in order to provide a suitable number of clones for all immune cells, based on their affinity with the antigen. By controlling the proliferation rate of cells with a fuzzy system it is possible to create a more biologically plausible model with a higher adaptive capability.
The paper is organized as follows. In Sec. 2, the basic immunology background necessary to develop and understand the concepts applied in this paper is explained. Section 3 introduces the new fuzzy technique for the clonal selection algorithm (CLONALG) and for the immune network-based algorithm (copt-aiNet). After that, some performance evaluations are described, for both algorithms, in Sec. 4 together with the results for two different problems: Pattern recognition and the traveling salesman problem (TSP). Also, in this section, the results are further discussed and compared to the same approaches without the fuzzy models. The paper is concluded in Sec. 5 with a discussion of the main contributions obtained by the proposed hybrid method and some perspectives for future works.
Basic Immune Principles
This section introduces some basic immune principles that inspired the proposal of a fuzzy mechanism to control cell proliferation in some models of AISs. It also presents the concept of affinity maturation, which is directly related to the clonal process and the immune network theory that inspired the aiNet family of algorithms. 5 
The clonal selection principle
When the immune system is exposed to an antigen that can be recognized by antibodies, an immune response is launched and quickly takes charge of eliminating the antigen. However, this occurs only if the immune system is able to appropriately recognize the antigen.
The clonal selection principle 6 is related to the basic characteristics of an adaptive immune response to an antigenic stimulation. It states that only cells capable of recognizing a specific antigenic stimulus will proliferate ( Fig. 1) , being selected over others with the goal of eliminating the antigen from the body. These cells will proliferate to produce enough cells to fight the infection.
The proliferation results in cell clones subjected to a controlled mutation process. All the new clone cells are similar, exhibiting only slight differences due to mutation, and being capable of recognizing the antigen that caused the immune response with different degrees of affinity. 1 A selection mechanism ensures that some of the cells resulting from the cloning process, called memory cells, that better recognize the antigen have a longer life span. Other cells become antibody generating cells, and are called plasma cells. Altogether, these cells are the main players during an antigenic immune response.
Affinity maturation
In the immune system, learning involves the increase in population size and affinity of those antibodies that successfully recognize antigens. During the lifetime of an individual, it is very likely that he/she is repeatedly exposed to a specific antigen. The first exposure to an antigen that triggers an immune response is handled by a few cell clones, each producing antibodies with different affinities. 7 The effectiveness of the immune response to secondary encounters is considerably improved by the accumulation of high affinity antibodies from the first infection ( Fig. 2 ). This feature suggests that the immune system is constantly improving its capacity to recognize antigens. The terminology affinity maturation is used to describe the process that involves changing antibody molecules so that they can better recognize antigens, followed by a selection mechanism that guarantees the survival of those cells carrying these high affinity antibody molecules. It is believed that this mutation should be inversely proportional to the affinity of the cell with the antigen: the higher the affinity, the lower the mutation rate, and vice-versa. 8, 9 Thus, the immune system can guarantee the preservation of high affinity cells.
Unlike the mutation rate, the proliferation of immune cells is directly proportional to their affinity with the antigen. When a foreign antigen invades the body, different cells recognize the antigen with different affinities. These cells undergo clonal selection and affinity maturation. The number of clones generated for each cell is proportional to its affinity with the antigen, i.e., the higher the affinity, the greater the number of clones generated, and vice-versa.
Immune network theory
The concept of immune networks was originally proposed by Jerne in 1974, 10 and proposes a new view of the activities of lymphocytes, antibody production, memory and evolution of the immune system ( Fig. 3 ). His theory states that the immune system consists of cells and molecules that are recognized even in the absence of antigens.
The network theory suggests that immune antibody molecules possess receptors that can be recognized by other antibody molecules. From this new perspective, one antigen was no longer needed to promote a dynamic behavior on the immune system. The interactions between cells in the body result in a natural behavior that would be disturbed by the presence of an antigen. 11 
The Fuzzification of the Reproduction
Rate in CLONALG and copt-aiNet
An immune response can be activated even when the binding between antigen and antibody is not perfect. In the clonal selection algorithm, CLONALG, 12 cells with higher affinity are selected for cloning and mutation. The term \higher" affinity expresses an uncertainty of what is a \high", \medium" or \low" affinity between a cell and an antigen. The models proposed in this paper investigate the treatment of this uncertainty, more specifically creating fuzzy rules that relate the affinity with the intensity of proliferation of active cells, as exemplified in Table 1 . This paper proposes that the antibodies should be evaluated by the current state of the affinities of the whole population, and, thus, the fuzzy membership functions should be created using these values. As discussed in Sec. 2, the immune system is constantly improving its affinity with the invading antigens, either through the Fig. 3 . Each immune receptor has two portions, p and i. The p portion is the one capable of recognizing other molecules, and the i portion is the one that can be recognized by other immune molecules. 11 Table 1 . Example rules for the antibody cloning process.
Affinity Proliferation
Low Low Medium Medium High High recovery from an attack or further exposure to the antigen. This concept applied to the development of immune algorithms involves the constant presentation of the antigen (pattern to recognize or function to optimize) to the algorithm, which, over the generations, improves the ability of antigen recognition (affinity). Thus, the membership functions should not be defined statically (with no changes at runtime), because during the iterations the affinity level of immune cells increase and the membership functions may still not be able to classify some antigens. By taking this into account, the membership functions (sets) of the fuzzy system must be modified dynamically at all iterations. Figure 4 shows the change of fuzzy sets in the course of three iterations.
In addition, there must be a method for creating and modifying the membership sets. The algorithm proposed in this paper selects the antibody with the lower affinity, the average of the affinities of all antibodies, and finally the antibody with higher affinity. The \low" set is defined as having a trapezoidal shape, created using the affinity of the antibody with the lowest affinity and the average affinity of the population. We used three points calculated as: (1) Lowest affinity minus 30%;
(2) lowest affinity; and (3) average affinity. The \medium" set has a triangular shape and is defined using only the average affinity of antibodies. The three points are defined as: (1) Average minus 30%; (2) average; and (3) average plus 30%. Finally, the \high" set has a trapezoidal shape, created with the average value and the higher affinity antibodies defining the three points as: (1) Average affinity;
(2) highest affinity; and (3) highest affinity plus 30%. As defuzzification method, the model TakagiÀSugenoÀKang (TSK) was used. The TSK model replaces the consequent of a rule for an equation that is deemed appropriate to describe the antecedent. 13 A typical TSK fuzzy rule has the form:
In this work we used equations in order to prioritize individuals with higher affinities. For example, in an implementation with maximum number of clones defined as 10, the desired number of antibody clones with affinity \low" could be set to 1, then 5 for \average" and 10 for \high." In that way the rules would be established as:
where x is the pertinence of the affinity in each set.
The fuzzy clonal selection algorithm (fCLONALG )
Clonal selection is used as a basic mechanism of an immune response to an antigenic stimulation. It also establishes the idea that only those cells with antibodies that recognize antigens are selected to proliferate. Cells are subjected to an affinity maturation process, which improves their affinities with the antigen. The immune system has the capability of learning, generalization and memory acquisition. Based on this premise, in Ref. 6 the authors proposed a clonal selection algorithm taking into account the following main immunological aspects:
. the generation and maintenance of memory cells;
. the selection and cloning of the most stimulated cells;
. the elimination (death) of cells that are not minimally stimulated;
. the affinity maturation and selection of the highest affinity clones;
. the generation and maintenance of diversity; and . a mutation rate inversely proportional to the cell affinity.
This algorithm, named CLONALG, 12 was applied to pattern recognition and function optimization 14 tasks.
CLONALG, as proposed in Ref. 12 , is summarized as follows:
(1) Generate a set P of candidate solutions, composed of a subset of memory cells M and the remaining of the population Pr: P ¼ M þ Pr. (4) Submit the population of clones to a mutation process, in which the mutation rate is inversely proportional to the affinity of the antibodies with the antigen. A population of matured antibodies is generated (C*). (5) Reselect the best individuals from C* to compose the memory set M. (6) Replace the d lowest affinity antibodies with novel d antibodies randomly generated, leading to the introduction of diversity.
For the pattern recognition problem, it is alleged the existence of an initial random repertoire of antibodies with the purpose of recognizing a population of antigens. In this case, the antigens are the patterns to be recognized by the antibodies of the population. In the present paper, CLONALG was modified to include a fuzzy system to automatically define the number of clones of each reproducing cell. The inputs for the algorithm consist of:
. Ab: Population of N antibodies of length L. These will be used as prototypes to recognize antigens. . Ag: Population of M antigens of length L. These correspond to the patterns to be recognized. . Gen: Maximum number of iterations. . B: Mutation rate. . d: Number of low affinity antibodies to be replaced at each iteration. The modified algorithm is described in the following pseudocode:
[Abfmg] ¼ fclonalg(Ab,Ag,Gen,B,d) for each generation (iteration), do
; calculateAffinities(C*, Ag(i)); replaceLowAffAbs(Ab,Abfdg); end while; end for; Pseudocode 1. Algorithm for fCLONALG.
The antibody affinity is calculated using the Manhattan distance for binary data and the Euclidian distance for real valued data. In calculateAff(Ab,Ag(i)) it calculated the average affinity of the antibodies in the population, and antibodies with lowest and highest affinities are selected. Then, in createFuzzySets() the values that define the fuzzy sets are changed using the selected affinities of the previous method. In cloneAb(x*) the number of clones generated for each antibody in the population is given by the defuzzification method (TSK).
The fcopt-aiNet algorithm
The copt-aiNet algorithm 15, 16 is a combinatorial optimization algorithm based on opt-aiNet 17 and belonging to the aiNet family of algorithms. 11, 18 The original opt-aiNet was designed to perform multimodal optimization in a continuous search space where each individual of the population corresponds to a cell in the immune system (antibody), and is encoded as a real-valued vector in an Euclidean shapespace. 17 Each antibody thus corresponds to a candidate solution to the optimization problem but, differently from CLONALG and aiNet, the antigens are not explicitly expressed. So, in this situation, the affinity of each antibody with antigens is given by the value of the objective function for that antibody.
In the fcopt-aiNet algorithm, as in every algorithm from the aiNet family, 18 each individual in the population corresponds to an antibody or network cell, and is represented by an encoded solution associated with a feasible point on the search space of the problem. Each cell generates a certain number of clones, which are subject to a mutation rate inversely proportional to the fitness of the parent cell. Whenever the algorithm stagnates, which is estimated by the nonimprovement of the n best solutions after an iterative step, the affinities between cells are calculated and those cells with an affinity less than a prespecified suppression threshold are eliminated from the population, thus avoiding redundancy. Then, new cells are randomly generated and introduced into the population.
The quality of a solution (network cell) is evaluated based on two indices: (1) a fitness function and (2) an affinity measure. The fitness of a network cell indicates its degree of adaptability to the external environment, based on an objective function to be optimized. As occurs in CLONALG, aiNet and opt-aiNet algorithms, the immune cells suffer a process of cloning followed by mutation, inspired by the clonal selection theory. The mutation rate applied to a cell is inversely proportional to its fitness. In the network suppression stage, similar antibodies are identified, using a similarity measure, and the one having lower fitness is removed from the population. The modified algorithm named fcopt-aiNet is described in the following pseudocode: In fcopt-aiNet(Max it,n cells,m) the initial population is constructed following the nearest neighbor heuristic starting with different seeds. Initially the population contains 30 individuals (n cells) and is allowed to grow and shrink dynamically, according to the requirements of the problem.
At every iteration, a population of cells is optimized locally through clonal selection and affinity proportional mutation. In cloneAb(x*), similarly to the fCLONALG, each cell is analyzed by a fuzzy system generated based on the current population in createFuzzySets(). The fuzzy system will set a suitable number of clones for each cell, but differently from fCLONALG, in this case the cell with the worst fitness, will generate more clones. This modification is important because the algorithms from the aiNet family focus on multimodal optimization, and, thus, try to find multiple solutions with similar objective function values. Also, in function optimization, it is usually interesting to make a broader search when far away from a local optima and a fine-tuning when closer to an optimum. So, a higher cloning rate at the earlier lifespan of a given cell is more desirable to find the best local optima around the region explored by it, and when closer to an optimum, a lower number of clones may be enough to fine-tune and progress toward the precise locations of the local optima.
The offspring cells suffer a mutation where n genes of each clone are randomly selected for mutation. The number n of genes to be mutated is inversely proportional to the fitness of the parent cell: Cells with higher fitness will be submitted to lower mutation rates. The same type of mutation operators used in fcopt-aiNet is the ones presented in Refs. 15 and 16 For each set of clones, the clone with the highest fitness is selected. If these clones have a fitness value higher than their corresponding parent cell, then the parent cell is replaced by the clone.
When the network cells reach a stable state in terms of capability of improving fitness, measured via the stabilization of the average fitness of the whole population, the cells interact with one another in a network formed by their affinity. Some of the similar cells are eliminated in the suppress(Ab) method, given an affinity threshold, to avoid redundancy and thus maintain diversity. This affinity threshold is automatically defined by the algorithm based on the number of attributes of the cell. This is the network suppression, a process by which the most similar cells (candidate solutions) are eliminated. The similarity between two solutions (affinity) is defined as the shortest sequence of operations that transform one solution into the other. The pseudocode for suppress(Ab) is presented in Pseudocode.
[Abfmg] ¼ similarity(Ab) k : ¼ 1; 
Algorithm 3. Computation of similarity between two solutions A and B.
In Algorithm 3, Num Atbt is the number of attributes of a valid solution, and Num Operations represent the minimum number of operations necessary to convert one solution into another.
At insertNews(Ab) new network cells are introduced based on the individuals generated by means of recombination operators using the concept of gene libraries. The libraries are constructed from a set of memory cells, formed by antibodies having high fitness. The memory cells are broken down into p fragments, where p is a random number varying from 2 to 4. These fragments are randomly selected and recombined in order to build a new solution. After the recombination, a repairing algorithm is applied in order to generate a feasible solution.
In tabu search(Ab), if none of the k best solutions is improved along a predefined number of iterations, all the cells in the population suffer a maturation process. During the maturation process, the immune cells undergo a series of guided mutations in order to better match the antigens. This process is implemented by a local search heuristic named Tabu Search. 16 The maturation process is performed until the current individual has its fitness improved t times by a randomly selected move, or until the fitness is not improved by a complete Tabu Search iteration.
Finally, if none of the k best solutions is improved along Max it iterations, the stopping condition is met and the k most adapted individuals are submitted to an intensive maturation process, handled by a 3-opt local search.
Performance Evaluation

CLONALG versus fCLONALG: Pattern recognition applications
The pattern recognition in this work is accomplished by a binary encoding scheme, and a Hamming distance measure within a binary shape-space is used to evaluate the affinity between antibodies and antigens. 7 To assess the performance of the algorithm, it was tested with four datasets containing only objects represented by binary values: Some simple Binary Characters created by hand, the Lenses dataset, 19 the Animals dataset 20 and the SPECT dataset. 19 The binary characters dataset is composed of five patterns in Bitmap format files converted into binary vectors of length 100. The example of Fig. 5 shows how the patterns of five binary characters are presented and how the immune system must recognize their complements. The Lenses dataset is composed of 24 binary patterns with 12 attributes and the goal is to classify different fitting contact lenses. The Animals dataset is composed of 16 binary patterns with 13 attributes with the goal of classifying animals based on their features. Finally, the SPECT dataset aims to classify single proton emission computed tomography in two diagnoses. The following parameters were used in the experiments described here: 10 antibodies, 100 iterations, 40% inclusion of new replacement antibodies and 0.85 for the mutation control parameter (). The mutation rate is proportional to the affinity between antigen and antibody: the higher the affinity, the lower the mutation rate, and vice-versa. In this work we used the following equation to control the affinity-proportional mutation: 12
where i is the index of an antibody in a population of individuals ranked by their affinities, and is the control parameter that will set the mutation rate controlling its proportionality.
To assess the efficacy of the proposed algorithm, some experiments were performed comparing the recognition convergence of the fuzzy version of CLONALG with its classic version, both applied to the four datasets described previously. Each experiment is based on 30 executions of each algorithm for each dataset. Table 2 shows the average and the standard deviation results of the number of iterations for convergence of both algorithms, where convergence, in this case, means the complete recognition of a given pattern. The goal is to investigate if the proposed use of fuzziness in the control mechanism of cell cloning will lead to faster convergence rates. Table 2 shows that, based on the tests performed, fCLONALG obtained slightly absolute faster convergence rates than CLONALG for each one of the four datasets. Given that the results are close to one another, it also performed a paired t-test (with 5% confidence) between the results of both algorithms, to verify if these results are equivalent or not. The test indicated that the Characters sample results have equivalent variance, whilst the Lenses, Animals and SPECT results have a different distribution, thus indicating that fCLONALG could effectively improve the results. This suggests that the addition of a fuzzy control mechanism may improve the algorithm adaptive ability by finding a more appropriate number of clones for each cell. Table 3 shows the values corresponding to the minimum and maximum values of the test cases for each dataset. Again, fCLONALG presented better results than CLONALG.
The original clonal selection algorithm was designed so it would select the most stimulated cell for intensive proliferation while the fuzzy proposal implies that any cell with a considerable affinity with the antigen can be equally reproduced for affinity maturation. Thus, the number of clones generated by fCLONALG is considerably greater ( Table 4) .
Even though fCLONALG generates more clones than CLONALG, this increase in the number of clones does not significantly impact the number of generations for convergence, maintaining it almost constant. The increase in the required resources for solving the problems demanded by fCLONALG seems to be a price to pay in order to automate the cloning procedure of CLONALG. Despite that, there is a slight benefit in performance that must be accounted for.
TSP application of fcopt-aiNet
The fcopt-aiNet algorithm proposed in this paper is based on the copt-aiNet algorithm presented in Ref. 15 for solving combinatorial optimization problems, more specifically, the TSP. Thus, the performance evaluation compares the quality of the solutions obtained by both versions of the algorithm and the number of clones generated within the same number of iterations.
The algorithm was tested with some benchmark instances of symmetric TSP extracted from the TSP library. 21 For this experiment, it was used 50 iterations for the att48, eil76 and kroC100 instances and 200 iterations for ch150. The results in Table 5 show the average and standard deviation (if different from zero) of the best final objective function value obtained by both fcopt-aiNet and copt-aiNet 15 over 30 independent runs. The instances range from 48 to 150 cities. The results are contrasted with the best known solutions from the literature. Table 5 shows that, based on the tests performed, fcopt-aiNet obtained approximately the same results as opt-aiNet. The t-test (with 5% confidence) between the results of both algorithms indicates that the ch150 and eil76 samples results have the same variance.
In the original copt-aiNet algorithm, the fact that no parent cell has a selective advantage over the others contributes to the multimodal search of the algorithm. The fuzzy model proposed selects the less adapted cells for having more clones than the others with higher fitness. This process strongly stimulates the cloning of cells not yet evolved, thus, in the next generations their finesses should be comparable to the best cell of the current generation and, consequently, the whole population of cells will evolve maintaining the diversity of solutions with high fitness (Tables 6  and 7) . Tables 6 and 7 show that the copt-aiNet algorithm had a slightly higher diversity, whilst fcopt-aiNet maintained a set of solutions with a lower average. Each value represents the number of changes necessary to turn one solution into another using Algorithm 3. Table 8 shows the average cost and average diversity (upper triangular diversity matrix) of the 10 solutions. These results were similar in most runs of this experimental set. 7  11  12  5  13  20749  3  7  8  0  1  14  15  14  13  12  14  20812  4  8  7  1  0  15  14  13  14  11  13  20812  5  7  8  14  15  0  1  19  18  13  7  20852  6  8  7  15  14  1  0  18  19  12  6  20852  7  12  11  14  13  19  18  0  1  8  21  20880  8  11  12  13  14  18  19  1  0  9  22  20880  9  6  5  12  11  13  12  8  9  0  17  20897  10  14  13  14  13  7  6  21  22  17  0  20965   Table 7 . Diversity and cost of the best 10 solutions obtained by the fcopt-aiNet algorithm for a single run of the kroC100 instance. Solution  1  2  3  4  5  6  7  8  9  10  Cost   1  0  1  5  6  7  8  7  8  8  12  20749  2  1  0  6  5  8  7  8  7  8  13  20749  3  5  6  0  1  11  12  12  13  13  7  20769  4  6  5  1  0  12  11  13  12  13  8  20769  5  7  8  11  12  0  1  14  15  15  18  20812  6  8  7  12  11  1  0  15  14  15  19  20812  7  7  8  12  13  14  15  0  1  1  5  20852  8  8  7  13  12  15  14  1  0  1  6  20852  9  8  8  13  13  15  15  1  1  0  6  20852  10  12  13  7  8  18  19  5  6  6  0  20872 Furthermore, by providing an optimal number of clones for each cell, the computational cost of the algorithm will be optimized. The original copt-aiNet proposes that each cell should have 10 clones per iteration. fcopt-aiNet, by contrast, evaluates each cell at every iteration and generates only the number of clones considered necessary. Table 9 shows the average and standard deviation of the total clones generated in 30 runs of both algorithms for the four studied problems. In this table it is possible to see that the fcopt-aiNet algorithm is capable of achieving high quality solutions while maintaining the diversity with less use of computational resources.
Conclusion and Future Work
The clonal selection principle is used to describe the basic characteristics of an adaptive immune response to antigenic stimulation. It establishes the idea that only antibodies capable of recognizing antigens will proliferate, being selected in detriment of others less stimulated. During cell proliferation, clones are generated subjected to a controlled mutation process, which, together with a strong selective pressure, results in cell clones with increased affinities with the presenting antigen.
Based on this immune principle, a number of computational intelligence algorithms have been proposed in the literature. One such algorithm is named CLONALG, for Clonal Selection Algorithm, and was introduced to solve pattern recognition and optimization tasks. Although CLONALG has been widely used to solve optimization problems, few efforts have been made to investigate its real capabilities in solving pattern recognition tasks. Furthermore, little investigation has addressed the problem of automatically and effectively defining a suitable number of clones for each antibody and each problem. Table 8 . Average cost and average diversity of 10 solutions obtained by the fcopt-aiNet and copt-aiNet for a single run of the kroC100 instance.
fcopt-aiNet copt-aiNet
Average cost 20808.80 20844.80 Average diversity 9.06 11.08 Table 9 . The average AE standard deviation of the total number of clones generated in 30 runs of fcopt-aiNet and copt-aiNet.
fcopt-aiNet copt-aiNet Therefore, this paper investigated two important issues of CLONALG: Its performance on simple binary pattern recognition tasks and how to automatically define the number of clones for each antibody in the population. To do so, this paper proposed the use of a fuzzy system that takes into account the affinity between antigens and antibodies to infer a more adequate number of clones for each cell during cell proliferation. By doing that, the proposed fCLONALG promotes faster average and absolute convergence rates when compared with its original version on a number of test problems.
Another family of immune-inspired algorithms, the aiNet family, aims at solving multimodal problems by maintaining a population of solutions spread across the search space. Due to the multimodal aspect the cloning methodology differs from the CLONALG in which the more a given cell is closer to a local optima, the less clones are needed to improve its objective function value. This can be associated with the immune systems since it maintains the focus on improving antibodies to the yet unknown antigens that were recently discovered. This paper investigated the use of the same fuzzy system to control the number of clones in the copt-aiNet algorithm. The results obtained by the proposed fcopt-aiNet demonstrated that it is possible to achieve results as good as the original model whilst using less computational resources.
Further works include the application to a larger number of test problems, the comparison with other pattern recognition techniques, and the use of a fuzzy system to control other input variables of both classes of algorithms, simplifying their use whilst maintaining an optimal parameter set adapted to a diverse set of situations.
