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Moment-based formulation of Navier–Maxwell slip boundary conditions for
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We present an implementation of first-order Navier–Maxwell slip boundary conditions for simulating near-
continuum rarefied flows in microchannels with the lattice Boltzmann method. Rather than imposing bound-
ary conditions directly on the particle velocity distribution functions, following the existing discrete analogs of
the specular and diffuse reflection conditions from continuous kinetic theory, we use a moment-based method
to impose the Navier–Maxwell slip boundary conditions that relate the velocity and the strain rate at the
boundary. We use these conditions to solve for the unknown distribution functions that propagate into the
domain across the boundary. We achieve second-order accuracy by reformulating these conditions for the sec-
ond set of distribution functions that arise in the derivation of the lattice Boltzmann method by an integration
along characteristics. The results are in excellent agreement with asymptotic solutions of the compressible
Navier-Stokes equations for microchannel flows in the slip regime. Our moment formalism is also valuable for
analysing the existing boundary conditions, and explains the origin of numerical slip in the bounce-back and
other common boundary conditions that impose explicit conditions on the higher moments instead of on the
local tangential velocity.
I. INTRODUCTION
Small-scale hydrodynamics (microfluidics) has generated significant interest in recent years due to technological ad-
vancements in micro-electro-mechanical-systems (MEMS), and their rapidly increasing number of application areas.1–4
Microfluidic devices are characterised by small length-scales L that become comparable with the molecular mean free
path λ. The relevance of the Navier–Stokes equations, derived as an asymptotic expansion for small Knudsen number,
Kn = λ/L ¿ 1, thus becomes questionable for describing flows in these devices. However, the flow regimes differ
very substantially from hypersonic flows, the traditional focus of rarefied gas dynamics.5
Microdevices typically operate in the isothermal slip-flow regime, characterised by 0.01 . Kn . 0.1, and a Mach
number Ma = |u|/cs ¿ 1. The fluid velocity u is thus substantially smaller than the sound speed cs, but substantial
density variations typically still occur through a balance between pressure gradients and viscosity. The Navier–
Stokes equations remain valid in the bulk of the flow, but they must be supplemented by suitable slip boundary
conditions. Sone6 has identified an asymptotic regime governed by the Stokes equations with second-order slip
boundary conditions, and Hadjiconstantinou7 has shown that the Navier–Stokes equations with second-order slip
boundary conditions describe flow in microchannels up to Kn ∼ 1. These boundary conditions may be derived from
kinetic theory using the method of matched asymptotic expansions (see Sec. II).
Rarefied monatomic gases are described by the Boltzmann equation8–11
∂tf + c · ∇f = C[f, f ]. (1)
The distribution function f(x, c, t) gives the number density of particles moving with velocity c at position x and
time t, and C[f, f ] denotes Boltzmann’s binary collision operator. A widely used boundary condition, introduced by
Maxwell,12 expresses the distribution of particles moving away from the boundary (c · n > 0) as13,14
f(x, c, t) = (1− α)f(x, c− 2nn · c, t) + αf (0)wall(x, c, t) for c · n > 0. (2)
The first term represents specular reflection, reversing the sign of the normal component of the particle velocity, and
the second represents diffuse reflection, i.e. re-emission of particles with a Maxwell–Boltmzann distribution f (0)wall for
the temperature and velocity of the wall, and a density chosen to give zero mass flux through the wall. The outgoing
distribution is thus a blend of specular and diffuse reflection, as set by an accommodation coefficient α that typically
between 0.8 and 1 for most solid materials.3,15
The lattice Boltzmann method approximates the continuous Boltzmann equation (1) by restricting the particle
velocity c to a discrete set c0, . . . , cN−1. The most commonly used discrete set, known as D2Q9, uses nine velocities
arranged on a square lattice, as shown in figure 1. The lattice Boltzmann method is now well-established as a
computational technique for solving the Navier–Stokes equations, so it is natural to enquire whether its kinetic
heritage offers advantages for computing rarefied flows. This question has received a lot of attention, with the vast
majority of work adapting Maxwell’s combination (2) of diffuse and specular reflection to a discrete velocity space.16–24
However, the standard lattice Boltzmann method is restricted to capturing just the first few moments of the solutions
of the true Boltzmann equation (see Sec. IVC). One is thus essentially computing solutions to the Navier–Stokes
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FIG. 1. (Color online) The nine particle propagation velocities c0, . . . , c8 in the D2Q9 integer lattice.
equations, but with a Knudsen number appreciably larger than zero. He et al.25 have shown that the D2Q9 lattice
Boltzmann method for shear flow reduces to a linear second-order recurrence relation for the streamwise velocity.
Solutions to this recurrence relation thus give linear or parabolic profiles at all Knudsen numbers, as in the exact
solutions of the Navier–Stokes equations. The D2Q9 lattice Boltzmann method therefore cannot capture the kinetic
boundary layers, or Knudsen layers, that appear in solutions of the Boltzmann equation near solid boundaries. The
Knudsen layers are essential for transforming the boundary conditions (2) into effective boundary conditions for the
Navier–Stokes equations that describe flow in the interior, as shown in Sec. II and figure 2 below.
In this paper we address the more modest goal of implementing the Navier–Maxwell slip boundary conditions for
the Navier–Stokes equations in the slip flow regime. In a departure from previous work, we do not pursue the analogy
with Maxwell’s boundary condition (2) for the Boltzmann equation to formulate boundary conditions on the discrete
distribution functions. Instead, we use the moment approach of Bennett26,27 to apply boundary conditions directly
to hydrodynamic quantities, the velocity and momentum flux. We are thus able to reproduce asymptotic solutions
of the Navier–Stokes equations with Navier–Maxwell boundary conditions. We do not address the extent to which
the missing Knudsen layers may be satisfactorily modelled by an imposed a spatially varying viscosity near walls,28,29
except to note that numerical evidence suggests that the tangential velocity in the Knudsen layers follows a power
law of the form u(y) = u(0)+Cyα with α < 1. The tangential velocity gradient is singular at the wall, so the effective
viscosity must be zero.30.
The applicability of the lattice Boltzmann method to the slip-flow regime is made more complicated by the existence
of a purely numerical slip in the widely used combination of bounce-back boundary conditions and the Bhatnagar–
Gross–Krook or BGK collision operator.24,25,31,32 The precise point at which the velocity tangential to a boundary
vanishes depends upon the Knudsen number, and only asymptotes to half-way between grid points as Kn → 0.
Simulations of rarefied flow using bounce-back boundary conditions and the BGK collision operator therefore suffer
from a resolution-dependent numerical slip in addition to the intended slip. Verhaeghe et al.24 have offered a detailed
critique of existing lattice Boltzmann formulations for slip flow based on the BGK collision operator and kinetic
boundary conditions, following the observations of Shen et al.33 Moreover, the Knudsen layers in the true Boltzmann
solution occupy an O(Kn)-wide region where the fluid velocity is itself O(Kn), as shown in figure 2, so they contribute
O(Kn2) to the total volume flux. Obtaining a satisfactory volume flux thus does not imply correctness of the computed
flow field.7
II. THE SLIP-FLOW REGIME AND KRAMERS’ PROBLEM
The slip-flow regime is best illustrated by Kramers’ problem for linear shear flow over an infinite flat plate.9,11,34,35
Using the BGK31 collision operator for simplicity, Kramers’ problem for a plate is located at y = 0 may be formulated
as the integral equation36–38
v∂yY + Y (y, v) = pi1/2
∫ ∞
0
exp(−c2)Y (y, c) dc, (3)
and solved analytically using integral transforms. The velocity field may be written as10,38
u(y) = aλ
[ y
λ
+A− Ud
( y
λ
)]
, (4)
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FIG. 2. (Color online) (a) The Knudsen layer and slip velocity in Kramers’ problem. The slip velocity uslip = 1.01615λa that
must be applied to the Navier–Stokes equations to match the flow in the core (where y À λ) is larger than the true tangential
velocity u(0) = λa/
√
2 at the wall. (b) The velocity defect function Ud(y/λ) from numerical quadratures for the BGK and
hard-sphere collision operators.38
where the constant a specifies the strength of the shear at infinity, and λ = µ
√
2RT/p defines the mean free path.
The function Ud(y/λ) is called the velocity defect. It decays rapidly to zero for y À λ, leaving a linear shear flow
offset by an amount Aλ. This slip coefficient is A = 1.01615 for a purely diffusive wall (α = 1) with the BGK collision
operator, and about 3% smaller for more realistic collision operators.4,9,39 A direct evaluation gives u(0) = λa/
√
2 for
the tangential velocity at the wall. This is substantially smaller than the apparent slip velocity 1.01615λa seen in the
far field. Figure 2 shows the full solution u(y) and the velocity defect function Ud(y/λ) computed using numerical
quadratures for the BGK and hard-sphere collision operators.38
More generally, the solution of Kramers’ problem describes the flow in an O(λ)-wide Knudsen boundary layer close
to a wall. It thus provides the inner solution in a small Kn approximation to general flow problems based on matched
asymptotic expansions,5,9,13,40,41 in which the Knudsen layers are captured using a boundary-layer scaling of the
wall-normal coordinate, y = KnY with Y = O(1). The Knudsen layers may be intepreted as the regions of physical
space over which collisions smooth away the discontinuities of the distribution function in velocity space created by
the boundary conditions.13
The flow outside the Knudsen layer may be captured by the Navier–Stokes equations with slip boundary conditions,
usually written as4
u‖ = σ˜λ
∂u‖
∂n
(5)
in terms of the normal derivative of the tangential velocity u‖ at the wall. The constant σ˜ = (2− α)/α is sometimes
called the streamwise momentum accommodation coefficient, while the α appearing in (2) is called the tangential
momentum accommodation coefficient. The boundary condition (5) gives the exact solution for Kramers’ problem
outside the Knudsen layer if we take σ˜ = A = 1.01615. A more general condition, valid at curved boundaries, may
be formulated using the momentum flux tensor at the wall,42
u‖ = u · (I− nn) = − σ˜λ
µ
n ·Πvisc · (I− nn), (6)
where µ is the dynamic viscosity, Πvisc is the viscous momentum flux, and n is a unit vector normal to the bound-
ary. The tensor I − nn projects vectors onto their components tangential to the boundary. This is the form given
by Maxwell,12 and earlier still by Navier.43,44 The tensorial expression (6) may be derived from Maxwell’s kinetic
boundary condition (2) by evaluating half-range moments over c ·n ≷ 0 of the expression for the distribution function
at the wall given by the Chapman–Enskog expansion.13
In this paper we construct a lattice Boltzmann implementation of the macroscopic Navier–Maxwell slip boundary
condition (6). We use the approach of Bennett26,27 to apply boundary conditions directly to hydrodynamic quantities,
the velocity and momentum flux. Bennett’s approach was originally used to impose no-slip boundary conditions on
multi-component mixtures, in which the individual species may slip relative to the boundary.26,27 It has since been used
to construct no-slip boundary conditions for single-component fluids that impose a zero velocity boundary precisely
at lattice points, irrespective of the collision operator used. The moment approach is also instructive for analysing
existing boundary conditions for the distribution functions, such as bounce-back and specular or diffuse reflection (see
section VC).
4III. NAVIER–STOKES THEORY FOR FLOW IN A MICROCHANNEL
We consider a viscous fluid flowing through a microchannel of length L and height H, such that the aspect ratio
δ = H/L¿ 1. The flow is characterised by three dimensionless parameters, the Reynolds number, the Mach number,
and the Knudsen number, which we define to be
Re =
ρ¯ou¯oH
µ
, Ma =
u¯o√
γRT
, Kn =
√
piγ
2
Ma
Re
. (7)
Here, ρ¯o and u¯o are the average density and velocity at the outlet, µ is the (constant) dynamic viscosity, γ = 5/3 is
the ratio of specific heats for an ideal monatomic gas, T is the temperature, and R the gas constant.
The last equality in (7) expresses the von Ka´rma´n relation between the three dimensionless parameters.3,4,45 How-
ever, this particular choice of constants corresponds to a mean free path ` = KnH = λ
√
pi/2 in the notation of
Cercignani.10 These two forms ` and λ are widely used in the literature. Boltzmann’s binary collision operator defines
a collision frequency ν(c) that depends upon the particle velocity, so there is no universally accepted definition of
mean free path. As we used λ rather than ` to formulate Kramers’ problem in Sec. II, the slip coefficient σ used in
the Navier–Stokes theory for the remainder of this paper differs by a factor of 2/
√
pi from the σ˜ used in Sec. II.
To comply with restrictions on the validity of the lattice Boltzmann equation (see section IV), we consider low
Mach number (Ma¿ 1) and collision-dominated (Kn¿ 1) isothermal flows. The isothermal approximation is valid
for flow in long, uninsulated microchannels at small Mach numbers.45 We rewrite the Navier–Maxwell slip boundary
condition (5) for planar boundaries as
u|wall = σKnH
∂u
∂y
∣∣∣∣
wall
, (8)
where KnH now defines the mean free path, and σ defines the corresponding streamwise momentum accommodation
coefficient. We non-dimensionalise the steady-state, isothermal, compressible Navier-Stokes equations using a hori-
zontal coordinate xˆ = x/L ∈ [0, 1] and a vertical coordinate yˆ = y/H ∈ [−1/2, 1/2]. An expansion in δ = H/L ¿ 1
gives the leading-order solution4,45
uˆ (xˆ, yˆ) = − δRe
8γMa2
dpˆ
dxˆ
(
1− 4yˆ2 + 4Knσ
pˆ
)
, (9a)
vˆ (xˆ, yˆ) =
δ2Re
8γpˆMa2
[
1
2
d2(pˆ2)
dxˆ2
(
1− 4
3
yˆ2
)
+ 4σKn
d2pˆ
dxˆ2
]
yˆ, (9b)
pˆ (xˆ) =
[
(6σKn)2 + (1 + 12σKn)xˆ+ θ(θ + 12σKn)(1− xˆ)
]1/2
− 6σKn, (9c)
where uˆ = u/u¯o, vˆ = v/u¯o, pˆ = p/po, θ = p¯i/p¯o, and p¯i and p¯o are the average pressures at the inlet and outlet,
respectively.
The solution (9a) is a parabolic profile, like the standard Poiseuille flow solution for no-slip boundary conditions,
but shifted by an O(Kn) amount 4σKn/pˆ due to the slip boundary conditions. This shift vanishes as Kn → 0, for
which the boundary condition (8) reduces to the usual non-slip condition. The cross-channel (spanwise) velocity vˆ is
not zero, as for standard Poiseuille flow, but instead has a cubic profile in yˆ. The spanwise velocity is, however, O(δ)
smaller than the streamwise velocity uˆ, as required to satisfy mass conservation. The pressure pˆ (xˆ) is uniform across
the channel, as is usual under the boundary layer scaling when δ = H/L¿ 1. However, the pressure gradient dpˆ/dxˆ
is not uniform, as in standard Poiseuille flow, but instead varies with xˆ.
IV. THE LATTICE BOLTZMANN METHOD
In this section we briefly outline the popular D2Q9 lattice Boltzmann model.46 We begin with the discrete Boltzmann
equation for the evolution of a set of particle distribution functions fi(x, t),
∂fi
∂t
+ ci · ∇fi = −1
τ
(
fi − f (0)i
)
, for i = 0, . . . , N − 1. (10)
Each fi advects with the corresponding particle velocity ci. The ci are chosen to form a square lattice in the D2Q9
model (see figure 1). It is convenient to adopt the so-called lattice units in which |c1,...,4| = 1 and |c5,...,8| =
√
2. The
ci then form an integer lattice in velocity space.
The BGK31 collision operator on the right hand side of (10) relaxes the fi towards the equilibria46
f
(0)
i = wiρ
(
1 + 3ci · u+ 92 (ci · u)
2 − 3
2
|u|2
)
, (11)
with a single relaxation time τ . These equilibria are functions of the macroscopic density ρ and velocity u, as defined
in (13) below. The equation of state is p = ρ/3, so c2s = 1/3 in lattice units. In other words, the sound speed is 1/
√
3
of the speed of the particles moving along the axes of the lattice.
5The weights wi are
wi =

4/9, i = 0,
1/9, i = 1, 2, 3, 4,
1/36, i = 5, 6, 7, 8.
(12)
These weights, and the discrete velocities ci, correspond to a Gauss–Hermite quadrature in velocity space.47,48 The
equilibria (11) may thus be derived from an expansion of the continuous Maxwell–Boltzmann distribution up to second
order in Mach number.47,48 More generally, the lattice Boltzmann approach produces a low order polynomial in c
approximation to the behavior of the continuous distribution function f(x, c, t) under the Boltzmann equation.
Hydrodynamic quantities, such as the density ρ, momentum ρu, and momentum flux Π, are defined by moments
of the fi with respect to the particle velocities,
ρ =
∑
i
fi, ρu =
∑
i
fici, Π =
∑
i
ficici, Q =
∑
i
ficicici. (13)
The corresponding moments of the discrete Boltzmann equation (10) give the evolution equations
∂tρ+∇ · (ρu) = 0, (14a)
∂t(ρu) +∇ ·Π = 0, (14b)
∂tΠ+∇ ·Q = −1
τ
(
Π−Π(0)
)
. (14c)
The first two right hand sides vanish because the collision term conserve mass and momentum, while the momentum
flux relaxes towards equilibrium on the collisional timescale τ . Exactly the same system of moment equations may
be obtained from integral moments of the continuous Boltzmann equation using Maxwell’s equation of transfer.8,9,11
The right hand side of (14c) then follows from the linearised Boltzmann collision operator for Maxwell molecules, and
from many model collision operators such as BGK.31
The BGK collision operator on the right hand side of (10) is just the simplest example that leads to the desired
moment system (14a)-(14c). More generally, we may consider the discrete Boltzmann equation
∂fi
∂t
+ ci · ∇fi = −
∑
j
Ωij
(
fj − f (0)j
)
, (15)
with a constant collision matrix Ωij . The BGK collision operator corresponds to choosing Ωij = τ−1δij , but other
choices lead to improvements in both numerical stability49–51 and the treatment of boundary conditions. The two-
relaxation-time (TRT) collision operator applies different relaxation times to the odd and even moments of the fi, and
in particular for Π and Q. Imposing the so-called “magic” relation τQ = 3/(16τΠ) between these two relaxation times
fixes the location of the effective boundary for bounce-back boundary conditions to be precisely half-way between grid
points, independent of the value of the momentum flux relaxation time τ .52,53
A. Macroscopic limit
As in continuous kinetic theory, we derive the Navier–Stokes equations by seeking solutions of (10), solutions that
vary slowly over timescales much longer than the collision time τ .8,9,11 We introduce a small parameter ², which
may be identified with the Knudsen number Kn, into the collision time by replacing τ with ²τ . Using the multiple-
scales form of the Chapman–Enskog expansion, we then expand the non-conserved moments Π and Q, and the time
derivative, as series in ²,
Π = Π(0) + ²Π(1) + · · · , Q = Q(0) + ²Q(1) + · · · , ∂t = ∂t0 + ²∂t1 + · · · . (16)
The conserved moments ρ and u are left unexpanded. The expansion of the time derivative is necessary to suppress
secular terms that would otherwise disorder the expansion on long timescales t = O(1/²). One may think of t0 ∼ t
and t1 ∼ ²t as characteristic timescales for advection and viscous diffusion respectively.
Substituting these expansions into the moment system (14a)-(14c) and neglecting terms of O(²2) and above yields
the isothermal compressible Navier-Stokes equations,
∂tρ+∇ · (ρu) = 0, (17)
∂t(ρu) +∇ ·
(
Π(0) + τΠ(1)
)
= 0, (18)
where
Π(0) =
ρ
3
I+ ρuu, Π(1) = −ρ
3
(∇u+ (∇u)T)+O(Ma3). (19)
6The second of equations (19) is derived from the leading-order approximation to (14c) under the multiple-scales
expansion,
∂t0Π
(0) +∇ ·Q(0) = −1
τ
Π(1), (20)
by evaluating ∂t0Π
(0) using the Euler equations. Neglecting the O(Ma3) error in the viscous stress, these are the
Navier–Stokes equations for an isothermal fluid with equation of state p = ρ/3 and dynamic viscosity µ = τρ/3.
B. Reduction to fully discrete form
To solve (10) numerically we must further discretise it in space and time. We integrate (10) along a characteristic
for time ∆t to obtain
fi(x+ ci∆t, t+∆t)− fi(x, t) =
∫ ∆t
0
Ci(x+ cis, t+ s)ds, (21)
where Ci represents the collision operator on the right-hand side of (10). The left hand side of (10) is a derivative along
a characteristic, so the left hand side of (21) is exact. We approximate the remaining integral (21) by the trapezium
rule to yield a second-order accurate but implicit system of algebraic equations,
fi(x+ ci∆t, t+∆t)− fi(x, t) = ∆t2
(
Ci(x+ ci∆t, t+∆t) + Ci(x, t)
)
+O (∆t3). (22)
Following He et al.54 we now introduce the change of variables
f¯i (x′, t′) = fi (x′, t′) +
∆t
2τ
(
fi (x′, t′)− f (0)i (x′, t′)
)
. (23)
Using these variables, the previous implicit scheme (22) rearranges into explicit formulae for the f¯i at the new timestep,
f i(x+ ci∆t, t+∆t)− f i(x, t) = −
∆t
τ +∆t/2
(
f i(x, t)− f (0)i (x, t)
)
. (24)
We thus discard the fi and evolve the f¯i instead using (24). Density and momentum are conserved by collisions, so
they may be obtained directly from moments of the f i,
ρ =
∑
i
fi =
∑
i
f i, ρu =
∑
i
fici =
∑
i
f ici. (25)
Corresponding expressions for non-conserved moments must be found by taking moments of the transformation (23).
For example, the momentum flux tensor is55
Π =
2τΠ+∆tΠ(0)
2τ +∆t
(26)
where Π =
∑
i f icici. We will need Π to formulate slip boundary conditions in Section V.
C. Comparison between continuous, discrete, and lattice Boltzmann equations
We conclude section IV with some remarks on the applicability of the D2Q9 lattice Boltzmann method to rarefied
flows with finite Knudsen numbers. The continuous Boltzmann equation yields an infinite hierarchy of moment
equations. The first three of these, (14a) to (14c), suffice for recovering the isothermal Navier–Stokes equations, but
proceeding further in the Chapman–Enskog expansion introduces higher moments. For example, the O(Kn2) Burnett
contribution to the momentum flux is determined by
∂Π(0)
∂t1
+
∂Π(1)
∂t0
+∇ ·Q(1) = −1
τ
Π(2), (27)
and to compute Q(1) we need the evolution equation for Q that itself contains the next higher moment R =∑
i ficicicici. These higher moments are not captured correctly by the D2Q9 lattice Boltzmann model, which
contains only the nine independent moments
ρ, ρux, ρuy,Πxx,Πxy,Πyy, Qxxy, Qxyy, Rxxyy. (28)
All higher moments may be expressed in terms of these nine using the relations cpiαc
q
iβ = c
p+2n
iα c
q+2n
iβ for p, q, n =
0, 1, . . .. For example, Qxxx = ρux and Qyyy = ρuy since c3ix = cix and c
3
iy = ciy. This enforced relation between
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FIG. 3. (Color online) The pre-collisional states at a point on the southern boundary at j = 1. The red lattice points on the
line j = 0 outside the boundary are missing. (a) The three missing distribution functions f2, f5, f6 for the D2Q9 lattice, and
(b) the two missing distribution functions f5, f6 for the hexagonal lattice used by Noble et al.
56
these components of the Q tensor and the lower moments is responsible for the O(Ma3) error in the viscous stress
(19). The corresponding moment Q(0) of the Maxwell–Boltzmann distribution in continuous kinetic theory contains
an additional ρuuu term that cancels the O(Ma3) error. The incorrect equilibrium forms for Q and R in the D2Q9
lattice Boltzmann formulation also cause errors in the Burnett terms at O(Kn2).
In addition, the BGK collision operator with a fixed collision time τ gives a dynamic viscosity µ = τρc2s proportional
to ρ. By contrast, the dynamic viscosity of a real monatomic gas is independent of density, as is found from using
Boltzmann’s binary collision operator C[f, f ]. Lowering the density increases the mean free path by an amount that
exactly compensates for the reduced momentum transport in a lower density gas. To reproduce this effect we adjust
the collision time τ to be inversely proportional to the local density at each lattice point.55 This change does not alter
the analysis that led to the second-order discretisation in Sec. IVB.
Finally, our derivation above separates the two questions of the approximation of the Navier–Stokes equations by
the discrete Boltzmann partial differential equation (PDE), and the approximation of the latter PDE by the numerical
scheme (24) that is the lattice Boltzmann equation. The accuracy of the former approximation is controlled by the
collision time τ , while the accuracy of the latter approximation is controlled by the timestep ∆t and grid spacing
∆x. In principle, these are two independent parameters controlling the two independent sources of error in the
approximations that link the Navier–Stokes and lattice Boltzmann equations. There is no fixed relation between the
mean free path ` =
√
pi/2 τcs, as set by τ , and the grid spacing ∆x.
V. MOMENT-BASED BOUNDARY CONDITIONS FOR NAVIER–MAXWELL SLIP
After each propagation step, the lattice points on the boundary contain unknown values for the distribution functions
whose particle velocities point into the fluid. There are no points outside the boundary for this information to
propagate in from. For example, figure 3 shows that f2, f5 and f6 are unknown on the southern boundary after
each propagation step. The common lattice Boltzmann boundary conditions, such as bounce-back, specify the values
of the individual distribution functions. This is a natural approach in kinetic theory, analogous to Maxwell’s12
specification (2) of the incoming part of the continuous distribution function through a combination of diffuse and
specular reflection. However, in discrete kinetic theory we have an invertible relation between the fi and a finite
set of moments. This suggests an alternative approach of specifying boundary conditions directly on the moments,
as proposed by Bennett.26,27 In a related earlier work, Noble et al.56 determined boundary conditions for the two
incoming distributions on the hexagonal lattice shown in Figure 3(b) by imposing conditions on the two components
of velocity at the wall. Extending this approach to the three incoming distribution functions on the D2Q9 square
lattice shown in Figure 3(a) requires an additional boundary condition.
A. Solid boundaries
We first consider a solid wall at the south of the computational domain, as shown in Figure 3(a). After propagation
there are three unknowns, f2, f5 and f6. We look at how these unknown quantities appear in the moments at the
wall. For example, the zeroth-order moment (density) at the southern boundary may be written as ρ = f2+ f5+ f6+
(f0 + f1 + f3 + f4 + f7 + f8), where the bracketed fi are all known quantities. The D2Q9 lattice has 9 independent
moments, as listed in (28). Table I shows which combinations of the three unknowns f2, f5, f6 appear in each of these
9 moments on the southern boundary.
8Moments Combination of unknowns
ρ, ρuy, Πyy f2 + f5 + f6
ρux, Πxy, Qxyy f5 − f6
Πxx, Qxxy, Rxxyy f5 + f6
TABLE I. Moment groups at the southern boundary
We may determine the three unknowns from the solution of three linearly independent conditions on the moments.
In other words, we may choose one moment from each of the three rows of Table I, impose a boundary condition
on these three moments, and then solve for f2, f5, f6. It is natural to choose the moments that correspond to the
hydrodynamic quantities: density, momentum, and momentum flux, rather than the higher-order moments Q and R.
In particular, it is natural to impose conditions on both components of the velocity at the wall. Surprisingly, many
popular kinetic boundary conditions do not impose an explicit condition on the tangential velocity (see section VC).
Lastly we impose a condition on Πxx, the only member of the third group in Table I with a direct physical intepretation.
It is convenient to formulate the boundary conditions in lattice units, in which ∆x = ∆t = 1. The three conditions
on the moments are then
ρuy = 0, (29a)
ρux = −σρKnH Πxy
µ
= −σ
√
3pi
2
Πxy, (29b)
Πxx = Π(0)xx = ρ/3 + ρu
2
x. (29c)
We have used the equation of state P = c2sρ = ρ/3 in lattice units to evaluate Π
(0)
xx on the right hand side of (29c),
and to simplify the coefficient multiplying Πxy in (29b). The condition on ρux follows from the xy component of the
tensorial Navier–Maxwell slip boundary condition (6). The xy component of the equilibrium momentum flux vanishes
on the wall, Π(0)xy = ρuxuy = 0 using the no-flux condition (29a), so there is no need to subtract Π
(0)
xy to isolate the
velocity gradient information in (29b).
Imposing Πxx = Π
(0)
xx is equivalent to assuming that the xx component µ∂xux of the viscous stress vanishes
at the wall. This is true for no-slip boundary conditions (ux = 0 at the wall) and for flows with constant slip
velocity. However, it is not strictly true for pressure-driven slip flows since ux at the wall varies slowly due to
slow variations in the streamwise pressure gradient, as in the analytical solution (9a)–(9c). The boundary condition
(29c) should thus be considered viable when the local pressure gradient is close to constant (small Ma and Kn
numbers), although in principle one could include a finite difference approximation to ∂xux to account for the non-
equilibrium part of Πxx. The density may be found from the known fi and the imposed normal velocity, since
ρ(1− uy) = f0 + f1 + f3 + 2(f4 + f7 + f8).
Equations (29a)-(29c) may be solved for the three unknown fi. However, to be consistent with our second-order
discretisation (24), we must impose conditions on the moments of f i. As discussed in Section IV, the conserved
moments may be calculated from f i just as easily as from fi. The shear stress, on the other hand, must be re-
expressed in terms of
Πxy =
∑
i
cixciyf i = Πxy +
∆t
2τ
(
Πxy −Π(0)xy
)
. (30)
Formulating the boundary conditions in terms of the barred moments determines the unknowns at the south wall as
f2 = f1 + f3 + f4 + 2
(
f7 + f8
)− ρ/3− ρu2slip, (31a)
f5 = −f1 − f8 + ρ/6 + ρu2slip/2, (31b)
f6 = −f3 − f7 + ρ/6 + ρu2slip/2. (31c)
The channel height is H = (My − 1)∆x, where My is the number of grid points in the vertical direction, and the
relaxation time τ = µ/(ρc2s). The mean free path then becomes ` = KnH =
√
pi/6 τ0ρ0/ρ in lattice units, where we
have set τ = 3(µ/ρ)∆t/∆x2 = τ0ρ0/ρ to keep µ constant as ρ varies. It is convenient to scale the density so that the
reference density ρ0 = 1. Substituting the above expressions for f2, f5, f6 into equation (30) determines
uslip = −
6σ`
(−f1 + f3 + 2f7 − 2f8)
ρ(1 + 2τ + 6σ`)
. (32)
Conditions on the northern wall may be found in a similar fashion. The only parameter in these boundary conditions is
the same streamwise momentum accommodation coefficient σ that appears in the Navier–Maxwell boundary conditions
(5) and (6) for the Navier–Stokes equations.
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FIG. 4. (Color online) The pre-collisional state at the south-western corner. The five distribution functions f1, f2, f5, f6, f8
are unknown, because the red lattice points on the lines i = 0 and j = 0 outside the boundary are missing.
Moments Combination of unknowns
ρ, ρux, Πxx f1 + f5 + f8
ρuy, Πxy, Qxxy f5 − f8
Πyy, Qxyy, Rxxyy f5 + f8
TABLE II. Moment groups at the western boundary
B. Open boundaries and corners
To impose a (non-constant) pressure gradient along our microchannel we must apply consistent inflow and outflow
conditions. Taking moments at the western open boundary (inlet), reveals the groupings of the unknown distribution
functions shown in Table II. Again, we may pick one constraint from each column of the table. One possible choice
is the purely hydrodynamic moments: ρ, ρuy, and Πyy = Pin + ρu2y.
At the corners we need five constraints to determine the five unknowns shown in figure 4. Although the moments
do not arrange themselves as neatly as before, we may impose the conditions from the wall and the open boundary
simultaneously. The shear stress component that is required for the wall slip is determined by a combination of the
four known fi and the other hydrodynamic moments. For example, the five unknowns at the southwest corner are
f1 = 2ρin/3− f0 − f3, (33a)
f2 = 2ρin/3− f0 − f4 − ρinu2slip, (33b)
f5 = −ρin/3 + f0 + f3 + f4 + f7 + ρinuslip (uslip + 1) /2, (33c)
f6 = ρin/6− f7 − f3 + ρinuslip (uslip − 1) /2, (33d)
f8 = ρin/6− f7 − f4, (33e)
where
uslip = −
6σ`
(
4f7 + f0 + 2f3 + 2f4 − ρin
)
ρin (1 + 2τ + 6σ`)
. (34)
C. Moment interpretation of existing boundary conditions
The grouping of moments given in Tables I and II are also convenient for analysing existing boundary conditions.26
For example, the bounce-back scheme that sets f2 = f4, f6 = f8, f5 = f7 is equivalent to imposing the conditions
ρuy = 0, Qxyy = 0, Qyyx = 0. (35)
This bounce-back scheme does not impose a boundary condition on the tangential velocity at the wall, given by
ρux = f1 − f3, but instead imposes boundary conditions on the two third-order moments that do not even appear in
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the Navier–Stokes equations.26 The “magic” combination of collision times for the Π and Q moments,32
τQ =
3
16τΠ
, (36)
may be interpreted as enforcing compatibility of the desired parabolic solution with the boundary conditions imposed
on the components of Q.52,53 Specular reflection, on the other hand, amounts to imposing26
ρuy = 0, Πxy = 0, Qxxy = 0. (37)
Again, no explicit boundary condition is imposed on the tangential velocity at the wall. The vanishing of the tangential
momentum flux Πxy precludes any transmission of stress to the wall, leading to an ever-accelerating uniform plug
flow in a channel with an applied pressure difference.
Sbragaglia and Succi23 proposed a general linear relation between the three incoming and the three outgoing
distributions at a boundary. In our notation, they thus wrote f2, f5, f6 as a linear combination of f4, f7, f8 for the
boundary shown in figure 3(a), f5f2
f6
 =
r + a/6 a/6 s+ a/62a/3 r + s+ 2a/3 2a/3
s+ a/6 a/6 r + a/6

f7f4
f8
 . (38)
The three constants a, r, s satisfy a + r + s = 1. They may be interpreted as coefficients for the degrees of
accommodation, reflection, and slip respectively in the boundary condition. In terms of moments, this boundary
condition is equivalent to imposing
ρuy = 0, Qxxy =
a
2− a
(
Rxxyy − 13Πyy
)
Qxyy =
(
1
r + a/2
− 1
)
Πxy, (39)
while their simpler “slip-reflection” model with a = 0 and s = 1− r is equivalent to imposing
ρuy = 0, Qxxy = 0, Qxyy = (1/r − 1)Πxy. (40)
Again, there is no explicit boundary condition on the tangential velocity ux, and their model was applied to a constant
density flow driven by a uniform body force. This is only equivalent to a pressure-driven channel flow in the continuum
limit, since it lacks the non-uniform density and non-uniform pressure gradient found in the asymptotic solution of
the microchannel flow problem formulated in Sec. III.
Ansumali & Karlin16 implemented a discrete analog of Maxwell’s diffusive boundary conditions by setting
fk = f
(0)
k
f4 + f7 + f8
f
(0)
2 + f
(0)
5 + f
(0)
6
, for k ∈ {2, 5, 6}, (41)
at the south wall. Maxwell’s boundary condition involves the non-drifiting Maxwellian; i.e. the equilibrium distribu-
tions in the denominator are evaluated using the density at the wall, and with the tangential velocity Ux at which
the wall is moving, not the slip velocity of the fluid at the wall. In the moment basis, these conditions become
ρuy = 0, Qxxy = ( 13 + U
2
x)Πyy −Rxxyy, Qxyy = −Πxy + UxΠyy. (42)
The middle condition may be rewritten as Qxxy = ρ−1ΠyyΠ
(0w)
xx − Rxxyy using moments of the equilibrium f (0w)
evaluated with the wall velocity (Ux, 0).
Lee & Lin20 used a similar boundary condition that set all distribution functions to their equilibrium values at
boundary grid points, fk = f
(0)
k for all k. They first applied a bounce-back boundary condition, giving zero mass
flux through the boundary, and then evaluated the equilibrium using the resulting density at the grid point, and the
velocity of the wall. These boundary conditions have the effect of setting the normal and tangential velocities both to
zero, but they obtained slip by placing their effective boundary half-way between grid points. They thus simulated a
flow with a slip length equal to ∆x/2.
Verhaeghe et al.24 used a linear combination of the bounce-back and diffusive boundary conditions,
fk = βfk + (1− β)fDk , k = 2, 5, 6, ck = −ck, (43)
where β ∈ [0, 1] and fDk denotes the diffusive scattering term on the right hand side of equation (41). We thus obtain
a linear combination of the previous moment conditions (35) and (42),
ρuy = 0, Qxxy =
1− β
1 + β
[
( 13 + U
2
x)Πyy −Rxxyy
]
, Qxyy =
1− β
1 + β
[−Πxy + UxΠyy] . (44)
Once again, there is no explicit constraint on the tangential velocity ux. However, Verhaeghe et al.24 eliminated
the usual viscosity-dependence of the numerical slip due to the bounce-back boundary conditions by using the TRT
collision operator with the “magic” relation (36) between the relaxation times for the odd and even moments. They
then adjusted the parameter β so that the wall velocity in the analytical solution of their lattice Boltzmann scheme
agreed with the slip given by the asymptotic solution (9a) of the Navier–Stokes equations. By contrast, our approach
does not require any knowledge of an analytical solution of the lattice Boltzmann scheme, a solution that will generally
not exist in more complex geometries.
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VI. NUMERICAL EXPERIMENTS
Following existing literature24 we simulate flow through a long microchannel consisting of 1001×11 grid points, for
which the aspect ratio δ = 10−2. The density at the outlet is set to ρout = 1 and the dynamic viscosity is assumed
constant. We therefore vary the collision time τ inversely with the local density, as described in section IVC. The
accomodation constant was taken to be unity (diffuse reflection) in all simulations. Figure 5 plots the two components
of velocity, normalised by u¯o, at the outlet when Kn = 0.0194. We also plot the pressure along the centerline as a
function of distance along the channel. Following existing practice,24,33 we show the scaled deviation δp = (p−p¯lin)/p¯o
of the pressure from the linear profile p¯lin(xˆ) = p¯o+(1− xˆ)(p¯i− p¯o). This transformation makes visible the deviations
from a uniform pressure gradient that arise at finite Knudsen number.
The three rows of Figure 5 correspond to three different values θ = 1.01, 1.4, 2 of the ratio θ = p¯i/p¯o between the
inlet and outlet pressures. When θ ≤ 1.4, the fractional error was observed to be around 10−6. The greatest fractional
error was found to be around 10−4 and observed for the largest Mach number. We did not run simulations with larger
pressure ratios (θ > 2) because our assumption that Πxx = Π
(0)
xx on the solid boundaries requires a negligible tangential
derivative of the slip velocity. This becomes questionable when the non-linearity of the streamwise pressure gradient
becomes significant. A second source of error arises when we equate the stress on the boundary with its Navier–Stokes
form Π = Π(0)−µ[(∇u)+(∇u)T] to convert the Navier–Maxwell boundary condition on the strain rate to a condition
on the non-equilibrium stress Π−Π(0). This approximation neglects Burnett terms of O(Kn2).
Similar behavior is shown in Figure 6, for computations in which the Knudsen number Kn = 0.194 is an order
of magnitude larger. The agreement between the analytical solutions and numerical predictions is again excellent.
Increasing the Knudsen number further to Kn = 0.388 still shows that the discrepancy between results is very small
(Figure 7), with fractional errors remaining around 10−5 or smaller, even though we are approaching the transition
regime. However, the first order slip boundary condition (8) that forms the basis for our model is itself inaccurate
when the mean free path becomes comparable to the smallest hydrodynamic length scale.7 When Kn = 0.388 the
Navier–Stokes solution begins to deviate noticeably from numerical solutions of the Boltzmann equation obtained
using the Direct Simulation Monte Carlo (DSMC) technique,24,33,57,58 so we did not consider Kn > 0.388.
To show convergence of the numerical solutions with grid refinement we compute the relative error in the three
fields u, v, p using the discrete `2 norm. For example, we define the error in u by
∆u =
(∑
j(uLB(xj)− u(xj))2∑
j u(xj)2
)1/2
, (45)
where uLB(xj) is the numerical solution, and u(xj) is the asymptotic solution (9a) evaluated on the numerical grid.
Figure 8 shows the errors ∆u, ∆v, ∆p for different numbers of grid points My when Kn = 0.194, p¯i/p¯o = 2, and
δ = 10−2. The convergence rates of the three different fields, u, v, p, are all approximately quadratic, as expected for
our second-order lattice Boltzmann formulation.
VII. CONCLUSION
Near-continuum flows in microchannels may be described by finding solutions of the Boltzmann equation in the
small Knudsen number limit using the method of matched asymptotic expansions. The flow over most of the width
of the channel is described by the Navier–Stokes equations, but rapid variations of the streamwise velocity occur in
O(Kn)-wide Knudsen boundary layers at the walls, as shown in Figure 2. These Knudsen layers are essential for
matching the kinetic boundary conditions applied to the Boltzmann equation at the channel walls to the effective
slip velocity seen by the Navier–Stokes solution in the core. The matching conditions are given by the solution of
Kramers’ problem for uniform linear shear flow over a flat plate, as described in Sec. II, and the effective slip seen by
the Navier–Stokes solution far from the wall is about
√
2 times larger than the actual slip at the wall in the solution
of the Boltzmann equation.
Inspired by the kinetic origins of the lattice Boltzmann method, there have been many attempts to simulate
rarefied flows in microchannels.16–24 The vast majority of this work has implemented discrete analogs of Maxwell’s
combination of diffuse and specular reflecting boundary conditions for the D2Q9 lattice Boltzman method. However,
the streamwise velocity profile for steady shear flows in the D2Q9 lattice Boltzmann method remains parabolic for all
Knudsen numbers.24,25 This lattice Boltzmann method thus cannot capture Knudsen layers, so a lattice Boltzmann
solution computed with “correct” kinetic boundary conditions at the walls will still be erroneous in the core of the
flow.
Instead, we have presented a lattice Boltzmann model implementation of slip boundary conditions for the Navier–
Stokes equations, as originally formulated by Navier43,44 and Maxwell.12 The Navier–Stokes equations with these
boundary conditions correctly capture the slip-flow regime with 0.01 . Kn . 0.1. The overall mass flux and the
velocity profile over the bulk of the channel are correct, but the velocity profile near the walls is not correct due to the
absence of Knudsen layers. The effective slip velocity that must be imposed on the Navier–Stokes equations therefore
differs from the tangential velocity at the wall in the solution of the Boltzmann equation, and may be determined by
the solution of Kramers’ problem.
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FIG. 5. (Color online) Flow through a microchannel with δ = 10−2 andKn = 0.0194. The solid lines are the analytical solutions
(9a)-(9c) and the symbols are the LB simulations. Velocity components are scaled with u¯o, and the centerline pressure deviation
is scaled as δp = (p− p¯lin)/p¯o. The three rows correspond to the pressure ratios p¯i/p¯o =1.01, 1.4, and 2 from top to bottom.
The original form of the Navier–Maxwell boundary conditions relates the tangential slip velocity to the momentum
flux at the wall. This relation fits easily into the approach of Bennett26,27 that imposes boundary conditions directly on
the moments of the distribution functions in the lattice Boltzmann equation, rather than on the distribution functions
themselves. Our formulation contains only one free parameter, the same streamwise momentum accommodation
coefficient σ that defines the slip length in the Navier–Maxwell boundary condition, and does not need to be calibrated
against analytical solutions. Our boundary conditions impose conditions at grid points, so we avoid the numerical
slip associated with bounce-back boundary conditions that place the effective boundary midway between grid points.
However, our boundary conditions may also be used to impose effective no-slip boundaries at controlled locations
between grid points, for which the slip length σKnH should be equated with the distance from the grid point to the
boundary, as an alternative to the existing interpolated bounce-back boundary conditions.59
We achieve second-order accuracy by distinguishing between the fi in the discrete Boltzmann partial differential
equation and the f i in the lattice Boltzmann equation, transforming boundary conditions imposed on moments of the
fi into conditions on the f i. We have verified our model against asymptotic solutions of the Navier-Stokes equations
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FIG. 6. (Color online) Flow through a microchannel with δ = 10−2 and Kn = 0.194. The solid lines are the analytical solutions
(9a)-(9c) and the symbols are the LB simulations. Velocity components are scaled with u¯o, and the centerline pressure deviation
is scaled as δp = (p− p¯lin)/p¯o. The three rows correspond to the pressure ratios p¯i/p¯o =1.01, 1.4, and 2 from top to bottom.
for long, thin channels, showing that our moment-based boundary conditions accurately predict the flow in the slip
regime, and even match the Navier-Stokes solution up to Kn = 0.388, with second-order accuracy. However, at
this larger Knudsen number, the Navier–Stokes solution begins to differ significantly from DSMC solutions of the
Boltzmann equation.24,33,58
Our implementation of hydrodynamic slip boundary conditions is independent of the collision operator used, and
extends easily to include the empirical second-order slip boundary conditions u‖ = σKnH(1− bKn)−1∂u‖∂n, where
b is an adjustable parameter determined from DSMC simulations.3,60 Finally, our approach also extends to curved
boundaries, and may be combined with extrapolated inflow/outflow boundary conditions (as in Ref. [24]) to give
ample scope for simulating complex and practically significant flows.
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FIG. 7. (Color online) Flow through a microchannel with δ = 10−2 and Kn = 0.388. The solid lines are the analytical solutions
(9a)-(9c) and the symbols are the LB simulations. Velocity components are scaled with u¯o. The centerline pressure deviation
is scaled as δp = (p − p¯lin)/p¯o, and is smaller than before at this larger Knudsen number. The three rows correspond to the
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