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1 2, , ..., kΔ Δ Δ   the total data collected after the first round, the second round, … 
, and the kth round of data collection 
 ,i n i Δ   the future observation data predicted by models  M i  at potential 
observation locations  1, 2,..., Nn    
i
¢Δ   simulated quantities by model  Mi  at the existing data domain 
2 2 2
i i Σ σ σ   the diagonal covariance matrix of future observation data 
2 2 2
i i
¢ ¢ ¢ Σ σ σ   the diagonal covariance matrix of existing observation data 
   the scaling factor for the variance window  
iβ    model parameters of model  M i  
ˆ
iβ   the maximum likelihood estimate of model parameters  iβ  of 















 2 2nσ   the variances of future observation data at potential observation 
locations  1, 2,..., Nn   
2¢σ   the diagonal covariance matrix of the existing observation data 
 2 2,i n iσ   the variances of predicted future observation data by model  M i  
at potential observation locations  1, 2,..., Nn   
2
i
¢σ   the variances of simulated quantities by model  Mi  at the 
existing data domain 









 I x   indicator function 










 obsPr M |i Δ   the posterior model probabilities calculated using 
obsΔ  
 Pr | Mk iΔ   the marginal likelihood 
 Pr Mi   the prior model probability 








 calj ih β    a calculated head i given model parameters  β  for model i. 
k the number of sampling rounds 
l a HBMA level 
 newDq Δ   the expected marginal likelihood 








sufficient  information.  Different  propositions  (or  alternatives)  are  often  proposed  to  represent 




The  first  experimental  design  intends  to  identify  model  propositions  in  each  uncertain 
model component. A discrimination criterion is developed based on posterior model probability. 
Bayesian model averaging (BMA) is used  to predict  future observation data. The experimental 














multiple  groundwater  models  are  geological  architecture,  boundary  condition,  and  fault 
permeability  architecture.  All  possible  design  solutions  are  enumerated  using  a  multi-core 
supercomputer. The result shows that each highly probable proposition can be identified for each 










supply  for  the  Baton  Rouge  area  comes  from  groundwater  [Sargent,  2012].  Due  to  excessive 



































To  better  understand  the  impact  of  groundwater  withdrawals  that  caused  water  level 
decline and saltwater water intrusion, this study developed three-dimensional groundwater flow 
models, which included the “1,200-foot”, the “1,500-foot”, and the “1,700-foot” sand and the two 









facilitate  simulation  model  development  and  model  structural  uncertainty  analysis  by  rapidly 
reconstructing grids for different hydrofacies  interpolation methods or when new well  log data 
become available. While the technique is mainly for generating both structured and unstructured 
grids  for USGS MODFLOW,  it  can also be  adopted  to generate  finite-element grids, which  is 









separable  and  noisy  function  that  is  typically  encountered  in  solving  inverse  problems  in 
groundwater modeling. Owing to the population-based method, the global search efficiency can 
be enhanced by increasing the population size. However, this may result in greater computational 
burden  as  it  increases  the  number  of  function  evaluations  in  each  iteration.  This  challenge  is 
overcome by adopting the parallel CMA-ES [Elshall et al., 2015] to run in a high-performance 
computing  system.  Along  with  the  parameter  estimation,  CMA-ES  adapts  the  full  covariance 




models  using  the  same  data.  Uncertainty  of  groundwater  head  prediction  may  become 
unnecessarily  high.  The  third  research  step  is  to  introduce  an  experimental  design  to  identify 




number  and  location  of  future  observations  and  the  number  of  sampling  rounds  such  that  the 
desired  discrimination  criterion  is  met.  Hierarchical  Bayesian  model  averaging  (HBMA)  is 






The fourth research step  is  to expand  the Box-Hill discrimination function  to design an 
optimal observation network to discriminate conceptual models and in turn, reduce the number of 
models. The Box-Hill discrimination function was derived for one additional observation. This 
study  modifies  the  discrimination  function  to  account  for  multiple  independent  spatiotemporal 
observations.  The  BMA  method  is  used  to  incorporate  existing  observation  data  and  quantify 
future  observation  uncertainty  arising  from  conceptual  and  parametric  uncertainties  in  the 
discrimination  function.  In  addition,  the BMA method  is adopted  to predict  future observation 
data. The design goal is to find optimal locations and the number of sampling rounds such that the 
Box-Hill discrimination function value is maximized, and the highest posterior probability of a 
model  satisfies  a  desired  probability  threshold.  The  optimal  observation  network  design  is 


















[2015].  The  groundwater  flow  models  developed  in  this  study  were  used  to  develop  saltwater 





2. Literature Review  
2.1. Uncertainty in Groundwater Head Prediction  
Conceptualization of groundwater systems is a very difficult  task due to its complexity, 
multiple interpretations, and insufficient data. Uncertainty always exists in the conceptualization 
process,  and  many  alternatives  are  developed  to  represent  uncertain  model  components  of 
groundwater  systems.  For  example,  geological  architecture  can  be  one  uncertain  model 
component,  and  many  hydrostratigraphy  modeling  techniques  may  be  proposed  to  construct 
different geological architectures. As a result, multiple conceptual models are often developed to 




and  reducing  head  prediction  uncertainty  arising  from  model  parameter  uncertainty  given  a 








significantly  larger  than  that  of  model  parameter  uncertainty  [Carrera  and  Neuman,  1986; 





are  model  selection  and  identification  to  find  the  best  model,  model  elimination  to  eliminate 
unimportant models, model averaging to obtain an ensemble prediction of alternative conceptual 
models, and model discrimination [Burnham and Anderson, 2002; Neuman, 2003; Neuman and 




As  Poeter  and  Anderson  [2005]  pointed  out,  if  one  model  is  clearly  superior  to  other 














Yet  considering  too  many  conceptual  models  requires  a  great  deal  of  computationally 
intensive when conducting prediction and uncertainty analysis. Prediction results using BMA can 
become very high and may lose the purpose of model development [Bredehoeft, 2005; Højberg 
and  Refsgaard,  2005].  This  concern  highlights  the  importance  of  conducting  an  experimental 
design  to  discriminate  groundwater  models,  identify  highly  probable  model  and  model 
propositions,  and  in  turn,  reduce  conceptual  model  uncertainty  (model  choice  uncertainty)  in 
prediction. 
2.2. Experimental Designs 
In the field of groundwater hydrology, experimental designs have been studied extensively. 
Readers  are  referred  to  several  in-depth  review  articles  [Loaiciga  et  al.,  1992;  Hassan,  2003; 
Minsker,  2003;  Kollat  et  al.,  2011].  Predominant  studies  are  focused  on  improving  parameter 
identification [Hsu and Yeh, 1989; Cleveland and Yeh, 1990; Sun and Yeh, 1990, 2007; Wagner, 
1995; Altmann-Dieses et al., 2002; Sciortino et al., 2002; Chang et al., 2005; McPhee and Yeh, 
2006],  reducing  model  prediction  uncertainty  [McKinney  and  Loucks,  1992;  Wagner,  1995; 
Chadalavada and Datta, 2008; Janssen et al., 2008; Nowak et al., 2010], minimizing cost [Criminisi 













[1992]  hypothesized  that  the  “true”  model  is  close  to  one  of  the  candidate  models  and  no 
admissible parameter sets of remaining candidate models could produce similar predictions. They 
used an experimental design to discriminate models based on the distance of model predictions. 










2.3. Model Discrimination Criteria 








Voss,  1988;  Knopman  et  al.,  1991;  Usunoff  et  al.,  1992;  Nordqvist  and  Voss,  1996]  and  the 
Kulback-Leibler information [Yakirevich et al., 2013].  
Model discrimination criteria should serve not only for model discrimination, but also for 
model  identification.  As  discussed  in  Box  and  Hill  [1967],  the  ultimate  goal  of  maximizing 
information from the system should aim to make the posterior probability of one model to be 1 
and others to be zero.  
2.4. MODFLOW Grid Generation 











Koch  et  al.,  2014];  and multiple-point  simulation  (MPS)  [Strebelle,  2002;  Journel,  2005;  dell’ 
Arciprete et al., 2012]. Reviews of these methods can be found in Koltermann and Gorelick [1996], 
Marsily et al. [2005] and Hu and Chugunova [2008]. While the applications of these methods are 
site  specific  and  are  subject  to user preference  and  expertise,  it  has been well  understood  that 








Neuman  et  al.,  2012;  Refsgaard  et  al.,  2012],  but  is  very  challenging  for  flow  and  transport 



























and  transport modeling. Examples of  this approach  include using T-PROGS [Carle, 1999] and 
geostatistical  tools  (e.g.,  GSLIB  [Deutsch  and  Journel,  1997]).  This  approach  does  not  force 
generating surfaces of hydrofacies, and therefore, avoids the issues caused by manual correlation. 












3.1. MODFLOW Grid Generation 







[1977]  facies model  and provided examples of SP and  resistivity  responses  that match known 
fluvial  facies  for  the middle Frio  formation, South Texas. Sands deposited by braided  streams 
produce  jagged,  wedge-shaped  curve  morphologies  [Miall,  2010].  Based  on  these  established 























different  log  interpretations.  Moreover,  it  is  possible  to  use  the  established  relationships  from 






3.1.2. Indicator Kriging for Construction of Hydrostratigraphic Architecture 
This  study  constructs  hydrostratigraphic  architecture  of  sand  and  clay  facies  using 
information from the well logs. The well log data are first transformed into binary indicator values. 
The indicator value for sand facies is 1 and for clay facies is 0. To honor a regional geological dip 
as  shown  in Figure 3.2(a),  indicator kriging needs  to be performed on  inclined surfaces where 







location  to  a  strike  that  serves  as  a  pivot.  Then,  indicator  kriging  is  performed  on  horizontal 
surfaces. Tomography-type hydrofacies geometries can be achieved by assembling a large number 
of horizontal  surfaces. This  study conducts  indicator kriging at horizontal  surfaces of one-foot 
17 
 
intervals.  It  is  noted  that  the grid generation  technique  in  this  study  is not  limited  to  indicator 
kriging. Any geostatistical methods can be used to estimate hydrofacies for a surface. The resulting 
indicator  data  from  horizontal  surfaces  are  used  to  compute  experimental  variograms.  Then,  a 
variogram model can be derived by fitting to the experimental variograms.  
The expected value of the indicator at an unobserved location is obtained by  








 x x ,  (1) 
where  0( )v x is the expected value at an unobserved location  0x , NL is the number of well logs for 








1  : sand if     ,
 

















3.1.3. Upscale Hydrostratigraphic Architecture to Structured Grid  
Once a hydrostratigraphic architecture with very fine vertical discretization is generated by 
indicator  kriging,  the  following  three  steps  are  developed  to  upscale  the  hydrostratigraphic 









To  avoid  an  overwhelming  number  of  computation  layers  in  MODFLOW,  it  is 
recommended to eliminate thin sand and thin clay in each vertical column of the hydrostratigraphic 
architecture  before  generating  a  MODFLOW  grid.  For  the  purpose  of  illustration,  a  vertical 
column of the architecture is represented by a vertical line that passes through its center. Figure 












To  account  for  the  continuity  of  MODFLOW  layers  through  neighboring  columns, 
additional bed boundary information is added to a vertical column by projecting the bed boundaries 





















to  assign  MODFLOW  layer  indices  to  each  vertical  column.  Again,  the  layer  boundaries  are 
required to match the bed boundaries. As shown in Figure 3.5(a), the start and end of the ruler 
match the top and bottom boundaries of a vertical column, respectively. The number of major ticks 












likely  to  assign  two  or  more  bed  boundaries  with  the  same  number  of  layers  up  to  their  bed 
boundaries as shown in Figure 3.5(b). In this case, the ruler algorithm will adjust the numbers to 
make sure that each bed boundary has a distinct layer index. In the last step, equal thickness of 
layers  is given  to  segments  that need  to be divided  into  two or more  layers based on  the  final 
assignment of the layer indices to the bed boundaries. 
A MATLAB code is developed to generate MODFLOW grids using the above three steps. 
The  input  data  to  the  code  are:  (1)  a  three-dimensional  hydrostratigraphic  architecture,  (2)  a 
formation dip, (3) a criterion for eliminating thin sand and thin clay, (4) a thickness threshold for 
deleting new bed boundaries, and (5) a desired number of layers. The code is able to efficiently 
generate  MODFLOW  grids  with  different  vertical  resolutions.  The  code  output  includes 
MODFLOW  grids,  indicators  of  facies  for  computational  cells,  and  active/inactive  status  for 
computational cells.  





























To  construct  a  MODFLOW-USG  unstructured  grid,  the  study  first  generates  a  two-
dimensional unstructured grid (e.g., a rectangular nested grid, a rectangular quadtree grid, etc.) 
discussed in [Panday et al., 2013]. The same horizontal discretization is applied to all surfaces. 
Once  a  hydrostratigraphic  architecture  with  very  fine  vertical  discretization  is  generated  by 
indicator kriging, this study upscales the hydrostratigraphic architecture to a MODFLOW-USG 
grid  by  the  following  steps:  (1)  thin  sand  and  thin  clay  in  each  vertical  column  of  the 
23 
 

















3.2. High-performance Computing for Groundwater Model Calibration 
3.2.1. Groundwater Model Calibration Using CMA-ES 
Groundwater model calibration is a process of finding model parameters that give the best 












This  study adopts  the CMA-ES [Hansen and Ostermeier, 2001; Hansen et al., 2003]  to 
calibrate  groundwater  model  and  estimate  model  parameters.  CMA-ES  is  a  global-search 









3.2.2. Parallel CMA-ES for High Performance Computing 
For a complex groundwater model that generally takes hours to run, using the CMA-ES 
[Hansen and Ostermeier, 2001; Hansen et al., 2003] to calibrate the model is impractical due to 
the  prohibitive  computational  cost.  This  study  resolves  the  issue  by  implementing  the  parallel 
CMA-ES [Elshall et al., 2015] in a high-performance computing cluster using an embarrassingly 
parallel master/slave technique. 






The  scheme  can be  implemented with a  simple Bash  script without  the need of  any  shared or 
distributed  memory  programming  languages such  as  Open  MP  or  MPI.  Consequently,  the 
embarrassingly parallel problems are easy  to parallel and have  the minimal overhead since  the 
individual tasks require no communication of results between tasks. 
The  parallel  CMA-ES  has  been  successfully  implemented  to  both  high-performance 












3.3. Model Discrimination Criteria 
One intuitive discrimination criterion is the use of posterior model probability. Posterior 
model probability describes the importance of a model based on data and its prior probability. A 
model  with  the  highest  posterior  probability  is  generally  called  the  best  model  among  other 
candidate models. If current data do not support the best model with a superior posterior model 
probability,  the  data  are  not  sufficient  to  discriminate  the  best  model  from  other  models.  If  a 
superior posterior model probability of the best model can be found by adding new data, the best 
model is not only distinguishable from other models, but also identifiable for a system.  
This  study  introduces  a  discrimination  criterion  using  posterior  model  probability  to 
identify a model for a system. Let   M ; 1, 2,..., Pi i M  be a set of m candidate models, which 
are constructed to represent a system. The multiple models are the result of different sources of 
model  structure  uncertainty  of  the  system.  Posterior  model  probabilities  are  denoted  as 
 obsPr M |i Δ ,  1,2,...,Pi  , where  obsΔ  are the existing observation data. The sum of the posterior 
model probabilities is one. The best model is said to be  -identifiable for the system if its posterior 
model probability is superior to others and is over a probability threshold  :  
  obsmax Pr M | , 1, 2, , Pi i  Δ  ,   (3) 
Given a situation  in which  the existing observation data cannot achieve  this probability 




3.4. Experimental Design using BMA Prediction1 
If none of the candidate models meets the probability threshold, the existing observation 
data  obsΔ  is insufficient to identify a highly probable model. An experimental design is conducted 
to  seek  potential  locations  and  time  to  collect  future  observation  data  through  an  observation 
network  such  that  the   -identifiable  model  can  be  identified.  The  experimental  design  is  to 
maximize the maximum posterior model probability across all the candidate models and is defined 
as follows: 
  obs newarg max max Pr M | , , 1,2, ,Pi D
D
D i     
 
Δ Δ  ,  (4) 




observation locations and time using a design D;   obs new, DΔ Δ Δ  are the total data. The optimal 
design should have the maximum posterior model probability   obs newPr M | ,i D  Δ Δ . 
Since  the  future  observation  data 
new
DΔ   are  unknown,  these  data  may  be  predicted 
deterministically or stochastically. It is understood that uncertainties in the future observation data 
may  affect  posterior  model  probability  calculations,  thereby  affecting  the  experimental  design 
results; however this is not investigated in the current study. In the following sampling approach, 








3.4.1. Time-Sequential Sampling Approach 
Future observation data at different locations and times provide different information about 
model  predictions  and  its  ability  to  discriminate  models.  A  time-sequential  sampling  (TSS) 
approach  is  used  to  sequentially  collect  spatiotemporal  future  observation  data  and  update 
posterior model probabilities over time. To best predict future observation data,  newΔ , using all 
candidate models, BMA [Draper, 1995; Kass and Raftery, 1995; Raftery et al., 1997; Hoeting et 
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      Δ Δ Δ Δ Δ ,   (5) 
where   new obs1E |D t  Δ Δ  are the BMA means at time  1t ,   
new obs
1E | ,MD it  Δ Δ  are the means of 
the future observation data predicted by model i at time  1t  given the existing observation data 
obsΔ
and a design D, and   obsPr M |i Δ  is the posterior model probability of  M i  calculated using the 
existing observation data. This study adopts the large sample assumption of Draper [1995], that 
 new obs1E | , MD it  Δ Δ is approximated by   
new obs
1
ˆE | , M ,D i it  Δ Δ β
, where  ˆ
iβ   is  the maximum 
likelihood  estimate  of  model  parameters  iβ   of  model  M i .  The  total  data 






Step 2: For  the  second round of data collection at  time  2t ,  the  future observation data 
presented by the BMA mean predictions are 
     
m
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2 2
1




      Δ Δ Δ Δ Δ ,  (6) 
where   new obs2E | ,MD it  Δ Δ  are the means of the future observation data predicted by model i at 
time  2t  given existing observation data 
obsΔ and the design D,   new obs2E |D t  Δ Δ  are the BMA 
mean predictions at  time  2t . The  total data    new obs2 1 2, E |D t   Δ Δ Δ Δ  are used  to update  the 
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      Δ Δ Δ Δ Δ ,   (7) 
where   new obsE | ,MD k it  Δ Δ  are the mean predictions of the future observation data predicted by 
model i at time  kt  given the existing observation data 
obsΔ  and the design D,   new obsE |D kt  Δ Δ  
are the BMA mean predictions at time  kt . The total data    new obs1, E |k k D kt    Δ Δ Δ Δ  are used 





can  be  collected  from  existing  and  new observation  locations.  From  an economic  perspective, 








using  both  the  existing  data  and  the  new  data.  obsΔ   and   obsPr M |i Δ   should  be  updated  by 
including  the  new  data.  This  study  does  not  conduct  model  re-calibration  because  the  new 
observation data are not available. The BMA mean predictions cannot be used to re-calibrate the 
models. 
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,                  (8) 
where   Pr | Mk iΔ   is  the marginal  likelihood and   Pr Mi   is the prior model probability. The 
marginal likelihood is  
     Pr | M Pr | ,M Pr |M
i
k i k i i i i id βΔ Δ β β β ,  (9) 
where  iβ  is the model parameters of model  M i . Laplace approximation can be used to obtain an 
estimate of the marginal likelihood [Raftery, 1995] as  








































Considering   ˆPr | , Mk i iΔ β   to  be  a  multivariate  Gaussian  distribution  and  assuming 
independent observation data for  kΔ , which includes the existing data and BMA mean prediction 
data, equation (11) becomes 
     , , 0 w 0 wBIC Q N N ln 2 S ln N + Ni k i k ik k    ,  (13) 
where  i,Q k  is the sum of weighted squared errors.  ,Qi k  is 
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j  and   cal ˆj i β  are the jth observed value and calculated value using model i, respectively. 
 cal ˆ;n m it β   is  the prediction at  location n by model  i at  the mth  round of data collection; and 
























 β ,  (15) 
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      β Δ ,  (16) 
where  ( )r
iβ   is  the r
th  realization of model parameters for model  i, and R is  the total number of 
realizations. 










model  component.  Combinations  of  propositions  of  all  levels  create  candidate  models 
 M ; 1,2,...,Pi i M , which are the base models at the base level of the hierarchy. A number of 




level goes from the base level B to the hierarch level.  BM  are the base models at level B.  1BM  
are the BMA models at level B-1, and so forth.  
After the kth round of data collection, the posterior model probabilities of the base models 
are   Pr |B kM Δ , which are   P r M |i kΔ ,  1, 2 , ..., Pi  as discussed previously. The posterior 
model probabilities at level B-1 are the sums of the posterior model probabilities at level B under 
the same propositions of level B-1. That is 
   ( )1Pr | Pr |iB k B ki M Δ M Δ ,  (17) 
where  ( )i
BM  are the models at  level B under the same propositions of  level B-1. Therefore,  the 
posterior model probabilities at any level l is 
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  (20) 
where   V ar ,k lΔ | Δ M  are the total BMA prediction variances of  Δ  when models lM  are used. 
The first term at the right side of equation (20) is the within-model variances of  Δ  using models 
at level  1l   and the second term is the between-model variances of  Δ  using models at level 






model  probability  across  all  the  base  models,  not  the  BMA  models.  Equation  (18)  shows  the 
addition of the posterior model probabilities from the base level to the hierarch level. Once the 






3.5. Optimal Observation Network Design Using Information Theory and BMA 
3.5.1. Shannon Entropy and Discrimination Function 
This study adopts the discrimination function of Box and Hill [1967] based on the expected 








H Pr M | ln Pr M |i i
i
    M Δ Δ   (21) 
where   obsln Pr M |i Δ    is the information of model  M i . Negative entropy (-H) is the average 
amount of information provided by all candidate models. The least information corresponds to the 
maximum  entropy  when  all  models  have  equal  posterior  model  probability.  The  maximum 
information gain from the system corresponds to the minimum entropy when one model has 100% 
posterior model probability and other models have zero posterior model probability. Therefore, to 
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  (22) 
where  newDΔ  are the new observation data ,   newPr M |i DΔ  is the posterior model probability given 
the new data, and   newDq Δ  is the expected marginal likelihood, which is  
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Δ Δ Δ   (23) 
where  newPr( | M )D iΔ  is the marginal likelihood for model  M i . Therefore, the expected entropy 
change before and after the observation network design is 
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is  a  lower  bound  of  a  discrimination  function.  This  study  follows  Box  and  Hill’s  approach  to 
maximize the discrimination function value for the optimal observation network design. Appendix 
A  develops  a  multi-data  discrimination  function  to  account  for  multiple  spatial-temporal 
independent data from an observation network design. The discrimination function is 
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where  N  is  the  total  number  of  future  observation  data  collected  by  an  observation  network; 
 ,i n i Δ   and   ,j n j Δ   are  the  future  observation  data  predicted  by  models  M i   and  M j , 
respectively;   2 2,i n iσ  and   2 2,j n jσ  are the variances of predicted future observation data by 







    obs newmax Pr M | , , 1,2, , Pi D i  Δ Δ    (27) 
is met. The design involves the posterior model probabilities given existing observation data as 
well  as  new  data.  In  the  following  sections,  the  methods  to  calculate   obsPr M |i Δ   and 
 obs newPr M | ,i DΔ Δ  are discussed. 
3.5.2.  obsPr M |i Δ Calculation  
From  Bayes’  theorem,  the  posterior  model  probability  of  model  M i   given  existing 
observation data is  
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where   obsPr | MiΔ  is the marginal likelihood function and   Pr M i  is the prior model probability 
for model  M i . Following the derivations in the Appendix (A4)-(A7) for existing observation data 
o b sΔ , the marginal likelihood function is  
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¢ ¢ ¢ Σ σ σ  is the diagonal covariance 
matrix; 









¢σ , the marginal likelihood value   obsPr | MiΔ  can be calculated.  
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3.5.3.  obs newDPr M | ,i Δ Δ Calculation 
Similarly, from Bayes’ theorem, the posterior model probability of model  M i  can be updated 
when new observation data are available  
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where   obsPr M |i Δ   becomes  the  prior  model  probabilities.  The  marginal  likelihood  function 
 new obsPr | M ,D iΔ Δ  is the same as   newPr | MD iΔ  in (A7): 
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iσ σ .  Given 
new 2 2
D ,   ,   ,  and i iΔ Δ σ σ ,  the  marginal  likelihood  value 
 new obsPr | M ,D iΔ Δ  can be calculated. 
3.5.4. 2 2,   ,    , and   i i i i¢ ¢Δ Δ σ σ Calculations  
This section discusses the techniques needed to conduct predictions and estimate variances 
of predicted quantities  at  the  existing data domain  and  the  future data domain. The maximum 
likelihood approach in Draper [1995] was adopted. In this approach, the simulated quantities  i¢Δ  
by model  M i  at the existing data domain are approximated by  ˆ( )i i¢Δ β  where 
ˆ
iβ  is the maximum 
likelihood estimate of model parameters  iβ  of model  M i . The predictions  iΔ  by model  M i  at the 
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σ Δ β Δ β    (32) 
where R  is  the  total number of  realizations of parameters  ( )riβ of model  Mi . Through  the post-
analysis, the statistics of the model parameters  iβ  can be obtained after model calibration [Sun, 
1994]. This study will adopt the CMA-ES [Hansen and Ostermeier, 2001; Hansen et al., 2003] to 
calibrate  models  and  uses  the  statistics  of  estimated  model  parameters  from  the  CMA-ES  to 
conduct Monte Carlo simulation [Elshall et al. 2014]. The Monte Carlo simulation approach is 
also used to estimate prediction variances  2iσ  by model  Mi  for the future data domain.  
3.5.5. Future Data Predictions by BMA for newDΔ  
Since future observation data  newDΔ  are not known, future observation data predictions and 
their uncertainty in terms of  2σ  would be best estimated using predictions of all candidate models. 








   new obs
P
1
ˆ( )Pr M | .D i i i
i
 Δ Δ β Δ   (33) 
BMA  employs  probabilistic  techniques  to  derive  consensus  predictions  from  a  set  of 
candidate models based on the existing observation data and their corresponding posterior model 
probabilities.  Averaged  predictions  from  BMA  are  less  biased  than  predictions  obtained  from 
individual models [Raftery and Zheng, 2003; Ye et al., 2004; Ajami et al., 2006], and therefore, 
will  be  the  best  representative  for  future  observation  data.  By  substituting  newDΔ   with 
new
DΔ   in 
equation (30), the posterior model probability can be evaluated as   obs newPr M | ,i DΔ Δ .  
The  uncertainty  of  using  the  BMA  mean  newDΔ   in  equation  (33)  to  represent  future 
observation  data  in  calculating   obs newPr M | ,i DΔ Δ   could  have  an  impact  on  the  results  of  an 
optimal observation network design. Theoretically, it is possible to consider an exhaustive set of 
future observation data predictions by Monte Carlo simulation on model parameters  iβ   for all 
candidate models. However, this is not possible in practice since the optimal observation network 
design in equations (26)-(27) has already been computationally challenging. Instead of including 
the  posterior  model  probability  uncertainty  in  the  design  problem,  this  study  conducts  a  post 
analysis  using  Monte  Carlo  simulation  on  ( )i iΔ β   to  quantify  the  uncertainty  in 




3.5.6.  2σ  Estimation of by BMA 
In  the  literature,  future  observation  data  are  often  considered  homoscedastic,  where 
variances of future observations  2σ  are the same in the discrimination function [Box and Hill, 1967; 





     
P P 2
2 2 obs new obs
1 1
ˆPr M | ( ) Pr M |i i i i D i
i i 
     σ σ Δ Δ β Δ Δ   (34) 
The first term in the right hand side of equation (34) is the within model variance that is 
due to the uncertainty in model parameters. The second term in the right hand side of equation (34) 





4. Construction of Structured and Unstructured MODFLOW Grids from Well 
Logs 
4.1. Hydrostratigraphic Architecture Construction Using Well Logs 
The study analyzed wireline well logs from 583 boreholes shown in Figure 4.1 to construct 























4.2. Results and Discussion 
4.2.1. Eliminate Thin Sand and Thin Clay 
Before eliminating thin sand and thin clay, the number of sand and clay segments in each 
vertical column is shown in Figure 4.3(a). The number of segments in vertical columns ranges 
















4.2.2. Project Neighboring Bed Boundaries 
The second step is to preserve continuity of layers by projecting the bed boundaries of four 
adjacent  vertical  columns  to  their  respective  column.  After  the  bed  boundary  projection,  the 
number of segments in vertical columns increases, ranging from 5 to 76. Figure 4.3(c) shows the 










the  MODFLOW  layers  should  be  between  42  and  76.  This  study  found  that  projection  step 
increases the number of sand and clay segments in vertical columns, especially in the pinch-out 
areas  and  the  areas  adjacent  to  the  faults.  Increasing  sand  and  clay  segments  in  these  areas  is 
important to preserve hydraulic connections in these areas.  
4.2.3. Structured Grid 
This study used the constructed hydrostratigraphic architecture from the previous section 
to generate a MODFLOW structured grid. Using the developed method, a grid of 968,316 cells 







clay  sequences,  isolated  sands,  discontinuity,  especially  along  the  east-west  direction,  varying 
thicknesses,  complex  interconnections,  pinch-outs  and  geological  faults.  Results  show  that  the 
method not only accurately converts the hydrostratigraphic architecture into a MODFLOW grid, 
but also preserves all narrow connections including those around the faults. 
Different  complex  three-dimensional  MODFLOW  grids  similar  to  Figure  4.4  can  be 
regenerated using: (1) different criteria to eliminate thin sand and thin clay, (2) different thickness 












4.2.4. Unstructured Grid 
This study used the developed method to generate an MODFLOW-USG unstructured grid 










The  MODFLOW-USG  unstructured  grid  shown  in  Figure  4.6  uses  27,264  cells  and 






















This  study  develops  a  technique  to  generate  structured  and  unstructured  grids  for 
MODFLOW and MODFLOW-USG,  respectively.  Using  regional  geological dip  to  correlate  a 
large  number  of  well  logs  results  in  better  facies  architecture  and  reflects  the  depositional 
environment.  The  technique  begins  with  a  simple,  but  important  step  to  construct 
hydrostratigraphic  architecture  with  fine  vertical  discretization  such  that  complex  facies 
geometries (e.g., pinch-outs, coalescence, and displacement at faults) can be delineated. Then, the 











The  MODFLOW  grids  can  be  re-generated  automatically  using  different  criteria  for 
eliminating thin sand and thin clay, thickness thresholds for eliminating new bed boundaries, and 
number of layers. Moreover, the MODFLOW grid can be easily updated when new well log data 
become available.  Inadequate  interpretation of hydrostratigraphic architecture often  leads  to an 






5. Modeling of Groundwater Flow in the “1,200-Foot” Sand, “1,500-Foot” 
Sand and “1,700-Foot” Sand of the Baton Rouge Aquifer System, 










were  used  to  generate  MODFLOW  grids.  These  architectures  were  constructed  using  three 
different indicator geostatistical approaches: indicator zonation, generalized parameterization, and 
indicator kriging.  

































The discretization of  these model  components  are  illustrated  in Figure 5.3.  It  is  noted  that  the 













5.2. Sources of Model Structure Uncertainty 
Model structure uncertainty has been recognized by many authors to be the main source of 
prediction uncertainty [Usunoff et al., 1992; Beven and Freer, 2001; Neuman and Wierenga, 2003; 
Refsgaard  et  al.,  2006b].  This  study  considers  three  sources  of  uncertainty  in  developing 
conceptual groundwater models. The first uncertainty source is from the geological architecture 
which was  the most  important  source of uncertainty  in many studies  [e.g., Harrar et  al., 2003; 
Højberg  and  Refsgaard,  2005;  Troldborg  et  al.,  2007;  Refsgaard  et  al.,  2012;  Chitsazan  et  al., 
2014].  Different  conceptualizations  and  characterization  approaches  may  result  in 




developed based on  these architectures may  lead  to  the different  flow pathways  in within each 
sand unit and across the faults. 
To take  into account  the geological structure uncertainty  in groundwater modeling,  this 
study employed three hydrostratigraphic architectures from Elshall et al. [2013]. These geological 
architecture models were constructed from 583 electrical well logs using: (1) indicator kriging (IK) 
that  provides  smooth  sand/clay  interfaces;  (2)  indicator  zonation  (IZ)  that  divides  the  model 
domain into non-overlapping zonation structures; and (3) generalized parameterization (GP) that 






















the  fault  permeability  architectures.  The  first  alternative,  denoted  as  HC2,  considers  different 














based  on  parallelization  speedup  that  is  the  ratio  of  sequential  execution  time  over  parallel 
execution time and will be discussed as follows: 
5.3.1. Optimal Population Size and Speedup of Parallel Runs 
For this case study, the execution time for a single model simulation is around 0.93 ± 0.31 
hours. Given minimal parallelization overhead, the speedup of the parallel CMA-ES is roughly 
equal to population size . For example, given  80   and a stopping criterion 1.6 m fitting error, 
the  parallel  CMA-ES  reached  the  stopping  criterion  in  37  iterations  in  about  34.4  hours.  The 





Figure  5.5  demonstrates  the  speedup  of  the  parallel  CMA-ES  with  increasing  the 
population size, which is equal to the number of processors. The optimal population size for the 
models is determined by performing calibration runs with different population sizes    16, 32, 
48, 64 and 80. For the best performance, Hansen and Ostermeier [2001] and Hansen et al. [2003] 
recommended  4  3ln( ) 10n n     .  Thus,  this  study  selected  80    as  the  maximum 
60 
 








criteria.  For  example,  using  32  processors,  reaching  RMSE  of  1.57  m  needs  80  iterations 
meanwhile reaching the smaller RMSE of 1.44 m needs 114 iterations. Small RMSE criteria may 
not  be  met  using  small  population  sizes  as  the  search  becomes  less  global.  For  example,  the 
population size  16   did not reach the RMSE 1.50 m criterion. Increasing the population size 
will always reduce the number of iterations. Thus, the optimal population size is  10 80n   . 
The optimal population size is at the upper limit  10n   given by Hansen et al. [2003]. As shown 
in  Figure  5.5,  given  RMSE  1.57  m,  speedup  2.05  is  achieved  by  the  optimal  population  size 





















     
 β ,  (35) 
where   calj ih β   is  the  calculated  groundwater  head  j  given  model  parameters  iβ ,  j





















































GP-B-1.5-HC4  1.47  1.55E-05  5.45E-06  21.16  28.67  0.0092  0.0435  1.65E-03  1.07E-04 
IK-B+1.5-HC4  1.49  4.45E-06  4.37E-06  18.29  22.51  0.0155  0.0413  2.31E-03  6.45E-04 
GP-B0-HC4   1.51  1.69E-05  7.14E-06  20.23  27.75  0.0093  0.0396  2.13E-03  1.89E-04 
IK-B-1.5-HC4  1.53  2.93E-05  2.00E-06  17.23  29.71  0.0323  0.0467  1.03E-03  1.30E-04 
IZ-B+1.5-HC4  1.6  7.73E-06  2.65E-06  34.17  28.41  0.0081  0.0285  9.92E-03  4.64E-04 
IZ-B0-HC4   1.62  7.17E-06  2.70E-06  32.10  31.84  0.0110  0.0358  8.16E-03  2.31E-04 
GP-B-1.5-HC2  1.64  2.38E-05  6.97E-06  17.23  27.34  0.0408  0.0408  4.40E-04  4.40E-04 
IK-B0-HC2   1.64  1.01E-05  2.25E-06  16.69  22.64  0.0458  0.0458  8.19E-04  8.19E-04 
IK-B+1.5-HC2  1.64  2.78E-05  4.33E-06  16.43  20.26  0.0492  0.0492  1.03E-03  1.03E-03 
IZ-B-1.5-HC4  1.67  2.26E-05  2.46E-06  32.35  31.61  0.0118  0.0459  5.62E-03  2.52E-04 
GP-B0-HC2   1.70  5.66E-06  3.87E-06  17.21  23.96  0.0369  0.0369  7.07E-04  7.07E-04 
IK-B-1.5-HC2  1.70  1.59E-05  5.48E-06  17.26  26.47  0.0443  0.0443  4.65E-04  4.65E-04 
IZ-B-1.5-HC2  1.72  8.24E-06  2.63E-06  27.37  31.98  0.0390  0.0390  5.70E-04  5.70E-04 
GP-B+1.5-HC2  1.78  6.36E-06  2.04E-06  16.53  20.7  0.0417  0.0417  9.82E-04  9.82E-04 
GP-B+1.5-HC4  1.78  5.45E-06  6.76E-06  23.13  22.38  0.0057  0.0483  3.13E-03  5.58E-04 
IZ-B0-HC2   1.78  1.61E-05  2.04E-06  27.36  29.34  0.0380  0.0380  7.86E-04  7.86E-04 
IK-B0-HC4   1.91  7.32E-05  4.66E-06  19.45  25.02  0.0127  0.0429  1.76E-03  4.34E-04 
IZ-B+1.5-HC2  1.97  1.18E-05  4.16E-06  27.19  25.89  0.0319  0.0319  1.12E-03  1.12E-03 
63 
 
5.4. Results and Discussion 
5.4.1. Simulated Heads and Groundwater Flow Fields 
The simulated heads and one-standard deviation bounds of the best model, the second best 
model, the third best model, and other 15 models are shown Figure 5.7 and Figure 5.8. Only 12 







320 0.93 18 5357    hours, using a personal computer. To reduce the MC simulation time, this 
study implemented “embarrassingly parallel” to the SuperMike-II supercomputer housed at LSU. 
Using 320 processors, the MC simulation is reduced to  0.93 18 16.7  hours.  
The  results  showed  that  the  simulated  heads  using  the  three  best  models  are  relatively 
similar and show good agreement to the observed heads. The best model and the second best model 



















We  used  the  best  model  GP-B-1.5-HC4  to  simulate  groundwater  heads  at  two  largest 
pumping areas, which are the Industrial District pumping wells screened in the “1,200-foot” sand 
and the Lula wells and Government St. wells screened in the “1,500-1,700-foot” sands. The results 
















foot”  sands,  in  the  area  close  to  the  Lula  Street  pumping  station  and  the  Government  Street 









































5.4.3. Head Differences across the Two Faults 








2010 were estimated 5.83 m and 8.1 m in  the “1,200-foot” sand and  in  the “1,500-1,700-foot” 
sands,  correspondingly.  In  addition,  simulated  results  showed  increasing  trends  of  the  head 












5.4.4. Groundwater Head Predictions 
Using  the  optimal  estimated  parameters,  prediction  models  were  executed  to  simulate 
groundwater heads at 19 USGS observation wells from 1/1/2011 to 12/31/2015. The assumptions 





























impact  of  groundwater  withdrawals  that  caused  groundwater  level  decline  and  saltwater  water 
intrusion in the “1,200-foot” sand, “1,500-foot” sand, and “1,700-foot” sand of the Baton Rouge 
aquifer  system, Louisiana. A high vertically  resolution grid was  introduced  to handle  complex 
























in  model  conceptualization.  These  models  are  different  in  boundary  conditions,  geological 

















and  the  full  covariance  matrix obtained  from  the CMA-ES  for  each model,  realizations of  the 
parameters  are  generated  by  Monte  Carlo  simulation  and  input  into  groundwater  models  to 
generate groundwater heads. Then, the error variances of groundwater heads are calculated using 
equation (9). Finally, the  Q p  values, the BIC values, the ΔBIC values and the posterior model 
probabilities using a scaling factor  0 .0 46  were obtained and listed in Table 6-1. 
Table 6-1: RMSE, weighted sum of squared errors, BIC values, and posterior model probabilities 
for the 18 groundwater models using variance window with 5% significance levels and  4 D . 
Model  RMSE 
(m) 
Q  BIC  ΔBIC  obsPr (M | )i Δ   
(%) 
GP-B-1.5-HC4  1.19  316.3  1357  0  17.5 
GP-B-1.5-HC2  1.1  330.7  1359  2  16.8 
GP-B0-HC2  1.11  334.1  1362  5  15.6 
IK-B-1.5-HC4  1.11  341.6  1383  25  9.8 
GP-B0-HC4  1.34  348.9  1390  33  8.3 
IK-B0-HC2  1.71  367.3  1396  38  7.3 
IZ-B0-HC2  1.09  378.2  1407  49  5.7 
IK-B+1.5-HC4  1.19  366.8  1408  50  5.5 
IZ-B-1.5-HC2  1.06  382.5  1411  54  5.1 
GP-B+1.5-HC2  1.07  395.1  1423  66  3.9 
IK-B0-HC4  1.14  435.5  1476  119  1.2 
IK-B+1.5-HC2  1.1  445.2  1474  116  1.2 
IZ-B+1.5-HC4  1.22  451.6  1492  135  0.8 
IK-B-1.5-HC2  1.06  494.9  1523  166  0.4 
IZ-B0-HC4  1.12  479  1520  163  0.4 
IZ-B+1.5-HC2  1.23  511  1539  182  0.3 
IZ-B-1.5-HC4  1.17  504.9  1546  189  0.2 




[2008]  using  5%  significance  level  and  4 D   window  size.  According  to  the  posterior  model 
probabilities, the top three groundwater models (GP-B-1.5-HC4, GP-B-1.5-HC2 and GP-B0-HC2) are 
deemed  equally  important,  presented  by  comparable  posterior  model  probabilities  of  16.8%, 
17.5%, and 15.6%, respectively. Six models have posterior model probability larger than 5% and 
have an influence on BMA model prediction and uncertainty.  
Figure  6.2  shows  the  BMA  tree  of  the  posterior  model  probabilities  and  conditional 
posterior  model  probabilities  for  the  three  uncertain  model  components.  The  geological 
architecture obtained by the GP has the posterior model probability 62.0%, which implies a better 
geological architecture proposition than two other geological architecture propositions. The B-1.5 
proposition  has  the  posterior  model  probability  49.9%  that  is  better  than  two  other  boundary 
propositions. The HC2 fault permeability architecture has the posterior model probability 55.6%, 












6.2. Experimental Design Results 






































model  probability  larger  than  1%.  Three  groundwater  models  have  influential  posterior  model 
probabilities. The best model (GP-B-1.5-HC2) has posterior model probability 45%, which is not 











To  understand  the  influence  of  individual  observation  wells,  Figure  6.3(b)  shows  the 
comparison of changes of posterior model probabilities if using only one USGS well to collect 
monthly groundwater head data from 2011 to 2015. All individual USGS wells support GP-B-1.5-
HC2 model  to be  the best model except  for EB-780A and EB-789B  that  support GP-B-1.5-HC4 
























































probabilities  is  shown  in  Figure  6.7,  using  the  best  6  USGS  wells  for  observation.  The  80%-




be  kept.  Two  other  geological  architectures  may  be  discarded.  Under  the  GP  geological 
architecture proposition,  the B-1.5 proposition has conditional posterior model probability 96%. 
Two  other  boundary  propositions  may  be  discarded.  Under  the  GP  geological  architecture 
proposition  and  the  B-1.5  proposition,  the  HC2  fault  permeability  architecture  has  conditional 
posterior  model  probability  87.7%.  Therefore,  the  HC4  fault  permeability  architecture  can  be 






















The  fundamental  idea  of  the  experimental  design  is  to  collect  data  in  order  to  reduce 
conceptual model uncertainty.  Usually, observation data  are not  commonly  available on many 
observation times. For example, in our study area, most of the USGS wells have less than four 
head observation data in a year because it is expensive to collect the head data for deep aquifers 
like  ours.  There  are  only  a  few  wells  being  sampled  frequently.  Minimizing  the  number  of 
observation  time  is  one  logical  way  to  constraint  the  budget  and  to  achieve  the  goal  of  the 
experimental design within a reasonable time. This study realizes that many factors will affect the 
design  results.  Believing  that  the  methodology  is  valid,  real  future  data  should  be  collected 
according to the recommendations in order to carefully assess the design results. New real data 
should be used to re-calibrate the models and re-do the experimental design again. However, this 





impact  in  discriminating  models.  This  study  only  considers  groundwater  head  data  in  the 
illustrative example since groundwater head is the most achievable/economical data in the study 
area to be used to discriminate among groundwater models. In addition, the new observations are 






















future  information  that  constructs  the  forecast  models.  However,  this  issue  is  unrelated  to  the 
proposed methodology. Adding new data will  in some extent reduce uncertainty since  the new 











































highly  probable  propositions  are  identified  for  the  geological  architecture,  the  head  boundary 
values south of the BR fault, and the fault permeability. The HBMA shows significant reduction 
in head prediction variance at all USGS observation wells in the study area. 
Using  BMA  mean  prediction  to  re-calibrate  simulation  models  in  the  time-sequential 










7. Optimal Observation Network Design for Conceptual Model Discrimination 
and Uncertainty Reduction 
7.1. Model Calibration and Posterior Model Probability 
To demonstrate the methodology this study only used 33 groundwater head measurements 
from  9  USGS  observation  wells  in  2010  to  calibrate  the  groundwater  models.  The  simulation 
period  is  from January  1, 2010  to December 31, 2015  in which  the  calibration period  is  from 




model  probabilities  are  considered  for  all  models.  The  posterior  model  probabilities  of  the  18 
groundwater models based on existing groundwater data are  listed  in Figure 7.1. The  top  four 
groundwater  models  (IK-B-1.5-HC4,  IK-B+1.5-HC2,  IZ-B0-HC4,  and  IZ-B+1.5-HC4)  are 















Before  conducting  an  optimal  observation  network  design,  the  discrimination  function 
value (F value) was calculated for the model domain for the first sampling round on March 31, 
2011.  Each  computational  cell  has  18  predicted  groundwater  heads  on  March  31,  2011  by  18 
groundwater models. Averaged F values over layers for a  location is computed for the “1,200-
foot” sand and the“1,500-1,700-foot” sands. Figure 7.2 shows the averaged F values over layers 
larger  than  0.6  in  the  study  area.  Some  USGS  observation  wells  are  not  in  high  F  zones. 
Considering homoscedasticity (equal variances) or heteroscedasticity (unequal variances) for the 
future  groundwater  heads  produces  dramatic  results.  Using  the  Box-Hill  approach 
(homoscedasticity),  the  constant  variance  is  calculated  using  the  future  groundwater  heads 
predicted  by  18  groundwater  models  at  19  USGS  observation  wells.  Potential  observation 
locations (high F values) are mostly found in the areas close to the two geological faults for the 
“1,200-foot” sand and the“1,500-1,700-foot” sands. Using our approach (heteroscedasticity), the 













HC4  (model 12)  that  are different  in  the  fault  permeability  architectures.  Potential  observation 
areas are found north-west of the DSS fault and the BR fault. Figure 7.3(b) presents averaged F 
value  over  layers  (larger  than  0.6)  distribution  using  three  groundwater  models  GP-B+1.5-HC4 













three  groundwater  models  IK-B-1.5-HC4  (models  8),  IK-B0-HC4  (model  10),  and  IK-B+1.5-HC4 
(model 12) that are different in the boundary condition south of the BR fault. Potential observation 
areas are south of the BR fault, where predicted groundwater heads are significantly different due 
to  the  uncertain  boundary  condition  south  of  the  BR  fault.  It  indicates  that  the  prediction 
uncertainty due to the uncertain boundary condition south of the BR fault is much higher than that 
due to uncertain fault permeability architecture and geological architecture.  
Our analyses  show  that  the discriminate  function developed by Box and Hill  is able  to 
identify  potential  observation  areas  given  different  sources  of  model  structure  uncertainty.  In 
addition, one could use the discrimination function value to prioritize sources of uncertainty and 
conduct observation network design to discriminate alternatives under each source of uncertainty. 
7.4. Observation Network Design Using USGS Wells  
From  the  previous  analyses,  it  is  found  that  considering  heteroscedasticity  for  future 








































well  is  not  enough  to  discriminate  among  candidate  models  after  5  years  of  quarterly  data 
collection. Multiple wells are needed.  
7.4.2. Optimal Observation Network Design  
This study enumerates all possible combinations from the 19 USGS observation wells to 
obtain  the  global  optimal  design  solutions.  The  “embarrassingly  parallel”  algorithm  is 
implemented on SuperMike-II, a supercomputer. All 524,287 possible design solutions were spilt 
equally  among  320  processors  to  be  evaluated.  Evaluation  of  one  design  took  15  seconds. 
Therefore,  the computation  time  required  for all designs was  reduced  from 91 days  (estimated 
runtime by using one processor) to 6.83 hours (actual runtime by using 320 processors).  
By maximizing the F value with the enumerative approach, Figure 7.6 presents the best 
USGS wells  for different numbers of observation  locations up  to  the 4th  sampling  round, after 
which the best observation locations are the same as that of  the 4th sampling round. Figure 7.6 
shows an interesting rule that if a USGS well is selected in a sampling round, the same USGS well 





















a  different  number  of  USGS  wells  may  find  three  other  99%-identifiable  groundwater  models 
































The  Box-Hill  discrimination  function  is  expanded  to  account  for  multiple  independent 
spatiotemporal  future  observations.  Maximizing  the  Box-Hill  discrimination  function  in  an 
optimal observation network design needs a probability threshold in order to distinctly identify 
one model for a system. Using posterior model probability as a discrimination criterion to identify 
the  best  model  for  a  system  provides  direct  data  evidence  since  posterior  model  probability 
describes the importance of a model based on data and its prior probability. 
The BMA method is found to be useful in handling various sources of uncertainty in the 
optimal  observation  network  design.  The  BMA  mean  predictions  are  less  biased  by  future 
observation  data  than  those  of  individual  models.  Moreover,  the  BMA  method  is  able  to 
incorporate  existing  observation  data  and  quantify  future  observation  uncertainty  arising  from 
conceptual and parametric uncertainties in the discrimination function. 




This  study  found  that  considering  homoscedastic  or  heteroscedastic  future  groundwater  heads 
drastically impact potential observation locations. Heteroscedasticity of future groundwater heads 
should be  considered  in  optimal observation network design  to  account  for various  sources of 
future observation uncertainty. Using the USGS observation wells may not be efficient according 
to the Box-Hill discrimination function value. Nevertheless, they are able to provide data to meet 







8. Concluding Remarks 
This study aims at developing a reliable groundwater model for future head predictions and 
saltwater intrusion simulations under parametric and conceptual model uncertainty. To do so, the 
study  first  developed a  grid  generation  technique  that  automatically  creates MODFLOW  grids 
from well logs. Then, multiple candidate models were proposed and carefully calibrated using the 
parallel  CMA-ES  implemented  in  a  high-performance  computing  system.  Final,  experimental 
designs  were  introduced  to  discriminate  candidate  models  and  identify  the  highly  probable 
groundwater  model  and  model  propositions.  The  key  findings  for  each  research  step  are 
summarized as follows:  
With  respect  to  the  grid  generation,  this  study  presented  a  technique  for  automatic 
generation of structured and unstructured MODFLOW grids from well logs. The technique can 
preserve  facies  geometries  of  complex  hydrostratigraphic  architecture  by  using  fine  vertical 
discretization  and  regional  geological  dip.  In  addition,  the  technique  avoids  a  possible 
overwhelming number of computational cells by introducing upscaling approaches. 
The technique was applied to generate MODFLOW grids for a real-world fluvial aquifer 
system of  the “1,200-foot” sand,  the “1,500-foot” sand,  the “1,700-foot”  sand, and  the “2,000-
foot” sand in the Baton Rouge area, including two faults. The technique could correlate a large 
number  of  well  logs  and  preserves  geological  information  and  depositional  environment.  In 
addition, the derived MODFLOW grids preserved the geometries of the faulted hydrostratigraphy, 
including pinch-outs and narrow hydraulic connections through the faults. The result of the case 
study  demonstrates  the  capability  of  the  technique  that  exactly  converts  complex 
hydrostratigraphic  architectures  including  faults  into  MODFLOW  grid.  As  a  result,  model 







sand  and  the  “1,700-foot”  sand,  the  results  showed  the  BR  fault  and  the  DSS  fault  are  low 
permeability  faults  that  limit  horizontal  flow.  The  model  shows  strong  groundwater  flow 
interactions between the "1,200-foot" sand and the "1,500-1700- foot" sands for the area between 
two faults. In addition, heavy pumping in the area in between the two faults has caused declination 








found  that  using  posterior  model  probability  as  a  discrimination  criterion  is  a  straightforward 

















wells  for  the  design.  Through  the  HBMA  framework,  the  highly  probable  propositions  are 
identified for the geological architecture, the head boundary values south of the BR fault, and the 
fault  permeability.  The  HBMA  shows  significant  reduction  in  head  prediction  variance  at  all 
USGS observation wells in the study area. 
With respect to the optimal observation network design for model discrimination, this study 
adopts  the  Box-Hill  discrimination  function  and  posterior  model  probabilities  to  develop  an 
optimal  observation  network  design  to  discriminate  conceptual  models.  The  discrimination 
criterion is posterior model probability. The Box and Hill discrimination function is expanded to 
account for multiple independent spatiotemporal observations. The BMA method is used to predict 
future  observation  data  and  to  quantify  future  observation  uncertainty  in  the  discrimination 
function. 
The BMA method is found to be useful in handling various sources of uncertainty in the 
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Appendix A: Derivation of a Multi-Data Discrimination Function 
To derive a multi-data discrimination function from Shannon entropy, the study follows 
Box and Hill [1967] and uses Kullback’s inequality [[Kullback, 1997], page 15, corollary 3.1]:  
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posterior model probabilities   obsPr M |i Δ , the right side of the inequality becomes the expected 
entropy change, R, in equation (24). By doing so, the left side of the inequality is defined as the 
discrimination function, F: 
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   (A3) 
Kullback’s  inequality  indicates  that  the  expected  entropy  change  is  a  lower  bound  of  the 
discrimination function value, i.e., R F . 
  The  marginal  likelihood  function 
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Substituting equations (A4) and (A5) into (A6), the marginal likelihood function 
new
DPr( | M )iΔ  
becomes  
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where 
2 2 2
i i Σ σ σ  is the diagonal covariance matrix. Substituting (A7) to (A3), the integral terms 
have analytical solutions as follows.  
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where   ,n i   and   ,n j   are  the  elements of  iΔ   and  jΔ ,  respectively;   2n   are  the diagonal 
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