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Résumé — Nous présentons une démarche générale, basée sur les concepts de problème adjoint et
d’erreur en relation de comportement, visant à construire des modèles de simulation optimisés pour la
prédiction de quantités d’intérêt. En l’illustrant sur un problème d’élasticité linéaire multi-paramétré,
nous montrons comment cette démarche permet le contrôle robuste de toute la chaîne de modélisation,
depuis l’expérience jusqu’à la résolution numérique, afin d’assurer que la valeur d’une quantité locale
dimensionnante soit calculée avec précision. Dans ce cadre, nous nous focalisons en particulier sur : (i)
la vérification des simulations menées par la méthode des éléments finis ; (ii) le contrôle des modèles
réduits issus de la technique PGD ; (iii) le recalage optimal des paramètres du modèle à partir de mesures
expérimentales.
Mots clés — Estimation d’erreur, Recalage de modèle, Erreur en relation de comportement, Quantité
d’intérêt, Problème adjoint
1 Introduction
La simulation numérique est à présent devenue un outil de conception indispensable pour l’ingénie-
rie, permettant notamment de prédire le comportement de structures industrielles complexes dans leur
environnement. Néanmoins, afin de coller fidèlement à la réalité physique, la simulation nécessite un
contrôle permanent des divers modèles mathématiques et outils numériques qu’elle utilise [12]. Cette
thématique scientifique, connue sous le nom de Vérification et Validation des modèles (V&V), est une
composante de la simulation qui, bien que primordiale, reste souvent fastidieuse et compliquée à mettre
en oeuvre en pratique. Cependant, dans la très grande majorité des cas, la simulation numérique n’a pas
pour objectif de prédire la réponse globale de la structure étudiée, mais simplement quelques caracté-
ristiques locales de cette réponse (contrainte maximale, facteurs d’intensité de contrainte, etc.) appelées
quantités d’intérêt et servant directement au dimensionnement. Il est alors cohérent de ne vouloir contrô-
ler que les paramètres de la simulation qui sont influents pour ces quantités d’intérêt, menant ainsi à une
démarche de V&V simplifiée.
Dans ce travail, nous présentons quelques avancées récentes visant à construire des modèles de simu-
lation optimisés vis-à-vis de la prédiction de quantités d’intérêt. Ces avancées se basent sur les concepts
généraux de problème adjoint [6] et d’erreur en relation de comportement [7]. Dans un premier temps,
nous nous focalisons sur des travaux liés à la vérification “classique”, i.e. au contrôle de la discréti-
sation dans les calculs menés par la méthode des éléments finis. On montre dans ce cadre qu’on peut
définir des bornes d’erreur locale à la fois garanties, précises et relativement simples à calculer [11].
Dans un second temps, nous nous intéressons au contrôle des solutions obtenues par la réduction de
modèle, démarche largement utilisée de nos jours pour traiter les modèles complexes multi-paramétrés.
Nous prenons l’exemple de la technique PGD (Proper Generalized Decomposition, cf. [4]), et montrons
qu’on peut y associer des outils pertinents de contrôle en vue de l’estimation fiable de quantités d’inté-
rêt [10, 3]. Enfin, nous présentons des travaux relatifs à la validation de modèle, toujours en vue de la
prédiction d’une quantité d’intérêt donnée. Nous introduisons une approche qui, à partir d’une fonction
coût pertinente, permet un recalage optimal des paramètres du modèle vis-à-vis de la quantité d’intérêt.
Cette approche fournit de plus des informations utiles pour établir efficacement le protocole expérimental
(position des capteurs, type d’essai, . . .) et le dialogue éventuel entre l’expérience et la simulation afin
d’atteindre l’objectif visé.
1
2 Modèle mathématique de référence
On considère un problème d’élasticité linéaire, en statique, sur une structure représentée par un do-
maine Ω ⊂ Rd de frontière ∂Ω (Fig. 1). La structure est encastrée sur une zone non nulle ∂1Ω ⊂ ∂Ω,
tandis qu’une force volumique fd (resp. une force surfacique Fd) est imposée dans Ω (resp. sur ∂2Ω),
avec ∂1Ω∪∂2Ω = ∂Ω et ∂1Ω∩∂2Ω = 0. Le modèle associé est gouverné par trois groupes d’équations :
– les équations de compatibilité cinématique :
"=
1
2
(∇u+∇T u) dans Ω ; u = 0 sur ∂1Ω (1)
– les équations d’équilibre :
div+ fd = 0 dans Ω ; n = Fd sur ∂2Ω (2)
– la relation de comportement :
 =K" dans Ω (3)
u représente le déplacement, " (resp. ) le tenseur des déformations linéarisées (resp. des contraintes
de Cauchy) et n la normale sortante à Ω. On suppose que le comportement du matériau, décrit par le
tenseur de Hooke K, dépend non seulement de la position spatiale x mais aussi d’un ensemble p =
[p1, p2, . . . , pN ] de paramètres (champ stochastique par exemple) appartenant à un espace borné Θ =
Θ1×Θ2×·· ·×ΘN .
Fig. 1 – Structure d’étude et son environnement.
On introduit l’ensemble V = {v ∈ [H1(Ω)]d ,v vérifie (1)} des déplacements cinématiquement admis-
sibles ainsi que l’ensemble S = {τ ∈ [L2(Ω)]d(d+1)/2,τT = τ,τ vérifie (2)} des contraintes statiquement
admissibles. Le problème peut alors être écrit sous la forme faible suivante :
Trouver u(p) ∈ V tel que G (p,u,v) = l(v)−a(p,u,v) = 0 ∀v ∈ V (4)
avec a(p,u,v) =
∫
ΩK(p)"(u) : "(v)dΩ et l(v) =
∫
Ω fd ·vdΩ+
∫
∂2Ω Fd ·vdS.
3 Présentation des concepts utilisés
3.1 Problème adjoint
On s’intéresse à une quantité d’intérêt notée Q et supposée linéaire par rapport à u (déplacement
local, moyenne de contrainte, . . .). Elle est en pratique décrite sous la forme générale :
Q(u) =
∫
Ω
(Σ : "(u)+ fΣ ·u)dΩ+
∫
∂2Ω
FΣ ·udS (5)
où (Σ, fΣ,FΣ) sont des opérateurs d’extraction, souvent construits à partir de fonctions de Dirac ou de
Heaviside. Les outils du contrôle optimal [6], permettant notamment d’obtenir la sensibilité de Q(u(p))
par rapport à p, définissent alors le Lagrangien :
L(p,u,λ) = Q(u)+G (p,u,λ) (6)
et la recherche du point stationnaire de L fait apparaitre le problème adjoint suivant :
Trouver λ(p) ∈ V tel que Q(δu)−a(p,δu,λ) = 0 ∀δu ∈ V (7)
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La solution adjointe λ(p), valide pour tout chargement (fd ,Fd), conduit à la formule de représentation :
Q(u(p)) = l(λ(p)) (8)
On note par la suite ˜S l’espace des champs de contrainte statiquement admissibles pour le problème
adjoint, i.e. en équilibre avec le chargement (Σ, fΣ,FΣ).
3.2 Erreur en relation de comportement
Le concept d’erreur en relation de comportement (ERC) définit une mesure énergétique, notée E ,
de la non-vérification de la loi de comportement entre un champ de contrainte τ ∈ S et un champ de
déplacement v ∈ V :
E 2(p,v,τ) =
1
2
∫
Ω
[τ−K(p)"(v)] :K−1(p) [τ−K(p)"(v)]dΩ = 1
2
||τ−K(p)"(v)||2 (9)
Remarque 1 Une définition plus générale de E , en particulier pour les modèles non-linéaires, peut être
donnée à partir de potentiels convexes.
On a alors la relation suivante (cf. [7]), avec τ∗ = 12 [τ+K(p)"(v)] :
||− τ∗||2 =
1
2
E 2(p,v,τ) ∀v ∈ V ,∀τ ∈ S (10)
où  est la solution en contrainte de (1-3). Cette relation est exploitée par la suite pour établir des bornes
d’erreur garanties.
4 Contrôle des calculs éléments finis
Dans cette section, la valeur de p est supposée connue et fixe (pour simplifier les écritures, on ne
fait pas apparaitre p dans les expressions). On suppose que le problème (4) est résolu par la méthode
des éléments finis ; on note V h ⊂ V l’espace de dimension finie associé et (uh,h =K"(uh)) la solution
approchée. L’erreur de discrétisation occasionnée sur Q s’écrit alors, en notant u˜ la solution du problème
adjoint (7) :
Q(u)−Q(uh) = l(u˜)−a(uh, u˜) = Rh(u˜) (11)
où Rh est la fonctionnelle des résidus. Afin d’estimer cette erreur, on calcule une solution approchée u˜h
du problème adjoint ; on utilise en pratique la méthode des éléments finis associée à un enrichissement
local par des fonctions handbook (fonctions de Green généralisées, voir Fig. 2) dans le voisinage de
la zone de définition de Q (cf. [9]). Les solutions approchées des problèmes de référence et adjoint
sont ensuite post-traitées afin d’obtenir des solutions admissibles (uˆh, ˆh) ∈ V × S et ( ˆu˜h, ˆ˜h) ∈ V × ˜S .
La technique permettant d’obtenir de telles solutions admissibles, notamment un champ de contrainte
équilibré, se base sur les propriétés des solutions approchées issues de la méthode des éléments finis, i.e.
l’admissibilité cinématique et l’équilibre au sens des éléments finis [7].
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Fig. 2 – Zone de définition de la quantité d’intérêt (gauche), et fonction d’enrichissement utilisée (droite).
On obtient alors le résultat de majoration suivant (voir [8]) :
|Q(u)−Q(uh)−Qcorr| ≤ E (uˆh, ˆh)E ( ˆu˜h, ˆ˜h) (12)
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où Qcorr est un terme de correction calculé à partir des solutions admissibles (uˆh, ˆh) et ( ˆu˜h, ˆ˜h). A
noter que ce résultat de majoration n’utilise pas la propriété d’orthogonalité de Galerkin, mais simple-
ment les propriétés des solutions admissibles à disposition. Ainsi, des bornes garanties et précises sur
Q(u)−Q(uh) peuvent être déterminées ; en pratique, l’enrichissement local du problème adjoint rend le
terme E ( ˆu˜h, ˆ˜h) très petit et fournit un encadrement de Q(u) avec une précision de l’ordre de 5% à un
coût acceptable. A noter que des optimisations de la majoration (12) sont possibles ; en particulier, des
propriétés sur des domaines homothétiques évitent la sur-majoration parfois occasionnée par l’inégalité
de Cauchy-Schwarz [11].
5 Contrôle de la réduction de modèle basée sur la PGD
On cherche à présent à quantifier l’influence des paramètres p sur la solution u, en vue par exemple
d’une stratégie d’optimisation de structure. On définit pour cela les formes globales A(u,v)=
∫
Θ a(u,v)dp
et L(v) =
∫
Θ l(v)dp, ainsi que l’espace L2(Θ,V ) = V ⊗Nn=1Pn, avec P i = L2(Θi). Le problème peut alors
être décrit par la formulation faible globale :
Trouver u(x,p) ∈ L2(Θ,V ) tel que A(p,u,v) = L(v) ∀v ∈ L2(Θ,V ) (13)
La détermination d’une solution approchée de (13) par les méthodes standard est généralement impos-
sible car le coût de calcul croît exponentiellement avec le nombre de paramètres (malédiction de la
dimension). La technique PGD [4] est une alternative qui permet la construction a priori d’une représen-
tation par variables séparées de la solution u(x,p). L’approximation PGD est cherchée sous la forme :
u(x,p)≈ um(x,p)≡
m
∑
i=1
ψi(x)Γi(p) avec Γi(p) =
N
∏
n=1
γi,n(pn) (14)
où m est l’ordre (i.e. le nombre de modes) de la représentation, tandis que les fonctions d’espace ψi(x)
et les fonctions des paramètres γi,n(pn) appartiennent à V et Pn, respectivement. Une particularité inté-
ressante de la PGD est que les modes sont calculés à la volée, sans connaissance sur u. Nous donnons ici
une version classique de la technique PGD, appelée Galerkin progressive et basée sur une méthode de
point fixe.
On suppose qu’une approximation PGD à l’ordre m− 1 a été calculée. L’approximation à l’ordre m est
alors définie par :
um(x,p) = um−1(x,p)+ψ(x)Γ(p) avec Γ(p) =
N
∏
n=1
γn(pn) (15)
A partir d’une initialisation ψ(0)(x)Γ(0)(p), on construit une nouvelle représentation ψ(1)(x)Γ(1)(p) du
mode m avec la sous-itération suivante :
– pour n0 = 1, . . . ,N, on calcule γ(1)n0 (pn0) ∈ Pn0h tel que :
A(um−1 +ψ(0)γ(1)n0 Γ
(1,0)
/n0
,ψ(0)γ∗Γ(1,0)/n0 ) = L(ψ
(0)γ∗Γ(1,0)/n0 ) ∀γ
∗ ∈ Pn0h (16)
avec Γ(1,0)/n0 =
n0−1∏
n=1
γ(1)n ×
N
∏
n=n0+1
γ(0)n ;
– on calcule ψ(1)(x) ∈ V h tel que :
A(um−1+ψ(1)Γ(1),ψ∗Γ(1)) = L(ψ∗Γ(1)) ∀ψ∗ ∈ V h (17)
En pratique, le processus est stoppé après quelques itérations, et les fonctions des paramètres γ( j)n (pn)
sont normées à chaque sous-itération j.
Le point clé pour le contrôle robuste de la PGD par l’ERC est le calcul, pour tout p ∈ Θ, d’une
solution admissible (uˆm, ˆm) par post-traitement de l’information disponible. En pratique, on prend uˆm =
4
um et le calcul de ˆm(x,p) est fait à partir d’un champ reconstruit m(x,p) satisfaisant l’équilibre au sens
des éléments finis pour tout p ∈ Θ :∫
Ω
m : "(u)
∗dΩ =
∫
Ω
fd ·u∗dΩ+
∫
∂2Ω
Fd ·u∗dS ∀u∗ ∈ V h (18)
Un champ particulier vérifiant (18), noté d(x), peut être calculé simplement avec la méthode des élé-
ments finis en déplacement. De plus, en notant qu’à la fin des sous-itérations pour le calcul de chaque
mode PGD m0 ∈ [1,m], la condition (17) donne :
A(um0,ψ
∗Γm0) = L(ψ
∗Γm0) ∀ψ
∗ ∈ V h ⇐⇒
∫
Ω
[∫
Θ
Γm0(K"(um0)−d)dp
]
"(ψ∗)dΩ = 0 ∀ψ∗ ∈ V h
(19)
donc que le terme Qm0(x) ≡
∫
Θ Γm0(K"(um0)−d)dp est auto-équilibré au sens des éléments finis, on
définit m puis ˆm sous la forme :
m(x,p) = d(x)+
m
∑
m0=1
βm0(p)Qm0(x) ; ˆm(x,p) = ˆd(x)+
m
∑
m0=1
βm0(p) ˆQm0(x) (20)
ˆm est obtenu à partir des propriétés de m et des techniques classiques [7]. Les coefficients βm0(p) sont
quant à eux déterminés explicitement en minimisant
∫
ΘE
2(p, uˆm, ˆm)dp.
Pour estimer l’erreur sur Q, on résout le problème adjoint par la technique PGD (avec un ordre
m˜ potentiellement différent de m) associée à un enrichissement local. On obtient alors une majoration
similaire à (12) :
|Q(u)−Q(um)−Qcorr| ≤ E (p, uˆm, ˆm)E (p, ˆu˜m˜, ˆ˜m˜) (21)
et des bornes très précises sur Q(u)−Q(um) en sont déduites (voir Fig. 3).
Dans le modèle réduit PGD, l’erreur Q(u)−Q(um) vient de deux sources : (i) la troncature de la repré-
sentation PGD (14) à l’ordre m ; (ii) la discrétisation utilisée pour calculer les modes. En effet, l’erreur
s’écrit :
Q(u)−Q(um) = [Q(u)−Qdis]+ [Qdis−Q(um)] = ηdis +ηPGD (22)
où Qdis est la valeur de la quantité d’intérêt obtenue après discrétisation du problème de référence, et ηdis
(resp. ηPGD) est la part d’erreur venant de la discrétisation (resp. de la troncature de la représentation
PGD). Pour contrôler le modèle réduit et mener les stratégies adaptatives, on introduit un indicateur
d’erreur pour chaque source. Il suffit pour cela d’introduire des problèmes de référence additionnels ; par
exemple, l’estimation de la part d’erreur ηPGD due à la troncature de la représentation PGD peut être faite
en considérant le problème discrétisé (de la forme KUh = Fh), i.e. celui donnant Qdis, comme problème
de référence. Des solutions admissibles sont alors définies par rapport à ces nouveaux problèmes de
référence (elles sont en pratique obtenues par un post-traitement direct de l’information à disposition)
afin de pouvoir utliser un résultat de majoration similaire à (21).
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Fig. 3 – Exemple de borne d’erreur normée et d’indicateurs d’erreur en fonction du nombre m˜ de modes
PGD utilisés pour le problème adjoint (m = 3).
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6 Recalage de modèle
On suppose dans cette partie que la valeur de p, mal connue, nécessite d’être recalée à partir d’infor-
mations expérimentales. Ces informations sont représentées par un ensemble de quantités observables
sobs mesurées à partir de la réponse de la structure. Le processus de recalage nécessite de résoudre un
problème inverse qui est généralement mal posé [2].
6.1 Contrôle des paramètres vis-à-vis de la quantité d’intérêt
Parmi toutes les techniques de recalage, une technique particulièrement robuste et efficace consiste
à imposer les données expérimentales par pénalisation dans une nouvelle définition de l’ERC appelée
erreur en relation de comportement modifiée [5] et notée ¯E :
¯E (p,v,τ) = E (p,v,τ)+ 1
2
r
1− r
||s[v(p)]− sobs||2L2 (23)
Les deux termes composant ¯E s’interprètent respectivement comme une erreur de modèle et une erreur
de mesure ; le paramètre scalaire r permet de moduler l’influence de ces deux termes. Le recalage par
l’ERC modifiée consiste alors à trouver le jeu de paramètres psol tel que :
psol = argmin
p∈Θ
F (p) ; F (p) = min
(v,τ)∈V ×S
¯E (p,v,τ) (24)
Il est mené par une méthode itérative, chaque itération consistant en deux étapes de minimisation : (i)
une minimisation de ¯E sur V × S , appelée étape de localisation, qui permet de déceler les éléments de p
à recaler en premier ; (ii) une minimisation de F sur Θ, appelée étape de correction.
Gardant la philosophie et la flexibilité de l’ERC modifiée, on propose ici une version du recalage
dédiée à la quantité d’intérêt Q. On introduit pour cela une nouvelle fonction coût, notée FQ(p) et définie
par :
FQ(p) = argmin
q∈R
[
1
2
|q−Qmod(p)|2 + 12
r
1− r
|q−Qobs(p)|2
]
(25)
Le terme d’erreur de modèle 12 |q−Qmod(p)|2 implique une valeur Qmod de la quantité d’intérêt définie
par le modèle uniquement, c’est-à-dire par (4) :
Qmod(p) = Q(p,u1(p)) ; G (p,u1,v) = 0 ∀v ∈ V (26)
Le terme d’erreur de mesure 12 |q−Qobs(p)|2 implique une valeur Qobs de la quantité d’intérêt définie par
une interpolation des mesures sobs, i.e. :
Qobs(p) = Q(p,u2(p)) ; (u2,χ) = argmin
(v,τ)∈V ×S
¯E (p,v,τ) (27)
La seconde équation de (27) implique sobs et aboutit au système [ ˜K(p)]{U2} = { ˜F} dans sa forme dis-
crétisée.
La nouvelle étape de localisation consiste donc à calculer FQ(p). Ce problème de minimisation sous
contrainte est traité en introduisant le Lagrangien semi-discrétisé :
LQ(q,u1,{U2},µ,{λ})=
1
2
|q−Q(p,u1)|2+ 12
r
1− r
|q−Qh(p,{U2})|2+G (p,u1,µ)+{λ}T ([ ˜K(p)]{U2}−{ ˜F})
(28)
et la recherche du point-selle de LQ mène au système suivant :
[q−Q(p,u1)]+ r1− r [q−Qh(p,{U2})] = 0 (29a)
−[q−Q(p,u1)]Q(p,δu1)−a(p,δu1,µ) = 0 ∀δu1 ∈ V (29b)
−
r
1− r
[q−Qh(p,{U2})]Qh(p,{δU2})+{λ}T [ ˜K(p)]{δU2}= 0 ∀δ{U2} (29c)
G (p,u1,δµ) = 0 ∀δµ ∈ U 0 (29d)
[ ˜K(p)]{U2}= { ˜F} (29e)
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où (29b) et (29c) sont des problèmes adjoints. On obtient alors :
q = (1− r)Q(p,u1)+ rQh(p,{U2}) ; FQ(p) = 12r[Q(p,u1)−Qh(p,{U2})]
2 (30)
avec u1 (resp. {U2}) vérifiant (29d) (resp. (29e)). Les problèmes adjoints peuvent être en outre réécrits :
a(p,δu1,µ) = α Q(p,δu1) ∀δu1 ∈ V ; {λ}T [ ˜K(p)]{δU2}= α Qh(p,{δU2}) ∀δ{U2} (31)
avec α = r[Q(p,u1)−Qh(p,{U2})].
La séparation de FQ(p) en contributions de chaque élément pn de p, sous la forme :
FQ(p) =
N
∑
n=1
FQ,n(pn) (32)
permet de localiser l’ensemble des paramètres qui contribuent le plus au contrôle de la quantité d’intérêt
Q ; ces paramètres doivent donc être recalés en premier.
Dans l’étape de correction, le gradient de FQ(p) est calculé à partir des résultats obtenus dans l’étape
précédente. En effet, on a directement :
∂FQ(p)
∂pn
=
d
d pn
LQ(p,q,u1,{U2},µ,{λ}) =
∂
∂pn
LQ(p,q,u1,{U2},µ,{λ}) (33)
avec (q,u1,{U2},µ,{λ}) solution de (29). Par conséquent, cette méthode permet de conduire le pro-
cessus de recalage d’une façon optimale et naturelle vis-à-vis de la quantité d’intérêt (cf. Fig. 4). Les
itérations sont arrêtées quand la valeur de FQ atteint une valeur seuil donnée.
6.2 Contrôle des mesures vis-à-vis de la quantité d’intérêt
On s’intéresse à présent à la sensibilité de Q par rapport aux mesures sobs. Le processus de validation
est impliqué ici, car un changement dans sobs affecte la valeur de p. Le processus (24) utilisant l’ERC
modifiée peut être vu comme un problème de minimisation sous contrainte (avec des mesures fixes sobs),
sa solution étant le point-selle du Lagrangien suivant :
L(q,v,τ,λ) = ¯E (q,v,τ)+
[∫
Ω
τ : "(λ)dΩ−
∫
Ω
fd ·λdΩ−
∫
∂2Ω
Fd ·λdS
]
(34)
L dépend explicitement des mesures sobs, qui sont impliquées dans la définition de ¯E , de telle façon
qu’on peut aussi écrire L(q,v,τ,λ,sobs).
La quantité d’intérêt s’écrit quant à elle Q(z(sobs),sobs), avec z = (p,u,,µ) solution du problème de
calibration, i.e. réalisant le point-selle de L :
L′z(z,sobs;δz) = 0 ∀δz (35)
On a de plus :
dsobsQ(z(sobs),sobs;δsobs) = Q′sobs(z(sobs),sobs;δsobs)+Q′z(z(sobs),sobs;dz) (36)
avec dz ≡ dsobsz(sobs;δsobs). Avec les outils du contrôle optimal, on introduit le nouveau Lagrangien M
défini par :
M(z,sobs,y) = Q(z,sobs)−L ′z(z,sobs;y) (37)
La solution z∗ du problème adjoint :
L ′′(z,sobs;z∗,δz) = Q′z(z,sobs;δz) ∀δz (38)
permet d’obtenir le résultat suivant :
dsobsQ(z(sobs),sobs;δsobs) = M′sobs(z,sobs,z∗;δsobs)
= Q′sobs(z,sobs;δsobs)−L ′′zsobs(z,sobs;z∗,δsobs)
(39)
avec z vérifiant (35), ce qui donne la sensibilité de Q par rapport à sobs.
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Remarque 2 La même solution adjointe z∗, avec des mesures fixes sobs, permet aussi de considérer la
sensibilité des paramètres p identifiés par rapport au maillage éléments finis utilisé pour la validation
(voir [1]).
Remarque 3 Choisir Q = pn dans l’analyse de sensibilité permet de mesurer l’effet des incertitudes de
mesure sur les valeurs des paramètres recalés.
L’information issue de dsobsQ peut être utilisée pour définir un protocole expérimental optimal, en cher-
chant la position des capteurs et les quantités mesurées qui rendent ||dsobsQ|| maximal.
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Fig. 4 – Recalage d’une structure de type treillis, chaque raideur Ei (i = 1, ..,10) des barres étant un
paramètre, en vue de la prédiction de la flèche au point P (Q = vP) : configuration de la structure étudiée
(gauche) ; évolution de la valeur prédite pour Q à chaque itération du recalage avec l’ERC modifiée
classique ou la nouvelle fonction coût FQ (droite).
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