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Abstract
In this thesis, we consider a hydrodynamic approach to study the out-of-equilibrium
dynamics of integrable systems, termed generalized hydrodynamics (GHD). The theory
goes beyond the conventional hydrodynamics by accounting for an infinite number of
conserved charges in integrable systems. This seemingly formidable task is achieved by
making use of Thermodynamic Bethe ansatz, whereby the hydrodynamic equations are
cast into continuity equations for the distribution of quasi-particles. The idea is then
illustrated using a particular nonequilibrium protocol through which the power of GHD
becomes evident. Subsequently we explore several aspects of GHD, which includes the
equivalence between GHD and hydrodynamics of certain classical systems, and also the
application of GHD to low-temperature dynamics. An analytical derivation of one of the
key ingredients in GHD will also be provided.
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When we want to study properties of a many-body system, it is always tempting to
think that we can understand it by decomposing the system into elementary constituents
and investigate them. This kind of approach or attitude in understanding physical sub-
stances is called reductionism, and is the fundamental philosophy in elementary particle
physics. Reductionism approach has yielded unquestionable depth and scope of insights
into physics, but in fact is not always the best way to decipher physical phenomena. For
instance, it is typically not able to characterize emergent phenomena [1] of the matter,
which are in general caused by constituent matters (e.g. excitations) behave collectively
in an emergent fashion, and consequently present novel properties that are not predictable
by merely looking at those elementary components of the system. Those emergent phe-
nomena that could be overlooked by reductionism might be instead captured by looking
at the system from the macroscopic point of view. This perspective is particularly useful
when we study physical systems that are in equilibrium, in which situation all the config-
urations of elementary constituents are expected to be realized in the equal probability
whenever their energies are the same. This allows the system as a whole to be treated
as a statistical ensemble (i.e. stationary measure under the time-evolution), and forms
the foundation of statistical mechanics. This principle turns out to be generically appli-
cable to any systems with a large degrees of freedom at equilibrium, and has served as a
universal tool in dealing with such systems since it was initiated by Boltzmann in 19th
century.
Once the system departs from equilibrium, however, the situation becomes drastically
different. Statistical mechanics is no longer able to predict physical properties of the
system, and case-by-case investigations are needed. In general, barring some exceptions1,
it is believed that there is no universal prescription to deal with out-of-equilibrium systems
in the sense of statistical mechanics, and exact results are hard to obtain, despite of
1It would be worth mentioning that, in fact, we have a rather powerful tool to study nonequilibrium
steady states in a universal way called macroscopic fluctuation theory [2]. This theory is primarily devel-
oped for driven diffusive systems, and is able to predict fluctuations of the system from its hydrodynamics.
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ubiquity of far from equilibrium situations. That said so, it is still highly desired to
establish concrete understandings on how many-body systems relax to stationary states,
and see if the resulting stationary states are prescribed by statistical mechanics. In
the realm of quantum many-body systems, this line of research has been active in the
last decades due largely to advances in experiments that can create effectively isolated
systems with unprecedented precision, and monitor the time-evolution of such isolated
systems [3–7]. This is made possible by manipulating and probing ultra-cold atom gases,
and remarkably, by tuning interaction properly, the resulting gases can be modeled by
a variety of quantum many-body systems. Therefore the ultra-cold atom experiments
serve as quantum simulator, and provide invaluable opportunities for the ideas developed
in theory to be tested. Of course, the utility of those experiments is not limited to
examine the properties of relaxation, and encompasses from studies on prethermalization
to realization of the Kondo system in an optical trap [8–10].
1.1 Thermalization in isolated non-integrable quan-
tum systems
From theoretical perspective, the modern interest in the mechanism of thermalization in
quantum systems was initiated when the concept of eigenstate thermalization hypothesis
(ETH) was proposed by Deutsch and Srednicki in 90s [11, 12]. Although it pertained to
theoretical interests at the time, the spectacular advances in experiments in the 2000s
have led to the revival of the interest, and since then has come to the fore [13–18]. Let
us elaborate a bit on the statement of ETH.
A common wisdom of thermodynamics tells us that a thermalized state can be charac-
terized by just a few numbers of parameters such as the inverse temperature β, chemical
potential µ etc. It is generally believed (with some rare exceptions [19]) that the dynam-
ics of an isolated non-integrable many-body system locally relaxes to such an thermalized
state in some way under the unitary time evolution. For instance, one can characterize
relaxation by looking at expectation values of observables 〈O〉 that are expected to reach
some stationary values under time-evolution. There are several ways to establish an ap-
proach towards a thermalization in a non-integrable system, one of which being ETH.
ETH states that thermalization actually occurs at the level of each eigenstate (i.e. the
diagonal matrix elements of an operator is equivalent to its microcanonical average with
respect to relevant energy scales). This implies that, even if an initial state is prepared
as a superposition of eigenstates, the long-time asymptotics of the expectation value of
the operator will eventually be prescribed by microcanonical ensemble [13]. To be more
precise, suppose that our initial state is a superposition of the orthonormal eigenstate
|ψα〉, i.e. |ψ(0)〉 =
∑
α cα|ψα〉 with H|ψα〉 = Eα|ψα〉 and
∑
α |cα|2 = 1. Furthermore,
we assume that the distribution of cα is sufficiently narrow so that the energy variance
∆E =
√
〈H2〉 − 〈H〉2 satisfies ∆E  〈H〉. Then the average of a time-evolved generic
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operator A with respect to the state is 〈ψ(t)|A|ψ(t)〉 = ∑α,β c∗αcβei(Eα−Eβ)tAαβ, where












which takes the form of a diagonal ensemble Ā = Tr(ρDEA), where ρDE =
∑
α |cα|2|ψα〉〈ψα|.
A caveat here is that the ensemble is explicitly depending on the distribution of the ini-
tial state cα. This is in contradiction with the universality of thermalized ensembles, and
ETH resolves the dichotomy by providing the connection of the diagonal ensemble with
the microcanonical ensemble. For a given energy average e = 〈H〉 and a small energy








where I = [e−∆e, e+∆e] is the energy window centred at e, andN (e,∆e) is the number of
eigenstates that are within the window. Now, ETH speculates that the diagonal element
Aαα is a smooth function of Eα, and is same as the microcanonical average up to an
exponentially decaying term in system size [13,20]. That is, the following holds for every
α
Aαα ' 〈A〉mc(Eα). (1.3)
This statement has a far-reaching consequence. Let us Taylor expand Aαα around the
mean value e:














where we used (1.3) in the first term, and also assume that ∂nAαα/∂E
n
α|Eα=e are α-
independent for any n > 0. Then plugging this into (1.1), we obtain









Since we assumed that the variance is sufficiently small and it is typically subextensive,
one therefore establishes the equivalence between the diagonal ensemble and the mirco-
canonical ensemble Ā = 〈A〉mc(e) for large system sizes and sufficiently narrow initial
distributions of Eα.
In general the above consideration applies to any non-integrable systems for which
we have a few number of conserved charges. We are then interested in the question
as to whether ETH is still valid or not in integrable systems. The answer is a little
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tricky; the weak ETH still holds but the strong ETH generically breaks down in integrable
systems2 [23]. Here, the weak ETH refers to the case where there are some eigenstates
|ψr〉 for which (1.3) is not satisfied, whereas the strong ETH means that we have no such
eigenstate that invalidates (1.3).
1.2 Lack of thermalization in intgerable systems
In the previous section, we argued that generically an isolated non-integrable quantum
system is thermalized in the course of time evolution, and its mechanism can be explained
by ETH. This is in stark contrast with the case in integrable systems: it is known that
thermalization is in fact absent in integrable systems [3,24]. Thermalization is prohibited
due to the presence of an infinite number of conserved charges in integrable systems.
The lack of thermalization was at first observed in a famous quantum Newton’s cradle
experiment [3]. A protocol employed in the experiment was simple: authors observed
a dynamics starting from an initial kick (Bragg pulse) that separates a single cloud of
87Rb atoms into two clouds in a cigar-like trap with a confining potential. Remarkably,
what they observed was a persistent collisions of two split clouds of 87Rb in the confining
potential. In such a situation, one typically expects that, after some short transient time
involving dephasing, two colliding clouds of atoms would soon reach to some stationary
state that is dictated by a Gibbs ensemble. This was not quite what happened in their
experiments, and the absence of thermalization was then attributed to the fact that the
model effectively describes the dynamics of the 87Rb, the Lieb-Liniger model, is integrable
[25–27].
Theoretical investigations have also revealed that, despite of the lack of thermaliza-
tion, integrable systems do relax to some stationary state, which turns out to be not
characterized by the conventional Gibbs ensemble [28]. This novel equilibrated state is
called generaized Gibbs ensemble (GGE), and can be thought of as a generalization of
the Gibbs ensemble in a sense that the ensemble incorporates all the available conserved
charges in the system, on top of the standard ones such as the hamiltonian and the U(1)
charge. Hence, contrary to a standard Gibbs ensemble ρ ∼ e−β(H−µN), a GGE takes its
generalized form ρ ∼ e−
∑
i βiQi , where Qi are available conserved charges, and βi are as-
sociated Lagrange multipliers. It is also possible to consider a generalized version of the
microcanocial ensemble, which was dubbed generalized microcanonical ensemble (GME).
It then allows us to justify a relaxation to GGE by generalizing the ETH with the aid
of GME [29]. The validity of GGE has been tested analytically and numerically (see
e.g. [28] and references therein) since the introduction of GGE [24], and later it was re-
alized that, in order to have a complete characterization of a GGE, one has to include
newly-discovered quasi-local charges [30–32] as well as ordinary local conserved charges.
2Strong ETH actually breaks down in some non-integrable models as well, e.g. quantum scars [21,22].
In integrable systems, however, there are more such states.
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Here the term quasi-local refers to the fact that these charges are not local (having a finite
region of support) but still their quasi-locality is guaranteed by some conditions on their
size with respect to the Hilbert-Schmidt norm [32].
1.3 Transport phenomena and hydrodynamics
The arbitrariness of nonequilibrium states makes it hard to build a coherent theory for
such states, but there is a class of nonequilibrium states that admits in-depth theoretical
investigations: nonequilibrium steady states (NESSs). A NESS is characterized as an
inhomogeneous stationary state, and is a nonequilibrium state that is nontrivial enough,
but still close to equilibrium states (i.e. homogeneous stationary states). It often arises in
the context of transport phenomena, and can be realized both in open and closed systems.
Since transport phenomena are the most experimentally relevant out-of-equilibrium situ-
ations, it is of great importance to develop a solid understanding on the nature of NESSs.
A prominent tool to study transport phenomena is hydrodynamics. The modern his-
tory of hydrodynamics goes back to the 18th century when Euler wrote down the cele-
brated Euler equation for the first time. The equation was introduced so that it describes
the motion of dissipationless fluid-like objects, but later on, it was realized that generically
any many-body systems, both quantum and classical, follow the Euler equation whenever
they vary spatially in a sufficiently smooth fashion. This is equivalent to saying that hy-
drodynamics is a universal tool that in general governs the low-energy (long-wavelength)
dynamics of many-body systems [33]. It is remarkable that the dynamics of both quantum
and classical systems are expected to be captured by the same (classical) hydrodynamics
in large scale. In particular, in quantum systems, the mechanism of how initial quan-
tum correlations are washed away and ensuing emergence of hydrodynamics have been
largely elusive and attracts much attentions [34–38]. Even in the classical systems, the
emergence of hydrodynamics has only been rigorously proven in few systems such as the
hard-rod gas [39]. Due to its universality and predictive power, hydrodynamics has been
so far applied to a numerous variety of models ranging from classical systems such as the
hard-rod system [39] and the stochastic exclusion process [40] to quantum systems such
as superfluids [41,42], graphene [43,44], and quantum integrable systems [45,46].
The primary assumption in using hydrodynamics to study the dynamics of a many-
body system is the propagation of local equilibrium. On the crudest length scale (Euler
scale), at each time slice, one can regard the system as a local equilibrium state with the
spatio-temporal Lagrange multipliers βi(~x, t). This means that the dynamics has to be
gentle enough not to agitate the system to deviate from local equilibrium in the course
of time-evolution. It is in general believed that such a situation is realized at late times
in the dynamics, which is largely controlled by slow modes such as conserved charges.
Although being an approximation, hydrodynamic description of the dynamics is a dras-
tic simplification compared to microscopically tracking the time-evolution, and encodes
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essential information of the dynamics. A virtue of the hydrodynamics is that the degree
of approximation can be controlled in the light of derivative expansion (for the precise
formulation of hydrodynamics and derivative expansion, see the section 3.1), which is
an expansion of the hydrodynamic current in terms of spatial derivatives of averages of
charge densities. The full effect of diffusion and dissipation can be extracted by including
the second term in the expansion, and generally the higher derivative terms are irrelevant
for the dynamics. The hydrodynamic equation accounting for both ballistic and diffu-
sion (viscosity) contributions is called Navier-Stokes equation. The strength of diffusion
is controlled by transport coefficients, which can always be written as equilibrium cor-
relation functions via Kubo formulae. Upon linearizing hydrodynamics with respect to
a static background, one can obtain the linearized hydrodynamic equation that governs
the equilibrium dynamical correlation functions Sij(x, t) = 〈qi(x, t)qj(0, 0)〉c, where qi is
the density of the conserved charge Qi, which is a primary quantity that characterizes
the dynamics of the system [47, 48]. Hydrodynamics has a strong predictive power on
its behavior for large x and t, according to which we can classify the transport type of
the charge. In experiments, the dynamical spin structure factor, which is the Fourier
transformed quantity S00(k, ω) =
∫
dxdt eiωt−ikxS00(x, t), can be measured using inelas-
tic neutron scattering (INS), and has played an important role in examining dynamical
properties of quantum spin systems [49].
Typically in higher dimensions, the system supports diffusive transport. At the level of
linearized hydrodynamics, this implies that Sij(x, t) propagates ballistically with diffusive
broadening (i.e. the width of Sij(x, t) spreads as t
1/2). However, the situation in lower
dimensions, and in particular in one dimension, turns out to be rather peculiar; it is
known that the low dimensionality constrains the dynamics severely, and consequently
results in the divergence of diffusion constants. This phenomenon is called superdiffusion,
and is known to result in the anomalous broadening of Sij(x, t) as t
α, where α > 1/2.
This implies the breakdown of the conventional linearized hydrodynamics, and calls for a
new theory that predicts the large time asymptotics of Sij(x, t) correctly. A minimum and
natural generalization of the linearized hydrodynamics is to include the second order terms
in the fluctuation od the linearizing field δqi . Typically a noise term, which is supposed
to account for the effect of microscopic degrees of freedom that is traced out in writing
hydrodynamic equations, is also added. The resulting hydrodynamics was formulated by
Spohn [47], and was dubbed nonlinear fluctuating hydrodynamics (NLFHD) [47,48,50,51].
Surprisingly enough, NLFHD is capable of describing a variety of superdiffusion types such
as the one corresponding to α = 3/2 (Karder-Parisi-Zhang scaling) and the one α = 5/4
(Lévy scaling), and is nowadays regarded as a universal, if phenomenological, tool to
study superdiffusion in one-dimensional (classical) many body systems.
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1.4 Transport in integrable systems
Despite of possessing rather peculiar properties, transport phenomena in quantum in-
tegrable systems have attracted an large amount of interests amongst other transport
phenomena over the past decades. Although it is natural to expect that transport type
in integrable systems would be generically ballistic due to the presence of stable quasi-
particles, there had been some efforts to figure out if other type of transport, such as
normal (diffusive) transport, could ever exist in such systems [52–55]. This decades-long
question was finally settled down in [56, 57], where it was demonstrated that diffusive
transport can generally exist in integrable systems. Being said so, a quantitative un-
derstanding was still missing in these studies, and the exact computations of relevant
quantities such as the Drude weight and the diffusion constant was still out of reach.
Meanwhile the quest for obtaining analytic results on these quantities was pushed for-
ward in the context of open quantum systems, initiated by the seminal works [58, 59] in
which the exact nonequilibrium steady state (NESS) in the boundary-driven XXZ spin
1/2 chain was constructed in terms of matrix product states. Note also that this type of
solutions that take the form of matrix product ansatz (MPA) has also been used for quite
a while in order to construct the NESS in classical exclusion processes, one of which being
the paradigmatic asymmetric simple exclusion process [60,61]. This was the first instance
where an exact NESS was obtained in quantum systems, and the MPA method has been
successfully applied to other models such as the Fermi-Hubbard chain [62] and the SU(3)
spin-1 Lai-Sutherland model [63] for which particle contents are more complicated. The
MPA approach, however, works only for integrable systems that are driven by boundary
Lindblad operators, and is presumably not to be able to characterize NESSs generated
in isolated systems. For instance, one of the representative protocols to study NESSs
in isolated systems is the partitioning protocol3, in which two semi-halves of a system
are prepared with two global parameters initially, and simultaneously joined together. A
universal way to characterize transport phenomena in integrable systems had to await the
invention of a hydrodynamic approach to study the dynamics of integrable systems, which
was finally proposed in 2016 by two works [45, 46], the former of which is coauthored by
the author of this thesis.
1.5 Aim of the thesis
As we have emphasized in the previous section, we have witnessed considerable inter-
ests and progress in understanding transport phenomena in integrable systems in the last
decades. However, only until recently, there was no universal tool that can be applied
3This is essentially equivalent to the Riemann problem in the study of hydrodynamics, but following
the custom in quantum many-body systems, we call it partitioning protocol in the context of transport
in quantum and classical many-body systems.
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to any transport setups in integrable systems (except, of course, the trivial case: free
systems). Indeed, one can exploit integrability to carry out microscopic computations to
monitor nonequilibrium dynamics, but this is often plagued by computational difficulties,
and is highly dependent on each particular case in question. In view of this situation, it
is therefore of paramount importance to establish a versatile and universal tool to study
transport phenomena integrable systems. Motivated by this status quo, the aim of our
recent works is to invent and develop a hydrodynamic theory that is capable of describing
any inhomogeneous dynamics in integrable systems regardless of initial conditions. This
is in fact a very natural idea by merely appealing to the predictive power and universality
in hydrodynamics as was advocated in the section 1.3 (see Chapter 4 for the detail), and
the resulting theory, named generalized hydrodynamics (GHD), is nowadays acknowledged
as a primary tool to investigate large scale dynamics of integrable systems. In this the-
sis, we shall introduce and present some of the key ideas and results in these works. In
formulating GHD, we crucially rely on thermodynamic Bethe ansatz (TBA), which is a
standard tool to study the thermodynamics of integrable systems, and the theory will be
presented in the language of TBA.
This thesis is organized as follows.
In Chapter 2, we review the idea of integrability in the context of relativistic integrable
field theories. We first introduce the standard approach to study the thermodynamics,
i.e. TBA, which was first proposed for the Lieb-Liniger model [64], and later for rela-
tivistic integrable field theories [65]. Some of the quantities defined in the course of this
thesis, such as the density of quasi-particles, would play fundamental roles in GHD. We
then move on to rederive the thermodynamics of integrable systems from a completely
different perspective: combinatorics. This will be largely based on a recent work [66], and
the approach turns out to be instrumental in proving one of the core ideas in GHD [67].
Having elaborated on two methods to evaluate thermodynamics of integrable systems,
we shall present some important aspects of form factors, which are elementary matrix
elements of local operators, and serve as building blocks of integrable systems. We then
spell out how combinatorics can be useful in proving the celebrated LeClair-Mussardo
formula [68], which is the form factor expansion of local operators in the infinite volume.
A special case of the density of a conserved charge is supplemented as well.
In Chapter 3, we review the basics of hydrodynamics built on the assumption of the prop-
agation of local equilibrium. A full hydrodynamic equation that also takes the viscosity
effects into account is obtained from the derivative expansion. We then closely examine
the effect of ballistic and diffusive contributions by deriving a dynamical equation for the
equilibrium correlation function valid at large scale in x and t.
Chapter 4 consists of four subchapters each of which is dedicated to the review of one of
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the papers coauthored by the author of this thesis. Each subchapter is followed by its
original paper.
In subchapter 4.1, we introduce the theory of generalized hydrodynamics. In doing
so, we first summarize recent developments of the theory that illustrate how diverse and
impactful the theory is. We then demonstrate how to implement the idea of hydrodynam-
ics in integrable systems. The crucial part is to conjecture the form of the mean value
of current operators using TBA, with which the hydrodynamic equation for integrable
systems, dubbed GHD equation, readily follows. Having obtained it, the application of
GHD to the partitioning protocol and an extension to the case where external potentials
are present are briefly discussed. The exposition is based on a joint work with Olalla
Calstro-Alvaredo and Benjamin Doyon [45].
In subchapter 4.2, we prove the conjectured form of the average of currents by means
of graph theory. The idea is expected to be universally applicable to any Bethe solvable
systems, and for simplicity we exemplify it by studying diagonally-scattering relativistic
quantum field theories. The content presented here is based on a work with Dinh-Long
Vu [67].
Subchapter 4.3 contains a discussion on the analogy between GHD and hydrodynamics
of classical hard-rod gases. Prompted by this intriguing observation, we then show how
one can alter the microscopic dynamics of hard-rod gases so that the resulting kinetics
gives rise to the same hydrodynamics as GHD at large scale. We thereby establish the
correspondence between the hydrodynamics of quantum integerable systems and that of
classical rigid objects. This correspondence is also practically useful in simulating GHD
using molecular dynamics, which turns out to be quite efficient. This subchapter is based
on a work in collaboration with Jean-Sébastien Caux and Benjamin Doyon [69].
A specialization of GHD to the case of low-temperature is discussed in subchapter 4.4.
There, focusing on gapless integrable systems whose ground states are Luttinger liquids,
it is found that the GHD equation is simplified and takes a form of a finite-component
hydrodynamics, as long as the system stays near to the ground state. In spite of the fact
that the hyrdoynamics is finite-component, it is noted and elucidated why the system
never suffers from gradient catastrophe (shocks). Furthermore, we remark that the num-
ber of components is just two before the system starts developing any sharp structure
(which dissolves eventually), and in that case the hydrodynamics can be recast into the
form of conventional hydrodynamics. Thus for the first time we justify the use of conven-
tional hydrodynamics in a particular situation when studying the dynamics of (gapless)
integrable systems. These findings are obtained in a joint work with Benjamin Doyon,
Jérôme Dubail, and Robert Konik [70].





2.1 Thermodynamic Bethe ansatz in integrable quan-
tum field theories
2.1.1 L- and R-channel quantization
In this section, we introduce the notion of thermmodynamic Bethe ansatz (TBA), which
is a way to systematically study thermodynamics of Bethe solvable systems. The idea
of TBA was firstly introduced in a work by Yang and Yang [64] where they studied
thermodynamics of the Lieb-Liniger model [71]. Our exposition will closely follow the
paper by A. B. Zamolodchikov [65].
Let us consider a (1+1)-dimensional relativistic euclidian quantum field theory defined
on a rectangular with lengths R and L. We eventually impose periodic boundary condition
to the plane in both directions under which the place becomes a torus. Let us for now
do so in just one direction, along which we quantize the system. We have two possible
choices for the periodic boundary condition, which we call R and L channel respectively,
as depicted in Fig.2.1. In the L-channel, we quantize the system along the circumference R
on which the Hilbert space of the system is defined. On the other hand, in the R-channel,
we quantize the system along the axis L. The partition functions for both channels are
then given by, respectively,
Z(R,L) = Tr e−LHR (2.1)
Z(R,L) = Tr e−RHL . (2.2)
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Figure 2.1: Two different quantizations.
Let us take a limit R L under which they behave as
Z(R,L) ' e−LE0(R) (2.3)
Z(R,L) ' e−LRf(R). (2.4)
The former asymptotics follows immediately, as (2.2) is clearly dominated by the lowest
eigenvalue of HR when R  L. The latter is obtained by noting that, in the R-channel,
we can interpret the system as a one-dimensional quantum system defined on the L-axis at
finite temperature 1/R. Then the partition function in the R-channel (2.2) asymptotically
equals to (2.4) where f(R) is the free energy of the quantum system.
R-channel quantization can be easily generalized to thermodynamics involving many
conserved charges (i.e. GGEs). More precisely, one can consider a system governed by
the generalized hamiltonian H̃ =
∑
i βiQi, and ask its thermodynamics. By the same ar-




~β), where f̃(~β) is the generalized free energy. In what follows we will study the
thermodynamics of the system quantized in the R-channel.
2.1.2 Bethe wave function
Consider an integrable relativistic quantum field theory whose spectrum consists of n
species of particle of the mass ma, a = 1, · · · , n. The correlation length of the system,
a typical length scale over which particles interact, is then set by the smallest mass
ξ = 1/m1. It is known that integrability, or equivalently the existence of an infinite
number of conservation laws, strongly constraints the kinetics of a system by enforcing
scatterings to be elastic [65,72]. As a result, the set of momenta is always preserved upon
each scattering process, prohibiting annihilations and creations of particles (i.e. inelastic
scattering). Furthermore, the existence of an infinite number of conserved charges ensures
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that all the many-body scattering processes in integrable systems are always factorized
into the series of two-body scatterings, hence the wave functions before and after the
collisions differ only by multiplcations of the two-body scattering matrices.
To better understand the nature of scatterings in the system, we consider the simplest
case, namely the system that admits elastic scatterings with no backscattering (i.e. no
reflection upon collisions) only, and has one particle species. Let us further suppose that
we have N relativistic particles with well-separated positions xi1  xi2  · · ·  xiN
(more precisely, |xi − xj|  ξ for any i 6= j) and momenta pi1 , pi2 , · · · , piN . We denote
such a configuration as {i1, · · · , iN}, i.e. i is an arbitrary permutation of the integer set
1, · · · , N . Since each particle is far apart each other, the corresponding wave function
Ψ({x}, {p}) is simply a plane wave
Ψ({x}, {p}) = ei
∑N
j=1 pijxij . (2.5)
Now, what would happen if two adjacent particles at positions xik and xik+1 approach to
each other? In this case, the plane wave (2.5) is no longer correct due to interactions and
possible creation of virtual particles. Note that, since particles at xik and xik+1 are still
far from the rest of particles, we can actually focus on the scattering event involving just
these two particles and ignore the effects arising from the interaction with other particles.
No back scattering means that, upon the collision, the configuration is simply rearranged
as {i1, · · · , ik, ik+1, · · · , iN} → {i1, · · · , ik+1, ik, · · · , iN}. Hence the only actual change is
the multiplication of the two-body S-matrix S(pik , pik+1). Remember that S(p, q) can be
written as S(p, q) = eiδ(p,q), where δ(p, q) ∈ R is the scattering phase.
The above mechanism of elastically scattering particles with no backscattering yields
a significant consequence. Suppose that we impose the periodic boundary condition with
circumference L to the system. We then let a probe particle with momentum pi go
around the system, which amounts to the successive scatterings with N − 1 particles
on the ring. This of course results in the product of corresponding scattering matrices,
while the probe particle itself picks up a phase eipiL in the wave function after the travel.
Periodic boundary condition requires that the initial wave function be the same as that




S(pi, pj) = 1, i = 1, · · · , N. (2.6)
It is also convenient to introduce rapidities θ that parameterize energies and momenta
as Ek = E(θk) = m cosh θk and pk = p(θk) = m sinh θk. Thanks to Lorentz invariance
of the system, the S-matrix becomes a function of the difference of rapidities S(pi, pj) =





φ(θk − θj) = 2πnk, i = 1, · · · , N, (2.7)
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where φ(θk− θj) = −i logS(θk− θj) and nk are quantum numbers that are either integers
or half-integers depending on the parity of N . It was proven by C. N. Yang and C. P.
Yang that the Bethe-Yang equations (2.7) have a unique solution, and is characterized
by the set of integers (or half-integers) (n1, · · · , nN) The exact form of the S-matrix is
generically model dependent, but its value at θi = θj is determined by the statistics of the
model. Unitarity of a system demands S(θ)S(−θ) = 1, hence we have two possible values
for S(0), i.e. S(0) = ±1. Bethe ansatz with the choice S(0) = −1 is called fermionic
Bethe ansatz [65] regardless of the underlying statistics of the system, and leads to a wave-
function that is antisymmetric in their coordinates with the same rapidity in this case.
If elementary particles of a system are of bosonic type, then the antisymmetric nature of
the wave function nevertheless entails fermionic behavior of the particles; each quantum
number ni has to be different. On the other hand, if elementary particles are fermions,
then there is no restriction on the configurations of ni. As for the choice S(0) = 1, the
situation is simply other way around with respect to bosons and fermions. In this thesis
we will stick to the fermionic Bethe ansatz.
2.1.3 Thermodynamic Bethe ansatz
Typically we are interested in the limit where the system size L and the number of particle
N are very large. In fermioninc TBA, it is always the case that φ(θ) is a monotonically
increasing function. Accordingly it is readily seen that when nj > nk, then θj > θk, and
in particular if nj = nk then θj = θk. To study the distribution of the Bethe roots ni, it
is useful to introduce a function p(x) where x ∈ R that satisfies the following equation






φ(θ(x)− θj) = 2πx, (2.8)
where p(θ) is momentum, and θ(x) is a monotonically increasing function of x. The
equation reduces to the Bethe-Yang equation when x = ni/L where ni ∈ (n1, · · · , nN) is






The function θ(m/L) with an unoccupied integer m /∈ (n1, · · · , nN) can then be considered
as the rapidity of a hole. We, therefore, for a given window of x, have a set of integers
each of which corresponds to either a particle or a hole. Since adjacent rapidities are
distributed with the width θj − θj+1 ∼ 1/L in (2.7), it is reasonable to define the total






ϕ(θ(x)− θj) = 2πρtot(θ(x)), (2.10)
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where ϕ(θ) = dφ(θ)/dθ. Note that the total density is simply a sum of the density of





′)ϕ(θ − θ′) = 2πρtot(θ). (2.11)
The relation between ρtot, ρp and ρh can be determined by the following considerations.
A thermodynamic state is specified by how macroscopic number of particles and holes
are distributed according to ρp and ρh. For instance, we have Lρp(θ)dθ and Lρh(θ)dθ
particles and holes, respectively, for a given small interval dθ. Then, the number of ways





which is asymptotically true subject to 1/mL  dθ  1. This is nothing but the
thermodynamic entropy for an infinitesimal interval dθ, and using the Stirling’s formula
log n! = n log n−n+O(log n), we can obtain the leading contribution to the full thermo-
dynamic entropy [64]
S[ρtot, ρp] = L
∫
dθ(ρtot log ρtot − ρp log ρp − ρh log ρh). (2.13)
In order to unveil the relation between the densities, we recall that, in the thermodynamic
limit, the free energy f [ρtot, ρp] = E[ρp] − TS[ρtot, ρp] has to be minimized with respect




we can vary ρp and determine a condition on ρp and ρtot that minimizes the free energy,













ϕ(θ − θ′) log(1 + e−ε(θ′)). (2.16)
Notice that n(θ) plays a role of the Fermi weight in a free fermion system where the energy
is renormalized due to the interaction. The free energy of the system is now expressed
nicely in terms of the pseudo-energy [64,73]





p′(θ) log(1 + e−ε(θ)), (2.17)
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E ′(θ) log(1 + e−ε(θ))
]
. (2.18)



















ϕ(θ − θ′)n(θ′)ρtot(θ′). (2.20)
The free energy (2.17) and the explicit form of the pseudo-energy (2.16) completely fixes
the thermodynamics of a given relativistic integrable system. When the density d = N/L
is fixed, then we also have a conservation of the total number of particles which also has
to be taken into account when minimizing the free energy. The trick is simple: we can
simply replace E[ρp] with E[ρp] − µN [ρp], which gives rise to the pseudo-energy with a
source term being R(E(θ)− µ).
In general, we can consider a GGE state where higher conserved charges are involved.
For example, when the system is equilibrated with a GGE ρ ∼ e−
∑
i β
iQi , the pseudo-








ϕ(θ − θ′) log(1 + e−ε(θ′)), (2.21)
where hi(θ) is the one-particle eigenvalue of the conserved charge Qi: Qi|θ〉 = hi(θ)|θ〉.




p′(θ) log(1 + e−ε(θ)), and










where qi is defined by Qi =
∫
dx qi(x). Here we introduced the dressing operation, which
is defined for any function of θ as





Note that in the integral-operator language, the dressing operation can also be understood
as the application of (1 − ϕn)−1, i.e. fdr(θ) = ((1 − ϕn)−1f)(θ). Expanding (2.23) and
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plugging it into (2.22), it is readily seen that we can also have an alternative expression














we can express the charge density average in a symmetric way
〈qi〉 = (p′, hi) = (hi, p′). (2.26)
In section 2.3, we will see that the particular form of the (connected) form factor of the
densities of conserved charges qi underlies this symmetry.
It should be stressed that the structure of TBA we just found actually holds in any
known Bethe-solvable quantum systems, whether spin chains or field theories, and whether
relativistic or non-relativistic [64,65,73,75–80]. An alternative way to study the thermo-
dynamics of integrable systems is the quantum transfer-matrix method [81,82].
2.2 TBA from combinatorics
2.2.1 Partition function in terms of the Gaudin determinant
In this section, we shall see that TBA can also be derived from combinatorics, which is a
completely different perspective than the one presented above. The underlying idea was
introduced in the original works [83–86], but the exposition here will largely follow the
recent works [66,87,88]. Let us first recall the definition of the partition function







e−RE(n1,··· ,nM ), (2.27)
The sum here is in fact overcounting; assuming the bosonic statistics of the system under
consideration, in the fermionic TBA, coinciding quantum numbers are not allowed. As
























e−RE(n,n) + · · · . (2.29)
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It is easy to see that the sum (2.29) covers all the terms each of which involves a Boltzmann




m ) with a fixed number of quasiparticles M = r1 + · · ·+rm.
Here, nrkk symbolically implies that there are rk quasiparticles with the quantum number
nk, hence E(n
rk
k ) corresponds to the total energy of these quasiparticles. We can interpret




m ) corresponds to a configuration of a set of M
quasiparticles with m clusters where the number of quasiparticles in each cluster is rm.
Note that quasiparticles in a same cluster has the same velocity, hence do not interact
each other (see Fig. 2.2). Having this in mind, the expansion of the Kronecker delta in
Figure 2.2: Clusters of quasiparticles.















where Cr1,··· ,rm is a to-be-determined factor, which is purely combinatorial. The combi-
natorial factor Cr1,··· ,rm can be fixed by merely invoking the free fermion case: in free























where H1P is the one-particle Hilbert space and H1P =
∑
nE(n)|n〉〈n| is the one-particle
Hamiltonian, and in the second equality we used det eX = eTrX that is valid for any linear
operator X. The last expression can be expanded, yielding















from which we infer
Cr1,··· ,rm =
1
r1 · · · rm
. (2.33)
We therefore observe that the insertion of the Kronecker delta (2.28) amounts to the
clustering of particles with same rapidities. Then the numerical factor (−1)r/r accounts
for the Fermi statistics of the system, and also Zr symmetry of the identical particles
within each cluster.
The goal now is to achieve the exact resummation over the quantum numbers and
multiplicities with the combinatorial factor Cr1,··· ,rm in (2.30). We first note that the
quantum numbers ni in (2.30) and the associated rapidities θi do not satisfy the usual
Bethe equation (2.6). Fixing the number of clusters m, suppose we let a test quasiparticle
with momentum pj travel around the system. During the travel the quasiparticle will
undergo
∑





S(θj − θk)rkS(0)rj−1. (2.34)
Since we are working with fermionic TBA we have S(0) = −1, and accordingly the
following generalized Bethe-Yang equation follows
ψj(θ
r1
1 , · · · , θrmm ) := pjL+
m∑
k 6=j
rkφ(θj − θk) + π(rj − 1) = 2πnj. (2.35)
Now, we want to take the thermodynamic limit of (2.30), and in particular, pass from the



































· · · dθm
2π
























δjk − rjϕ(θk − θj). (2.38)
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For the later convenience, it is in fact useful to introduce the rescaled Gaudin matrix
Ĝjk = Gjkrk so that we can express Ĝjk in terms of the Laplace matrix ϕ̂jk as
Ĝjk = Lp





rjrlϕ(θj − θl)δjk − rkrjϕ(θk − θj). (2.40)
2.2.2 Matrix tree theorem
At first glance, carrying out the integrations and summations in (2.37) is a formidable
task, especially due to the appearance of the Gaudin matrix. It turns out, however, that
the very form of the Gaudin matrix is what facilitates such computations by appealing
to the matrix tree theorem. In order to introduce the notion of the matrix tree theorem,
let us recall some basics of graph theory.
Definition 2.2.1 (Graphs). A graph is a set of vertices and edges (V,E). If each edge of
a given graph is directed, the graph is called a directed graph. If some numerical value is
assigned to each edge of a graph, then the graph is called a weighed graph.
Definition 2.2.2 (Trees and forests). A tree is a connected graph without cycles. A forest
is a set of trees. If vertices of a tree cover all the available vertices in a given graph, then
the tree is called a spanning tree. A spanning forest is defined in a similar way.
In our considerations we are only interested in directed and weighted graphs, so let us
introduce the definition of Laplacian matrices of these graphs.
Definition 2.2.3 (Laplacian matrix). Given a weighed directed graph with n vertices, let
us assume that a weight ωjk is assigned to each directed edge that is outgoing from the





ωjl − (1− δjk)ωjk. (2.41)
If we interpret the weights ωij as currents, then the Laplacian matrix Ljk represents all
the incoming currents to j when j = k, and a negative current on the edge 〈jk〉 when
j 6= k.
Having these objects defined, let us present the most important theorem for us to
calculate the partition function (2.37).
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Definition 2.2.4 (Weighed matrix tree theorem). Let α be a subset of an integer set
{1, . . . , n}, and L be a Laplacian matrix defined by (2.41). Denoting the principal minor
of L obtained by subtracting its α-rows and α-columns as L(α|α), the principal minor is







where l ∈ F is an edge in a forest F , and Fα is a set of forests each of which contains
exactly |α| trees rooted at vertices of α.
It is illuminating to illustrate the theorem using the case of n = 3, for which the




ω12 + ω13 −ω12 −ω13
−ω21 ω21 + ω23 −ω23
−ω31 −ω32 ω31 + ω32

 . (2.43)
First, one of the rank-2 principal minors L(1|1) is given by
L(1|1) = ω21ω31 + ω21ω32 + ω23ω31. (2.44)
Since |α| = 1, the directed forests we have for L(1|1) are directed trees rooted at 1 (see
Fig. 2.3). If, on the other hand, we choose α = {2, 3}, then the rank-1 principal minor
L({2, 3}|{2, 3}) is simply
L({2, 3}|{2, 3}) = ω12 + ω13. (2.45)
The associated forests are depicted in Fig. 2.4.
Figure 2.3: Forests corresponding to L(1|1).
Now, let us apply the matrix tree theorem to the Gaudin determinant G = Ĝ/∏i ri,








Figure 2.4: Forests corresponding to L({2, 3}|{2, 3}).
where now the weight is ωjk = rjrkϕjk, the weighed matrix tree theorem (2.42) allows us
















where p′i = p
′(θi) and ϕjk = ϕ(θj − θk).
2.2.3 Resummation over forests
We are now in a position to carry out the exact resummation in (2.37) by means of the





























































. In each forest,
we have three ingredients that constitute them; roots, vertices, and edges. We assign
numerical values to them according to Fig. 2.5. With this rule in mind, let us explicitly
write down the first few terms that appear in the expansion:
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Figure 2.5: Feynman rules for roots, vertices, and edges.



























+ · · · . (2.49)
We then immediately observe that, upon integrations, we are left with forests
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accompanied by the symmetry factor of each tree
Z = 1 + + · · · , (2.50)
where the box dots imply that the integrations over rapidities and summations over the








where Vi is a value of the tree labeled by i, and ni is the number of its copy so that
1/ni! serves as the global symmetry factor of the tree within a given forest. The partition
function can be then written as a sum of these forests, which in turn exponentiates as in









V n11 · · ·
1
nN !
V nNN = exp(V1 + V2 · · · )
= exp

 + · · ·

 . (2.52)
Notice that the diagrams in the exponential come with their internal symmetry factors.
By pulling out the factor Lp′r from the roots (red dots), we can cast logZ into the









where Yr(θ) is the generating function of directed trees that are rooted at (θ, r) (see Fig.
2.6).
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Figure 2.6: Generating function of the trees rooted at (θ, r).
Figure 2.7: Schwinger-Dyson equation for Yr(θ).
Note that the root of each tree in the summation in Fig. 2.6 has the same weight as
other vertices. Then the generating function Yr(θ) is expected to satisfy the
self-consistency condition depicted in Fig. 2.7, which can be interpreted as the
Schwinger-Dyson equation in the language of quantum field theory.
Recalling the Feynman rules Fig. 2.5, the diagrammatic equation Fig. 2.7, which can













































Since this implies ∑
r
rYr(θ) = log(1 + Y1(θ)), (2.57)








Defining Y1(θ) = e
−ε(θ), this is nothing but the Yang-Yang equation (2.16). Finally,






p′(θ) log(1 + Y1(θ)) +O(e−L). (2.59)
It is remarkable that two completely different approaches, one is maximizing the free
energy, and another is to directly compute the standard definition of the partition function
(2.27), yield exactly the same results.
2.3 Form factors in integrable systems
2.3.1 Axioms for the elementary form factors
In this section, we review fundamental properties of the building blocks in integrable
relativistic quantum field theories: form factors (see e.g. [90]). Let us suppose that the
theory we consider has one particle species of mass m, and has no internal degrees of
freedom. Let us also assume that the theory is supported on an infinitely extended
geometry. It is worth emphasizing that the infinite-volume limit is taken in the following
consideration unless otherwise stated. This results in the existence of kinematic and
dynamical poles that will be prescribed by some of the axioms below; the connection
between the infinite and finite volume form factors will be presented in the next subsection.
The Hilbert space of a generic (1+1)-D relativistic quantum field theory has natural bases:
asymptotic in and out states |θ1, · · · , θn〉in,out parameterized by rapidities θ, which in turn
diagonalize all the conserved charges if the model is integrable (to fix the basis, we use
the out state, i.e. the ordering θ1 < · · · < θn). The form factors of a local operator O of
the model is then defined by
Fn+m(θ1, · · · , θn|η1 · · · , ηm) = 〈θ1, · · · , θn|O(0)|η1, · · · , ηm〉. (2.60)
This type of object appears whenever we express physical quantities in terms of the
Källén-Lehmann spectral representation. For instance, the thermal correlation function
〈O1(x, t)O2(0, 0)〉 can be expanded as
〈O1(x, t)O2(0, 0)〉 =
1
Z



























k P (θk))x|Fn+m(θ1, · · · , θn|η1 · · · , ηm)|2. (2.61)
Form factors can be in fact decomposed further into the more elementary blocks called
elementary form factors
Fn(θ1, · · · , θn) = 〈vac|O(0)|θ1, · · · , θn〉. (2.62)
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Decomposition into those pieces can be achieved by making use of the crossing relations
Fn+m(θ1, · · · , θn|η1 · · · , ηm)








× Fn+m−1(θ1, · · · , θn−1|η1 · · · , ηk−1, ηk+1, · · · , ηm)
)
(2.63)
The elementary form factors are expected to satisfy the following axioms [90]:
1. Relativistic invariance
Fn(θ1 + η, · · · , θn + η) = esηFn(θ1, · · · , θn) (2.64)
where s is the spin of the operator O.
2. Watson’s equations
Fn(θ1, · · · , θk, θk+1, · · · , θn) = S(θk − θk+1)
× Fn(θ1, · · · , θk+1, θk, · · · , θn) (2.65)




Fn+2(θ + πi, θ







Fn(θ1, · · · , θn). (2.67)
Note that if our model has bound states, there are additional dynamical poles on the
imaginary axis within the strip 0 < Im θij < π. We further assume that form factors are
meromorphic functions except poles that are dictated by the axioms mentioned. In what
follows, for brevity, we shall focus on the case with one particle species.
2.3.2 Finite volume form factors
As we saw in the previous section, in the infinite-volume limit, elementary form factors
are generically plagued by poles (singularities) when two rapidities approach together.
This often gives rise to computational issues in the form factor expansions, and therefore
better be regularized. One natural way to do so is to consider a system with the finite
volume L [91–96]. Contrary to the infinite-volume case, each state in the system can be
characterized by specifying quantum numbers, i.e. |n1, · · · , nN〉, where {ni} satisfy the
Bethe-Yang equations (2.6). The spectral expansion (2.61) in terms of quantum numbers
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now read
〈O1(x, t)O2(0, 0)〉L =
1
Z























k P (θk))x|〈nN , · · · , n1|O(0, 0)|m1, · · · ,mM〉|2. (2.68)
In the thermodynamic limit, (2.68) becomes (2.61) up to the exponentially decaying
correction in system size O(e−µL), where µ is a positive, model dependent constant [93].
Then, changing the variables from the quantum numbers {ni} to rapidities {θ} as in
(2.37), we can relate states |n1, · · · , nN〉L and |θ1, · · · , θN〉L as
|n1, · · · , nN〉L =
1√
G(θ1, · · · , θN)
|θ1, · · · , θN〉L, (2.69)
where G(θ1, · · · , θN) is the Gaudin determinant (2.47). This further implies that, using
the crossing relation
〈nN , · · · , n1|O(0, 0)|m1, · · · ,mM〉 =
FN+M(θ1 + iπ, · · · , θN + iπ, η1 · · · , ηM)√
G(θ1, · · · , θN)G(η1, · · · , ηM)
+O(e−µL),
(2.70)
as long as there is no overlap between the two rapidity sets {θ} and {η}. If there is at
least one common rapidity, then it gives rise to the appearance of disconnected terms. For
interacting systems1, there are only two situations where such term arise: one is where
the two sets {ni} and {mj} are exactly the same, i.e., N = M and
{n1, · · · , nN} = {m1, · · · ,mM}. (2.71)
Obviously this gives a diagonal matrix element, on which object we elaborate in the next
section. Another case is where both states are parity-symmetric
{n1, · · · , nN} = {−nN , · · · ,−n1}, {m1, · · · ,mM} = {−mM , · · · ,−m1}, (2.72)
for which further details can be found in [94].
2.3.3 Diagonal matrix elements and LeClair-Mussardo formula
Diagonal matrix elements of a local field 〈←−θ |O(0)|−→θ 〉, where we introduced the short-
handed notation |−→θ 〉 = |θ1, · · · , θn〉 (and 〈
←−
θ | = 〈θn, · · · , θ1|), play a crucial role in com-
puting the thermal average of the local field. According to the crossing relation (2.63),
1In free models, we could also have a disconnected term when there are a subset of {ni} and {mj}
that are equal.
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the relevant form factor for this object is [93]
F2n(θ1 + πi, θ2 + πi, · · · , θn + πi, θn, · · · , θ2, θ1), (2.73)
which is ill-defined due to the presence of kinematic poles. In order to better understand
the singularity structure of the form factor (2.73), let us regularize it as follows:













fi1,i2,··· ,in(θ1, · · · , θn)δi1δi2 · · · δin + · · · , (2.74)
where fi1,i2,··· ,in(θ1, · · · , θn) is completely symmetric with respect to a rearrangement of
indices, and “· · · ” refers to all the terms that vanish upon taking {δi} → 0 in any order.
Notice that the value of the form factor (2.74) depends on the order of limits {δi} → 0,
hence the order has to be properly specified so as to obtain a meaningful value. There
are two common ways to eliminate such singularities: one is to keep only finite terms
by getting rid of all the terms that are divergent when taking {δi} → 0 in (2.74). This
prescription gives the finite unique result that is irrelevant to the order of limits {δi} → 0,
yielding the connected form factor [68,94]
F c2n(θ1, · · · , θn) = FP lim{δk}→0
F2n(θ1 + πi + δ1, · · · , θn + πi + δn, θn, · · · , θ1). (2.75)
Another one is to take a uniform limit such that δi = δ → 0 for all i that gives rise to the
finite symmetric form factor [94]
F s2n(θ1, · · · , θn) = lim{δk}=δ→0
F2n(θ1 + πi + δ, · · · , θn + πi + δ, θn, · · · , θ1). (2.76)
It was proven in [94] that, in terms of these form factors, the finite-volume diagonal matrix
element 〈←−θ |O(0)|−→θ 〉L can be written as









F c2|α|({θi}i∈α)G(α|α) +O(e−µL), (2.77)
where G(α|α) is the principal minor of the Gaudin matrix, as before. Notice that, in fact,










holds for whatever system size L. Therefore, it is possible to write a symmetric form factor
F s2n(θ1, · · · , θn) just in terms of connected form factors F c2n(θ1, · · · , θn) only by taking a
limit L→ 0:















Since I is always a non-empty set, (2.80) necessarily vanishes when L → 0 except when
ᾱ = ∅, i.e. α = {1, · · · , n}. Hence the LHS of (2.78) becomes that of (2.79) under the
limit. Together with an immediate observation that G(α|α) → L(α|α) with L → 0, the
relation (2.79) is established.
Having these in mind, we are now in a position to introduce the LeClair-Mussardo
formula [68]. The formula is a variant of Källén-Lehmann spectral representation for the
thermal (or GGE) average of a local operator O, and is valid only in the infinite volume













F c2l(O; θ1, · · · , θk) (2.81)
where Z is the partition function, and the filling function n(θ) is given by (2.15). This
is a remarkable simplification in computing the thermal average of a local operator, but
it still requires us to compute the connected form factor, which in general is very hard.
Further, even if one manages to do so, carrying out the resummation is, in most cases,
not feasible. Therefore, in practice, the formula is used with truncating after some terms;
if excitation over the vacuum is small enough, this provides a fairly good approximation
of the average.
We shall derive the formula combinatorially below. To start, let us first write down






























m )〈nrmm , · · · , nr11 |O|nr11 , · · · , nrmm 〉. (2.82)
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e−RrjE(θj)〈θrmm , · · · , θr11 |O|θr11 , · · · , θrmm 〉 (2.83)
Notice that the matrix element entering in the expression actually differs from the stan-
dard one 〈←−θ |O(0)|−→θ 〉L up to the multiplicities for rapidities. Motivated by the Takács-
Pozsgay formula (2.77), it was postulated in [93] that a similar formula holds even with
the multiplicities:






Ĝ(α|α) = det(D̂(α|α) + L(α|α))) =
∑
I⊂ᾱ















where D̂ij = Lp
′








































Forests in the forest expansion in (2.86) are slightly more complicated than those showing
up in (2.48). Each forest is made of directed trees rooted at vertices α ∪ I where α ⊂
{1, · · · ,m} and I ⊂ ᾱ. These trees can be further grouped into those rooted at I and
α, the latter of which can be regarded as a decoration of a single vertex with |α| lines
growing out: see Fig. 2.8. Summing over the forests those two subforests are factorized,
and as a consequence, the former consisting of vacuum diagrams are canceled out by the
partition function in (2.86). We are thus left with the diagrams depicted in Fug.2.9, where
the symmetry factor of each tree is taken into account as usual. It is immediate to write














2m(θ1, · · · , θm). (2.87)
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Figure 2.8: A typical forest appearing in (2.86). It can be divided into subforests com-
prising vacuum diagrams and a vertex F c2|α| with |α| lines growing out of it each of which
is connected to a tree.
Figure 2.9: Tree expansion of a thermal one-point function. A blue dot is the generating
function of the trees rooted at a particular vertex, as defined in Fig. 2.6.







As stated above, it is in general hard to obtain exact connected form factors, but there
are some known observables whose connected form factors are explicitly determined. One
of such example is the densities of the conserved charges, q, for which the connected form
factor reads
F c2n,q(θ1, · · · , θn) = h(θ1)ϕ1,2 · · ·ϕn−1,np′(θn) + perm, (2.89)
where perm. is understood as permutations with respect to the integer set {1, · · · , n}.
This was conjectured by Saleur in [97], and can be in fact obtained easily combinatorially
[66]. We first realize that its finite volume matrix element is trivially given by






Plugging it into (2.83), we then realize that the resulting forest expansion merely generates
all possible forests each of which contains a tree in which rjh(θj)/L is inserted at one of
the vertices. In each forest, trees without the insertion constitute the vacuum trees as
usual. This results in the factorisation of the set of trees with insertions and forests
without insertions, the latter of which are cancelled out by the partition function. We
then end up with the spanning trees each of which is inserted rjh(θj)/L at an arbitrary
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vertex. Notice that we can think of each tree as a consequence of decorating the vertices
belonging to the unique spine growing out from the root down to the inserted vertex. As
a consequence, the sum over such spanning trees can be expanded as in Fig. 2.10. Pulling
Figure 2.10: Tree expansion of a thermal one-point function for the density of a conserved
charge. The black circle indicates the vertex at which the extra factor is inserted.Note
that global symmetric factors are absent, as the trees are marked.





























′(θn)ϕ(θn, θn−1) · · ·ϕ(θ2, θ1)h(θ1), (2.91)







From the last line of (2.91), it is obvious that the expression is invariant under swapping





The underlying condition for the validity of hydrodynamics is usually referred to local
equilibrium and its stable propagation, in a manner of which local equilibrium is achieved
at each time slice. The emergent mesoscopic region in space (and time) within which equi-
librium is effectively realized is called fluid cell [33,45], and we claim that hydrodynamic
approximation is valid whenever the system evolves with maintaining the local equilib-
rium. Fluid cells are supposed to be large enough so that thermodynamics can be locally
applied to each of them, but still small enough compared to macroscopic scales such as
the variation of the density of the fluid. The emergence of fluid cells is also called the
separation of scale, and is the only working assumption that underpins the use of hydro-
dynamics. Technically, the assumption of local equilibrium and its stable propagation is
implemented through the hydrodynamic equations. To illustrate the idea, let us consider
the slow dynamics of a locally interacting many-body system. Let us further suppose that
the system has N conservation laws with conserved charges Qi, i = 1, · · · , N . Accordingly
we have the associated density of the conserved charges qi (i.e. Qi =
∫
dx qi(x, 0) ) and
the current ji that satisfy the continuity equation
∂tqi(x, t) + ∂xji(x, t) = 0. (3.1)
The corresponding continuity equation for the average of qi and ji can then be written
down:
∂t〈qi(x, t)〉+ ∂x〈ji(x, t)〉 = 0, (3.2)
where the average 〈· · · 〉 is taken with respect to the initial density operator ρini. When
the system is varying on a large scale both in time and space, the assumption of local
equilibrium is implemented as follows [98]: the average of any observable A(x, t) can be
expressed just in terms of 〈qi(·, t)〉. Namely, for every A(x, t), there is a functional of
qi(·, t) = 〈qi(·, t)〉 such that
〈A(x, t)〉 = F [~q(·, t)], (3.3)
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where qi(·, t) refers to the average charge density in the vicinity of space x. Equivalently,
we can also write A(x, t) as a derivative expansion
〈A(x, t)〉 = A[~q(x, t)] +
∑
j
B[~q(x, t)]∂xqj(x, t) +O(∂2xqj(x, t)). (3.4)
This is clearly a drastic simplification in computing the space-time dependent observable
averages in an inhomogeneous state; in order to calculate the average of an observable at
(x, t), one only needs to know the averages of the conserved charges within the fluid cell
containing x. The rationale behind (3.3) is that the dynamics of many-body systems is
generically expected to be governed by the slow modes like conserved charges when the
system varies gently, and as such the dynamics of observables are largely constrained by
that of conserved charges.
For our purpose, we apply the derivative expansion to the current average:
〈ji(x, t)〉 = Fi[~q(x, t)]−
∑
j
D ji [~q(x, t)]∂xqj(x, t) +O(∂2xqj(x, t)). (3.5)
Some comments are in order. First, the first term in (3.5), Fi[~q(x, t)], is called the equa-
tions of state, and is completely fixed by the thermodynamics of the model. This is the
leading term in the derivative expansion, and the hydrodynamic theory with the deriva-
tive expansion truncated after this term is called Euler hydrodynamics. The second term
is what we call the constitutive relation, and is responsible for the diffusive effect arising
in the fluids motion. This term accounts for the subleading effect in the derivative expan-
sion, and therefore can be neglected when one considers the dynamics on a sufficiently
large scale. It, however, becomes important when the fluid develops a fine structure, or
when the leading contribution vanishes for some reason (e.g. symmetry) [46,98,99].
Let us first consider the case where the diffusive correction is ignorable, i.e. Euler




A ji [~q(x, t)]∂xqj(x, t) = 0, (3.6)
where A ji [~q(x, t)] = ∂Fi[~q(x, t)]/∂qj(x, t) is the flux Jacobian matrix. The fluid variable
qi(x, t) is a natural and physical variable that originates from the density of the conserved
charges. In fact, at the Euler scale, states, and in particular the average of a local
observable 〈A(x, t)〉, can be fully fixed by the spatio-temporal lagrange multipliers βi(x, t)
[33,100]:

















1A mathematically precise definition of the Euler scale can be found, for instance, in [100].
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Hence this relation induces a map ~β(x, t) 7→ ~q(x, t), which is expected to be bijective.






j(x, t) = 0. (3.8)
Those are however not the most convenient fluid coordinates for some purposes. It is
sometimes better and more transparent to work with another fluid coordinate called nor-
mal mode ~n whose Jacobian matrix for the nonlinear transformation ~q 7→ ~n diagonalizes








= diag (veffi )δ
j
i , (3.9)
where veffi (x, t), which we call effective velocity, are the eigenvalues of A. Accordingly the
hydrodynamic equation in terms of the normal mode takes the diagonalized form
∂tni(x, t) + v
eff
i (x, t)∂xni(x, t) = 0. (3.10)
We therefore see that the matrix A and its eigenvalues completely determine the nature
of ballistic transport. It is however important to note that the existence of such nonlinear
transformation is not always guaranteed2. That said so, we can easily see that stable
normal modes can always exist when the system is close to equilibrium. Suppose that





A ji [~qsta]∂xqj(x, t) = 0, (3.11)
where qsta is the equilibrium average with respect to the uniform background. With the




i qj where RAR
−1 = diag(veffi ), we can transform (3.11)
into the equation for the normal mode
∂tni(x, t) + v
eff
i ∂xni(x, t) = 0. (3.12)
Let us also remark that, in fact, the flux Jacobian matrix A is intimately related to a
quantity that has played a pivotal role in the context of transport phenomena: the Drude









dx〈ji(x, s)jj(0, 0)〉c, (3.13)
2In the case of integrable systems, the special structure of its hydrodynamic equation admits such
transformation, hence the normal modes [45,46,101]
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dx〈ji(x, t)jj(0, 0)〉c. (3.14)




where Bij and the susceptibility matrix Cij are defined by
Bij =
∫
dx〈 qi(x, 0)jj(0, 0)〉c, Cij =
∫
dxSij(x, 0) (3.16)
with the equilibrium correlation function Sij(x, t) = 〈qi(x, t)qj(0, 0)〉c. Note that we used
Bij = (AC)ij = (CA
T)ij in the last expression in (3.15), which can be shown as follows.
First, recall that the following holds for any homogeneous and stationary state
〈ji(x, t)qj(0, 0)〉c = 〈qi(x, t)jj(0, 0)〉c, (3.17)
which implies Bij = ∂〈jj〉/∂βi = ∂〈ji〉/∂βj = Bji. Then, using the chain rule the relation
follows from the definition of A ji and Cij.
To show (3.15), let us introduce the idea of hydrodynamic projection [100,102]. Among
possible implementations, what we present here is called a stronger version of hydrody-
namic projection. The underlying idea is that, in the long-wavelength limit, any physical
state can be projected onto the time-invariant subspace spanned by conserved charges.
More precisely, let us consider an equilibrium correlator SAB(x, t) = 〈A(x, t)B(0, 0)〉c
for two arbitrary local operators A and B, and its Fourier transformation SAB(k, t) =∫
dx eikxSAB(x, t). Furthermore we define its Euler scaling limit as




The hydrodynamic projection is then implemented as the following assumption: SEurAB (kt)







where Cij = (C−1)ij. In hydrodynamics, objects of the form fAB = limt→∞
∫
dxSAB(x, t)






which reminds us of an insertion of the identity of resolution in the spectral decom-




3.2 Effect of diffusion





A ji [~q(x, t)]∂xqj(x, t) = ∂x
∑
j
D ji [~q(x, t)]∂xqj(x, t). (3.21)
To better appreciate the effect of the diffusion term, it is instructive to consider the
propagation of an initial perturbation. For that purpose, let us consider the time-
evolution of the equilibrium correlator Sij(x, t). In order to derive an evolution equa-





dx βk(x)qk(x, 0))/Z, where Z is the partition function of the initial state. Then,
by differentiating 〈qi(x, t)〉 with respect to βj(y), we obtain 〈qi(x, t)qj(0, 0)〉cini whose av-
erage is evaluated with respect to ρini. Taking the uniform limit βi(x) → βi for all i, we
then have the equilibrium average 〈qi(x, t)qj(0, 0)〉c. We perform the similar manipula-
tion to (3.21), and noting that ∂xqi(x, t) = 0 when evaluated with the uniform Lagrange





A ki [~qsta]∂x −D ki [~qsta]∂2x
)
Skj(x, t) = 0. (3.22)
This equation now takes the form of the heat equation, thus has a closed solution. Suppose
that we choose our initial state as Sij(x, 0) = Cijδ(x, 0). Then the solution of (3.22) is












Notice that the solution is valid only for t > 0, and not true for t < 0. This is because,
provided the Navier-Stokes equation is correct for t < 0, it cannot emerge from the
initial condition ρini, which is a state prepared at t = 0, i.e. time later than t < 0.
Nonetheless we can still deduce the equation Sij(x, t) satisfies when t < 0 by invoking the
PT -symmetry. PT -symmetry can be implemented in various ways to a given system,
but has to be represented by an anti-unitary transformation that preserves Hamiltonian
and momentum operator. It is in fact very natural to assume the symmetry, which is
expected to be possessed by most physical system (see e.g. [103] for a review of PT -
symmetric systems in general). Here we assume the stronger version of it, namely we
assume that all the conserved charges Qi are PT -symmetric, and that local observables
are transformed into local observables under PT transformation. These conditions then
impose a constraint as to how PT -transformation acts onto densities of conserved charges




PT qi(x, t)(PT ) = qi(−x,−t). (3.24)
We then perform the PT -transformation to Sij(x, t), which gives Sij(x, t) = Sij(−x,−t).












Skj(x, t) = 0, (3.25)
which is now only valid for t < 0. This allows us to derive the full Sij(x, t) defined for












The physical meaning of it becomes even clearer if instead we look at the correlators of
normal modes, i.e. S]ij(x, t) = 〈(R~q)i(x, t)(R~q)j(0, 0)〉c. We normalize the normal modes
so that
∫
dxS]ij(x, t) = δij, which entails RCR




















−1) ml δmj = v
eff









−1) ml δmj. The
diffusion matrix in the normal mode basis D]ij obviously couples each normal mode to
another, but we anticipate that, for large t, the cross-coupling accounted for by the non-
diagonal components of D]ij becomes negligible. This decoupling principle is motivated
by the fact that each normal mode has its propagation velocity veff (assumed to be non-
degenerate), wherefore correlation between two distinctive modes become substantially
small in the large time limit. Hence we expect that, for large t,



















where we assumed that the diagonal components D]ii are positive for all i. We are finally in
a position to examine how the diagonal correlator S]ii(x, t) with the initial delta-function
profile S]ii(x, 0) = δ(x) propagates across the system. First, when we ignore the effect
of diffusion, we immediately see that the correlator keeps its form in the course of time-
evolution, i.e. S]ii(x, t) = δ(x− vefft). The role played by diffusion is then to broaden the
sharp profile so that the width of the peak spreads as ∼ t 12 . Namely, in the presence of
diffusion, S]ii(x, t) represents a peak propagating ballistically with broadening diffusively
[47].
3We always have a freedom to add a total derivative term to qi and ji by making sure that, after these




4.1 Basic formalism of generalized hydrodynamics
In this section, we review the paper [45] supplemented by some topics discussed in [104].
My main contribution in [45] are the (sketchy) proofs of the current average formula
(presented in the appendix D) and analysis on the Lieb-Liniger model.
As we discussed in the section 3.1, the idea of hydrodynamics has been applied to,
even within the realm of mechanical many-body systems, a plethora of both quantum and
classical systems. It had not been, however, applied to integrable systems until 2016 in the
works [45,46] in which the Euler scale hydrodynamics of integrable systems was proposed
for the first time. Its validity for the spin-1/2 XXZ chain was also checked against strin-
gent numerical simulation by the time dependent density matrix renormalization group
(tDMRG) in [46]. Initiated by these two works, the idea of hydrodynamics for integrable
systems, later coined generalized hydrodynamics1 (GHD), has been an extremely active
subject since then, revealing its remarkable structures as well as far-reaching predictive
power that is useful in describing the dynamics of ultra-cold atoms confined in one di-
mension.
Before going into the detail of the theory, let us summarize the developments of GHD
so far and its current status. After the invention of the theory, it was soon extended
so that it can incorporate the effect of external potentials [104]. This made the theory
into a prominent tool to theoretically study the dynamics of the Lieb-Liniger gas in the
inhomogeneous potential, which is expected to describe the actual ultra-cold atom exper-
iments. Furthermore, it was also realized that there is a remarkable correspondence with
the hydrodynamics of the classical hard-rod gases [69], which will be elaborated in the
section 4.3. This has allowed us to simulate GHD efficiently by means of molecular dy-
namics even in the presence of external forces [105,106]. Meanwhile, instead of simulating
GHD, a way to directly solve the GHD equation was also sought. It turned out that the
1This name was chosen following the nomenclature in integrable systems, i.e. in the same spirit as
how GGE was termed.
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conventional method of characteristics can actually be applied to the GHD equation in
two different, but closely-related manners [107,108].
These investigations indeed aimed at understanding and solving the hydrodynamics
of integrable systems at the Euler scale, which is the largest possible hydrodynamic scale
in space and time. By simply appealing to the nature of quasi-particle excitations that
propagate ballistically, it is tempting to conclude that all the large scale dynamics in
integrable systems follow the GHD equation. However, as we mentioned in the intro-
duction already, there are known cases where ballistic transport is absence, and rather,
diffusive transport is realized. One of the most prominent examples is the spin trans-
port in the gapped XXZ spin-1/2 chain where all the conserved charges are spin-flip
invariant except the z-component of spin Sz, rendering the spin Drude weight being
zero [56, 57, 98, 99, 109–112]. Hence it is of prime importance, and also a natural exten-
sion as a hydrodynamic theory, to know how to implement the diffusion corrections to
the original Euler scale GHD equation. This enterprise actually requires us to work out
computations involving a rather nontrivial correlation function. Being said so, it was
recently realized that one can actually assess the correlation function with the aid of ther-
modynamic form factors2 [114, 115], and it was confirmed that the so-obtained diffusion
constants agree with tDMRG numerics as well as reproduce the known diffusion correc-
tions of the hard rod gases [98]. With the diffusive corrections, we have therefore obtained
the full Navier-Stokes equation for integrable systems. It was also realized later that the
diffusion constants in integrable systems actually constitute a nontrivial contribution to
the whole diffusion constants in a generic non-integrable system with ballistic compo-
nents [116, 117]. So far GHD has been applied to a wide range of models from classical
integrable systems such as the classical hard-rod gases [118,119], the classical sinh-Gordon
model [120], and the classical Toda chain [121–124] to quantum integrable systems such
as the Lieb-Liniger model [45,70,105,108], the XXZ spin 1/2 chain [46,99,112,125–127],
the Fermi-Hubbard model [128], and the sine-Gordon model [129].
NESS currents are one of the primary quantities to look at in hydrodynamics. They
can be, however, also obtained as a byproduct by studying the fluctuation of the trans-
ferred charge. A common pathway to study fluctuation is the large deviation theory, or
equivalently, the full counting statistics [130]. Of particular interest in the latter is the
cumulant generating function that encodes all the information of fluctuation including
the currents. The cumulant generating function in integrable systems was explicitly de-
rived [102,131] in a way that is somewhat related to the macroscopic fluctuation theory [2].
The validity of the cumulant generating function was confirmed for the hard rod gases
by computing the first few cumulants obtained by the generating function and comparing
2Thermodynamic form factors are the generalization of standard form factors in a sense that the
standard ones are matrix elements for excitations over the vacuum, while the thermodynamic ones involve
excitations on top of the thermodynamic macro states. A program to rationalize the thermodynamic
form factor approach in the same spirit as the conventional form factor approach has been put forward
recently [113], but large parts of it has not yet been well grounded.
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against Monte-Carlo simulations [131].
In the context of ultra-cold atom experiments, the actual setup used in the quantum
Newton’s cradle experiment was demonstrated using GHD for the Lieb-Liniger model
in [105]. There, the lack of thermalization after two clouds of the Lieb-Liniger gases
colliding each other was indeed observed as in the experiment. In fact, it is reasonable
to expect that if we wait long enough (longer than the time scale accessible by state-of-
the-art experiments), then inhomogeneity of the trap induces integrability-breaking and
eventual relaxation to a Gibbs state. This was note quite what we observed: because
the GHD equation has actually infinitely many conserved quantities even in the presence
of trapping potentials (not in the sense of Bethe ansatz), an equilibration to a Gibbs
state could not be captured by GHD. It is also noteworthy that the validity of GHD was
recently experimentally confirmed using 87Rb gases on an atom chip [106]. Importantly,
in the experiment, it was explicitly demonstrated that the experimental data agrees more
with the prediction by GHD than with that by conventional hydrodynamics, thereby
invalidating the use of conventional hydrodynamics in describing the dynamics of one
dimensional ultra-cold atom gases in general.
Following [45,104], let us first introduce the basic formalism of the Euler scale GHD. At
the Euler scale, according to the principle of derivative expansion (3.5), we can completely
fix the hydrodynamic problem by providing the equations of state: relations connecting
averages of currents to averages of densities. In integrable systems, the thermodynamic
Bethe ansatz (TBA) formulation, introduced in the section 2.1, of GGE averages offers a
powerful way of obtaining these equations of state. In this formulation, the most natural
objects are the quasi-particles. Recall that quasi-particles are parametrized by their in-
ternal quantum numbers a (parametrizing the spectrum of the model) and a continuous
rapidity θ. Note that θ will be identified with the velocity in Galilean systems or the
rapidity in relativistic systems. Furthermore, the model can also have additional internal
degrees of freedoms (flavor), which results in non-diagonal scatterings. Integrable systems
with these additional degrees of freedoms, such as the sine-Gordon model and the Fermi-
Hubbard model, are known to be solved by the nested TBA, and it has been checked
that generalized hydrodynamics can be naturally applied to these systems as well. For
brevity, we shall consider the simplest case in the following considerations, i.e. a generic
quantum integrable system possessing single species (of fermionic type) only with diago-
nal scatterings. The fundamental object that complete the full specification of the model
is the differential scattering ϕ(θ, θ′), describing the scattering between particles. By rela-
tivistic or Galilean invariance, it depends on the rapidities or velocities only through their
differences θ − θ′.
The basic ingredient needed to specify the full hydrodynamic states at the Euler scale
is, according to (3.6), the equations of state 〈ji〉ρ = F[〈~qi〉ρ], i.e. the thermodynamic
relation between the average of densities qi of conserved charges Qi =
∫
dx qi(x, 0) and
the average of associated currents ji. Here the average is taken with respect to an arbitrary
GGE ρ ∼ e−
∑
i βiQi . A cornerstone of GHD is that, one can actually express both 〈qi〉ρ
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and 〈ji〉ρ in terms of quasi-particle basis. The TBA expression of 〈qi〉ρ was derived in
the section 2.3.3, and we shall present the derivation of the current averages in the next
section. Let us simply cite the results here; to reiterate, the average charge densities 〈qi〉ρ,




where ρp(θ) is the density of particle determined by (2.15), (2.16), and (2.20), and hi(θ) is
the one-particle eigenvalue of the conserved charge Qi: Qi|θ〉 = hi(θ)|θ〉. Note that this is
the only quantity entering in the expression that has information about Qi. By contrast,
although the LeClair-Mussardo-Saleur formula (4.1) has been known for decades (and also
follows straightforwardly from TBA), it was not known until 2016 was how to express the










and where E(θ) and p(θ) are the energy and momentum of a particle at velocity or rapidity
θ, and the dressing operation was defined in (2.23). We emphasize that the current average
formula (4.2) is true only at the Euler scale; when diffusion corrections are taken into
account, the current average also includes the subleading term as per (3.5). Notice that
the averages of densities 〈qi〉ρ and currents 〈ji〉ρ differ only by the appearance of veff(θ) in
the latter. These relations are independent of the state itself, and they characterize the
family of GGE states for a given model. In this sense, the form of the effective velocity
can be regarded as the GGE equations of state, and could be alternatively represented
as [45]






with the group velocity vgr(θ) := E ′(θ)/p′(θ). This expression is more physically sugges-
tive, as we can clearly see that the first term represents the velocity of a freely propagating
particle while the second term accounts for the renormalization due to the interaction /
scatterings with other particles. In the subsequent section, we will present a kinetic
derivation of (4.4), which allows us to understand it as a consequence of scatterings
among soliton-like particles.
We are now in a position to spell out the Euler equation for integrable systems. Plug-
ging (4.1) and (4.2) into (3.2), and using the completeness of the set of hi(θ)
3, one arrives
3It is commonly believed that the functions hi(θ) associated to pseudolocal charges form a complete
set of basis of L2-space [132]
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at the following equation
∂tρp(θ) + ∂x(v
eff(θ)ρp(θ)) = 0. (4.5)
This is the GHD equation, and serves as the fundamental dynamical equation that com-
pletely characterizes the dynamics of integrable systems at the Euler scale. The fluid
variable ρp is indeed physically motivated, as it is directly connected to conservation laws
of the system, but one could work as well with another variable. A particularly useful
one is the normal mode n(θ) for which (4.5) can be cast into the diagonalized form
∂tn(θ) + v
eff(θ)∂xn(θ) = 0. (4.6)
The flux Jacobian matrix [119] associated to the transformation ρp(θ) 7→ n(θ) is given by
A(θ, α) =
∫
dβ(R−1)(θ, β)veff(β)R(β − α), (4.7)
where R(θ − α) is the transformation matrix











Notice that, employing the integral operatorial notation, we can also write the matrix
A simply as A = R−1veffR. We also normalize R, which is the left eigenvector of A, as
R = 1− nT where T = ϕ/(2π).
In order to illustrate how GHD works, let us apply it to solve one of the cleanest
nonequilibrium setups: partitioning protocol. This is a protocol to generate a NESS by
gluing two identical systems that are initially thermalized at different temperatures (or,
more generally, initially prepared with different global parameters such as the chemical
potential). Supposing that initially Lagrange multipliers ~βR,L are used to prepare two
halves of the system, the initial condition can be implemented as the asymptotic condition
lim
x→±∞
〈~q(x, 0)〉ini = 〈~q〉~βR,L . (4.9)
With this initial condition, we can expect that the system becomes scale invariant under
a rescaling (x, t) 7→ (ax, at) for a ∈ R, and accordingly the solution of (4.6) depends on
rays ξ = x/t only. Therefore we can rewrite (4.6) as
(veff(θ)− ξ)∂ξn(θ) = 0, (4.10)
which can be solved as [45,46]
n(θ) = nL(θ)Θ(θ − θ∗) + nR(θ)Θ(θ∗ − θ), (4.11)
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where Θ(θ) is the step function, and θ∗ is a function of ξ. The value of θ∗(ξ) at which
n(θ) has a jump is determined by the relation veff(θ∗) = ξ. Equivalently, defining rξ(θ) =
E ′(θ) − ξp′(θ), θ∗ is the zero of rdrξ (θ), i.e. rdrξ (θ∗) = 0. Unfortunately it is not possible
to calculate θ∗ analytically, but numerical iteration allows us to determine it with the
desired precision. To be more precise, we can fix it as follows: for the first iteration,
we start with θ∗ in the free case, i.e. θ∗ = v−1(ξ) (in the case of relativistic systems
v−1(ξ) = arctan(ξ), while in the nonrelativistic case, v−1(ξ) = ξ), and plug it into (4.11).
We then use it to compute rdrξ (θ) and numerically calculate its zero, i.e. new θ∗. Since
rdrξ (θ) is a monotonically increasing function in θ, we anticipate that r
dr
ξ (θ) always admits
the unique zero for each ξ. We then repeat this procedure until the value of θ∗ converges.
We numerically find that indeed the value of θ∗ converges rather quickly, and its precision
can be controlled by the number of iterations. In [45], we analyzed energy and charge
transport in the Lieb-Liniger model and sinh-Gordon model, and obtained the results that
are consistent with particular limits and known inequality that bounds the allowed value
of energy NESS currents [133].
So far we have considered the case where there is no external force that drives the
system. In fact, GHD equation can naturally incorporate the effect of external forces [104].
For instance, let us consider the Lieb-Liniger model, which is a prototypical integrable
system and is often used to characterize the dynamics of ultra-cold atom gases. The













where c > 0 is the coupling constant. Suppose a Lieb-Liniger gas is put in an external
potential V (x) that couples to the density of the system q0. The Hamiltonian for the
trapped Lieb-Liniger model is then given by
Hforce = H +
∫
dxV (x)q0(x). (4.13)
One can then show that, as long as the trap is varying in a slowly enough fashion (so that
higher derivative terms in the derivative expansion with respect to V can be neglected),
the Euler scale dynamics of the system can be described by a hydrodynamic equation





∂θρp(θ) = 0. (4.14)





∂θn(θ) = 0. (4.15)
These equations can be further generalized to the case of potentials coupling to arbitrary
conserved charges. For their derivations and further details, one can refer to [104].
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These equations have a far-reaching power in predicting the dynamics of the trapped
integrable systems, and in particular, the Lieb-Liniger model. Indeed, in ultra-cold atom
experiments, the Lieb-Liniger model is often used to describe 87Rb gases trapped in some
external potential. A prominent example would be the famous quantum Newton’s cradle
experiment where authors observed the dynamics of two clouds of 87Rb gases trapped
in an (almost) harmonic potential. This kind of situation is where the above equations
become most useful and powerful, and we exploited them to study such situations in [105].
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Understanding the general principles underlying strongly interacting quantum states out of equi-
librium is one of the most important tasks of current theoretical physics. With experiments accessing
the intricate dynamics of many-body quantum systems, it is paramount to develop powerful methods
that encode the emergent physics. Up to now, the strong dichotomy observed between integrable
and non-integrable evolutions made an overarching theory difficult to build, especially for transport
phenomena where space-time profiles are drastically different. We present a novel framework for
studying transport in integrable systems: hydrodynamics with infinitely-many conservation laws.
This bridges the conceptual gap between integrable and non-integrable quantum dynamics, and
gives powerful tools for accurate studies of space-time profiles. We apply it to the description of
energy transport between heat baths, and provide a full description of the current-carrying non-
equilibrium steady state and the transition regions in a family of models including the Lieb-Liniger
model of interacting Bose gases, realized in experiments.
I. INTRODUCTION
Many-body quantum systems out of equilibrium give
rise to some of the most important challenges of modern
physics [1]. They have received a lot of attention recently,
with experiments on quantum heat flows [2, 3], general-
ized thermalization [4, 5] and light-cone effects [6]. The
leading principle underlying non-equilibrium dynamics
is that of local transport carried by conserved currents.
Deeper understanding can be gained from studying non-
equilibrium, current-carrying steady states, especially
those emerging from unitary dynamics [7]. This prin-
ciple gives rise to two seemingly disconnected paradigms
for many-body quantum dynamics. On the one hand,
taking into account only few conservation laws, emer-
gent hydrodynamics [8–12] offers a powerful description
where the physics of fluids dominates [13–18]. On the
other hand, in integrable systems, the infinite number of
conservation laws are known to lead to generalized ther-
malization [19–21] (there are many fundamental works
on the subject, see the review [22]), and the presence of
quasi-local charges has been shown to influence trans-
port [23, 24] (see the review [25]). However, except at
criticality [26, 27] (see the review [28]), no general many-
body emergent dynamics has been proposed in the in-
tegrable case; with the available frameworks, these two
paradigms seem difficult to bridge. The study of pre-
thermalization or pre-relaxation under small integrabil-
ity breaking [22, 28–30], the elusive quantum KAM theo-
rem [31, 32], the development of perturbation theory for
non-equilibrium states, and the exact treatment of non-
equilibrium steady states and of non-homogeneous quan-
tum dynamics in unitary interacting integrable models
remain difficult problems.
In this paper, using the recent advances on generalized
thermalization and developing further aspects of integra-
bility, we propose a solution to such problems by deriv-
ing a general theory of hydrodynamics with infinitely-
many conservation laws. The theory, applicable to a
large integrability class, is derived solely from the funda-
FIG. 1. The partitioning protocol. With ballistic transport,
a current emerges after a transient period. Dotted lines rep-
resent different values of ξ = x/t. If a maximal velocity exists
(e.g. due to the Lieb-Robinson bound), initial reservoirs are
unaffected beyond it (light-cone effect). The steady state lies
at ξ = 0.
mental tenet of emerging hydrodynamic: local entropy
maximization (often referred to as local thermodynamic
equilibrium) [33–37]. Focussing on quantum field theory
(QFT) in one space dimension, we then study a fam-
ily of models that include the paradigmatic Lieb-Liniger
model [38] for interacting Bose gases, explicitly realized
in experiments [4, 5, 39–41]. We concentrate on far-from-
equilibrium states driven by heat baths in the partition-
ing protocol [7, 26, 27, 42] (see Fig. 1). We provide
currents and full space-time profiles which are in prin-
ciple experimentally accessible, beyond linear response
and for arbitrary interaction strengths. We make con-
tact with the physics of rarefaction waves, and with the
concept of quasi-particle underlying integrable dynamics.
Note added: After a first version of this paper appeared
as a preprint, similar dynamical equations as those de-
rived here were independently obtained in the integrable
XXZ Heisenberg chain by assuming, in addition to local
entropy maximization, an underlying kinetic theory [43].
Solutions to these equations of the same type as those




Let two semi-infinite halves (which we refer to as the
left and right reservoirs) of a homogeneous, short-range
one-dimensional quantum system be independently ther-
malized, say at temperatures TL and TR. Let this initial
state 〈· · ·〉ini be evolved unitarily with the Hamiltonian H
representing the full homogeneous system. One may then




〈eiHtOe−iHt〉ini, O local observable. (1)
If the limit exists, it is a maximal-entropy steady state
involving, in principle, all (quasi-)local conserved charges
of the dynamics H (see (4) below). Generically, the dy-
namics only admits a single conserved quantity, H it-
self: this means that, due to diffusive processes, ordinary
Gibbs thermalization occurs. However, when conserved
charges exist that are odd under time reversal, the steady
state may admit nonzero stationary currents. This indi-
cates the presence of ballistic transport, and the emer-
gence of a current-carrying state that is far from equi-
librium (breaking time-reversal symmetry). This is the
partitioning protocol for building non-equilibrium steady
states. See Fig. 1.
The study of such non-equilibrium steady states has re-
ceived a large amount of attention recently (see [28] and
references therein). They form a uniquely interesting set
of states: they are simple enough to be theoretically de-
scribed, yet encode nontrivial aspects of non-equilibrium
physics. They naturally occur in the universal region
near criticality described by QFT, where ballistic trans-
port emerges thanks to continuous translation invariance;
and in integrable systems, where it often arises thanks to
the infinite family of conservation laws.
Works [26, 27] open the door to their study at strong-
coupling critical points with unit dynamical exponent,
obtaining in particular the full universal time evolution.
The steady state was found to be homogeneous within a




(T 2L − T 2R) (2)
where c is the central charge of the conformal field the-
ory (CFT) (below we set kB = ~ = 1). This result
arises from the independent thermalization of emerg-
ing left- and right-moving energy carriers (chiral sepa-
ration). It was numerically verified [44] and agrees with
recent heat-flow experiments [2]. It was generalized us-
ing hydrodynamic methods to higher-dimensional critical
points [13, 14, 17, 18] and to deviations from criticality
[15, 16, 18]. Under conditions that are fulfilled in univer-
sal near-critical regions, inequalities that generalize (2)








where eL,R and kL,R are, respectively, the energy densi-
ties and the pressures in the left and right reservoirs1.
Many further results exist in free-particle models (see
[28] and references therein), where independent thermal-
ization of right- and left-movers still hold. In contrast,
however, only conjectures and approximations are avail-
able for interacting integrable models [47–49]. In ad-
dition, a striking dichotomy is observed between inte-
grable situations and hydrodynamic-based results: for in-
stance, conformal hydrodynamics is expected to emerge
in strong-coupling CFT [13, 14], leading to shock struc-
tures, but generically fails in free-particle conformal mod-
els [50], where transition regions are smooth. This points
to the stark effect of integrability on non-equilibrium
quantum dynamics, still insufficiently understood with
available techniques.
III. EMERGING HYDRODYNAMICS IN
QUANTUM SYSTEMS
Let us recall the basic concepts underlying the hy-
drodynamic description of many-body quantum systems,
and its use in the setup described above (similar concepts
exist in many-body classical systems).
Let Qi, i ∈ {1, 2, . . . , N} be local conserved quanti-
ties in involution. These are integrals of local densi-
ties qi(x, t), and the conservation laws take the form
∂tqi(x, t) + ∂xji(x, t) = 0, where ji are the associated
local currents. A Gibbs ensemble is a maximal-entropy
ensemble under conditions fixing all averaged local con-










where βi are the associated potentials. For instance, Q1
is taken as the Hamiltonian, and β1 is the inverse tem-
perature. We will denote β = (β1, β2, . . . , βN ) the vector
representing this state, and 〈· · ·〉β the averages.
Clearly, the Gibbs averages of local densities qi = 〈qi〉β
(these are independent of space and time by homogeneity
and stationarity) may be seen as defining a map from
states to averages, β 7→ q. This is expected to be a
bijection: the set of averages fully determines the set of
potentials. Therefore, the current averages ji = 〈ji〉β are
functions of the density averages,
j = F(q). (5)
These are the equations of state, and are model-
dependent. The averages q can be generated by differ-
entiation of the (specific, dimensionless) free energy fβ .
1 The second inequality in (3) was shown in [45], with the goal
of establishing the existence of current-carrying non-equilibrium
steady states. The first was suggested to BD by M. J. Bhaseen
shortly afterwards, and can be shown in the same manner.
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Similarly, one can show [28] (see Appendix A) that there
exists a function gβ that, likewise, generates the currents,
q = ∇βfβ , j = ∇βgβ . (6)
A hydrodynamics description of quantum dynamics is
expected to emerge at large space-time scales. This has
been exploited, in the present setup, in [13–18]. The
emergence of hydrodynamics is solely based on the as-
sumption of local entropy maximization (or local ther-
modynamic equilibrium2). Technically, this is the as-
sumption that averages of local quantities 〈O(x, t)〉 tend
uniformly enough, at large times, to averages evaluated
in local Gibbs ensembles 〈O〉β(x,t) with space-time depen-
dent potentials β(x, t). Physically, this is a consequence
of separation of scales, as follows (see for instance [37]).
Assume that, after some time, physical properties vary
only on space-time scales that are much larger than mi-
croscopic scales. This may be referred to as the “local
relaxation time”. From that time on, microscopic pro-
cesses such as particle collisions or inter-site interactions
give rise to fast, local relaxation: the reaching of a (ap-
proximate) steady state on space-time scales small com-
pared to variations but large enough for thermodynamics
to be applicable. By Boltzmann’s phase-space argument,
these local steady states are obtained from entropy max-
imization, and as usual maximization is under the condi-
tions provided by conservation laws (properties of the mi-
croscopic dynamics). That is, on each space-time “fluid
cell” a Gibbs state is (very nearly) reached. Neighboring
Gibbs states are different, but their variations are small.
This is local entropy maximization.
Assume local entropy maximization. On each fluid cell,
the Gibbs state is initially characterized by the values
of the conserved densities at the local-relaxation time.
The large-scale dynamics is thereon obtained from con-
servation laws, as follows. Consider microscopic conser-











ji(x2, t) − ji(x1, t)
)
= 0. Since averages of den-
sities and currents, after the local relaxation time, take
the form 〈qi(x, t)〉 = 〈qi〉β(x,t) and 〈ji(x, t)〉 = 〈ji〉β(x,t)
















where q(x, t) = 〈q〉β(x,t) and j(x, t) = 〈j〉β(x,t). Here,
integrals may be taken to cover a macroscopic number
of fluid cells: these become macroscopic conservation
equations. Macroscopic conservation equations can be
2 The phrase “local thermodynamic equilibrium” is often used to
describe the fluid cells, however it might be slightly misleading
as it seems to suppose that fluid cells are in equilibrium; in order
to have nontrivial hydrodynamics this however is not the case,
as one needs the presence of nonzero ballistic currents, breaking
time-reversal symmetry.
re-written in differential form, with differentials repre-
senting small variations amongst fluid cells:
∂tq(x, t) + ∂xj(x, t) = 0. (8)
These are the pure hydrodynamic (Euler-type) equations,
representing the slow, large-scale quantum dynamics of
conserved densities and currents flowing amongst neigh-
boring cells.
The problem of emergence of hydrodynamics in many-
body systems is one of the most important unsolved prob-
lem of modern mathematical physics. Although there
are few proofs of emergence of hydrodynamics, there is
strong evidence for the validity of emerging Euler equa-
tions in many situations; see the books [33–37], and the
recent paper [51] for a study of emerging Euler equations
in classical anharmonic chains.
Combined with the equations of state (5), Euler equa-
tions (8) give
∂tq(x, t) + J(q(x, t))∂xq(x, t) = 0 (9)
where J(q) := ∇qj is an N by N matrix, the Jacobian
matrix of the transformation from densities to currents,
J(q)ij = ∂Fi(q)/∂qj . (10)
Equations (9) are the emergent pure hydrodynamic equa-
tions in quasi-linear (or characteristic) form [12]. The
complete model dependence, including all quantum ef-
fects, is encoded, besides the number N of conserved
quantities, in the Jacobian J(q).
The density averages q, like the potentials β, corre-
spond to a set of state coordinates. One may choose
any other set of state coordinates n, with q = Fq(n) and
j = Fj(n). A similar equation is obtained,




)−1∇nj. Observe that J(n) and J(q)





J(q)|q=Fq(n)∇nj. Therefore, the spec-
trum of J(n) is independent of the choice of coordinates,
and is a fundamental property of the model. We will
denote this spectrum by {veffi (n), i = 1, . . . , N}.
Choosing coordinates n that diagonalize J(n) one ob-
tains
∂tni(x, t) + v
eff
i (n(x, t))∂xni(x, t) = 0. (12)
These express the vanishing of the convective derivatives,
representing the constancy of each fluid mode ni(x, t) on
fluid cells. The eigenvalues veffi (n(x, t)) are therefore in-
terpreted as the propagation velocities of these normal
modes. The normal modes interact with each other only
through the propagation velocities, which is generically
a function of all state coordinates.
Let us now apply the above to the solution of the par-
titioning problem. For clarity of the following discussion,
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we come back to the q-coordinates (but it is easy to gen-
eralize to any coordinates n). Consider the large-scale
limit (x, t) 7→ (ax, at), a → ∞. Because (9) is invariant
under this scaling, in the limit, if it exists, the solution
is also invariant. Thus we may assume self-similar solu-
tions β(x, t) = β(ξ) where ξ = x/t, and (9) becomes an
eigenvalue equation,
(J(q)− ξ1)∂ξq = 0. (13)
The initial condition is determined by the state at the
local relaxation time (at which the fluid-dynamics de-
scription starts to be valid). This state is unknown, as it
depends on the full quantum dynamics, but its asymp-
totic at large |x| is identical to that of the original state.
In the large-scale solution, the initial condition t → 0+
is implemented as asymptotic conditions as ξ → ±∞.
Therefore it only depends on the asymptotic form of the










〈q(x, 0)〉ini = 〈q〉βR,L (15)
and the steady-state averages are given by
q sta := q(ξ = 0), j sta := j(ξ = 0). (16)
The solution to the eigenvalue equation (13) and initial
conditions (14) provides the exact large-scale asymptotic
form of the full quantum solution, along any ray x = ξt
(see Fig. 1). The eigenvalue equation (13) represents
the small changes of averages along various rays, due to
the exchange of conserved charges amongst fluid cells.
The set of eigenvalues of J(q) – the available propagation
velocities in the state characterized by the averages q –
form a finite, discrete set for finite N .
Solutions to (13), (14) are typically composed of re-
gions of constant q-values separated by transition re-
gions [12]. Transition regions may be of two types: ei-
ther shocks (weak solutions), where q-values display finite
jumps, or rarefaction waves, where they form a smooth
solution to (13). Rarefaction waves, the most natural
type of solution, cannot, generically, cover the full space
between two reservoirs. Indeed, (13) specifies that the
curve traced by the solution in the q-plane must at all
points be tangent to an eigenvector of J(q). Since eigen-
vectors – and available propagation velocities – form a
discrete set, smooth variations of q along the curve im-
ply a unique choice of eigenvector at each point (except
possibly at points where eigenvalues cross). Thus, the
curve is completely determined by its initial point, and
cannot join two arbitrary reservoir values. That is, in
ordinary pure hydrodynamics, shocks are often required.
IV. HYDRODYNAMICS WITH INFINITELY
MANY CURRENTS
In integrable systems, there are infinitely many lo-
cal conservation laws. In fact, this space is enlarged to
that of “pseudolocal” conservation laws, where the den-
sities qi(x, t) and currents ji(x, t) are supported on ex-
tended spacial regions with weight decaying fast enough
away from x. This enlargement plays an important
role in non-equilibrium quantum dynamics [20, 21, 23–
25]. Under maximal-entropy principles, Gibbs states are
then replaced by generalized Gibbs ensembles (GGE)
[19, 21, 22]: formally the limit N → ∞ of the density
matrix (4), involving all basis elements in the space of
conserved pseudolocal charges. We choose Q1 = H (the
Hamiltonian) and Q2 = P (the momentum operator).
Under the influence of infinitely many conservation
laws, the picture of local entropy maximization is still ex-
pected to hold: all physical principles underlying it stay
unchanged, the only difference being the use of GGEs
instead of Gibbs ensembles. This, along with the emer-
gence of self-similar solutions in the partitioning proto-
col, are our working hypotheses; see Appendix B for a
discussion. The emergence of a generalized type of hy-
drodynamics was proven in the classical hard-rod prob-
lem [37, 52], whose relation with the present quantum
problem we will study in a future work. The emergence
of self-similar solutions was observed numerically in the
quantum XXZ chain in [53]. In free-particle quantum
models, hydrodynamic ideas and related semi-classical
approximations, as well as ray-dependent local entropy
maximization, were studied in various works, see [54–59].
Looking for a full solution to the infinity of equations
(9), (13) and (14), an appropriate choice of state variables
is crucial. A powerful way is to recast them into the
quasi-particle language underlying the thermodynamic
Bethe ansatz (TBA) method for integrable systems [60].
Using this language, we derive the exact GGE equations
of state, and the ensuing generalized hydrodynamics equa-
tion. We determine the exact normal modes and propa-
gation velocities, and obtain full ray-dependent solutions.
A. GGE equations of state
We assume that the spectrum of stable quasi-particles
is composed of a single quasi-particle species of mass m
(see Appendix C for a many-particle generalization). The
dispersion relation is encoded via a parametrization E(θ),
p(θ) of the energy and momentum: in the relativistic case
θ is the rapidity, E(θ) := m cosh(θ), p(θ) := m sinh(θ),
and in the Galilean case θ is the velocity, E(θ) := mθ2/2,
p(θ) := mθ. In integrable models, scattering is elastic
and factorizes into two-particle processes, and a model is
fully specified by giving the elastic two-particle scattering
amplitude S(θ1−θ2). The differential scattering phase is
defined as ϕ(θ) = −i d logS(θ)/dθ. We denote by hi(θ)
the one-particle eigenvalue of the conserved charge Qi; in
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particular h1(θ) = E(θ) and h2(θ) = p(θ).
Let us first recall the basic ingredients of TBA. Three
related quantities play important roles: the quasi-particle
density ρp(θ), the state density ρs(θ), and the quasi-
particle occupation number n(θ) := ρp(θ)/ρs(θ). The
functions ρp(θ) and n(θ) are two different sets of state
coordinates; each can be used to fully characterize the





This can in fact be seen as a definition of ρp(θ). Here
and below, integrations are over R.
As a consequence of interactions, quasi-particle and
state densities are related to each other. Using the Bethe
ansatz, one finds the following constitutive relation [60]:
2π ρs(θ) = p
′(θ) +
∫
dαϕ(θ − α)ρp(α) (18)
where p′(θ) = dp(θ)/dθ. This relation gives rise to a
nonlinear relation between the state coordinates ρp(θ)
and n(θ). The transformation from the former to the
latter is direct from the above definitions. In the opposite
direction, the transformation is effected by




where the “dressing” operation h 7→ hdr is defined by the
solution to the linear integral equation




ϕ(θ − γ)n(γ)hdr(γ). (20)
The potentials β can be recovered: the occupation
number is related to the one-particle eigenvalue w(θ) =∑
i βihi(θ) of the charge
∑
i βiQi in the GGE (4) via the











ϕ(θ − γ) log(1 + e−εw(γ)).
The above ingredients give exact average densities as
functions of GGE states. However, they do not provide
expressions for average currents as functions of state co-
ordinates, and for equations of states. Hence they are not
sufficient in order to develop generalized hydrodynamics.












where hdri (θ) is the dressed one-particle eigenvalue. These
expressions emphasize the role of relativistic or Galilean
symmetry: the sole difference between GGE averages of
charge densities and currents is the integration measure,
determined by the dispersion relation.
The first equation in (22) is well known and is a con-
sequence of (17) and (19). In integral-operator notation
(with measure dθ/(2π)), the dressing operation is
hdr = (1− ϕN )−1h (23)
where N is diagonal with kernel 2π n(θ)δ(θ − α), and ϕ
has kernel ϕ(θ−α). Therefore, introducing the symmet-
ric operator U = N (1 − ϕN )−1 and the bilinear form
a · b =
∫
dθ/(2π) a(θ)b(θ), we have
qi = hi · U p′ = p′ · U hi (24)
which leads to the first equation of (22).
The second equation in (22) is new. It may be proven,
in the relativistic case, using relativistic crossing sym-
metry, and then obtained by the non-relativistic limit in
the Galilean case. In the relativistic case, crossing sym-
metry says that local currents ji, in the cross-channel,
are local densities qi; therefore the current expression
in (22) is obtained from that of the density under an
appropriate exchange of energy and momentum. Let C
be the crossing transformation (x, t) 7→ (it,−ix), imple-
mented on rapidities by θ 7→ iπ/2 − θ. Note that it
squares to the identity, C2 = 1. Let us denote by q[h]
and j[h] the density and current operators, respectively,
associated to a one-particle eigenvalue h(θ). Then the
statement that local currents ji, in the cross-channel, are
local densities qi translates into C(j[h]) = iq[hC ] where
hC(θ) = h(iπ/2−θ). Let us also denote by 〈O〉w the aver-
age of observables O in the state characterized by w(θ).
Then 〈C(O)〉w = 〈O〉wC where wC(θ) = w(iπ/2 − θ).
Using 〈j[h]〉w = 〈C(C(j[h]))〉w = i〈q[hc]〉wC and the ex-
pression for qi = q[hi] in Equation (22), we obtain that
for ji = j[hi]. An alternative proof, using the machinery
of integrable systems, is presented in Appendix D.
Expressions (22) have interesting consequences. First,
using ji = hi · U E′ where E′(θ) = dE(θ)/dθ in (22), the





which takes the forms
2π ρc(θ) = n(θ) (E
′)dr(θ) = 2π veff(θ)ρp(θ). (26)





The effective velocity depends on the state via the oc-
cupation number entering the dressing operation, and
brings out the quasi-particle interpretation of the current
expression: since ρc(θ) = v
eff(θ)ρp(θ), quasi-particles are
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seen as moving at effective velocities veff(θ), influenced
by the state in which they move.
Second, one may extract explicit GGE equations of
state from expressions (22). The equations of states are
necessary and sufficient relations between densities and
currents, guaranteeing the existence of n(θ) such that
both relations in (22) hold for all hi(θ). Assume that qi
and ji are averages in a state, not necessarily a GGE. In
complete generality, both are linear functionals of h(θ),
hence we may still write (17) and (25) for some quasi-
particle density ρp(θ) and current spectral density ρc(θ).
GGE equations of states can therefore be written as re-
lations between ρp(θ) and ρc(θ), necessary and sufficient
for the existence of n(θ) such that (22) hold. One can











These relations are independent of the state: they hold
in any GGE, in the model described by the differential
scattering phase ϕ(θ − α). They characterize the set of
doublets of functions (ρp, ρc) describing available GGEs
for this integrable model. The proof of (28) is obtained
by isolating n(θ) in both (19) and (26), in the forms
2π(N−1 − ϕ)ρp = p′ and 2π(N−1 − ϕ)ρc = E′, and
equating the resulting expressions.
Finally, recalling (26), the left hand side of (28) is
veff(θ). Simple manipulations of (28) then give a lin-
ear integral equation for the effective velocity veff(θ) in
terms of quasi-particle densities:
veff(θ) = vgr(θ) +
∫
dα




where vgr(θ) = E′(θ)/p′(θ) is the group velocity. In this
form, the equations of state of integrable systems are
seen as equations specifying an effective velocity of quasi-
particles, as a modification of the group velocity.
We note that the effective velocity derived here agrees
with that proposed in [62]3. This is interesting, as our
derivation is based on comparing current spectral density
to quasi-particle density, while the concept proposed in
[62] is based on stationary-phase arguments.
B. Generalized hydrodynamics
The basic equation of generalized pure hydrodynamics
is derived from (8) along with the quasi-particle expres-
sions (17) and (25). The fact that the space of pseudolo-
cal charges is complete [21] suggests that these hold for
a complete set of functions hi(θ), and thus (here and be-
low we suppress explicit x, t dependences for lightness of
3 Note that in [62], veff(θ) is written in a form similar to, but
different from (27), using a different definition of dressing.
notation):
∂tρp(θ) + ∂xρc(θ) = 0. (30)
Using the equations of state (28), this is an integro-
differential system for the space-time dependent state
characterized by the particle densities ρp(θ).
Alternatively, using the effective-velocity formulation






This is the conservation form of generalized hydrodynam-
ics. It is a density-type conservation equation, and iden-
tifies ρp(θ) as a conserved fluid density.
The state coordinates ρp(θ) are, however, not the most
convenient. We show that the occupation numbers n(θ)
diagonalize the Jacobian J(n) in the quasi-linear form
(11): the space-time dependent occupation number n(θ)
satisfies the following integro-differential system, the van-
ishing of the convective derivative of n(θ):
∂tn(θ) + v
eff(θ)∂xn(θ) = 0. (32)
Here (27) may be used to express the effective velocity
in terms of n(θ). Hence, n(θ) are the normal modes of
generalized hydrodynamics, and further, the eigenvalues
– the propagation velocities – are exactly the effective
velocities veff(θ).
The proof of (32) is as follows. Using the integral-
operator relations 2πρp = Up′ and 2πρc = UE′, we have
(∂tU) p′ + (∂xU)E′ = 0. Taking derivatives, ∂x,tU =
(1−Nϕ)−1(∂x,tN )(1− ϕN )−1, and we obtain
∂tN (1− ϕN )−1p′ + ∂xN (1− ϕN )−1E′ = 0 (33)
which gives (32) using (23).
Observe that using (31) and (32), it is simple to show
that the state density ρs(θ), as well as the hole density
ρh(θ) := ρs(θ) − ρp(θ), also satisfy the same density-
type conservation equation (31) (this was noted in [43]).
Further, as a consequence, the entropy density [60],
s(θ) := ρs(θ) log ρs(θ)− ρp(θ) log ρp(θ)− ρh(θ) log ρh(θ),
(34)





= 0. Conservation of entropy density is
a fundamental property of perfect fluids, as no viscosity
effects are taken into account.
In the large-scale limit the equation for the ray-
dependent (ξ-dependent) occupation number n(θ) sim-
plifies to
(veff(θ)− ξ) ∂ξn(θ) = 0.
This is the eigenvalue equation (13) in the occupation-
number coordinates (which diagonalize the Jacobian),
and its solution gives q(ξ) and j(ξ) via (22), (20).
One can show that the solution for the non-
equilibrium, ray-dependent occupation number n(θ) is
the discontinuous function
n(θ) = nL(θ)Θ(θ − θ?) + nR(θ)Θ(θ? − θ) (35)
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where Θ(· · ·) is Heavyside’s step function. The posi-
tion of the discontinuity θ? depends on ξ and is self-
consistently determined by veff(θ?) = ξ; equivalently, it
is the zero of the dressed, boosted momentum pξ(θ) :=
p(θ − η) where ξ = tanh η (relativistic case) or ξ = η
(Galilean case),
pdrξ (θ?) = 0. (36)
The GGE occupation numbers nL,R(θ) entering (35)
guarantee that the asymptotic conditions on ξ correctly
represent the asymptotic baths as per (14). They are
obtained using (21) with w = wL,R(θ) the one-particle
eigenvalues characterizing the GGE of the left and right
asymptotic reservoirs; for instance, with reservoirs at
temperatures TL,R, we have w
L,R(θ) = T−1L,RE(θ).
Indeed, the solution (35) of the scaled problem holds
since veff(θ) is monotonic and covers the full range of
θ (which is [−1, 1] in the relativistic case and R in the
Galilean case): therefore there is a unique solution to
veff(θ) = ξ, thus a unique jump; and θ? is monotonic
with ξ, hence the asymptotic conditions are correctly im-
plemented.
The system of integral equations (22), (20), (35) and
(36) can be solved numerically using Mathematica, yield-
ing extremely accurate results. Integral equations in
(21) and (20) can be solved iteratively, a procedure that
converges fast [60]. The hydrodynamic solution is ob-
tained by first constructing the thermal occupation num-
bers nL,R(θ) (21). Then, the non-equilibrium occupation
number is evaluated by solving the system (35), (36): one
first chooses θ? = η in order to construct n(θ), and then
evaluates pdrξ (θ). The zero of p
dr
ξ (θ) is numerically found
– we observed that pdrξ (θ) always has a single zero. The
process is repeated until the zero is stable – we observed
that this is a convergent procedure. Finally, the non-
equilibrium occupation number is used in (22), (20). The
solving time increases slowly with the numerical precision
demanded, thus this allows arbitrary-precision results.
The solution presented may be interpreted as a sin-
gle space-covering rarefaction wave, in the sense that it
is a solution to the eigenvalue equation (13) where all
physical observables qi, ji are continuous and interpo-
late between the two reservoirs. With relativistic dis-
persion relation, the solution is smooth within the light
cone, beyond which the states are constant and equal to
the initial baths’ states; while in the Galilean case, the
solution is generically smooth on the whole space. In
this solution, every normal mode n(θ), seen as a function
of ξ for fixed θ, is discontinuous exactly at its propaga-
tion velocity. Every normal mode therefore displays a
“contact discontinuity” (a discontinuity without entropy
production) [12]. Hence, the rarefaction wave may be
seen as being composed of infinitely many contact dis-
continuities. In contrast to the finite-dimensional case,
this single rarefaction wave can account for generic reser-
voirs, and no shock need to develop. This is because
in the infinite-dimensional case, the eigenvalues of J(n)
form a continuum: all propagation velocities veff(θ) are
available as conserved charges guarantee a large number
of stable excitations, providing an additional continuous
parameter tuning the smooth state trajectory and guar-
anteeing its correct asymptotic-reservoir values. Since
weak solutions (shocks) are not necessary to connect the
asymptotic reservoirs, they do not appear.
V. ANALYSIS AND DISCUSSION
Concentrating on pure thermal transport, we have an-
alyzed the above general system of equations for two
related models: the relativistic integrable sinh-Gordon
model and its non-relativistic limit [63, 64], the (repul-
sive) Lieb-Liniger model. We have also verified that our
hydrodynamic equations reproduce the known results for
the case of free particles.
A. The relativistic sinh-Gordon model
One of the simplest integrable relativistic QFT with
non-trivial interactions is the sinh-Gordon model. It is









where φ is the sinh-Gordon field and m is the mass of the
single particle in the spectrum. The model is integrable
and therefore the only non-trivial scattering matrix is











The parameter B ∈ [0, 2] is the effective coupling con-






under CFT normalization [70]. The S-matrix is obviously
invariant under the transformation B → 2 − B, a sym-
metry which is also referred to as weak-strong coupling
duality, as it corresponds to B(β) → B(β−1) in (39).
The point B = 1 is known as the self-dual point. At the









Contrary to the Lieb-Liniger model which we will dis-
cuss later, the general features of any quantities of in-
terest in the sinh-Gordon model are very similar for any







10−5 2.5661× 109 2.5701× 109 2.5624× 109
10−4 2.5450× 107 2.5522× 107 2.5386× 107
10−3 250665.6 252117.9 249421.1
10−2 2424.9 2461.8 2396.4
10−1 22.0 23.3 21.1
1 0.126 0.181 0.101







range of values of βL. The bounds (3) are always met.
we will concentrate our analysis solely on the self-dual
point in the understanding that similar results hold for
other values of B.
We have evaluated the energy density e := q1, energy
current j := j1 and pressure k := j2. Typical profiles are
shown in Figs. 2, 3. Fig. 2 shows smooth interpolation
within the light cone between the asymptotic baths at
ξ = −1 and ξ = 1 (the speed of light is set to 1). Fig. 3
shows how, as temperatures rise, the current approaches
the plateau (2) predicted by CFT [26, 27]. Further, in
Fig. 4, the relative deviation of the steady-state current
from its bounds (3) is shown. The bounds are extremely
tight, pointing to the strength of this constraint and con-
firming that the proposed solution is correct. The bounds
are indeed so tight that it is difficult to distinguish some
points in parts of Fig. 4. To better appreciate this, we
present the numerical values of the points displayed in
































FIG. 2. The functions j(ξ) (dots) and e(ξ) (squares) for βL =
1 and βR = 30 in the sinh-Gordon model.
The numerical data have been obtained by solving
the integral equations recursively until convergence is
reached. Sources of error are the discretization and fi-
nite range of θ for numerical integration. Adjusting the
number of divisions and the range, we estimate the error
to be less than 0.1%.
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FIG. 3. The functions β2Lj(ξ > 0) for βR = 30βL and βL =
10−p with p = 0 (stars), 1 (standing triangles), 2 (inverted tri-
angles), 3 (squares) and 4 (circles). The continuous bold line
































FIG. 4. Verification of the inequalities (3) in the sinh-Gordon
model. Displayed are the functions β2Lj
sta (circles), β2L(e
L −
eR)/2 (triangles) and β2L(k
L − kR)/2 (squares).
B. The Lieb-Liniger model
The Lieb-Liniger (LL) model, in the repulsive regime
(λ > 0), can be regarded as a non-relativistic limit of the
sinh-Gordon model, as shown in [63, 64]. The Hamilto-











This is obtained from the Hamiltonian of the sinh-
Gordon model by a double limit
c→∞, β → 0; βc = 4
√
λ, (42)
where c is the speed of light (which was implicit in (37))4.
This limit can be performed within the TBA formalism
4 This is the only equation in the present paper where the speed of
light c appears explicitly. Everywhere else c denotes the central
58
[64], and accordingly, the density and current averages
qi, ji are given by (22), with the non-relativistic disper-
sion relation. There, the occupation number is given by
nLL(θ) = 1/(1+e
εw(θ)), and the pseudo-energy εw(θ) and
the dressed one-particle eigenvalues hdri (θ) are defined in
the same manner as in Equations (21) and (20) (where










A uniform chemical potential µ is introduced, associated
to the conserved charge Q0 that counts the number of
quasi-particles (with h0(θ) = 1). The energy current is
chosen to be the current associated to of charge H−µQ0,
j := j1 − µj0 (LL model). (45)
Below we present some numerical results for several val-
ues of the coupling λ and for m = 1.
Current profiles obtained for λ = 3 and various val-
ues of µ are displayed in Fig. 5. The main difference
between the relativistic and non-relativistic cases is the
lack, in the latter, of any sharp light-cone effect. Never-
theless, at low temperatures TL,R  µ, Luttinger Liquid
physics emerges [71], including an emerging light-cone
due to the Fermi velocity. This can be seen in Fig. 5: a
plateau forms whose height is again in agreement with
the general CFT result (2). The plateau lies between
nearly symmetric values ξ/vF ≈ ±1 fixed by the Fermi
velocity vF . Thermal occupation numbers n
L,R(θ) are
very sharply supported between Fermi points ±θL,RF with
θL,R &
√
2µ/m, and the Fermi velocity, which depends
on ξ very weakly, is the effective velocity veff(θRF ) as-
sociated to the lowest temperature (TR < TL in the
present example). In agreement with general CFT re-
sults [26, 27], a light cone thus builds up (despite the
model having no intrinsic maximal velocity), and the full
state is in fact homogeneous between the Fermi velocities.
In the LL model the coupling constant may take any
values between 0 and∞ and the limits λ→ 0 and λ→∞
are of particular interest.
For λ → 0 the differential scattering phase (44)
becomes heavily peaked around θ = 0. Formally,
limλ→0 ϕLL(θ) = 2πδ(θ). The resulting TBA equations,
with this differential scattering phase, admit no solution
for the pseudoenergy if µ > 0, but for µ < 0 they can be
solved exactly and reproduce the free Boson solution (for
which µ > 0 would make no physical sense). In particular
charge. As both are standard notations, we opted to use the
name c for both.

















eθ − 1 ,(46)
where αL,R = βL,R(
ξ2
2 − µ). In Fig. 6 we compare nu-
merical values for λ = 0.05 and µ = −1 to this analytical
expression. The agreement is very good, confirming that
a free Boson theory is smoothly recovered in this limit.
With µ > 0, as λ becomes small the TBA equations grad-
ually breakdown. How this occurs is subtle, and will be
discussed in [81].
The qualitative change in behaviour of the TBA so-
lutions as λ → 0 is related to the two distinct regimes
observed at small values of λ [72]. Consider the dimen-
sionless coupling γ := 2mλ/q0 (where we recall that q0 is
the gas density, which may be taken in the initial baths
for instance) and the reduced temperature τ := 2mT/q20.
The “decoherent regime”, with large phase and density
fluctuations, occurs for γ . min(τ2,√τ). In this regime,
ideal Bose gas physics is recovered, and we have indeed
verified that the inequality is satisfied in the parameter
space where good agreement with (46) is observed (small
λ, negative µ). On the other hand, the “Gross-Pitaevskii
regime” occurs for τ2 . γ . 1, a quasi-condensate with
large phase fluctuations but suppressed density fluctua-
tions. It is such quasi-condensate physics that strongly
affects TBA solutions as λ→ 0 with µ > 0.
The other interesting limit is limλ→∞ ϕLL(θ) = 0. In




















This corresponds to a free Fermion, in agreement with
the expected Tonks-Girardeau physics occuring in the
regime γ & max(1,√τ) [72]. For ξ ≈ 0 and µβL,R  1
it is easy to show that the integral above gives π12 (β
−2
L −
β−2R ) so that we recover the CFT result for the current
with c = 1 (Dirac Fermion). Fig. 7 shows a comparison
between numerical values of the current for λ = 50 and
the formula above.
Let us now consider the particle current. Naturally,
in the LL model, equilibrium states at higher tempera-
tures have lower particle densities. Therefore, although
the energy current flows from the left to the right in the
present setup (with TL > TR), the initial particle density
imbalance would naively suggest a particle flow from the
right (higher density) to the left (lower density). The
opposite occurs: Fig. 9 shows that the particle current
is positive, hence flows form the left to the right. This
means that the fluid flow produced by the temperature
difference drags particles with enough force to counter-
act the particle imbalance and bring particles towards the
higher-density bath. The fact that heat carries particles
along its motion is a thermoelectric effect. It has been
experimentally demonstrated in a quasi-two-dimensional








































FIG. 5. Energy current in the Lieb-Liniger model for low
temperatures, λ = 3 and chemical potentials µ = 3 (cir-







(bold horizontal line) is reached for high
values of µ. By plotting the currents against ξ/vF we observe
the collapse of the various curves, which becomes better as
µ increases. The regions where plateaux emerge are roughly




















ΒL=1, ΒR=5, Μ=-1, Λ=0.05
FIG. 6. Energy current in the Lieb-Liniger model for low
temperatures, small coupling and negative chemical potential
(circles). The dashed curve represents the current (46) for the
same temperatures and chemical potential.
in CFT in dimensions higher than one [17]. It is nontriv-
ial in integrable models, as the large amount of conserva-
tion laws allows for independent currents to coexist, and
our result gives the first theoretical prediction of this ef-
fect in the integrable one-dimensional Bose gas.
An additional consequence of the thermoelectric effect
is that the particle density q0(ξ) shows particle accumu-
lation around vF and depletion around −vF (see Fig. 8).
For instance, the start of the dip can be explained by the
fact that, in any local spacial region originally in the left
reservoir, the first particles to start moving towards the
right are those on the right of the region, escaping and
thus depleting it. Since time evolution at fixed position
is obtained by scanning Fig. 8 from left to right, this ex-
plains the initial dip on the left. This depleting effect
continues as long as the outgoing current on the right of
the region is higher then the incoming current on its left –






















ΒL=1, ΒR=5, Μ=6, Λ=50
FIG. 7. Energy current in the Lieb-Liniger model for low
temperatures, large coupling and chemical potential µ = 6
(circles). Local stationary points occur at αL,R = 0, that is
ξ = ±√2µ = ±3.46 (the Fermi velocity). The dashed curve
represents the current (47) for the same temperatures and
chemical potential, whose profile is not dissimilar to the plots
































ΒL=1, ΒR=5, Μ=6, Λ=3
FIG. 8. A characteristic profile of the Lieb-Liniger particle
density for TL,R  µ, λ = 3 and µ = 6. The local max-
ima/minima are located around ξ = ±vF . The dashed curve
is an interpolation.
as time goes on, the effective local temperature decreases,
and this tends to increase the particle density. This ef-
fect eventually overtakes the depleting effect, accounting
for the rebounce to the higher steady-state value. The
behavior of the current j0 in Fig. 9 is then a consequence
of the continuity equation ξ∂ξq0 = ∂ξj0.
This is a nonuniversal effect, not present in the density
q1(ξ)−µq0(ξ) controlled by low-energy processes, where
the physics of chiral separation dominates and monotonic
transition regions occur.
C. General features
The form of the non-equilibrium occupation number
indicates that quasi-particles are thermalized according























ΒL=1, ΒR=5, Μ=6, Λ=3
FIG. 9. A characteristic profile of the Lieb-Liniger particle
current for TL,R  µ, λ = 3 and µ = 6. The local max-
ima/minima are located around ξ = ±vF . The dashed curve
is an interpolation.








FIG. 10. Effective velocity in the sinh-Gordon model for ξ =
0. Displayed are the effective velocity veff(θ) (blue line) and
the bare relativistic velocity tanh θ (red line).
pidity. It connects with the picture, proposed in [26, 47],
according to which in the steady state (ξ = 0), quasi-
particles traveling towards the right (left) are thermalized
according to the left (right) reservoir. However, in the
present solution, what determines the traveling direction
is the effective velocity in the steady state: quasi-particles
with positive (negative) dressed velocities, reaching the
point x = 0 at large times, will have travelled mostly to-
wards the right (left) (after a relatively small transient).
In the sinh-Gordon model with TL > TR, the effective ve-
locity behaves as in Fig. 10. We observe that it is greater
than the bare velocity tanh θ for small or negative ra-
pidities, and smaller for large positive rapidities. This is
in agreement with the intuition according to which the
quasi-particles are effectively carried by the flow, which
transports them towards the right, for small enough ra-
pidities, but slowed down by dominant “friction” effects
of thermal fluctuations at large rapidities. A similar ef-
fects occur in the Lieb-Liniger model.
The generalized hydrodynamic result differs from pre-
vious proposals in interacting integrable models [47–49]
(while all results agree in noninteracting cases). The orig-
inal proposal [47] was later shown [45] to break the second
inequality in (3), while the second proposal [48], based
on similar ideas, gave slight disagreements with numer-
ical simulations. The conjecture [49] which corresponds
to taking θ? = 0 in our framework, seems to give good
agreement with numerical simulations. This may be due
to the fact that taking θ? = 0, gives very small errors in
wide temperature ranges, of the order of 0.5-1% (we have
confirmed this numerically).
VI. CONCLUSIONS
In this paper we developed a hydrodynamic theory for
infinitely-many conservation laws, and applied it to the
study of heat flows in experimentally relevant integrable
models. It would be interesting to study further the non-
equilibrium physics of the Lieb-Liniger model, including
the effects of the Gross-Pitaevskii quasi-condensate and
transport between different regimes. The emerging phys-
ical picture and solution we have given can be applied
to any Bethe-ansatz integrable model, where infinitely-
many conservation laws exist and a quasi-particle de-
scription is available. This includes quantum chains (see
[43]), as continuity of space on which the microscopic the-
ory lies is not needed for emerging hydrodynamics. It also
includes relativistic models with non-diagonal scattering
such as the sine-Gordon model, where, for instance, our
TBA construction may be generalized along the lines of
the famous approach of Destri and de Vega [74, 75]. Of
course, the hydrodynamic ideas do not require a quasi-
particle description, and it might be possible to develop
generalized hydrodynamics using a variety of techniques
from integrability. We note that it is remarkable that
independent quasi-particle mode thermalization agrees,
in integrable models, with local entropy maximization.
The dynamical equations derived can be used to describe
more general situations in ultracold gases such as the re-
lease from a trap (see e.g. [73]). This new theory and its
extensions, including viscosity effects and forcing, should
also allow for efficient studies of integrability breaking
and related problems in any dimensionality, as well as
for exact descriptions of dynamics in smooth trapping
potentials [4] at arbitrary coupling strength.
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Appendix A: Current generators
Let 〈· · ·〉β be the state given by Equation (4), and
〈a(x)b(y)〉c := 〈a(x)b(y)〉β − 〈a(x)〉β 〈b(y)〉β the con-
nected correlation functions. These are time-independent
and functions of the difference x− y only. Let us assume
that connected correlation functions of conserved densi-



























In the first line we used the fact that
∫
dx qm(x) is a
conserved quantity and thus commutes with the density
matrix ρ; in the second we used space translation in-
variance, in the third integration by parts and the fast-
enough vanishing of correlation functions; in the fourth
current conservation; in the fifth time-translation invari-
ance; in the sixth current conservation, in the seventh














In the TBA context, we note that expressions (22)
show the existence of appropriate free energies fw and
gw generating densities and currents, respectively, as in
























It then follows that that functional w(θ)-derivatives of
these free energies give the quasi-particle and current
densities, ρp(θ) = δfw/δw(θ) and ρc(θ) = δgw/δw(θ).
Appendix B: Emergence of generalized
hydrodynamics
The only principle at the basis of hydrodynamics, and
of the derivation we provide, is that of the emergence of
local generalized thermalization (local entropy maximiza-
tion). Technically, this is the assumption that averages of
local quantities 〈O(x, t)〉 tend uniformly enough, at large
x and t, to averages evaluated in GGEs (infinite-volume,
maximal-entropy states, under conditions on infinitely-
many conservation laws), with space-time-dependent po-
tentials. This assumption is sufficient to derive the ex-
plicit dynamics for all single-point averages of local con-
served densities and currents: no ad-hoc kinetic principle
is needed.
In the case of infinitely-many conservation laws, one
delicate point is the consideration of quasi-local densities
and currents, which are involved in generalized thermal-
ization. Such a quantity is not supported on a finite
region, but on an extended region, with a weight (as
measured by, for instance, the overlap with any other
local observable) that decays away from a point. How-
ever, since hydrodynamics is concerned with large-scale
space-time regions (the fluid cells), it is natural to con-
sider them on the same footing. This is implicitly done
in the derivation presented in this paper by assuming a
completeness property of conservation laws.
Another delicate point concerns the definition of GGEs
itself. In finite systems, such states depend on the bound-
ary conditions imposed, and in general, these boundary
conditions may still have an effect in the infinite-volume
limit. For instance, walls simply preclude any nonzero
potential associated to the momentum operator, as they
break translation invariance. Nevertheless, given a set of
allowed conserved charges, at large volumes, boundary
conditions have little effect on local averages of conserved
currents and densities (as they do not affect specific free
energies). Further, periodic boundary conditions, at the
basis of the TBA formalism, appear to provide the max-
imal set of conserved charges. It is in fact possible to
construct GGEs directly in infinite volumes [21]. We ex-
pect local thermalization, and the full set of available
conserved charges, to be correctly described by such con-
structions; and we expect these to agree with the TBA
formalism used here.
We finally mention that the classical hard-rod problem,
proven to give rise to a form of hydrodynamics [37, 52],
has strong connections with the integrable systems inves-
tigated here, which we will investigate in a future work.
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Appendix C: Many-particle spectrum
The theory developed here is directly applicable to any
integrable model whose two-particle scattering is diago-
nal in the internal space. Let the spectrum be composed
of ` particles, of massesma, a = 1, . . . , `, and assume that
their scattering is diagonal. In this case, the TBA equa-
tions can still be applied [60, 76]: the differential scatter-
ing phase is replaced by a matrix of functions ϕab(θ−γ),
and the one-particle eigenvalue of Qi will be denoted by















n(θ; a)hdri (θ; a) (C1)
where p(θ; a) = ma sinh θ and E(θ; a) = ma cosh θ, and






ϕa,b(θ−γ)n(γ; b)hdri (γ; b).
(C2)
The non-equilibrium occupation number n(θ; a) is given
by the discontinuous function
n(θ; a) = nL(θ; a)Θ(θ − θ?(a)) + nR(θ; a)Θ(θ?(a)− θ)
(C3)
where each particle a is associated to a different dis-
continuity at position θ?(a). These positions are self-
consistently determined by the zeroes of the dressed,
boosted momenta of particles a; with pξ(θ; a) :=
ma sinh(θ − η) (relativistic) or maθ (non-relativistic):
pdrξ (θ?(a); a) = 0, a = 1, . . . , `. (C4)
Again the thermal occupation numbers nL,R(θ; a) enter-
ing (C3) guarantee that the asymptotic conditions on ξ
correctly represent the asymptotic baths as per Equa-
tion (14). They are obtained using the TBA equations














ϕa,b(θ − γ) log(1 + e−εw(γ;b)).




i hi(θ; a) are the one-particle




i Qi characterizing the
GGE of the left and right asymptotic reservoirs.
Appendix D: Current averages
An alternative proof of Equations (22) may be given
using the technology of integrable systems, which has the
advantage of generalizing to flows generated by any con-
served charge instead of just the Hamiltonian. For com-
pleteness we present here the main arguments. The idea
is to prove expression (22) for current averages ji given
the expression for density averages qi. This is akin to ex-
tending the LeClair-Mussardo formula (LM formula) [77]
so that it incorporates the infinite number of conserved
charges, and applying it to the current with the aid of
form factors (FFs). We shall use the notation introduced
in [78]. Following the derivation in [78] we generalize the













〈←−θ |O(0)|−→θ 〉c, (D1)
where |−→θ 〉 = |θ1, · · · , θ`〉 (and 〈←−θ | = 〈θ`, · · · , θ1| is
its hermitian conjugate) and diagonal matrix elements
(DMEs) in the sum are connected (the meaning of being
“connected” will be described below). Here n(θ) is the
same occupation number as that involved in (21), (22),
(20). It is then immediate to see that an expression for
the density average qi with the one-particle eigenvalue










× ϕ(θ12) · · ·ϕ(θ`−1,`)hi(θ1) cosh θ`, (D2)
where ϕ(θij) = ϕ(θi− θj). Observe that this is indeed in
agreement with the expression in (22). The expression
(D2) can be derived using the DMEs of qi(x, t) given by
〈←−θ |qi|−→θ 〉c = mϕ(θ12)ϕ(θ23) · · ·ϕ(θ`−1,`)
× hi(θ1) cosh θ` + permutations. (D3)
Similarly, once we evaluate DMEs for the current ji(x, t),
we can construct its average ji. The expression in (22),
that we want to show, will then follow if the DMEs of
the currents are obtained from those of the densities by
the replacement of cosh θn with sinh θn
〈←−θ |ji|−→θ 〉c = mϕ(θ12)ϕ(θ23) · · ·ϕ(θ`−1,`)
× hi(θ1) sinh θ` + permutations. (D4)
Before embarking upon showing it, we elaborate on the
definitions of connected and symmetric DMEs. Formally
they are given by, respectively, [80]





F2`(O;−→θ + iπ +−→δ ,←−θ ), (D5)





F2`(O;−→θ + iπ + δ,←−θ ) (D6)
where FP means “finite part” [78],
−→
δ = (δ1, · · · , δ`), and
the FF F`(O;−→θ ) is defined by
F`(O;−→θ ) = 〈vac|O(0)|−→θ 〉. (D7)
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Notice that with a limit such as in (D5), where the pa-
rameters δk differ in each component, different orders of
limits lead to different results which may be singular;
this is because when δk → 0, the FF (D5) becomes sin-
gular due to kinematic poles. It is in order to circumvent
this ambiguity that one defines connected and symmet-
ric FF’s. The connected FF is a finite part, which simply
prescribes to set to zero terms with singularities in δk
[78], whereas the symmetric FF is defined by sending all
parameters to zero simultaneously.
It was pointed out in [80] that any multi-particle sym-
metric FF can be written solely in terms of the connected
FFs. For instance, for a two-particle state, the connected
FF F c4 (O; θ1, θ2) and the symmetric FF F s4(O; θ1, θ2) sat-
isfy
F c4 (O; θ1, θ2) = F s4(O; θ1, θ2)− ϕ(θ12)F2(O; θ1)
− ϕ(θ21)F2(O; θ2), (D8)
where F2(O; θ) = F c2 (O; θ) = F s2(O; θ) (in the case of
a single parameter δ1, there is no singularity, hence no
ambiguity). Applying this relation to ji, we have
F c4 (ji; θ1, θ2) = F
s
4(ji; θ1, θ2)− ϕ(θ12)F2(ji; θ1)
− ϕ(θ21)F2(ji; θ2). (D9)
This can be expressed in terms of FFs of the density qi











Hence putting (D10) into (D9) yields
F c4 (ji; θ1, θ2) = mϕ(θ12)hi(θ1) sinh θ2 + {θ1 ↔ θ2},
(D11)
which is consistent with (D4). It is readily seen that for
multi-particle states similar arguments hold, and thus we











× ϕ(θ12) · · ·ϕ(θ`−1,`)hi(θ1) sinh θ`. (D12)
This exactly coincides with (22). Similar arguments give
rise to current averages associated to flows i[Qk, qi] +
∂xj
(k)
i = 0 with respect to any local conserved quantity








A full derivation will be given in [81].
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4.2 Mean values of the current of conserved charges
In this section, we review the work [67]. My personal contribution is to provide some of
the key ideas of the proof (e.g. to work with the symmetric form factors in order to get
the connected form factor of the current). In fact, the main logic of the proof is based on
the sketchy proof I provided in [45]. The idea on the proof of the finite matrix-element of
the current is entirely my own.
The simple form of the Euler scale current average (4.2) suggests that it might also be
proven in the light of graph theory as in the charge density averages. It turns out that it
is indeed possible to achieve it, at least in the case of the diagonally-scattering relativistic
systems, in a rather simple way. Below, invoking the LeClair-Mussardo formula, we
outline how one can obtain the connected form factor of the current. For the complete
derivation, see [67]. As a by-product, this will also allow us to derive the finite-volume
matrix element of the current.
In order to calculate the connected form factor of the current, we take the following
steps. First, we compute the symmetric form factor of the charge densities by using (2.79).
We then transform them into that of currents by means of the continuity equations. By
following the same logic by which we obtained the symmetric form factor of the charge
densities backward, we finally obtain the connected form factor of the currents.
To start, let us examine (2.79). By merely invoking that L(α|α) is a sum of spanning
forests rooted at vertices belonging to the set α, and that F c2|α|({θi}i∈α) is a sum of spines
equipped with vertices from α, with two ends being p′ and h. Then what is done in the
right hand side in (2.79) is the merger of these two objects, i.e. the decoration of the
spines by planting trees at each vertex. This results in the spanning trees with n vertices
with p′ and h inserted at two arbitrary positions in each tree. Any double counting of
the same tree is avoided here, since each tree is now labeled and each spine comes with a
different permutation. Therefore the symmetric form factor can be written as












Next, recalling the continuity equations at the operator level ∂tq+∂xj = 0, we realize that
the following relation holds between the symmetric form factor of q and j:






F s2n,q(θ1, · · · , θn). (4.17)
Combining (4.16) and (4.17), we immediately obtain













Now, thanks to the connectedness and the absence of cycles in each tree, we can extract a
unique spine that interpolates E ′ and h in each tree. This precisely amounts to the same
decomposition into the sum of spanning trees and spines we had for F s2n,q(θ1, · · · , θn),
except that p′ is now replaced by E ′. This implies that the connected form factor of j is
F c2n,j(θ1, · · · , θn) = h(θ1)ϕ1,2 · · ·ϕn−1,nE ′(θn) + perm. (4.19)










Next, let us turn to the finite-volume matrix element of the current operator j. It
turns out that it has a neat expression, reading






where G−1 is the inverse of the n × n Gaudin matrix and G = detG is the Gaudin
determinant. To prove it, let us first recall that, according to the Pozsgay-Takács formula
(2.77), the finite-volume diagonal matrix element of the current operator j can be written
in terms of its connected form factor as




This is nothing but a summation over all forests each of which contains a tree in which
E ′ is inserted at the root and h is inserted at one of vertices, and other trees rooted with
weighed Lp′. Therefore, to prove (4.21), we shall show that G−1ji generates all the forests
each of which contains trees that are rooted with weighed Lp′ except one tree that is














Once it is shown, it is obvious that the RHS of (4.21) coincides with its LHS.
Let us start with rewriting the Gaudin matrix Gij as Gij = Lp
′
iG̃ij, where G̃ij is
G̃ij = δij + δij
n∑
l 6=j































where we note that the weighs 1
Lp′l
are assigned to all the vertices except roots. Plugging
(4.27) into (4.26), we realize that now the weights Lp′l are multiplied to only roots except
the root with the vertex j, from which observation (4.23) follows. We note that a similar
result was also obtained in a recent work for the XXZ spin 1/2 chain [135].
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We, for the first time, report a first-principle proof of the equations of state used in the
hydrodynamic theory for integrable systems, termed generalized hydrodynamics (GHD).
The proof makes full use of the graph theoretic approach to Thermodynamic Bethe ansatz
(TBA) that was proposed recently. This approach is purely combinatorial and relies
only on common structures shared among Bethe solvable models, suggesting universal
applicability of the method. To illustrate the idea of the proof, we focus on relativistic
integrable quantum field theories with diagonal scatterings and without bound states such
as strings.
1 Introduction
Extending the notion of statistical mechanics to describe states that are far from equilib-
rium has been one of the foremost challenges in theoretical physics. Although a unified
modus operandi to deal with a genuinely out of equilibrium state is still out of reach,
transport in many-body systems can serve as a fertile testbed to study rich and some-
times counter-intuitive physics arising in non-equilibrium states. In particular, transport
phenomena in one dimensional quantum systems have drawn a plethora of interest in
recent years, due partially to spectacular advances in experiments that can now probe the
dynamics of the quantum many-body systems in one dimension in a controlled manner
[1, 2, 3]. From the theoretical point of view, transport in one dimension is somewhat spe-
cial in that most of them are expected to be anomalous (non-diffusive) [4, 5, 6]. There is,
however, a class of one dimensional quantum systems that exhibits a variety of transport
types: integrable systems. It has been known that not only a seemingly likely case, bal-
listic transport [7, 8, 9], but other type of transports such as diffusive and super-diffusive
transports can in fact occur in integrable systems [10, 11, 12, 13]. In order to provide
a coherent understanding in the transport phenomena in integrable systems, a hydro-
dynamic approach that can account for an excess amount of conserved charges, coined
generalized hydrodynamics (GHD), was recently proposed [14, 15]. GHD was originally
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capable of describing only the dynamics at the Euler scale (leading contribution of the
derivative expansion with respect to the space coordinates), but was later extended to
capture the sub-leading (diffusive) effect [16]. GHD is not only able to describe an array
of inhomogeneous dynamics [17, 18, 19, 20, 21, 23, 24, 25, 26], but is also amenable to
coping with external potentials [28] which allows us to efficiently simulate cold atom gases
in a confining potential [29]. Moreover applicability of GHD to classical integrable sys-
tems is also numerically confirmed [27]. Remarkably, it can even yield some exact results
including exact Drude weights at any temperature [19, 25, 30]. Despite of its far-reaching
power to predict complicated dynamics, at the Euler scale, the picture GHD gives is in-
tuitively rather clear: when systems are in local equilibrium, quasi-particles propagate
ballistically with the effective velocity veff(θ;x, t). Therefore the functional form of the
effective velocity, which can be regarded as the equations of state for GHD, determines
the dynamics, and was first presented in [14, 15]. We note that a proof shown in [14] that
exploited crossing symmetry only, is in fact incomplete as the proof assumed analyticity of
some function in TBA, which is not necessarily true for some generalized Gibbs ensembles
(GGEs). Thus a full proof of the equations of state is still missing in GHD. So far, the
validity of GHD, which is equivalent to that of the effective velocity, has been numeri-
cally confirmed for spin chains such as the XXZ spin-1
2
chain [17, 18, 19, 20, 24, 26] and
the Fermi-Hubbard model [25], and it is believed that GHD correctly captures the long-
wavelength dynamics of any Bethe solvable systems. Nonetheless, a down-to-earth proof
of veff(θ) is still highly-desired to complete the program of GHD, and it is the purpose
of this paper to report such a proof for relativistic integrable field theories with diagonal
scatterings of one or more particle species.
Our strategy is essentially depending on form factor expansions by means of the
LeClair-Mussardo formula [31]. The formula allows us to represent the expectation value
of a local operator as an infinite series. This series is universal in the sense that the ex-
pectation values of two operators differ only in their connected form factors. The problem
of evaluating the equations of state boils down to a direct comparison between the con-
nected form factors of the charge and that of the current. Such comparison can be carried
out by a well-known relation [32] between the connected form factors and the symmetric
ones. Although this relation in its analytic form can be used to verify the current-average
hypothesis for a few particles, which was presented in [14], it quickly becomes intractable.
In order to provide a proof at full generality, we employ an equivalent formulation of
graph expansion. The main idea is to apply the matrix-tree theorem to write Gaudin-like
determinants and their minors as sums over trees. The latter are easy to control due to
their simple combinatorial structure. Similar technique has been used in [33, 34, 35] and
recently in [36, 37] to evaluate other observables such as partition function, correlation
function and g-function.
The structure of the paper is the following: In section 2 we quickly summarize GHD
and its equations of state. The proof for the current average is covered in section 3, which
consists of four subsections. In 3.1 we present basic facts about form factors, in particular
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the relation between connected and symmetric ones. In 3.2 we provide basic tools in
graph theory. The proof for a theory with a single type of particle is completed in 3.3
and is extended in 3.4 to a theory with more than one type of particles. Section 4 closes
our paper with perspectives.
Throughout this article, we shall focus on (1+1)-D relativistic integrable field theories
with no bound states.
2 GHD and current average
As emphasized in the introduction, our motivation to obtain an explicit expression of the
current average comes from GHD. Here we briefly recall how the equation of states in
GHD is expressed in terms of quasi-particle basis.
GHD is a framework to study the dynamics of integrable systems at the Euler scale
[14, 15]1. At such scale, generically, many-body systems are expected to be in a state
where local entropy maximization is realized. In such a state, physics is dominated by
macroscopic processes protected by conserved charges, and the state potentially carry a
current. In practice, this scale can be accessed by taking a scaling limit of infinitely many
degrees of freedom (i.e. the ratio between a typical microscopic scale lmic, say the inter-
particle length, and a typical macroscopic scale lmac becomes zero: ε = lmic/lmac → 0) while
scaling the space-time simultaneously (x, t)→ (ε−1x, ε−1t), which amounts to focusing on
physics occurring at an emergent large scale called the fluid cell. Note that depending
on the exponent α of the scaling of x, ε−αx, a different scaling limit can be obtained
(e.g. diffusive scaling for α = 1/2 and super diffusive scaling for 1/2 < α < 1). The
powerful assumption of local entropy maximization then provides us an efficient way to
evaluate correlation functions at the Euler scale [38]. In particular, the expectation value
of a given local operator O is computed by 〈O(x, t)〉Eul = Tr(ρ(x, t)O) with ρ(x, t) =
exp(−∑i βi(x, t)Qi)/Z(x, t), where Qi =
∫
dx qi(x, 0) are the conserved charges. This
suggests that, at the Euler scale, in order to solve the macroscopic continuity equations
∂t〈qi(x, t)〉Eul +〈ji(x, t)〉Eul = 0, one only has to know the equilibrium form of the averages
of densities 〈qi〉~β and currents 〈ji〉~β as functions of Lagrange multipliers ~β: the Euler scale
averages are then simply 〈qi(x, t)〉Eul = 〈qi〉~β(x,t) and 〈ji(x, t)〉Eul = 〈ji〉~β(x,t).
In integrable systems, one-point functions in any generalized Gibbs ensemble (GGE)
are conveniently represented in the quasi-particle basis. For instance, the density average






where θ is a quasi-momentum that parametrizes quasi-particles, and a specifies each
particle species. Here, hi,a(θ) is the one-particle eigenvalue of Qi: Qi|θ〉a = hi,a(θ)|θ〉a,
1See [16] for the recent extension of GHD to account for diffusive corrections to GHD.
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and ρp,a(θ) is the density of particle [40] that can be computed within thermodynamic
Bethe ansatz (TBA). Now, we need to know how 〈ji〉 looks like in order to solve the









where veffa is the velocity of excitation over an equilibrium state. It satisfies










′)− veffa (θ)), (3)
where vgra (θ) is the group velocity, and ϕab(θ) is the differential scattering kernel that is
related to the S-matrix of a given model as ϕab(θ) = −id logSab(θ)/dθ. In [14], a proof for
relativistic integrable quantum field theories with diagonal scatterings was provided using
crossing symmetry. This proof, however, has a flaw in the sense that it implicitly assumes
the analyticity of the source term w(θ) =
∑
i βihi(θ) that drives the Yang-Yang equation
(see (19) for the definition), which is not necessarily guaranteed for some GGEs. For
instance, in a nonequilibrium steady state generated by gluing two initially disconnected
integrable systems at equilibrium, w(θ) actually has a jump as a function of θ, hence
nonanalytic [14]. We stress that our proof does not require the assumption of analyticity
of w(θ), and therefore is applicable to arbitrary (local) GGEs. The current formula (2)
has also been extended to the XXZ spin-1
2
chain where strings are present without proof
but with numerical verifications [15]. The form of veffa (θ) can be in fact considered as
equations of state for GHD. Recall that equations of state are relations that relate the
density averages 〈qi〉 and the current averages 〈ji〉: 〈ji〉 = Fi({〈qk〉}). Since it is precisely
what veffa (θ) is doing, making (2) different from (1) by its very appearance in (2), the
functional form of the effective velocity determines the relation between the density and
current averages. In the next section, we shall present the first-principle proof of (2). We
note that the main idea of our proof, which is the form factor expansion, is same as the
one presented in the appendix in [14]. The crucial difference is that, in our proof, we
prove a statement (see (24) below) that is equivalent to the current formula (2) for any
number of particles, while in [14], only the cases of a few numbers of particles were worked
out. This generalization is made possible by making full use of the powerful techniques of
graph theory in the same spirit as in [36]. This proof should serve as a first satisfactory
proof of (2), but we expect that there is a yet another way of proving it, which is not
needing any explicit use of relativistic / gallilean invariance.
Before embarking on the proof, let us conclude this section by introducing the dynam-
ical equation of GHD. It immediately follows by plugging (1) and (2) into the macroscopic
continuity equations. Using the completeness of the space of Qi, it reads
∂tρp,a(θ) + ∂x(v
eff
a (θ)ρp,a(θ)) = 0. (4)
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This type of equation for the spectral parameter θ has been found in several different
contexts. For instance, the hydrodynamic equation of the hard-rod gas is known to have
a same form to (4) with a similar effective velocity as (3) [41]. This is in fact readily
derived by a simple kinetic argument presented in [14, 41], providing the underlying
physical picture as to why the effective velocity has to be of the form (3). Note that the
classical soliton gases of the KdV equation are also governed by an equation similar to
(4) on the large scale [42, 43].
3 The proof
3.1 LeClair-Mussardo formula
Let us suppose the theory we consider has N particle species ai with masses mi each of
which differ, and it has no internal degrees of freedom. The Hilbert space of a generic
(1+1)-D relativistic quantum field theory has natural bases: asymptotic in and out states
|θ1, · · · , θn〉in,outa1,··· ,an parameterized by rapidities θ, which in turn diagonalize all the con-
served charges if the model is integrable (to fix the basis, we use the out state, i.e. the
ordering θ1 < · · · < θn). Another salient feature of the model, due to integrability, is
that the dynamics is governed by the S-matrices that are factorizable into the product of
two-body scattering matrix S(θi, θj) = S(θi − θj). The form factor (with n particles) of
a local operator O of the model is then defined by
Fa1,··· ,an(θ1, · · · , θn) = 〈vac|O(0)|θ1, · · · , θn〉a1,··· ,an (5)
which is expected to satisfy the following axioms [44]:
1. Relativistic invariance
Fa1,··· ,an(θ1 + η, · · · , θn + η) = esηFa1,··· ,an(θ1, · · · , θn) (6)
where s is the spin of the operator O.
2. Watson’s equations
Fa1,··· ,ak,ak+1,··· ,an(θ1, · · · , θk, θk+1, · · · , θn) = Sak,ak+1(θk − θk+1)
× Fa1,··· ,ak+1,ak,··· ,an(θ1, · · · , θk+1, θk, · · · , θn)
(7)




Fa,b,a1,··· ,an(θ + πi, θ







Fa1,··· ,an(θ1, · · · , θn).
(9)
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Note that if our model has bound states, the case which we do not consider here, there
are additional dynamical poles on the imaginary axis within the strip 0 < Im θij < π.
We further assume that form factors are meromorphic functions except poles that are
dictated by the axioms mentioned. In what follows, for brevity, we shall focus on the case
with one particle species.
The form factors generally serve as building blocks of more complicated matrix ele-
ments. Of particular interest for our purpose is the diagonal matrix element 〈←−θ |O(0)|−→θ 〉,
where we introduced the shortened notation |−→θ 〉 = |θ1, · · · , θn〉 (and 〈
←−
θ | = 〈θ1, · · · , θn|).
By use of the crossing relation, all form factors can be expressed in terms of the following
form factor [32]













fi1,i2,··· ,in(θ1, · · · , θn)δi1δi2 · · · δin + · · · , (10)
where fi1,i2,··· ,in(θ1, · · · , θn) is completely symmetric with respect to a rearrangement of
indices, and “· · · ” refers to all the terms that vanish upon taking {δi} → 0 in any order.
This form factor, in fact, is not well-defined due to the presence of kinematic singularities,
i.e. its value depends on the order of limits {δi} → 0. There are two common ways to
eliminate such singularities: one is to keep only finite terms by getting rid of all the terms
that are divergent when taking {δi} → 0 in (10), yielding the connected form factor [31]
F c2n(θ1, · · · , θn) = FP lim{δk}→0
F2n(θ1 + πi + δ1, · · · , θn + πi + δn, θn, · · · , θ1). (11)
Another one is to take a uniform limit such that δi = δ → 0 for all i that gives rise to the
symmetric form factor [32]
F s2n(θ1, · · · , θn) = lim{δk}=δ→0
F2n(θ1 + πi + δ, · · · , θn + πi + δ, θn, · · · , θ1). (12)
These two form factors play essential roles in our proof later, and they are in fact related
by the following relation





where |α| denotes the cardinal of the subset α and L(α|α) is the principal minor obtained
by deleting the α rows and columns of the following matrix
L(θ1, · · · , θn)jk = δjk
∑
l 6=j
ϕj,l − (1− δjk)ϕj,k, (14)
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where ϕi,j = ϕ(θi−θj). Relation (13) can be obtained by considering two equivalent ways









where ᾱ denotes the complementary of α. On the left hand side, G(θ1, · · · , θn) is the
determinant of the n× n Gaudin matrix







− (1− δjk)ϕj,k, (16)
where p′(θ) is the derivative of the momentum p with respect to the rapidity θ. On the
right hand side, G(α|α) is the principal minor of G obtained by deleting its α rows and
columns, and V is the system size. Since the equality (15) is algebraic, it must hold for
whatever value of V . Thus let us take a limit V → 0. By writing the matrix G({θi}i∈ᾱ) as
the sum of a matrix of the type (14) and a diagonal matrix, we can write its determinent









Since I is always a non-empty set, (17) necessarily vanishes when V → 0 except when
ᾱ = ∅, i.e. α = {1, · · · , n}. Hence the LHS of (15) becomes that of (13) under the limit.
Together with an immediate observation that G(α|α)→ L(α|α) with V → 0, the relation
(13) is established.
Having these in mind, we are now in a position to introduce the LeClair-Mussardo
formula. The formula is a variant of spectral decomposition for the thermal (GGE) average















F c2l(O; θ1, · · · , θk) (18)
where Z is the partition function, and the filling function n(θ) = 1/(1 + eε(θ)) is given by








ϕ(θ − θ′) log(1 + eε(θ′)). (19)
This is a remarkable simplification in computing the GGE average of a local operator,
but it still requires us to compute the connected form factor, which is always a formidable
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task. Further, even if one manages to do so, carrying out the resummation is, in most
cases, not feasible. Therefore, in practice, the formula is used with truncating after some
terms; if excitation is small enough, this provides a fairly good approximation of the
average.
Being said so, there are some known cases where one can evaluate the formula ex-
plicitly. One of such examples is the density of a conserved charge Q =
∫
dx q(x, 0): the
connected form factor of which is given by [39]
F c2n(q; θ1, · · · , θn) = h(θ1)ϕ1,2 · · ·ϕn−1,np′(θn) + perm, (20)
where perm. is understood as permutations with respect to the integer set {1, · · · , n}.






where the dressing operation is defined for any function f(θ) as




ϕ(θ − θ′)n(θ′)fdr(θ′). (22)
In the main proof, we will observe that, in fact, the same structure holds for the current

















h(θ1)ϕ1,2 · · ·ϕk−1,kE ′(θk), (23)
where E ′(θ) denotes the derivative of the energy E with respect to the rapidity θ. This
suggests that if the connected form factor of j takes the following form, then (2) follows:
F c2n(j; θ1, · · · , θn) = h(θ1)ϕ1,2 · · ·ϕn−1,nE ′(θn) + perm, (24)
which is the actual statement we are going to prove in order to establish (2).
3.2 Graphical representation
The relation (13) between the symmetric and connected form factors can be understood




ϕj,l − (1− δjk)ϕj,k. (25)
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It is the discretized Laplacian operator ∆ on a graph in which a weight ϕj,k is assigned to
the edge connecting j and k. Although L has a vanishing determinant, as the elements
on each row sum up to zero, its principal minors can be expressed as a sum over trees.
This is the virtue of the matrix-tree theorem [45], also known as Kirchhoff theorem.2
Definition 3.1 (Trees and forests). A tree is a connected graph without cycles. A forest
is a set of trees.
In this paper we are referring to undirected graphs which means there is no direction
on the edges. The reason behind is the symmetric property of the scattering differential:
ϕi,j = ϕj,i. In the non-symmetric case, the definition of (directed) trees should be modified
[36].








where the summation is performed over all forests of n vertices each tree of which contains
exactly one vertex from α. The product runs over all edges of the forests.
This is known as the all-minor version of the matrix-tree theorem. A particular case
is given by considering principal minors of rank n− 1 i.e. by taking α to be one-element
subsets. The forests would then become trees.




ϕ1,2 + ϕ1,3 −ϕ1,2 −ϕ1,3
−ϕ2,1 ϕ2,1 + ϕ2,3 −ϕ2,3
−ϕ3,1 −ϕ3,2 ϕ3,1 + ϕ3,2

 . (27)
All the principal minors of rank 2 are equal: L(1|1) = L(2|2) = L(3|3) = ϕ2,1ϕ3,1 +
ϕ2,1ϕ3,2 + ϕ2,3ϕ3,1. These terms are exactly the three trees spanning three vertices, see
Fig.1. Note that we are referring to labelled trees. In particular, the trees in Fig.1
are considered as being distinguished, despite their similar combinatorial structure. The
principal minors of rank 1 are written as forests with two trees. For example, when
α = {2, 3} we have L(α|α) = ϕ1,2 + ϕ1,3, as in Fig.2. The matrix-tree theorem provides
a nice interpretation of the relation (13) between symmetric and connected form factors.
For each subset α of {1, 2, ..., n} we decorate the connected form factor F c2|α|({θi}i∈α) by
trees growing out of the elements of α. The decorations must guarantee that all n vertices
are covered.
2Matrix of the type (25) appeared in the work of Maxwell, one can therefore view the weights ϕjk as





Figure 1: Trees associated with a minor of rank 2.
1 1
2 2 33
Figure 2: Forests associated with a minor L({2, 3}|{2, 3}).
3.3 Main proof: one type of particle
Here we present a graph theoretic proof for (24). Our proof consists of three steps:
• Obtain the symmetric form factor of the charge F s2n(q; θ1, · · · , θn) from the connected
one (20) and the relation (13).
• Compute the symmetric form factor of the current F s2n(j; θ1, · · · , θn) from that of
the charge, by using the continuity equation.
• Find the connected form factor of the curent from the symmetric one, by going from
the left hand side to the right hand side of equation (13).
The first and the last step are done with help of the matrix-tree theorem 3.1.
In the first step, we represent the connected form factor of the charge
F c2n(q; θ1, · · · , θn) = h(θ1)ϕ1,2 · · ·ϕn−1,np′(θn) + perm, (28)
as n! spines of length n with the charge h on one end and the momentum derivative p′ at
the other end. Spines of length 1 with coinciding ends are allowed.
The corresponding symmetric form factor is obtained by decorating the spines with
the trees, see Fig.3. Because the trees have different labelings and the spines come from
different permutations, each term in the symmetric form factor is a (labelled) tree with
two marked points, no tree appears more than once. Vice versa, each tree with two marked






Figure 3: Pictorial representation of one of terms in the RHS of (13). Each term (forest)
of L(α|α) and each term in F c2|α|({θi}i∈α) form a spanning tree by merging together at
vertices α represented by black dots.
the existence of a path between the two marked points. Moreover, the uniqueness of this
path is ensured by the non-existence of cycles. We conclude that the symmetric form
factor of the charge is given by the sum over all the trees of n vertices, with the weights
h and p′ inserted at two arbitrary vertices. This sum factorizes into the sum over the
weights and the sum over the unmarked trees:












Here, T denotes the set of the trees of n vertices. The sum over these trees are exactly
given by the principal minor of rank n− 1 of the matrix (25). For instance, in the case of
three particles:






3)(ϕ2,1ϕ3,1 + ϕ2,1ϕ3,2 + ϕ2,3ϕ3,1)
We now turn to the second step. In order to relate (29) to the symmetric form factor
of the current F s2n(j; θ1, · · · , θn), where j satisfies the continuity equation ∂tq + ∂xj = 0,
we note that there is a relation between F s2n(q; θ1, · · · , θn) and F s2n(j; θ1, · · · , θn) which is
a simple consequence of the continuity equation:






F s2n(q; θ1, · · · , θn), (30)
where we recall E(θ) = m cosh θ and p(θ) = m sinh θ. To see this, we first observe
〈vac|j(x, t)|−→θ ,
←−
















θ′ 〉 = im
n∑
k=1








Using this, it then follows that


































k(cosh θk + cosh θ
′
k)∑












F s2n(q; θ1, · · · , θn), (33)






θ′ 〉 = −im
n∑
k=1







when moving from the third to the fourth line. Here, δ is defined as before in order to
take the uniform limit θ′j = θj + πi + δ.
Now, applying this relation to (29), it immediately follows that












which is nothing but the summation over all the trees of n vertices, this time with h and
E ′ inserted at two arbitrary points. By applying the same logic as in the first step, we
can write this as a sum over spines and decorating trees




L(α|α)F c2|α|(j; {θi}i∈α), (36)
where the spines now have h and E ′ on two ends
F c2n(j; θ1, · · · , θn) = h(θ1)ϕ1,2 · · ·ϕn−1,nE ′(θn) + perm. (37)
This is the desired formula for the current connected form factor. 
Our proof makes use of the matrix-tree theorem to express all the determinants and
minors in the relation (13) between connected and symmetric form factors as sums over
trees. We believe this is the natural language to understand this relation, as shown by the
simplicity of the proof. One can of course argue that, because the matrix-tree theorem is
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two-fold, quantities which are expressed in terms of trees can be written as determinants
of some matrices as well. As mentioned above, this is indeed true for the symmetric form
factor of the charge or the current. For instance, (29) can be equivalently written as







where L(1|1) is the principal minor, obtained by deleting the first row and column of the
n × n matrix (25). Interested readers are invited to derive (38), starting from (20) and
(13) without using the matrix-tree theorem.
3.4 Main proof: more than one type of particle
Our method can be extended to a purely elastic scattering theory with N types of particles
a = 1, 2, .., N of masses ma. We illustrate it in the case of T2 model [46, 47].
The underlying conformal field theory of this model is the minimal model M2,7 with
central charge c = −68/7. It involves two nontrivial primary fields denoted by Φ1,2 and
Φ1,3 with conformal dimensions
h1,2 = h̄1,2 = −
2
7















The T2 model is the perturbation of this theory by a positive parameter along the Φ1,3
direction




More generally, Tn models are perturbations of minimal models M2,2n+3 by the same
operator. They can be realized as particular reductions of the sine-Gordon model [47].
The T2 model is a massive integrable quantum field theory with the mass spectrum
λ = κm
2−2h1,3
1 , m2 = 2m1 cos(π/5),


































sinh θ + i sin πx
sinh θ − i sin πx .
Let us denote the two types of particle by a = 1, 2 with the corresponding energy and







ϕab(θ − θ′) log[1 + eεb(θ
′)]
where ϕab is the logarithmic derivative of the scattering matrix: ϕab(θ) = −i∂θ logSab(θ).
Unitarity again ensures that ϕ is symmetric on its arguments:
Sab(θ)Sba(−θ) = 1⇒ ϕab(θ) = ϕba(−θ) a, b ∈ {1, 2}. (41)




























ϑ denote the two sets of rapidities:
−→
θ = {θ1, · · · , θl},
−→
ϑ = {ϑ1, · · · , ϑm}.





ϑ ) = FP lim
{δk}→0
Fl,m,m,l(θ1 + πi + δ1, · · · , θl + πi + δl,
ϑ1 + πi + δl+1, · · · , ϑm + πi + δl+m, ϑm, · · · , ϑ1, θl, · · · , θ1).
The symmetric form factor is obtained by taking the uniform limit: δk = δ → 0 for all k.














where L(α, β|β, α) is the principal minor obtained by deleting the α rows and columns





















− (1− δij)ϕ11(θi − θj), 1 ≤ i, j ≤ l
Bij = −ϕ12(θi − ϑj) 1 ≤ i ≤ l, 1 ≤ j ≤ m









− (1− δij)ϕ22(ϑi − ϑj), 1 ≤ i, j ≤ m
Despite its block structure, this matrix is still a Laplacian matrix as each of its rows
sums up to zero. The matrix-tree theorem 3.1 is still valid, allowing us to write the
principal minors L(α, β|β, α) as a sum over (|α| + |β|)-forests of l + m vertices. Each
vertex now carries an index a ∈ {1, 2} to indicate the type of particle it stands for. A
branch connecting a particle of type a and rapidity θ and another of type b and rapidity ϑ
carries a weight of ϕab(θ − ϑ). The symmetry of the scattering differential (41) indicates
that the graphs are undirected.
We now turn our attention to the case of a conserved charge Q which acts diagonally
on the basis of multiparticle states:
〈←−ϑ ,←−θ |Q|−→θ ,−→ϑ 〉 = 1
L




θ |−→θ ,−→ϑ 〉. (45)
The connected form factor for a state with l particles of the first type and m particles of
the second type is given by the sum over (l +m)! ways of distributing the particles on a
spine with the charge h on one end and p′ on the other end. Compared with the previous
result (20), we now have to keep track of the particle type a, the scattering differential
ϕab and the weight ha and p
′
a in each permutation. Explicitly we have:




p′σ1(ησ1)ϕσ1σ2(ησ1 − ησ2).....ϕσl+m−1σl+m(ησl+m−1 − ησl+m)hσl+m(ησl+m) (46)











θi if 1 ≤ i ≤ l






ϕ11 if 1 ≤ i, j ≤ l
ϕ12 if 1 ≤ i ≤ l, l < j ≤ l +m
ϕ21 if l < i ≤ l +m, 1 ≤ j ≤ l
ϕ22 if l < i, j ≤ l +m
.
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All the arguments of the previous section are still valid, in particular the symmetric form
factors for the charge is given by



















The last sum runs over all trees of l+m vertices, l of which is of type 1 and m is of type
2. It is given by any principal minors of rank l+m− 1 of the matrix (44). The connected
form factor of the current is given by (46), with p′ replaced by E ′.
4 Conclusions
In this article, we provided a graph theoretic proof of the equations of state used in GHD
in the case of relativistic integrable quantum field theories without bound states. The
proof applies to purely elastic scattering theories with one or multiple types of particles
for which the corresponding LeClair-Mussardo formulae are known. Having the proofs for
those cases, an obvious question would be if our approach can be applicable for theories
where bound states and/or particles with internal degrees of freedom are present, such
as the sine-Gordon model. This would be possible once we are able to extend the notion
of connected form factor, or equivalently the LeClair-Mussardo formula for such theories.
Such extension is still in development [48] and we leave it to future investigation.
We exemplified the graph theoretic idea using relativistic integrable quantum field
theories, but it also works for the nonrelativistic case, such as the Lieb-Liniger model,
through taking appropriate non-relativistic limits [49]. Extension of our method to spin
chains seems to necessitate more investigation as much less is known about connected and
symmetric form factors in spin chains [50, 51].
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4.3 Semi-classical picture and flea gas
In this section, we review the contents of the paper [69]. My main contribution in this
work is to check that the form of the effective velocity of hard-rod gases can be thought
of a special case of that of GHD4. I also numerically solved the partitioning protocol for
the Lieb-Liniger gas and provided a curve used in the paper.
One can acquire a considerable insight into the underlying structure in GHD by invok-
ing an analogy with the hydrodynamics of classical rigid objects, i.e. hard rods [33,39,118].
A gas of hard rods consists of hard rods with the fixed length d, and the dynamics is such
that upon two rods colliding each other, they simply exchange their velocities. This is
equivalent to saying that the dynamics of hard rods is characterized by elastic scatterings
between rigid segments. Its dynamics is so simple that it is amenable to rigorous math-
ematical analysis, and it was carried out intensively in 1980s. A remarkable upshot was
that people could rigorously prove that hydrodynamics indeed emerges at late time and
at the large scale (i.e. Euler scale); the model thereby serves as the first instance of a
rigorous derivation of hydrodynamics [39]. It turns out that the resulting hydrodynamic
equation takes a quite simple form. Let ρrod(v) be the density of rods with the velocity
v. The Euler hydrodynamic equation for the hard rod gas reads [39]
∂tρrod(v) + ∂x(v
eff(v)ρrod(v)) = 0, (4.28)
where




This is clearly the same as the equations of state in GHD (4.4) upon identifying vgr(θ) and
v, and ϕ(θ − α) and −d. The observation therefore suggests that, upon an appropriate
alternation to the dynamics of a hard rods gas, one might obtain a classical system whose
Euler scale dynamics precisely coincides with that of quantum integrable systems. This
is indeed possible, and let us elaborate on how one achieve it. To this end, let us start
with taking an alternative point of view on the hard rods dynamics. Namely, we put a
tracer particle at the centre of each rod that traces the velocity of each rod. It can be
considered as the quasi-particle of the system that indeed scatter elastically when the
distance between two tracer particles becomes d. For instance, suppose that there are
two hard rods equipped with tracers at x1 and x2 with velocities v1 and v2, respectively.
Then, when x1 < x2 and v1 > v2, a collision occurs accompanied by trajectory shifts
x1 7→ x1 + d and x2 7→ x2 − d, which take place instantaneously (or within a microscopic
time). A similar yet slightly different microscopic rule is to let two quasi-particles jump
forward instantaneously with the distance d when they meet at x1 = x2. These are two
distinctive microscopic rules for the gas of tracer particles, but we expect that, at the
macroscopic scale where Euler hydrodynamics becomes valid, they give rise to the same
4This was initially suggested by H. Spohn.
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hydrodynamics. The latter implementation of the dynamics was named flea gas algorithm,
and introduced in [69]. The flea gas algorithm can be straightforwardly generalized to a
gas of quasi-particles that scatter with the velocity-dependent distance d(v, w), which can
be both positive and negative. Let us argue that the ensuing large scale dynamics can be
identified as the Euler scale GHD. More precisely, we shall show that the average velocity
of a probe quasi-particle labeled by its (bare) velocity v after traveling for a large distance
∆x for a macroscopically large time ∆t is nothing but the GHD equations of state veff(v),
i.e. ∆x = veff(v)∆t. First, during the travel, the contributions to the traveled distance ∆x
can be decomposed into two parts; one of them comes from the consequence of propagating
freely (without scatterings) while another is due to colliding with other quasi-particles.
The former effect is immediate: it is simply given by v∆t, where v can be considered as
the group velocity of the quasi-particle. The latter requires a little more elaboration: we
first note that, whenever the probe quasi-particle and a quasi-particle with the velocity w
scatters each other, the oriented jump distance of the probe particle is sgn (v−w)d(v, w).
Since the number of quasi-particles with the velocity between w and w + dw within the
large volume ∆x is ∆x dw ρcl(w), where ρcl(w) is the quasi-particle density of the model,
the total amount of jump distances due to hitting quasi-particles prescribed by the density
ρcl(w) is ∆x dw ρcl(w)sgn (v−w)d(v, w). A caveat here, however, is that the probe particle
does not necessarily undergo the scatterings with all these particles (for instance, if the
probe particle is located left to a particle with the velocity w with veff(v) < veff(w), then
they never hit each other). The probability of encountering such scattering events can be











Upon appropriate identifications, this average velocity coincides with (4.4).
The above observation implies that the hydrodynamics of the classical flea gas im-
plemented as above is the same as that of quantum integrable systems. This quantum-
classical correspondence suggests a profound underlying structure behind the large scale
dynamics of integrable systems. Namely, even if the microscopic model is quantum, at the
Euler scale, quasi-particles behave like solitons in a sense that when two quasi-particles
scatter, the only effect is the spatial displacement they experience, which is precisely how
solitons scatter upon collisions. In fact, it has been known that a gas of particles that
obeys the Korteweg-de Vries (KdV) equation can indeed be treated as the soliton gas with
the effective velocity resembling (4.31) [101,136,137]. Therefore the above structure of the
large scale dynamics seems to be universally shared among any models whose excitations
are characterized by quasi-particles that scatter elastically.
It is also important to notice that the correspondence allows us to simulate the dy-
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namics of quantum integrable systems using classical molecular dynamics, which turns
out to be extremely efficient and useful [105, 106]. For the details on how to implement
the algorithm, see our paper [69].
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We show that the equations of generalized hydrodynamics (GHD), a hydrodynamic theory for
integrable quantum systems at the Euler scale, emerge in full generality in a family of classical gases,
which generalize the gas of hard rods. In this family, the particles, upon colliding, jump forward or
backward by a distance that depends on their velocities, reminiscent of classical soliton scattering.
This provides a “molecular dynamics” for GHD: a numerical solver which is efficient, flexible, and
which applies to the presence of external force fields. GHD also describes the hydrodynamics of
classical soliton gases. We identify the GHD of any quantum model with that of the gas of its
soliton-like wave packets, thus providing a remarkable quantum-classical equivalence. The theory
is directly applicable, for instance, to integrable quantum chains and to the Lieb-Liniger model
realized in cold-atom experiments.
Introduction. It is widely believed and acknowledged
that the late-time and large-scale dynamics of interact-
ing systems, whether quantum or not, is well described
by hydrodynamics. The applicability of hydrodynam-
ics encompasses a large number of many-body systems,
from classical gases and interacting quantum field theo-
ries [1, 2] where few hydrodynamic variables are neces-
sary, to more exotic systems such as the classical hard-rod
model [3]. Recently, the realm of hydrodynamics was ex-
tended to integrable quantum models by accounting for
the infinity of nontrivial conservation laws they admit
[4, 5]. On large (Eulerian) scales one assumes that fluid
cells are in generalized Gibbs ensembles (GGE) [6]. The
theory describing this was dubbed generalized hydrody-
namics (GHD). It is applicable to many models, including
quantum chains and field theory, and has been useful in
many recent studies [7–11]. It has been applied [4] to the
Lieb-Liniger model [12], thus can be used to describe the
inhomogeneous dynamics in quasi-one-dimensional cold
atom setups [13] such as that of the celebrated quantum
Newton cradle [14].
In this paper, we show that the GHD equations also
emerge as descriptions of classical gases. It is simple
to see that a special case of GHD reproduces the equa-
tions, mathematically derived by Boldrighini, Dobrushin,
Sukhovin in 1983 [3], for a gas of hard rods on the line
colliding elastically (an observation used in [15] for the
domain-wall problem). We show that a modification
of the hard-rod dynamics leads to the general form of
GHD found in integrable quantum systems. In the mod-
ified problem, point-like “quasi-particles” are subject to
velocity-dependent spatial shifts upon colliding, general-
izing the velocity tracers in the hard rod problem.
The classical gas problem is extremely easy to im-
plement on the computer. This gives a “molecular
dynamics” (MD) solver for GHD that is numerically
efficient, that accounts for external forces, and that
is flexible enough to offer the possibility of adding
other effects such as integrability breaking and viscos-
ity. MD solvers are known for their usefulness in low-
temperature Fermi liquids, strongly-interacting gases and
high-temperature/density plasmas, see e.g. [16–18]. The
MD solver developed here offers better performance due
to the stability of the integrable quasi-particles at the
heart of the systems dynamics. It is free from limitations
on temperature, interaction strength and density, only
requiring Eulerian scales.
Velocity-dependent shifts upon scattering is a soliton-
like feature, and equations of GHD form have in fact
been found to describe classical soliton gases [19]. Wave
packets of excitations in quantum models, although not
strictly solitons, have also been observed to display such
soliton-like features [20]. We identify the GHD of any
quantum model with that of the gas of its soliton-like
wave packets, thus providing a remarkable quantum-
classical correspondence at the Euler scale. This means
that, from the viewpoint of local averages in Eulerian hy-
drodynamics, all quantum effects can be accounted for by
considering the two-body classical scattering of soliton-
like wave packets.
Generalized hydrodynamics. Hydrodynamics is a the-
ory for the dynamics of weakly inhomogeneous, non-
stationary states of many-body physics. The principle
of hydrodynamics is that of local entropy maximization.
Local averages are thus related to each other in the same
way they are in entropy-maximized states: the equations
of state hold. Eulerian hydrodynamics (that is, hydro-
dynamics neglecting viscosity effects) is obtained simply
by imposing the conservation laws for local averages of
densities and currents. This thus transfers microscopic
dynamics into a macroscopic dynamics for the local La-
grange parameters, or for any other hydrodynamic vari-
ables (parametrizations of the state). These concepts
have recently been applied to one-dimensional integrable
models [4, 5]. In this context, entropy maximization oc-
curs with respect to infinitely many local and quasi-local
conserved charges, leading to generalized Gibbs ensem-
bles (GGEs) (for reviews see [6]). The hydrodynamic the-
ory is referred to as generalized hydrodynamics (GHD).
In order to describe the equations of GHD, consider
the quasi-particle description of Bethe ansatz integrable
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models. A quasi-particle has a “rapidity” θ and a species
a. The rapidity parametrizes the two fundamental char-
acteristics of the model, the energy E(θ) and the mo-
mentum p(θ), which form the group velocity vgr(θ) =
E′(θ)/p′(θ) (here and below we use boldface letters for
pairs of spectral parameter and particle type, θ = (θ, a),
and the prime symbol (′) for rapidity derivatives d/dθ).
For instance, in relativistic (resp. Galilean) models one
takes θ as the true rapidity (resp. the velocity). The
interaction is characterized by the two-particle differen-
tial scattering phase, ϕ(θ,α). One represents a GGE
state by its quasi-particle density ρp(θ); the number
of quasi-particles of type a in the phase space element
[x, x+ dx]× [p(θ), p(θ) + p′(θ)dθ)] is ρp(θ)dθdx.
It was shown in [4, 5] that the infinity of hydrodynamic
conservation laws of GHD lead to the following continuity
equation:
∂tρp(θ) + ∂x(v
eff(θ)ρp(θ)) = 0 (1)
where the effective velocity veff(θ) solves the equation














R dθ, and we suppress the
explicit x, t dependence for lightness of notation). The
effective velocity veff(θ) [4, 5, 21] serves as a velocity
of the quasi-particle θ in the fluid cell at (x, t). The
quasi-particle spectral density ρp(θ) is a conserved fluid
density. These equations were generalized to the presence
of external inhomogeneous fields [7]. Here it is sufficient
to recall the result for Galilean models (with particles of
masses ma) within a force potential V (x):
∂tρp(θ) + ∂x(v
eff(θ)ρp(θ))− (∂xV/ma)∂θρp(θ) = 0. (3)
In the Lieb-Liniger (LL) model and other field theories,
these equations were derived in [4, 7], and in the XXZ
quantum spin chains in [5] (without force fields). The LL
model is of particular interest and will be chosen below
in order to give examples of our results. It represents
Galilean-invariant interacting Bose gases, experimentally
realizable [13]. In the repulsive regime, there is a single
particle species, with differential scattering phase
ϕ(θ, α) = 2c/((θ − α)2 + c2) (Lieb-Liniger) (4)
where c is the coupling strength (see the Supplementary
Material (SM) for the LL model in the attractive regime).
Molecular dynamics: the classical flea gases. The GHD
equations are Euler-type hydrodynamic equations, re-
quiring local entropy maximization (there is kinetic in-
terpretation [5], which also implicitly requires local en-
tropy maximization). An important problem in GHD is
to numerically solve (1), (3). This is of particular in-
terest for the LL model within a force field as this ap-
plies to cold atom gases, for instance in the quantum
Newton cradle setup [14]. Euler-type equations are of-
ten solvable by using appropriate molecular dynamics
(MD). This requires finding a particle dynamics whose
entropy-maximized homogeneous states have the correct
equations of state: the correct relations between currents
and densities. As shown in [4], here this amounts to the
relation (2) between the effective velocity and the quasi-
particle density. We now develop a family of classical
gases which, at the Euler scale, reproduce exactly (2)
and the equations of GHD (1) and (3).
In order to make the argument clear, let us first re-
call the classical hard rod model [1, 3] and make connec-
tion with GHD (see also [15]). Rods (non-intersecting
one-dimensional segments) of a fixed length d move in-
ertially at various velocities v on the infinite line, ex-
cept for elastic collisions at which they exchange their
velocities. The emergence of hydrodynamic equations on
large scales in this model for a large class of initial condi-
tions was rigorously demonstrated [3]. Let ρcl(v) be the
density of rods with velocity v (ρcl(v) dxdv is the num-
ber of rod centers lying within the phase space element




cl (v)ρcl(v)) = 0, (5)
where veffcl (v) satisfies [3]




cl (v)− veffcl (w)). (6)
These are exactly the equations (2) and (1), in the
Galilean case (v = θ), with a single unit-mass parti-
cle species, with negative differential scattering length1
ϕ(v, w) = −d, and with ρp(v) = ρcl(v) and veff(v) =
veffcl (v). This simple observation suggests that if we allow
the rods to collide more “softly”, in such a way that d
becomes velocity dependent, the hydrodynamics of the
emerging gas might be identical to that of GHD. With
velocity-dependent rod lengths, neighboring rods of ve-
locities v and w would exchange their velocities when
their centers are at distance d(v, w), as if rods were elasti-
cally contractible. However this simple-looking dynamics
causes difficulties with respect to many-body scattering
and for negative or non-symmetric lengths.
Consider instead a velocity-tracer, following the center
of a rod of velocity v. This is a point-like quasi-particle,
with trajectory that of a free particle except for jumps by
a distance d at rod collisions. Here rod collisions occur
when the positions x1 < x2 of two quasi-particles satisfy
x2 − x1 = d and their velocities v1 > v2, and at this
instant x1 7→ x1 + d and x2 7→ x2 − d. Crucially, this
means that every crossing of two quasi-particles’ trajec-
tories comes with such trajectory shifts, and this within
1 In the quantum context, this corresponds to a purely exponential
scattering phase, S(θ, α) = e−id (θ−α) [22]. In the large-c region
of the repulsive LL model, one also finds constant ϕ(θ, α) ∼ 2/c,
but this would correspond to negative rod lengths d = −2/c.
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microscopic time. In fact, any dynamics with this prop-
erty, independently of the microscopic details of the tra-
jectory shifts, leads to the same hydrodynamics. We may
thus modify the dynamics by proclaiming collisions to
occur at x2 = x1, at which the involved quasi-particles
instantaneously jump, like fleas, by a distance d. The
jump is “forward”: the quasi-particle on the left (right)
jumps towards the right (left). This is easily generaliz-
able to velocity-dependent jump lengths: a quasi-particle
of velocity v that enters in collision with one of velocity
w jumps by d(v, w), forward if positive, backward if neg-
ative. Importantly, the jump lengths may be positive
or negative, and need not be symmetric with respect to
exchange of velocities. A jump is an infinitely-fast dis-
placement, during which more collisions can occur, occa-
sioning new jumps in a chain reaction that re-organizes
the quasi-particles’ positions in the local neighborhood.
This is the classical “flea gas”; see the SM for the precise,
somewhat subtle algorithm.
We now argue that this reproduces GHD. We are look-
ing for the effective velocity veffcl (v) of a test quasi-particle
of velocity v, defined through the actual distance that it
travels in a macroscopic time ∆t,
∆x = ∆t veffcl (v). (7)
The gas is characterized by the density ρcl(w), and by
standard arguments the continuity equation (5) holds.
The quantity ∆x results from the linear displacements at
velocity v, given by ∆t v, along with the accumulation of
jumps the quasi-particle undergoes as it travels through
the gas. The oriented distance jumped due to hitting a
quasi-particle that has velocity w is sign(v − w)d(v, w).
The average number of quasi-particles of velocity be-
tween w and w + dw that has been crossed, is the to-
tal number dw ρcl(w)∆x present within the length ∆x,
times the probability ∆t/∆x×|veffcl (v)−veffcl (w)| that the
test particle crosses such a quasi-particles in time ∆t.
Assuming that the effective velocity is monotonic with v
(see the SM), the total jumped distance is therefore
∫
dw d(v, w) ρcl(w) ∆t (v
eff
cl (v)− veffcl (w)). (8)
Equating (7) with the sum of ∆t v and (8) we find
veffcl (v) = v+
∫
dw d(v, w) ρcl(w) (v
eff
cl (v)− veffcl (w)). (9)
Therefore the GHD equations (1), in the case of a sin-
gle species, reproduce the hydrodynamics of the flea gas
under the following identification:
ρcl(v)dv = ρp(θ)dθ, v = v




d(v, w) = −ϕ(θ, α)/p′(θ). (11)
This is readily generalizable to many species, with,
in (9), velocity parameters v, w replaced by doublets
v = (v, a), w = (w, b), and the driving velocity value v
replaced by vgr(v). We recover (2) by reparametrization.
It is clear that, if an external potential V (x) affects the
velocities v of the quasi-particles of the flea gas so that
there is an acceleration dv/dt = −∂xV/m, the continuity
equation (3) holds.
Domain of validity. As any molecular dynamics, the flea
gas reproduces the GHD equations only at the gas’s Eu-
ler scale. Two sets of lengths determine this scale: (1)
the inter-particle length 1/ρ (ρ =
∫
dvρcl(v)), and (2)
the jump distance d(θ,α). We expect the Euler scale
to be reached when these two lengths are much smaller
than the variation length – the typical length over which
ρ varies. In this case, particles locally maximize entropy,
as jumps do not send them away from their fluid cell and
many jumps occur within a fluid cell. The flea gas can-
not solve GHD away from such conditions. Of course,
GHD only applies under similar conditions; for instance,
in quantum models, variation lengths must be much big-
ger than the scattering length, determined by ϕ(θ,α).
Numerical checks. We have numerically simulated the
classical gas corresponding to the LL model (4) with
c = 1, m = 1. Besides being a model of experimental
interest, the GHD of the LL model was studied in [4]
at length, allowing benchmarking of the MD developed
here. All verifications are done well within the strong
coupling regime, far from either the Tonks-Girardeau or
the free boson points. First, we have verified the form
of the effective velocity by evaluating explicitly, in a ho-
mogeneous stationary gas with LL coupling parameter
γ = mcρ−1 ≈ 1.1, the total displacement of a test quasi-
particle divided by the time spent, and comparing with
the result of solving numerically the integral equation (2).
See Fig. 1a; the agreement is excellent. Second, we have
implemented a domain wall initial condition in the LL
model, and checked that its dynamics reproduces the self-
similar solution derived in [4]. See Fig. 1b, as well as Fig.
3 in the SM. Again, these provide convincing evidence of
the validity of the MD. Finally, we have implemented
the “breathing motion” of the LL model occurring after
a sudden change of frequency of a harmonic confining
potential. This has been studied experimentally, with
tDMRG and with conventional hydrodynamics, see [24].
As found in [11], GHD supersedes conventional hydrody-
namics at nonzero temperature, and thus it is important
to test the MD solver’s validity in this case. The initial
state, at temperature T = 1, is evolved within a wider
harmonic potential. As expected, the density expands
and contracts almost periodically. The observed period
is slightly smaller than that of the evolution potential, as
the interaction slows down the particles. We have simu-
lated this setup using the flea gas, and directly verified
the conservation equations (3), integrating over cells in
phase-space-time. Without changing scattering and in-
terparticle lengths, we have considered setups with 120
and 1200 particles. These have widely different variation
lengths, affecting the accuracy of the hydrodynamic ap-
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FIG. 1. GHD for the LL model with m = 1, c = 1 is sim-
ulated using the classical flea gas. (a) Truncated Gaussian
distribution ρcl(v) = 0.5e
−v2χ(−3 < v < 3). Effective ve-
locity evaluated using approx. 1500 trajectories over a time
of 1200 (blue); using the formula (2) (red). (b) Density pro-
file from domain wall initial condition, initial left and right
temperatures 10 and 1/3 (resp.), at times t = 10, 30, 50, 70.
Simulation with approx. 2400 quasi-particles (initial baths of
lengths 1000, open boundary condition) averaged over 1000
samples (blue); exact self-similar solution (red).
proximation. With a gas of as little as 120 particles, we
found (3) to be satisfied to 0.2-0.9%, and with 1200 parti-
cles, 0.08-0.16%. The accuracy is higher in central cells,
away from the boundary of the density support where
hydrodynamics is expected to fail. This quantifies the
accuracy of the hydrodynamic approximation, and pro-
vides precise tests of how MD solves the GHD equations
within force fields. See the SM for details.
Quantum-classical dictionary. The GHD equations
were derived in quantum integrable models using quan-
tum integrability. There is thus a quantum-classical dic-
tionary, such as Eqs. (10) and (11). Further elements of




In the hard rod gas, this is the fraction of a unit length
where there is no rod at all; in the general case, that avail-
able omitting the distances jumped if forward, or adding
them if backward (in the latter case the effect of quasi-
particle scattering is to increase the space available). We
recognize (12) as, up to a factor, the quantum density
of states ρs(θ) [23], ρfree(v) = 2πρs(θ)/p
′(θ). The occu-
pation function n(θ) = ρp(θ)/ρs(θ) plays an important
role in GHD, being the normal mode of the hydrody-
namics [4, 5]. For it, we then have ρcl(v)dv /ρfree(v) =
n(θ) p′(θ)dθ /(2π). The left-hand side is the classical
number of quasi-particles per unit length of free space.
The classical picture helps us understand the form
of the effective velocity. Let us write it as






dw d(v,w)ρcl(w)), and consider d(v, w) < 0. The gas
slows down a test quasi-particle with respect to its “cen-
ter of momentum”, as it is affected by backwards jumps
at collisions. There is thus a friction effect – the de-
nominator – and a drag effect – the second term in the
numerator, which were numerically noticed in [4] when
studying steady states. Note also that the full dynam-
ics is invariant under simultaneous scaling of space, time
and jump lengths, but in the quantum problem a funda-
mental physical length scale arises due to ~ within the
differential scattering phase.
Soliton gases. The above intriguing quantum-classical
correspondence might be explained in terms of soliton
gases. In classical soliton scattering, two solitons re-
tain, asymptotically, their form and their speeds, the
only change being in shifts of their trajectories. These
shifts are velocity dependent, and thus the flea-gas Eu-
ler hydrodynamics might be the same as that of classical
soliton scattering. Indeed, it turns out that equations of
the GHD form, without force fields, were already found
in recent studies of gases of solitonic modes of classi-
cal field theory [19]. In these studies an effective veloc-
ity emerge that is determined by the soliton’s scattering
shifts d(v, w) as per (9). The integrability of the resulting
equations was investigated, see also [25].
Why do gases of classical solitons have the same Euler
hydrodynamics as that of quantum models? In the quan-
tum context, it is known that quasi-particles excitations
have soliton-like features. This was recently made numer-
ically explicit by forming wave packets of quasi-particle
excitations in the Heisenberg quantum chain [20]. It was
seen that the trajectory shifts are given by the differen-
tial scattering phase of the quantum model. This exactly
agrees with the relation (11) that we derived between the
shift d(v, w) and the differential scattering phase ϕ(θ, α).
Wave packets in quantum models are however not soli-
tons: in the example of [20] for instance, they do not
keep their shape but rather spread with time, as do wave
packets of free fields. But this effect appears to be sub-
leading: at the Euler scale, only the scattering shifts play
a role. This explains why the Euler hydrodynamics of
true classical solitons is the same as that of quantum
models upon identifying the soliton-like features of quan-
tum excitations, and is expected to be general. That
quantum gases can be seen as the gas of their classical
soliton-like wave packets gives, we believe, new insight
into the large-scale dynamics of quantum models. It is
also in agreement with the picture according to which
multi-particle scattering processes are sequences of well
separated two-body scattering processes, at the basis of
the (generalized) thermodynamic Bethe ansatz [23].
Conclusion. We have developed a classical gas dynam-
ics that reproduces, at the Euler scale, the equations of
GHD for arbitrary differential scattering phase. This
gives an efficient way of simulating full space-time de-
pendent profiles solving GHD. It complements the exact
“solution by characteristics” found in [9] and numerical
methods [10, 11]. It is the first numerical procedure ap-
plicable in general states to the experimentally relevant
case of the LL model in force fields. It shows that the
GHD equations describe classical soliton gases, and pro-
96
vides a clear interpretation of friction and drag effects
controlling the effective velocity. With the numerical
technique developed here, the quantum Newton cradle
setup [14] is now accessible, which it will be important
to analyze.
The connection between GHD and soliton gases also
has far-reaching implication. For instance, the integrable
structures developed in the context of soliton gases [19]
can now be used in quantum models, and may have con-
nections with the solution by characteristics [9]. The
GHD equation including for force fields was only derived
in quantum models [7], it would be interesting to under-
stand its meaning in classical soliton gases. The large-
deviation theory of classical gases is also a problem of in-
terest, especially its relation with that of quantum prob-
lems (see e.g. [26]). Soliton gases may be seen as wide
generalizations of the semiclassical picture proposed in
[27], and may lead to efficient ways of evaluating corre-
lations in certain regimes.
Viscosity or other higher-derivative effects in the quan-
tum problems will have many sources, including the fi-
nite scattering length taken into account by the classi-
cal gas, but also wave packet spreading. By appropri-
ately modifying the classical algorithm, it might be pos-
sible to phenomenologically account for such corrections
to GHD, as well as for integrability-breaking processes,
which would otherwise be extremely difficult to numeri-
cally implement.
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Supplementary Material
I. FLEA GAS ALGORITHM
The gas is represented by a chain of cells, each cell rep-
resenting a quasi-particle A and containing all necessary
information pertaining to it (its velocity, its type, its po-
sition A.pos on the line), ordered from left to right. The
procedure distance(A,B) returns the oriented distance
of the jump for a collision of A against B (it depends
on the velocities and types of A and B); it was denoted
d(·, ·) in the text, and it is positive for forward jumps,
negative for backward jumps. In order not to perform
a given jump, associated to a give crossing, twice, we
need to mark the pairs of quasi-particle at their first col-
lision; marked pairs, if they collide another time, just
past through each other. This is of course essential if
jumps are backwards, and in general has the effect that
under the re-organization of quasi-particles’ positions in
a neighborhood of a collision, the exact distance d(·, ·)
has been jumped by every quasi-particle affected by a
collision. A picture for possible collisions between quasi-
particles with velocities v and w are depicted in the Fig.2,
and a precise algorithm for the flea gas is as follows.
procedure Evolve:
Displace all until next collision;
Collide left-particle against right-particle;
repeat until evolution time has elapsed;
end.
procedure Collide A against B:
if marked (A,B):
Exchange A, B in the chain
else:
Mark (A,B);
Jump A by distance(A,B);
Jump B by −distance(A,B);
end.
procedure Jump A by D:
if D < 0 then side is left;
else side is right;
repeat:
B := quasi-particle to the side of A;
if B exists and |A.pos−B.pos| < |D|:
D := D −B.pos +A.pos;
A.pos := B.pos;
if side is left: Collide B against A;
else: Collide A against B;
else:
A.pos := A.pos + D;
break;
end.
Above, side refers to the side within the chain. Note
that, because of the recursive process (the chain reaction
of collisions), the event Jump A by distance(A,B) may
also affect the position of B. This is fine, as long as B
then jumps by the correct distance afterwards. Of course,
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the choice of making A jump before B in the Collide
procedure is arbitrary. Different orderings lead to differ-
ent microscopic re-organizations of quasi-particles’ po-
sitions at collisions, but to the same large-scale Euler
hydrodynamics.
An acceleration due to an external field is implicitly
implemented with the Displace procedure. There, the
evolution of each quasi-particle changes, in general, both
its position and its velocity, as per the usual physical
laws for particles within external force fields. With an
acceleration potential, it is possible that pairs of par-
ticles that collided, and thus were marked, meet again
after a macroscopic time (for instance in a harmonic po-
tential). We thus need to “unmark” marked pairs after
a mesocopic time: a time that is larger than that char-
acteristics of the microscopic dynamics, but smaller than
typical macroscopic times after which particles can meet
again. There is thus a “forgetting time” that needs to














FIG. 2. A cartoon picture for collisions between quasi-
particles with velocities v and w. Upon a collision at time
t0, they move forward or backward depending on the sign of
d(v, w).
Other algorithms are possible. In particular, it is not
necessary to perform jumps “instantaneously” at colli-
sions; as long as the distance d(·, ·) is added to the tra-
jectory in a microscopic time, the large-scale effect is the
same. For instance, one may associate to each quasi-
particle a “ghost velocity change” ∆v, used for time evo-
lution in order to add an appropriate distance, but not
for the calculation of the jump distance (which uses the
original spectral parameter and quasi-particle type). We
choose an overall time tmicro > 0. A quasi-particle either
is in a “ghost” state (∆v > 0), or not (∆v = 0). We note
the time t0 of the start of a ghost state. Upon a collision
of A with B, we do ∆v := ∆v + ∆t/distance(A,B),
so that within a time ∆t, the correct distance is added.
When entering a ghost state (at a collision), we set
∆t = tmicro, while for further collisions during the ghost
state, we choose ∆t = tmicro − t + t0, where t is the
time. The particle reverts to its normal state when
t− t0 = tmicro.
II. THE LIEB-LINIGER MODEL IN THE
ATTRACTIVE REGIME
In first-quantized form, the Lieb-Liniger (LL) model is
described by the Hamiltonian









δ(xj1 − xj2). (13)
With repulsive interaction, c > 0, the spectrum of Bethe
excitations is composed of a single particles, and the dif-
ferential scattering phase given by (4) (main text). The
case of attractive interaction c = −2c̄ < 0 is however not
simply obtained by replacing c by −2c̄ in (4) (main text).
Instead, the spectrum of Bethe excitations is more com-
plicated: it is composed of an infinity of Bethe strings,
one for every positive length j = 1, 2, 3, . . .. The at-
tractive LL model is therefore classically implemented
as a gas with infinitely-many species, representing the
infinitely-many string lengths, all interacting with each
other via a string-length- and velocity-dependent shift.
A thermodynamic Bethe ansatz analysis gives the fol-
lowing (we take m = 1/2 for simplicity). The energy
and momentum functions, for a string of length a with
“pseudo-momentum” λ, are given by
E(λ, j) = jλ2 − c̄
2
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j(j2 − 1), p(λ, j) = jλ. (14)
The velocity is therefore
vgr(λ, j) = 2λ (15)
which allows us to parametrize energy and momentum







j(j2 − 1), p(v) = jv
2
. (16)
The differential scattering phase, expressed in the
pseudo-momentum coordinates λ, is the following func-
tion:
ϕ((λ, j), (λ′, j′))
= (1− δj,j′)a|j−j′|(λ− λ′) + 2a|j−j′|+2(λ− λ′) + . . .






The above can be directly applied to the formulae pre-
sented in the main text, by taking pseudo-momenta λ
as “rapidities” (this is a good definition as the differen-
tial scattering phase depends on differences of pseudo-
momenta), and identifying gas species a with string
lengths j.
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III. MONOTONICITY OF THE EFFECTIVE
VELOCITY
Here we provide a demonstration that, under certain
conditions on the differential scattering phase, the effec-
tive velocity is monotonic with θ (this is a fact that is
used in the derivation in the main text).
Consider the case of a single particle in the spectrum:
veff(θ) = vgr(θ) +
∫
dα ϕ̃(θ, α) ρp(α) (v
eff(α)− veff(θ)).
(19)
where ϕ̃(θ, α) = ϕ(θ,α)p′(θ) . Assume first that ϕ̃(θ, α) is pos-
itive (and also that ρp(θ) is positive) and that its deriva-
tive has the following sign (with ′ = d/dθ):
(θ − α)ϕ̃′(θ, α) ≤ 0 (20)
Assume also that θ parametrizes the group velocity in a
monotonic fashion, (vgr)′(θ) > 0. Taking a derivative, we
find
(veff)′(θ) = (vgr)′(θ) +
+
∫














dα ϕ̃′(θ, α) ρp(α) (v
eff(α)− veff(θ))
Thanks to (20), the right-hand side of the latter equation
is positive if (veff)′(θ) ≥ 0 for all θ, and thus this latter
condition is consistent with this integral equation. That
is, if we assume that the solution is obtainable by recur-
sion, starting with (veff)′(θ) = (vgr)′(θ), then the solution
is monotonic. With decaying asymptotic for the particle
density ρp(α) it is easy to see that v
eff(θ) ∼ vgr(θ) as
θ → ±∞, and thus veff(θ) covers full range of velocities.
All conditions, including (20), are satisfied in the Lieb-
Liniger model and the sinh-Gordon model.




dα ϕ̃(θ, α) ρp(α) > 0 (22)
for all θ.
IV. ADDITIONAL NUMERICAL CHECKS
In the transport problem, in addition to the density, we
have also verified numerically the accuracy of the current
simulated by the classical flea gas as compared to the












FIG. 3. GHD for the LL model with m = 1, c = 1 is simulated
using the classical flea gas. Current profile from domain wall
initial condition, initial left and right temperatures 10 and
1/3 (resp.), at times t = 100, 300, 500, 700. Simulation with
approx. 2400 quasi-particles (initial baths of lengths 1000,
open boundary condition) averaged over 1000 samples (blue);
exact self-similar solution (red).














FIG. 4. Breathing motion of the LL model with m = 1, c = 1
occurring after change of frequency of a confining harmonic
potential, simulated using the flea gas over half a period of
the evolution potential. Colors go from blue (initial) to red
(a quarter of a period) to green (half a period).
exact self-similar solution, in the Lieb-Liniger model. See
Fig. 3. Again, the agreement is excellent, confirming the
adequacy of the classical gas for representing GHD.
More interestingly, we have also simulated the “breath-
ing motion” of the Lieb-Liniger model that is obtained
after a change of the frequency of a harmonic potential.
Consider adding a potential V (x) = ω20x
2/2 to (13). The
initial state is a thermal state within this potential, at
temperature 1 (and throughout we keep m = c = 1). We
then evolve this initial state within a wider potential,
with ω = ω0/1.6. The gas then expands and contracts in
an almost periodic motion. The period is slightly larger
than τ = 2π/ω because of the interaction: particles are
slowed down by the surrounding gas. See Fig 4 for an
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illustration of half a period (this is the case L = 100
described below, with a sampling of 4000).
In order to verify the accuracy of the GHD equations
(3) (main text), we have numerically evaluated its in-
tegral version: the result of integrating the left-hand
side over a phase-space-time cell C = X × T × Θ, as∫
C dx dtdθ×(l.h.s. of GHD equations). Further, in order
to verify how the accuracy is related to the length scales
of the hydrodynamic approximation, we have considered
two situations, with two different overall variation scales
L but with the same scattering length and the same range
of interparticle distances.
We have chosen L = 100 and L = 1000. The ini-
tial particle density ρ =
∫
dθρcl(θ) is supported mostly
on x ∈ [−L,L] and has a maximum 1.2 at the center
x = 0. The central state at x = 0 is supported mostly
on θ ∈ [−5, 5], and the evolution hamiltonian has period
τ = 4L. There are approximately 1.2L particles, and the
“forgetting time” (see the description of the flea gas al-
gorithm above) has been set to τ/10. We have analyzed
four types of cells: |T | = L and |T | = 3L (lengths of
time of a quarter, and three quarter of a period), com-
bined with Θ = R and Θ = [−2, 2] (the full velocity
space, and about half of the velocity support), in all cases
choosing |X| = L. For Θ = R we have looked at cells
both around the center, X = [−L/2, L/2], and nearer
the boundary of the initial support, X = [−4L/5, L/5],
while for Θ = [−2, 2] we only consider the central cells.
For each cell, we evaluated the relative error of the GHD
equation, dividing by the total density and current on
the boundaries of the cell (for simplicity we opted not to













where T± and X± are the boundaries of T = [T−, T+] and
X = [X−, X+], respectively. In all cases, we simulated
the gas for a time 5τ/4 with ∆t = τ/800, and evaluated
the average of E over all cells with T− in the range from
0 up to 5τ/4 − |T | (stepped by ∆t). For finite-element
approximations of integrals, we used this ∆t, and ∆x =
L/100 and ∆θ = 1/50. The latter two also determine the
sizes of fluid cells taken in order to evaluate densities.
We used a sampling of 1000 for L = 100, and 100 for
L = 1000 (in the latter case each fluid cell contains 10
times as many particles as in the former case, hence less
sampling is necessary).
The results are as follows:
X = [−L/2, L/2], |T | = L,Θ = R : 0.21% 0.10%
X = [−L/2, L/2], |T | = 3L,Θ = R : 0.60% 0.10%
X = [−4L/5, L/5], |T | = L,Θ = R : 0.31% 0.12%
X = [−4L/5, L/5], |T | = 3L,Θ = R : 0.90% 0.16%
X = [−L/2, L/2], |T | = L,Θ = [−2, 2] : 0.23% 0.08%
X = [−L/2, L/2], |T | = 3L,Θ = [−2, 2] : 0.66% 0.08%
On the right-hand side, the first column of accuracies is
for L = 100, the second is for L = 1000. The GHD
equations are satisfied in all cases to quite high accuracy,
showing that even for small numbers of particles, the
hydrodynamic approximation is relatively accurate.
We note that the central cells probe regions of higher
accuracy of the hydrodynamic approximation, as the par-
ticle density is higher and the actual variations of densi-
ties are lower. There are various trends in the accuracy,
which are explainable as follows. (1) There is a large im-
provement from L = 100 to L = 1000, which is explained
by the fact that as the variation length L is increased, all
other lengths being the same, the hydrodynamic approx-
imation is improved. (2) In the case L = 100, accuracy
is lost by taking cells with longer time span |T |; presum-
ably because the larger errors due to the slight breaking
of the hydrodynamic approximation accumulate. In the
case L = 1000, there is no such loss in accuracy for the
central cells, which might suggest that the finite accuracy,
in this case, is mainly due to the finite-element approx-
imation. For the boundary cell, which probes regions
where the hydrodynamic approximation is less accurate,
there is such a loss, but it is not as pronounced as in
the case L = 100. (3) Accuracy is lost from the central
cell to the boundary cell, again due to the fact that the
hydrodynamic approximation looses is accuracy.
Thus the trends of the results are fully in agreement
with the general expectations from hydrodynamic, and
confirm the validity of the flea gas algorithm within force
fields.
4.4 Low temperature dynamics of integrable systems
In this section, we review our work [70]. My main contribution in this work is to realize
and explicitly show that 2HD (defined below) is actually equivalent to conventional hydro-
dynamics, which is a crucial observation that clarifies for the first time when conventional
hydrodynamics can / cannot be applied to integrable systems. I also formulated the re-
duction of GHD equations to 2k-HD equations with other authors, and numerically solved
the 2HD equations, created some figures, and analyzed the behavior of their solutions.
The power of the GHD equation (4.5) is that the equation can predict the long-
wavelength dynamics in which all the excitations from low-lying ones to highly-excitated
ones participate. It is, however, always the case in equilibrium that only when low-
lying excitations effectively contribute, a new low-temperature physics emerges, such as
Luttinger liquids in one-dimensional gapless quantum systems [138]. In GHD, which is
a tool to describe out-of-equilibrium physics, it turns out that the GHD equation indeed
gets rather simplified when the dynamics stays in the vicinity of the ground state.
To illustrate the idea, let us consider the Lieb-Liniger model (4.12), which is a pro-
totypical integrable system and is often used to characterize the dynamics of ultra-cold
atom gases. The system is gapless, hence the ground state is constructed by filling the
Fermi sea, i.e. the filling function (2.15) at T = 0 is given by n(θ) = χ(θ ∈ [−θF, θF]),
where χ is the indicator function [71]. Now, suppose that the system is driven out of equi-
librium while staying close to the ground state during the dynamics. We then postulate
that the filling function remains its form in the dynamics, or more generally, possesses
the form of zero-entropy state that consists of k distinctive dynamical Fermi seas, each of
which is characterized by two dynamical Fermi velocities θ−j (x, t), θ
+
j (x, t) [70]. Namely,
we expect that the filling function can always be written as n(θ) = χ(θ ∈ ∪kj=1[θ−j , θ+j ]),
which indeed gives a zero-entropy state. Plugging this into (4.6), we readily obtain the









j = 0, (4.32)
where the effective velocity now resembles that of the zero-temperature Lieb-Liniger model










where the dressed function fdr(θ) is defined by








We shall call the resulting zero-entropy hydrodynamics 2k-HD. The above observation
therefore indicates that, so long as the system remains in the space of zero-entropy states
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in the course of time-evolution, the GHD equation for gapless integrable systems boil
down to a simple finite-components coupled differential equations. Note that the zero-
entropy GHD equation has only a finite number of components unlike the GHD equation
parameterized by the continuous parameter θ. This implies that 2k-HD could develop
shocks, which are solutions with sharp jumps. This is in stark contrast with the case in
GHD where solutions of the GHD equation are made of a continuous family of contact
discontinuities, which are free from any sharp (fine) structures. In ordinary fluid dynamics
with finite component, the appearance of a shock is inevitable whenever the spatial profile
of the system gets steeper, which amounts to the increase of entropy. Here is a crucial
caveat: in contrast to conventional finite-components systems, the zero-entropy GHD
never experiences any shock and the ensuing entropy generation. Rather, as soon as 2k-
HD develops sharp gradient, it immediately dissolves into (2k + 2)-HD characterized by
k + 1 sets of dynamical Fermi seas (for instance, once 2HD creates a shock, it is taken
over by 4HD). This is made possible by the arbitrarily large solution space of 2k-HD,
afforded by an infinite number of conservation laws. The mechanism behind the scenario
is that, at the point when a shock is established in, say 2HD, the Fermi points θ± get
multivalued. To describe such multivalued Fermi points in a well-defined way, additional
Fermi points are then employed so that a single Fermi point is assigned to each branch
of a multivalued Fermi point. The dissolution of shocks was in fact already observed and
analyzed in the free fermion model before [139–141], but our work shows that the same
mechanism still holds in gapless quantum integrable systems [70].
Apart from the shock dissolution mechanism, it is noteworthy that 2HD can in fact
be recast into the form of conventional hydrodynamics (CHD), which takes the standard
form




where P(ρ) is the pressure at zero temperature, and is a function of ρ only. The explicit
mapping is presented in [70], whereby validating the use of CHD in describing the dy-
namics of the Lieb-Liniger model (of course, subject to the condition above) for the first
time, solely from the principle of hydrodynamics. Until the discovery of GHD, CHD has
been the main analytical tool to study the dynamics of the Lieb-Liniger model in the
context of ultra-cold atoms [142–145], despite of the lack of justification. With the above
observation, now we can justify the application of CHD in these studies so long as the
system is close to the ground state and does not suffer from any shocks. Unless this con-
dition is met, CHD generically fails to capture the dynamics correctly, and accordingly
has to be superseded by GHD as evident from the recent experiment [106]. It is also
worth pointing out that, specifically in the context of the low-temperature transport in
the one-dimensional gapless systems, the effect of nonlinearity on top of the conventional
Luttinger liquid was explored by means of nonlinear Luttinher liquid [146, 147]. Their
results (spatio-temporal profile of local observables after the partitioning protocol near
the ground state) are then confirmed to be agreeing with predictions from GHD and
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numerics.
The validity of the 2k-HD, and in particular the shock dissolution in passing from
2HD to 4HD, was confirmed against the flea gas simulation. Furthermore, the validity
of 2HD until the appearance of shocks was corroborated against the stringent NRG-TSA
ABACUS algorithm [148,149].
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The theory of generalized hydrodynamics (GHD) was recently developed as a new tool for the
study of inhomogeneous time evolution in many-body interacting systems with infinitely many
conserved charges. In this letter, we show that it supersedes the widely used conventional hydro-
dynamics (CHD) of one-dimensional Bose gases. We illustrate this by studying “nonlinear sound
waves” emanating from initial density accumulations in the Lieb-Liniger model. We show that,
at zero temperature and in the absence of shocks, GHD reduces to CHD, thus for the first time
justifying its use from purely hydrodynamic principles. We show that sharp profiles, which appear
in finite times in CHD, immediately dissolve into a higher hierarchy of reductions of GHD, with no
sustained shock. CHD thereon fails to capture the correct hydrodynamics. We establish the correct
hydrodynamic equations, which are finite-dimensional reductions of GHD characterized by multiple,
disjoint Fermi seas. We further verify that at nonzero temperature, CHD fails at all nonzero times.
Finally, we numerically confirm the emergence of hydrodynamics at zero temperature by comparing
its predictions with a full quantum simulation performed using the NRG-TSA-ABACUS algorithm.
The analysis is performed in the full interaction range, and is not restricted to either weak- or
strong-repulsion regimes.
Introduction. Modern experiments with ultracold
atoms confined in “cigar-shaped” traps [1, 2] or in atom
chips [3] provide real-world implementations of one-
dimensional (1d) many-body systems [4], and represent
an important challenge for theoretical physics. Even
though it is widely accepted that 1d clouds of bosonic
atoms are described, at the microscopic scale, by the
paradigmatic Lieb-Liniger (LL) model [5, 6], solving this
model in experimentally relevant out-of-equilibrium in-
homogeneous situations for more than a few dozens of
atoms is a task that is out of the reach of modern theoret-
ical methods, including state-of-the-art numerical ones.
Yet, it is a classic result of XXth century mathematical
physics that, in its homogeneous, translation-invariant
version at equilibrium, the LL model is exactly solvable
by means of the Bethe ansatz [7], and its equation of
state can be calculated exactly [8]. It then seems rea-
sonable to use this equation of state as the basic input
into a coarse-grained, hydrodynamic, approach, that is
expected to be applicable as soon as typical lengths of
variations of the local density are large enough as com-
pared to inter-particle and scattering distances (the Euler
scale) – in much the same way that classical hydrodynam-
ics describes water waves. Such a ”conventional hydro-
dynamic” (CHD) approach – defined in Eqs. (10) below
–, has been used extensively in the cold atoms litera-
ture over the past decade [9–11], and has sometimes been
viewed as a consequence of the Gross-Pitaevskii equation
[6, 11] in the regime of small interaction strength.
However, a key physical feature of the LL model is
overlooked in CHD: the fact that it admits infinitely
many conservation laws. Indeed, CHD focuses only on
a few quantities, like the particle density, the momen-
tum density or the energy density. But the LL model
possesses infinitely more conserved quantities. Those are
not just a mathematical curiosity: they can have dra-
matic physical consequences, as illustrated by the quan-
tum Newton cradle experiment [2]: the crucial observa-
tion of undamped oscillations in this experiment is con-
nected with the lack of conventional thermalization [12].
The full connection between generalized thermaliza-
tion and many-body dynamics was only recently uncov-
ered [13, 14]. The fundamental precepts of hydrodynam-
ics – the emergence of local entropy maximization – were
used in systems with an infinite number of conservation
laws in order to form the theory of generalized hydro-
dynamics (GHD). It is a type of Euler-scale hydrody-
namics, but with an infinite-dimensional space of fluid
states accounting for the large state manifold accessible
by generalized thermalization. In practice, GHD consists
in an infinite set of coupled continuity equations (one for
each conserved charge), that can, at least in principle, be
worked out with numerical solvers for non-linear partial
differential equations.
In this letter, we show that GHD supersedes CHD. For
this purpose, we focus on far-from-equilibrium waves em-
anating from a density accumulation in the LL model.
The density waves are a good illustration for our pur-
poses, but the main results and mechanisms are gen-
eral. They have been studied in several ways in the past
decade in the free Fermi gas [15], in the effective theory of
the non-linear Luttinger liquid [18], and in the Calogero-
Sutherland model [16], quantum Hall edges [17], and the
LL model [10] using CHD. In particular, all these refer-
ences – see also [11] – pointed out that the applicability
of CHD was limited by the appearance of shocks. In this
Letter, we show that GHD is the proper hydrodynamic
framework to go beyond the latter.
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We demonstrate that, only at zero temperature and
for finite evolution times does CHD coincide with GHD.
CHD being a finite-component hydrodynamics, it in-
evitably leads to “gradient catastrophes” and shock prop-
agations thereon. In contrast, we show that at zero
entropy, GHD decomposes into a hierarchy of instan-
taneously invariant finite-dimensional subspaces, whose
exact hydrodynamic equations we establish. These are
described by a multitude of Fermi seas, the stability of
which is a consequence of integrability. We show that
shocks dissolve as the system leaves the CHD subspace
into a higher-dimensional reduction of GHD. No shock
propagates in this process, as instead smoothness is re-
established. We note that an important practical conse-
quence of the zero-entropy reduction is that the infinite
system of coupled non-linear equations of GHD collapses
to a finite number of equations that are computationally
easy to solve, taking typically a few minutes on a laptop.
We also numerically verify that at nonzero temperature,
the GHD evolution, which necessitates the full infinite-
dimensional space, is different from CHD at all times.
In the density wave problem, a stark difference is that
no sharp profile develops in GHD, while CHD based on
the finite-temperature LL equations of state has gradi-
ent catastrophes. Finally, at zero temperature and using
a local density approximation for the initial fluid state,
we compare the hydrodynamic prediction for the space-
time density profile with a simulation of the full quantum
model obtained from the NRG-TSA-ABACUS algorithm
[19–21], and find perfect agreement.













, c > 0 (1)
for the complex bosonic field ψ(x), where m is the mass
(we set ~ = 1 throughout the manuscript). An inhomo-
geneous initial state 〈· · ·〉, to be specified below, is set to
evolve unitarily with H.
Since the LL model is integrable, it admits infinitely
many conservation laws ∂tqi + ∂xji = 0. This includes
the gas density q0 = ψ
†ψ, the momentum density q1 =
−iψ†∂xψ+h.c., and the energy density q2 (the integrand
in (1)). According to the principles of hydrodynam-
ics, if averages of conserved densities 〈eiHtqi(x)e−iHt〉
and currents 〈eiHtji(x)e−iHt〉 have smooth enough space-
time profiles, they can be described by space-time de-
pendent local states that have maximized entropy with
respect to the conserved charges afforded by the dy-
namics. Eulerian hydrodynamics, which neglects vis-
cosity effects and is valid at large scales, is formed of
the ensuing macroscopic conservation laws. In inte-
grable systems, entropy maximization leads to general-
ized Gibbs ensembles (GGEs) [12, 22] with (formal) den-
sity matrix ρGGE = e
−∑i βiQi , Qi =
∫
qi(x)dx. There-
fore, 〈eiHtO(x)e−iHt〉 ≈ tr[ρGGE(x, t)O], where the only
space-time dependence is in ρGGE(x, t). The macroscopic
conservation laws of generalized hydrodyamics (GHD)
are the infinite number of equations for the density aver-
ages qi(x, t) = tr[ρGGE(x, t)qi] and the current averages
ji(x, t) = tr[ρGGE(x, t)ji]:
∂tqi + ∂xji = 0. (2)
The set of qi fixes the GGE state, and thus can be seen
as a set of fluid variables for GHD. In the manifold of
GGE states, the currents ji have a fixed functional form
in terms of the densities qi: these are the equations of
state, which fully determine the GHD model at hand.
An efficient treatment of hydrodynamics requires an
appropriate choice of fluid variables. Instead of the qi,
the most powerful fluid variables are obtained in terms
of the emerging quasi-particles of the integrable model.
In the repulsive LL model, there is a single quasi-particle
species. The interaction in the LL model is fully de-
scribed by the two-particle scattering matrix S(θ− θ′), a
function of velocity differences. The object of importance
is the differential scattering phase [7],
ϕ(θ) = −i d
dθ
logS(θ) = 2c/(θ2 + c2). (3)
The quasi-particle can be seen as a spinless real fermion,
which is free in the Tonks-Girardeau (TG) limit c = ∞
(hard-core repulsion).
States |θ1, . . . , θN 〉 are described by the velocities θk
of the quasi-particles. Each conserved charge Qi is
characterized by its one-particle eigenvalue hi(θ) ∝ θi,
with Qi|θ, . . . , θN 〉 =
∑
k hi(θk)|θ1, . . . , θN 〉. For in-
stance, the particle number has eigenvalue h0(θ) = 1,
the momentum h1(θ) = p(θ) = mθ, and the energy
h2(θ) = E(θ) = mθ
2/2. In the thermodynamic limit,
the eigenstates are expressed in terms of ρp(x, θ)dxdθ,
the number of quasi-particles in the phase-space region
[x, x+ dx]× [mθ,m(θ+ dθ)], leading to average densities
qi =
∫
dθ ρp(θ)hi(θ). The most convenient fluid variable
is the occupation function n(θ) = ρp(θ)/ρs(θ), where ρs
is the state density, 2πρs(θ) = m +
∫
dαϕ(θ − α)ρp(α).











where the dressing operation is defined by




ϕ(θ − α)n(α)fdr(α). (5)
These establish a relation between the ji’s and the qi’s,
and thus the equations of state. For the LL model they
were derived in [13] by extending the theory of (general-
ized) TBA [20, 23].
It was realized in [13, 14] that demanding the continu-
ity equations (2) together with the averages (4) implies
the continuity equation at the level of quasi-particles:
∂tn(θ) + v
eff(θ)∂xn(θ) = 0, (6)
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with id(θ) = θ. These are the GHD equations in terms
of quasi-particle fluid variables in the LL model. Since
veff(θ) depends on the fluid state through the function n,
these are nonlinear equations for an infinity of functions
of space-time (one for each velocity θ).
Some intuition into Eqs. (6), (7) can be gained by
looking at the TG limit c = ∞. In this case, n(θ) is
the fermion occupation number at each momentum mθ,
at position x. This is the Wigner function of the state
[25] (the partial Fourier transform of the fermion-fermion
correlator). The effective velocity is equal to the particle
velocity, veff(θ) = θ, and (6) simply reproduces the ex-
act evolution equation for the Wigner function, a direct
consequence of the Schrödinger equation, as exploited in
[15, 26] (see also the Supplementary Material (SM)). The
quasi-particle occupation n(θ) may thus be viewed as the
generalization of the Wigner function to non-free-fermion
systems, with time-evolution governed by GHD (6)-(7).
Zero-entropy GHD. Natural initial conditions are















With a slowly varying potential, local averages are well
described by a local-density approximation (LDA) [6].
LDA provides a GHD initial condition, a fluid of local
zero-temperature states, which at every point x is the
ground state of H + V (x)Q0. In this section, we observe
that GHD equations give rise to finite-dimensional hy-
drodynamics when one restricts to the subspace of fluid
states with zero entropy such as those. An analogous ob-
servation was made previously for free fermions [15] and
for the Calogero-Sutherland model [16].
Recall that the occupation function at zero tempera-
ture is nT=0(θ) = χ(θ ∈ [−θF, θF]) (where χ is the in-
dicator function) where θF is the Fermi pseudo-velocity,
which depends on the chemical potential. Let us consider
the space of zero-entropy occupation functions which
have exactly 2k jumps, characterized by 2k velocities
· · · < θ+j−1 < θ−j < θ+j < θ−j+1 < · · · bounding sepa-
rate Fermi seas: n(θ) = χ(θ ∈ ∪kj=1[θ−j , θ+j ])). We show
that under GHD evolution, any smooth fluid whose state
lies in such a space at all positions x, stays so for short
enough times. Time evolution leads to displacements of
Fermi points. Thus at zero entropy, GHD is reduced to
hydrodynamics with a finite number of fluid variables.







and thus the time derivative ∂tn(θ) is supported on the
finite set of velocities θ±j . A solution to (6) is therefore
provided by setting θ±j = θ
±









j = 0. (9)
We expect the solution to (6) in the space of smooth
fluid space-time functions to be unique, based on such
rigorous results in related classical gases [27]. Thus it
is given by solving (9) as long as no shock develops.
Here, more explicitly, the effective velocity is veff{θ}(α) =
iddr{θ}(α)/1
dr








dγ ϕ(α−γ)fdr{θ}(γ). The resulting equa-




















































































FIG. 1. (a) Left: density profile of LL gas suddenly released
from a gaussian potential V (x) = −5e−( x50 )2 −1. Right: Cor-
responding Fermi points θ±j (x). Initially, there are only k = 2
Fermi points, but after the shock at t ' 37, there is a region
where the red curve is multi-valued, corresponding to k = 4
Fermi points. (b) Same setup at finite temperature: the ini-
tial state is obtained from LDA at temperature T = 1. After
finite time, CHD quantitatively differs from GHD. Moreover,
at a later time t ' 35, CHD has a shock (see the SM); in
contrast, GHD has no shock.
Eqs (9) are Euler-type hydrodynamic equations for a
fluid with finitely-many components. Finite-component
fluids are expected to develop shocks. Therefore, Eqs (9)
are expected to hold only for finite times. However, con-
trary to true conventional finite-component fluids, where
viscosity effects, present beyond the Euler scale, dom-
inate and produce entropy at shocks, the presence of
infinitely-many conservation laws forbids sustained en-
tropy production in GHD. Any shock instantaneously
dissolves into the higher-dimensional solution space of
GHD. More precisely, 2kHD solutions become multival-
ued at the time of the appearance of the shock, but here
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this multivaluedness is physically meaningful, represent-
ing a higher number of Fermi seas. Thus shocks in 2kHD
resolve by increasing the number of Fermi seas, passing
to (2k+ 2)HD. We exemplify this in Fig. 1a, where after
tshock = 37 we begin to simulate, effectively, 4HD equa-
tions. This has previously been observed in free fermion
models [15], thanks to an analysis based on the Wigner
function; here it is generalized to the fully interacting
LL model. We have also confirmed this shock dissolution
mechanism of GHD in a nontrivial classical gas with the
same hydrodynamic equations as those of the LL model
[28].
GHD and conventional hydrodynamics (CHD).
Starting with a smooth fluid of local zero-temperature
states, GHD reduces to 2HD, where every local fluid cell
is the Galilean boost of a zero-temperature state. As
a consequence, 2HD is in fact equivalent to the conven-
tional hydrodynamics (CHD) of Galilean fluids,




where ρ = q0 is the fluid density and P is the pressure
[30]. The first equation is conservation of mass, the sec-
ond, of momentum. The pressure P = P(ρ) gives the
equations of state of the fluid, and here equals the mo-
mentum current j1 in the zero-temperature state with
density ρ. The explicit equations of state are obtained
from (4) and (5) (see SM [30]).
CHD has been used as an important tool in analyzing
the dynamics of 1d Bose gases [9–11]. It has sometimes
been presented as a consequence of the Gross-Pitaevskii
equation [6]—itself valid only in the limit of small inter-
action strength c—, and it was never quite clear what
exactly the range of validity of CHD was in the full in-
teraction range of the LL model. Our analysis clearly
shows that CHD is valid —in the sense that it coincides
with GHD— only at zero temperature, and before the first
shock. We conclude that, in any other situation, CHD is
not applicable and leads to quantitatively wrong results.
To illustrate this, a comparison of CHD at finite tem-
perature and GHD is shown in Fig.1b; the initial state
is the same in both cases (obtained from LDA at finite
temperature), but one sees that the density profiles differ
significantly at finite time; moreover, CHD has solutions
up to a finite shock time, while GHD has no shocks and
has solutions at arbitrarily long times [32].
Comparison with microscopic simulation of the
LL model. We consider evolution from the ground
state of (8) with a background chemical potential µ∞
perturbed by a Gaussian, V (x) = −µ∞ − Ue−ax
2
. The
initial density profile accumulates around x = 0, and is
asymptotically nonzero. Two procedures are compared:
(1) the ground state is exactly evaluated using the NRG-
TSA-ABACUS algorithm [20, 21, 34], and then evolved
unitarily; and (2) the ground state is approximated us-
ing LDA, and this initial fluid state is evolved using 2HD
(see the SM for a review of standard conditions for the
hydrodynamic regime, which are fulfilled by the choice
of parameters below). Fig. 2 provides the result for a
choice of parameters corresponding to the local dimen-
sionless coupling γ(x) = mc/ρ(x) of the order of 1, thus
the system is in an intermediate regime with nontriv-
ial interactions being important. We observe that GHD
is in excellent agreement with NRG-TSA-ABACUS nu-
merics at almost all times except near the right and left
boundaries at t = 72, and provides a substantially bet-
ter approximation than linear sound waves (see the SM).
It can also be seen that, since veff{θ}(θ
+) is always greater
than the background Fermi velocity corresponding to µ∞,
the propagation speed of 2HD is larger than that of the
sound wave. It is remarkable that the complex (zero-
temperature) dynamics of the LL gas is exactly described
by 2HD, a simple set of differential equations.










t = 0 t = 0 t = 0
t = 24 t = 24 t = 24
t = 48 t = 48 t = 48
t = 72 t = 72 t = 72
FIG. 2. The density profile under the evolution with 2m =
1, c = 1, U = 0.03, a = 1/576, and a choice of µ∞ such
that there are N = 48 particles in the ground state. We
use periodic boundary conditions. Points show NRG-TSA-
ABACUS data, full line the GHD simulation, and dotted line
a linear sound wave approximation.
At large times, discrepancies, though very tiny in the
above graph, are expected to emerge. One reason is that,
as explained above, shocks attempt to form, and as vari-
ations become larger, conditions for the hydrodynamic
regime break down. Higher-derivative effects, such as
viscosity, become more important. Recent observations
in the related hard rod gas [42] suggest however that such
higher-derivative effects play only a small role. Another
cause for late-time discrepancy is that LDA is not exact.
As higher-order charges are more sensitive to the large-
scale variations of the potential, LDA gives an extremely
good approximation to the particle density, but describes
poorly densities of higher-order charges Qi. As time
passes, the effects of the latter under the full GHD evo-
lution eventually breaks 2HD. An analysis of the Wigner
function n(θ) at the free-fermion point c = ∞, where
GHD is exact (no viscosity is neglected), gives further
insight (see the SM).
Conclusion. We showed that widely used conven-
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tional hydrodynamics of the Lieb-Liniger model correctly
describes interacting Bose gases, but that this holds only
at zero temperatures and for finite times. We provided
exact, simple hydrodynamic equations valid beyond gra-
dient catastrophes, where no shocks are sustained. These
are zero-entropy reductions of GHD, which are finite-
component fluid equations easily solvable on a laptop.
This suggests that fluids of integrable models avoid en-
tropy production thanks to the large space of fluid states.
We provided compelling evidence for the emergence of
GHD in the LL gas in the limit of slow variations of the
density profile. This provides a crucial dynamical ex-
tension of LDA that is valid beyond previously existing
frameworks. As a future direction, it would be very in-
teresting to apply our method to more experimentally
relevant situations such as “Quantum Newton’s cradle”-
type protocol [2], known to be beyond the reach of CHD
[11].
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I. CONVENTIONAL HYDRODYNAMICS AND
SOUND WAVE
A. 2HD = CHD
In the set of zero-entropy states, GHD boils down to
2HD, the hydrodynamics of two conserved quantities de-
scribed by Eq. (9) in the main text, with k = 2. Here we
show that 2HD is equivalent to the conventional hydro-
dynamics (CHD) of Galilean fluids defined by Eqs. (10)
in the main text.





be the equilibrium Fermi velocity, with Fermi pseudo-
velocity θ. Let Λ = (θ+ − θ−)/2 and η = (θ+ + θ−)/2.
Shifting the integration variable by η in the dressing op-




{−Λ,Λ} ◦ ι−η where
ιη(θ) = θ + η is the shift function. Using id ◦ ιη = id + η
and 1 ◦ ιη = 1, we find veffθ−,θ+(α) = vF(α − η) + η, and
with vF(−α) = −vF(α) it follows that veff{θ−,θ+}(θ±) =









± = 0. (2)
That is, the hydrodynamics is completely determined by
the functional form of the equilibrium Fermi velocity.
Notice that the propagation velocity ±vF(Λ) + η of θ±
equals ±vF(Λ) + v, where v = j0/q0 = q1/q0 = η is
the fluid velocity. This is a simple consequence of the
Galilean velocity-addition formula. We note that this
2HD equation (2) was in fact already derived in [1], al-
though the authors did not provide the interpretation
that θ± are“dynamical” Fermi pseudo-velocities.
Next, we observe that the equation of state of CHD
– the relation between the pressure and the density in
Eq. (10) in the main text – is obtained as follows. The












where the function U(θ) and E(θ) solve
















ϕ(θ − α)E(α), (5)
where E(θ) is defined so that it satisfies E(Λρ) = 0 from








where the function V (θ) solves





ϕ(θ − α)V (α). (7)
Observe that U(θ), V (θ)/2π, and E(θ) are nothing but
the dressed momentum, the density of state, and the
pseudo-energy, respectively, at T = 0 with the Fermi
pseudo-velocity Λρ.
Using these expression, we can explicitly demonstrate
that the CHD equations are recast into Eqs. (2). The
derivative of the density ρ(x, t) = ρ(Λ(x, t)) with respect







where κ(Λ) := ∂ρ(Λ)/∂µ(Λ) is the compressibility. Here
we also used ∂µ(Λ)/∂Λ = mvF(Λ) = mU(Λ)/V (Λ)
where the first equality can be shown by differentiat-
ing E(Λ) = 0 with respect to Λ. Using an identity






The density itself also bears a similar expression ρ(Λ) =
mvF(Λ)ρ
2
s (Λ)/π in terms of vF(Λ) and V (Λ) [2]. An
analogous manipulation on derivatives of the pressure
P(Λ) = P(ρ(Λ)) is done using a thermodynamic relation
∂P/∂µ = ρ, which readily follows from (3), yielding
∂iP(Λ) = ∂iΛmvF(Λ)ρ(Λ). (10)
The necessary ingredients are now ready; combining
them and v = j0/q0 = η, the continuity equation and
the Euler equation in Eq. (10) in the main text become,
respectively,
∂tΛ + η∂xΛ + vF(Λ)∂xη = 0,
∂tη + η∂xη + vF(Λ)∂xΛ = 0,
(11)
which are clearly equivalent to (2).
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B. Sound wave
When the fluid of the LL gas is in the linear-response
regime, we can describe the fluid as a sound wave: ex-
panding θ±(x, t) = ±θF + δθ±(x, t), where θF is the
Fermi-pseudo velocity of the unperturbed LL gas, the
2HD equation (2) becomes
∂tδθ
±(x, t)± vF(θF)∂xδθ±(x, t) = 0. (12)
This is the sound wave propagating with the Fermi ve-
locity vF(θF), and describes the dynamics of the linear
Luttinger liquid. Note that, in the LL gas, the Fermi
velocity is same as the sound velocity vs =
√
∂P/∂(mρ),
which is readily confirmed.
C. Conventional hydrodynamics at finite
temperature
Here we explain how to generalize the CHD Eqs. (10)
in the main text to the finite temperature case, needed
to produce the data in Fig. (1.b) in the main text, see
also Fig. 1 below.
To do CHD at finite temperature, one needs to keep
track of three conserved quantities: the number of parti-
cles, the momentum, and the energy. These correspond
to the three densities q0, q1 and q2 respectively. In prin-
ciple, one can write three continuity equations for these
densities, which can be recast in the more conventional
form of Euler hydrodynamics
∂tn+ ∂x(nu) = 0
(∂t + u∂x)u = − 1ρ∂xP
(∂t + u∂x)τ +
2
3 (∂xu)τ = 0
(13)
where n is the particle density, u is the local velocity of
the fluid, τ is the kinetic energy, and P is the pressure.
We find it more convenient, however, to work directly
with the continuity equations
∂tqi + ∂xji = 0, i = 0, 1, 2, (14)
and with the Lagrange multipliers β0, β1 and β2, such
that the reduced density matrix at a point (x, t) is ap-
proximated by the Generalized Gibbs Ensemble with
three charges, e−β0Q0−β1Q1−β2Q2 where Q0 = N is the
number of particles, Q1 = P is the momentum, Q2 = H
is the Hamiltonian, and β2 is the inverse temperature
while −β0/β2 is the chemical potential. The occupa-
tion function n(θ) in this Generalized Gibbs Ensemble is




















where q0(θ) = 1, q1(θ) = mθ, q2(θ) = mθ
2/2. Then,















eff(θ)(1− n(θ))hdri (θ)hdrj .
















eff(θ)(1− n(θ))hdri (θ)hdrj .
These are the equations we solve to produce the data for
CHD at finite temperature in Fig. (1.b) in the main text
and in Fig. 1.
II. THE FREE FERMION CASE
Hydrodynamics of 1d free fermions has been studied
thoroughly in the past decade [4, 5], with the conclusion
that the leading role is played by the Wigner function.
For the convenience of the reader, we now discuss the
aspects of the free fermion case that shed light on GHD,
in relation with the discussion in the main text; for full
details about the free fermion case, the reader is referred
to the original references [4, 5].
A. GHD for free fermions, and the role of the
Wigner function
In the Tonks-Girardeau limit c → ∞, the bosons
are impenetrable. Impenetrable bosons can be mapped







and a similar relation for the annihilation operator ΨF,
such that they satisfy the canonical anticommutation re-
lations {Ψ†(x),Ψ(x′)} = δ(x − x′) and {Ψ(x),Ψ(x′)} =
{Ψ†(x),Ψ†(x′)} = 0. In terms of these operators, the
Hamiltonian of the Lieb-Liniger model with c→ +∞, or










What is crucial here is that the hamiltonian is quadratic,






























FIG. 1. Evolution of the density profile at temperature T = 1,
with parameters m = 1, c = 2 and an initial potential
V (x) = −5e−( x50 )2 − 1. The solution from CHD (black,
dashed) is compared to the GHD solution (blue) obtained
from the molecular simulation of the classical flea gas. We
see that, already at t = 24, CHD differs significantly from
GHD. We see CHD has a shock at t ' 35, and loses its valid-
ity after the shock. GHD has no shocks.
freely, and interact with other particles only through the
Pauli principle—as they have fermionic statistics, unlike
the original bosonic particles which entered the defini-
tion of the model—. There is no interaction energy, and
this is of course a dramatic simplification. Thanks to











Because the Hamiltonian is quadratic and diagonal in
k-space, we see that for any function h(.), one can con-






This provides a (continuous) family of commuting con-
served charges,
[H,Q[h]] = [Q[h], Q[f ]] = 0.













ikyh(k) is the Fourier transform of
h(k). For an analytic function h(k), the Fourier trans-
form decays exponentially, so the charge density q[h](x)
is local in the sense that it has exponentially decaying
tails.
If we allow ourselves to take h(k) = δk0(k) ≡ δ(k−k0),
then we obtain a charge density with tails that do not de-




F(k0) is a perfectly decent conserved quantity.
Of course, we see that it is nothing but the mode occu-
pation at momentum k0. The associated charge density












The charge density q[δk] obeys the following evolution




[H, q[δk](x)] = −v(k) ∂xq[δk](x) , (22)
which follows from a straightforward calculation using
the Hamiltonian (18). Thus, we can identify the current
operator associated to the density q[δk](x) as
j[δk](x) = v(k)q[δk](x), (23)
such that the continuity equation ∂tq[δk] + ∂xj[δk] = 0
holds. Notice also that, by linearity, this gives a simple









We stress that Eq. (22)-(23) is an exact formula that
holds for the operators themselves; we have not taken
any expectation values yet. It is also important to em-
phasize that this particularly simple form of the evolution
equation is possible only because the problem is galilean
invariant. If we were dealing with a lattice gas, the ve-
locity would not simply be v(k) = k/m, and there would
be additional terms generated by the bracket [H, .] in Eq.
(22).
In order to connect the simple exact result (23) for
currents in the Tonks-Girardeau gas to the more general
discussion of hydrodynamics in the main text, we need to
turn to expectation values. Namely, we take expectation
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values 〈.〉 in some initial state |ψ0〉 (or some initial density
matrix), such that the exact relation (22)-(23) becomes
∂tq[δk]+∂xj[δk] = 0 with
{
q[δk] := 〈q[δk]〉
j[δk] := v(k) 〈q[δk]〉 .
(24)
In the language of the Thermodynamic Bethe Ansatz
used in the main text, the quantity q[δk] is nothing but
the density of particles ρp. In the main text, we chose to
work with the occupation number n(k) = ρp(k)/ρs(k),
where ρs(k) is the state density. But in the Tonks-
Girardeau limit, the latter is just a numerical constant,








The function n(x, k) is an extremely well-known object in
quantum mechanics: it is the Wigner function. Roughly
speaking, the Wigner function represents the probability
of finding a particle at position (x, k) in phase space. It is
an extremely useful tool because it allows to get a simple
(semi-classical) picture of a quantum particle, or, as we
are doing here, of a large collection of non-interacting
particles.
In conclusion, in the Tonks-Girardeau limit, the GHD
equations are nothing but the well-known evolution equa-
tion for the Wigner function,
∂tn(x, k, t) + v(k)∂xn(x, k, t) = 0, (26)
which can be solved trivially in terms of the Wigner func-
tion of the initial state at t = 0,
n(x, k, t) = n(x− v(k)t, k, 0).
We are looking at this well-known equation in a slightly
non-standard way though: for each k we view n(x, k),
or ρp(x, k), as the expectation value of a single charge
density q[δk] at position x. In that sense, Eq. (26) is an
infinite set of continuity equations, one for each mode k.
B. Initial Wigner function: deviation from LDA
This section is adapted from Bettelheim and Wieg-
mann [5].
In the main text, we focus on an initial state that is








∂2x + V (x)
)
ΨF(x). (27)
It is the Wigner function of this ground state that en-
ters the formalism of GHD. In the main text, it is ob-
tained from LDA: in the limit where the variation of
V (x) is small at the interparticle distance, the system
is locally translation invariant, so the Wigner function
should be well approximated by the one of a Fermi








Ψ†F(k + q/2)ΨF(k − q/2)
〉
F. sea
= Θ(kF(x)− k)−Θ(−kF(x)− k),
where Θ(.) is the Heaviside function. Thus, the initial
occupation number n(x, k) obtained from LDA is indeed
of the form discussed in the main text, nLDA(x, k) = 1 if
k−(x) < k < k+(x), and nLDA(x, k) = 0 otherwise, for
k+ = −k− = kF. The evolution from such an initial state
is then governed by 2HD until a shock appears, which
dissolves into 4HD, which itself dissolves into 6HD, and
so on, as discussed in the main text.

















FIG. 2. Wigner function n(x, k), plotted as a function of
k at fixed x. The result from LDA is plotted in black. The
true Wigner function, however, is oscillating around kF (x) [5],
with a period set by the length scale C(x) := (k′′F(x)/8)
−1/3,
as illustrated by the red and green curve, given by Eq. (29).
An important question that needs to be addressed is
the accuracy of the approximation n(x, k) = nLDA(x, k)
in the initial state. An estimate of the ground-state prop-












−2πi(x− x′) + c.c. (28)














From this expression, one can calculate the Wigner func-
tion, and get a better result than the crude approxima-
tion nLDA(x, k). For notational simplicity, we focus on
the behavior of n(x, k) for k close to kF(x), which is de-
termined only by the first term in the propagator (so we
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dqΘ(kF − k + q) Ai (Cq) (29)
where Ai(.) is the Airy function, and C(x) :=
(k′′F(x)/8)
−1/3 is a new characteristic length scale. The
convolution with the Airy function induces oscillations of
n(x, k) as a function of k, close to the Fermi point kF(x),
see Fig. 2.
This discussion shows that replacing the true initial
Wigner function n(x, k) by nLDA(x, k) is a valid approx-
imation only if the typical period of the oscillations is
small compared to kF(x), such that, when calculating
average values of observables, integration over k in the
interval [−kF, kF] kills the oscillatory terms. We thus ar-
rive at the criterion 1/C(x)  kF(x) for the validity of
LDA, or in terms of the local density ρ(x),
ρ(x)−1  C(x) ⇒ n(x, k) ' nLDA(x, k). (30)
The deviation of the true Wigner function n(x, k) from
the LDA result nLDA(x, k) affects the expectation values
of charge densities q[h]. For the charges qj associated to
h(k) = kj , the direct calculation from Eq. (29), including



















































Interestingly, since 1/C(x)3 is a total derivative, when
we integrate over x, we see that the expectation values
of the total charges 〈Qj〉 =
∫
dxqj(x) remain unaffected
by the oscillations of the Wigner function for j ≤ 3. At
the level of the expectation values of total charges, the
deviation from the LDA result is seen only for j ≥ 4.
III. THE HYDRODYNAMIC REGIME
The hydrodynamic regime. In classical systems, one
assumes that local entropy maximization has occurred
because of the fast motion of classical particles and small
mean free path (separation of scales). Common wisdom
then suggests that hydrodynamics emerges at large times.
However, in quantum systems, the eigenstate thermaliza-
tion hypothesis suggests that near-homogeneous, near-
steady states are well approximated, from the viewpoint
of local observables, by (generalized) Gibbs ensembles,
and thus their dynamics by GHD. In effect, “molecular
chaos” is already present within homogeneous and sta-
tionary states. One would therefore expect that time evo-
lution from near-homogeneous, near-steady initial states
is instantaneously well represented by GHD. It is possible
to suggest, from physical intuition, quantitative criteria.
Consider a state with density ρ(x). The total variation,
over an interval d, of the inter-particle length lint(x) =
1/ρ(x) is ∆(x, d) = max(|lint(x+y)− lint(x)| : y ∈ [0, d]).
On one hand, it is natural to require the relative total
variation over d to be small whenever lint(x) is a sig-
nificant proportion of d. That is, ∆(x, d)/lint(x) times
lint(x)/d is  1; taking d → 0, this is boils down to
|∂xlint(x)|  1, or equivalently lint(x)  ρ(x)/|∂xρ(x)|.
On the other hand, the scattering length ϕ(θ)/p′(θ)
should also be small. It is velocity dependent, and an
upper bound is lscat = max(ϕ(θ)/p
′(θ) : θ ∈ R) =
2/(mc). Scattering will occur in a relatively homoge-
neous region if ∆(x, lscat)/lint  1, which boils down to
lscat  ρ(x)/|∂xρ(x)|. Thus, sufficient conditions for the





IV. THE NRG-TSA-ABACUS ALGORITHM
In order to describe the behavior of the Bose gas pre-
and post-quench, we must deal with two problems: one,
first finding the ground state of the gas in a one-body
Gaussian potential, and then two, determining its post-
quench evolution in time. As we will see, it is only the
first that is non-trivial.
To find the pre-quench ground state, we employ the
truncated spectrum approach, an approach first intro-
duced by V. Yurov and A. Zamolodchikov to study sim-
ple perturbations of the conformal minimal models [6].
This approach in general enables the study of models of
the form,
H = Hintegrable + Vpert, (32)
where Hintegrable will for us be the Lieb-Liniger model








where ρ̂(x) is the density operator. The method employs
the eigenstates of Hintegrable as a computational basis.
The method presumes that we have complete control of
this basis, knowing both the energies of the eigenstates
as well the matrix elements of any relevant operator with
respect to this basis. And in fact we do as the spectrum
of the Lieb-Liniger as well as matrix elements of the den-
sity operator are computable. Because we are using the
eigenstates of an interacting theory as a starting point for
our numerics, we, at the very start, incorporate strong
correlations into the problem. This, in principle, allevi-
ates the numerical burden of solving the full Hamiltonian,
at least in comparison of starting with a non-interacting
basis. For a comprehensive review of truncated spectrum
methods, see Ref. [7].
The essential idea behind the truncated spectrum ap-
proach is to order the eigenstates of Hintegrable by im-
portance as determined by some metric. In its simplest
form, this metric is their unperturbed energy. This (infi-
nite) list of states is then truncated, keeping the most (N,
say) important states (as measured by the metric). This
list of states, {|Ei〉}Ni=1, where state, |Ei〉, has energy, Ei,




E1 + 〈E1|Vpert|E1〉 〈E1|Vpert|E2〉 〈E1|Vpert|E3〉 . . . 〈E1|Vpert|EN 〉
〈E2|Vpert|E1〉 E2 + 〈E2|Vpert|E2〉 〈E2|Vpert|E3〉 . . . 〈E2|Vpert|EN 〉









This finite dimensional matrix can then be easily diag-
onalized and both the spectrum and matrix elements of
the full theory determined.
To compute the energies, Ei, as well as the matrix
elements, 〈Ei|Vpert|Ej〉, for our perturbed Lieb-Liniger
model, we employ ABACUS [8]. ABACUS is a software
package that enables the efficient computation of these
quantities. These are non-trivial because the determina-
tion of energy of an eigenstate, |Ei〉, involving N particles
necessitates the solution of N-coupled non-linear equa-




pi − pj + ic/2
pi − pj − ic/2
. (35)
Here pi is the momentum associated with the
i−th particle. To determine the matrix element
〈Ei, {pik}Nk=1|Vpert|Ej , {pjk}Nk=1〉, ABACUS uses a de-
terminantal expression for this quantity first developed
by N. Slavov [9].
The use of a simple truncation of the spectrum works
exceedingly well for perturbations of simple conformal
minimal models. However for more complicated models,
there are strong truncation effects. To lessen these ef-
fects, a variety of strategies are available, both analytical
[10] and numerical [11]. The approach we employ here is
to adapt the numerical renormalization group [12] first
developed by Kenneth Wilson for the study of quantum
impurity problems. The basic idea is to perform a set of
iterative exact diagonalizations where the most impor-
tant states are taken into account in the first set of di-
agonalizations and successively less important states are
taken into account in later diagonalizations. In this way
the truncation level of the eigenspace of HLieb−Liniger
can be made much greater. Rather than employ a basis
of ∼ 104 states, one can operate with bases of sizes on
the order of ∼ 105 − 106.
The metric that determines which states in the compu-
tational basis are important need not be energy. In fact
for the perturbed Lieb-Liniger model, the energy is not
the most robust of metrics. We have instead developed
an adaptive metric that uses the magnitude of matrix el-
ements of Vpert of an unperturbed state with the ground
state of the full model (as computed using a small exact
diagonalization) [13, 14]. This metric is much more ef-
ficient at determining which unperturbed states will be
important for the full problem and enables the equivalent
study of bases with ∼ 106 − 107 states.
Using this approach we then arrive at the ground state





We are confident that this representation is an accurate
one for several reasons. For our purposes here we did not
need to consider a very strong Gaussian potential, nom-
inally because we wished to mimic the zero temperature
hydrodynamic limit. In past work, i.e. Refs. [13, 15],
we considered stronger one-body potentials with larger
number of particles and were able there to establish the
robustness of the technique. Furthermore we are solely
interested in the computing the ground state of the gas
in the one-body potential. If we were in a position to
need excited states, we would have to be more cautious.
Having the ground state in hand, Eqn. 36, we can
then turn to the second problem, determining it’s post-
quench evolution in time. This in fact is trivial because
the post-quench Hamiltonian is the Lieb-Liniger model
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that is, because our computational basis is equal to the
post-quench eigenbasis, the coefficients of expansion sim-
ply pick up phase factors that depend on the energies,
{Ei}. It is worthwhile to stress that because we can
compute Ei to arbitrary accuracy, we can then evolve
the state to arbitrary times without incurring phase er-
rors.
While it is more difficult, we can also consider quenches
where we quench from one one-body potential to another
non-trivial potential. In such a case, we must compute
using our NRG-TSA-ABACUS algorithm a large number
of excited states post-quench so that we can expand the
pre-quench ground state into the post-quench eigenbasis.
This is however a tractable problem as demonstrated in
Ref. [15] where quenches from parabolic to cosine poten-
tials were studied. However it does place limits on the
strength of the quench as well as the number of particles
that can be treated.
V. ADDITIONAL GRAPH
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FIG. 3. The density profile under the evolution with 2m = 1,
c = 1, U = 0.05, a = 1/64, and a choice of µ∞ such that there
are N = 24 particles in the ground state. The agreement
between the initial density obtained by LDA and NRG-TSA-
ABACUS numerics is not good in the first place, and the
disagreement grows as time is evolved.
In the main text, we showed a graph for curves with
γ being of order 1, which is an intermediate regime. It
is then natural to ask how curves would look like in two
extreme regimes: the TG regime (γ  1) and the Gross-
Pitaevskii regime (γ  1). It turns out, however, that
the qualitative behavior basically does not differ what-
ever the coupling constant is. Namely, with any coupling
constant, an initial density accumulation splits into two
bumps and each bump moves towards right/left with a
same speed. Nonetheless, it is instructive to see how a
density wave evolves when a trap potential is not smooth
enough.
For this purpose, we use a LL gas with c = 1 as in Fig. 2
in the main text, and a potential V (x) = −µ∞−Ue−ax
2
with U = 0.05, a = 1/64, and µ∞ is determined so that
N = 24. In Fig. 3 we observe that the initial density
prepared by LDA is already not agreeing with NRG-TSA-
ABACUS numerics, that is, the initial state is not in the
hydrodynamic regime defined by (31). This discrepancy
is then amplified as time goes, and we also see that the
height of the dots by NRG-TSA-ABACUS numerics is
lowering. We expect that these effects are generated by
the neglected higher conserved charges in preparing the
LDA.
VI. SHOCK DISSOLUTION OF 2HD INTO 4HD:
A COMPARISON WITH THE CLASSICAL FLEA
GAS
The mechanism of shock-dissolution elaborated in the
main text can be further supported by a comparison with
a molecular dynamics of GHD (classical flea gas) [17].
The flea gas algorithm was recently developed by mak-
ing use of a surprising equivalence between dynamics of
the hard rod-like model and GHD. A protocol with the
same parameters as in Fig. 1 in the main text is com-
pared against a simulation using the flea gas in Fig. 4,
showing a perfect agreement. This confirms, in a non-
trivial gas (although classical instead of quantum), that
the shock dissolution mechanism proposed in the main
text is correct.
VII. SKETCH OF THE ALGORITHM FOR
ZERO-ENTROPY GHD
In this section, we briefly sketch the algorithm that we
use to solve zero-entropy GHD. It is the one we used, for
instance, to produce the data plotted in Fig. 1.a in the
main text.
The idea is to work with a finite set of curves in the
(x, θ) plane, each of these curves being a set of points
where the occupation function n(x, θ) jumps from 0 to
1. We call Γj , j = 1, . . . , p these different curves. For
example, in Fig. 1.a, there are p = 2 curves, and they
are both plotted in red.
Then we view the zero-GHD entropy equation (Eq. (9)
in the main text) as an evolution equation for this set of
curves. Namely, if (xj , θj) is a point on the curve Γj , then





The velocity veff{θ}(θj) is calculated from the set {θ} of all

































FIG. 4. Evolution of the density profile under the evolution
with the same parameters as in Fig. 1 in the main text:
m = 1, c = 2 and an initial potential V (x) = −5e−( x50 )2 − 1.
We compare the data from Fig. 1 in the main text (here in
black, dashed) to the classical flea gas (in blue).
line passing through (xj , θj) and all the curves Γj′ . It
is obtained by solving the integral equation given in the
main text, in the paragraph following Eq. (9).
This leads to the following algorithm. Numerically,
each curve Γj is encoded as the interpolation of some
discrete set of points (xj,a, θj,a) for a = 1, 2, . . . . The
most basic version of the algorithm uses linear interpo-
lation, but one can also use more refined interpolation
schemes such as splines. To go from the configuration at
time t to the configuration at time t + δt, we do a loop
over all the points labelled by (j, a). For each point:
• we start by finding all the intersections between the
vertical line at x = xj,a and all the curves Γj′ for
j′ = 1, . . . , p. This gives us a set {θ}.
• we order the elements of the set {θ} and label them




2 < · · · < θ−k < θ+k .
• we calculate iddr{θ}(θj,a) and 1dr{θ}(θj,a). To do
this, one needs to solve the linear integral prob-






This is done by discretizing the integral, which
leads to a matrix formulation of the problem, of
the form fdr = f + M · fdr where f and fdr are
finite-dimensional vectors.
• we evaluate the ratio veff{θ}(θj,a) =
iddr{θ}(θj,a)/1
dr
{θ}(θj,a), and use it to calculate
the new position of the point (xj,a + δxj,a, θj,a)
after δt, according to Eq. (38).
We find that the algorithm performs better if one
reparametrizes the curves Γj from time to time. Namely,
it is possible that the distance between successive points
(xj,a, θj,a) and (xj,a+1, θj,a+1) increases during the evo-
lution, so that the initial discrete set of points does not
provide a good description of the curve Γj any longer. To
avoid that, it is useful to chose a new discrete set points
on the curve Γj every once in a while, and then carry on
with the evolution.
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In this thesis, we have investigated the structure and the application of generalized hy-
drodynamics, which is a hydrodynamic approach to study the large scale dynamics of
integrable systems. The core idea of hydrodynamics is the emergence of mesoscopic scales
called fluid cells at large scale, which are large enough compared to inter-particle length,
yet small enough compared to macroscopic length scale, such as the variation of the fluid
density. Each fluid cell is almost homogeneous within itself, and therefore states at space-
time (x, t) are expected to be specified completely by the average densities of conserved
charges near (x, t). The degree of homogeneity in the fluid cells can be characterized by
the truncation in the derivative expansions of the average currents. If we assume the max-
imum homogeneity, then we can assume that the average currents at (x, t) are functions
of the average densities at (x, t) only (this amounts to Euler hydrodynamics). Instead, if
the system is is not homogeneous enough for Euler hydrodynamics to be adequately used,
then how the average densities vary near (x, t) also matters in determining the value of
average currents at (x, t). This is the idea of derivative expansion, and typically the first
spatial derivative of average densities suffice (i.e. higher derivative corrections give rise
to irrelevant effect).
The machinery of hydrodynamics can be straightforwardly applied to integrable sys-
tems as well by simply enumerating all the conserved charges possessed by the systems.
Within the Euler scale, the problem then boils down to the determination of average cur-
rents and densities, namely equations of state. This turns out to be possible within the
framework of thermodynamic Bethe ansatz (TBA), and the explicit TBA expression of
average currents was provided in [45,46] for the first time. This immediately allowed us to
write down the hydrodynamic equation (GHD equation) for intgrable systems. To illus-
trate how the GHD equation works, we derived the solution of the partitioning protocol,
providing the prescription on how to numerically determine it. We then argued that the
GHD equation can be in fact naturally extended to the case with external potentials, and
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pointed out that it is particularly useful when studying the dynamics of the trapped Lieb-
Liniger model, which is expected to describe the dynamics of ultra-cold atoms confined
in one dimension.
Proving the emergence of GHD from the mechanical time-evolution is obviously a
formidable task, and has not been achieved yet. Nonetheless, the TBA expression of
the average currents can actually be nicely proven in the case of diagonally-scattering
relativistic integrable field theories in a combinatorial manner. Following [67], we provided
a graph theoretical proof of the average currents. The key idea was to compute the
connected form factor for the current combinatorially, and then employ the LeClair-
Mussardo formula to obtain the average currents. The connected (or symmetric) form
factor is essentially the infinite-volume matrix element, but we also demonstrated the
derivation of the finite-volume matrix element of the current.
Having established the theory on solid ground, we then introduced a surprising con-
nection between GHD and the (Euler) hydrodynamics of one-dimensional classical rigid
objects. Remarkably, there is a strong resemblance between the hydrodynamics of classi-
cal hard rod gases and GHD, and we noted that they can actually coincide subject to a
slight but nontrivial modification to the former. The modification is simply to allow the
rod length, which can also be though of as the jump length of velocity tracers upon hitting
each other, to be velocity dependent. We termed a gas of classical particles that follows
the dynamics dictated by velocity-dependent jumps flea gas. The correspondence between
the hydrodynamics of the classical flea gas and that of quantum integrable systems is not
something unpredictable indeed, but still implies an intriguing physical consequence: at
large (Euler) scale, a gas of quantum integrable systems behave like that of classical soli-
tons. In fact it has been known that the hydrodynamics of soliton gases following the
KdV equation has the equations of state similar to (4.4) [137], and the observation we
made provides a universal understanding on the nature of the hydrodynamics of soliton
gases.
Finally, we specialized to the case where the system always remains close to the ground
state throughout the dynamics. In this situation the GHD equation becomes substantially
simpler, and boils down to a hydrodynamic equation with fluid variables being the finite
number of dynamical Fermi momenta (when 2k Fermi momenta are involved, we call such
hydrodynamics 2k HD). A crucial caveat here is that, despite of being a finite-component
system, 2k HD does not suffer from any gradient catastrophe (i.e. shock). This is because
whenever 2k HD experiences a sharp structure, the fluid can prevent it developing further
by increasing the number of dynamical Fermi momenta to 2k+ 2. This is possible thanks
to the abundance of conserved charges, and the dissolution of shocks by passing from 2k




GHD has been extremely successful at describing the large scale dynamics of integrable
systems so far, and a numerous amount of research efforts has been made to unveil its
profound structures. Being said so, there is still a variety of aspects that awaits further
investigations.
One of them is the spin transport in the spin 1/2 isotropic Heisenberg chain at half-
filling, which has been numerically found to exhibit superdiffusion. More precisely, it was
numerically confirmed that the equilibrium spin-spin correlation function 〈Sz(x, t)Sz(0, 0)〉c
follows the Karder-Parisi-Zhang (KPZ) scaling with the dynamical exponent α = 3/2
[150]. Subsequently, a phenomenological argument that supports superdiffusion was pro-
vided in [151, 152], and it was also analytically conjectured that in fact an additional
non-Abelian symmetry of the system (e.g. SU(2) spin symmetry) is the only requirement
for quantum chains having KPZ scaling (i.e. integrability is not needed) [153]. However,
the issue of the precise condition under which anomalous diffusion is realized in quantum
chains is far from being settled, and with a recent numerical study that does not favor the
above conjectured condition [154], it is still under intense scrutiny. Meanwhile, remark-
ably, the classical counterpart of the model, which is the Faddeev-Takhtajan chain, is also
found to exhibit superdiffusion at half-filling [155]. This suggest that superdiffusion in
isotropic quantum chains is not caused by quantum effects, and the mechanism of it is
the same as in classical isotropic chains.
As explained in the main text, the full Navier-Stokes corrections to GHD are now
available, by which diffusive spin transports observed in integrable systems so far would
be captured. However superdiffusion is characterized by the divergence of the diffusion
constant, hence the new prescription is called for in order to correctly describe such
anomalous diffusion. A natural direction is then to combine GHD and NLFHD, which
actually turns out to necessiate careful treatments [156].
Another direction could be to investigate how GHD emerges microscopically. This is of
course rather nontrivial, and rigorous results are available only for hard-rod systems [39].
Instead of directly dealing with integrable mechanical many-body systems, it might be in
fact useful to study something easier to handle but contains enough complexity. One of
possible choices is the ball-box system (BBS) [157], which is a cellular automaton model,
and known to be an ultra-discretized version of the KdV equation or the classical Toda
chain [158]. The model has been shown to be integrable with surprisingly rich structures
(see e.g. [158] for a detailed review on various aspects of the model). The structure of
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