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Introduction and Motivation
Kindleberger and Aliber (2005) point out that financial crises emerge more frequently than are usually recognized and, further, their unpleasant consequences are forgotten with the beginning of the next upswing (Maclennan and O'Sullivan (2011) ). The recent financial crisis with its origin lay at the heart of the collapse of the subprime mortgage boom and the U.S. house price bubble can be seen as an excellent example for glocalization in the way that the appearance of a local shock has global consequences but also feedback effects to local areas (Martin (2011) ): There is recent evidence that both, the severity and magnitude of house price irruption varied across regions (Chowdhury and Maclennan (2014) ). This article aims to improve our understanding of U.S. house price cycles to obtain a better assessment of the future consequences of boom-bust episodes.
House prices besides other macroeconomic time series can be generally seen as the combination of components working at different frequencies. This can be justified with the idea that economic processes are the result of agents' decisions, from which some base their decisions on short-run movements, whilst others are long-term orien- directly associated with the fact that it entirely neglects the spatial interrelationship of regional house price evolution. These two shortcomings motivate us to employ a new method -the wavelet analysis -which, as it will turns out, elegantly overcomes those shortcomings.
Therefore, the aim of this paper is to uncover the dynamics of housing prices for urban areas of the U.S. with the help of regional data and ask the following questions:
First, what can we say about the geography of housing price changes? Second, what 2 For more details on each program, please refer to http://www.makinghomeaffordable.gov.
clusters of U.S. MSAs emerge in terms of synchronicity of housing price cycles, both with the national U.S. housing price cycle as well as among the 40 largest MSAs? And finally, do we observe a MSA wide convergence of housing cycles after the bursting of the U.S. housing bubble at every frequency?
In particular, our paper makes the following major points: First, we show that regional housing cycle dissimilarities are significantly and strongly connected to geography. Second, we show that U.S. regional housing cycles are considerably shorter compared to business cycles. This significant result is obtained, because the wavelet analysis allows us to uncover transient relations. And third, by employing statistical methods, we also show that regional housing prices significantly converges after the bursting of the bubble only at higher business cycle frequencies, whereas for lower business cycle frequencies this is not the case. This is a notable result, as it directly implies that housing cycles behavior is different even at the business cycle, and, thus, a policy maker should be keenly aware of this fact.
The reminder of this article is organized as follows. The next section depicts the related literature, section three explains the used data, and section four illustrates the empirical methodology. Section five describes our results and section six concludes.
Finally, an appendix contains additional explanations and results.
2 Related Literature
Wavelets
Until a few years ago, the wavelet transform was mainly used in several scientific disciplines, such as acoustics and engineering, but its application in economics, until today is limited.
For an early contribution to the literature in economics, see Lampart (1998a, 1998b) , who employ wavelets for the decomposition of economic linkage between expenditure and income on the one hand, and money and income on the other.
Another paper using wavelet analysis in an economic context is Kim and In (2003) , who study the relationship between financial variables and the U.S. industrial produc- leading inflation by about two to three years. Another recent paper belonging to this growing literature is Ko and Lee (2015) . They examine the link between economic policy uncertainty and stock prices with the help of wavelet analysis. They find that this relationship is generally negative but changes over time regarding the considered frequency.
House Price Dynamics
Among the first studies in focusing on U. with Markov-switching vector auto regression (MSVAR) methods. To reduce the dimensionality of the data and to check for common factors, they perform a principal component factor analysis, with communalities and a varimax rotation. They find that the U.K. is divided by two large groups of regions with marked differences in the amplitude and duration of the cyclical regimes between the two groups. Findings from their study also show that during economic downturns, housing prices in regions belonging to group one fall faster than for regions in group two. However, during positive growth regimes, the house price growth rates in group one are higher than in group two. Moreover, analyzing the duration of the regimes, it becomes evident that the duration of positive growth regimes is longer in group one than in group two.
Finally, the findings also suggest that the response of housing prices to growth is faster in group one compared to group two. Chowdhury and Maclennan (2014) argue that these significant differences in both growth rates and average regime durations for the groups are attributed to the existence of regional heterogeneities in housing markets, financial sectors, and labor markets.
The recently published paper by Ghent and Owyang (2010) , which is closely related to ours, analyzes the relationship between housing and the business cycle at the MSAlevel. Based on a time-varying transition probabilities (TVTPs) MSVAR, inter alia, they conclude that an increase in housing prices may has different short and long-term effects on the economy, given there is a significant frequency-dependence. However, these authors do not explicitly focus on the frequency domain of housing cycles.
Added Value of the Paper to the Literature
Following the majority of the above mentioned literature, it is rather obvious to employ the MSVAR method and run the following (naive) regression for the ith MSA region which controls for a state dependent variance in order to investigate the housing cycle behavior:
where µ i,s lt is the mean rate of house price change for region i in state l at time t.
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Based upon this regression, we can show whether housing cycles are symmetric or not.
As an example, we have run the regression for the U.S. and for two states, like Ghent and Owyang (2010) : a recession and a boom state. 5 Inter alia, we observe that housing cycles are asymmetric: The duration in the boom state is considerably larger compared to the recession state, with a significantly lower variance of the real house price growth rate in the high growth state. Moreover, as suggested by the estimated transition probabilities, both states are highly persistent.
Although the contributions mentioned above have enriched our understanding of house cycle behavior, nevertheless, several questions remain unanswered. For instance, we cannot satisfactorily investigate whether or not cycles at different frequencies contribute equally to the total variance of the house price change. Even if we focus on business cycle frequencies, in this paper, we show that higher business cycle frequencies contribute in a significantly different way the total variance compared to lower business cycle frequencies. It is impossible to derive this result based on the MSVAR methodology, which only focuses solely on the time dimension but leaves out the frequency domain. Further, we cannot give an answer to the question whether or not house price cycles at different frequencies are more synchronized after the burst of the housing bubble in 2007. It is straightforward that those questions are highly relevant for policy. Hence, we need a method which combines both, the frequency as well as the time domain to investigate satisfactorily the cyclical behavior of house prices.
Many papers conclude that the wavelet transform is better adapted for analyzing localized variations of power within a time series than the Fourier transform because a wavelet function is indexed by two parameters, time and frequency, and the Fourier 4 Clearly, in order to control for spatial auto-correlation in the residuals, a multivariate MSVAR of orderp should be estimated. However, in this contribution we cannot estimate such a model due to the degree of freedom (DOF) set of problems. 5 The results of the regression exercise can be found in appendix 7.2. Further, it would be desirable to estimate a three-state model, however, the probability of non-convergence of the employed optimization routine, such as quasi-Newton rises with the number of states. This is even the case here, mainly due to the fact of the relatively short time series.
function has the frequency as the only parameter. 6 Therefore, we will use the wavelet analysis to uncover the U.S. housing cycle and its dynamics within a time-frequency domain. Furthermore, the wavelet transform handles frequencies in a logarithmic rather than linear way and thus, it is also preferable to a windowed Fourier transform, which was first introduced by Gabor (1946) . 7 Further, Bloomfield et al. (2004) argue that "wavelet analysis is an improved tool over classical Fourier analysis for studying temporal relations".
To the best of our knowledge, the paper at hand is the first which uses wavelet analysis within an urban context to analyze time series in both the time and frequency domain.
Data
As a real estate price index we use the Federal Housing Finance Agency (FHFA), which is the successor of the OFHEO, expanded HPI for the U.S. as a whole and for 40 Metropolitan Statistical Areas (MSAs). 8 The considered MSAs are standardized county-based areas or rather geographic entities that have at least one core urbanized area with a population of 50,000 or more and include adjacent territory that has a high degree of social and economic integration (measured by commuting to work). 4 Empirical Methodology
Some Basic Ingredients
The methodology used is based on the so-called continuous wavelet transform (CWT).
A superb introduction into this methodology in economics is given by Aguiar-Conraria and Soares (2011a, 2011b, and 2014). 13 For an easier interpretation we often refer to the notation of the former mentioned authors. Intuitively, a wavelet transform of a discrete time series can be described as a simultaneously mapping of the time series into a time 10 The latter is built on the FHFA purchase-only index, the FHFA all-transactions index, and in- thus the former mentioned index represents the rural areas better than the latter mentioned index. 12 The U.S. Census Bureau's X-12-ARIMA procedure is the method used by the FHFA for seasonal adjustment. They employ the automated ARIMA model-selection algorithm in X-12, which searches through a series of seasonality structures and selects the first that satisfies the Ljung-Box test for serial correlation. See the FHFA FAQs. 13 For a detailed description of the properties of wavelets see also Chiann and Morettin (1998) .
and frequency function. Being more precise, for a discrete time series z(t) ∈ L 2 (R), the CWT with respect to the wavelet ψ is given by the following function of two variables τ and s:
The time domain position of the wavelet is denoted by τ , whereas its position in the frequency domain is given by s. τ controls the location of the wavelet. If |s| > 1, the wavelet is stretched, whereas for |s| < 1, the wavelet is compressed. Contrary to the Fourier transform, the CWT provides us with a time localization of the time series.
Finally, theˆdenotes the use of complex conjugation.
The choice of the so-called mother wavelet ψ(t) is an important task. The relevant literature suggests several wavelet functions which offer different characteristics (e.g.
Mexican Hat, Haar, Morlet etc.). 14 The choice of the "correct" wavelet depends on the application the researcher has in mind. In the present study, we are particularly concerned with the task to study the synchronism of regional real estate prices. Hence, we have to search for a complex-valued wavelet as we are primarily interested in both, the phase and the amplitude of the considered time series. Being the most popular complex-valued wavelet, we choose the Morlet wavelet as advised by Aguiar-Conraria and Soares (2011b) because this features some pleasant attributes, which considerably simplifies the interpretation of the results which we will derive below. 15 For instance, the Morlet wavelet has an optimal joint time-frequency concentration in the sense that the Heisenberg uncertainty attains the minimum possible value, so that this complexvalued wavelet is quite well localized in both time and frequency space. 16 Moreover, the Morlet wavelet consists of a complex exponential modulated by a Gaussian, where we set the central angular frequency ω 0 equal to 6, so that the terms scale and period can be used interchangeably. 17 To test for significance, a Monte Carlo simulation with 10,000 draws of white noise time series was used. For a time series {z k , k = 0, 1, ..., K −1} with K observations, we obtain the discrete version of equation (4.1) with time step δt as:
The wavelet power spectrum can be computed as |W z k | 2 . For two time series, z k and y k , the cross wavelet transform can be analogously represented as:
whereas the cross wavelet power is defined as |W zy k |. Intuitively, for an univariate time series environment, economic turbulences, such as the recent financial and economic crisis or the bursting of the housing bubble in the U.S. in 2007 should be directly associated with higher wavelet power as the wavelet power spectrum reflects the variance of these time series. In other words, the wavelet transform is able to capture such local events in time.
19 Nevertheless we are dealing with finite time series, so that there will be so-called edge effects at the beginning and end of the wavelet power spectrum. This region is designated by Torrence and Compo (1998) as the cone of influence (COI).
One possible solution is to pad zeros to the considered time series before doing the wavelet transform.
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For our analysis, we require an instrument which quantifies and detects appropriately the relationship between two variables, namely the coherence between the FHFA expanded HPI for every considered MSA and the national counterpart. The wavelet coherence, which is defined as Finally, to obtain an answer to our question whether an MSA specific HPI leads the U.S. HPI or vice versa, we employ the concept of phase difference as this provides us with the delay of the oscillations of our two time series as a function of frequency. The phase difference reads as , π , the series are negatively correlated, whereas y leads z. For φ z,y ∈ −π, − π 2
, both series are also negatively correlated, with z leading y. 22 Intuitively, the phase difference helps us to clearly identify the delay between two time series' oscillations.
However, as our main impetus is the analysis of regional house price convergence, our introduced methodology so far suffers from the fact that it cannot detect possible regional clusters, i.e. MSAs which can be grouped because they behave similar in terms of their underlying house price evolution. In turn, to have that kind of information would be very attractive because this helps us to answer the question how clusters behave before and after the bursting of the U.S. housing bubble and whether or not all clusters exhibit the same house price dynamics as embodied by the i.e. national HPI. For that reason we have to introduce a method which allows us to compare the wavelet spectra between regions. We introduce this tool in the next subsection.
Dissimilarities between MSAs: a Wavelet Interpretation
As we draw our attention towards the investigation of regional house price convergence in the U.S., we need a method which allows us to exactly quantify the evolution of the dissimilarity of regional house price dynamics between MSAs during time, frequency and space. In technical words, we require a procedure which provides us with a pairwise 
Finally, we compute the distance between two MSAs, x and y, as ]. A value close to zero implies that for two MSAs, their housing cycles are highly synchronized, which in turn means that their individual contribution of housing cycles at every observed frequency to the total variance of house price development is similar. Moreover, the contribution is also synchronized over time, and, finally, the up-and downswing of the housing market occur simultaneously for two observed MSAs.
Next, we use the introduced tools to (i) examine the cyclicality of regional HPIs based on the wavelet power spectra, (ii) conduct a MSA to MSA comparison with the wavelet spectral distances and define MSA specific clusters which exhibit most similar cyclicality, and (iii) employ the cross wavelet and phase difference methodology to investigate whether there is evidence for a more pronounced synchronization pattern among MSAs after the bursting of the U.S. housing bubble at the beginning of 2007.
Results
In this section we present our results. As mentioned in the introduction to this paper, our main impetus of the study is to revisit the cyclicity of U.S. housing prices with a focus towards geography. In particular, we want to give an answer to the following questions: First, what can we say about the geography of housing price changes?
Second, which clusters of U.S. MSAs emerge in terms of synchronicity of housing price cycles, both with the national U.S. housing price cycle as well as among the 40 largest
MSAs? And finally, do we observe a MSA wide convergence of housing cycles after the bursting of the U.S. housing bubble? To give an answer to these questions, we employ the above introduced wavelet tools. In this context, we want to stress that this study does not attempt to answer the question what factors can explain the cyclicity of the housing cycle we observe, but rather we want to discover whether regional entities became more or less synchronized in terms of their housing price development.
Hierarchical Tree Clustering and Scaling Map Analysis
As mentioned in section 3, we employ data for 40 U. . Hence, we arrive at a 40 × 40 dissimilarity matrix, which is hard to interpret.
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Therefore, we try to re-express the information contained in the dissimilarity index with a cluster analysis. We follow Aguiar-Conraria et al. (2013) and perform a hierarchical tree clustering. The idea we follow is to cluster MSAs which exhibits similar housing cycles. Our starting point is to employ the entire set of states and group them stepwise round by round, whereas in every round a new dissimilarity matrix has to be computed.
The computation stops when on the last step only one cluster appears, which by construction contains the entire sample as members. Therefore, the computation is tremendous and is increasing non-linearly with the number of regions one considers in the analysis. In a nutshell, we can summarize our findings so far as follows: The great majority of U.S. MSAs are synchronized with the national housing cycle. From a technical time series perspective this implies that, first, the contribution of cycles at each considered 25 We have delegated the computation of the dissimilarity index to the appendix (see table (7.6) ).
frequency to the total variance is similar for those MSAs. Second, this contribution takes place at the same time, and finally, the up-and downswings happen simultaneously. Nevertheless, we also show that some MSAs or not synchronized with the national housing cycles, and those MSAs can also be categorized geographically, if we focus simultaneously on the time as well as on the frequency domain.
A Wavelet Evaluation for MSA Cluster
In this subsection we make use of our cluster results derived from the dendrogram analysis in the preceding subsection to give an answer to the question whether the clustered house price cycles are synchronized at every business cycle frequency. We used cluster-specific, MSA-averaged house price growth rates. 26 Hence, we remove short-as well as long-run noise based upon a wavelet-based filter and estimate the power spectra between 1 and 8 years frequency. Further, we do not only report the wavelet power spectrum but also calculate Monte-Carlo based, 5% significance levels.
The results of the exercise can be found summarized with figure (5.4). Note that group x stands for cluster x, for x = {1, 2, ..., 5}, whereas USA refers to the national house cycle. Table ( 
Estimated Wavelet Power Spectra for MSA Cluster
It is rather apparent that a similar pattern can be found for the second and fifth group, which together form the red cluster (see dendrogram analysis). However, the second, third and fourth group instead behave different. For those groups it seem that not only 4 year cycles are important but also the 2 year cycles at the end of the sample period after 2009 to explain the total variance of the house price growth rate.
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26 Therein we follow Rappaport (2007) . See also figure (7.2) in the appendix. 27 For the third group, the importance of 2 year cycles starts later, from 2011. Although interesting, the analysis so far is silent regarding the question whether or not our identified clusters share each others high regions of coherency. In other words, we should conjecture that right after the bursting of the housing bubble in 2007, which hit nearly all regions in the U.S. simultaneously, all considered MSAs behave as if they exhibit a high degree of synchronization. Moreover, our analysis conducted so far is silent to the question whether or not the national house cycle leads the regional house cycle. In particular, this kind of question cannot be satisfactorily answered with standard time series tools at hand. To overcome this obstacle is one of the appealing attributes of the wavelet analysis.
Phase Difference and Coherency Cross Wavelets for MSA Cluster
Broadly spoken, the coherency cross wavelets provides us with information on the correlation between two time series, whereas the phase difference tell us whether one time series leads another, or in other words, gives us information about the delay between oscillations of two specific time series. In the following we synonymously say that two specific regions are highly coherent given they are strongly locally correlated.
To test whether the local correlation is statistically significant, we employ the same method as for calculating critical values for the MSA-specific house cycle distances. , where the national house cycle is leading. The reason we focus on both, the 1-4 year and 4-8 year frequency bands is borne due to the fact that first, we focus on the business cycle, and, second, we have found that the wavelet power marked concentration of energy at 2 and 4 year cycles, respectively. Next, we turn to the econometric interpretation of our results. From a global perspective, figure (5.5) shows that there are obviously no significant episodes of inverse co-movements, or in other words, the series move in phase for all episodes of significant coherencies. In particular, one common feature to every observed cluster is that after the bursting of the housing bubble in the end of 2006, we observe a high coherency region for 1-4 year as well as for 4-8 year frequency bands, because the downturn in the housing market affects all observed regions simultaneously, and, hence, all group specific cycles are highly synchronized with the national cycle.
A second level of indications which can be observed from figure (5.5) is that lead-lag episodes not only differ between clusters but also are time and frequency dependent.
For instance, the second and third cluster exhibit a similar lead-lag pattern through the entire sample period and for all observed frequencies, whereas we conclude that before the housing boom each cluster cycle led the national cycle at the shorter-run In a nutshell, from this exercise we can take on board that the first and fifth cluster are more synchronized with the national cycle than the remaining clusters. This is particularly true in the longer-run. Hence, this conclusion further motivates us to conduct a wavelet coherency analysis comparing the first and fifth cluster with the remaining clusters. The results are presented in figure (5.6) and figure (5.7).
The overall conclusion we have drawn in the first exercise still holds: after the bursting of the housing bubble the clusters are highly synchronized at the shorter-run, but not in the longer run at 4-8 year frequency bands. If we draw our attention towards the phase differences, we observe that both in the short, as well as in the long-run, the fifth as well as the first cluster lead the cycles of the second and third cluster after
2007.
Hence, this exercise robustifies our analysis carried out at the national level. Finally, we directly compare the second and third cluster. Intuitively, we should expect a high region of coherency at the shorter-run. This is indeed the case, as shown by figure   (5.8) . We further observe that the second cluster leads the cycle of the third cluster until 2011 in the short-run, whereas in the longer-run this conclusion is reversed. If we draw our results together, we observe that the clustered cycles are highly synchronized with each other at the shorter-run, whereas in the longer-run the coherency is rather low. The same conclusion can be made for a direct comparison between clusters and the national housing cycle. Hence, our results also confirm the result by Clark and Coggin (2009), who state that regional housing cycles are significantly shorter than business cycles.
Conclusion
In this contribution we employed wavelet tools to study the time and frequency-varying patterns of synchronization of housing cycles for U.S. MSAs. By employing both a novel method as well as a new data set we derive several interesting results regarding In a nutshell, we find that housing shocks cannot be exclusively seen to be a local phenomena. If this would be the case, shocks should operate locally, and hence, we shouldn't observe clusters as we do in our analysis, not for all but for some business cycle frequencies. Hence, this result stand in some contrast with the findings made by Ghent and Owyang (2010), but can be explained with the fact that these authors leave out the frequency domain heterogeneity of house cycles in their analysis.
Although our results enriches our understanding of the complex pattern of housing price cyclicity, our analysis also has some drawbacks. First of all, our sample only covers large MSAs. However, there is evidence that smaller MSAs have a direct and non-neglectful influence on house price development. However, due to data-limitation problems we cannot control for this issue. Further, we know that our analysis as well as any other mentioned contribution in this paper neglects the existence of spatial correlation, which may influence our overall conclusions. Nevertheless, our methodology, in contrast to existing papers, allows a deeper and more diverse look on housing cycles coherence than standard economic time series tools, as we do not only focus on the time domain but also on the frequency domain. 28 Among the dissimilarities are:
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• The S&P/Case-Shiller indices use information obtained from county assessor and recorder offices.
• The S&P/Case-Shiller indices are value-weighted, meaning that price trends for more expensive homes have greater influence on estimated price changes than other homes, whereas the FHFA's purchase-only index weights price trends equally for all properties.
• The S&P/Case-Shiller National Home Price Index, for example, does not have valuation data from 13 states, while the FHFA's U.S. index is calculated using data from all states.
To work around the first two problems, the FHFA constructed an expanded HPI. In general, the methodology to construct the FHFA expanded HPI is the same as is used in the construction of the standard purchase-only HPI, except that a supplemented data set is used for estimation. 30 Thus, the augmented data include sales price information from Fannie Mae and Freddie Mac mortgages. Furthermore, the augmented data also include two new information sources: 31 (i) transactions records for houses with mortgages endorsed by FHA and (ii) county recorder data licensed from CoreLogic and 28 The repeat sales method was first proposed by Bailey, Muth, and Nourse (1963) , and is extended later by Shiller (1987, 1989) . The FHFA all-transaction HPI also includes refinance appraisals in index calibration. 29 See also the FHFA FAQs. 30 For a detailed technical description of the OFHEO HPI, see for instance Calhoun (1996) . 31 See the FHFA FAQs. We further compute the smoothed transition probabilities by applying a smoothing algorithm by Kim (1994) , using the entire sample information for the complete time span and contrast them with the NBER recession indicator as well as with the real house price growth rate. We see that the standard deviation of the real house price growth rate in recession times (smoothed probabilities close to one) is significantly larger compared to high growth times, as also supported by our regression analysis. In other words, the low growth state is more volatile compared to the high growth state.
Despite its simplicity, the MSVAR(1) model matches fairly well the bust of the house price bubble in 2006 as the associated smoothed probability indicating a low growth state is close to 1 in this period, as can be seen from figure (7.1).
Estimated pairwise dissimilarity indices for MSAs
The following tables show the estimated pairwise dissimilarity indices for each MSA. 
Cluster analysis
The next figure shows the house price growth rate averaged over the identified clusters.
We have used this data for our cluster-related, wavelet analysis. 
