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Abstract
Strabismus is one of the most influential ophthalmologic diseases in human’s life. Timely detection of strabismus
contributes to its prognosis and treatment. Telemedicine, which has great potential to alleviate the growing demand of
the diagnosis of ophthalmologic diseases, is an effective method to achieve timely strabismus detection. In this paper,
a tele strabismus dataset is established by the ophthalmologists. Then an end-to-end framework named as RF-CNN is
proposed to achieve automated strabismus detection on the established tele strabismus dataset. RF-CNN first performs
eye region segmentation on each individual image, and further classifies the segmented eye regions with deep neural
networks. The experimental results on the established tele strabismus dataset demonstrates that the proposed RF-CNN
can have a good performance on automated strabismus detection for telemedicine application. Code is made publicly
available at: https://github.com/jieWeiLu/Strabismus-Detection-for-Telemedicine-Application.
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1. Introduction
Strabismus is an ophthalmologic disease in which
eyes can not be aligned at the same location [1, 2],
which often occurs in childhood. Strabismus is caused
by the problems occurring on optic nerve, brain or ex-
traocular muscle [3]. Risk factors contain premature
birth and familial inheritance [4]. Strabismus has a seri-
ous impact on human’s life. Strabismus can prevent the
brain from merging the two images received from both
eyes, which leads to amblyopia [5]. The under-treated
amblyopic eyes may degenerate, resulting in blindness
[6]. Also the double vision and depth perception of stra-
bismus patients are lower than the normal persons. As
a result, the prognosis and treatment of strabismus be-
come more and more important in which strabismus de-
tection is the first and one of the most essential steps.
Traditional strabismus detection is performed on the
hospital. Doctors use the Hirschberg test [7] to deter-
mine whether the patient has strabismus: a thin beam of
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light is sent into a patient’s eyes for the purpose of veri-
fying whether the reflections of each eye is located at the
same place on both corneas. In addition, strabismus de-
tection can be performed with digital tools. In [8], Abra-
hamsson et.al. uses photorefraction to achieve small an-
gle strabismus detection. In [9], Loudon et.al. utilizes
the pediatric vision scanner to perform strabismus de-
tection. In [10], Almeida et.al. applies a digital camera
and the Hirschberg test to identify strabismus. In [11],
Valente et.al. achieves strabismus detection in digital
videos through cover test. In [12], Chen et.al. uses an
eye tracking system and convolutional neural networks
to detect strabismus. These strabismus detection meth-
ods have the following disadvantages: (1) It requires
the on-site assistance of specialists, and increases the
burden of specialists; (2) People in remote districts or
isolated communities can not receive timely strabismus
diagnosis. In order to overcome the above problems,
telemedicine is applied to alleviate the growing demand
of strabismus detection. Telemedicine means making
use of telecommunication and computer technology to
offer clinical health care from a distance. In [13], Helve-
ston et.al. use telemedicine to make the diagnosis of
strabismus in the places where specialists are unavail-
able. In such situation, patients’ images were captured
with digital cameras, and then sent with computers to
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Figure 1: Some exemplary images in the established tele strabismus
dataset. (a) The normal image in the dataset. (b) The strabismus image
(with a complete human face) in the dataset. (c) The strabismus image
(with parts of a human face) in the dataset.
specialists so that specialists could make the analysis
and diagnosis of strabismus from a distance. However,
this method still requires the specialists to spend time in
diagnosis.
To the best of our knowledge, this is the first re-
search of achieving automated strabismus detection for
telemedicine application. The major reason is that there
are no published tele strabismus datasets. Establishing
a tele strabismus datasets is not a trivial task since it
needs the collaborations of ophthalmologists and pa-
tients. Moreover, the images in the tele strabismus
datasets are with different sizes, resolutions and back-
grounds, and some images only contain parts of the hu-
man faces. These factors make it difficult to achieve
automated strabismus detection for telemedicine appli-
cation.
In order to achieve automated strabismus detection
for telemedicine application, in this paper, a tele stra-
bismus dataset is established firstly, which has been
carefully collected and labeled by the ophthalmologists.
Some exemplary images 1 in the established strabis-
mus dataset are shown in Figure 1. Then an end-to-end
framework RF-CNN is proposed to perform automated
strabismus detection. The proposed RF-CNN comprises
two stages: eye region segmentation and strabismus di-
agnosis (as shown in Figure 2). In the eye region seg-
mentation stage, R-FCN [14] is used to segment the
eye regions in the images on the tele strabismus dataset,
which aims at reducing the influence of background and
focusing on the eye regions. In the strabismus diagnosis
stage, automated strabismus detection is achieved ac-
cording to the segmented eye regions with deep con-
volutional neural networks (CNN) [15]. The experi-
mental results show that the proposed algorithm can ob-
tain a good detection performance on the tele strabismus
1In order to protect the privacies of patients, parts of the human
faces are blocked.
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Figure 2: The proposed RF-CNN framework. The dash arrows
mean that event annotations are only used in the training stage.
dataset.
The rest of this paper is structured as follows. Sec-
tion 2 introduces some knowledge about telemedicine.
Section 3 presents the details of the proposed method.
Section 4 provides the experimental details. In Section
5, the conclusions of this paper are provided.
2. Telemedicine
Telemedicine means providing interactive health care
from a distance by using telecommunication and mod-
ern technology, which can achieve the transfer of
clinical data and provide the remote clinical diagno-
sis independent of physical proximity to the patient.
Telemedicine has an important influence on patients
in remote districts and isolated communities since pa-
tients can receive health care from doctors (or special-
ists) far away and do not have to travel to visit doc-
tors [16]. Telemedicine can alleviate the growing de-
mand of diagnosing various diseases, such as diabetic
retinopathy and ophthalmologic diseases. It can pro-
vide access of specialists to geographically remote dis-
tricts. Telemedicine consists of three main categories:
store-and-forward, remote monitoring and real-time in-
teractive services. Store-and-forward indicates obtain-
ing medical data, and then sending these data to doc-
tors or specialists for offline physical examination [17].
It is not necessary for doctors and patients to present
at the same time. Remote monitoring provides access
for specialists to monitor patients remotely with var-
ious technological equipments. Real-time interactive
services indicates providing real-time interactions be-
tween patients and specialists. In this paper, automated
2
Figure 3: The overall architecture of R-FCN for automated strabismus detection. In our work, the last layer of R-FCN generates k × k = 3 × 3
position-sensitive score maps. ”2” means two categories: eye region and background. Each RoI is divided into k × k bins, and pooling is only
operated on one of the k × k score maps, which are represented by different colors.
(a) (b) (c)
Figure 4: The images with different backgrounds in the tele strabis-
mus dataset: (1) car, (2) wall, (3) home.
strabismus detection belongs to the store-and-forward
category.
3. Methodology
The proposed framework RF-CNN can be regarded
as a two-stage strabismus detection method. As shown
in Figure 2, the images in the tele strabismus dataset are
sequentially fed into R-FCN, which finally outputs the
locations of eye regions. Then the eye region images
are cropped and fed into CNNs. RF-CNN is directly
learned from image data, and the event annotations are
used for the training on both stages.
3.1. Eye Region Segmentation
There are two reasons of performing eye region seg-
mentation: (1) According to ophthalmologists, the di-
agnosis of strabismus is based on the eye regions of
humans; (2) It contributes to reducing the background
influence. Figure 4 shows some images with different
backgrounds 2. R-FCN is built and used to alleviate the
above problems in our work. The used R-FCN is com-
posed of two stages: region proposals and region clas-
sification. The overall architecture of R-FCN for au-
tomated strabismus detection is shown in Figure 3. In
the region proposals stage, candidate eye regions are ob-
tained by the Region Proposal Network (RPN) [18]. Af-
ter generating the proposal eye regions (RoIs), R-FCN is
further dividing the RoIs into the eye region category or
the background category. The last layer of R-FCN gen-
erates k2 position-sensitive score maps for the eye re-
gions and background, which results in a k2 ×2-channel
layer. In our paper, k is set as 3 [14] and the 9 score maps
encode (top-left, top-center, top-right,..., bottom-center,
bottom-right) cases for eye region or background. Then
each RoI is voted by averaging the k2 scores:
sc(P) = Σx,ysc(x, y|P) (1)
where sc(P) is the average response for the c-th cat-
egory; P means all learnable parameters in R-FCN;
sc(x, y|P) is the response in the (x, y)-th bin for the c-
th category, which is defined as:
sc(x, y|P) =
∑
(i, j)∈bin(x,y)
ox,y,c(i + i0, j + j0|P)/n (2)
where ox,y,c is one score map out of the k2 × 2 maps,
(i0, j0) is the top-left case of an RoI, n means the pixel
number in the bin.
2In order to protect the privacies of patients, parts of the human
faces are blocked.
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Figure 5: Some exemplary instances of segmented eye regions with
normal labels.
Finally, the R-FCN architecture is trained by optimiz-
ing the loss function L:
L = Lcls + L
eye
reg (3)
Here Leyereg is the bounding box regression for the eye re-
gion as defined in [19], Lcls is the cross-entropy loss for
classification:
Lcls = −log(erc∗ (P)/Σ1c′=0erc′ (P)) (4)
where c∗ is the RoI’s ground-truth label, c′ = 0 and c′ =
1 represent the background and eye region, respectively.
A well trained R-FCN model is used to perform eye
region segmentation, as shown in Figure 3.
3.2. Strabismus Diagnosis
Strabismus diagnosis is performed by applying CNNs
based on the segmented eye regions. Figure 5 and 6
show some exemplary instances of segmented eye re-
gions with strabismus and normal labels. CNNs are
the commonly used architectures of deep neural net-
works. They are initially applied to solve the chal-
lenging problems like handwritten character recognition
[20]. Nowadays CNNs have been developed rapidly and
used for a a large spectrum of vision problems, such as
remote sensing [21] and medical applications [22, 23].
Generally CNNs consist of convolutional layers,
pooling layers and fully connected layers (as shown in
Figure 8). Convolutional layers can extract meaningful
and effective features. If the input to the convolutional
layer is a hi×wi×ci image and the kernel size is hk×wk,
then the convolutional layer can obtain k features maps
Figure 6: Some exemplary instances of segmented eye regions with
strabismus labels.
with size [hi − hk,wi − wk]. Pooling layer aggregates
the neurons’ output within a rectangular neighborhood,
which can reduce the number of parameters for CNNs.
Max-pooling [24] is the most commonly used pooling
function. Fully connected layer maps the excitation
into output neurons, each corresponding to one decision
class.
After confirming the CNN architecture, the parame-
ters ω of CNNs are learned by optimizing the objective
function J(ω):
J(ω) =
1
n
n∑
i=1
|| f (ω, xi) − yi||22 (5)
where n is the number of training examples. (xi, yi) rep-
resents the ith training examples. f (·) is the activation
function.
4. Experiments
The proposed RF-CNN framework is evaluated on an
established tele strabismus dataset. In this section, af-
ter introducing the tele strabismus dataset, the training
and evaluation details of RF-CNN are presented, which
includes the training setup, evaluation metrics and ex-
perimental results.
4.1. Datasets
The tele strabismus dataset contains 5685 images.
Each image contains only a human face. 5310 im-
ages contain complete human faces while 375 images
4
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Figure 7: The network architecture composed of five convolutional layers, three pooling layers and three fully connected layers. Layer names
are followed by the number of feature maps. Square brackets specify the kernel size and stride. It is noted that ’conv’, ’maxpool’ and ’fc’ are short
for convolutional layer, max pooling layer and fully connected layer, respectively.
Figure 8: A CNN architecture composed of one convolutional layer,
one pooling layer and one fully connected layer. The convolutional
layer utilizes a 3 × 3 kernel with stride 1, while the pooling layer
utilizes a 2 × 2 kernel with stride 2. Flatten means converting the
feature matrices into vectors.
contain parts of the human faces. The tele strabis-
mus dataset is divided into a training dataset contain-
ing 3409 images and a testing dataset containing 2276
images. The training dataset consists of 701 strabis-
mus images and 2708 normal images, while the test
dataset is composed of 470 strabismus images and 1806
normal images. These images are captured by various
equipments, such as mobile phone and vidicon. In ad-
dition, these images have various resolutions, ranging
from 1033 × 900 to 78 × 150. This dataset has been
carefully annotated by the ophthalmologists.
4.2. Training Setup
The proposed RF-CNN is trained sequentially. First
R-FCN is trained to segment the eye regions. Then a
CNN is learned to achieve strabismus diagnosis based
on the segmented eye regions. Training setup of RF-
CNN is introduced as follows.
R-FCN: ResNet-101 [25] is adopted as the backone
of R-FCN, and online hard example mining (OHEM)
[26] is used to train R-FCN. The learning rate is 0.0003
and the momentum is 0.9. A number of eye regions
are segmented by R-FCN, which are further resized into
224 × 224 × 3.
CNN: The network architecture consists of five con-
volutional layers and three pooling layers, followed by
three fully connected layers, as shown in Figure 7. Each
convolutional layer is followed by a Relu layer [27], an
effective activation function to improve the performance
of the CNNs. In addition, the dropout strategy [28] is
used in the first two fully connected layers in order to
prevent overfitting. The network training is performed
by the stochastic gradient descent method [29]. L2 reg-
ularization with the weight decay 5× 10−4 is used in the
network training. The dropout ratio is set as 0.5. The
batch size is set as 32. The learning rate is initially set
as 0.01 and the training is stopped after 5000 iterations.
The implementation of RF-CNN was based on Ten-
sorflow [30], an effective toolbox to train deep neural
networks. The training was conducted on a Intel Xeon
E5-2690 CPU with a TITAN Xp GPU.
4.3. Evaluation Metrics
Four commonly used evaluation metrics Sensitivity,
Specificity, Accuracy and AUC are used in this experi-
ment in order to evaluate the performance of RF-CNN:
S ensitivity =
T P
T P + FN
S peci f icity =
T N
T N + FP
Accuracy =
T P + T N
T P + T N + FP + FN
where TP (true positive), TN (true negative), FP (false
positive) and FN (false negavtive) are the numbers of
correctly identified strabismus images, correctly iden-
tified normal images, incorrectly identified strabismus
images and incorrectly identified normal images, re-
spectively. Sensitivity (Se) and Specificity (Sp) indicate
the RF-CNN’s ability of identifying normal images and
strabismus images. Accuracy (Acc) is used for evaluat-
ing the overall detection performance. In addition, the
5
Table 1: The detection performance of RF-CNN on the established tele strabismus dataset
Metrics TP TN FP FN Se Sp Acc AUC
RF-CNN 452 1685 121 18 0.9330 0.9617 0.9389 0.9865
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Figure 9: The ROC curve of RF-CNN.
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Figure 10: Variations of Se, Sp, Acc and AUC of RF-CNN with the
increase of the number of training examples
area under the receiver operating characteristic (ROC)
[31] curve (AUC) is also applied to evaluate the overall
detection performance of RF-CNN.
4.4. Results
The detection results of RF-CNN on the established
dataset are shown in Table 1 and Figure 9. It can be
observed that RF-CNN can achieve high scores of Sen-
sitivity=0.9330 and Specificity=0.9617, which indicates
that RF-CNN can perform well on identifying strabis-
mus images and normal images. The high scores of Ac-
curacy=0.9389 and AUC=0.9865 are obtained by RF-
CNN, which means that RF-CNN can achieve over-
all good detection results on the established strabismus
dataset.
Moreover, the sensitivity analysis of RF-CNN to the
number of training examples is shown in Figure 10.
From Figure 10, it can be observed that the evalua-
tion metrics Se, Sp, Acc and AUC become better with
the increase of training examples. With less than 1500
training examples, the detection results improve signif-
icantly with the increase of training examples. With
more than 1500 training examples, the detection re-
sults vary slightly with the increase of training exam-
ples. From the above observation, we can choose 1500
training examples to train the RF-CNN in our work
5. Conclusion
Nowadays strabismus has become an influential oph-
thalmologic diseases in humans life. Strabismus de-
tection plays an important role in the prognosis and
treatment of strabismus. Telemedicine is an effective
method to achieve timely detection of strabismus. Con-
cretely, store-and-forward, a category of telemedicine,
is applied to achieve timely strabismus detection in this
work, which means collecting the medical data, and
then sending the data to doctors for the physical diag-
nosis and examination.
In this paper, in order to achieve automated strabis-
mus detection for telemedicine application, a tele stra-
bismus dataset is established firstly, in which the im-
age data are collected and labeled by the specialists.
Then an end-to-end framework RF-CNN is proposed to
achieve automated strabismus detection. The proposed
RF-CNN first uses R-FCN to perform eye region seg-
mentation, and then classifies the segmented eye regions
as strabismus or normal with a deep convolutional neu-
ral network. The detection results on the established tele
strabismus dataset demonstrate that the proposed RF-
CNN performs well on automated strabismus detection
for telemedicine application. Moreover, to the best of
our knowledge, this is the first research that achieves
automated strabismus detection for telemedicine appli-
cation.
In the future, we will try to release the established
tele strabismus dataset by negotiating with doctors and
patients. Moreover, we will continue to work closely
with doctors, and try to apply this research to clinical
applications.
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