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a b s t r a c t 
An eﬃcient, accurate and robust multiple-relaxation-time (MRT) discrete Boltzmann method (DBM) is 
proposed for compressible exothermic reactive ﬂows, with both speciﬁc heat ratio and Prandtl number 
being ﬂexible. The chemical reaction is coupled with the ﬂow ﬁeld naturally and the external force is 
also incorporated. An eﬃcient discrete velocity model which has sixteen discrete velocities (and kinetic 
moments) is introduced into the DBM. With both hydrodynamic and thermodynamic nonequilibrium ef- 
fects under consideration, the DBM provides more detailed and accurate information than traditional 
Navier–Stokes equations. This method is suitable for ﬂuid ﬂows ranging from subsonic, to supersonic and 
hypersonic ranges. It is validated by various benchmarks. 
© 2018 The Authors. Published by Elsevier Ltd. 




































e  1. Introduction 
Exothermic reactive ﬂows are commonplace in nature and in-
dustry which play signiﬁcant roles in economic and social devel-
opment all over the world. In fact, more than 80% utilizable en-
ergy is transformed through exothermic reactive phenomena in the
world [1] . On the other hand, they are associated with environ-
mental problems, accidents or even disasters. For example, atmo-
spheric pollution, global warming and climate change are closely
linked to harmful emissions from reactive ﬂows. In particular, ﬁre
hazards, which often induce explosion and shock, may cause huge
danger and damage to human life, property and environment. Al-
though considerable researches have been devoted to these ﬁelds,
there are still many open issues due to their complexity. To be spe-
ciﬁc, they have a wide span of physicochemical phenomena, in-
teract over various spatio-temporal scales, and involve various hy-
drodynamic and thermodynamic nonequilibrium behaviours [2–4] .
Especially, for a spacecraft ﬂying from the earth surface to outer
space, where the chemical reaction and gravity exist, it covers a∗ Corresponding authors. 
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ibrium phenomena. To describe such complex systems, traditional
acroscopic models have the beneﬁt of high computing eﬃciency,
ut could not capture detailed information accurately. While mi-
roscopic models have the merit of an accurate and full descrip-
ion, they encounter spatio-temporal constraints because of their
igh computing costs. 
At the mesoscopic level, the lattice Boltzmann method (LBM)
ay overcome aforementioned problems [5–16] . In the past three
ecades, the LBM has achieved signiﬁcant success in the simula-
ion of complex systems, including reactive ﬂows [17–35] . The tra-
itional LBM usually works as an alternative tool to solve macro-
copic equations, such as incompressible Navier–Stokes (NS) equa-
ions. Various physical quantities, such as ﬂow velocity and tem-
erature, may be described by different sets of the discrete distri-
ution function. Recently, a novel variant of LBM, discrete Boltz-
ann method (DBM), has emerged as an eﬃcient kinetic model
o capture both hydrodynamic and thermodynamic nonequilibrium
ffects in ﬂuid ﬂows [36,37] . Different from traditional LBMs, the
BM employs only one set of discrete distribution function to de-
cribe various physical quantities, including the density, tempera-
ure, velocity, and other high order kinetic moments, which is in
ine with the Boltzmann equation. nder the CC BY license. ( http://creativecommons.org/licenses/by/4.0/ ) 
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cSince 2013, several Single-Relaxation-Time DBMs have been for-
ulated for exothermic reactive ﬂows [38–40] . Yet, the Prandtl
umber in those proposed model is ﬁxed at Pr = 1 . To overcome
his, a multiple-relaxation-time (MRT) DBM was presented [41] .
here are 24 independent kinetic moments satisﬁed by 24 discrete
quilibrium distribution functions in this work [41] . These kinetic
oments are necessary for the DBM to recover the reactive NS
quations in the hydrodynamic limit [41] . Besides, the effects of
xternal force are neglected in this model [41] . However, external
orces (such as gravity) often have essential inﬂuences upon reac-
ive ﬂows. In the present work, we introduce a new form of re-
ction and force terms, and reduce the 24 kinetic moments (and
iscrete equilibrium distribution functions) to only 16 while the
ecovery of the NS equations is made as well. Besides its prac-
ical value as an eﬃcient computational tool for the traditional
ynamics of complex systems, this model also provides details of
onequilibrium behaviours dynamically and conveniently. We de-
cribe the DBM in Section 2 , validate it in Section 3 , and ﬁnally
ummarize this work in Section 4 . 
. Discrete Boltzmann method 
The DBE takes the form, 
∂f 
∂t 
+ v · ∇f = −M −1 ˆ S 
(
ˆ f − ˆ f eq 
)
− A + F + R . (1)
ere f = ( f 1 f 2 · · · f N ) T and f eq = ( f eq 1 f 
eq 
2 
· · · f eq 
N 
) T denote dis-
rete distribution functions and their equilibrium counterparts, re-
pectively. ˆ f = ( ˆ  f 1 ˆ f 2 · · · ˆ f N ) 
T 










ent kinetic moments of discrete distribution function and their
quilibrium counterparts, respectively. M −1 is the inverse ma-
rix of M , and M is a square matrix, see Appendix A . ˆ S =
iag ( ˆ  S 1 ˆ S 2 · · · ˆ S N ) is a diagonal matrix with element ˆ S i describing
he speed of ˆ f i approaching ˆ f 
eq 
i 
, with i = 1 , 2, , N and N = 16 . As
hown in Fig. 1 , the discrete velocities, v = diag( v 1 v 2  v N ), take
he following form, 
 i = 
⎧ ⎪ ⎨ 
⎪ ⎩ 
cyc : ( ±v a , 0 ) 1 ≤ i ≤ 4 , 
cyc : ( ±v a , ±v a ) 5 ≤ i ≤ 8 , 
cyc : ( ±v b , 0 ) 9 ≤ i ≤ 12 , 
cyc : ( ±v b , ±v b ) 13 ≤ i ≤ 16 , 
(2) 
ith tunable parameters v a and v b controlling the value of v i . 
The artiﬁcial term ˆ A = (0 · · · 0 ˆ A 8 ˆ A 9 0 · · · 0) T is used to mod-
fy the collision operator  = −M −1 ˆ S ( ˆ f − ˆ f eq ) , in terms of 
ˆ 
 8 = ρT 
ˆ S 8 − ˆ S 5 
ˆ S 5 
[
4 u x 
(
D + I − 1 
D + I 
∂ u x 
∂x 
− 1 
D + I 
∂ u y 
∂y 
)
+ 2 u y 
(
∂ u y 
∂x 
+ ∂ u x 
∂y 
)]
, (3) ˆ 
 9 = ρT 
ˆ S 9 − ˆ S 7 
ˆ S 7 
[
4 u y 
(
D + I − 1 
D + I 
∂ u y 
∂y 
− 1 
D + I 
∂ u x 
∂x 
)
+ 2 u x 
(
∂ u y 
∂x 




he reason for this modiﬁcation is as follows. Although the tunable
elaxation coeﬃcients ˆ S i seem mathematically independent of each
ther, coupling may exist among the relaxation processes of vari-
us kinetic modes ( ˆ  f ne 
i 
= ˆ f i − ˆ f eq i ) from the physical point of view.
or the sake of correct description of macroscopic behaviours, we
hould perform the Chapman–Enskog expansion, analyze the con-
istency of nonequilibrium transportation terms in the recovered
ydrodynamic equations, and ﬁnd a solution for the modiﬁcation
o the collision term. In short, this modiﬁcation is incorporated in
he DBM to recover the consistent NS equations in the hydrody-
amic limit, see Appendix A . The artiﬁcial term is the function of
he velocities ( u x , u y ) and the ﬁrst-order partial derivatives of them
ith respect to x or y . These derivatives can be solved by vari-
us ﬁnite difference schemes. In this work, the central difference
cheme is adopted. For example, 
∂u x 
∂x 
= u x (i x + 1 , i y ) − u x (i x − 1 , i y ) 
2x 
(5) 
t the node ( i x , i y ). Numerical tests demonstrate that the artiﬁcial
erm does not induce signiﬁcant numerical problems. Furthermore,
he artiﬁcial term can be removed for the case ˆ S 5 = ˆ S 8 and ˆ S 7 = ˆ S 9 .
The force and reaction terms, F + R = (F 1 + R 1 F 2 + R 2 · · ·
 N + R N ) T , describe the variations of the distribution function due
o the external force and chemical reaction. Speciﬁcally, 







ρ, u + a τ, T + τT ′ 
)
− f eq 
i ( ρ, u , T ) 
]
. (6) 
athematically, the difference of the equilibrium distribution func-
ions over a small time interval is an approximation to the change
ate of distribution functions, based on the assumption f i ≈ f eq i .
he physical reason for Eq. (6) is as follows. It is regarded that
either external force nor chemical reaction changes the density ρ .
he external force affects the hydrodynamic velocity u with accel-
ration a . Consequently, the velocity changes from u into u + a τ
ithin a small time interval τ due to the external force. Mean-
hile, the temperature changes into T + τT ′ on account of the
hemical reaction. Speciﬁcally, the change rate of energy is 
 
′ = ρu · a + ρQλ′ , (7) 
ecause of the external force and chemical reaction. From
q. (7) and the deﬁnition E = D + I 2 ρT + 1 2 ρu · u , we obtain the
hange rate of temperature 
 
′ = 2 Qλ
′ 
D + I , (8) 
here D = 2 stands for the number of dimensions, I the number
f extra degrees of freedom corresponding to molecular rotation
nd/or internal vibration. The reaction process λ is deﬁned as the
ass ratio of the chemical product to mixture. The chemical reac-
ion is controlled by the Cochran’s rate function 
′ = ω 1 p m (1 − λ) + ω 2 p n λ(1 − λ) , (9)
hich depends upon the pressure, p = ρT , in terms of adjustable
arameters ω 1 , ω 2 , m and n [42] . Here λ is deﬁned as the local
ass fraction of the reaction product. Without loss of generality,
e choose ( ω 1 , ω 2 , m, n ) = (2, 100, 2, 2.5), and employ the igni-
ion temperature T ig = 1 . 1 in this work. Only when T > T ig can the
hemical reaction take place. 

















































Fig. 2. Initial conﬁguration (a) and time evolution (b) of physical quantities in the 
process of chemical reaction in a free falling box. The squares stand for D2V16 re- 















































1For the sake of recovering the NS equations, the discrete equi-




























(v 2 i + η2 i ) v iαv iβ = ρδαβ [(D + I + 2) T + u 2 ] T 
+ ρu αu β [(D + I + 4) T + u 2 ] , (16)
where η2 
i 
is employed to describe internal energies in extra de-
grees of freedom, with ηi = ηa for 5 ≤ i ≤8 and ηi = 0 for the oth-
ers. 
In fact, Eqs. (10) –(16) can be uniformly written as M × f eq = ˆ  f eq .
In Eqs. (10) –(12) , f 
eq 
i 
can be replaced by f i , from which we can
calculate physical quantities ( ρ , u , T ). Whereas replacing f eq 
i 
with
f i results in the imbalance between the left and right sides of
Eqs. (13) –(16) . These differences are just departures of high order
kinetic moments of the distribution function from their equilib-
rium counterparts, i.e., ˆ f ne 
i 
= ˆ f i − ˆ f eq i . The departures can be uti-
lized to probe the nonequilibrium states from various points of
view. Note that ˆ f ne 
i 
= 0 for 1 ≤ i ≤4 due to the conservation laws,
hence the parameters ˆ S 1 , ˆ S 2 , ˆ S 3 and ˆ S 4 do not play any role.
While ˆ f ne 
i 
may be nonzero for i ≥5 in nonequilibrium state. To
be speciﬁc, ˆ f ne 
5 
( ˆ  f ne 
7 
) is the departure of energy in the x ( y ) di-
rection from its equilibrium state; ˆ f ne 
5 
, ˆ f ne 
6 
, and ˆ f ne 
7 
are linked
with the viscous stress tensor; ˆ f ne 
8 
, ˆ f ne 
9 
, ˆ f ne 
10 
, ˆ f ne 
11 
, ˆ f ne 
12 
, and ˆ f ne 
13 
refer to the departures of energy ﬂuxes from their equilibrium
counterparts; ˆ f ne 
14 
, ˆ f ne 
15 
, and ˆ f ne 
16 
are related to ﬂuxes of energy
ﬂux from their equilibrium counterparts. The nonequilibrium ef-
fect ˆ f ne 
i 
, multiplied by its ampliﬁcation factor ˆ S i , plays an essen-
tial role in the evolution of ﬂuid systems. It is clear that ˆ f ne 
i 
in
Eq. (A.1) has a strong effect with large ˆ S i . Actually, those depar-
tures are calculated conveniently in each iteration of the com-
puting process. Moreover, the dynamic viscosity μ, thermal con-
ductivity κ , and Prandtl number Pr are functions of ˆ S i . Specif-
ically, μ = ρT / ˆ  S μ, κ = ( D + I + 2 ) ρT / (2 ˆ  S κ ) , and Pr = ˆ S κ/ ˆ  S μ, for
ˆ S μ = ˆ S 5 = ˆ S 6 = ˆ S 7 and ˆ S κ = ˆ S 8 = ˆ S 9 , see Appendix A . In contrast, all
the ampliﬁcation factors are identical in the SRT model, i.e., Pr = 1 ,
which is only a special case of the MRT model. 
It can be found that discrete Boltzmann equation is in a simple
form and its algorithm is easy to code. In contrast, the NS equa-
tions depend upon both the ﬁrst-order and second-order partial
derivatives of velocities ( u x , u y ) with respect to x or y , which are
nonlinear terms relatively diﬃcult to be treated with [40] . More-
over, it often needs to solve the Poisson equation based on global
data transfer in NS method, while all spatio-temporal information
communication is local in DBM that is suitable for massively par-
allel computing. In addition, the DBM provides an eﬃcient tool to
study detailed nonequilibrium effects and/or rareﬁed effects of gas
ﬂows beyond NS equations by capturing the departures of kinetic
moments from their equilibrium counterparts [40,43] . Finally, it isasy to have a proper kinetic boundary condition for DBM to de-
cribe the velocity slip and the ﬂow characteristics in the Knudsen
ayer that cannot be well described by traditional hydrodynamic
odels [43] . 
. Validation and veriﬁcation 
For validation and veriﬁcation purposes, four benchmark tests
re performed. (i) The chemical reaction in a free falling box is
imulated to verify the effects of external force and chemical re-
ction. (ii) The simulation of a detonation wave is carried out to
emonstrate the DBM in the case with violent chemical heat re-
ease. Additionally, we assess the spatial and temporal convergence
f the numerical results. (iii) To verify the DBM for adjustable spe-
iﬁc heat ratios and Prandtl numbers, we simulate Couette ﬂow.
oreover, it is demonstrated that the nonequilibrium information
rovided by the DBM coincides with its analytical solution. (iv)
inally, a typical two-dimensional benchmark, shock reﬂection, is
imulated successfully. Besides, it is demonstrated in the ﬁrst two
ests that the discrete velocity model D2V16 has higher eﬃciency
nd better robustness than D2V24 [41] . Note that the second or-
er Runge–Kutta scheme is adopted for the time derivative, while
he second order nonoscillatory and nonfree-parameter dissipation
ifference scheme [44] is employed for the space derivative in
q. (1) . It is preferable to set t ≤ 1 / Max ( ˆ  S i ) due to the explicit
cheme for the time derivative, where Max ( ˆ  S i ) denotes the maxi-
um among ˆ S i . The relation between the time step t and space
tep x = y should satisfy convergence conditions. Additionally,
ariables and parameters used in this paper are expressed in non-
imensional forms, i.e., the widely accepted LB units [45,46] . 
.1. Reaction in a free falling box 
First of all, we simulate the exothermic chemical reaction in
 free falling box, see Fig. 2 (a). Initially, the box is evenly ﬁlled
ith premixed chemical reaction with released heat Q = 1 . 0 , den-
ity ρ = 1 . 0 , temperature T = 2 . 0 , velocity u = 0 , and acceleration
 = (0 , 140) . The reaction is ignited uniformly, hence we adopt
nly one mesh grid, i.e., N x = N y = 1 , and the space step x =
y = 10 −5 , time step t = 10 −6 . In addition, the specular reﬂec-
ion boundary conditions are imposed. There are two purposes of
his simulation. One is to validate the simulation results in the
ase with both the external force and chemical reaction taken into
ccount. The other is to compare D2V16 with D2V24 constructed
n Ref. [41] . The parameters (v a , v b , ηa ) = (1 . 7 , 3 . 7 , 3 . 3) is adopted
or D2V16, and (v a , v b , v c , ηa , ηb , ηc ) = (1 . 2 , 1 . 9 , 2 . 7 , 3 . 5 , 0 . 1 , 2 . 0) is
hosen for D2V24. For both D2V16 and D2V24 models, the collision
arameters are ˆ S i = 10 5 except ˆ S 5 = ˆ S 6 = ˆ S 7 = 2 × 10 4 . Correspond-
ngly, the Prandtl number Pr = ˆ S κ/ ˆ  S μ = 5 , with ˆ S μ = ˆ S 5 = ˆ S 6 = ˆ S 7 ,
nd ˆ S κ = ˆ S 8 = ˆ S 9 . The speciﬁc heat ratio is γ = (I + 4) / (I + 2) =
 . 4 . 
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Fig. 3. Sketch of the initial conﬁguration for detonation. 
Fig. 4. Pressure proﬁles in the evolution of the detonation wave at times, t 1 = 0 . 25 , 
























































rFig. 2 (b) displays the evolution of physical quantities ( ρ , u y ,
 ), where E is the sum of internal energy and chemical heat. The
quares are for D2V16 results, triangles for D2V24 results, and lines
or exact solutions. In the process of chemical reaction in the free
alling box, the chemical reactant changes into the product and the
hemical heat is released, with the conservation of total mass, mo-
entum and energy. Obviously, both D2V16 and D2V24 provide
umerical results ρ = 1 . 0 and E = 6 . 0 , which equal the exact so-
utions precisely. And the ﬂow velocity simulated by either D2V16
r D2V24 coincides the exact u = g t . Consequently, both D2V16
nd D2V24 are satisfactory. Moreover, on a personal computer, the
omputing time is 1.3 s for D2V16, and 2.4 s for D2V24. Clearly,
2V16 requires less RAM and shorter computing time than D2V24.
.2. Detonation wave 
In order to test the present DBM under the condition with vio-
et chemical heat release, we target the detonation wave. The ini-ig. 5. Proﬁles of the detonation wave: (a) density ρ , (b) velocity u x , (c) temperature T
espectively ial conﬁguration is 
(ρ, T , u x , u y , λ) L = (1 . 38837 , 1 . 57856 , 0 . 57735 , 0 , 1) 
(ρ, T , u x , u y , λ) R = (1 , 1 , 0 , 0 , 0) 
(17) 
here the suﬃx L indexes the left part, 0 ≤ x ≤0.05, and R the
ight part 0.05 < x ≤1, see Fig. 3 . The inﬂow or outﬂow con-
ition is adopted in the x direction, the period condition is
mployed in the y direction. The parameters are I = 3 , Q = 1 ,
(v a , v b , ηa ) = (1 . 7 , 3 . 7 , 3 . 3) , t = 10 −5 , x = y = 10 −4 , and N x ×
 y = 10 , 0 0 0 × 1 . The collision parameters are ˆ S i = 10 5 except ˆ S μ
i.e., ˆ S 5 , ˆ S 6 , ˆ S 7 ) = 2 × 10 4 . 
The detonation wave travels from left to right with speed v s .
he chemical reactant is in front of the detonation wave with
= 0 , and it changes into the product after the wave with λ =
 . Fig. 4 illustrates the propagation of pressure at time instants,
 1 = 0 . 25 , t 2 = 0 . 30 , t 3 = 0 . 35 , and t 4 = 0 . 40 , respectively. It can
e obtained in Fig. 4 that the speed of the detonation wave is
 s = 2 . 062 . Compared with the theoretical value v s = 2 . 06395 , the
rror is only 0.09%, which is satisfactory. 
The physical quantities ( ρ , u x , T, p ) ﬁrstly increase in the com-
ression zone, then reduce in the rarefaction zone, and ﬁnally level
ff after the detonation wave. Their proﬁles at time t 4 = 0 . 40 are
lotted in Fig. 5 (a)–(d). Squares are for numerical results and lines
re for Zeldovich–Neumann–Doering (ZND) solutions [2] . Simula-
ion results behind the detonation wave are ( ρ , u x , T, p ) = (1.38907,
.577593, 1.57737, 2.19109). Compared with the analytical solutions
 ρ , u x , T, p ) = (1.38837, 0.57735, 1.57856, 2.19162), the relative dif-
erences are (0.05%, 0.04%, 0.08%, 0.02%), respectively. Obviously,
he numerical and analytical results coincide well in Fig. 5 . The tiny
ifferences between them are due to the fact that the ZND theory
gnores the viscosity and heat conduction, and the von Neumann
eak is assumed as a strong discontinuity which is not a truth.
he DBM considers the viscosity, heat conduction as well as other
onequilibrium effects. Note that, with the decrease of collision pa-
ameters, the nonequilibrium effects are enhanced, and the differ-
nces between the DBM and analytical solutions become large [41] .
To compare the numerical robustness of D2V16 and D2V24
41] , the aforementioned detonation wave is simulated by us-
ng the D2V24 as well. The parameters are (v a , v b , v c , ηa , ηb , ηc ) =
(3 . 5 , 4 . 0 , 5 . 0 , 4 . 0 , 0 . 0 , 3 . 0) for D2V24. The other parameters are the
ame as those for D2V16. Fig. 6 exhibits the pressure proﬁle at
ime t = 0 . 028 . The solid (dotted) line stands for D2V16 (D2V24). , and (d) pressure p . Squares and lines refer to numerical and analytical results, 
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nObviously, D2V16 gives a smooth proﬁle around the detonation
front, while D2V24 gives an oscillating proﬁle. This nonphysical os-
cillation is soon ampliﬁed and results in the stop of the simulation
program. Moreover, further tests demonstrate that D2V16 is capa-
ble of simulating the detonation wave for Mach number Ma > 100.
However, it is diﬃcult and even impossible to use D2V24 to simu-
late such high-Mach systems. 
Next, let us assess the spatial and temporal convergence of the
DBM results. The spatial convergence is proved considering several
values of the space step, x = y = 5 × 10 −6 , 1 × 10 −5 , 2 × 10 −5 ,
4 × 10 −5 , 8 × 10 −5 , 1 . 6 × 10 −4 , with ﬁxed time step t = 1 × 10 −6 .
The relative difference of the minimum value of ˆ f ne 
5 
around the
detonation wave is chosen as the numerical error. Fig. 7 (a) illus-
trates the numerical error versus space step. The squares stand for
the DBM results and the line for the ﬁtting function, ln ( error ) =
k ln (x ) + 10 . 2446 , with the slope k = 2 . 16164 . It is near the exact
value k = 2 since the space derivative is solved at the second order
level. 
In a similar way, the temporal convergence is demonstrated
considering several values of the time step, t = 5 × 10 −7 , 1 ×
10 −6 , 2 × 10 −6 , 4 × 10 −6 , 8 × 10 −6 , 1 . 6 × 10 −5 , with ﬁxed space
step x = y = 1 . 6 × 10 −4 . Fig. 7 (a) illustrates the numerical
error versus time step. The ﬁtting function takes the form,
ln ( error ) = k ln (t) + 15 . 6137 with k = 2 . 06822 . The slope is close
to the exact one k = 2 because the second order scheme is used
for the time derivative. 
3.3. Couette ﬂow 
To verify the DBM for various values of the speciﬁc heat ratio γ
and Prandtl number Pr , we simulate Couette ﬂow. The velocities of
the upper and lower walls are u = u 0 e x and 0, respectively. Here e x 
is the unit vector in the x direction, and u 0 = 0 . 1 . The distance be-
tween the two walls is H = 0 . 2 . The initial ﬂow ﬁeld is set as ( ρ , u ,
T ) = (1, 0, 1). The viscous shear stress transmits momentum into
the ﬂuid and changes the ﬂow velocity distribution, see Fig. 10 .Fig. 7. Numerical errors versus space (a) and time steps (b). The squarehen the ﬁeld reaches steady, the temperature is different for var-
ous γ or Pr , see Fig. 9 . The space step is x = y = 10 −3 , the
ime step t = 5 × 10 −5 , and the parameters ( v a , v b , ηa ) = (1.1, 1.7,
.3). Periodic boundary conditions are employed for the left and
ight boundaries, and the nonequilibrium extrapolation method is
pplied to the top and bottom boundaries. The sketch of the initial
onﬁguration for Couette ﬂow is shown in Fig. 8 . 
Fig. 9 illustrates the temperature T versus y when the Couette
ow reaches equilibrium. Fig. 9 (a) shows the cases with γ = 1 . 3 ,
.5, 1.8, and ﬁxed Pr = 1 . 0 ; Fig. 9 (b) shows the cases with Pr = 0 . 5 ,
.0, 2.0, and ﬁxed γ = 1 . 5 . The collision parameter ˆ S μ is 2 ×10 3 for
r = 0 . 5 , 1 ×10 3 for Pr = 1 . 0 , and 5 ×10 2 for Pr = 2 . 0 , the other
ollision parameters ˆ S i are 1 ×10 3 . The symbols represent DBM re-
ults, the lines denote the corresponding analytical solutions, 












here T 1 (= 1 . 0 ) and T 2 (= 1 . 0 ) are temperatures of the lower and
pper walls, respectively. Obviously, the numerical results agree
ell with the analytical solutions. Fig. 10 exhibits the horizontal
elocity u x (a) and nonequilibrium quantity ˆ f 
ne 
6 
(b) versus y in the
ase with γ = 1 . 5 and Pr = 0 . 5 . The squares, circles, triangles, and
iamonds stand for DBM results at times t 1 = 0 . 05 , t 2 = 1 , t 3 = 5 ,
nd t 4 = 30 , respectively. In panel (a), the lines are for the analyt-
cal solutions, 
 = y 
H 



















learly, the numerical and analytical results coincide well with
ach other. Hence, the DBM has the capability of capturing the
ow ﬁeld in the dynamic process of the Couette Flow. In panel (b),
he lines stand for the analytical solutions 
ˆ f ne 6 = −μ
(
∂ u x 
∂y 




t can be found that the DBM results are in good agreement with
he analytical values. That is to say, the DBM could describe the
onequilibrium behaviours accurately. s stand for the DBM results and the line for the ﬁtting function. 
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Fig. 9. Temperature distribution of steady Couette ﬂow: (a) γ = 1 . 3 (squares), 1.5 (circles), 1.8 (triangles), and ﬁxed Pr = 1 . 0 , (b) Pr = 0 . 5 (squares), 1.0 (circles), 2.0 (triangles), 
and ﬁxed γ = 1 . 5 . The symbols indicate DBM results and the lines denote analytical solutions. 
Fig. 10. Distribution of u x (a) and ˆ f 
ne 
6 (b) along y in the evolution of Couette ﬂow at various times: t 1 = 0 . 05 (squares), t 2 = 1 (circles), t 3 = 5 (triangles), and t 4 = 30 
(diamonds), respectively. The symbols stand for numerical results, the lines for analytical solutions. 





















































 .4. Shock reﬂection 
For the purpose of verifying the model for two dimensional sys-
ems, we use a typical benchmark: regular shock reﬂection. The
omputational domain is a rectangle. The reﬂecting surface is im-
osed on the bottom, the supersonic outﬂow is adopted for the
ight boundary, and the Dirichlet conditions are utilized on the top
nd left boundaries, i.e., 
(ρ, T , u x , u y ) 0 ,y,t = (1 , 0 . 5 , 2 , 0) 
(ρ, T , u x , u y ) x, 0 . 1 ,t = (1 . 25 , 0 . 56 , 1 . 9 , −0 . 173205) (21) 
he interesting readers refer to Ref. [41] for more details of the ini-
ial conﬁguration. The parameters are N x × N y = 300 × 100 , x =
y = 10 −3 , t = 5 × 10 −6 , I = 2 , ( v a , v b , ηa ) = (1.7, 2.9, 3.0). The
ollision parameters are ˆ S μ = 1 . 8 × 10 5 , and 2 ×10 5 for the others.
ig. 11 exhibits the density contour of the steady regular shock re-
ection. Theoretically, the angle between the incident shock wave
nd the wall is φ = π/ 6 while the DBM gives the angle φ =
rcTan (0 . 1 / 0 . 173) . The relative difference between them is only
.1%, which is satisfying. 
. Conclusions 
We present an MRT DBM for compressible ﬂows, taking both
hemical reaction and external force into account. The speciﬁc
eat ratio as well as the Prandtl number are ﬂexible. This model
ecovers the reactive NS equations in the hydrodynamic limit.eanwhile, thermodynamic nonequilibrium effects are dynami- 
ally taken into account through considering the departures of ki-
etic moments from their equilibrium counterparts. In fact, the
onequilibrium effects together with their relaxation parameters
lay a crucial role in ﬂuid systems. 
Compared with a previous MRT DBM where 24 discrete veloc-
ties (and kinetic moments) are employed to couple the chemical
eaction with ﬂuid ﬂows [41] , our model requires only 16 discrete
elocities (and kinetic moments) and thus less computing efforts.
ompared to another MRT DBM with the incorporation of only a
onventional force term [37] , our model introduces a new form for
oth force and reaction terms, which are physically more general.
n this paper, we also demonstrate that the present model provides
igh computational eﬃciency, physical ﬁdelity, and numerical ro-
ustness 
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ppendix A 







= ρu x , ˆ f eq 3 = ρu y , ˆ f 
eq 
4 
= ρ[(D + I) T + u 2 ] , ˆ f eq 
5 




= ρu x u y , ˆ f eq 7 = ρ(T + u 2 y ) , ˆ f 
eq 
8 
= ρu x [(D + I + 2) T + u 2 ] , ˆ f eq 9 =
u y [(D + I + 2) T + u 2 ] , ˆ f eq 10 = 3 ρu x T + ρu 3 x , ˆ f 
eq 
11 




= ρu x T + ρu x u 2 y , ˆ f eq 13 = 3 ρu y T + ρu 3 y , ˆ f 
eq 
14 
= ρ[(D + I + 2) T +
 




= ρ[(D + I + 2) T + u 2 ] + ρu 2 y [(D + I + 4) T + u 2 ] . The elements




















































P  of matrix M read M 1 i = 1 , M 2 i = v ix , M 3 i = v iy , M 4 i = v 2 i + η2 i ,





) v iy , M 10 i = v 3 ix , M 11 i = v 2 ix v iy , M 12 i = v ix v 2 iy , M 13 i = v 3 iy ,
M 14 i = (v 2 i + η2 i ) v 2 ix , M 15 i = (v 2 i + η2 i ) v ix v iy , M 16 i = (v 2 i + η2 i ) v 2 iy . 
Let us introduce quantities ˆ E = Mv M −1 , ˆ f = Mf , ˆ A = MA , ˆ F =
MF , ˆ R = MR . Then the ﬁrst nine elements of ˆ F and ˆ R are obtained,
i.e., ˆ F 1 = 0 , ˆ F 2 = ρa x , ˆ F 3 = ρa y , ˆ F 4 = 2 ρu x a x + 2 ρu y a y , ˆ F 5 = 2 ρu x a x ,
ˆ F 6 = ρu x a y + ρu y a x , ˆ F 7 = 2 ρu y a y , ˆ F 8 = 2 ρu x 
(
u x a x + u y a y 
)
+ ρa x u 2 +
ρa x ( D + I + 2 ) T , ˆ F 9 = 2 ρu y 
(
u x a x + u y a y 
)
+ ρa y u 2 + ρa y ( D + I + 2 ) T ,
ˆ R 1 = 0 , ˆ R 2 = 0 , ˆ R 3 = 0 , ˆ R 4 = 2 ρλ′ Q, ˆ R 5 = ρ 2 λ
′ Q 
D + I , ˆ R 6 = 0 , ˆ R 7 =
ρ 2 λ
′ Q 
D + I , ˆ R 8 = ( D + I + 2 ) ρu x 2 λ
′ Q 
D + I , ˆ R 9 = ( D + I + 2 ) ρu y 2 λ
′ Q 
D + I , which
are necessary in the following Chapman-Enskog analysis. 
Multiplying Eq. (1) by M leads to 




ˆ E ˆ f 
)
= −ˆ S 
(
ˆ f − ˆ f eq 
)
− ˆ A + ˆ  F + ˆ R , (A.1)
Substituting the variables’ expansion, ⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ 
⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 




∂ t 1 
+ ∂ 
∂ t 2 
+ · · ·
∇ = ∇ 1 ⇔ ∂ 
∂ r α
= ∂ 
∂ r 1 α
ˆ A i = ˆ A 1 i , ˆ F i = ˆ F 1 i , ˆ R i = ˆ R 1 i , 
(A.2)
into Eq. (A.1) gives 
 f ( 0 ) = ˆ  f eq , (A.3)
(
∂ 
∂ t 1 
+ ˆ  E · ∇ 1 
)
ˆ f ( 0 ) = −ˆ S ˆ f ( 1 ) − ˆ A + ˆ  F + ˆ R , (A.4)
∂ 
∂ t 2 
ˆ f ( 0 ) + 
(
∂ 
∂ t 1 
+ + ˆ  E · ∇ 1 
)
ˆ f ( 1 ) = −ˆ S ˆ f ( 2 ) , (A.5)
with f (k ) 
i 
= O(ε k ) , ∂ /∂ t k = O(ε k ) , ∂ /∂ r 1 α = O(ε) , A 1 i = O(ε) , F 1 i =
O(ε) , R 1 i = O(ε) , l = 1 , 2, , and r α = x, y . Here ε corresponds to
the Knudsen number. 
From Eqs. (A.3) to (A.4) , we obtain 
∂ ˆ f eq 
1 
∂ t 1 
+ ∂ 
ˆ f eq 
2 
∂ x 1 
+ ∂ 
ˆ f eq 
3 
∂ y 1 
= − ˆ S 1 ˆ  f ( 1 ) 1 + ˆ F 1 + ˆ R 1 , (A.6)
∂ ˆ f eq 
2 
∂ t 1 
+ ∂ 
ˆ f eq 
5 
∂ x 1 
+ ∂ 
ˆ f eq 
6 
∂ y 1 
= − ˆ S 2 ˆ  f ( 1 ) 2 + ˆ F 2 + ˆ R 2 , (A.7)
∂ ˆ f eq 
3 
∂ t 1 
+ ∂ 
ˆ f eq 
6 
∂ x 1 
+ ∂ 
ˆ f eq 
7 
∂ y 1 
= − ˆ S 3 ˆ  f ( 1 ) 3 + ˆ F 3 + ˆ R 3 , (A.8)
∂ ˆ f eq 
4 
∂ t 1 
+ ∂ 
ˆ f eq 
8 
∂ x 1 
+ ∂ 
ˆ f eq 
9 
∂ y 1 
= − ˆ S 4 ˆ  f ( 1 ) 4 + ˆ F 4 + ˆ R 4 , (A.9)
∂ ˆ f eq 
5 
∂ t 1 
+ ∂ 
ˆ f eq 
10 
∂ x 1 
+ ∂ 
ˆ f eq 
11 
∂ y 1 
= − ˆ S 5 ˆ  f ( 1 ) 5 + ˆ F 5 + ˆ R 5 , (A.10)
∂ ˆ f eq 
6 
∂ t 1 
+ ∂ 
ˆ f eq 
11 
∂ x 1 
+ ∂ 
ˆ f eq 
12 
∂ y 1 
= − ˆ S 6 ˆ  f ( 1 ) 6 + ˆ F 6 + ˆ R 6 , (A.11)
∂ ˆ f eq 
7 
∂ t 1 
+ ∂ 
ˆ f eq 
12 
∂ x 1 
+ ∂ 
ˆ f eq 
13 
∂ y 1 
= − ˆ S 7 ˆ  f ( 1 ) 7 + ˆ F 7 + ˆ R 7 , (A.12)
∂ ˆ f eq 
8 
∂ t 1 
+ ∂ 
ˆ f eq 
14 
∂ x 1 
+ ∂ 
ˆ f eq 
15 
∂ y 1 
= − ˆ S 8 ˆ  f ( 1 ) 8 − ˆ A 8 + ˆ F 8 + ˆ R 8 , (A.13)∂ ˆ f eq 
9 
∂ t 1 
+ ∂ 
ˆ f eq 
15 
∂ x 1 
+ ∂ 
ˆ f eq 
16 
∂ y 1 
= − ˆ S 9 ˆ  f ( 1 ) 9 − ˆ A 9 + ˆ F 9 + ˆ R 9 . (A.14)
rom Eqs. (A.3) to (A.5) , we get 
∂ ˆ f eq 
1 
∂ t 2 
+ ∂ 
ˆ f ( 
1 ) 
1 
∂ t 1 
+ ∂ 
ˆ f ( 
1 ) 
2 
∂ x 1 
+ ∂ 
ˆ f ( 
1 ) 
3 
∂ y 1 
= − ˆ S 1 ˆ  f ( 2 ) 1 , (A.15)
∂ ˆ f eq 
2 
∂ t 2 
+ ∂ 
ˆ f ( 
1 ) 
2 
∂ t 1 
+ ∂ 
ˆ f ( 
1 ) 
5 
∂ x 1 
+ ∂ 
ˆ f ( 
1 ) 
6 
∂ y 1 
= − ˆ S 2 ˆ  f ( 2 ) 2 , (A.16)
∂ ˆ f eq 
3 
∂ t 2 
+ ∂ 
ˆ f ( 
1 ) 
3 
∂ t 1 
+ ∂ 
ˆ f ( 
1 ) 
6 
∂ x 1 
+ ∂ 
ˆ f ( 
1 ) 
7 
∂ y 1 
= − ˆ S 3 ˆ  f ( 2 ) 3 , (A.17)
∂ ˆ f eq 
4 
∂ t 2 
+ ∂ 
ˆ f ( 
1 ) 
4 
∂ t 1 
+ ∂ 
ˆ f ( 
1 ) 
8 
∂ x 1 
+ ∂ 
ˆ f ( 
1 ) 
9 
∂ y 1 
= − ˆ S 4 ˆ  f ( 2 ) 4 . (A.18)
dding Eqs. (A .6) –(A .9) and (A .15) –(A .18) results in the following
quations, 








ˆ f eq 
3 
∂y 
= ˆ F 1 + ˆ R 1 , (A.19)






ˆ f eq 
5 






ˆ f eq 
6 
+ ˆ f ( 1 ) 
6 
)
= ˆ F 2 + ˆ R 2 , (A.20)






ˆ f eq 
6 






ˆ f eq 
7 
+ ˆ f ( 1 ) 
7 
)
= ˆ F 3 + ˆ R 3 , (A.21)






ˆ f eq 
8 






ˆ f eq 
9 
+ ˆ f ( 1 ) 
9 
)
= ˆ F 4 + ˆ R 4 . (A.22)
sing the expressions of ˆ f 
eq 
i 
, ˆ F 
eq 
i 
, ˆ R 
eq 
i 
, and Eqs. (A .10) –(A .14) , we
btain the NS equations, 
∂ρ
∂t 
+ ∂ j α
∂ r α
= 0 , (A.23)
∂ j α
∂t 





ρu αu β + P αβ
)
= ρa α, (A.24)
∂ξ
∂t 
+ ∂ ( ξ + 2 p ) u α
∂ r α








= 2 ρu αa α + 2 ρλ′ Q , 
(A.25)
here j α = ρu α is the momentum in α direction, and ξ = (D +
) ρT + ρu 2 is twice the total energy, with 
 xx = −ρT 
ˆ S 5 
(
2 
∂ u x 
∂x 
− 2 
D + I 
∂ u x 
∂x 
− 2 
D + I 
∂ u y 
∂y 
)
= ˆ f ( 1 ) 
5 
, (A.26)
 xy = P yx = −ρT 
ˆ S 6 
(
∂ u x 
∂y 
+ ∂ u y 
∂x 
)
= ˆ f ( 1 ) 
6 
, (A.27)
 yy = −ρT 
ˆ S 7 
(
2 
∂ u y 
∂y 
− 2 
D + I 
∂ u x 
∂x 
− 2 
D + I 
∂ u y 
∂y 
)



















ˆ S 9 
, (A.30)
hich reduce to 


















































































[  = 
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or ˆ S 5 = ˆ S 6 = ˆ S 7 = ˆ S μ and ˆ S 8 = ˆ S 9 = ˆ S κ , where μ = ρT / ˆ  S μ is the
ynamic viscosity, κ = ( D + I + 2 ) ρT / (2 ˆ  S κ ) is the thermal conduc-
ivity. With the deﬁnitions of speciﬁc heat at constant pressure
 p = (D + I + 2) / 2 and speciﬁc heat at constant volume c v = (D +
) / 2 , we obtain the ﬂexible speciﬁc heat ratio γ = c p /c v = (D + I +
) / (D + I) and Prandtl number Pr = c p μ/κ = ˆ S κ/ ˆ  S μ. 
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