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ABSTRACT 
 
 
 
 
In the past few years, the growth of urban area has been increasing and has 
resulted immense number of urban datasets. This situation contributes to the 
difficulties in handling and managing issues related to urban area. Huge and massive 
datasets can degrade the performance of data retrieval and information analysis. In 
addition, urban environments are very difficult to manage because they involved 
with various types of data, such as multiple types of zoning themes in urban mixed-
use development. Thus, a special technique for efficient data handling and 
management is necessary. In this study, a new three-dimensional (3D) spatial access 
method, the Voronoi Classified and Clustered Data Constellation (VOR-CCDC) is 
introduced. The VOR-CCDC data structure operates on the basis of two filters, 
classification and clustering. To boost up the performance of data retrieval, VOR-
CCDC offers a minimal percentage of overlap among nodes and a minimal coverage 
area in order to avoid repetitive data entry and multi-path queries. Besides that, 
VOR-CCDC data structure is supplemented with an extra element of nearest 
neighbour information. Encoded neighbouring information in the Voronoi diagram 
allows VOR-CCDC to optimally explore the data. There are three types of nearest 
neighbour queries that are presented in this study to verify the VOR-CCDC’s ability 
in finding the nearest neighbour information. The queries are Single Search Nearest 
Neighbour query, k Nearest Neighbour (kNN) query and Reverse k Nearest 
Neighbour (RkNN) query. Each query is tested with two types of 3D datasets; single 
layer and multi-layer. The test demonstrated that VOR-CCDC performs the least 
amount of input/output than their best competitor, the 3D R-Tree. Besides that, 
VOR-CCDC is also tested for performance evaluation. The results indicate that 
VOR-CCDC outperforms its competitor by responding 60 to 80 percent faster to the 
query operation. In the future, VOR-CCDC structure is expected to be expanded for 
temporal and dynamic objects. Besides that, VOR-CCDC structure can also be used 
in other applications such as brain cell database for analysing the spatial arrangement 
of neurons or analysing the protein chain reaction in bioinformatics applications. 
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ABSTRAK 
 
 
 
 
 Dalam beberapa tahun kebelakangan ini, pertumbuhan kawasan bandar 
telah meningkat dan mengakibatkan terhasilnya jumlah set data bandar yang besar. 
Keadaan ini menyumbang kepada kesukaran dalam mengendalikan dan mengurus 
isu-isu berkaitan kawasan bandar. Set data yang besar dan banyak boleh menurunkan 
prestasi untuk mendapatkan semula data dan menganalisis maklumat. Di samping 
itu, persekitaran bandar sangat sukar untuk diuruskan kerana ia melibatkan pelbagai 
jenis data, seperti tema pengezonan berbilang jenis dalam pembangunan bandar 
bercampur. Oleh itu, teknik khusus diperlukan untuk mengendalikan dan mengurus 
data dengan lebih cekap. Melalui kajian ini, kaedah capaian spatial secara tiga 
dimensi iaitu kumpulan data klasifikasi dan pengelompokan Voronoi (VOR-CCDC) 
diperkenalkan. Struktur data VOR-CCDC beroperasi di atas dasar dua saringan iaitu 
klasifikasi dan pengelompokan. Untuk meningkatkan prestasi dapatan semula data, 
VOR-CCDC menawarkan peratusan pertindihan antara nod yang minimum dan 
kawasan liputan yang sedikit untuk mengelakkan kemasukan data yang berulang dan 
pertanyaan pelbagai laluan. Selain itu, struktur data VOR-CCDC dibekalkan dengan 
elemen tambahan maklumat jiran yang terdekat. Maklumat jiran yang telah dikodkan 
dalam gambar rajah Voronoi membolehkan VOR-CCDC menjelajah data secara 
optimum. Terdapat tiga jenis pertanyaan jiran yang terdekat dikemukakan dalam 
kajian ini untuk mengesahkan kemampuan VOR-CCDC dalam mencari maklumat 
jiran yang terdekat. Pertanyaan-pertanyaan tersebut adalah pertanyaan jiran terdekat 
tunggal, pertanyaan k jiran terdekat (kNN) dan pertanyaan k jiran terdekat secara 
songsang (RkNN). Setiap pertanyaan diuji dengan dua jenis set data 3D, iaitu lapisan 
tunggal dan berbilang lapisan. Ujian telah menunjukkan bahawa VOR-CCDC 
menghasilkan amaun input/output yang paling sedikit berbanding dengan 
pesaingnya, iaitu 3D R-Tree. Disamping itu VOR-CCDC juga telah diuji untuk 
penilaian prestasi. Hasil ujian menunjukkan bahawa prestasi VOR-CCDC adalah 
melebihi pesaingnya dengan bertindak balas 60 hingga 80 peratus lebih cepat dalam 
operasi pertanyaan. Di masa hadapan, struktur VOR-CCDC dijangka akan 
dikembangkan untuk objek temporal dan dinamik. Selain daripada itu, struktur VOR-
CCDC juga boleh digunakan untuk aplikasi lain seperti pangkalan data sel otak 
untuk menganalisis susunan spatial bagi neuron atau menganalisis reaksi rantaian 
protein dalam aplikasi bioinformatik. 
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CHAPTER 1 
 
 
 
 
INTRODUCTION 
 
 
 
 
1.1 Research Background 
 
 
The number of megacities or large conurbations has been rapidly increasing 
over the last few decades. This phenomenon is known as the urbanisation process. 
‘Urbanisation’ is a process of physical growth in urban areas as opposed to rural 
areas (Collier, 2006). According to a United Nations (UN) Report in 2012, there are 
nineteen megacities around the globe. This number is expected to increase to twenty 
seven by the year 2020. Managing the rapid process of urbanisation in a sustainable 
way is a big challenge. Rapid and uncontrolled urbanisation threaten communities 
with negative issues such as social problems, environmental pollution, deforestation, 
and global warming (Kennish, 2002). In recent years, the wave of urbanisation has 
grown, and it cannot currently be stopped. The only possible way to reduce its 
negative effects is to adequately control and manage urban areas.                        
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Urban planners and geospatial professionals play a very significant role in the 
transformation of urban areas into beneficial living environments. Each urban object 
requires a well-planned and strategic location in the urban area. The location of 
urban objects such as buildings, road networks, communication towers, and bridges 
is very important in urban planning because it can affect the urban community in 
many ways, such as through lighting conditions, building air flow, the urban skyline 
and natural wind flow (Akdaǧ and Bostanci, 2013, van der Hoeven and Nijhuis, 
2012). Umakoshi and Gonçalves (2011) suggest that the location of buildings in 
urban areas is very important in reducing the negative effects of urbanisation: a 
qualitative analysis of the effect of five tall buildings showed that the strategic 
location of buildings provides the surrounding area with good air ventilation and 
facilitates optimum sunlight for enjoyment during daytime. Studies such as these 
demonstrate that it is important to appropriately manage urban areas to provide 
positive and flourishing living environments.  
 
Advanced systems such as geographical information systems (GIS) are used 
by urban planners and geospatial professionals for location analysis. The spatial and 
semantic data for urban areas is gathered in the system for further processing and 
examination, however, the process is not straightforward. Several factors need to be 
considered, such as data management, data constellation, data standardisation and 
data maintenance. The emphasis in this research is on managing the urban spatial 
data efficiently. Since urban applications are usually associated with large volume of 
data, an optimised data structure will be proposed in this research in order to 
maximise the efficiency of data and information retrieval.  
 
This chapter is organised as follows. In Section 1.1, the background to the 
study is discussed. The research problems were investigated and discussed in Section 
1.2. The research questions are presented in Section 1.3 and the research aims are 
presented in Section 1.4. Research objectives are presented in Section 1.5, research 
flow in Section 1.6 and research methodology in Section 1.7. This chapter ends with 
a description of the thesis structure in Section 1.8. 
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1.2 Background to the Problem 
 
 
Two-dimensional Geographical Information System (2D GIS) has been used 
to assist planners and geospatial professionals in the handling of spatial objects and 
performance of spatial analyses such as land suitability analysis (Akıncı et al., 2013), 
urban environment quality (Joseph et al., 2014), and green infrastructure planning 
(Chang et al., 2012). Urban environments are complex and complicated; however, 
and there are cases and situations that are beyond the limits of 2D GIS. For instance, 
object or location identification, such as grocery shops in multi-storey buildings, may 
be misidentified if there are other units, such as residential space or offices, above 
them. The limitations of 2D GIS when visualising and handling three-dimensional 
(3D) data were discussed many years ago (Stoter and Zlatanova, 2003; Zheng et al., 
2011; Zlatanova, 2000; Zlatanova et al., 2002). 
 
 
As a result of the above issues, the 3D Geographical Information System (3D 
GIS) is proposed as the best option for handling 3D data. The uses and applications 
of 3D GIS have rapidly expanded in the last several years, as a result of detailed 
information, realistic views of the environment and advanced spatial analysis such as 
noise prediction analysis (Pamanikabud and Tansatcha, 2009), urban water run-off 
analysis (Mohamad Yusoff et al., 2010), and urban solar radiation analysis (Liang et 
al., 2014). 3D GIS seems to be the best option for handling and analysing data from 
urban applications. Most of the objects in urban areas are in 3D, such as multi-storey 
buildings, the position of telecommunication towers, multilevel highways or roads, 
and underground roads or tunnels. The implementation of 3D GIS for urban 
applications could improve users’ understanding towards the urban environment and 
improve the potential of urban analysis and its information.  
 
Even though 3D applications could resolve the limitations of 2D applications, 
users might face problems when dealing with the voluminous of 3D data. 3D data is 
typically larger than 2D data due to its greater geometric dimensions. The size of 3D 
urban data for urban applications, is dependent on many factors, such as the Level of 
Detail (LoD) in a building, building density in urban areas and other urban objects 
4 
 
such as street furniture. According to Hsu (2014); Krawczyk et al. (2015); and Tian 
and Zhao (2015), the huge size of 2D datasets resulted in users experiencing 
difficulties associated with data installation and maintenance, fault tolerance, and 
low performance during data retrieval and analysis. The same issues were also found 
in 3D applications. According to Nguyen and Saupe (2001)  and Reed (2005), the 
large volume of 3D data will mean that users are confronted with performance issues 
and this will affect its visualisation. Living in the era of ‘big data’ has made the 
situation even more crucial and complex. Vast amounts of big data need to be stored 
and maintained in the database. More issues involving geospatial big data, such as 
challenges in storing, managing, processing, analysing, visualising and verifying the 
quality of data can also be found in Li et al. (2015). 
 
Spatial access methods are used in spatial databases to organise records and 
optimise data retrieval. Spatial access methods for 2D objects have been successfully 
developed for spatial databases such as k-d Tree, BSP Tree and space filling curves 
(Oosterom, 1999). Although only a few have been implemented within commercial 
databases, users still have several choices of 2D spatial access methods for use in 
their applications. The need for a 3D spatial access method for 3D data management 
was noted by scholars several years ago (Arens et al., 2005; Deren et al., 2004; 
Kofler and Gervautz, 2000; Wang and Guo, 2012; Zhu et al., 2007 and Zlatanova, 
2000). There have only been a few dedicated spatial access method structures 
designed for 3D objects until now, such as Octree and 3D R-Tree. Many issues can 
be raised regarding the current 3D spatial access method structures. One of the issues 
is the current framework which is based on 2D but was dedicated to 3D objects 
(Arens et al., 2005). According to Gu et al. (2011), 3D data that was processed based 
on the expansion of the 2D spatial access method may affect data retrieval during 
queries. Along with the development of 3D GIS, 3D spatial access methods 
technology is attracting scholarly attention. For example, studies on Octree for 3D 
applications (Koes and Camacho, 2015, Xu et al., 2015) and 3D R-Tree (Kofler and 
Gervautz, 2000, Lei, 2004) have been proposed.  Based on the studies by (Kofler, 
2000) retrieval efficiency is still low when using 3D R-Tree to render the 
visualization of 3D objects. 
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Spatial access methods are also being used together with the execution of the 
query statement, which helps in improving query operations. There are many types 
of queries and analyses that could be performed for spatial data. An important and 
well-known queries and analyses is Nearest Neighbour (NN). According to (Taniar 
and Rahayu, 2013), NN is the most common query in spatial databases. An NN 
query finds and sorts a list of the nearest locations from a given point (P). NN query 
is also used for urban applications. For example, Chatzimilioudis et al. (2012) used 
All k Nearest Neighbour, to query smartphone networks for enhancing public 
emergency services in urban areas, which allow users to send SOS (Save Our Souls) 
signals to the closest rescuers. In normal practice, spatial access methods are used 
together with the NN query to retrieve information from the database; however, 
currently successful algorithms such as R-Tree (Guttman, 1984) usually result in the 
unnecessary investigation of many nodes, meaning that none or only a small subset 
of the candidate list belongs to the actual result set of NN. This situation will result in 
excessive Input/Output (I/O) operations, which are inefficient for data retrieval. The 
situation will become more important when dealing with 3D objects due to the 
amount of volume and very detailed geometry of the objects.   
 
The earlier discussions in this section and in the previous section have clearly 
shown that there are several issues in managing urban data in 3D space. Motivated 
by the above observation, this research proposes a new spatial access method for the 
applications of urban data in 3D space. The proposed structure is enable to tackle the 
issues on the management of urban data in 3D spatial databases and nearest 
neighbour identification. Three major cases or scenarios from urban areas are used as 
a case study in this research. The first case is urban mixed-use development, the 
second is supply chain management and the third case is business and market 
management. Further description and the issues involved in each case can be found 
in Chapters 3, 4 and 5. 
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1.3 Problem Statements 
 
 
The current trends in spatial technologies mean that urban data is best 
managed and analysed in 3D; however, 3D urban spatial data is typically large in 
volume and causes a deterioration in performance during data retrieval and analysis. 
Spatial access methods involve techniques to boost the performance of data retrieval. 
Even though it has been successfully developed for 2D data in various applications, 
no dedicated structure has been developed for 3D urban data and its applications. 
The only promising 3D spatial access method structure used in a commercial 
database is 3D R-Tree which still has several unresolved issues, such as overlapping 
among nodes, repetitive data entry and excessive Input/Output operations. Spatial 
access methods are also being used in combination with the execution of query 
statement. One of the most common queries for spatial data is the Nearest Neighbour 
(NN) query, which is also one of the most common queries for urban applications. 
There are several techniques used by spatial access method in retrieving the NN 
information; however, it is launched separately from the spatial access method 
structure and cause the deterioration of I/O-optimal processing. Current approach 
utilizes 3D R-Tree to address nearest neighbour query but still result unnecessary I/O 
operations. In this research, a dedicated 3D spatial access method that incorporates 
NN information is proposed and designed for the application of 3D urban data.   
 
 
 
 
1.4 Research Questions 
 
 
The questions that are addressed in this research are: 
1. How should 3D urban data be organised and managed in spatial 
databases? 
2. How should information be retrieved and the neighbouring information 
about 3D urban data be preserved using 3D spatial access methods? 
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3. How can the data retrieval performance of 3D urban data in a spatial 
database be measured? 
 
Based on these research questions, more specific research questions were designed as 
follows: 
 
Research Question 1: 
- What are the existing methods or approaches used for managing 3D urban 
data in spatial databases? 
- What is a spatial access method? 
- How can spatial access methods improve the efficiency of 3D urban data 
management? 
 
Research Question 2: 
- What are the existing methods or approaches used to retrieve 
neighbouring information in spatial databases? 
- What techniques can be used to preserve the neighbouring information in 
urban data? 
- How can information be retrieved using the 3D spatial access method? 
- How can 3D neighbouring information be preserved in the 3D spatial 
access method? 
 
Research Question 3: 
- How can the data retrieval performance for urban data management be 
evaluated? 
- How can data retrieval performance be described? 
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1.5 Research Aims 
 
 
The aim of this research is to propose and develop a three-dimensional (3D) 
spatial access method for managing 3D urban data. The spatial access method 
structure will be able to tackle several issues of data retrieval and query. 
 
 
 
 
1.6 Research Objectives 
 
 
In this research, three main objectives are identified in order to answer all the 
research questions. The three main objectives in this research are: 
 
1. To propose data structures that are spatial access methods for 3D urban data 
management. 
2. To develop a new 3D spatial access method for 3D urban data management. 
3. To test the performance of the proposed 3D access method structure with 
respect to existing approaches. 
 
 
 
 
1.7 Research Design and Methodology 
 
 
 There are four main processes to describe the design and methodology of this 
research. The process began with formulation phase. Then the next process is to 
identify data and tools used in this research and then designing and developing the 
new 3D spatial access method. The final process is the evaluation and analysis. 
Figure 1.1 shows the overall process of research design and methodology of this 
study. The detail description of these processes can be described as follows:  
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Figure 1.1: Research design and methodology 
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(i) Formulation Phase 
The process of this research is began with identifying the research 
formulations. Background to the problem is identified to formulate the problem 
statement. Based on the issues in the problem statement, research aims, 
research questions and research objectives are formulated. Related literature 
such as urban statistic, data management, spatial database and spatial access 
method 2D and 3D are thoroughly reviewed. With the current issues and 
related studies, a new spatial access method structure is proposed for the 
application of 3D urban data management. 
 
(ii) Data and Tools 
Data such as 3D building blocks with Level of Detail (LoD) 2 were used as the 
main dataset in this research. Data is divided into two categories, single layer 
3D datasets and multi-layer 3D datasets. The definitions of these categories are 
given in the following paragraphs. 
 
 Single Layer 3D Datasets 
In this research, single layer datasets are 3D datasets with one layered 
point positions. For example, one 3D point location represents one unit of 
3D building. Figure 1.3 shows 3D horizontal datasets for a set of 
buildings in an urban area.  
 
 
 
 
 
 
 
 
Figure 1.2: Sample of single layer 3D datasets 
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 Multi-Layer 3D Datasets 
Multi-layer datasets are defined as several 3D point locations that 
represent multiple units of space such as rooms or partitions in a building. 
3D point locations are thus multi-layered. Figure 1.4 shows 3D vertical 
datasets for a set of buildings in an urban area. 
 
 
 
 
 
 
 
 
Figure 1.3: Sample of multi-layer 3D datasets 
 
From this datasets, coordinates are extracted and loaded into the spatial 
database based on database scheme. 
 
(iii) Design and Development 
 
The construction of new 3D spatial access methods are based on four main 
phases; classification, clustering, partitioning and hierarchical structure. Each 
phase is significant in producing the spatial access methods structure. The 
search and query operation are depending on the first two phases which are 
classification and clustering. Detail description on each phases are described in 
the Chapter 3. 
 
In the process of design and development, datasets are tabulated and mapped 
based on database scheme. This is to make sure the relationships among 
records are efficiently stored and loaded. Key identifications such as Primary 
Key and Foreign Key are also identified during this process. Then, data are 
loaded and stored based on scheme.  
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(iv) Evaluation and Analysis 
 
The last process of this research is the evaluation and analysis. This process is 
important to test the developed 3D spatial access method structure. There are 
three main tests were performed in this research; semantically identified, 
spatially identified and nearest neighbour identification. The nearest neighbour 
analysis are tested with three different variants of nearest neighbour query 
which are, single search nearest neighbour, k Nearest Neighbour (kNN) and 
Reverse Nearest Neighbour (RkNN). Each test is using single layer 3D dataset 
and multi-layer 3D dataset. Different case studies of urban applications are also 
implemented in these tests such as urban mixed-use development, supply chain 
management and business and market analysis. 
 
To test the performance of proposed structure several analysis were performed 
such as overlap and coverage analysis, Input/Output or page analysis and 
response time analysis. The overlap and coverage analysis are performed to 
evaluate the percentage of overlap among nodes. Lower percentage mark the 
efficiency of the structure in terms of repetitive data entry and multi-path 
query. Page access analysis or Input/Output will mark the number of page 
accessed to the block memory during the query operation. The proposed 
structure is supposed to mark the lower page access. The last test is response 
time analysis where the time of data retrieval is measured. In this research the 
time is measured in millisecond (ms) and all of the tests are compared with the 
existing spatial access method in commercial software. The details description 
of this process is described in Chapter 4 and Chapter 5. 
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1.8 Thesis Organisation 
 
 
This thesis is structured into six main chapters. A summary of each chapter is 
presented as follows: 
 
 
 Chapter 1 – Introduction 
 
This chapter introduces the background study and problems for research. It 
also clarifies the scope and aims of this research. A clear idea of the research 
is presented and the contributions of this research clarified.   
 
 Chapter 2 – Spatial Access Methods for Urban Data Management 
 
This chapter provides the basic knowledge of spatial access methods. Each 
method is reviewed and analysed to identify issues and limitations. Current 
researches on spatial access methods are also highlighted in this chapter. The 
gaps within existing methods were described in order to propose a new 
structure of spatial access method for the applications of urban data 
management. 
 
 Chapter 3 – Design and Development of the Voronoi Classified and Clustered 
Data Constellation (VOR-CCDC) 
 
This chapter focuses on the development of a new version of a 3D spatial 
access method for urban data management. The new structure was developed 
based on the issues raised in Chapter 1 and Chapter 2. The new structure of 
the spatial access method is called the Voronoi Classified and Clustered Data 
Constellation (VOR-CCDC). Several examples of applications are also 
explained in this chapter, such as urban mixed-use development, supply chain 
management and business and market analysis.  
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 Chapter 4 –Voronoi Classified and Clustered Data Constellation (VOR-
CCDC) Data Retrieval and Nearest Neighbour Verification 
 
In this chapter, the focus is on how to retrieve information from the database 
using the Voronoi Classified and Clustered Data Constellation (VOR-
CCDC). Types of information retrieved from the database using VOR-CCDC 
structure are semantic information and spatial information. Other information 
that could be retrieved using VOR-CCDC is neighbouring information. There 
are three types of neighbouring information presented in this chapter: single 
search nearest neighbour, k number of nearest neighbour and reverse nearest 
neighbour. Different applications are tested for each type of neighbouring 
information, such as urban mixed-use development, supply chain 
management and business and market analysis applications. Several building 
blocks in the Putrajaya Administrative Centre were utilized for a nearest 
neighbour test for 3D single layer datasets. 
 
 Chapter 5 - Voronoi Classified and Clustered Data Constellation (VOR-
CCDC) Performance Evaluation and Verification 
 
The Voronoi Classified and Clustered Data Constellation (VOR-CCDC) is 
tested through several evaluations to measure its efficiency in handling 3D 
urban data. The tests are to verify its efficiency in terms of repetitive data 
entries by performing overlap and coverage percentage analysis on the nodes. 
The structure was compared with other existing structures for page access 
analysis. Another test was to query its response time during data retrieval 
traversal and nearest neighbour analysis. The tests were compared with the 
existing access method structure in spatial databases. Based on the results 
presented in this chapter, the efficiency and practicality of VOR-CCDC for 
3D urban data management can be verified.  
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 Chapter 6 – Conclusions, Recommendations and Further Research 
 
This chapter concludes the thesis by summarising the advantages of the 
spatial access method developed for 3D urban data management. The 
contributions of this research are also described in this chapter. 
Recommendations for further research are given. 
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 Green building or sustainable building refers to construction or processes that 
are environmentally efficient in urban areas. It is one of the recent concerns 
in urban planning and management; however, data and information about 
green building is still minimal and for some countries implementation is still 
in the early stages. Analysis of urban data for green building standards will 
become very important in the near future. It is important to manage these 
datasets efficiently in the spatial database management system. It would be 
interesting for further research to expand the structure of VOR-CCDC to fit 
with the green building standard which falls under the ISO/TS 21931:2006 
standard.  
 
 
 
 
6.4 Limitations of the Study 
 
 
For future reference and further research, the limitations of this research are 
described in the following list. 
 
 
 There are two types of data used in this research: real datasets and synthetic 
datasets. To test the performance of VOR-CCDC, a huge amount of 3D data 
is required; however, due to limited sources of real datasets in 3D, a synthetic 
dataset was generated to verify the performance of VOR-CCDC.  
 
 Distance values used in this research are based on Euclidean distance. Thus, 
the distance values used in this research are rough calculations between two 
points. For general urban application purposes, the use of Euclidean distance 
is reliable.  
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6.5 Conclusion 
 
 
The increasing number of metropolitan and urban areas has affected the 
surrounding environments in many ways. Planners and geospatial professionals are 
obliged to help the local authorities in maintaining sustainable environment. Various 
technologies are being used to help planners and geospatial professionals to analyse 
urban areas, such as 3D geospatial applications, however, a special technique is 
required to store and manage urban data in 3D databases. The management of urban 
data is important to produce accurate, efficient, fast and reliable results of analyses. 
The proposed spatial access method in this research demonstrates an efficient way of 
handling 3D urban data in spatial databases. 
 
The efficiency of the VOR-CCDC spatial access method structure in 
retrieving objects in terms of time and page access was demonstrated. Various cases 
of urban applications were successfully demonstrated. It has been demonstrated that 
VOR-CCDC is practical for handling various categories of urban data. Another 
advantage of VOR-CCDC is that it is supplemented by neighbouring information and 
the analyses of 3D urban data can thus be optimised. 
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