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Abstract
In recent papers (Appl. Math. Comput. 140 (2003) 419–426; Appl. Math. Lett. 13 (2000) 87–93) a new
modi#cation of the Newton’s method (mNm) which produces iterative methods with order of convergence
three have been proposed. Here we study the order of convergence of such methods when we have multiple
roots. We prove that the order of convergence of the mNm go down to one but, when the multiplicity p is
known, it may be rised up to two by using two di8erent types of correction. When p is unknown we show
that the two most e9cient methods in the family of the mNm converge faster than the classical Newton’s
method.
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1. Introduction
A new family of methods, modi#ed Newton’s methods (mNm), for the approximation of the
roots of a nonlinear equation f(x) = 0 have been studied recently in [2,4]. These new methods
do not require the use of the second, or higher, derivative of f(x) as Halley, Laguerre and other
classical methods do. In the case of simple roots it was proved [2] that the proposed methods have
order of convergence three, while, for multiple roots, it was remarked that the order of convergence
Work supported by Italian M.U.R.S.T.
∗ Corresponding author. Tel.: +39-2-2399-4514; fax: +39-2-2399-4588.
E-mail addresses: marfro@mate.polimi.it (M. Frontini), ersor@tiscalinet.it (E. Sormani).
URL: http://www.mate.polimi.it/marfro
0377-0427/03/$ - see front matter c© 2003 Elsevier B.V. All rights reserved.
doi:10.1016/S0377-0427(02)00920-2
346 M. Frontini, E. Sormani / Journal of Computational and Applied Mathematics 156 (2003) 345–354
is only one. In this paper we propose two di8erent modi#cations of the methods to restore order
of convergence two. We will show that one correction depends on the weights and knots of the
quadrature formula which generate the mNm, while the other depends only on the order of the
quadrature formula and the multiplicity p of the root.
In Section 2 we recall some results concerning the mNm. In Section 3 we give some lemmas used
for proving the main results which are presented in Section 4, where we prove that mNm have order
of convergence one if  is a multiple root of multiplicity p¿ 1, if the multiplicity p is known we
may modify the methods to obtain order of convergence two and, if p is unknown, the two most
e9cient mNm converge faster than the classical Newton’s method.
2. The modied Newton’s methods
mNm for the approximation of the root  of a nonlinear equation may be obtained (see [2]) by
approximating the inde#nite integral [1] arising from Newton’s theorem
f(x) = f(xn) +
∫ x
xn
f′(t) dt: (2.1)
by using an interpolatory quadrature formula of order higher than zero.
A general interpolatory quadrature formula on [xn; x] may be written (see [3]) as
Qm(f) = (x − xn)
m∑
i=1
Aif(i) (2.2)
with
i = xn + i(x − xn); (2.3)
where i are the knots, in [0; 1], and Ai are the weights which verify the consistence condition
m∑
i=1
Ai = 1: (2.4)
A general implicit method is then obtained by approximating the integral in (2.1) by quadrature
(2.2) and looking for f(x) = 0, so that we have
xn+1 = xn − f(xn)∑m
i=1 Aif
′(i)
;
where ∀i, the i now depend, according to (2.3), on xn+1. We can obtain an explicit method by
replacing, in the de#nition of i; xn+1 with x∗n+1, where
x∗n+1 = xn −
f(xn)
f′(xn)
(2.5)
is the classical Newton’s iterate, so that
∗i = xn + i(x
∗
n+1 − xn) (2.6)
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and the explicit method is
xn+1 = xn − f(xn)∑m
i=1 Aif
′(∗i )
= gm(xn);
where the ∗i depend now only from xn.
Remark 1. The classical Newton’s method is obtained by using the Newton–Cotes quadrature for-
mula of order zero (rectangular rule) for the computation of the integral in (2.1),∫ x
xn
f′(t) dt  (x − xn)f′(xn)
and, looking for f(x) = 0, we obtain the new value
xn+1 = xn − f(xn)f′(xn) ;
which depends explicitly only from xn.
In [2] the following theorem has been proved
Theorem 1. The mNm obtained by approximating the integral in (2.1) by an interpolatory quadra-
ture formula of order at least one, and by writing in explicit form the obtained implicit method
by replacing xn+1 with x∗n+1 given by
x∗n+1 = xn −
f(xn)
f′(xn)
is, if  is a simple root of f(x), of order three with
g(3)m () =
f(3)()
f(1)()
[
3
m∑
i=1
Ai2i − 1
]
+
3
2
f(2)2()
f(1)2()
; (2.7)
where i are the knots, in [0; 1], and Ai are the weight of the interpolatory quadrature formula
used.
In the case of multiple roots it was remarked that the order of convergence is only linear, inde-
pendently of the order of the quadrature formula used.
Before to prove that, when  is a multiple root, then
g′m() = 0
we need to prove some relations between the root  and i and its #rst derivative.
3. Some useful relations
From de#nition (2.6) of ∗i (xn) we have the following:
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Lemma 1. Whichever is the multiplicity p¿ 1 of the root , of the p times di;erentiable function
f(x), then
lim
xn→
∗i (xn) = :
Proof. From (2.6) and (2.5) we have
∗i (xn) = xn −
f(xn)
f′(xn)
and
lim
xn→
∗i (xn) = − lim
xn→
f(xn)
f′(xn)
= 
using p− 1 times the De Hospital’s theorem.
Lemma 2. If p¿ 1 is the multiplicity of the root , of the p times di;erentiable function f(x),
then
lim
xn→
∗
′
i (xn) = 1−
1
p
i:
Proof. Di8erentiating (2.6) with respect to xn we have
∗i′(xn) = 1− i + i
f(xn)f(2)(xn)
f′2(xn)
and
lim
xn→
∗
′
i (xn) = 1− i + i lim
xn→
f(xn)f(2)(xn)
f′2(xn)
;
if p¿ 1 is the multiplicity of the root ,
lim
xn→
f(xn)f(2)(xn)
f′2(xn)
= 1− 1
p
so that
lim
xn→
∗
′
i (xn) = 1−
1
p
i:
It is well known (see [3]) that the Newton’s method converge only linearly if  is a multiple root
while, if we de#ne
x+n+1 = xn − p
f(xn)
f′(xn)
; (3.1)
the iterate of the corrected Newton’s method, we still have quadratic convergence. In the case of
multiple roots we can hope to improve the order of convergence of our mNm by using, in the
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quadrature formula, instead of ∗i (xn), the following knots:
+i (xn) = xn + i(x
+
n+1 − xn);
where x+n+1 is de#ned in (3.1).
The complete proof will be given in the following section making use of the following:
Lemma 3. If p¿ 1 is the multiplicity of the root , of the p times di;erentiable function f(x),
then
lim
xn→
+i (xn) = ;
lim
xn→
+
′
i (xn) = 1− i:
Proof. The #rst relation is a trivial consequence of Lemma 1. For the second one, di8erentiating
+i with respect to xn we have
+
′
i (xn) = 1− i + i
[
1− p d
dxn
(
f(xn)
f′(xn)
)]
and
lim
xn→
+
′
i (xn) = 1− pi lim
xn→
[
1− f(xn)f
(2)(xn)
f′2(xn)
]
;
if p¿ 1 is the multiplicity of the root ,
lim
xn→
f(xn)f(2)(xn)
f′2(xn)
= 1− 1
p
so that
lim
xn→
+
′
i (xn) = 1− i:
Remark 2. In virtue of the last lemma we may observe that the corrected Newton’s method lead to
modi#ed knots whose #rst derivative is always the same independently from the multiplicity of the
root.
4. The correction factor
We are ready to prove the main results
Theorem 2. If  is a root of f(x) with multiplicity p¿ 1 (f() = 0; f′() = 0; : : : ; f(p)() = 0)
then
g′m() = 1−
1
p
∑m
i=1 Ai(1− 1pi)p−1
= 1− 1
p
∑m
i=1 Ai(
∗′
i ())p−1
= 0:
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Proof. By di8erentiating gm(xn) we have
g′m(xn) = 1−
f′(xn)∑m
i=1 Aif
′(∗i )
+
f(xn)
∑m
i=1 Aif
′′(∗i )∗
′
i
[
∑m
i=1 Aif
′(∗i )]
2 : (4.1)
If  is a root of f(x) with multiplicity p¿ 1 then we may write
f(x) = (x − )ph(x)
with h() = 0. The #rst and second derivative of f(x) are then
f′(x) = (x − )p−1[ph(x) + (x − )h′(x)];
f(2)(x) = (x − )p−2[p(p− 1)h(x) + 2p(x − )h′(x) + (x − )2h(2)(x)];
from the de#nition of ∗i we have (to simplify notation we will use from now x for xn and x∗ for
x∗n+1)
lim
x→
f′(x)∑m
i=1 Aif
′(∗i )
=lim
x→
(x − )p−1[ph(x) + (x − )h′(x)]∑m
i=1 Ai{[x − + i(x∗ − x)]p−1[ph(∗i ) + (∗i − )h′(∗i )]}
=lim
x→
(x − )p−1[ph(x) + (x − )h′(x)]
(x − )p−1∑mi=1 Ai[(1 + i x∗−xx− )p−1[ph(∗i ) + (∗i − )h′(∗i )]]
=lim
x→
[ph(x) + (x − )h′(x)]∑m
i=1 Ai[(1 + i
x∗−x
x− )
p−1[ph(∗i ) + (∗i − )h′(∗i )]]
=
ph()
ph()
∑m
i=1 Ai[(1− ip )p−1]
=
1∑m
i=1 Ai[(1− ip )p−1]
;
from row four to the last one we have used the relation
lim
x→
i
x∗ − x
x −  = limx→ i
x − f(x)=f′(x)− x
x −  = limx→ i
−f(x)
(x − )f′(x) =−
i
p
: (4.2)
For the last term in (4.1) we have
lim
x→
f(x)
∑m
i=1 Aif
′′(∗i )∗
′
i
[
∑m
i=1 Aif
′(∗i )]
2
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=lim
x→


[
(x − )ph(x)
m∑
i=1
Ai{[x − + i(x∗ − x)]p−2[p(p− 1)h(∗i ) + 2p(∗i − )h′(∗i )
+(∗i −)2h(2)(∗i )]∗
′
i }
]/[
m∑
i=1
Ai{[x−+i(x∗−x)]p−1[ph(∗i )+(∗i −)h′(∗i )]}
]2

=lim
x→


[
(x − )2p−2h(x)
m∑
i=1
Ai{[1 + i x∗−xx− ]p−2[p(p− 1)h(∗i ) + 2p(∗i − )h′(∗i )
+(∗i −)2h(2)(∗i )]∗
′
i }
]/[
(x−)2p−2
[
m∑
i=1
Ai{[1+i x∗−xx− ]p−1[ph(∗i )+(∗i −)h′(∗i )]}
]]2

=
h()
∑m
i=1 Ai{[1− ip ]p−2p(p− 1)h()(1− ip )}
[
∑m
i=1 Ai{[1− ip ]p−1[ph()]}]2
=
(p− 1)∑mi=1 Ai[1− ip ]p−1
p[
∑m
i=1 Ai[1− ip ]p−1]2
=
p− 1
p
1∑m
i=1 Ai[1− ip ]p−1
;
from row three to row four we have used relation (4.2), Lemmas (1) and (2).
Finally, we have
lim
x→
g′m(x) = 1−
1∑m
i=1 Ai[1− ip ]p−1
+
p− 1
p
1∑m
i=1 Ai[1− ip ]p−1
= 1− 1
p
∑m
i=1 Ai[1− ip ]p−1
= 1− 1
q
:
In virtue of Theorem 2 it is possible to restore a quadratic convergence of mNm, when  is a
root of multiplicity p¿ 1, by correcting the mNm in the form
xn+1 = xn − q f(xn)∑m
i=1 Aif
′(∗i )
:
It is interesting to note that q depends both from the multiplicity p and the quadrature formula used
(weights Ai and knots i). Unfortunately, the methods have no longer order of convergence three.
If we use the corrected Newton’s method, by using Lemma 3 we can prove the following:
Theorem 3. If  is a root of f(x) with multiplicity p¿ 1 (f()=0; f′()=0; : : : ; f(p)() = 0) then
the mNm obtained by using a quadrature formula of order at least p− 1 and using the corrected
Newton’s method has order of convergence two.
Proof. If we use the corrected Newton’s method we have, by a proof analogue to the one of
Theorem 2,
lim
x→
g′m(x) = 1−
1
p
∑m
i=1 Ai(
+′
i ())p−1
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and by Lemma 3 
+′
i () = 1− i, so that
lim
x→
g′m(x) = 1−
1
p
∑m
i=1 Ai(1− i)p−1
= 0
being, if the quadrature formula is of order at lest p− 1,
m∑
i=1
Ai(1− i)p−1 =
∫ 1
0
(1− t)p−1 dt = 1
p
:
In this case the second-order accuracy depends from the multiplicity p and the order at least
p − 1 of the quadrature formula, but does not depend directly from the weights and the knots of
the quadrature formula.
In [2] it was shown that if we consider the de#nition of e9ciency index (see [3]) as r1=n, where
r is the order of the method and n is the number of function evaluations required by the method
(units of work for iteration), in the class of mNm we have two methods that have e9ciency index
equal to 3
√
3  1:442, which is better than the one of Newton’s method (√2  1:414). Unfortunately
in the case of multiple roots, if we know the multiplicity p, all the mNm are less e9cient than
the corrected Newton’s method, which still has e9ciency index equal to
√
2, while the mNm has
e9ciency index equal to n
√
2, being the number of function evaluations always n¿ 3.
If we do not know p we cannot use the corrected methods and in this case we can prove, in
virtue of Theorem 2, that the mNm obtained by using the mid-point quadrature formula and the
trapezoidal quadrature formula have g′m() smaller than g′Newton() = 1− 1=p.
Indeed, from Theorem 2, for the mid-point quadrature formula we have
g′MP() = 1−
1
p[1− 12p ]p−1
;
while for the trapezoidal quadrature formula
g′TR() = 1−
1
p 12 [1 + (1− 1p)p−1]
:
We can than prove the following:
Theorem 4. ∀p¿ 1 the mNm obtained by the mid-point quadrature formula converge faster than
the mNm obtained by the trapezoidal quadrature formula and this one converge faster than the
classical Newton’s method as
1− 1
p
¿ 1− 1
p 12 [1 + (1− 1p)p−1]
¿ 1− 1
p[1− 12p ]p−1
:
Proof. For the #rst inequality we have
− 1
p
¿
−2pp−2
pp−1 + (p− 1)p−1 ;
1¡
2pp−1
pp−1 + (p− 1)p−1 =
pp−1 + [(p− 1) + 1]p−1
pp−1 + (p− 1)p−1 = 1 +
∑p−2
k=0
(p−1
k
)
(p− 1)k
pp−1 + (p− 1)p−1 :
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For the second inequality
−2pp−2
pp−1 + (p− 1)p−1 ¿
−pp−22p−1
(2p− 1)p−1 ;
2
pp−1 + (p− 1)p−1 6
2p−1
(2p− 1)p−1 ;(
2p− 1
2
)p−1
6
pp−1 + (p− 1)p−1
2
and the last one is a particular case of the well-known inequality(
a+ b
2
)n
6
an + bn
2
; a; b¿ 0 and n¿ 1;
with a= p; b= p− 1 and n= p− 1.
In the next table we give the convergence factor of the two mNm and the classical Newton’s
method for p= 2; 3; : : : ; 10.
p Midpoint Trapezoidal Newton
2 0.333 0.333 0.5
3 0.52 0.538 0.667
4 0.627 0.648 0.75
5 0.695 0.716 0.8
6 0.742 0.762 0.833
7 0.777 0.795 0.857
8 0.803 0.820 0.875
9 0.824 0.840 0.889
10 0.841 0.856 0.9
5. Conclusions
We have considered the family of mNm obtained by using interpolatory quadrature formula with
third-order convergence when f(x) has simple roots and we have proved that second-order conver-
gence may be restored, when f(x) has multiple roots, by two di8erent technique involving the knots
and the weights of the quadrature formula or the order of the quadrature formula and the multiplicity
p of the root.
If we do not know the multiplicity p of the root, the most e9cient methods in the family of the
mNm obtained (see [2]) by using the midpoint quadrature formula or the trapezoidal rule have order
of convergence one as the classical Newton’s method but have a smaller convergence factor.
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