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Дослідження роботи класифікаторів для оптимізації постановки 
діагнозів бронхолегеневих захворювань 
У статті розглянуто можливість за-
стосування класифікаторів, що є основою ма-
шинного навчання, для оптімізації постановки 
діагнозів бронхолегеневих захворювань. 
Розглянуто роботу декількох класифікаторів, і 
в результаті дослідження для поставленого 
завдання обраний класифікатор на основі ме-
тоду найближчих сусідів. В якості параметрів 
методу обрані розраховані на основі поліспек-
трального аналізу чисельні характеристики 
сигналів звуків дихання. Встановлено, що да-
ний класифікатор є простим для реалізації і 
роботи з базою звуків дихання. Отримана 
точність роботи класифікатора є досить ви-
сокою. Розроблений алгоритм покликаний 
істотно спростити роботу лікаря-
пульмонолога для постановки своєчасного 
діагнозу. Бібл. 8, рис. 3. 
Ключові слова: звуки дихання; класифіка-
тор; метод k-найближчих сусідів; поліспек-
тральний аналіз. 
Вступ 
Звуки легень є цінними індикаторами стану 
респіраторної системи людини. В даний час в 
світі спостерігається швидке зростання захво-
рювань дихальної системи. Це обумовлює акту-
альність своєчасної діагностики респіраторних 
захворювань. Аускультація шумів (звуків) ди-
хання при дослідженні хворого залишається ос-
новним неїнвазівним методом діагностики 
респіраторних захворювань. У той же час розви-
ток цифрових технологій, а також сучасних ме-
тодів і алгоритмів обробки інформації призво-
дить до постійної появи нових методів аналізу 
дихальних шумів. Завдяки цьому зросли можли-
вості об'єктивізації аускультативних ознак, тобто 
кількісної оцінки відповідності зареєстрованих 
звуків з функціональним станом систем організ-
му. Не дивлячись на різноманітність існуючих 
методів, не існує єдиного об'єктивного підходу 
до аналізу звуків легенів, а тому дослідження в 
даній області тривають. 
Важливим завданням є класифікація звуків 
дихання за певними категоріями, що в подаль-
шому дозволить лікарю більш точно встановлю-
вати діагноз. Для вирішення даного завдання 
широко використовується апарат машинного 
навчання - великий підрозділ штучного інтелек-
ту, який вивчає методи побудови алгоритмів, 
здатних навчатися. Машинне навчання знахо-
диться на стику математичної статистики, ме-
тодів оптимізації та класичних математичних 
дисциплін, але має також і власну специфіку, 
пов'язану з проблемами обчислювальної ефек-
тивності і перенавчання [1,2]. 
Метод k найближчих сусідів або k nearest 
neighbours - один з найпростіших для реаліції 
методів машинного навчання. Він дозволяє кла-
сифікувати нові дані, грунтуючись на наявних 
[3]. Метод опорних векторів є одним з 
найвідоміших алгоритмів машинного навчання, 
що застосовуються в основному для завдання 
класифікації [4]. Дерево прийняття рішень - 
засіб підтримки прийняття рішень, що викори-
стовується в ста-тистики та аналізі даних для 
прогнозних моделей. Класифікація є одним із 
завдань, де використовуються дерева прийнят-
тя рішень. Ці методи і досліджені в даній роботі 
для класифікації звуків дихання. Результати 
класифікації можуть цілком реально допомогти 
лікарю при постановці діагнозу пацієнтам. 
Метод k-найближчих сусідів 
У попередніх роботах авторів [5-7] було по-
казано, що для виявлення характерних діагно-
стичних ознак дихання ефективним є застосу-
вання апарату статистики вищих порядків. До-
сліджувалися сигнали звуків дихання, що син-
хронно реєструвалися чотирьохканальним ком-
плексом КОРА з відповідних точок грудної кліти-
ни людини. В результаті розраховувалися і 
аналізувалися такі параметри, як коефіцієнт 
асиметрії (skewness), коефіцієнт ексцесу 
(kurtosis), максимальне значення функції бікоге-
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рентності (max: bic), середнє за чотирма кана- 
 
лами значення максимальної бічастоти 
(f_mean), середнє за чотирма каналами значен-
ня біспектра (v_mean). 
Для спрощення аналізу та, відповідно, по-
становки діагнозу було запропоновано застосу-
вання апарату машинного навчання, що дозво-
лить при бажанні аналізувати не кожен з пара-
метрів окремо, а відразу видавати діагностич-
ний результат на основі аналізу всіх до-
сліджувальних параметрів одночасно. 
Класифікатори використовували базу з 120 
пацієнтів, 51 з яких лікарем був поставлений 
діагноз хронічне обструктивне захворювання ле-
гень (ХОЗЛ), 35 - практично здорові паціенти і 
34 - контрольна група пацієнтів, які працюють 
шахтарями, але без видимих патологій бронхо-
легеневої системи. 
Як було вказано, досліджувалася робота 
трьох класифікаторів. В результаті найкращий 
результат показав метод k-найближчих сусідів. 
Тому програма для попереднього встановлення 
діагнозу була розроблена на основі даного ме-
тоду. 
Метод k-найближчих сусідів (knn) - метод, 
що заснований на використанні пам'яті. Робота 
методу заснована на інтуїтивному припущенні 
про те, що близько розташовані об'єкти, 
швидше за все, належать одній категорії. Метод 
k-найближчих сусідів дозволяє класифікувати 
нові дані, грунтуючись на наявних. 
Алгоритм може бути застосований до 
вибірок з великою кількістю атрибутів (багато-
вимірних). Для цього перед застосуванням по-
трібно визначити функцію дистанції. Класичний
варіант визначення дистанції - дистанція в ев-
клідовому просторі. Спочатку встановлюється 
навчальна вибірка пар «об'єкт-клас». 
 1 1{( , ),...,( , )}
m
m mX x y x y  (1) 
Це можуть бути об'єкти, які раніше вже були 
класифіковані, або об'єкти, які класифікують 
експерти. На безлічі об'єктів задається метрика. 
Для довільного об'єкта u розташуємо об'єкти 
навчальної вибірки Xi в порядку зростання 
відстані до u 
 1; 2; ;( , ) ( , ) ... ( , )u u muu x u x u x    , (2) 
де через xi;u позначається той об'єкт навчальної 
вибірки, який є i-м сусідом об'єкта u. Так само 
пронумеровуються класи, до яких відносяться 
xi;u – позначимо їх yi;u. Алгоритм найближчих 
сусідів в загальному вигляді можна виразити 
формулою 
 ;1
( ) argmax [ ( ) ] ( , )
m
y Y i ui
a u y x y i u     (3) 
де ω - вагова функція, що показує, чи важливий 
для об'єкта u елемент під номером i. Для мето-
ду k найближчих ω (i,u) = [I <= k]. Таким чином, 
алгоритм класифікації методом найближчих k 
сусідів дуже простий. Є вибірка з даних - нав-
чальна множина, для кожного елемента якої 
відомо, до якого класу він належить. 
Для кожного наступного елемента невідомо-
го класу береться вибірка з k найближчих еле-
ментів, клас яких вже відомий. Новому елементу 
привласнюється той клас, елементів котрого ви-
явилося найбільше в вибірці [8]. 
Приклад роботи програми на основі knn по-




Рис. 1. Приклад роботи програми класифікатора на основі методу knn 
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При роботі з методом k-найближчих сусідів 
дуже важливо правильно вибрати параметр k, 
так як саме від цього параметра в основному 
залежить якість роботи класифікатора. Тому бу-
ли оцінені точності прийняття правильного рі-
шення класифікатора при різних значеннях k, в 
діапазоні від 3 до 23. При k=5, точність класифі-
катора виявилася найвищою (рис.2). 
Класифікатор при розрахунках може викори-
стовувати різні види відстаней. Тому залеж-
ність-ність точності від k була розрахована при 
евклідовій відстані, відстані Махаланобіса, відс-
тані по Манхеттену, косинусній відстані і відстані 
Хеммінга. Для даного випадку, найбільша точ-
ність отримана при використанні класифікаро-
том евклідової відстані. 
 
 
Рис. 2. Залежність точності від кількості найбли-
жчих сусідів 
 
Рис. 3. Ілютрація результату роботи методу knn для звуків легень 
На рис. 3 показаний приклад роботи класи-
фікатора для двох параметрів - коефіцієнта 
асиметрії (skewness) і коефіцієнта ексцесу 
(kurtosis) при k= 5. Як було сказано вище, робо-
та розробленого класифікатора була побудова-
на на п'яти параметрах сигналів звуків дихання, 
що підвищує об'єктивність отриманого резуль-
тату. Точність роботи даного алгоритму стано-
вить 96%, що є досить прийнятним результатом. 
Висновки 
В даному дослідженні розроблений алго-
ритм на основі машинного навчання, що дозво-
ляє пульмонологу більш якісно проводити кла-
сифікацію пацієнтів по категоріям здоровий - 
хворий ХОЗЛ. Для початку розраховується ряд 
параметрів на основі поліспектрального аналізу, 
які самі по собі вже несуть діагностичну цінність. 
Однак для спрощення роботи з базою парамет-
рів, а також для об'єктивізації постановки діаг-
нозу пропонується простий і доступний метод 
програмної класифікації. Досліджено три різних 
види класифікатора, і в результаті встановлено, 
що найкращий результат показав метод най-
ближчих сусідів. Отримана в результаті точність 
є досить високою. У подальших дослідженнях 
планується дослідження роботи класифікатора 
для ще більш великої кількості параметрів звуків 
дихання, а також провести навчання даного 
класифікатора для роботи з іншими базами да-
них пацієнтів. 
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Исследование работы классификаторов для оптимизации поста-
новки диагнозов бронхолегочных заболеваний 
В данной статье рассмотрена возможность применения классификаторов, являющихся ос-
новой машинного обучения, для оптимизации постановки диагнозов бронхолегочных заболева-
ний. Рассмотрено работу нескольких классификаторов, и в результате исследования для пос-
тавленной задачи был выбран классификатор на основе метода ближайших соседей. В качестве 
параметров данного метода были выбраны рассчитанные на основе полиспектрального анали-
за численные характеристики сигналов звуков дыхания. Было установлено, что данный класси-
фикатор является простым для реализации и для работы с базой звуков дыхания. Полученная 
точность работы классификатора является достаточно высокой. Разработанный алгоритм 
призван существенно упростить работу врача-пульмонолога для постановки своевременного 
диагноза. Библ. 8, рис. 3. 
Ключевые слова: классификатор; метод k-ближайших соседе; звуки дыхания; полиспек-
тральный анализ. 
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Research of classifiers’ work to optimize diagnoses  
bronchopulmonary diseases 
This article considers the possibility of using classifiers, which are the basis of machine learning to 
diagnoses bronchopulmonary diseases optimization. The work of a few qualifiers was considered and as a 
result of the research the nearest neighbor method was chosen for the task classifier. As the parameters 
of this method numerical characteristics of breathing sounds signals were chosen. This characteristics 
was calculated on the basis of poyspectral analysis. It was found that this classifier is simple to implement 
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and to operate with the data base of breathing sounds. The resulting accuracy of the classifier is high 
enough. The algorithm is designed to greatly simplify the work of the doctor-pulmonologist for setting a 
timely diagnosis. Referense 8, Figures 3. 
Keywords: classifier; method k-nearest neighbors; breath sounds; polyspectral analysis. 
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