Sufficient Dimension Reduction (SDR) in regression comprises the estimation of the dimension of the smallest (central) dimension reduction subspace and its basis elements. For SDR methods based on a kernel matrix, such as SIR and SAVE, the dimension estimation is equivalent to the estimation of the rank of a random matrix which is the sample based estimate of the kernel. A test for the rank of a random matrix amounts to testing how many of its eigen or singular values are equal to zero. We propose two tests based on the smallest eigen or singular values of the estimated matrix: an asymptotic weighted chi-square test and a Wald-type asymptotic chi-square test. We also provide an asymptotic chi-square test for assessing whether elements of the left singular vectors of the random matrix are zero. These methods together constitute a unified approach for all SDR methods based on a kernel matrix that covers estimation of the central subspace and its dimension, as well as assessment of variable contribution to the lower-dimensional predictor projections with variable selection, a special case. A small power simulation study shows that the proposed and existing tests, specific to each SDR method, perform similarly with respect to power and achievement of the nominal level. Also, the importance of the choice of the number of slices as a tuning parameter is further exhibited.
Introduction
This paper is concerned with providing a unifying approach to sufficient dimension reduction (SDR) methodology for estimating the dimension of a regression, even though our results have wider application.
The estimation of the rank of a random matrix is the central problem in all SDR methods based on a kernel matrix. Table 1 lists several SDR methods and their respective kernel matrices. Under the assumption that a root-n consistent estimator exists for an unobservable random matrix, several tests for its rank have been proposed. Gill and Lewbell [19] , and Cragg and Donald [15] used a rank test based on the Lower-Diagonal-Upper triangular (LDU) decomposition. Their test has the advantage of possessing a limiting chi-square distribution, but tends to be overly conservative with type I error close to zero when the sample size is small [30] . Cragg and Donald [16] proposed another test based on a minimum chi-square criterion. The procedure needs to minimize an objective function numerically, which is often very difficult and requires the knowledge of the rank of the asymptotic variance of the estimator. Robin and Smith [31] obtained a weighted chi-square test for the rank without making such an assumption. Their test statistic is a variant of Anderson's [1] likelihood ratio statistic for the rank of a regression coefficient matrix in a multivariate normal linear model that is a functional of certain characteristic roots of a 
T jb j matrix quadratic form. The latter is a quadratic form of the estimated matrix and two positive definite weighting matrices. The major disadvantage of this approach is that each application requires the selection of the two weighting matrices and the results of the test depend critically on this choice and on their interaction with the random matrix. Most if not all tests for the rank of a random matrix are based on the fact that the rank equals the number of its non-zero eigen or singular values. The tests we propose here also fall within this class. The novelty of the proposed methods is that the only requirement is the estimate of the random matrix be unbiased and asymptotically normal with finite asymptotic second moments. No other restrictions, such as on the multiplicity of the singular values of the random matrix, nor other external quantities, such as weighting matrices, are required. In this context, we propose two tests based on the smallest eigen or singular values of the estimated matrix in Section 2. The first is an asymptotically weighted chi-square test based on a result by Eaton and Tyler [18] for the distribution of the singular values of a random matrix. From an application point of view, the second may be more important as it is easy to compute a Wald-type asymptotically chi-square test.
We also adjust and apply the asymptotic chi-square test for testing whether components of the elements of the basis of the column space of the random matrix are zero that was developed by Bura and Pfeiffer [7] to the context of general SDR in Section 3. This leads to a test for variable contribution in linear projections of the predictor vector in Section 4.2. When the variables whose contribution is tested are the same in all linear projections, this is a test for variable selection.
Dimension Reduction falls within the realm of Random Matrix Theory/Analysis as its estimation target is typically a random matrix. For example, in a regression context with response Y , Sufficient Dimension Reduction (SDR, [9] ) is based on the idea that the p-dimensional predictor vector X can be replaced by a smaller number of linear combinations of the predictors whose coefficients comprise basis elements of a dimension reduction subspace spanned by the columns of a kernel matrix. We use the results of Sections 2 and 3 to develop an umbrella theory for all kernel-matrix-based sufficient dimension reduction methods that generalize and unify the previous results in Section 4. We discuss SDR kernel matrices and methodology in detail in Section 4. As an aside, we also derive a straightforward proof of the asymptotic normality of the SAVE [14] kernel matrix, which was lacking from the SDR literature.
A power simulation study comparing the two proposed tests and the existing tests for SIR and SAVE is carried out in Section 5. We conclude with a discussion in Section 6. All theorem and lemma proofs are given in Appendix A.
Estimating the rank of a random matrix
To estimate the rank k of a random p × q matrix M we consider the sequential testing of hypotheses of the form
starting with j = 0. The smallest value of j for which the null is not rejected, for a fixed α level, is the estimate of the rank k of M.
Let k = rank(M) ≤ min(p, q). The singular value decomposition (SVD) of M is
where the orthogonal matrix U T
, is a diagonal matrix of the descending singular values of M, λ 1 ≥ λ 2 ≥ · · · ≥ λ k > 0, and
The k left singular vectors U 1 = (u 1 , . . . , u k ) of M, which correspond to its k non-zero singular values λ 1 ≥ · · · ≥ λ k > 0, span S(M).
Let 
M denote an estimate of M based on a random sample of size n. Let us assume that the estimator  M satisfies
, where the partitions conform to those in the SVD of M in (2) . In terms of the singular values of  M,λ 1 ≥ · · · ≥λ min (p,q) , the singular value decomposition in (4) can be written as follows:
whered
When k = rank(M),  D 0 tends to zero as the sample size increases. The development of the proposed two tests for the rank of M is based on this fact. 
Weighted chi-square test
where the χ 2 i 's are independent chi-square random variables each with 1 degree of freedom, and w 1 ⩾ w 2 ⩾ · · · ⩾ w s are the ordered eigenvalues of
To approximate a linear combination of chi-square random variables, one may use Wood's [34] statistic. In practice, the computationally less expensive Satorra and Bentler's [32] scaled and adjusted chi-square approximations to the weighted chi-square distribution are frequently used.
Chi-square test
The estimated kernel matrix can be expressed as
where ϵB is the perturbation of the matrix M [22] . Using (3) we obtain that the perturbation matrix is asymptotically normal with zero mean and standard deviation of order n −1/2 ; that is, ϵB = O p (n −1/2 ). Let
where  D 0 is defined in (5) and
The notation A + signifies the inverse of a matrix A if it is nonsingular, or its Moore-Penrose generalized inverse otherwise. This is a Wald-type test statistic [28] for testing (1) . It has the attractive feature of being asymptotically chi-square, in contrast to (7) , as shown next. 
for Λ 2 defined in (8) , where s = min(rank(V), (p − k)(q − k)).
Remark. When the rank k random matrix M is symmetric,
Hence, its variance,  Q, has at most s = (p − k)(p − k + 1)/2 non-zero eigenvalues, which is the value of s in both (7) and (9) .
A chi-square test for assessing component significance
If the rank of M is k, S(M) = S(U 1 ) = span(u 1 , . . . , u k ), where u i , i = 1, . . . , p, are the left p × 1 singular vectors of M.
In general, we can simultaneously test whether any component or set of components of any basis element of S(M) equals zero by selecting an appropriate matrix C and testing
where the matrix C is a pre-specified matrix of zeros and ones of dimension r × pk and rank r, where r is the number of components whose contribution is being tested, p is the dimension of the basis elements, and k = rank(M). The unit entry in each row of the matrix C corresponds to the component(s) of the basis elements u 1 , . . . , u k tested for being zero.
The test we propose requires the computation of the asymptotic distribution of the k (=rank(M)) left singular vectors of  M. Bura and Pfeiffer [7] showed that for any random matrix M with an asymptotically normal sample estimate  M, as in (3), the asymptotic distribution of  U 1 is given by
where  U 1 is defined in (4) and D and R 1 in (2) . A general Wald-type test for (10) is given in the next theorem. Its proof can be found in [7, Theorem 2] .
Theorem 3. Let C be a matrix of order r × pk and rank r, θ = vec(C vec(U 1 )) and  θ = vec(C vec(  U 1 )), both rpk × 1 vectors.
where  A is a consistent estimate of A.
Bura and Pfeiffer [7] showed that the sample moment based estimate
Unifying sufficient dimension reduction

Kernel based SDR
Let X = (X 1 , . . . , X p ) T denote a predictor vector and Y a response variable. Sufficient dimension reduction (SDR) is based on the idea that X can be replaced with a lower-dimensional projection P S X without loss of information about the conditional distribution of Y |X, where P S is the orthogonal projection onto the vector space S in the usual inner product.
is the conditional distribution function of the response Y given the second argument, is the central subspace, S Y |X [10, 9] .
The dimension k = dim(S Y |X ) is called the structural dimension of the regression of Y on X and can take on any value in the set {0, 1, . . . , p}. When k < p, the structural dimension of the regression is smaller than the number of predictors.
The estimation of the central subspace in most sufficient dimension reduction (SDR) techniques is based on finding a kernel matrix M so that
Suppose the kernel matrix M in (14) is of order p × q. Let k = rank(M) and λ 1 ≥ · · · ≥ λ k be the non-zero singular values of M, and u 1 , . . . , u k be its corresponding left singular vectors. The estimation of the possibly lower-dimensional subspace S(M) in (14) can be formulated as an eigen-decomposition problem where estimating the dimension of S(M) amounts to estimating the rank of the kernel matrix M, k, and estimation of the subspace itself amounts to estimating the k left singular vectors of M, u 1 , . . . , u k , since span(u 1 , . . . ,
are the projections of Z onto S(M). The SDR predictors in the X scale are (X * 1 , . . . , X * r ) = (
They replace the original X predictor vector in modeling the response as a function of X.
For the span of a kernel matrix to be a subspace of S Y |Z at least one of two conditions on the marginal moments of the predictors must hold. For first moment based kernel methods, such as Sliced Inverse Regression (SIR) [23] and Parametric Inverse Regression (PIR) [5] , the following linearity condition is needed:
For second moment based kernel methods, such as Sliced Average Variance Estimation (SAVE) [14] and principal Hessian directions (pHd) [23, 10] , condition (15) and also the constant variance condition
are required.
To estimate k = dim(S Y |Z ), the test statistic for dimension is generally of the form L k = n ∑ i f (λ i ), whereλ i are the singular or eigenvalues of  M in decreasing order and f is a smooth non-negative function. The dimension is usually estimated via sequential testing H 0 : k = r against H a : k > r, starting at r = 0, which corresponds to independence of Y and Z.
Assessment of the accuracy of the estimation requires knowledge of the asymptotic distribution of the test statistic, the computation of which comprises an important aspect of all SDR techniques.
Estimation methods
Suppose a random sample of size n is available on (Y , X) resulting in the n×1 vector Y of responses, and the n×p matrix X n of observations on the predictors. The standardized version of the X matrix is Table 1 lists the kernel matrices of several SDR methods and their respective estimates. The two most popular kernel based SDR methods, SIR and SAVE, will be discussed in detail in Section 4.3. The notation used in the sample estimates of their respective kernel matrices is as follows. Throughout, H indicates the number of slices used, n h is the number of observations in slice h, Z h denotes the n h × p matrix of the standardized predictors in slice
. . , n, j = 1, . . . , i−1}. Li and Wang [25] developed Directional Regression (DR) that builds upon and substantially improves the accuracy of contour regressions and decreases computing time. Moreover, Li and Wang [25] showed S DR = S SAVE , yet it is computationally more accurate than SAVE. In Table 1 , the notation E n = ∑ n i=1 (·)/n is used for DR.
In Cook and Li's [13] Central Mean Subspace (CMS),
Their estimates are the corresponding sample moment estimates. In MAVE, g stands for the unknown link function in Y = g(η T X) + ϵ, where η is a p × k orthogonal matrix so that S(η) is a dimension reduction subspace. The estimated kernel matrix uses the minimizerŝ
. K h is a multidimensional kernel function and h is the bandwidth [35, 8] . Let  M denote an estimate of M based on a random sample of size n. For most SDR methods, the asymptotic normality of  M has already been established. This is intuitively true since the kernels are moments or functions of moments of the conditional distribution of the predictors given the response. The reader is referred to the provided references for each method. Moreover, a general paradigm of obtaining the asymptotic normality of functions of means and variances is provided in the proof for the asymptotic normality of the SIR and SAVE kernel matrices in Section 4.3. To the best of our knowledge, the asymptotic distribution of  M MAVE has not been computed yet.
The only two conditions required for both Theorems 1 and 2 are (a) S(M) ⊂ S Y |X and (b) the existence of the fourth moments of X. Condition (a) is satisfied when either (15) and/or (16) hold, depending on the SDR method used to estimate M. We will illustrate the application of our general results in Sections 2 and 3 using the two, arguably, most popular SDR methods, SIR and SAVE, in Section 4.3 and in the simulation section.
SIR and SAVE
So far in SDR literature, researchers have focused on developing tests for dimension tailored to the specific kernel matrix to each method. As the platform for arguing in favor of the proposed unified approach in SDR methodology, we focus on the two well-known and understood SDR methods, SIR [23] and SAVE [14] .
For SIR, the test statistic for dimension is Λ SIR = n ∑ p i=k+1λ i , whereλ 1 ≥ · · · ≥λ p are the eigenvalues of the moment estimate of Cov(E(Z|Y )). Bura [4] , Bura and Cook [6] showed that Λ SIR is asymptotically distributed as a sum of weighted independent chi-square random variables, each with one degree of freedom. This result was later extended to other SDR methods. Cook and Lee [12] obtained the same result for the SAVE [14] test statistic for dimension in the context of binary regression. Shao et al. [33] proposed a test statistic for dimension in the SAVE context and showed that is also a sum of weighted chi-square random variables. To obtain this result they required that the variance of the Kronecker product of the projection of the predictors onto the null space of the SAVE kernel matrix is constant given the projection of the predictors onto the central dimension reduction subspace (see [33, Th. 3] ); a condition which may be rather challenging to check in practice. Others have shown similar results for their proposed SDR methods.
The unified approach
For SIR [23] , the range of the response Y is divided into H slices and 
The multivariate central limit theorem (see, for example, [29, p. 15] ) and the multivariate version of Slutsky's theorem yield
The asymptotic covariance V is given by (B.3) and (B.4) in Appendix B. We will use  M SIR =Z n as our SIR kernel matrix since E(Z|Y ) ∈ span(Cov(E(Z|Y ))) with probability 1 (see [17, Prop. 2.7, p. 75]). We can now apply the theory developed in Sections 2 and 3. The SIR weighted chi-square test statistic for dimension in (6) is
whereλ i are the ordered singular values of  M SIR =Z n or, equivalently,λ 2 i are the ordered eigenvalues of  M SIR . The weights in (7) are estimated by the ordered eigenvalues of In Appendix B we also prove, using the multivariate delta method, that
The p 2 × p 2 asymptotic covariance matrix V SIR is given by (B.5) also in Appendix B. The asymptotic normality of  M SIR is known (see [23] for X normal and [6] for general X). The interest here lies in the derivation of the asymptotic covariance V SIR via the delta method and the use of the gradient of a matrix-valued function (see Appendix B). As will also be seen in SAVE, this can lead to a general paradigm for computing the asymptotic covariance of kernel matrix estimates of other SDR methods.
The SIR chi-square test statistic for dimension in (8) is
It is worth mentioning that, in the context of SIR, Bai and He [2] also obtained an asymptotic chi-square test for dimension without requiring normality. Yet, the response has to be second-order uncorrelated (see [2] for the definition) with a subset of the predictor vector for the result to hold.
For SAVE [14] , for h = 1, . . . , H and i = 1, . . . , n h , we let Cov 
Using the multivariate delta method yields
The p 2 × p 2 asymptotic covariance matrix in (23) is
From (22) and (23) we have
The computation of the gradient of g at h , necessary for calculating Q ⋆ h , is given in Appendix B. It is interesting to observe that in SAVE, in contrast to SIR, we can work at the slice level since the summands in (22) are independent of one another. Also we note that our proof of the asymptotic normality of the SAVE kernel matrix only requires the existence of fourth moments of the predictor vector.
The SAVE weighted chi-square test statistic for dimension in (6) is
whereλ i are the ordered eigenvalues of  M SAVE . The weights in (7) are estimated by the ordered eigenvalues of 
It should be pointed out that the only other test for dimension for SAVE, aside from a permutation test, is given in [33] and is not directly based on  M SAVE . Their test statistic is asymptotically weighted chi-square unless the predictors are normal, in which case it is chi-square.
The SIR and SAVE test statistics defined in this section will be used in the simulation section to estimate the dimension of the regression.
A chi-square test for variable contribution or selection
Estimating the rank of a random matrix in multivariate analysis or dimension reduction regression problems provides information about the dimension of the data, but does not shed any light on which variables have significant contributions. By removing variables with insignificant contributions, the complexity of the original data set is further reduced. In dimensionality reduction methods for regression based on a kernel matrix, the rank of the kernel matrix is the dimension of the regression and its left singular vectors are the coefficients of the linear combinations of the predictor vector that are sufficient for modeling the response. That is, the original p variables X = (X 1 , . . . , X p ) T are replaced by the k < p linear combinations, X ⋆ i = u T i X = u i1 X 1 + u i2 X 2 + · · · + u ip X p , i = 1, . . . , k. The coefficients u ij , j = 1, . . . , p, of the individual variables, X 1 , . . . , X p , can be thought of as measuring the contribution of each variable to the ith linear combination, X ⋆ i , i = 1, . . . , k. Some coefficients in X ⋆ i may not be statistically significantly different from zero and the corresponding variables can be removed from the linear combination. Thus, testing for variable contribution to the k linear projections of the original predictors is equivalent to testing for component significance in the k left singular vectors of the kernel matrix as in Section 3.
We can simultaneously test the effect of any variable or set of variables in any linear combination or any set of linear combinations by selecting an appropriate matrix C and testing (10) , where the matrix C is a pre-specified matrix of zeros and ones of dimension r × pk and rank r, with r = number of variables whose contribution is being tested, p the number of variables in the data set, and k = rank(M). The unit entry in each row of the matrix C corresponds to the coefficient of the variable whose importance is being tested. For example, if variable X 2 does not contribute to the first linear combination X ⋆ 1 , then u 21 , the coefficient of X 2 in X ⋆ 1 and the second element of u 2 , should not be significantly different from zero. If we let C = (0, 1, 0, . . . , 0) be a 1 × pk matrix, then C vec(U) = u 21 , and testing H 0 : C vec(U) = 0 vs. H 1 : C vec(U) ̸ = 0 is equivalent to assessing whether X 2 has a significant contribution to X ⋆ 1 . The test statistic is the asymptotic chi-square test statistic given in (12) when the asymptotic covariance matrix of the kernel matrix is full rank or in (13) when it is not.
In particular, the special case where the effect of the same variable(s) across all k linear combinations is assessed is equivalent to variable selection. That is, the chi-square test for variable contribution can also be applied to select variables important in modeling the response.
Simulation study
The following two models were considered by Shao et al. [33] in their simulation study:
For both models, ϵ is an independent and normally distributed random variable with mean zero and standard deviation 0.1. The predictor vector X = (X 1 , X 2 , . . . , X p ) T has dimension p = 4, 10 in the simulations. The first model in (26) is a one-dimensional model with S Y |X = span((1, 0, . . . , 0) T ). The second model in (27) is a two-dimensional model with S Y |X = span (((1, 0, . . . , 0), (0, 1, 0, . . . , 0)) T ). We report simulation results only for non-normal predictors, X i iid t(5), i = 1, . . . , p, to compare our respective results. We set the number of slices to 5, used in [33] , and 10 to also examine the effect of number of slices on the tests. The nominal level for all tests is 0.05. For the weighted chi-square test in Theorem 1, we use Wood's [34] numerical approximation to the exact distribution of a linear combination of independent chi-square variates, as implemented in the dr package in R, as well as two simple approximations based on the chi-square distribution [3] . The re-scaled version of T = ∑ s i=1 w i χ 2 i in (7) is
i . T sc is a mean corrected version of T , whereas T adj matches the first two moments of T with those of aχ 2 b . Shao et al. [33] used T sc in place of their weighted chi-square test statistic in their simulation study. In Table 2 we report the estimated level and power for several tests of dimension based on SIR applied only to model (26) .
For model (27) , SIR will estimate the central dimension reduction to be 0, since E(X 1 |Y ) = 0. The column headings denote the following tests: SIR is the original chi-square test statistic proposed by Li [23] ; SIR ⋆ is the weighted chi-square test statistic and SIR Wald is the chi-square test statistic, both derived in this paper, as described in Section 4.1; SIR scaled is the scaled and SIR adj is the adjusted version of the weighted chi-square test statistic, as described above. In this table, the line headed by d = 0 vs. d ≥ 1 corresponds to the power of the corresponding test, whereas the row headed by d = 1 vs. d ≥ 2 reports the estimated level. The power of all tests is always uniformly best, i.e. 1, but one can immediately observe that the level of the tests depends on the combination of sample size and number of slices. In this simple model, when the number of slices is 5, the weighted chi-square and its adjusted chi-square version, derived in this paper, have levels smaller than the nominal. The scaled version of the weighted chi-square test achieves the nominal level. Li's SIR test has level fairly close to nominal. When the number of slices is 10, the sample size needs to be at least 200 for the scaled version to achieve the nominal level. It also appears that the Wald-type chi-square test is the least conservative and requires higher sample sizes to achieve the nominal level. The effect on estimation of the interplay between the number of slices and the sample size will also be observed in the tables reporting results for the SAVE based tests of dimension for both models.
In Tables 3-8 we report the estimated level and power for several tests of dimension based on SAVE applied to models (26) and (27) . The column headings denote the following tests: S N and S G denote the sliced average variance estimation test assuming normality (a chi-square test) and the general (weighted chi-square test), respectively, proposed by Shao et al. [33] ; SAVE denotes the weighted chi-square test statistic and SAVE Wald is the chi-square test statistic, both derived in this paper, as described in Section 4.1; SAVE scaled is the scaled and SAVE adj is the adjusted version of the weighted chi-square test statistic, as described above. In Tables 3 and 4 , the line headed by d = 0 vs. d ≥ 1 corresponds to the power of the corresponding test, whereas the row headed by d = 1 vs. d ≥ 2 reports the estimated level. One can readily see that S N fails to estimate the correct dimension 1, as expected as it assumes that the predictors are normal. Among the other tests, there is no clear winner as both power and level depend on the combination of sample size and number of slices. In general, the tests derived in this paper are more conservative than those proposed by Shao et al. [33] . Yet, a pattern is emerging. The Table 4 Estimated levels and power of nominal 5% tests based on model (26) . n p = 4, X i ≈ t (5) scaled version of the weighted chi-square test statistic has higher power and its level is closer to the nominal as compared to either the weighted or adjusted chi-square test statistics. Moreover, the simple Wald-type chi-square test we propose in this paper has similar performance, with level slightly closer to the nominal. We also observe that the combination of the sample size and the number of slices has a big impact on the results across tests.
In Tables 5-8 , the line headed by d = 1 vs. d ≥ 2 corresponds to the power of the corresponding test, whereas the row headed by d = 2 vs. d ≥ 3 reports the estimated level. The conclusions are similar to those for the one-dimensional model in Tables 3 and 4 . Of course, in this case the sample size required across all tests is larger since the model is more complex. Table 8 Estimated levels and power of nominal 5% tests based on model (27) . n p = 10, X i ≈ t (5) 
Table 9
Estimated level and power of nominal 5% variable importance tests in SAVE predictors based on model (26) . In summary, these simulation results indicate that the scaled chi-square approximation to the proposed weighted chisquare test for dimension has similar performance to Shao et al.'s [33] competitor. What is more important, however, is that the simple Wald-type chi-square test we propose in this paper, is a very good, and many times even better, competitor to the weighted chi-square tests for larger sample sizes.
In Table 9 we report the level (under column headed by H 0 ) and power (under column(s) headed by H 1 ) for testing variable importance in model (26) . We assess the importance of variables X 2 , X 3 , X 4 in the SAVE predictor versus the specific alternatives that none of the variables are important (u 11 = u 12 = u 13 = u 14 = 0) and that X 1 and X 2 are not important (u 11 = u 12 = 0). The power is practically 1 across sample sizes. The level is close to nominal when the sample size is about 120 for H = 5, and 250 for H = 10. Again the importance of the choice of the number of slices is noted.
For the most complex model (27), we are testing for the importance of X 3 and X 4 ; that is, whether they contribute to both SAVE predictors simultaneously (H 0 : u ij = 0, i = 1, 2, j = 3, 4) versus the alternative that none is important in either SAVE predictor (H 1 : u ij = 0, i = 1, 2, j = 1, 2, 3, 4) . This test is equivalent to variable selection. The power is 1 even at a sample size of 50 when H = 5, but the level fluctuates across different sample size/number of slices combinations. The nominal of 5% is achieved at roughly 100 observations when H = 5 and at 300 when H = 10 ( Table 10 ).
Discussion
We present two tests for the rank of a random matrix that is asymptotically normal. As an application of this general result, we provide a general theory that encompasses all sufficient dimension reduction methods based on kernel matrices. The two tests for dimension we propose can be applied to all such SDR methods. Moreover, the asymptotic chi-square test we developed only requires the existence of predictor fourth moments and can be used in all SDR kernel-matrix-based methods in lieu of the currently used weighted chi-square test that requires the numerical approximation of the weighted chi-square distribution quantiles when large samples are available. In contrast, the existing chi-square tests for dimension in SDR require normal predictors (e.g., [23, 33] ). We also note that the proposed rank or, equivalently, dimension estimates based on sequential testing is consistent for the true rank. This can be shown by using arguments similar to those of Robin and Smith ( [31] , Thms. 5.1 and 5.2).
We also propose an asymptotic chi-square test for assessing which components of the basis elements of a random matrix are statistically significant. In the context of dimension reduction in regression, this is a general test for variable contribution in the lower-dimensional projections of the predictor vector. Variable selection is a special case of this test. In SDR, the first formal statistical test for the significance of a subset of predictors was developed by Cook [11] (marginal coordinate hypotheses) for SIR. The asymptotic distribution of the test statistics he proposed was weighted chi-square under the assumption of linearity. Also, the tests developed there are variable selection tests in that they test for concurrent variable importance in all SIR projections of the predictor vector. That is, the marginal coordinate hypothesis procedure does not allow testing whether a variable is not significant in the first SDR predictor, yet allow for it to be retained in another SDR predictor. This is also true for the gridded chi-square test [24] , a heuristic method, for assessing variable importance in SIR predictors based on residuals and also for the marginal coordinate weighted chi-square test of Shao et al. [33] for SAVE.
Our test not only can be used for variable selection but also allows testing the contribution of any variable or set of variables in the SDR projections of the predictor vector, either separately or simultaneously. In addition, only finite fourth moments are required and the method can be used to assess variable contribution to any linear combination of random variables. For example, this test can be used to assess variable contribution to principal components as they are simply linear combinations of the elements of a random vector with coefficients the elements of the left singular vectors of the covariance matrix of the random vector.
Proof of Theorem 2. From (
. Using the consistency of  U 0 and  R 0 [7, 30] , we obtain that the estimate of Q,
, is also consistent. Inversion is a continuous function, so that  Q −1 p → Q −1 , when Q is full rank. Also, the Moore-Penrose inverse of a matrix is unique and its entries are continuous functions of the entries of the original matrix. Thus,  Q + p → Q + , when Q is not full rank. Hence, by (A.2), Λ 2 (k) = n vec(  D 0 ) T  Q + vec(  D 0 ) D −→ χ 2 s [28] .
Appendix B
The asymptotic covariance V in (18) Proof of (20) and computation of V SIR : By the multivariate version of the delta method, we have which is a p 2 × p(p + 1)/2 matrix whose rows are specified by the p 2 g components and its columns by the p(p + 1)/2 distinct h entries.
