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When describing complex interconnected systems, one often has to go beyond the traditional
network description to account for generalized interactions. Here, we establish a unified framework
to optimally simplify the analysis of cluster synchronization patterns for a wide range of generalized
networks, including hypergraphs, multilayer networks, and temporal networks. The framework is
based on finding the finest simultaneous block diagonalization (SBD) of the matrices encoding the
synchronization pattern and the interaction pattern. As an application, we use the SBD framework
to characterize chimera states induced by nonpairwise interactions and by time-varying interactions.
The unified framework established here can be extended to other dynamical processes and can facil-
itate the discovery of novel emergent phenomena in complex systems with generalized interactions.
Over the past two decades, networks have emerged as
a versatile description of interconnected complex systems
[1, 2]. However, it has also become increasingly clear that
the original formulation of a static network representing
a single type of pairwise interaction has its limitations.
For this reason, the original formulation has been gener-
alized in different directions, including hypergraphs [3],
multilayer networks [4, 5], and temporal networks [6].
Naturally, with the increased descriptive power comes an
increased analytical complexity, especially for dynamical
processes on these generalized networks.
One important class of dynamical processes on net-
works is cluster synchronization. Many biological and
technological networks show intricate cluster synchro-
nization patterns, where one or more internally coherent
but mutually independent clusters coexist [7–13]. Main-
taining the desired dynamical patterns is critical to the
function of those networked systems [14, 15]. For in-
stance, long-range synchronization in the theta frequency
band between the prefrontal cortex and the temporal cor-
tex has been shown to improve working memory in older
adults [16].
In this Letter, we develop a versatile framework that
enables the stability analysis of synchronization patterns
on generalized networks. Here, generalized networks in-
clude hypergraphs that account for nonpairwise interac-
tions involving three or more nodes simultaneously, mul-
tilayer networks that accommodate mixed types of inter-
actions (in different layers), and temporal networks whose
connections change over time. The method we propose is
based on establishing the finest simultaneous block diag-
onalization (SBD), which optimally decouples the varia-
tional equation and enables the exploration of complex
synchronization patterns in large networks. We demon-
strate the strength of our framework by studying chimera
states (an important class of cluster synchronization pat-
terns) on hypergraphs and temporal networks.
General formulation and the SBD approach.— Con-
sider a general set of equations describing N interacting
oscillators:
xi[t+ 1] = F (xi[t]) + hi(x1[t], · · · ,xN [t], t), (1)
where F describes the intrinsic node dynamics and hi
specifies the influence of other nodes on node i. We
present our framework assuming discrete-time dynam-
ics, although it works equally well for systems with
continuous-time dynamics.
For a static network with a single type of pairwise inter-
action, hi(x1, · · · ,xN , t) = σ
∑N
j=1 CijH(xi,xj), where
σ is the coupling strength, the coupling matrix C re-
flects the network structure, and H is the interaction
function. When the network is globally synchronized,
x1 = · · · = xN = s, the synchronization stability can be
determined through the Lyapunov exponents associated
with the variational equation:
δ[t+ 1] =
(
IN ⊗ JF (s) + σC ⊗ JH(s)
)
δ[t], (2)
where δ = (x1 − s; · · · ;xN − s) is the perturbation vec-
tor, IN is the identity matrix, ⊗ represents the Kronecker
product, and J is the Jacobian operator. In this case
of undirected networks, Eq. (2) can always be decoupled
into N independent low-dimensional equations by switch-
ing to coordinates that diagonalize the coupling matrix
C [17].
For more complex synchronization patterns, however,
additional matrices encoding information about dynami-
cal clusters are inevitably introduced into the variational
equation. In particular, the identity matrix IN is re-
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2placed by diagonal matrices D(m) defined by
D
(m)
ii =
{
1 if node i ∈ Cm,
0 otherwise,
(3)
where Cm represents the mth dynamical cluster. More-
over, as we show below, when hi(·) includes nonpairwise
interactions, multilayer interactions, or time-varying in-
teractions, it leads to additional coupling matrices C(k)
and interaction functions H(k) in the variational equa-
tion. Thus, the variational equations for complex syn-
chronization patterns on generalized networks share the
following form:
δ[t+ 1] =
{∑
m
D(m) ⊗ JF (sm)+
∑
m,k
σkC
(k)D(m) ⊗ JH(k)(sm, t)
}
δ[t],
(4)
where sm is the synchronized state of the oscillators in
the mth dynamical cluster.
For Eq. (4), diagonalizing any one of the matricesD(m)
or C(k) generally does not lead to optimal decoupling of
the equation. Instead, all of {D(m)} and {C(k)} should
be considered concurrently and be simultaneously block
diagonalized to reveal independent perturbation modes.
In particular, the new coordinates should separate the
perturbation modes parallel and transverse to the cluster
synchronization manifold, and decouple transverse per-
turbations to the fullest extent possible.
For this purpose, we develop an algorithm to find an or-
thogonal transformation matrix P that reveals the finest
SBD of any given set of symmetric matrices. Given a set
of symmetric matrices B = {B(1),B(2), . . . ,B(L)}, our
SBD algorithm consists of three simple steps:
i) Find the (orthogonal) eigenvectors vi of the matrix
B =
∑L
`=1 ξ`B
(`), where ξ` are independent random
numbers drawn from a Gaussian distribution. Set Q =
[v1, · · · ,vN ].
ii) Generate B =
∑L
`=1 ξ`B
(`) for a new realization of ξ`
and compute B˜ = QᵀBQ. Mark the indexes i and j as
being in the same block if B˜ij 6= 0 (and thus B˜ji 6= 0).
iii) Set P = [v(1), · · · ,v(N)], where  is a permutation
of 1, · · · , N such that indexes in the same block are sorted
consecutively.
Intuitively, the above algorithm works because a random
combination of B(`) contains all the information about
their common block structure (with probability 1), which
can be efficiently extracted through eigendecompostion
(see Supplemental Material [18] for a proof of the opti-
mality of the discovered common block structure). In
addition to establishing a unified framework for general-
ized networks, our SBD algorithm is also faster than any
of its precedents: it scales with O(N3) instead of O(N4)
[19–22] or O(LN3) [23]. Our algorithm can process ma-
trices with N ≈ 1000 in under a second (tested on an
Intel Xeon E5-2680 v3 Processor). Moreover, the algo-
rithm requires the eigendecompostion of a single matrix,
so its performance does not depend strongly on the num-
ber of matrices to be simultaneously block diagonalized.
The MATLAB and Python implementations of our SBD
algorithm are available online as part of this publication
[24].
Cluster synchronization and chimera states on
hypergraphs.— Hypergraphs [25] and simplicial com-
plexes [26] provide a general description of networks with
nonpairwise interactions and have been widely adopted
in the literature [27–36]. However, the associated ten-
sors describing those higher-order structures are more in-
volved than matrices, especially when combined with the
analysis of dynamical processes [37–42]. There have been
several efforts to generalize the master stability function
(MSF) formalism [17] to these settings, for which differ-
ent variants of an aggregated Laplacian have been pro-
posed [43–46]. The aggregated Laplacian captures inter-
actions of all orders in a single matrix, whose spectral
decomposition allows the stability analysis to be decou-
pled into structural and dynamical components, just like
the usual MSF for pairwise interactions. However, such
powerful reduction comes at an inevitable cost: simplify-
ing assumptions must be made about the network struc-
ture (e.g., all-to-all coupling), node dynamics (e.g., fixed
points), and/or interaction functions (e.g., linear) in or-
der for the aggregation to a single matrix to be valid.
Here, we consider general oscillators coupled on hyper-
graphs without the aforementioned restrictions. For the
ease of presentation and without loss of generality, we
focus on networks with interactions that involve up to
three oscillators simultaneously:
xi[t+ 1] =F (xi[t]) + σ1
N∑
j=1
A
(1)
ij H
(1) (xi[t],xj [t])
+σ2
N∑
j=1
N∑
k=1
A
(2)
ijkH
(2) (xi[t],xj [t],xk[t]) .
(5)
The adjacency matrix A(1) and adjacency tensor A(2)
represent the pairwise and the three-body interaction,
respectively. To make progress, we use the following
key insight from Ref. [47]: for noninvasive coupling [i.e.,
H(1)(s, s) = 0 and H(2)(s, s, s) = 0] and global syn-
chronization, synchronization stability in hypergraphs is
determined by Eq. (4) with C(k) = −L(k), where L(k)
are generalized Laplacians defined based on the adja-
cency tensors A(k). More concretely, L(1) is the usual
Laplacian, for which L
(1)
ij = δij
∑
k A
(1)
ik − A(1)ij ; L(2)
retains the zero row-sum property and is defined as
L
(2)
ij = −
∑
k A
(2)
ijk for i 6= j and L(2)ii = −
∑
k 6=i L
(2)
ik .
Higher-order generalized Laplacians for k > 2 can be de-
fined similarly.
Crucially, we can show that the generalized Laplacians
are sufficient for the stability analysis of cluster synchro-
3FIG. 1. Chimera states arising from nonpairwise interactions. (a) Two identical clusters of optoelectronic oscillators. The
three-body interactions are indicated by 2-simplices (beige triangles). The eight dynamical clusters that form the chimera state
are indicated by different colors. (b) Common block structure of the matrices in the variational equation [Eq. (4)] revealed
by the SBD algorithm. (c) Linear stability analysis of chimera states based on the SBD coordinates for a range of pairwise
interaction strength σ1 and three-body interaction strength σ2. Chimeras are stable when the maximum transverse Lyapunov
exponent Λ is negative. (d) Chimera dynamics for σ1 = 0.6 and σ2 = 0.4 [green dot in (c)].
nization patterns provided that the clusters are nonin-
tertwined [48, 49] (see Supplemental Material for details
[18]). Thus, in these cases, the problem reduces to ap-
plying the SBD algorithm to the set formed by matrices
{D(m)} (determined by the synchronization pattern) and
{L(k)} (encoding the hypergraph structure). The result-
ing SBD coordinates automatically separate the pertur-
bations transverse to the cluster synchronization mani-
fold from the ones parallel to the manifold. The trans-
verse perturbations dictate the stability of the cluster
synchronization state and are optimally decoupled under
the SBD coordinates. This significantly simplifies the
calculation of Lyapunov exponents in Eq. (4) and can
provide valuable insight on the origin of instability.
As an application to nontrivial synchronization pat-
terns, we study chimera states [50, 51] on hypergraphs.
The hypergraph in Fig. 1(a) consists of two clusters of op-
toelectronic oscillators. Each cluster is a simplicial com-
plex, in which a node is coupled to its four nearest neigh-
bors through pairwise interactions of strength σ1 and it
also participates in three-body interactions of strength
σ2. The two clusters are all-to-all coupled through weaker
links of strength κσ1, and in our simulations we take
κ = 1/5. The individual oscillators are modeled as dis-
crete maps xi[t + 1] = β sin
2
(
xi[t] + pi/4
)
, where β is
the self-feedback strength that is tunable in experiments
[52]. For the pairwise interaction, we set H(1)(xi, xj) =
sin2
(
xj + pi/4
)− sin2 (xi + pi/4). For the three-body in-
teraction, we set H(2)(xi, xj , xk) = sin
2
(
xj + xk − 2xi
)
.
To characterize chimera states for which one cluster is
synchronized and one cluster is incoherent, we are con-
fronted with 10 noncommuting matrices in Eq. (4). Eight
of them are {D(1), · · · ,D(8)} corresponding to one dy-
namical cluster with 7 synchronized nodes and seven dy-
namical clusters with 1 node each [distinguished by col-
ors in Fig. 1(a)]. The other two matrices are {L(1),L(2)},
which describe the pairwise and three-body interactions,
respectively. Applying the SBD algorithm to these ma-
FIG. 2. Reducing the complexity of analyzing synchronization
patterns in hypergraphs. (a) Example hypergraph consisting
of M = 5 clusters, each with n = 7 nodes. (b) Reduction in
computational complexity achieved by the SBD algorithm for
n = 7, p = 0.5, and q = 0.5 as M is varied. The box covers
the range 25th–75th percentile, the whiskers mark the range
5th–95th percentile, and the dots indicate the remaining 10%
outliers. Each boxplot is based on 1000 independent network
realizations.
trices reveals the common block structure depicted in
Fig. 1(b). The gray block corresponds to perturba-
tions parallel to the cluster synchronization manifold and
doesn’t affect the chimera stability. The blue blocks con-
trol the transverse perturbations and are included in the
stability analysis. This allows us to focus on one 1 × 1
block at a time and to efficiently calculate the maximum
transverse Lyapunov exponent (MTLE) Λ of the chimera
state using previously established procedure for chimera
stability analysis [53]. In particular, we can calculate the
MTLE in the σ1-σ2 parameter space to map out the sta-
ble chimera region. As can be seen from Fig. 1(c), where
we fix β = 1.5, chimera states are unstable when oscilla-
tors are coupled only through pairwise interactions (i.e.,
when σ2 = 0), but they become stable in the presence
of three-body interactions of intermediate strength. Fig-
ure 1(d) shows the typical chimera dynamics for β = 1.5,
σ1 = 0.6, and σ2 = 0.4.
To test the SBD algorithm systematically, we consider
networks consisting of M dynamical clusters, each with
4FIG. 3. Chimera states on a temporal network, whose intracluster connections alternate between two configurations. The
panels are the equivalents of the ones in Fig. 1.
n nodes [Fig. 2(a)], such that: 1) each cluster is a ran-
dom subnetwork with link density p, to which three-body
interactions are added by transforming triangles into 2-
simplices; 2) two clusters are either all-to-all connected
(with probability q > 0) or fully disconnected from each
other (with probability 1 − q). In the analysis of the
M -cluster synchronization state in these networks, the
reduction in computational complexity yielded by the
SBD algorithm can be measured using r(α) =
∑
i n
α
i /N
α,
where ni is the size of the ith common block for the trans-
formed matrices. If the computational complexity of an-
alyzing Eq. (4) in its original form scales as O(Nα), then
r(α) gives the fraction of time needed to analyze Eq. (4)
in its decoupled form under the SBD coordinates. Given
that the computational complexity of finding the Lya-
punov exponents for a fixed point in an ni-dimensional
space typically lies between O(n2i ) and O(n3i ), here we set
α = 3 as a reference for the more challenging task of cal-
culating the Lyapunov exponents for periodic or chaotic
trajectories.
In Fig. 2(b), we apply the SBD algorithm to
{D(1), · · · ,D(M),L(1),L(2)} and plot r(3) against the
number of clusters M in the networks. We see a reduc-
tion in complexity of at least two orders of magnitude
(r(3) ≤ 10−2) for M ≥ 10. This reduction does not de-
pend sensitively on other parameters in our model (n, p,
and q).
Multilayer and temporal networks.— The coexistence
of different types (i.e., layers) of interactions in a network
[4, 5, 54] can dramatically influence underlying dynamical
processes, such as diffusion [55, 56] and synchronization
[57, 58]. Multilayer networks of N oscillators diffusively
coupled through K different types of interactions can be
described by
xi[t+ 1] = F (xi[t])−
K∑
k=1
σk
N∑
j=1
L
(k)
ij H
(k)(xj [t]), (6)
where L(k) is the Laplacian matrix representing the links
mediating interactions of the form H(k) and coupling
strength σk. It is easy to see that the corresponding
variational equation for a given synchronization pattern
[23, 59] is a special case of Eq. (4) and can be readily
addressed using the SBD algorithm.
FIG. 4. Equivalent of Fig. 2 for temporal networks. Each
temporal network consists of M clusters with time-varying
connections. In each cluster, an expected 20% of the links are
temporal (connections alternate between the blue and the red
lines) and the remaining 80% are static (black lines).
Another class of systems that lend themselves natu-
rally to be addressed using our SBD framework are tem-
poral networks [6]. Such networks are ubiquitous in na-
ture and society [60, 61], and their time-varying nature
has been shown to significantly alter many dynamical
characteristics, including controllability [60] and synchro-
nizability [62, 63].
Consider a temporal network whose connection pattern
at time t is described by L(t),
xi[t+ 1] = F (xi[t])− σ
N∑
j=1
L
(t)
ij H(xj [t]). (7)
Here, the stability analysis of synchronization patterns
can by simplified by simultaneously block diagonalizing
{D(m)} and {L(t)}. This framework generalizes the one
developed in Ref. [64], which assumes that synchroniza-
tion is global and the set of all L(t) to be commuta-
tive. We also do not require separation of time scales
between the evolution of the network structure and the
internal dynamics of oscillators (e.g., the fast switching
limit), which was assumed in various blinking models in
exchange of analytical insight [65, 66].
As an application, we characterize chimera states on
temporal networks that alternate between two different
configurations. Figure 3(a) illustrates the temporal evo-
lution of one such network, which has intracluster cou-
pling of strength σ and intercluster coupling of strength
κσ (again for κ = 1/5 and the same optoelectronic os-
cillator and pairwise interaction function as in Fig. 1).
5This system has a variational equation with noncommut-
ing matrices {D(1), · · · ,D(6),L(1),L(2)}, where L(1) and
L(2) correspond to the network configuration at odd and
even t, respectively. Applying the SBD algorithm reveals
one 6 × 6 “parallel” block and two 2 × 2 “transverse”
blocks [Fig. 3(b)], effectively reducing the dimension of
the problem from 10 to 2. The chimera region based
on the MTLE calculated under the SBD coordinates is
shown in Fig. 3(c) and the typical chimera dynamics for
σ = 0.9 and β = 1.1 are presented in Fig. 3(d).
To further demonstrate the utility of the SBD frame-
work, we consider more systematically temporal networks
that alternate between two different configurations. The
network construction is similar to that in Fig. 2, except
that here each cluster has time-varying instead of non-
pairwise interactions. In the example shown in Fig. 4(a),
each cluster has red links active at odd t and blue links
active at even t, while the black links are always active.
Figure 4(b) confirms that the SBD algorithm consistently
leads to substantial reduction in computational complex-
ity. Moreover, as in the case of hypergraphs (Fig. 2), the
complexity reduction increases as the number M of clus-
ters increases. Again, the results are largely independent
of the cluster size and link densities.
Conclusions.— In this work we established SBD as a
versatile tool to analyze complex synchronization pat-
terns in generalized networks with nonpairwise, multi-
layer, and time-varying interactions. The method can be
easily applied to other dynamical processes, such as diffu-
sion [56], random walks [35], and consensus [67]. Indeed,
the equations describing such processes on generalized
networks often involve two or more noncommuting ma-
trices, whose SBD naturally leads to an optimal mode
decoupling and the simplification of the analysis. Our
SBD algorithm is highly scalable, with a computational
complexity of O(N3) that is dominated by the cost of
finding the eigenvectors of an N ×N symmetric matrix.
The computational time used to find SBD coordinates is
thus negligible compared with the time needed to per-
form the stability analysis (i.e., the calculation of the
Lyapunov exponents). This is especially true for chaotic
oscillators, for which the variational equation needs to
be integrated over the entire chaotic attractor. More-
over, given a network and a synchronization pattern, the
transformation needs to be calculated only once since the
same SBD coordinates can be reused for different choices
of parameters (as in our parameter space characteriza-
tion of the stability of chimera states). We thus expect
that the SBD framework will facilitate the exploration of
collective dynamics beyond traditional networks.
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Unified Treatment of Dynamical Processes on Generalized Networks: Higher-Order, Multilayer, and Temporal Interactions
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I. OPTIMALITY OF THE COMMON BLOCK STRUCTURE DISCOVERED BY THE SBD ALGORITHM
Given a set of symmetric matrices B = {B(1),B(2), . . . ,B(L)}, letB = ∑L`=1 ξ`B(`), where ξ` are random coefficients.
Without loss of generality, we can assume all matrices B(`) to be in their finest common block form. Our goal is
then to prove that, with probability 1, each eigenvector vi of B is “localized” within a single (square) block, meaning
that the indices of the nonzero entries of vi are limited to the rows of one of the common blocks shared by {B(`)}
(Fig. S1).
We first notice that B inherits the common block structure of {B(`)}. Thus, for each ni × ni block shared by
{B(`)}, we can always find ni eigenvectors of B that are “localized” within that block. When the eigenvalues of B
are nondegenerate, the eigenvectors are unique, and thus all N =
∑
i ni eigenvectors of matrix B are localized within
individual bocks.
If the matrix B includes eigenvectors with degenerate eigenvalues, then this is either caused by a non-generic
choice of {ξ`} or by all matrices B(`) sharing the same set of degenerate eigenvectors. The first scenario does not
persist upon infinitesimal variation in ξ` and thus occurs with probability 0. The second scenario implies that all
matrices B(`) are simultaneously diagonalized in the subspace spanned by these eigenvectors, corresponding to 1× 1
blocks in their finest common block form. We have assumed that the matrices B(`) are in this form. Thus, even when
B has degenerate eigenvectors (which we choose to be orthogonal to each other), all the eigenvectors still match the
common block structure shared by {B(`)} with probability 1.
Based on the results above, it follows that after computing the eigenvectors vi of matrix B (step i of the SBD
algorithm) and sorting them according to their associated block (steps ii and iii of the SBD algorithm), the resulting
orthogonal matrix P = [v(1), · · · ,v(N)] will, with probability 1, reveal the finest common block structure. Here,
“finest” is characterized by the number of common blocks being maximal (which is also equivalent to the sizes of the
blocks being minimal), and the block sizes are unique up to permutations.
Figure S1. Illustration of an eigenvector vi that is “localized” within the green block. Nonzero entries are represented as solid
circles.
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2II. VARIATIONAL EQUATION FOR NONINTERTWINED CLUSTERS IN HYPERGRAPHS
The variational equation for a cluster synchronization pattern on a hypergraph has the following form:
δi[t+ 1] = JF (s
m(i)[t])δi[t] + σ1
∑
j
A
(1)
ij
(
∂xiH
(1) (xi,xj) |(sm(i),sm(j))δi[t] + ∂xjH(1) (xi,xj) |(sm(i),sm(j))δj [t]
)
+σ2
∑
j,k
A
(2)
ijk
(
∂xiH
(2) (xi,xj ,xk) |(sm(i),sm(j),sm(k))δi[t] + ∂xjH(2) (xi,xj ,xk) |(sm(i),sm(j),sm(k))δj [t]+
∂xkH
(2) (xi,xj ,xk) |(sm(i),sm(j),sm(k))δk[t]
)
+ σ3
∑
j,k,`
A
(3)
ijk` · · · , i = 1, 2, . . . , N,
(S1)
where m(i) denotes the cluster to which node i belongs.
Since the clusters are not intertwined, each oscillator in the same cluster is affected by perturbations in other
clusters in the same way [1, 2]. Thus, for all nodes i that belong to a cluster m, the terms from Eq. (S1) involving
δj for j /∈ m can be combined into a single aggregated term Im. Moreover, each oscillator in cluster m receives the
same number of links µm′→m from a different cluster m′. Using these conditions, the σ1 term from Eq. (S1), which
arise from the pairwise interactions, can be simplified to
∑
j
A
(1)
ij
(
∂xiH
(1) (xi,xj) |(sm(i),sm(j))δi[t] + ∂xjH(1) (xi,xj) |(sm(i),sm(j))δj [t]
)
=
∑
j∈m(i)
A
(1)
ij
(
∂xiH
(1) (xi,xj) |(sm(i),sm(i))δi[t] + ∂xjH(1) (xi,xj) |(sm(i),sm(i))δj [t]
)
+
∑
j /∈m(i)
A
(1)
ij
(
∂xiH
(1) (xi,xj) |(sm(i),sm(j))δi[t] + ∂xjH(1) (xi,xj) |(sm(i),sm(j))δj [t]
)
=
∑
j∈m(i)
A
(1)
ij
(
∂xiH
(1) (xi,xj) |(sm(i),sm(i))δi[t] + ∂xjH(1) (xi,xj) |(sm(i),sm(i))δj [t]
)
+
∑
m′ 6=m(i)
µm′→m(i)∂xiH
(1) (xi,xj) |(sm(i),sm′)δi[t] + I
(1)
m(i)[t].
(S2)
Since H(1)(s, s) = 0 implies ∂xiH
(1) (xi,xj) |(s,s) = −∂xjH(1) (xi,xj) |(s,s), it follows that the first r.h.s. term in
this equation can be expressed using the generalized Laplacian L(1) as
−
∑
j∈m(i)
L
(1)
ij ∂xjH
(1) (xi,xj) |(sm(i),sm(i))δj [t], (S3)
where the diagonal entries in the generalized Laplacian only count the number of intracluster connections. The second
and the third r.h.s. terms can be expressed using the diagonal matrices D(m), since they both are equal for all nodes
within a cluster.
3Similarly, for three-body interactions, the corresponding term from Eq. (S1) can be simplified as follows:∑
j,k
A
(2)
ijk
(
∂xiH
(2) (xi,xj ,xk) |(sm(i),sm(j),sm(k))δi[t] + ∂xjH(2) (xi,xj ,xk) |(sm(i),sm(j),sm(k))δj [t]+
∂xkH
(2) (xi,xj ,xk) |(sm(i),sm(j),sm(k))δk[t]
)
=
∑
j∈m(i),k∈m(i)
A
(2)
ijk
(
∂xiH
(2) (xi,xj ,xk) |(sm(i),sm(i),sm(i))δi[t] + ∂xjH(2) (xi,xj ,xk) |(sm(i),sm(i),sm(i))δj [t]+
∂xkH
(2) (xi,xj ,xk) |(sm(i),sm(i),sm(i))δk[t]
)
+∑
j /∈m(i)|k/∈m(i)
A
(2)
ijk
(
∂xiH
(2) (xi,xj ,xk) |(sm(i),sm(j),sm(k))δi[t] + ∂xjH(2) (xi,xj ,xk) |(sm(i),sm(j),sm(k))δj [t]+
∂xkH
(2) (xi,xj ,xk) |(sm(i),sm(j),sm(k))δk[t]
)
=
∑
j∈m(i),k∈m(i)
A
(2)
ijk
(
∂xiH
(2) (xi,xj ,xk) |(sm(i),sm(i),sm(i))δi[t] + ∂xjH(2) (xi,xj ,xk) |(sm(i),sm(i),sm(i))δj [t]+
∂xkH
(2) (xi,xj ,xk) |(sm(i),sm(i),sm(i))δk[t]
)
+∑
m′ 6=m(i)|m′′ 6=m(i)
µm′m′′→m(i)∂xiH
(2) (xi,xj ,xk) |(sm(i),sm′ ,sm′′)δi[t]+∑
j∈m(i),m′ 6=m(i)
µm′m(i)→m(i)∂xjH
(2) (xi,xj ,xk) |(sm(i),sm(i),sm′)δj [t]+∑
k∈m(i),m′ 6=m(i)
µm′m(i)→m(i)∂xkH
(2) (xi,xj ,xk) |(sm(i),sm′ ,sm(i))δk[t] + I
(2)
m(i)[t].
(S4)
Here, the | symbol under ∑ denotes the logical OR operator and µm′m′′→m represents the number of three-body
interactions a node in cluster m receives that involve a node from cluster m′ and another node from cluster m′′.
Again, using the noninvasive property H(2)(s, s, s) = 0, the first r.h.s. term in this equation can be expressed using
the generalized Laplacian L(2) as
−
∑
j∈m(i)
L
(2)
ij
(
∂xjH
(2) (xi,xj ,xk) |(sm(i),sm(i),sm(i)) + ∂xkH(2) (xi,xj ,xk) |(sm(i),sm(i),sm(i))
)
δj [t], (S5)
where the entries in L(2) only take into account the intracluster 2-simplices [3]. Similarly to the case of pairwise
interactions, the other r.h.s. terms can be expressed using the diagonal matrices D(m). The derivations above can be
easily adapted to include higher-order interactions that involve more than three nodes simultaneously.
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