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unterschiedliche repräsentative Problemstellungen bearbeitet. Dabei wird für Mehr-
schichtverbunde die Festigkeitsoptimierung hinsichtlich eines bruchtypbezogenen Ver-
sagenskriteriums vorgenommen, ein Dämpfungsmodell zur Materialcharakterisierung
entworfen sowie eine bivalente Optimierungsstrategie zur Auslegung von gewickelten
Hochdruckbehältern erstellt. Die Grundlage der entwickelten Methoden bilden dabei
jeweils stochastische naturanaloge Optimierungsheuristiken, da die betrachteten Auf-
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Abstract
The full utilization of the light weight potential in the dimensioning of multilayer fiber
reinforced composites requires suitable optimization tools, since a large number of
design variables has to be taken into account. In this work, optimization algorithms and
strategies for the solution of scientific questions for industrial applications are developed
and evaluated in the design of corresponding fiber-plastic composites. In order to show
the wide range of applications, three different representative topics have been chosen.
It will carry out a strength optimization for multilayer composites with regard to a
type-related failure criterion, devolop a damping model for material characterization
and established a bivalent optimization strategy for the design of wound high-pressure
vessels. The developed methods are based on stochastic natural-analog optimization
heuristics, since the considered tasks are not convex and such methods can be used in a
very flexible manner.
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1 Einleitung
Der Einsatz von endlosfaserverstärkten Kunststoffen (FKV: Faser-Kunststoff-Verbunden)
in Form von Mehrschichtverbunden (MSV) hat in den letzten Jahren in vielen Branchen
und Anwendungsfeldern stark zugenommen. Zahlreiche Studien bestätigen, dass in den
nächsten zwei Jahrzehnten insbesondere bei Bauteilen aus kohlenstofffaserverstärkten
Kunststoffen (CFK) große Zuwachsraten zu erwarten sind. Dies ist zum einen auf die
herausragenden spezifischen mechanischen Eigenschaften und zum anderen auf die
flexible Materialanpassung während des Konstruktions- und Auslegungsprozesses der
vergleichsweise noch jungen Werkstoffgruppe zurückzuführen. Gegenwärtig wird von
einer deutlichen Kostenreduzierung bei der Herstellung von CFK-Bauteilen von bis zu
zwei Dritteln ausgegangen. Die stetige Erweiterung des CFK-Einsatzes wird in bereits
etablierten Industriezweigen1 wie der Luft- und Raumfahrt besonders deutlich. Bei
Großraumflugzeugen wie etwa dem Airbus A380 (Jungfernflug 2005) entspricht der
Anteil von CFK rund 25 Prozent. Dies betrifft u. a. das Leitwerk, Teile des Rumpfes
und der Tragflächen. Die Rümpfe des Boeing 787 „Dreamliner“ (2009) und des Airbus
A350 (2013) bestehen fast ausschließlich aus CFK, sodass dieser Werkstoff mittlerweile
ca. die Hälfte der Gesamtmasse des Flugzeugs ausmacht.
Durch neuartige Fertigungsprozesse konnten zudem Branchen erschlossen werden, die
derzeit noch von metallischen Leichtbauwerkstoffen dominiert werden. Neben den Schie-
nenfahrzeugen ist die Automobilindustrie auf dem Vormarsch, tragende Strukturbauteile
aus FKV einzusetzen. Dies ist in zukünftigen Fahrzeuggenerationen – vor allem auch
bei Serienfahrzeugen – zwingend erforderlich, um die ehrgeizigen Verbrauchs- und
Emissionsvorgaben der Europäischen Union von max. 95 g CO2/km bis zum Jahr 2020
zu erreichen. Dem Leichtbau mit neuartigen Materialkombinationen wird daher eine
zentrale Bedeutung eingeräumt. Als Vorreiter gelten hier die Serienfahrzeuge BMW i3
und i8, deren Fahrgastzellen vollständig aus CFK gefertigt werden. Nach Herstelleran-
gaben führt diese neue Faserverbundtechnologie zu einer Gewichtseinsparung von rund
30% im Vergleich zur klassischen Aluminiumbauweise.
Die Erforschung von Schlüsseltechnologien für energieeffiziente Produkte und Ferti-
gungsverfahren ist aufgrund der geforderten Ressourceneinsparung und der gesetzlichen
Vorgaben auch ein zentrales Ziel verschiedener fachübergreifender Cluster und Netz-
werke in Deutschland, in die zahlreiche internationale und nationale Industriepartner
eingebunden sind. In den entsprechenden koordinierten Forschungsvorhaben werden
beispielsweise im Exzellenzcluster MERGE „Technologiefusion für multifunktionale
Leichtbaustrukturen“, dem „Forschungs-Campus Open Hybrid LabFactory“ oder dem
1 Im Jahre 1983 erfolgte der erste Serieneinsatz von CFK in der Großkomponente Seitenruder beim
Airbus A310.
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1.1 Problemstellung und Zielstellung
Die Bereitstellung von Optimierungswerkzeugen, welche bei der Materialcharakterisie-
rung und Dimensionierung von FKV-Strukturen in wissenschaftlichen und industriellen
Anwendungen unterstützen, ist von zentraler Bedeutung für die vollständige Ausnutzung
des vorhandenen Leichtbaupotentials. Das Hauptaugenmerk liegt hier auf endlosfaserver-
stärkten MSV-Bauteilen, bei denen mannigfaltige Entwurfsvariablen zu berücksichtigen
sind.
Die Optimierung von MSV-Bauteilen hinsichtlich ihrer maximalen Beanspruchung,
beispielsweise durch Variation zulässiger Schichtorientierungen, ist mit herkömmlichen
deterministischen Optimierungsalgorithmen nur eingeschränkt anzuwenden, da die
auszuwertenden Bruchfunktionen aufgrund der notwendigen Polartransformation, im
Definitionsbereich i. d. R. nicht konvex sind. Ferner sind die bruchmodeabhängigen
Zielfunktionen i. Allg. nur C0-stetig und damit nicht differenzierbar, sodass ableitungs-
basierte Optimierungsstrategien zu keiner befriedigenden Lösung führen. Weiterhin ist
der Definitionsbereich durch diskrete Fertigungsrestriktionen wie etwa Winkel, Schichtdi-
cken und Materialkombinationen auf kombinatorische Anordnungsprobleme beschränkt.
Eine schlichte Enumeration aller Lösungsalternativen verbietet sich meist aufgrund der
Vielzahl an Möglichkeiten und dem exponentiellen Wachstum mit der Problemgröße.
Für solche „schwer lösbaren“ Probleme wurden in den letzten Jahren spezielle natura-
naloge Optimierungsansätze entwickelt. Deren Anpassung und Implementierung zur
Festigkeitsoptimierung von MSV-Bauteilen hinsichtlich neuartiger bruchmodeabhängiger
Versagensfunktionen steht noch aus und ist ein Teilziel dieser Arbeit.
Das breite Anwendungsspektrum für kombinatorische Problemstellungen mit prinzipiell
beliebigen alphanumerischen Symbolen derartiger Optimierungsheuristiken kann zur
Entwicklung neuer Strategien zur Materialcharakterisierung von schwierig zu erfassen-
den Abhängigkeiten herangezogen werden. So hängt etwa das Dämpfungsverhalten
von thermoplastischen endlosfaserverstärkten FKV-Strukturen von einer Vielzahl fer-
tigungsbedingter Einflussgrößen ab. Eine direkte Berücksichtigung der komplizierten
Abhängigkeiten in den Modellen wäre sehr aufwändig und in der Anwendung kaum
praktikabel. Gegenwärtige Approximationsmethoden für derartig komplexe Problem-
stellungen werden oft auf Basis von Künstlichen Neuronalen Netzen durchgeführt,
wobei die Beschreibung anschließend allerdings nur indirekt, in Form eines Graphen
oder Programms vorliegt. Demgegenüber kann ein anschaulicher kompakter mathe-
matischer Ausdruck, etwa zum Aufbau weiterführender Modelle oder notwendiger
Sensitivitätsanalysen, wesentlich effizienter und flexibler eingesetzt werden. Aus diesen
Überlegungen folgt der Bedarf, derartige Zusammenhänge weitgehend auf Basis von
Dämpfungsmessungen abzubilden, wofür die Anwendung eines kombinierten genetischen
und deterministischen Optimierungsalgorithmus besondere Vorteile bietet.
Bei der Dimensionierung von MSV-Strukturen müssen neben Festigkeits- und Stei-
figkeitsrestriktionen typischerweise auch übergeordnete Fertigungsrandbedingungen
beachtet werden, was bei der Strukturoptimierung oft auf multikriterielle Zielfunktionen
führt. Die Fertigungseinflüsse und Beschränkungen hängen dabei vielfach von individu-
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ellen Gegebenheiten und der vorherrschenden Infrastruktur ab. Dies hat zur Folge, dass
die einzuhaltenden Bedingungen und Regeln z. T. volatil formuliert sind und häufig
auf dem Erfahrungsschatz einzelner Mitarbeiter beruhen. Daher muss eine geeignete
Optimierungsstrategie flexibel mit solchen unscharfen Größen und Vorgaben umgehen
können.
Für eine derartige Problemstellung soll eine neue kriterienbasierte Optimierungsstrategie
konzipiert, implementiert und am Beispiel eines gewickelten hybriden Hochdruckbe-
hälters mit geschweißten Stahllinern und Muffen sowie Klöpperböden validiert werden.
Die Grundlage bilden dabei vorherrschende Dimensionierungsgrößen sowie abgeleitete
weiterführende Gestaltungskriterien. Diese sind zu einer vergleichenden Qualitätsaussage
zusammenzufassen, auf deren Basis wiederum eine bivalente Optimierung stattfindet.
Über die konkreten Lösungen hinsichtlich der Entwicklung von endlosfaserverstärkten
MSV-Bauteilen auf Grundlage naturanaloger Optimierungsheuristiken hinaus sollen in
dieser Arbeit das breite Anwendungsspektrum der neuen Strategien als Auslegungsme-
thode aufgezeigt und dessen Einsatzgrenzen dargestellt werden.
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1.2 Literaturübersicht
1.2.1 Optimierung mit naturanalogen Metaheuristiken
Die favorisierten Ansätze und Optimierungsverfahren lassen sich unter dem Begriff
Computational Intelligence zusammenfassen. Dieser wird in der Literatur nicht einheitlich
benutzt, sodass sich ebenfalls Begriffe wie etwa Soft Computing, Natural Computation
oder Maschine Learning etabliert haben. Die Algorithmen dieser Verfahren basieren
auf alphanumerischen Daten und können ferner dem Gebiet Künstliche Intelligenz
zugeordnet werden [LC08, Bro12].
Methoden der Computational Intelligenz werden für Problemstellungen aus den Berei-
chen
• Steuerung und Regelung,
• Klassifikation,
• Mustererkennung,
• Suche und Optimierung
angewandt; siehe z. B. [Kra09, Soc12, RBK12, Kro13]. Dabei kommen hier ausschließlich
die Optimierungsverfahren zur Anwendung, die bei diskreten Entwurfsvariablen und
damit kombinatorischen Anordnungsproblemen als Suche bezeichnet werden.
Vor allem die naturanalogen Optimierungsheuristiken, welche Mechanismen wie Par-
allelität, Selektion, Stigmergenz und Informationsvererbungen nutzen, haben in den
letzten Jahren in technischen und wirtschaftlichen Anwendungen vielversprechende
Ergebnisse generiert [YCX13, KY11]. Besonders die in der Biologie zu beobachtenden
Selbstanpassungs- und Kommunikationsstrategien haben zu einer neuen Klasse von
Optimierungsalgorithmen geführt. Nicht zuletzt durch die gestiegenen Rechnerkapazi-
täten wurden in jüngster Zeit zahlreiche Ansätze mit einer nahezu unüberschaubaren
Variantenvielfalt entwickelt (vgl. dazu Tab. A.1 S.127). Verschiedene Algorithmen, die
sich jedoch oft nur durch die Gewichtungen einzelner Optimierungsparameter unter-
scheiden, wie etwa Verteilungsmodelle bei der Variablenmutation, Richtungsermittlung
bei Schwarmverfahren oder Auswahlwahrscheinlichkeiten der verschiedenen Operatoren,
werden in der Literatur als z. T. eigenständige Verfahren behandelt. Eine scharfe Ab-
grenzung untereinander und eindeutige Klassifizierung kann dabei oft nur unpräzise
erfolgen [FY13]. Zudem werden verschiedene Strategien auch in Kombination angewandt
[KG13, TYCH15]. Diese große Diversität ist der Tatsache geschuldet, dass verschiedene
Heuristiken für unterschiedliche Problemstellungen sich in Laufzeitkomplexität und
Ergebnisqualität unterscheiden. Ein kritischer Vergleich ausgewählter Strategien ist u. a.
in [ZZH10, DK13] dargestellt.
Eine grundsätzliche Betrachtung derzeitiger Evolutionsstrategien ist in [BFK13] und
der schwarmbasierten Verfahren in [AGR06] zu finden. Eine systematische quantitative
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Auswertung von Veröffentlichungen und deren Einteilung nach Anwendungsgebieten
des Ant Colony Optimization-Verfahrens sind in [DL11] angegeben.
1.2.2 Globale Approximationsverfahren
Für die Optimierung von komplizierten Strukturen, dessen iterative Modellierung und
Zielfunktionsauswertung etwa durch eine numerische Simulation sehr kostenaufwändig
ist, haben sich verschiedene globale Approximationsmethoden etabliert. Die bevorzug-
ten Vertreter sind Antwortflächen (Response Surface), die das Systemverhalten durch
Polynomansätze approximieren und als analytisches Ersatzproblem in der Struktur-
optimierung vielfach eingesetzt werden [Har08]. Für die Abbildung sehr komplexer
Zusammenhänge wurden zudem im Rahmen der Computational Intelligenz Algorithmen
entwickelt, die anhand von Trainingsdaten das Systemverhalten in Form eines Graphen
mit gewichteten Kanten approximieren, sog. Künstliche Neuronale Netze. Diese Be-
schreibung ist sehr flexibel, kann bei prinzipiell beliebiger Systemkomplexität eingesetzt
werden und wird nur durch den Trainingsaufwand sowie die zugrundeliegenden Daten-
sätze begrenzt [Kin94]. Derartige Modelle wurden bereits zur Abbildung des Impact-
oder Betriebsfestigkeitsverhaltens von Verbundstrukturen erfolgreich eingesetzt [SM09].
Ferner konnten zur Optimierung des Mischungsverhältnisses naturfaserverstärkter Kunst-
stoffcompounds in [USK12] das Fließ-, Festigkeits- und Steifigkeitsverhalten mittels
dreistufigen vorwärtsgerichtetem künstlichen neuronalen Netz abgebildet werden. Für
ein grundsätzliches Verständnis des Systemverhaltens ist die Beschreibung in Form
eines Graphen oder Programms nicht zielführend, da hierdurch die Interpretation der
Ergebnisse deutlich erschwert wird. Zur automatischen Erzeugung geschlossener ma-
thematischer Ausdrücke auf Basis von Trainingsdaten wurde von Koza eine Strategie
entwickelt (Genetic Programming) [Koz92], die es erlaubt, Terme über Baumstrukturen
iterativ, auf Grundlage eines Genetischen Algorithmus, zu generieren. Die Anwendung
genetischer Operatoren auf diesen Baumstrukturen ist z. T. sehr ineffizient, sodass in
[Fer01] eine vektorielle Darstellung der Ausdrücke vorgeschlagen wird (Gene Expression
Programming).
Die so generierten Lösungen bestehen üblicherweise aus sehr langen Ausdrücken. Daher
schlagen beispielsweise Hauffe und Wolf in [HW10] einen kombinierten Ansatz aus
symbolischer und numerischer Regression vor. Das Systemverhalten wird dann über
einen kompakten mathematischen Ausdruck dargestellt, der die Messdaten hinreichend
genau abbildet.
Zum Aufbau eines plausiblen physikalischen Modells ist es anschließend erforderlich,
den so generierten Ausdruck ggf. zu modifizieren und in eine übergeordnete Theo-
rie einzubetten. Eine derartige durchgängige Herangehensweise bei der Modellierung
von Werkstoffeigenschaften von FKV-Strukturen wird derzeit in der Literatur nicht
umfänglich betrachtet.
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1.2.3 Optimierung von Mehrschichtverbunden
Die Auslegung von dünnwandigen FKV-Bauteilen erfolgt oft mittels der Klassischen La-
minattheorie. Grundlage hierfür bildet dabei die Schalentheorie nach Kirchhoff–Love
[Kir50], die auf MSV-Strukturen verallgemeinert wird, vgl. etwa [AAR96, Sch04, Kaw06].
Die Bezeichnungen sowie Richtungsindizierungen der zugrunde liegenden orthotropen
bzw. transversalisotropen Materialeigenschaften werden in der Literatur nicht einheit-
lich verwendet. Für den deutschsprachigen Raum sind sie in [VDI06] festgehalten.
Weitergehende analytische Berechnungsansätze von MSV-Bauteilen, beispielsweise auf
Grundlage der schubweichen Plattentheorie nach Mindlin–Reissner [Rei45], sind in
[BG02, Kro05] dargestellt. Der Stand der Technik der zur Verfügung stehenden Ferti-
gungskonzepte für MSV-Schalen ist beispielsweise in [NM14] und den dort aufgeführten
Literaturstellen zusammengefasst.
Ein besonderes Augenmerk aktueller Forschungen liegt in der Versagensbewertung
mehrachsig beanspruchter FKV-Strukturen. Gegenwärtig angewandte Versagensmodelle
klassifizieren die richtungsabhängigen Festigkeitseigenschaften anhand ihres Bruch-
bildes (Versagensmode). Im Unterschied zu den klassischen Polynomansätzen der
Pauschalbruchkriterien basieren diese neuartigen Kriterien auf physikalisch plausi-
blen Bruchbedingungen. Grundlagenuntersuchungen hierzu erfolgten beispielsweise in
[Puc96, CDK+97]. Darauf aufbauend wurden effiziente Versagensmodelle entwickelt
vgl. etwa [CF04, Cun04, Cun06]. Zudem fließen Zuverlässigkeitsanalysen bei der Ent-
wicklung von erweiterten Versagenshypothesen bei neuartigen Materialkombinationen
ein [TBGH14]. Aufgrund der großen Anzahl an Veröffentlichungen zur Festigkeits-
beurteilung von MSV-Bauteilen ist es derzeit für einen Berechnungsingenieur und
Konstrukteur schwierig zu beurteilen, welches Kriterium am besten das reelle Bruchge-
schehen beschreibt. Vor allem bei der Auslegung von Hochleistungsbauteilen, bei dem
die Materialien bis an die Beanspruchungsgrenzen ausgelastet werden sollen, ist eine
realistische Beurteilung von besonderem Interesse. Für derartige Fragestellungen wer-
den oftmals mehrere Versagenskriterien gleichzeitig herangezogen und darüber hinaus
durch Versuchsreihen an Prototypen verifiziert. In den letzten Jahren wurden dazu
verschiedene pauschale und bruchtypbezogene Versagenskriterien anhand von definierten
Belastungszuständen miteinander verglichen. Die entsprechenden Ergebnisse sind u. a.
in [SQT+96, Hin04, IF08] dargestellt. Zur Ermittlung der notwendigen Basisfestigkei-
ten existieren verschiedene Normen mit z. T. individuellen Probekörpern; vgl. hierzu
[MDS01, AST02].
Zur Berechnung des Dämpfungsverhaltens von FKV-Strukturen sind einige Modelle
entwickelt worden [BC08], allerdings ist deren Anzahl wesentlich geringer als bei der
Festigkeitsbewertung. Häufig wird die spezifische Dämpfungskapazität nach Adams-
Bacon [AB73, AM93] ermittelt. Eine Erweiterung dieses Modells auf zweidimensionale
Platten sowie deren numerische Behandlung ist in [MA95, AM03, Mah10] zu finden.
Diese basieren auf den Eigenschaften von unidirektionalen Einzelschichten mit duroplas-
tischen Matrizes. Gewebeschichten mit thermoplastischer Matrix finden gegenwärtig
nur wenig Beachtung und wurden teilweise etwa in [KMK12] untersucht.
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Die Anwendung neuartiger Optimierungsstrategien bei der Auslegung von MSV-Bauteilen
erlaubt es, die Entwicklungszeit und den Versuchsaufwand deutlich zu reduzieren. Eine
Gegenüberstellung von etablierten deterministischen Optimierungsalgorithmen sowie
naturanalogen Heuristiken zur Steifigkeitsoptimierung wird in [GPL09] betrachtet. Ein
deterministischer Optimierungsansatz zur Festigkeitssteigerung mittels quadratischer
Approximation der Zielfunktion unter Berücksichtigung des Tsai-Wu Versagenskriteri-
ums ist in [TU08] zu finden. Bei einem größeren Entwurfsraum von zulässigen diskreten
Schichtorientierungen wurden in letzter Zeit zahlreiche Optimierungsstrategien auf
Grundlage von genetischen Algorithmen sowie Ameisenalgorithmen veröffentlicht. So
wurden etwa in [ST00, AS08] die Beulsteifkeiten erhöht, in [BBD07, AT09] die Eigen-
frequenzen in definierte Regionen verschoben oder in [GHH99, DSCD05] die Laminat-
festigkeit bei mehrachsiger Beanspruchung bezüglich eines Pauschalbruchkrititeriums
gesteigert. Dabei werden oft gleichzeitig weitere Zielkriterien wie Gewicht und Material-
kosten berücksichtigt und das Problem als Mehrzieloptimierung formuliert. Daneben
kommen auch randständige Optimierungsstrategien wie z. B. der Artificial Bee Colony
Optimization (ABC) in [OSK+11], auf Basis eines künstliche Immunsystems in [PSBB14]
oder der Evolutionsstrategie [Kal05, SW11] zum Einsatz. Die iterative Ausrichtung des
Faserverlaufs in Richtung der Hauptspannungstrajektorien erfolgt beispielsweise mit-
tels CAIO-Verfahren (Computer Aided Internal Optimization, [RM99]). Bei diesem
Optimalitätskriterium werden Materialien mit geringer Schubfestigkeit vorausgesetzt.
Eine parallele Topologieoptimierung von Bauteilen wurde in [SAG05] über Zelluläre
Automaten umgesetzt.
Die fertigungstechnische Umsetzung derartig optimierter Bauteile wird u. a. in [Spi14]
beschrieben. Eine schichtweise Topologieoptimierung durch Anpassung der Dickenver-
teilung von [0◦/ ± 45◦/90◦]-Einzelschichten als kontinuierliche Entwurfsgrößen eines
Finite Elemente Modells (FEM) wurde in [Han02] unter Berücksichtigung des Tsai-Wu
Versagenskriteriums erörtert.
Zielfunktionen, die eine neuartige, bruchmodebezogene Versagensbewertung berück-
sichtigen, finden aktuell jedoch kaum Beachtung und sind ein Schwerpunkt dieser
Arbeit.
1.2.4 Hybride Hochdruckbehälter in Leichtbauweise
Ein geschlossener Behälter, dessen Innendruck überhalb des Umgebungsdrucks liegt,
wird in [Bun14] als Druckbehälter definiert und vielfach als Komponente in Montage-
gruppen eingesetzt. Neben verfahrenstechnischen Anwendungen dienen Druckbehälter
zur Energiespeicherung mit Hilfe von Flüssigkeiten, etwa als Flüssiggas- oder Hydraulik-
speicher. Vor allem die Speicherung von komprimierten Gasen wie beispielsweise Erdgas
(Compressed Natural Gas, CNG) oder Wasserstoff (Compressed Gas CGH2) stellt eine
besondere Herausforderung dar. Um mit diesen Treibstoffen in zukünftigen Fahrzeug-
generationen bzgl. der Reichweite gegenüber konventionellen Antrieben konkurrenzfähig
zu bleiben, ist die Medienspeicherung bei extremen Betriebsdrücken erforderlich. Für
die notwendige Komprimierung von Wasserstoff auf ca. 700 bar müssen etwa 12% des
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inhärenten Energiegehaltes aufgewendet werden. Im Unterschied dazu erfordert ein
Verflüssigungsprozess – kryogene Speicherung, Liquefied Hydrogen (LH2) – mehr als
30%. Aus dieser Effizienzbetrachtung geht hervor, dass die Gasspeicherung besondere
Vorteile bietet. Dafür sind zuverlässige Gasspeichersysteme mit hohem Leichtbaugrad
eine wesentliche Voraussetzung für die Markteinführung [Nov06, Wü07, BMS12].
Textilverstärkte Hochdruckbehälter sind durch die Funktionstrennung von mediendich-
ten Linern und lasttragenden endlosfaserverstärkten Kunststoffen für Leichtbauan-
wendungen besonders prädestiniert. Der teilautomatisierte Wickelprozess erlaubt es
darüber hinaus, eine hohe Reproduzierbarkeit und Qualitätssicherheit während der
Herstellung zu erzielen. So ist es etwa der Fa. Quantum Fuel Systems im Jahre 2002 erst-
malig gelungen, einen Wasserstofftank mit 700 bar Betriebsdruck im Rahmen des EIHP
(Eurpean Integrated Hydrogen Project) zu entwickeln und eine betriebliche Zulassung
zu erlangen [SCN03, Qua04]. Die verschiedenen Aktivitäten von Fahrzeugherstellern
auf dem Gebiet der Wasserstoffspeicherung sind in [WMR04] zusammengefasst.
Die allgemeinen Sicherheitsanforderungen an Druckbehälter sind in der europäischen
Druckgeräterichtlinie [Amt97] festgelegt und in Deutschland als nationales Recht in der
Druckgeräteverordnung 14. ProdSV verankert. Für den mobilen Einsatz gilt zudem die
Verordnung über ortsbewegliche Druckgeräte (OrtsDruckV). Zur detaillierten Auslegung
existieren für die einzelnen druckführenden Komponenten, den Gesamtaufbau sowie
für das eingesetzte Material eine Vielzahl von Einzelvorschriften und Richtlinien. Im
deutschsprachigen Raum gelten beispielsweise die entsprechenden Merkblätter des
AD 2000-Regelwerks [SM97, Ver04].
Die Auslegung der Verstärkungsstruktur von dünnwandigen Hybrid-Wickelbehältern ist
in der DIN EN 13923 „Fadengewickelte Druckbehälter aus textilverstärkten Kunststoffen
– Werkstoffe, Konstruktion, Herstellung und Prüfung –“ geregelt. Die Beanspruchungs-
ermittlung erfolgt dabei auf Grundlage der klassischen Laminattheorie, wobei für die
Versagensbewertung ein Interaktionskriterium heranzuziehen ist. Daneben existieren
für dickwandige Rohrstrukturen – mit nicht mehr zu vernachlässigende Beanspru-
chungen in radialer Richtung – erweiterte Berechnungsansätze. Diese beruhen auf den
Voraussetzungen einer rotationssymmetrischen Geometrie und Belastung (sog. rota-
tionssymmetrisches Problem) und damit den ebenfalls rotationssymmetrischen sowie
in Axialrichtung konstanten Beanspruchungsgrößen. Die statischen Gleichgewichtsbe-
dingungen in Verbindung mit kinematischen Beziehungen führen schließlich zu einer
gewöhnlichen inhomogenen Differentialgleichung zweiter Ordnung, welche die Verschie-
bung in radialer Richtung in Abhängigkeit vom Radius beschreibt. Unter Berücksichtung
von strukturmechanischen Rand- und Übergangsbedingungen an den Einzelschichten
wurde diese Differentialgleichung etwa in [Kro92, Nov06] für dickwandige MSV-Rohre
geschlossen gelöst.
Für den Vergleich und die Analyse von Optimierungsalgorithmen wurde neben vielen
verschiedenen strukturmechanischen Benchmarkmodellen auch ein analytisches Refe-
renzmodell für einen typischen unverstärkten Druckbehälter mit Kugelkalotte definiert,
dessen Wandstärken und Geometrieparameter als Entwurfsgrößen anzupassen sind
(siehe z. B. [KY11]). Diese Formulierung führt auf eine nichtlineare Zielfunktion der
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Bauteilmasse, welche entprechend zu minimieren ist. Dabei sind verschiedene Restrik-
tionen einzuhalten. Ergebnisse und Laufzeitanalysen verschiedener Algorithmen dazu
sind in [YHKK13, HKRS14] gegenübergestellt.
Die Optimierung der textilen Verstärkung von Druckbehältern unter der Restrikti-
on des First Ply Failures eines Interaktions-Versagenskriteriums nach Tsai-Wu ist
in [MWDZ13] angegeben. Dabei wurde ein deterministisches Optimierungsverfahren
verwendet, um so minimale Einzelschichtdicken bei vorgegebenen Orientierungen zu
ermitteln. Naturanaloge schwarmbasierte Verfahren zur Festigkeitsoptimierung gewi-
ckelter Hybridbehälter werden beispielsweise in [GYA11, CTH13, PFGN14] verwendet.
Zur Ermittlung der optimalen Kombinationen aus vollständigen Bedeckungen und
Umfangswicklungen wird in [VK08] ein genetischer Algorithmus benutzt. Die Zielfunk-
tionen wurden dabei jeweils in Kombination von numerischen Modellen mittels FEM
aufgebaut, sodass die Auswertung entsprechend zeitaufwändig war. Die Optimierung
des Muffendurchmessers und der damit verbundenen lokalen Faseraufdickung im Boden-
bereich ist ferner mittels einer Optimierungsstrategie auf Grundlage eines künstlichen
Immunsystems in [LXZ09] detailliert untersucht worden. Die zu bewertende Zielfunktion,
ebenfalls auf Basis einer FEM-Simulation des Gesamtbehälters, berücksichtigt zudem die
Materialdegradation der Einzelschichten bei der Ermittlung des Berstdruckes, was auf
eine inkrementelle Struktursimulation hinauslief. Individuelle Fertigungsvorgaben und
Gestaltungsregeln werden dabei nicht betrachtet und die Einflüsse der lokalen Faserauf-
dickungen sind lediglich durch idealisierte geometrische Annahmen im Strukturmodell
erfasst.
2 Deterministische Optimierungsverfahren
Zur formalen Darstellung und Lösung von Strukturoptimierungsaufgaben wird das
Problem i.Allg. in drei aufeinander aufbauende Abstraktionsebenen (Strukturmodell,
Optimierungsmodell, Optimierungsalgorithmus) unterteilt; vgl. z. B. [ES93].
Strukturmodell
Die Beschreibung des Strukturverhaltens, welches über numerische Simulation
oder analytische Verfahren erfolgt, bildet in dieser Abstraktionsebene das reale
Bauteilverhalten ab. Dabei werden, ausgehend von den Entwurfsvariablen x , die
resultierenden Strukturantworten wie etwa Beanspruchungen und Bauteilmasse
ermittelt, x 7! A(x).
Optimierungsmodell
Die Transformation der aus dem Strukturmodell erhaltenen Antworten auf eine
universelle Standardform mit Zielfunktion f (A (x )) und ggf. einzuhaltenden Re-
striktionsfunktionen g(A (x )) erfolgt in dieser Ebene. Eine derartige Abbildung
(gemäß x 7! f (A (x )); g(A (x )); vgl. auch (2.1)) erlaubt eine hohe Flexibilität
bei der Auswahl verschiedener Optimierungsalgorithmen, sodass keine weiteren
spezifischen Anpassungen vorgenommen werden müssen. Das Optimierungsmodell
stellt damit ein Bindeglied zwischen den Strukturmodellen und den Optimierungs-
algorithmen dar.
Optimierungsalgorithmus
In dieser Abstraktionsebene werden alle Verfahren zur Lösung von Extremwert-
aufgaben zusammengefasst. Je nach Problemstellung werden dabei angepasste
Algorithmen implementiert, die etwa die Charakteristik der betrachteten Ent-
wurfsvariablen (diskret, kontinuierlich) sowie die Gestalt der Ziel- und Restrikti-
onsfunktionen (linear, nichtlinear, konvex) berücksichtigen.
2.1 Standardformulierung
Aus dem Optimierungsmodell folgt die Formulierung des allgemeinen restringierten
mathematischen Optimierungsproblems1 [Aro04, Sch05]:
min
x2X
ff (x)j g(x)  0 ^ h(x) = 0g : (2.1)
1 Die redundante Schreibweise durch Einbeziehung der Gleichheitsrestriktion ist in der Literatur üblich,
obwohl diese hinreichend über jeweils zwei Ungleichheitsrestriktionen ausgedrückt werden können.
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Mit den Bezeichnungen
f(x) skalare Zielfunktion,
x Vektor der Optimierungsvariablen (Entwurfsvariablen),
X Menge aller Entwürfe (Lösungsraum),
g(x) Ungleichheitsrestriktionen,
h(x) Gleichheitsrestriktionen.
Die Optimierungsvariablen x sind derart zu bestimmen, dass die Zielfunktion f(x) ein
Minimum einnimmt, wobei zusätzlich die Restriktionen g(x) und h(x) einzuhalten
sind.
Maximierungsprobleme sowie Ungleichheitsrestriktionen der Form g(x)  0 können
durch Lineartransformationen stets in die Standardform (2.1) überführt werden.
Der Definitionsbereich der einzelnen Entwurfsvariablen bestimmt die Menge aller Ent-
würfe X. Zur optimalen Auslegung von FKV-Strukturen sind aus dieser Menge die
bestmöglichen Belegungen der einzelnen Entwurfsvariablen mit Hilfe eines geeigneten
Algorithmus zu ermitteln. Zu berücksichtigen sind dabei gestaltbestimmende Parameter
wie etwa verschiedene Abmessungen, Form und Topologie sowie verwendete Materialien,
Faserorientierungen und einzelne Schichtdicken (vgl. Abb. 2.1d, S.19). Die Belegungen
der Entwurfsvariablen werden i. Allg. durch Restriktionen begrenzt und können sowohl
kontinuierliche als auch diskrete Werte annehmen. Ein zulässiger Lösungsraum ist damit
definiert durch:
Xzul := fx 2 Xj g(x)  0 ^ h(x) = 0g mit Xzul 6=; . (2.2)
Für ein striktes globales Minimum x  wird nach (2.1):
f(x  ) < f(x) 8 Xzul (2.3)
vorausgesetzt.
Ob es sich bei der Lösung von (2.3) tatsächlich um ein globales Minimum handelt,
ist bei komplexen Problemstellungen nicht immer garantiert, weil die Konvexität des
Optimierungsproblems oft nicht nachgewiesen werden kann (multimodale Zielfunktio-
nen). Vielfach werden lokale Minima als Lösungen akzeptiert, wobei dann – in einer
hinreichend kleinen Umgebung, Uε(x  ) – kein Punkt mit f(x  ) > f(x) 8 Xzul
⋂
Uε(x  )
existiert; siehe z. B. [Aro04].
Problemstellungen mit mehreren Teilzielen (multikriterielle oder Vektor-Optimierungs-
probleme) werden oft zu einer einzigen skalaren Zielfunktion zusammengefasst. Das
Optimierungsziel ist dann, unter z. T. widersprüchlichen Anforderungen, zu einer ein-
vernehmlichen Lösung zu gelangen. Dies erfolgt beispielsweise über gewichtetes Auf-
summieren der einzelnen Teilzielfunktionen. Damit werden gleichwertige, jedoch nicht
gleichartige Lösungen (Pareto-Front) zu einer Gesamtzielfunktion zusammengefasst;
vgl. etwa [Bre89].
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2.2 Lösungsprinzipien
Die Anwendung deterministischer Einstart-Lösungsverfahren erlaubt sukzessive, ausge-
hend von einem Startvektor x0, verbesserte Lösungsvektoren xk zu berechnen. Neben
der Einteilung nach den betrachteten Entwurfsvariablen werden die Algorithmen in zwei
Grundklassen, den Methoden des mathematical programmings und den heuristischen
Verfahren auf Basis von Optimalitätskriterien klassifiziert. Die wesentlichen Konzepte
zum nonlinear mathematical programming werden im Folgenden dargestellt.
2.2.1 Restriktionsfreie Optimierung
Bei der restriktionsfreien Optimierung sind keine Nebenbedingungen zu berücksichtigen,
sodass sich die Standardformulierung (2.1) auf:
min
x∈X
f (x) (2.4)
reduziert.
An einem lokalen Minimum x∗ einer kontinuierlichen Zielfunktion müssen die ersten
Ableitungen (Gradient) verschwinden und die Zielfunktion zusätzlich in allen Richtungen
eine nicht negative Krümmung aufweisen. Dies ist gewährleistet, wenn die Matrix der
zweiten Ableitungen, sog. Hesse-Matrix H(x∗), positiv definit ist und damit die
hinreichende Bedingung:
∇f (x∗) = 0 und pT ·H(x∗) · p > 0 ∀p 6= 0 (2.5)
erfüllt.
Die Optimierungsverfahren werden grundsätzlich entsprechend ihrer verwendeten Ablei-
tungsinformationen der Zielfunktion unterschieden.
Methoden 0-ter Ordnung
Methoden 0-ter Ordnung benötigen keine Ableitungsinformationen, sodass einzig die
Funktionswerte maßgebend für die Minimierung sind. Derartige Optimierungsstrategien
werden auch als direkte Suchverfahren bezeichnet; siehe z. B. [HJ61, GDLS96].
Ein häufig verwendeter Algorithmus in diesem Zusammenhang ist das Nelder-Mead-
Simplexverfahren [NM65]. Dabei wird ein n + 1-dimensionaler Simplex im Lösungsraum
aufgespannt, wobei n der Anzahl der Entwurfsvariablen entspricht. Die „Ecke“ mit dem
momentan größten Funktionswert wird anschließend sukzessiv auf die gegenüberliegende
Seite gespiegelt, wobei die Schrittweite erfolgsabhängig variiert wird. In der Nähe des
Optimums zieht sich der Simplex zusammen und nach Erfüllung eines Abbruchkriteriums
wird der kleinste Funktionswert zurückgeliefert.
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Bei der Methode nach Powell [Pow64] wird dagegen von einer eindimensionalen
Liniensuche entlang der Koordinatenrichtung der Entwurfsvariablen ausgegangen (Ein-
heitsrichtungen), welche Schritt für Schritt zu resultierenden Suchrichtungen zusam-
mengefasst werden. Wenn alle Einheitsrichtungen auf diese weise ersetzt worden sind
konvergiert dieses Verfahren im lokalen Optimum.
Die genannten Methoden sind i. d. R. nicht so effektiv wie Verfahren höherer Ordnung.
Sie bieten allerdings aufgrund ihrer Robustheit, insbesondere wenn Sensitivitäten schwer
zu bestimmen sind, die Zielfunktion nicht differenzierbar ist oder stark oszillierende
Systemantworten vorliegen, entscheidende Vorteile [Har08]. Eine Zusammenfassung
und Gegenüberstellung verschiedener weiterer Suchverfahren sind u. a. in [LTMT00]
angegeben.
Methoden 1-ter Ordnung
Neben den Zielfunktionswerten, werden bei den Methoden 1-ter Ordnung zusätzlich die
ersten Ableitungen der Zielfunktion herangezogen. Das typischerweise mehrdimensionale
Optimierungsproblem wird dabei durch die iterative numerische Lösung von aufeinander
folgenden eindimensionalen Unterproblemen f(α(k)) zerlegt. Dazu wird im Fortgang
eine geeignete2 Suchrichtung p(k) bestimmt, in die der Zielfunktionswert eindimensional
minimiert wird (Liniensuche). Das wiederholt auszuführende Optimierungsproblem
ergibt sich somit zu:
α∗(k) = min
α(k)
f(xk−1 + α(k)p(k−1)) = min
α(k)
f(α(k)) , (2.6)
wobei k den aktuellen Iterationsschritt kennzeichnet. Das eindimensionale „Einschach-
teln“ des Minimums zur Bestimmung von α∗(k) kann auf verschiedene Weise erfolgen.
Die Methode des goldenen Schnittes sowie die Polynominterpolation haben sich hier als
besonders effektiv herausgestellt; z. B. [Aro04].
Zur Bestimmung der Suchrichtung existieren verschiedene Strategien. So wird bei der
Methode des steilsten Abstiegs (Steepest Descend) der negative Gradient der Zielfunktion
p(k) = −∇f(x(k−1)) als momentane Abstiegsrichtung verwendet. Ein Nachteil dieses
Verfahrens ist, dass zwei aufeinander folgende Suchrichtungen senkrecht zueinander
sind p(k)T · p(k+1) = 0, wodurch sich die Konvergenzgeschwindigkeit im Laufe der Itera-
tionen verringert. Daher wurden Verfahren entwickelt, die nicht der momentan steilsten
Abstiegsrichtung folgen, sondern sog. korrigierte Suchrichtungen verwenden. Etabliert
hat sich dabei eine Methode nach Fletcher und Reeves [FR64], bei der neben dem
2Die Zielfunktion wird verringert, wenn p(k)T · ∇f(x(k−1)) < 0 ist und die Schrittweite klein genug
gewählt wurde.
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aktuell steilsten Abstieg, ein Anteil aus der vorherigen Abstiegsrichtung hinzu addiert
wird gemäß:
p(k+1) = −∇f(x(k)) + βp(k) mit β =

0 für k = 0
|∇f(x(k))|2
|∇f(x(k−1))|2 für k > 0 .
(2.7)
Methoden 2-ter Ordnung
Die Methoden 2-ter Ordnung nutzen neben den Gradienteninformationen auch die
zweiten Ableitungen der Zielfunktion, welche in der Hesse-Matrix H(x) zusammen-
gefasst werden. Der Ansatz ist dabei, mit Hilfe des Newton-Verfahrens – welches
zum numerischen Auffinden von Nullstellen von Funktionen entwickelt wurde – die
Nullstellen der ersten Ableitung zu ermitteln. Das Newton-Verfahren approximiert
dabei die betrachtete Funktion linear. Bei der Approximation der ersten Ableitung der
Zielfunktion ist damit mindestens von einer quadratischen Näherungslösung auszuge-
hen. Daraus ergibt sich die entsprechende Taylor-Entwicklung für mehrdimensionale
Funktionen:
f(x) ≈ f˜(x) = f(x(k))+∇fT(x(k))·(x−x(k))+ 12(x−x
(k))T·H(x(k))·(x−x(k)) . (2.8)
Die notwendige Optimalitätsbedingung ∇f(x∗) = 0 (siehe (2.5)) angewandt auf die
quadratische Approximation der Zielfunktion f˜(x) führt auf:
∇f˜(x) = ∇f(xk) +H(xk) · (x− x(k)) = 0 , (2.9)
sodass sich mit:
x(k+1) = −H−1(xk) · ∇f(x(k)) + x(k) (2.10)
das Minimum der quadratischen Annäherung angeben lässt. Für allgemeine Zielfunktio-
nen kann schließlich aus (2.10) die aktuelle Suchrichtung bestimmt:
p(k) = (x(k+1) − x(k)) = −H−1(xk) · ∇f(x(k)) (2.11)
und durch Liniensuche nach (2.6) fortgefahren werden.
Die Berechnung der Hesse-Matrix ist i. Allg. sehr aufwändig, sodass zu deren Approxi-
mation zahlreiche numerische Verfahren entwickelt worden sind. Dabei haben sich die
Algorithmen nach Davidon-Fletcher-Powell (DFP) und Broyden-Fletcher-
Goldfarb-Shanno (BFGS) in vielen wissenschaftlich-technischen Anwendungen be-
haupten können [NW99]. Der BFGS-Algorithmus approximiert dabei sukzessive über
ein Ersetzungsschema direkt die inverse Hesse-Matrix. Die Annäherung erfolgt ferner
iterativ, ausgehend von der Einheitsmatrix. Ist die Zielfunktion explizit vorgegeben
– etwa bei der Bestimmung von freien Regressionsparametern bei der Minimierung der
mittleren quadratischen Abweichung von Funktionen über Punktwolken – so kann die
Hesse-Matrix auch direkt angegeben werden. Das Levenberg-Marquardt-Verfahren
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zur Lösung von derartigen Ausgleichsproblemen macht sich ebenfalls diese Eigenschaft
zu nutze; vgl. etwa [DR06].
2.2.2 Optimierung mit Nebenbedingungen
Die Lösung von restringierten Optimierungsaufgaben kann direkt auf Basis der Stan-
dardformulierung (2.1) geschehen oder indirekt mit Hilfe einer Umformulierung in ein
Ersatzproblem:
min
x∈X
fˆ (x) mit fˆ (x) = f (x) + P (x) (2.12)
erfolgen. Für dessen anschließende Lösung können die restriktionsfreien Optimierungs-
algorithmen aus Abschnitt 2.2.1 herangezogen werden.
Die skalare Ersatzfunktion fˆ (x) setzt sich aus der eigentlichen Zielfunktion f (x) und ei-
nem Strafterm P (x) zusammen. Der Strafterm ist dabei ein Maß für die Überschreitung
der Restriktionsgrenzen. Prinzipiell wird zwischen externen Straunktionen :
P(x) =
mX
i=0
|hi (x)|2 +
nX
j =0
[max(gj (x);0)]2 (2.13)
und internen Straunktionen 3:
P(x) =
nX
j =0
− 1gj (x) (2.14)
unterschieden. Über den Strafterm werden auf die Zielfunktion Beiträge in Abhängigkeit
von den Restriktionsverletzungen hinzuaddiert. Im zulässigen Bereich liefert (2.13)
keinen Beitrag, sondern wird erst im nichtzulässigen Bereich mit einem Skalierungsfaktor
 berücksichtigt. Dies bedeutet allerdings, dass ein Minimum von fˆ (x) bei xˆ∗ in
einem nicht zulässigen Bereich liegt und erst im Grenzfall  →∞ gegen das zulässige
Minimum x∗ konvergiert. Demgegenüber kann bei den internen Straffunktionen die
Lösung nur im Grenzfall  → 0 auf einer Restriktionsgrenze liegen, da dort eine
Singularität (Barriere) vorliegt. Zudem können bei dieser konservativen Formulierung
nur Ungleichheitsrestriktionen berücksichtigt werden.
Zur Lösung des Ersatzproblems nach (2.12) wird sukzessiv der Skalierungsfaktor 
erhöht (externe Straffunktion) oder verringert (interne Straffunktion), wodurch eine
Folge von unrestringierten Optimierungsaufgaben nach (2.4) zu lösen ist. Diese Lösungs-
strategien werden als SUMT -Verfahren (SUMT: Sequential Unconstrained Minimization
Techniques) bezeichnet. Die Abhängigkeit vom Skalierungsfaktor  kann durch erweiterte
Straffunktionen weitgehend vermieden werden [Har08].
Mittels direkter Lösungsverfahren kann die Standardformulierung (2.1) auch ohne
Transformation in ein Ersatzproblem gelöst werden. Die Optimierung verläuft dabei
im ersten Schritt mit einem unrestringierten Algorithmus nach Abschnitt 2.2.1. Beim
3 Interne Straffunktionen werden häufig auch als Barrierefunktionen bezeichnet
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Erreichen einer Restriktionsgrenze wird hier die Abstiegsrichtung p(k+1) derart bestimmt,
dass die Restriktion nicht verletzt und gleichzeitig die Zielfunktion verringert wird.
Dafür haben sich die Methoden der zulässigen Richtungen [Van84, BSS06] sowie der
reduzierten Gradienten (GRG) [Aro04] als besonders vorteilhaft herausgestellt (active
set-Strategien).
2.2.3 Optimalitätskriterien
Im Unterschied zu den allgemein anwendbaren Methoden des mathematical programming
zur Lösung von (2.1) sind die Verfahren auf Basis von Optimalitätskriterien nur auf
bestimmte Problemstellung zugeschnitten. Solche Heuristiken sind i. Allg. sehr effektiv,
da der Suchraum nicht sukzessive in einer Richtung durchschritten wird. Vielmehr
wird über eine re-design-Vorschrift versucht, ein empirisches Optimalitätskriterium zu
erreichen. Die Optimalitätskriterien werden dabei phänomenologisch unter „vernünf-
tigen“ Annahmen hergeleitet oder durch Beobachtung und Abstrahierung der Natur
entnommen.
Das sog. fully stressed design ist ein typisches Beispiel für ein Optimalitätskriterium. Es
basiert dabei auf der Annahme, dass ein Stabtragwerk dann die minimale Masse aufweist,
wenn alle Stäbe maximal beansprucht werden. Bei der Optimierung von komplizierten
Tragwerksstrukturen – bei der oft aufwändige numerische Modelle benötigt werden, um
eine Strukturantwort zu erhalten – erweisen sich solche Optimalitätskriterienverfahren
aufgrund ihrer Effektivität als besonders vorteilhaft [BSS94].
Die in dieser Arbeit fokussierten naturanalogen Optimierungsstrategien sind zwar prin-
zipiell auf verschiedene Problemstellungen anwendbar (Metaheuristiken), lassen sich
allerdings aufgrund ihrer definierten Abbruchbedingungen und individuellen Anpassun-
gen ebenfalls in die Gruppe der Optimalitätskriterienverfahren einordnen.
2.3 Strukturoptimierung
Strukturmodelle liefern in Abhängigkeit der konkreten Belegungen der Entwurfsvaria-
blen x die zu optimierenden Systemantworten, wie etwa Bauteilsteifigkeiten, maximale
Beanspruchungen, Auslastungen und Sicherheiten, Lagerreaktionen und Beschleuni-
gungen oder Eigenfrequenzen. Diese werden im Optimierungsmodell zusammengefasst
und in zu minimierende skalare Zielfunktionen transformiert. Problemstellungen der
Strukturoptimierung werden häufig im Hinblick auf die betrachteten Entwurfsvariablen
x eingeteilt und lassen sich so in vier wesentliche Klassen untergliedern (siehe Abb. 2.1,
vgl. [ES93, Har08]).
Im elementaren Fall (Klasse I: Abmessungen) werden die Bauteilabmessungen, wie
beispielsweise Querschnitte oder Durchmesser einer Basiskonstruktion, mittels Entwurfs-
variablen parametrisiert vgl. Abb. 2.1a. Zur Lösung derartiger Probleme werden häufig
die beschriebenen Standardmethoden des mathematical programming eingesetzt.
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Die Optimierung gemäß der Klasse II: Form nach Abb. 2.1b kann prinzipiell eben-
falls durch parametrisierte Randgeometrien durchgeführt werden. Dabei sind einerseits
optimale Linearkombinationen für die zuvor festgelegten Formbasisvektoren von FE-
Modellen (Morphing) zu ermitteln. Anderseits werden Verschiebungen in Normalen-
richtung einzelner Knoten eines Bereiches zugelassen (Free Shape). Zudem haben sich
auch Konzepte auf Grundlage von Optimalitätskriterien durchgesetzt, wie etwa das
CAO-Verfahren (CAO: Computer Aided Optimization), das beispielsweise eine biologisch
motivierte Wachstumsregel anwendet, um so Spannungskonzentrationen an Kerben zu
homogenisieren [Mat90].
Bei der Topologieoptimierung (Klasse III: Topologie; Abb. 2.1c), werden nicht nur
einzelne äußere Dimensionen angepasst, sondern auch die Ausbildung von neuen Ausspa-
rungen zugelassen. Dadurch ändert sich die Topologie einer Struktur im mathematischen
Sinne. In FE-Modellen wird dies u. a. durch eine relative, kontinuierliche Dichtevertei-
lung %i ∈ [0, 1] der einzelnen Elemente erreicht und in Abhängigkeit von dieser Dichte
wiederum ein resultierender Elastizitätsmodul Emin ≤ Ei(%i) ≤ Emax (bei orthotropen
Materialien mehrere E-Moduli) zugeordnet. Durch die untere Begrenzung von Emin > 0
bei % = 0 – was dem vollständigen entfernen der Bauteilmasse in diesem Bereich
entspricht – werden Singularitäten im Model vermieden, sodass keine Neuvernetzung
stattfinden muss. Durch diesen Ansatz ist die Optimierung vergleichsweise robust. Die
Abbildung zwischen Dichte und Steifigkeit erfolgt i. Allg. über einen nichtlinearen Zusam-
menhang, um Zwischenwerte bei der Materialverteilung weitestgehend auszuschließen.
Dabei werden zwei Strategien verfolgt [BSS94, Har08]:
• Die Homogenisierung, bei der eine resultierende Steifigkeit aus einer porösen
Mikrostruktur abgeleitet wird.
• Der sog. SIMP-Ansatz (SIMP: Solid Isotropic Material with Penalization), bei
dem die Abbildung über eine Potenzfunktion Ei(%i) = Emax %pi mit p > 1 erfolgt.
Als Zielfunktion wird häufig die mittlere Nachgiebigkeit verwendet und so etwa die
Verschiebung an den Lastangriffspunkten C¯ = ∑j(F Tj · uj) minimiert. Bei konstanten
Kräften ist dies mit einer Maximierung der Bauteilsteifigkeit gleichzusetzen, wobei
eine entsprechende relative Volumenänderung bezogen auf den Bauraum vorzugeben
ist. Wird dagegen eine zulässige Verschiebung am Lastangriffspunkt vorgegeben, kann
als Zielfunktion die spezifische Formänderungsenergie ∑e(∫Ω εTe · σe) über alle finiten
Elemente angesetzt. Zur Topologieoptimierung wurden ebenfalls empirische, auf Opti-
malitätskriterien basierende, Heuristiken entwickelt. So wird etwa beim SKO-Verfahren
(SKO: Soft Kill Option) von einer Spannungsverteilung an den Elementknoten ausge-
gangen, die im weiteren Optimierungsverlauf über fiktive Temperaturgrößen und einer
Referenzspannung zu homogenisieren sind [BHM92].
Bei der Strukturoptimierung existieren darüber hinaus kombinatorische Problemstel-
lungen (Klasse IV: Kombinatorik). Die o. a. Optimierungsstrategien auf Basis kon-
tinuierlicher Entwurfsgrößen sind für derartige Aufgaben nicht zielführend, da sie
vornehmlich aus diskreten und z.T. sogar ungeordneten zulässigen Tupeln bestehen.
Bei der Entwicklung von FKV-Strukturen und insbesondere den endlosfaserverstärkte
MSV-Bauteilen müssen derartige Entwurfsvariablen jedoch berücksichtigt werden. Da-
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3.2 Klassische Laminattheorie
Zur Berechnung von MSV-Strukturen werden je nach Problemstellung unterschiedliche
Theorien herangezogen. Für die Berechnung des gekoppelten Scheiben/Platten-Problems
bei dünnwandigen Laminaten kommt in der Ingenieurpraxis häufig die klassische La-
minattheorie (CLT: Classical Laminate Theory) zur Anwendung. Gemäß dieser La-
minattheorie werden die heterogenen Materialeigenschaften der Verbundkomponenten
auf der Makroebene beschrieben. Die sich in der Mikroebene einstellenden komplizier-
ten und mehrachsigen Beanspruchungszustände, insbesondere an den Grenzflächen
zwischen Fasern und Matrix, bleiben unberücksichtigt. Vielmehr wird von einem konti-
nuumsmechanischen Ansatz mit schichtweisen, homogenisierten Materialeigenschaften
ausgegangen. Zur richtungsabhängigen Versagensbeurteilung kommen anschließend
zahlreiche Festigkeitshypothesen – ebenfalls auf Basis der kontinuumsmechanischen
Beschreibung – zum Einsatz (siehe dazu Abschnitt 3.3).
3.2.1 Materialgesetz der Einzelschicht
In der Kontinuumsmechanik wird die allgemeine Beanspruchung eines Bauteils mit
Hilfe von orts- und zeitabhängigen Spannungs- und Deformationsfeldern beschrieben.
Nach Cauchy transformiert sich der räumliche Spannungszustand mit seinen neun
Komponenten (σij) entsprechend einem Tensor zweiter Stufe. Diese Objektivität erlaubt
den Spannungszustand in beliebigen Schnittebenen ausgehend von einem Bezugssystem
anzugeben, was beispielsweise für eine richtungsabhängige Versagensbewertung unidi-
rektional verstärkter Schichtaufbauten erforderlich ist (siehe auch Abb. 3.3 S.31). In der
linearisierten Theorie (Annahme kleiner Verschiebungen und deren Ableitungen) werden
die durch die Spannungen induzierten Verzerrungen ebenfalls durch neun Komponenten
(εkl), sog. linearisierter Verzerrungstensor zweiter Stufe, ausgedrückt.
Gemäß der linearen Elastizitätstheorie sind die einzelnen Komponenten linear abhängig,
sodass die Spannungen mit den Dehnungen über Linearkombinationen verknüpft sind.
Dieses Stoffgesetz wird als verallgemeinertes Hook’sches Gesetz bezeichnet und lässt
sich als nach Einführung eines Bezugssystems als Tensor vierter Stufe angeben: (σij =
Cijkl εkl mit i,j,k,l ∈ {1,2,3}). Aufgrund der Drallimpulsbilanz sind die Spannungs–
und Dehnungstensoren symmetrisch, sodass sich deren unabhängige Komponenten
auf jeweils sechs reduzieren (Satz der zugeordneten Schubgrößen, σij = σji, εkl = εlk).
Aufgrund der Wegunabhängigkeit des betrachteten Beanspruchungszustandes kann ein
elastisches Potential vorausgesetzt werden, woraus das Materialgesetz aus Differentiation
der sog. Formänderungsenergiedichte nach εkl folgt2. Damit ist der allgemeine anisotrope
Elastizitätstensor „dreifach symmetrisch“ (Cijkl = Cjikl = Cijlk = Cklij) , sodass letztlich
21 unabhängige Komponenten (Stoffwerte) verbleiben; weitere Ausführungen hierzu
siehe etwa [ES93, MH00, Bet01, BG02].
Werkstoffe weisen i. d. R. kein vollständiges anisotropes Verhalten (trikline Anisotropie)
auf, sondern besitzen ausgezeichnete Achsen, zu denen die Materialstruktur invariant
2Hyperelastizität oder Green’sche Elastizität
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gegenüber Drehungen um 180◦ ist. Die unabhängigen Kennwerte reduzieren sich damit
entsprechend. Eine Zusammenstellung der Werkstoffklassen mit den zugehörigen Ten-
sorkomponenten für die mechanischen, thermischen und medienbedingten Stoffwerte ist
in [Kro05] zusammengefasst.
Orthotrope Werkstoffe besitzen zwei (und damit drei) senkrecht aufeinander stehende
Symmetrieebenen, wobei deren Normalen das Werkstoffhauptachsensystem bilden. Die
hier betrachteten UD-Einzelschichten bilden einen Sonderfall der Orthotropie, bei dem zu
der Symmetrieebenen senkrecht zu Fasern unendlich viele Symmetrieebenen parallel zu
Fasern existieren. Daraus resultiert das sog. querisotrope Verhalten, das gelegentlich als
transversale Isotropie oder hexagonale Anisotropie bezeichnet wird. In diesem Sonderfall
reduziert sich die Anzahl der unabhängigen mechanischen Werkstoffkonstanten auf fünf.
Das Materialgesetz kann pseudovektoriell (Voigt’sche Notation) in der inversen For-
mulierung über eine Nachgiebigkeitsmatrix S im Schichtkoordinatensystem dargestellt
werden.
ε11
ε22
ε33
2ε23
2ε13
2ε12

=

S1111 S1122 S1122 0 0 0
S2222 S2233 0 0 0
S2222 0 0 0
2(S2222 − S2233) 0 0
sym. S1212 0
S1212

︸ ︷︷ ︸
S
·

σ11
σ22
σ33
σ23
σ13
σ12

(3.1)
Bei flächigen und dünnwandigen Strukturen, wie sie im Leichtbau vielfach eingesetzt
werden, können die Spannungen in Dickenrichtung vernachlässigt werden (σ33 = σ23 =
σ13 = 0). Daraus resultiert der ebene Spannungszustand, sodass sich (3.1) weiter
vereinfachen lässt:  ε11ε22
2ε12
 =
 S1111 S1122 0S2222 0
sym. S1212
 ·
 σ11σ22
σ12
 . (3.2)
Es verbleiben somit vier voneinander unabhängige Materialkonstanten, welche i. Allg.
aus Standardversuchen ermittelt oder mittels verschiedener Mischungsregeln näherungs-
weise berechnet werden. Diese Näherungsformeln wurden auf Basis geometrischer oder
empirischer Modelle erstellt und in umfangreichen Versuchen validiert [Sch04].
Die Materialeigenschaften werden üblicherweise durch die Ingenieurkonstanten, bezogen
auf das lokale Einzelschichtsystem, vgl. Abb. 3.1a, angegeben. Hierbei sind die beiden
Elastizitätsmodule E1 und E2, der Schubmodul G12 sowie die beiden Querkontraktions-
zahlen ν12 und ν21 für dünnwandige Tragwerke von besonderer Bedeutung.
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Das Stoffgesetz für eine UD-Schicht lässt sich mit der bevorzugten pseudovektoriellen
Schreibweise unter Verwendung der Ingenieurkonstanten gemäß:

ε1
ε2
γ12

︸ ︷︷ ︸
ε
=

1
E1
−ν21
E2
0
−ν12
E1
1
E2
0
0 0 1
G12

︸ ︷︷ ︸
S2D
·

σ1
σ2
τ12

︸ ︷︷ ︸
σ
→ ε = S2D · σ (3.3)
ausdrücken (γ = 2ε12), siehe z. B. [VDI06].
Aufgrund der Symmetrie der Nachgiebigkeitsmatrix S2D gilt:
− ν12
E1
= −ν21
E2
⇔ ν12 = ν21E1
E2
. (3.4)
Die inverse Darstellung der Nachgiebigkeitsform (3.3) führt mit:
S−12D︸︷︷︸
Q
·ε = S−12D · S2D︸ ︷︷ ︸
I
·σ → σ = Q · ε (3.5)
auf die reduzierte Steifigkeitsmatrix:
Q =

E1
1− ν12ν21
E1ν21
1− ν12ν21 0
E2ν12
1− ν12ν21
E2
1− ν12ν21 0
0 0 G12

(3.6)
im lokalen (1,2,3)-KOS.
Die Komponenten des Steifigkeitstensors für jede Schicht k werden üblicherweise in
einem bauteilangepassten globalen (x,y,z)-KOS angegeben. Dazu werden die jeweiligen
Einzelschichten um die lokale Koordinatenachse 3 (≡ z) mit dem Winkel Φk gedreht, so-
dass sich die Steifigkeitsmatrix einer Einzelschicht bzgl. des globalen Koordinatensystem
entsprechend:  σxσy
τxy
 = T1,2→x,y ·Qk · (T1,2→x,y)T︸ ︷︷ ︸
Qk
·
 εxεy
γxy
 (3.7)
transformiert.
3.2 Klassische Laminattheorie 25
Die rechts- und linksseitige Matrizenmultiplikation erfolgt dabei mit der orientierungs-
abhängigen Transformationsmatrix:
T1,2→x,y =

cos2(Φk) sin2(Φk) −2 sin(Φk) cos(Φk)
sin2(Φk) cos2(Φk) 2 sin(Φk) cos(Φk)
sin(Φk) cos(Φk) − sin(Φk) cos(Φk) [cos2(Φk)− sin2(Φk)]
 . (3.8)
3.2.2 Strukturgesetz des Mehrschichtverbundes
Die klassische Laminattheorie beschreibt das strukturmechanische Verhalten von dünn-
wandigen, ebenen MSV. Dabei wird von einem ebenen Spannungszustand ausgegangen
und schubstarres Verhalten vorausgesetzt (γxz = γyz = 0). Die Beanspruchungen kön-
nen damit nur parallel zur Laminat (x,y)-Ebene aufgenommen werden. Weiterhin
wird vorausgesetzt, dass sich im Verhältnis zu den Abmessungen nur kleine Defor-
mationen und Verschiebungen einstellen und in diesem Bereich ein linear elastisches
Materialverhalten vorliegt. Damit können Einzelbeanspruchungen separat betrachtet
und überlagert werden. Die Schalenverzerrungen setzen sich dabei aus den konstanten
Verzerrungsanteilen der Laminat–Mittelfläche ε0 (Scheibentheorie nach Love) und den
in Dickenrichtung linear veränderlichen Verzerrungsanteilen zκ (Plattentheorie nach
Kirchhoff) zusammen, wobei κ den Verkrümmungen3 der Mittelfläche entspricht.
εx
εy
γxy
 =

ε0x
ε0y
γ0xy

︸ ︷︷ ︸
ε0
+z

κx
κy
κxy

︸ ︷︷ ︸
κ
(3.9)
Unter Berücksichtigung von (3.9), dem Materialgesetz (3.5) sowie der Transformati-
onsbeziehung (3.7) können für die äußeren Schnittkraftflüsse am MSV-Element die
statischen Gleichgewichtsbedingungen:

nx
ny
nxy

︸ ︷︷ ︸
n
=
n∑
k=1

∫ zk
zk−1
Qk dz︸ ︷︷ ︸
Ak
·

ε0x
ε0y
γ0xy
+ ∫ zk
zk−1
Qk z dz︸ ︷︷ ︸
Bk
·

κx
κy
κxy

 (3.10)
angegeben werden.
3Mit den Krümmungen κx und κy sowie den Drillungen κxy
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Analoge Bilanzgleichungen ergeben sich für die äußeren Schnittmomentenflüsse4,

mx
my
mxy

︸ ︷︷ ︸
m
=
n∑
k=1

∫ zk
zk−1
Qk z dz︸ ︷︷ ︸
Bk
·

ε0x
ε0y
γ0xy
+ ∫ zk
zk−1
Qk z
2 dz︸ ︷︷ ︸
Dk
·

κx
κy
κxy

 (3.11)
wobei die symmetrischen Schichtaufbauten eine getrennte Betrachtung des Scheiben-
und Plattenproblems zulassen.
Die Gleichungssysteme (3.10) und (3.11) lassen sich zusammenfassen, und die Gesamt-
steifigkeit des MSV kann in der geläufigen ( A BB D )- Matrix ausgedrückt werden:
nx
ny
nxy
mx
my
mxy

=
n∑
k=1

A11k A12k A16k B11k B12k B16k
A21k A22k A26k B21k B22k B26k
A61k A62k A66k B61k B62k B66k
B11k B12k B16k D11k D12k D16k
B21k B22k B26k D21k D22k D26k
B61k B62k B66k D61k D62k D66k

︸ ︷︷ ︸
(A BB D )
·

ε0x
ε0y
γ0xy
κx
κy
κxy

. (3.12)
Für die Untermatrizen haben sich die Begriffe Scheibensteifigkeitsmatrix A, Koppelstei-
figkeitsmatrix B sowie Plattensteifigkeitsmatrix D etabliert.
Nach Invertierung von (3.12) können die Verzerrungen (Dehnungen ε0 und Verkrüm-
mungen κ) bei vorgegebenen Schnittgrößen n,m im (x,y,z)-KOS des MSV angeben
werden: (
ε0
κ
)
=
(
A B
B D
)−1
·
(
n
m
)
. (3.13)
Die Verzerrungen lassen sich anschließend in die jeweiligen lokalen (1,2,3)-KOS der
Einzelschichten zurücktransformieren und in das Stoffgesetz (3.5) einsetzen, woraus
i. Allg. über die Laminatdicke unstetige Spannungsverläufe resultieren. Zur Beurteilung
der mehrachsigen Beanspruchungen wurden zahlreiche Bewertungskriterien (Versagens-
hypothesen) entwickelt.
Aufgrund der Vielzahl an Parametern und funktionalen Zusammenhängen erfolgt die
Auslegung von MSV i. d.R. iterativ und ist in der Abb. 3.2 zusammenfassend sche-
matisch dargestellt. Die in dieser Arbeit erstellten Optimierungsmethoden sollen den
Berechnungsingenieur und den Faserverbundkonstrukteur bei der MSV Dimensionie-
rung in die Lage versetzen, diesen zeit- und kostenaufwändigen Iterationsprozess zu
vereinfachen.
4Die Bezeichnung Schnittkraft- und Schnittmomentenfluss orientiert sich an [VDI06]. Dabei handelt
es sich um breitenbezogene Schnittgrößen. In der einschlägigen Literatur werden diese Größen häufig
nur als Schnittkräfte und Schnittmomente bezeichnet.
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nerseits zwischen den kohäsiven Versagensarten der Verbundkomponenten (Matrix,
Faser) und dem adhäsiven Versagen an deren Grenzächen (intralaminar) sowie ander-
seits den Schädigungsarten zwischen den Schichten (interlaminar) unterschieden wird
[Puc96, Kno08, HZ11].
Bei der klassischen Auslegung von dünnwandigen Schichtverbunden wird von einem
ebenen Spannungszustand ausgegangen, sodass sich eine geschlossene Versagensfläche
nach:
{(σ1,σ2,τ12)| f(σi) = f(σ1,σ2,τ12) = 1} (3.14)
ergibt. Die implizite Gleichung mit einer Abbildung (3.14) f : R3 → R charakterisiert
den Beanspruchungszustand der Einzelschicht, bei dem die Bruchbedingung gerade
erfüllt ist. Unter der Voraussetzung der Differenzierbarkeitsbedingungen kann (3.14)
durch Reihenentwicklung in Form eines Tensorpolynomes approximiert werden [Kro92].
In der Praxis wird diese Reihe oft nach dem quadratischen Glied abgebrochen und
i. Allg. nach:
Fiσi + Fijσiσj = 1 mit i,j ∈ {1,2,12} (3.15)
dargestellt; vgl. etwa [GK65, TW71, Yeh03]. Die Tensorkoordinaten Fi, Fij werden
üblicherweise in Materialversuchen ermittelt und mit Hilfe der Basisfestigkeiten
 Rt1, Rc1: Zug- und Druckfestigkeit5 in Faserrichtung (1-Richtung),
 Rt2, Rc2: Zug- und Druckfestigkeit Quer zur Faserrichtung (2-Richtung),
 R12: intralaminare Schubfestigkeit
bzgl. des lokalen (1,2,3)-KOS (siehe Abb. 3.1a S. 21) ausgedrückt.
Exemplarisch sind einige Interaktionsversagenskriterien chronologisch in Tab. 3.1 zusam-
menfassend dargestellt. Das Festigkeitskriterium nach Tsai-Hill enthält ausschließlich
quadratische Terme und unterscheidet nicht zwischen Zug- und Druckfestigkeit. Nach
Marin-Hoffmann werden dagegen die unterschiedlichen Festigkeitskoeffizienten für
Zug- und Druckbeanspruchung in einer geschlossenen Formulierung berücksichtigt. Dar-
auf aufbauend wird gemäß Tsai-Wu ein zusätzlicher Term herangezogen, welcher die
Kopplung zwischen den Normalspannungen in der (1,2)-Ebene berücksichtigt. Dieses
Versagenskriterium ist weit verbreitet, erfordert allerdings die experimentelle Bestim-
mung des umstrittenen Interaktionkoeffizienten F12 in biaxialen Materialtests. Für einen
geschlossenen Bruchkörper muss dieser Koeffizient in einem bestimmten6 Bereich liegen,
was jedoch bei einer Vielzahl von mehrachsigen Versuchen nicht nachgewiesen werden
kann [KH97].
Viele der quadratischen pauschalen Interaktionskriterien lassen sich als Spezialfälle des
Tsai-Wu-Kriteriums mit angepassten Koeffizienten und Basisfestigkeiten auffassen
[Juh03]. Ausgehend von diesen sind weiterführende Versagenskriterien höherer Ordnung
entwickelt worden (z. B. kubische Bruchbedingungen nach Wu-Scheublein, siehe
Tab. 3.1), die aufgrund der Vielzahl an notwendigen Festigkeitskoeffizienten kaum
5 t ≡tensile, c ≡compressive
6 F12 = F˜12
√
1
Rt1R
c
1R
t
2R
c
2
mit −1 < F˜12 < 1
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Tab. 3.1: Ausgewählte Bruchbedingungen (Interaktionskriterien)
Quadratische Bedingungen
Tsai-Hill (1948/68); [Tsa65, Hil48]
σ21
R12
+ σ
2
2
R22
− σ1σ2
R12
+ τ
2
12
R122
= 1
Marin-Hoffmann (1957/67); [Mar57, Hof67]
σ21
Rt1R
c
1
+ σ
2
2
Rt2R
c
2
− σ1σ2
Rt2R
c
2
+ ( 1
Rt1
− 1
Rc1
)σ1 + (
1
Rt2
− 1
Rc2
)σ2 +
τ 212
R122
= 1
Tsai-Wu (1971); [TW71]
σ21
Rt1R
c
1
+ σ
2
2
Rt2R
c
2
− 2F12σ1σ2 + ( 1
Rt1
− 1
Rc1
)σ1 + (
1
Rt2
− 1
Rc2
)σ2 +
τ 212
R122
= 1
Kubische Bedingungen
Wu-Scheublein (1974); [WS74]
Fiσi + Fijσiσj + Fijkσiσjσk = 1
praktische Relevanz besitzen. Zudem ist aufgrund der Streuungen der Materialparameter
eine Erhöhung des Polynomgrades i. d. R. nicht zu rechtfertigen.
Weiterführenden Erläuterungen zu typischen Versagenshypothesen für FKV-Strukturen
mit einem historischen Überblick sind beispielsweise in [Has80, TNW80, Kro05] ange-
geben.
3.3.2 Bruchtypbezogene Versagenskriterien
Aufgrund der kompakten mathematischen Formulierung der in Tab. 3.1 exemplarisch
dargestellten Pauschalbruchkriterien können die ertragbaren Beanspruchungen der
Einzelschichten nur global bewertet werden. Der zugrunde liegende Homogenisierungs-
ansatz hinsichtlich des Festigkeitsverhaltens erlaubt dabei keine bruchtypabhängige
Versagensbewertung. Die Beanspruchungszustände verursachen jedoch unterschiedliche
charakteristische Versagensarten, denen ein physikalisch begründeter Effekt zugeordnet
werden kann. Die ganzheitliche Beschreibung mittels an Versuchsergebnisse angepassten
Interpolationspolynomen nach (3.15) ist daher vom physikalischen Standpunkt nicht
sinnvoll [Has80, Kro05]. So sind etwa die Zug- und Druckfestigkeiten (Rt1,2, Rc1,2) mit
den jeweiligen zugeordneten Spannungen zu kombinieren und die Faserfestigkeiten (Rt1,
Rc1) weitgehend unabhängig von den Schub-(R12) und Querfestigkeiten (Rt2, Rc2) zu
betrachten.
In Tab. 3.2 sind beispielsweise einige Kriterien dargestellt, die nach dem Bruchverhalten
von UD-Einzelschichten unterscheiden. Eine relativ einfache bruchtypbezogene Klassi-
fizierung ist die Bewertung bezüglich der Basisfestigkeiten. Vielfach werden auch die
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Tab. 3.2: Ausgewählte bruchtypabhängige Versagenskriterien
Interaktionsloses Kriterium
Kriterien maximaler Auslastung
max
{
σ1
Rt1
,− σ1
Rc1
,
σ2
Rt2
,− σ2
Rc2
,
∣∣∣∣ τ12R12
∣∣∣∣
}
= 1
oder
max
{
ε1
Rt1ε
,− ε1
Rc1ε
,
ε2
Rt2ε
,− ε2
Rc2ε
,
∣∣∣∣ γ12R12ε
∣∣∣∣
}
= 1
Kriterien mit Teilinteraktion
Puck und Hashin-Rotem (1969/73) [Puc69, HR73]
max

(
σ1
Rt1
)2
,
(
σ1
Rc1
)2
,

(
σ2
Rt2
)2
+
(
τ12
R12
)2
, für σ2 ≥ 0(
σ2
Rc2
)2
+
(
τ12
R12
)2
, für σ2 < 0
 = 1
Ztl-Kriterium (1975) [CDK+97, IAS82]
max

(
σ1
Rt1
)2
,
(
σ1
Rc1
)2
,
(
1
Rt2
− 1
Rc2
)
σ2 +
σ22
Rt2R
c
2
+
(
τ12
R12
)2 = 1
ertragbaren Verzerrungen als Basiskennwerte einer Einzelschicht herangezogen, die sich
zu Kriterien maximaler Auslastung zusammenfassen lassen.
Die Interaktion verschiedener Spannungskomponenten auf das Bruchverhalten durch
eine überlagerte mehrachsige Beanspruchung wird durch eine derartige Bewertung nicht
abgebildet, sodass die Festigkeit i. Allg. überschätzt wird. Die erweiterten Versagensmo-
delle etwa nach Puck und Hashin-Rotem berücksichtigen, dass Zwischenfaserbrüche
durch eine überlagerte Schub- und Normalspannung in der intralaminaren (1,2)-Ebene
ausgelöst werden. Ferner ist bei Bruchkriterien den unterschiedlichen Festigkeiten von
Normalzug- und Normaldruckbeanspruchung (Rt1 6= Rc1) Rechnung zu tragen. Aufgrund
der geschlossenen Formulierung der Zwischenfaserbruchbedingung des Ztl-Kriteriums,
(siehe Tab. 3.2) werden – gegenüber den fünf Basisfestigkeiten der Kriterien maxima-
ler Auslastung und den vier Bruchbedingungen der Hashin-Rotem Formulierung –
nur drei Bruchmoden unterschieden. Dies hat allerdings den Nachteil, dass die Querzug-
und Querdruckfestigkeiten nicht unabhängig voneinander betrachtet werden.
Wirkebenenbezogene Bruchkriterien
Nach Mohr wird die Bruchgrenze eines Materials durch die Spannungen in der Bru-
chebene bestimmt [KH97, FR03, Kob11]. Der Spannungszustand (Tensor 2. Stufe)
ist hierfür auf die (n,t)-Bruchebene zu beziehen; vgl. Abb. 3.3. Dies entspricht einer
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FF1 : F σ‖ =
1
Rt‖
σ1︸︷︷︸
Zugspannung, σ1>0
(3.19a)
FF2 : F τ‖ = −
1
Rc‖
σ1︸︷︷︸
Druckspannung, σ1<0
(3.19b)
IFF1 : F σ⊥ =
1
Rt⊥
1
2
(
(σ2 + σ3) +
√
(σ2 − σ3)2 + 4τ 223
)
︸ ︷︷ ︸
σI in der ⊥⊥-Ebene
(3.19c)
IFF2 : F⊥‖ =
τ3⊥‖︷ ︸︸ ︷(√
τ 213 + τ 212
)3
R3⊥‖
+ 2b⊥‖
(σ2τ 212 + σ3τ 213)
R3⊥‖
(3.19d)
IFF3 : F τ⊥ =
(bτ⊥ − 1)(σ2 + σ3) + bτ⊥
2τmax⊥⊥︷ ︸︸ ︷√
(σ2 − σ3)2 + 4τ 223
Rc⊥︸︷︷︸
2R⊥⊥
(3.19e)
Die Faserbrüche (Fiber Failure FF1 und FF2) werden analog der bruchtypabhängigen
Versagensflächen nach Tab. 3.2 berücksichtigt. Die verwendeten Indizes, verdeutlichen
dabei das phänomenologische Versagensverhalten, so ist etwa das Bruchverhalten bei
Druckbeanspruchung (3.19b) parallel zur Faserlängsachse (‖) auf ein Schubversagen (τ)
quer zur Faserlängsachse zurückzuführen.
Weiterhin werden drei elementare Zwischenfaserbeanspruchungen (Inter Fiber Failure
IFF) mit entsprechenden Festigkeiten Rt⊥, Rc⊥ sowie R⊥‖ unterschieden. Dabei wird
die Querzugbeanspruchung im Versagensmode IFF1 (3.19c) durch die maximal auftre-
tende Zugspannung (entspricht I. Hauptspannung) in der Faserlängsebene ermittelt.
Für das Schubversagen IFF2 (3.19d) ist die resultierende Schubspannung parallel zur
Faserrichtung τ⊥‖ bestimmend, wobei die linear ansteigende Festigkeitserhöhung bei
Querdruck (σ2, σ3) über einen Koeffizienten b⊥‖, der die „innere Werkstoffreibung“
abbildet, berücksichtigt wird. Nach [CF04] liegt dieser materialabhängige Kennwert im
Bereich 0,05 ≤ b⊥‖ ≤ 0,2. Neben den kritischen Faserbrüchen ist insbesondere der durch
Querdruck hervorgerufene Zwischenfaserbruchmode IFF3 (3.19e) zu vermeiden, da
dieser angrenzende Schichten „aufsprengen“ kann (wedge fracture). Versagensursächlich
ist dabei jedoch die Schubfestigkeit der ⊥⊥-Ebene, welche in Drucktests experimentell
ermittelt und daher als Druckfestigkeitswert Rc⊥ bezeichnet wird. Eine Festigkeitserhö-
hung infolge einer überlagerten Querdruckbeanspruchung wird analog dem IFF2 durch
Einführung eines „Reibparameters“ 1 < bτ⊥ ≤ 1,1 berücksichtigt.
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Mit Hilfe der Bruchfunktionen (3.19) und der Bruchbedingung (3.14) kann ein Mode
abhängiger Reserve- oder Streckungsfaktor fmode ermittelt werden. Dieser Reservefaktor
gibt an, inwieweit die einzelnen Spannungskomponenten entsprechend ihrer auftretenden
Potenz zu skalieren sind, bis die Bruchbedingung erfüllt wird. So folgt etwa für die
Zwischenfaserbruchbedingung IFF2 gemäß (3.19d):
1 =
(√
f 2⊥‖τ
2
13 + f 2⊥‖τ 212
)3
R3⊥‖
+ 2b⊥‖
(f⊥‖σ2f 2⊥‖τ 212 + f⊥‖σ3f 2⊥‖τ 213)
R3⊥‖
. (3.20)
Die Gleichungen (3.21) geben die nach dem jeweiligen Bruchmode aufgelösten Reser-
vefaktoren an, wobei die zugehörigen Beanspruchungen zu entsprechenden „Vergleichs-
spannungen“ zusammengefasst werden.
FF1 : f‖σ =
Rt‖
σ1
=
Rt‖
σ
‖σ
eq
(3.21a)
FF2 : f‖τ = −
Rc‖
σ1
=
Rc‖
σ
‖τ
eq
(3.21b)
IFF1 : f⊥σ =
Rt⊥
1
2
(
(σ2 + σ3) +
√
(σ2 − σ3)2 + 4τ 223
) = Rt⊥σ⊥σeq (3.21c)
IFF2 : f⊥‖ =
R⊥‖
3
√(√
τ 231 + τ 221
)3
+ 2b⊥‖(σ2τ 221 + σ3τ 231)
= R⊥‖
σ
⊥‖
eq
(3.21d)
IFF3 : f⊥τ =
Rc⊥
(bτ⊥ − 1)(σ2 + σ3) + bτ⊥
√
(σ2 − σ3)2 + 4τ 223
= R
c
⊥
σ⊥τeq
(3.21e)
Bei der Berechnung des Reservefaktors für IFF2 nach (3.21d) oder (3.20) kann es jedoch
vorkommen, dass sich der Schnittpunkt mit der Versagensfläche erst nach Überschreitung
der maximal ertragbaren Schubspannung ergibt, was eine entsprechende Abfrage bei der
Auswertung erfordert. Stattdessen wird in [Cun06] ein anderer Ansatz vorgeschlagen,
bei dem nur die für diesen Versagensmodus hauptverantwortlichen Schubspannungen
im zweiten Summanden (3.20) mit dem Reservefaktor zu skalieren sind. Die daraufhin
in f⊥‖ entstehende kubische Gleichung ist numerisch relativ schwierig zu behandeln8,
sodass eine Umformulierung von (3.20) in eine biquadratische Gleichung erfolgt:
1 = f 4⊥‖
(√
τ 213 + τ 212
)4
R4⊥‖
+ 2b∗⊥‖f 2⊥‖
(σ2τ 212 + σ3τ 213)
R3⊥‖
. (3.22)
8Die exakte Lösung erfordert die Berechnung mit Hilfe von komplexen Zahlen (Formel von Cardano).
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Diese Gleichung kann durch mehrfache Substitution nachf?k aufgelöst werden, erfordert
allerdings die Anpassung des Reibparameters9 b?k ! b ?k .
Die Gesamtreserve fRes sowie die Interaktion der einzelnen Bruchmoden wird durch die
Hintereinanderschaltung einzelner Reservefaktoren ermittelt (series spring model).
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+
 
1
f?
!
_m
(3.23)
Der Interaktionsexponent _m – als zusätzlicher Stoffwert – ist z. B. über eine Regressi-
onsanalyse zu bestimmen und liegt nach Cuntze im Bereich 2< _m  3,1.
Die resultierende Materialanstrengung einer Einzelschicht wird dann über:
Eff Res =
1
fRes
=
"
X
mode
 
1
f _mmode
!# 1
m˙
(3.24)
berechnet.
Bei der Festigkeitsoptimierung von Schichtverbunden wird in dieser Arbeit entweder
die maximale Materialanstrengung der am größten ausgelasteten Einzelschicht nach
(3.24) minimiert (min-max-Problem):
min
x2X
fEff maxRes g , (3.25)
oder äquivalent der Reservefaktor fRes der am höchsten beanspruchten Einzelschicht
maximiert (max-min-Problem):
max
x2X
ff minRes g . (3.26)
3.4 Netztheorie
Zur Vorauslegung von Schichtaufbauten kann für bestimmte Anwendungsfälle die Ma-
trix vernachlässigt werden, sodass lediglich die Fasern wirken. Die Grundlage dieser
Dimensionierungsmethode ist die sog. Netztheorie, mit der die Ausrichtung der Fasern
entlang der Kraftflüsse angestrebt wird. Im Unterschied zur klassischen Laminattheorie
sind dabei ausschließlich die Gleichgewichtsbedingungen erforderlich. Dies beschränkt
jedoch die Lösung auf statisch bestimmte Systeme, was die Anzahl der unabhängigen
Schichtorientierungen auf maximal drei festlegt. Zudem werden ausschließlich Scheiben-
belastungen n berücksichtigt.
9 In [Cun06] wird dieser Parameter mit bb?k bezeichnet.
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Den Ausgangspunkt der Berechnungen gemäß der Netztheorie bilden die Schnittkraft-
flüsse in Faserrichtung n1, die wie Spannungen transformiert werden, sodass sich an
einem aus m Schichten bestehenden MSV die Gleichgewichtsbedingungen:
σxt = nx =
m∑
k=1
nxk =
m∑
k=1
n1k cos2(Φk) ,
ny =
m∑
k=1
nyk =
m∑
k=1
n1k sin2(Φk) , (3.27)
nxy =
m∑
k=1
nxyk =
1
2
m∑
k=1
n1k sin(2Φk)
im (x,y)-KOS ergeben.
Die äußeren Schnittkraftflüsse sind zweckmäßig auf ihre schubbeanspruchungsfreien
Hauptrichtungen in das (I,II)-KOS:
(
nI
nII
)
=
(
cos2(αH) sin2(αH) sin2(2αH)
sin2(αH) cos2(αH) − sin2(2αH)
)
·
 nxny
nxy
 (3.28)
zu transformieren. Der Transformationswinkel αH gibt die Orientierung des MSV (x,y)-
KOS relativ zum (I,II)-KOS an:
αH =
1
2 arctan
2nxy
nx − ny . (3.29)
Für einen Zweischichtverbund werden die Schnittkraftflüsse mit (3.27) dann wie folgt
ausgedrückt:
nI =n11 cos2(ΦH1) + n12 cos2(ΦH2) ,
nII = n11 sin2(ΦH1) + n12 sin2(ΦH2) , (3.30)
0 =n11 sin(2ΦH1) + n12 sin(2ΦH2) .
Die Schichtwinkel ΦHi entsprechen den Orientierungen der lokalen Schichtkoordina-
tensysteme in Bezug zum Hauptachsensystem der Belastung. Die Auflösung des Glei-
chungssystems führt schließlich auf das Verhältnis von äußeren Belastungen zu den
entsprechenden Winkelzuordnungen:
nII
nI
= tan(ΦH1)− tan(ΦH2)cot(ΦH1)− cot(ΦH2)
. (3.31)
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Für ausgeglichene Winkelverbunde (ΦH2 = −ΦH1), die häufig bei Wickelprozessen
auftreten, kann (3.31) aufgrund der Punktsymmetrie der Tangensfunktion nach:
ΦH1 = arctan
(√
nII
nI
)
; ΦH2 = −ΦH1 für
nII
nI
≥ 0 (3.32)
aufgelöst werden.
Beispielsweise ergibt sich gemäß der Kesselformeln (siehe Abschnitt 6.3) für Behälter
unter Innenüberdruck und dem daraus resultierenden Hauptbeanspruchungsverhältnis
von nII
nI
= 2 ein optimaler Wickelwinkel von arctan(
√
2) ≈ ±54,7◦.
Gegenstand dieser Arbeit ist u. a. die Optimierung eines gewickelten Schichtaufbaus
von Hochdruckbehältern mit geschweißten Stahllinern und Muffen sowie Klöpperböden.
Dieser Wickelwinkel kann nicht ohne Korrektur verwendet werden, sondern wird als
grobe Schranke für den rohrförmigen Grundkörper herangezogen. Die Herstellung
des gesamten Grundkörpers in einem kontinuierlichen Wickelprozess erfordert dabei
die Anpassung dieses Wickelwinkels sowie weitere Modifikationen hinsichtlich der
Fertigungsrestriktionen.
3.5 Dämpfungsverhalten
Die Dämpfung von MSV setzt sich nach Adams-Bacon10 aus der Summe der dissipier-
ten spezifischen elastischen Gesamtenergie (Verlustarbeit) ∆U der UD-Einzelschichten
zusammen. Um das Dämpfungsvermögen als Werkstoffkennwert einzuführen, wird
die Verlustarbeit auf die elastische Gesamtdehnungsenergie U bezogen. Damit steht
ein beanspruchungsamplitudenfreies Vergleichmaß, die spezifische Dämpfungskapazität
ψ = ∆U
U
(SDC: specific damping capacity), zur Verfügung.11
Die Dämpfungskapazität der Einzelschicht k wird phänomelogisch nach ihren jeweiligen
Beanspruchungsanteilen in Faserichtung ψ1(σ1), quer zur Faserrichtung ψ2(σ2) sowie in
einen Schubanteil ψ12(τ12) zerlegt. Diese Dämpfungsanteile sind bei Annahme kleiner
Verformungen proportional zu den jeweiligen Schichtspannungen.
Die gesamte spezifische Dämpfungskapazität eines MSV mit n Einzelschichten lässt
sich mit einem Überlagerungsansatz zusammenfassen, vgl. auch Abb. 3.5:
ψ = ψ1 + ψ2 + ψ12 = ψL
n∑
k=1
∆U1k
U
+ ψT
n∑
k=1
∆U2k
U
+ ψLT
n∑
k=1
∆U12k
U
. (3.33)
Die jeweiligen Dissipationsparameter ψL, ψT, ψLT sind als Werkstoffkonstanten experi-
mentell zu bestimmen [AB73, AM93, AM03].
10Weitere Dämpfungsmodelle siehe z. B. [BC08].
11Die einzelnen Dämpfungskenngrößen sind ineinander überführbar durch: ψ2pi = D =
δ
ω , dabei ist D
das Lehrsche Dämpfungsmaß (Dämpfungsgrad), δ die exponentielle Abklingkonstante einer freien
Schwingung und ω die Eigenkreisfrequenz des Systems.
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Abb. 3.5: Orientierungsabhängige, spezifische Dämpfungskapazität nach Adams-
Bacon für einen MSV (TEPEX® 101 RG600) siehe Abschnitt 5.2, [UKK13]
Exemplarisch ergibt sich daraus die Teilenergiedissipation ∆U1 infolge einer faserparal-
lelen Beanspruchung von:
∆U1 =
1
2ψL
∫
V
ε1σ1dV . (3.34)
Unter Berücksichtigung einer ausschließlichen freien Biegeschwingung des MSV entlang
der Balkenlängsachse (σx 6= 0, σy = τxy = 0) transformieren sich die Spannungs- und
Dehnungskomponenten wie folgt:
∆U1 =
1
2ψL
∫
V
 cos
2(Φk)
sin2(Φk)
1
2 sin(2Φk)

T
·
 εxεy
γxy

︸ ︷︷ ︸
ε1
 cos
2(Φk)
sin2(Φk)
sin(2Φk)

T
·
 σx0
0

︸ ︷︷ ︸
σ1=cos2(Φk)σx
dV . (3.35)
Auf Grundlage der Plattentheorie nach (3.9) sowie des Elastizitätsgesetzes (3.7) folgt
weiterhin:
∆U1 =
1
2ψL
∫
V
 cos
2(Φk)
sin2(Φk)
1
2 sin(2Φk)

T
·
 κxκy
κxy
 z
 Q11kQ12k
Q13k

T
·
 κxκy
κxy
 z cos2(Φk)dV . (3.36)
Zudem gilt für symmetrische Schichtaufbauten mit reiner Biegebeanspruchung die
bekannte Beziehung, vgl. (3.13):(
0
κ
)
=
(
A B
B D
)−1
·
(
0
m
)
y κ = D−1︸ ︷︷ ︸
C
·my κ = C ·m . (3.37)
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Mit mx 6= 0 und my = mxy = 0 kann die Krümmung in (3.36) entsprechend (3.37)
substituiert werden, sodass sich die dissipierte Energie eines Balkens mit Einheitsbreite,
der Dicke des Schichtverbundes H sowie mit der freien Länge L wie folgt angeben lässt:
∆U1 =
1
2ψL
∫
V
 cos
2(Φk)
sin2(Φk)
1
2 sin(2Φk)

T
·
 C11C21
C61
mxz
 Q11kQ12k
Q13k

T
·
 C11C21
C61
mxz cos2(Φk)dV
(3.38)
= 12
L∫
0
m2xdxψL
H∫
0
 cos
2(Φk)
sin2(Φk)
1
2 sin(2Φk)

T
·
 C11C21
C61

 Q11kQ12k
Q13k

T
·
 C11C21
C61
 cos2(Φk)z2dz .
Die elastische spezifische Gesamtenergie durch Biegebelastung eines Balkens lautet dann
(vgl. [AB73]):
U = 12m · κ =
1
2
L∫
0
mxκxdx mit (3.37) = C11
1
2
L∫
0
m2xdx . (3.39)
Für einen MSV aus n UD-Einzelschichten mit den Orientierungen Φk wird damit die
spezifische Dämpfungskapazität in Faserrichtung nach:
ψ1 =
∆U1
U
(3.40)
= 13
ψL
C11
n∑
k=1
 cos
2(Φk)
sin2(Φk)
1
2 sin(2Φk)

T
·
 C11C21
C61

 Q11kQ12k
Q13k

T
·
 C11C21
C61
 cos2(Φk) (z3k − z3k−1)
ausgedrückt.
Gemäß [NA84, BC08] kann der Dehnungseinfluß εy quer zur Balkenlängsachse bei der
Biegebeanspruchung vernachlässigt werden12, sodass sich (3.40) schließlich reduziert
auf:
ψ1 =
1
3
ψL
C11
n∑
k=1
(
cos2(Φk)
1
2 sin(2Φk)
)T
·
(
C11
C61
) Q11kQ12k
Q13k

T
·
 C11C21
C61
 cos2(Φk) (z3k − z3k−1) .
(3.41)
12 Physikalisch unplausible, negative spezifische Dämpfungskapazitäten quer zur Faserrichtung ψ2
werden damit ausgeschlossen.
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Analog zu (3.40) werden die Spannungs- und Dehnungskomponenten quer zur Faser-
richtung sowie in Schubrichtung transformiert. Damit können die spezifische Teildämp-
fungskapazitäten entsprechend (3.42) und (3.43) berechnet werden:
ψ2 =
∆U2
U
=
1
2ψT
∫
V
ε2σ2dV
U
(3.42)
= 13
ψT
C11
n∑
k=1
 sin
2(Φk)
cos2(Φk)
−12 sin(2Φk)

T
·
 C11C21
C61

 Q11kQ12k
Q13k

T
·
 C11C21
C61
 sin2(Φk) (z3k − z3k−1) ,
ψ12 =
∆U12
U
=
1
2ψLT
∫
V
γ12τ12dV
U
(3.43)
= 13
ψLT
C11
n∑
k=1
 − sin(2Φk)sin(2Φk)
cos(2Φk)

T
·
 C11C21
C61

 Q11kQ12k
Q13k

T
·
 C11C21
C61
 12 sin(2Φk)
(
z3k−1 − z3k
)
.
In dieser Arbeit wird ein Dämpfungsmodell für Schichtaufbauten aus textilen Ge-
webeverstärkungen und thermoplastischen Matrizes abgeleitet, wofür ein neuartiger
Ansatz (GEP-FC: Gene Expression Programming with Free Coefficients) auf Basis
von Methoden der künstlichen Intelligenz sowie genetischen Optimierungsalgorithmen
implementiert wird.
4 Optimierung von Mehrschichtverbunden
Deterministische Optimierungsverfahren (vgl. 2.2) finden effizient das Minimum bei
kontinuierlichen hinreichend glatten skalaren sowie konvexen Zielfunktionen. Dieses
vorteilhafte Verhalten ist allerdings bei vielen technischen Problemstellungen, insbe-
sondere beim Faserverbundentwurf, nicht zu erwarten. Bei derartigen Fragestellungen
stehen unstetige Zielfunktionen mit mehreren lokalen Minima im Vordergrund des
Strukturproblems, welche eine Anwendung deterministischer Optimierungsverfahren
stark erschweren oder sogar von vornherein ausschließen. Zusätzlich wird die Optimie-
rung dadurch erschwert, dass die Entwurfsvariablen bei der Faserverbundauslegung
oft nur diskrete Zustände annehmen können. Eine Optimierungsstrategie auf Basis
einer vollständigen Enumeration (Exhaustive Search, Brute Force) scheidet i. d. R. hier
aufgrund der enormen Vielzahl der Lösungsvarianten aus.
Um dennoch mit vergleichsweise geringem Aufwand technische Optimierungslösungen
abzuleiten, wurden in den letzten Jahrzehnten Strategien entwickelt, die Verhaltens-
weisen und Kommunikationsstrukturen der Natur abstrahieren. Zur Optimierung der
Stapelungsreihenfolge von MSV-Bauteilen hinsichtlich Festigkeitssteigerung sind hier
repräsentative Verfahren analysiert und ausgewählte Methoden angepasst und implemen-
tiert worden. Die Berechnung der Beanspruchung des MSV erfolgte dazu auf Grundlage
eines analytischen Modells nach Abb. 3.2, S.27, wobei die Materialanstrengung der
Einzelschichten mittels Failure Mode Concept nach Cuntze, (vgl. Abschnitt 3.3.2)
beurteilt wurden.
Optimierungsverfahren auf Basis naturanaloger Konzepte sind oft populationsbasiert,
wodurch ausgehend von einer zufälligen Lösungsmenge iterativ neue Lösungsvorschläge
generiert werden. Diese Strategien erfordern allerdings entsprechend viele Funktionsaus-
wertungen, sodass sie zur direkten Bauteiloptimierung – basierend auf kostenintensiven
numerischen Modellen – i. Allg. unzweckmäßig sind. Daher wurde im Rahmen dieser
Arbeit eine Methode entwickelt, mit der eine Optimierung von MSV-Bauteilen auch für
komplexe Strukturen auf Grundlage eines analytischen Modelles vorgenommen werden
kann. Dies wird durch den wechselseitigen Datenaustausch mit einer schrittweisen
entkoppelten Betrachtung des analytischen und numerischen Modells erreicht.
4.1 Unstetige multimodale Versagensfunktion
Zur Berechnung der Auslastung von dünnwandigen MSV-Bauteilen wird häufig die
klassische Laminattheorie nach Abb. 3.2; S. 27 herangezogen. Für die im Weiteren
durchgeführten Berechnungen wurden die in Tab. 4.1 angegebenen Steifigkeitskennwerte,
Basisfestigkeiten sowie Kurvenparameter nach [Cun06] einer unidirektional verstärkten
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Tab. 4.1: UD-GFK Einzelschichtkennwerte (tk =0,2 mm, [CDK+97], S.102/112)
Steifigkeiten Basisfestigkeiten und Kurvenparameter
E1 = 44,5 GPa Rt1 = 1.300 MPa Rc1 = 800 MPa
E2 = 12,5 GPa Rt2 = 60 MPa Rc2 = 144 MPa
ν12 = 0,28
G12 = 6,0 GPa R12= 61 MPa
Reibkoeffizient b12 = 0,34; Interaktionsexponent m˙ = 2,0
Glasfasereinzelschicht verwendet. Für die repräsentative Berechnung sind drei Einzel-
schichten zu einem symmetrischen MSV zusammengefasst. In dieser Form bilden sie die
zu betrachtende Elementarzelle, deren Eigenschaften über zwei unabhängige Schicht-
orientierungen (Φ1 = Φ3,Φ2) parametrisiert sind; vgl. Abb. 4.1 und 4.2. An derartigen
makroskopischen Schichtaufbauten wirken entsprechend der klassischen Laminattheo-
rie Schnittbelastungen, wobei für die Festigkeitsbewertung diese Schichtaufbauten in
Einzelschichten (Mesoskala) aufgelöst werden.
Entsprechend der gewählten Schnittbelastung und Schichtorientierung des verwende-
ten Dreischichtaufbaus ergeben sich verschiedene Versagensmoden und -niveaus. Die
schichtweise Beanspruchungsbewertung erfolgte nach dem Failure Mode Concept nach
Cuntze, siehe Abschnitt 3.3.2, wobei die jeweiligen Materialanstrengungen Eff Res
nach (3.24) ermittelt wurden. Im Weiteren soll das Erstschichtversagen als konservative
Dimensionierungsgröße des Gesamtverbundes herangezogen werden. Damit ist die mo-
mentane maximale Auslastung Eff maxRes der drei Einzelschichten als versagensrelevant
und festigkeitsbestimmend maßgeblich.
In der Abb. 4.1 ist die maximale Auslastung des symmetrischen Dreischichtaufbaues für
die jeweils am höchsten beanspruchte Schicht mit dem dazugehörigen Versagensmode in
Abhängigkeit von den Orientierungen der Mittelschicht im Intervall (−90◦ ≤ Φ2 ≤ 90◦)
dargestellt. Die Belastung wurde dabei so gewählt, dass die Bruchbedingung gerade
erfüllt ist (Eff maxRes = 1), wenn alle Einzelschichten in der Beanspruchungsrichtung
(Φi = 0) ausgerichtet sind. Um einen inhomogenen Verzerrungszustand des MSV über
der Dicke abzubilden, wurde eine überlagerte Biege-/Zugbelastung von nx = Rt1
tges
4 und
mx = nx tges2 eingeleitet. Diese Belastung ist abhängig von der Gesamtlaminatdicke tges
und von der Festigkeitskomponente Rt1 und wurde aus Gründen der Vergleichbarkeit
für die nachfolgende Analyse der Optimierungsalgorithmen gewählt. In Abb. 4.1 ist
der nichtkonvexe Funktionsverlauf deutlich Eff maxRes (Φ2) zu erkennen. So existieren zwei
lokale Minima bei Φ2 = ±90◦ und Φ2 = 0◦. Ferner wird deutlich, dass sich nicht nur der
Versagensmode ändert, sondern auch die versagenskritische Einzelschicht wechselt. Diese
diskontinuierlichen Übergänge zwischen Schicht 2 und 3 führen auf C0 stetige Zielfunk-
tionen bei der Versagensminimierung, sodass ableitungsbasierte Optimierungsstrategien
nach Abschnitt 2.2 nicht herangezogen werden können.
Ein parametrisierter MSV mit unabhängiger Schichtorientierung, der durch willkürliche
Schnittbelastungen beansprucht ist, besitzt i. Allg. eine für die deterministische Opti-
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Startwerte vorgegeben werden, was allerdings aufgrund komplizierter überlagerter Be-
anspruchungen oft nicht möglich ist. Eine Multistart-Strategie ist bei vielen praktischen
Problemstellungen mit größeren Schichtanzahlen zu aufwändig, da die Anzahl der
Startwerte und damit notwendigen Optimierungsläufe exponentiell wächst.
4.2 Stochastische Metaheuristiken
Im Unterschied zu den deterministischen Verfahren (Abschnitt 2.2) werden bei den
stochastischen Algorithmen zufällig generierte Größen und Parameter herangezogen.
Die Klasse der Algorithmen der stochastischen Optimierung AS, sog. Monte-Carlo-
Methoden, lassen sich wie folgt:
{x1,x2, . . . ,xn}(t+1) = AS({x1,x2, . . . ,xn}(t),P (t)A ,Z(t)A ) (4.2)
zusammenfassen (vgl. [YCX13]). Dabei werden ausgehend von der aktuellen Konfigura-
tion x(t)i zum Iterationszeitpunkt t mittels algorithmenspezifischen P (t)A und zufallsba-
sierten Parametern Z(t)A fortwährend neue und i. Allg. verbesserte Lösungsvorschläge
ermittelt. Dazu werden ausschließlich Informationen (Funktionswerte) über verschiede-
ne2 Punkte im Definitionsbereich der Zielfunktion benötigt, um neue Lösungsvorschläge
(Individuen) zu generieren. Die Zielfunktion muss daher nur an diesen „Testpunkten“
definiert sein ohne weitere Stetigkeitsanforderungen zu erfüllen. Dadurch kann die-
se Algorithmenklasse sehr flexibel angewendet werden, woraus auch der Begriff der
Metaheuristiken hervorgeht [DSPT06].
Der Abbruch der Iterationen erfolgt dabei etwa nach einer definierten maximalen Itera-
tionsanzahl oder nach einer festgelegten durchschnittlichen Abweichung der einzelnen
Individuen untereinander. Die mit Hilfe dieser Heuristiken gemäß (4.2) erhaltenen Lösun-
gen werden üblicherweise nicht auf die hinreichenden mathematischen Eigenschaften, wie
die ersten und zweiten Ableitungen am Optimum oder denKuhn-Tucker-Bedingungen
restriktionsbehafteter Probleme geprüft (oft nicht durchführbar; [Aro04]). Damit werden
diese Verfahren gemeinhin zu den Optimalitätskriterien gezählt; siehe Abschnitt 2.2.3.
4.2.1 Schwarmintelligenz
Eine wichtige Unterklasse stochastischer Verfahren sind naturanaloge oder naturinspi-
rierte Strategien. Die Mehrzahl dieser Algorithmen zählt zur Untergruppe der bioinspi-
rierten3 Verfahren, die beispielsweise auf dem kollektiven Verhalten von Schwärmen
beruhen und sich folgendermaßen klassifizieren lassen [FY13]:
Schwarm-Basiert⊂Bio-Inspiriert⊂Natur-Inspiriert⊂Stochastisch.
2Wird von einer Startmenge von min. zwei zufallsgenerierten Lösungen ausgegangen, wird auch von
populationsbasierten Verfahren gesprochen.
3 Ein bekannter Vertreter eines naturanalogen aber nicht bioinspirierten Optimierungsverfahrens ist
z. B. das simulierte Abkühlen – physikalisch inspiriert.
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Der wesentliche Erfolg der Schwarm-Verfahren beruht auf dem Zusammenspiel von
lokalen individuellen Erfahrungen des einzelnen Individuums und der „sozialen Kom-
ponente“ des gesamten Schwarmes. Ein allgemeines und anschauliches Beispiel ist die
Partikelschwarmoptimierung (PSO: Particle Swarm Optimization) nach Kennedy
und Eberhart [KE95]. Dabei wird von einer definierten Anzahl zufällig generierter
Lösungsvorschläge, den Positionen p(0)i einzelner Partikel, ausgegangen und über die
Vorschrift:
p
(t+1)
i = K[ω p
(t)
i + cgl r
(t)
i gl (p
(t)
BEST − p(t)i )︸ ︷︷ ︸
Richtung zum
global Besten
+clo r(t)i lo (p
(t)
i best − p(t)i )︸ ︷︷ ︸
Richtung zum
individuell Besten
] (4.3)
werden sukzessiv neue Positionen berechnet. Im aktuellen Zeitschritt t existieren für
die einzelnen Partikel zwei ausgezeichnete Positionen: die momentan beste Position
aller Lösungen p(t)BEST und die für jeden Partikel bisher erreichte historisch beste Lösung
p
(t)
i best. Zu diesen Punkten werden Richtungen aufgespannt und ausgehend von der
aktuellen Position jeweils der nächste Raumpunkt p(t+1)i durch Hinzuaddieren einer
Linearkombination der beiden Richtungen berechnet. Die mittleren Anteile werden
dabei durch die Optimierungsparameter (Beschleunigungskoeffizienten cgl, clo) der
Schrittweite in Richtung der global besten Lösung bzw. der Schrittweite zur individuell
lokal besten Stelle gesteuert. Eine derartige Aufteilung ist notwendig, weil dadurch der
Suchraum breiter durchschritten wird und so lokale Maxima während der Iterationen
einfacher verlassen werden können. Dies wird zudem durch zufällige gleichverteilte
Richtungsfaktoren unterstützt, die in jedem Zeitschritt und für jedes Individuum
neu zu ermitteln sind, r(t)i gl, r
(t)
i lo ∈ (0,1). Damit verhält sich jedes Individuum leicht
unterschiedlich.
Für die Beschleunigungsfaktoren werden in der Literatur Werte im Bereich 1 < cgl, clo ≤
2,8 empfohlen; vgl. etwa [Har08]. Die Zufallsparameter sind oft voneinander abhängig
und über die Konvexkombination r(t)i lo = (1 − r(t)i gl) verknüpft. Die Schrittweite wird
über den Parameter ω (Trägheitskoeffizient) sowie K („Clerc’s constriction Faktor“)
gesteuert.
Je nach Festlegung der Suchrichtungen und der Schrittweiten bei der Ermittlung der
nächsten Position eines Individuums existieren verschiedene Varianten für schwarmbasier-
te Optimierungsstrategien auf kontinuierlichen Zielfunktionen. Den einzelnen Verfahren
wird dabei oft ein Analogon aus der Natur zugeordnet. So werden etwa beim Kuckuck-
Algorithmus (Cuckoo search) [YD09] ausgewählte Lösungen fortwährend durch sog.
statistische Lévy Flights mutiert. Demgegenüber werden sowohl bei der Bienenkolonie-
Optimierung (Artificial Bee Colony) [KB07] als auch bei der Glühwürmchen-Strategie
(Firefly Algorithm) [Yan10] Nachbarschaftsbeziehungen unterschiedlich gewichtet. Hier-
durch werden ähnliche Lösungen stärker berücksichtigt als weiter entfernt liegende Indi-
viduen. Ein Vergleich verschiedener bio-inspirierter Verfahren ist u. a. in [AGR06, DK13]
zusammengefasst.
In der Tab. 4.3 sind die gewählten Parameter für eine Partikelschwarmoptimierung nach
(4.3) zur Ermittlung der optimalen Schichtorientierungen des o. g. Dreichschichtaufbaues
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Tab. 4.3: Optimierungsparameter gemäß PSO zur Lösung von (4.1)
Anzahl der Partikel
n 10
Beschleunigungskoeffizienten
cgl 2,0
clo 2,3
Schrittweitensteuerung
K 0,75
ω 0,95
Abbruchbedingung
abr ≥ 0,95 oder maximale Iterationsanzahl = 50
bei der Schnittbelastung nach Tab. 4.2 angegeben. Die zu Grunde liegende Optimierungs-
aufgabe und die Qualitäts- oder Fitnessfunktion, nach denen die Positionen der Partikel
bewertet werden, entspricht dabei der Problemstellung des vorherigen Abschnittes, vgl.
(4.1) und Abb. 4.2. Der Algorithmus wurde entweder beim Schwellwert abr = 0,95
des Verhältnisses der momentan besten Partikelposition zur durchschnittlichen Fitness
aller Positionen (siehe (4.4)) oder bei einer definierten maximalen Iterationsanzahl
abgebrochen. Generell gestaltet sich die Festlegung geeigneter Abbruchbedingungen
schwierig, denn diese Bedingungen sollen einerseits die Berechnungszeit minimieren und
andererseits dazu führen, dass die lokalen Extremwerte während der Iteration verlassen
werden können [Har08].
abr ≥
1
n
n∑
i=1
fminRes (p
(t)
i )
fminRes (p
(t)
BEST)
(4.4)
Das beschriebene PSO-Optimierungsverfahren liefert nach ca. acht Iterationen und
damit insgesamt 80 Funktionsauswertungen einen symmetrischen Schichtaufbau von
p
(8)
BEST ≡ Φ∗i = [55,0/−23,5]s. Durch eine ungünstige Startverteilung der einzelnen
Partikel im Suchraum sowie ungeeigneter Optimierungsparameter und Zielfunktionen
kann es dennoch vorkommen, dass der Algorithmus frühzeitig in einem lokalen Opti-
mum konvergiert. Mehrere unabhängige Durchläufe sowie eine ausreichende Anzahl
gleichverteilter Startkonfigurationen sind daher unbedingt zu empfehlen.
In Abb. 4.3 ist die „Schwarmposition“ innerhalb der betrachteten Zielfunktion zu ver-
schiedenen Zeitpunkten dargestellt. Aus Gründen einer besseren Veranschaulichung
wurden zum einen eine größere Anzahl Partikel (n = 30) eingesetzt und zum anderen die
Parameter derart gewählt, dass eine vergleichsweise langsame Konvergenzgeschwindig-
keit auftrat. Ausgegangen wurde von einer gleichverteilten Zufallsbelegung im Zeitschritt
t0, Abb. 4.3a, der sich infolge der Iterationen relativ schnell „zusammenzieht“, Abb. 4.3b.
Anschließend bewegt sich der Schwarm zielgerichtet auf das globale Funktionsmaximum
zu, kontrahiert und konvergiert schließlich nach Erreichen der maximalen Iterationsan-
zahl im Lösungspunkt; Abb. 4.3c–4.3f.
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sodass der betrachtete Suchraum aus endlich vielen diskreten Zuständen besteht, die
formal durch einen Graphen dargestellt werden können.
Eine vollständige Enumeration aller Alternativen ist damit zwar theoretisch machbar,
jedoch aufgrund des exponentiellen Wachstums mit der Problemgröÿe bei einer höheren
Schichtanzahln unmöglich. Bei einer definierten Anzahl an zulässigen Orientierungen
mΦzul hat der Suchraum damit insgesamt (mΦzul)n Lösungsalternativen.
In der Komplexitätstheorie werden die Probleme nach ihrem Aufwand zur Lösung
eingeteilt. Der Lösungsaufwand wird dabei unabhängig von der konkreten Anzahl an
einzelnen Rechenschritten untersucht. Stattdessen wird der Zuwachs der Laufzeit bei
asymptotischer Zunahme der Eingangsgrößen (n→∞) analysiert und damit als obere
Schranke nur dessen Größenordnung (O-Notation) betrachtet [Ern00]. Grundsätzlich
können so zwei Problemklassen unterschieden werden: Praktisch lösbare Probleme, bei
denen die Laufzeit maximal polynomial wächst (P = O(nk) mit k,n ∈ N) und schwierige
Optimierungsprobleme sog. NP-Probleme4 (nichtdeterministisch polynomial), deren
maximale Laufzeit unbeschränkt – schneller als jedes Polynom f(n)
nk
→ ∞ bei (n →
∞)∀k ∈ N – wächst; vgl. z. B. [HF06, RN12].
Im Rahmen dieser Arbeit werden Probleme betrachtet, für die keine Lösungsalgorith-
men mit polynomialer Komplexität bekannt sind5, sog. NP-schwierige Probleme. Die
Analyse des Laufzeitverhaltens zeigt allerdings, dass die hier verwendeten naturana-
logen Algorithmen derart gestellte Optimierungsaufgaben zumindest im statistischen
Mittel in polynomialer Zeit hinreichend genau lösen [DSPT06]. Sie sind daher für die
praktische Anwendung vorteilhaft, auch wenn die Lösung nicht notwendigerweise das
globale Optimum darstellt.
Deterministische Greedy-Verfahren (sog. gierige Methoden), z. B. die Graphenoptimie-
rung nach Dijkstra [Dij59], verwenden schrittweise die lokal besten Einstellungen
und haben dadurch eine zuverlässige polynomiale Laufzeit. So kann etwa von einem
Startschichtaufbau ausgegangen werden und beginnend von einer definierten Einzel-
schicht sukzessive alle zulässigen Orientierungsmöglichkeiten dieser Schicht eingestellt,
die resultierenden Festigkeit des Gesamtverbundes berechnet und schließlich die Schicht-
orientierung mit der momentanen maximalen Tragreserve festgelegt werden. In der
nächsten Iteration wird eine weitere Schicht hinzugenommen und analog verfahren.
Diese Vorgehensweise konvergiert in O(n) Schritten, allerdings nur in das nächstgelegene
lokale Optimum.
Das hier zugrunde liegende kombinatorische Anordnungsproblem: Welche diskrete Orien-
tierung in welcher Schicht zum Erreichen einer maximalen Reserve des Gesamtlaminates
verwendet werden soll, ist zugleich ein NP-Problem. Dies folgt daraus, dass die loka-
le Ausrichtung der Einzelschicht Auswirkungen auf die globale Gesamtfestigkeit des
MSV besitzt. Die Bewertung der Reserve kann jedoch erst an einem vollständigen
Schichtaufbau erfolgen, sodass eine vorherige Reduktion auszuschließen ist.
4NP > O(nk) mit n,k ∈ N; Die Basis bildet ein abstraktes Automatenmodell, die Turingmaschine.
5 Ein Beweis, ob die Dichtomie P 6= NP grundsätzlich gilt, ist eines der wichtigsten ungelösten
Probleme der Mathematik und theoretischen Informatik.
http://www.claymath.org/millennium-problems
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In der Arbeit [Kar72] hat Karp verschiedene kombinatorische Optimierungsprobleme
untersucht und gezeigt, dass diese zu den NP-schwierigen Problemen zählen. Die
Optimierung der Schichtreihenfolge kann letztlich auch auf derartige Problemstellungen
transformiert werden (polynomiale Reduktion).
4.2.3 Ameisenalgorithmen
Schwarmbasierte Optimierungsheuristiken für diskrete Aufgabenstellungen abstrahieren
beispielsweise die Kommunikationsstrukturen der Individuen innerhalb von Ameisen-
kolonien. Den Ausgangspunkt für die Klasse der Ameisenalgorithmen bildet das sog.
„Double-Bridge-Experiment“ [GADP89], bei welchem den einzelnen Ameisen bei der
Futtersuche zwei mögliche Wege vom Nest zum Futter mit den Weglängen l und 2l
angeboten wurden, vgl. Abb. 4.4. War die Benutzung der Wegalternativen der Ameisen
anfangs noch gleich verteilt (Abb. 4.4a), legte sich im Laufe der Zeit die überwiegende
Mehrheit der Ameisen stets auf die kürzeste Verbindung fest (Abb. 4.4d). Da die Strecke
vom Nest zum Futter für die einzelnen Individuen nicht einsehbar war, musste die
Information über die einzelnen Weglängen durch Kommunikationstrukturen innerhalb
des Ameisenschwarms stattfinden.
Die Kommunikation erfolgte indirekt durch die Markierung des zurückgelegten We-
ges mit einem Geruchsstoff (Pheromon). Je öfter ein Weg benutzt worden ist, desto
intensiver war auch dessen Markierung. Dabei galt die Intensität der Wegmarkierung
als Entscheidungsmaß für die nachfolgenden Ameisen, welche sich mit höherer Wahr-
scheinlichkeit für die Wegalternative entschieden, die eine größere Konzentration an
Pheromon aufwiesen. Die kürzere Wegstrecke konnte somit schneller absolviert werden
und war folglich auch stärker markiert als die längere Strecke, wodurch sukzessive die
Anzahl der Individuen auf dem kürzeren Weg zunahm.
Um das Ameisenverhalten auf Probleme der Strukturoptimierung zu übertragen, ist die
Modellierung einer derartigen künstlichen Stigmergenz erforderlich, welche eine Gruppe
von Individuen koordiniert. Ameisenalgorithmen sind damit ein Teilgebiet der Schwar-
mintelligenz, wobei deren Anwendung sich auf Optimierungsprobleme mit diskreten
Entwurfsvariablen beschränkt. Einer konkreten Belegung von Entwurfsvariablen ist
dabei eine „fiktive Wegstrecke“ als Qualitätsmaß zugeordnet. Die Minimierung dieser
Wegstrecke wird daraufhin als Zielfunktion betrachtet [Dor92, DS04].
Algorithmische Umsetzung
Für ein diskretes Optimierungsproblem mit einer definierten Anzahl von Variablen
xi mit i = 1,2, . . . , n wird deren optimale Belegung gesucht. Die einzelnen Variablen
können ausschließlich Zustände aus einem jeweiligen Wertebereich {x1i , x2i , . . . , xJ(i)i }
annehmen, wobei die individuelle Gesamtanzahl J der möglichen Belegungen für die
einzelnen Variablen i unterschiedlich sein kann J(i). Die konkreten Ausprägungen xji
können damit – in Analogie zur Natur – als Weggabelungen interpretiert werden, welche
sich daraufhin durch ergebnisabhängige Pheromonablagen τt(xji ) markieren lassen. Die
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(a) Erster Durchlauf: Zeitpunkt t0
(b) Zeitpunkt t1
(c) Zeitpunkt t2
(d) Letzter Durchlauf: Zeitpunkt tn
Abb. 4.4: Wegoptimierung der Ameisen bei der Futtersuche
Lösungsqualität aller Belegungen wird über eine Wahrscheinlichkeitsmatrix pt(τt(xji ))
normiert, die iterativ aus:
pt(τt(xji )) =
η(xji )α τt(x
j
i )β
J∑
j=1
η(xji )α τt(x
j
i )β
(4.5)
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folgt (vgl. auch weiterführende Abb. 4.8). Die Höhe der Auswahlwahrscheinlichkeit
(0 < pt(τt(xji )) ≤ 1) für eine Variablenbelegung xji berechnet sich aus der Pheromonkon-
zentration und einer zusätzlichen heuristischen Prioritätsregel η(xji ). Die Erweiterung
mit einer Prioritätsregel gestattet während den Iterationen problemspezifische Zusatz-
informationen einfließen zu lassen. Falls Zusatzinformationen vorhanden sind, kann
die Lösungsqualität verbessert und gleichzeitig die Konvergenzgeschwindigkeit erhöht
werden. Mit den Exponenten α sowie β in (4.5) wird eine Wichtung vorgenommen, wie
die Pheromonkonzentration und die Prioritätsregel bei der Ermittlung der Auswahl-
wahrscheinlichkeit zu berücksichtigen sind.
Während einer Iteration sind den einzelnen Individuen sukzessive die Variablenzustände
xji zuzuordnen. Die Auswahl der Belegungen erfolgt dabei zufallsgeneriert, proportional
zur momentan zu erwartenden Lösungsqualität. Dies basiert auf Grundlage der Wahr-
scheinlichkeitsmatrix und einer sog. Roulette-Wheel-Selektion; vgl. z. B. [DS04]. Für
eine derartige Selektion wird eine gleichverteilte Zufallszahl 0 ≤ zr ≤ 1 generiert und
entsprechend der Wahrscheinlichkeitsverteilung aus (4.5) einer diskreten Variablenaus-
wahl zugeordnet; vgl. Abb. 4.5. Dies erfolgt separat für jede Entwurfsvariable, wobei
aufgrund der stärkeren Pheromonspuren vorhergehende, viel versprechende Belegungen
auch höhere Auswahlwahrscheinlichkeiten besitzen.
x11 x
2
1 x
3
1 x
4
1 x
5
1 . . . x
J
1
0 1
0 ≤ zr ≤ 1
Abb. 4.5: Roulette-Wheel-Selektion für die Entwurfsvariable x1 bei J möglichen dis-
kreten Ausprägungen
Für den konkreten Optimierungsdurchlauf werden zunächst alle Variablen mit der glei-
chen Pheromonspur τt0 vorbelegt. Nach Festlegung einer beteiligten Individuenanzahl
(Populationsgröße 1 ≤ k ≤ n) wird eine Startpopulation Pt0 generiert. Diese besteht
aus zufallsbasierten Lösungsvorschlägen, wobei für η(xji ) = 1∀xji die Lösungsvorschläge
gleich wahrscheinlich sind. Mit diesen Ausgangsbelegungen werden die jeweiligen Struk-
turantworten sk(x) berechnet und einem entprechenden Qualitätsmaß – der Fitness6
Fk(sk) – zugeordnet. Diese Fitnesswerte bilden die Grundlage für die anschließende
Markierung mit der künstlichen Pheromonspur.
In der klassischen Formulierung sind Variablenentscheidungen xji mit niedrigen Fitness-
werten als günstige Wegalternativen zu kennzeichnen und dabei mit höheren Pheromon-
konzentrationen zu belegen. Alle „Weggabelungen“, die Teil der individuellen Lösung
xji einer künstlichen Ameise k sind, werden damit folgendermaßen verstärkt:
τt+1 = τt(1− ρ)︸ ︷︷ ︸
Verwitterung
+∆τ mit ∆τ =
ρ
1
Fk(x)
∀(i,j) ∈ xji
0 ∀(i,j) 6∈ xji .
(4.6)
6 In Analogie zu evolutionären Optimierungsheuristiken wird ebenfalls von einer Fitnessfunktion
gesprochen, obwohl im Weiteren Minimierungsprobleme behandelt werden.
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Die Modellierung des selbstorganisierenden Verhaltens bei der Wegoptimierung eines
Ameisenschwarmes verlangt, dass anfangs stark begangene Wegalternativen mit ggf. un-
geeigneten Lösungsvorschlägen im Fortlauf der Iterationen auszuschließen sind. Gemäß
der Natur wird dafür in (4.6) ein zusätzlicher Optimierungsparameter, sog. Verwitte-
rungsfaktors 0 < ρ ≤ 1 eingeführt, der die Attraktivität für schlechte Lösungsvorschläge
und somit selten begangene Wegalternativen sukzessive herabsetzt. Mit derartigem
Parameter kann die Konvergenzgeschwindigkeit des Algorithmus gesteigert werden. Bei
der Wahl ist jedoch darauf zu achten, dass die lokalen Minima nicht zu schnell erreicht
oder wieder verlassen werden können. Mit Hilfe von (4.5) wird der Pheromonspur der
einzelnen Variablen xji nach (4.6) ein normierter Wahrscheinlichkeitswert zugeordnet,
der die Entscheidungsgrundlage für die Besetzung mit den neuen Variablenzuständen
im nächsten Iterationsschritt Pt+1 bildet.
Der Ablauf einer Strukturoptimierung mittels eines Ameisenalgorithmus ist zusammen-
fassend in Abb. 4.6 schematisch dargestellt. Als Abbruchbedingung für den Algorithmus
wird zum einen eine maximale Anzahl an Durchläufen zugelassen. Zum anderen erfolgt
der Abbruch, wenn ein Großteil der Individuen ähnliche Wegstrecken absolviert, was in
einem Verhältnis der aktuell besten Lösung FBEST zur durchschnittlichen Fitness aller
Ameisen ausgedrückt wird. Dafür wird eine Schranke abr vorgegeben:
abr ≥ FBEST1
n
n∑
k=1
Fk
. (4.7)
Als Ergebnis der Ameisenoptimierung nach der beschriebenen Methode Ant Colony
Optimization wird entweder die bis dahin erreicht beste Lösung verwendet (simple
elitism) oder eine Menge an Lösungsvorschlägen mit ähnlichen Fitnesswerten akzeptiert
[DS04].
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Definition der
Optimierungsparameter
• Zulässige diskrete Entwurfsvariablen xji
• Populationsgröße n
• Prioritätsregel η(xji )
• Wichtungsexponenten α, β
• Verwitterungsfaktor ρ
• Abbruchbedingung
Initialisierung einer Startbelegung
• Aufbau der Pheromonmatrix
τt0(x
j
i ) = τ0 ∀xji
Berechnung der Strukturantworten Strukturmodell
Transformation auf ein Qualitätsmaß Optimierungsmodell
Abbruchkriterium
erfüllt?
Rückgabe der
besten Lösung
Pheromonablage in Abhängigkeit
der Lösungsqualität siehe (4.6)
Normieren der Pheromonkonzentration
• Wahrscheinlichkeitsmatrix
siehe (4.5)
Generierung neuer Belegungen
• Roulette-Wheel-Selektion
Pt0
sk(x)
Fk(sk)
Ja
Nein
τt+1
0 < pt(τt(xji )) ≤ 1
P
t+
1
Abb. 4.6: Schematische Darstellung des Ameisenalgorithmus gemäß Ant Colony Opti-
mization (ACO)
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Tab. 4.4: Optimierung der Stapelungsreihenfolge
Gewählte Parameter und Eingangsgrößen
Zielfunktion
• Minimieren der maximalen Anstrengung hinsichtlich Versagensbewertung
nach Cuntze, vgl. Abb. 4.7 und (3.25) S. 35
Randbedingungen
• Zulässige Orientierungen:
Φzul = {−75◦,−60◦,−45◦,−30◦,−15◦, 0◦, 15◦, 30◦, 45◦, 60◦, 75◦, 90◦}
• Schichtanzahl: n = 10
Ant Colony Optimization (ACO)
• Populationsgröße: 180 mit zufälligen Startwerten
• Keine Prioritätsregel: η(Φ) = 1
• Verwitterungsfaktor: ρ = 0,7; siehe (4.6)
• Abbruch jeweils nach 200 Iterationen oder abr ≥ 0,90
Die Veränderung der Wahrscheinlichkeitsmatrix (normierte Pheromonkonzentration) ist
in Abb. 4.8 im Verlauf der Lösungsiterationen dargestellt. Zum Zeitpunkt t0 erfolgt die
Initialisierung mit 180 Individuen, wobei jeweils eine zufällige und gleichwahrscheinliche
Auswahl getroffen wird – erkennbar an den konstanten Werten der Wahrscheinlich-
keitsmatrix, Abb. 4.8a. Bei dem zu Grunde liegenden Lastfall genügen bereits wenige
Iterationen, um die ersten und damit sensitivsten Schichten in Richtung des 0◦-Optimums
auszurichten. Die Pfade der Schichten 8 bis 10 größer | ± 30◦| sind schwächer markiert
und haben somit eine entsprechend geringe Pheromonkonzentration, was eine niedrige
Auswahlwahrscheinlichkeit nach sich zieht; vgl. Abb. 4.8b und 4.8c. Dieses Konver-
genzverhalten ist zu erwarten, da die oberen Schichten durch die Biegebelastung am
stärksten beansprucht werden und somit auch den größten Einfluss auf die Gesamtfestig-
keit besitzen. Im weiteren Verlauf werden die Pfade der unteren Schichten in Richtung
des Optimums ausgerichtet, da nun die Druckbeanspruchungen versagensbestimmend
werden, Abb. 4.8d und 4.8e. Schließlich bilden sich charakteristische Pfade heraus, die
unterschiedlich stark ausgeprägt sind. In der Abb. 4.8f wird deutlich, dass die mittleren
Schichten bei der vorherrschenden Biegebelastung in der Nähe der neutralen Faser sehr
viel mehr Wegalternativen zulassen. Daraus folgt, dass die Gesamtauslastung des MSV
von diesen Schichtorientierungen nur unwesentlich beeinflusst wird.
Aus dem Anwendungsbeispiel geht eindrucksvoll hervor, dass die Darstellung der
Wahrscheinlichkeitsdichte sowie dessen Verlauf während der Optimierung zum einen
die Auslastung der einzelnen Schichten abbildet und zum anderen die Sensitivität der
Orientierung der Schichten gegenüber Winkelveränderung anzeigt.
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(f) Letzte Iteration t100
Abb. 4.8: Besetzung der Wahrscheinlichkeitsmatrix p(Φji ) eines Optimierungsverlaufes
4.4 Kopplung mit Finite-Elemente-Modellen
Die bisher vorgestellten stochastischen Methoden erfordern eine schnelle Funktionsaus-
wertung, da sie i. d. R. aufgrund der notwendigen Parallellisierung eine viel größere An-
zahl an Auswertungen als die lokalen deterministischen Algorithmen nach Abschnitt 2.2
benötigen. Daher sind stochastische Algorithmen für eine „naive“ Kopplung von Model-
len, die aufwendige numerische Analysen erfordern (wie etwa Strukturanalysen mittels
FEM), ungeeignet, da derartige Simulationen vergleichsweise zeitaufwendig sind. Bei
praktischen Bauteilberechnungen mit komplizierte Geometrien und Randbedingungen
müssen jedoch häufig numerische Methoden angewendet werden. Bestenfalls erfolgt die
Optimierung und die numerische Strukturberechnung in getrennten Modellen, deren
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Interaktion auf ein Minimum begrenzt ist. Die Optimierungsberechnungen erfolgen auf
Basis analytischer und sehr schnell auszuwertender Modelle, deren Eingangsdaten von
vorgeschalteten numerischen Simulationen generiert werden.
Für die o. a. Lösungsstrategie wird in dieser Arbeit eine heuristische Methode in Form
einer Kombination aus analytischem Modell auf Grundlage der klassischen Laminattheo-
rie und einem Optimalitätskriterium auf Basis von FEM-Simulationen vorgeschlagen.
Dies gestattet eine Festigkeitsoptimierung von diskreten MSV unter gleichzeitiger Be-
rücksichtigung von aufwendigen Simulationsmodellen.
Der schematische Ablauf einer derartig gekoppelten Optimierung ist in der Abb. 4.9
dargestellt, wobei die Datenflüsse in Form von externen Ein- und Ausgabedateien inner-
halb eines typischen FEM-Systems angegeben sind. Des Weiteren sind die verwendeten
aufzurufenden Skripte zur Ergebnisauswertung und stochastischen Optimierung als
externe Module gekennzeichnet. Diese Module sind zusammen mit dem Gesamtablauf
in der Programmiersprache Python7 implementiert worden, wobei als repräsentatives
FEM-System ABAQUS8 verwendet wurde. Ausgegangen wird hier von einer definierten
Grundkonfiguration eines FEM-Modells; Iteration t← 0. Das Simulationsmodell wird
zunächst in die zu optimierenden Teilbereiche zerlegt, die den Entwurfsraum bilden,
sodass die Stapelungsreihenfolgen dieser Gebiete vom inneren Optimierungsalgorithmus
seperat angepasst werden. Dabei sind Ausgangsbelegungen vorzusehen (Start-MSV),
welche zusammen mit dem restlichen numerischen Modell die spezifische Eingabedatei
für den entsprechenden Solver darstellt.
Nach erfolgreicher Simulation erfolgt im Postprocessing-Schritt für die betrachteten
Bereiche an jedem Integrationspunkt anhand der vorherrschenden Beanspruchung ei-
ne Versagensanalyse nach Cuntze; siehe Abschnitt 3.3.2. Die Stelle und der Wert
mit der höchsten Anstrengung (Eff max(t)Res ) innerhalb des Bereiches werden zwischen-
gespeichert. An diesem Ort werden die wirkenden Schnittgrößen ausgelesen und als
Eingangsgrößen für das analytische Modell, siehe Abb. 3.2 S.27, übertragen. Für diese
Schnittgrößen erfolgt nun die Optimierung des Schichtaufbaues, wie in Abschnitt 4.3
beschrieben, dessen Ergebnis Φ∗(t) wiederum auf das FEM-Modell übertragen und eine
erneute Iteration durchgeführt wird. Solange sich die maximale Anstrengung verringert
(Eff max(t)Res < Eff max
(t−1)
Res ), wird dieser Ablauf fortgesetzt. Die erreichten Zwischenergeb-
nisse werden gespeichert und mit dem momentanen Ergebnis verglichen. Ein wieder
ansteigender oder alternierender Verlauf wird damit unterbrochen und die aktuell beste
Lösung ausgegeben.
7 Python 2.7.5; https://www.python.org
8ABAQUS 6.12.1 von SIMULIA Dassault Systèmes
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Abb. 4.9: Optimierung der Stapelungsreihenfolge durch Kopplung von FEM- und
Analytischen Modellen; Datenaustausch über Dateien
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4.5 Betrachtungen zur Problemkomplexität
Die vorgeschlagene zweistufige Optimierungsstrategie nach Abb. 4.9 ist ein Kompromiss,
um kurze Berechnungszeiten bei hoher Modellkomplexität zu erreichen. Eine derartige
Strategie kann allerdings nicht den optimalen Schichtaufbau bei beliebigen Strukturen
und Randbedingungen garantieren, da keine Verschlechterung des Ergebnisses zugelassen
und das momentan beste Zwischenergebnis für die nächste Iteration herangezogen wird.
Damit stellt diese Methode gewissermaßen ein lokales Greedy-Verfahren dar. Eine im-
manente Schwäche der zweistufigen Optimierungsstrategie liegt in der vorgenommenen
Aufteilung zwischen dem numerischen Strukturmodell und dem analytischen Optimie-
rungsmodell. Die Optimierung findet hier auf der Grundlage konstanter Schnittgrößen
statt, die jedoch in Abhängigkeit des aktuellen Schichtaufbaues i. Allg. örtlich variieren,
aber bei einer derartigen Vorgehensweise ignoriert werden. Eine daraus folgende direkte
Optimierung nur auf Basis des FEM-Modells ist für derartige komplexe Probleme jedoch
nicht praktikabel.
Zur Verbesserung der Lösung gemäß des zweistufigen Ansatzes wird im Rahmen der
Arbeit eine Multistart-Strategie mit verschiedenen Ausgangskonfigurationen (Start-
schichtaufbauten des numerischen Modells) vorgeschlagen, wobei sich eine parallele
Ausführung aufgrund der Unabhängigkeit der einzelnen Durchläufe anbietet. Testläufe
haben gezeigt, dass sich die Konvergenz bereits nach wenigen FEM-Simulationen (et-
wa <10) einstellt. Das Verfahren kann zudem sehr flexibel für verschiedene Modelle (wie
z. B. nichtlinear, mehrere Lastfälle, dynamisch) eingesetzt werden und erlaubt aufgrund
des Datenaustausches über Dateien die Anpassung an alle gängigen FEM-Systeme.
Um die Effizienz und Zuverlässigkeit des Ameisenalgorithmus in Verbindung mit der
Festigkeitsoptimierung von MSV-Strukturen zu beurteilen, wurde weiterhin dessen pro-
babilistische Laufzeitkomplexität analysiert. Zur vergleichenden Ermittlung der notwen-
digen Funktionsaufrufe bei unterschiedlicher Schichtanzahl sind ähnliche Zielfunktionen
gewählt worden. Dies wurde durch die gleichmäßige Anpassung der Biege-/Zugbelastung
am MSV in Abhängigkeit der Schichtanzahl, analog Abschnitt 4.3, erreicht. Eine der-
artige Zielfunktion verläuft in der Umgebung des Optimums bei Eff maxRes = 1 sehr
flach (|Gradient| ≈ 0), da wie in Abb. 4.8 dargestellt die Orientierungen der mittleren
Schichten (im Bereich der neutralen Faser) bei dieser Belastung nur unwesentlich zur
Gesamtfestigkeit beitragen. Für den Vergleich der Laufzeiten wird daher bereits eine
Abweichung von +2% vom globalen Minimum (Eff maxRes ≤ 1,02) als eine erfolgreiche
Lösung akzeptiert.
Eine zuverlässige Parameterwahl für die korrekte Konvergenz des Ameisenalgorith-
mus wurde derart festgelegt, dass von jeweils 100 kompletten Optimierungsläufen mit
gleichen Einstellungen 80% einen akzeptablen Schichtaufbau ergaben. Diese Zuver-
lässigkeitsbewertung setzt Mehrfachdurchläufe bei der Anwendung von statistischen
Optimierungsverfahren voraus9.
9Die Anzahl der notwendigen unabhängigen Optimierungsdurchläufe r, die erforderlich sind, um eine
gewünschten Erfolgswahrscheinlichkeit p (ausgehend von einer mittleren Wahrscheinlichkeit für den
Einzeldurchlauf p0; hier 80%) zu erreichen, berechnet sich nach: r(p,p0) = ln(1−p)ln(1−p0) .
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Abb. 4.10: Komplexitätsanalyse eines Ameisenalgorithmus
Das Ergebnis der Laufzeitanalyse ist in der Abb. 4.10a dargestellt. Dabei wurden für
jede Schichtanzahl zehn unabhängige Durchläufe bei 100 kompletten Optimierungsläu-
fen (10× 100) absolviert und die zugehörigen benötigten mittleren Funktionsaufrufe
der erfolgreichen Lösungen registriert. Die Optimierungsparameter sind nach Tab. 4.4
S.56 gewählt worden, wobei die Populationsanzahl der Individuen sukzessive in Zehner-
schritten solange erhöht wurde, bis sich das erläuterte Zuverlässigkeitskriterium von
80% einstellte. Hieraus stellte sich eine mittlere polynomiale Laufzeit von O(n3) ein.
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Weiterhin kann gemäß Abb. 4.10b die Mindestpopulationsgröße zum Auffinden einer ge-
eigneten Lösung mit zuverlässiger Wahrscheinlichkeit in Abhängigkeit der Schichtanzahl
mit ca. Pop(n) = 18n angegeben werden.
Die ermittelten Optimierungsparameter des Ameisenalgorithmus sind als Richtwerte
anzusetzen, da sie wesentlich vom Verlauf der Zielfunktion und damit von der Bean-
spruchung des MSV abhängen. Eine Erhöhung der Konvergenzgeschwindigkeit lässt
sich sowohl durch eine verbesserte Vorbelegungen der Start-Individuen, etwa durch eine
vorgeschaltete Analyse z. B. einem Greedy-Verfahren, als auch durch eine geeignete
Prioritätsregel erreichen.
Weitere naturanaloge Optimierungsstrategien wie beispielsweise Bienenalgorithmen
oder diskrete Evolutionsstrategien, die Nachbarschaftsbeziehungen zwischen den diskre-
ten Entwurfsvariablen (etwa den Orientierungen der Einzelschichten (0◦,15◦, . . . ,90◦))
berücksichtigen, liefern erwartungsgemäß gleichwertige Lösungen zum vorgestellten
Ameisenalgorithmus. Bei derartigen die Ordnungsstruktur berücksichtigenden Algo-
rithmen fällt die mittlere notwendige Anzahl an Funktionsaufrufen oftmals geringer
aus.
5 Dämpfungsmodellierung mittels eines er-
weiterten GEP-Verfahrens
Das Dämpfungsverhalten von duroplastischen UD-MSV Bauteilen lässt sich beispiels-
weise, wie in Kapitel 3.5 dargestellt, mit dem Ansatz nach Adams-Bacon beschreiben.
Die Übertragung des Ansatzes auf Bauteile aus thermoplastischen Kunststoffen mit
Gewebeverstärkung führt insbesondere bei schubdominierter Beanspruchung zu unge-
nauen Vorhersagen. Der wesentliche Grund dafür ist die Vielzahl an Einflussgrößen,
die aus den Materialeigenschaften selbst und den Herstellungsparametern resultieren.
Deren Wechselwirkungen sind prinzipiell bei thermoplastischen MSV quantitativ schwer
zu erfassen und in einem Modell kaum abzubilden. In dieser Arbeit wird daher ein
neuartiger Ansatz vorgestellt, der es erlaubt, anhand von Messdaten – weitgehend
automatisch – geschlossene mathematische Modelle zu entwickeln.
Auf Grundlage eines genetischen Optimierungsverfahrens werden dazu für beliebig dimen-
sionale Punktwolken geeignete mathematischen Ausdrücke durch simultane symbolische
und numerische Regression generiert; sog. GEP-FC: Gene Expression Programming
with Free Coefficients. Eine so erzeugte mathematische Funktion wurde anschließend
weiter vereinfacht und auf dessen Basis ein physikalisch begründetes Modell aufgebaut,
wobei hierfür eine Implementierung in der Programmiersprache Python erfolgte. Die
entsprechende Software wurde zur Generierung eines Dämpfungsmodells für einen ex-
emplarischen glasfaserverstärkten (GFK) 0◦/90◦-MSV verwendet, bei dem nur wenige
Versuchsergebnisse vorlagen. Die hieraus resultierenden Dämpfungsgrößen gemäß der
eigens entwickelten Methode sind anschließend mit den Ergebnisses des etablierten
Dämpfungsmodells für FKV-Strukturen nach Adams-Bacon verglichen worden.
5.1 Versuchsaufbau und Materialparameter
Die experimentelle Ermittlung der spezifischen Dämpfungskapazität erfolgte über
Ausschwingversuche in Anlehnung an ISO 6721-5 und VDI 3830 Teil 5, wobei ei-
ne Amplituden- und Frequenzunabhängigkeit des Dämpfungsverhaltens vorausgesetzt
wird. Messtechnisch wird dabei die Startauslenkung entweder statisch durch eine ent-
sprechende Riegelvorrichtung vorgenommen oder die Auslenkung erfolgt berührungslos
durch eine induktive Anregung des Messbalkens mit dessen ersten Eigenkreisfrequenz,
siehe Abb. 5.1. Die Schwingungsschnelle wurde hier mittels Laser-Doppler-Vibrometer
ermittelt, dessen Messprinzip auf dem Doppler-Effekt – einer Frequenzänderung des
monochromatischen Laserlichtes an der reflektierten Oberfläche – beruht. Daraus kann
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angegeben. Die zum Teil hohen Standardabweichungen der Messwerte sind auf die
Vielzahl an Einflussgrößen, wie etwa Fertigungstoleranzen (z. B. infolge von lokalen
Faservolumengehalten, Imprägniergüten, Orientierungen von Kett- und Schussfäden und
Ondulationen) und Umweltbedingungen ( wie Temperatur und Feuchtekonzentration)
zurückzuführen. Darüber hinaus beeinflusst die nicht zu vermeidende Dämpfung an
der Einspannung die gemessene Gesamtdämpfung (≡ Überlagerung von Einspann- und
Werkstoffdämpfung).
5.2 Dämpfung nach Adams-Bacon
Bei dem Modellierungsansatz nach Adams-Bacon sind neben den vier unabhängigen
Elastizitätskonstanten der Einzelschichten die richtungsabhängigen Dissipationsparame-
ter ψL, ψT sowie ψLT erforderlich; vgl. (3.33) S. 37. Dabei können die Einzelparameter
ψL und ψT direkt an Proben mit 0◦ sowie 90◦ Orientierungen bestimmt werden. Für
Vergleichszwecke mit dem neuen GEP-FC-Ansatz wurden jedoch diese Parameter über
eine Regressionsanalyse auf dem gemessenen Intervall {0◦,5◦, . . . ,90◦} nach Levenberg-
Marquardt (vgl. Abschnitt 2.2.1 S. 15) ermittelt und sind in Tab. 5.1 zusammen
mit den ebenfalls experimentell bestimmten Ingenieurkonstanten angegeben. Deut-
lich ist dabei die starke Abhängigkeit der gemessenen Dämpfungseigenschaften vom
Versuchsaufbau sowie der Amplitude der Startauslenkung; vgl. [KUMK12].
Tab. 5.1: Materialeigenschaften der untersuchten Halbzeuge TEPEX® dynali-
te 101 RG600 mit n = 1 und tges =1 mm
Steifigkeiten Dämpfungsparameter nach Adams-Bacon
E1 = 20,17 GPa Parameteridentifizierung mittels Regressionsanalyse
E2 = 20,16 GPa Induktive Anregung, Startauslenkung 0,1 mm:
ν12 = 0,12 ψL = 1,885% ψT = 2,350% ψLT = 4,949%
G12 = 1,44 GPa Statische Startauslenkung 2,0 mm:
ψL = 0,976% ψT = 0,900% ψLT = 2,687%
Die richtungsabhängigen berechneten spezifischen Dämpfungskapazitäten nach dem
Adams-Bacon-Modell sind in Abb. 5.3 mit den jeweiligen Messwerten gegenübergestellt.
Hervorzuheben ist die qualitative Übereinstimmung mit dem Verlauf der Messergebnisse.
Prinzipiell kann allerdings eine Unterschätzung des gemessenen Mittelwertes beim
schubdominierten Dämpfungsverhalten beobachtet werden. Die Überlagerung dieses
Schub-Dämpfungsanteiles, insbesondere mit den Anteilen in Schussrichtung (ψT ≡ 90◦),
führt ab einer Probenorientierung von ca. 60◦ zu höheren Werten beim Adams-Bacon-
Modell im Vergleich zu den gemessenen mittleren spezifischen Dämpfungskapazitäten.
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Abb. 5.3: Messwerte der orientierungsabhängigen spezifischen Dämpfungskapazität
von TEPEX® dynalite 101 RG600 sowie deren Prognose nach dem Adams-
Bacon-Modell; Ausschwingversuch Startauslenkung 2,0 mm [UKK13]
5.3 Erweitertes GEP-Verfahren
Die Überführung der Mittelwerte der Versuchsdaten in geeignete mathematische Be-
schreibungen erfolgt in Form einer kombinierten symbolischen und numerischen Regres-
sion. Im Rahmen dieser Arbeit wird dafür der Gene Expression Programming (GEP)
Algorithmus [Fer01] herangezogen, bei denen es sich um eine Weiterentwicklung und
Verknüpfung eines Genetischen Algorithmus (GA) [Hol92, Gol89] sowie des Genetischen
Programmierens (GP) [Koz92] handelt. Sowohl GA als auch GP sind stochastische,
populationsbasierte Optimierungsheuristiken, welche nach dem natürlichen Prinzip
der Evolution (Selektion, Mutation, Rekombination) iterativ neue und i. Allg. besser
angepasste Lösungsvorschläge generieren; vgl. (4.2) S.45. Diese Vorschläge sind dabei
mathematische Funktionen, welche die Messergebnisse mit unterschiedlicher Genauigkeit
approximieren. Damit die entsprechenden Zwischenlösungen während des Optimierungs-
laufes untereinander verglichen werden können, muss diesen ein Tauglichkeits- bzw.
Qualitätsmaß (Fitness) zugeordnet werden, das den Abstand zu den Messergebnissen
angibt.
Zur Erweiterung des klassischen GEP-Verfahrens werden in der Arbeit zusätzliche
freie Koeffizienten eingeführt, die in einem separaten „inneren“ Optimierungsschritt
anzupassen sind. Ein derart erweiterter Algorithmus wird im Folgenden als GEP-FC:
Gene Expression Programming with Free Coefficients bezeichnet; vgl. auch [UKK13].
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5.3.1 Kodierung der Individuen
Der wesentliche Unterschied zwischen GA und GP besteht in der Kodierung der ein-
zelnen Individuen. Während Graphen (sog. parse trees) im GP mit variabler Länge
generiert werden, erfolgt die Darstellung im GA in Form von Vektoren mit konstanten
Längen. Der kanonische GEP-Algorithmus verwendet ebenfalls eine Graphen- oder
Baumstruktur (expression trees) zur Darstellung der mathematischen Ausdrücke, jedoch
wird dies erst in einem nachgeschalteten Übersetzungsschritt vollzogen. Die Basisdar-
stellung der verschiedenen expression trees und damit der kodierten mathematischen
Ausdrücke erfolgt in Form einer vektoriellen Repräsentation (Chromosom) analog zum
GA. Diese aus elementaren mathematischen Funktions- und Argumentsymbolen be-
stehenden Vektoren (Karva notation, K-Expression) werden anschließend der Reihe
nach in konkrete Terme überführt. Eine derartige vektorielle Darstellung erhöht zum
einen die Ausdrucksmächtigkeit, da trotz konstanter Vektorenlängen mathematische
Ausdrücke unterschiedlicher Komplexität kodiert werden. Zum anderen lassen sich bei
der Optimierung genetische Operatoren auf Vektorebene wesentlich flexibler anwenden
[Fer06].
Um eine eindeutige Transformation der vektoriellen Darstellung in einen gültigen
mathematischen Ausdruck zu gewährleisten, müssen für den Aufbau eines Chromosoms
folgende Bedingungen berücksichtigt werden:
• Zur Erhöhung der Flexibilität können mehrere, zunächst unabhängige Teilausdrü-
cke über eine linking function zu einem Gesamtausdruck verbunden werden. Diese
mathematischen Teilausdrücke sind innerhalb des Chromosoms in eigenständigen
Abschnitte, den sog. Genen, organisiert (multigene Kodierung).
• Der Vektor eines Gen-Abschnittes unterteilt sich wiederum in einen Head-Bereich,
mit Elementanzahl h, welcher Funktionssymbole als auch Funktionsargumente
(Terminals) enthalten darf, sowie in einen Tail-Bereich, indem ausschließlich
Terminalsymbole enthalten sein dürfen.
• Die notwendige Anzahl an Terminalsymbolen t im Tail-Bereich hängt von der
Länge des Head-Bereiches sowie der maximalen Anzahl an zu übergebenen Funkti-
onsargumenten der Arität nA ab (beispielsweise nA = 2 bei zweiwertigen Verknüp-
fungen wie etwa add und mul oder nA = 1 bei der ausschließlichen Verwendung
von einwertigen Funktionen wie z. B. sin, ln) und ergibt sich aus
t = h(nA − 1) + 1 . (5.1)
• Werden während des Optimierungsprozesses durch Anwendung genetischer Ope-
ratoren Informationen zwischen mathematischen Teilausdrücken ausgetauscht,
müssen die verschiedenen beteiligten Gene die gleiche Grundstruktur aufweisen.
Die Grundstruktur eines Chromosoms mit multigener Kodierung ist exemplarisch in
Tab. 5.2 dargestellt. Dabei besteht das gewählte Chromosom aus drei Teilausdrücken
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Tab. 5.2: Struktur der genetischen Repräsentation eines Lösungsvorschlages
1. Chromosom ↪→ linking function ADD
1. Gen
add cos
√
 x1 x2 x2 x1
2. Gen
add sin x2 x1 x1 x1 x2
3. Gen
x2 mul add x1 x2 x2 x2
(Gene) mit gleichem Aufbau (h = 3, t = 4), die über eine entsprechende linking function
(hier z. B. ADD: Addition) schließlich zu einem Gesamtausdruck verknüpft werden.
5.3.2 Dekodierung der Individuen
Bei der Dekodierung der Individuen wird das Ziel verfolgt, über einen genetischen
Optimierungsalgorithmus geschlossene mathematische Ausdrücke zu generieren, die eine
gegebene Punktwolke (Target) am besten beschreiben. Um jedoch weitgehend kompakte
mathematische Ausdrücke zu erhalten, wird hier der GEP-Basisalgorithmus um einen
zusätzlichen inneren Optimierungsschritt ergänzt. Hierfür werden die Elementarfunktio-
nen des Head-Bereiches als mehrdimensionale Schar in Form eines Blockes mit freien
Koeffizienten wi verallgemeinert. Exemplarisch ist diese Vorgehensweise in (5.2) am
Beispiel einer sin-Funktion dargestellt.
sin(x)︸ ︷︷ ︸
GEP
→ w0 sin(w1x+ w2) + w3︸ ︷︷ ︸
GEP−FC
(5.2)
Die eingeführten Koeffizienten wi werden in einer Nachlaufrechnung an die gegebene
Punktwolke angepasst und die so bestimmte Funktion (siehe Abschnitt 5.3.3) einer
Tauglichkeit (Fitness) zugeordnet. Im Unterschied zum kanonischen GEP-Algorithmus
gestattet diese Zweistufigkeit, kompakte mathematische Ausdrücke zu erzeugen. Dabei
wird im ersten Schritt die entsprechende mathematische Grundstruktur aufgebaut und
im zweiten Schritt erfolgt die Anpassung der freien Koeffizienten. Die Überführung des
multigenen Chromosoms aus Tab. 5.2 in Form eines Graphen (expression trees) mit
durchnummerierten Koeffizienten ist in Abb. 5.4 dargestellt, wobei die Argumentsymbole
]1 und ]2 als Platzhalter dienen und von unten sukzessive mit Terminal-Symbolen oder
weiteren mathematischen Ausdrücken belegt werden. Werden die einzelnen expression
trees in Abb. 5.4 zu mathematischen Teilausdrücken zusammengefasst und additiv
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(w0 ]1 + w1 ]2) + w2
w3 cos(w4 ]1 + w5) + w6 w7
√
w8 ]1 + w9 + w10
x1 x2⊕
↪→linking function
(w11 ]1 + w12 ]2) + w13
w14 sin(w15 ]1 + w16) + w17 x2
x2 ⊕
↪→linking function
x2
1. Gen
2. Gen
3. Gen
Abb. 5.4: Graphendarstellung der vektoriellen Repräsentation nach Tab. 5.2 mit freien
Koeffizienten w0 . . . w17 und den sukzessive zu ersetzenden Platzhaltersym-
bolen ]1, ]2
miteinander verknüpft (linking function ADD) so ergibt sich folgende mathematische
Gesamtfunktion:
fi(w,x1,x2) = (5.3)
w0 (w3 cos (w4x1 + w5) + w6) + w1
(
w7
√
w8x2 + w9 + w10
)
+ w2︸ ︷︷ ︸
1. Gen
+w11 (w14 sin (w15x2 + w16 + w17)) + w12x2 + w13︸ ︷︷ ︸
2. Gen
+ x2︸︷︷︸
3. Gen
.
Der mathematische Gesamtausdruck (5.3) enthält k = 18 freie Koeffizienten w, die in
einem weiteren Optimierungsschritt mit konkreten Werten belegt werden. Um die Anzahl
der möglichen Lösungen zu verringern sowie die Berechnungszeit zu reduzieren, wird in
einem Zwischenschritt vor der inneren Optimierung der Term vereinfacht. Dabei werden
Produkte und Summen von Koeffizienten wie folgt zusammengefasst: w1w2 · · ·wn → w1
bzw. w1 + w2 · · · + wn → w1. Eine komplette Reduktion auf eindeutige Lösungen ist
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aufgrund der Mannigfaltigkeit an betrachteten Funktionen nicht sinnvoll und erfolgt
erst im Nachgang; siehe dazu weiterführende Ausführungen im Abschnitt 5.4, (5.7).
5.3.3 Identifikation der freien Parameter
Zur Bestimmung der freien Koeffizienten ist es erforderlich, ein skalares Abstands- oder
Fehlermaß E i zwischen der „geschätzten“ Funktion f i (w ;x ) und dem an dieser Stelle
x j erwarteten Funktionswert – dem Messwert (Target Tj ) – festzulegen. Dazu wird
die relative mittlere quadratische Abweichung der geschätzten Funktion über alle n
Testpunkte verwendet, sodass sich folgendes inneres Optimierungsproblem ergibt:
min
w0 ;w1 ;:::;w k  1 2R
8
<
:
E i (w ) = 1n
nX
j =1
 
f i (w ;x j )   Tj
Tj
! 29
=
; : (5.4)
Zur Lösung von (5.4) kann grundsätzlich auf allgemein vorhandene nichtlinearere Op-
timierungsalgorithmen zurückgegriffen werden. Diese sollten jedoch in der Lage sein,
zwangsläufig auftretende lokale Minima zu verlassen. Analysen haben gezeigt, dass
sowohl ableitungsbasierte Optimierungsalgorithmen als auch populationsbasierte Heu-
ristiken zu einer sehr großen Zahl von Funktionsauswertungen infolge der notwendigen
Multistartstrategie oder der großen Ausgangspopulationen führen. Aufgrund der Viel-
zahl unterschiedlicher Funktionen ist es zudem äußerst schwierig, für einen gegebenen
Suchalgorithmus geeignete Parameter für die zielgerichtete Suche einzustellen. Zur
Lösung dieses Problems wurde in dieser Arbeit der ableitungsfreie Optimierungsalgo-
rithmus nach Nelder -Mead [NM65] hintereinander angewandt. Dabei wird ausgehend
von einem Startvektor der Dimension n ein n + 1 -dimensionaler Simplex aufgespannt
und der momentan „schlechteste“ Funktionswert an der verbleibenden Hyperebene
gespiegelt und gleichzeitig gestreckt oder gestaucht. Dieser Algorithmus konvergiert
i. Allg. in einem Funktionminimum (Zielvektor w  ), wobei aufgrund der Startdimension
des Simplex unmittelbar benachbarte lokale Minima „übersprungen“ werden können.
Die rekursive Ausführung dieses Algorithmus erlaubt es, so schrittweise in die Nähe
eines globalen Funktionsminima zu gelangen, indem der Zielvektor zum Startvektor des
erneuten Durchlaufes wird. Testdurchläufe haben ergeben, dass mit einer derartigen
Strategie ein guter Kompromiss zwischen der Rechenzeit und dem Ergebnis bei den
sehr unterschiedlichen zu optimierenden Funktionsklassen erreicht wird.
Für eine Bewertung der Tauglichkeit für die äußere Optimierungsschleife wird nach
einem Vorschlag von Ferreira [Fer01] dem kumulierten relativen Fehler (5.4) ein
Fitnessmaß zwischen 0 (keine Übereinstimmung) und 1000(perfekte Übereinstimmung)
nach:
t i =
1000
1 + E i (w  ) (5.5)
zugeordnet.
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Um ungültige mathematische Ausdrücke im Denitionsbereich auszuschlieÿen, wie etwa
der Division durch Null,
√
R  oder ln(R  ), wird derartigen Lösungsvorschlägen a priori
das Fitnessmaß t i = 0 zugeordnet.
5.3.4 Optimierung der mathematischen Struktur
Für die äußere Optimierungsschleife in Form eines angepassten genetischen Algorith-
mus werden einzelne Individuen entsprechend ihrer Lösungsgüte selektiert, wobei die
Auswahlwahrscheinlichkeit proportional zur Fitness (roulette wheel-Selektion) erfolgt;
vgl. Abschnitt 4.2.3 S.52. Auf die genetische Darstellung (Chromosom) der ausgewähl-
ten Individuen werden mit einer vorgegebenen Wahrscheinlichkeit (Rate) verschiedene
genetische Operatoren angewendet, die den Aufbau der vektoriellen Repräsentation
verändern. Die daraus neu entstehenden mathematischen Ausdrücke bilden die nächste
Generation in der äußeren Optimierungsschleife.
Die einzelnen Operatoren können in verschiedene Klassen von Funktionsweisen eingeteilt
werden. In Abb. 5.5 sind Beispiele für derartige Operatoren schematisch dargestellt. Die
Operationen dazu erfolgen jeweils in zwei Stufen. Als erstes werden die erforderlichen
Gene (mathematische Teilausdrücke) ausgewählt: ein Gen bei den Mutationsoperatoren
und dem Inversionsoperator oder zwei Gene bei den Transpositions- und Rekombina-
tionsoperatoren. Im darauf folgenden Schritt wird die Auswahl der zu verändernden
Position oder des Bereiches vorgenommen.
Die Charakteristik der in dieser Arbeit verwendeten Operatoren lässt sich zusammen-
fassend wie folgt angeben:
Punktmutation:
Funktions- oder Terminalsymbole werden an einer Stelle eines Genes zufallsbasiert
verändert, unter der Maßgabe, die Struktur des Genes beizubehalten. Da aufgrund
der größeren Anzahl siehe (5.1) die Auswahlwahrscheinlichkeit für den Tail-Bereich
größer ist, wird in einem vorgelagerten Zwischenschritt die Auswahl auf den Head
oder den Tail festgelegt; vgl. Abb. 5.5a.
Bereichsmutation:
Ergänzung klassischer Operatoren, Details siehe unten; vgl. Abb. 5.5b
Inversion:
Ein ausgewählter Bereich wird lediglich neu angeordnet (shue ). Bei diesem
Operator kommt somit kein neues Genmaterial hinzu; vgl. Abb. 5.5c.
Rekombination:
Komplette Bereiche zwischen zwei Chromosomen werden ausgetauscht, wobei
ausgehend ab einer zufälligen Position bis zur letzten Stelle (single point crossover)
oder zwischen zwei Positionen (two point crossover)genetische Informationen
ausgetauscht werden; vgl. Abb. 5.5d.
Transposition:
Bereiche innerhalb eines Genes werden an eine andere Stelle innerhalb des gleichen
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Beschleunigung der Konvergenz beitragen kann, da dieser Operator neues „Genmaterial“
in die darauffolgenden Generationen einbringt. Aus diesem Grund wurde ein weiterer
Operator, die sog. Bereichsmutation (siehe Abb. 5.5b) eingeführt. Dabei wird ein kom-
pletter zusammenhängender Bereich gleichzeitig mutiert und damit die Diversifikation
der Population sukzessive erhöht. Die Anwendung der einzelnen Operatoren hängt in
starkem Maße von der festgelegten maximalen Komplexität oder der Struktur des Chro-
mosoms ab. Eine Transposition ist beispielsweise nur bei einer multigenen Kodierung
sinnvoll. Daneben wurden auf der Darstellungsebene kompletter Gene weitere spezielle
Operatoren wie die Gen Kreuzung – der Austausch von kompletten Genen – und die
Gen Transposition – kopieren von kompletten Genen – implementiert.
Der Ablauf des gesamten zweistufigen Optimierungsalgorithmus ist in Abb. 5.6 schema-
tisch dargestellt. Als Abbruchbedingung wird eine maximale Generationsanzahl oder
eine definierte Lösungsgüte festgelegt.
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Messergebnisse, Punktmenge
(Target)
Definition der Optimierungsparameter
• Erlaubte Komplexität (Verschach-
telungstiefe, Symbole, Anzahl der
Teilausdrücke)
• Populationsgröße, Operatorraten,
Abbruchbedingung
Initialisierung (Chromosomen)
Transformation in einen
mathematischen Ausdruck
mit freien Koeffizienten
Anpassen der freien Koeffizienten Innere Optimierung
Fitness zuordnen
Abbruchkriterium
erfüllt?
Rückgabe der
besten Lösung!
Postprozess
Auswahl geeigneter Zwischenlösungen
• Roulette wheel
Anwendung genetischer Operatoren
• Mutation, Inversion, Rekombination,
Transposition
Tj
h, t, nA siehe (5.1)
vgl. z. B. (5.3)
Ei, w∗ siehe (5.4)
fiti = 0 . . . 1000 siehe (5.5)
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Abb. 5.6: Gene Expression Programming with Free Coefficients (GEP-FC)
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5.4 Dämpfungsfunktion nach GEP-FC-Methode
Zur Ermittlung einer kompakten Größengleichung zur Bestimmung des funktionalen
Zusammenhangs einer richtungsabhängigen Werkstoffdämpfung wurden für den GEP-
FC-Algorithmus die Parameter nach Tab. 5.3 gewählt. Dabei sind exemplarisch die
Messwerte nach Abb. 5.3 als Grundlage zur Funktionsbestimmung herangezogen worden.
Tab. 5.3: Optimierungsparameter und festgelegte Komplexität zur Ermittlung eines
Dämpfungsmodells mittels GEP-FC Algorithmus
Parameter Belegung
Allgemein
Anzahl kompletter unabhängiger Durchläufe 10
Maximale Anzahl der Generationen 50
Populationsgröße 30
Anzahl der Testfälle (Messwerte) 19
Selektion roulette wheel
Zielfunktion (Fitness Funktion) siehe (5.4) und (5.5)
Gewünschte Komplexität der Lösung
Menge der Funktion mit Arität zwei y nA = 2 +, −, ×, ÷
Menge der Funktion mit Arität eins sin, cos, tan,
log, exp,
√

Terminal Symbole (Funktionsargumente) φ
Verschachtelungstiefe (head Länge h) 2
Anzahl der Teilausdrücke (Gene) 1
tail nach (5.1) t = 3, y Vektorlänge des Genes h+ t = 5
Auswahlwahrscheinlichkeit für die Auswahl der jeweiligen Operatoren
Punktmutationsrate 0,3
Bereichsmutationsrate 0,2
Inversionsrate 0,1
Single-Point crossover 0,2
Two-Point crossover 0,2
Der Forderung nach einem möglichst kompakten und dennoch repräsentativen mathe-
matischen Ausdruck wurde durch eine schrittweise Erhöhung der erlaubten Komplexität
(hinsichtlich verschiedener Parameter, wie zugelassene Basisfunktionen, Verschachte-
lungstiefen und Anzahl der Teilausdrücke) Rechnung getragen. So erfolgten im ersten
Schritt Durchläufe mit einer einfachen Verschachtelungstiefe h = 1 und ohne zusätzliche
Teilausdrücke (einzelnes Gen). Die sukzessive Komplexitätssteigerung lieferte bereits
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ab der Verschachtelungstiefe h = 2 eine nahezu exakte Übereinstimmung mit den
Messwerten, fit = 999,63 nach (5.5); vgl. Abb. 5.7.
Die zugelassene Komplexität und die damit einhergehende geringe kombinatorische
Variationsmöglichkeit erlaubt es, eine vergleichsweise kleine Populationsgröße sowie eine
geringe Generationsanzahl zu wählen. Eine derartig flexibel gestellte Optimierungsauf-
gabe zum Auffinden von geeigneten Funktionen verhält sich jedoch sehr chaotisch und
nur z. T. zielgerichtet. Der Austausch an einer einzigen Position der genetischen Reprä-
sentation eines Lösungsvorschlags führt durch die nachgeschaltete Transformation auf
einen mathematischen Ausdruck, der u.U. einer komplett unterschiedlichen Zielfunktion
entspricht. Um den Lösungsraum dennoch weitgehend vollständig zu erfassen, wurden
insbesondere den diversifikationstreibenden genetischen Operatoren, wie der Punkt- und
der Bereichsmutation, eine hohe Auswahlwahrscheinlichkeit zugeordnet. Die gewählten
Parameter nach Tab. 5.3 stellen das Ergebnis mehrerer iterativer Optimierungsdurch-
läufe dar, wobei das Ziel eine kurze Berechnungszeit sowie eine geringen Komplexität
des mathematischen Ausdrucks bei gleichzeitiger akzeptabler Lösungsqualität war.
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Abb. 5.7: Dämpfungsfunktion DGEP−FC(φ) = c0 sin
(√
c1|φ|+ c2 + c3
)
+ c4 im Ver-
gleich mit Adams-Bacon-Modell für die Einzelschicht aus TEPEX® dyna-
lite 101 RG600 tges =1 mm; vgl. Tab. 5.1
Die Lösung der gesuchten Dämpfungsfunktion ist in Tab. 5.4 als genetische Repräsenta-
tion dargestellt. Von zehn unabhängigen Optimierungsläufen lieferten dabei alle den
gleichen Ergebnisvektor, der nach Transformation den mathematischen Ausdruck:
w0 sin
((√
w3φ+ w7w2 + w6
)
w1 + w5
)
+ w4 (5.6)
darstellt.
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Tab. 5.4: Genetische Repräsentation der ermittelten Dämpfungsfunktion
Bestes Chromosom
1. Gen
sin
√
 φ φ φ
Die in (5.6) enthaltenen freien konstanten Koeffizienten w0 . . . w7 wurden über eine
innere Optimierungsschleife des GEP-FC Algorithmus an die Ergebnisse der gemessenen
spezifischen Dämpfungskapazitäten nach Abb. 5.7 angepasst. Diese Koeffizienten lassen
sich weiter zusammenfassen, sodass zur Beschreibung der winkelabhängigen Dämp-
fungsfunktion letztlich fünf unabhängige Parameter c0 . . . c4 genügen. Die Struktur der
dimensionslosen Größengleichung der orientierungsabhängigen spezifischen Dämpfungs-
kapazität lässt sich damit gemäß:
w0︸︷︷︸
c0
sin
√√√√(w1w2)2w3︸ ︷︷ ︸
c1
φ+ (w1w2)2w7︸ ︷︷ ︸
c2
+ w1w6 + w5︸ ︷︷ ︸
c3
+ w4︸︷︷︸
c4
c0 sin
(√
c1φ+ c2 + c3
)
+ c4
(5.7)
angeben.
Aufgrund der Materialsymmetrie – positive und negative Orientierungen ergeben gleiche
spezifischen Dämpfungskapazitäten – kann der Definitionsbereich auf {−pi2 ≤ φ ≤ pi2}
erweitert werden. Dafür ist in (5.7) der Betrag des Orientierungswinkels φ anzusetzen,
sodass sich für die Dämpfungsfunktion schließlich:
DGEP−FC(φ) = c0 sin
(√
c1|φ|+ c2 + c3
)
+ c4 (5.8)
ergibt. Nach Festlegung dieser Winkeleinheit und des Definitionsbereichs können die
konkreten dimensionslosen Zahlenwerte mit c0 = −0,009, c1 = 141,864, c2 = 331,283,
c3 = −16,191 sowie c4 = 0,018 für die gewebeverstärkten Einzelschicht TEPEX® dy-
nalite 101 RG600 und tges =1 mm angegeben werden; vgl. Polardiagramm Abb. 5.8.
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Abb. 5.8: Polardiagramm der Dämpfungsfunktion
DGEP−FC(φ) = c0 sin
(√
c1|φ|+ c2 + c3
)
+ c4
5.5 Ableitung eines physikalischen Modells
Ausgehend von der gemäß GEP-FC-Verfahren generierten Dämpfungskapazität nach
(5.8) wird ein physikalisches Modell für beliebige MSV-Aufbauten abgeleitet. In Analo-
gie zum Überlagerungsansatz nach Adams-Bacon (siehe Abschnitt 3.5, S. 37) wird
dabei von einem beanspruchungsproportionalen Einfluss der Einzelschichten auf die
Gesamtdämpfungskapazität des MSV ausgegangen. Das betrachtete Dämpfungsmodell
soll die spezifische Dämpfungskapazität einer freien Biegeschwingung um die y-Achse
des Verbundkoordinatensystems abbilden. Die Biegesteifigkeit des MSV kann über
die Plattensteifigkeitsmatrix D (siehe (3.12) S. 26) nach der klassischen Laminattheo-
rie ermittelt werden. Hierbei sollen, wie beim Adams-Bacon-Modell, ausschließlich
die Beanspruchungskomponenten in Laminatlängsrichtung (x-Achse) berücksichtigt
werden (κx), sodass sich für die Gesamtbiegesteifigkeit die kumulierten Teilkompo-
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nenten ∑nk D11k ergeben. Der relative Einfluss der Einzelschicht Drel11k lässt sich aus
strukturmechanischen Überlegungen wie folgt angeben; vgl. Abschnitt 3.2.2:
Drel11k =
zk∫
zk−1
Q11k z
2 dz
n∑
k
zk∫
zk−1
Q11k z
2 dz
= D11kn∑
k
D11k
. (5.9)
Die Biegebeanspruchung und damit der Dämpfungseinfluss sind umso größer, je weiter
außen sich die Einzelschicht bzgl. der Mittelebene des MSV befindet und je steifer
sie in der x-Richtung ist. Die relative Biegesteifigkeit Drel11k wird damit als ein von der
Orientierung und der Position der Einzellage abhängiger Schichtkennwert zusammenge-
fasst. Durch Überlagerung dieser relativen Einzelschichtsteifigkeiten kann schließlich in
Verbindung mit der ermittelten Dämpfungsfunktion (5.8) die spezifische Gesamtdämp-
fungskapazität eines MSV nach (5.10) analytisch bestimmt werden:
ψGEP−FC =
n∑
j
Drel11j DGEP−FC(φj) =
n∑
j
 D11jn∑
k
D11k
c0 sin
(√
c1|φj|+ c2 + c3
)
+ c4
 .
(5.10)
Zur Verifikation des eigens entwickelten Dämpfungsmodells wurden symmetrische MSV
mit vier Lagen (n = 4) hergestellt und deren spezifische Dämpfungskapazität in Aus-
schwingversuchen ermittelt. Die Startauslenkung erfolgte mittels induktiver Anregung
mit der verbundaufbauabhängigen Eigenfrequenz und einer Startauslenkung von 0,1 mm.
In Tab. 5.5 sind die experimentellen und theoretischen Ergebnisse der spezifischen Dämp-
fungskapazität den jeweiligen Werten nach Adams-Bacon gegenübergestellt.
Die gemessenen spezifischen Dämpfungskapazitäten der Vierschichtverbunde (zusätz-
liche eingetragene Messergebnisse Nr. 1., 6. und 10. aus Tab. 5.5) sind, wie in der
Abb. 5.9 zu erkennen, signifikant geringer als die der Einzelschichten. Dies liegt zum
einen an der höheren Anregungsfrequenz (aufgrund der veränderten Materialstärke
und damit höheren Biegesteifigkeit des MSV) und zum anderen am größeren Faservo-
lumengehalt nach dem Pressvorgang. Zur Bestimmung der Materialparameter für die
beiden Dämpfungsmodelle wurden neben den Messwerten an der Einzelschicht diese drei
Messergebnisse zusätzlich herangezogen1. Eine Parameteridentifikation nach Adams-
Bacon mittels Levenberg-Marquardt Algorithmus liefert die richtungsabhängigen
Teildämpfungskoeffizienten von ψL = 1,733%, ψT = 2,175%, ψLT = 4,918% bzw. für
die freien Koeffizienten der GEP-FC Dämpfungsfunktion nach (5.8) c0 = −0,025,
c1 = 77,693, c2 = 265,912, c3 = −13,383 sowie c4 = 0,022.
1Damit wird eine Übervorteilung der Einzelschichtmessergebnisse akzeptiert. Beide Modelle (GEP-
FC und Adams-Bacon) basieren auf Einzelschichtkennwerten, die dadurch nur leicht nach unten
korrigiert werden.
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Abb. 5.9: Dämpfungsfunktion DGEP−FC(φ) im Vergleich mit Adams-Bacon-Modell
für eine Einzelschicht (TEPEX® dynalite 101 RG600 und tges =1 mm, vgl.
Tab. 5.1, sowie Messwerte des Vierschichtverbundes tges =4 mm; Ausschwing-
versuch Startauslenkung 0,1 mm)
Tab. 5.5: Vergleich der Modelle der spezifischen Dämpfungskapazität für MSV nach
Adams-Bacon ψ und dem GEP-FC-Ansatz ψGEP−FC mit gemessenen Wer-
ten ψTest
Nr. Schichtaufbau ψTest ψ rel. Abw. ψGEP−FC rel. Abw.
1. [0◦/0◦]S 1,307 1,733 +32,6% 1,705 +30,5%
2. [0◦/15◦]S 1,690 1,802 +6,6% 1,877 +11,0%
3. [0◦/30◦]S 2,702 1,863 −31,0% 1,950 −27,8%
4. [0◦/45◦]S 2,237 1,877 −16,0% 1,955 −12,6%
5. [0◦/90◦]S 1,445 1,788 +23,7% 1,762 +21,9%
6. [45◦/45◦]S 3,801 4,587 +20,7% 4,733 +24,5%
7. [45◦/60◦]S 4,235 4,446 +5,0% 4,683 +10,6%
8. [45◦/75◦]S 5,127 4,011 −21,8% 4,509 −12,0%
9. [45◦/− 45◦]S 3,889 4,587 +17,9% 4,733 +21,7%
10. [90◦/90◦]S 1,684 2,175 +29,1% 2,164 +28,5%
11. [90◦/− 75◦]S 2,300 2,235 −2,8% 2,308 +0,4%
12. [90◦/− 60◦]S 1,854 2,283 +23,2% 2,371 +27,9%
13. [90◦/− 45◦]S 1,979 2,287 +15,5% 2,376 +20,0%
14. [90◦/0◦]S 1,546 2,119 +37,1% 2,107 +36,3%
∅ |20,2%| ∅ |20,4%|
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5.6 Analyse der Vorhersagegenauigkeit
Die Berechnungen der spezifischen Dämpfungskapazität für MSV-Strukturen liefern
für beide Modelle Adams-Bacon und GEP-FC bei einer freien Biegeschwingung ähn-
liche Resultate; siehe Tab. 5.5. Der schichtweise Überlagerungsansatz der relativen
Biegebeanspruchung in Verbindung mit der vorher ermittelten Dämpfungsfunktion
durch symbolische und numerische Regression stellt damit eine geeignete Strategie
zur Vorhersage der Dämpfungseigenschaften von MSV-Strukturen dar. Aufgrund der
Vielzahl an Einflüssen, insbesondere der Amplituden- und Frequenzabhängigkeiten,
können diese Modelle allerdings nur eine erste Abschätzung liefern. Hervorzuheben sind
dabei die z. T. enormen Streuungen der gemessenen spezifischen Dämpfungen trotz
konstanter Prüfbedingungen, was beispielsweise auf lokale Effekte wie Faserstreckungen
und Faservolumenverteilungen zurückzuführen ist. Derartige prozess- sowie materialbe-
dingte „Störungen“ summieren sich insbesondere bei MSV-Aufbauten und sind kaum
zu vermeiden.
Der wesentliche Vorteil bei dem GEP-FC Verfahren liegt in der vergleichsweise genauen
und kompakten mathematischen Beschreibung der zugrundeliegenden Messdaten. Diese
Ausdrücke können – wie in dieser Arbeit gezeigt – die Modellbasis einer prinzipiellen
Materialbeschreibung mit noch freien Parametern bilden. Der GEP-FC Ansatz kann so
als ein geeignetes Werkzeug zur Analyse und Modellbildung komplexer Abhängigkeiten
i. Allg. und zur Beschreibung erweiteter Dämpfungsphänomene von FKV-Strukturen
im Besonderen eingesetzt werden. Die mathematischen Ausdrücke, die auf Basis von
Versuchsergebnissen erzeugt werden, sind jedoch nicht notwendigerweise eindeutig,
sondern hängen von der gewünschten und als Optimierungsparameter einzustellenden
Komplexität ab.
Die fünfparametrige Dämpfungsfunktion (5.8), welche in diesem Anwendungsfall durch
den GEP-FC Algorithmus erzeugt wurde, korreliert sehr gut mit den Mittelwerten der
Dämpfungsmessungen. Gemäß der Fitnessfunktion (5.5) beträgt die Übereinstimmung
fit = 999,63, wobei fit = 1000 die exakte Abbildung bedeutet.
Durch eine Steigerung der Modellkomplexität kann grundsätzlich eine höhere Genauig-
keit erreicht werden, was jedoch zu stark alternierenden und physikalisch unplausiblen
Resultaten führen kann. Am Beispiel der gesuchten Dämpfungsfunktion führt etwa
die Erhöhung der zugelassenen Verschachtelungstiefe auf h = 3 der beteiligten Ba-
sisfunktionen zu einer geringfügig besseren Übereinstimmung von fit = 999,83. Das
Optimierungsergebnis bildet damit zwar die Messergebnisse genauer ab, die erwarteten
Zwischenwerte können jedoch nicht geeignet wiedergegeben werden, vgl. Abb. 5.10.
Dieser als overfitting bezeichnete Effekt tritt beispielsweise auch bei der Approximation
mit Hilfe künstlicher neuronaler Netze auf, wenn ungünstige Netztopologien gewählt
wurden [Kin94]. Eine Aufteilung der Messergebnisse in Trainingsdaten (zur Bestimmung
der freien Koeffizienten) sowie in Testdaten (zur Beurteilung der Lösungsqualität) ist
bei einer ausreichenden Datenbasis eine praktikable Strategie. Die Berücksichtigung
zusätzlicher Informationen könnte eine weitere Lösung dieses Overfitting-Problems
darstellen. Dazu zählen beispielsweise Ableitungen oder Schranken für Zwischenwerte
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Abb. 5.10: Beispiel einer overfitted Lösung (fit = 999,83); [UKK13]
des Funktionsverlaufs. Bei einer umfangreichen Anzahl an Messergebnissen und mögli-
cherweise gesuchten mehrdimensionalen Funktionen kann dies allerdings zu unzumutbar
langen Rechenzeiten sowie zu unnötig komplexen Modellen führen. Eine manuelle
sukzessive Erhöhung der Komplexität führt dabei oft wesentlich schneller zum Ziel, ins-
besondere dann, wenn die zu realisierenden Messgenauigkeiten und Materialstreuungen
berücksichtigt werden.
6 Bivalente Optimierung endlosfaserverstärk-
ter Hochdruckbehälter
Die Dimensionierung von gewickelten endlosfaserverstärkten Hochdruckbehältern stellt
den Konstrukteur vor neue Herausforderungen, da neben den Festigkeitsanforderungen
insbesondere auch die Fertigungsrestriktionen bei der Gestaltung derartiger Hochdruck-
behälter zu berücksichtigen sind. Erst dann lässt sich das hohe Leichtbaupotential von
FKV im Druckbehälterbau voll ausschöpfen. Neben speziellen Softwaremodulen zur
Dimensionierung und Prozesssteuerung kommen bei der Vorauslegung oft unterneh-
mensspezifische und phänomenologisch basierende Auslegungsstrategien zum Einsatz.
Das Auffinden eines optimalen Entwurfs anhand derartiger Strategien ist – aufgrund der
Vielzahl der zu beachtenden Randbedingungen und Lösungsvarianten – sehr aufwän-
dig. Neben dem umfangreichen Expertenwissen, hinterlegt in zahlreichen Normen und
Regelwerken, sind gegenwärtig weitreichende Kenntnisse auf dem Gebiet der anisotro-
pen Strukturauslegung in Kombination mit speziellen Softwarekomponenten zwingend
erforderlich.
Um den Konstrukteur bei der optimalen Auslegung von hybriden Hochdruckbehäl-
tern zu unterstützen, wurde eigens eine Strategie zur Vorauslegung auf Basis eines
Ameisenalgorithmus entwickelt. Ziel ist dabei, weitgehend auf kostenintensive Spezial-
software zu verzichten und stattdessen grundlegende Entwurfsregeln aufzugreifen und
weiterzuentwickeln. Dafür ist es notwendig, sowohl eine ganzheitliche vergleichende Qua-
litätsbewertung der verschiedenen Lösungen durchzuführen als auch eine flexible und den
individuellen Bedürfnissen anzupassende Implementierung des Optimierungsalgorithmus
bereitzustellen.
6.1 Klassifizierung verschiedener Behältertypen
In technischen Anwendungen kommen je nach Einsatzbedingungen und zur Verfü-
gung stehendem Bauraum verschiedene Behältertypen zum Einsatz. Aufgrund der
vergleichsweise einfachen Herstellung, der mechanisch idealen Form und den günstigen
Lagerungsbedingungen haben sich in der Praxis vor allem zylindrische Druckbehälter
durchgesetzt. Der rohrförmige Abschnitt wird beidseitig durch sog. Böden mit Muffen
zur Aufnahme der weiteren Peripherie abgeschlossen; vgl. Abb. 6.1a. Im Hochdruckbe-
reich werden i. d. R. die in einem Schritt gefertigten nahtlosen Liner – bestehend aus
Zylinder, Böden inkl. Muffe – verwendet, wobei diese marktüblich im Drückwalzverfah-
ren1 (Einziehverfahren) mit variabler Wandstärke hergestellt werden.
1 Schwenkformmaschine (necking in maschine)
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In dieser Arbeit wird zu Forschungszwecken auf eine kostengünstige Schweißkonstruktion
mittels Normteilen für den rohrförmigen Grundkörper2 einschließlich der gewölbten
Bodengeometrien3 aus der zugehörigen Typenreihe zurückgegriffen. Dabei soll die
Lastaufnahme hauptsächlich durch die textile Verstärkungsstruktur erfolgen und der
Liner nur als Permeationssperre dienen.
Nach Art des verwendeten Linermaterials sowie des armierten Bereiches werden gemäß
DIN EN ISO 11439 folgende Behältertypen:
Typ 1
Unverstärkter monolitischer Behälter,
Typ 2
Behälter mit Umfangsverstärkung ausschließlich im zylindrischen Bereich,
Typ 3
Vollumwickelter Metallliner,
Typ 4
Vollumwickelter Kunststoﬄiner.
Darüber hinaus kommen, beispielsweise in der Luft- und Raumfahrt, auch Druckbehälter
ohne Liner zur Anwendung, die in der Norm zwar keine Berücksichtigung finden, jedoch
in Erweiterung als Behälter-Typ 5 bezeichnet werden.
Zur Gestaltung der Bodenform existieren verschiedene Normgeometrien, wie hemi-
sphärische (Halbkugelböden), elliptische, Teller- oder flache Böden. Die geometrisch
dazwischenliegenden gewölbten, torisphärischen Böden (Korbbogenböden) bieten im
Vergleich zur flachen Bodengeometrie einerseits eine bessere Materialausnutzung und
andererseits den Vorteil einer ausreichenden Fadenvorspannung während des Wickel-
prozesses. Gegenüber den Halbkugelböden besitzen torisphärische Böden kompaktere
Abmessungen und sind zudem einfacher herzustellen [Kla02].
In dieser Arbeit werden torisphärische Klöpperböden4 bestehend aus der Kugelkalotte mit
Radius R = DA und der tangential anschließenden Krempe mit dem Radius r = 0,1DA,
vgl. Abb. 6.1a verwendet. Die Abmessungen des untersuchten metallischen Liners – zur
Verifikation der entwickelten Optimierungsstrategie – orientieren sich an den typischen
Dimensionen von Druckbehältern im Kraftfahrzeugbereich. Der detaillierte Aufbau ist
dem Anhang A, Abb. A.1 zu entnehmen.
2DIN EN 10220
3DIN 28011
4 Benannt nach Georg Kloppsch 1874–1951
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6.3 Berechnung und Auslegung
Zur Berechnung der Spannungen des zylindrischen Abschnittes eines innendruckbe-
lasteten dünnwandigen Behälters – Wandstärke tges ≤ 1/10DA – werden häufig die
sog. Kesselformeln (6.1) herangezogen. Sie lassen sich aus dem Gleichgewicht zwischen
dem zweiachsigen Membranspannungszustand und den projizierten druckbeaufschlagten
(Innenüberdruck p) Flächen in axialer z- sowie tangentialer ϕ-Richtung ableiten:
σa =
pDA
4 tges
, (6.1a)
σϕ =
pDA
2 tges
= 2σa . (6.1b)
Die Umfangsspannung σϕ ist damit doppelt so hoch wie die Spannung in axialer Richtung
σa (Meridianspannung); vgl. (6.1b). Bei Behältern aus isotropen Konstruktionswerkstof-
fen ist daher eine Überdimensionierung in axialer Richtung nicht zu vermeiden. Eine
deutliche Gewichtsreduzierung von bis zu 35% kann durch entsprechende Wandstär-
kenreduktion bei gleichzeitiger Umfangsverstärkung (Behälter nach Typ 3) erreicht
werden [And08]. Geometrieabhängige Spannungsüberhöhungen an den Übergängen,
wie beispielsweise im Bereich der Krempe und an den Muffenanschlüssen, werden be-
kanntlich durch (6.1) nicht berücksichtigt und erfordern aufwändigere mathematische
Modelle. Der Spannungsverlauf an der Behälerinnenseite in radialer und axialer Rich-
tung für einen unverstärkten, rotationssymmetrischen Druckbehälter nach Abb. A.1
S.125 ist in Abb. 6.2 exemplarisch dargestellt. Die FEM-Berechnung5 erfolgte mit einem
nichtlinearen elastisch-plastischen Materialgesetz (vgl. Abb. A.2).
Die optimale Verstärkungsorientierung eines ausgeglichenen Winkelverbundes bei dünn-
wandigen Druckbehältern kann aus dem Spannungsverhälnis σϕ/σa = 2 für den zy-
lindrischen Abschnitt mittels Netztheorie (Kapitel 3.4, S.37) nach (3.32) mit ±54,7◦
angegeben werden. Aus der Abb. 6.2 geht hervor, dass aufgrund der deutlichen Span-
nungsüberhöhungen zusätzliche lokale Verstärkungen des Klöpperbodens, insbesondere
im Übergang zur Rohrstruktur (Krempe), notwendig sind. Zur Herstellung von vollumwi-
ckelten Druckbehältern sind zudem weitere Restriktionen, wie etwa die zu vermeidenden
Aufdickungen und die ggf. notwendigen Kompressionswicklungen, zu berücksichtigen,
sodass schließlich verschiedene ausgeglichene Einzelschichten (Kreuzwicklungen) so-
wie Umfangswicklungen zu einem MSV kombiniert werden müssen. Die schichtweise
Beanspruchungsanalyse der textilen Verstärkungsstruktur für dünnwandige Behälter-
strukturen lässt sich vorteilhaft nach der klassischen Laminattheorie (siehe Abschnitt 3.2)
mit einer entsprechenden Versagensbewertung vornehmen, vgl. DIN EN 13923 „Faden-
gewickelte Druckbehälter aus textilverstärkten Kunststoffen - Werkstoffe, Konstruktion,
Herstellung und Prüfung“.
5 Programmsystem ABAQUS 6.12.1 von SIMULIA Dassault Systèmes, rotationssymmetrische Ele-
mente (CAX4R)
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Abb. 6.2: Spannungsverlauf bei 100 bar Innendruck in Umfangs- und Meridianrich-
tung an der Behälterinnenseite sowie die Mises Vergleichsspannung eines
unverstärkten Metallbehälters (konstante Wandstärke von Klöpperböden
und Rohrabschnitt jeweils tges = 4 mm)
Die Festigkeitsanalyse eines gesamten faserverstärkten vollumwickelten Druckbehälters
ist, insbesondere im Übergangsbereich der Krempe und im Bodenbereich mit Muffe,
aufgrund von überlagerten Biegebeanspruchungen sowie prozessbedingten lokalen Fa-
seraufdickungen analytisch sehr schwierig umzusetzen. In der DIN EN ISO 11439 sowie
DIN EN 13923 wird daher eine numerische Spannungsanalyse mittels FEM Verfahren
empfohlen. Dafür wurden in den letzten Jahren spezialisierte Softwaremodule entwickelt,
die zum einen die CNC-Programme zur Prozesssteuerung generieren und zum anderen
den Modellaufbau mittels finiten Elementen unterstützen. Die lokalen Aufdickungen in
den Wendebereichen der Kreuzwicklungen werden in der Simulation allerdings oft nur
unzureichend wiedergegeben.
Nach der Druckgeräterichtlinie [Amt97] hat für die Zulassung anschließend eine Prüfung
durch Sachverständige zu erfolgen, wobei nach DIN EN 13923 eine Berstprüfung
erforderlich ist. Die Behälter sind dabei so auszulegen, dass nach DIN EN 12245 ein
Versagen im zylindrischen Teil erfolgt und der Liner in einem Stück erhalten bleibt, um
eine Gefährdung durch abgelöste Teile zu verhindern.
Der typische Ablauf des iterativen Auslegungsprozesses eines Typ 3 oder Typ 4 Behälters
ist in Abb. 6.3 dargestellt. Nach den normspezifischen Prüfungen ergeben sich ggf. weitere
Vorgaben zur Anpassung sowohl des Dimensionierungs- als auch Herstellungsprozesses.
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Abb. 6.3: Iterativer Auslegungsprozess vollumwickelter Hochdruckbehälter
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Der iterative Auslegungsprozess gewickelter Druckbehälter (vgl. Abb. 6.3), ausgehend
vom Entwurf über die Festlegung des Schichtaufbaus, die numerische Analyse der
Gesamtstruktur bis hin zu deren Bewertung, ist i. Allg. für eine herstellungsgerechte
sowie den Festigkeits- und Gewichtsanforderungen entsprechende Gestaltung sehr zeit-
und kostenaufwändig. Um diesen Prozess effizienter zu gestalten, wird daher in dieser
Arbeit eine durchgängige kriterienbasierte Optimierungsstrategie zur Vorauslegung
entwickelt, die individuelle Struktur- und Fertigungsrandbedingungen berücksichtigt.
6.4.1 Gestaltungskriterien
Zur Dimensionierung der textilen Verstärkung hinsichtlich der Strukturfestigkeit wird
der betrachtete zylinderförmige Druckbehälter Typ 3 mit Klöpperböden in drei kriti-
sche Bereiche unterteilt, für die verschiedene Gestaltungskriterien beim Schichtaufbau
anzuwenden sind (vgl. Abb. 6.1a):
1. Zylinderabschnitt ↪→ Kesselformeln,
2. Bodensegment mit Krempe ↪→ Durchschnittswinkel,
3. Muffenbereich ↪→ Minimaler Wickelwinkel.
Zur Berechnung der axialen sowie tangentialen Festigkeit des zylindrischen Abschnittes
unter Innendruckbelastung werden hier, analog zur Netztheorie, ausschließlich die Zug-
festigkeitswerte in Faserrichtung Rt‖ herangezogen. Für die ertragbaren Membranspan-
nungen müssen die folgenden Kriterien unter Vernachlässigung der Linertragfähigkeit
und der Verwendung eines einzelnen Verstärkungsmaterials gelten:
Rt‖
1
tges
n∑
i
tKi cos(Φi) ≥ σz , (6.2a)
Rt‖
1
tges
n∑
i
tK,Ui sin(Φi) ≥ σϕ . (6.2b)
In (6.2a) werden die relativen schichtweisen Anteile der Verbundzugfestigkeit in der
Behälterlängsrichtung und in (6.2b) die entsprechenden Anteile in der Tangentialrich-
tung aufsummiert. Für die Einzelschichtdicken sind für verschiedene Orientierungen
aufgrund unterschiedlicher Faserspannungen während des Wickelprozesses auf dem Liner
i. Allg. auch verschiedene Werte anzusetzen. Da die Schichtdicken der Kreuzwicklungen
untereinander jedoch nur geringfügig voneinander abweichen, werden im weiteren Di-
mensionierungsprozess die Schichtdicken nur nach der Wickelungsart in Kreuz- oder
Umfangswicklungsschichtdicke (tK, tU) unterschieden.
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Unter Beachtung der Kesselformeln (6.1a), (6.1b) lassen sich die Festigkeitkriterien
(6.2) für die Meridian- und Tangentialspannungen des zylindrischen Behälterabschnitts
gemäß:
Rt‖
n∑
i
tKi cos(Φi)−
pDA
4 ≥ 0 , (6.3a)
Rt‖
n∑
i
tK,Ui sin(Φi)−
pDA
2 ≥ 0 (6.3b)
angeben.
Um das Strukturversagen im vorgeschriebenen zylindrischen Bereich des Druckbehälters
zu gewährleisten, darf das Verhältnis zwischen der tangentialen und axialen Verstär-
kung einen bestimmten Grenzwert nicht überschreiten. Dieses Verstärkungsverhältnis
lässt sich in einem maximal zulässigen effektiven Durchschnittswinkel Φmax der Ge-
samtwickelstruktur ausdrücken. Der effektive Durchschnittswinkel eines gewickelten
MSV Φ∅ berechnet sich aus den jeweiligen Einzelschichtdicken und den zugehörigen
Orientierungen nach:
Φ∅ =
n∑
i
Φi t
K,U
i
tges
≤ Φmax . (6.4)
Der Grenzwert Φmax, bei welchem das Versagen gerade noch im zylindrischen Bereich
erfolgt, kann nicht pauschal angegeben werden, sondern hängt neben der Bodenform auch
von der Gestaltung und lokalen Verstärkung des Überganges Muffe/Bodenbereich ab und
wird empirisch ermittelt. Für einen Klöpperboden wurde in [NNK11] ein Grenzwinkel
von ca. Φmax ≈ 51◦ angegeben, da sich dort der Bereich der Krempe als versagenskritisch
herausstellte und der Bereich der Muffe durch lokale Verstärkungsmaßnahmen des Liners
(Auftragsschweißungen) abgesichert wurde. Bei den hier verwendeten Linertypen wurde
auf zusätzlichen Verstärkungen verzichtet, sodass entsprechend flachere Grenzwinkel
von Φmax ≈ 45◦ gewählt wurden.
Der Wickelwinkel, der für eine vollständige Bedeckung des Liners mit Außendurchmesser
DA mindestens erforderlich ist, berechnet sich nach (6.5). Die geodätische Linie des
Faserbandes einer Kreuzwicklung mit Bandbreite b verläuft dann tangential an den
Muffen (Durchmesser dM) entlang.
Φmin = arcsin
(
dM + b
DA
)
(6.5)
Die Mindestanzahl dieser erforderlichen kleinsten Wickelwinkel zur vollständigen Be-
deckung kann ebenfalls als Restriktion vorgegeben werden. Die Abstützung der Muffe
gegen die textile Verstärkungsstruktur erfolgt bei Innenüberdruckbelastung vornehmlich
über die Schubanteile zwischen den umwickelten Muffenaußenflächen. Bei Φmin ist – ohne
konstruktive Veränderung der Lasteinleitung – eine Erhöhung der Lagenanzahl von
mehr als drei aus Festigkeitsgesichtspunkten nicht zielführend, sodass eine lokale Ver-
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stärkung des Liners in der Muffenumgebung sowie eine Vergrößerung der Abstützfläche
auf die Bodengeometrie vorzusehen sind. Nach eigens durchgeführten Bruchbildanalysen
von Wickelbehältern nach Berstversuchen, mit dem Ziel die Abstützung des Bodens
zwischen Muffe und Krempe zu gewährleisten, wurde eine relative Mindestanzahl an
Kreuzwicklungen unterhalb von ±30◦ als weiteres Gestaltungskriterium identifiziert.
Zur Erhöhung des Faservolumenanteils werden während des Wickelprozesses oft Um-
fangswicklungen als letzte Lagen vorgesehen, die eine maximale Fadenspannung auf
den Liner übertragen und so überschüssiges Harz herausdrücken (sog. Kompressi-
onswicklung). Die Anzahl der notwendigen Umfangswicklungen kann ebenfalls als
Fertigungsrestriktion angegeben werden.
Die Gestaltungskriterien Ri, auf deren Grundlage eine Optimierung der Wickelstruktur
stattfinden soll, sind in der Tab. 6.1 zusammengefasst. Die Kriterien R1−5 basieren auf
den o. a. Restriktionen. Darüber hinaus wird mit R6 die diskrete Menge der zulässigen
Schichtorientierungen vorgegeben. Diese können durch zusätzliche Winkel ergänzt
werden (R7), wenn ein zu definierender relativer Überdeckungsgrad in Abhängigkeit
von der Bandbreite b erlaubt wird.
Die Auswahl geeigneter Einzelschichten zum Aufbau des gewickelten MSV führt damit
letztlich auf ein kombinatorisches Optimierungsproblem mit i. d. R. mehreren gleichwer-
tigen Lösungen. Für dessen Ermittlung bieten sich Mehrfachdurchläufe von populati-
onsbasierten naturanalogen Optimierungsheuristiken an, da diese von zufallsgenerierten
Startkonfigurationen ausgehen.
Tab. 6.1: Gestaltungskriterien Ri für gewickelte Hochdruckbehälter
i Art
1 Axiale und Tangentiale Sicherheiten, vgl. (6.3)
2 Maximaler Durchschnittswinkel, vgl. (6.4)
3 Mindestanzahl an Wickelungen mit vollständiger Bedeckung, vgl. (6.5)
4 Relative Mindestanzahl an Wickelwinkeln ≤ |30◦|
5 Mindestanzahl an Umfangswicklungen, u.U. in Abhängigkeit der Schichtanzahl
6 Menge von zulässigen diskreten Wickelwinkeln
7 Zusätzlich erlaubte Kreuzwicklungen in Abhängigkeit von Bandbreite
und Überdeckungsgrad
8 Wickelwinkel, die darüber hinaus in der Lösung enthalten sein müssen
6.4.2 Übertragungsfunktionen
Zur Entwicklung einer optimalen Wickelstruktur für endlosfaserverstärkte Hochdruck-
behälter in Leichtbauweise, und damit optimaler Faseranordnung bei minimaler Schicht-
anzahl, müssen die Gestaltungskriterien nach Tab. 6.1 berücksichtigt werden. Für die
Anwendung eines Optimierungsalgorithmus ist die objektive Bewertung der Qualität
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der verschiedenen MSV untereinander – dargestellt durch Vektoren der Wickelwin-
kel der Einzelschichten Φ – zwingend erforderlich. Der Vergleich erfolgt durch die
jeweilige Abbildung auf einen skalaren Tauglichkeitswert (Fitness, fit(Φ)), wofür die
individuellen Lösungsvorschläge mit den Schwellwerten der einzelnen Gestaltungskri-
terien gegenübergestellt und je nach Abweichung einer Maßzahl zugeordnet werden.
Im einfachsten Fall eines Minimierungsproblems kann bei Nichterfüllung einer Gestal-
tungsrestriktion fit = fmax oder bei Einhaltung aller Gestaltungsvorgaben (zulässige
Lösung) der Tauglichkeitswert fit = fmin zugeordnet werden. Da bei einem derartigen
Ansatz nicht hinreichend zwischen den verschiedenen Lösungsalternativen differenziert
wird, ist die Generierung einer Zielfunktion nach diesem unstetigen Klassifizierungs-
schema unzweckmäßig. Eine kontinuierliche Zielfunktion (C1-stetig) besitzt dagegen
beim iterativen Algorithmus während der Extremwertsuche besondere Vorteile. Zur
Beschreibung der kontinuierlichen Zielfunktion – und damit Tauglichkeit hinsichtlich
der Gestaltungsvorgaben von Hochdruckbehältern – wurden daher entsprechende Über-
tragungsfunktionen definiert. Diese transformieren stetig die Abweichung des jeweiligen
Gestaltungskriteriums auf ein kontinuierliches Intervall f ∈ (0,1). Die Diskrepanz eines
MSV-Aufbaus zu den vorgegebenen Gestaltungskriterien wird dabei in Werten zwischen
f → 0 bei maximaler Restriktionsverletzung sowie f → 1 bei Einhaltung des jeweiligen
Gestaltungskriteriums ausgedrückt.
Im Allgemeinen ist für jedes Kriterium eine separate Übertragungsfunktion (sog. Fil-
terfunktion) erforderlich. Für die Vorschriften nach Tab. 6.1 können zwei Grundvarianten
unterschieden werden. Bei den Kriterien Ri mit {i ∈ 1, 3, 4, 5} werden Schwellwertfunk-
tionen gemäß:
fS(x) = 1
1 + e
−
(x− µ
ϑ
) (6.6)
angewendet. Der einzuhaltende Mindestwert wird dabei über den Parameter µ und die
Steigung (Sensitivität des Gestaltungskriteriums) über den Parameter ϑ vorgegeben;
siehe auch Abb. 6.4a.
Die Transformation der definierten Schwellwertkriterien, etwa bzgl. der Axialfestigkeit
einer betrachteten Wickelstruktur, erfolgt durch Verkettung der linken Seite von (6.3a)
mit (6.6) und lautet:
fS ◦
(
Rt‖
n∑
i
ti cos(Φi)− pDA4
)
= fS
(
Rt‖
n∑
i
ti cos(Φi)− pDA4
)
∈ (0,1) . (6.7)
Für die Einhaltung eines maximalen Durchschnittswinkels nach (6.4) wurde eine sog.
Bereichsfunktion:
fB(x) = e
−
(x− µ
ϑ
)2
(6.8)
formuliert, die der Form einer Gaußschen Glockenkurve entspricht (siehe Abb. 6.4b).
Diese „Filterfunktion“ hat ihr striktes Maximum fB = 1 bei x∗ = µ und fällt dann
beidseitig ab, fB → 0. Die Steigung wird ebenfalls mit dem Parameter ϑ festgelegt.
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(a) Schwellwertfunktion (6.6) mit µ = −1,0; ϑ = 0,2
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(b) Bereichsfunktion (6.8) mit µ = 43,0; ϑ = 3,3
Abb. 6.4: Übertragungsfunktionen zur Bewertung der Gestaltungskriterien
Die Gestaltungskriterien, die mit derartigen Übertragungsfunktionen verkettet werden,
haben dann einen hohen Tauglichkeitswert, wenn das Argument, in diesem Fall der
Durchschnittswinkel des MSV Φ∅, in der Umgebung des Übertragungsfunktionsmaxi-
mums (µ = Φmax) liegt.
Für die Einhaltung des Kriteriums eines maximalen Durchschnittswinkels nach (6.4)
kann prinzipiell auch eine Schwellwertfuntion zur „Filterung“ verwendet werden. Eine
Zielfunktion, welche ausschließlich durch Schwellwertfunktionen aufgebaut wird, ist
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zwar konvex, besitzt jedoch kein handhabbares striktes Optimum, da es sich über einen
Bereich (Plateau) (sup{fS(x)|x ∈ R} = 1 für x → ∞) mit ähnlichen Tauglichkeiten
erstreckt. Zur Formulierung eines regelbasierten Optimierungsproblemes sollten demnach
Kriterien über die gewünschte Lösung durch mindestens eine Bereichsangabe angegeben
werden, um damit die praktischen Lösungsalternativen hinsichtlich der zu optimierenden
Zielfunktion einzuschränken.
Die Ungleichung (6.4) nach dem Kriterium R2 wird so als angenäherte Bereichsangabe
ausgedrückt Φ? ≈ Φmax, da einerseits davon auszugehen ist, dass bei einem zu klei-
nen Durchschnittswinkel Φ?  Φmax (bei unveränderter Schichtanzahl) die Sicherheit
bezüglich der Tangentialfestigkeit zu gering ausfällt, und andererseits bei zu steiler
Auslegung Φ?  Φmax die Festigkeit des Bodenbereiches, insbesondere an der Krempe,
nicht gewährleistet werden kann. Der Durchschnittswinkel des MSV mit der gerings-
ten Schichtanzahl sollte damit in der Nähe dieses experimentell zu bestimmenden
Grenzwinkels liegen.
6.4.3 Tauglichkeitsbewertung
Die objektive Bewertung der verschiedenen Wickelstrukturen muss unter Berücksichti-
gung aller Gestaltungsregeln getroffen werden (siehe Tab. 6.1). Dazu werden die mit den
Regeln verketteten Übertragungsfunktionen zu einer Gesamtaussage vereint, sodass eine
globale kontinuierliche Zielfunktion (Optimierungsmodell, siehe Kapitel 2 S.11) vorliegt.
Dies kann beispielsweise durch schlichtes Aufaddieren erfolgen, wobei zu beachten ist,
dass zur Gesamtlösung der Optimierungsaufgabe – dem Auffinden der Orientierungen

 für die geringste Schichtanzahl n – ein entsprechender Algorithmus i. d. R. mehrfach
zu durchlaufen ist. Dabei wird von den mindestens zu verwendeten Einzelschichten,
definiert durch die Kriterien R3, R5 und R8, ausgegangen. Durch sukzessive Erhöhung
der Schichtanzahl und damit Steigerung der Komplexität werden während des Optimie-
rungsverlaufes die MSV gesucht, welche alle Gestaltungsrichtlinien erfüllen. Bei diesem
Ablauf ist davon auszugehen, dass anfangs, bei einer geringen Schichtanzahl, oft keine
geeigneten Lösungen existieren und somit die Schichtanzahl rasch zu erhöhen ist.
Aufgrund des diskreten und i. Allg. nicht konvexen Optimierungsproblems sowie der
charakteristischen Vielzahl an Lösungsalternativen wird das Optimierungsproblem mit
Hilfe eines mehrfach angewendeten Ameisenalgorithmus (siehe Abschnitt 4.2.3 S.50)
gelöst. Als Abbruchkriterium für diesen Algorithmus wird – wie in den vorangegangenen
Abschnitten dargelegt – die minimale Weglänge (ausgedrückt durch die Lösungsquali-
tät, sog. Fitness) im Verhältnis zur durchschnittlichen Weglänge aller Individuen des
Schwarmes herangezogen.
Eine schnelle Steigerung der Schichtanzahl durch gezielten frühzeitigen Abbruch (bis
deren Anzahl im Bereich entsprechender Lösungen liegt) wird demzufolge dadurch
erreicht, dass alle Individuen eine ähnliche Qualität aufweisen. Diese Vorgehensweise
wird durch eine multiplikative Verknüpfung der gewählten Übertragungsfunktionen
gewährleistet, da bei Nichteinhaltung – insbesondere bei Verletzung mehrerer Gestal-
tungskriterien wie sie bei geringen Schichtanzahlen häufig auftreten – die Zielfunktion für
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alle Individuen ähnliche Werte aufweist. Die auf einen VergleichswertRges abgebildete
Druckbehälterqualität lässt sich mittels:
Rges =
 mSY
i=1
f Si ◦ RSi
! 0
@
mBY
j =1
f Bj ◦ RBj
1
A
| {z }
(0:::1)
(6.9)
zusammenfassen, wobei nach den einzelnen Schwellwertkriterien RSi (Anzahl mS) sowie
Bereichskriterien RBj (Anzahl mB) unterteilt wird.
6.5 Optimierungsablauf auf Basis eines Ameisenal-
gorithmus
Die Suche nach dem optimalen Schichtaufbau, dem Funktionsminimum von t (Φ), mit
Hilfe eines Ameisenalgorithmus erfordert zunächst die Abbildung der Druckbehälter-
qualität (6.9) auf eine „virtuelle Weglänge“. Nach Festlegung einer maximalen Weglänge
fmax bei Rges→ 0 (entspricht der theoretisch niedrigsten Druckbehälterqualität) sowie
der kürzesten Weglänge fmin (bei Erreichen der optimalen Lösung Rges → 1) kann
das diskrete Optimierungsproblem bei gegebener Schichtanzahl n wie folgt formuliert
werden:
(n)
Φ∗ =
(n)
min
 k∈R6∪R7
k=1,2,...,n
{fmax (1−Rges) + f min Rges}| {z }
fit(Φ)
: (6.10)
Die zulässigen diskreten Orientierungen der Einzelschichten sind dabei in den Kriterien
R6 und R7 nach Tab. 6.1 anzugeben.
Lösungen für (6.10) gelten indes nur für eine konkrete vorgegebene Schichtanzahl
n. Ziel ist es jedoch, die kleinst mögliche Schichtanzahl n∗ sowie deren zugehörige
Orientierungen zu ermitteln. Das Optimierungsproblem (6.10) muss damit mehrfach
gelöst werden, wobei von einer Startkonfiguration auszugehen ist, die sich aus der
Summe an notwendigen vollständigen Bedeckungen R3 und Umfangswicklungen R5
sowie weiteren zu verwendenden Wicklungen R8 ergibt. Demzufolge ist das überlagerte
Optimierungsproblem:
(n ∗)
Φ∗ = min
n∈N
( (n)
Φ∗
)
= min
n∈N
8
><
>:
(n)
min
 k∈R6∪R7
k=1,2,...,n
t (Φ)
9
>
=
>;
| {z }
(6.10)
(6.11)
zu lösen.
Die verwendete Lösungsstrategie ist schematisch in Abb. 6.5 dargestellt, wobei die
Schichtanzahl sukzessiv zu erhöhen ist, sodass der verwendete Ameisenalgorithmus (vgl.
Abschnitt 4.2.3) zwangsläufig mehrfach durchlaufen wird. Sobald eine befriedigende
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Lösung für (6.11) gefunden wurde (fit(   )  fmin ), werden die aktuelle Schichtanzahl
(n  ) sowie die zugehörigen Orientierungen   ausgegeben. Nach einer Bewertung der
Lösung (Postprozess) sind ggf. weitere Gestaltungskriterien zu berücksichtigen, die
einen erneuten Optimierungsablauf erfordern.
Geometrisc he Abmessungen
• Liner: DA , dM
• Faserband: b, tK,U
Mec hanische Kennwerte
• Innendruckbelastung p
• Sicherheiten Sa, Sϕ
• Zugfestigkeit Rtk
Gestaltungskriterien
vgl. Tab. 6.1
Üb ertragungsfunktionen
Ameisenalgorithm us siehe Abschnitt 4.2.3
fit(   )  fmin Rückgabe derbesten Lösung!
Postprozess
Erhöhen der Schichtanzahl
siehe (6.6), (6.8), (6.9)
(∏mS
i=1 f Si  R Si
) (∏mB
j=1 f Bj  R Bj
)
n  nStart = R 3 + R 5 + R 8
siehe (6.10) min(n)Φk2R 6[R 7
k=1,2,...,n
fit(Φ)
Ja
siehe (6.11) minn2N
{ (n)


}
Nein
n
 
(n
+
1)
Abb. 6.5: Schematischer Ablauf der kriterienbasierten Strategie zur optimalen Ausle-
gung von Wickelstrukturen für Hochdruckbehälter
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Der Algorithmus liefert neben den Orientierungen vor allem die Mindestanzahl an
Einzelschichten, auf deren Basis auch ein manuelles Postprozessing durch geringfügige
Veränderung der Schichten erfolgen kann. Damit lassen sich, z. B. ausgehend von
verschiedenen Optimierungsergebnissen, die Lösungen der Wickelwinkel anpassen oder
kombinieren, wobei die Schichtanzahl nicht erhöht wird. Dies erlaubt zum einen – ohne
Definition entsprechender Kriterien – die ingenieurmäßige Feinjustierung des Ergebnisses.
Zum anderen können so u.U. weitere Optimierungsdurchläufe vermieden werden.
In der Tab. 6.2 sind die verwendeten Optimierungsparameter und Eingangsgrößen zur
Lösung eines konkreten Optimierungsproblems nach (6.11) angegeben.
Tab. 6.2: Mindestanforderungen und Parameter für die Optimierung der gewickelten
Verstärkungsstruktur von Hochdruckbehältern
Gewählte Parameter und Eingangsgrößen
Abmessungen Liner, vgl. Abb. A.1
• Außendurchmesser Liner DA = 323,9 mm
• Durchmesser Muffe dM = 50 mm
Fasereigenschaften
• Schichtdicke der Kreuzwicklungen tK = 1,0 mm
• Schichtdicke der Umfangswicklungen tU = 0,38 mm
• Breite des Faserbandes b = 14 mm (3 Rovings parallel)
• Zugfestigkeit des Faserbandes Rt‖ = 2.090 MPa
Belastung
• Berstdruck pBerstSoll = 700 bar
• Sicherheiten: Axial Sa ≥ 1,0; Tangential Sϕ ≥ 1,0
Gestaltungsregeln
• Mindestanzahl an Umfangswicklungen R5 = 1
• Zulässige Wickelwinkel
Φzul = {Φmin, 20◦, 30◦, 40◦,45◦, 50◦,55◦,60◦,65◦,70◦,75◦,80◦,90◦} ∪ R7 = {22◦, 27◦}
Optimerungsstrategie
• ACO (Ameisenalgorithmus), vgl. Abschnitt 4.2.3
• Populationsgröße 3.000
• Keine Prioritätsregel
• Verwitterungsfaktor ρ = 0,1 siehe (4.6) S.52
• Abbruch jeweils nach 50 Iterationen oder abr = 0,5 siehe (4.7) S.53
Die geometrischen Abmessungen des Stahlliners sind in der Abb. A.1 dargestellt. Als
Verstärkungsfasern wurden Rovings vom Typ T700S der Fa. TORAYCA mit 1.600 tex
und als Matrixmaterial wurde die Harz-Härterkombination Epoxydharz L/EPH 294
verwendet. In Vorversuchen wurden die mittleren Schichtdicken der Kreuzwicklungen
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tK und der Umfangswicklung tU sowie die resultierende Bandbreite b ermittelt, wobei
aus Effizienzgründen die Fadenzuführung mit drei parallelen Rovings erfolgte. Die
Zugfestigkeit der gewickelten FKV-Schicht Rt‖ wurde gemäß einer Mischungsregel unter
Beachtung von Abminderungsfaktoren auf der Grundlage von Materialtest nach [NKB12]
ermittelt.
Mit diesen Geometrie- und Festigkeitskennwerten wurden anschließend optimale textile
Verstärkungsstrukturen für einen Berstdruck von 700 bar berechnet. Als Herstellungs-
restriktion wird dabei mindestens eine vollständigen Bedeckung Φmin = 11◦ sowie
mindestens eine Umfangswicklung als Kompressionsschicht gefordert. Die zulässigen
Wickelwinkel für die weiteren Schichten sind in Tab. 6.2 mit Φzul aufgeführt. Die Orien-
tierungen {22◦, 27◦} sind in Abhängigkeit des Muffendurchmessers und der Breite des
Faserbandes in Φzul ergänzt worden, wobei diese analog (6.5) derart ermittelt wurden,
dass eine Überlappung der Faserbänder im zylindrischen Bereich ausgeschlossen ist.
Zur Lösung des überlagerten Anordnungsproblems (6.11) wurde ein Ameisenalgorith-
mus mit den oben aufgeführten Parametern implementiert; vgl. Abschnitt 4.2.3. Die
verwendeten Optimierungsparameter haben sich hinsichtlich der Ergebnisqualität unter
Beachtung der Berechnungszeit als günstig erwiesen und decken ein breites Spektrum an
verwendeten Dimensionierungsregeln mit hoher Schichtanzahl ab. Die Populationsgröße
wurde dabei mit 3.000 „Individuen“ relativ hoch angesetzt und kann im Einzelfall
deutlich reduziert werden.
In der Tab. 6.3 sind exemplarisch zwölf Lösungsvorschläge aufgeführt, für die verschiede-
ne Kriterienkonfigurationen zur Anwendung kamen. Die gleichwertigen Lösungen Nr. 1
und Nr. 2 wurden unter Berücksichtigung der Mindestanforderungen nach Tab. 6.2
ermittelt, wobei ein maximaler einzuhaltender Durchschnittswinkel von Φmax ≈ 51,0◦
vorgegeben war. Demnach sind neben einer einzelnen vollständigen Bedeckung und Um-
fangswicklung sechs 55◦ Kreuzwicklungen oder entsprechende Kombinationen aus 50◦-
und 60◦-Schichten vorzusehen. Aus fertigungstechnischen Gesichtspunkten ist allerdings
eine größere Vielfalt an Kreuzwicklungen von Vorteil.
Um die Anzahl an vollständigen Bedeckungen und flachen Wicklungen zum Stützen
der Muffe und des Bodenbereiches zu erhöhen, wurden in Nr. 3 und Nr. 4 die Kriterien
wie folgt modfiziert und ergänzt: Einschränkung von zulässigen Winkeln, Erhöhung
der notwendigen vollständigen Bedeckungen auf zwei und Einführung zusätzlicher
Kreuzwicklungen von 20◦ und 30◦ in die Lösung. Dies führt zu einem gleichmäßigeren
Schichtaufbau, bei dem sich allerdings die mindestens notwendige Schichtanzahl von
n∗ = 8 auf 10 erhöht. Analog wurde bei den Lösungsalternativen Nr. 5–10 verfahren.
Hier wurde jedoch ein grundsätzlich flacherer maximaler Durchschnittswinkel von
Φmax ≈ 45,0◦ ausgewählt.
Die so erhaltenen Lösungsvarianten werden anschließend miteinander kombiniert und
weiter angepasst, sodass zu Gunsten einer einfacheren Herstellung geringfügige Abwei-
chungen der strikten Optimalanforderungen zugelassen werden. Bei Problemstellungen,
die nur unscharf interpretiert werden müssen, wie die hier verwendeten groben Ge-
staltungskriterien bei der Druckbehälterauslegung, ist eine derartige Vorgehensweise
praktikabler als die Formulierung zahlreicher, analytisch schwer handhabbarer Krite-
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rien. So ist es beispielsweise bei den Lösungen Nr. 11 und Nr. 12 vorteilhaft, einen
von dem Algorithmus vorgeschlagenen steilen Wickelwinkel wegzulassen, was zwar
den Durchschnittswinkel leicht verringert, aber aufgrund der ermittelten tangentialen
Festigkeitsreserven (Sϕ = 1,2) unkritisch ist.
Die Ergebnisse in Tab. 6.3 bestätigen exemplarisch die große Flexibilität der eigens
entwickelten Optimierungsstrategie. Ausgegangen wird dabei von strukturmechanischen
und fertigungsbedingten Schwellwert- und Bereichskriterien, die anschließend mittels
entsprechender Übertragungsfunktion verknüpft, multiplikativ zu einer vergleichenden
Gesamtqualität zusammengefasst und letztlich auf eine virtuelle Weglänge abgebildet
werden. Die relativ unkomplizierte Einschränkung und Hinzunahme verschiedener
Kriterien in Kombination mit dem verwendeten Ameisenalgorithmus erlaubt eine schnelle
Ermittlung verschiedener Lösungsalternativen, welche für eine detaillierte Bewertung
und Auslegung in Frage kommen.
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6.6 Verifikation der Optimierungsergebnisse durch
Berstversuche
Zur Verifizierung der Optimierungsergebnisse nach Tab. 6.3 sind drei repräsentative
Behälter (Innendruckbelastung: pBerstSoll = 700 bar Berstdruck) unter Beachtung unter-
schiedlicher Gestaltungskriterien bei der Auslegung hergestellt worden. Die Fertigung
der textilen Verstärkung erfolgte im Nasswickelprozess mittels einer vierachsigen Dreh-
wickelmaschine der Fa. BOLENZ & SCHÄFER GmbH, Typ FWA 2/4/1. Die Ma-
schinensteuerungsprogramme für die jeweilige Fadenablage wurde über die Software
ComposicaD von Seifert and Skinner & Associates generiert. Die technologisch umgesetz-
ten Kombinationen von Kreuz- und Umfangswicklungen sind entsprechend ihrer Anzahl
gemeinsam mit den zugehörigen gemessenen Berstdrücken in der Tab. 6.4 aufgeführt. So
Tab. 6.4: Berstversuche zur Verifikation der optimierten Hochdruckbehälter
Anzahl gewickelter Orientierungen
Nr. pBerstExpr 11◦ 20◦ 30◦ 50◦ 60◦ 70◦ 80◦ 90◦ Φ∅ tges
1 674 bar 3 1 1 — 1 1 2 1 43,4◦ 9,4 mm
2 638 bar 2 1 1 1 1 2 — 2 44,6◦ 8,8 mm
3 684 bar 2 1 1 — — 3 2 1 50,8◦ 9,4 mm
etwa sind beim Behälter Nr. 1 gemäß Kriterium R3 drei statt zwei Vollumwicklungen
(Nr. 2 und Nr. 3) gefordert. Der ausgewählte Durchschnittswinkel Φ∅ des Kriteriums
R2 nach (6.4) ist beim Behälter Nr. 3 um ca. 6◦ bzw. 7◦ steiler gegenüber den anderen.
Erwartungsgemäß führten diese unterschiedlichen Anforderungen auch auf abweichende
textile Verstärkungsstrukturen der Hochdruckbehälter.
Die gemessene Berstdrücke unterscheiden sich trotz der unterschiedlichen Verstärkungs-
strukturen mit pBerstExpr = 665 bar±3,6% nur geringfügig voneinander. Die Abweichung
des Mittelwertes von ca. −5% des zugrundeliegenden Dimensionierungsberstdrucks von
700 bar sowie das Versagensverhalten nach Abb. 6.6 bestätigen zudem die Gültigkeit
der Gestaltungsregeln – insbesondere die Annahme zur Bewertung der tangentialen
Festigkeit (6.2b). Entsprechend der Anforderung trat das Versagen jeweils durch einen
Längsriß im zylindrischen Bereich des Behälters auf, vgl. Abb. 6.6. Die grundsätzliche
Unterschreitung pBerstExpr < pBerstSoll deutet etwa auf einen zu niedrig angenommenen Faser-
volumengehalt oder auf eine zu hoch angesetzte Zugfestigkeit des Faserbandes im MSV
hin.
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Abb. 6.6: Typisches Längsversagen der geprüften Hochdruckbehälter nach den Berst-
versuchen
6.7 Bewertung der kriterienbasierten Methode
Zur Bewertung der Auslegungsmethode ist der Innendruck (ca. 20 bar/min) des Behälters
Nr. 1 – stellvertretend für die getesteten Druckbehälter nach Tab. 6.4 – über die
Zeit des Berstversuches in Abb. 6.7 dargestellt. Bis zu einem Druck von ungefähr
100 bar, was in etwa dem linear elastischen Bereich des Stahlliners entspricht, verläuft
die Druckanstiegskurve steiler als im restlichen Abschnitt, der schließlich mit einem
schlagartigen Bersten endet. In diesem oberen Druckbereich ist der Stahlliner bereits
plastisch verformt und trägt damit nur geringfügig zur Gesamtsteifigkeit des Behälters
bei6. Die mechanischen Eigenschaften eines dünnwandigen Liners können damit bei
höheren Innendrücken vernachlässigt werden. Die ausschließliche Berücksichtigung der
textilen Verstärkungsstruktur gemäß der hier verwendeten Auslegungsstrategie behält
somit bei dem betrachteten hohen Druckniveau und der verwendeten Linergeometrie
ihre Gültigkeit.
Die entwickelte kriterienbasierte Strategie in Verbindung mit dem implementierten Amei-
senalgorithmus kann vorteilhaft als Dimensionierungswerkzeug zur Vorauslegung von
Wickelstrukturen für flaschenförmige dünnwandige Faserverbund-Hochdruckbehälter
nach Typ 3 und Typ 4 eingesetzt werden. Dabei wird anhand von wenigen Fertigungs-
versuchen – zur Bestimmung der Schichtdicken von Kreuz- und Umfangswicklungen
sowie Faserbandbreite – und Materialtests zur Ermittlung der Faserverbundzugfestigkeit
Rt‖ ausgegangen. Durch die Auswahl und Kombination der verwendeten Schwellwert-
und Bereichsübertragungsfunktionen können dann verschiedene Gestaltungskriterien
für die bivalente Optimierung auf ein vergleichendes Qualitätsmaß abgebildet werden,
was gleichzeitig die Berücksichtigung von Festigkeits- und Herstellungsrestriktionen
erlaubt. Bei der Formulierung der Qualitätsfunktion wurde besonderer Wert auf des-
sen Flexibilität und Erweiterbarkeit gelegt, um spezielle Randbedingungen einfach zu
ergänzen oder kontinuierlich zu verschärfen.
6 In einem vorgelagerten Autofrettage-Prozess kann durch Einbringen von Druckeigenspannungen die
Elastizitätsgrenze des Stahliners „angehoben“ werden.
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Abb. 6.7: Exemplarischer zeitlicher Verlauf des Innendruckanstiegs während der Berst-
prüfung des Hochdruckbehälters Nr. 1 nach Tab. 6.4
Das aufgestellte kombinatorische Optimierungsproblem hat i. Allg. verschiedene gleich-
wertige Lösungen, sodass zu deren Eingrenzung mehrere unabhängige Durchläufe
vorzusehen sind. Dabei wird empfohlen, mit einer geringen Anzahl an Restriktionen
zu beginnen, um somit Aussagen zur grundsätzlich benötigten Schichtanzahl mit ihren
jeweiligen Orientierungen zu erhalten. In darauffolgenden Schritten wird vorgeschlagen,
weitere Gestaltungskriterien zu berücksichtigen oder zu verändern, sodass sich sukzessive
die optimale Verstärkungsstruktur herausstellt. Im Idealfall besitzt dann die endgültige
Lösung nicht nur einen masseminimalen Verstärkungsaufbau, sondern genügt auch den
z. T. individuellen Herstellungsbedingungen. Der in Abb. 6.3 dargestellte herkömmli-
che iterative Auslegungsprozess lässt sich so deutlich verkürzen und die notwendigen
numerischen Berechnungen und Bauteilversuche auf ein Minimum einschränken.

7 Zusammenfassung und Ausblick
Faser-Kunststoff-Verbunde sind aufgrund ihrer ausgezeichneten spezifischen mecha-
nischen Eigenschaften hervorragend zur Gestaltung von Leichtbaustrukturen mit ho-
her Leistungsgüte geeignet. Die konstruktive Freiheit bei der Entwicklung von FKV-
Bauteilen stellt jedoch den Berechnungsingenieur vor neue Herausforderungen, da die
Dimensionierung „maßgeschneiderter“ Verbundkomponenten infolge der anisotropen
Charakteristik deutlich aufwändiger als bei herkömmlichen isotropen Werkstoffen ist.
Zur Ausschöpfung des vollen Leichtbaupotentials, insbesondere bei MSV-Aufbauten, ist
– aufgrund der Komplexität verschiedener Anordnungsmöglichkeiten der Einzelschichten
einerseits und der vielfachen Wechselwirkungen zwischen den Herstellungsverfahren
und den Bauteileigenschaften andererseits – der Einsatz von Optimierungsverfahren
unumgänglich. Die Anwendung von etablierten deterministischen Optimierungsverfah-
ren führt hier häufig zu Lösungsvorschlägen, die nur geringe Verbesserungen gegenüber
den Ausgangskonfigurationen aufweisen, da lokale Minima bei derartigen Algorithmen
i. d. R. nicht verlassen werden können; sog. nicht konvexe Zielfunktion.
In dieser Arbeit sind daher neuartige Strategien auf der Grundlage von naturanalogen
schwarmbasierten oder genetischen Algorithmen unter verschiedenen Gesichtspunkten
entwickelt worden. Anhand von drei repräsentativen Anwendungsbeispielen:
• der Festigkeitsoptimierung von MSV,
• der Beschreibung des Dämpfungsverhaltens von Organoblechen,
• der kriterienbasierten Wickeloptimierung von Hochdruckbehältern
wurden die Leistungsfähigkeit und die Einsatzgrenzen dieser hier erarbeiteten Algorith-
men aufgezeigt. Dabei konnte auch die enorme Flexibilität der neuen Methoden durch
geeignete Formulierungen der Problemstellungen in Verbindung mit stochastischen
naturanalogen Optimierungsheuristiken nachgewiesen werden.
Die Optimierungsstrategien zum Auffinden globaler Extrema benötigen im Unterschied
zu den klassischen deterministischen Strategien i. Allg. eine größere Anzahl an Funk-
tionsauswertungen. Bei der Festigkeitsberechnung von komplexen Bauteilgeometrien
für MSV-Strukturen werden i. d. R. Berechnungen mittels numerischer Verfahren be-
nötigt. Derartige Simulationen, beispielsweise mit Hilfe von FEM-Modellen, können
jedoch nicht direkt in die Funktionsauswertung integriert werden, da der wiederholte
Aufwand zum Aufstellen und Lösen der resultierenden Gleichungssysteme übermäßig
viel Berechnungszeit beansprucht.
Zur Festigkeitsoptimierung nach der hier verwendeten physikalisch begründeten Versa-
genshypothese nach Cuntze wurde daher eine Entkopplungsstrategie vorgeschlagen. Die
Optimierung des Schichtaufbaues erfolgt hier mit Hilfe eines analytischen Modells nach
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der klassischen Laminattheorie, wobei von einem dünnwandigen MSV ausgegangen wird.
Die Schnittgrößen für das „schnell auszuwertende“ analytische Modell wurden mittels
einer vorgelagerten FEM-Simulation generiert. Der wechselseitige Aufruf und Datenaus-
tausch des Optimierungs- und Strukturberechnungsmodells erlaubt auch für komplexe
Strukturen die Durchführung einer MSV-Festigkeitsoptimierung mittels naturanaloger
Heuristiken. Dabei bilden die momentanen lokalen auslastungsrelevanten Schnittgrößen
die Eingabe für das analytische Modell, woraus der optimale Schichtaufbau für eine
erneute numerische Simulation abgeleitet wird. Diese entkoppelte Betrachtung ist als
Kompromis zwischen reduzierter Rechenzeit bei gleichzeitig guter Lösungsqualität anzu-
sehen. Dennoch ist die Lösung für den optimalen Schichtaufbau infolge eines derartigen
Greedy-Verfahrens startwertabhängig. In der Praxis kann diesem Nachteil durch eine
Multistart-Strategie ggf. in Verbindung mit einer Parallelisierung wirkungsvoll begegnet
werden.
Die Beschreibung von Materialeigenschaften, die von einer Vielzahl an Einflusspara-
metern abhängen, ist insbesondere dann sehr aufwändig, wenn komplexe und schwer
identifizierbare Wechselwirkungen zwischen den einzelnen Kenngrößen existieren. Zudem
erschwert das anisotrope Werkstoffverhalten von FKV-Strukturen die Modellbeschrei-
bung. In dieser Arbeit wurde daher am Beispiel der richtungsabhängigen Dämpfungs-
modellierung eines endlosfaserverstärkten MSV mit thermoplastischer Kunststoffmatrix
eine Methode auf Grundlage eines genetischen Algorithmus erarbeitet. Diese eigens
entwickelte und implementierte Strategie zur Modellableitung (sog. GEP-FC: Gene
Expression Programming with Free Coefficients) generiert, ausgehend von Messergeb-
nissen, ein mathematisches Modell durch gleichzeitige numerische und symbolische
Regression.
Der Komplexitätsgrad und damit die Genauigkeit bei der Abbildung der Messdaten kann
durch verschiedene Optimierungsparameter (Auswahl der Basisfunktionen, Verschachte-
lungstiefen) vorgegeben werden. Neben den Materialstreuungen und Messgenauigkeiten
ist die Interpolation des zu erwartenden Materialverhaltens durch den mathematischen
Ausdruck bei der Wahl der Optimierungsparameter ausschlaggebend, damit das sog.
Overfitting vermieden wird. Zur Verallgemeinerung in Form eines physikalischen Modells
ist die Integration dieser vorerst zusammenhangslosen mathematischen Beschreibung
in einen übergeordneten Kontext notwendig. Mit Hilfe der abgeleiteten generellen
Materialbeschreibung lassen sich schließlich weiterführende Aussagen zum Gesamtver-
halten treffen und derartige Werkstoffeffekte bei der Dimensionierung in entsprechenden
Simulationsmodellen berücksichtigen.
Die Auslegung von MSV-Baugruppen basiert häufig auf Fertigungs- und Gestaltungsvor-
gaben, die in Normen und Vorschriften zusammengefasst sind oder gar auf individuellen
phänomenologischen Grundlagen beruhen. Zielfunktionen bei der Strukturoptimierung,
die flexibel mit solchen z. T. volatil formulierten Kriterien umgehen sollen, müssen daher
spezifisch den jeweiligen Randbedingungen entsprechend angepasst werden können.
Zudem sind bei der Auslegung von MSV-Baugruppen bis an die Beanspruchungs-
grenze die Auswirkungen von fertigungstechnischen Einflüssen auf die resultierenden
Eigenschaften der Tragstruktur zu berücksichtigen. Am Beispiel der Auslegung von
endlosfaserverstärkten Hochdruckbehältern wurde hier eine Methode vorgeschlagen,
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welche mit Hilfe von Übertragungsfunktionen derartige Kriterien zu einer vergleichen-
den Gesamtaussage zusammenfasst und so die Lösung mittels eines mathematischen
Optimierungsalgorithmus erlaubt. Neben strukturmechanischen Kenngrößen werden
dabei insbesondere auch die fertigungstechnischen Aspekte in die Zielfunktion integriert.
Der optimale MSV, der einerseits die minimale Schichtanzahl aufweist und andererseits
die zugehörige Kombination von Umfang- und Kreuzwicklungen unter Einhaltung der
definierten Kriterien besitzt, wurde mittels eines Ameisenalgorithmus bestimmt. Das
Zusammenspiel zwischen dem gewählten Optimierungsalgorithmus und der verwendeten
Zielfunktion erlaubt die Ermittlung der Lösung für das zweifache Optimierungspro-
blem – minimale Schichtanzahl bei optimaler Anordnung der Wickelwinkel – mit einer
vergleichsweise geringen Iterationsanzahl, denn zu geringe und damit nicht zielfüh-
rende Schichtanzahlen werden rasch erhöht. Weiterhin können durch die Wahl der
stochastischen Optimierungsstrategie u.U. mehrere verschiedene gleichwertige Lösungen
generiert werden.
Die erarbeiteten Methoden leisten einen wesentlichen Beitrag zur erweiterten Auslegung
und Charakterisierung von FKV-Strukturen und bieten dem Faserverbundkonstrukteur
und dem Berechnungsingenieur neue „Werkzeuge“ zur Lösung von komplizierten Opti-
mierungsproblemen. Dafür sind unterschiedliche und z. T. unkonventionelle Strategien,
etwa bei der Generierung anpassungsfähiger Zielfunktionen oder bei der Entwicklung
geeigneter Algorithmen, erarbeitet worden. Aufgrund der universellen Einsatzfähigkeit
liefern diese Strategien zahlreiche Anregungen für die Bearbeitung ähnlicher ingenieur-
wissenschaftlicher Aufgabenstellungen.
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Abb. A.1: Gestaltung des metallischen Liners zur Herstellung des Druckbehälter nach
Typ 3
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Abb. A.2: Elastisch-Plastisches Materialgesetz von St 52 (1.0831) vgl. DIN 1629/3
bzw. E355 DIN EN 10305-1 (abschnittsweise lineare Approximation)
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Tab. A.1: Ausgewählte naturanaloge Optimierungsheuristiken,
Aufzählung und Klassifizierung gemäß [FY13]
Biologisch inspiriert
Schwarmbasiert Sonstige
Accelerated PSO Atmosphere clouds model
Ant colony optimization Artificial immune system
Artifical bee colony Biogeography-based optimization
Bacterial foraging Brain Storm Optimization
Bacterial-GA Foraging Differential evolution
Bat algorithm Dolphin echolocation
Bee colony optimization Japanese tree frogs calling
Bee system Eco-inspired evolutionary algorithm
Bee Hive Egyptian Vulture
Bees algorithm Evolution strategy
Bees swarm optimization Fish-school Search
Bumblebees Flower pollination algorithm
Cat swarm Gene expression
Consultant-guided search Genetic Algorithm
Cuckoo search Great salmon run
Eagle strategy Group search optimizer
Fast bacterial swarming algorithm Human-Inspired Algorithm
Firefly algorithm Invasive weed optimization
Fish swarm/school Marriage in honey bees
Good lattice swarm optimization OptBees
Glowworm swarm optimization Paddy Field Algorithm
Hierarchical swarm model Roach infestation algorithm
Krill Herd Queen-bee evolution
Monkey search Shuﬄed frog leaping algorithm
Partical swarm algorithm Termite colony optimization
Virtual ant algorithm
Virtual bees
Weightless Swarm Algorithm
Wolf search
Physikalisch/Chemisch inspiriert
Big bang-big Crunch Intelligent water drop
Black hole River formation dynamics
Central force optimization Self-propelled particles
Charged system search Simulated annealing
Electro-magnetism optimization Stochastic difusion search
Galaxy-based search algorithm Spiral optimization
Harmony search Water cycle algorithm
