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Gravity capillary standing water waves
Thomas Alazard and Pietro Baldi
Abstract. The paper deals with the 2D gravity-capillary water waves equations in
their Hamiltonian formulation, addressing the question of the nonlinear interaction of a
plane wave with its reflection off a vertical wall. The main result is the construction of small
amplitude, standing (namely periodic in time and space, and not travelling) solutions of
Sobolev regularity, for almost all values of the surface tension coefficient, and for a large set
of time-frequencies. This is an existence result for a quasi-linear, Hamiltonian, reversible
system of two autonomous pseudo-PDEs with small divisors. The proof is a combination
of different techniques, such as a Nash-Moser scheme, microlocal analysis, and bifurcation
analysis. MSC2010: 76B15, 76D45, 35B10 (37K50, 37K55, 35S05).
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1 Introduction
This paper deals with the 2D gravity-capillary water waves equations in their Hamil-
tonian formulation (see equation (2.1)). The main result (Theorem 2.4) is the con-
struction of small amplitude, standing (namely periodic in time and space, and not
travelling) solutions of Sobolev regularity, for almost all values of the surface tension
coefficient, and for a large set of time-frequencies. This is an existence result for a
quasi-linear system of two autonomous pseudo-PDEs with small divisors.
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Before stating precisely the result and describing the strategy of the proof, we
introduce the problem within a more general framework.
A classical topic in the mathematical theory of hydrodynamics concerns the Euler
equations for the irrotational flow of an incompressible fluid in a domain which, at
time t, is of the form
Ω(t) = {(x, y) ∈ R2 × R | y < η(t, x)},
whose boundary is a free surface, which means that η is an unknown. The simplest
type of nontrivial solution for the problem is a progressive wave, which is a profile
of the form η(t, x) = σ(k · x − ωt) for some periodic function σ : R → R, together
with a similar property for the velocity field. Despite intensive researches on this old
subject, many natural questions are far from being fully resolved. Among these, most
questions about the boundary behavior of water waves are not understood. Also, the
question of the nonlinear interactions of several progressive waves is mostly opened.
This paper is concerned with these two problems. We shall study the reflection of
a progressive wave off a wall. More precisely, we shall study the nonlinear interaction
of a 2D gravity-capillary plane wave with its reflection off a vertical wall. To clarify
matters, recall that 2D waves are waves such that the motion is the same in every
vertical section, so that one can consider the two-dimensional motion in one such
section (the free surface is then a 1D curve).
Interaction of two gravity-capillary waves. The problem consists in seeking
solutions of the water waves equations, periodic in space and time, and such that
η(t, x) = ε cos(k1 · x− ω(k1)t) + ε cos(k2 · x− ω(k2)t) +O(ε2), (1.1)
together with a similar property for the velocity field, where
• ε is a small parameter which measures the amplitude of the waves;
• k1 and k2 belong to R2 and are mirror images such that either k1 = −k2 or
k1 = (1, τ), k2 = (1,−τ) for some τ . This is the assumption that there is
one incident plane wave, say ε cos(k1 · x − ω(k1)t), and one reflected wave,
ε cos(k2 · x− ω(k2)t);
• there holds
ω(k) :=
√
g|k|+ κ|k|3
where g > 0 is the acceleration of gravity and κ ∈ [0, 1] is the surface tension
coefficient. Thus k → ω(k) is the dispersion relation of the water waves equa-
tion linearized at the rest position, which (after transforming the system into
a single equation) can be written in the form
Lu := ∂2t u+ g|Dx|u+ κ|Dx|3u = 0. (1.2)
Here |Dx| is the Fourier multiplier defined by |Dx|eik·x = |k|eik·x, where |k| is
the Euclidean norm of k. Note that ω(k1) = ω(k2).
This problem was initiated by Reeder and Shinbrot [45] and further developed
by Craig and Nicholls [20, 21] and Groves and Haragus [26]. They considered the
superposition of two oblique 2D travelling waves, such that k1 = (1, τ) and k2 =
2
(1,−τ) for some τ . This produces 3D short crested waves. Indeed, setting ω =
ω(k1) = ω(k2) and writing x = (x1, x2), one has
ε cos(x1 + τx2 − ωt) + ε cos(x1 − τx2 − ωt) = 2ε cos(x1 − ωt) cos(τx2).
Since these waves are propagating in the direction (1, 0) (the x1 axis), one has to
study solutions of the equation that is obtained by replacing ∂t with −ω∂x1 in (1.2),
which is
Ku := (ω∂x1)
2u+ g|Dx|u+ κ|Dx|3u = 0. (1.3)
For κ > 0, K is an elliptic operator. Consequently, in this context, the existence
of solutions for the nonlinear equation is a problem in bifurcation theory (without
small divisors).
Standing waves. In this paper, we consider the case where the crest of the incident
waves are parallel to the wall. This implies that k1 = −k2 and therefore
ε cos(k1 · x− ω(k1)t) + ε cos(k2 · x− ω(k2)t) = 2ε cos(ω(k1)t) cos(k1 · x).
Hence the waves obtained by superimposing the incident and the reflected waves
are standing waves (namely periodic in time and space, and not travelling). Since
standing waves are not travelling, one cannot replace the time derivative by a space
derivative. This changes dramatically the nature of the problem, as small divisors
appear. In this paper we are interested in the case with surface tension κ > 0, while
in the case without surface tension, namely κ = 0, a similar small divisors problem
was studied in a series of papers of Iooss, Plotnikov and Toland [28, 29, 30, 31, 32,
33, 43], which are described below.
The standing waves we are interested in are 2D waves. Without loss of generality,
we can assume that k1 = (λ, 0) = −k2 for some λ 6= 0. Thus we shall consider
functions that are independent of x2. In the rest of the paper, x ∈ R.
Small divisors. Let us explain why small divisors enter into the analysis. Looking
for solutions that are 2π-periodic in space and (2π/ω)-periodic in time (where the
time frequency ω is an unknown of the problem), (1.2) gives
Lei(jx+ωℓt) = p(ωℓ, j)ei(jx+ωℓt), p(ωℓ, j) := −ω2ℓ2 + g|j| + κ|j|3.
In general, namely for almost all values of ω, κ, the eigenvalues {p(ωℓ, j)}ℓ,j∈Z of L
accumulate to zero. To invert L in the orthogonal of its kernel, one finds these small
eigenvalues as denominators (in fact, small divisors), so that the inverse of L is not
a bounded operator, in the sense that it does not map any function space (Sobolev
or analytic or Ho¨lder or others) into itself. This makes it impossible to apply the
standard implicit function theory to solve the orthogonal component of the nonlinear
problem (i.e. the range equation, in the language of bifurcation theory).
Main result. Our main result is stated in the next section, see Theorem 2.4. It
asserts that, for almost all values κ of the surface tension coefficient, for ε0 small
enough there exists a set G ⊂ [0, ε0] of Lebesgue measure greater than ε0(1−Cε1/180 ),
such that for ε in G there exists a standing wave whose free surface is of the form
(1.1), or, more precisely, η(t, x) = ε cos(ωt) cos(x) + O(ε2), with time-frequency
ω =
√
g + κ+O(ε2). (In Theorem 2.4 the result is stated precisely for the problem
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one obtains after normalizing the gravity constant g, rescaling time, and introducing
an additional amplitude parameter ξ, see Section 2.1.)
Our proof is based on Nash-Moser methods for quasi-linear PDEs on the one
side, and on techniques of microlocal analysis on the other side.
Regarding Nash-Moser and KAM theory for quasi-linear PDEs, we remark that
in general, as it was proved in the works of Lax, Klainerman and Majda on the
formation of singularities (see e.g. [35]), the presence of nonlinear unbounded op-
erators — as it is in our water waves problem — can compromise the existence of
invariant structures of the dynamics like periodic or quasi-periodic solutions. In fact,
the wide existing literature on KAM and Nash-Moser theory for PDEs mainly deals
with problems where the perturbation is bounded (see e.g. Kuksin [36] and Wayne
[47]; see [37], [19] for a survey). For unbounded perturbations where the nonlinear
term contains less derivatives than the linear one, time-periodic solutions have been
obtained by Craig [19] and Bourgain [16], while quasi-periodic solutions for PDEs
of that type have been constructed via Nash-Moser or KAM methods by Bourgain
[15], Kuksin [37], Kappeler-Po¨schel [34] for KdV, and, more recently, by Liu-Yuan
[40] and Zhang-Gao-Yuan [49] for NLS and Benjamin-Ono, and Berti-Biasco-Procesi
[11, 12] for NLW.
For quasi-linear PDEs, namely for equations where there are as many derivatives
in the nonlinearity as in the linear part (sometimes called “strongly nonlinear” PDEs,
e.g. in [37]), the extension of KAM and Nash-Moser theory is a very recent subject,
which counts very few results. Time-periodic solutions for this class of equations
have been constructed by Iooss, Plotnikov and Toland for gravity water waves [43, 33]
(which, even more, is a fully nonlinear system), and by Baldi for forced Kirchhoff [6]
and autonomous Benjamin-Ono equation [7], all using Nash-Moser methods. We also
mention the pioneering Nash-Moser results of Rabinowitz [44] for periodic solutions
of fully nonlinear wave equations (where, however, small divisors are avoided by a
dissipative term). The existence (and linear stability) of quasi-periodic solutions for
a quasi-linear PDE has been only proved last year by Baldi, Berti and Montalto
for forced Airy [8] and autonomous KdV [9] equations, by Nash-Moser, linear KAM
reducibility, and Birkhoff normal forms.
Regarding the water waves problem, in [43] Plotnikov and Toland proved the
existence of pure gravity (i.e. κ = 0) standing waves, periodic in time and space.
This work has been extended by Iooss, Plotnikov and Toland [33] and then by Iooss
and Plotnikov [30, 29] who proved the existence of unimodal [33] and multimodal
[30, 29] solutions in Sobolev class via Nash-Moser theory, overcoming the difficulty
of a complete resonance of the linearized operator at the origin. On the contrary,
the gravity-capillary case has an additional parameter, the surface tension coeffi-
cient κ, whose arithmetic properties determine the bifurcation analysis of the linear
theory. In particular, for all irrational values of κ (and therefore for almost all κ)
the linearized operator at the origin has a one-dimensional kernel (see section 4.1).
We also mention the recent proof by Iooss and Plotnikov [31, 32] of the existence
of three-dimensional periodic progressive gravity waves, obtained with Nash-Moser
techniques related to [30, 29]. The question of the existence of such waves was a
well known problem in the theory of surface waves — we refer the reader to [10, 17,
20, 24, 25, 28, 31] for references and an historical survey of the background of this
problem.
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Apart from the dimension of the kernel of the linear problem, there are other
important differences between the gravity water waves problem, as studied by Iooss-
Plotnikov-Toland, and the gravity-capillary water waves problem studied here. The
difference is clear at the level of the dispersion relation ω =
√
g|k|+ κ|k|3. One could
think that the dispersion is stronger for κ > 0 than for κ = 0 (and this is certainly
true for the linear part of the problem), but this does not help the study of the
nonlinear problem, because higher order derivatives also appear in the nonlinearity.
In fact, this requires the introduction of new techniques. A more detailed explanation
about which are the new problems emerging in presence of surface tension and why
the techniques of [33] do not work for κ > 0 is given in the lines below (1.4).
To conclude this introduction, let us discuss the main ingredients in our proof.
Applying a Nash-Moser scheme, the main difficulty regards the invertibility of the
operator linearized at a nonzero point. Like in [33, 7, 8, 9], we seek a sufficiently ac-
curate asymptotic expansion of the eigenvalues in terms of powers of ε and in terms
of inverse powers of the spatial wavelength. To do so, we conjugate the linearized
operator to a constant coefficient operator plus a smoothing remainder which can
be handled as a perturbation term. (We remark that a similar eigenvalues expan-
sion was obtained in [33] using inverse powers ∂−1t of the time-derivative, instead of
space-derivative ∂−1x , destroying the structure of dynamical system. Such a struc-
ture is preserved, instead, by the transformations performed in this paper, as well as
those in [7, 8, 9]). To obtain such a precise knowledge of the asymptotic behavior of
the eigenvalues requires to find the dispersion relationship associated to a variable
coefficient equation, which in turn requires microlocal analysis. In this direction,
we shall follow a now well developed approach in the analysis of water waves equa-
tions, which consists in working with the Craig-Sulem-Zakharov formulation of the
equations, introducing the Dirichlet-Neumann operator. In particular, we shall use
in a crucial way two facts proved by Lannes in [38]. Firstly, by introducing what is
known as the good unknown of Alinhac (see [5, 3]), one can overcome an apparent
loss of derivative in the analysis of the linearized equation. (Another advantage is
that, working with the Craig-Sulem-Zakharov formulation (2.1) of the problem as a
dynamical system in two unknowns, and thanks to the good unknown of Alinhac,
here we do not need to introduce any “approximate inverse” for the linearized op-
erator, as it was done in [33]). Secondly, one can use pseudo-differential analysis
to study the Dirichlet-Neumann operator in domains with limited regularity. In
[3], this analysis is improved by showing that one can paralinearize the Dirichlet-
Neumann operator, introducing the paradifferential version of the good unknown
of Alinhac (see [4]). Notice that the analysis of the Cauchy problem for capillary
waves requires an analysis of the sub-principal terms (see [42, 1]). In this paper,
we shall use in an essential way the fact that it is also possible to symmetrize sub-
sub-principal terms (the method used below can be extended at any order). We
underline, in particular, the use of a pseudo-differential operator with symbol in
Ho¨rmander class S0ρ,δ, ρ = δ = 1/2 (except for the fact that the symbol here has
finite regularity), see (9.2) and also the discussion about the related model problem
(1.4). Moreover, to apply a Nash-Moser scheme one needs tame estimates (these are
estimates which are linear with respect to the highest-order norms). We shall use
the estimates proved in [2] together with several estimates proved in Section 12 of
this paper using a paradifferential decomposition of the frequencies.
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Eventually, we refer the reader to [18, 41] for recent results establishing the
existence of progressive waves localized in space.
The content of the next sections is the following. In Section 2 the water waves
equations are written, some symmetries are shown (such symmetries play a role
in the bifurcation analysis of Section 4.1, especially to deal with the space-average
terms), the functional setting is introduced, and the main theorem is stated. Section
3 collects preliminary facts about the Dirichlet-Neumann operator, and fix some
notations.
In Section 4 we perform a bifurcation analysis. In particular, in Section 4.3
we construct an “approximate solution” u¯ε, which corresponds to the need of any
quadratic Newton scheme of having a sufficiently good “initial guess”. In Section
4.4 we exploit the (nonlinear) construction of Section 4.3 to deduce a restriction for
the (linear) problem of the inversion of the linearized operator F ′(u) at a nonzero
point u which is close to u¯ε. This restriction is given by a linearized version of the
Lyapunov-Schmidt approach first (Lemma 4.1), and then by a further restriction
with respect to the space frequencies only, closer to a dynamical system point of
view (Lemma 4.4).
In Sections 5-9 we conjugate the linearized operator F ′(u) to the sum of a con-
stant coefficient part D˜ and a regularizing, small remainder R˜6, see (9.40). In
Section 5 we use (a linear version of) the good unknown of Alinhac. In Section 6 we
perform a time-dependent change of the space variable, a (space-independent) re-
parametrization of the time-variable, and a matrix multiplication, to obtain constant
coefficients in front of the highest order terms, see (6.8). In Section 7 we symmetrize
the highest order terms, keeping altogether the few terms that are not small in ε
(this is visible in (7.7)). Section 8 completes the symmetrization procedure, obtain-
ing a symmetric part (see the operator matrix L5 in (8.1)) plus a remainder of order
O(ε|Dx|−3/2), after solving a block-triangular system of 8 equations in 8 unknowns.
At this point the 2 × 2 real linear system can be written as a single equation for a
single complex-valued function h : T2 → C, see (8.13).
Here comes the most interesting part of our conjugation analysis, where it be-
comes most evident the reason for which the method of [33] does not work in presence
of surface tension. The point can be better explained when reformulated in terms
of a modified model problem (for the full operator see (8.13)).
• Model problem: conjugate the linear operator
ω∂t + ic|Dx|3/2 + a(t, x)∂x (1.4)
to constant coefficients up to order O(|Dx|−3/2), knowing that c is a real constant,
and the variable coefficient a(t, x) is small in size, odd in t, and odd in x. The
technique used in [33] to eliminate the term a(t, x)∂x was the one of conjugating
the vector field ω∂t + a(t, x)∂x to ω∂t using a suitable change of variable, namely
the composition map with a diffeomorphism of the torus (this can be done by the
method of the characteristics, i.e. by solving an ODE). However, in (1.4), the change
of variables that rectifies ω∂t + a(t, x)∂x produces a variable coefficient in front of
|Dx|3/2, which is even worst than (1.4) for our purposes. A similar effect is obtained
by any other Fourier integral operator (FIO) with homogeneous phase function (re-
call that the changes of variables are special cases of FIOs). On the other hand,
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one cannot eliminate a(t, x)∂x by commuting the equation with any multiplication
operator, or any other “standard” pseudo-differential operator of order zero (with
symbol in Ho¨rmander class S0ρ,δ with ρ = 1, δ = 0, see Chapter 7.8 in [27]). Indeed,
the commutator between such an operator and |Dx|3/2 is an operator of order 1/2,
which leaves a(t, x)∂x unchanged. Hence, the algebraic rigidity of the equation forces
us to commute the equation with a pseudo-differential operator with symbol of type
S0ρ,δ with ρ = δ = 1/2, see (9.2). In Section 9 we calculate the right candidate
to complete the reduction to constant coefficients up to O(|Dx|−3/2). The study
of this operator, namely the proof of its invertibility, its commutators expansion
and tame estimates, is developed in Section 12, using pseudo-differential and also
para-differential calculus.
Once the linearized operator has been reduced to constant coefficients up to a
domesticated remainder (end of Section 9), its invertibility is straightforward by im-
posing the first order Melnikov non-resonance conditions (see (10.2)), and is proved
in Section 10, where the dependence of the eigenvalues on the parameters is also
discussed. In Section 11 we construct a solution of the water waves problem as
the limit of a Nash-Moser sequence converging in Sobolev norm, for a large set of
parameters, whose Lebesgue measure is estimated in Section 11.2. Finally, Section
13 collects some standard technical facts used in the previous sections.
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2 The equation and main result
We recall the Craig-Sulem-Zakharov formulation which allows one to reduce the
analysis of the Euler equation to a problem on the boundary, by introducing the
Dirichlet–Neumann operator.
We consider an incompressible liquid occupying a domain Ω with a free surface.
Namely, at time t ≥ 0, the fluid domain is
Ω(t) = {(x, y) ∈ R× R : y < η(t, x)}
where η is an unknown function. We assume that the flow is incompressible and also
irrotational, so that the velocity field v is given by v = ∇x,yφ for some harmonic
velocity potential φ : Ω → R. Following Zakharov [48], introduce the trace of the
potential on the free surface:
ψ(t, x) = φ(t, x, η(t, x)).
Since φ is harmonic, η and ψ fully determines φ. Craig and Sulem (see [23]) observe
that one can form a system of two evolution equations for η and ψ by introducing
the Dirichlet-Neumann operator G(η) which relates ψ to the normal derivative ∂nφ.
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Definition 2.1. Given any functions η, ψ : R → R, set Ω := { (x, y) ∈ R × R | y <
η(x) } and define φ as the harmonic extension of ψ in Ω:
∆φ = 0 in Ω, φ|y=η = ψ, ∇φ→ 0 as y → −∞.
The Dirichlet–Neumann operator is defined by
G(η)ψ(x) =
√
1 + η2x ∂nφ|y=η(x) = (∂yφ)(x, η(x)) − ηx(x) · (∂xφ)(x, η(x)).
(We denote by ηx the derivative ∂xη.)
The water waves equations are a system of two coupled equations: one equa-
tion describing the deformations of the domain and one equation coming from the
assumption that the jump of pressure across the free surface is proportional to the
mean curvature. Using the Dirichlet-Neumann operator, these equations are
∂tη = G(η)ψ,
∂tψ + gη +
1
2
ψ2x −
1
2
(
G(η)ψ + ηxψx
)2
1 + η2x
= κH(η),
(2.1)
where g and κ are positive constants and H(η) is the mean curvature of the free
surface:
H(η) := ∂x
(
∂xη√
1 + (∂xη)2
)
=
ηxx
(1 + η2x)
3/2
·
The gravity constant g can be normalized by jointly rescaling the time t and the
amplitude of ψ. With no loss of generality, in this paper we assume that g = 1.
Periodic solutions. We seek solutions u(t, x) = (η(t, x), ψ(t, x)) of system (2.1)
which are periodic, with period 2π in space and period T = 2π/ω in time, where
the parameter ω > 0 is an unknown of the problem. Rescaling the time t→ ωt, the
problem becomes
F (u, ω) = 0,
where F = (F1, F2), u = (η, ψ) is 2π-periodic both in time and space, and
F1(η, ψ) := ω∂tη −G(η)ψ (2.2)
F2(η, ψ) := ω∂tψ + η +
1
2
ψ2x −
1
2
1
1 + η2x
(
G(η)ψ + ηxψx
)2 − κ ηxx
(1 + η2x)
3/2
. (2.3)
Functional setting. We use Sobolev spaces of functions with the same regularity
both in time and in space: consider the exponential basis {ei(lt+jx) : (l, j) ∈ Z2} on
T2, and the standard Sobolev space Hs := Hs(T2,R) on T2 given by
Hs =
{
f =
∑
(l,j)∈Z2
fˆl,j e
i(lt+jx) : ‖f‖2s :=
∑
(l,j)∈Z2
|fˆl,j|2〈l, j〉2s <∞
}
, (2.4)
where 〈l, j〉 := max{1, |l|+ |j|}. Also, we set in the natural way Hs(T2,R2) := {u =
(η, ψ) : η, ψ ∈ Hs} with norm ‖u‖2s := ‖η‖2s + ‖ψ‖2s .
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Remark 2.2. Regularity in time and in space could be handled separately, as it is
natural when thinking of the Cauchy problem (see [13]). However, we shall consider
changes of variables of the form (t, x) 7→ (t, x+β(t, x)), which, in some sense, mix the
regularity in time and the one in space. To work with regularity in the time-space
pair is a convenient choice.
Symmetries. Because of reversibility in time and symmetry in space, the problem
has an invariant subspace, where we look for solutions: X × Y = {u = (η, ψ) : η ∈
X, ψ ∈ Y },
X := {η(t, x) : η even(t), even(x)}, Y := {ψ(t, x) : ψ odd(t), even(x)}. (2.5)
The restriction to this subspace is used in Section 4.1 to deal with the space and
time averages, and in Section 9 (see (9.12)).
2.1 Main result
We assume three hypotheses on the surface tension coefficient κ > 0, which are
discussed in the comments below Theorem 2.4. First, κ /∈ Q. Second, κ 6= ρ0, where
ρ0 is the unique real root of the polynomial p(x) := 136x
3 + 66x2 + 3x − 8 (by the
rational root test, ρ0 is an irrational number, and it is in the interval 0.265 < ρ0 <
0.266). Third, we assume that κ satisfies the Diophantine condition
|√1 + κ l +
√
j + κj3| > γ∗
jτ∗
∀l ∈ Z, j ≥ 2, (2.6)
for some γ∗ ∈ (0, 12), where τ∗ > 1. The next lemma says that (2.6) is a very mild
restriction on κ.
Lemma 2.3. Let κ0 > 0, τ∗ > 1. The set
K = {κ ∈ [0, κ0] : ∃ γ∗ ∈ (0, 1/2) such that κ satisfies (2.6)} (2.7)
has full Lebesgue measure |K| = κ0.
The proof of Lemma 2.3 is at the end of section 11.2. Note that almost all
positive real numbers κ satisfy all these three hypotheses. The main result of the
paper is in the following theorem.
Theorem 2.4. Assume that κ > 0 is an irrational number, κ 6= ρ0, and κ satisfies
(2.6) for some γ∗ ∈ (0, 1/2), with τ∗ = 3/2. Then there exist constants C > 0,
s0 > 12, ε0 ∈ (0, 1) such that for every ε ∈ (0, ε0] there exists a set Gε ⊂ [1, 2] of
parameters with the following properties.
For every ξ ∈ Gε there exists a solution u = (η, ψ) of F (u, ω) = 0 with time-
frequency
ω = ω¯ + ω¯2ε
2ξ + ω¯3ε
3ξ3/2, (2.8)
where ω¯ :=
√
1 + κ and the coefficients ω¯2, ω¯3 depend only on κ, with ω¯2 6= 0. The
solution has Sobolev regularity u ∈ Hs0(T2,R2), it has parity u ∈ X × Y , and small
amplitude u = O(ε). More precisely, u has ε-expansion
η = ε
√
ξ cos(t) cos(x) +O(ε2), ψ = −ε
√
ξ
√
1 + κ sin(t) cos(x) +O(ε2),
where O(ε2) denotes a function f such that ‖f‖s0 ≤ Cε2.
The set Gε ⊂ [1, 2] has positive Lebesgue measure |Gε| ≥ 1−Cε1/18, asymptotically
full |Gε| → 1 as ε→ 0.
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Some comment about the role of the three hypotheses on the surface tension
coefficient κ:
1. The first assumption κ /∈ Q implies that the linearized problem at the equi-
librium u = 0 has a nontrivial one-dimensional kernel (see section 4.1), from
which the solution of the nonlinear water waves problem bifurcates. Rational
values of κ would lead to a different bifurcation analysis.
2. The second assumption κ 6= ρ0 implies that the coefficient ω¯2 is nonzero (a
“twist” condition). As a consequence, the map ξ 7→ ω in (2.8) is a bijection
for ε sufficiently small. Thus Theorem 2.4 gives the existence of a solution
of the water waves system with time-frequency ω for many values ω in an
ε2-neighbourhood of the “unperturbed” frequency ω¯ :=
√
1 + κ. Instead, for
κ = ρ0 one should push forward with the analysis of the frequency-amplitude
relation, looking for a higher order twist condition.
3. The third assumption (2.6) on κ gives a Diophantine control on the small
divisors of the unperturbed problem, and it is used in the measure estimates
in section 11.2, see in particular Remark 11.3.
Remark 2.5. One could rename ε˜ := ε
√
ξ and work with one parameter ε˜ instead
of two (ε, ξ). However, it is convenient to work with the two parameters ε and ξ to
split two different roles: ε≪ 1 merely gives the smallness, while ξ ∈ [1, 2] allows to
control the small divisors by imposing the Melnikov non-resonance conditions.
3 Preliminaries
Notations. The notation a ≤s b indicates that a ≤ C(s)b for some constant
C(s) > 0 depending on s and possibly on the data of the problem, namely κ, γ∗, τ∗
(κ is the surface tension coefficient and γ∗, τ∗ are in (2.6)).
Given ε > 0, for functions u ∈ Hs(T2) depending on a parameter ξ ∈ G ⊂ [1, 2],
we define
‖u‖Lip(ε)s := ‖u‖sups + ε‖u‖lips with
‖u‖sups := sup
ξ∈G
‖u(ξ)‖s, ‖u‖lips := sup
ξ1,ξ2∈G
ξ1 6=ξ2
‖u(ξ1)− u(ξ2)‖s
|ξ1 − ξ2| .
(3.1)
Properties of the Dirichlet-Neumann operator. We collect some fundamental
properties of the Dirichlet-Neumann operator G that are used in the paper, referring
to [38, 31, 3, 2] for more details.
The mapping (η, ψ) → G(η)ψ is linear with respect to ψ and nonlinear with
respect to η. The derivative with respect to η is called the “shape derivative”, and
it is given by Lannes’ formula (see [38, 39])
G′(η)[η˜]ψ = lim
ε→0
1
ε
{G(η + εη˜)ψ −G(η)ψ} = −G(η)(Bη˜)− ∂x(V η˜) (3.2)
where we introduced the notations
B := B(η, ψ) :=
ηxψx +G(η)ψ
1 + η2x
, V := V (η, ψ) := ψx −Bηx. (3.3)
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Craig, Schanz and Sulem (see [22] and [46, Chapter 11]) have shown that one can
expand the Dirichlet-Neumann operator as a sum of pseudo-differential operators
with precise estimates for the remainders. Using (3.2) repeatedly, we get the second
order Taylor expansion
G(η)ψ = G(0)ψ +G′(0)[η]ψ +
1
2
G′′(0)[η, η]ψ +G≥4(η)ψ
= |Dx|ψ − |Dx|(η|Dx|ψ) − ∂x(η∂xψ) + 1
2
∂xx(η
2|Dx|ψ)
+ |Dx|(η|Dx|(η|Dx|ψ)) + 1
2
|Dx|(η2ψxx) +G≥4(η)ψ, (3.4)
where G(0) = |Dx| and G≥4(η)ψ is of order 4, such that G≥4(η)ψ = O(η3ψ). More-
over, it follows from [2, Section 2.6] that it satisfies the following estimate: for
s0 ≥ 10 and any s ≥ s0, if ‖η‖s0 is small enough, then
‖G≥4(η)ψ‖Hs(T) ≤s ‖η‖2Hs0 (T)
{
‖ψ‖Hs0 (T)‖η‖Hs+4(T)+‖η‖Hs0 (T)‖ψ‖Hs+5(T)
}
. (3.5)
A key property is that one can use microlocal analysis to study G. In the present
case the matter is easier than in a more general case, because the physical problem
has space-dimension 2 (see Definition 2.1, where the space variables are (x, y) ∈ R2),
it is periodic in the horizontal direction x ∈ T, with infinite depth, so that
G(η) = |Dx|+RG(η), (3.6)
where the remainder RG = RG(η) is bounded in t and regularizing in x at expense
of η. More precisely, there exists a positive constant δ such that, for η(x), h(x)
functions of x only, independent of time, if ‖η‖H5(T) ≤ δ, then for any s ≥ 1,
‖RG(η)ψ‖Hs(T) ≤s ‖η‖Hs+4(T)‖ψ‖H1/2(T).
This estimate is proved in [2] (see Proposition 2.7.1 in Chapter 2, noticing that the
smallness condition on ‖η‖Cγ assumed in this proposition is satisfied provided that
‖η‖H5(T) is small enough). Moreover, if ‖η‖H5(T) ≤ δ, then for all s ≥ 4 and all
5 ≤ µ ≤ s− 1
‖G(η)ψ‖Hµ(T) ≤s ‖ψ‖Hµ+1(T) + ‖η‖Hs+1(T)‖ψ‖H5(T). (3.7)
Similar estimates can be also proved for functions of (t, x) ∈ T2, where t plays the
role of a parameter, using repeatedly the time-derivative formula
∂t{G(η)ψ} = G(η)∂tψ +G′(η)[∂tη]ψ = G(η)ψt −G(η)(Bηt)− ∂x(V ηt)
(see the argument of section 12.4, where it is explained in details how to extend
estimates for functions of x ∈ T to include the dependence on time t ∈ T). Thus
in Hs(T2) equipped with the norm ‖ · ‖s defined by (2.4), we have the following
(non-sharp) tame bounds: if ‖η‖6 ≤ δ, then for all s ≥ 2, m ≥ 0,
‖RG(η)|Dx|mψ‖s ≤s ‖ψ‖s‖η‖7+m + ‖ψ‖2‖η‖s+5+m; (3.8)
if ‖η‖6 ≤ δ, then, for all s ≥ 6,
‖G(η)ψ‖s ≤s ‖ψ‖s+1 + ‖η‖s+1‖ψ‖6. (3.9)
Finally, regarding parities, we note that, if η ∈ X, then G(η) preserves the parities,
namely G(η)ψ ∈ X for ψ ∈ X, and G(η)ψ ∈ Y for ψ ∈ Y .
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4 Bifurcation analysis
Let us consider the linearized equations around the equilibrium (η, ψ) = (0, 0).
Directly from (2.2)-(2.3), one finds that the linearized operator is
Lω := F
′(0, 0) =
(
ω∂t −G(0)
1− κ∂xx ω∂t
)
. (4.1)
4.1 Kernel
We study the kernel of Lω. Let η ∈ X, ψ ∈ Y , namely
η(t, x) =
∑
l≥0, j≥0
ηlj cos(lt) cos(jx), ψ(t, x) =
∑
l≥1, j≥0
ψlj sin(lt) cos(jx), (4.2)
where ηlj, ψlj ∈ R and, for convenience, we also define ψlj := 0 for l = 0, as it does
not change anything in the sum. Recall that G(0) = |Dx|,
|Dx| cos(jx) = |j| cos(jx), |Dx| sin(jx) = |j| sin(jx) ∀j ∈ Z,
and |Dx| = ∂xH, where H is the Hilbert transform, with
H cos(jx) = sign(j) sin(jx), H sin(jx) = − sign(j) cos(jx) ∀j ∈ Z,
namely |Dx|eijx = |j|eijx, Heijx = −i sign(j)eijx for all j ∈ Z. Hence
Lω[η, ψ] =
∑
l,j≥0
(
(−ωlηlj − jψlj) sin(lt) cos(jx)
[(1 + κj2)ηlj + ωlψlj] cos(lt) cos(jx)
)
. (4.3)
Assume that Lω[η, ψ] = 0, so that ωlηlj + jψlj = 0 = (1 + κj
2)ηlj + ωlψlj for all
l, j ≥ 0. Since 1 + κj2 ≥ 1 > 0, we get
ηlj = − ωl
1 + κj2
ψlj, {ω2l2 − j(1 + κj2)}ψlj = 0.
At l = 0, this implies η0j = ψ0j = 0 for all j ≥ 0 (recall that ψ0j = 0 by definition,
see above). For l ≥ 1, choosing ω 6= 0, we deduce that at j = 0 one has ηl0 = ψl0 = 0
for all l ≥ 1.
Hence ηlj , ψlj can be nonzero only for l, j ≥ 1. If (ηlj , ψlj) 6= (0, 0), then ψlj 6= 0,
and therefore (we assume ω > 0)
ω =
√
j(1 + κj2)
l
.
Suppose that there are two pairs (l1, j1), (l2, j2) that give the same ω, namely√
j1(1 + κj
2
1 )
l1
=
√
j2(1 + κj
2
2)
l2
.
Taking the square, κ(j31 l
2
2 − j32 l21) + (j1l22 − j2l21) = 0. Now, if κ /∈ Q, then both
the integers (j31 l
2
2 − j32 l21) and (j1l22 − j2l21) are zero, whence (l2, j2) = (l1, j1). Thus
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irrational values of κ give a kernel of dimension one. We consider the simplest
nontrivial case (l, j) = (1, 1), and fix
ω¯ :=
√
1 + κ, κ > 0, κ /∈ Q.
The factor
{ω¯2l2 − j(1 + κj2)} 6= 0 ∀l, j ≥ 0, (l, j) /∈ {(1, 1), (0, 0)}. (4.4)
The case (l, j) = (0, 0), as already seen, does not give any contribution to the kernel.
Thus the kernel of Lω¯ is
V := Ker(Lω¯) = {λv0 : λ ∈ R}, v0 :=
(
cos(t) cos(x)
−ω¯ sin(t) cos(x)
)
. (4.5)
There is some freedom in fixing another vector w0 to span the subspace (l, j) = (1, 1).
It is convenient to define
W := {(η, ψ) ∈ X × Y : (4.2) holds, and (η11, ψ11) = ψ11(ω¯, 1)}
=W (1,1) ⊕W (6=), (4.6)
where
W (1,1) := {λw0 : λ ∈ R}, w0 :=
(
ω¯ cos(t) cos(x)
sin(t) cos(x)
)
(4.7)
and
W (6=) := {(η, ψ) ∈ X × Y : (4.2) holds, and η11 = ψ11 = 0}. (4.8)
Thus X × Y = V ⊕W (1,1) ⊕W (6=), namely every u ∈ X × Y can be written in a
unique way as u = av0 + bw0 + w, where a, b ∈ R and w ∈W (6=).
4.2 Range
Like F , also Lω¯ maps X × Y → Y ×X. Let (f, g) ∈ Y ×X, namely
f(t, x) =
∑
l,j≥0
flj sin(lt) cos(jx), g(t, x) =
∑
l,j≥0
glj cos(lt) cos(jx), (4.9)
with flj, glj ∈ R, f0j = 0 for l = 0, j ≥ 0. By (4.3) (with ω = ω¯), the equation
Lω¯[η, ψ] = (f, g) is equivalent to
− ω¯lηlj − jψlj = flj, (1 + κj2)ηlj + ω¯lψlj = glj . (4.10)
By (4.4), if (l, j) /∈ {(1, 1), (0, 0)}, then system (4.10) is invertible, with solution
ηlj =
−ω¯lflj − jglj
ω¯2l2 − j(1 + κj2) , ψlj =
(1 + κj2)flj + ω¯lglj
ω¯2l2 − j(1 + κj2) . (4.11)
For (l, j) = (0, 0), system (4.10) is also invertible, with solution η00 = g00, ψ00 = 0
(remember that ψ00 = 0 = f00 by assumption). For (l, j) = (1, 1), system (4.10)
has rank one, and it has solutions if and only if g11 + ω¯f11 = 0, in which case the
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solutions are (η11, ψ11) = (0,−f11) + λ(1,−ω¯), λ ∈ R (clearly λ(1,−ω¯) corresponds
to λv0, namely an element of the kernel V ). Thus
R := Range(Lω¯) = {(f, g) ∈ Y ×X : (4.9) holds, and g11 + ω¯f11 = 0}
= R(1,1) ⊕R(6=),
where
R(1,1) := {λr0 : λ ∈ R}, r0 :=
(− sin(t) cos(x)
ω¯ cos(t) cos(x)
)
(4.12)
and
R(6=) := {(f, g) ∈ Y ×X : (4.9) holds, and f11 = g11 = 0}. (4.13)
There is some freedom in fixing another vector z0 to span the subspace (l, j) = (1, 1).
It is convenient to define
Z := {λz0 : λ ∈ R} ⊂ Y ×X, z0 :=
(
sin(t) cos(x)
ω¯ cos(t) cos(x)
)
. (4.14)
Note that Lω¯ is an invertible map of W
(6=) → R(6=), and (using the equality ω¯2 =
1 + κ)
Lω¯[w0] = (ω¯
2 + 1)r0 = (2 + κ)r0, ∂tv0 = −z0. (4.15)
Thus Y × X = Z ⊕ R(1,1) ⊕ R(6=), namely every u ∈ Y × X can be written in a
unique way as u = az0 + br0 + r, where a, b ∈ R and r ∈ R(6=). The formula for the
projection on r0, z0 is(
p sin(t) cos(x)
q cos(t) cos(x)
)
= λrr0+λzz0, λr = −p
2
+
q
2ω¯
, λz =
p
2
+
q
2ω¯
, p, q ∈ R. (4.16)
4.3 Construction of an approximate solution
We look for solutions of (2.1) with frequency ω close to the “unperturbed” frequency
ω¯ =
√
1 + κ. Write
ω = ω¯ + εω1 + ε
2ω2 + . . . , u = (η, ψ) = εu1 + ε
2u2 + . . . ,
F (u) = (ω − ω¯)∂tu+ Lω¯u+N2(u) +N3(u) + . . . , Nk(u) = Tk[u, . . . , u],
where Tk is a symmetric k-linear map, so that N2(u) denotes the quadratic part of
F , N3(u) the cubic one, etc. We get
F (u) = εF1 + ε2F2 + ε3F3 + ε4F4 +O(ε5),
where F1 = Lω¯u1,
F2 = Lω¯u2 + ω1∂tu1 + T2[u1, u1],
F3 = Lω¯u3 + ω2∂tu1 + ω1∂tu2 + 2T2[u1, u2] + T3[u1, u1, u1],
F4 = Lω¯u4 + ω3∂tu1 + ω2∂tu2 + ω1∂tu3 + 2T2[u1, u3] + T2[u2, u2]
+ 3T3[u1, u1, u2] + T4[u1, u1, u1, u1].
We prove that there exist u1, u2, u3, u4, ω1, ω2, ω3 such that F (u) = O(ε
5).
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Order ε. F1 = 0 if and only if u1 ∈ V , namely u1 = a1v0, for some a1 ∈ R,
where v0 is defined in (4.5). We assume that a1 6= 0 (otherwise the construction of
u becomes trivial).
Order ε2. The quadratic part of F (see (2.2)-(2.3)) is
T2[u, u] =
(
∂x(ηψx) +G0[ηG0ψ]
1
2 [ψ
2
x − (G0ψ)2]
)
,
where, for brevity, we write G0 := G(0) = |Dx|. More generally, if u′ = (η′, ψ′) and
u′′ = (η′′, ψ′′), then
T2[u
′, u′′] =
1
2
(
∂x(η
′ψ′′x + η
′′ψ′x) +G0[η
′G0ψ
′′ + η′′G0ψ
′]
ψ′xψ
′′
x − (G0ψ′)(G0ψ′′)
)
. (4.17)
In general, for n, j ≥ 0,
∂x[cos(nx)∂x cos(jx)] +G0[cos(nx)G0 cos(jx)]
=
1
2
j(|j − n|+ n− j) cos((j − n)x), (4.18)
and |j − n|+ n− j = 2(n − j) for j < n, and it is zero for j ≥ n. In particular, for
n = 1
∂x[cos(x)∂x cos(jx)] +G0[cos(x)G0 cos(jx)] = 0 ∀j ≥ 0. (4.19)
For u1 = a1v0 (where v0 is defined in (4.5)), we calculate
T2[u1, u1] = a
2
1T2[v0, v0], T2[v0, v0] =
ω¯2
4
(
0
[cos(2t)− 1] cos(2x)
)
. (4.20)
In particular, T2[u1, u1] has no component Fourier-supported on (l, j) = (1, 1). On
the contrary, ∂tu1 = a1∂tv0 is Fourier-supported only on (l, j) = (1, 1). Split
u2 = a2v0 + b2w0 + a
2
1w2, a2, b2 ∈ R, w2 ∈W (6=),
where w0, W
(6=) are defined in (4.7), (4.8). The equation ΠR( 6=)F2 = 0 (i.e. the
projection on the Fourier modes (l, j) 6= (1, 1)) is
a21(Lω¯w2 + T2[v0, v0]) = 0. (4.21)
Since Lω¯ : W
(6=) → R(6=) is invertible and a1 6= 0, we solve Lω¯w2 + T2[v0, v0] = 0
and, by (4.11) and (4.20), we calculate
w2 =
(
α02 cos(2x) + α22 cos(2t) cos(2x)
β22 sin(2t) cos(2x)
)
(4.22)
with
α02 :=
1 + κ
4(1 + 4κ)
, α22 :=
1 + κ
4(1− 2κ) , β22 := −ω¯α22
(the denominators 1 + 4κ, 1 − 2κ are nonzero because κ /∈ Q).
It remains to solve the equation F2 = 0 on (l, j) = (1, 1). By (4.15), the com-
ponent of Lω¯u2 that is Fourier-supported on (1, 1) is Lω¯[a2v0 + b2w0] = b2Lω¯[w0] =
15
b2(2+κ)r0. By (4.15), ∂tu1 = a1∂tv0 = −a1z0, while T2[u1, u1] gives no contribution
on (1, 1) according to (4.20). Thus the equation projected on (1, 1) is
b2(2 + κ)r0 − ω1a1z0 = 0.
r0 and z0 are linearly independent. Since a1 6= 0, we have to choose ω1 = 0 and
b2 = 0. There is no constraint on a2. It is convenient to fix a2 = 0. With this choice
we have u2 = a
2
1w2.
Order ε3. Since ω1 = 0, one has F3 = Lω¯u3+ω2∂tu1+2T2[u1, u2]+T3[u1, u1, u1].
Using the Taylor expansion (3.4) of G(η) at η = 0, for a general u = (η, ψ), the cubic
part of F is given by
T3[u, u, u] =
(−12∂xx(η2G0ψ)−G0(ηG0(ηG0ψ)) − 12G0(η2ψxx)
(G0ψ)
(
ηψxx +G0(ηG0ψ)
)
+ 12κ∂x(η
3
x)
)
.
We calculate T3[u1, u1, u1] = a
3
1 T3[v0, v0, v0], where v0 is in (4.5):
T3[v0, v0, v0] =
−1
32
(
2ω¯[sin(t) + sin(3t)] cos(x)
{(2 + 11κ) cos(t) + (κ− 2) cos(3t)}[cos(x)− cos(3x)]
)
(as usual, we have used that ω¯2 = 1+κ). We also calculate 2T2[u1, u2] = 2a
3
1 T2[v0, w2].
By (4.17),
T2[v0, w2] = − ω¯
4
({(2α02 − α22) sin(t) + α22 sin(3t)} cos(x)
2ω¯α22[cos(t)− cos(3t)] cos(3x)
)
.
Split u3 = a3v0 + b3a
3
1w0 + a
3
1w3, where a3, b3 ∈ R, w3 ∈ W (6=), and w0, W (6=) are
defined in (4.7), (4.8). The projection on R(6=) of the equation F3 = 0 is
a31(Lω¯w3 +ΠR( 6=){2T2[v0, w2] + T3[v0, v0, v0]}) = 0 (4.23)
because u1 = a1v0 and u2 = a
2
1w2. Since a1 6= 0 and Lω¯ : W (6=) → R(6=) is invertible,
the equation (4.23) determines w3, which depends only on κ.
Let us study the projection of the equation F3 = 0 on (l, j) = (1, 1). As above,
Lω¯[a3v0 + b3a
3
1w0] = b3a
3
1(2 + κ)r0 and ∂tu1 = a1∂tv0 = −a1z0. Using (4.16), we
calculate the projection Π(1,1) on R
(1,1) ⊕ Z (namely on the Fourier mode (l, j) =
(1, 1) in Y ×X):
Π(1,1)(2T2[u1, u2] + T3[u1, u1, u1]) = −
a31
32
(
2ω¯[16α02 − 8α22 + 1] sin(t) cos(x)
(2 + 11κ) cos(t) cos(x)
)
= −a
3
1
32
(
− ω¯[16α02 − 8α22 + 1] + 2 + 11κ
2ω¯
)
r0
− a
3
1
32
(
ω¯[16α02 − 8α22 + 1] + 2 + 11κ
2ω¯
)
z0.
Since v0 and r0 are linearly independent, Π(1,1)F3 = 0 if and only if
b3a
3
1(2 + κ)−
a31
32
(
− ω¯[16α02 − 8α22 + 1] + 2 + 11κ
2ω¯
)
= 0,
−ω2a1 − a
3
1
32
(
ω¯[16α02 − 8α22 + 1] + 2 + 11κ
2ω¯
)
= 0.
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Since a1 6= 0, the second equation determines ω2 as
ω2 = a
2
1 ω¯2, ω¯2 := ω¯2(κ) := −
ω¯
32
(4(1 + κ)
1 + 4κ
− 2(1 + κ)
1− 2κ +1+
2 + 11κ
2(1 + κ)
)
6= 0, (4.24)
then the first equation determines b3 depending only on κ. Note that ω¯2 is nonzero
for κ 6= ρ0, where ρ0 is the unique real root of the polynomial p(x) = 136x3+66x2+
3x− 8 (after writing the common denominator in (4.24), one has ω¯2 = 0 if and only
if p(κ) = 0). There is no constraint on a3. It is convenient to fix a3 = 0. With this
choice we have u3 = a
3
1(b3w0 + w3).
Order ε4. In the previous steps we have found ω1 = 0, ω2 = a
2
1ω¯2, and u1 = a1v0,
u2 = a
2
1w2, u3 = a
3
1(b3w0 +w3). Let u4 = a4v0 + a
4
1(b4w0 +w4), with a4, b4 ∈ R and
w4 ∈W (6=). The equation F4 = 0 becomes
0 = ω3a1∂tv0 + a
4
1
{
b4Lω¯[w0] + Lω¯[w4] + ω¯2∂tw2 + 2b3T2[v0, w0] + 2T2[v0, w3]
+ T2[w2, w2] + 3T3[v0, v0, w2] + T4[v0, v0, v0, v0]
}
. (4.25)
Its projection on R(6=), after eliminating the factor a41 6= 0, is
Lω¯[w4] + ΠR( 6=)
{
ω¯2∂tw2 + 2T2[v0, b3w0 + w3] + T2[w2, w2]
+ 3T3[v0, v0, w2] + T4[v0, v0, v0, v0]
}
= 0.
Since Lω¯ : W
(6=) → R(6=) is invertible, this equation determines w4, depending only
on κ.
By (4.15), the projection of (4.25) on the Fourier mode (l, j) = (1, 1) is
a41(b4(2 + κ) + α)r0 + (−ω3a1 + βa41)z0 = 0
for some real coefficients α, β depending only on κ. We choose ω3 = βa
3
1 and
b4 = −α/(2 + κ), and the equation is satisfied. We also fix a4 = 0, so that u4 =
a41(b4w0 + w4), and rename a
2
1 := ξ > 0, β := ω¯3 = ω¯3(κ).
In conclusion, we have found the frequency-amplitude relation
ω = ω¯ + ε2ω2 + ε
3ω3 = ω¯ + ε
2ω¯2ξ + ε
3ω¯3ξ
3/2 (4.26)
where the coefficient ω¯2 is nonzero and both ω¯2, ω¯3 depend only on κ, and an “ap-
proximate solution”
u¯ε = u¯ε(ξ) = εu¯1 + ε
2u¯2 + ε
3u¯3 + ε
4u¯4
= ε
√
ξv0 + ε
2ξw¯2 + ε
3ξ3/2w¯3 + ε
4ξ2w¯4,
(4.27)
where v0 is defined in (4.5), w¯2 := w2 ∈ W (6=), w¯3 := b3w0 + w3 ∈ W , w¯4 :=
b4w0 + w4 ∈ W , such that F (u¯ε) = O(ε5). All v0, w¯2, w¯3, w¯4 depend only on κ.
Moreover u¯ε is a trigonometric polynomial, Fourier-supported on cos(lt) cos(jx),
sin(lt) cos(jx), with both l, j ∈ [0, 5].
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4.4 Restriction of the linear inversion problem
In view of the Nash-Moser scheme, we have to study the inversion problem for the
linearized system: given f , find h such that F ′(u)[h] = f . In this section we split
this (linear) inversion problem in a way that takes advantage of the (nonlinear) cal-
culations we have already done in section 4.3 to construct the approximate solution
u¯ε.
We assume that u = u¯ε + u˜ and ‖u˜‖s0+σ ≤ Cε2+δ, where s0 ≥ 2, σ ≥ 4, δ > 0.
The linearized operator is
F ′(u)[h] = (ε2ω2 + ε
3ω3)∂th+ Lω¯h+ 2T2[u, h] + 3T3[u, u, h] +N ′≥4(u)[h]
where N≥4(u) denotes the component of F of order at least quartic. In the direction
h = Uε := u¯1 + 2εu¯2 + 3ε
2u¯3 (which is ∂εu¯ε truncated at order ε
2) one has
F ′(u)[Uε] = F
′(u)[u¯1 + 2εu¯2 + 3ε
2u¯3]
= 2ε{Lω¯ [u¯2] + T2[u¯1, u¯1]}
+ ε2{ω2∂tu¯1 + 3Lω¯[u¯3] + 6T2[u¯1, u¯2] + 3T3[u¯1, u¯1, u¯1]}+ ρ
= −2ε2ω2∂tu¯1 + ρ, (4.28)
where
ρ := ε3
{
ω3∂tu¯1 + (ω2 + εω3)∂t{2u¯2 + 3εu¯3}+ 6T2[u¯1, u¯3]
+ 2T2[u¯2, 2u¯2 + 3εu¯3] + 2T2[u¯3 + εu¯4, Uε] + 3T3[u¯1, u¯1, 2u¯2 + 3εu¯3]
+ 3T3[2u¯1 + εu¯2 + ε
2u¯3 + ε
3u¯4, u¯2 + εu¯3 + ε
2u¯4, Uε]
}
+ 2T2[u˜, Uε] + 6εT3[u˜, u¯1 + εu¯2 + ε
2u¯3 + ε
3u¯4, Uε] + 3T3[u˜, u˜, Uε]
+N ′≥4(u¯ε + u˜)[Uε].
To get (4.28) we have used the equalities Fi = 0, i = 1, 2, 3, namely the equations
at order ε, ε2, ε3 solved in Section 4.3. For s ≥ s0 ≥ 10, we claim that the function
ρ satisfies
‖ρ‖s ≤s ε3 + ‖u˜‖s+4. (4.29)
Indeed, directly from the above definition of ρ, this estimate is clear for all the terms
inside the brackets (recalling that u¯k are trigonometric polynomials). To estimate
the terms T2[u˜, Uε], T3[u˜, u¯1+εu¯2+ε
2u¯3+ε
3u¯4, Uε] and T3[u˜, u˜, Uε], we use the usual
nonlinear estimates in Sobolev spaces. The last term N ′≥4(u¯ε + u˜)[Uε] is estimated
starting from the linearization formula recalled below in (5.1), using the estimates
(3.5) and (3.7) for the Dirichlet-Neumann operator and its Taylor expansion, to-
gether with similar estimates for the Taylor expansion for the coefficients B and V
which appear in (5.1), see [2, Section 2.6] for these estimates.
Remember that −∂tv0 = z0. Split the datum f = bz0 + f˜ , where b ∈ R and
f˜ ∈ R. We look for h of the form
h = aUε + h˜ = a(u¯1 + 2εu¯2 + 3ε
2u¯3) + h˜,
where a ∈ R, h˜ = h˜(t, x) ∈W are unknowns. For h of this form,
F ′(u)[h] = aF ′(u)[Uε] + F
′(u)[h˜] = a(2ε2ω2
√
ξ z0 + ρ) + F
′(u)[h˜].
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Projecting onto Z and R, one has F ′(u)[h] = f if and only if{
a(2ε2ω2
√
ξ z0 +ΠZρ) + ΠZF
′(u)[h˜] = bz0
aΠRρ+ΠRF
′(u)[h˜] = f˜ .
(4.30)
Assume that the restricted operator LWR := ΠRF ′(u)|W : W → R is invertible, with
‖(LWR )−1g‖s ≤s γ−1
(‖g‖s+2 + γ−1‖u˜‖s+σ‖g‖s0+2) (4.31)
for s ≥ s0, where γ := εp, p := 5/6. Then we solve for h˜ in the second equation in
(4.30) and find
h˜ = (LWR )−1(f˜ − aΠRρ), (4.32)
with estimate
‖h˜‖s ≤s γ−1{‖f˜‖s+2 + γ−1‖u˜‖s+σ‖f˜‖s0+2 + |a|(ε3 + ‖u˜‖s+σ)}, (4.33)
because ε2+δγ−1 < 1 and σ ≥ 4. Substituting (4.32) in the first equation of (4.30)
gives
a{2ε2ω2
√
ξ z0 +ΠZρ−ΠZF ′(u)(LWR )−1ΠRρ} = bz0 −ΠZF ′(u)(LWR )−1f˜ . (4.34)
Since ΠZLω¯ = 0, the operator ΠZF
′(u) starts quadratically, and it satisfies
‖ΠZF ′(u)g‖0 ≤ C‖u‖s0+2‖g‖2 ≤ Cε‖g‖s0 ,
‖ΠZF ′(u)(LWR )−1g‖0 ≤s0 εγ−1‖g‖s0+2
for all g. As a consequence,
‖ΠZF ′(u)(LWR )−1ΠRρ‖0 ≤s0 εγ−1‖ρ‖s0+2 ≤s0 ε2+δ.
Therefore the coefficient of az0 in (4.34) is 2ε
2ω2 + o(ε
2), which is nonzero for ε
sufficiently small because ω2 6= 0. Hence from (4.34) we find a as a function of b, f˜ ,
with estimate
|a| ≤s0 ε−2(|b|+ εγ−1‖f˜‖s0+2) ≤s0 ε−2(|b|+ ‖f˜‖s0+2) ≤s0 ε−2‖f‖s0+2 (4.35)
(we have used that εγ−1 < 1). Then, substituting the value of a in (4.32), we
find a formula for h˜ as a function of b, f˜ . We have solved the inversion problem
F ′(u)[h] = f . Since ‖h‖s = ‖h˜+ aUε‖s ≤ ‖h˜‖s + C(s)|a|, by (4.33),(4.35) we get
‖h‖s = ‖F ′(u)−1f‖s ≤s γ−1‖f‖s+2 + ε−2{1 + γ−1‖u˜‖s+σ}‖f‖s0+2
≤s ε−2
(‖f‖s+2 + γ−1‖u˜‖s+σ‖f‖s0+2). (4.36)
We have proved the following inversion result:
Lemma 4.1. Let u = u¯ε + u˜, with ‖u˜‖s0+σ ≤ Cε2+δ and s0 ≥ 2, σ ≥ 4, δ > 0.
Assume that the restricted operator LWR := ΠRF ′(u)|W : W → R is invertible, and
its inverse satisfies (4.31), where γ = ε5/6. Then F ′(u) is invertible, and its inverse
satisfies (4.36) for all s ≥ s0.
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The “loss of regularity” in (4.36) is due to the inverse (LWR )−1 on the component
W,R, while the “loss of smallness” ε−2 (≫ γ−1) in (4.36) is due to the inverse on
the kernel component V,Z. The starting point u¯ε of the Nash-Moser scheme is
sufficiently accurate (F (u¯ε) = O(ε
5)) to overcome both the loss of derivative and
the loss of smallness, and therefore we do not need to distinguish the components
on W,R, V, Z in the Nash-Moser iteration of Section 11.
In conclusion, we have reduced the inversion problem for the linearized operator
F ′(u) to the one of inverting LWR = ΠRF ′(u)|W :W → R.
In view of the transformations of the next sections, it is convenient (although this
is not the only option) to split the inversion problem for LWR into its space-Fourier
components cos(jx), with j = 0, 1 or j ≥ 2, because these three cases lead to different
situations: j = 0, the space average, is the only space-frequency for which Lω¯ gives a
triangular, not symmetrizable system; j = 1 is the space-frequency of the kernel V ;
all the other j ≥ 2 can be studied all together using non-trivial infinite-dimensional
linear transformations and a symmetrization argument (Sections 5-9).
Thus, to solve the equation ΠRF
′(u)|W [h] = f , we split R = R0⊕R1⊕R2, where
the elements of R0 depend only on time, those of R1 are space-Fourier-supported
on cos(x), and those of R2 are space-Fourier-supported on cos(jx), j ≥ 2. Denote
R01 := R0 ⊕ R1. Decompose W = W0 ⊕ W1 ⊕ W2 in the same way, and denote
W01 := W0 ⊕W1. Split h = h01 + h2 ∈ W , f = f01 + f2 ∈ R, where h01 ∈ W01,
h2 ∈W2, and f01 ∈ R01, f2 ∈ R2. The problem ΠRF ′(u)|W [h] = f becomes{
ΠR01F
′(u)[h01 + h2] = f01,
ΠR2F
′(u)[h01 + h2] = f2,
i.e.
{
L0101h01 + L201h2 = f01,
L012 h01 + L22h2 = f2,
(4.37)
where L201 := ΠR01F ′(u)|W2 : W2 → R01, etc.
Lemma 4.2. L0101 : W01 → R01 is invertible, with
‖(L0101)−1f‖s ≤s ‖f‖s + ‖u˜‖s+2‖f‖s0 , ‖(L0101)−1f‖s0 ≤s0 ‖f‖s0 . (4.38)
Proof. To invert L0101, we write the linearized operator as F ′(u) = Lω+N ′(u), where
N = N2+N3+ . . . is the nonlinear component of F , and Lω is its linear one, defined
in (4.1). We begin with the invertibility of Lω as a map of W01 → R01. Since Lω
maps W0 → R0 and W1 → R1, “off-diagonal” one simply has ΠR0Lω|W1 = 0 and
ΠR1Lω|W0 = 0.
Step 1. The restricted linear part ΠR0Lω|W0 : W0 → R0 is invertible, because
the equation Lωh = f in the unknown h = (η, ψ) ∈W0 with datum f = (α, β) ∈ R0
is the triangular system ωη′(t) = α(t), η(t)+ωψ′(t) = β(t), where η, β are even and
ψ,α are odd, and η, ψ, α, β are functions of t only (this calculation has been done in
Section 4.2 with ω¯ instead of ω). Thus ‖(ΠR0Lω|W0)−1f‖s ≤ C‖f‖s−1 for all s ≥ 1.
Step 2. We prove that the restricted linear part ΠR1Lω|W1 : W1 → R1 is invert-
ible. Consider
η =
∑
l≥0
ηl cos(lt) cos(x), ψ =
∑
l≥0
ψl sin(lt) cos(x), ψ0 = 0, η1 = ω¯ψ1,
so that (η, ψ) ∈ W1 (recall (4.7)). Similarly, let f =
∑
l≥0 fl sin(lt) cos(x), g =∑
l≥0 gl cos(lt) cos(x), with f0 = 0 and g1 = −ω¯f1, so that (f, g) ∈ R1 (recall (4.12)).
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Using the projection (4.16) for l = 1, the definition (4.12) of r0, the assumption
η1 = ω¯ψ1 and the equality 1 + κ = ω¯
2, we obtain
ΠR1Lω(η, ψ) =
(
0
ω¯2η0 cos(x)
)
+ αψ1r0 +
∑
l≥2
(−(ωlηl + ψl) sin(lt) cos(x)
(ω¯2ηl + ωlψl) cos(lt) cos(x)
)
,
where α := (ω + ω¯)(1 + ω¯2)/(2ω¯). Thus ΠR1Lω(η, ψ) = (f, g) if and only if η0 =
g0/ω¯
2, ψ1 = −f1/α, and
ηl =
−ωlfl − gl
ω2l2 − ω¯2 , ψl =
ω¯2fl + ωlgl
ω2l2 − ω¯2 , l ≥ 2. (4.39)
For all l ≥ 2 the denominator is ω2l2−ω¯2 ≥ Cl2, therefore |ηl|+ |ψl| ≤ C(|fl|+ |gl|)/l
for all l ≥ 2. Hence ΠR1Lω|W1 is invertible, with
‖(ΠR1Lω|W1)−1f‖s ≤ C‖f‖s−1
for all f ∈ R1, all s ≥ 1.
Collecting Steps 1-2 we deduce that ΠR01Lω|W01 :W01 → R01 is invertible, with
‖(ΠR01Lω|W01)−1f‖s ≤ C‖f‖s−1 ∀f ∈ R01, s ≥ 1.
Step 3. The linear operator N ′(u) does not contain derivatives with respect to
time, and it is a pseudo-differential operator of order 2 with respect to the space
variable x. Denoting Nij , i, j = 1, 2, the operator-matrix entries of N ′(u), for
h = (η(t) cos(x), ψ(t) cos(x)) ∈W1 one simply has
N ′(u)[h] =
(
N11 N12
N21 N22
)(
η(t) cos(x)
ψ(t) cos(x)
)
= η(t)
(
N11[cos(x)]
N21[cos(x)]
)
+ ψ(t)
(
N12[cos(x)]
N22[cos(x)]
)
,
and similarly for h ∈W0 (just replace cos(x) with 1). Therefore, for all h ∈W01,
‖N ′(u)|W01 [h]‖s ≤ C(s0)ε‖h‖s + C(s)‖u‖s+2‖h‖s0 ,
‖N ′(u)|W01 [h]‖s0 ≤ C(s0)ε‖h‖s0 ,
(4.40)
because ‖u‖s0+2 ≤ Cε. The conclusion follows by tame Neumann series.
By Lemma 4.2, we solve for h01 in the first line of (4.37), and the system becomes
(L22 +R)h2 = f2 − L012 (L0101)−1f01, (4.41)
where
R := −L012 (L0101)−1L201 : W2 → R2.
Lemma 4.3. Let u = u¯ε + u˜, with ‖u˜‖s0+2+m ≤ Cε2+δ for some s0 ≥ 2, m ≥ 0,
δ > 0. Then the operator R defined in (4.41) satisfies for all s ≥ s0
‖R|Dx|mh‖s ≤s ε2‖h‖s + ε‖u˜‖s+2+m‖h‖s0 . (4.42)
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Proof. (L0101)−1 is estimated in Lemma 4.2, and L012 = ΠR2N ′(u)|W01 satisfies (4.40)
because ‖ΠR2h‖s ≤ ‖h‖s. It remains to estimate L201. Let h = (η, ψ). By the
explicit formula (5.1), using integration by parts and the self-adjointness of the
Dirichlet-Neumann operator, it follows that both the first and the second component
of Π01N ′(u)[∂mx h] have the form( ∫
T
(ηa0 + ψb0) dx
)
+
( ∫
T
(ηa1 + ψb1) dx
)
cos(x)
for some coefficients ai(t, x), bi(t, x), i = 0, 1, depending on u and of size O(u). Note
that both the derivatives contained in N ′(u) and the additional derivatives |Dx|m
go to the coefficients ai, bi and do not affect η, ψ. Now, any function f(t, x) of the
form f(t, x) = g(t) or f(t, x) = g(t) cos(x) satisfies ‖f‖s ≤s ‖g‖Hst (as usual, Hst
means Hs(T) where the variable is t ∈ T). Also∥∥∥∥ ∫
T
η(t, x)a(t, x) dx
∥∥∥∥
Hst
≤s ‖η‖L2xHst ‖a‖L2xH1t + ‖η‖L2xH1t ‖a‖L2xHst
≤s ‖η‖s‖a‖1 + ‖η‖1‖a‖s
and similarly for ψb. Therefore, if ‖u‖3+m ≤ C, we get ‖Π01N ′(u)[∂mx h]‖s ≤s
‖h‖s‖u‖3+m + ‖h‖1‖u‖s+2+m, and the lemma follows by composition.
Lemma 4.3 will be used with m = 3/2 or m = 2.
Using (4.37), (4.41) and the estimates for L0101,L201,L012 , we deduce the following
inversion result:
Lemma 4.4. Let u = u¯ε + u˜, with ‖u˜‖s0+σ ≤ Cε2+δ and s0 ≥ 2, σ ≥ 4, δ > 0.
Assume that L22 +R :W2 → R2 is invertible, and its inverse satisfies
‖(L22 +R)−1g‖s ≤s γ−1
(‖g‖s+2 + γ−1‖u˜‖s+σ‖g‖s0+2) (4.43)
for all s ≥ s0, where γ = ε5/6. Then LWR := ΠRF ′(u)|W : W → R is invertible, and
its inverse satisfies (4.31) (with the same σ, γ).
Remark 4.5. Collecting Lemmata 4.1 and 4.4, we have reduced the inversion prob-
lem for F ′(u) to the one of inverting L22 +R : W2 → R2, where L22 = ΠR2F ′(u)|W2
and R satisfies (4.42). Therefore our goal now is to invert L22 + R and to prove
(4.43).
We finish this section with the following lemma, which rests on both the result
of section 4.3 and property (4.28) of the linearized operator. Recall the definition
(3.1) of the norm ‖ ‖Lip(ε)s .
Lemma 4.6. Let ω, u¯ε be as defined in (4.26)-(4.27). Then
‖F (u¯ε, ω)‖Lip(ε)s ≤s ε5
for all s ≥ 0.
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Proof. By the construction of section 4.3 it follows immediately that ‖F (u¯ε, ω)‖s ≤s
ε5. It remains to estimate the derivative ∂ξ{F (u¯ε, ω)} = (∂ξω)∂tu¯ε + F ′(u¯ε)[∂ξ u¯ε].
Recalling (4.27) and the definition Uε := u¯1 + 2εu¯2 + 3ε
2u¯3, we get
∂ξu¯ε =
ε
2ξ
Uε + 2ε
4ξw¯4.
Hence, using (4.28), and recalling that ω2 = ω¯2ξ, for ξ ∈ [1, 2] one has
∂ξ{F (u¯ε, ω)} =
(
ε2ω¯2 + ε
3ω¯3
3
2
ξ1/2
)
∂tu¯ε +
ε
2ξ
F ′(u¯ε)[Uε] + 2ε
4ξF ′(u¯ε)[w¯4]
= ε3ω¯2∂tu¯1 +O(ε
4) +
ε
2ξ
(−2ε2ω2∂tu¯1 + ρ) +O(ε4) = O(ε4).
Thus ‖∂ξ{F (u¯ε, ω)}‖s ≤s ε4, and the lemma is proved.
5 Linearized equation
The computation of the linearized equations is based on formula (3.2) for the “shape
derivative” of G(η)ψ. The derivative of the two components F1, F2 of F (see (2.2)-
(2.3)) at the point u = (η, ψ) in the direction u˜ = (η˜, ψ˜) is
F ′1(u)[u˜] = ω∂tη˜ + ∂x(V η˜)−G(η)(ψ˜ −Bη˜)
F ′2(u)[u˜] = ω∂tψ˜ + V ∂xψ˜ −BG(η)ψ˜ + (1 +BVx)η˜ +BG(η)(Bη˜)
− κ∂x((1 + η2x)−3/2∂xη˜),
as can be checked by a direct computation, noticing that B∂x(V η˜) − Bψxη˜x +
B2ηxη˜x = BVxη˜, where B,V are defined in (3.3).
Notation: any function a is identified with the corresponding multiplication
operators h 7→ ah, and, where there is no parenthesis, composition of operators
is understood. For example, ∂xc∂x means: h 7→ ∂x(c∂xh).
Using this notation, one can represent the linearized operator as a 2×2 operator
matrix
F ′(u)[u˜] = F ′(η, ψ)
[
η˜
ψ˜
]
=
(
ω∂t + ∂xV +G(η)B −G(η)
(1 +BVx) +BG(η)B − κ∂xc∂x ω∂t + V ∂x −BG(η)
)[
η˜
ψ˜
]
,
(5.1)
where
c := (1 + η2x)
−3/2. (5.2)
The linearized operator F ′(u) has the following conjugation structure:
F ′(u) = ZL0Z−1, (5.3)
where
Z :=
(
1 0
B 1
)
, Z−1 =
(
1 0
−B 1
)
, L0 :=
(
ω∂t + ∂xV −G(η)
a− κ∂xc∂x ω∂t + V ∂x
)
, (5.4)
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and a is the coefficient
a := 1 + ωBt + V Bx. (5.5)
a,B, V, c are periodic functions of (t, x), namely they are variable coefficients. This
conjugation structure is now well-known (see [38]). Formula (5.3) is verified by a
direct calculus, and it is a consequence of the following two facts:
(i) the pseudodifferential terms in F ′1 and F
′
2 are equal except than for a factor
B. Hence they cancel in the sum F ′2 +BF
′
1;
(ii) both in the sum F ′2+BF
′
1 and in F
′
2 the quantity φ˜ := ψ˜−Bη˜ arises naturally
and replaces ψ˜ completely. This φ˜ is the “good unknown of Alinhac” (see [5, 3]).
Remark 5.1. Parities. Since u = (η, ψ) ∈ X × Y , it follows that B ∈ Y , V =
odd(t), odd(x), c, a = even(t), even(x), and Z maps X → X and Y → Y .
We want to obtain a conjugation similar to (5.3) for L22 + R, see Remark 4.5,
where R : W2 → R2 satisfies (4.42) and L22 = ΠR2F ′(u)|W2 : W2 → R2 (re-
member that R2,W2 are subspaces of functions that are space-Fourier-supported
on cos(jx), j ≥ 2). Denote, in short, P, F the projection
Ph(x) =
∑
j≥2
hj cos(jx), Fh(x) = h0 + h1 cos(x),
where h(x) =
∑
j≥0 hj cos(jx). Clearly for all s ≥ 0, m ≥ 0, all h(t, x),
‖Ph‖s ≤ ‖h‖s, ‖|Dx|mFh‖s ≤ ‖Fh‖s ≤ ‖h0‖Hst + ‖h1‖Hst ≤ ‖h‖s. (5.6)
We want to conjugate L22 + R = PF ′(u)P + R. Let Z˜ := PZP. By the parity of
B, the operator Z˜ maps R2 → R2 and W2 → W2. Moreover, by Neumann series,
Z˜ is invertible (see Lemma 5.2 below). Using the equalities F ′(u)Z = ZL0 and
I = P+ F, we get
(L22 +R)Z˜ = (PF ′(u)P +R)PZP = PZPL0P+ PZFL0P− PF ′(u)FZP+RPZP
whence
L22 +R = Z˜(L˜0 + R˜0)Z˜−1, L˜0 := PL0P,
R˜0 := Z˜−1{PZFL0P− PF ′(u)FZP+RZ˜}.
(5.7)
The remainder R˜0 has size O(u2) and it is regularizing of any order in ∂x. More
precisely,
Lemma 5.2. (i) Let u = u¯ε + u˜, with ‖u˜‖s0+1 ≤ Cε2+δ, s0 ≥ 5, δ > 0. Then for
all s ≥ s0 the functions B,V satisfy ‖B‖s + ‖V ‖s ≤s ‖u‖s+1 ≤s ε+ ‖u˜‖s+1, and
‖(Z − I)h‖s ≤ C(s0)‖u‖s0+1‖h‖s + C(s)‖u‖s+1‖h‖s0 . (5.8)
Also Z˜ and Z˜−1 satisfy (5.8) (with possibly larger constants C(s0), C(s)).
(ii) There is σ ≥ 2 such that, if ‖u˜‖s0+σ+m ≤ Cε2+δ, then the operator R˜0 :
W2 → R2 defined in (5.7) satisfies for all s ≥ s0
‖R˜0|Dx|mh‖s ≤s ε2‖h‖s + ε‖u˜‖s+σ+m‖h‖s0 . (5.9)
Proof. (5.8) holds because ‖(Z − I)h‖s ≤ ‖Bh‖s. For Z˜ use that ‖Ph‖s ≤ ‖h‖s,
for Z˜−1 use tame Neumann series. To get the estimate for R˜0, note that in FL0P
and in PF ′(u)F there is no derivative ∂t, because F∂tP = 0 = P∂tF. Also use that
PZF = P(Z − I)F and FZP = F(Z − I)P.
24
6 Changes of variables
We have arrived at the inversion problem for L˜0 + R˜0 defined in (5.7), where
L0 =
(
ω∂t + V ∂x + Vx −|Dx| − RG
a− κc∂xx − κcx∂x ω∂t + V ∂x
)
,
and |Dx| + RG = G(η). Our first goal is to obtain a constant coefficient in the
term of order ∂xx. To do that, we use two changes of variables: a space-independent
change of the time variable (i.e. a reparametrization of time), and a time-dependent
change of the space variable.
We start with an elementary observation. Given b1, b2, b3, b4 functions of (t, x),
the system (
b1 b2
b3 b4
)
=
(
f 0
0 g
)(
λ1 λ2
λ3 λ4
)(
p 0
0 q
)
has solutions f, g, p, q,
f =
b1
λ1p
, g =
b3
λ3p
, q =
λ1b2p
b1λ2
, p = any ,
if and only if bi, λi satisfy
b1b4
b2b3
=
λ1λ4
λ2λ3
.
In particular, to have λi constant, it is necessary that b1b4/b2b3 is a constant, and,
at the leading order, this is the condition we want to obtain after changing the
coefficients of L0 by the changes of variables.
First, consider the change of variable y = x + β(t, x) ⇔ x = y + β˜(t, y), where
β(t, x) is a periodic function with |βx| ≤ 1/2, and β˜(t, y) is given by the inverse
diffeomorphism. Denote
(Bh)(t, x) := h(t, x+ β(t, x)).
Conjugation rules for B are these: B−1aB = (B−1a), namely the conjugate of the
multiplication operator h 7→ ah is the multiplication operator h 7→ (B−1a)h, and
B−1∂xB = {B−1(1 + βx)}∂y ,
B−1∂xxB = {B−1(1 + βx)}2∂yy + (B−1βxx)∂y,
B−1∂tB = ∂t + (B−1βt)∂y,
B−1|Dx|B = {B−1(1 + βx)}|Dy |+RB,
where RB := {B−1(1+βx)}∂y(B−1HB−H) is bounded in time, regularizing in space
at expense of η, because
B−1|Dx|B = B−1∂xHB = (B−1∂xB)(B−1HB)
= {B−1(1 + βx)}∂y[H + (B−1HB −H)],
and (B−1HB − H) is bounded in time, regularizing in space at expense of η (see
Lemma 13.4 in Section 13.1 of the Appendix). Thus
L1 := B−1L0B =
(
ω∂t + a1∂y + a2 −a3|Dy|+R1
−κa4∂yy − κa5∂y + a6 ω∂t + a1∂y
)
,
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where the variable coefficients ai = ai(t, y) are
a1 := B−1[ωβt + V (1 + βx)], a2 := B−1(Vx),
a3 := B−1(1 + βx), a4 := B−1[c(1 + βx)2],
a5 := B−1[cβxx + cx(1 + βx)], a6 := B−1a,
and R1 := −RB −B−1RGB.
We want to conjugate L˜0 + R˜0 = PL0P + R˜0. Let B˜ := PBP. The operator B˜
maps R2 → R2 and W2 →W2 and it is invertible (see Lemma 6.3 below). Using the
equalities L0B = BL1 and I = P+ F, we get
B˜−1(L˜0 + R˜0)B˜ = L˜1 + R˜1,
with
L˜1 := PL1P, R˜1 := B˜−1{PBFL1P− PL0FBP+ R˜0B˜}.
Second, consider a reparametrization of time τ = t + α(t) ⇔ t = τ + α˜(τ),
where α(t) is a periodic function with |α′| ≤ 1/2, and α˜(τ) is given by the inverse
diffeomorphism. Denote
(Ah)(t, y) := h(t+ α(t), y).
Conjugation rules for A are these: A−1aA = (A−1a), namely the conjugate of the
multiplication operator h 7→ ah is the multiplication operator h 7→ (A−1a)h, and
A−1∂yA = ∂y, A−1|Dy|A = |Dy|, A−1∂tA = {A−1(1 + α′)}∂τ .
Thus
L2 := A−1L1A =
(
ωa7∂τ + a8∂y + a9 −a10|Dy|+R2
−κa11∂yy − κa12∂y + a13 ωa7∂τ + a8∂y
)
,
where R2 = A−1R1A and where the coefficients ai = ai(τ, y) are
a7 := A−1(1 + α′), ak := A−1(ak−7), k = 8, . . . , 13.
Note that a7(τ) does not depend on y.
We want to conjugate L˜1 + R˜1 = PL1P + R˜1. The transformation A maps
W2 → W2 and R2 → R2, and commutes with P. Hence A˜ := PAP = AP is the
restriction of A to the subspace W2 or R2, and we get
A˜−1(L˜1 + R˜1)A˜ = L˜2 + R˜2, L˜2 := PL2P, R˜2 := A˜−1R˜1A˜.
Following the elementary observation above, we look for α, β such that
ma27 = a10a11 (6.1)
for some constant m ∈ R. Since a7 = A−1(1 + α′), a10 = A−1a3, a11 = A−1a4, and
A−1 is bijective, (6.1) is equivalent to
m(1 + α′)2 = a3a4. (6.2)
26
Since a3 = B−1(1 + βx), a4 = B−1[c(1 + βx)2], and α′ = B−1(α′), (6.2) is equivalent
to
m(1 + α′)2 = c(1 + βx)
3, (6.3)
namely m1/3 (1 + α′(t))2/3 c(t, x)−1/3 = 1+ βx(t, x). Integrating this equality in dx,
the term βx disappears because it has zero mean. Therefore
1 + α′(t) = m−1/2
( 1
2π
∫ 2π
0
c(t, x)−1/3 dx
)−3/2
.
Integrating the last equality in dt determines the constant m:
m =
{
1
2π
∫ 2π
0
( 1
2π
∫ 2π
0
c(t, x)−1/3 dx
)−3/2
dt
}2
(6.4)
and, by (5.2), c−1/3 = (1 + η2x)
1/2.
By construction, [m−1/2 ( 12π
∫
c−1/3 dx)−3/2 − 1] has zero average in t, therefore
we can fix α(t) as
α = ∂−1t
[
m−1/2
( 1
2π
∫ 2π
0
c(t, x)−1/3 dx
)−3/2 − 1], (6.5)
where ∂−1t is the Fourier multiplier
∂−1t e
ilt =
1
il
eilt ∀l ∈ Z \ {0}, ∂−1t 1 = 0,
namely, for any function f , ∂−1t f is the primitive of f in t, with zero average in t.
By construction, [m1/3(1 + α′)2/3c−1/3 − 1] has zero average in x, therefore we
can fix β(t, x) as
β = ∂−1x
[
m1/3(1 + α′(t))2/3c(t, x)−1/3 − 1], (6.6)
where ∂−1x is defined in the same way as ∂
−1
t . With these choices of α, β, (6.1) holds,
with m given in (6.4). We have found formulae
1 + βx =
√
1 + η2x
( 1
2π
∫
T
√
1 + η2x dx
)−1
,
1 + α′(t) =
1√
m
( 1
2π
∫ 2π
0
√
1 + η2x dx
)−3/2
.
(6.7)
Remark 6.1. Since c ∈ X, it follows that α = odd(t), even(x) and β = even(t), odd(x).
As a consequence, both the transformations A and B preserve parities, namely they
map X → X and Y → Y , and A−1,B−1 do the same. Therefore
a1, a8 = odd(t), odd(x); a2, a9 ∈ Y ; a3, a4, a6, a7, a10, a11, a13 ∈ X;
a5, a12 = even(t), odd(x).
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We follow the elementary observation above, with λ1 = λ2 = λ4 = 1, λ3 = m,
p = 1. Let
P :=
(
a7 0
0 a11m
−1
)
, P−1 =
(
a−17 0
0 a−111 m
)
,
Q :=
(
1 0
0 a−110 a7
)
, Q−1 =
(
1 0
0 a10a
−1
7
)
,
and calculate
L3 := P−1L2Q =
(
ω∂τ + a14∂y + a15 −|Dy|+ a16H +R3
−mκ∂yy +mκa17∂y +ma18 ω∂τ + a14∂y + a19
)
, (6.8)
where, using (6.1),
a14 :=
a8
a7
, a15 :=
a9
a7
, a16 := −a10
a7
( a7
a10
)
y
,
a17 := −a12
a11
, a18 :=
a13
a11
, a19 := mω
a7
a11
( a7
a10
)
τ
+m
a8
a11
( a7
a10
)
y
and
R3 := −a10
a7
∂y
[
H, a7
a10
]
+
1
a7
R2 a7
a10
. (6.9)
The commutator [H, f ] of the Hilbert transform H and the multiplication by any
function f is bounded in τ and regularizing in y at expense of f (see Lemma 13.4
in Section 13.1 of the Appendix). To calculate (6.8) we have used (6.1).
We want to conjugate L˜2 + R˜2 = PL2P + R˜2. Let P˜ := PPP and Q˜ := PQP.
Using the equalities PL3 = L2Q and I = P+ F, we get
P˜−1(L˜2 + R˜2)Q˜ = L˜3 + R˜3,
with
L˜3 := PL3P, R˜3 := P˜−1{PPFL3P− PL2FQP+ R˜2Q˜}. (6.10)
Thus we have conjugate
L˜0 + R˜0 = B˜A˜P˜ (L˜3 + R˜3)Q˜−1A˜−1B˜−1,
and the coefficients of ∂τ , ∂yy, |Dy | in L3 are constants.
Remark 6.2. Using the parities of ai, i ≤ 13, it follows that
a14 = odd(τ), odd(y); a15, a19 ∈ Y ; a16, a17 = even(τ), odd(y); a18 ∈ X.
Lemma 6.3. There is σ ≥ 2 with the following properties. (i) Let u = u¯ε + u˜, with
‖u˜‖s0+σ ≤ Cε2+δ, s0 ≥ 5, δ > 0. Then all the operators B˜, A˜, P˜ , Q˜ map W2 → W2
and R2 → R2, and they are all invertible. The inverse operators B˜−1, A˜−1, P˜−1, Q˜−1
also map W2 →W2 and R2 → R2. All theses operators satisfy, for all s ≥ s0,
‖Ah‖s ≤s ‖h‖s + ‖u˜‖s+σ‖h‖s0 , A ∈ {B˜, A˜, P˜ , Q˜, B˜−1, A˜−1, P˜−1, Q˜−1}. (6.11)
(ii) The functions ai(τ, y), i = 14, . . . , 19 satisfy
‖a14‖s + ‖a15‖s + ‖a16‖s + ‖a17‖s + ‖a18 − 1‖s + ‖a19‖s ≤s ε+ ‖u˜‖s+σ.
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(iii) If ‖u˜‖s0+σ+m ≤ Cε2+δ for some m ≥ 0, then for all s ≥ s0 the operator
R˜3 : W2 → R2 defined in (6.10) satisfies the same estimate (5.9) as R˜0, and the
operator R3 defined in (6.9) satisfies
‖R3|Dx|mh‖s ≤s ε‖h‖s + ‖u˜‖s+σ+m‖h‖s0 . (6.12)
Proof. (i) The proof of the invertibility of B˜ is based on these arguments: B is
invertible of X → X and Y → Y ; B − I is of order O(β) = O(ε2) in size and of
order 1 in ∂x, therefore F(B − I)F is small and bounded (because F∂x is bounded).
As a consequence, FBF is invertible by Neumann series. Then PBP is invertible
by a standard argument of linear systems. The invertibility of A˜ is trivial, because
A˜h = Ah for all h ∈W2 or h ∈ R2, andA is invertible. The invertibility of P,Q, P˜ , Q˜
follows by Neumann series.
(ii) Composition estimates for all a1, . . . , a19.
(ii) The estimate for R˜3 is proved similarly as for R˜0, see Lemma 5.2. The
estimate for the term RG in R3 comes from (3.8).
7 Symmetrization of top order
Let g : R→ R be a C∞ function such that g(ξ) > 0 for all ξ ∈ R, and
g(ξ) :=
(1 + κξ2
|ξ|
) 1
2 ∀|ξ| ≥ 2/3; g(ξ) := 1 ∀|ξ| ≤ 1/3. (7.1)
Let Λ be the Fourier multiplier of symbol g. Let
S =
(
1 0
0 m1/2Λ
)
, S−1 =
(
1 0
0 m−1/2Λ−1
)
,
where m is the real constant in (6.8), so that
L+3 := S−1L3S =
(
A3 m
1/2B3Λ
m−1/2Λ−1C3 Λ
−1D3Λ
)
=:
(
A+3 B
+
3
C+3 D
+
3
)
,
L3 =
(
A3 B3
C3 D3
)
,
(7.2)
where, in short, A3, B3, C3,D3 are the entries of L3 (see (6.8)). Recall the formula for
the composition of the Fourier multiplier Λ and any multiplication operator h 7→ ah:
Λ(au) ∼
∞∑
n=0
1
inn!
(∂nxa)(x) Op(∂
n
ξ g)u, (7.3)
where Op(∂nξ g) is the Fourier multiplier with symbol ∂
n
ξ g(ξ). Thus A
+
3 = A3 =
ω∂τ + a14∂y + a15,
B+3 = −
√
m|Dy|1/2(1− κ∂yy)1/2 +
√
ma16H|Dy|−1/2(1− κ∂yy)1/2
+
√
mR3Λ (7.4)
C+3 =
√
m〈Dy〉1/2(1− κ∂yy)1/2 +
√
mκa17Λ
−1∂y +
√
mκ(a17)y(Λ
−1)1∂y
+
√
m(a18 − 1)Λ−1 +R+3,C (7.5)
D+3 = ω∂τ + a14∂y + (a14)y(Λ
−1)1Λ∂y + (a14)yy(Λ
−1)2Λ∂y + a19
+ (a19)y(Λ
−1)1Λ+R+3,D (7.6)
where
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• 〈Dy〉 is the Fourier multiplier with symbol 〈ξ〉 = max{1, |ξ|};
• (Λ−1)1 := Op(−i∂ξ(1/g)) and (Λ−1)2 := Op(−∂2ξ (1/g)) are the terms corre-
sponding to n = 1 and n = 2 respectively in the expansion (7.3) of Λ−1;
• the remainder R+3,C is an operator of order O(|Dy|−3/2) regarding derivatives,
and of size ‖(a17)yy‖+ ‖(a18)y‖ (therefore O(ε)) regarding the amplitude;
• the remainder R+3,D is an operator of order O(|Dy|−2) regarding derivatives,
and of size ‖(a14)yy‖+ ‖(a19)y‖ (therefore O(ε)) regarding the amplitude.
Note that, regarding size,
PL+3 P =
(
ω∂t −T
T ω∂t
)
P+O(ε), T :=
√
m|Dy|1/2(1− κ∂yy)1/2. (7.7)
For |j| ≥ 1, let
rj :=
√
1 + κj2 −√κ|j| − 1
2
√
κ|j| . (7.8)
Then |rj | ≤ Cκ for all |j| ≥ 1, and, in particular, |rj| ≤ Cκ|j|−3 for all |j| ≥ 2κ−1/2,
for some constant Cκ > 0 depending on κ. Therefore, for all h =
∑
|j|≥1 hje
ijy,
(1− κ∂yy)1/2h =
√
κ|Dy|h+ 1
2
√
κ
|Dy|−1h+Rκh (7.9)
where the remainder Rκ has order O(|Dy|−3). Similarly, we expand
Λ−1 =
1√
κ
|Dy|−1/2 − 1
2κ3/2
|Dy|−5/2 +O(|Dy|−9/2),
(Λ−1)1 = − 1
2
√
κ
|Dy|−3/2H +O(|Dy|−7/2),
(Λ−1)2 = − 3
4
√
κ
|Dy|−5/2 +O(|Dy|−9/2).
Using the equality ∂y = −|Dy|H, we get
B+3 = −T +
√
mκa16|Dy|1/2H +O(|Dy|−3/2) (7.10)
C+3 = T + π0 −
√
mκa17|Dy|1/2H+ a25|Dy|−1/2 +O(|Dy |−3/2) (7.11)
D+3 = ω∂τ + a14∂y + a27 + a28|Dy|−1H +O(|Dy|−3/2) (7.12)
where T is defined in (7.7), π0 is the space average (i.e. π0(h) :=
1
2π
∫
T hdx),
a25 :=
√
m√
κ
(a18 − 1)− 1
2
√
mκ (a17)y, a27 := a19 − 1
2
(a14)y,
a28 :=
3
4
(a14)yy − 1
2
(a19)y,
and the remainders are of order O(|Dy|−3/2) regarding derivatives, and of size O(ε).
Let S˜ := PSP = PS = SP, and note that S˜−1 = S−1P. Define
L4 :=
(
A4 B4
C4 D4
)
, (7.13)
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A4 := ω∂τ + a14∂y + a15,
B4 := −T +
√
mκa16|Dy|1/2H,
C4 := T −
√
mκa17|Dy|1/2H + a25|Dy|1/2,
D4 := ω∂τ + a14∂y + a27 + a28|Dy|−1H.
Thus
S˜−1(L˜3 + R˜3)S˜ = L˜4 + R˜4,
L˜4 := PL4P, R˜4 := P(L+3 − L4)P+ S˜−1R˜3S˜.
(7.14)
Unlike in C+3 , the average term π0 is not present in C4 because π0P = 0. The
remainder R˜4 : W2 → R2 has order O(|Dy|3/2) regarding derivatives, and size O(ε)
regarding amplitude.
Remark 7.1. By the parities of ai, i ≤ 19, one has a25 ∈ X, a27 ∈ Y , a28 =
odd(t), odd(x).
Lemma 7.2. (i) The Fourier multiplier S is an operator of order 1/2, with ‖Sh‖s ≤
C‖h‖s+(1/2), for all s ∈ R. S is invertible, and ‖S−1h‖s ≤ C‖h‖s, for all s. More-
over S˜, S˜−1 satisfy the same estimates as S, S−1 respectively.
(ii) There is σ ≥ 2 such that, if u = u¯ε + u˜, with ‖u˜‖s0+σ ≤ Cε2+δ, s0 ≥ 5,
δ > 0, then for all s ≥ s0
‖a25‖s + ‖a27‖s + ‖a28‖s ≤s ε+ ‖u˜‖s+σ.
The operator R˜4 : W2 → R2 defined in (7.14) satisfies the same estimate (6.12) as
R3, with m = 3/2.
8 Symmetrization of lower orders
Let
L5 :=
(
A5 −C5
C5 A5
)
,
A5 := ω∂τ + a14∂y + a29 + a30H|Dy|−1,
C5 := T + a31H|Dy|1/2 + a32|Dy|−1/2,
(8.1)
so that L5 is a “symmetrized” version of L4 in (7.13). The coefficients a29, a30, a31, a32
are unknown real-valued periodic functions of (τ, y). We prove that there is a trans-
formation
M =
(
1 g
0 v
)
,
v = 1 + v2H|Dy|−1 + v4|Dy|−2,
g = g3|Dy|−3/2 + g5H|Dy|−5/2,
where v2, v4, g3, g5 are real-valued, periodic functions of (τ, y), such that L4M −
ML5 = O(|Dy|−3/2).
Using formula (7.3) to commute |Dy|s with multiplication operators, namely
|Dy|sa = a|Dy|s + say|Dy|s−1H− s(s− 1)
2
ayy|Dy|s−2 +O(|Dy|s−3)
and also the fact that H commutes with multiplication operators up to a regularizing
rest that enters in the remainder of order O(|Dy|−3/2), we calculate the entries of
the matrix
L4M −ML5 =
(
A4 −A5 − gC5 B4v + C5 +A4g − gA5
C4 − vC5 D4v − vA5 + C4g
)
.
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To make the notation uniform, we write ∂y = −H|Dy|, ∂yH = |Dy|, and HH =
−I + π0 (π0 denotes the space-average). In the following calculations, remember
that m,κ are constants, i.e. they do not depend on (t, x). Denote, in short,
λ :=
√
mκ.
Position (1,1). Calculate gC5 = λg3 + (g3a31 + λg5)H|Dy|−1 +O(|Dy|−2). As a
consequence, A4 −A5 − gC5 = O(|Dy|−2) if
a15 − a29 − λg3 = 0, (8.2)
a30 + λg5 + g3a31 = 0. (8.3)
Position (1,2). Calculate
B4v = −T + λ(a16 − v2)H|Dy|1/2 + λ
{
3
2 (v2)y − v4 − a16v2
}|Dy|−1/2 +O(|Dy|−3/2),
A4g = gω∂τ − a14g3H|Dy|−1/2 +O(|Dy|−3/2),
gA5 = gω∂τ − g3a14H|Dy|−1/2 +O(|Dy|−3/2).
Therefore B4v + C5 +A4g − gA5 = O(|Dy|−3/2) if
λ(a16 − v2) + a31 = 0, (8.4)
λ{32 (v2)y − v4 − a16v2}+ a32 = 0. (8.5)
Position (2,1). Calculate
vC5 = T + (a31 + λv2)H|Dy|1/2 + (a32 − v2a31 + λv4)|Dy|−1/2 +O(|Dy|−3/2).
Therefore C4 − vC5 = O(|Dy |−3/2) if
λa17 + a31 + λv2 = 0, (8.6)
a25 − a32 + v2a31 − λv4 = 0. (8.7)
Position (2,2). Calculate
D4v = vω∂τ − a14H|Dy|+ (a27 + a14v2)
+
{
ω(v2)τ + a14(v2)y − a14v4 + a27v2 + a28
}H|Dy|−1
+O(|Dy|−2),
vA5 = vω∂τ − a14H|Dy|+ (a29 + v2a14)
+ (a30 − v2(a14)y + v2a29 − v4a14)H|Dy|−1 +O(|Dy|−2),
C4g = λg3 + λ{32 (g3)y + g5 − a17g3}H|Dy|−1 +O(|Dy|−2).
Therefore D4v − vA5 + C4g = O(|Dy|−3/2) if
a27 − a29 + λg3 = 0, (8.8)
ω(v2)τ + (a14v2)y + v2(a27 − a29) + a28 − a30 + λ32 (g3)y + λg5 − λa17g3 = 0. (8.9)
Solution of the symmetrization system. (8.2)-(8.9) is a system of 8 equations in
the 8 unknowns v2, v4, g3, g5, a29, a30, a31, a32. First, we solve (8.4) and (8.6),
which give
v2 :=
1
2
(a16 − a17), a31 := −λ
2
(a16 + a17). (8.10)
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Next, we solve (8.2) and (8.8), which give
a29 :=
1
2
(a15 + a27), g3 :=
1
2λ
(a15 − a27).
Then we solve (8.5) and (8.7), which give
v4 :=
1
2λ
(3λ
2
(v2)y + v2(a31 − λa16) + a25
)
,
a32 :=
1
2
(
(λa16 + a31)v2 − 3λ
2
(v2)y + a25
)
,
and then (8.3) and (8.9), which give
g5 := − 1
2λ
{
ω(v2)τ + (a14v2)y + v2(a27 − a29) + a28 + λ32 (g3)y + g3(a31 − λa17)
}
,
a30 :=
1
2
{
ω(v2)τ + (a14v2)y + v2(a27 − a29) + a28 + λ32 (g3)y − g3(a31 + λa17)
}
.
System (8.2)-(8.9) is solved. To be more precise: the system is solved up to a
remainder, say Rc, which is arbitrarily regularizing and is the sum of a fixed, finite
number of commutators, all of the type [a,H], where a is a multiplication operator
h 7→ ah by a real-valued function a(τ, y).
We have found M,L5 such that R5 := L4M −ML5 = O(|Dy |−3/2). Let M˜ :=
PMP, which is invertible by Neumann series. By the equalities L4M = ML5 +R5
and I = P+ F we get
M˜−1(L˜4 + R˜4)M˜ = L˜5 + R˜5, L˜5 := PL5P, (8.11)
where the remainder
R˜5 := M˜−1{R˜4M˜ + PR5P+ PMFL5P− PL4FMP} (8.12)
has order O(|Dy|−3/2) and size O(ε).
Both η and ψ are real-valued. Therefore, using the complex representation h :=
η + iψ ∈ C of the pair (η, ψ) ∈ R2, η = Re (h), ψ = Im(h),
L5 = ω∂τ + iT + a14∂y + ia31H|Dy|1/2 + a29 + ia32|Dy|−1/2 + a30H|Dy|−1. (8.13)
Remark 8.1. By the parity of ai, i ≤ 28, it follows that
a29, g3 ∈ Y ; a30, g5 = odd(t), odd(x); a32, v4 ∈ X; a31, v2 = even(t), odd(x).
Hence v maps X → X and Y → Y (it preserves the parity), g maps X → Y and
Y → X (it changes the parity), andM maps the product space X×Y = {(η, ψ) : η ∈
X,ψ ∈ Y } into itself. In complex notation, M : (X+ iY )→ (X+ iY ). The operator
L5 maps (X + iY ) → (Y + iX) (and this is obvious, because L5 = M−1L4M , and
L4 : X × Y → Y ×X).
Lemma 8.2. There is σ ≥ 2 such that, if u = u¯ε+ u˜, with ‖u˜‖s0+σ ≤ Cε2+δ, s0 ≥ 5,
δ > 0, then
‖a29‖s + ‖a30‖s + ‖a31‖s + ‖a32‖s + ‖v2‖s + ‖v4‖s + ‖g3‖s + ‖g5‖s ≤s ε+ ‖u˜‖s+σ,
and R˜5 : W2 → R2 defined in (8.12) satisfies the same estimate (6.12) as R3, with
m = 3/2.
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9 Reduction to constant coefficients
We have arrived to L˜5 + R˜5, where L˜5 = PL5P, L5 is defined in (8.11) (and T in
(7.7)). Rename the variables y = x, τ = t. Consider a transformation A of the form
h(t, x) =
∑
j∈Z
hj(t) e
ijx 7→ Ah(t, x) =
∑
j∈Z
hj(t) p(t, x, j) e
iφ(t,x,j),
where the amplitude p(t, x, j) is a symbol of order zero, periodic in (t, x), the phase
function φ(t, x, j) is of the form
φ(t, x, j) = jx+ |j|1/2β(t, x), (9.1)
and β(t, x) is a periodic function, with |βx(t, x)| < 1/2. A is a periodically-t-
dependent x-Fourier integral operator with non-homogeneous phase function. More-
over, A is also the pseudo-differential operator Op(a) of symbol
a(t, x, j) := p(t, x, j)ei|j|
1/2β(t,x) (9.2)
in Ho¨rmander class S01
2
, 1
2
(except for the fact that a in (9.2) has finite regularity).
Let
D := ω∂t + iT + iλ1|Dx|1/2 + iλ−1|Dx|−1/2, (9.3)
with λ1, λ−1 ∈ R. In this section we prove that there exist real constants λ1, λ−1
and functions p(t, x, j), β(t, x) such that L5A−AD = O(|Dx|−3/2).
Let τ : R→ R be a C∞ function such that
τ(ξ) = {m|ξ|(1 + κξ2)}1/2 ∀|ξ| ≥ 2/3; τ(ξ) = 0 ∀|ξ| ≤ 1/3, (9.4)
so that Op(τ) = T on the periodic functions. The commutator [T,A] is given by
[T,A] =
5∑
n=1
1
n!
Op(∂nxa) ◦Op(i−n∂nξ τ) +O(|Dx|−3/2),
where a is defined in (9.2). Here only terms with n ≤ 5 are relevant for our purpose,
because Op(∂nxa) = O(|Dx|n/2), Op(i−n∂nξ τ) = O(|Dx|
3
2
−n), and n2 +
3
2 − n ≤ −32
for all n ≥ 6. Now, using (7.8) and proceeding like in (7.9),
Op(i−1∂ξτ) =
3λ
2
|Dx|1/2H−
√
m
4
√
κ
|Dx|−3/2H +O(|Dx|−7/2),
Op(i−2∂2ξ τ) = −
3λ
4
|Dx|−1/2 +O(|Dx|−5/2),
Op(i−3∂3ξ τ) =
3λ
8
|Dx|−3/2H +O(|Dx|−7/2),
Op(i−4∂4ξ τ) =
9λ
16
|Dx|−5/2 +O(|Dx|−9/2),
Op(i−5∂5ξ τ) = −
45λ
32
|Dx|−7/2H +O(|Dx|−11/2),
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while
∂xa = {i|j|1/2pβx + px}ei|j|1/2β ,
∂2xa = {−|j|pβ2x + i|j|1/2(2pxβx + pβxx) + pxx}ei|j|
1/2β ,
∂3xa = {−i|j|3/2pβ3x − 3|j|βx(pxβx + pβxx)
+ i|j|1/2(3pxxβx + 3pxβxx + pβxxx) +O(|j|0)}ei|j|1/2β,
∂4xa = {|j|2pβ4x − i|j|3/2(4pxβ3x + 6pβ2xβxx) +O(|j|)}ei|j|
1/2β,
∂5xa = {i|j|5/2pβ5x +O(|j|2)}ei|j|
1/2β.
The composition ∂xA can be computed directly:
∂xAh =
∑
j∈Z
hˆj(ijp + i|j|1/2βxp+ px)eiφ(t,x,j).
Composition formulae for |Dx|rA, H|Dx|rA are given in Lemma 12.10. In particular,
the composition H|Dx|1/2A is
H|Dx|1/2Ah =
∑
j∈Z
hˆjc(t, x, j)e
iφ(t,x,j),
c(t, x, j) = −i sgn(j)|j|1/2p− i 1
2
βxp+ |j|−1/2
{
i
1
8
sgn(j)β2xp−
1
2
px
}
+ |j|−1
{1
8
sgn(j) (2βxpx + βxxp)− i 1
16
β3xp
}
+O(|j|−3/2);
the composition |Dx|−1/2A is
|Dx|−1/2Ah =
∑
j∈Z
hˆjc(t, x, j)e
iφ(t,x,j),
c(t, x, j) = |j|−1/2p− |j|−1 1
2
sgn(j)βxp+O(|j|−3/2);
the composition H|Dx|−1A is
H|Dx|−1Ah =
∑
j∈Z
hˆjc(t, x, j)e
iφ(t,x,j), c(t, x, j) = −|j|−1 i sgn(j) p +O(|j|−3/2);
and the commutator [∂t, A] = ∂tA−A∂t is
[∂t, A]h =
∑
j∈Z
hˆjc(t, x, j)e
iφ(t,x,j), c(t, x, j) = pt(t, x, j) + i|j|1/2βt(t, x)p(t, x, j).
Using the expansions above, the difference L5A−AD is an operator of phase function
φ as in (9.1), and amplitude
c(t, x, j) = ijp
(3
2
λβx + a14
)
+
∑
−2≤k≤1
|j|k/2 T (k)[p] +O(|j|−3/2), (9.5)
where T (k) are the linear differential operators
T (1) := v
(1)
1 ∂x + v
(1)
0 − iλ1,
T (0) := ω∂t + v
(0)
1 ∂x + v
(0)
0 ,
T (−1) := v
(−1)
2 ∂xx + v
(−1)
1 ∂x + v
(−1)
0 − iλ−1,
T (−2) := v
(−2)
2 ∂xx + v
(−2)
1 ∂x + v
(−2)
0 ,
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with coefficients
v
(1)
1 := sgn(j)
3λ
2
, v
(1)
0 := sgn(j)a31 + i
(
ωβt +
3λ
8
β2x + a14βx
)
, (9.6)
v
(0)
1 :=
3λ
4
βx + a14, v
(0)
0 :=
(3λ
8
βxx +
1
2
a31βx + a29
)
− isgn(j) λ
16
β3x, (9.7)
v
(−1)
2 := −i
3λ
8
, v
(−1)
1 := −sgn(j)
3λ
16
β2x − i
1
2
a31, (9.8)
v
(−1)
0 := −sgn(j)
(3λ
16
βxβxx +
1
8
a31β
2
x
)
+ i
(3λ
27
β4x + a32
)
, (9.9)
v
(−2)
2 := isgn(j)
3λ
16
βx, v
(−2)
1 :=
3λ
32
β3x + isgn(j)
(3λ
16
βxx +
1
4
a31βx
)
, (9.10)
v
(−2)
0 :=
(9λ
64
β2xβxx +
1
16
a31β
3
x
)
+ isgn(j)
(
− 3λ
28
β5x +
λ
16
βxxx +
1
8
a31βxx (9.11)
− 1
2
a32βx − a30 −
√
m
4
√
κ
βx
)
.
Our goal is to choose λk, β, p such that the amplitude c(t, x, j) in (9.5) is of order
O(|j|−3/2).
Elimination of the order 1. — a14 is odd(t), odd(x), therefore it has zero space-
average, and ∂−1x a14, which is the dx-primitive of a14 with zero average, is well-posed.
We fix
β(t, x) := β0(t) + β1(t, x), β1 := − 2
3λ
∂−1x a14, (9.12)
where β0(t) is a periodic function of t only, which will be determined later (see the
next step). We have eliminated the terms of order O(|j|) from (9.5). Since a14 is
odd(t), odd(x), we get β1 ∈ Y .
We seek p under the form
p(t, x, j) =
∑
−3≤m≤0
|j|m/2p(m)(t, x, j),
with all p(m) bounded in j. Then, by linearity, (9.5) becomes
c =
∑
−2≤k≤1
−3≤m≤0
|j|k+m2 T (k)[p(m)] +O(|j|−3/2). (9.13)
Elimination of the order 1/2. — To eliminate the term of order 1/2 from (9.13),
we have to solve the equation
T (1)[p(0)] = 0 (9.14)
in the unknown p(0). Write p(0) as
p(0)(t, x, j) = exp
(
f(t, x, j)
)
, (9.15)
so that (9.14) becomes the equation
v
(1)
1 fx + v
(1)
0 − iλ1 = 0 (9.16)
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for the unknown f . The coefficients v
(1)
1 , v
(1)
0 are given in (9.6). Equation (9.16) has
a solution f if and only if∫
T
(
v
(1)
0 (t, x, j) − iλ1
)
dx = 0 ∀t ∈ T, j ∈ Z. (9.17)
We look for β0(t), λ1 such that the (crucial) average condition (9.17) holds. Re-
member that β = β0+ β1, where β1(t, x) has already been determined in (9.12) and
β0(t) is still free; βx = (β1)x because β0 depends only on t. Moreover,
∫
T a31 dx = 0
because a31 is odd in x. Therefore (9.17) becomes
ω∂tβ0(t)− λ1 + ρ(t) = 0,
where
ρ(t) :=
1
2π
∫ 2π
0
(
ω(β1)t +
3λ
8
(β1)
2
x + a14(β1)x
)
dx = − 1
4πλ
∫
T
a214 dx
((β1)t has zero space-average because ∂
−1
x a14 has zero space-average). We fix
λ1 :=
1
2π
∫ 2π
0
ρ(t) dt = − 1
8π2λ
∫
T2
a214 dxdt, β0 := −
1
ω
∂−1t (ρ− λ1), (9.18)
and (9.17) is solved. λ1 is a negative real number, and β0 is a real-valued function
of t, independent on x, j. Then (9.16) has solutions
f(t, x, j) := f0(t, j) + f1(t, x, j), f1 := − 2
3λ
sgn(j) ∂−1x (v
(1)
0 − iλ1) (9.19)
where f0 does not depend on x and it will be determined in the next step. p
(0) =
exp(f) solves (9.14). Since β1 ∈ Y , it follows that ρ ∈ X, and therefore β0 ∈ Y . Thus
β ∈ Y , namely β = β(t, x) is a real-valued function, odd(t), even(x), independent of
j. A direct calculation gives
f1 = − 2
3λ
∂−1x a31 + isgn(j)
2
3λ
∂−1x
( 1
2λ
a214 + ρ+
2ω
3λ
∂−1x ∂ta14
)
.
Remark 9.1. By the parity of ai, i ≤ 34, and β ∈ Y , it follows that the coefficients
v
(k)
m have the form
v
(1)
1 , v
(−1)
1 = sgn(j)a + ib, a ∈ X, b = even(t), odd(x);
v
(1)
0 , v
(−1)
2 , v
(−1)
0 = sgn(j)a + ib, a = even(t), odd(x), b ∈ X;
v
(0)
1 , v
(−2)
1 = a+ isgn(j)b, a = odd(t), odd(x), b ∈ Y ;
v
(0)
0 , v
(−2)
2 , v
(−2)
0 = a+ isgn(j)b, a ∈ Y, b = odd(t), odd(x),
where a, b denote (different) real-valued functions of (t, x), independent of j.
By the parity of v
(1)
0 (see the previous remark), f1 has the form
f1 = a+ isgn(j)b, a ∈ X, b = even(t), odd(x), (9.20)
with a, b real-valued functions of (t, x), independent of j. In particular, f1 is even(t).
37
Elimination of the order 0. — The order zero in (9.13) vanishes if
T (1)[p(−1)] + T (0)[p(0)] = 0. (9.21)
In general, for any function g, one has
T (1)[exp(f)g] = exp(f) v
(1)
1 gx (9.22)
by (9.16), and
T (0)[exp(f)g] = exp(f)
(
b(0)g + ωgt + v
(0)
1 gx
)
, b(0) := ωft + v
(0)
1 fx + v
(0)
0 . (9.23)
In particular, for g = 1, we get T (0)[p(0)] = exp(f) b(0). By variation of constants,
write p(−1) as
p(−1) := p(0)g(−1) = exp(f)g(−1).
Equation (9.21) becomes
v
(1)
1 g
(−1)
x + b
(0) = 0 (9.24)
in the unknown g(−1). Since v
(1)
1 is a constant, (9.24) has a solution g
(−1) if and only
if ∫
T
b(0)(t, x, j) dx = 0 ∀t ∈ T, j ∈ Z. (9.25)
Remember that f = f0 + f1, where f1 has already been determined in (9.19), and
f0 = f0(t, j) is still at our disposal. Thus b
(0) = ω(f0)t + ω(f1)t + v
(0)
1 (f1)x + v
(0)
0 .
By (9.20) and Remark 9.1,
ω(f1)t + v
(0)
1 (f1)x + v
(0)
0 = a+ isgn(j)b, a ∈ Y, b = odd(t)odd(x),
for some a, b real-valued functions of (t, x), independent of j. Therefore∫
T
(
ω(f1)t + v
(0)
1 (f1)x + v
(0)
0
)
dx = odd(t)
is a real-valued function of t only, independent of x, j, with zero mean (because it
is odd). We fix
f0 := − 1
2πω
∂−1t
{∫
T
(
ω(f1)t + v
(0)
1 (f1)x + v
(0)
0
)
dx
}
,
and (9.25) is satisfied. f0 is a real-valued even function of t only, independent of
x, j. A direct calculation gives
f0 = − 1
2πω
∂−1t
{∫
T
(
a29 − 2
3λ
a14a31
)
dx
}
.
Remark 9.2. f and b(0) are of the form
f = a+ isgn(j)b, a ∈ X, b = even(t), odd(x), (9.26)
b(0) = a+ isgn(j)b, a ∈ Y, b = odd(t), odd(x), (9.27)
where a, b denote (different) real-valued functions of (t, x), independent of j.
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We choose
g(−1)(t, x, j) := g
(−1)
0 (t, j) + g
(−1)
1 (t, x, j), g
(−1)
1 := −
2
3λ
sgn(j) ∂−1x (b
(0)), (9.28)
where g
(−1)
0 (t, j) will be determined at the next step. (9.24) is satisfied. g
(−1)
1 is of
the form
g
(−1)
1 = sgn(j)a + ib, a = odd(t), odd(x), b ∈ Y, (9.29)
for some a, b real-valued functions of (t, x), independent of j.
Elimination of lower orders. — Once the first two steps in p are done (i.e.
elimination of orders 1/2 and 0), the algorithm proceeds in a similar way. For the
sake of completeness (and to obtain λ−1), we write the calculations for the order
−1/2 in details, then lower orders will be similar.
Elimination of the order −1/2. — We have to solve
T (1)[p(−2)] + T (0)[p(−1)] + T (−1)[p(0)] = 0 (9.30)
in the unknown p(−2) (and also g
(−1)
0 is still free). By variation of constants, write
p(−2) = exp(f)g(−2). By (9.22) and (9.23),
T (1)[p(−2)] = exp(f) v
(1)
1 g
(−2)
x ,
T (0)[p(−1)] = exp(f)
{
b(0)g(−1) + ωg
(−1)
t + v
(0)
1 g
(−1)
x
}
.
Recall that g(−1) = g
(−1)
0 + g
(−1)
1 . Let
b(−1) := exp(−f)
(
T (0)[p(−1)] + T (−1)[p(0)]
)
= b(0)g
(−1)
0 + ω(g
(−1)
0 )t + r
(−1), (9.31)
where
r(−1) := b(0)g
(−1)
1 + ω(g
(−1)
1 )t + v
(0)
1 (g
(−1)
1 )x + exp(−f)T (−1)[p(0)].
Thus (9.30) becomes
v
(1)
1 g
(−2)
x + b
(−1) = 0. (9.32)
If ∫
T
b(−1)(t, x, j) dx = 0 ∀t ∈ T, j ∈ Z, (9.33)
then (9.32) has a solution g(−2). By (9.31) and (9.25), the average condition (9.33)
becomes
2πω(g
(−1)
0 )t(t, j) +
∫
T
r(−1)(t, x, j) dx = 0. (9.34)
If ∫
T2
r(−1)(t, x, j) dxdt = 0, (9.35)
then we can choose g
(−1)
0 such that (9.34) is satisfied. By (9.29), (9.27) and Remark
9.1, one proves that r(−1) has the form
r(−1) = sgn(j)a + ib− iλ−1, a = even(t), odd(x), b ∈ X, (9.36)
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for some a, b real-valued functions of (t, x), independent of j. We fix
λ−1 :=
1
(2π)2
∫
T2
b(t, x) dxdt, (9.37)
where b in (9.37) is the function b in (9.36), so that (9.35) is satisfied. Note that
λ−1 is a real number. Then we fix
g
(−1)
0 = −
1
2πω
∂−1t
(∫
T
r(−1)(t, x, j) dx
)
,
and (9.34) is satisfied. By (9.36) it follows that g
(−1)
0 is a purely imaginary, odd
function of t, independent of x, j, and therefore
g(−1) = sgn(j)a + ib, a = odd(t), odd(x), b ∈ Y, (9.38)
for some a, b real-valued functions of (t, x), independent of j. Thus (9.33) is satisfied.
We choose
g(−2) = g
(−2)
0 (t, j) + g
(−2)
1 (t, x, j), g
(−2)
1 := −sgn(j)
2
3λ
∂−1x b
(−1), (9.39)
where g
(−2)
0 is free (it will be fixed in the next step), so that (9.32) is satisfied. b
(−1)
is of the form
b(−1) = sgn(j)a + ib, a = even(t), odd(x), b ∈ X,
therefore g
(−2)
1 is of the form
g
(−2)
1 = a+ isgn(j)b, a ∈ X, b = even(t), odd(x),
where a, b denote (different) real-valued functions of (t, x), independent of j.
Elimination of the order −1. — We proceed similarly as in the previous step,
with T (−1)[p(−1)] + T (−2)[p(0)] instead of T (−1)[p(0)]; g(−3) instead of g(−2); etc.
There is no need of leaving g
(−3)
0 (t, j) free, as this is the last step: so we fix
g
(−3)
0 (t, j) := 0, and g
(−3) := g
(−3)
1 . Regarding parities, we obtain coefficients of
the form
r(−2), b(−2) = a+ isgn(j)b, a ∈ Y, b = odd(t), odd(x),
g(−2) = a+ isgn(j)b, a ∈ X, b = even(t), odd(x),
g(−3) = sgn(j)a+ ib, a = odd(t), odd(x), b ∈ Y,
where a, b denote (different) real-valued functions of (t, x), independent of j.
We have found A,D such that R6 := L5A−AD = O(|Dx|−3/2). Let A˜ := PAP,
which is invertible by the same argument as for the first transformation B. By the
equalities L5A = AD +R6 and I = P+ F we get
A˜−1(L˜5 + R˜5)A˜ = D˜ + R˜6, D˜ := PDP = PD = DP, (9.40)
where the remainder
R˜6 := A˜−1{R˜5A˜+ PR6P− PL5FAP} (9.41)
has order O(|Dy|−3/2) and size O(ε). More precisely,
Lemma 9.3. There exist constants σ,C > 0 such that, if u = u¯ε+u˜, with ‖u˜‖s0+σ ≤
Cε2+δ, s0 ≥ 5, δ > 0, then R˜6 :W2 → R2 defined in (9.41) satisfies, for all s ≥ s0,
‖R˜6|Dx|3/2h‖s ≤s ε‖h‖s + ‖u˜‖s+σ‖h‖s0 . (9.42)
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10 Inversion of the restricted linearized operator
Recall that our goal is the restricted inversion problem in Remark 4.5. The diagonal
operator D˜ := DP : W2 → R2, where D is defined in (9.3), has purely imaginary
eigenvalues
D˜[eilt cos(jx)] = i(ωl + µj) eilt cos(jx),
µj := λ3(j + κj
3)1/2 + λ1j
1/2 + λ−1j
−1/2 ∈ R,
(10.1)
with l ∈ Z, j ≥ 2, where we denote λ3 :=
√
m. Let γ = ε5/6 > 0, τ := 3/2, and
assume that ω satisfies the first-order Melnikov non-resonance condition
|ωl + µj | ≥ γ|j|τ ∀l ∈ Z, j ≥ 2, (10.2)
where τ = 3/2. Then D˜ has inverse
D˜−1h(t, x) :=
∑
l∈Z, j≥2
hlje
ilt
i(ωl + µj)
cos(jx), D˜−1 : R2 → W2,
of order O(|Dx|3/2) and size 1/γ, namely
‖|Dx|−3/2D˜−1h‖s ≤ γ−1 ‖h‖s, (10.3)
because |ωl + µj |j3/2 ≥ γ for all l ∈ Z, j ≥ 2.
By (10.3) and (9.42), writing explicitly the constant C(s), we have
‖R˜6D˜−1h‖s = ‖(R˜6|Dx|3/2)(|Dx|−3/2D˜−1)h‖s
≤ C(s)γ−1(ε‖h‖s + ‖u˜‖s+σ‖h‖s0)
≤ 1
2
‖h‖s +C(s)γ−1‖u˜‖s+σ‖h‖s0 ,
where the last inequality holds for ε sufficiently small, namely C(s)ε1/6 ≤ 1/2.
Therefore, by tame Neumann series (see e.g. Lemma B.2 in [7], Appendix B),
(IR2 + R˜6D˜−1) is invertible on Hs ∩R2, where IR2 is the identity map of R2, and
‖(IR2 + R˜6D˜−1)±1h‖s ≤ 2‖h‖s + 4C(s)γ−1‖u˜‖s+σ‖h‖s0 .
As a consequence, D˜ + R˜6 = (IR2 + R˜6D˜−1)D˜ :W2 → R2 is invertible, with
‖(D˜ + R˜6)−1h‖s ≤s γ−1(‖h‖s+τ + γ−1‖u˜‖s+τ+σ‖h‖s0). (10.4)
In sections 5-9 we have conjugated the restricted operator L22 +R (see Remark
4.5) to D˜ + R˜6,
L22 +R = Φ1(D˜ + R˜6)Φ−12 ,
Φ1 := Z˜B˜A˜P˜ S˜M˜A˜, Φ2 := Z˜B˜A˜Q˜S˜M˜A˜.
(10.5)
All these operators have been estimated in the previous sections (they are all bounded,
except S˜, which is of order 1/2). Thus, by composition, we obtain the following re-
sult.
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Theorem 10.1 (Inversion of the restricted linearized operator). There are σ,C > 0
with the following property. Let u = u¯ε + u˜, with u˜ ∈ Hs+σ, ‖u˜‖s0+σ < Cε2+δ,
5 ≤ s0 ≤ s, δ > 0, ε < ε0(s) for some ε0(s) depending on s. Assume that the first
Melnikov conditions (10.2) hold. Then the operator L22+R : W2 → R2 is invertible,
with
‖(L22 +R)−1h‖s ≤s γ−1(‖h‖s+2 + γ−1‖u˜‖s+σ‖h‖s0). (10.6)
By Theorem 10.1 and Lemmata 4.1 and 4.4, we deduce (with a larger σ if nec-
essary)
Corollary 10.2 (Inversion of the linearized operator). Assume the hypotheses of
Theorem 10.1. Then the linearized operator F ′(u) : X × Y → Y ×X is invertible,
with
‖F ′(u)−1h‖s ≤s ε−2(‖h‖s+2 + γ−1‖u˜‖s+σ‖h‖s0).
For u, ω, h depending on the parameters (ε, ξ), using Corollary 10.2 we prove a
tame estimate for F ′(u)−1 also in Lipschitz norms (3.1) (with a larger σ ≥ 6).
Lemma 10.3 (Inversion in Lipschitz norms). Let 5 ≤ s0 ≤ s, u = u¯ε + u˜, where u¯ε
is defined in (4.27) and u˜ = u˜(ε, ξ) is defined for parameters ε ∈ (0, ε0), ξ ∈ G, with
ε0 = ε0(s) < 1, G ⊆ [1, 2]. Let ‖u˜‖Lip(ε)s0+σ < Cε2+δ, δ > 0. Let ω be given by (4.26).
Assume that (10.2) hold for all ξ ∈ G. Then
‖F ′(u)−1h‖Lip(ε)s ≤s ε−2(‖h‖Lip(ε)s+6 + ε−2‖u˜‖Lip(ε)s+σ ‖h‖Lip(ε)s0 ). (10.7)
Proof. Denote Ai the linearized operator F
′(u) when u = ui := u(ξi), ω = ω(ξi),
i = 1, 2, and denote hi := h(ξi). Thus
A−11 h1 −A−12 h2 = A−11 [h1 − h2] +A−11 (A2 −A1)A−12 h2.
A−11 , A
−1
2 satisfy (10.6). The difference A2 −A1 is
(A2 −A1)h = {ω¯2ε2(ξ2 − ξ1) + ω¯3(ξ3/22 − ξ3/21 )}∂th
+
∫ 1
0
N ′′(u1 + ϑ(u2 − u1))[u2 − u1, h] dϑ,
where N (u) is the nonlinear part of F (u). Since ‖u¯ε‖Lip(ε)s ≤s ε, we get
‖(A2 −A1)h‖s
|ξ2 − ξ1| ≤s ε‖h‖s+2 + (‖u˜‖
lip
s+2 + ‖u˜‖lips0+2‖u˜‖
sup
s+2)‖h‖s0+2
≤s ε‖h‖s+2 + ε−1‖u˜‖Lip(ε)s+2 ‖h‖s0+2
≤s ε‖h‖s+2 + ε−1‖u˜‖Lip(ε)s+4 ‖h‖s0 ,
and the thesis follows by composition.
10.1 Dependence of the eigenvalues on the parameters
The constants λ3, λ1, λ−1 in the formula for the eigenvalues µj in (10.1) depend
on the point u = (η, ψ) where the linearization F ′(u) takes place, and on ω. In
particular, λ3 depends only on u by formula (6.4), namely
λ3 = λ3(u) =
√
m =
1
2π
∫ 2π
0
( 1
2π
∫ 2π
0
√
1 + η2x dx
)−3/2
dt. (10.8)
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λ1 depends on u, ω by the following formula (which is obtained using (9.18) and
going back with the changes of variable A, B of section 6 in the integral)
λ1 = λ1(u, ω) = − 1
8π2
√
κλ3(u)
∫
T2
1 + βx
1 + α′(t)
[ωβt + V (1 + βx)]
2dtdx, (10.9)
where V is defined in (3.3), α, β are defined in section 6 and satisfy (6.7). To write
an explicit formula for λ−1 is possible, but more involved and not necessary for
our purposes. Anyway, λ−1 is the space-time-average of a polynomial function of
a14, a29, a31, a32 (and their derivatives), ω, ω
−1, λ3, λ
−1
3 with real coefficients. Hence
this is a polynomial function of a7, . . . , a13 (and their derivatives), ω, ω
−1, λ3, λ
−1
3
and, going back with the changes of variable A, B of section 6 in the integral, one
obtains for λ−1 a similar result as for λ1. Thus we have:
Lemma 10.4. λ3(u), λ1(u, ω), λ−1(u, ω) are C
2 functions of (u, ω) in the domain
‖u‖σ0 < δ, ω ∈ [12 ω¯, 32 ω¯], where σ0 > 0 is a universal constant and δ > 0 depends
only on κ.
As a consequence, if u1, u2 are in the ball ‖ui‖σ0 < δ, i = 1, 2, then |λk(u1) −
λk(u2)| ≤ C‖u1 − u2‖σ0 , k = 3, 1,−1, where C > 0 depends only on κ.
The number σ0 in Lemma 10.4 can be explicitly computed by counting how many
derivatives of u are involved in the transformation procedure of sections 5-9.
For (u, ω) depending on the parameters (ε, ξ), we deduce the following expansion
for λ3, λ1, λ−1:
Lemma 10.5. Let u = u¯ε+u˜, where u¯ε is defined in (4.27) and u˜ = u˜(ε, ξ) is defined
for parameters ε ∈ (0, ε0), ξ ∈ G, with ε0 < 1, G ⊆ [1, 2]. Let ‖u˜‖Lip(ε)σ0 < Cε2+δ,
δ > 0. Let ω be given by (4.26). Then λ3, λ1, λ−1 depend on ξ in a Lipschitz way,
with
λ3 = 1− 3
16
ε2ξ + r3, |r3|Lip(ε) ≤ Cε3, |λ1|Lip(ε) + |λ−1|Lip(ε) ≤ Cε2, (10.10)
where r3 := λ3 − 1 + 316ε2ξ.
Proof. By (4.27),(4.5), η = ε
√
ξ cos(t) cos(x) + O(ε2). Therefore the inequality for
r3 follows easily from formula (10.8). By Lemma 10.4, λ1, λ−1 are functions of (u, ω)
of class C2. Since u = ε
√
ξ v0 + O(ε
2) (v0 is defined in (4.5)) and ω = ω¯ + O(ε
2),
one has
|λi(u, ω) − λi(ε
√
ξ v0, ω¯)|Lip(ε) ≤ Cε2, i = 1,−1
by the mean value theorem and standard analysis for composition of functions. Thus
the inequalities for λ1, λ−1 in (10.10) hold if
λi(ε
√
ξ v0, ω¯) = O(ε
2), i = 1,−1. (10.11)
To prove (10.11), let u = ε
√
ξ v0, ω = ω¯. By (3.3), V = ε
√
ξω¯ sin(t) sin(x) +O(ε2).
By (6.7), α, β = O(ε2). Therefore, by (10.9), we get (10.11) for λ1.
To prove (10.11) for λ−1, we compute the order ε of almost all the coefficients in
sections 5-9, namely: a, c,B, V in section 5; β, α, a1, . . . , a19 in section 6; a25, a27, a28
in section 7; a29, . . . , a32, v2, v4, g3, g5 in section 8; and, in section 9, β, v
(k)
m (with
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k = 1, 0,−1,−2; m = 2, 1, 0), p(0), p(−1), p(−2), f , b(0), b(−1), g(−1), g(−2), and finally
r(−1), which gives λ−1 by (9.37). All these coefficients are functions of the form
c0 + c1ε
√
ξ ψ(t, x) +O(ε2),
where c0, c1 are real constants, and ψ = cos(t) cos(x), or ψ = cos(t) sin(x), or ψ =
sin(t) cos(x), or ψ = sin(t) sin(x). We calculate that the term of order O(1) in λ−1
is zero, while its term of order O(ε) is automatically zero because ψ has zero mean.
The proof of (10.11) is complete.
By (10.10) we deduce that the eigenvalues µj in (10.1) satisfy
|µj − (j + κj3)1/2| ≤ Cε2j3/2. (10.12)
11 Nash-Moser iteration and measure of parameter set
Consider the finite-dimensional subspaces En := {u : u = Πnu}, n ≥ 0, where
Nn := N
χn
0 = (N0)
χn , χ :=
3
2
, N0 := ε
−ρ0 := ε−1/ρ1 , ρ0 :=
1
ρ1
> 0, (11.1)
and Πn are the projectors (Fourier truncation)
Πnu(t, x) :=
∑
|l|+|j|<Nn
uˆlje
i(lt+jx) where u(t, x) =
∑
l,j∈Z
uˆlje
i(lt+jx).
We denote Π⊥n := I − Πn. The classical smoothing properties also hold for the
Lipschitz norms (3.1): for all α, β, s ≥ 0,
‖Πnu‖Lip(ε)s+α ≤ Nαn ‖u‖Lip(ε)s ; ‖Π⊥n u‖Lip(ε)s ≤ N−βn ‖u‖Lip(ε)s+β . (11.2)
Define the following constants:
δ =
1
2
, α0 = 6 + σ, α1 = ρ1 = 9α0,
κ1 = 3(σ + 4 + 2ρ1) + 1, β1 = 3 + σ + α1 +
2
3
κ1 + 4ρ1.
(11.3)
All these constants depend only on σ, where σ ≥ 6 is the loss of regularity in (10.7).
Theorem 11.1 (Nash-Moser iteration). Let s0 ≥ 5. There exists ε0 > 0 such that,
if ε ∈ (0, ε0], then, for all n ≥ 0:
(P1)n (Convergent sequence). There exists a function un = u¯ε + u˜n : Gn ⊆ [1, 2] →
En, ξ 7→ un(ξ) = (ηn(ξ), ψn(ξ)), where u¯ε is defined in (4.27), and u0 := u¯ε,
u˜0 = 0, such that
‖un‖Lip(ε)s0+σ ≤ C∗ε, ‖u˜n‖
Lip(ε)
s0+σ ≤ C∗ε2+δ. (11.4)
The function un has parity un ∈ X × Y . The sets Gn are defined inductively
by: G0 := [1, 2],
Gn+1 :=
{
ξ ∈ Gn : |ωl + µj(un)| > γ
jτ
∀l ∈ Z, j ≥ 2
}
, (11.5)
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where µj(un) = µj(ξ, un(ξ)) are defined in (10.1). The difference hn := un −
un−1 = u˜n − u˜n−1, n ≥ 1 (with h0 := 0) is defined on Gn, and
‖hn‖Lip(ε)s0+σ ≤ C∗ε2+δN−α0n = C∗ε2+δ+
1
9
χn ,
‖F (un)‖Lip(ε)s0 ≤ C∗ε4N−α1n = C∗ε4+χ
n
.
(11.6)
(P2)n (High norms). ‖u˜n‖Lip(ε)s0+β1 ≤ C∗Nκ1n and ‖F (un)‖
Lip(ε)
s0+β1
≤ C∗Nκ1n .
(P3)n (Measure). For all n ≥ 0, the Lebesgue measure of the set Gn \ Gn+1 satisfies
|Gn \ Gn+1| ≤ C∗ε1/18 2−n. (11.7)
In sections 11.1, 11.2 we prove Theorem 11.1.
11.1 Proof of the nonlinear iteration
In this section we prove (P1, 2)n by induction. The proof of (P3)n is in section
11.2. To shorten the notation, in this section we use the following abbreviations:
| |s := ‖ ‖Lip(ε)s , Fn := F (un), Ln := F ′(un), s1 := s0 + β1.
Proof of (P1, 2)0. u0 = u¯ε ∈ E0 if N0 > 5, i.e. for ε sufficiently small. By
Lemma 4.6, the bounds (11.4), (11.6) hold. To satisfy also (P2)0, take C∗ = C∗(s1)
large enough.
Assume that (P1, 2)n hold for some n ≥ 0, and prove (P1, 2)n+1. By (11.4) and
Corollary 10.2, F ′(un) is invertible for all ξ ∈ Gn+1, and the inverse satisfies (10.6),
(10.7). For ξ ∈ Gn+1 we define
un+1 := un + hn+1, hn+1 := −Πn+1F ′(un)−1F (un). (11.8)
Let
Q(un, h) := F (un + h)− F (un)− F ′(un)h, Qn := Q(un, hn+1). (11.9)
By the definitions (11.8),(11.9), and splitting Πn+1 = I −Π⊥n+1,
F (un+1) = F (un) + F
′(un)hn+1 +Qn = Rn +Qn,
Rn := F
′(un)Π
⊥
n+1F
′(un)
−1F (un).
(11.10)
Estimate of Qn. For all h ∈ En+1, by (11.2) with α = 2,
|Q(un, h)|s ≤s |h|s+2|h|s0+2 + |u˜n|s+2|h|2s0+2,
|Q(un, h)|s0 ≤s0 N4n+1|h|2s0 .
(11.11)
By the definition (11.8) of hn+1, (10.7) and (11.2) with α = σ, α = 6,
|hn+1|s1 ≤s1 ε−2Nσn+1
(|Fn|s1 + ε−2|u˜n|s1 |Fn|s0),
|hn+1|s0 ≤s0 ε−2N6n+1|Fn|s0 .
(11.12)
Then Qn in (11.9) satisfies
|Qn|s1 ≤s1 ε−4Nσ+10n+1 |Fn|s0(|Fn|s1 + ε−2|u˜n|s1 |Fn|s0),
|Qn|s0 ≤s0 ε−4N16n+1|Fn|2s0 .
(11.13)
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Estimate of Rn. The linearized operator Ln = F
′(un) satisfies
|Lnh|s ≤s |h|s+2 + |u˜n|s+2|h|s0+2, |Lnh|s0 ≤s0 |h|s0+2 ∀h. (11.14)
Then, by (11.2) with β = β1 − 2− σ and (10.7),
|Rn|s0 ≤s0 |Π⊥n+1L−1n Fn|s0+2 ≤s0 N−βn+1|L−1n Fn|s0+2+β
≤s1 ε−2N−β1+2+σn+1 (|Fn|s1 + ε−2|u˜n|s1 |Fn|s0). (11.15)
For the high norm, since Π⊥n+1 = I − Πn+1, we split Rn = Fn − LnΠn+1L−1n Fn. By
(11.14) and (11.2) with α = 2 + σ, α = 2,
|LnΠn+1L−1n Fn|s1 ≤s1 |Πn+1L−1n Fn|s1+2 + |u˜n|s1+2|Πn+1L−1n Fn|s0+2
≤s1 N2+σn+1 |L−1n Fn|s1−σ +N2n|u˜n|s1N2n+1|L−1n Fn|s0
≤s1 N2+σn+1 ε−2(|Fn|s1−σ+6 + ε−2|u˜n|s1 |Fn|s0)
+N4n+1|u˜n|s1ε−2|Fn|s0+2
≤s1 ε−2N4+σn+1 (|Fn|s1 + ε−2|u˜n|s1 |Fn|s0). (11.16)
In the last inequality we have used the interpolation estimate
|u˜n|s1 |Fn|s0+2 ≤ |u˜n|s1+2|Fn|s0 + |u˜n|s0+2|Fn|s1
and then (11.2) with α = 2 for u˜n ∈ En.
Estimate of Fn+1. Since Fn+1 = Rn +Qn, by (11.16),(11.13),
|Fn+1|s1 ≤s1 ε−2Nσ+4n+1 {1 + ε−2N6n+1|Fn|s0}
(|Fn|s1 + ε−2|u˜n|s1 |Fn|s0)
≤s1 ε−2Nσ+4n+1 (|Fn|s1 + ε−2|u˜n|s1 |Fn|s0). (11.17)
Note that ε−2N6n+1|Fn|s0 ≤ 1 for ε sufficiently small, because α1 > 6χ. Also, by
(11.15), (11.13),
|Fn+1|s0 ≤s1 ε−2N−β1+2+σn+1 (|Fn|s1 + ε−2|u˜n|s1 |Fn|s0) + ε−4N16n+1|Fn|2s0 . (11.18)
Estimate of u˜n+1. By (11.12), and using that u˜n+1 = u˜n + hn+1, ε
−2|Fn|s0 ≤ 1,
we get
|u˜n+1|s1 ≤s1 ε−2Nσn+1(|u˜n|s1 + |Fn|s1). (11.19)
Let Bn := |u˜n|s1 + |Fn|s1 . From (11.17),(11.19), using that ε−2|Fn|s0 ≤ 1, we get
Bn+1 ≤ Cε−2Nσ+4n+1Bn ≤ CNσ+4+2ρ1n+1 Bn ∀n ≥ 0,
for some C = C(s1) independent of n, because ε
−2 = N2ρ10 < N
2ρ1
n+1. Hence, by
induction, Bn ≤ C ′Nκ1n for all n ≥ 0, for some C ′, because κ1 > 3(σ + 4 + 2ρ1).
Thus (P2)n+1 is proved.
Proof of (P1)n+1. Using (11.18), (11.6), (P2)n,
|Fn+1|s0 ≤ C1{ε−2N−β1+2+σn+1 C∗Nκ1n + ε−4N16n+1(C∗ε4N−α1n )2}, (11.20)
for some C1 = C1(s1). The right-hand side term of (11.20) is ≤ C∗ε4N−α1n+1 if
2C1ε
−6N−β1+2+σ+α1n+1 N
κ1
n ≤ 1, 2C1C∗N16+α1n+1 N−2α1n ≤ 1 ∀n ≥ 0. (11.21)
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Recalling (11.1),(11.3), the inequalities in (11.21) hold taking ε small enough. This
gives |Fn+1|s0 ≤ C∗ε4N−α1n+1 . The bound (11.6) for hn+1 follows by (11.2) (with
α = σ), (11.12), and the bound (11.6) for Fn, using (11.3), and taking ε small
enough.
Finally, using (11.6), the bound (11.4) for u˜n+1 holds because u˜n+1 = h1+ . . .+
hn+1 and
∑∞
k=1N
−α0
k < 1 for ε small. The proof of (P1, 2)n is concluded.
11.2 Measure estimates
In this section we prove (P3)n for all n ≥ 0. Let us estimate [1, 2] \ G1 first. For
l ∈ Z, j ≥ 2, define
Alj := {ξ ∈ [1, 2] : |ωl + µj| < γj−τ}
where γ := ε5/6 and the eigenvalues µj = µj(u0). If Alj 6= ∅, then there exists
ξ ∈ [1, 2] for which
−µj
ω
− γ
ωjτ
< l < −µj
ω
+
γ
ωjτ
(where µj, ω depend on ξ). By the inequality |ω−1− ω¯−1| ≤ Cε2, and using (10.12),
we deduce that µjω
−1 = (j + κj3)1/2ω¯−1 +O(ε2j3/2), and
− (j + κj
3)1/2
ω¯
− Cε2j3/2 − 2γ
ω¯jτ
< l < −(j + κj
3)1/2
ω¯
+ Cε2j3/2 +
2γ
ω¯jτ
(11.22)
because ω > ω¯/2 for ε sufficiently small. Note that all the terms in the inequality
(11.22) are independent of ξ. As a consequence, for each fixed j ≥ 2,
♯{l ∈ Z : Alj 6= ∅} < Cε2j3/2 + 2 (11.23)
for ε sufficiently small, simply because the number of integers in an interval (a, b) is
< b− a+ 1.
Now we study the variation of the eigenvalues with respect to the parameter ξ.
By (11.22),
l = −(j + κj
3)1/2
ω¯
+O(ε2j3/2) +O(γj−τ ). (11.24)
Let flj(ξ) := ωl + µj, where the dependence on ξ of the eigenvalue is put into
evidence. Replacing l by (11.24), and using (10.1), (10.10),
flj(ξ2)− flj(ξ1)
ξ2 − ξ1 =
(
ε2ω¯2 + ε
3ω¯3
ξ
3/2
2 − ξ3/21
ξ2 − ξ1
)
l
+
(
− 3
16
ε2 +
r3(ξ2)− r3(ξ1)
ξ2 − ξ1
)
(j + κj3)1/2
+
λ1(ξ2)− λ1(ξ1)
ξ2 − ξ1 j
1/2 +
λ−1(ξ2)− λ−1(ξ1)
ξ2 − ξ1 j
−1/2
= ε2
(
− 3
16
− ω¯2
ω¯
+O(ε)
)
(j + κj3)1/2 +O(ε2j1/2).
Now − 316− ω¯2ω¯ is nonzero for all κ ≥ 0 (using (4.24), one can check that | 316+ ω¯2ω¯ | ≥ 2
for all κ ≥ 0). Hence
|flj(ξ2)− flj(ξ1)| ≥ ε2cj3/2|ξ2 − ξ1| ∀j ≥ C, (11.25)
where C, c > 0 are constants depending only on κ.
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Remark 11.2. For 2 ≤ j < C one could impose a finite list of inequalities for κ,
and obtain, as a consequence, that (11.25) holds for all j ≥ 2. However, there is
no need of doing in that way: using the cut-off (11.27) below, the low frequencies
j < C have not to be studied if ε is small enough.
By (11.25), the measure of the set Alj is
|Alj | ≤ 2γ
jτ
1
ε2cj3/2
=
Cγε−2
jτ+(3/2)
. (11.26)
We impose a Diophantine condition on the surface tension coefficient κ: we assume
(2.6), namely
|ω¯l + (j + κj3)1/2| = |√1 + κ l +
√
j + κj3| > γ∗
jτ∗
∀l ∈ Z, j ≥ 2,
for some constant γ∗ ∈ (0, 1/2), where we fix τ∗ = 3/2. By (2.6), if Alj 6= ∅, then
γ
jτ
> |ωl + µj| ≥ |ω¯l + (j + κj3)1/2| − Cε2j3/2 > γ∗
jτ∗
− Cε2j3/2
for some C ≥ 1, whence Cε2j3/2 > γ∗j−τ∗ − γj−τ ≥ γ∗j−τ∗/2 if γ ≤ γ∗/2 (i.e. ε
small enough) and τ ≥ τ∗ (we have fixed τ = τ∗ = 3/2). Thus we have found the
following “cut-off”: Alj can be nonempty only for
j >
( γ∗
2Cε2
) 1
τ∗+(3/2) =: C0ε
−α, α :=
2
τ∗ + (3/2)
=
2
3
. (11.27)
Thus, by (11.23), (11.26),∣∣∣ ⋃
l∈Z, j≥2
Alj
∣∣∣ ≤ ∑
j>C0ε−α
(Cε2j3/2 + 2)
Cγε−2
jτ+(3/2)
(11.28)
≤ Cγ
∑
j>C0ε−α
1
jτ
+ Cγε−2
∑
j>C0ε−α
1
jτ+(3/2)
≤ Cγ(ε−α)−τ+1 + Cγε−2(ε−α)−τ− 12 ≤ Cε1/18.
We have proved that [1, 2] \ G1 has Lebesgue measure ≤ Cε1/18, which is (11.7) for
n = 0.
Remark 11.3. The condition (2.6) allows to get a positive measure estimates even
if γ = ε5/6 ≫ ε. The advantage of imposing (2.6) is that, regarding size, D−1R =
O(εγ−1) = O(ε1/6)≪ 1, so that D +R can be inverted simply by Neumann series.
Without (2.6), in the sum (11.28) the cut-off j > Cε−2/3 disappears, and the
second sum becomes ≤ Cγε−2. Therefore, to get a parameter set of asymptotically
full measure, it should be γ = o(ε2) as ε→ 0. But then D−1R = O(γ−1)R is small
only if R = o(γ). This means that one has to expand R = εR1 + ε2R2 + o(ε2),
to calculate the precise formula of R1,R2, to invert D + εR1 + ε2R2 in a non-
perturbative way, and then to invert D +R as a perturbation of D + εR1 + ε2R2.
This means, in fact, that one has to calculate the normal form of order 2.
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Remark 11.4. We could also fix γ to be independent of ε, taking a larger value of τ .
However, the larger is τ , the larger is the number of steps we have to make in Section
9 to reach a sufficiently regularizing remainder R (it should be R = O(|Dx|−τ ) to
obtain RD−1 bounded in Section 10). Hence it is convenient to keep τ as lowest as
possible, but still sufficiently large to get a positive measure set of parameters.
Now we prove (11.7) for n ≥ 1. Let Jn := ε−11/184n. Let An+1lj := {ξ ∈ Gn :
|ωl+ µj(un)| < γj−τ}. For j > Jn we follow exactly the same argument above, and
we find ∣∣∣ ⋃
l∈Z, j>Jn
An+1lj
∣∣∣ ≤ ∑
j>Jn
(Cε2j3/2 + 2)
Cγε−2
j3
≤ Cγ
∑
j>Jn
1
j3/2
+ Cγε−2
∑
j>Jn
1
j3
≤ CγJ−1/2n + Cγε−2J−2n ≤ Cε1/18 2−n.
For j ≤ Jn we use Lemma 10.4, (11.6), the Lipschitz estimate
|µj(un)− µj(un−1)| ≤ C‖un − un−1‖σ0j3/2 = C‖hn‖σ0j3/2 ≤ Cε2+δ+
1
9
χnj3/2
and the triangular inequality to deduce that, if ξ ∈ Gn, then
|ωl + µj(un)| ≥ |ωl + µj(un−1)| − |µj(un)− µj(un−1)| ≥ γj−τ − Cε2+δ+ 19χnj3/2.
On the other hand, if ξ ∈ An+1lj , then |ωl + µj(un)| < γj−τ , and therefore flj(ξ) :=
ωl+µj(un) is in a region of Lebesgue measure ≤ Cε2+δ+(1/9)χnj3/2. Thus we follow
the same argument as above, but with Cε2+δ+(1/9)χ
n
j3/2 instead of 2γj−τ . We get∣∣∣ ⋃
l∈Z, j≤Jn
An+1lj
∣∣∣ ≤ ∑
j≤Jn
(Cε2j3/2 + 2)Cε2+δ+
1
9
χnj3/2
1
cε2j3/2
≤ Cε2+δ+ 19χnJ5/2n + Cεδ+
1
9
χnJn,
which is ≤ Cε1/18 2−n because 2 + δ + 19χ− 52 1118 ≥ 118 and δ + 19χ− 1118 ≥ 118 . (P3)n
is proved.
Proof of Theorem 2.4 concluded. Theorem 11.1 implies that the sequence
un is well-defined for ξ ∈ G∞ := ∩n≥0 Gn ⊂ [1, 2]. By (11.7), the set G∞ has positive
Lebesgue measure |G∞| ≥ 1 − Cε1/18, asymptotically full |G∞| → 1 as ε → 0. By
(11.6), un is a Cauchy sequence in ‖ ‖s0+σ, and therefore it converges to a limit u∞
in Hs0+σ(T2). By (11.6), for all ξ ∈ G∞, u∞ is a solution of F (u∞, ω) = 0, with
‖u∞ − u¯ε‖s0+σ ≤ Cε2+δ, where ω = ω(ξ) is given by (4.26). Renaming u := u∞,
Gε := G∞, the proof of Theorem 2.4 is complete.
Proof of Lemma 2.3. Let κ0 > 0, τ∗ > 1. Let γ∗ ∈ (0, 1/2), l ∈ Z, j ≥ 2, and
define
Al,j(γ∗) :=
{
κ ∈ [0, κ0] : |flj(κ)| ≤ γ∗
jτ∗
}
, flj(κ) := l +
√
j + κj3√
1 + κ
.
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If Alj(γ∗) 6= ∅, then |l| < Cj3/2 for some constant C > 0 depending on κ0 and
independent of τ∗, γ∗, l, j. Therefore for each j there are at most Cj
3/2 indices l
such that Alj(γ∗) 6= ∅. Moreover the derivative of flj(κ) with respect to κ is
f ′lj(κ) =
j3 − j
2
√
j + κj3(1 + κ)3/2
≥ j
3 − j
2
√
j + κ0j3(1 + κ0)3/2
≥ cj3/2
for some c > 0 (depending on κ0 and independent of τ∗, γ∗, l, j). Hence the Lebesgue
measure of Alj(γ∗) is
|Alj(γ∗)| ≤ 2γ∗
jτ∗
1
cj3/2
=
Cγ∗
jτ∗+(3/2)
for some C > 0. Since τ∗ > 1,∣∣∣ ⋃
l∈Z, j≥2
Alj(γ∗)
∣∣∣ ≤∑
j≥2
Cγ∗
jτ∗+(3/2)
j3/2 ≤ Cγ∗
for some C depending on κ0, τ∗. As a consequence, the set K˜(γ∗) := {κ ∈ [0, κ0] :
|flj(κ)| > γ∗j−τ∗} has Lebesgue measure |K˜(γ∗)| ≥ κ0 − Cγ∗. Therefore K˜ :=⋃
γ∗∈(0,1/2)
K˜(γ∗) has full measure |K˜| = κ0. Finally note that K˜ ⊂ K ⊂ [0, κ0]. The
proof of Lemma 2.3 is complete.
12 Pseudo-differential operators in the class S01/2,1/2
In this section we prove some results on pseudo-differential operators in the class
S01/2,1/2 on the 1-dimensional torus that are used in our existence proof for the water
waves problem. These results also hold for a more general class of Fourier integral
operators. In Sections 12.1-12.3 we prove the invertibility, composition formulae and
tame estimates for operators depending on the space variable x ∈ T only, then in
section 12.4 we explain how to include the dependence on the time variable t ∈ T.
12.1 Invertibility
We consider Fourier integral operators that change eikx into eiφ(x,k) for some phase
function φ. Namely, let L > 0 and let f : R→ R be a C∞ function with
f(0) = 0, ‖f ′‖L∞ ≤ L, (12.1)
so that |f(ξ) − f(η)| ≤ L|ξ − η| and |f(ξ)| ≤ L|ξ| for all ξ, η ∈ R. Let β(x) be a
real-valued periodic function and let
φ(x, ξ) := ξx+ f(ξ)β(x), x, ξ ∈ R.
Denote
wξ(x) := e
iφ(x,ξ), eξ(x) := e
iξx, x, ξ ∈ R.
When ξ = k is an integer, both ek and wk are 2π-periodic functions of x. We define
the operator A by setting Aeξ = wξ for ξ ∈ R. Thus
Ag(x) =
∫
R
gˆ(ξ)wξ(x) dξ, g(x) =
∫
R
gˆ(ξ) eξ(x) dξ (12.2)
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for functions g : R→ C, where gˆ is the Fourier transform of g on the real line, and,
on the torus,
Au(x) =
∑
k∈Z
uˆk wk(x), u(x) =
∑
k∈Z
uˆk ek(x) (12.3)
for periodic functions u : T→ C, where uˆk are the Fourier coefficients of u.
Adjoint operators. Quantitative estimates for A and its inverse are the goal of
this section. To obtain these bounds, we shall study A∗A and AA∗.
Consider the scalar product of L2(T) and that one of L2(R),
(u, v)L2(T) =
∫
T
u(x) v(x) dx, (g, h)L2(R) =
∫
R
g(x)h(x) dx,
where u, v ∈ L2(T) and g, h ∈ L2(R). Denote A∗T, A∗R the adjoint of A with respect
to the scalar product of L2(T) and L2(R) respectively, namely
A∗Tu(x) =
∑
k∈Z
(u,wk)L2(T) ek(x), x ∈ T,
and
A∗Rg(x) =
∫
R
(g,wξ)L2(R) eξ(x) dξ, x ∈ R.
Hence
A∗TAu(x) =
∑
k∈Z
(Au,wk)L2(T) ek(x) =
∑
k,j∈Z
(wj , wk)L2(T) uˆj ek(x) ,
namely the operatorM := A∗TA is represented by the matrix (M
j
k)k,j∈Z with respect
to the exponentials basis {ek}k∈Z, where
M jk := (wj , wk)L2(T) , k, j ∈ Z. (12.4)
On the other hand,
AA∗T u(x) =
∑
k∈Z
(u,wk)L2(T) wk(x) . (12.5)
We shall see that, to prove the invertibility of AA∗T, instead of writing a matrix
representation like M above, it is convenient to study
AA∗R g(x) =
∫
R
(g,wξ)L2(R) wξ(x) dξ , x ∈ R (12.6)
and pass from the real line to the torus in a further step.
Let us begin with estimates on A∗TA. Notation: Sobolev norms on the torus are
denoted by
‖u‖s = ‖u‖Hs(T), ‖u‖0 = ‖u‖L2(T);
other norms are indicated explicitly.
Lemma 12.1 (Estimates for A∗TA). There exist universal constants C, δ > 0, with
Cδ < 1/4, with the following properties.
(i) If L‖β‖3 ≤ δ, then M = A∗TA : L2(T) → L2(T) is bounded and invertible,
with
‖(M − I)u‖0 + ‖(M−1 − I)u‖0 ≤ CL‖β‖3‖u‖0. (12.7)
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As a consequence, for δ is small enough,
‖Mu‖0 ≤ 2‖u‖0 , ‖M−1u‖0 ≤ 2‖u‖0 .
(ii) Let s ≥ 1. If L‖β‖3 ≤ δ and β ∈ Hs+2(T), then both M and M−1 are bounded
and invertible from Hs(T) onto Hs(T), with
‖(M − I)u‖s + ‖(M−1 − I)u‖s ≤ CL‖β‖3‖u‖s + C(s)L‖β‖s+2‖u‖1 (12.8)
where C is the universal constant of part (i), and C(s) > 0 depends only on s. As
a consequence,
‖Mu‖s , ‖M−1u‖s ≤ 2‖u‖s + C(s)L‖β‖s+2‖u‖1 . (12.9)
Proof. (i) Fix a universal constant δ0 > 0 such that if ‖u‖3 ≤ δ0, then ‖u′‖L∞ ≤ 1/2
and ‖u‖2 ≤ 1. Thus we can assume that L‖β′‖L∞ ≤ 1/2 and L‖β‖2 ≤ 1.
Using the notation (12.4), on the diagonal j = k, one has
Mkk = (wk, wk)L2(T) = 2π
because wk = w
−1
k . For j 6= k,
M jk =
∫ 2π
0
eiω(x+p(x)) dx , ω := j − k, p(x) := f(j)− f(k)
j − k β(x) .
By (12.1), |p′(x)| ≤ L|β′(x)| ≤ 1/2 for all x, and ‖p‖s ≤ L‖β‖s for every s ≥ 0. In
particular, ‖p‖2 ≤ 1. By Lemma 13.6,
|M jk | ≤
C(α)L‖β‖α+1
|k − j|α . (12.10)
Split M = I + R, where I is the identity map and Rjk = M
j
k for k 6= j and Rkk = 0.
By Ho¨lder’s inequality and (12.10) applied with α = 2,
‖Ru‖20 =
∑
k
∣∣∣∑
j 6=k
M jk uˆj
∣∣∣2 ≤∑
k
(∑
j 6=k
|M jk ||uˆj |
)2
≤
∑
k
(∑
j 6=k
CL‖β‖3
|k − j|
|uˆj |
|k − j|
)2
≤
∑
k
(∑
j 6=k
C2L2‖β‖23
|k − j|2
)(∑
j 6=k
|uˆj|2
|k − j|2
)
= C2L2‖β‖23 C2
∑
j
(∑
k 6=j
1
|k − j|2
)
|uj |2
≤ C2L2 C22 ‖β‖23 ‖u‖20 (12.11)
where C2 =
∑
k 6=0 |k|−2 < ∞. Thus ‖Ru‖0 ≤ C0L‖β‖3 ‖u‖0 for some universal
constant C0 > 0. This is the desired estimate (12.7) for R = M − I. By Neumann
series, if C0L‖β‖3 ≤ 1/2, then M : L2(T)→ L2(T) is invertible, with
‖(M−1 − I)u‖0 ≤
∞∑
n=1
‖Rnu‖0 ≤ 2C0L‖β‖3 ‖u‖0 .
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(ii) For s ≥ 1, k ∈ Z, split Zk := Z \ {k} into two components,
Zk = A ∪B, A = {j ∈ Zk : 〈k〉s ≤ 2〈j〉s}, B = Zk \A,
and write
‖Ru‖2s ≤
∑
k
∣∣∣∑
j 6=k
M jk uˆj
∣∣∣2〈k〉2s ≤ 2(SA + SB),
where
SA =
∑
k
(∑
j∈A
|M jk ||uˆj |〈k〉s
)2
and similarly SB. For SA we use estimate (12.10) with α = 2,
SA ≤
∑
k
(∑
j∈A
CL‖β‖3
|k − j|2 |uˆj | 2〈j〉
s
)2
,
then repeat the same calculations as (12.11) with |uˆj |〈j〉s instead of |uˆj|, whence
SA ≤ (CL‖β‖3‖u‖s)2
where C is a universal constant. The estimate for SB is similar, applying (12.10)
with α = s+ 1 and noticing that 〈k〉 ≤ cs|k − j| for j ∈ B, we obtain
SB ≤
∑
k
(∑
j∈B
C(s+ 1)L‖β‖s+2
|k − j|s+1 |uˆj| c
s
s|k − j|s
)2
≤ C(s)
∑
k
(∑
j∈B
L‖β‖s+2
|k − j| |uˆj | 〈j〉
1
〈j〉
)2
≤ C(s)
∑
k
(∑
j∈B
L2‖β‖2s+2
|k − j|2 |uˆj |
2 〈j〉2
)(∑
j∈B
1
〈j〉2
)
≤ C(s)L2‖β‖2α+2‖u‖21. (12.12)
This yields
‖Ru‖s ≤ C1L‖β‖3‖u‖s +C(s)L‖β‖s+2‖u‖1 , ‖Ru‖1 ≤ C1L‖β‖3‖u‖1
where C1 is a universal constant and C(s) depends on s. Hence Mu ∈ Hs(T) for all
u ∈ Hs(T) together with the estimate forM−I given by (12.8). Now, by induction,
‖Rnu‖s ≤ (C1L‖β‖3)n‖u‖s + n(C1L‖β‖3)n−1C(s)L‖β‖s+2‖u‖1 ∀n ≥ 1,
and the desired estimate (12.8) for M−1 − I follows from Neumann series.
As an immediate corollary of the operator norm estimate for A∗TA, we have a
bound for A:
Lemma 12.2 (L2-bound for A). Let δ be the universal constant of Lemma 12.1. If
L‖β‖3 ≤ δ, then both A and A∗T : L2(T)→ L2(T) are bounded, with
‖Au‖0 ≤ 2‖u‖0 , ‖A∗Tu‖0 ≤ 2‖u‖0 ∀u ∈ L2(T).
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Now we consider an operator E with the same phase φ(x, ξ) as A and, in addition,
an amplitude a(x, ξ), namely
E : eξ 7→ qξ, qξ(x) := a(x, ξ)wξ(x),
where a(x, ξ) is a 2π-periodic function of x for every ξ ∈ R (or, at least, for every
ξ = k ∈ Z). If u(x) is a periodic function with Fourier coefficients uˆk, then
Eu(x) =
∑
k∈Z
uˆkqk(x) =
∑
k∈Z
uˆka(x, k)wk(x).
Analogous definition for functions g on the real line.
Remark 12.3. The adjoint operator E∗T of E with respect to the L
2-scalar product
on the torus is
E∗Tu(x) =
∑
k∈Z
(u, qk)L2(T) ek(x), x ∈ T,
therefore
E∗TEu(x) =
∑
k∈Z
(Eu, qk)L2(T) ek(x) =
∑
k,j∈Z
(qj, qk)L2(T) uˆj ek(x) ,
namely the operator G := E∗TE is represented by the matrix (G
j
k)k,j∈Z with respect
to the exponentials basis {ek}k∈Z, where
Gjk := (qj, qk)L2(T) , k, j ∈ Z.
Lemma 12.4 (L2-bound with amplitude). Let δ be the universal constant of Lemma
12.1, and let L‖β‖3 ≤ δ. Let
σ, τ,K ∈ R, σ > 1, τ,K ≥ 0.
If a(· , k) ∈ Hσ(T) for all k ∈ Z, with
‖a(· , k)‖σ ≤ K〈k〉τ ∀k ∈ Z,
then E : Hτ (T)→ L2(T) is bounded, with
‖Eu‖0 ≤ 2CσK‖u‖τ ∀u ∈ Hτ (T),
where Cσ :=
∑
j∈Z〈j〉−σ <∞.
Proof. Develop a(x, k) in Fourier series in x, a(x, k) =
∑
j∈Z aˆj(k) ej(x), with |aˆj(k)|〈j〉σ
≤ K〈k〉τ . Write Eu as
Eu(x) =
∑
k
uˆk
(∑
j
aˆj(k) ej(x)
)
wk(x) =
∑
j
(AFju)(x) ej(x) (12.13)
where Fj is the Fourier multiplier Fj : ek 7→ aˆj(k) ek, satisfying
‖Fju‖20 =
∑
k
|uˆk|2|aˆj(k)|2 ≤
∑
k
|uˆk|2K
2〈k〉2τ
〈j〉2σ =
K2
〈j〉2σ ‖u‖
2
τ .
Remembering ‖Au‖0 ≤ 2‖u‖0 (see Lemma 12.2), we obtain
‖Eu‖0 ≤
∑
j
‖(AFju)ej‖0 ≤
∑
j
‖AFju‖0 ≤ 2
∑
j
‖Fju‖0 ≤ 2KCσ‖u‖τ
where Cσ =
∑
j〈j〉−σ .
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Now go back to the study of A : ek 7→ wk.
Lemma 12.5 (Sobolev bounds). Let L‖β‖3 ≤ δ, where δ ≤ 1/2 is the universal
constant of the previous lemmas. Let α ≥ 1 be an integer. If β ∈ Hα+2(T), then A
and A∗T : H
α(T)→ Hα(T) are bounded, with
‖Au‖α + ‖A∗T u‖α ≤ C(α)
(
‖u‖α + L‖β‖α+2‖u‖1
)
for some constant C(α) > 0.
Proof. Let us prove the estimate for A first. Since we already proved that ‖Au‖0 ≤
2‖u‖0 ≤ 2‖u‖α and since ‖Au‖α ≤ C(α)(‖Au‖0 + ‖∂αxAu‖0), it is sufficient to
estimate the L2-norm of ∂αxAu.
The derivatives of wk(x) = e
iφ(x,k) satisfy ∂αx (e
iφ(x,k)) = Pα(x, k) e
iφ(x,k) with
Pα(x, k) =
α∑
n=1
∑
ν∈Sα,n
C(ν) (∂ν1x φ)(x, k) · · · (∂νnx φ)(x, k) , (12.14)
where ν = (ν1, . . . , νn) ∈ Sα,n means 1 ≤ ν1 ≤ . . . ≤ νn and ν1 + . . . + νn = α.
Therefore
∂αxAu(x) =
∑
k∈Z
uˆk Pα(x, k)wk(x) =
α∑
n=1
∑
ν∈Sα,n
C(ν)Eνu(x),
where
Eνu(x) :=
∑
k∈Z
uˆk aν(x, k)wk(x), aν(x, k) := (∂
ν1
x φ)(x, k) · · · (∂νnx φ)(x, k).
Write φ as
φ(x, k) = k h(x, k), h(x, k) = x+
f(k)
k
β(x), k 6= 0.
Since νi ≥ 1, one may write ‖∂νix φ(· , k)‖2 ≤ |k| ‖h′‖νi+1 (h′ = ∂xh). Therefore
‖aν(· , k)‖2 ≤ |k|nCn−1‖h′‖ν1+1 · · · ‖h′‖νn+1
where C is the algebra constant of H2(T) so that ‖uv‖2 ≤ C‖u‖2‖v‖2. By Lemma
12.4 (here σ = 2)
‖Eνu‖0 ≤ C(α) ‖h′‖ν1+1 · · · ‖h′‖νn+1 ‖u‖n
for some constant C(α) depending on α. By interpolation in Sobolev class, since
1 ≤ n ≤ α,
‖h′‖νi+1 ≤ 2 ‖h′‖ϑi2 ‖h′‖1−ϑiα+1 , ‖u‖n ≤ 2 ‖u‖ϑ01 ‖u‖1−ϑ0α ,
with ϑ0, ϑi ∈ [0, 1], i = 1, . . . , n, and
νi + 1 = 2ϑi + (α+ 1)(1 − ϑi), n = 1ϑ0 + α(1 − ϑ0).
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Hence
n∏
i=1
‖h′‖νi+1‖u‖n ≤ 2n+1‖h′‖ϑ1+...+ϑn2 ‖h′‖n−(ϑ1+...+ϑn)α+1 ‖u‖ϑ01 ‖u‖1−ϑ0α .
Since ν1 + . . .+ νn = α,
ϑ0 + ϑ1 + . . .+ ϑn = n, (ϑ1 + . . . + ϑn) = (n− 1) + (1− ϑ0),
and
n∏
i=1
‖h′‖νi+1‖u‖n ≤ 2n+1‖h′‖n−12
(‖h′‖2‖u‖α)1−ϑ0(‖h′‖α+1‖u‖1)ϑ0
≤ 2n+1‖h′‖n−12
(
‖h′‖2‖u‖α + ‖h′‖α+1‖u‖1
)
.
By assumption, L‖β‖3 ≤ δ ≤ 1, and, by (12.1), |f(ξ)| ≤ L|ξ| for all ξ, therefore
‖h′‖2 = ‖1 + f(k)k−1β′‖2 ≤ 1 + L‖β‖3 ≤ 2, ‖h′‖α+1 ≤ 1 + L‖β‖α+2,
and
‖Eνu‖0 ≤ C(α)
(
‖u‖α + (1 + L‖β‖α+2)‖u‖1
)
≤ C(α)
(
‖u‖α + L‖β‖α+2‖u‖1
)
.
Taking the sum over n = 1, . . . , α, ν ∈ Sα,n, gives the desired estimate for the
L2-norm of ∂αxAu, which completes the proof of the estimate for A.
Now we prove the same estimate for A∗T. Remember that
A∗Tu(x) =
∑
k∈Z
(∫
T
u(y) e−iφ(y,k) dy
)
eikx .
Write −φ(y, k) as
−φ(y, k) = (−k)(y + p(y, k)), p(y, k) = f(k)
k
β(y).
Using Lemma 13.6 together with the notations introduced in its proof, with ω = −k,
∂αx (A
∗
Tu)(x) =
∑
k∈Z
( ∫
T
u(y) e−iφ(y,k) dy
)
(ik)α eikx
=
∑
k∈Z
( iα
(−k)α
∫
T
Qα(y) e
−iφ(y,k) dy
)
(ik)α eikx
=
∑
k∈Z
( ∫
T
Qα(y) e
−iφ(y,k) dy
)
eikx
=
α∑
n=0
∑
k∈Z
(∫
T
(∂ny u)(y)Q
(n)
α (y, k) e
−iφ(y,k) dy
)
eikx
=
α∑
n=0
E∗n (∂
n
xu)(x)
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where E∗n is the L
2(T)-adjoint operator of the fio En having phase φ and amplitude
an,
Env(x) :=
∑
k∈Z
vˆk an(x, k) e
iφ(x,k) ,
an(x, k) := Q
(n)
α (x, k) =
1
(h′)2α
∑
ν∈Vα,n
C(ν)(∂ν1h)(x, k) . . . (∂ναh)(x, k),
and ν ∈ Vα,n means
ν = (ν1, . . . , να) ∈ Zα, νi ≥ 1, ν1 + . . .+ να = 2α − n.
Here, as above, h′(x, k) = 1 + f(k)k−1β′(x) so 1/h′ − 1 = F (β′) for some smooth
function F vanishing at the origin and hence ‖1/h′‖2 ≤ 2, provided that ‖β‖3 is
small enough. Then, with similar calculations as above, one proves that
‖an(· , k)‖2 ≤ C(α)
∑
ν∈Vα,n
‖h′‖ν1+1 . . . ‖h′‖να+1 .
Therefore, by Lemma 12.4, the operator norm ‖En‖0,0 := sup{‖Enu‖0 : ‖u‖0 = 1}
satisfies
‖En‖0,0 ≤ C(α)
∑
ν∈Vα,n
‖h′‖ν1+1 . . . ‖h′‖να+1 .
Since ‖E∗n‖0,0 = ‖En‖0,0,
‖E∗n ∂nxu‖0 ≤ C(α)
∑
ν∈Vα,n
‖h′‖ν1+1 . . . ‖h′‖να+1 ‖u‖n
and we conclude the proof using the interpolation like above and summing for n =
0, . . . , α.
We have proved that A∗TA is invertible, therefore A
∗
T is surjective and A is injec-
tive. To prove that A is invertible, we need the invertibility of AA∗T. We prove it by
studying AA∗R.
Recall that we consider a phase function φ(x, ξ) = xξ + f(ξ)β(x) where β(x) is
a smooth real-valued periodic function and f is a C∞ function such that f(0) = 0
and ‖f ′‖L∞ < +∞. Hereafter, we make a further assumption.
Assumption 12.6. Assume that f : R→ R is a C∞ function such that
f(ξ) = 0 ∀|ξ| ≤ 1/4; f(ξ) = |ξ|r ∀|ξ| ≥ 1,
where 0 < r < 1 is a real number.
We shall apply the following results with r = 1/2.
Lemma 12.7. Assume that f satisfies the above assumption. There exist constants
C1, δ1 > 0, with C1δ1 ≤ 1/4, such that, if ‖β‖3 ≤ δ1, then AA∗T : L2(T)→ L2(T) is
invertible, with operator norm
‖AA∗Tu‖0 ≤ 2‖u‖0, ‖(AA∗T)−1u‖0 ≤ 2‖u‖0 .
More precisely,
‖(AA∗T − I)u‖0 ≤ C1‖β‖3‖u‖0 ≤
1
4
‖u‖0 .
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Proof. The proof is split in several steps.
Step 1. Observe the following fact. Let β ∈ Hm+1(T) for some integer m ≥ 2,
with L‖β′‖L∞ ≤ δ and ‖β‖m+1 ≤ K, K > 0. Then, for every ψ ∈ C∞0 (R),
|(ψ,wξ)L2(R)| =
∣∣∣ ∫
R
ψ(y) e−iφ(y,ξ) dy
∣∣ ≤ C(ψ,K)
1 + |ξ|m ∀ξ ∈ R (12.15)
for some constant C(ψ,K) which depends on ‖ψ‖Wm,∞ and K. Indeed, integrating
by parts gives ∫
ψ(y) e−iφ(y,ξ) dy =
1
iξ
∫
e−iφ(y,ξ) Lψ(y) dy,
where
Lψ = ∂y(vψ), v =
(
1 +
f(ξ)
ξ
β′(y)
)−1
.
To gain a factor ξm at the denominator, integrate by parts m times.
Step 2. To prove the invertibility of AA∗T, it is convenient to study AA
∗
R and
pass from the real line to the torus in a further step. AA∗R is given by (12.6), namely
AA∗R g(x) =
∫
R
( ∫
R
g(y) e−iφ(y,ξ) dy
)
eiφ(x,ξ) dξ. (12.16)
For g ∈ C∞0 (R) and β ∈ H3(T), with L‖β′‖L∞ ≤ 1/2, the integral is finite by
(12.15). Now we want to change the integration variable ξ: this is the reason for
which we consider real frequencies ξ ∈ R and not only integers k ∈ Z.
Fix δ0 small enough so that |cf ′(ξ)| ≤ 1/4 for all ξ ∈ R, provided that |c| ≤ δ0.
For each |c| ≤ δ0, the map
ξ 7→ γ(ξ, c) := ξ + cf(ξ)
is a diffeomorphism of R because 3/4 ≤ ∂ξγ(ξ, c) ≤ 5/4, and γ is C∞ in both the
variables (ξ, c). Therefore, by the implicit function theorem, the inverse map µ(ϑ, c),
ξ = µ(ϑ, c) ⇔ ϑ = γ(ξ, c),
satisfies 4/5 ≤ ∂ϑµ(ϑ, c) ≤ 4/3 and is C∞ in both (ϑ, c). Let
h(ϑ, c) := µ(ϑ, c)− ϑ.
Thus h ∈ C∞, |∂ϑh(ϑ, c)| ≤ 1/3 for all ϑ ∈ R, |c| ≤ δ0,
h(ϑ, c) + cf(ξ) = 0, ∂ϑh(ϑ, c) = − cf
′(ξ)
1 + cf ′(ξ)
where ξ = ϑ+ h(ϑ, c),
∂ch(ϑ, c) = − f(ξ)
1 + cf ′(ξ)
, ∂ϑch(ϑ, c) =
cf(ξ)f ′′(ξ)
[1 + cf ′(ξ)]3
− f
′(ξ)
[1 + cf ′(ξ)]2
.
Then one proves by induction that, for any m ≥ 2, ∂mϑ ∂ch(ϑ, c) is a linear combina-
tion of terms
1
[1 + cf ′(ξ)]N
p∏
j=1
f (nj)(ξ)
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with the property that the largest exponent max1≤j≤p nj is greater or equal to 2.
As a result,
‖∂ϑch(·, c)‖L∞(R,dϑ) ≤ C ,
‖∂mϑ ∂ch(·, c)‖L1(R,dϑ) ≤ C, m = 2, 3, 4,
(12.17)
for all |c| ≤ δ0, where the constant C > 0 depends only on f . Now let
β˜(x, y) :=
β(x)− β(y)
x− y for x 6= y, β˜(x, x) := β
′(x),
and let ϑ be the new frequency variable,
ϑ = ξ + f(ξ)β˜(x, y), ξ = ϑ+ h(ϑ, β˜(x, y)) = µ(ϑ, β˜(x, y)). (12.18)
The order of integration in (12.16) cannot be changed because the double integral
does not converge absolutely. We overcome this problem as usual, fixing ψ ∈ C∞0 (R)
with ψ(0) = 1 and noting that
AA∗R g(x) = lim
ε→0
Iε(x), Iε(x) :=
∫
R
ψ(εξ)
( ∫
R
g(y) e−iφ(y,ξ) dy
)
eiφ(x,ξ) dξ
by the dominated convergence theorem. It is found that
AA∗R g(x) =
∫
R
(∫
R
g(y) e−iϑy (1 + q(x, y, ϑ)) dy
)
eiϑx dϑ
with
q(x, y, ϑ) := ∂ϑh(ϑ, β˜(x, y)).
Namely AA∗R is the sum (I + Q) of the identity map and the pseudo-differential
operator Q of compound symbol q(x, y, ϑ).
Step 3. First order Taylor’s formula in the y variable at y = x gives
q(x, y, ϑ) = q0(x, ϑ) + q1(x, y, ϑ),
q0(x, ϑ) := q(x, x, ϑ) = (∂ϑh)(ϑ, β
′(x)),
q1(x, y, ϑ) :=
∫ 1
0
(∂yq)
(
x, x+ s(y − x), ϑ) ds (y − x) .
Split Q = Q0 +Q1 accordingly. Since q0(x, ϑ) does not depend on y,
Q0g(x) =
∫
R
gˆ(ϑ) q0(x, ϑ) e
iϑx dϑ.
q0(x, ϑ) is 2π-periodic in x, for every ϑ ∈ R, because β′(x) is periodic. By (12.17),
|q0(x, ϑ)| ≤ C|β′(x)| , |∂xq0(x, ϑ)| ≤ C|β′′(x)| ,
whence
‖q0(· , ϑ)‖1 ≤ C‖β‖2 ∀ϑ ∈ R (12.19)
for some constant C > 0 (where, remember, ‖ · ‖m is the Hm(T) norm).
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We next study Q1. If the order of integration in Q1 can be changed, then an
integration by parts in the ϑ variable gives
Q1g(x) = −i
∫ 1
0
∫
R
∫
R
(∂ϑyq)
(
x, x+ s(y − x), ϑ) eiϑ(x−y) g(y) dϑ dy ds .
Since
|∂ϑzq(x, z, ϑ)| = |(∂ϑϑch)(ϑ, β˜(x, z))| |∂z β˜(x, z)| ,
by (12.17),
‖∂ϑzq(x, z, ·)‖L1(R,dϑ) ≤ C‖β′′‖L∞ (12.20)
for all x, z in R. Therefore the triple integral converges absolutely (g ∈ C∞0 (R)
by assumption), and one can prove that the order of integration can actually be
changed (introduce a cut-off function ψ(εϑ), with ψ(0) = 1, ψ ∈ C∞0 (R), and pass
to the limit as ε→ 0 like above). Denote
a(x, y, ϑ) := −i
∫ 1
0
(∂ϑzq)
(
x, x+ s(y − x), ϑ) ds ,
so that
Q1g(x) =
∫
R2
a(x, y, ϑ) g(y) eiϑ(x−y) dy dϑ .
By (12.20), for all x one has
|Q1g(x)| ≤
∫
R
|g(y)|
( ∫
R
|a(x, y, ϑ)| dϑ
)
dy ≤ C‖β‖3‖g‖L1(R). (12.21)
Denote Tg(x) := xg(x). The commutator [T,Q1] = TQ1−Q1T is the same integral
as Q1 with an additional factor (x− y),
[T,Q1]g(x) =
∫
R2
a(x, y, ϑ) (x − y) eiϑ(x−y) g(y) dy dϑ .
Integrating by parts in ϑ again,
[T,Q1]g(x) = i
∫
R2
∂ϑa(x, y, ϑ) e
iϑ(x−y) g(y) dy dϑ ,
and ∂ϑϑzq(x, z, ϑ) satisfies the same estimate (12.20) as ∂ϑzq. Note that no other
derivatives in y are involved in this argument, therefore β does not increase its
derivation order. Repeat the same integration by parts twice: write
x2 = [(x− y) + y]2 = (x− y)2 + 2(x− y)y + y2 ,
so that
x2Q1g(x) =
∫
R2
(
i2(∂2ϑa) g + 2i(∂ϑa)(Tg) + a(T
2g)
)
eiϑ(x−y) dy dϑ .
Every ∂mϑ a(x, y, ϑ), m = 0, 1, 2, satisfies an estimate like (12.20), namely
‖∂mϑ a(x, y, ·)‖L1(R,dϑ) ≤ C‖β‖3 , m = 0, 1, 2,
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for some constant C > 0. Now assume that g(y) = 0 for all |y| > 2π. Then, by
Ho¨lder’s inequality, ∫
R
|ymg(y)| dy ≤ C‖g‖L2(R) ∀m = 0, 1, 2.
Thus we have |x2Q1g(x)| ≤ C‖β‖3 ‖g‖L2(R) and, using also (12.21),
|Q1g(x)| ≤
C‖β‖3 ‖g‖L2(R)
1 + |x|2 .
Hence, provided that g(y) = 0 for all |y| > 2π, both Q1g and TQ1g are in L2(T),
with
‖Q1g‖L2(R)+‖TQ1g‖L2(R) ≤ 2‖(1+x2)1/2Q1g(x)‖L2(R) ≤ C‖β‖3 ‖g‖L2(R) . (12.22)
Step 4. Let P be the “periodization” map defined in the Appendix. We observe
that
P(AA∗R ψ) = AA∗T(Pψ) ∀ψ ∈ C∞0 (R). (12.23)
To prove (12.23), fix ψ ∈ C∞0 (R) and calculate
P(AA∗R ψ)(x) =
∑
j∈Z
(AA∗R ψ)(x+ 2πj)
=
∑
j∈Z
∫
R
(ψ,wξ)L2(R) wξ(x+ 2πj)dξ
=
∑
j∈Z
∫
R
(ψ,wξ)L2(R) wξ(x) e
i2πjξ dξ
because φ(x + 2πj, ξ) = φ(x, ξ) + 2πjξ. For each fixed x ∈ R, by (12.15), the map
ξ 7→ g(ξ) := (ψ,wξ)L2(R) wξ(x) satisfies
(1 + |ξ|2)(|g(ξ)| + |g′(ξ)|) ≤ C ∀ξ ∈ R,
for some constant C. Then, by Lemma 13.8 and (13.19),∑
j∈Z
∫
R
g(ξ) ei2πjξ dξ =
∑
k∈Z
g(k)
=
∑
k∈Z
(ψ,wk)L2(R) wk(x)
=
∑
k∈Z
(Pψ,wk)L2(T) wk(x)
= AA∗T (Pψ)(x).
Step 5. From the two previous steps, since PS = I on L2(T),
AA∗T = AA
∗
T P S = P AA∗R S = P (I +Q0 +Q1)S = I + P Q0 S + P Q1 S .
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For u ∈ C∞(T), by Lemma 13.8,
P Q0 Su(x) =
∑
k∈Z
(Q0Su)(x+ 2πk)
=
∑
k∈Z
∫
R
(̂Su)(ξ) q0(x, ξ) eiξ(x+2πk) dξ
(13.17)
=
∑
k∈Z
(̂Su)(k) q0(x, k) eikx
(13.15)
=
∑
k∈Z
uˆk q0(x, k) e
ikx .
It is possible to use (13.17) here because |q0(x, ξ)|+ |∂ξq0(x, ξ)| ≤ C for all x, ξ, for
some C > 0, and Ŝu(ξ) rapidly decreases as Su is compactly supported. Therefore
‖P Q0 Su‖0 ≤ C‖β‖2 ‖u‖0
by (12.19) and Lemma 13.1(ii), and, by density, this holds for all u ∈ L2(T).
By Lemma 13.9 and (12.22),
‖P Q1Su‖0 ≤ ‖Q1Su‖L2(R) + ‖TQ1Su‖L2(R) ≤ C‖β‖3 ‖Su‖L2(R) ≤ C‖β‖3 ‖u‖0
for some constant C > 0. We have proved that
AA∗T = I +B, ‖Bu‖0 ≤ C‖β‖3‖u‖0,
where B := P Q0 S +P Q1 S. Therefore, by Neumann series, AA∗T : L2(T)→ L2(T)
is invertible, with operator norm ≤ 2, for ‖β‖3 ≤ δ1, for some constant δ1.
Collecting the previous estimates, and taking the worst ‖β‖ among all, we have
the following
Lemma 12.8. There exist universal constants C, δ1 > 0 such that, if β ∈ H3(T),
‖β‖3 ≤ δ1, then A,A∗T : L2(T)→ L2(T) are invertible operators, with
‖Au‖0 + ‖A−1u‖0 + ‖A∗T u‖0 + ‖(A∗T)−1u‖0 ≤ C ‖u‖0 .
If, in addition, β ∈ Hα+2(T), α ≥ 1 integer, then A,A∗T : Hα(T) → Hα(T) are
invertible, with
‖Au‖α + ‖A−1u‖α + ‖A∗T u‖α + ‖(A∗T)−1u‖α ≤ C(α)
(
‖u‖α + ‖β‖α+2 ‖u‖1
)
,
where C(α) > 0 is a constant that depends only on α.
Proof. Both AA∗T and A
∗
TA are invertible on L
2(T), therefore A and A∗ are also
invertible. The estimates for A−1 and (A∗T )
−1 come from the equalities
A−1 = (A∗TA)
−1A∗T , (A
∗
T)
−1 = A(A∗TA)
−1 .
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12.2 With amplitude
Now let E be the operator with phase φ(x, k) and amplitude a(x, k), namely
Eu(x) =
∑
k∈Z
uˆk a(x, k)e
iφ(x,k) ,
where a(x, k) is 2π-periodic in x, and φ is like above. We are interested to the case
when the amplitude is of order zero in k and is a perturbation of 1,
a(x, k) = 1 + b(x, k) .
Denote |b|s := supk∈Z ‖b(· , k)‖s.
Lemma 12.9. There exist a universal constant δ > 0 with the following properties.
Let β ∈ H3(T) and b(· , k) ∈ H3(T) for all k ∈ Z. If
‖β‖3 + |b|3 ≤ δ ,
then E and E∗T are invertible from L
2(T) onto itself, with
‖Eu‖0 + ‖E−1u‖0 + ‖E∗T u‖0 + ‖(E∗T)−1u‖0 ≤ C ‖u‖0 ,
where C > 0 is a universal constant.
If, in addition, α ≥ 1 is an integer, β ∈ Hα+2(T) and b(· , k) ∈ Hα+2(T) for all
k ∈ Z, then
‖Eu‖α + ‖E−1u‖α + ‖E∗T u‖α + ‖(E∗T)−1u‖α
≤ C(α)
(
‖u‖α + (|b|α+2 + ‖β‖α+2)‖u‖1
)
where C(α) > 0 depends only on α.
Proof. Step 1. Let B be the operator with amplitude b and phase φ, so that
E = A+B. By Lemma 12.4, ‖Bu‖0 ≤ C|b|2‖u‖0, therefore, using Lemma 12.8,
‖A−1Bu‖0 ≤ C|b|2‖u‖0
for some universal constant C > 0, provided that δ is small enough. Then E =
A(I +A−1B) is invertible in L2(T) by Neumann series. Analogous proof for E∗.
Step 2. The matrix L := E∗TE is given by Remark 12.3, and it is
E∗E = A∗A+A∗B +B∗A+B∗B.
On the diagonal,
Lkk =
∫
T
|1 + b(x, k)|2 dx ≥ 1
2
if |b(x, k)| ≤ 1/2 for all x ∈ T, k ∈ Z. Off-diagonal,
Lkj =M
k
j +
∫
T
(
b(x, k) + b(x, j) + b(x, j) b(x, k)
)
ei[φ(x,j)−φ(x,k)] dx,
where the matrix Mkj is defined in (12.4). Using (12.10) for the first term and
Lemma 13.6 for the other three terms,
|Lkj | ≤
C(α,K)
|k − j|α
(|b|α + ‖β‖α+1), k 6= j, (12.24)
for ‖β‖2 ≤ K and |b|1 ≤ K. Let D be the Fourier multiplier ek 7→ Lkkek and R the
off-diagonal part R = L−D. For α = 2 in (12.24),
‖D−1Ru‖0 ≤ C(K) (‖β‖3 + |b|2) ‖u‖0,
therefore L is invertible in L2(T) if
‖β‖3 + |b|2 ≤ δ (12.25)
for some universal δ > 0 (for example, fix K = 1 first, then fix δ sufficiently small).
For s ≥ 1 integer, if (12.25) holds,
‖Ru‖s ≤ C‖u‖s + C(s)(‖β‖s+2 + |b|s+1)‖u‖1
by (12.24) and usual calculations for off-diagonal matrices. This gives the tame
estimate for L, and, by Neumann series, also for L−1, namely: if (12.25) holds, then
‖E∗TEu‖s + ‖(E∗TE)−1u‖s ≤ C‖u‖s + C(s)(‖β‖s+2 + |b|s+1)‖u‖1 (12.26)
where C > 0 is a universal constant and C(s) > 0 depends on s.
Step 3. Bu(x) is given by (12.13) where Fj is the Fourier multiplier Fjek =
bˆj(k) ek. Integrating by parts, for j 6= 0,
|bˆj(k)| =
∣∣∣ ∫
T
b(x, k) e−ijx dx
∣∣∣ = 1|j|m ∣∣∣
∫
T
∂mx b(x, k) e
−ijx dx
∣∣∣ ≤ ‖∂mx b(· , k)‖0|j|m
for all k ∈ Z. Hence
‖Fju‖α ≤ |b|m〈j〉m ‖u‖α , ∀j ∈ Z . (12.27)
Now use the tame product rule in Sobolev spaces ‖uv‖α ≤ K‖u‖L∞‖v‖α+K‖v‖L∞‖v‖α
together with the Sobolev embedding H1(T) ⊂ L∞(T) to deduce,
‖Bu‖α ≤
∑
j∈Z
‖(AFju) ej‖α ≤ C(α)
∑
j∈Z
‖AFju‖α + ‖AFju‖1 〈j〉α.
Thus, applying Lemma 12.8 and using (12.27) with either m = 2 or m = α+ 3,
‖Bu‖α ≤ C(α)
∑
j∈Z
(
‖Fju‖α + ‖β‖α+2‖Fju‖1
)
+ ‖Fju‖1 〈j〉α
≤ C(α)
∑
j∈Z
(
‖u‖α + ‖β‖α+2‖u‖1
) |b|2
〈j〉2 + ‖u‖1
|b|α+2
〈j〉2
≤ C(α)
(
‖u‖α + ‖β‖α+2‖u‖1
)
|b|2 + ‖u‖1 |b|α+2
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if (12.25) holds. The sum with the analogous estimate for A gives
‖Eu‖α ≤ C(α,K)
(
‖u‖α + (|b|α+2 + ‖β‖α+2)‖u‖1
)
for ‖β‖3 ≤ K, |b|2 ≤ K. For E∗T, note that
E∗Tu =
∑
j∈Z
F ∗j A
∗
T(e−j u)
and repeat the same argument.
12.3 Composition formula
Consider the periodic FIO of amplitude a and phase function φ,
Au(x) =
∑
k∈Z
uˆk a(x, k) e
iφ(x,k), φ(x, k) = kx+ f(k)β(x), (12.28)
where f(k) = |k|1/2 for all k ∈ Z.
Lemma 12.10. Let A be the operator (12.28), with ‖β‖W 1,∞ ≤ 1/4 and ‖β‖2 ≤ 1/2.
Let
r,m, s0 ∈ R, m ≥ 0, s0 > 1/2, N ∈ N, N ≥ 2(m+ r + 1) + s0.
Then
|Dx|rAu =
N−1∑
α=0
Bαu+RNu,
where
Bαu(x) =
(
r
α
) ∑
k∈Z∗
|k|r−α (−i sgn k)α uˆk eikx ∂αx
{
a(x, k)eif(k)β(x)
}
,
namely
Bαu = Fα|Dx|r−αHαu, Fαv(x) :=
(
r
α
) ∑
k∈Z
vˆk e
ikx ∂αx
{
a(x, k)eif(k)β(x)
}
,
and
(r
α
)
:= r(r−1)...(r−α+1)α! .
For every s ≥ s0, the remainder satisfies
‖RN |Dx|mu‖s ≤ C(s)
{
K2(m+r+s0+1) ‖u‖s +Ks+N+m+2 ‖u‖s0
}
, (12.29)
where Kµ := ‖a‖µ + ‖a‖1‖β‖µ+1 for µ ≥ 0 and ‖a‖µ := supk∈Z ‖a(·, k)‖µ.
Moreover,
H|Dx|rAu =
N−1∑
α=0
BαHu+ R˜Nu,
where R˜N satisfies the same estimate (12.29) as RN .
Remark 12.11. In particular, B0u = A|Dx|ru. Bα is of order r − (α/2).
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Proof. Denote by (zˆj(k))j∈Z the Fourier coefficients of the periodic function x 7→
a(x, k) eif(k)β(x) and consider a C∞ function g : R → R such that g(ξ) = |ξ|r for all
|ξ| ≥ 2/3, and g(ξ) = 0 for |ξ| ≤ 1/3. If uˆk are the Fourier coefficients of a periodic
function u(x), then
|Dx|rAu(x) =
∑
k,j∈Z
uˆk zˆj(k) g(k + j) e
i(k+j)x. (12.30)
Taylor’s formula gives, for some t ∈ [0, 1],
g(k + j) =
N−1∑
α=0
1
α!
g(α)(k) jα + rN (k, j), rN (k, j) =
1
N !
g(N)(k + tj) jN .
Accordingly, (12.30) is split into |Dx|rAu =
∑N−1
α=0 Bαu+RNu. Hence
Bαu(x) :=
∑
k,j∈Z
uˆk zˆj(k)
1
α!
g(α)(k) jα ei(k+j)x
=
∑
k∈Z
1
iαα!
g(α)(k) uˆk e
ikx
(∑
j∈Z
zˆj(k) (ij)
α eijx
)
=
∑
k∈Z∗
1
iαα!
r(r − 1) . . . (r − α+ 1) |k|r−α (sgn k)α uˆk eikx ∂αx
{
a(x, k)eif(k)β(x)
}
=
∑
k∈Z∗
(
r
α
)
|k|r−α (−i sgn k)α uˆk eikx ∂αx
{
a(x, k)eif(k)β(x)
}
.
Since |k|r−α (−i sgn k)α uˆk is the k-th Fourier coefficient of |Dx|r−αHαu(x), one can
also write
Bαu = Fα|Dx|r−αHαu,
with Fα defined in the statement of the Lemma. Bα has order r − α/2 since, as
power of k, the maximum order of ∂αx
{
a(x, k)eif(k)β(x)
}
is |k|α/2.
It remains to estimate the remainder
RNu(x) :=
∑
k,j∈Z
uˆk zˆj(k) rN (k, j) e
i(k+j)x.
For N ≥ r, the N -th derivative of g satisfies |g(N)(ξ)| ≤ Cr,N 〈ξ〉r−N ≤ Cr,N for all
ξ in R. In particular, for |j| ≤ 12 |k| and t ∈ [0, 1], we have |k + tj| ≥ 12 |k| and hence
|rN (k, j)| ≤ Cr,N 〈k〉r−N |j|N ∀|j| ≤ 1
2
|k|, (12.31)
and, in general,
|rN (k, j)| ≤ Cr,N |j|N ∀j ∈ Z. (12.32)
We split RN into 2 components, RN = R1 +R2, R1 for low frequencies and R2
for high frequencies:
R1u(x) :=
∑
|j|≤ 1
2
|k|
uˆk zˆj(k) rN (k, j) e
i(k+j)x,
R2u(x) :=
∑
|j|> 1
2
|k|
uˆk zˆj(k) rN (k, j) e
i(k+j)x.
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Let us analyze the coefficients zˆj(k). First of all, for j 6= 0, α ≥ 0,
|zˆj(k)| ≤ 1|j|α
∥∥a(·, k) eif(k)β(·)∥∥
α
.
Now, for α ∈ N,
∂αx
(
a(x, k)eif(k)β(x)
)
= eif(k)β(x)
∑
α1+α2=α
C(α1, α2) (∂
α1
x a)(x, k)Pα2(x, k),
where Pα is defined, as usual, by ∂
α
x
(
eif(k)β(x)
)
= eif(k)β(x) Pα(x, k). Hence it follows
from the estimate (13.9) in the Appendix and an interpolation argument that,
|zˆj(k)| ≤ Cα|k|
α/2
|j|α
(‖a‖α + ‖a‖0|β|α) ∀j 6= 0, (12.33)
where ‖a‖α := supk∈Z ‖a(·, k)‖α. For |j| > 12 |k|, this estimate can be improved:
zˆj(k) =
∫
T
a(y, k) eif(k)β(y)e−ijy dy =
∫
T
u(y)eiω(y+p(y)) dy,
with
ω = −j, p(y) = −f(k)
j
β(y), u(y) = a(y, k).
Therefore, applying the non-stationary phase argument of Lemma 13.6,
|zˆj(k)| ≤ Cα|j|α
(‖a‖α + ‖β‖α+1‖a‖1) ∀|j| > 1
2
|k| (12.34)
provided that ‖β‖2 ≤ 1/2 and |β|1 ≤ 1/4.
• Estimate for R1. — We study the composition R1|Dx|m, which is the pseudo-
differential operator with symbol
ρ1(x, k) :=
∑
|j|≤ 1
2
|k|
|k|m zˆj(k) rN (k, j) eijx.
By (12.31) and (12.33), for any α ∈ N,
‖ρ1(·, k)‖2s0 =
∑
|j|≤ 1
2
|k|
|k|2m |zˆj(k)|2 |rN (k, j)|2 〈j〉2s0
≤
∑
|j|≤ 1
2
|k|
C〈k〉2(m+r−N+(α/2)) 〈j〉2(s0+N−α)(‖a‖α + ‖a‖0|β|α)2.
Now, assume that
s0 +N − α ≥ 0. (12.35)
Then ∑
|j|≤ 1
2
|k|
〈j〉2(s0+N−α) ≤ C〈k〉2(s0+N−α)+1
because 〈j〉 ≤ 〈k〉 and the number of terms in the sum is ≤ C|k|. Hence
‖ρ1(·, k)‖2s0 ≤ C〈k〉2(m+r−N+(α/2)+s0+N−α)+1
(‖a‖α + ‖a‖0|β|α)2.
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The exponent of 〈k〉 is ≤ 0 if α ≥ 2(m+ r + s0) + 1. Hence fix α to be the integer
α0 := min{α ∈ N : α ≥ 2(m+ r + s0) + 1} = 2(m+ r + s0) + 1 + δ0, 0 ≤ δ0 < 1.
By assumption,
N ≥ 2(m+ r + 1) + s0 > 2(m+ r + s0) + 1 + δ0 − s0 = α0 − s0,
therefore s0+N −α0 ≥ 0, and (12.35) is satisfied. We get ‖ρ1(·, k)‖s0 ≤ C
(‖a‖α0 +
‖a‖0|β|α0
)
so, by Lemma 13.2,
‖R1|Dx|mu‖s ≤ C(s)
(‖a‖α0 + ‖a‖0|β|α0) ‖u‖s
for all s0 > 1/2, and s ≥ 0. Moreover, |β|α0 ≤ C‖β‖α0+1, and α0 ≤ 2(m+r+s0)+2.
Therefore
‖R1|Dx|mu‖s ≤ C(s)
(‖a‖2(m+r+s0+1) + ‖a‖0‖β‖2(m+r+s0)+3) ‖u‖s. (12.36)
• Estimate for R2. — Now we study the composition R2|Dx|m, which is the
pseudo-differential operator with symbol
ρ2(x, k) :=
∑
|j|> 1
2
|k|
|k|m zˆj(k) rN (k, j) eijx.
By (12.32) and (12.34), for any α ∈ N,
‖ρ2(·, k)‖2s =
∑
|j|> 1
2
|k|
|k|2m |zˆj(k)|2 |rN (k, j)|2 〈j〉2s
≤
∑
|j|> 1
2
|k|
C|k|2m 〈j〉2(s+N−α)(‖a‖α + ‖β‖α+1‖a‖1)2
≤ C|k|2(m+s+N−α)+1 (‖a‖α + ‖β‖α+1‖a‖1)2
because ∑
|j|> 1
2
|k|
〈j〉2(s+N−α) ≤ C
∫ +∞
1
2
|k|
t2(s+N−α) dt ≤ C|k|2(s+N−α)+1
for 2(s +N − α) + 1 < 0, namely for α > s+N + 12 .
The exponent of |k| is ≤ 0 for α ≥ s+N +m+ 12 . Fix α1 := min{n ∈ N : n ≥
s+N +m+ 1}. Thus
‖ρ2(·, k)‖s ≤ C
(‖a‖α1 + ‖β‖α1+1‖a‖1).
By Lemma 13.3,
‖R2|Dx|mu‖s ≤ C(s)
(‖a‖α1 + ‖β‖α1+1‖a‖1) ‖u‖s0
for all s0 > 1/2, and s ≥ s0. Moreover, since α1 ≤ s+N +m+ 2,
‖R2|Dx|mu‖s ≤ C(s)
(‖a‖s+N+m+2 + ‖β‖s+N+m+3‖a‖1) ‖u‖s0 . (12.37)
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• Estimate for RN . — The sum of (12.36) and (12.37) gives
‖RN |Dx|mu‖s ≤ C(s)
{(
‖a‖2(m+r+s0+1) + ‖a‖0‖β‖2(m+r+s0)+3
)
‖u‖s
+
(
‖a‖s+N+m+2 + ‖β‖s+N+m+3‖a‖1
)
‖u‖s0
}
,
which is (12.29).
For |Dx|rH, the Fourier multiplier is g(ξ) = −i sgn(ξ)|ξ|r instead of g(ξ) = |ξ|r.
Therefore there is an additional factor (−i sgn(k)) in the formula for Bα. The
estimates for the remainder are the same as above.
12.4 With dependence on time
Assume that the operator A in (12.3) depends on time, namely the phase space is
φ(t, x, k) = kx+ |k|1/2β(t, x),
where β is periodic in the time variable t ∈ T. Then the inequality of the previous
sections also hold (with minor changes) in spaces Hs(T2). For example:
Lemma 12.12. If ‖β‖4 ≤ δ (where δ ∈ (0, 1) is a universal constant), then for all
integers s
‖Ah‖s ≤ C‖h‖s ∀s = 0, 1; ‖Ah‖s ≤ C(s)(‖h‖s + ‖β‖s+3‖h‖1) ∀s ≥ 2,
(12.38)
for all h = h(t, x), where ‖ ‖s is the norm of Hs(T2).
Proof. We have already proved that, without dependence on time (i.e. h = h(x),
β = β(x)),
‖Ah‖L2x ≤ C‖h‖L2x , ‖Ah‖Hsx ≤ C(s)(‖h‖Hsx + ‖β‖Hs+2x ‖h‖H1x) (12.39)
provided ‖β‖H3x ≤ δ. Now let h, β depend also on time. For each fixed t, ‖β(t)‖H3x ≤‖β‖L∞t H3x ≤ ‖β‖H1tH3x ≤ ‖β‖4 ≤ δ, and then (12.39) holds at each t. Therefore
‖Ah‖2L2tL2x =
∫
T
‖A(t)h(t)‖2L2xdt ≤
∫
T
C2‖h(t)‖2L2xdt = C
2‖h‖2L2tL2x ,
i.e. ‖Ah‖0 ≤ C‖h‖0. Similarly, for s ≥ 1, using ‖β‖L∞t Hs+2x ≤ C‖β‖H1tHs+2x ,
‖Ah‖2L2tHsx =
∫
T
‖A(t)h(t)‖2Hsx dt
≤ C(s)
∫
T
{‖h(t)‖2Hsx + ‖β(t)‖2Hs+2x ‖h(t)‖
2
H1x
} dt
≤ C(s)(‖h‖2L2tHsx + ‖β‖
2
H1tH
s+2
x
‖h‖2L2tH1x),
whence
‖Ah‖L2tHsx ≤ C(s)(‖h‖s + ‖β‖s+3‖h‖1). (12.40)
The norm ‖u‖s of Hs(T2) is equivalent to the norm ‖u‖L2tHsx + ‖u‖Hst L2x . Then it
remains to prove that also
‖Ah‖Hst L2x ≤ C(s)(‖h‖s + ‖β‖s+3‖h‖1). (12.41)
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The time derivative of Ah is ∂t(Ah) = A(ht) + βtA(i|Dx|1/2h).
• For s = 1, using the inequalities ‖u‖L∞(T2) ≤ C‖u‖2 and ‖Au‖0 ≤ C‖u‖0, we
have
‖∂t(Ah)‖0 ≤ ‖Aht‖0 + ‖βtA(i|Dx|1/2h)‖0
≤ C(‖ht‖0 + ‖βt‖L∞(T2)‖A(i|Dx|1/2h)‖0)
≤ C(‖h‖1 + ‖βt‖2‖|Dx|1/2h‖0) ≤ C(‖h‖1 + ‖β‖3‖h‖1)
(we have rudely worsened ‖h‖1/2 ≤ ‖h‖1). Therefore (12.41) holds for s = 1, and, as
a consequence, (12.38) holds for s = 1, namely ‖Ah‖1 ≤ C‖h‖1 (because ‖β‖4 ≤ 1).
• For s = 2, we use the product estimate ‖uv‖1 ≤ C‖u‖1‖v‖2 to deduce that
‖∂t(Ah)‖H1t L2x ≤ ‖∂t(Ah)‖1 ≤ ‖Aht‖1 + ‖βtA|Dx|
1/2h‖1
≤ C(‖ht‖1 + ‖βt‖2‖A|Dx|1/2h‖1)
≤ C(‖h‖2 + ‖β‖3‖|Dx|1/2h‖1) ≤ C‖h‖2.
Therefore (12.41) holds for s = 2, and, as a consequence, (12.38) holds for s = 2.
• Now assume that (12.41) holds for some s ≥ 2; we prove it for s+1. The sum
of (12.40) and (12.41) implies that (12.38) holds at that s. We estimate
‖∂t(Ah)‖Hst L2x ≤ ‖Aht‖Hst L2x + ‖βtA(i|Dx|1/2h)‖Hst L2x .
By (12.41), ‖Aht‖Hst L2x ≤ C(s)(‖ht‖s + ‖β‖s+3‖ht‖1) ≤ C(s)(‖h‖s+1 + ‖β‖s+3‖h‖2)
and, by interpolation, this is ≤ C(s)(‖h‖s+1 + ‖β‖s+4‖h‖1) because ‖β‖4 ≤ 1. For
the other term, we use the product estimate ‖uv‖s ≤ C(s)(‖u‖s‖v‖2 + ‖u‖2‖v‖s)
and (12.38) at s to deduce that
‖βtA(|Dx|1/2h)‖Hst L2x ≤ ‖βtA(|Dx|1/2h)‖s
≤ C(s)(‖βt‖s‖A(|Dx|1/2h)‖2 + ‖βt‖2‖A(|Dx|1/2h)‖s)
≤ C(s)(‖β‖s+1‖h‖3 + ‖β‖s+1‖β‖5‖h‖2 + ‖β‖3‖h‖s+1 + ‖β‖3‖β‖s+3‖h‖2)
which is ≤ C(s)(‖h‖s+1 + ‖β‖s+4‖h‖1) by interpolation. Hence (12.41) holds for
s+ 1.
By induction, we have proved (12.41) for all s ≥ 1. The sum of (12.40) and
(12.41) gives the thesis.
To prove a time-dependent version of Lemma 12.10, note that the time derivative
of the operator RN |Dx|m in (12.29) is
∂t(RN |Dx|mh) = RN |Dx|mht + iβtRN |Dx|m+(1/2)h,
namely RN |Dx|m satisfies the same formula for the time-derivative as the operator
A of Lemma 12.12.
Also note that all these proofs can be easily adapted to include the amplitude
function a(t, x, k).
13 Appendix.
In this appendix we gather some classical facts that are used in the proof.
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13.1 Classical tame estimates for pseudo-differential operators on
the torus
Let
Au(x) =
∑
k∈Z
uˆk a(x, k) e
ikx, x ∈ R, (13.1)
a(x, k) periodic in x, for all k ∈ Z.
Lemma 13.1 (Bounded or regularizing pseudo-differential operators on the torus).
1) Let s, σ, τ,K be real numbers with s, σ,K ≥ 0 and τ > 1/2. Assume that
‖a(· , k)‖s+σ 〈k〉τ−s ≤ K ∀k ∈ Z, (13.2)
‖a(· , k)‖τ 〈k〉σ ≤ K ∀k ∈ Z. (13.3)
Then A in (13.1) maps Hs(T) into Hs+σ(T), with
‖Au‖s+σ ≤ CK‖u‖s ∀u ∈ Hs(T),
where C > 0 depends on s + σ and τ . 2) The same conclusion holds if (13.2) is
replaced by
‖a(· , k)‖s+σ+τ 〈k〉−s ≤ K ∀k ∈ Z. (13.4)
Proof. Develop a(x, k) in Fourier series, a(x, k) =
∑
j∈Z aˆj(k) e
ijx so that
Au(x) =
∑
n,k
uˆk aˆn−k(k) e
inx.
One has
〈n〉2(s+σ) ≤ C1
(
〈n− k〉2(s+σ) + 〈k〉2(s+σ)
)
.
Therefore ‖Au‖2s+σ ≤ C1 (S1 + S2) where
S1 :=
∑
n
(∑
k
|uˆk| |aˆn−k(k)|
)2
〈n− k〉2(s+σ) ,
S2 :=
∑
n
(∑
k
|uˆk| |aˆn−k(k)|
)2〈k〉2(s+σ) .
By Ho¨lder’s inequality, (13.2) implies that
S1 ≤
∑
n
(∑
k
|uˆk|2 |aˆn−k(k)|2 〈k〉2τ
)(∑
k
1
〈k〉2τ
)
〈n− k〉2(s+σ)
≤ C2
∑
k
|uˆk|2〈k〉2τ ‖a(· , k)‖2s+σ
≤ C2K2‖u‖2s
where C2 :=
∑
j〈j〉−2τ is finite because τ > 1/2. Similarly, one estimates S2 using
(13.3) and one obtains that ‖Au‖2s+σ ≤ 2C1C2K2‖u‖2s.
To prove part 2) of the lemma, it is sufficient to replace 〈k〉τ with 〈n− k〉τ when
Ho¨lder’s inequality is applied to estimate S1.
71
We now consider paradifferential operators, which are pseudo-differential opera-
tors with spectrally localized symbols a(x, k) (see [14]). Namely, develop a(x, k) in
Fourier series, a(x, k) =
∑
j∈Z aˆj(k) e
ijx. We shall consider low (resp. high) frequen-
cies symbols such that aˆj(k) = 0 for |j| ≥ C|k| (resp. |j| ≤ C|k|).
Lemma 13.2 (Low frequencies symbol). Let A be the pseudo-differential operator
Au(x) =
∑
k∈Z
uˆk a(x, k) e
ikx, a(x, k) =
∑
|j|≤C|k|
aˆj(k) e
ijx,
where the symbol a is Fourier supported on {j ∈ Z : |j| ≤ C|k|} for some constant
C. Then
‖Au‖s ≤ C(s) ‖a‖s0‖u‖s, ‖a‖s0 := sup
k∈Z
‖a(·, k)‖s0 ,
for all s0 > 1/2, and s ≥ 0.
Proof. Notice that (13.3) holds with τ = s0 > 1/2 and σ = 0. Also, for s = 0,
(13.4) holds with τ = s0 > 1/2 and σ = 0; which in turn implies that (13.4) holds
for any s ≥ 0 since ‖a(· , k)‖s+s0 ≤ K(s)‖a(· , k)‖s0 〈k〉s in view of the spectral
localization.
Lemma 13.3 (High frequencies symbol). Let A be the pseudo-differential operator
Au(x) =
∑
k∈Z
uˆk a(x, k) e
ikx, a(x, k) =
∑
|j|>C|k|
aˆj(k) e
ijx,
where the symbol a is Fourier supported on {j ∈ Z : |j| > C|k|} for some constant
C. Then
‖Au‖s ≤ C(s) ‖a‖s‖u‖s0 , ‖a‖s := sup
k∈Z
‖a(·, k)‖s,
for all s0 > 1/2, and s ≥ s0.
Proof. Notice that (13.2) and (13.3) hold with (τ, σ, s) replaced by (s0, s − s0, s0).
To see this, notice that the assumption that a is Fourier supported on {j ∈ Z : |j| >
C|k|} implies that ‖a(· , k)‖s1〈k〉s2−s1 ≤ K(s1, s2)‖a(· , k)‖s2 for s2 ≥ s1.
We also recall the following estimates for the Hilbert transform (see [33] or
Lemma B.5 in [7]).
Lemma 13.4. 1) Let s,m1,m2 in N with s ≥ 2, m1,m2 ≥ 0, m = m1 +m2. Let
f ∈ Hs+m(T). Then [f,H]u = fHu−H(fu) satisfies∥∥∂m1x [f,H]∂m2x u∥∥s ≤ C(s)(‖u‖s‖f‖m+2 + ‖u‖2‖f‖m+s).
2) There exists a universal constant δ in (0, 1) with the following property. Let
s,m1,m2 in N and set m = m1 + m2, β ∈ W s+m+1,∞(T,R) with |β|1 ≤ δ. Let
Bh(x) = h(x+ β(x)) for h ∈ Hs(T). Then∥∥∂m1x (B−1HB −H)∂m2x u∥∥s ≤ C(s)(|β|m+1‖u‖s + |β|s+m+1‖u‖0).
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13.2 Interpolation estimates
Recall the interpolation inequality: if s1 ≤ s ≤ s2, then
|f |s ≤ C(s1, s2)|f |λs1 |f |1−λs2 , s = λs1 + (1− λ)s2, λ ∈ [0, 1], (13.5)
where | |s is either the Cs-norm the Hs-norm (or other norms of a scale with inter-
polation). As a consequence, one has the following
Lemma 13.5 (Interpolation). Let n ≥ 1 be an integer, let δ ≥ 0, and let ν1, . . . , νn
be real numbers with
νj ≥ δ ∀j = 1, . . . , n,
n∑
j=1
νj = α.
Then
n∏
j=1
|f |νj ≤ C(α)|f |n−1δ |f |α−δn+δ. (13.6)
Proof. Since
∑n
j=1 νj = α, and each νj is ≥ 1,
νj = α−
∑
i 6=j
νi ≤ α− δ(n − 1).
So νj ∈ [δ, α− δn+ δ]. Apply (13.5) with s1 = 1, s = νj , s2 = α− δn+ δ, and define
ϑj ∈ [0, 1] by
νj = δϑj + (α− δn + δ)(1 − ϑj), j = 1, . . . , n.
Since ν1 + . . .+ νn = α, we find( n∑
j=1
ϑj
)
(α− δn) = n(α− δn+ δ) − α = (α− δn)(n − 1).
If α− δn 6= 0, then ∑nj=1 ϑj = n− 1 and ∑nj=1(1− ϑj) = 1. Thus, using (13.5),
n∏
j=1
|f |νj ≤ C(α)
n∏
j=1
|f |ϑjδ |f |
1−ϑj
α−δn+δ = C(α)|f |
(
∑
ϑj)
δ |f |
(
∑
(1−ϑj))
α−δn+δ
≤ C(α)|f |n−1δ |f |α−δn+δ .
If, instead, α− δn = 0, then νj = δ for all j, and the conclusion still holds.
The previous lemma, which has an interest per se, can be used to estimate the
exponentials. Let v(x) be a function. The derivatives of ev are
∂αx (e
v(x)) = Pα(x) e
v(x),
where Pα(x) satisfies P0(x) = 1 and Pα+1(x) = ∂xPα(x) + Pα(x)∂xv(x). Thus, by
induction,
Pα(x) =
α∑
n=1
∑
ν∈Sα,n
C(ν)(∂ν1x v)(x) · · · (∂νnx v)(x), α ≥ 1, (13.7)
73
where ν = (ν1, . . . , νn) ∈ Sα,n means νj ≥ 1 and ν1 + · · · + νn = α. The previous
lemma implies that
|(∂ν1x v)(x) · · · (∂νnx v)(x)| ≤
n∏
j=1
|v|νj ≤ C(α)|v|n−11 |v|α−n+1.
Then use (13.5) with s1 = 1, s = α+1−n, s2 = α, namely |v|α+1−n ≤ C(α)|v|1−µ1 |v|µα
with µ defined by
α+ 1− n = (1− µ) + αµ,
which is µ = (α− n)/(α − 1). Since n− µ = α(1 − µ), we get
|v|n−11 |v|α+1−n ≤ C(α)|v|n−11 |v|1−µ1 |v|µα = C(α)|v|n−µ1 |v|µα
≤ C(α)(|v|α1 )1−µ|v|µα
≤ C(α)(|v|α1 + |v|α).
As a consequence,
|Pα(x)| ≤ C(α)(|v|α1 + |v|α). (13.8)
In the case v(x) = i|k|1/2β(x), this gives
|Pα(x)| ≤ C(α)
(|k|α/2|β|α1 + |k|1/2|β|α). (13.9)
13.3 Non-stationary phase
The following lemma is the classical fast oscillation estimate, based on repeated
integrations by parts on the torus, in a tame version.
Lemma 13.6 (Non-stationary phase). Let p ∈ H2(T,R),
‖p‖2 ≤ K, |p′(x)| ≤ 1
2
∀x ∈ R, (13.10)
for some constant K > 0. Let ω be an integer, ω 6= 0, and let α ≥ 1 be an integer.
If p ∈ Hα+1(T), u ∈ Hα(T), then∫
T
u(x) eiω(x+p(x)) dx =
( i
ω
)α ∫
T
Qα(x) e
iω(x+p(x)) dx ,
where Qα ∈ L2(T),
‖Qα‖0 ≤ C(α,K)
(‖u‖α + ‖p‖α+1 ‖u‖1),
and C(α,K) is a positive constant that depends only on α and K. If u = 1, then
‖Qα‖0 ≤ C(α,K)‖p‖α+1 .
If p = p(x, ω) and u = u(x, ω) depend on ω, the estimate still holds if K ≥ ‖p(·, ω)‖2
and |∂xp(x, ω)| ≤ 1/2.
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Proof. Put h(x) := x+ p(x). By induction, integrating by parts α times gives∫
T
u(x) eiωh(x) dx =
( i
ω
)α ∫
T
Qα(x) e
iωh(x) dx,
where, for α ≥ 1, Qα is of the form
Qα =
1
(h′)2α
∑
ν∈Sα
C(ν)(∂ν0u)(∂ν1h) . . . (∂ναh), (13.11)
where ν = (ν0, ν1, . . . , να) ∈ Sα means
0 ≤ ν0 ≤ α, 1 ≤ ν1 ≤ . . . ≤ να , ν0 + ν1 + . . .+ να = 2α. (13.12)
Formula (13.11) is proved by induction starting from Qα = ∂x(Qα−1/h
′). If we
organize the sum in (13.11) according to the number of indices among ν1, . . . , να
that are equal to 1, we obtain
Qα =
α∑
n=0
1
(h′)α+n
∑
µ∈Tα,n
C(µ)(∂µ0u)(∂µ1p) . . . (∂µnp), (13.13)
where µ = (µ0, µ1, . . . , µn) ∈ Tα,n means
0 ≤ µ0 ≤ α− n, 2 ≤ µ1 ≤ . . . ≤ µn , µ0 + µ1 + . . . + µn = α+ n.
To estimate the products in (13.13), we distinguish three cases.
Case 1: n = 0. Then µ0 = α and ‖(∂µ0u)(∂µ1p) . . . (∂µnp)‖0 = ‖∂αu‖0 ≤ ‖u‖α .
Case 2: n ≥ 1 and µ0 = 0. Then
‖(∂µ0u)(∂µ1p) . . . (∂µnp)‖0 ≤ ‖u‖L∞‖∂µ1p‖L∞ . . . ‖∂µn−1p‖L∞‖∂µnp‖0
≤ Cn−1‖u‖1‖p‖µ1+1 . . . ‖p‖µn−1+1‖p‖µn
where C is the universal constant of the embedding ‖u‖L∞ ≤ C‖u‖1. Now it follows
from Lemma 13.5 applied with δ = 2 and | · |s replaced with the Sobolev norms ‖ · ‖s
(which satisfies the interpolation estimate (13.5)) that
‖p‖µ1+1 . . . ‖p‖µn−1+1‖p‖µn ≤ C(α)‖p‖n−12 ‖p‖α+1 .
Case 3: n, µ0 ≥ 1. For any i ≥ 1, one has 2 ≤ µi ≤ µn ≤ α, because
2(n− 1) + µn ≤ µ1 + . . . + µn = α+ n− µ0 ≤ α+ n− 1.
Therefore µi + 1 ≤ α+ 1 for all i ≥ 1, and one can write
‖(∂µ0u)(∂µ1p) . . . (∂µnp)‖0
≤ ‖∂µ0u‖0‖∂µ1p‖L∞ . . . ‖∂µnp‖L∞
≤ C(n)‖u‖µ0‖p‖µ1+1 . . . ‖p‖µn+1
≤ C(n)‖u‖ϑ01 ‖u‖1−ϑ0α ‖p‖ϑ1+...+ϑn2 ‖p‖n−(ϑ1+...+ϑn)α+1
where ϑ0, ϑ1, . . . , ϑn ∈ [0, 1] are defined by
µi + 1 = 2ϑi + (α+ 1)(1 − ϑi) ∀i = 1, . . . , n,
µ0 = 1ϑ0 + α(1− ϑ0).
75
Taking the sum gives ϑ0 + ϑ1 + . . . + ϑn = n because µ0 + µ1 + . . . + µn = α + n.
One deduces that
‖u‖ϑ01 ‖u‖1−ϑ0α ‖p‖ϑ1+...+ϑn2 ‖p‖n−(ϑ1+...+ϑn)α+1
≤ ‖p‖n−12 (‖p‖2‖u‖α)1−ϑ0(‖p‖α+1‖u‖1)ϑ0
which in turn is smaller than
‖p‖n−12 (‖p‖2‖u‖α + ‖p‖α+1‖u‖1)
because a1−ϑbϑ ≤ (1− ϑ)a+ ϑb ≤ a+ b for all a, b > 0, ϑ ∈ [0, 1].
Since ‖1/h′‖L∞ ≤ 2, collecting all the above cases gives
‖Qα‖0 ≤ C(α,K)(‖u‖α + ‖p‖α+1‖u‖1)
for some constant C(α,K) > 0, because ‖p‖2 ≤ ‖β‖2 ≤ K. Note that all the
calculations above are not affected by a possible dependence of p on ω.
When u = 1, only the case 2 gives a nonzero contribution to the sum.
13.4 L2(T) as a subspace of L2(R)
For the sake of completeness, we recall here how to define an isomorphism of L2(T)
onto a subspace of L2(R), transforming Fourier series
∑
k∈Z into Fourier integrals∫
R dξ.
Consider a C∞ function ρ : R→ R with compact support such that
(i) 0 ≤ ρ(x) ≤ 1 ∀x ∈ R, (iii) ρ(x) = 0 ∀|x| ≥ 3π/2,
(ii) ρ(x) ≥ 1/2 ∀x ∈ [−π, π], (iv) ρ(x) = 1 ∀|x| ≤ π/2,
(v)
∑
k∈Z
ρ(x+ 2πk) = 1 ∀x ∈ R.
Let S be the multiplication operator (Su)(x) := ρ(x)u(x), u ∈ L2(T), and X its
range,
X := {Su : u ∈ L2(T)} ⊂ L2(R).
The following properties of S follow directly from the properties of ρ.
Lemma 13.7 (The isomorphism S). The map S : L2(T)→ X is bijective, and
1
2
‖u‖L2(T) ≤ ‖Su‖L2(R) ≤ 2 ‖u‖L2(T) ∀u ∈ L2(T).
If u, v ∈ L2(T), then
(u, v)L2(T) = (Su, v)L2(R) (13.14)
(the integral (Su, v)L2(R) is well-defined because Su has compact support). In par-
ticular, for v = ek,
uˆk = (u, ek)L2(T) = (Su, ek)L2(R) = (̂Su)(k) ∀k ∈ Z. (13.15)
Therefore
S : u(x) =
∑
k∈Z
(̂Su)(k) ek(x) 7→ Su(x) =
∫
R
(̂Su)(ξ) eξ(x) dξ. (13.16)
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We also recall the following version of the Poisson summation formula.
Lemma 13.8 (Poisson summation formula). Let g : R→ C of class C1, with
(1 + ξ2)(|g(ξ)| + |g′(ξ)|) ≤ C ∀ξ ∈ R,
for some constant C > 0. Then for every x ∈ R the following two convergent
numerical series coincide:
Pg(x) :=
∑
k∈Z
g(x + 2πk) =
∑
k∈Z
gˆ(k) eikx .
At x = 0 this is the Poisson summation formula
∑
k∈Z g(2πk) =
∑
k∈Z gˆ(k). More-
over, ∑
k∈Z
∫
R
ei2πkξ g(ξ) dξ =
∑
k∈Z
g(k) . (13.17)
We next show that the operator P admits a unique continuous extension to the
space of functions g such that (1+ |x|2)1/2g(x) ∈ L2(R) (which is equivalent to g = hˆ
for some h ∈ H1(R)).
Lemma 13.9. Let g ∈ L2(R) with Tg ∈ L2(R), where (Tg)(x) := xg(x). Then the
sequence {gˆ(k)}k∈Z is in ℓ2(Z), the series u(x) :=
∑
k∈Z gˆ(k) e
ikx belongs to L2(T),
with
‖u‖L2(T) ≤ 2(‖g‖L2(R) + ‖Tg‖L2(R)).
If, in addition, g satisfies the hypotheses of the previous lemma, then u(x) = Pg(x)
for every x, whence
‖Pg‖L2(T) ≤ 2(‖g‖L2(R) + ‖Tg‖L2(R)).
Proof. ‖u‖2L2(T) =
∑
k∈Z |gˆ(k)|2. For every ξ ∈ R,
|gˆ(k)|2 ≤ (|gˆ(ξ)| + |gˆ(k)− gˆ(ξ)|)2 ≤ 2(|gˆ(ξ)|2 + |gˆ(k)− gˆ(ξ)|2).
Let Ik := [k − 1/2, k + 1/2]. Then
|gˆ(k)|2 =
∫
Ik
|gˆ(k)|2 dξ ≤ 2
∫
Ik
|gˆ(ξ)|2 dξ + 2
∫
Ik
|gˆ(k) − gˆ(ξ)|2 dξ .
By Ho¨lder’s inequality,∫
Ik
|gˆ(k)− gˆ(ξ)|2 dξ ≤
∫
Ik
∣∣∣ ∫ ξ
k
|gˆ′(t)| dt
∣∣∣2 dξ
≤
∫
Ik
∣∣∣ ∫ ξ
k
|gˆ′(t)|2 dt
∣∣∣ |k − ξ| dξ
≤
∫
Ik
(∫
Ik
|gˆ′(t)|2 dt
)
dξ =
∫
Ik
|gˆ′(ξ)|2 dξ.
Therefore∑
k∈Z
|gˆ(k)|2 ≤ 2
∑
k∈Z
∫
Ik
(|gˆ(ξ)|2 + |gˆ′(ξ)|2) dξ
= 2
∫
R
(|gˆ(ξ)|2 + |gˆ′(ξ)|2) dξ = 2(‖g‖2L2(R) + ‖Tg‖2L2(R)).
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Remark 13.10. Denote by Λs is the Fourier multiplier with symbol 〈ξ〉s = (1 +
|ξ|2)s/2. Clearly
ΛsPf(x) = PΛsf(x) =
∑
k∈Z
fˆ(k)〈k〉seikx
for all test function f ∈ C∞0 (R), namely ΛsP = PΛs. The previous lemma thus
implies that
‖Pg‖Hs(T) ≤ 2(‖g‖Hs(R) + ‖TΛsg‖L2(R)).
Now one has TΛs = ΛsT + sΛs−2∂x, as can be checked directly using the Fourier
transform, so that
‖Pg‖Hs(T) ≤ C(s)(‖g‖Hs(R) + ‖Tg‖Hs(R)), (13.18)
where C(s) = 2(1 + |s|).
Note that, for s integer, ∂sxT = T∂
s
x + s∂
s−1
x , and this is useful to calculate
‖Tg‖Hs(R) using ‖∂sxTg‖L2(R).
Observe that PS = I because, for u periodic,
PSu(x) =
∑
k∈Z
(Su)(x+ 2πk) =
∑
k∈Z
ρ(x+ 2πk)u(x) = u(x).
Moreover,
(ψ, v)L2(R) = (Pψ, v)L2(T) ∀ψ ∈ C∞0 (R), v ∈ L2(T). (13.19)
Indeed,
(ψ, v)L2(R) =
∫
R
ψ(x)
(∑
k∈Z
vˆk e
−ikx
)
dx =
∑
k∈Z
ψˆ(k) vˆk ,
and also
(Pψ, v)L2(T) =
∫
T
(∑
k∈Z
ψˆ(k) eikx
)(∑
j∈Z
vˆje
−ijx
)
dx =
∑
k∈Z
ψˆ(k) vˆk .
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