The degrees of freedom (DoF) region is characterized for the 2-user multiple input multiple output (MIMO) broadcast channel (BC), where the transmitter is equipped with M antennas, the two receivers are equipped with N1 and N2 antennas, and the levels of channel state information at the transmitter (CSIT) for the two users are parameterized by β1, β2, respectively. The achievability of the DoF region was established by Hao, Rassouli and Clerckx, but no proof of optimality was heretofore available. The proof of optimality is provided in this work with the aid of sum-set inequalities based on the aligned image sets (AIS) approach.
I. INTRODUCTION
The aligned image sets (AIS) approach has recently led to degrees of freedom (DoF) characterizations for a number of wireless networks under partial CSIT. Particularly relevant to this work is the recent effort in [1] to derive a new class of sumset inequalities based on the AIS approach, to serve as a toolkit for future DoF studies. In this work we demonstrate the utility of these sumset inequalities by providing the proof of optimality for a DoF region for the 2-user MIMO BC under partial CSIT, that was shown to be achievable by Hao, Rassouli and Clerckx in [2] , but whose optimality was heretofore open.
The setting of interest is a 2-user MIMO BC where the transmitter is equipped with M antennas, the two receivers are equipped with N 1 and N 2 antennas, and the levels of CSIT for the two users are parameterized by β 1 , β 2 ∈ [0, 1], respectively, such that β i = 0 represents no CSIT, β i = 1 represents perfect CSIT, and the intermediate values represent corresponding levels of partial CSIT. Existing results for this channel focus primarily on the two extremes of perfect CSIT and no CSIT. Exact capacity is known for the MIMO BC if the CSIT is perfect [3] . The collapse of DoF under no CSIT has been shown for this channel under restrictive assumptions such as isotropic fading that essentially appeal to the degraded BC perspective [4] , [5] , [6] , [7] . The particular setting of the MISO BC, where each user is equipped with only one antenna, i.e., N 1 = N 2 = 1, has recently seen much progress based on the AIS approach in [8] , [9] , [10] , leading ultimately to its full GDoF characterization in [10] with arbitrary channel strengths and arbitrary channel uncertainty levels. For arbitrary antenna configurations and arbitrary levels of partial CSIT, an achievable DoF region is established by Hao, Rassouli and Clerckx in [2] . The optimality of this achievable region has been shown in [2] for certain parameter regimes (mainly N 1 ≤ N 2 , M ≤ N 2 ), based on existing bounds, as well as AIS arguments. However, the general DoF region characterization remains open. Our main goal in this work is to provide a complete DoF region characterization by providing the proof of optimality that was heretofore missing for the remaining parameter regime. Remarkably, the proof makes use of the sumset inequalities recently developed in [1] .
II. NOTATION AND DEFINITIONS
For n ∈ N, define the notation [n] = {1, 2, · · · , n}. The cardinality of a set A is denoted as |A|. The notation X [n] stands for {X(1), X(2), · · · , X(n)}. Moreover, X
[n] i also stands for {X i (t) : ∀t ∈ [n]}. The sets R and R 2+ stand for the sets of real numbers and the set of all pairs of non-negative numbers, respectively. Moreover, we use the Landau O(·) and o(·) notations as follows. For functions f (x), g(x) from R to R, f (x) = o(g(x)) denotes that lim sup x→∞ |f (x)| |g(x)| = 0. We use the notation A . = B to indicate that the difference |A − B| is negligible in the DoF sense. For any real number x we define x as the largest integer that is smaller than or equal to x when x ≥ 0 and the smallest integer that is larger than or equal to x when x ≤ 0. For any vector V = v 1 · · · v k T and non-negative integer numbers m and n less than k, let us define the notation V m→n as follows,
For any two vectors V = v 1 · · · v k1 T and W = w 1 · · · w k2 T define their concatenation as
T Definition 1 (Power Levels): Consider integer valued variables X i over alphabet X λi ,
whereP λi is a compact notation for √ P λi . We refer to P ∈ R + as power, and are interested in limits as P → ∞.
Quantities not depending on P will be referred to as constants. The constant λ i ∈ R + denotes the power level of X i .
Definition 2: For non-negative real numbers X, λ 1 and λ 2 , define (X) λ1 and (X) λ2 λ1 as,
In words, for any X ∈ X λ1+λ2 , (X) λ1+λ2 λ1 retrieves the top λ 2 power levels of X, while (X) λ1 retrieves the bottom λ 1 levels of X. (X) λ3 λ1 retrieves only the part of X that lies between power levels λ 1 and λ 3 . Note that X ∈ X λ can be expressed as
. A conceptual illustration of power level partitions is shown in Figure 1 . Since expressions of the form (X) 1 1−λ appear frequently in this work, define a compact notation as follows. Fig. 1 . Conceptual depiction of an arbitrary variable X ∈ X λ 1 +λ 2 +λ 3 , and its power-level partitions (X) λ 1 , (X) λ 1 +λ 2
Definition 4 (Bounded Density Channel Set G): Let G be a set of real-valued random variables, which satisfies both of the following conditions.
1) The magnitudes of all the random variables in G are bounded away from infinity, i.e., there exists a constant ∆ < ∞ such that for all g ∈ G we have |g| ≤ ∆. 2) There exists a finite positive constant f max , such that for all finite cardinality disjoint subsets G 1 , G 2 of G, the joint probability density function of all random variables in G 1 , conditioned on all random variables in G 2 , exists and is bounded above by f |G1| max . Without loss of generality we will assume that f max , ∆ ≥ 1.
Definition 5: For real numbers x 1 ∈ X η1 , x 2 ∈ X η2 , · · · , x k ∈ X η k and the vectors γ = (γ 1 , γ 2 , · · · , γ k ) and δ = (δ 1 , δ 2 , · · · , δ k ) define the notation L g j (
for distinct random variables g ji ∈ G. For the vector V = v 1 v 2 · · · v k T we similarly define the notation L g j (V ) to represent,
III. SYSTEM MODEL We will focus on the two-user MIMO BC equipped with M antennas at the transmitter and N 1 , N 2 antennas at the two receivers, with the assumption throughout that 
In order to obtain a canonical representation of the channel (obtained by applying a change of basis operation at the transmitter) it is useful to indicate explicitly the directions along which partial zero-forcing is possible, by mapping them to transmit antennas, so an M dimensional input vector X is partitioned as follows.
Recall that the notation X m→n as used here stands for (X m+1 , X m+2 , · · · , X m+n ). Thus, the partition X a contains transmit directions that are in the null-space of User 2 but not User 1, the partition X c contains transmit directions that are in the null space of User 1 but not User 2, and X b contains transmit directions that are not in the null space of either user. Further, note that if M = N 1 + N 2 , then X b disappears, and the partition is simply
With partial CSIT, only partial zero-forcing is possible based on channel estimates available to the transmitter. Evidently, for the first user, zero forcing is possible only along the M − N 1 dimensional space corresponding to X c , and for the second user, zero forcing is possible only along the M − N 2 dimensional space corresponding to X a . See The dimensions of these symbols are listed as follows.
Here, over channel use t ∈ N, the vector of symbols seen at
, and the vector of symbols sent from the transmitter is
Channel matrices G 1ab (t), G 2bc (t) correspond to directions along which no zero-forcing is possible, while G 1c , G 2a correspond to directions that can be partially zero-forced based on channel estimates available to the transmitter. Note that due to partial CSIT, the dimensions that can be partially zeroforced have channel strength diminished by the negative power exponents β 1 , β 2 for users 1 and 2 respectively, relative to those directions along which no zero-forcing is possible. The quality of CSIT is captured by β 1 , β 2 ∈ [0, 1]. As the CSIT parameters β j , j ∈ {1, 2}, take values in the interval from 0 to 1 they cover the full range from no CSIT (i.e., no zeroforcing ability) to perfect CSIT (perfect zero-forcing ability) in the DoF sense. Γ i (t) are the zero-mean unit variance additive white Gaussian noise terms seen at outputs Y i (t), independent of all inputs and channel realizations. The input vector X(t) is subject to unit power constraint. The definitions of achievable rates R i (P ) and capacity region C(P ) are standard. The DoF region is defined as
IV. MAIN RESULT
The following theorem characterizes the complete DoF region of the two-user MIMO BC with arbitrary levels of partial CSIT β 1 , β 2 ∈ [0, 1], for arbitrary (unconstrained) choice of parameters M, N 1 , N 2 .
Theorem 1: Without loss of generality, assume N 1 ≤ N 2 . The DoF region is expressed as follows.
where β o is defined as, [2] based on a rate-splitting scheme that includes interesting 'space-time' scheduling aspects. Partial converse results are also presented in [2] based on relatively straightforward applications of the aligned image sets (AIS) argument [8] . The problem that remains open is the proof of the outer bound (20) for N 1 ≤ N 2 ≤ M ≤ N 1 + N 2 , which is the main contribution of this work. Our proof exemplifies the utility of the 'sum-set inequalities' that were recently developed from AIS arguments in [1] .
The full proof of Theorem 1 is relegated to the full paper [?]. Here we illustrate only the main ideas of the proof with an example -the (M, N 1 , N 2 ) = (5, 2, 3) MIMO BC with (β 1 , β 2 ) = ( 1 2 , 2 3 ) as representative of the case β 1 + β 2 ≥ 1. V. EXAMPLE 1. (M, N 1 , N 2 ) = (5, 2, 3) WITH (β 1 , β 2 ) = ( 1 2 , 2 3 ) For the two-user (5, 2, 3) MIMO BC with ( 1 2 , 2 3 ) levels of partial CSIT, from Theorem 1 the DoF region is computed as,
and β o = 7 18 from (22). The challenge is to prove the bound (20), i.e., d 1 + d 2 ≤ 3 + 7/9.
A. Deterministic Model
The first step of the AIS approach is to transform the channel model into the deterministic setting, such that a DoF outer bound for the deterministic setting is also a DoF outer bound for the original channel. This deterministic transformation produces a BC with inputX(t) =X a (t) X c (t), and outputsȲ 1 (t),Ȳ 2 (t).
whereX a (t) andX c (t) are defined as,
andX m (t) ∈ {0, 1, · · · ,P }, ∀m ∈ [5] .
B. A Key Lemma
The key to the proof of the bound, d 1 + d 2 ≤ 3 + 7 9 , is the following lemma, which makes use of sumset inequalities from [1] .
Lemma 1: For the two-user MIMO BC with (M, N 1 , N 2 ) = (5, 2, 3) and (β 1 , β 2 ) = ( 1 2 , 2 3 ), Figure 3 for an accompanying illustration for Lemma 1. Lemma 1 is proved in the full paper [1] . 1) Starting from Fano's Inequality for the first receiver and suppressing no(log(P )) terms that are inconsequential for DoF, we have,
where (33) follows from Definition 2 and (34) from the chain rule. (35) is concluded as the entropy of a random variable is bounded by logarithm of the cardinality of its support, i.e., 2H(Ȳ 
2) Similarly, starting from Fano's Inequality for the second receiver we have, 
where (41) is obtained by a direct application of the sumset inequalities of [1] , as explained below. From (41), the sum DoF bound d 1 +d 2 ≤ 3+ 7 9 follows immediately. 4) Finally, we explain how (41) is implied by the sumset inequalities of [1] . Specifically, we need Theorem 4 of [1] to prove that H((Ȳ
. For the sake of completeness, let us present the simplified version of Theorem 4 in [1] . Consider 0 ≤ δ j ≤ 1, ∀j ∈ [N ] and random variables X j (t) ∈ X 1 , ∀j ∈ [N ], ∀t ∈ N, independent of G, and ∀k ∈ {1, 2}, K ≤ N , define Z k (t) = L g k (t)(X 1 (t), X 2 (t), · · · , X N (t)) (42) Z k,1 (t) = L g k,1 (t)((X 1 (t)) δ1 , · · · , (X N (t)) δN ) (43) Let us specialize W = W 2 and define Z 1 (t), Z 2 (t), Z 11 (t), Z 21 (t), t ∈ [n], as,
Next, consider the ' . =' in (47) and (48). This is justified as follows. Let us prove (47), and (48) is similarly implied. In order to prove (47) we will show that Z 11 (t) = (Ȳ 11 (t)) 1/3 − δ 11 (t) where H(δ 11 (t)) is bounded by a constant which does not scale with P . Since adding or subtracting bounded entropy noise terms can only make a difference of the order of no(log(P )) which is inconsequential in the DoF sense, the . = in (47) and (48) is justified.
= g 1 (t)X 1 (t) + g 2 (t)X 2 (t) + 5 k=3 g k (t)(X k (t)) 1/2 /P 2/3 − δ b (t) + δ a (t) = g 1 (t)(X 1 (t)) 1/3 + g 2 (t)(X 2 (t)) 1/3 +δ c (t) − δ b (t) + δ a (t) (52) = Z 11 (t) + δ 11 (t)
where δ 11 (t) = δ a (t) − δ b (t) + δ c (t). Here, δ a (t) is a random variable which can only take values from the set {−1, 0, 1} as A + B − A + B ∈ {−1, 0, 1} for any 1 Let G(Z) ⊂ G denote the set of all bounded density channel coefficients that appear in Z
[n] 1 , · · · , Z
[n]
K , and let W be a random variable such that conditioned on any Go ⊂ (G/G(Z)) ∪ {W }, the channel coefficients G(Z) satisfy the bounded density assumption. real numbers A and B. Next, consider δ b , whose entropy is bounded as follows. (57)
VI. CONCLUSION
The DoF region of the the two-user MIMO BC with arbitrary levels of partial CSIT is characterized as a function of the number of antennas and the levels of CSIT. The main challenge is proving the outer bound which is accomplished with the aid of sum-set inequalities based on the AIS approach.
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