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Abstract In recent years Serious Games have evolved sub-
stantially, solving problems in diverse areas. In particular, in
Cognitive Rehabilitation, Serious Games assume a relevant
role. Traditional cognitive therapies are often considered re-
petitive and discouraging for patients and Serious Games can
be used to create more dynamic rehabilitation processes, hold-
ing patients’ attention throughout the process and motivating
them during their road to recovery. This paper reviews Serious
Games and user interfaces in rehabilitation area and details a
Serious Games platform for Cognitive Rehabilitation that in-
cludes a set of features such as: natural and multimodal user
interfaces and social features (competition, collaboration, and
handicapping) which can contribute to augment the motiva-
tion of patients during the rehabilitation process. The web
platform was tested with healthy subjects. Results of this pre-
liminary evaluation show themotivation and the interest of the
participants by playing the games.
Keywords Serious games . Rehabilitation . Cognitive
rehabilitation . Natural user interfaces . Games . Health
informatics
Introduction
As a multidisciplinary field of research, Serious Games have
evolved substantially in recent years, solving problems in
many diverse areas such as: military, education, rehabilitation
and health care. Although there is no single accepted defini-
tion of the term, it has been consensus among the scientific
community that Serious Games refer to games that have a
specific main goal that goes beyond purely entertaining. In
particular, in the field of Cognitive Rehabilitation, Serious
Games are used as computer games whose main purpose is
to reach a specific goal (rehabilitate) other than entertainment,
and that use the entertainment component and the game’s
ability to hold the patient attention and interest while playing
the game.
Several studies on rehabilitation show that the effectiveness
is bigger when patients follow intensive training programs,
oriented to reach a goal and divided into specific tasks that
have to be performed repetitively [1, 2]. The problem however
with these traditional approaches is the lack of motivation and
lack of interest of patients to perform these repetitive tasks.
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Rehabilitation professionals believe that the motivation of pa-
tients plays an extremely important role in the success of re-
habilitation so keeping patients motivated throughout the pro-
cess becomes crucial for more efficient rehabilitation.
According to [3] (Maclean et al.), highly motivated patients
realize more easily that rehabilitation is not only important,
but in many cases is the only hope for their recovery and they
are more willing to play an active role throughout this process.
To mitigate these problems, Serious Games-based tools are
necessary to create more dynamic rehabilitation processes and
allowing a different perspective of the traditional processes of
rehabilitation therapy. These games should then be defined
taking into account characteristics that are able to stimulate
and train cognitive functions as well as features that require
some kind of motor activity in order to stimulate and attract
the attention of patients [4, 5].
The main objective of cognitive rehabilitation is the im-
provement of cognitive skills affected as a result of suffered
brain damage. In this sense, it focuses mainly on returning
patients to the maximum possible independence and the best
possible functioning of their cognitive functions. These pro-
cesses include cognitive faculties such as attention, concentra-
tion, memory, reasoning, problem solving, and language,
among others. Serious Games can assume a relevant role in
Cognitive rehabilitation. Despite literature review shows that
Serious Games are most commonly used in physical rehabil-
itation therapy processes [5], several examples of serious
games studies used for cognitive rehabilitation can be found.
However, for most of these studies we found that they are still
prototypes in development or in testing phase [6–9].
In a previous study we made a literature revision in Serious
Games for cognitive rehabilitation and propose a set of fea-
tures to be incorporated in the games [10]. Based on that, the
main objective of this work is to highlight our work regarding
the development of a web platform for Serious Games in
cognitive rehabilitation that integrates the proposed features.
This paper extends our work presented in theWorldCIST’16
– 4th World Conference on Information Systems and
Technologies, in Recife, Brazil (Rui Rocha, Rego, Faria, Reis
&Moreira, 2016). The rest of the paper is structured as follows.
Second Section presents a characterization of the main modal-
ities of interaction in cognitive rehabilitation games as well as
its importance for rehabilitation and refers some of the main
multimodal and natural interaction modalities present in these
games. Third Section describes the importance of social fea-
tures in rehabilitation games and Fourth Section presents a
review of serious games for rehabilitation focused on the fea-
tures we propose for designing games for cognitive rehabilita-
tion. Following, Fifth Section describes the web platform for
serious games, including the architecture, the integrated fea-
tures and the developed games along with a brief description
of the main features that were included in their implementation.
Six Section describes the experiments with users and Seventh
Section presents results of user testing using the described ar-
chitecture. Eight Section presents the major conclusions and
some directions for future work.
Natural and multimodal user interfaces
Many of the patients who use rehabilitation therapies present
various physical limitations in addition to cognitive difficul-
ties [11, 12]. It is therefore essential to decrease the limitations
of games with respect to usability and interaction with the use
of user interfaces, as much natural as possible and according
to a multimodal approach [13–16].
The multimodal term refers to the combination of multiple
modalities, which in this particular case relates to the way the
system receives its input / produces its output [17]. Thus, the
multimodal approach is a combination of more than one inter-
action technology, such as input or output [18] that should
serve as facilitator of the interaction between humans and
the computer [13]. A multimodal interface can incorporate
different combinations of voice, gestures and facial expres-
sions, and other, more conventional, forms of interaction, such
as mice and keyboards. The most common combination in the
literature uses gestures and voice simultaneously [14].
Concerning the use of more natural forms of interaction, there
is a collaboration between different modes of interaction, as a
way to support the signal recognition process. For example,
capturing the lip movements can help in the speech recogni-
tion process [13]. An architecture [7] that accommodates the
inclusion of several modalities as modules and also some pre-
vious studies [6, 10] on usability are described in [6, 7, 10].
Multimodal interfaces offer several advantages over more
traditional user interfaces. Firstly, they provide a more natural
and friendly user experience. For example, the Real Hunter
System [19], an application designed to help users find houses,
offers the possibility for users of pointing a finger at a house
and make questions to the system about the house, using their
voice [19]. Such combined and complementary interaction
using gestures and voice illustrates the type of natural interac-
tion experiences a multimodal approach can provide.
Similarly, a multimodal approach may be used in order to
equip the system with redundancy which allows to open the
use of the system to different people and in different circum-
stances [20]. The MATCHKiosk application [21], an interac-
tive guide of New York, allows you to use voice or written
input to perform searches on the city map. The users of such
systems seem to prefer multimodal approach by the fact that
the different types of modalities are more suited for different
actions, thereby supporting each other and allowing alterna-
tive methods for people with different disabilities to interact
with the system [22]. The use of these approaches is essential
to develop systems for people with physical deficits, particu-
larly regarding the movement of the upper limbs [23–25].
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Natural user interfaces are a type of interaction between
humans and the computer based on the analysis of natural
human behavior. Human actions are interpreted by machines
as commands that control system operations [26]. This means
that humans are able to use the systemwith very little practice,
through natural movements / actions, since these behaviors are
deeply rooted in their daily experiments, reducing the cost of
system use, time of learning, and time of getting used to the
system commands, andmaking the interaction easier to handle
and more intuitive [6, 27, 28]. The main objective in this
approach is to interact with the computer the way we interact
with the world [18]. For example, using hand gestures, head
movements, body motions, or spoken commands to make a
selection on the screen is more direct than using the keyboard,
or the mouse. Using these interfaces the user can interact with
the system without noticing that he is using an intermediary
interface (when using the Nintendo Wii Wiimote, or the
PlayStation Move motion controller, for example), and in
many cases the interaction can happen when there is no con-
tact with any type of physical device [27] (when using body
gestures to interact, for example).
Any physical limitation that these patients may havemust be
attenuated by a fusion between a multimodal approach and the
use of natural user interfaces. A multimodal natural approach
enables an interactive environment that is more flexible, ap-
pealing, motivating and integrative through various interaction
technologies. Relevant examples of the use of multimodal in-
terfaces using the concept of an intelligent wheelchair can be
found in [25, 28–34]. In these studies, the intelligent wheelchair
is controlled using high-level commands in a multimodal inter-
face that uses voice, facial expressions, head movements and
joystick as the main input forms and users have the option to
choose the input type that best fits their needs, thereby enabling
them to increase their safety and comfort.
The vision-based technologies are the most frequently
identified in the literature. An overview of this type can be
described as the interpretation of any human behavior that can
be recognized as a visual signal [13]. Among the various
existing technologies we highlight: the analysis of facial ex-
pressions [35], detection of body movements [36], gesture
recognition [37] and tracking of eye movements [38–40].
The use of newer and sophisticated technologies, such as bio-
feedback, capture motion sensors and haptic sensors may be
particularly useful for users with large physical limitations.
In the next subsection we present in more detail a descrip-
tion of these technologies and some examples of their
application.
Analysis of facial expressions
The analysis of facial expressions works with the recognition
of image shapes of the human face, through a series of features
observed by the movement / positioning of the eyes,
eyebrows, nose and mouth, among others. Analysis of these
characteristics may occur in two forms: static, when only the
final state of a facial motion is analyzed; or dynamic, by mon-
itoring the variation of these characteristics in time [41].
Besides being used as a modality, this technology can also
be used as a behavior analysis tool. For example, it allows,
among other things, the measurement of the users’ satisfaction
with the game, and can be incorporated to refine their level of
satisfaction in the game [42]. One of the most commonly
noted problems with this technology is that people hide and
deliberately disguise their emotions in an attempt to not ex-
pose themselves [41], leading to recognition errors and mis-
interpretation of the commands used.
Detection of body movements and gesture recognition
The detection of body movement and gesture recognition [43]
are the most common approaches in the literature and are
usually used as a form of direct interaction with the system,
in a perspective of a user command that triggers an action in
the system [44].
The gesture recognition can be applied to the entire body
[45], or may make use of specific gestures, such as head
movements [46].
This technique is particularly useful in patients with re-
duced mobility and with limitations of the upper limbs.
More recent algorithms allow the use of this technique with
common video cameras, and can be used as a form of direct
interaction with the system. For example, using movements of
the head to the right and left to make the user to move left or
right in the game [46]. The most usual form of application of
this technology is by the use of hand gestures. The recognition
of these gestures may be achieved through the use of data
gloves that allow to accurately record the bending of each
finger, but this is a more intrusive approach which can cause
discomfort to users [47]. This recognition can also be done
through computer vision based interfaces, constituting a pas-
sive and silent recognition, and a non-intrusive technique,
comparatively with the data glove methods, and providing
thus a more intuitive way of communication between a human
and a computer [47].
A study by Gerling et al. [36], in a group of elderly people
with movement difficulties, examined the use of video games
based on natural interaction, particularly full-body interaction,
that is, using gestures performed with any body part. The
interaction with the developed game was achieved through
the use of the Kinect device [48] that through its RGB camera
and depth sensor provides 3D capture capabilities of move-
ments of the entire body [48]. In this study a game was devel-
oped using a series of pre-defined gestures: raise one arm,
lifting both arms, clap, walking in the same place, say
goodbye and remain standing supported only on one foot,
among others. Special attention has been given in the
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definition of these movements so that most of them could be
performed with the participants seated, due to their physical
limitations. The results of this study indicate that the partici-
pants had a good experience at the fun level. Similarly, low
levels of difficulty and fatigue were recorded during use of the
game. From this study it is clear that gestures of hands and
arms are easier to perform and learn, especially if they are
already known gestures of daily actions (e.g. raise an arm).
Some users found that the gestures were too simple and lacked
any competition in carrying them.
The detection of hand and finger motions can also be done
through the use of the Leap Motion sensor device [49] that is
commercially available and constitutes another form of natu-
ral interaction with the computer. This controller plugs into a
standard USB port and relies on built-in cameras and infrared
LEDs to capture and analyze finger and handmovement. Leap
Motion provides an extensive SDK for developers to incorpo-
rate support for the device into their own applications and
supports several different programming languages across a
number of platforms. Instead of developing the full mechanic
for identification of the movement, with Leap motion the pro-
grammer can focus on the game, using the already existing
techniques to detect hands movement.
Tracking eye movement
The use of the eyes as a way of interacting with computers has
its origins in the analysis of gaze, that is, track to where a
person is looking [50, 51]. The analysis of gaze allows us to
establish a link between the user and that to which he is paying
attention [39, 52]. Based on this principle, Dickie et al. [53]
developed two applications: a video player that automatically
pauses when you look away from the screen, and a reading
application of digital books that advances the text as the user
progresses in their reading. Using the same principle, a similar
system could be implemented in the games so that they could
present some sound when the user looks away. In a multimod-
al perspective, this technology can be combined, for example,
with voice recognition, or forms of more traditional interac-
tion, such was illustrated in the system described by Zhai et al.
[54] where the mouse cursor displacement was achieved
through the gaze, while the actions of click and selection con-
tinued to be performed with the mouse.
Developments in this area now allow tracking of eye move-
ments, allowing people with movement difficulties, especially
at the level of the upper limbs to interact with computers, for
example using the eyes to move the mouse cursor and blink an
eye as a way of clicking [52]. Although it is common to capture
these signals by similar devices to video cameras, it is possible
to integrate these systems into a pair of ordinary glasses [55].
Being concentration one of the versed modalities in cogni-
tive training, this technology could prove equally useful in this
type of games, for example, to analyze which elements of the
game users pay more attention.
Audio-based technologies
The audio-based technologies deal with information from sev-
eral sound signals. Although the nature of these signals is not
as diverse as visual signals, the acquired information may be
more reliable and useful [13]. Several technologies emerge
under this modality.
Historically, speech recognition [56] has given prominence
by researchers. Scientific research related to the treatment of
audio signals have been working in what is one of the biggest
challenges of speech recognition, the development of systems
capable of operating well in noisy environments. For that pur-
pose, technological advances have focused on improving the
accuracy and the ability and the ability of systems to give
meaning to the words in the natural language of human [56].
The voice recognition consists in interpreting voice com-
mands dictated by the user to be used as a system control
method [57]. For several years the audio-based technologies
deal not only with voice recognition, but make also use of other
sounds made by the human vocal apparatus than voice such as
whistles, whispers, groans and hums, among others [58, 59].
This form of interaction with the systems has proved effective
with regard to the control of the mouse cursor [60] and in
emulation of keyboards [59, 61], as well as a form of interac-
tion in games [62, 63]. Sporka et al. [63] adapted the common
Tetris game to take both verbal commands and non-verbal.
Verbal commands passed simply by users say Bleft^ to move
the pieces to the left or Bright^ to move to the right, while non-
verbal commands are characterized by a kind of groan
(Bhmmm^) that with a higher tone shifts the pieces to the right
and a lower tone would shift the pieces left. Overall the study
participants found the intervention methods much more fun
than by using typical keyboards and commented that these
methods would be greatly appreciated by users with mobility
difficulties. Results suggested that non-verbal controls were
shown to be more accurate and likely to execute faster.
The attempt to integrate human emotions human-computer
interaction led to the analysis of emotions through voice [64,
65], another field of research in the area of capture and analysis
of audio signals. What this technique aims to do is to automat-
ically identify, from the voice, emotional or physical state of the
user [65]. You can identify emotions from annoyance, anger,
boredom, fear and indifference, among others [65]. This tech-
nology is currently used for example in reservation systems of
automated tickets, scheduled to see if the user shows boredom
or frustration, and changing the answer in function of that [65,
66]. There are also studies in medicine, where therapists apply
this technology in the detection of signs of depression and
suicide risk [67, 68]. Also other non-verbal sound signals, typ-
ically human, as sighs have been analyzed in order to improve
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the analysis of emotions through audio [69]. A study of
Kostoulas et al. [70] describes the implementation of a speech
interface, as part of a platform for the development of Serious
Games (PlayMancer platform) for patients with mental disor-
ders, which has two components: voice recognition and recog-
nition of emotions through voice. For both components posi-
tive results were obtained in terms of performance.
Motion capture systems, haptic technology
and biofeedback
The use of newer and sophisticated technologies, such as bio-
feedback, capture motion sensors and haptic sensors may be
particularly useful for users with large physical limitations.
Motion capture systems are a technology widely used in
film, animation and video games. Many are based on suits
worn by users [13], which let to capture all the movements
made by them. This technique besides being invasive be-
comes unsuited for individuals with physical limitations.
The forms of interaction with a system must take into ac-
count the response of the system itself, or the system outputs
and thus enable users to receive system information also
through various methods, for example by sound effects and
graphics. The haptic technology is an example of output feed-
back that is based on tactile feedback, through the application
of forces or vibrations to users [71]. This technology is often
used in robotics and virtual reality. Current humanoids robots
have this technology in order to make them aware and sensi-
tive to the touch [72]. Force-feedback can contribute to in-
crease the realism of the game and make the user/patient clos-
er to the environment of the game.
Biofeedback is a process that uses the physiological signs
of individuals in order to manipulate and use them as a way of
interacting with a system [73, 74]. There are two perspectives
as regards the use of biofeedback-based technologies. On the
one hand, physiological signals indirectly controlled by the
user such as heartbeat and brain waves can be used. This
perspective therefore refers to signals that cannot be explicitly
influenced by the user and as such do not make up an effective
interaction with the systems, due to the fact that are very
restrictive in terms of gaming experience. On the other hand,
the use of physiological signals controlled directly by the
users (e.g. the flexure of muscles or breathing patterns) can
be effectively used as a means of interaction, especially in
people with difficulty in moving themselves [75]. This ap-
proach uses several bio-sensory technologies such as electro-
encephalography, electromyography, electrocardiography,
measurement of respiratory changes and temperature sensors,
among others [76]. Since we are dealing with patients, and
trying them to surpass themselves, they are very likely to get
excited. So, we should consider the controlling of their vital
signals. As an example, the cardio fitness machines control the
heart rate.
Use of natural and multimodal interfaces in serious games
The literature review allows to realize that vision-based tech-
nologies are the most common forms of natural interaction
with video games and present good results regarding user
experience and ease of getting used to the system.
Several studies have been conducted on the use of these
technologies in Serious Games. Conconi et al. [74] studied the
applications of movement detection and facial expression rec-
ognition, Flynn et al. [77] worked with tracking technologies
of eye movements, Moussa et al. [35] tested the voice recog-
nition while Saposnik and colleagues [78] conducted experi-
ments with motion detection. Large companies of video
games are increasingly focusing on these forms of interaction
and these are increasing on the market. The Microsoft Kinect
[48], the Leap Motion controller [49], the Nintendo Wii [79]
and the Sony PlayStation Move [80], are just some of the
devices commercially available.
Social features
A patient committed with his rehabilitation program increases
his chances of success. Motivation plays an essential role dur-
ing rehabilitation therapy. The encouragement of patients
throughout the rehabilitation process shows up crucial in
achieving the objectives. For this purpose, it is essential to
find a balance between work and entertainment, and it is nec-
essary to make the therapy most fun, entertaining, appealing
and additive.
Social interaction in video games showed positive effects
in tests with healthy subjects, with respect to the gaming ex-
perience [81]. In this test the participants were 42 graduate and
post graduate students, aged between 16 and 34 and played an
arcade-like game in competitive mode using three alternated
configurations in terms of social context: virtual co-player
setting (participants were told they played against the comput-
er, but they played against their partner, in separate rooms),
mediated co-player setting (the pairs played online against
each other in separate rooms) and co-located co-player (they
played against each other in the same room and in the same
console). Results showed that co-players contributed in a pos-
itive way to the player’s involvement in the game. The same
can be studied with patients in rehabilitation through social
interaction features incorporated in serious games, including
collaboration and competition, making it possible to increase
the degree of motivation and commitment of patients in the
continuous practice of the exercises they have to perform [11].
In a previous study wemade a literature revision on Serious
Games for cognitive rehabilitation and proposed a set of social
features to be incorporated in the games [10] such as: collab-
oration, competition and handicapping.
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Through collaborative features, interaction between pa-
tients is promoted, the social bond is increased and a fresh
gaming experience is provided. The goal is to form a team
and patients to be able to act as such, serving to constantly
support and being a source of motivation to other patients in
the team. Although not yet a much discussed topic, several
studies in this direction have already been made [81–83].
The competition features call for the competitive spirit of
the patients. Here the goal is not to form teams but to play
against adversaries. Two patients at the same level of recovery,
or similar limitations are confronted by the best result.
However, a key aspect to take into account when it comes
to competition is the disparity between patients. Different pa-
tients have different limitations and are at different stages of
rehabilitation and is not always easy to find two patients with
the same type of limitations or in the same rehabilitation stage
for playing together. However, it is important to create a way
in which all these patients may play and interact in order to
maximize the interaction and gameplay possibilities. Thus, it
becomes essential to guarantee equal conditions for all partic-
ipants. In this perspective, follows the handicap concept, or
handicapping. Handicapping is a concept used in games and
in certain sports as a way to match / even the probabilities for
all participants win by granting advantages in the form of a
one-off compensation or any other benefit granted to partici-
pants at a distinct disadvantage. The normal situation when
employing this technique is to award a disadvantage to the
most experienced player to allow the player with less experi-
ence to participate in the game, or sport in a fairly way. This
technique is widely used in golf, chess, bowling, horse racing
and polo, among others.
Serious games for cognitive rehabilitation
Serious Games can be applied in several areas, from military
training programs to the educational field. In this research we
focus the application of serious games in cognitive rehabilita-
tion therapies.
Several studies that address the use of serious games in the
area of cognitive rehabilitation have already been conducted
[74, 84, 85].
In Conconi et al. [74] the authors present the PlayMancer
platform in order to develop serious games in a quickly way,
focused on behavioral disorders and addiction. This platform
includes a multimodal interaction interface (voice, touch, bio-
sensors and motion capture). The goal of this game was to
increase problem-solving skills of patients, improve self-
control and impulsive behaviors.
Caglio et al. [84] created a 3D driving simulator in order to
understand the changes that occur in cognitive functions (spa-
tial and verbal memory) in patients suffering from Traumatic
Brain Injury.
Cameirão et al. [85] developed a game based on motion
capture with a camera for victims of stroke and traumatic brain
injury. This game combines the characteristics related to mo-
tor and cognitive functions. The system uses the movements
captured to activate intact neuronal systems that provide direct
stimulation to the motor areas affected by brain injury.
Table 1 presents a comparative analysis of some of the
serious games application analyzed in a revision of the litera-
ture. This analysis is focused on the following criteria: appli-
cation area, use of a multimodal approach, user interaction
technology used, number of players, and implementation of
social features.
By analyzing Table 1, of the eleven studies reviewed, only
three focus exclusively on cognitive rehabilitation and address
both physical and cognitive abilities. Although there is a cer-
tain consensus on the use of natural interaction interfaces (on-
ly two studies do not use any variation of these interfaces), the
vast majority of these studies did not include a multimodal
approach, allowing only one way of interacting with the
games. Similarly, it is inferred that the capture / detection of
movement is the most common interaction technology in
these studies.
Only three of these studies focus on the theme of a social
approach to the game and only the study of Alankus et al.
(2010) [11] addresses simultaneously competition, collabora-
tion and handicapping.
It is assumed therefore crucial to further investigate a mul-
timodal approach to forms of interaction in the games and the
incorporation of social characteristics.
Besides the aspects mentioned, there are limitations asso-
ciated to the games themselves that can be referred from the
reviewed studies and that can be explored to improve rehabil-
itation games. These limitations can be associated, for exam-
ple, with the quality and richness of the narrative, audio and
graphics used, or the difficulty levels that the game provides
which can thus provide more or less involvement (immersion,
engagement, and sense of balance between skills and chal-
lenges) of the patient in the game. The tasks in the games
should be meaningful to the patient. Most of the reviewed
games were simple in terms of the narrative, graphics and
feedback information provided, not exploiting most of the
entertainment characteristics that games can provide.
This reviewed studies comprise only prototypes under de-
velopment and testing phase. However, there are already some
commercial systems used in hospitals and rehabilitation
clinics, such as Rehacom [86, 87], Parrot Software [88] and
Gradior cognitive software from INTRAS Foundation [89].
Rehab+ platform
AWeb platform comprising a set of games adapted for use in
cognitive rehabilitation has been developed. In this way the
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game can be played online, making it more accessible to all
users, including patients in rehabilitation. Besides that, the
web platform provides a low cost solution to patients training
and eases a home rehabilitation, in addition to traditional ther-
apy. In this section we describe the solution architecture of the
Rehab+ platform, the games that are part of it, the technolo-
gies used in its creation and the tests carried out in the
validation.
Solution architecture
The design of rehabilitation characteristics is a complex task.
First of all, because it depends on the limitations of each pa-
tient but additionally because it must be made effective by a
multidisciplinary team composed of professionals from vari-
ous fields such as psychologists, physicians, and therapists,
among others.
The first step in the development of Rehab+ consists in
defining features to be included in each of the games devel-
oped. In this work, we decided to develop the games of the
Rehab+ platform with similar rehabilitative features to an
existing and established set of rehabilitation games that com-
pose the RehaCom software [86, 87], and provide the Rehab+
games with the features proposed in our investigation. The
RehaCom software, used for computer-assisted cognitive re-
habilitation in many hospitals and rehabilitation centers
around the world, provides a set of games, divided in training
modules, to improve the cognitive functions (such as atten-
tion, concentration, memory, perception, activities of daily
living, among others).
It was decided that each game should contain rehabilitative
features capable of stimulating at least one cognitive function,
as well as some of the features we proposed in this research as
a way to improve the motivation of patients in rehabilitation.
These features include the use of natural interaction interfaces,
the use of social features as competition and collaboration, and
the introduction of a handicapping mechanism.
Additionally, in order to verify the existence of different
reactions of individuals when faced with games that provide
the proposed features, and other games that do not offer them,
we decide to develop a game that does not provide any of the
proposed features, and another version of the same game that
includes some of them.
The Rehab+ platform comprises all the games developed
during this work, providing the solution that integrates all of
the games in one place. This platform groups the games in two
categories: single player and multiplayer. Figure 1 presents the
architecture diagram of the Rehab+ platform, providing an
overview of the integration of the proposed features in several
developed games.
Eight games were developed that include different ap-
proaches to the same game: memory, sorting, arithmetic and
BTic-Tac-Toe^ (or noughts and crosses game). For example,Ta
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in the single player category/approach the games included are:
memory, sorting, arithmetic (using mouse) and arithmetic
voice (arithmetic using voice commands) and in the multi-
player category/approach the games included are: BTic-Tac-
Toe^ handicap (BTic-Tac-Toe^ with handicap mechanism),
arithmetic COOP (arithmetic using a cooperative approach),
sorting multiplayer, and sorting handicap (sorting using hand-
icap mechanism).
The memory game does not include any of the proposed
features and is only available in single player mode. The
sorting game, available in single player and multiplayer,
covers competitive features and a handicapping system. The
arithmetic game is available both in single player, and in mul-
tiplayer version, the later version being based on cooperative
features, and the single player version also has the possibility
of interaction using voice recognition. In the Bnoughts and
crosses^ game it was implemented a handicapping system.
All the games have interaction via mouse.
Integrated features
In this investigation several innovative features were proposed
whose main objective is to increase the motivation of patients
during the rehabilitation process.
These features were designed to make games more moti-
vating, attractive and easy to interact, by using a natural inter-
action interface and social characteristics, in particular: the
competition, cooperation and the concept of handicapping.
In the games developed for this research we tried to incor-
porate in the best possible way, the proposed features to meet
the initial objectives. And as such, these games include all the
features proposed.
The games developed follow a competition and collabora-
tion approach, and include a natural user interface to control
the game (in this case, using voice commands). It was also
implemented a handicapping system in two games.
User interface All games developed enable interaction via a
mouse or via a touch screen, if they are used in mobile de-
vices. The use of this type of games should foresee possible
motor difficulties for users. In this sense, it was included in
one of the developed games an alternative mode of interac-
tion. Through the use of a JavaScript library and the Google
Chrome browser it is possible for users to interact with the
game Barithmetic voice^ through voice commands, thus
adapting the game to different profiles of users with varying
abilities and difficulties/limitations and thus exploring the
concept of multimodality. This form of interaction by voice
commands also requires the use of a microphone. In this work
various types of microphones were tested, and similar results
have been obtained. This type of natural user interface also
allows users to interact with the systemwithout the need to use
an external device to the computer, since the built-in micro-
phone on most laptops is sufficient to ensure a stable interac-
tion. The major limitation of this user interface relates to its
use in environments with a lot of background noise, making it
difficult a correct detection of the necessary voice commands.
In addition, it requires the use of a browser that allows voice
interaction, which limits the choices for users and may require
the installation of specific software. However, of the most
used browsers on the market, Google Chrome is the only
one to allow this type of interaction, and is also at the date
of writing this document, the most used in the world [90].
Also to attenuate this obligation for using the Google
Chrome browser is the fact that all the various existing
browsers currently have a very similar operation, which does
not require a major effort for learning and getting used to it.
Cooperation Cooperation characteristics are part of a social
approach to this kind of games, which aims to promote in-
creased interaction between patients. Our proposed hypothesis
is that this type of features enables patients to increase their
motivational levels in relation to games and the rehabilitation
process, from the companionship of their peers that are using
the same games they too use. In this particular case, it is
expected that, due the fact that patients are playing as a team,
they will interact more, communicate more with their peers
and create social bonds with their teammates, trying to avoid
their isolation. These features were incorporated into the ar-
ithmetic game and were designed so that each user has a role
Fig. 1 Architecture diagram of the Rehab+ Game platform
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in the completion of the task. Thus, each user plays a specific
role to be played so that both can attain success as a team.
Competition and handicapping A competitive game ap-
proach exploits similar concepts to those of collaboration, in
the extent that is expected that patients will be motivated by
sharing their experience with their peers. The characteristics of
competition assume that two users are confronted for reaching
the best individual result, not acting as a team but as opponents.
It is therefore important to address the disparity difficulties of
several patients. Different patients can have different problems
and different types of limitations, and therefore when they con-
front themselves in these conditions, it is complicated, unfair
and not motivating for them, which would prove to be
Table 2 Rehab+ games characteristics
Memory game
Main objective of the
game is the training of 
working memory or 
short-term memory 
(vision) and sequential 
memory
Implementation:
only single player 
version
user interaction via
mouse
no competition 
no cooperation
no handicapping
Sorting game
Main objective of the
game is the training and 
encouragement of the 
reaction times of users, 
concentration, reasoning, 
memory and sequential 
processing, spatial 
perception, visual 
processing and attention
Implementation:
single player and 
Multiplayer (2 players)
user interaction via
mouse
competition 
Arithmetic game
Main objective of the 
game is to improve the 
mental calculation 
ability, numerical 
reasoning, and problem 
solving
Implementation:
single player and
multiplayer (2 players)
user interaction via 
mouse and voice 
commands
cooperation
Tic-Tac-Toe
Main objective of the 
game is the stimulation 
of memory,
visualization, the ability 
of organization and 
planning, concentration/ 
attention and problem 
solving
Implementation:
single player and 
multiplayer (2 players)
user interaction via 
mouse
competition 
handicapping
Table 3 Samples characterization of classroom and online tests
Classroom test Online test
Gender
(Females; Males)
Age
(mean; std)
Motor difficulty
(yes; no)
Education Level
(High School/BSc/
MSc/PhD)
Gender
(Females/Male)s)
Age
(mean/std)
Motor difficulty
(yes/no)
Education Level
(High School/BSc/
MSc/PhD)
6; 16 27; 9.2 1; 21 4; 8; 10; 0 11; 25 25; 6.9 0; 36 4; 18; 12; 2
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contradictory to our purpose of the inclusion of these features.
Thus, the concept of handicapping can be used in these situa-
tions since it seeks to equalize opportunities to win for each
user. For example, in the multiplayer version of the sorting
handicap game, system checks of the levels at which each user
is are performed. If the user is playing a level above his oppo-
nent, the system makes the numbers to sort a second longer to
appear than the numbers of his opponent. When the level dif-
ference is greater than two, the user that is in advantage receives
only half of the bonus value whenever he completes a level.
Table 2 presents a list of the developed games, presenting
for each game some of their characteristics: graphic interface,
main objective of the game in rehabilitation terms, interaction
technology used and social features that were implemented.
User testing
The tests described here were designed primarily to evaluate the
usability and attractiveness of the games, to see if they are easy to
play and interact, if it is easy to understand what is asked in each
of them, if users like the games and if these are appealing.
The user tests counted on a total sample of 58 subjects, 36
took part in the online test and 22 participated in tests in the
classroom. An initial pre-test was done in classroom, with
nine subjects in order to finalize the details of the tests and
games. After this pre-test, some errors detected in the games
were corrected. Another objective was to verify if there were
different opinions about the usability and attractiveness in the
groups that played online or in the classroom.
It was developed a questionnaire that was applied to all
subjects who participated in the test. In this questionnaire
questions regarding multiplayer experiences were drawn for
the participants online. The questionnaire has an initial section
which aims to make a characterization of the sample (age, sex,
and education, among others). Also it uses two validated in-
struments, commonly used in testing computer games: IMI
(Intrinsic Motivation Inventory) and SUS (System Usability
Scale). In the end, the questionnaire includes some questions
that specifically address a comparison between the games
modes and forms of interaction and an open response space
to collect any comments that users want to express.
IMI is a multidimensional assessment tool that evaluates the
subjective experiences of the participants in relation to the activ-
ity they experienced which, in this case, is in relation to all the
gaming experience of activity and interaction with the Rehab+
platform. We adapted this instrument in order to use only one of
their ranges, specifically the scale that measures the interest /
satisfaction of the subjects in relation to the whole experience.
The analyzed questions were: 1. I enjoyed doing this activity
very much; 2. This activity was fun to do; 3. I thought this was
a boring activity; 4. This activity did not hold my attention at all;
5. I would describe this activity as very interesting; 6. I thought
this activity was quite enjoyable; 7. While I was doing this ac-
tivity, I was thinking about how much I enjoyed it.
The SUS is an instrument composed of 10 questions used to
assess the usability of various products and services, hardware,
software, among others. The questions in this instrument have
been adapted to refer to the whole experience of interaction with
the Rehab+ platform and the games that are part of it. The SUS
items are: 1. I think that I would like to use this system frequent-
ly; 2. I found the system unnecessarily complex; 3. I thought the
system was easy to use; 4. I think that I would need the support
of a technical person to be able to use this system; 5. I found the
various functions in this systemwerewell integrated; 6. I thought
there was too much inconsistency in this system; 7. I would
imagine that most people would learn to use this system very
quickly; 8. I found the system very cumbersome to use; 9. I felt
very confident using the system; 10. I needed to learn a lot of
things before I could get going with this system.
The tests were performed according to two different ap-
proaches: in classroom and online. The online tests contemplat-
ed only games in single player version, since it is impossible to
Table 4 SUS and IMI results by classroom and online tests
Classroom test Online test
SUS score IMI score SUS score IMI score
90.2; 9.5 90.9; 9.1 87.1; 12.0 83.0; 13.5
Fig. 2 SUS answers distribution
– classroom test
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control whether users actually played the games with other
users or not, and also because for these games it is required a
specific software for allowing the use of simultaneously two
independent mice in the same computer. In this approach, each
of the games has a small description that clarifies about the goal
and the rules of the game and how to play it.
In the tests realized in the classroom, subjects started to
play alone all single player games, and then were grouped
in pairs to test the multiplayer games. The tests began
with a short explanation of the research and about the
purpose of these games. Then each subject read and
signed an informed consent, which contained all the in-
formation regarding the research and testing in which they
would participate.
In what concerns the arithmetic game it was not defined
any specific order for testing the two modes of interaction,
which resulted in some participants experiencing first the in-
teraction via mouse and others via voice commands.
In relation to the multiplayer version of the sorting game,
all subjects experienced first the normal version and then the
version with handicapping. It was not explained to the sub-
jects nothing about the handicapping system before they
played the games. In the questionnaire, all subjects were
asked about the handicapping system, and if they noticed its
existence during the game and all answered they did not
notice.
It was shown for each subject how to interact with each
game, and each one played the games during about 15–20min
before completing this questionnaire.
Results and discussion
The questionnaires were analyzed using the IBM SPSS
Statistics software, in which were inserted all the answers and
the statistical analysis was performed. It was considered 0.05
for the significance level. Statistical measures such as mean and
standard deviation were applied to characterize the sample; and
Mann-Whitney test was used to verify differences between two
independent samples, namely the difference between the class-
room and online tests and to verify the differences between the
considered groups of age (<30 years, >30 years).
Table 3 presents the characteristics of the samples (of the
classroom and online tests) and mean and standard deviation
of the respective age.
The SUS questionnaire was used to evaluate the usability
of the whole platform. The SUS instrument is quoted from 0 to
100. A score below 70 means that the system presents
Fig. 3 SUS answers distribution
– online test
Fig. 4 IMI answers distribution –
classroom test
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usability problems and more than 71.4 classifies the system as
having good usability [91]. There were significant differences
(P = 0.046 < 0.05) with respect to age (<30 years, >30 years)
of users, and the values of the questionnaire were significantly
higher in participants with more than 30 years (39.78 vs.
27.61). The results observed in this study (88.7 %) indicate
that the platform has a positive assessment in relation to its
usability. More specifically, it can be stated that the platform
offers good usability.
The SUS score results were also compared using the two
independent samples. Table 4 presents the mean and standard
deviation of the SUS score obtained by the classroom and
online tests samples.
The mean value is higher in the classroom test (90.2 %),
however still very good when the individuals did the test on-
line (87.1 %). Applying the Mann-Whitney test (p value 0.45)
there was not statistical evidences of the difference between
results distribution of usability by making the test online and
in the classroom.
Figures 2 and 3 show the SUS answers distribution about
the classroom and online tests, respectively.
The answers distribution confirms the good level of con-
cordance in terms of usability of the overall system.
It was used in this research one scale of the IMI question-
naire, to assess the interest and satisfaction of individuals in
relation to all the contact they had with the Rehab+ platform
(Table 4). The total result (87.0 %) shows that users were
satisfied with the platform and that it aroused their interest.
Most users answered that they would like to use this platform
often (74.2 %) and 94.8 % answered they liked to participate
in this activity and that it was fun. The mean value of IMI
score is also higher in the classroom test (90.9 %), however
still very good when the individuals did the test online
(83.0 %). Applying the Mann-Whitney test (p value 0.015)
reveals that there was statistical evidence of the difference
between the IMI distribution results by playing online and in
the classroom.
Figures 4 and 5 show the IMI answers distribution about
the classroom and online tests, respectively.
The IMI answers distribution also reveals that most of in-
dividuals considered playing the games was very enjoyable
and fun, regarding doing the tests online or in the classroom.
These results show the motivation and the interest of the
participants by playing these games.
Conclusions and future work
The main objective of this work was make a preliminary study
about the inclusion of a set of features that can contribute to
innovate the cognitive therapy processes, making them more
motivating for patients. To this aim we developed a web plat-
form of Serious Games for cognitive rehabilitation that inte-
grates social features such as cooperation, competition, and
handicapping, and enables user interaction via mouse and
voice commands. Some of the games can be played in multi-
player versions of two users. All versions can be played using
the mouse and one version can be played using voice
commands.
Tests were carried out on a sample of healthy subjects and
without significant limitations. The usability of the platform
was evaluated, resulting in a positive assessment. Also, it was
assessed the interest and satisfaction of individuals in relation
to all the contact they had with the Rehab+ platform and the
total result showed that users were satisfied with the platform
and that it aroused their interest. The distribution of users’
answers revealed that most of them considered that playing
the games was very enjoyable and fun. The main limitations
presented in this work are related with the sample size and the
population of the individuals, since they do not present any
physical or cognitive limitation. However, for a preliminary
assessment of the usability of a game that integrates social
features such as cooperation, competition, and handicapping,
and enables user interaction via mouse and voice commands,
Fig. 5 IMI answers distribution –
online test
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the results show a promising way for the rehabilitation of
users.
For future work we intend to validate these games in
a population with limitations, either physical or cogni-
tive, and to participate effectively in a cognitive therapy
process where we can assess the virtues of these games
as well as natural interaction interfaces, such as voice,
used here, which can show to be more useful and func-
tional to someone with motor difficulties.
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