In this paper, we study ergodic properties of α-stable autoregressive fractionally integrated moving average (ARFIMA) processes which form a large class of anomalous diffusions. A crucial practical question is how long trajectories one needs to observe in an experiment in order to claim that the analyzed data are ergodic or not. This will be solved by checking the asymptotic convergence to 0 of the empirical estimator F (n) for the dynamical functional D(n) defined as a Fourier transform of the n-lag increments of the ARFIMA process. Moreover, we introduce more flexible concept of the -ergodicity.
I. INTRODUCTION
Recently, the careful data analysis helped to identify various physical origins of the anomalous diffusion with the mean-squared displacement being nonlinear in time, [1] [2] [3] [4] . Especially, the field of life sciences has lately seen an immense increase in single-particle tracking (SPT) techniques and experimental results [5] [6] [7] [8] .
Modern fluorescence microscopy that probes the stochastic motion of individual labeled tracer particles shows some significant, uncovered deviations from the laws of Brownian motion in a variety of physical and biological systems [1, 9, 10] . In SPT experiments, the tracer's position is tracked over time and the corresponding dependence x(t) is then treated as a random process [11] [12] [13] . The advantage of SPT is that it provides the full information about the tracer's motion. Unfortunately, in many cases the data acquisition procedure is complicated, so that only few trajectories of considerable length are available [2, 9] .
From one side, fractional diffusion is traditionally related to the concept of fractional dynamic equations, especially the fractional Fokker-Planck equation (FFPE) and the popular continuous time random walk (CTRW) model [10] . This is a very active field of study in physics, mechanics, chemistry, and biology. From the other side, there has been a great interest in long-range dependent and self-similar processes, in particular, fractional Brownian motion (FBM) [14] and autoregressive fractionally integrated moving average time series, called ARFIMA processes [15, 16] . These processes, originally introduced in econometrics, have been recently effectively used to describe fractional anomalous diffusion in physical and biological systems [17, 18] . From the physical point of view, it is known that ARFIMA(p,d,q) is a discrete time representation of the fractional Langevin equation (FLE) that takes into account the memory parameter d. It also includes other popular models of fractional dynamics such as FBM, which is the limiting case of aggregated ARFIMA process. Modeling physical or biological phenomena with ARFIMA process has promising potential [14, 17, [19] [20] [21] [22] [23] [24] [25] .
In many practical applications of the ARFIMA(p,d,q) model it is sufficient to describe data with p and q equal * grzegorz.sikora@pwr.edu.pl to 0 or 1 [26, 27] . ARFIMA (1,d,1) can be considered as first order approximation of the arbitrary model taking into account only the first lag.
The problem of ergodicity of the process is an essential issue for the real-life processes. Verification of the Boltzmann ergodic hypothesis for a given system, i.e., asymptotic equality of time and ensemble averages [20] , is one of the most fundamental problems in statistical mechanics [1, 2] . Recently, ergodicity breaking of systems exhibiting anomalous behavior has been observed in various fields of physics, biology, and related sciences [6, [22] [23] [24] [25] [28] [29] [30] [31] [32] [33] .
The use of highly photostable fluorescent probes, in particular quantum dots (QDs), has opened the possibility of recording long single-particle trajectories allowing better detection of anomalous diffusive behavior and thorough investigation of its causes [24, 25, 28, 34] . The occurrence of ergodicity breaking implies that the molecules under investigation, although chemically identical, show somehow different dynamic properties [35] . The first example of ergodicity breaking on the cell membrane was provided in [25] , where the authors studied the lateral diffusion of the voltage-gated potassium channel Kv2.1 on the membrane of human embryonic kidney cells. A second example by studying the diffusion of the pathogen recognition receptor DC-SIGN on the plasma membrane of stably transfected CHO cells was described in [28] . Ergodicity breaking has been also observed experimentally for the intracellular diffusion [6, 30] . This paper is structured as follows. In Sec. II, our considerations start with a short introduction to the dynamical functional (DF) approach to ergodicity testing methodology [36] [37] [38] [39] . Basic properties of α-stable ARFIMA processes and time series description of ARFIMA model are given in Sec. III. This representation allows us in Sec. IV to present an analytical form of the important statistic for our study: dynamical functional D(n) for an ARFIMA(0,d,0) model with symmetric α-stable noise. Next, we study asymptotic behavior of the dynamical functional D(n) and the corresponding test functional F (n), which asymptotic behavior determines ergodicity of the process. Since exact formula for F (n) of an ergodic process is only asymptotically equal to 0, we will find a minimal n 0 (ε) for which with a given accuracy ε > 0 the inequality |F (n)| < ε holds. Not fulfilling this condition for any natural n will indicate the so called ε-ergodicity breaking, which from the experimental point of view provides a practical criterion for minimal sample length of the studied trajectory. Obtained theoretical and numerical results are illustrated also by simulations for some special cases. Section V concludes this work.
II. ERGODICITY TESTING: DYNAMICAL FUNCTIONAL APPROACH
It is well known that for every stationary and ergodic process Y k ,k ∈ N, the Boltzmann ergodic hypothesis holds, that is, the temporal and ensemble averages coincide:
where g is an arbitrary integrable function (deterministic) and · denotes the ensemble average [40] . A straightforward consequence of ergodicity is that instead of an ensemble average, which requires repeating an experiment many times, one can as well analyze a time average of only one long trajectory. This property is the main reason for considering ergodicity in the context of real-life stochastic processes [36] .
In general, ergodicity of the process can be verified using, e.g., the dynamical functional, described below (and that approach will be used further in the paper), or by a comparison of the time averaged and ensemble averaged mean-square displacements which is the classical approach [38] .
The dynamical functional (DF) D(k) corresponding to the process Y k was defined by Podgorski and Weron (see [37] ) as
that is a Fourier transform of Y k − Y 0 evaluated for the Fourierspace variable ω = 1. It describes the dynamical behavior of the underlying process via observing its increments and can be used as a measure of the process interdependence, especially if the correlation function does not exist. Recently, it was used in empirical data analysis (see, for example, in [36, 38, 39] ). The DF test for ergodicity was proposed in [36] . This test is based on the analysis of the asymptotic behavior of the test functional F (n):
and the verification of its convergence to 0, i.e.,
for an ergodic process.
Since the convergence in (3) is asymptotic, the crucial question is how long should trajectories be to claim that the analyzed data are ergodic or not. This will be analyzed in details in Sec. IV.
What is very interesting and especially useful in the empirical data analysis is that the DF test can be also applied to the only one-trajectory empirical data, provided that data are observed long enough (see [36] and its modification [39] ), which is also shown as a by-product in this article. The ensemble average is then exchanged with the time average. Again, the question of the sufficient trajectory length is crucial here.
III. ARFIMA MODEL
In this article, we will work on a class of ARFIMA models [15, 16] which encompass discrete time versions of many celebrated diffusion processes. It can be used for modeling fractional dynamics and long memory by fractionally integrated (FI) part, but on the other hand also short-time dependencies by moving average (MA) part and autoregressive (AR) part. Moreover, when properly scaled and aggregated, ARFIMA models converge to continuous time anomalous diffusion processes with such prominent examples as the fractional Brownian motion [ARFIMA(0,d,0) with Gaussian (or α-stable) noise] and the Ornstein-Uhlenbeck process [ARFIMA(1,0,0)]. Since the experimental data are usually recorded in discrete time, the ARFIMA process seems to be a natural tool for modeling anomalous dynamics. Moreover, it was recently shown that the MA part of the ARFIMA model can be successfully used for modeling data with measurement errors [41] . We focus our interests on processes ARFIMA(0,d,0) and ARFIMA(1,d,1), as they are commonly fitted to empirical data [41] .
The ARFIMA(p,d,q) model, originally introduced by Grander and Joyeux in [15] and Hosking in [16] , is defined as a discrete time process {Y t }, t = 0,1,2, . . ., that satisfies the equation
where
2 + · · · + θ q z q are polynomials of, respectively, autoregressive and moving average parts, B is the backward shift operator (BY t = Y t−1 ), d is the fractional differencing order, and ε t is the noise process. In the classical definition ε t is a Gaussian noise process, however, in this work we consider a more general case with ε t 's being i.i.d. symmetric α-stable random variables (with 0 < α < 2) (see [42] [43] [44] ) defined by the characteristic function
where σ is a scaling parameter. The ARFIMA(p,d,q) model is fractionally integrated of order d with
When d is a positive noninteger, such operation introduces long memory, or long-range dependence, of the process, used, e.g., for modeling superdiffusion [42] . Hence, the ARFIMA(p,d,q) process is a composition of the fractional part FI(d) and ARMA(p,q) model.
IV. MINIMAL TRAJECTORY LENGTH

A. Analytical results
For α-stable ARFIMA process, it was shown recently in [45] that
where the coefficients c j come from the moving average representation of the ARFIMA model:
The explicit form of the c j coefficients of moving averages can be calculated explicitly via simple series transformations (see, e.g., [42] ), for example, for FI(d), i.e., ARFIMA(0,d,0), the coefficients are
and for ARFIMA(1,d,1)
where 2F1 is the hypergeometric function [46] . The complexity of the formula for those coefficients increases with growing rank of both AR and MA parts, that is, p and q of ARFIMA(p,d,q). For the α-stable ARFIMA the test functional F (n), introduced in the previous section, takes the following form:
as Fig. 1 , the exemplary trajectories of test functional F (n) for ARFIMA(1,d,1) model are depicted. The blue lines are the values obtained from 1000 simulated sample paths, each of the length 500, while the red ones are the theoretical ones; the green dashed lines are 95% confidence intervals, introduced by Janczura and Weron [38] .
In the real world, sometimes it could be challenging to obtain very long sample paths of the process, which could reveal the information about ergodicity. Because exact formula (9) for F (n) for an ergodic process is only asymptotically equal to 0, we intend to find such n 0 that n 0 (ε) = min{n ∈ N : |F (n)| < ε} (10) for a given accuracy ε > 0. The underlying assumption (for this time being) is that the process we are considering is ergodic. Our aim is to verify how long it takes to observe this characteristic and later generalize it as a tool for testing ergodicity breaking. As mentioned before, from now on we focus on two exemplary variants of the ARFIMA process: ARFIMA(0,d,0) and ARFIMA (1,d,1) . 
What we would like to stress is that in general ARFIMA processes are ergodic (see [47] ) and the testing functional showing ergodicity breaking for such process is only pointing to incorrect model choice. Hence, one can use the ε-ergodicity breaking similarly to the statistical test, with the H 0 hypothesis concerning the model chosen to the data. The procedure of calculation of n 0 (ε) for the empirical data is the following: first, the proper model should be chosen [26, 27] ; second, its parameters should be estimated [42, 48] , and, finally, the value of n 0 (ε) should be calculated.
Of course, the values of n 0 (ε) differ with the underlying model. Minimal n 0 (0.05) values for the ARFIMA(0,d,0) process, for which the exact formula (9) fulfils the inequality |F (n)| < 0.05, are given in the first column of Table I . They were obtained by MATLAB computations of the exact formula, replacing infinite sum in the formula (9) with the finite one, up to j = 3000. That causes the numerical bias, which in the case of such high level of truncation is well controlled (see [49] ). For simplicity, we assume σ = 1.
The values of α and d were chosen in the following manner: the α values are corresponding to the cases that are analytically derived in Secs. IV B and IV C, that is, α = 1 and 2, respectively. For every α there are three different values of d, with similar location within the proper interval [it is needed to choose d ∈ (−1/α,1 − 1/α)] (see, for example, [43] ).
As was shown by many experiments (and can be partially visible in the Fig. 2) , the trajectory length sufficient to identify ergodicity breaking appears to be linear with respect to the accepted ε. Generally, the higher the positive d parameter, the longer it takes for F (n) to converge; this is the expected behavior, as d > 0 is responsible for the long-range dependence. Nevertheless, our studies show that such a case is observed only for d > 0.4.
On the other hand, as one can see in numerical perturbations and experiment constraints (the same truncation has been used in all three cases; for smaller values of ε, more c j coefficients need to be used).
Because calculations of the exact formula (9) require large computational burden, in the following we find an analytical formula for the bound of |F (n)|. To this end, we concentrate on two noteworthy cases of α, namely α = 1 and 2, corresponding to two well-known distributions. They can allow us to make an estimation for the rest of two reasonable intervals, respectively, α ∈ (0,1] and α ∈ (1,2]. 
B. Dynamical functional for Cauchy distribution
The Cauchy distribution is a special case of the family of α-stable distributions when α = 1. In this case, we know explicitly its density and it is related for example to bulkmediated diffusion [29, 50] . First, let us note that for α = 1 we have
where σ is a scale parameter of innovation process ε n in the ARFIMA model. As for ARFIMA(0,d,0) in case of α 1
That is indeed a very interesting observation, as it is independent of the memory parameter d. Second, c(0) = 1 and c n for n > 0 are negative and increasing to 0. Hence, we can remove the absolute value in the reasonable way:
That leads us to the following form of D(n):
that is, the dynamical functional in this case can be expressed via a single coefficient of moving average form of the process. That observation points very strongly on the fact that D(n) is in fact some measure of the process dependence. Hence, the test functional F (n) we would like to examine has the form
A useful remark is that 2σ k+1+d d c k > 0 for every n > 0 and d, hence, the functional is clearly non-negative. Moreover, one can notice that
is in fact the codifference of the process and as it was shown by Kokoszka and Taqqu in [44] , it is positive for every α ∈ (0,1].
C. Dynamical functional for Gaussian distribution
The Gaussian distribution can be considered as a special case of the family of α-stable distributions when α = 2. However, many of its properties are in a sharp contrast to other α-stable distributions for α < 2 which have, for example, infinite second moment. The Gaussian distribution is important for such basic stochastic processes in physics and biology as Brownian motion and FBM [6] .
For α = 2,
Provided that c j are as in (8), after a few transformations one obtains
and Hence,
That leads to the following formula for F (n):
As it was shown in [44] , σ
being the covariance of the process is not necessarily positive; in this case of α = 2 it is greater than 0 for d > 0, but not for d < 0.
Those formulas, although not reversible with respect to n (in case of arbitrary d), are simple enough to be easily computed and the relevant value n can be read from the plot. Such graphs are presented in Figs. 3 and 4 , respectively, for α = 1 and 2.
In the second column of Table I there are n 0 (0.05) values for ARFIMA(0,d,0) calculated using the formula from this and previous section.
D. Simulation results
In order to show that analytical results are adequate, the first two columns of Table I present analytical results for the ARFIMA(0,d,0) model to find n 0 satisfying (10) . Now, we turn to a more experimentally grounded analysis. In the third column of Table I, d we simulated 1000 sample paths, calculated the empirical values of F (n), and searched for the mentioned n 0 (ε) value. The results are then averaged over 100 repetitions. Note that in parentheses we also give the standard deviations. What can concern the reader is the particularly high value obtained for α = 2 and d = 0.43.
As in experiments one usually has a single trajectory, which is needed to examine this case in details. To this end, we simulate sample paths of ARFIMA model, calculate the empirical values of F (n) [the ensemble average in (1) is now replaced with a time average], and search for the mentioned n 0 (ε) value. The results were then averaged over 100 repetitions. The obtained mean results, together with the standard deviations, are given in Table II . Note that this can be done only for an ergodic process, so we would obtain only a necessary (but not sufficient) condition for ergodicity (for details see [36] ), that means based on those results we can only claim lack of ε-ergodicity, or rather in this case incorrect model choice, as we know the process is ergodic. The two bolded cases, i.e., ARFIMA(0,d,0) with α = 2 and ARFIMA(1,0,0) with α = 2, when properly aggregated, are discrete time versions of the popular physical diffusion models: increments of the fractional Brownian motion and the Ornstein-Uhlenbeck process, respectively. Recall that parameter d in the ARFIMA(0,d,0) model is linked with the Hurst exponent H with the relation H = d + 1/α. For the ARFIMA(1,0,0) model we use three different values of the φ parameter, describing the speed of mean reversion (note that the memory parameter d is now equal to 0). What is particularly interesting from the experimentalist point of view is that those values are not very high, which means the sample length required to state something about ergodicity is possible to obtain in most of the experiments.
Finally, we would like to demonstrate how our methodology of the ε-ergodicity can be easily applied to real molecular biology experimental data. We consider the single trajectory studied in Fig. 10 in [45] , which is related to the analysis of fluorescently labeled telomeres in the nucleus of living human cell originating from the U2OS cancer cell line. To the stationary increments of this trajectory the ARFIMA(0, − 0.32,1) model has been fitted, with θ = −0.65 and σ = 0.01. If we calculate the n 0 for the mentioned data (using the time average, as it is the one trajectory case), we get that n 0 (0.05) = 20. It proves that as we have very long trajectory (1000 observations, 999 increments), it can be clearly stated that the chosen model is well fitted (since we know from [45] that it is ergodic).
V. CONCLUSIONS
In this paper, we have proposed, investigated, and validated reliable statistical analysis that can be applied to study ε-ergodicity breaking for fractional anomalous diffusion data, for example, representing single-particle tracking in living cells. In many biological experiments the data acquisition procedure is complicated, so that only few such trajectories of considerable length are available. In such a situation we propose to use the ε-ergodicity. In the telomeres example presented in Sec. IV we considered ε = 0.05, but our methodology leaves to experimentalists a crucial decision on the level of accuracy ε, which can depend, for example, on the known level of the calibrated noise in the experiment.
In Table I is presented n 0 (0.05), the minimal n for which |F (n)| < 0.05 for three different methods (general analytical formula, closed formula for α = 2, and α = 1 and simulating sample paths) for ARFIMA(0,d,0) process. The biggest n 0 (0.05) for for α = 2 and d = 0.43 is suggested via simulations, which is biased by numerical burden. The more exact methods, that is the use of formulas (14) and (19) , give the smaller bounds, but on the other hand, such strict criterion can lead to the false ε-ergodicity breaking identification. For the empirical use, we suggest taking into account the quality of the data while applying particular thresholds for n 0 (ε); nevertheless, it is worth to remember that decreasing value of ε can result in claiming ε-ergodicity breaking even for ergodic samples due to numerical burden.
We foresee two future steps that can be done in a further study: (i) calculation of the closed forms for the mentioned two cases of α = 1 and 2 while increasing the rank of MA(p) and AR(q) polynomials and (ii) verifying the behavior (and the monotonicity, if it occurs) of F α (n) as the function of α parameter [with d set in case of ARFIMA(0,d,0)]. The latter one will allow stating some inequalities concerning the minimal trajectory length for α ∈ (0,2] and from the practical point of view it should be sufficient for most of the applications. The initial work upon the behavior of F α (n) as one-variable function (of α or d) has been already done. The simulations show that parameter d influences strongly the convergence speed of F α (n), hence the values of n 0 (ε). Moreover, also the estimatorsF (n) andn 0 (ε) can be interesting objects of study.
