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AN ABSTRACT CONTINUITY THEOREM OF THE
LYAPUNOV EXPONENTS
PEDRO DUARTE AND SILVIUS KLEIN
Abstract. We devise an abstract, modular scheme to prove con-
tinuity of the Lyapunov exponents for a general class of linear cocy-
cles. The main assumption is the availability of appropriate large
deviation type (LDT) estimates which are uniform in the data.
We provide a modulus of continuity that depends explicitly on the
sharpness of the LDT estimate. Our method uses an inductive
procedure based on the deterministic, general Avalanche Principle
in [4]. The main advantage of this approach, besides the fact that
it provides quantitative estimates, is its versatility, as it applies to
quasi-periodic cocycles (one and multivariable torus translations),
to random cocycles (i.i.d. and Markov systems) and to any other
types of base dynamics as long as appropriate LDT estimates are
satisfied. Moreover, compared to other available quantitative re-
sults for quasi-periodic or random cocycles, this method allows for
weaker assumptions.
This is a draft of a chapter in our forthcoming research mono-
graph [4].
1. Definitions, the abstract setup and statement
An ergodic dynamical system (X,F, µ, T ) consists of a set X , a σ
- algebra F, a probability measure µ on (X,F) and a transformation
T : X → X which is ergodic and measure preserving.
Two important classes of ergodic dynamical systems are the shift
over a stochastic process (i.e. a Bernoulli shift or a Markov shift) and
the torus translation by an incommensurable frequency vector.
A linear cocycle over an ergodic system (X,F, µ, T ) is a skew-product
map on the vector bundle X × Rm given by
X × Rm ∋ (x, v) 7→ (Tx,A(x)v) ∈ X × Rm .
Hence T is the base dynamics while A defines the fiber action. Since
the base dynamics will be fixed throughout this paper, we identify the
cocycle with just its fiber action A.
The iterates of the cocycle are (T n x,A(n)(x) v), where
A(n)(x) = A(T n−1 x) · . . . · A(Tx) · A(x) .
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The Lyapunov exponents of the cocycle A are the numbers L1(A) ≥
L2(A) ≥ . . . ≥ Lm(A) > −∞, which measure the average exponential
growth of the iterates of the cocycle along invariant fiber subspaces
(see [1]). Their multiplicities are correlated with the dimensions of
the invariant fiber subspaces. The Lyapunov exponents can also be
described, via Kingman’s subadditive ergodic theorem, in terms of sin-
gular values of iterates of the cocycle as follows:
Lk(A) = lim
n→∞
∫
Td
1
n
log sk[A
(n)(x)] dx ,
where s1(g) ≥ s2(g) ≥ . . . ≥ sm(g) ≥ 0 denote the singular values of a
matrix g ∈ Mat(m,R). In particular, since the largest singular value
s1(g) = ‖g‖, we have
L1(A) = lim
n→∞
∫
Td
1
n
log‖A(n)(x)‖ dx
which is the maximal Lyapunov exponent of A in the sense of Fursten-
berg.
Given an ergodic system (X,F, µ, T ), we introduce the main actors -
a space of cocycles and a set of observables - and we describe the main
assumptions on them - certain uniform large deviation type (LDT)
estimates and a uniform Lp - boundedness. Then we formulate an
abstract criterion for the continuity of the corresponding Lyapunov
exponents.
1.1. Cocycles and observables.
Definition 1.1. A space of measurable cocycles C is any class of matrix
valued functions A : X → Matm(R), where m ∈ N is not fixed, such
that every A : X → Matm(R) in C has the following properties:
(1) A is F-measurable,
(2) ‖A‖ ∈ L∞(µ),
(3) The exterior powers ∧kA : X → Mat(mk )
(R) are in C, for k ≤ m.
Each subspace Cm := {A ∈ C |A : X → Matm(R) } is a-priori
endowed with a distance dist : Cm × Cm → [0,+∞) which is at least as
fine as the L∞ distance, i.e. for all A,B ∈ Cm we have
dist(B,A) ≥ ‖B − A‖L∞ .
We assume a correlation between the distances on each of these sub-
spaces, in the sense that the map
Cm ∋ A 7→ ∧k A ∈ C(mk)
is locally Lipschitz.
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Let A ∈ C be a measurable cocycle. Since ‖A‖ ∈ L∞, we have
log+‖A‖ ∈ L1, hence Furstenberg-Kesten’s theorem (the non-invertible,
one-sided case, see chapter 3 in [1]) applies. In particular, if we denote
L
(n)
1 (A) :=
∫
X
1
n
log‖A(n)(x)‖µ(dx) , (1.1)
then as n→∞, L
(n)
1 (A)→ L1(A) (the maximal Lyapunov exponent).
We call L
(n)
1 (A) finite scale (maximal) Lyapunov exponents.
We will need stronger integrability assumptions on the measurable
functions 1
n
log‖A(n)(x)‖.
Let 1 ≤ p ≤ ∞. For simplicity of notations, later on we may assume
that p = 2.
Definition 1.2. A cocycle A ∈ C is called Lp - bounded if there is
C <∞, which we call its Lp-bound, such that for all n ≥ 1 we have:∥∥∥ 1
n
log‖A(n)(·)‖
∥∥∥
Lp
< C . (1.2)
Definition 1.3. A cocycle A ∈ Cm is called uniformly L
p - bounded if
there are δ = δ(A) > 0 and C = C(A) < ∞ such that for all B ∈ Cm
with dist(B,A) < δ and for all n ≥ 1 we have:∥∥∥ 1
n
log‖B(n)(·)‖
∥∥∥
Lp
< C . (1.3)
It is not difficult to show that if a cocycle A ∈ C satisfies the bounds
‖log‖A±‖‖Lp ≤ C <∞ ,
then for all n ∈ Z we have
‖log‖A(n)‖‖Lp ≤ C
∣∣n∣∣ . (1.4)
Hence if we assume that
log‖A±‖ ∈ Lp (1.5)
holds for all cocycles A ∈ C, and if we endow Cm with the distance
given by
distp(A,B) := ‖A− B‖L∞ + ‖ log‖A
−1‖ − log‖B−1‖‖Lp
when 1 ≤ p <∞, and by
dist∞(A,B) := ‖A− B‖L∞ ,
when p =∞, then every cocycle A ∈ C is uniformly Lp - bounded.
In the applications we have in this book, the uniform Lp- bound-
edness is automatic. For instance, in the case of random cocycles,
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we assume from the beginning the integrability condition (1.5) which
implies uniform Lp- boundedness.
However, we want that our scheme be applicable also to cocycles
that are very singular (i.e. non-invertible everywhere), which is the
case of a forthcoming paper on quasiperiodic cocycles, and that is why
we make the weaker, uniform Lp-boundedness assumption.
Given a cocycle A ∈ C and an integer N ∈ N, denote by FN(A)
the algebra generated by the sets {x ∈ X : ‖A(n)(x)‖ ≤ c} or {x ∈
X : ‖A(n)(x)‖ ≥ c} where c ≥ 0 and 0 ≤ n ≤ N .
Let Ξ be a set of measurable functions ξ : X → R, which we call
observables.
Definition 1.4. We say that Ξ and A are compatible if for every in-
teger N ∈ N, for every set F ∈ FN(A) and for every ǫ > 0, there is an
observable ξ ∈ Ξ such that:
1F ≤ ξ and
∫
X
ξ dµ ≤ µ(F ) + ǫ . (1.6)
1.2. Large deviation type estimates. As mentioned in the intro-
duction, the main tools in our results are some appropriate large devi-
ations type (LDT) estimates for the given dynamical systems (meaning
the base and the fiber dynamics). A LDT estimate for the base dy-
namics says that given an observable ξ : X → R, we have
µ {x ∈ X :
∣∣ 1
n
n−1∑
j=0
ξ(T jx)−
∫
ξ µ(dx)
∣∣ > ǫ} < ι(n, ǫ) ,
where ǫ = o(1) and ι(n, ǫ)→ 0 (as n→∞) represent, respectively, the
size of the deviation from the mean and the measure of the deviation
set. The above inequality should hold for all integers n ≥ n0(ξ, ǫ).
In classical probabilities, when dealing with i.i.d. random variables,
large deviations are precise asymptotic statements, and the measure
of the deviation set decays exponentially. For our purposes, and for
the given dynamical systems, we need slightly different types of esti-
mates (not as precise, but for all iterates of the system and satisfying
some uniformity properties). Moreover, in some of our applications
(e.g. to certain types of quasi-periodic cocycles), the available decay
of the measure of the deviation set is not exponential in the number
of iterates, but slower than exponential. This is the motivation behind
the following formalism.
From now on, ǫ, ι : (0,∞) → (0,∞) will represent functions that
describe respectively, the size of the deviation from the mean and the
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measure of the deviation set. We assume that the deviation size func-
tions ǫ(t) are non-increasing. We assume that the deviation set measure
functions ι(t) are continuous and strictly decreasing to 0, as t→∞, at
least like a power and at most like an exponential, in other words we
assume that:
log t . log
1
ι(t)
. t as t→∞ .
Denote by φι(t) the inverse of the map t 7→ ψι(t) := t [ι(t)]
−1/2. We
then also assume that the increasing function φι(t) does not grow too
fast, or more precisely that:
lim
t→∞
φι(2t)
φι(t)
< 2 .
We will use the notation ǫn := ǫ(n) and ιn := ι(n) for integers n.
In the applications we have thus far, the deviation size functions
are either constant functions ǫ(t) ≡ ǫ for some 0 < ǫ ≪ 1 or powers
ǫ(t) ≡ t−a for some a > 0, while de deviation set measure functions are
exponentials ι(t) ≡ e−c t for some c > 0 or sub-exponentials ι(t) ≡ e−c t
b
or ι(t) ≡ e−c t/(log t)
b
.
Let E and I be some spaces of functions, with E containing deviation
size functions ǫ(t) and I containing deviation set measure functions
ι(t). We assume that I is a convex cone, i.e., the functions a · ι(t) and
ι1(t) + ι2(t) belong to I for any a > 0 and ι1, ι2 ∈ I. Let P be a set of
triplets p = (n0, ǫ, ι), where n0 ∈ N, ǫ ∈ E and ι ∈ I. An element p ∈ P
is called an LDT parameter. Our set of LDT parameters P should
satisfy the condition: for all ǫ > 0 there is p = p(ǫ) = (n0, ǫ, ι) ∈ P
such that ǫn0 ≤ ǫ, so P contains LDT parameters with arbitrarily small
deviation size functions.
We now define the base and fiber LDT estimates, which are relative
to given spaces of deviation functions E, I and set of parameters P.
Definition 1.5. An observable ξ : X → R satisfies a base-LDT esti-
mate if for every ǫ > 0 there is p = p(ξ, ǫ) ∈ P, p = (n0, ǫ, ι), such that
for all n ≥ n0 we have ǫn ≤ ǫ and
µ {x ∈ X :
∣∣ 1
n
n−1∑
j=0
ξ(T jx)−
∫
X
ξdµ
∣∣ > ǫn} < ιn . (1.7)
Definition 1.6. A measurable cocycle A ∈ C satisfies a fiber-LDT
estimate if for every ǫ > 0 there is p = p(A, ǫ) ∈ P, p = (n0, ǫ, ι), such
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that for all n ≥ n0 we have ǫn ≤ ǫ and
µ {x ∈ X :
∣∣ 1
n
log‖A(n)(x)‖ − L
(n)
1 (A)
∣∣ > ǫn} < ιn . (1.8)
We will need a stronger form of the fiber-LDT, one that is uniform
in a neighborhood of the cocycle, in the sense that estimate (1.8) holds
with the same LDT parameter for all nearby cocycles.
Definition 1.7. A measurable cocycle A ∈ Cm satisfies a uniform fiber-
LDT if for all ǫ > 0 there are δ = δ(A, ǫ) > 0 and p = p(A, ǫ) ∈ P,
p = (n0, ǫ, ι), such that if B ∈ Cm with dist(B,A) < δ and if n ≥ n0
then ǫn ≤ ǫ and
µ {x ∈ X :
∣∣ 1
n
log‖B(n)(x)‖ − L
(n)
1 (B)
∣∣ > ǫn} < ιn . (1.9)
1.3. The Avalanche Principle. The scheme described in this paper
to derive continuity properties of the Lyapunov exponents of a linear
cocycle uses a multiscale analysis argument. This type of argument
refers to an inductive procedure on scales (i.e. number of iterates of
the system). The inductive step in our method is based upon a deter-
ministic statement, called the Avalanche Principle (AP), relating the
norm growth of long products of matrices to the product of norms of
individual factors. This principle was first formulated by M. Goldstein
and W. Schlag in [6], in the setting of SL(2,C) matrices. In Chapter 1
of [4] we prove a general version of the AP (see also our preprint [3]).
We recall here the relevant statement in our version of the AP.
We use the notation
gr(g) =
s1(g)
s2(g)
∈ [1,∞]
for the ratio of the first two singular values of a matrix g ∈ Mat(m,R).
Proposition 1.1. There exists c > 0 such that given 0 < ε < 1,
0 < κ ≤ c ε2 and g0, g1, . . . , gn−1 ∈ Mat(m,R), if
gr(gi) >
1
κ
for all 0 ≤ i ≤ n− 1
‖gi · gi−1‖
‖gi‖ ‖gi−1‖
> ε for all 1 ≤ i ≤ n− 1
then ∣∣∣∣∣log‖g(n)‖+
n−2∑
i=1
log‖gi‖ −
n−1∑
i=1
log‖gi · gi−1‖
∣∣∣∣∣ . n · κε2 .
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1.4. Abstract continuity theorem of the Lyapunov exponents.
We are ready to formulate the main result of this paper.
Theorem 1.1. Consider an ergodic system (X,F, µ, T ), a space of
measurable cocycles C, a set of observables Ξ, a set of LDT parameters
P with corresponding spaces of deviation functions E, I, let 1 < p ≤ ∞
and assume the following:
(1) Ξ is compatible with every cocycle A ∈ C.
(2) Every observable ξ ∈ Ξ satisfies a base-LDT.
(3) Every A ∈ C with L1(A) > −∞ is uniformly L
p - bounded.
(4) Every cocycle A ∈ C for which L1(A) > L2(A) satisfies a uni-
form fiber-LDT.
Then all Lyapunov exponents Lk : Cm → [−∞,∞), 1 ≤ k ≤ m,
m ∈ N are continuous functions of the cocycle.
Moreover, given A ∈ Cm and 1 ≤ k ≤ m, if Lk(A) > Lk+1(A), then
locally near A the map L1 + L2 + . . .+ Lk has a modulus of continuity
ω(h) := [ι (c log 1
h
)]1−1/p for some ι = ι(A) ∈ I and c = c(A) > 0.
The proof of the abstract continuity theorem (ACT) of the Lyapunov
exponents will be finalized in Section 5 and Section 6. In Section 2 we
prove that the upper semicontinuity of the maximal Lyapunov expo-
nent holds uniformly in cocycle and phase, for a large set of phases.
While this result is interesting in itself, in our scheme it ensures that
in an inductive procedure based on the AP, the gap condition holds.
The inductive procedure, which is a type of multiscale analysis leading
to the proof of continuity of the Lyapunov exponents, is described in
Section 3 (the base step) and Section 4 (the inductive step).
We note that the use of the nearly upper semicontinuity of the max-
imal Lyapunov exponent result in Section 2 represents a major point
of difference between our inductive procedure and the one employed by
M. Goldstein and W. Schlag in [6]. It is also what allows us to treat,
within this scheme, random models (see Chapter 5 in [4]) and (in a
future work) identically singular quasi-periodic models.
2. Upper semicontinuity of the top Lyapunov exponent
Given are an ergodic system (X,F, µ, T ), a space of measurable co-
cycles C, a set of observables Ξ and a set of LDT parameters P with
corresponding spaces of deviation functions E and I.
It is well know that the top Lyapunov exponent is upper semicontin-
uous as a function of the cocycle. Our argument requires a much more
precise version of the upper semicontinuity, one that is uniform in the
number n of iterates and in the phase x. Such results are available,
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see [7], [5], and they are based on a stopping time argument used by
Katznelson and Weiss [8] in their proofs of the Birkhoff’s and King-
man’s ergodic theorems. However, the results in [7], [5] require unique
ergodicity of the system, a property that Bernoulli and Markov shifts
do not satisfy. By replacing unique ergodicity with a weaker property
- namely that a base-LDT holds for a large enough set of observables,
which we show later to hold for Markov shifts - we obtain a (weaker)
version of the uniform upper semicontinuity in [7], one which holds for
a large enough set of phases.
Proposition 2.1 (nearly uniform upper semicontinuity). Let A ∈ Cm
be a measurable cocycle such that Ξ and A are compatible and every ob-
servable ξ ∈ Ξ satisfies a base-LDT with corresponding LDT parameter
in P.
(i) Assume that L1(A) > −∞ and that A is L
1-bounded.
For every ǫ > 0, there are δ = δ(A, ǫ) > 0, n0 = n0(A, ǫ) ∈ N and
ι = ι(A, ǫ) ∈ I, such that if B ∈ Cm with d(B,A) < δ, and if n ≥ n0,
then the upper bound
1
n
log‖B(n)(x)‖ ≤ L1(A) + ǫ (2.1)
holds for all x outside of a set of measure < ιn.
Up to a zero measure set, the exceptional set depends only on A, ǫ.
(ii) Assume that L1(A) = −∞.
For every t < ∞, there are δ = δ(A, t) > 0, n0 = n0(A, t) ∈ N and
ι = ι(A, t) ∈ I, such that if B ∈ Cm with d(B,A) < δ, and if n ≥ n0,
then the upper bound
1
n
log‖B(n)(x)‖ ≤ −t (2.2)
holds for all x outside of a set of measure < ιn.
Up to a zero measure set, the exceptional set depends only on A, t.
Proof. Throughout this proof, C will stand for a positive, finite, large
enough constant that depends only on the cocycle A, and which may
change slightly from one estimate to another.
If B ∈ C is at some small distance from A, then it will be close
enough to A in the L∞ distance as well, hence we will assume that for
µ a.e. x ∈ X we have ‖B(x)‖ < C.
Moreover, in the case (i), when L1(A) is finite, since we also assume
A to be L1 bounded, we may choose the constant C such that for all
n ≥ 1 we have
∥∥∥ 1n log‖A(n)(·)‖∥∥∥
L1
< C and hence also
∣∣L1(A)∣∣ < C.
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The proofs for each of the two cases are similar, but the argument will
differ in some parts. We first present the case L1(A) > −∞ in detail,
then indicate how to modify the argument for the case L1(A) = −∞.
(i) Fix ǫ > 0. By Kingman’s subadditive ergodic theorem,
lim
n→∞
1
n
log‖A(n)(x)‖ = L1(A) for µ a.e. x ,
hence the number
n(x) := min{n ≥ 1:
1
n
log‖A(n)(x)‖ < L1(A) + ǫ} (2.3)
is defined for µ a.e. x ∈ X .
For every integer N , let
UN := {x : n(x) ≤ N} =
N⋃
n=1
{x :
1
n
log‖A(n)(x)‖ < L1(A) + ǫ} .
Then U∁N ∈ FN(A), UN ⊂ UN+1 and ∪N UN has full measure. There-
fore, there is N = N(ǫ, A) such that µ(U∁N) < ǫ.
We fix this integer N for the rest of the proof and denote the set
U = U(ǫ, A) := UN . Therefore, U
∁ ∈ FN(A), µ(U
∁) < ǫ and we have:
if x ∈ U then 1 ≤ n(x) ≤ N and
log‖A(n(x))(x)‖ ≤ n(x)L1(A) + n(x)ǫ . (2.4)
Next we will bound from above log‖B(n)(x)‖ by log‖A(n)(x)‖+ o(1)
for all cocycles B with dist(B,A) < δ where δ will be chosen later, for
all 1 ≤ n ≤ N and for a large set of phases x ∈ X .
Since A is L1-bounded, log‖A(n)‖ ∈ L1(X, µ), so A(n)(x) 6= 0 for µ -
a.e. x ∈ X .
Moreover, if B ∈ Cm with dist(B,A) < δ (where δ ≪ 1 is chosen
below), we have ‖B(x)−A(x)‖ < δ and ‖B(x)‖ < C for µ - a.e. x ∈ X .
Then for x outside a null set and for 1 ≤ n ≤ N , we have:
log‖B(n)(x)‖ − log‖A(n)(x)‖ = log
‖B(n)(x)‖
‖A(n)(x)‖
≤ log[
‖B(n)(x)− A(n)(x)‖
‖A(n)(x)‖
+ 1] ≤
‖B(n)(x)− A(n)(x)‖
‖A(n)(x)‖
≤ nCn−1δ ·
1
‖A(n)(x)‖
≤ NCN−1δ ·
1
‖A(n)(x)‖
.
Hence
log‖B(n)(x)‖ ≤ log‖A(n)(x)‖ + δ NCN−1
1
‖A(n)(x)‖
(2.5)
for all x outside a zero measure set and for all 1 ≤ n ≤ N .
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Let t := e−N
2C/ǫ. Consider the set V :=
⋂N
n=1 {x : ‖A
(n)(x)‖ > t}.
Clearly V∁ ∈ FN(A), and we will show that V
∁ has measure at most ǫ.
If for some 1 ≤ n ≤ N and x ∈ X we have ‖A(n)(x)‖ ≤ t (< 1), then∣∣ 1
n
log‖A(n)(x)‖
∣∣ > log 1/t
n
,
hence
V
∁ ⊂
N⋃
n=1
{x :
∣∣ 1
n
log‖A(n)(x)‖
∣∣ > log 1/t
n
} .
Since A is L1-bounded, there is C = C(A) < ∞ such that for all
n ≥ 1 ∥∥∥ 1
n
log‖A(n)(·)‖
∥∥∥
L1
< C .
Then by Chebyshev’s inequality,
µ {x :
∣∣ 1
n
log‖A(n)(x)‖
∣∣ > log 1/t
n
} <
Cn
log 1/t
≤
CN
log 1/t
=
ǫ
N
.
Therefore,
µ(V∁) < N ǫ/N = ǫ ,
and if 1 ≤ n ≤ N then for µ a.e. x ∈ V we have
log‖B(n)(x)‖ ≤ log‖A(n)(x)‖+ δ NCN−1 eN
2C/ǫ < log‖A(n)(x)‖+ ǫ ,
provided we choose δ < δ(ǫ, C,N) = δ(ǫ, A) small enough.
Let O := U ∩ V. Then O∁ ∈ FN(A) and µ(O
∁) < 2ǫ. We conclude
that for µ almost every x ∈ O, we have:
log‖B(n(x))(x)‖ ≤ n(x)L1(A) + n(x) 2ǫ . (2.6)
Let n0 = n0(ǫ, A) :=
CN
ǫ
.
Fix x ∈ X and define inductively for all k ≥ 1 the sequence of phases
xk = xk(x) ∈ X and the sequence of integers nk = nk(x) ∈ N as follows:
x1 = x n1 =
{
n(x1) if x1 ∈ O
1 if x1 /∈ O
x2 = T
n1x1 n2 =
{
n(x2) if x2 ∈ O
1 if x2 /∈ O
. . .
xk+1 = T
nkxk nk+1 =
{
n(xk+1) if xk+1 ∈ O
1 if xk+1 /∈ O .
Note that for all k ≥ 1, xk+1 = T
nk+...+n1 x and 1 ≤ nk ≤ N .
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For any n ≥ n0(> N ≥ n1), there is p ≥ 1 such that
n1 + . . .+ np ≤ n < n1 + . . .+ np + np+1 ,
so n = n1 + . . .+ np +m, where 0 ≤ m < np+1 ≤ N .
For any cocycle B such that d(B,A) < δ, let bn(x) := log‖B
(n)(x)‖.
Then clearly for µ-a.e. x ∈ X we have bn(x) ≤ nC, where C is
a constant that depends on A and bn(x) is a sub-additive process,
meaning:
bn+m(x) ≤ bn(x) + bm(T
nx)
for all n,m ≥ 1 and for µ almost every x ∈ X .
Using this sub-additivity and the definition of xk(x), nk(x), we have:
log‖B(n)(x)‖ = bn(x) = bn1+...+np+m(x) ≤
p∑
k=1
bnk(xk) + bm(xp+1) .
(2.7)
We estimate each term separately. Each estimate is valid for x out-
side of a null set.
For the last term we use the trivial bound:
bm(xp+1) ≤ mC < NC . (2.8)
For every 1 ≤ k ≤ p we have:
Either xk ∈ O, so nk = n(xk), in which case, using (2.6) we get:
bnk(xk) = log‖B
(n(xk))(xk)‖ ≤ n(xk)L1(A) + 2ǫ n(xk)
= (L1(A) + 2ǫ)nk .
Or xk /∈ O, so nk = 1, in which case bnk(xk) = log‖B(xk)‖ ≤ C.
Therefore,
bnk(xk) = bnk(xk)1O(xk) + bnk(xk)1O∁(xk)
≤ (L1(A) + 2ǫ)nk 1O(xk) + C 1O∁(xk)
= (L1(A) + 2ǫ)nk − (L1(A) + 2ǫ)nk 1O∁(xk) + C 1O∁(xk)
= (L1(A) + 2ǫ)nk − (L1(A) + 2ǫ)1O∁(xk) + C 1O∁(xk) ,
where in the last equality we used the fact that nk = 1 when xk ∈ O
∁.
We conclude:
bnk(xk) ≤ (L1(A) + 2ǫ)nk + (C − L1(A)− 2ǫ)1O∁(xk)
< (L1(A) + 2ǫ)nk + 3C 1O∁(xk) . (2.9)
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We add up (2.8) and (2.9) for all 1 ≤ k ≤ p, and then use (2.7) to
get:
log‖B(n)(x)‖ ≤ (n1 + . . .+ np) (L1(A) + 2ǫ) + 3C
p∑
k=1
1
O∁
(xk) + CN
≤ n (L1(A) + 2ǫ) + 3C
n−1∑
j=0
1
O∁
(T j x) + CN .
Divide both sides by n to conclude that for µ-a.e. x ∈ X and for all
n ≥ n0,
1
n
log‖B(n)(x)‖ ≤ L1(A) + 2ǫ+ 3C
1
n
n−1∑
j=0
1
O∁
(T j x) +
CN
n
. (2.10)
By the choice of n we have CN
n
< ǫ, so all is left is to estimate the
Birkhoff average above. We use the compatibility condition. Since
O∁ ∈ FN(A), there is an observable ξ = ξ(A, ǫ) ∈ Ξ such that 1O∁ ≤ ξ
and
∫
X
ξ dµ < µ(O∁) + ǫ < 3ǫ. Then, applying the base-LDT to ξ,
there is p = p(ξ, ǫ) = p(A, ǫ) ∈ P, p = (n0, ǫ, ι), such that for n ≥ n0
we have ǫn ≤ ǫ and
1
n
n−1∑
j=0
1
O∁
(T j x) ≤
1
n
n−1∑
j=0
ξ(T j x) <
∫
X
ξ dµ+ ǫn < 4ǫ ,
provided we choose x outside a set of measure ιn.
This ends the proof in the case L1(A) > −∞.
(ii) The case L1(A) = −∞. Let t be large enough, say t > C + 1.
We apply again Kingman’s subadditive theorem and for µ a.e. x ∈ X ,
define the integers
n(x) := min{n ≥ 1:
1
n
log‖A(n)(x)‖ < −2t} . (2.11)
The sets UN are defined as before. Fix N = N(A, t), then U =
U(A, t) = UN so that µ(U
∁) < 1/t. Furthermore, U∁ ∈ FN(A) and if
x ∈ U then 1 ≤ n(x) ≤ N and
log‖A(n(x))(x)‖ ≤ −2tn(x) . (2.12)
We show that (2.12) holds also for cocycles B in a neighborhood of
A. This is where the argument differs from the case L1(A) > −∞.
Let 0 < δ < e
−2Nt
tN CN−1
, and let B ∈ Cm with dist(B,A) < δ, so
‖B(x)−A(x)‖ < δ for µ-a.e. x ∈ X . Then clearly, for any 1 ≤ m ≤ N
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and for µ-a.e. x ∈ X we have:
‖B(m)(x)− A(m)(x)‖ < mCm−1δ ≤ N CN−1δ <
e−2Nt
t
≤
e−2mt
t
.
(2.13)
For these phases x and number of iterates m, there are two cases.
Case 1. ‖A(m)(x)‖ is extremely small, i.e.
‖A(m)(x)‖ < e−2tm.
In this case, using (2.13) we get ‖B(m)(x)‖ < e−2tm (1 + 1/t), so
log ‖B(m)(x)‖ < −2tm+ 1/t . (2.14)
Case 2. ‖A(m)(x)‖ has a lower bound:
‖A(m)(x)‖ ≥ e−2tm .
Then using again (2.13), we have
log ‖B(m)(x)‖ − log ‖A(m)(x)‖ ≤
‖B(m)(x)− A(m)(x)‖
‖A(m)(x)‖
≤
e−2mt
t
e2tm = 1/t ,
hence
log ‖B(m)(x)‖ < log ‖A(m)(x)‖+ 1/t . (2.15)
If m = n(x), then using (2.15) in the second case and using directly
(2.14) in the first case, we conclude that for µ-a.e. x ∈ U we have
log‖B(n(x))(x)‖ ≤ −2t n(x) + 1/t ≤ (−2t + 1/t)n(x) , (2.16)
which is the analogue of (2.6) when L1(A) > −∞.
The rest of the proof then follows exactly the same pattern as when
L1(A) > −∞, the role of L1(A) + 2ǫ being now played by −2t + 1/t,
while the small set O is simply U, since there was no extra small set
excluded when deriving (2.16). 
Remark 2.1. Note that since our cocycles are in L∞, Proposition 2.1
above also implies the upper semicontinuity of the top Lyapunov ex-
ponent as a function of the cocycle. In particular, this gives continuity
at cocycles A with L1(A) = −∞, and since L1(A) ≥ L2(A) ≥ . . . ≥
Lm(A), this implies that every Lyapunov exponent is continuous at A.
Therefore, from now on, we may assume that L1(A) > −∞.
Remark 2.2. If (X, µ, T ) is uniquely ergodic (e.g. an ergodic torus
translation), we may choose Ξ to be the set of all continuous func-
tions on X . Then using Urysohn’s lemma, it is easy to verify that the
compatibility condition between Ξ and A holds. For uniquely ergodic
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systems, the convergence in Birkhoff’s ergodic theorem is uniform in
the phase for all continuous observables. Hence the base-LDT esti-
mate (1.5) holds automatically for all ξ ∈ Ξ, with deviation measure
function ι(t) ≡ 0.
It follows that if (X, µ, T ) is uniquely ergodic, then the statements
in Proposition 2.1 above hold for a.e. x. If we assume that the cocy-
cles are continuous, they hold for all phases x. Hence we recover the
corresponding result in [7].
The main application of Proposition 2.1 is the following lemma,
which we use repeatedly throughout the inductive argument. It gives
us a lower bound on the gap between the first two singular values of the
iterates of a cocycle, thus ensuring the gap condition in the Avalanche
Principle.
Throughout this paper, if A ∈ C is such that L1(A) > L2(A) ≥ −∞,
then κ(A) denotes the gap between the first two LE, i.e. κ(A) :=
L1(A) − L2(A) > 0 when L2(A) > −∞, while if L2(A) = −∞ then
κ(A) is a fixed, large enough finite constant.
Lemma 2.2. Let A ∈ Cm be a cocycle for which L1(A) > L2(A) and
let ǫ > 0. There are δ0 = δ0(A, ǫ) > 0, n0 = n0(A, ǫ) ∈ N and
ι = ι(A, ǫ) ∈ I such that for all B ∈ Cm with dist(B,A) < δ0 and for
all n ≥ n0, if ∣∣L(n)1 (B)− L(n)1 (A)∣∣ < θ, (2.17)
then for all phases x outside a set of measure < ιn we have:
1
n
log gr(B(n)(x)) > κ(A)− 2θ − 3ǫ . (2.18)
Moreover,
L
(n)
1 (B)− L
(n)
2 (B) > (κ(A)− 2θ − 3ǫ) (1− ιn) . (2.19)
Proof. Fix ǫ > 0. If L2(A) = −∞, let t = t(A) := −2L1(A) + κ(A).
Since L1(A) > L2(A), the cocycle A satisfies a uniform fiber-LDT
with a parameter p = p(A, ǫ) ∈ P and in a neighborhood around A of
size δ(A, ǫ) > 0.
The compatibility condition holds for all cocycles in C, hence also
for ∧2A. Note that L1(∧2A) = L1(A) + L2(A), hence L1(∧2A) > −∞
iff L2(A) > −∞.
The nearly uniform upper semicontinuity of the top LE (Proposi-
tion 2.1) can then be applied to ∧2A, and it gives parameters δ > 0,
ι ∈ I, n0 ∈ N that define the range of validity of (2.1) and (2.2) respec-
tively. These parameters depend on A and ǫ when L2(A) > −∞ and
only on A when L2(A) = −∞.
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Pick δ = δ(A, ǫ) > 0, n0 = n0(A, ǫ) ∈ N, ι = ι(A, ǫ) ∈ I such that
both the uniform fiber-LDT and Proposition 2.1 apply for all cocycles
B ∈ Cm with dist(B,A) < δ, for all n ≥ n0 and for all x outside a set
of measure < ιn. Fix such B, n, x.
For any matrix g ∈ Mat(m,R) we have
gr(g) =
s1(g)
s2(g)
=
‖g‖2
‖∧2g‖
∈ [1,∞] . (2.20)
From (2.20) we get
1
n
log gr(B(n)(x)) = 2
1
n
log‖B(n)(x)‖ −
1
n
log‖∧2B
(n)(x)‖ . (2.21)
The uniform fiber-LDT gives a lower bound on the first term on the
right hand side of (2.21):
1
n
log‖B(n)(x)‖ > L
(n)
1 (B)− ǫn > L
(n)
1 (B)− ǫ .
Moreover, from assumption (2.17) we have
L
(n)
1 (B) > L
(n)
1 (A)− θ ≥ L1(A)− θ,
hence
1
n
log‖B(n)(x)‖ > L1(A)− θ − ǫ . (2.22)
Proposition 2.1 applied to the cocycle ∧2A will give an upper bound
on 1
n
log‖∧2B
(n)(x)‖.
If L2(A) > −∞, so L1(∧2A) > −∞, from part (i) of Proposition 2.1
we get
1
n
log‖∧2B
(n)(x)‖ < L1(∧2A) + ǫ = L1(A) + L2(A) + 2ǫ . (2.23)
Combine (2.21), (2.22), (2.23) to conclude that for all chosen B, n,
x we have:
1
n
log gr(B(n)(x)) > κ(A)− 2θ − 3ǫ ,
which proves (2.18). Integrating in x we derive (2.19).
Now if L2(A) = −∞, so L1(∧2A) = −∞, use part (ii) of Proposi-
tion 2.1 to get
1
n
log‖∧2B
(n)(x)‖ < −t = 2L1(A)− κ(A) . (2.24)
Combine (2.21), (2.22), (2.24) and get (2.18) in this case as well.
Then (2.19) follows as above. 
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For the rest of this paper, we are given an ergodic system (X,F, µ, T ),
a space of measurable cocycles C, a set of observables Ξ and a set of
LDT parameters P with corresponding spaces of deviation functions E
and I. We assume the compatibility condition 1.4 between Ξ and any
cocycle A ∈ C, the base-LDT for any observable ξ ∈ Ξ, the uniform
Lp-boundedness condition (put p = 2 for simplicity of notation) on any
cocycle A ∈ C with L1(A) > −∞ and the uniform fiber-LDT for any
cocycle A ∈ C with L1(A) > L2(A). These LDT estimates hold for
parameters p ∈ P.
3. Finite scale continuity
We show that the finite scale Lyapunov exponents have a continuous
behavior if the scale is fixed. We are not able to prove actual continuity
of these finite scale quantities, unless we make some restrictions on the
space of cocycles. However, this continuous behavior at finite scale is
sufficient for our purposes, as the inductive procedure described in the
next section leads to the actual continuity of the limit quantities (the
LE) as the scale goes to infinity.
Proposition 3.1 (finite scale uniform continuity). Let A ∈ Cm be a
cocycle for which L1(A) > L2(A). There are δ0 = δ0(A) > 0, n01 =
n01(A), C1 = C1(A) > 0 and ι = ι(A) ∈ I such that for any two
cocycles B1, B2 ∈ Cm with dist(Bi, A) ≤ δ0 where i = 1, 2, if n ≥ n01
and dist(B1, B2) < e
−C1 n, then
∣∣L(n)1 (B1)− L(n)1 (B2)∣∣ < ι1/2n . (3.1)
Proof. Let ǫ0 := κ(A)/10 > 0. Since L1(A) > L2(A), the uniform fiber-
LDT and Lemma 2.2 hold for A, ǫ0. Choose parameters p = p(A) ∈ P,
p = (n0, ǫ, ι) and δ0 = δ0(A) > 0 such that ǫn0 ≤ ǫ0 and Lemma 2.2
and the fiber-LDT hold for all cocycles B ∈ Cm with dist(B,A) ≤ δ0
and for all n ≥ n0.
Let C0 = C0(A) > 0 such that for all such cocycles B we have
‖B‖L∞ ≤ e
C0 and for all n ≥ 1,
∣∣L(n)1 (B)∣∣ ≤ ∥∥∥ 1n log‖B(n)(x)‖
∥∥∥
L2
≤ C0 .
Pick C1 > 2C0 + ǫ0 and n01 ≥ n0 such that e
−C1 n01 < δ0.
Let n ≥ n01 and Bi ∈ Cm with dist(Bi, A) ≤ δ0 (i = 1, 2) be arbitrary
but fixed. Assume that dist(B1, B2) < e
−C1 n.
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Apply the fiber-LDT to each Bi and conclude that for all x outside
a set Bin, with µ(B
i
n) < ιn we have:
1
n
log‖B
(n)
i (x)‖ > L
(n)
1 (Bi)− ǫn ≥ −C0 − ǫ0 . (3.2)
Let Bn = B
1
n ∪B
2
n, so µ(Bn) < 2 ιn and if x ∈ B
∁
n then we have:
‖B
(n)
1 (x)‖, ‖B
(n)
2 (x)‖ > e
−(C0+ǫ0)n . (3.3)
Moreover, for µ - a.e. x ∈ B∁n and all 0 ≤ j ≤ n− 1 we also have:
‖B1(T
j x)− B2(T
j x)‖ ≤ dist(B1, B2) < e
−C1 n .
Therefore, for µ - a.e. x ∈ B∁n we get:∣∣ 1
n
log‖B
(n)
1 (x)‖ −
1
n
log‖B
(n)
2 (x)‖
∣∣ = 1
n
∣∣log ‖B(n)1 (x)‖
‖B
(n)
2 (x)‖
∣∣
≤
1
n
‖B
(n)
1 (x)−B
(n)
2 (x)‖
min{‖B
(n)
1 (x)‖, ‖B
(n)
2 (x)‖}
≤
1
n
n−1∑
j=0
e(C0+ǫ0)n ‖B
(n−j−1)
2 (T
j+1x)‖ ‖B1(T
jx)−B2(T
jx)‖ ‖B
(j)
1 (x)‖
≤
1
n
n−1∑
j=0
e(C0+ǫ0)n eC0 (n−j−1) e−C1 n eC0 j ≤ e−n (C1−2C0−ǫ0) .
Integrating in x we conclude:∫
B∁n
∣∣ 1
n
log‖B
(n)
1 (x)‖ −
1
n
log‖B
(n)
2 (x)‖
∣∣µ(dx) < e−n (C1−2C0−ǫ0) . (3.4)
By Cauchy-Schwarz we have∫
Bn
∣∣ 1
n
log‖B
(n)
1 (x)‖ −
1
n
log‖B
(n)
2 (x)‖
∣∣µ(dx) ≤
∥∥∥ 1
n
log‖B
(n)
1 (x)‖
∥∥∥
L2
· µ(Bn)
1/2 +
∥∥∥ 1
n
log‖B
(n)
2 (x)‖
∥∥∥
L2
· µ(Bn)
1/2 ,
hence∫
Bn
∣∣ 1
n
log‖B
(n)
1 (x)‖ −
1
n
log‖B
(n)
2 (x)‖
∣∣µ(dx) . C0 ι1/2n . (3.5)
Since ι ∈ I decays at most exponentially, we may of course assume that
e−n (C1−2C0−ǫ0) < ι
1/2
n , so (3.4) and (3.5) imply∣∣L(n)1 (B1)−L(n)1 (B2)∣∣ ≤
∫
X
∣∣ 1
n
log‖B
(n)
1 (x)‖−
1
n
log‖B
(n)
2 (x)‖
∣∣µ(dx) < ι1/2n ,
which proves (3.1). 
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4. The inductive step procedure
In this section we derive the main technical result used to prove
our continuity theorem, an inductive tool based on the avalanche prin-
ciple 1.1, the uniform fiber-LDT 1.7 and the nearly uniform upper
semicontinuity 2.1.
All estimates involving two consecutive scales n0, n1 of the inductive
procedure will cary errors of order at most n0
n1
. We begin with a simple
lemma which shows that we may always assume that n1 is a multiple
of n0, otherwise an extra error term of the same order is accrued.
Lemma 4.1. Let A ∈ C be an L1-bounded cocycle, and let C be its L1-
bound. If n0, n1, n, r ∈ N are such that n1 = n · n0 + r and 0 ≤ r ≤ n0,
then
− 2C
n0
n1
+ L
((n+1)n0)
1 (A) ≤ L
(n1)
1 (A) ≤ L
(nn0)
1 (A) + 2C
n0
n1
(4.1)
Proof. From the L1-boundedness assumption on A, for all m ≥ 1,∣∣L(m)1 (A)∣∣ ≤ C.
Since n1 = n · n0 + r and r ≥ 0, A
(n1)(x) = A(r)(T nn0x) · A(nn0)(x),
hence
‖A(n1)(x)‖ ≤ ‖A(r)(T nn0x)‖ ‖A(nn0)(x)‖ .
Taking logarithms, dividing by n1 then integrating in x we get:
L
(n1)
1 (A) ≤
nn0
n1
L
(nn0)
1 (A) +
r
n1
L
(r)
1 (A) .
This implies
L
(n1)
1 (A)− L
(nn0)
1 (A) ≤
r
n1
[L
(r)
1 (A)− L
(nn0)
1 (A)] ≤ 2C
r
n1
,
which proves the right hand side of (4.1).
Now write (n + 1)n0 = n1 + q, where q = n0 − r, so 0 ≤ q ≤ n0.
Then
A((n+1)n0)(x) = A(q)(T n1x) ·A(n1)(x) ,
‖A((n+1)n0)(x)‖ ≤ ‖A(q)(T n1x)‖ ‖A(n1)(x)‖ .
Taking logarithms, dividing by (n+1)n0 then integrating in x we get:
L
((n+1)n0)
1 (A) ≤
n1
(n + 1)n0
L
(n1)
1 (A) +
q
(n+ 1)n0
L
(q)
1 (A) .
This implies
L
((n+1)n0)
1 (A)−L
(n1)
1 (A) ≤
q
(n+ 1)n0
[L
(q)
1 (A)−L
(n1)
1 (A)] ≤ 2C
1
(n+ 1)
,
which proves the left hand side of (4.1). 
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Lemma 4.2. Let B ∈ C satisfying a fiber-LDT with parameter p =
(n0, ǫ, ι) ∈ P. Let m1, m2, n ∈ N and η > 0 be such that mi ≥ n ≥ n0
for i = 1, 2 and ∣∣L(m2+m1)1 (B)− L(mi)1 (B)∣∣ < η
Then
‖B(m2+m1)(x)‖
‖B(m2)(Tm1x)‖ · ‖B(m1)(x)‖
> e−(m1+m2)(η+2ǫn) (4.2)
for all x outside a set of measure < 3 ιn.
Proof. Applying (one side inequality in) the fiber-LDT to the cocycle
B at scale m2 +m1, for all x outside a set of measure < ιm2+m1 < ιn,
we have:
1
m2 +m1
log‖B(m2+m1)(x)‖ > L
(m2+m1)
1 (B)−ǫm2+m1 ≥ L
(m2+m1)
1 (B)−ǫn ,
hence
‖B(m2+m1)(x)‖ > e(m1+m2)L
(m1+m2)
1 (B)−(m2+m1) ǫn . (4.3)
Applying (the other side inequality in) the fiber-LDT to the cocycle
B at scales m2, m1, for all x outside a set of measure < ιm2 + ιm1 < 2ιn,
1
m1
log‖B(m1)(x)‖ < L
(m1)
1 (B) + ǫm1 < L
(m1)
1 (B) + ǫn ,
1
m2
log‖B(m2)(Tm1x)‖ < L
(m2)
1 (B) + ǫm2 < L
(m2)
1 (B) + ǫn .
Thus
‖B(m1)(x)‖ < em1L
(m1)
1 (B)+m1ǫn , (4.4)
‖B(m2)(Tm1x)‖ < em2L
(m2)
1 (B)+m2ǫn . (4.5)
Combining (4.3), (4.4) and (4.5), for x outside a set of measure < 3 ιn
we get:
‖B(m2+m1)(x)‖
‖B(m2)(Tm1x)‖ · ‖B(m1)(x)‖
> em1(L
(m2+m1)
1 (B)−L
(m1)
1 (B))+m2(L
(m2+m1)
1 (B)−L
(m2)
1 (B))−2(m2+m1) ǫn
> e−(m1+m2)(η+2ǫn) ,
which proves the lemma. 
Remark 4.1. We note that all is needed in the proof of (4.2) is the
availability of the fiber-LDT estimate precisely at scales m1, m2 and
m1 + m2 and not at all scales n ≥ n0. This is of course irrelevant
here, but it will be helpful in other contexts, when the (full) fiber-LDT
estimate is not available a-priori.
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Proposition 4.3 (inductive step procedure). Let A ∈ Cm be a mea-
surable cocycle such that κ(A) := L1(A) − L2(A) > 0. Fix 0 < ǫ <
κ(A)/20.
There are C = C(A) > 0, δ = δ(A, ǫ) > 0, n00 = n00(A, ǫ) ∈ N,
ι = ι(A, ǫ) ∈ I such that for any n0 ≥ n00, if the inequalities
(a) L
(n0)
1 (B)− L
(2n0)
1 (B) < η0 (4.6)
(b)
∣∣L(n0)1 (B)− L(n0)1 (A)∣∣ < θ0 (4.7)
hold for a cocycle B ∈ Cm with dist(B,A) < δ, and if the positive
numbers η0, θ0 satisfy
4η0 + 2θ0 < κ(A)− 12ǫ , (4.8)
then for any integer n1 such that
n1+0 ≤ n1 ≤ n0 · ι
−1/2
n0
, (4.9)
we have: ∣∣ L(n1)1 (B) + L(n0)1 (B)− 2L(2n0)1 (B) ∣∣ < Cn0n1 . (4.10)
Furthermore,
(a++) L
(n1)
1 (B)− L
(2n1)
1 (B) < η1 (4.11)
(b++)
∣∣L(n1)1 (B)− L(n1)1 (A)∣∣ < θ1 , (4.12)
where
θ1 = θ0 + 4η0 + C
n0
n1
, (4.13)
η1 = C
n0
n1
. (4.14)
Proof. Since L1(A) > L2(A), the cocycle A satisfies a uniform fiber-
LDT. Moreover, Lemma 2.2 also applies.
Pick δ = δ(A, ǫ) > 0, n00 = n00(A, ǫ) ∈ N, ι = ι(A, ǫ) ∈ I such that
for any n ≥ n00, both the uniform fiber-LDT and Lemma 2.2 apply for
all cocycles B ∈ Cm with dist(B,A) < δ, for all n ≥ n00 and for all x
outside a set of measure < ιn.
Let n0 ≥ n00 and assume (4.6) and (4.7) hold for all cocycles B ∈ Cm
with dist(B,A) < δ.
From (4.6), applying Lemma 4.2, we have:
‖B(2n0)(x)‖
‖B(n0)(T n0x)‖ · ‖B(n0)(x)‖
> e−n0(2η0+4ǫn0) ≥ e−n0(2η0+4ǫ) =: ǫap
(4.15)
for all x outside a set of measure < 3ιn.
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This estimate will ensure that the angles condition in the avalanche
principle (Proposition 1.1) holds. Moreover, due to the assumption (4.7),
applying Lemma 2.2, for x outside a set of measure < ιn, we have:
gr(B(n0)(x)) > en0 (κ(A)−2θ0−3ǫ) =:
1
κap
, (4.16)
which will ensure that the gaps condition in the avalanche principle
also holds.
Let Bn0 be the union of the exceptional sets in (4.15) and (4.16). To
simplify notations, replace the deviation set measure function ι by 2 ι,
so we may assume µ(Bn0) < ιn0 (we will tacitly do this throughout the
paper).
Let n1 be an integer such that n
1+
0 ≤ n1 ≤ n0 · ι
−1/2
n0 . Since ι(t)
decreases at least like t−c (as t → ∞) for some c > 0, and since ι
depends on ǫ and A, n00 might need to be chosen larger, depending on
ǫ and A so that if n0 ≥ n00 then the integer interval [n
1+
0 , n0 · ι
−1/2
n0 ] is
large enough.
Moreover, due to Lemma 4.1 we may assume that n1 = n · n0 for
some n ∈ N. To see this, note that once (4.10) is proven for scales
that are multiples of n0, in particular for the scales n
′
1 = nn0 and
n′′1 = (n+1)n0, then using (4.1) we derive (4.10) for any scale n1 such
that nn0 ≤ n1 ≤ (n + 1)n0. Furthermore, (4.11) and (4.12) will be
derived directly from (4.10).
For every 0 ≤ i ≤ n− 1 define
gi = gi(x) := B
(n0)(T i n0 x) .
Then clearly g(n) = B(n1)(x) and gi · gi−1 = B
(2n0)(T (i−1)n0x) for all
1 ≤ i ≤ n− 1.
Let B¯n0 :=
⋃n−1
i=0 T
−i n0 Bn0, so µ(B¯n0) < n ιn0 and if x /∈ B¯n0 then
gr(gi) >
1
κap
for all 0 ≤ i ≤ n− 1 ,
‖gi · gi−1‖
‖gi‖ · ‖gi−1‖
> ǫap for all 1 ≤ i ≤ n− 1 .
Note also that condition (4.8) implies κap ≪ ǫ
2
ap.
Therefore, we can apply the avalanche principle (Proposition 1.1)
and obtain:∣∣ log‖g(n)‖+ n−2∑
i=1
log‖gi‖ −
n−1∑
i=1
log‖gi · gi−1‖
∣∣ . n · κap
ǫ2ap
.
Note that
κap
ǫ2ap
= e−n0 (κ(A)−4η0−2θ0−11ǫ) < e−ǫ n0 .
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Since the deviation set measure functions ι ∈ I decay at most expo-
nentially fast, we may assume that e−ǫt ≤ ι(t) for t ≥ n00. Hence we
have κap
ǫ2ap
< ιn0 .
The AP applied to our data implies that for all x /∈ B¯n0, where
µ(B¯n0) < nιn0 ,
∣∣∣log‖B(n1)(x)‖+ n−2∑
i=1
log‖B(n0)(T in0 x)‖
−
n−1∑
i=1
log ‖B(2n0)(T (i−1)n0 x)‖
∣∣∣ . n ιn0 . (4.17)
Divide both sides of (4.17) by n1 = n · n0 to get:
∣∣∣ 1
n1
log‖B(n1)(x)‖+
1
n
n−2∑
i=1
1
n0
log‖B(n0)(T in0 x)‖
−
2
n
n−1∑
i=1
log
1
2n0
‖B(2n0)(T (i−1)n0 x)‖
∣∣∣ . ιn0 .
Integrating in x we conclude:
∣∣L(n1)1 (B) + n− 2n L(n0)1 (B)− 2(n− 1)n L(2n0)1 (B)
∣∣
. ιn0 + C(A) ιn0 < C ιn0 .
The term on the left hand side of the above inequality can be written
in the form∣∣ L(n1)1 (B) + L(n0)1 (B)− 2L(2n0)1 (B)− 2n [L(n0)1 (B)− L(2n0)1 (B)]
∣∣ ,
hence we conclude:∣∣ L(n1)1 (B) + L(n0)1 (B)− 2L(2n0)1 (B) ∣∣
< C ιn0 +
2
n
[L
(n0)
1 (B)− L
(2n0)
1 (B)] < C
n0
n1
. (4.18)
Clearly the same argument leading to (4.17) will hold for 2n1 instead
of n1, which via the triangle inequality proves (4.11).
We can rewrite (4.18) in the form∣∣ L(n1)1 (B)− L(n0)1 (B) + 2[L(n0)1 (B)− L(2n0)1 (B)] ∣∣ < Cn0n1 . (4.19)
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Using (4.19) for B and A we get:∣∣L(n1)1 (B)− L(n1)1 (A)∣∣
<
∣∣ L(n1)1 (B)− L(n0)1 (B) + 2[L(n0)1 (B)− L(2n0)1 (B)] ∣∣
+
∣∣ L(n1)1 (A)− L(n0)1 (A) + 2[L(n0)1 (A)− L(2n0)1 (A)] ∣∣
+
∣∣L(n0)1 (B)− L(n0)1 (A)∣∣
+ 2
∣∣L(n0)1 (B)− L(2n0)1 (B)∣∣ + 2∣∣L(n0)1 (A)− L(2n0)1 (A)∣∣
< θ0 + 4η0 + C
n0
n1
.

5. General continuity theorem
We are now ready to prove our abstract continuity result for Lya-
punov exponents of linear cocycles.
Theorem 5.1. Let A ∈ Cm be a measurable cocycle for which L1(A) >
L2(A). Then the map Cm ∋ B 7→ L1(B) is continuous at A and the
map Cm ∋ B 7→ L1(B)− L2(B) is lower semicontinuous at A.
Proof. Let 0 < ǫ < κ(A)/100 be arbitrary but fixed.
Since L
(n)
1 (A)→ L1(A) as n→∞, there is n02 = n02(A, ǫ) ∈ N such
that for all n ≥ n02 we have
L
(n)
1 (A)− L
(2n)
1 (A) < ǫ . (5.1)
We will apply the inductive step Proposition 4.3 repeatedly. We first
choose the relevant parameters (which will depend on A and ǫ) so that
both the inductive step Proposition 4.3 and the finite scale continuity
Proposition 3.1 apply. The latter will ensure that the assumptions
(4.6), (4.7) and (4.8) of the inductive step Proposition 4.3 are satisfied
for a large enough scale n0 = n0(A, ǫ), so we can start running the
inductive argument with that scale.
Let ι ∈ I be the sum of the corresponding deviation measure func-
tions in the inductive step Proposition 4.3 and the finite scale continuity
Proposition 3.1.
Let δ0 be less than the size of the neighborhood of A ∈ Cm from
the inductive step Proposition 4.3 and from the finite scale continuity
Proposition 3.1 respectively. Let C1 be the constant in the finite scale
continuity Proposition 3.1 and let C be the constant in the inductive
step Proposition 4.3.
Finally, let the scale n0 be greater than the thresholds n00 from
the inductive step Proposition 4.3, n01 from the finite scale continuity
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Proposition 3.1 and n02 from (5.1) above. Moreover, assume n0 to be
large enough so that e−C1 2n0 < δ0, ι
1/2
n0 < ǫ and n
0+ ≪ ι
−1/2
n for n ≥ n0
and C n−0−0 . ǫ.
Let δ := e−C1 2n0 and let B ∈ Cm with dist(B,A) < δ.
Since δ = e−C1 2n0 < e−C1 n0, we can apply the finite scale continuity
Proposition 3.1 (with B2 = B and B1 = A) at scales 2n0 and n0 and
get: ∣∣L(n0)1 (B)− L(n0)0 (A)∣∣ < ι1/2n0 =: θ0 < ǫ , (5.2)∣∣L(2n0)1 (B)− L(2n0)0 (A)∣∣ < ι1/22n0 < ι1/2n0 = θ0 . (5.3)
Then (5.1), (5.2), (5.3) imply
L
(n0)
1 (B)− L
(2n)
1 (A) < 2 ι
1/2
n0 + ǫ =: η0 < 3ǫ . (5.4)
The inequalities (5.4) and (5.3) imply the assumptions (4.6) and (4.7)
in the inductive step Proposition 4.3, and since
2θ0 + 4η0 < 2ǫ+ 12ǫ = 14ǫ < κ(A)− 12ǫ ,
the condition (4.8) between parameters is also satisfied.
We can apply the inductive step Proposition 4.3 and conclude that
L
(n0)
1 (B)− L
(n0)
2 (B) > (κ(A)− θ0 − 2ǫ) · (1− ιn0) . (5.5)
Then say for n1 ≍ n
1+
0 we have:
L
(n1)
1 (B)− L
(2n1)
1 (B) < η1 , (5.6)∣∣L(n1)1 (B)− L(n1)1 (A)∣∣ < θ1 , (5.7)
where
θ1 = θ0 + 4η0 + C
n0
n1
, (5.8)
η1 = C
n0
n1
. (5.9)
But
2θ1 + 4η1 = (2θ0 + 8η0) + 4C
n0
n1
< (2ǫ+ 24ǫ) + ǫ < κ(A)− 12ǫ ,
hence the inductive step Proposition 4.3 applies again and we get:
L
(n1)
1 (B)− L
(n1)
2 (B) > (κ(A)− θ1 − 2ǫ) · (1− ιn1) . (5.10)
Then say for n2 ≍ n
1+
1 we have:
L
(n2)
1 (B)− L
(2n2)
1 (B) < η2 , (5.11)∣∣L(n2)1 (B)− L(n2)1 (A)∣∣ < θ2 , (5.12)
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where
θ2 = θ1 + 4η1 + C
n1
n2
, (5.13)
η2 = C
n1
n2
. (5.14)
Moreover,
2θ2+4η2 = (2θ0+8η0)+[10C
n0
n1
+6C
n1
n2
] < (2ǫ+24ǫ)+ǫ < κ(A)−12ǫ .
It is now clear how we continue this procedure. Going from step k
to step k + 1, we choose a scale nk+1 ≍ n
1+
k and we have:
L
(nk)
1 (B)− L
(nk)
2 (B) > (κ(A)− θk − 2ǫ) · (1− ιnk) (5.15)
and
L
(nk+1)
1 (B)− L
(2nk+1)
1 (B) < ηk+1 , (5.16)∣∣L(nk+1)1 (B)− L(nk+1)1 (A)∣∣ < θk+1 , (5.17)
where
ηk+1 = C
nk
nk+1
(5.18)
and
θk+1 = θk + 4ηk + C
n1
n2
= (θ0 + 4η0) + 5C
k−1∑
i=0
ni
ni+1
+ C
nk
nk+1
< (θ0 + 4η0) + 5C
∞∑
i=0
ni
ni+1
< (θ0 + 4η0) + 10C n
−0−
0 < (ǫ+ 12ǫ) + 10ǫ = 23 ǫ .
Hence
θk+1 < 23 ǫ . (5.19)
Moreover
2θk+1 + 8ηk+1 = (2θ0 + 8η0) + 10C
k−1∑
i=0
ni
ni+1
+ 6C
nk
nk+1
< (2θ0 + 8η0) + 10C
∞∑
i=0
ni
ni+1
< (2θ0 + 8η0) + 20C n
−0−
0 < (2ǫ+ 24ǫ) + 20ǫ = 46ǫ ,
so θk+1+8ηk+1 < κ(A)−12ǫ, ensuring that the inductive process runs
indefinitely.
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Now take the limit as k →∞ in (5.17), and using (5.19) we have∣∣L1(B)− L1(A)∣∣ ≤ 23ǫ ,
which proves the continuity at A of the top Lyapunov exponent L1.
Moreover, taking the limit as k → ∞ in (5.15), and using again
(5.19) we have
L1(B)− L2(B) ≥ κ(A)− 23ǫ− 2ǫ = L1(A)− L2(A)− 25ǫ ,
which proves the lower semicontinuity at A of the gap between the first
two LE. 
Note that estimate (5.17) in the proof of Theorem 5.1 says that if
the cocycle B is close enough to A, then∣∣L(n)1 (B)− L(n)1 (A)∣∣ . ǫ (5.20)
holds for an increasing sequence of scales n = nk+1, k ≥ 0.
In fact, a slight modification of the argument shows that (5.20) holds
in fact for all large enough scales n.
Indeed, it is enough to first ensure that the base step of the inductive
procedure, i.e. that the estimates∣∣L(n0)1 (B)− L(n0)0 (A)∣∣ < ι1/2n0 =: θ0 < ǫ∣∣L(2n0)1 (B)− L(2n0)0 (A)∣∣ < ι1/22n0 < ι1/2n0 = θ0
hold not just for a single scale n0, but for a whole (finite) interval
of scales N0 = [n00, e
n00 ] =: [n−0 , n
+
0 ], where n00 is greater than the
applicability threshold of various estimates (e.g. unform fiber-LDT,
finite scale continuity etc).
Let ψ(t) := t1+ and define inductively the intervals of scales N1 =
[ψ(n−0 ), ψ(n
+
0 )] =: [n
−
1 , n
+
1 ], Nk+1 = [ψ(n
−
k ), ψ(n
+
k )] =: [n
−
k+1, n
+
k+1] for
all k ≥ 0.
It follows that if n = n1 ∈ N1, then n = n1 ≍ ψ(n0) = n
1+
0 for some
n0 ∈ N0, and so (5.6) and (5.7) hold for all n1 ∈ N1.
Continuing inductively, for every k ≥ 1, if n = nk+1 ∈ Nk+1, then
there is nk ∈ Nk such that n = nk+1 ≍ ψ(nk) = n
1+
k and then (5.16)
and (5.17) hold as well.
The intervals N0 and N1 overlap because
n−1 = ψ(n
−
0 ) = n
1+
00 < e
n00 = n+0 .
Then since ψ is increasing and Nk+1 ≍ ψ(Nk), the intervals Nk and
Nk+1 will overlap for all k ≥ 0.
Therefore, if n ≥ n−1 then n ∈ Nk+1 for some k ≥ 0 and so (5.20)
holds. This means, moreover, that we may apply lemma 2.2 at all such
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scales and conclude that for all x outside a set of measure < ιn,
1
n
log gr(B(n)(x)) > κ(A)− 5ǫ .
We conclude that the following uniform, finite scale statement holds.
Lemma 5.1. Given a cocycle A ∈ Cm with L1(A) > L2(A) and 0 <
ǫ < κ(A)/100, there are δ = δ(A, ǫ) > 0 and n0 = n0(A, ǫ) ∈ N, such
that for all n ≥ n0 and for all B ∈ Cm with dist(B,A) < δ we have:∣∣L(n)1 (B)− L(n)1 (A)∣∣ < ǫ , (5.21)
1
n
log gr(B(n)(x)) > κ(A)− 5ǫ , (5.22)
for all x outside a set of measure < ιn.
Corollary 5.2. For all m ≥ 1, and for all 1 ≤ k ≤ m, the Lyapunov
exponents Lk : Cm → [−∞,∞) are continuous functions.
Proof. Let A ∈ C be a measurable cocycle. If L1(A) > L2(A), then we
can conclude, from Theorem 5.1 above that L1 is continuous at A and
that L1 − L2 is lower semicontinuous at A.
If A has a different gap pattern, by taking appropriate exterior pow-
ers, we can always reduce the problem to one where there is a gap
between the first two Lyapunov exponents.
For instance, if L1(A) = L2(A) > L3(A) ≥ . . . Lm(A), consider
instead the cocycle ∧2A. Clearly L1(∧2A) = L1(A) + L2(A) and
L2(∧2A) = L1(A) + L3(A), hence L1(∧2A) − L2(∧2A) = L2(A) −
L3(A) > 0. Then there is a gap between the first two Lyapunov expo-
nents of ∧2A. This implies, using Theorem 5.1 for ∧2A, that the block
L1 + L2 is continuous and the gap L2 −L3 is lower semi-continuous at
A.
This argument shows that given a cocycle A ∈ C with any gap pat-
tern, the corresponding Lyapunov blocks are all continuous at A, while
the corresponding gaps are lower semicontinuous at A.
Moreover, the general assumptions made on the space of cocycles
ensure that the map
Cm ∋ B 7→ L1(B) + . . .+ Lm(B) =
∫
X
log
∣∣det[B(x)]∣∣µ(dx)
is continuous everywhere.
It is then a simple exercise (see Lemma 6.1 and Theorem 6.2 in
[2] for its solution) to see that this is all that is needed to conclude
continuity of each individual Lyapunov exponent, irrespective of any
gap pattern. 
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6. Modulus of continuity
The following proposition, which is also interesting in itself, will be
the main ingredient in obtaining the modulus of continuity of the top
Lyapunov exponent. It gives the rate of convergence of the finite scale
exponents L
(n)
1 (B) to the top Lyapunov exponent L1(B) and it gives
an estimate on the proximity of these finite scale exponents at different
scales.
These estimates are uniform in a neighborhood of a cocycle A ∈ Cm
for which L1(A) > L2(A), and they depend on a deviation measure
function ι = ι(A) ∈ I, which will be fixed in the beginning. Define
the map ψ(t) = ψι(t) := t · [ι(t)]
−1/2, and let φ = φι be its inverse.
Moreover, for every integer n ∈ N, denote n++ := ⌊ψ(n)⌋ = ⌊n ι
−1/2
n ⌋
and n−− := ⌊φ(n)⌋, so (n ++)−− ≍ n.
These estimates will be obtained by applying repeatedly the induc-
tive step Proposition 4.3. In order to obtain the sharpest possible
estimate, when going from one scale to the next, we will make the
greatest possible jump, which is why we have defined the ’next scale’
n++ above as ⌊n ι
−1/2
n ⌋.
Proposition 6.1 (uniform speed of convergence). Let A ∈ Cm be a
measurable cocycle for which L1(A) > L2(A). There are δ = δ(A) > 0,
C = C(A), n00 = n00(A) ∈ N, ι = ι(A) ∈ I such that, with the above
notations, for all n ≥ n00 and for all B ∈ Cm with dist(B,A) < δ we
have:
L
(n)
1 (B)− L1(B) < C
φ(n)
n
≤ ι
1/2
n−− (6.1)∣∣ L(n++)1 (B) + L(n)1 (B)− 2L(2n)1 (B) ∣∣ < C nn++ ≤ ι1/2n . (6.2)
Proof. To prove (6.1) it is enough to show, under similar constraints
on B and n, and for some function ι = ι(A) ∈ I, that
L
(n)
1 (B)− L
(2n)
1 (B) < C
φ(n)
n
. (6.3)
This would imply, for all k ≥ 0,
L
(2k n)
1 (B)− L
(2k+1 n)
1 (B) <
φ(2k n)
2kn
. (6.4)
Since we assume that for all deviation measure functions ι ∈ I, the
corresponding map φ = φι satisfies
lim
t→∞
φι(2t)
φι(t)
< 2 ,
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there is 0 < r < 1 such that for large enough n we have φ(2n) ≤ 2r φ(n).
Hence for all k we have:
φ(2k n)
2kn
≤ rk
φ(n)
n
.
We can then sum up for k from 0 to ∞ in (6.4) and derive (6.1).
To prove (6.3), (6.2) we follow the same procedure, based on the
inductive step Proposition 4.3, used in the proof the general continuity
Theorem 5.1 and of its extension Lemma 5.1, but with some modifica-
tions. We will work again with intervals of scales instead of individual
scales. We fix ǫ := κ(A)/100 so all subsequent parameters, includ-
ing the deviation measure function ι, will be fixed and dependent only
upon the cocycle A. Let ι ∈ I, δ0 > 0, C1 > 0 and C > 0 be as in the
beginning of the proof of Theorem 5.1.
Pick n−0 ∈ N large enough that for n ≥ n
−
0 the inductive step Propo-
sition 4.3 and the finite scale continuity Proposition 3.1 apply, and that
L
(n)
1 (A)− L
(2n)
1 (A) < ǫ0.
Assume also n−0 to be large enough that e
−C1 2 e
n
−
0 < δ0, ι
1/2
n−0
< ǫ0,
C(n−0 )
−0− < ǫ0, n
0+ ≪ ι
−1/2
n for n ≥ n
−
0 and since ι decays at most
exponentially, we may also assume that n−0 ι
−1/2
n−0
< en
−
0 .
Now set n+0 := ⌊e
n−0 ⌋, N0 := [n
−
0 , n
+
0 ] and δ := e
−C1 2n
+
0 .
The assumptions above ensure that for all cocycles B ∈ Cm with
dist(B,A) < δ, and for all n0 ∈ N0, since δ = e
−C1 2n
+
0 ≤ e−C1 2n0 <
e−C1 n0 , the finite scale continuity Proposition 3.1 applies at scales
2n0, n0. This implies, as in the proof of Theorem 5.1, the assump-
tions in the inductive step Proposition 4.3 for every n0 ∈ N0.
Let n−1 := ⌊ψ(n
−
0 )⌋, n
+
1 := ⌊ψ(n
+
0 )⌋ and N1 := [n
−
1 , n
+
1 ] ≍ ψ(N0).
We may assume that for every n1 ∈ N1 there is n0 ∈ N0 such that
n1 = n0 ⌊ι
−1/2
n0 ⌋ ≍ n0 ι
−1/2
n0 (= ψ(n0)) (this is because by Lemma 4.1,
the estimates involving scales n1 ∈ N1 which are not divisible by n0
will only cary an additional error of order n0
n1
).
We apply the inductive step Proposition 4.3 and obtain:
L
(n1)
1 (B)− L
(2n1)
1 (B) < C
n0
n1
≍ C
φ(n1)
n1
,∣∣ L(n1)1 (B) + L(n0)1 (B)− 2L(2n0)1 (B) ∣∣ < C n0n1 ≍ Cι1/2n0 .
(Since n1 ≍ ψ(n0), we have φ(n1) ≍ n0, as φ is the inverse of ψ.)
The procedure continues in the same way, with intervals of scales
defined inductively by Nk+1 = [n
−
k , n
+
k ] ≍ ψ(Nk) for all k ≥ 0. Again,
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each two consecutive intervals of scales Nk and Nk+1 overlap. There-
fore, if n ≥ n−1 , then n = nk+1 ∈ Nk+1 for some k ≥ 0, so there is
nk ∈ Nk such that nk+1 = nk ⌊ι
−1/2
nk ⌋ ≍ nk ++. We then have:
L
(nk+1)
1 (B)− L
(2nk+1)
1 (B) < C
nk
nk+1
≍ C
φ(nk+1)
nk+1
,
∣∣ L(nk+1)1 (B) + L(nk)1 (B)− 2L(2nk)1 (B) ∣∣ < C nknk+1 ≍ Cι1/2nk .
which completes the proof. 
The following theorem shows that locally near any cocycle A ∈ Cm
for which L1(A) > L2(A), the top Lyapunov exponent has a modulus
of continuity given by a map that depends explicitly on a deviation
measure function ι, hence on the strength of the large deviation type
estimates satisfied by the dynamical system.
Theorem 6.1 (modulus of continuity). Let A ∈ Cm be a measurable
cocycle for which L1(A) > L2(A). There are δ = δ(A) > 0, ι = ι(A) ∈
I and c = c(A) > 0 such that if we define the modulus of continuity
function ω(h) := [ι (c log 1
h
)]1/2, then for any cocycles Bi ∈ Cm with
dist(Bi, A) < δ, where i = 1, 2, we have:∣∣L1(B1)− L1(B2)∣∣ ≤ ω(dist(B1, B2)) . (6.5)
More generally, if for some 1 ≤ k ≤ m the cocycle A has the Lya-
punov spectrum gap Lk(A) > Lk+1(A), then the map Λk := L1+. . .+Lk
satisfies ∣∣Λk(B1)− Λk(B2)∣∣ ≤ ω(dist(B1, B2)) . (6.6)
Proof. Choose parameters δ0 = δ0(A) > 0, n00 = n00(A) ∈ N and
ι = ι(A) ∈ I such that both the finite scale uniform continuity Propo-
sition 3.1 and the uniform speed of convergence Proposition 6.1 ap-
ply with deviation measure function ι for all cocycles B ∈ Cm with
dist(B,A) < δ0 and for all n ≥ n00.
Let C1 = C1(A) > 0 be the constant from Proposition 3.1.
Set δ := min{δ0,
1
2
e−C1 4n00}.
Let Bi ∈ Cm be measurable cocycles with dist(Bi, A) < δ (i = 1, 2)
and put dist(B1, B2) =: h (< 2δ ≤ e
−C1 4n00).
Set n := ⌊ 1
2C1
log(1/h)⌋ ∈ N.
Then e−C1 4n ≤ h ≤ e−C1 2n, so dist(B1, B2) = h ≤ e
−C1 2n and
n ≥ n00.
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All of this preparation shows that we can apply the finite scale uni-
form continuity Proposition 3.1 to B1, B2 at scales n and 2n and get:∣∣L(n)1 (B1)− L(n)1 (B2)∣∣ < ι1/2n , (6.7)∣∣L(2n)1 (B1)− L(2n)1 (B2)∣∣ < ι1/22n < ι1/2n . (6.8)
Since dist(Bi, A) < δ ≤ δ0 and n ≥ n00, we can also apply the
uniform speed of convergence Proposition 6.1 to Bi (i = 1, 2) at scale
n and have:
L
(n++)
1 (Bi)− L1(Bi) < ι
1/2
n , (6.9)∣∣ L(n++)1 (Bi) + L(n)1 (Bi)− 2L(2n)1 (Bi) ∣∣ < ι1/2n . (6.10)
Combining (6.7), (6.8), (6.9), (6.10) we conclude:∣∣L1(B1)− L1(B2)∣∣ . ι1/2n ≤ [ι (1/(2C1) log(1/h))]1/2
=: ω(h) = ω(dist(B1, B2)) .
The more general assertion of the theorem follows by simply taking
exterior powers. Indeed, the cocycle ∧kA has the property
L1(∧kA) = (L1+. . .+Lk−1+Lk)(A) > (L1+. . .+Lk−1+Lk+1)(A) = L2(∧kA) ,
hence (6.6) follows from (6.5) applied to ∧kA. 
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