Standard refraction traveltime tomography based on ray tracing techniques has difficulties to handle large datasets that come from current seismic acquisition surveys. To overcome this problem we suggest a refraction tomography method based on adjoint state techniques to derive the gradient of the traveltime misfit function. We use the eikonal equation for the forward modelling, and iterate with a conjugate gradient method. Synthetic examples demonstrate the efficiency and the great potential of the method for 3D applications of refraction tomography.
Introduction
The determination of the correct velocity model of the near subsurface is a key step when trying to image deeper structures. Generally, first arrival traveltime tomography based on refraction data or diving waves is used to assess a velocity model of the subsurface that best explains the data. Tomography is commonly formulated as an inverse problem, the forward problem being defined as the prediction of data that would correspond to a given model. A well-suited forward modelling algorithm for first arrival traveltime tomography is the firstorder finite difference Eikonal solver of Podvin and Lecomte (1991) that is very fast and supports strong velocity contrasts. Most refraction tomography methods combine such an Eikonal solver with an a posteriori ray tracing to compute the Fréchet derivative matrix, and an algorithm such as LSQR (Paige and Saunders, 1982) to estimate the inverse of this matrix (Zelt and Barton, 1998) . Current seismic acquisition surveys now commonly deploy thousands of sources combined with thousands of receivers leading to millions of acquired traces. Moreover the area under investigation could be very large and this could lead to a velocity model containing millions of parameters whatever the type of parameterization. For 2D geometries, classical refraction tomography algorithms may not suffer from computational limitations. On the contrary, for 3D geometries, the Fréchet derivative matrix could turn out to be very difficult to handle in terms of memory requirement, even if sparsity is fully accounted for. To overcome this limitation one could reduce the data to be used or the number of parameters of the model, both leading to either a loss of information or resolution. We address these issues with the use of adjoint techniques (Plessix, 2006) to compute the gradient of the misfit function. The amount of memory required by this method depends only on the size of the discretized velocity model. In other words it is independent of the amount of data available. We present in this work the governing equations of the adjoint state method and its implementation in a refraction tomography algorithm. Mathematical developments and numerical examples are developed for 2D geometries which constitutes a relevant feasibility study for the application of the method to 3D geometries. Validation results obtained from 2004 BP 2D benchmark dataset (Billette and Brandsberg-Dahl, 2005) are shown and reveal the great potential of the method. 
The adjoint state method
Forward modelling is used to the compute first arrival traveltimes T at each point x of the velocity model solving the Eikonal equation and its point source s
The adjoint state method then computes the gradient of the misfit function S with respect to the velocity model c with the following formula
where λ represents the so-called adjoint state variable. Further detailed mathematical developments can be found in Sei and Symes (1994) , and Leung and Qian (2006) . The adjoint state variable is computed for each source position solving the following partial differential equation and its boundary condition
where n is the unit outward vector normal to the acquisition surface. A numerical method to solve this equation is a fast sweeping algorithm that has fine stability and convergence properties and that is easy to implement (Zhao, 2005) . Intuitively, the adjoint state equation can be interpreted as the back propagation of the traveltime residuals through the velocity model following the gradient of traveltimes. It must be mentioned that we do not explicitly use rays, but only the local gradients of the traveltime maps.
Practical implementation
Picked traveltimes and initial velocity model are the main input data for all traveltime tomography algorithms. We choose to describe the velocity model by a grid which is the most well suited parameterization for the Eikonal solver. The refraction tomography algorithm derived from the adjoint state method mainly relies on the computation of the gradient of the misfit function. Once the gradient is obtained, a local descent optimization technique, such as a conjugate gradient method, is applied to iteratively minimize the misfit function. Figure 1 depicts the core steps leading to the assessment of the gradient. For each shot, computed traveltimes are derived from forward modelling. The traveltime map is used to solve the partial differential equation (4) and the residuals are used as initial conditions. The summation over all the gradients obtained for each shot provides the global gradient of the misfit function. An essential property of the adjoint state method is illustrated in this flowchart. For each shot, the memory requirement needed for the computation of the gradient is only few times the size occupied by the velocity model. Another important outcome is that it is straightforward to parallelize this algorithm and thus significantly reduce the computation time.
Synthetic example
The validation of our inversion scheme is carried out using the BP 2D synthetic dataset. The data were generated with a finite difference algorithm simulating an acquisition with a 15km long streamer with a 12.5m group interval and a 50m shot interval. A total of 1348 shots were generated each with 1201 receivers. An automatic picking on seismograms generates 1201 first arrival travel-times per shot. The principle of reciprocity of traveltimes between sources and receivers allows deriving the first arrival traveltimes of symmetrical receivers to the source. The total amount of input data is then 1348 x 2401 = 3.2 millions first arrival traveltimes.
The velocity model used for data generation is 67km long and 12km deep. The parameterization we choose is a 12.5m x 12.5m grid that leads to a 5395 x 956 node model. Ray paths computed in the true velocity model (Figure 2 .a) allow defining an area (in grey colour) where first arrival traveltimes contain no information about the model; consequently we cannot expect to retrieve this part of the model. The starting velocity model is derived from a model with a constant vertical gradient (Figure 2.b) . For this experiment, we assume that the velocity of water and the position of the water bottom are known. The algorithm based on the adjoint state method combined with a conjugate gradient optimization technique converges to a final velocity model within a few iterations. From the true velocity model we derive a smoothed model (Figure 2 .c) whose spectral content is about the same as the one of the inverted model (Figure 2 .d). As we can see from the 1-D profiles ( Figure 3 ) the recovered velocity model fits quite well the true smoothed model in the area where information is available and provided that the ray coverage is sufficient enough. 
Conclusion
The refraction tomography algorithm proposed in this work is promising. It gives very satisfactory results obtained from complex data and realistic acquisition. Moreover it was possible to conduct all this experiment with a single desktop computer; the memory allocation needed being only few times the memory size of the velocity model. This work then confirms the great potential of the method for 3D applications of refraction tomography considering the low memory requirements it involves.
