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HADAMARD POWERS OF RANK TWO, DOUBLY
NONNEGATIVE MATRICES
TANVI JAIN
Abstract. We study ranks of the rth Hadamard powers of doubly
nonnegative matrices and show that the matrix A◦r is positive
definite for every n×n doubly nonnegative matrix A and for every
r > n− 2 if and only if no column of A is a scalar multiple of any
other column of A. A particular emphasis is given to the study
of rank, positivity and monotonicity of Hadamard powers of rank
two, positive semidefinite matrices that have all entries positive.
1. Introduction
Let A =
[
aij
]
and B =
[
bij
]
be two n× n matrices. The Hadamard
product of A and B is the matrix
A ◦B =
[
aijbij
]
.
A classical theorem of Schur, known as the Schur product theorem, tells
us that the Hadamard product of two positive semidefinite matrices is
again positive semidefinite, [10, Theorem 7.5.3 p.479]. The Hadamard
product is positive definite if one matrix is positive definite and the
other is positive semidefinite with all its diagonal entries positive. A
direct consequence of Schur’s product theorem is that if A is a positive
semidefinite matrix, then its mth Hadamard power A◦m =
[
amij
]
is
positive semidefinite for all nonnegative integers m. And if A is positive
definite, then A◦m is also positive definite for all positive integers m. It
is obvious that if a column of A is a scalar multiple of any other column
of A, then A◦m is not positive definite for any m ≥ 0. Recently, in [11],
R. Horn and Z. Yang gave a lower bound for the rank of the Hadamard
product of two positive semidefinite matrices in terms of their rank and
Kruskal rank. They showed that if A is an n× n positive semidefinite
matrix with no column of A a scalar multiple of any other column of
A, then A◦m is positive definite for all integers m > n− 2.
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It is natural to ask what happens if the integral Hadamard powers are
replaced with the fractional Hadamard powers A◦r. An n×n matrix is
called doubly nonnegative if it is positive semidefinite and all its entries
are nonnegative. For a doubly nonnegative matrix A =
[
aij
]
and a
nonnegative real number r, A◦r =
[
arij
]
is the rth fractional Hadamard
power of A. There has been much interest in studying the conditions
under which these Hadamard power functions preserve properties such
as positivity, monotonicity, and convexity for various classes of doubly
nonnegative matrices. See [4, 8, 9, 5, 6, 7, 12]. If A is a 2 × 2 doubly
nonnegative matrix, then A◦r is positive semidefinite for all r ≥ 0.
But this is not true for an n × n doubly nonnegative matrix when
n ≥ 3. C. FitzGerald and R. Horn showed in [4] that A◦r is positive
semidefinite for all n × n doubly nonnegative matrices A if and only
if r > n − 2 or r is a nonnegative integer. To prove the necessity,
they showed that if r < n− 2 is not an integer, then the n× n matrix[
(1 + ǫij)r
]
is not positive semidefinite for sufficiently small ǫ > 0. In
[12], the author extended this result and showed that for any n distinct
positive numbers x1, . . . , xn, the n× n matrix
[
(1 + xixj)
r
]
is positive
semidefinite if and only if r > n − 2 or r = 0, 1, . . . , n − 2. In this
paper we further extend this result to all rank two, positive semidefinite
matrices that have all entries positive. We also study the ranks of
Hadamard powers of doubly nonnegative matrices. In particular, we
introduce a concept of Hadamard power rank of matrices, and show
that the result (Corollary 9) given in [11] for the ranks of integral
Hadamard powers also holds true for the fractional Hadamard powers
of doubly nonnegative matrices.
We also address the question of monotonicity of Hadamard powers
of doubly nonnegative matrices. For two Hermitian matrices A and
B, we say that A ≥ B if A − B is positive semidefinite. Similar to
positivity, we know by Schur’s product theorem that if A and B are
positive semidefinite matrices such that A ≥ B, then A◦m ≥ B◦m for
all nonnegative integers m. It was shown in [4] that A◦r ≥ B◦r for all
n× n doubly nonnegative matrices A ≥ B if and only if r > n − 1 or
r = 0, 1, . . . , n−1. If r < n−1 is not an integer, then there exists a small
enough ǫ > 0 such that
[
(1 + ǫij)r
]
 E. Here E is the n × n matrix
whose entries are all one. We show that the same result remains true
if the matrices
[
1 + ǫij
]
and E are respectively replaced with a rank
two, positive semidefinite matrix and a rank one positive semidefinite
matrix satisfying certain conditions.
32. Rank and positivity
Let A be an n × n matrix with nonnegative entries. If a column of
A is a scalar multiple of some other column of A, then the same is true
for A◦r for all r > 0. Hence, a column of A being a scalar multiple of
another column is a sufficient condition for the singularity of A◦r for all
r > 0. In this section, we show that this is also a necessary condition
for all n × n doubly nonnegative matrices and for all r > n − 2. We
start with a definition that helps us describe the rank of Hadamard
powers of doubly nonnegative matrices.
Definition 1. Let A be anm×n nonzero matrix with complex entries.
Let a1, . . . , an be the columns of A. The Hadamard power rank of A
is the largest integer k for which there is a list S = {ai1 , . . . , aik} of k
distinct columns of A such that no element of S is a scalar multiple of
any other element of S. The Hadamard power rank of the zero matrix
is zero.
A related concept is that of Kruskal rank of a matrix. See [11, 13, 15,
16]. An m× n matrix A has Kruskal rank k if k is the largest integer
for which every list of k distinct columns of A is linearly independent.
The Kruskal rank of A is zero if any of its columns is zero. We denote
the rank, the Hadamard power rank, and the Kruskal rank of A by
rk(A), Hrk(A), and Krk(A), respectively. Clearly for an n× n matrix
A,
0 ≤ Krk(A) ≤ rk(A) ≤ Hrk(A) ≤ n.
We have rk(A) = 1 if and only if Hrk(A) = 1, and
Hrk(A) = n⇔ Krk(A) ≥ 2. (1)
An n × n rank two matrix can have Hadamard power rank n. For
example, if
A =

1 1 1 1
1 2 3 4
1 3 5 7
1 4 7 10
 ,
then rk(A) = 2 but Hrk(A) = 4. The Hadamard power rank of a matrix
remains unchanged under
(i) any permutation of rows or columns, and
(ii) left or right multiplication by a nonsingular diagonal matrix.
Observe that for any m × n matrix A, we have Hrk(A∗A) ≤ Hrk(A).
Moreover, if rk(A) = m, then Hrk(A∗A) = Hrk(A).
We say that a set S ⊆ Rn is m-quasi linearly independent (m-qli)if
every subset of S with cardinality m is linearly independent. The set S
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is quasi linearly independent if it is n-qli. See [3]. The set S is 2-qli if
no element of S is a scalar multiple of some other element of S. Let A
be an n×n matrix and a1, . . . , an be its columns. Let S = {a1, . . . , an}.
Then A has Hadamard power rank k if and only if there is a 2-qli subset
{ai1, . . . , aik}, aij 6= ail , 1 ≤ j 6= l ≤ k, of S consisting of k elements,
and no subset of S containing k + 1 elements is 2-qli.
The next theorem gives a relationship between the Hadamard power
rank of a doubly nonnegative matrix and the rank of its Hadamard
power.
Theorem 1. Let A be an n × n nonzero doubly nonnegative matrix
and let r be a positive real number. Then for all r > Hrk(A) − 2 the
rank of A◦r is Hrk(A).
Proof. We first prove the result for the special case Hrk(A) = n. We
prove this by induction on n. The statement is trivially true when n =
1. Assume that the result holds for (n−1)×(n−1) doubly nonnegative
matrices with Hadamard power rank n− 1. Let A =
[
aij
]
be an n× n
doubly nonnegative matrix with Hrk(A) = n. Since Hrk(A) = n, all
columns of A are nonzero, and since A is positive semidefinite, ann 6= 0.
Let ζ be the vector 1√
ann
(a1n, . . . , ann)
T , and let C be the matrix C =
ζζT . Clearly C is a doubly nonnegative matrix with rank one. As in
the proof of Theorem 2.2 of [4], we have
A◦r = C◦r + r
1∫
0
(A− C) ◦ (tA + (1− t)C)◦(r−1) dt. (2)
For every t ∈ [0, 1], let A(t) be the n × n matrix tA + (1 − t)C, and
let A0(t) be its leading (n− 1)× (n− 1) principal submatrix. Let h(t)
denote the Hadamard power rank of A0(t).
We claim that there exists a δ ∈ (0, 1) such that h(t) = n − 1 for
all t ∈ (δ, 1]. If such a δ does not exist, then there is a sequence (tk)
of distinct terms that converges to 1 and is such that h(tk) < n − 1.
This means that for every k A0(tk) has two linearly dependent columns.
By passing to a subsequence, if necessary, we can assume that the ith
and the jth columns of A0(tk) are linearly dependent for all k. Since
the sequence (A0(tk)) converges to A0(1), the ith and jth columns
of A0(1) are also linearly dependent. The matrix A0(1) is the leading
(n−1)×(n−1) principal submatrix of A and A is positive semidefinite.
So, the ith and the jth columns of A are linearly dependent by the row
inclusion property of positive semidefinite matrices [10, Observation
7.1.10, p. 432]. This contradicts the fact that Hrk(A) = n. Hence the
5claim is established. By induction hypotheses (A0(t))
◦(r−1) is positive
definite for all t ∈ (δ, 1] and r > n− 3.
Again since Hrk(A) = n, by the relation (1) and Corollary 3 of [11],
all the 2× 2 principal minors of A are nonzero. This in turn gives that
all the diagonal entries of A−C are nonzero. By Theorem 7.5.3 of [10],
the leading (n−1)×(n−1) principal submatrix of (A−C)◦(A(t))◦(r−1)
is positive definite for all t ∈ (δ, 1] and r > n− 3. Let
B = r
1∫
0
(A− C) ◦ (A(t))◦(r−1) dt.
The last column of B is zero and B has rank n− 1. It can be verified
that C◦r +B has rank n. Therefore, A◦r is positive definite.
The result is trivial if Hrk(A) = 1. So, let Hrk(A) = k ≥ 2. By
a suitable permutation similarity, we can assume that no two of the
first k columns of A are linearly dependent. Then by the row inclusion
property of positive semidefinite matrices [11, Observation 7.1.10, p.
432], we know that the leading k × k principal submatrix A0 of A has
Hadamard power rank k. Thus A◦r0 is positive definite for all r > k−2.
This implies that A◦r has rank k for all r > k − 2.
A stronger result is true if A is a rank two, positive semidefinite
matrix with all entries positive. The inertia of a Hermitian matrix A
is the triple In(A) = (n+(A), n0(A), n−(A)), where n+(A), n0(A) and
n−(A) denote the numbers of positive, zero and negative eigenvalues
of A.
Theorem 2. Let A be an n× n rank two, positive semidefinite matrix
with all its entries positive. Suppose A has Hadamard power rank k.
Then
(i) A◦r is positive semidefinite with rank k for every positive r >
k − 2, and therefore InA◦r = (k, n− k, 0).
(ii) If r = 0, 1, . . . , k−2, then A◦r is positive semidefinite with rank
r + 1
and therefore InA◦r = (r + 1, n− r − 1, 0).
(iii) Let 0 ≤ m < r < m+ 1 ≤ k − 2 for some integer m. Then
InA◦r =
(⌊k +m+ 2
2
⌋
, n− k,
⌈
k −m− 2
2
⌉)
.
(iv) Every nonzero eigenvalue of A◦r is simple.
Corollary 3. Let A be an n× n doubly nonnegative matrix. Then
Hrk(A) = max{rk (A◦r) : r ≥ 0}.
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In addition, if all the entries of A are positive and rk(A) = 2, then
Hrk(A) = rk (A◦r) , for all positive real numbers r with r 6= 0, 1, . . . , n−
2.
The last statement of Corollary 3 is not true if we drop the condition
that A has rank two. For example, let A be the 4× 4 positive definite
matrix
A =

1 1 1 1
1 8 27 64
1 27 125 343
1 64 343 1000
 .
Then rk(A◦(1/3)) = 2 and rk(A◦(2/3)) = 3.
Let x1, . . . , xn be real numbers such that 1 + xixj > 0 for all i, j =
1, . . . , n. We will first prove Theorem 2 for a special class of rank two,
positive semidefinite, entrywise positive matrices of the form
X =
[
1 + xixj
]
, (3)
and then obtain the theorem as a consequence. Observe that the jth
and the lth columns of X are linearly dependent if and only if xj = xl.
Hence the Hadamard power rank of X is k if and only if exactly k of
x1, . . . , xn are distinct. In particular, Hrk(X) = n if and only if all
x1, . . . , xn are distinct.
The next two results use ideas similar to those in [2] and [12] for the
matrix of the form
[
pi + qj
]
for distinct positive numbers p1, . . . , pn and
q1, . . . , qn. Let (a1, . . . , an) be an n-tuple of nonzero real numbers. The
number of sign changes in (a1, . . . , an) is the number of indices m for
which am−1am < 0, 1 < m ≤ n. The number of sign changes in any real
tuple is the number of sign changes in the tuple obtained by deleting
the zero terms and keeping the remaining terms unaltered with their
order preserved. The zero tuple has zero number of sign changes. See
[14, Part V].
Proposition 4. Let x1 < · · · < xn be distinct real numbers. Let
R1 =
{
− 1
xn
xn > 0
−∞ otherwise,
and
R2 =
{
− 1
x1
x1 < 0
∞ otherwise.
7For each real number r, and for every nonzero tuple (c1, . . . , cn), the
function fr : (R1, R2)→ R defined as
fr(x) =
n∑
j=1
cj(1 + xxj)
r. (4)
has at most n− 1 zeros counting multiplicities. (Here we use the con-
vention that the number of zeros of the identically zero function is zero.)
Proof. Let Z(g) denote the number of zeros of a function g, and let
V (c1, . . . , cn) denote the number of sign changes in the tuple (c1, . . . , cn).
We prove that for every real number r and for every nonzero tuple
(c1, . . . , cn),
Z(fr) ≤ V (c1, . . . , cn). (5)
We prove this by induction on V (c1, . . . , cn).
Clearly if V (c1, . . . , cn) = 0, then Z(fr) = 0. Assume that (5) holds
for every real r and for all nonzero tuples (c1, . . . , cn) with V (c1, . . . , cn)
≤ k − 1. Now let V (c1, . . . , cn) = k > 0. Without loss of generality, we
can assume that each ci 6= 0. Choose 1 < j ≤ n, such that cj−1cj < 0.
By replacing each xi by −xi if necessary, we can assume that xj > 0.
So, we can find a u > 0 such that 1 − xju < 0 and 1 − xj−1u > 0.
Consider the function ϕ on (R1, R2) defined as
ϕ(x) =
n∑
i=1
ci(1− xiu)(1 + xxi)
r−1.
We have V (c1(1−ux1), . . . , cn(1−uxn)) = k−1. Hence by the induction
hypotheses, Z(ϕ) ≤ k − 1. For all x in (R1, R2), we see that
ϕ(x) =
n∑
i=1
ci(1 + xxi − xi(x+ u))(1 + xxi)
r−1
=
n∑
i=1
ci(1 + xxi)
r −
n∑
i=1
cixi(x+ u)(1 + xxi)
r−1
= −
(x+ u)r+1
r
(
−r
(x+ u)r+1
fr(x) +
1
(x+ u)r
f ′r(x)
)
= −
(x+ u)r+1
r
h′(x),
where h(x) = (x + u)−rfr(x). Since xj > 0, we can see that u >
0 and R1 + u = −1/xn + u > −1/xj + u > 0. Hence x + u 6= 0
for all x ∈ (R1, R2). So, h is a well defined function on (R1, R2) and
Z(h) = Z(fr). By Rolle’s theorem, Z(h) ≤ Z(h
′) + 1. Thus we have
Z(fr) = Z(h) ≤ Z(h
′) + 1 = Z(ϕ) + 1 ≤ k.
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Corollary 5. Let x1 < · · · < xn be distinct real numbers. Suppose
y1, . . . , yn are distinct real numbers such that the n× n matrix
S =
[
1 + yixj
]
(6)
has all its entries positive. Let r be a real number. Then S◦r is non-
singular if r 6= 0, 1, . . . , n− 2. If r = 0, 1, . . . , n− 2, then S◦r has rank
r + 1.
Proof. Let r 6= 0, 1, . . . , n− 2. The matrix S◦r is singular if and only if
there exists a nonzero tuple (c1, . . . , cn) satisfying
fr(yi) =
n∑
j=1
cj(1 + yixj)
r = 0 for all i = 1, . . . , n.
Since each 1 + yixj > 0, each yi ∈ (R1, R2). By Proposition 4 this is
possible only when fr is identically zero. The function fr is identically
zero if and only if f
(k)
r (y) = 0 for all nonnegative integers k and all
y ∈ (R1, R2). For r 6= 0, 1, . . . , n− 2, f
(k)
r (0) = 0, 0 ≤ k ≤ n− 1 implies
1 1 · · · 1
x1 x2 · · · xn
...
...
...
...
...
...
xn−11 x
n−1
2 · · · x
n−1
n


c1
c2
...
cn
 =

0
0
...
0
 . (7)
Since the n × n matrix on the left hand side of (7) is an invertible
Vandermonde matrix, we get c1 = · · · = cn = 0. But this is a contra-
diction to the choice of (c1, . . . , cn) to be nonzero. This gives that the
function fr is not identically zero if r 6= 0, 1, . . . , n−2. Hence S
◦r must
be nonsingular.
If r = 0, 1, . . . , n− 2, then
S◦r =W Ty DWx,
whereD is the (r+1)×(r+1) positive diagonal matrix with jth diagonal
entry
(
r
j−1
)
, and Wx is the (r+1)×n rectangular Vandermonde matrix
Wx =

1 1 · · · 1
x1 x2 · · · xn
...
...
...
...
...
...
xr1 x
r
2 · · · x
r
n
 .
The matrix Wy is the matrix Wx with xi’s replaced by yi’s. From this
factorisation it is clear that S◦r has rank r + 1.
Theorem 6. Let x1 < · · · < xn be distinct real numbers such that all
the entries of the n× n matrix X defined by (3) are positive. Let r be
a nonnegative real number.
9(i) X◦r is positive definite for every r > n − 2, and therefore
InX◦r = (n, 0, 0).
(ii) If r = 0, 1, . . . , n−2, then X◦r is positive semidefinite with rank
r + 1, and therefore InX◦r = (r + 1, n− (r + 1), 0).
(iii) Let 0 ≤ m < r < m+ 1 ≤ n− 2 for some integer m. Then
InX◦r =
(⌊n +m+ 2
2
⌋
, 0,
⌈
n−m− 2
2
⌉)
.
(iv) Every nonzero eigenvalue of X◦r is simple.
Proof. If the xi’s are all positive, the result is the same as Theorem
2.8 of [12]. So let xi be distinct real numbers such that X has all
entries positive. Part (ii) follows from the Schur product theorem and
Corollary 5. For 0 ≤ t ≤ 1, consider the numbers
xi(t) = (1− t)i+ txi, 1 ≤ i ≤ n.
Let X(t) be the matrix given by (3) corresponding to the numbers
x1(t) < · · · < xn(t). Clearly X(0) =
[
1 + ij
]
and X(1) = X. Since
(i) and (iii) hold for X(0), we can show that (i) and (iii) also hold
for X by using the nonsingularity of X(t) and the continuity of their
eigenvalues. Part (iv) follows from the sign regularity ofX◦r. The proof
is exactly the same as that of Theorem 2.8(iv) of [12].
Let x1 < · · · < xk be k distinct real numbers and let n1, . . . , nk be
positive integers such that n1+ · · ·+nk = n. Let X be the n×n matrix
given by (3) corresponding to the numbers x1, . . . , x1︸ ︷︷ ︸
n1 times
, . . . , xk, . . . , xk︸ ︷︷ ︸
nk times
. It
is easy to see that Hrk(X) = k. By using Theorem 6 and the Cauchy
interlacing principle [1, Ch.III], we can prove the following theorem.
Theorem 7. Let x1 < · · · < xk be k distinct real numbers, and let X
be the n × n matrix defined in the preceding paragraph. Suppose that
all the entries of X are positive. Let r be a nonnegative real number.
Then (i)-(iv) of Theorem 2 hold true for X.
Proof of Theorem 2: Let A be a rank two, positive semidefinite
matrix with all its entries positive and Hadamard power rank k. By
Perron’s theorem, we can find a vector p = (p1, . . . , pn) in Rn with all
its components positive and a vector q = (q1, . . . , qn) in Rn such that
A =
[
pipj + qiqj
]
. Let xi = qi/pi, 1 ≤ i ≤ n, and take X to be the
matrix
X =
[
1 + xixj
]
.
Clearly A = DXD, where D is the diagonal matrix with diagonal
entries p1, . . . , pn. Hence the inertia of A
◦r is the same as that of X◦r.
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It is easy to see that (pi, qi) is a scalar multiple of some (pj, qj) if
and only if xi = xj . Hence the number of distinct xi’s is equal to the
Hadamard power rank of A. Finally, we get Theorem 2 from Theorem
7.
3. Monotonicity
We first study monotonicity of the Hadamard power functions for the
matrices of the form (3), and then use it to prove the main theorem of
this section.
Let x1, . . . , xn be distinct nonzero real numbers and let X be the
corresponding n × n matrix given by (3). Take xn+1 = 0, and let X0
be the (n+1)× (n+1) matrix given by (3) corresponding to the n+1
distinct numbers x1, . . . , xn, xn+1, i.e.,
X0 =

1 + x21 · · · 1 + x1xn 1
1 + x2x1 · · · 1 + x2xn 1
...
...
...
...
...
...
1 · · · 1 1
 . (8)
Theorem 8. Let x1, . . . , xn be distinct nonzero real numbers, and let
X be the corresponding n × n matrix given by (3). Then X◦r ≥ E if
and only if either r > n− 1 or r = 0, 1, . . . , n− 1.
Proof. Let X0 be the (n+1)×(n+1) matrix given by (8) corresponding
to x1, . . . , xn. Write X
◦r
0 in the block form
X◦r0 =
[
X◦r eT
e α
]
,
where e is the n-vector (1, . . . , 1) and α = 1. We see that X◦r − E is
the Schur complement of α in X◦r0 . By Problem 4.5.P21 of [10], X
◦r
0 is
positive semidefinite if and only if both X◦r and X◦r − E are positive
semidefinite. Since xi’s are all distinct and nonzero, by Theorem 6,
we know that X◦r0 is positive semidefinite if and only if r > n − 1 or
r = 0, 1, . . . , n− 1. This implies that X◦r−E is positive semidefinite if
r > n−1 or r = 0, 1, . . . , n−1. If r is not an integer and 0 < r < n−1,
then at least one of X◦r or X◦r − E is not positive semidefinite. But
X◦r ≥ X◦r − E. Hence we obtain X◦r − E is not positive semidefinite
if r is not an integer and 0 < r < n− 1.
Theorem 9. Let x1, . . . , xk be distinct nonzero numbers, let n1, . . . , nk
be positive integers, and let nk+1 be a nonnegative integer with n1+· · ·+
nk + nk+1 = n. Let X be the n × n matrix given by (3) corresponding
to the n numbers x1, . . . , x1︸ ︷︷ ︸
n1 times
, . . . , xk, . . . , xk︸ ︷︷ ︸
nk times
, 0, . . . , 0︸ ︷︷ ︸
nk+1 times
. If X is entrywise
11
positive, then X◦r ≥ E if and only if either r > k−1 or r = 0, 1, . . . , k−
1.
Proof. Let X˜ be the k × k matrix given by (3) corresponding to the
distinct numbers x1, . . . , xk. Suppose Ek denotes the k×k matrix with
all entries one. By Theorem 8, we know that X˜◦r ≥ Ek if and only if
either r > k − 1 or r = 0, 1, . . . , k − 1. We can prove the theorem by
using the facts that X˜◦r−Ek is a k×k principal submatrix of X
◦r−E
and X◦r − E has rank less than or equal to k.
Finally we give the last theorem of the paper.
Theorem 10. Let A be an n×n rank two, positive semidefinite matrix,
and let B be an n× n rank one, positive semidefinite matrix such that
both A and B have all their entries positive. Suppose A ≥ B, and
A − B has rank one. Let Hrk(A) = k. If A − B has all diagonal
entries nonzero, then A◦r ≥ B◦r if and only if either r > k − 1 or r =
0, 1, . . . , k− 1; and if A−B has a zero diagonal entry, then A◦r ≥ B◦r
if and only if either r > k − 2 or r = 0, 1, . . . , k − 2.
Proof. Let B =
[
uiuj
]
and A − B =
[
vivj
]
. Since B is entrywise
positive, all ui’s are positive. Take xi = vi/ui, 1 ≤ i ≤ n, and take
X to be the n × n matrix
[
1 + xixj
]
. Since A and B are entrywise
positive, so is X. Let D be the diagonal matrix diag(ur1, . . . , u
r
n). Then
A◦r = DX◦rD and B◦r = DED. (9)
Since Hrk(A) = k, exactly k of the numbers x1, . . . , xn are distinct. If
A−B has no zero diagonal entry, all these k numbers are nonzero, and
if A−B has a zero diagonal entry, then k−1 of these are nonzero. We
hence obtain the theorem by using Theorem 9 and (9).
The Theorem 10 is not true if we drop the condition that A−B has
rank one. Let x1, . . . , xn be distinct positive numbers and let A be the
rank two, positive semidefinite matrix
[
1 + xixj
]
. Let n−2 < r < n−1.
We know that A◦r is positive definite. Hence we can find an α ∈ (0, 1)
such that A◦r ≥ αE. Take β = α1/r, and let B be the n × n matrix
βE. Then we see that A ≥ B, A− B has rank two, and A◦r ≥ B◦r.
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