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AN ESTIMATE FOR THE SQUEEZING FUNCTION AND
ESTIMATES OF INVARIANT METRICS
J. E. FORNÆSS AND ERLEND F. WOLD
Abstract. We give estimates for the squeezing function on strictly
pseudoconvex domains, and derive some sharp estimates for the Carathe´odory,
Sibony and Azukawa metrics near their boundaries.
1. Introduction
Let Ω be a bounded domain in Cn. The squeezing function [1] measures
how much a domain looks like the unit ball observed from a given point z.
More precisely it is defined as follows: For a given injective holomorphic
map f : Ω→ Bn satisfying f(z) = 0 we set
SΩ,f (z) := sup{r > 0 : rBn ⊂ f(Ω)},
and then we set
SΩ(z) := sup
f
{SΩ,f (z)},
where f ranges over all injective holomorphic maps f : Ω→ Bn with f(z) =
0. It was proved in [1] that
lim
z→bΩ
SΩ(z) = 1
if Ω is a C2-smooth strictly pseudoconvex domain, and it was proved in [3]
that the squeezing function is bounded on any bounded convex domain. Our
goal is to improve this estimate when the boundary has higher regularity,
and to give an application to invariant metrics.
Theorem 1.1. Let Ω = {δ < 0} ⊂ Cn be a strictly pseudoconvex domain
with a defining function δ of class Ck for k ≥ 3. The squeezing function
SΩ(z) for Ω satisfies the estimate
SΩ(z) ≥ 1− C ·
√
|δ(z)|
for a fixed constant C. If we even have k ≥ 4, then there exists a constant
C > 0 such that the squeezing function SΩ(z) for Ω satisfies
SΩ(z) ≥ 1− C · |δ(z)|
for all z
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Combining with a theorem due to D. Ma [4] and a result of Deng, Guan
and Zhang [1], an immediate consequence is a sharp estimate for invariant
metrics near the boundary of a strictly pseudoconvex domain. Before we
state the result, we briefly recall the definitions of some invariant metrics.
Let ∆ denote the unit disc, and let O(M,N) denote the holomorphic maps
from M to N.
• Kobayashi metric KΩ(p, ξ). We define
KΩ(p, ξ) = inf{|α|;∃f ∈ O(∆,Ω) f(0) = p, αf ′(0) = ξ}.
• Carathe´odory metric CΩ(p, ξ). We define
CΩ(p, ξ) = sup{|f ′(p)(ξ)|;∃f ∈ O(Ω,∆) f(p) = 0}.
• Sibony metric SΩ(p, ξ). We define
SΩ(p, ξ) = sup{(
∑
i,j
∂2u(p)
∂zi∂zj
ξiξj)
1/2, u(p) = 0, 0 ≤ u < 1, u is C2
near p and lnu is plurisubharmonic in Ω}.
• Azukawa metric AU (p, ξ). We define
AΩ(p, ξ) = sup
u∈PΩ(p)
{lim sup
λց0
1
|λ|u(p+ λξ)}
where
PΩ(p) = {u : Ω→ [0, 1), ln u is plurisubharmonic and
∃ Mu > 0, ru > 0 such that
B
n(p, r) ⊂ Ω, u(z) ≤M‖z − p‖, z ∈ Bn(p, r)}
Theorem 1.2. Let Ω ⊂ Cn be a strictly pseudoconvex domain of class
C3, let p ∈ bΩ, and let δ be a defining function for Ω near p, such that
‖∇δ(z)‖ = 1 for all z ∈ bΩ. Then if FΩ(z, ζ) is either the Carathe´odory,
Sibony or Azukawa metric, there exists a constant C > 0 such that
(1− C
√
|δ(z)|)
[
Lpi(z)(ξT )
|δ(z)| +
‖ξN‖
4δ(z)2
]1/2
≤ FΩ(z, ξ)
≤ (1 + C
√
|δ(z)|)
[
Lpi(z)(ξT )
|δ(z)| +
‖ξN‖
4δ(z)2
]1/2
for all z near p, and all ξ = ξN + ξT , where pi is the orthogonal projection to
bΩ, ξN is the complex normal component of ξ at pi(z) and ξT is the complex
tangential component, and L is the Levi form of δ.
Ma’s result is the corresponding statement for the Kobayashi metric, and
the result is sharp in the sense that one cannot in general do better than
the square root of the boundary distance.
32. Proof of Theorem 1.2
The following was proved in [1], and we include the proof for the benefit
of the reader.
Lemma 2.1. Let Ω be any bounded domain in Cn, and let FΩ(z, ξ) be either
the Carathe´odory, Sibony or Azukawa metric. Then
SΩ(z)KΩ(z, ξ) ≤ FΩ(z, ξ) ≤ KΩ(z, ξ)
for all z ∈ Ω and all ξ ∈ Cn, where K denotes the Kobayashi metric.
Proof. It is well known that K dominates F so we need to show the lower
estimate. Let f : Ω→ Bn be injective holomorphic with f(z) = 0, such that
Br ⊂ f(Ω) where r = SΩ(z). For the existence of f see [1] (alternatively
one can use a limiting argument). We get that
FΩ(z, ξ) = Ff(Ω)(0, f∗ξ) ≥ FBn(0, f∗ξ) = KBn(0, f∗ξ)
= SΩ(z)KBr (0, f∗ξ) ≥ SΩ(z)Kf(Ω)(0, f∗ξ) = SΩ(z)KΩ(z, ξ).

Proof of Theorem 1.2: By Lemma 2.1 we have that
SΩ(z)KΩ(z, ξ) ≤ FΩ(z, ξ) ≤ KΩ(z, ξ)
Then combining Theorem 1.1 with the fact that Theorem 1.2 holds with
FΩ(z) replaced by KΩ(z) (see [4]) completes the proof. 
3. Proof of Theorem 1.1
The following provides the key geometric setup for the proof. Let k = 3
or 4, and let Ω be a bounded strongly pseudoconvex domain of class Ck.
Lemma 3.1. Let p ∈ bΩ. There exists an injective holomorphic map φ :
Ω→ Cn such that Ω˜ = φ(Ω) satisfies the following:
(i) Ω˜ ⊂ Bn,
(ii) φ(p) = (1, 0, · · ·, 0) =: a and φ−1(bBn) = {p},
(iii) near a we have that, Ω˜ = {ρ < µ2}, 0 < µ < 1 where
ρ(z) = |z1 − (1− µ)|2 + ‖z′‖2 +O(|z1 − 1|2) +O(‖z − a‖k).
Proof. By the main theorem in [2] there exists a map φ such that (i) and (ii)
are satisfied. That we can achieve (iii) follows from the proof which consists
of three steps. We first apply an automorphism of Cn to ensure that, locally
near p = 0, our domain has a defining function
ρ(z) = 2Re(z1) + ‖z‖2 +O(‖z‖k). (3.1)
To achieve this one approximates a local map with jet interpolation using
the Anderse´n-Lempert theory. We next apply another automorphism of Cn
which can be chosen to match the identity at the origin to any given order,
so we still have a defining function of the form (3.1). The final exposing map
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is of the form ϕ = φ ◦ α, where φ(z) = (f(z1), z2, ..., zn) where f is injective
holomorphic with f ′(0) > 0, and α(z) can be chosen to match the identity
to any given order at the origin. By a translation we assume that ϕ(0) = 0.
We then have a defining function for ϕ(Ω) of the form
ρ(z) = 2Re(c1z1 + c2z
2
1 + c3z
3
1) + |c1|2|z1|2 + ‖z′‖2 +O(|z1|2) +O(‖z‖k)
= 2c1Re(z1) + |c1|2|z1|2 + ‖z′‖2 +O(|z1|2) +O(‖z‖k).
Applying the linear change of coordinates (z1, z
′) 7→ (z1/c1, z′), we get a
defining function
ρ(z) = 2Re(z1) + |z1|2 + ‖z′‖2 +O(|z1|2) +O(‖z‖k).
By chosing a small 0 < µ < 1 we have that µϕ(Ω) is contained in the
translated unit ball {2Re(z1) + ‖z‖2 < 0}, with defining function
ρ(z) = 2µRe(z1) + |z1|2 + ‖z′‖2 +O(|z1|2) +O(‖z‖k),
which is the same as (iii) when translated (z1, z
′) 7→ (z1 + 1, z′). 
Remark 3.2. On bΩ˜ the remainder term in (iii) is actually O(|z1 − 1|k/2).
To see this we first translate Ω˜ to the origin, set z˜1 = z1 − 1, z˜ = (z˜1, z′) so
that it is defined by
ρ˜(z˜) = 2Re(z˜1) + |z˜1|2 + 1
µ
‖z′‖2 +O(|z˜1|2) +O(‖z˜‖k) < 0.
We estimate ‖z′‖ on ρ˜ = 0. If ‖z′‖ ≤ |z˜1| the remainder term is less than
C|z˜1|k = O(|z1|k/2). If |z˜1| ≤ ‖z′‖ then the remainder term is O(‖z′‖k) and
we get
‖z′‖2 +O(‖z′‖k) = µ(−2Re(z˜1)− |z˜1|2 +O(|z˜1|2))
= µ|z˜1|(−2Re(z˜1)|z˜1| − |z˜1|+
O(|z˜1|2)
|z˜1| ).
This implies that the remainder term is O(‖z′‖k) = O(|z1 − 1|k/2).
From now on we assume that Ω = Ω˜ and satisfies (i)-(iii) above. Then Ω
is ”almost” contained in the ball Bµ ⊂ Bn defined by
|z1|2 + 1
µ
‖z′‖2 < 1.
We will use automorphisms of the ball Bn of the form
φr(z1, z
′) =
(
z1 − r
1− rz1 ,
√
1− r2
1− rz1 z
′
)
.
We have that φr leaves Bµ invariant. To prove the theorem, we will estimate
two things:
(a) How much φr(Ω) sticks out of Bµ and
(b) the size of the largest ball in Bµ contained in φr(Ω).
53.1. Estimate (a).
Lemma 3.3. There exists a constant C > 0 such that for w ∈ bφr(Ω) we
have that |w1|2 + 1µ‖w′‖2 ≤ 1 +C(1− r)
k−2
2 .
Proof. We would like to express the maximum of the function ‖φr(z)‖ in
terms of (1− r) on bΩ, i.e., we look at
‖φr(z)‖2 =
|z1 − r|2 + 1µ(1− r2)‖z′‖2
|1− rz1|2 =
|z1 − r|2
|1− rz1|2 +
1
µ
(1− r2)|z′|2
|1− rz1|2
for z ∈ bΩ. Fix any η > 0. We show first that if z ∈ Bn with |z1 − 1| > η,
then we have a uniform estimate
‖φr(z)‖2 ≤ 1 + C(1− r).
In this case we have that the denominator of the second term stays
bounded independent of r, while |z′| ≤ 1, hence the term goes to zero like
(1− r). For the other term we write
|z1 − r|2
|1− rz1|2 = 1 +
(1− r2)(|z1|2 − 1)
|1− rz|2 ≤ 1 + C(1− r).
Next we look at |z1 − 1| ≤ η. If η is chosen small enough, the local
description (iii) is valid. Hence if |z1 − 1| < η and if z ∈ bΩ we have that
‖z′‖2 = −|z1 − (1− µ)|2 +O(|z1 − a|k/2) + µ2
= −|z1 − 1|2 − 2µRe(z1 − 1) +O(|z1 − a|k/2),
which gives that
1
µ
‖z′‖2 = − 1
µ
|z1 − 1|2 − 2Re(z1 − 1) +O(|z1 − a|k/2)
≤ −|z1 − 1|2 − 2Re(z1 − 1) +O(|z1 − a|k/2)
= 1− |z1|2 +O(|z1 − a|k/2).
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Hence
|z1 − r|2 + 1µ(1− r2)‖z′‖2
|1− rz1|2 =
|z1 − r|2 + (1− r2)(1− |z1|2)
|1− rz1|2
+
(1− r2)O(|z1 − 1|k/2)
|1− rz1|2
= 1 +
(1− r2)O(|z1 − 1|k/2)
|1− rz1|2
≤ 1 + C (1− r
2)|1− rz1|k/2
|1− rz1|2
≤ 1 + C1 1− r|1− rz1|2−(k/2)
≤ 1 + C1 1− r
(1− r)2−(k/2)
≤ 1 + C2(1− r)
k−2
2 .

3.2. Estimate (b). We define
Bµη,η˜ = {|z1 − (1− η)|2 +
η˜
µ
|z′|2 < η2}
with constants 0 < η ≤ η˜ < 2η.
Lemma 3.4. We set η˜ =
{
η, k = 4
η
1−Cη , k = 3
(i) If k = 4 then Bµη,η˜ ⊂ Ω for all η small enough
(ii) If k = 3, and the constant C > 0 is fixed large enough, then Bµη,η˜ ⊂ Ω
for all η small enough.
Proof. For η small enough, the ellipsoid Bµη,η˜ is contained in the region where
the local defining function ρ is defined. Since ρ is plurisubharmonic it suffices
to show that ρ ≤ 0 on bBµη,η˜ .We translate coordinates, by setting z˜1 = z1−1
and z˜ = (z˜1, z
′). We want to show that
{2ηRe(z˜1) + |z˜1|2 + η˜
µ
|z′|2 = 0}
is contained in the set
{2µRe(z˜1) + |z˜1|2 + ‖z′‖2 +O(|z˜1|2) +O(‖z˜‖k) ≤ 0}.
Write z˜1 = x1 + iy1. On the boundary of the ellipsoid we have that
2ηx1 + x
2
1 + y
2
1 +
η˜
µ
‖z′‖2 = 0⇔ µ
η˜
y21 + ‖z′‖2 = −
µ
η˜
(2ηx1 + x
2
1)
7and consequently we get on the boundary of the ellipsoid that
‖z˜‖2 = x21 + y21 + ‖z′‖2 ≤ x21 +
µ
η˜
y21 + ‖z′‖2
= x21 −
µ
η˜
(2ηx1 + x
2
1)
= −x1(−x1 + µ
η˜
(2η + x1))
It follows that ‖z˜‖2 ≤ C|x1|, and so
‖z˜‖k ≤ C|x1|k/2 (3.2)
Consider again the boundary of the ellipsoid; we have
x21 + y
2
1 + 2ηx1 +
η˜
µ
‖z′‖2 = 0
Hence
‖z′‖2 = −µ
η˜
(x21 + y
2
1 + 2ηx1)
Therefore
2µx1 + |z˜1|2 + ‖z′‖2 +O(|z˜1|2) +O(‖z˜‖k) ≤ 2µx1 + |z˜1|2 − µ
η˜
(|z˜1|2
+ 2ηx1) + C3|x1|k/2 + C4|z˜1|2.
using (3.2). It suffices therefore to show that the right side is ≤ 0. This
means:
2µx1(1− η
η˜
) + |z˜1|2(1− µ
η˜
) + C3|x1|k/2 + C4|z˜1|2 ≤ 0. (3.3)
Observe that 12 ≤ ηη˜ ≤ 1, so 1− ηη˜ ≥ 0. Morever x1 ≤ 0 on the translated
ellipse. Hence the first term in (3.3) is ≤ 0. It suffices therefore that
|z˜1|2(1− µ
η˜
) + C|z˜1|k/2 ≤ 0, (3.4)
where we merged the constants C3 and C4. When k = 4, this holds as soon
as η is small enough. When k = 3, this holds when
C|z˜1|3/2 ≤ µ
η˜
|z˜1|1/2|z˜1|3/2(1− η˜
µ
)
or
C ≤ |z˜1|
1/2
η˜
(µ− η˜)
This holds when |z˜1| ≥ C˜η2 for large enough C˜. To complete the proof
we need to consider the case when k = 3 and |z˜1| ≤ C˜η2, and we go back
to consider the full expression (3.3). Since the sum |z˜1|2(1− µη˜ ) +C4|z˜1|2 is
negative when η is small, it is enough to determine when
2µx1(1− η
η˜
) + C3|x1|3/2 ≤ 0.
8 J. E. FORNÆSS AND ERLEND F. WOLD
or equivalently when
2µx1(1− η
η˜
) ≤ C3x1|x1|1/2 ⇔ 2µ(1 − η
η˜
) ≥ C3|x1|1/2.
By our assumption we now have that C3|x1|1/2 ≤ C3(C˜η2)1/2 = C5η, and
so we need that
2µ(1 − η
η˜
) ≥ C5η.
Hence the choice η˜ = η
1−C5
2µ
η
works.

Now let ψ(z1, z
′) = (z1, 1√µz
′). Then ψ(Bµη,η˜) is the ellipsoid
B1η,η˜ = {|z1 − (1− η)|2 + η˜‖z′‖2 < η2},
Lemma 3.5. Let 0 < η, r < 1 and η˜ > 0. If z ∈ bB1η,η˜, then
‖φr(z1, z′)‖2 = 1 + (1−r
2)|z1−1|2
|1−rz|2 −
(1−r2)(1/η˜)|z1−1|2
|1−rz1|2
+
(1−r2)2(1− η
η˜
)(Re(z1)−1)
|1−rz1|2
9Proof.
‖φr(z1, z′)‖2 = |z1 − r|
2 + (1− r2)|z′|2
|1− rz1|2
=
|z1 − r|2 + (1− r2)(1/η˜)(η2 − |z1 − (1− η)|2)
|1− rz1|2
=
|z1 − r|2 + (1− r2)(1/η˜)(η2 − |z1 − 1|2 − 2ηRe(z1 − 1)− η2)
|1− rz1|2
=
|z1 − r|2 + (1− r2)(1/η˜)(−2ηRe(z1 − 1)− |z1 − 1|2)
|1− rz1|2
= 1 +
|z1 − r|2 − |1− rz1|2 − (1− r2)2ηη˜ Re(z1 − 1)
|1− rz1|2
− (1− r
2)(1/η˜)|z1 − 1|2
|1− rz1|2
= 1 +
|z1|2 − 2rRe(z1) + r2 − (1− 2rRe(z1) + r2|z1|2)
|1− rz1|
−
(1− r2)2ηη˜ Re(z − 1)
|1− rz1|2 −
(1− r2)(1/η˜)|z1 − 1|2
|1− rz1|2
= 1 +
(1− r2)(|z1|2 − 2ηη Re(z1) + (2ηη˜ − 1))
|1− rz1|2
− (1− r
2)(1/η˜)|z1 − 1|2
|1− rz1|2
= 1 +
(1− r2)|z1 − 1|2
|1− rz|2 −
(1− r2)(1/η˜)|z1 − 1|2
|1− rz1|2
+
(1− r2)2(1 − ηη˜ )(Re(z1)− 1)
|1− rz1|2

Lemma 3.6. Let ψ(z) = (z1,
1√
µz
′). Suppose that 0 < η, r < 1, 1 − 2η < r
and η˜ > 0. Then ψ(φr(B
µ
η,η˜)) contains the ball of radius√
1− 2(1− r)1
η˜
− 4|1− η
η˜
|.
Proof. Since 1 − 2η < r, we have that 0 ∈ ψ(φr(Bµη,η˜)). Hence it suffices
to show that ‖ψ(φr)(z)‖2 ≥ 1 − 2(1 − r) 1η˜ − 4|1 − ηη˜ | on the boundary of
Bµη,η˜. (This is nonempty if the expression on the right is nonnegative.) Since
ψ ◦ φr = φr ◦ ψ, it suffices to show that ‖φr(z)‖2 ≥ 1− 2(1− r) 1η˜ − 4|1− ηη˜ |
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on the boundary of B1η,η˜ . From the previous lemma we have that
‖φr(z)‖2 ≥ 1 + (1− r
2)|z1 − 1|2
|1− rz|2 −
(1− r2)(1/η˜)|z1 − 1|2
|1− rz1|2
+
(1− r2)2(1 − ηη˜ )(Re(z1)− 1)
|1− rz1|2
≥ 1− (1− r
2)(1/η˜)|z1 − 1|2
|1− rz1|2 −
(1− r2)2|1 − ηη˜ ||Re(z1)− 1|
|1− rz1|2
≥ 1− (2(1 − r))(1/η˜)|rz1 − 1|
2
|1− rz1|2 −
(2(1− r))2|1 − ηη˜ ||rz1 − 1|
|1− rz1|2
≥ 1− (1− r))(2/η˜)−
4|1− rz1|)(1− ηη˜ )
|1− rz1|
≥ 1− (1− r))(2/η˜)− 4|1− η
η˜
|

We prove Theorem 1.1
Proof. We will estimate the squeezing function at points (r, 0) when r < 1
is close to 1. That this gives the uniform constant claimed in Theorem 1.1,
follows from the dependence on p as p varies over the boundary of the
original domain. In particular, the constants in our estimates can be chosen
independently of the point p, and the radial lines will foliate a neighborhood
of the boundary so that we get an estimate for all points near the boundary.
The map ψ ◦ φr maps (r, 0) to the origin. We estimate the image of Ω.
It follows from Lemma 3.3 that there exists a constant C > 0 such that
for w ∈ bφr(Ω) we have that |w1|2+ 1µ‖w′‖2 ≤ 1+C(1−r)
k−2
2 . Since the left
side is plurisubharmonic, the same estimate holds by the maximum principle
on φr(Ω). Suppose that (z1, z
′) ∈ ψ(φr(Ω)). Then (z1, z′) = ψ(w1, w′) =
(w1,
1√
µw
′) for some w ∈ φr(Ω). Hence ‖z‖2 = |w1|2 + 1µ‖w′‖2 ≤ 1 + C(1 −
r)
k−2
2 . It follows that ψ(φr(Ω)) is contained in the ball centered at the origin
of radius 1 + C(1− r)k−22 .
We next estimate the radius of the largest ball contained in ψ(φr(Ω)). By
Lemma 3.4 we have ellipsoids Bµη,η˜ = {|z1−(1−η)|2+ η˜µ |z′|2 < η2} contained
in Ω for certain η, η˜ : We set
η˜ =
{
η, k = 4
η
1−Cη , k = 3.
(i) If k = 4 we have that Bµη,η˜ ⊂ Ω for all η small enough, and
(ii) if k = 3, and the constant C > 0 is fixed large enough, then Bµη,η˜ ⊂ Ω for
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all η small enough. We can then estimate instead the largest ball contained
in ψ(φr(B
µ
η,η˜)).
We use Lemma 3.6: Suppose that 0 < η, r < 1, 1 − 2η < r and η˜ > 0.
Then ψ(φr(B
µ
η,η˜)) contains the ball of radius√
1− 2(1− r)1
η˜
− 4|1− η
η˜
|.
We deal first with the case k = 4. Then we assume that 1 − 2η < r and
η˜ = η. It follows that
ψ(φr(Ω)) ⊃ ψ(φr
(
Bµη,η˜
)
⊃ B(0,
√
1− 2(1− r) 1η˜ ). We choose a fixed η,
and let r→ 1.We then get that for a fixed constant C ′, ψ(φr(Ω)) ⊃ B(0, 1−
C ′(1− r)). Hence we have shown that in the case k = 4, k−22 = 1,
B(0, 1− C ′(1− r)) ⊂ ψ(φr(Ω)) ⊂ B(0, 1 +C(1− r)).
Composing with the map λ(z) = z1+C(1−r) we obtain that λ(ψ(φr(r, 0))) = 0
and that
B(0,
1− C ′(1− r)
1 + C(1− r) ) ⊂ λ(ψ(φr(Ω))) ⊂ B(0, 1).
Hence it follows that the squeezing function at (r, 0) is at least 1−C ′′(1−
r). Since the defining function δ(z) = −(1− r)+O(1− r)2 for z = (r, 0) and
r close to 1, we obtain Theorem 1.1 in the case when k = 4.
It remains to do the case k = 3.
It follows as above that ψ(φr(Ω)) is contained in the ball centered at the
origin of radius 1 + C(1− r)k−22 = 1 + C(1− r) 12 .
As above we suppose that 0 < η, r < 1, 1 − 2η < r, and we have that
ψ(φr(B
µ
η,η˜)) contains the ball of radius√
1− 2(1− r)1
η˜
− 4|1− η
η˜
|.
We have that η˜η = 1− Cη, and so it follows that
ψ(φr(Ω)) ⊃ ψ(φr(Bµη,η˜)
⊃ B
(
0,
√
1− 2(1 − r)1
η˜
− 4Cη
)
⊃ B
(
0,
√
1− 2(1 − r)1
η
− 4Cη
)
.
In this case, we let η depend on r. Set η =
√
1− r. Then r = 1−η2 > 1−2η
if r is close enough to 1. We then get that
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ψ(φr(Ω)) ⊃ B
(
0,
√
1− 2(1 − r)1
η
− 4Cη
)
= B
(
0,
√
1− 2(1 − r) 1√
1− r − 4C
√
1− r
)
= B
(
0,
√
1− (2 + 4C)√1− r
)
⊃ B (0, 1− (2 + 4C)√1− r)
Now it follows by the same scaling type argument with a map λ that we
get the desired lower bound for the squeezing function in the case k = 3.

4. An example
Let Ω be the domain Ω := Bn \ 12B
n
. We will show that SΩ(z) cannot
approach 1 faster than 1 − Cdist(z, bΩ). By abuse of notation we set r =
(r, 0, ..., 0), 0 < r < 1 and we set a = (1/2, 0, ..., 0). Then the Kobayashi
distance with respect to Bn from a to r is 12(log(
1+r
1−r ) − log(3)). Now let
f : Ω → Bn be an injective holomorphic map with f(r) = 0. Then f
extends to a holomorphic map f˜ : Bn → Bn, so by the decreasing property
of the Kobayashi metric we have that the Kobayashi distance between f(r)
and f(a) is less that 12 log(
1+r
1−r ). It follows that SΩ,f(r) ≤ r.
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