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Staustrahlantriebe, bei denen sich die Strömung im gesamten Triebwerksbereich im Überschall 
befindet (supersonic combustion ramjets, scramjets), stellen ein - zumindest theoretisch - 
effektives Antriebessystem für den Hyperschallflug im Machzahlbereich von M > 5 dar. Die 
Strömung wird durch die Diffusorwirkung des Treibwerkseinlaufs komprimiert. Um das 
Temperaturniveau am Brennkammereintritt und die Druckverluste im Einlauf zu begrenzen, 
arbeiten Scramjets mit einer Brennkammereintrittsgeschwindigkeit im Überschallbereich. Nachdem 
der Strömung in der Brennkammer durch Verbrennung von Treibstoff Energie zugeführt wurde, 
erfolgt die Expansion in der Schubdüse. Durch die Verwendung der Umgebungsluft als 
Oxidationsmittel erreichen Scramjet-Triebwerke einen hohen spezifischen Impuls. Die Auslegung 
und der Entwurf von luftatmenden Hyperschallantrieben sind in der Praxis mit Schwierigkeiten 
verbunden. Der Einsatz von Bodenversuchsanlagen ist auf kleinskalige Konfigurationen oder 
einzelne Triebwerkskomponenten begrenzt. Die Ergebnisse von numerischen 
Strömungssimulationsverfahren sind mit hohen Unsicherheiten behaftet, die ihren Ursprung in der 
Modellbildung für die komplexen Strömungsphänomene in chemisch reagierenden, kompressiblen 
und turbulenten Über- und Hyperschallströmungen haben. Weiterhin existieren keine 
allgemeingültigen Skalierungsgesetze um Aussagen aus Windkanalexperimenten auf 
Flugkonfigurationen zu übertragen. Deshalb ist eine enge Kopplung von Winkanalversuchen und 
numerischen Analysen notwendig um das Verständnis von Strömungsphänomenen in Scramjets 
weiter zu verbessern. Besondere Bedeutung kommen dabei der Vorhersage von 
Reibungswiderstand und thermischen Lasten an Oberflächen sowie der Untersuchung der 
Mischung und Verbrennung von Treibstoff in der Überschall-Brennkammerströmung zu.  
Die vorliegende Arbeit beschäftigt sich in diesem Zusammenhang mit der Erweiterung des DLR-
Strömungslösers TAU für die Berechnung von Überschallverbrennungsphänomenen in Scramjets 
sowie mit der Anwendung des Verfahrens für die numerische Analyse von 
Windkanalexperimenten, die im Hochenthalpiekanal Göttingen (HEG) des Deutschen Zentrums für 
Luft- und Raumfahrt (DLR) zur Untersuchung der generischen HyShot II Scramjet-Konfiguration 
durchgeführt wurden. Die wichtigsten Ziele waren die genaue Charakterisierung der freien 
Anströmung im Windkanal, der Nachweis der Anwendbarkeit des verwendeten Rechenverfahrens 
und die Analyse des Einflusses verschiedener numerischer Modellierungsansätze für die 
Strömungssimulation in Scramjets sowie die Nutzung der numerischen Daten für eine verbesserte 
Interpretation der experimentellen Ergebnisse. Geeignete Modelle zur numerischen Simulation der 
Überschallverbrennung von Wasserstoff in Luft wurden in das Tau-Verfahren implementiert. Dies 
beinhaltet die Berechnung der thermodynamischen Eigenschaften und Transportkoeffizienten der 
beteiligten Gemischkomponenten, geeignete Reaktionsmechanismen sowie eine auf statistischer 
Modellierung basierende Behandlung der Turbulenz-Chemie-Wechselwirkung. Das so erweiterte 
Rechenverfahren wurde anhand eines repräsentativen Testfalles validiert und anschließend für die 
numerische Analyse der HyShot II Experimente im HEG eingesetzt. Zusätzliche Untersuchungen 
zur Bestimmung der Betriebsgrenzen des Modelltriebwerks und zur Skalierbarkeit von 
Windkanalergebnissen wurden durchgeführt. Eine gute Übereinstimmung der numerischen 
Ergebnisse mit den vorliegenden experimentellen Daten wurde im gesamten Strömungsfeld 
erreicht. Der Einfluss verschiedener Modellierungsparameter auf die Qualität der numerischen 














A Supersonic Combustion Ramjet (scramjet) is, at least in theory, an efficient air-breathing 
propulsion system for sustained hypersonic flight at Mach numbers above approximately M=5.  
Important design issues for such hypersonic propulsion systems, are the lack of ground based 
facilities capable of testing a full-sized engine at cruise flight conditions and the absence of general 
scaling laws for the extrapolation of wind tunnel data to flight configurations. Therefore, there is a 
strong need for the development and validation of CFD tools to support the design process of 
scramjet-powered vehicles. Specific challenges for the applied CFD solvers include the accurate 
prediction of skin friction and heat transfer caused by turbulent boundary layers, the mixing and 
combustion of fuel in compressible turbulent shear layers, and the modelling of chemical non-
equilibrium effects, which can be of significant importance for the prediction of engine performance. 
Due to the uncertainties associated with the modelling of turbulent compressible and chemically 
reacting flows that are still associated with current CFD solvers and the limitations of experimental 
methods to comprehensively characterize the flow properties, a close interaction of CFD and 
experimental investigations is necessary to further improve the understanding of flow phenomena 
inside scramjet engines. 
The aims of this thesis are, in this context, to assess the applicability of, to further develop, and to 
validate the DLR TAU flow solver for the CFD analysis of the complete flow-path of a scramjet 
vehicle. The basis of this validation and of the identification of critical modelling assumptions is the 
recalculation of a series of wind tunnel tests of the HyShot II generic scramjet configuration that 
were performed in the High Enthalpy Shock Tunnel Göttingen (HEG) at the German Aerospace 
Center, DLR.  
Appropriate models for turbulent hydrogen combustion are implemented in the TAU solver. These 
include models for the thermodynamic and transport properties of the participating species, 
appropriate reaction mechanisms and an assumed-PDF model of the turbulence-chemistry 
interactions. The complete modelling strategy is validated using a representative test case 
consisting of detailed experimental results for a lifted flame in a co-axial burner configuration.  
The TAU code is then applied to determine the free stream conditions in the HEG test section, to 
simulate the HyShot intake flow field, and for a numerical investigation of the turbulent reacting 
flow in the combustor. The sensitivity of the numerical results to relevant modelling parameters 
such as, for example, the choice of the turbulence model, the Schmidt number assumption and the 
influence of turbulence-chemistry interactions were assessed to draw conclusions regarding the 
uncertainty margins of the CFD predictions. Finally, further numerical investigations are performed 
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1.1 Supersonic combustion ramjet (scramjet) engines as an air 
breathing propulsion system for sustained hypersonic flight 
A Supersonic Combustion Ramjet (scramjet) is, at least in theory, an efficient air-breathing 
propulsion system for sustained hypersonic flight at Mach numbers above approximately M=5. A 
schematic of a scramjet engine is shown in Figure 1.1. Its working principle is very similar to that of 
ramjet engines. The incoming air is compressed in the intake with the compression achieved only 
by the aerodynamic shape of the vehicle; no additional compressor is required to achieve a 
sufficient cycle pressure ratio above flight Mach numbers of about 3 [11]. Deceleration of the 
incoming air to subsonic velocities would lead to excessive temperature and pressure levels at the 
combustor entrance and to large total pressure losses in the intake; therefore, supersonic flow is 
maintained throughout the entire engine. The fuel is injected inside or upstream of the combustor 
and combustion takes place in a supersonic flow environment. The flow is then expanded and 
accelerated in the thrust nozzle downstream of the combustor. Because of the large flight velocities 
shock and wave angles are small, which results in very large intakes and thrust nozzles and 
requires a highly integrated design of the aerodynamic shape of the vehicle and the propulsion 
system. Additional propulsion systems are required to accelerate the flight vehicle from take-off to 
the minimum operational speed of the scramjet engine. 
 
Figure 1.1: Schematic of a scramjet engine. 
 
From a theoretical point of view, the achievable range of a scramjet-powered vehicle is comparable 
to that of a transonic transport aircraft. This is due to a high overall efficiency of the propulsion 
system resulting from large cycle and jet efficiencies [42]. The equations of motion for cruise flight 
at constant altitude take a simple form: 
  0; ( ) ,fT D L g M M t    (1.1) 
where T is the thrust, D is the drag, L is the lift force, M0 is the initial mass and Mf(t) is the mass of 
the fuel consumed at the flight time, t. The total power required for cruise flight is 
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where u is the flight speed and R is the distance travelled at time, t. The power available from 
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where Hf is the calorific value of the fuel and p is the total efficiency of the propulsion system. 
Combining equations (1.2) and (1.3), assuming that the available power, Pav, balances the required 
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The range equation (1.4) can be considered as a product of sub-system efficiencies: 
 Fuel efficiency, Hf: the amount of energy which is available per fuel mass. A high energy 
content per unit mass is needed to increase the achievable range. The use of hydrogen 
fuel, which has about twice the calorific value of hydrocarbon fuels, is desirable to achieve 
a large range in the hypersonic flight regime [35]. 
 Total efficiency of the propulsion system, p: the ability of the propulsion system to convert 
the chemical energy of the fuel into useful thrust work. 
 Aerodynamic efficiency, L/D: the ability of the aerodynamic shape of the vehicle to produce 
lift without the generation of excessive drag. 
 Structural efficiency, Mf/M0: ratio of the fuel mass to the total mass at take-off. 
Two important observations can be made for the hypersonic flight regime [35], [42]. First, the 
aerodynamic efficiency (L/D) decreases due to the strong contribution of the wave-drag. Second, 
this is at least partially compensated by an increase in the total efficiency of the airbreathing 
propulsion system, p. Results from theoretical and empirical approximations [42] to these 
efficiencies for different flight Mach numbers are shown in Figure 1.2.  
Figure 1.2: Aerodynamic and propulsion efficiencies for different flight Mach numbers, aerodynamic 




The indicative data of specific aircraft shown in Figure 1.2 are taken from Steelant [66] and 
represent the technological level of the 1960s and 1970s. Recent transonic transport aircraft have 
both a larger L/D ratio and higher propulsion efficiencies due to the use of high bypass ratio fan 
engines. However, no performance data for hypersonic airbreathing vehicles at “modern” 
technology levels exists for comparison. 
Some numerical values for the envelope of L/D and p from Figure 1.2 are given in Table 1.1. The 
lowermost row in this table shows that the product of the aerodynamic and propulsion efficiencies 
is almost constant across a wide range of flight Mach numbers and, hence, that there is 
theoretically no range penalty associated with hypersonic cruise flight. 
 
Flight Mach number 1 3 8 
Aerodynamic efficiency, L/D 11.8 7.11 5.40 
Propulsion efficiency p 0.272 0.470 0.589 
L/D × p 3.21 3.34 3.18 
Table 1.1: Selected values of aerodynamic and propulsion efficiencies for vehicles powered by air 
breathing engines. (Data taken from Küchemann’s analysis [42].) 
 
To explain the increase in propulsion efficiency at large flight Mach numbers, it is instructive to split 
into two contributions: the thermal efficiency, th, and the jet efficiency, j, i.e.: 
 .p th j    (1.5) 
The thermal efficiency, th, is the ratio of the mechanical power generated in the engine to the 
chemical energy rate. It can be modelled as a Brayton cycle for compressor- and ram based 
engines [35], [66]. The idealized Brayton cycle consist of an isentropic and adiabatic compression, 
an isobaric heat addition and an isotropic and adiabatic expansion. The efficiency of this cycle 
increases with cycle pressure and temperature ratios [35]. Scramjet engines operate at high flight 
velocities and the deceleration of the air in the intake results in very large achievable pressure 
ratios: for example, isentropic compression of calorically perfect air from an initial Mach number of 
M1 = 8 to M2 = 3 would lead to a pressure ratio of [(5+M1
2)/(5+M2
2)]-3.5 = 265. Further, the maximum 
allowable combustor temperature is higher in scramjet engines than in turbojets because it is not 
limited by rotating mechanical components such as the first turbine stage. Hence, large 
equivalence ratios (order of 1) can be achieved. 
The jet efficiency, j, is the ratio of the useful thrust power to the mechanical power generated in 
the propulsion system. It increases as the ratio of the exhaust velocity, ue, to the flight velocity, u,  















Due to the high enthalpy of the free stream and the large contraction ratio of the intake, scramjet 
engines provide a small velocity increment to a large mass flux through the engine, resulting in a 
high jet efficiency. 
It should be noted that the general analysis presented in this section is based purely on the 
Bréguet range, i.e. cruise flight. However, an aircraft’s operation and handling depends largely on 
its performance at take-off and during acceleration. In particular, the latter is increasingly dominant 
at higher Mach number flights. For example, an analysis of a practical flight at Mach 5, such as the 
LAPCAT A2 vehicle [66] (hypersonic transport with antipodal range), reveals that the acceleration 
and deceleration entails about 50 minutes each, compared to a 2.8h cruise flight. At higher Mach 
numbers, these phases become even more dominant in the propulsion optimization process, not 
only due to the longer speed-up and slow-down phases, but also to the relatively shorter cruise 
phase. 
Another important point, highlighted by Cain and Walton [9], is the validity of extending or 
extrapolating parameters for subsonic transport aircraft to supersonic or hypersonic vehicles. 
Changes in structural mass fractions that may be required to cope with the high heating loads 
experienced during flight might significantly affect the overall performance. Also, the requirement 
that the plane needs to operate over a wide range of flight Mach numbers, i.e. from take-off to 
cruise, will demand a highly flexible engine, most likely of the variable cycle type, which will 
penalize the concept through a larger engine mass fraction. 
Based on the preceding general analysis of aircraft performance and the possible aerodynamic 
and propulsive efficiencies achievable for high-speed vehicles, there exists the theoretical potential 
for scramjet powered vehicles to achieve significant ranges. On a system design level, however, 
there remain large uncertainties concerning the practicability and feasibility of scramjet-powered 
vehicles. Complex auxiliary propulsion means are necessary to achieve cruise speed, the slender 
vehicle shapes needed to control the wave drag provide an unfavorable volume to surface ratio 
and complex subsystems are required for the management of surface and leading-edge heating. 
Because of the high integration level of hypersonic vehicles, separate design, testing and 
optimization of the different components is not likely to result in a viable aircraft. Also, because of 
the difficulties associated with ground and flight testing of a complete scramjet vehicle, reliable 
design tools need to be developed to assess the performance and operational ranges. 
In this context, the aim of this thesis is to assess further develop and validate the DLR TAU Code 
for the CFD analysis of the internal and external aerothermodynamics of a scramjet vehicle, 
including supersonic combustion. 
Introduction 
5 
1.2 General characteristics of supersonic combustion, the Rayleigh 
flow 
Basic characteristics of supersonic combustion in scramjet engines can be deduced from the 
model problem of  one-dimensional flow through a constant-area duct with heat addition (Rayleigh 
flow). The effect of skin friction and mass addition due to fuel injection are neglected. The 
governing equations for this type of flow with a heat addition per unit mass, q, between locations 1 
and 2 are 
 
1 1 2 2
2 2
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 (1.7) 
An analytical solution of the set of equations (1.7) can be obtained assuming a calorically perfect 
gas with constant specific heats, cp and cv [2]. The resulting expressions for the temperature, 






































The critical values (*) in this set of equations define the flow condition that would exist if the exact 
amount of heat is added to achieve sonic flow. 
The locus of solutions of equation (1.8) for enthalpy and entropy can be plotted on a Mollier-
diagram and forms the Rayleigh-line, shown in Figure 1.3. Each point on the Rayleigh-line 
corresponds to a different amount of added heat, q. The maximum entropy is reached at the sonic 
point (M = 1 in the diagram). The lower and the upper branch of the Rayleigh-line to the left of the 
sonic point correspond to supersonic and subsonic flow, respectively. The basic physical trends for 
supersonic flows with heat addition in constant-area ducts can now be obtained from Figure 1.3. If 
heat is added: 
 the Mach number decreases; 
 the static pressure increases; 
 the density increases; hence, 
 the velocity decreases. 
The flow chokes when sonic conditions are reached. No further heat addition is possible without a 




Figure 1.3: The Rayleigh line for a calorically perfect gas ( = 1.4) in the h-s plane. 
 
 
1.3 Specific aerothermodynamic design challenges of scramjet engines 
An important design issue for hypersonic air-breathing propulsion systems is the lack of ground 
based facilities which are capable of testing a full-sized scramjet over a complete range of flight 
conditions. Typical problems, which depend on the type of test facility used, are the limitation to 
small geometric scales, the vitiation of the free stream, the reproduction of the wall temperatures, 
the available test times and the interaction of the different components of the propulsion system. 
Flight tests of subscale configurations can be used to further enhance the available propulsion 
database but due to the limited size and, consequentially, the limited test times, similar problems 
arise. Therefore, there is a strong need for the development and validation of CFD tools to support 
the design process of hypersonic scramjet-powered vehicles. Specific challenges and 
requirements for the applied CFD solver from an aerothermodynamic point of view can be derived 
from operational characteristics and boundary conditions. Hypersonic cruise vehicles need a 
slender shape to control wave drag. Due to the resulting large surface area for a given volume, the 
skin friction drag becomes a dominant design parameter. At large flight velocities, aerodynamic 
heating becomes significant and active cooling is required for at least the leading edges. 
Therefore, accurate prediction of the skin friction and the heat transfer produced by turbulent 
boundary layers on cooled surfaces is an important requirement for the applied CFD solver. 
The mixing and combustion of fuel in the combustor usually takes place in compressible turbulent 
shear layers within a supersonic flow, which need to be accurately simulated. Compressibility 
effects might affect the shear layer spreading rates [62]. The chemical time needed for complete 
combustion can be of the same order of magnitude as the residence time of the flow in the 
combustion chamber. Hence, chemical non-equilibrium effects can be of critical importance for the 
prediction of engine performance. Also, turbulent diffusion processes in the mixing layer between 
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the injected fuel and the air flow have a large influence on the combustion efficiency and 
completeness. Another important constraint for the applied design tools is the ability to predict 
operational limits such as unstart due to thermal choking or boundary layer separation, as well as 
ignition delay to the point of flame blow off. 
In summary, therefore, it can be said that the prediction of internal and external flow problems for 
hypersonic scramjet-powered vehicles is a challenging task for CFD tools. The combustion and 
mixing of fuel and air, turbulent shear- and boundary layers, shock wave boundary layer interaction 
and flow separation due to adverse pressure gradients caused by combustion or shock waves 
have to be modelled correctly. However, CFD may be considered a mandatory tool for the design 
of scramjets because no general scaling laws exist for the extrapolation of wind tunnel data to flight 
configurations (see chapter 5). Due to the uncertainties associated with the prediction of turbulent 
compressible and chemically reacting flows that are still associated with state-of-the-art CFD 
solvers and the limitations of experimental methods to comprehensively characterize the flow 
properties, a close interaction of CFD and experimental investigations is necessary to further 
improve the understanding of relevant flow phenomena in scramjet engines. 
 
 
1.4 Development and validation of CFD tools for scramjet combustion 
As described in the previous section, the numerical simulation of flow and combustion phenomena 
in scramjet engines involves a wide variety of modelling issues, especially for the combustor 
section and is a challenging task for modern CFD solvers. The main phenomena to be addressed 
are 
 Modelling of turbulent boundary and free shear layers in a compressible flow environment, 
 Modelling of turbulent diffusion processes, and, 
 Modelling of turbulent combustion with chemical non-equilibrium effects. 
The aims of this thesis are, first, to assess the applicability of the DLR flow solver TAU to the CFD 
simulation of turbulent supersonic combustion problems. This includes the implementation and 
testing of appropriate modelling extensions. Second, the main goal was then to apply this flow 
solver to the numerical investigation of the experimental test campaign of the HyShot II scramjet 
configuration [51] which was carried out in the High Enthalpy Shock Tunnel, HEG, of the German 
Aerospace Center, DLR. This involves a numerical characterization of the free stream in the wind 
tunnel test section and, subsequently, a CFD analysis of the intake flow and the reacting flow in the 
combustion chamber. The sensitivity of the numerical results to relevant modeling parameters was 
to be identified to draw conclusions regarding the uncertainty margins of the CFD predictions. The 
HyShot II data gathered during flight and in different ground test facilities, such as the HEG, 
represent an almost unique source for the validation of CFD solvers for the simulation of a 
complete engine configuration including intake, combustor and nozzle. 
The numerical simulation of wind tunnel experiments requires additional modeling capabilities of 
the applied numerical method including: 
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 Modelling of chemical and thermal relaxation phenomena in wind tunnel nozzles for the 
accurate characterization of the free stream, 
 Numerical simulation of the flow past the applied probes (e.g. Pitot probes and static 
pressure probes) to obtain their operational characteristics, and, 
 In short-duration test facilities the walls of the wind tunnel models remain cold during the 
test time. This causes large ratios of recovery temperature to wall temperatures, resulting 
in large heat fluxes and temperature gradients at the wall. 
A further goal of this thesis was to support the test campaign in HEG with auxiliary numerical 
analyses, to optimize the shape and to assist the calibration of the hydrogen injector as well as to 
investigate the starting behaviour of the combustor flow with hydrogen injection. 
 
The DLR TAU Code and the thermo-chemical modelling of reacting gas mixtures 
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2 The DLR TAU Code and the thermo-chemical 
modelling of reacting gas mixtures 
2.1 General overview 
The DLR TAU-code [21], [60] is a CFD platform for the simulation of viscous and inviscid flows 
which is applicable to complex geometries and covers the low subsonic up to the hypersonic flow 
regimes. TAU includes several means for grid modification, namely the adaptation and the 
deformation module. It can be used with both (block-) structured and hybrid unstructured grids 
composed of hexahedrons, prisms, tetrahedrons and pyramids. The first two element types are 
usually used in semi-structured layers above surfaces, allowing for a better resolution of boundary 
layers. Tetrahedrons are used to fill the computational domain in a flexible way, allowing for local 
refinement without hanging nodes, while the pyramids are needed for transitions between 
elements with quadrilateral faces and elements with triangular faces. 
For parallel computations, the grids are partitioned into a given number of domains before the start 
of the simulation. Load balancing is performed on edge- and point weights, which can be adjusted 
to the CPU-time-specifications of the solver. Grid re-partitioning is performed either if the grid was 
locally (de-)refined in an adaptation process or if the number of domains is changed. 
The standard solver module uses an edge-based dual-cell approach based on a vertex-centered 
scheme. The preprocessing module computes the required dual grid composed, of general control 
volumes from the primary elements. These are stored in an edge based data structure, which 
makes the solver independent of the element types of the primary grid. All metrics are given by 
normal vectors, representing size and orientation of the faces, the geometric coordinates of the 
grid nodes and the volumes of the dual grid cells. The connectivity of the grid is given by linking the 
two nodes on either side of each face of the dual grid to the corresponding edge from the primary 
grid elements. In order to enable the use of a multi-grid technique, an agglomeration approach is 
employed to obtain coarse grids by fusing fine-grid control volumes together. 
In the solver module, inviscid terms are computed employing either a second-order central scheme 
or a variety of upwind schemes using linear reconstruction (of the left and right states of a dual grid 
face) for second-order spatial accuracy. Viscous terms are generally computed with a second-
order central scheme. 
Various explicit Runge-Kutta schemes and an implicit approximate factorization scheme (Lower-
Upper Symmetric Gauss-Seidel) can be used for time integration. Additional convergence 
acceleration is achieved by the application of full multi-grid and residual smoothing algorithms. 
For time-accurate computations, a Jameson-type dual time stepping approach [37] is employed. 
Both grid deformation as well as bodies in arbitrary motion can be simulated within this framework. 
The RANS turbulence models implemented within the TAU code include linear as well as non-
linear eddy viscosity models covering both one- and two-equation model families. The standard 
turbulence model in TAU is the Spalart-Allmaras model which yields satisfactory results for a wide 
range of applications while being numerically robust. Additionally, a number of two-equation 
models based on a k-ω formulation are available. Also, nonlinear explicit algebraic Reynolds stress 
The DLR TAU Code and the thermo-chemical modelling of reacting gas mixtures 
10 
models (EARSM) have been integrated. The implementation and validation of Reynolds stress 
models is ongoing work. Further, there are options to perform Detached Eddy Simulations (DES) 
based on the Spalart-Allmaras or the Menter SST models or the so-called Extra-Large Eddy 
Simulation (XLES). In order to allow for modelling of transitional flow, the turbulent production 
terms are suppressed in regions which are flagged in the grid as being of laminar flow type.  
For the present investigation, the TAU code was used to solve the Reynolds averaged Navier 
Stokes equations (RANS), applying the one-equation Spalart-Allmaras [64] and the two-equation 
Wilcox k-ω [71] and Menter-SST [47] turbulence models. The AUSMDV flux vector splitting 
scheme [45] was applied together with MUSCL-type gradient reconstruction to achieve second 
order spatial accuracy. 
A detailed description of the modelling capabilities, solution algorithms and auxiliary tools of the 
TAU CFD platform is given by Schwamborn et al. [59], [60] and in the thesis of Galle [18]. 
 
2.2 Modelling of compressible and reacting high enthalpy flows and 
combustion 
2.2.1 General overview 
The combustion model in the DLR Tau code is based on extensions for the chemical and thermal 
non-equilibrium flows encountered in high-enthalpy aerothermodynamics. The flow is considered to 
be a reacting mixture of thermally perfect gases. A dedicated transport equation is solved for each 
individual species. The chemical source term in this set of transport equations is computed from 
the law of mass action by summation over all participating reactions. The forward reaction rate is 
computed from the modified Arrhenius law and the backward rate is obtained from the equilibrium 
constant, which is computed directly from the partition functions of the participating species. The 
detailed reaction mechanisms used in this thesis are: 
 The modified Jachimowski reaction mechanism for hydrogen-air mixtures as described by 
Gerlinger [24] for hydrogen combustion applications. This mechanism includes the 
formation of hydrogen peroxide (H2O2) and the perhydroxyl radical (HO2), which is 
important for the significant change in ignition delay at the second explosion limit of 
hydrogen / air mixtures; it is valid over a wide range of pressures, densities and 
equivalence ratios [25]. 
 The Gupta reaction mechanism [28] for air flows (wind tunnel nozzle, flow past wind tunnel 
probes and intake flows without hydrogen injection). This mechanism is especially suited to 
model the chemical freezing of air flows in the HEG wind tunnel nozzle [39]. 
The Arrhenius coefficients and third body efficiencies of both reaction mechanisms are 
summarized in Appendix B.1. 
The thermodynamic properties (energy, entropy, specific heat) are calculated from the partition 
functions for each individual species in the reacting gas mixture. The advantage of this approach is 
its high flexibility. Extensions such as multi-temperature models to handle thermal non-equilibrium 
effects would be possible and are easily implemented. Having determined the mixture composition 
and the thermodynamic state of the individual species, the properties of the reacting gas mixture 
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are then computed using suitable mixture rules, such as those proposed by Wilke [72] for the 
viscosity and by Herning and Zipperer [76] for the heat conductivity. 
For the fully catalytic wall boundaries, a Dirichlet condition for the species mass fractions is set 
according to the local equilibrium composition. Non-catalytic walls are modeled using a von 
Neumann boundary condition imposing vanishing wall-normal gradients of the species mass 
fractions. 
The species diffusion fluxes are modeled using Fick’s law, applying an averaged diffusion 
coefficient for all species. This approximate diffusion coefficient is computed using the mixture 
viscosity and constant laminar Schmidt numbers, Sc. Turbulent diffusion is modelled in an 
analogous way by computing a turbulent diffusion coefficient, DT, from the eddy viscosity, T, and 
the turbulent Schmidt number, ScT. The eddy viscosity is derived from the applied turbulence 
model (e.g. computed from turbulent kinetic energy and length scale for the application of the k-ω 
model or directly obtained from the Spalart-Allmaras model).  
Thermal non-equilibrium flows are computed by solving an additional transport equation for the 
vibrational energy of each molecule in non-equilibrium. The relaxation of vibrational energy is 
modeled according to the Landau-Teller [43] approach and the vibrational relexation times are 
obtained from the correlation of Millikan and White [48]. 
 
Figure 2.1: Schematic of the thermo-chemical modelling approach for reacting flows in chemical non-
equilibrium used in the DLR TAU Code. 
 
An assumed Probability-Density-Function (PDF) model, as described by Gerlinger [24], was 
implemented in the framework of this thesis to model the influence of turbulent fluctuations on the 
species source terms for detailed chemistry mechanisms. The average turbulent chemical source 
terms are computed by integrating the laminar expression over all realizable temperatures and 
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species concentrations, weighted in each case by the probability of their occurrence. These 
probabilities are given by presumed-shape PDFs. A detailed description of the PDF model is given 
in section 3.2. 
A schematic of the overall thermo-chemical modelling approach as implemented in the DLR TAU 
Code is shown in Figure 2.1. A more detailed summary of the resulting set of equations is given in 
the next section. 
 
2.2.2 Summary of the Navier-Stokes equations of a mixture of reacting gases. 
The Navier-Stokes equations for a mixture of compressible ideal reacting gases can be written in 
their integral form as: 
 .Eu NS
V S S V




      (2.1) 
The vector of the conservative variables in the case of thermal equilibrium (where only one overall 
energy equation is needed) is 
  , , .TTSU u E    (2.2) 
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 (2.4) 
Note that the diffusion flux, SuSd, of species S is modelled using Fick’s law employing an averaged 
diffusion coefficient D for all species 
 .d S SSS u D Sc
  
 
           
  
 (2.5) 
This approximate diffusion coefficient is computed using the viscosity and a constant Schmidt 
number, Sc.  
The viscous stress tensor, P, is modelled using the Boussinesq approximation: 
    2 .
3
TT T TP u u u I         
 (2.6) 
The source vector Q  includes only the chemical sources from chemical reactions, s: 
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  
 (2.7) 
2.2.3 Computation of the chemical source term 
Besides solving the set of transport equations that describes the evolution of the individual species, 
S, in the reacting flow field, the computation of the chemical source term which determines the rate 
of production or destruction of a species due to chemical reactions is a key part of the combustion 
model.  Chemical sources s are produced by sets of chemical reactions involving the species XS 
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X X    (2.8) 
A chemical source term, s, can be computed from the law of mass action by summation over all 
participating reactions: 
       ,where .
r r
S Sr r f b S
S S S S r S r S S
r S S S
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M
          
 
    (2.9) 
The forward reaction rate is obtained from the modified Arrhenius law: 
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 (2.10) 









  (2.11) 















  (2.12) 
 
The applied reaction mechanisms for air flows and hydrogen combustion are detailed in Appendix 
B.1. Both schemes are presented in SI-units (kg, m, s). The unit of the forward rate coefficient, ar
f, 
depends on the number of different reactants in each reaction. 
The third body efficiencies are included in the computational framework presented above by 
replacing a passive species, M, which, in a chemical reaction, only acts as a collision partner with 
the physical third body species and multiplying the coefficient ar
f with the respective third body 
efficiency (see also Appendix B.1).  
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2.2.4 Thermodynamic properties and partition functions 
The calculation of the thermodynamic properties and equilibrium constants for the individual 
chemical reactions is based on partition functions allowing the option of including multi temperature 
models for thermal non-equilibrium. 
The assumption of a harmonic oscillator and rigid rotator with no interdependencies between the 
energy modes was made. Assuming independent energy modes, the partition function of a 
species, S, can be written as the product of the individual translational, rotational, vibrational, 
electronic and zero point contributions: 
 0 .t rot vib eS S S S S SQ Q Q Q Q Q  (2.13) 















The electronic partition function is computed by summing up the contribution from each excited 
state: 
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  (2.15) 
The zero point partition function is given by 
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The vibrational partition function of the harmonic oscillator is computed from the individual 


















  (2.19) 
The derivation of the relationship between the partition function Q and the thermodynamic 
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with KROT depending on the number of rotational degrees of freedom (=1 for linear molecules and 
1.5 for the nonlinear ones). 
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 (2.24) 
Figure 2.2 shows the normalized internal energy and entropy computed with the approach 
presented above for the H2O molecule. The different contributions from the translational rotational 
and vibrational energy modes are indicated. Electronic excitation has no influence in this 
temperature range since the characteristic temperature of the first excited level is 77400K. The 
slight deviation compared to the reference values from Gurvich [29] in the upper temperature range 
is due to the presence of anharmonic effects and coupling between the energy modes. 
A complete overview of the results for the major considered species is given in Appendix B.4. In 
general, the agreement to the reference values taken from Gurvich [29] is very good for the lower 
temperature range. At higher temperatures anharmonic effects become more important. This is 
particularly the case for the H2, OH and H2O molecules.  
 




Y    (2.25) 
The spectroscopic constants for all considered species, required for the computation of the 
partition functions and thermodynamic properties using the assumption of a harmonic oscillator 
and rigid rotator, are given in Appendix B.2. All values were taken from the Computational 
Chemistry and Benchmark Database of the US National Institute of Standards and Technology 
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(NIST) [49] and the substantial collection of thermodynamic properties for individual species 
published by Gurvich [29]. 
  
Figure 2.2: Normalized internal energy and entropy of the H2O molecule calculated from partition 
functions with the assumptions of harmonic oscillator and rigid rotator.  
 
Since two atomic species (H and O) are participating in the chemical reactions, two characteristic 
zero point temperatures S0 can be set arbitrarily. The set of constants presented in B.2 is derived 
based on the assumption that O20 and H2O0 are zero. This ensures that all other zero point 
energies are positive. The other zero point values have to be calculated consistently using 
elementary reactions with the associated enthalpies of reaction. The Nitrogen molecule does not 
participate in any reactions and acts only as a passive collision partner, therefore its zero-point 
temperature can also be chosen arbitrarily. 
The electronic excitation levels are given such that the effect of neglecting the next higher level on 
the calculation of the specific heat (most sensitive) is less than 1% at the maximum temperature of 
4000K. 
 
2.2.5 Laminar transport coefficients 
The laminar viscosity of each individual species is calculated using the Blottner curve fits [28]: 
 ( ln( ) )
2
Ns
1 exp( ) .
m
S SA T B
S SC T
  (2.26) 
The Blottner coefficients for the species of interest in the relevant temperature range (between 
200K and 4000K) have been obtained by using a quadratic fit of ln() versus ln(T) to data which 
was obtained from the CEA software and database of Gordon and McBride [26]: 
 2ln( ) ln ( ) ln( ) .S S S SA T B T C     (2.27) 
The results for the coefficients AS, BS and CS are listed in Appendix B.3. A comparison of the curve 
fit with the available CEA data [26] for the most relevant species (H2, O2, H2O and N2) is given in 
Appendix B.4. 
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The laminar viscosity of the gas mixture is then computed using the mixture rule of Wilke [72], 
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 (2.28) 
The thermal conductivity of the individual species is computed by the Eucken correction in the 
modified version of Hirschfelder [14], [36]: 
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The total heat conductivity of the mixture is computed using the mixture rule of Zipperer and 
Herning [76]: 






   
   (2.30) 
The treatment of the diffusion has been already described in the summary of equations in section 




2.2.6 Basic verification of the implemented hydrogen / air thermo-chemistry model 
The implementation of the nonequilibrium hydrogen / air thermo-chemistry was tested using the 
simple configuration of a premixed supersonic flow through a tube. The geometry and test 
conditions are illustrated in Figure 2.3 and Table 2.1. The computational grid consisted of 200×5 
points. The Jachimowski reaction scheme taken from Gerlinger [24] was used for this test case. 
 
 
Figure 2.3: Boundary conditions, geometry and computational grid used for the supersonic flow 
through a tube test case. 
 
 
The DLR TAU Code and the thermo-chemical modelling of reacting gas mixtures 
18 
 Inflow Computed outflow 
Gas composition H2 / O2, stoichiometric mixture Equilibrium composition
Static pressure [kPa] 70 226 
Static Temperature [K] 1000 3360 
Mach number 4 2.2 
Table 2.1: Boundary conditions applied to the supersonic flow through a tube test case. 
  
Figure 2.4: Results for the supersonic tube flow test case: Mach number and temperature distribution 
(left), Species mass fraction distributions (right). 
 
A stoichiometric hydrogen / oxygen mixture enters the tube at a Mach number of 4. After a thin 
reaction zone, the equilibrium conditions are reached and can be compared to values obtained 
from the CEA software by Gordon and McBride [26]. Figure 2.4 shows the distributions of Mach 
number and temperature and the mass fractions of the major species in the first 0.3m of the tube 
together with their comparison to the equilibrium values which are computed using CEA. Good 
agreement concerning the equilibrium composition was achieved. The reason for the minor 
deviation in H2O concentration is most probably caused by the approximation of the 
thermodynamic properties using a harmonic oscillator approach, which is slightly inaccurate for 
large temperatures (see Figure 2.2). 
 
2.2.7 Turbulence modelling and Favre averaged conservation equations 
Flows in scramjet engines are usually characterized by high Reynolds numbers, resulting in the 
presence of turbulent boundary and shear layers. Hence, the modelling of the turbulent flows 
becomes a crucial part of the CFD analysis of supersonic combustion problems of practical 
interest. Because of the complex modelling needed to account for the chemistry and 
thermodynamics, the application of advanced turbulence modelling strategies such as large or 
detached eddy simulation result in very time consuming computations, which are currently not 
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feasible for scramjet design applications or comprehensive parametric studies. One and two 
equation eddy viscosity models combined with the Favre averaged conservation equations are well 
established and represent a method to model turbulent flows in a robust and computationally very 
efficient way. The solution of the resulting set of equation represents an average of the flow 
quantities. Turbulent fluctuations are not resolved. In the framework of the present thesis, several 
classic eddy-viscosity models (Spalart Allmaras [64], Wilcox k- [71] and Menter SST [47]) were 
applied. 
The averaged equations as used in the TAU code can be derived from the laminar or 
instantaneous set of equations (2.1) to (2.7) by applying Reynolds decomposition to total and 
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   (2.31) 
where   is the Reynolds average in the time domain of the density, , and   is the fluctuating 
component of . The Favre decomposition of the remaining flow quantities  = (u, E, h, T) is 















   (2.32) 
The integration time, t, has to be much larger than the characteristic time of the largest turbulent 
fluctuation structures [71]. If this is not the case, the solution of the averaged equations is not 
unique and becomes dependant on t [23]. The treatment of unsteady flows (URANS) therefore 
requires that the characteristic time scale of the bulk flow is sufficiently larger than the 
characteristic time scales of the turbulent fluctuations. 
The substitution of the decompositions (2.31) and (2.32) in the laminar or instantaneous set of 
conservation equations (2.1) to (2.7) results in the Favre averaged conservation equations for 
compressible, turbulent flows. The turbulent set of equations then contains first (e.g. iu ), second 
(e.g. i ju u   ) and third (e.g. i j ju u u    ) moments of the decomposed fluctuating flow quantities. The 
derivation of transport equations for the additional terms results in the introduction of additional 
unknowns [71], therefore additional turbulence modelling is needed to close the averaged system 
of conservation equations. The basis of the turbulence models which are used in the present work 
is the introduction of an additional eddy viscosity, t, which is computed from auxiliary model 
equations, described later in this chapter. This eddy viscosity is used to model the a-priori unknown 
higher moments of the decomposed flow quantities. The main effects of the presence of turbulence 
modelling in the conservation equations are: 
 Species conservation equations: turbulence increases the species diffusion velocities 
which is modelled by simply adding the turbulent contribution to the laminar diffusion 
coefficient: 
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 (2.33) 
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 Momentum equations: the second moments which are introduced by the averaging 
procedure ( i ju u   ) act as an additional turbulent stress tensor (Reynolds stress tensor) 
which is modelled using the Boussinesq hypothesis (k is the turbulent energy; the last term 
represents an increase of the effective static pressure due to the presence of turbulent 
fluctuations and is neglected for the application of the Spalart-Allmaras one equation 
turbulence model) where 
    2 2 ,
3 3
TT T T
T TP u u u I k I 
            
 (2.34) 
 Energy equation: the definition of the total energy changes due to the additional 
contribution from turbulence, i.e., 0.5E e u u k       . The turbulent species diffusion is 
modeled according to equation (2.33) and the turbulent heat conductivity is computed 











  (2.35) 
Introducing the additional modelled turbulent contributions from equations (2.33) to (2.35) into the 
laminar set of equations (2.1) to (2.7) leads to the modelled Favre averaged set of conservation 
equations. 
The form of the Navier Stokes equations in their integral form remains unchanged: 
 .Eu NS
V S S V




      (2.36) 
The vector of conservative variables now contains the averaged quantities: 
  , , .TTSU u E     (2.37) 
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The matrix of the viscous fluxes now contains the additional Reynolds stresses and contributions 
from the turbulent diffusion and heat conduction. Note that for practical computations the last term 
of the approximation of the Reynolds stress tensor (2.34) is added to the static pressure, i.e., 
2 / 3effp p k   and is therefore treated as an inviscid flux contribution. The matrix takes the form: 
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The source vector now contains the averaged chemical source term, S . This term is computed 










The eddy viscosity, T, is computed in the framework of this thesis using the Spalart-Allmaras one-
equation and the Wilcox k- and Menter-SST two equation models. 
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 (2.41) 
with d being the wall distance. The kinematic viscosity, SA, equals the turbulent kinematic 
viscosity, T, except in the buffer layer where it is modified to account for the additional damping in 
the near-wall viscous region. The eddy viscosity is simply defined as: 
 1 .T v SAf    (2.42) 
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where  is the magnitude of the vorticity of the velocity vector. The wall blockage function for the 
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 (2.44) 
The limiting of S in the equation for r in the set of equations (2.44) is not part of the original 
formulation of the Spalart Allmaras model, but is introduced to enhance the numerical stability. 
The model constants are: 
 cb1 cb2 cw2 cw3  cv1 
0.41 0.1355 0.622 0.3 2.0 0.6667 7.1 
 
The Wilcox k- model determines the eddy viscosity from the turbulent energy, k, and its specific 
dissipation rate, . Two additional transport equations for k and  are solved. The respective 
fluxes and source terms in the integral form of equation (2.36) are: 
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The source terms of the k and  equations are: 
     2; .T Tk kQ P u k Q P uk 
               (2.46) 
The production term in the k-equation is limited using a multiple of the destruction term to enhance 
numerical stability and to control excessive production of turbulence at shocks: 
     min ; .T T l kP u P u C        (2.47) 
In practice, values between 10 and 1000 are chosen for the limiting constant Cl. 
The applied model constants are: 
k  k   
0.09 0.07521 0.5 0.5 0.5556 





  (2.48) 
 
The Menter-SST two equation turbulence model is a blending of of the Wilcox k- model in the 
near-wall regions and the k- model in the remaing parts of the flow field. The aim is to combine 
the accuracy of the k- model in the boundary layers with the robustness of the k- model in the 
outer regions. For this purpose, the k- model is transformed into a k- formulation, resulting in an 
additional cross-diffusion term in the  equation. Appropriate blending terms are introduced. 
The flux and source term vectors in the integral formulation of the conservation equations (2.36) 
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The model constants  , , ,k       are interpolated using the blending function, 
  1 1 1 21 ,F F      (2.50) 
between those of the k- model applied in the near wall region (subscript 1) and those of the k- 
model (subscript 2). The model constants are: 
 
The DLR TAU Code and the thermo-chemical modelling of reacting gas mixtures 
23 
Inner layer (k-) k1 = 0.85 1 = 0.5 1 = 0.5556  2 1/21 1 1k k          
Outer layer (k-) k2 = 1 2 = 0.857 2 = 0.44  2 1/21 2 2k k          
 
with =0.41 and k=0.09. The function, F1, controls the blending of the model constants and the 
cross diffusion term. It is unity in the near wall region, including the logarithmic layer, and drops to 
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 (2.51) 
The Menter shear stress correction is introduced to remedy the tendency of two-equation models 
to overestimate the eddy viscosity, particularly in flows with adverse pressure gradients. The 
correction works by a limiting of the eddy viscosity: 
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 (2.52) 
where a1= 0.31 is the Bradshaw constant. 
Eddy viscosity turbulence models are known to overpredict the spreading rate of compressible 
shear layers above convective Mach numbers of about 0.5 [71]. The convective Mach number, Mc, 
is related to the speed at which large turbulent structures are transported in a shear layer between 











Several shear layer compressibility corrections exist for two-equation eddy viscosity models to 
remedy this problem. Sarkar et al. [58] and Zeeman [75] postulated corrections which are based on 
the effects of additional dilatation dissipation and eddy shocklets in highly compressible flow. Later, 
Vreman et. al [70] pointed out that these effects are not significant even in highly compressible 
mixing layers. Wilcox [71] constructed a model for the shear layer compressibility correction based 
on an assessment of existing work and empirical considerations, which is designed to minimize the 
adverse effects of the shear layer correction on the prediction of boundary layer flows. This model 
was implemented in the TAU code and used for the analysis of the HyShot combustor. An 
additional dissipation term which scales with the turbulent Mach number, MT, is introduced in the k-
equation. Because of the design of the k- models, where  is the specific dissipation rate of the 
turbulent energy ( = /k,  = dissipation rate of k) also the source term of the -equation needs to 
be modified. The correction is implemented for the Wilcox k- and the Menter-SST models by 
changing the coefficients of the destruction terms k and  in the respective transport source term 
formulations (2.46) and (2.49) according to: 
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2.2.8 Modeling of flows in thermal non-equilibrium 
A numerical analysis of the strongly expanding flows in nozzles of hypersonic high-enthalpy test 
facilities requires the modeling of thermal non-equilibrium and the resulting freezing of the 
vibrational energy of the molecules in the flow field (see section 4.3). This was achieved in the 
present work by considering an additional transport equation for the vibrational energy of each 
molecular species in thermal non-equilibrium (N2, O2, NO for air flows). The definition of the fluxes 
and source terms in equation (2.36) are: 
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Because the total energy includes the sum translational, vibrational and rotational parts of the 
internal energies of all species as well as the kinetic and turbulent energies, the viscous transport 
of vibrational energy by conduction has to be considered in the computation of the viscous fluxes in 
the transport equation for the total energy (2.39) which changes to: 
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The vibrational heat conductivity is computed using 
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The mixture-specific vibrational energy of a species, eS
vib, can be computed from the specific 
vibrational energy using 
 .vib vibS S Se    (2.58) 
The vibrational temperature, TS
vib, is related to the vibrational energy through the set of equations 
(2.13) to (2.24). The vibrational heat conductivity, Svib, is computed using the modified Eucken 
correction given in equation (2.29) by considering only the vibrational part of the heat capacity. The 
source term of the vibrational energy equations consists of the chemical contribution (SvibS) and 
the contribution from the vibration-translation relaxation (Svib,t). Vibrational-vibrational relaxation is 
neglected in the present analysis. 
The vibration-translation relaxation term,Svib,t, is computed using the Landau-Teller approach with 
the equilibrium energy set to the vibrational energy at the translational temperature, T: 
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The translation-vibration relaxation times of different pairs of species, s and S, are computed using 
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 (2.60) 
The characteristic vibrational temperatures, Sv, and molar masses, MS, are given in Appendix B.2. 
 
2.2.9 Numerical solution procedure, applied spatial and temporal discretization 
schemes 
The spatial discretization used in the TAU code for the present analysis is based on a cell-vertex 
scheme. The primary computational grid consists of tetrahedra, prisms, hexahedra and pyramids. 
The flow quantities are stored on the vertices of the primary grid. For the finite volume 
discretization, a dual-grid cell is constructed around each vertex of the primary grid. A schematic of 
this arrangement in two-dimensional space is shown in Figure 2.5. 
 
 
Figure 2.5: Schematic of the dual cell structure applied for spatial discretization in the TAU code. 
 
The dual cell of volume, Vi, and surface, Si, which is constructed around point PL in Figure 2.5 is 
marked in grey. The faces between two adjacent volumes are characterized by their normal 
vectors. They are grouped such that one face is always associated with two adjacent points in the 
primary grid. For the example in Figure 2.5, the normal vector, n , of the face which connects the 
dual cells around the points PL and PR is computed from its components using 
 1 2 .n n n   (2.61) 
The boundary of the dual grid cells is constructed by connecting the centres of the primary grid 
cells (e.g. point B) with the centres of the primary grid faces (e.g. point C). The centres of the 
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primary grid cells are derived from a weighted average of the vertices. For the two-dimensional 
example in Figure 2.5, the coordinates of point B are computed using 
 1 2 3
1 2 3
.L R







The weighting functions represents the sum of the squared face areas or side lengths which are 
adjacent to a vertex point, i.e., 
    2 21 .L R Lw P P P A   (2.63) 
Now the set of conservation equations (2.36) can be written in the discretized form of the applied 
finite volume scheme : 
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Introducing the residual, R, the discretized conservation equations for one control volume with the 


















The actual computation of the inviscid flux vector, Eu iiF n , across a cell face, i, is performed using 
the AUSMDV upwind scheme [45]. To remedy the carbuncle phenomenon [56] and increase the 
numerical stability, the more dissipative upwind solver derived by Hänel and Schwane [30] is used 
in the vicinity of shocks, as proposed by Liou et al. [45]. 
To increase the accuracy of the upwind discretization to second order in space, the flow quantities 
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 (2.66) 
The vectors Lx  and Rx  represent the coordinates of the dual cell centres of the adjacent volumes 
(points PL and PR in Figure 2.5). The limiter function, L, is introduced to prevent overshoots of the 
reconstructed quantities due to the presence of discontinuities. In the unstructured regions of the 
grid, the Barth-Jespersen limiter [4] was used. 
The gradients of the flow quantities, which are needed for the piecewise linear reconstruction to 
achieve second order accuracy in space for the upwind discretization and also for the computation 
of the viscous fluxes, are computed using a least-squares fitting approach as described by 
Anderson [3] and Haselbacher [34]. The flow quantities at the grid points surrounding the cell, for 
which the gradients are to be computed, are approximated using a second order Taylor expansion 
and the gradients in this expansion are chosen such that the resulting estimate provides an 
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optimum least-squares fit to the actual computed cell averages. In structured regions with aligned 
cells of large aspect ratio (e.g. hexahedral and prism meshes close to viscous walls), the cell 
boundaries form grid lines with minor changes in direction and covering multiple cells. These lines 
are identified and the gradients along these grid lines are computed using a second order finite 
difference approach. The van-Leer limiter [67] was used for the limitation of these gradients. 
The viscous flux vector, NS iiF n , across a cell face, i, is computed according to the equations given 
above (e.g. equations (2.39) for the viscous fluxes in the continuity, momentum and total energy 
equation.) The flow quantities, , and the gradients of the flow quantities, , at the cell faces, 
which are needed in these equations (see also Figure 2.5), are computed from the averaged 
quantities of the adjacent dual grid cells of the respective face using a central scheme: 
    1 1; .
2 2
face face
L R L R            (2.67) 
The accuracy of the gradient reconstruction for the computation of the viscous fluxes is improved in 
the unstructured regions of the grid by applying the following correction procedure: 
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 (2.68) 
with LRx  being the spatial difference vector between the left and right dual-cell centres belonging 
to the face at which the gradient needs to be evaluated. This procedure corrects the component of 
the vector tangential to the spatial difference vector to the finite difference value while preserving 
the normal components. 
To enhance the convergence rate of the iterative solution of equation (2.65) explicit smoothing of 
the residuals was applied: 
    1 .smoothed ii
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n
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 (2.69) 
The smoothed residual is composed of the initial residual and the sum of the residuals of all 
adjacent cells weighted by the area of the respective cell faces. The constant, , was chosen to be 
0.2. 
Temporal discretization of equation (2.65) was achieved by applying a 3-stage Runge Kutta 
scheme as described by Jameson et al. [38]. For steady state problems, equation (2.65) reduces 
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The applied 3-stage Runge Kutta integration algorithm to advance the solution from pseudo time 
step n to n+1 is 
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The computation of the chemical source term vector is performed in a point implicit manner as 
described by Sheffer [61]. This treatment reduces the stiffness of the problem by rescaling the 
characteristic time of the reactions such that their magnitudes match with the convective 
characteristic time. The vector of the chemical sources is linearized to obtain an estimate for the 
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which is evaluated entirely at the current time level and is thus fully explicit. This treatment requires 
the inversion of the source term Jacobian matrix which has dimension NxN where N is the number 
of species (though the dependency of the source term on the temperature is neglected, no stability 
penalties from this approximation were observed). To optimize the code performance, the inversion 
is performed only during the first stage of each time step and the result is retained for the 
succeeding Runge-Kutta stages. 
Time-accurate computations were performed using a dual-time stepping technique as described by 
Jameson [37]. The computational time span [0, t] is subdivided into intervals t (= “physical time 
step”). The application of second order backward differencing in time to the vector of conservative 
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The standard solution procedure for steady state problems, including all means for convergence 
acceleration can then be used to solve equation (2.75) in pseudo time, t*, advancing the solution to 
physical time step n+1.  
The computational time step, t*, is computed locally for each cell (“local time stepping”) using the 
minimum of the convective and viscous time steps: 
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  * min , .c vt t t     (2.76) 
Both time steps are determined by adding the contributions from the respective convective and 
viscous eigenvalues from all cell faces, i.  
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 (2.77) 
CFL numbers (see equation (2.77)) between 0.5 and 1.2 were used for the computations 
performed in the framework of this thesis. 
The contribution from the maximum convective eigenvalue evaluated at each cell face, i, is 
 .i i i ic iu n a n    (2.78) 
The contribution from the viscous eigenvalues is estimated as 
   21 2 .i i iv v v in     (2.79) 
The eigenvalues v1 and v1 correspond to the contributions from viscous momentum transport and 
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The contribution from species diffusion to the viscous time step is neglected because it is usually 
(for moderate Schmidt numbers, greater than 0.6) smaller than the contribution from heat 
conductivity: 
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3 Modeling of turbulent combustion with assumed-PDF 
Methods 
3.1 Survey of turbulent combustion models 
Many engineering applications involve turbulent combustion processes. Therefore, a wide range of 
different turbulent combustion models has been developed. The applicability of many models is 
limited since they are based on assumptions such as infinitely fast chemistry and premixed or non-
premixed reactants. This is especially important for scramjet applications because supersonic 
turbulent combustion exhibits special requirements on combustion models. Chemical time scales 
are comparable to fluid mechanical ones, which results in the occurrence of lifted flames, partially 
premixed combustion and a large influence of chemical kinetics on the flame structure and 
combustion efficiency. A comprehensive overview of current turbulent combustion models is given 
by Peters [52] or Poinsot and Veynante [54]. A representative selection of models from these 
sources is briefly discussed in this section.  
Eddy-Breakup and Eddy-Dissipation models assume that turbulent mixing is slow compared to 
chemical reactions (i.e., large Damköhler number Da>>1). In such cases the turbulent transport of 
species and enthalpy will be the rate controlling process. The mean chemical production rate is 
then proportional to a characteristic turbulent time scale. These models are not applicable to 
scramjet combustion because the assumption of Da>>1 is violated in supersonic flows. 
The Bray-Moss-Libby model is a point-statistical approach based on an irreversible global one step 
reaction. It also includes the assumptions of Da>>1 and premixed reactants, which are violated in 
supersonic combustion. 
The premise of flamelet models is that locally, the structure of a turbulent flame is that of a laminar 
flame subjected to the same local flow conditions. The laminar flame properties are tabulated and 
used to specify the local thermodynamic state in a reacting turbulent mixture, Flamelet models 
have been formulated for premixed and non-premixed flow conditions. Non-equilibrium effects can 
be incorporated by including the scalar dissipation rate in the flamelet library. The application of 
flamelet models is problematic in situations were recirculation zones result in the transport of 
combustion products back to the flame zone.  
The Conditional Moment Closure (CMC) models are formulated for non-premixed combustion; 
conditionally averaged transport equations for reactive scalars (mass fractions, temperature) are 
derived (the conditioning variable is usually the mixture fraction, Z). They are, however, not 
suitable for scramjet combustion because of the partially premixed nature of lifted flames.  
Point statistical PDF methods used in conjunction with a detailed chemistry scheme, as described 
in detail in this chapter, have a very wide range of applicability and have been successively applied 
to turbulent supersonic combustion phenomena (e.g. Gerlinger [24], [22], Gaffney [17]). There are 
no limitations concerning their applicability to premixed and non-premixed combustion and for 
different Damköhler numbers.  An averaged chemical source term is computed by a PDF-weighted 
integration over the parameter space (temperature, species concentration). Two major approaches 
can be distinguished: assumed-PDF methods prescribe the mathematical shapes, with the PDF 
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function usually defined by its 1st and 2nd moments. In the transport-equation PDF approach, the 
evolution of the complete PDF function is computed, which is computationally much more 
expensive but offers the advantage of more physical PDF shapes. 
An assumed-PDF model was implemented in the DLR-Tau Code in the framework of this thesis to 
model the influence of turbulent fluctuations on the species source terms of the detailed chemistry 
schemes. The main goal is to provide an estimate for the averaged chemical source term in 
equation (2.40). The major advantages of this approach are summarized again: 
 No limitations concerning premixed, non-premixed or partially premixed combustion. 
 No limitations concerning the range of Damköhler numbers. 
 Successful application to supersonic combustion problems has already been demonstrated 
by other authors. 
 Straightforward implementation in a chemical non-equilibrium code; highly robust and 
numerically efficient. 
 
 Premixed Combustion Non-premixed Combustion 
Eddy Dissipation Model 
Eddy Breakup Model  Infinitely fast chemistry 
Bray Moss Libby Model  
Flamelet Model (G-Equation) Flamelet Model (Mixture Fraction) 
 Conditional Moment Closure 
PDF Transport Equation Model 
Finite rate chemistry 
Assumed PDF Model 
Table 3.1: Classification of turbulent RANS combustion models according to Peters [52]. 
 
3.2 Description of the implemented assumed-PDF method 
The goal of the assumed-PDF model is to compute the averaged turbulent chemical source terms, 
S , in the species continuity equations. The Favre-average of the continuity equation of species S 
is 
 .T T STS S S
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This computation is achieved by integrating the source terms over all realizable temperatures and 
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Following the assumed PDF concept, the shape of the PDF, P, is predefined and specified by the 
mean value and the variance of the corresponding variable. According to the approach described 
by Gerlinger [22], [24], a Gaussian distribution for the temperature and a multivariate β-distribution 
for the species mass fractions are prescribed. Further, statistical independence of temperature and 
composition are assumed. Thus, the PDF which determines the local probability of the occurrence 
of a flow temperature, T, at a mixture composition, YS, can be written as 
    1ˆ ˆ ˆ ˆ ˆ( , ,.., ) , , , , .N T T Y S S YP T Y Y P T T P Y Y           (3.3) 
This simplifies the integration of the source term which can now be performed in two consecutive 
steps. The reaction rates may be treated separately from the remaining parts because they depend 
only on the temperature: 
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In the first step the averaged Arrhenius reaction rates are computed from the temperature PDF; to 
restrict the integration range to physical values the Gaussian PDF is clipped at the boundaries 
Tmin=10K  and Tmax=5000K: 
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The Gaussian probability density function of the temperature PT is defined between the boundaries 
Tmin and Tmax as 
 











The averaged reaction rates are pre-computed and their turbulent-to-laminar ratios (logarithmic 
amplification factor ar) are stored for each forward and backward reaction in a lookup-table for 
different mean temperatures and temperature fluctuation intensities IT: 
 log( / ); .r T Ta k k I T    (3.7) 
Turbulent fluctuations of temperature have different influences on the averaged rates for different 
classes of reactions. The rate of the initiation reaction, H2 + O2 → HO2 + H, increases exponentially 
with temperature. Due to this strong nonlinear behavior, temperature fluctuations increase the 
average turbulent reaction rate compared to the laminar one. The logarithmic amplification factor, 
ar
f, for the forward direction of this reaction is always greater than zero. Figure 3.1 shows the 
Arrhenius reaction rate and the corresponding logarithmic forward amplification factors. The 
influence of turbulence is significant (several orders of magnitude) at low temperatures and high 
fluctuation intensities. Due to the importance of this class of reactions for ignition, a high influence 
of turbulence on ignition delay at moderate temperatures can be expected. 
The rate of the propagation reaction, H2 + OH → H2O + H, increases almost linearly with 
temperature. Hence, the influence of turbulent temperature fluctuations on this reaction is very low. 
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The average turbulent rate can be either higher or lower then the laminar one, resulting in positive 
and negative logarithmic amplification factors. Figure 3.2 shows the Arrhenius reaction rate and the 
corresponding forward amplification factors for this reaction. 
  
Figure 3.1: Reaction rate and logarithmic forward amplification factor, ar
f, resulting from temperature 
fluctuations for the reaction H2 + O2 → HO2 + H. 
 
  
Figure 3.2: Reaction rate and logarithmic forward amplification factor, ar
f, resulting from temperature 
fluctuations for the reaction H2 + OH → H2O + H. 
 
The influence of temperature fluctuations on averaged turbulent reaction rates can be summarized 
as follows: 
 The amplification factor depends strongly on the non-linear behavior of the laminar rates, 
 Turbulent reaction rates can differ by several orders of magnitude from the laminar ones 
(especially for initiation reactions), and, 
 The amplification factor can be either positive or negative. 
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After computing the average reaction rates to account for the temperature fluctuations in the 
turbulent flow field, the next step of the prediction of the turbulent chemical source term is to 
account for the fluctuations of species concentrations. As described by Gerlinger [24], a 
multivariate β-distribution describes the PDF of the gas composition. Its shape parameters are 
given by the first moments (average species mass fractions) and only one additional second 
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The PDF of composition is 
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is satisfied. This condition was also used to limit Y during the computations. 
The averaging by PDF integration of the remaining part of equation (3.4) can be performed 
analytically and the results for the forward reaction read: 
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The same procedure is used for the corresponding term of the backward reaction with the 
stoichiometric coefficients  αrS:= β
r
S. 
Examples of amplification factors for the logarithmic ratio of turbulent averaged to laminar species 
production are shown in Figure 3.3 for a mixture of three components with Y2=Y3=(1-Y1)/2. The 
amplification factors resulting from species concentration fluctuation are independent of the 
temperature and the Arrhenius rate.  In general, the influence of species mass fraction fluctuations 
on the chemical production rates is less important than the influence of temperature fluctuations. 
On the other hand, the averaged source term is very sensitive to concentration fluctuations if the 
mass fraction of one participating species is very small. Again, the species concentration PDF 
might have an amplifying or damping influence, mainly depending on the type of reaction. 
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Figure 3.3: Logarithmic amplification factors resulting from species concentration fluctuations: (left) 
reaction of type X1 + X1 → Products; (right) reaction of type X1 + X2 → Products, Both in a 3 
component mixture with Y2 = Y3 = ½ (1-Y1). The dashed line represents the realizability limit from 
equation (3.11). 
 
The total averaged production rate of species S is finally computed from 
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The chemical source term is now a function of the averaged temperature, mass fractions and 
density of the flow. Additionally, the temperature variance, T, and the sum of the species mass 
fraction variances, Y, are needed. Additional transport equations are solved for these quantities. 
Detailed derivations are given by Gerlinger [22], [24] and Gaffney [17]. These equations can be 
written in their integral form according to equation (2.36): 
 .Eu NS
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The vector of the conservative variables is 
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  , .TT YU    (3.16) 
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The production term of the temperature variance is governed by the gradients of the mean 
temperature field: 
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The pressure term vanishes for constant density flows: 
  2 1 .T TM u        (3.21) 
The dissipation rate of temperature variance is 
 .T T TC    (3.22) 
The specific turbulent dissipation rate, ω, is directly obtained from the applied two-equation 
turbulence models (Wilcox k-ω and Menter SST). If this time scale is not available from the 
turbulence model (e.g. for the one-equation Spalart-Allmaras model), it can estimated from the 
local vorticity of the mean velocity field: 
 .C u     (3.23) 
The production term of the variance of species concentrations is driven by the mass fraction 












    (3.24) 
and its dissipation rate is again governed by the specific turbulent dissipation rate: 
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 .Y Y YC    (3.25) 
The turbulent dissipation rate is computed from equation (3.23) for the application of the one-
equation turbulence model. 
The model constants which are used in equations (3.1) to (3.25) are given in Table 3.2. 
 
Constant TPr  TTPr  CT C 
YSc  
Y
TSc  Cy 
Value 0.7 0.5 0.5 3.33 0.7 0.7 0.5 
Table 3.2: Model constants for the applied assumed-PDF transport equations 
 
The following boundary conditions are applied for the transport equations of the temperature 
variance, T, and the sum of the species mass fraction variances, Y: 
 T = Y = 0 at viscous (no-slip) walls, far-field boundaries (treated as a characteristics-
based flux condition [73]), and reservoir-inflow boundaries. 
 The wall-normal gradients of T and Y are set to zero at inviscid (Euler-) walls and 
symmetry planes. 
 
The assumed-PDF method that has been implemented to account for the influence of turbulence 
on the chemical production rates is completely described by equations (3.1) to (3.25). It should be 
noted that there are numerous alternative approaches. For instance, instead of solving a transport 
equation for the variance of temperature, the variance of energy or enthalpy can be used. These 
options require less assumptions for the derivation of the transport equation, but the determination 
of the temperature variance from the energy variable may introduce additional errors [22]. In the 
present implementation all source terms in the transport equations for σT and σY are treated 
explicitly using Runge-Kutta time integration. The chemical source term in equation (3.4) is treated 
point-implicitly as described in chapter 2. 
The implemented method can be further extended by including additional source terms to describe 
the influence of the chemical production rate on the temperature and species concentration 
variances. However, because of the assumption of statistical independence of temperature and 
mass fraction fluctuations, these terms may introduce large additional errors [23]. Therefore, they 
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3.3 Validation of the turbulent combustion model 
3.3.1 Test case description, grids and boundary conditions 
Very few supersonic combustion test cases involving detailed measurements of temperature and 
species concentrations are available in the literature: examples are the co-axial anchored diffusion 
flame of Evans et al. [15] and the slot injection of hydrogen in a supersonic co-flow presented by 
Guerra et. al [27]. The supersonic hydrogen-air diffusion flame experiment by Cheng et al. [10] was 
chosen as a test case for the implemented combustion model. The Cheng experiment is 
particularly useful for CFD validation purposes because 
 The applied measurement techniques (Raman-Spectroscopy) were suitable to extract 
additional statistical information (RMS values) of species concentrations and temperatures, 
 The setup generates a lifted flame, hence, this test case includes chemical non-equilibrium 
and ignition delay effects, and, 
 The flow conditions are representative of subscale scramjet combustors. 
In this experiment a vitiated air flow at Mach 2 was generated using a Laval-nozzle attached to a 
pre-burner. A co-axial sonic hydrogen jet inside the vitiated air flow was produced using a central 
hydrogen injector which was operated in choked mode. This setup generated a lifted flame at 
strong chemical non-equilibrium conditions. The jet of vitiated air had a static temperature of 
1250K, a static pressure of 107 kPa and a Mach number of 2 at the exit plane of the nozzle. The 
choked hydrogen fuel jet, having an exit static pressure of 112 kPa and a static temperature of 
545 K, was centered in the annular air jet. A lifted flame was observed to develop under ambient 
conditions, with the ignition point between 25 and 50 mm downstream of the burner exit. A sketch 
of the co-axial nozzle geometry which was attached to the pre-burner is given in Figure 3.4. 
Spectroscopic measurements are available for the major species (N2, O2, H2O), the OH radical and 
the static temperature. 
 
Figure 3.4: Sketch of the Cheng supersonic burner. 
 
The temporal resolution of the measurement system was of the order of 20 ns, which is 
considerably less than the corresponding Kolmogorov scale (  1 μs [10]). The spatial resolution of 
the measurements was about 0.4 mm, which is larger than the Kolmogorov length scale in the 
flame region ( 10 to 20 μm) but smaller then the corresponding integral turbulent length scale of 
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about 3 mm. This relatively coarse spatial resolution introduces an additional uncertainty of about 
10 % in the RMS measurements [10].  
A schematic of the burner and nozzle geometry is given in Figure 3.5, and the most significant 
geometrical details are summarized in Table 3.3. The contours of the air nozzle and the hydrogen 




Figure 3.5: Front and cut views of the Cheng supersonic burner. 
 
Inner diameter of the H2 tube D  = 2.36 mm 
Outer diameter of the H2 tube DO   = 3.81 mm 
Exit diameter of the vitiated air nozzle DE = 17.68 mm 
Length of the divergent part of the vitiated air nozzle LD = 30 mm 
Table 3.3: Geometric specifications of the supersonic burner from the Cheng experiment. 
 
The CFD investigation of this test case was based on the assumptions of two-dimensional, axi-
symmetric and steady-state flow. A schematic of the computational domain, including the applied 
boundary conditions is shown in Figure 3.6. The computational domain includes the supersonic 
nozzle configuration and the ambient region in which the lifted flame develops. The feeding system 
and the pre-burner for the vitiated air are not modelled. 
A reservoir inflow boundary condition was applied to the hydrogen and vitiated air inlet boundaries 
(right part of Figure 3.6). The thermodynamic conditions at the inflow were computed using an 
isentropic expansion from prescribed total equilibrium conditions using the inflow velocity vector 
which is part of the CFD solution. The fuel and oxidizer total pressures and temperatures were 
prescribed at these boundaries such that the flow conditions at the burner exit as given by Cheng 
et al. [10] were recovered. 
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A standard no-slip, fully catalytic, isothermal wall boundary condition was applied to the viscous 
walls. The wall temperatures were prescribed as 300 K for the air nozzle and 500 K for the 
hydrogen injector. The species mass fractions at the walls were set according to the local chemical 
equilibrium composition. The far field boundary was modeled using a characteristics-based flux 
boundary condition as described by Whitfield [73]. The symmetry-axis was treated as described by 
Reimann et al. [57]. The application of virtual cells, constructed by the application of a mirror 
transformation around the axis of symmetry, ensures second-order gradient reconstruction 
capability. A summary of the applied boundary conditions is given in Table 3.4. 
Figure 3.6: Computational domain and boundary conditions for the Cheng test case (left: overview, 
right: detail of the burner geometry). 
 
Vitiated Air inflow: Total pressure: 780 KPa 
 Total density: 1.25 kg/m3 
 H2O mass fraction: 0.175 
 O2 mass fraction: 0.245 
 N2 mass fraction: 0.580 
Hydrogen inflow: Total pressure: 260 KPa 
 Total density: 0.08 kg/m3 
 H2 mass fraction: 1 
H2 nozzle wall: No-slip wall, fully catalytic, isothermal, TW = 500 K 
Air nozzle wall No-slip wall, fully catalytic, isothermal, TW = 300 K  
Far field Air, T=275 K,  = 1.223 kg/m3, u =10 m/s 
Table 3.4: Summary of the boundary conditions applied to the Cheng test case. 
 
Modeling of turbulent combustion with assumed-PDF Methods 
41 
The two-dimensional computational domain was meshed with a hybrid grid. The near wall regions 
were discretized with structured quadrilateral sublayers. The dimensionless first wall spacing of the 
computational grid was chosen to be y0+<1.2 for all applied grids throughout the computational 
domain. The stretching of the layer thickness in the wall normal direction was limited to 
yn+1/yn<1.25. This ensured the appropriate resolution of the viscous sublayer required for the 
application of the turbulence models without wall functions as described in chapter 2. A structured, 
quadrilateral grid block with highly stretched cells was used to discretize the shear layer region 
(see Figure 3.6). Different grids resolutions, as described in Table 3.5, were used to investigate the 
grid independence of the solution. The remaining parts of the computational domain were 
discretized with an unstructured triangular grid. Details of the applied coarse and standard 
computational grids in the vicinity of the nozzle exit are shown in Figure 3.7.  
 
Grid title coarse standard fine 
Grid points in the structured block (radial  axial direction)  60  57 104  111 197  221 
Total number of grid points 23485 32391 68274 
Table 3.5: Resolutions of the different applied computational grids. 
 
Figure 3.7: Detail of the computational grid in the vicinity of the burner exit for the coarse (left) and 
standard (right) grid resolution. 
 
The applied aerothermochemistry and turbulence models are described in chapter 2. For the 
present investigations, the one-equation Spalart-Allmaras and the two-equation Menter-SST and 
Wilcox k-ω eddy-viscosity turbulence models were used. The assumed PDF correction for the 
chemical source terms was applied to the two-equation turbulence models. The wall boundary 
layers were assumed to be turbulent. The fluid was treated as a non-equilibrium reacting mixture of 
thermally perfect gases involving 9 species (H2, H, O2, O , OH, H2O, HO2, H2O2 and N2). The 
modified Jachmowsiky reaction mechanism ([24], Appendix B.1) was used. The laminar and 
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turbulent Schmidt numbers, Sc and ScT, were both assumed to be 0.35 and a ratio of laminar to 
turbulent Prandtl numbers of Pr/PrT = 0.8 was applied for estimation of the turbulent heat flux. 
The flow conditions at the exit of the vitiated air nozzle obtained on the standard (medium 
resolution) grid and with the application of the Spalart-Allmaras turbulence model are compared to 
the experimental data [10] in Table 3.6. Very good agreement was achieved for the vitiated air 
flow. The hydrogen flow is slightly under-expanded, resulting in large velocity gradients in the 
vicinity of the exit of the hydrogen injector. This causes the slight discrepancy of the hydrogen exit 
conditions compared to the experimental data, which were calculated from estimates of the total 
conditions assuming an expansion to sonic flow speed. 
The numerical analysis of the flow field was repeated on the coarse and fine grid levels. Results for 
the different grid resolutions along radial cuts at several axial positions downstream of the nozzle 
exit (see also Table 3.7 and Figure 3.9) are summarized in Figure 3.8. Very good agreement is 
observed between the results obtained on the medium and fine grids. The ignition point on the 
coarse grid is too far upstream, which is clearly visible in both the temperature and water mole 
fraction distributions at x/D = 10.8. This is due to excessive numerical dissipation, which increases 
the species diffusion and heat conductivity in the hydrogen / vitiated air shear layer, resulting in an 
earlier ignition.  
 
 
  Inflow boundary Burner exit Experiment 
Vitiated Air: Pressure: 779 kPa 103 kPa 107 kPa 
 Temperature 1960 K 1250 K 1250 K 
 Velocity 133 m/s 1400 m/s 1420 m/s 
 Mach number: 0.157 1.97 2.0 
 H2O mass fraction: 0.175 0.175 0.175 
 O2 mass fraction:: 0.244 0.245 0.245 
 N2 mass fraction: 0.580 0.580 0.580 
 OH mass fraction: 0.001 0.0001 0.0 
Hydrogen: Pressure: 257 kPa 106 kPa 112 kPa 
 Temperature: 781 K 578 K 545 K 
 Velocity: 295 m/s 1980 m/s 1780 m/s 
 Mach number: 0.139 1.08 1.0 
 H2 mass fraction.: 1 1 1 
Table 3.6: Summary of the flow conditions obtained from the numerical investigation and compared 
to the experimental data at the exit of the vitiated air nozzle. 
 





Figure 3.8: Grid convergence study; numerical results for the radial distribution of static temperature 
and water mass fraction at different axial locations (Spalart-Allmaras turbulence model). 
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The subsequent computations, performed to validate the modelling strategy for turbulent 
combustion through quantitative comparison to the experimental temperature and species 
concentration distributions, and also to identify the influence of different turbulence models and the 
assumed PDF correction for the chemical source terms, were carried out at the “standard” grid 
resolution (see Table 3.5). Various flow field quantities from numerical solutions are shown in 
Figure 3.9 to Figure 3.12. using results obtained from the Menter SST + PDF model. 
Figure 3.9 shows the temperature contours in the flow field. A lifted flame develops, with the 
ignition point at about 30mm (x/D = 12.7) downstream of the burner exit. This is in good agreement 
with the experimental observation, though the precise location of the flame lift off distance could 
not be derived from the experiments. The measured data indicates that ignition occurs between 
x/D = 10.8 and x/D = 21.5, and this range of uncertainty is indicated in the contour plots. The 
maximum flame temperature is about 2500 K. 
Figure 3.10 shows the RMS value of temperature. The largest fluctuation intensities are observed 
in the vicinity of the high temperature gradients encountered in the shear layers and at the 
boundaries of the flame. The peak values close, to the outer boundaries in the downstream region 
of the flame, reach about 700 K. 
Figure 3.11 and Figure 3.12 show the distribution and the RMS value of the H2O mole fraction, 
respectively. The origin of the H2O in the air jet is the vitiation produced by preheating in the 
supersonic burner. The H2O concentration then rises in the lifted flame due to chemical production. 
The variance of the sum of the species mass fractions, Y, reaches its maximum value of about 
0.12 in the vicinity of the high species concentration gradients in the shear layers and flame 
boundaries. 
Measurements of the mean values and standard deviations of the temperature and the 
concentrations of major species are given by Cheng et al. [10] along radial cuts at different axial 
positions downstream of the burner exit. The locations of these cuts are indicated in Figure 3.9 to 
Figure 3.12 and summarized in Table 3.7. 
 
 
Figure 3.9: Temperature contours. 
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Figure 3.10: Contours of the RMS of temperature. 
 
 
Figure 3.11: Contours of the H2O mole fraction. 
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Cut-No. Axial position down-stream 
of burner exit 
Position in the flow field 
1 x/D =10.8 Upstream of ignition point 
2 x/D = 21.5 Vicinity of ignition point 
3 x/D = 43.1 Developed flame region 
Table 3.7: Summary of the radial cuts used for comparison with experimental results. 
 
A quantitative comparison of the numerical results for the temperature and the water mole fraction 
with the available experimental data on the indicated radial cuts is given in Figure 3.13 and Figure 
3.14. The RMS value of the water mole fraction can be calculated from the sum of the species 
















The agreement between the numerical results and the experiment for the temperature and water 
molar concentration at axial cuts 1 and 2 is satisfactory for all applied turbulence models. The RMS 
values of the temperature and water concentration are generally under-predicted. The ignition point 
is also captured by all applied models. The assumed-PDF correction leads to an earlier ignition, 
resulting in larger temperature peaks in the second cut at x/D = 21.5. 
Larger differences in the CFD predictions for the different turbulence models are observed further 
downstream. In the third cut through the fully developed flame at x/D = 43.1, the neglect of the 
PDF correction (and thus the influence of the chemistry on the chemical production rates) leads to 
a significant underestimation of the peak temperature. The application of the Spalart-Allmaras 
model also results in a large under-prediction of the molar water concentration at this point.  
The application of the Menter-SST turbulence model with the assumed PDF method for the 
averaged chemical source terms leads to the best overall agreement with the experiment, though 
all applied turbulence models were able to capture the qualitative characteristics of the flame. It 
should be noted that asymmetries in the experimental values occur, especially in the vicinity of the 
ignition point. The reason for this behavior could not be clarified. 
The neglect of the PDF-modelled influence of turbulent fluctuations on the chemical production rate 
leads to a decrease in the maximum flame temperature and a downstream shift of the ignition 
point. The corresponding experimental values show a better agreement with the CFD results 
including the PDF correction. 
The preceding CFD analysis of the Cheng test case shows that the modelling strategy described in 
chapters 2 and 3 is suitable for the prediction of the ignition delay, flame structure and flow 
properties, all relevant to the application of numerical analysis to supersonic turbulent combustion 
problems at subscale scramjet conditions. 






Figure 3.13: Temperature and turbulent temperature fluctuation intensities at different radial cuts. 





Figure 3.14: Water mole fraction and turbulent fluctuation of water mole fraction at different radial 
cuts. 
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3.4 Summary of the turbulent combustion model in the DLR Tau Code 
In the present work, the TAU code was further extended with an assumed PDF method to account 
for the influence of the turbulent flow on the chemical production rates in scramjet combustors. 
These extensions and the corresponding validation have been described in detail in chapters 2 and 
3. The assumed PDF approach has been chosen from many available turbulent combustion 
models for the following reasons: 
 Wide range of applicability for premixed, non-premixed and partially premixed combustion 
and different Damköhler numbers, 
 Limited computational cost, high robustness and straightforward implementation, 
 Convergence acceleration techniques can be used because the transport equations for the 
required temperature and concentration variances have the same form as the Navier 
Stokes equations (in contrast to, for example, multi-dimensional partial differential 
equations used for transport PDF methods that need to be solved, e.g., with particle 
methods [24]), and,  
 Assumed PDF methods have been successfully used for supersonic combustion problems 
by other authors. 
The complete supersonic combustion model in TAU consists of the detailed chemistry model, 
models for thermodynamic properties and transport coefficients of the participating species, 
turbulence models and the assumed-PDF model to account for the turbulence-chemistry 
interaction. It has been validated and tested using experimental results from a supersonic coaxial 
burner which produced a lifted flame at typical scramjet flow conditions. The flame lift-off distance 
and flame structure could be reproduced using the combustion model in the DLR TAU-Code. 
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4 CFD Analysis of the HyShot II scramjet experiments 
in the HEG shock tunnel 
4.1 Description of the HyShot II scramjet configuration and the HEG 
test campaign 
The HyShot II experiment of The University of Queensland in Australia [51] was designed to 
provide benchmark data on supersonic combustion for a flight Mach number of approximately 
M=8. A two-stage sounding rocket launched the payload to an apogee of 315 km, after which the 
vehicle was turned and accelerated purely by gravity during the descent phase. The second stage 
remained attached to the scramjet module after burn-out to ensure aerodynamic stability. 
Hydrogen supersonic combustion data was successfully collected at a flight Mach number of 
M=7.6 in an altitude range from 35 km down to 23 km (Figure 4.1).  
 
 
Figure 4.1: HyShot II flight experiment configuration: photograph of the payload, schematic of the 
experimental scramjet engine and flight trajectory. 
 
The payload consisted of two generic scramjet engines, one of which was fuelled. A photograph of 
the flight payload and a schematic of the engine configuration is shown in Figure 4.1. Both engines 
consisted of an intake, a rectangular combustion chamber and an exhaust nozzle. The geometry of 
the generic HyShot II configuration was designed such that it contained all necessary components 
of a scramjet while providing an overall flow field which was as simple as possible with a well 
defined (uniform) combustor inflow. The incoming flow is compressed by the intake and cowl 
shocks. The boundary layer which forms on the single ramp intake and the cowl shock are diverted 
into a bleed channel, providing a uniform inflow into the combustor. For the fuelled engine, 
hydrogen was supplied by wall-normal porthole injectors. Equivalence ratios (ratio of hydrogen 
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mass flux to that required for stoichiometric combustion) around 0.3 were used. The exhaust 
nozzles of the flight configuration were designed to provide minimum thrust forces to avoid 
disturbances to the flight trajectory caused by the asymmetric (as only one combustor was fuelled) 
engine operation. Nevertheless, during the flight test the payload was subjected to angle of attack 
and side-slip variations of about +/- 5 deg. 
The main objective of this thesis was to apply and extend the DLR TAU code for the recalculation 
of the wind tunnel experiments of the HyShot II scramjet flight experiment configuration performed 
in the free piston driven shock tunnel, HEG. The experimental data were used as a benchmark to 
validate and to assess the accuracy and predictive performance of different CFD modelling 
strategies for internal scramjet flows. In turn, the CFD analysis provided valuable additional 
information for better interpretation of the experimental results and for the characterization of the 
experimental free stream conditions.  
All experimental results used in the present work were ground-test data obtained in the High 
Enthalpy Shock Tunnel Göttingen, HEG. No comparison to the flight data was made. The reason 
for this is that the numerical and experimental investigations relevant to this thesis are focused on 
a flight trajectory point at an altitude of 28km. Recent and detailed analysis of the HyShot flight 
data [63] led to the conclusion that structural integrity of the flight model was compromised below 
an altitude of 30 km; hence, the flight combustor data at 28 km could not be used. 
The ground-test model was a 1:1 scale copy of the basic flight geometry, with a modified span 
width of the intake ramp. Only one engine flow path was used in the wind tunnel tests. The HEG 
test campaign included the application of optical measurement techniques (shadowgraph) to the 
combustor as well as detailed measurements of surface heat flux and pressure distributions on the 
intake, combustor and exhaust nozzle walls. Compared to previous tests [20], additional 
information about the flow structure was obtained by the application of the Shadowgraph 
technique, the approximate doubling of the sensor density, and additional pressure and heat flux 
measurements on the cowl-side of the combustor. The free-stream conditions of the experiments 
considered in this thesis were adjusted to duplicate a flight altitude of 28 km (HEG condition XIII).  
 
 
4.1.1 The High Enthalpy Shock Tunnel Göttingen, HEG 
The HEG is a free-piston-driven shock tunnel, consisting of an air buffer, a compression tube 
separated from an adjoining shock tube via the primary diaphragm, and a subsequent nozzle and 
test section. A contoured nozzle with an expansion ratio of 217 and an exit diameter of 0.59 m was 
used for the present experiments. The overall length and mass of the facility are 60 m and 280 t, 
respectively. Approximately a third of this weight is contributed by an inert mass which is used to 
reduce the recoil motion. Two photographs of the HEG facility are shown in Figure 4.2 and a 
schematic is given in Figure 4.3. 
The concept of a free-piston-driven shock tunnel was first proposed by Stalker [65] and a 
qualitative wave diagram of this type of facility is shown in Figure 4.4. 
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Figure 4.2: The HEG shock tunnel: (left) compression tube and inert mass; (right) shock tube, test 
section and dump tank. 
 
 
Figure 4.3: Schematic of the HEG shock tunnel. 
 
 
Figure 4.4: Schematic wave diagram of the HEG free-piston-driven shock tunnel. 
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The high pressure air stored in the air buffer is utilized to accelerate a heavy piston down the 
compression tube, which results in a quasi-adiabatic compression and heating of the driver gas. 
When the main diaphragm burst pressure is reached, it ruptures and a wave process as in a 
conventional reflected-shock tunnel is initiated. A strong shock wave is generated, which 
propagates down the shock tube and compresses the test gas from condition (1) to (2) (see Figure 
4.4). It is reflected at the end of the shock tube, with the reflected shock compressing the test gas 
to the final stagnation conditions (5). A contact surface is formed between the driver gas (3) and 
test gas (2). The passage of the shock through the contact surface terminates its motion. The 
secondary diaphragm is destroyed during shock reflection and the flow is expanded through the 
wind tunnel nozzle from the generated stagnation conditions (5) to the final free stream conditions. 
Ideally, the test time is terminated by the arrival of the reflected expansion wave at the nozzle 
entrance (i.e., the downstream end of the shock tube). This wave is generated in the driver gas 
after the main diaphragm rupture. In practice, however, the test time is limited by early 
contamination of the test gas with the driver gas, which is caused by boundary layer effects [32]. 
The trajectory of the piston is designed such that after main diaphragm rupture, the pressure and 
temperature of the driver gas remains approximately constant. The movement of the piston 
compensates for the loss of the driver gas flowing into the shock tube. This results in a delay of the 
generation of the expansion wave in the driver gas and theoretically increases the available test 
time. The main advantage of reflected mode shock tunnels is the ability to generate large total 
enthalpies in the test gas. This is achieved by maximizing the shock speed by choosing the driver 
gas such that it has a large speed of sound. A detailed review of the HEG wind tunnel 
characteristics has been given by Hannemann et al. [31], [32], [33]. 
For a test in HEG using operating condition XIII, employed for the experiments considered in this 
thesis, a pressure of 1.9 MPa in the air buffer is used to accelerate a 850 kg piston down the 33 m 
long compression tube. During this compression and heating of the driver gas, the piston reaches 
a maximum velocity of about 67 m/s. When the burst pressure of the 5 mm thick stainless steel 
main diaphragm of 24 MPa is reached, the driver gas, which consists of a helium / argon mixture, 
is heated up quasi-adiabatically to 1600 K. After diaphragm rupture a strong shock wave is 
generated. This propagates down the 17 m long shock tube with a velocity of approximately 
1.8 km/s and reflects from the end wall, heating up the test gas to the required reservoir 
temperature (approx. 2700 K) and pressure (approx. 17 MPa). Subsequently, the test gas expands 
through the convergent-divergent contoured hypersonic nozzle, which has an exit diameter of 
0.6 m. The time require for nozzle start-up is about 0.8 ms, and the subsequent test time with 
constant free stream properties is about 3 ms. 
 
4.1.2 Test model and instrumentation 
The geometry of the wind tunnel model used in HEG is a 1:1 scale representation of the fuelled 
flow path of the HyShot II flight test configuration. Figure 4.5 shows a schematic of the generic 
engine, consisting of the ramp intake, the combustion chamber of constant rectangular cross-
section and the exhaust nozzle. A photograph of the installed model in the HEG test section is 
shown in Figure 4.6. Hydrogen fuel was injected, as in the flight configuration, close to the 
combustor entrance through four porthole injectors normal to the chamber walls. 
CFD Analysis of the HyShot II scramjet experiments in the HEG shock tunnel 
54 
 
Figure 4.5: Schematic of the HyShot II scramjet configuration. 
 
 
Figure 4.6: Photograph of the HyShot II test model installed in the HEG test section. 
 
Compared to the flight configuration and an earlier HyShot II wind tunnel model tested in HEG by 
Gardner [19], a wider inlet ramp (196 mm instead of 100 mm) was used on the present model. The 
reason for this was to avoid detrimental effects on the flow visualisation of the combustor flow due 
to the presence of external shocks close to the outer surface of the glass windows. Side walls (see 
Figure 4.6) were attached to the intake ramp to provide a two dimensional inflow into the 
combustor. The shape and height of the side walls were adapted to the oblique shock which 
develops on the intake ramp. The leading edge radius of the intake ramp was 1 mm. The radii of all 
remaining leading edges on the model were 0.2 mm. Numerical investigations of the three-
dimensional intake flow (see section 4.4) show that due to the intake side walls, the flow on the 
inlet ramp is highly two-dimensional. This behaviour is also expected to apply to the flight 
configuration and the wind tunnel model used in the previous HEG tests [19]. Therefore, and due 
to the fact that boundary layer bleed channels are used for the intake side-wall boundary layers, 
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the influence of the wider intake geometry on the flow which develops in the combustor is expected 
to be negligible. 
The model was equipped with 70 wall pressure and 30 heat transfer gauges. The location of these 
sensors is indicated in Figure 4.5. Surface pressure distributions in the combustor are measured 
by lines of sensors located at the plane of symmetry on both the body-side and cowl-side surfaces. 
This plane lies centrally between two hydrogen injectors. The heat flux distributions are measured 
by lines of thermocouples parallel to the pressure sensors with an offset of 9.375 mm, passing 
through the centreline of a hydrogen injector. Pressure and heat flux gauges were also placed on 
the centreline of the intake ramp. Surface pressures are measured using KULITE pressure 
transducers. Typically, KULITE XCS-093 transducers were used. The transducer sensitivity is 
sensor specific and the calibration factor of each sensor is determined, including the whole 
measurement chain, when installed in HEG. The response time of the transducers is about 7 μs. 
Due to the limited test time in HEG, the pressure transducers are placed close to the surface to 
minimize the additional response time caused by the cavity. The diameter of the pressure tabs was 
0.7 mm and the diameter and depth of the cavity were 3 mm and 2.5 mm, respectively. Heat 
transfer is measured using MedTherm sensors. These gauges are coaxial chromel / constantan 
thermocouples with a nominal response time of 1 μs. The thermocouples are NIST type E and 
have a diameter of 1.549 mm. To visualise the flow during the experiments in HEG, a high speed 
flow visualisation system was used, consisting of a Z-path layout for the object light path. A diode 
pulsed Nd:YAG laser from Lightwave Electronics (Model 612), which emits at 532 nm and has the 
capability to operate at pulse rates up to 50 kHz, was used as the light source. The images were 
recorded with a Cordin rotating drum camera (Model 318). The shutter of the drum camera 
remains open during the experiments. Therefore, the pulse rate of the laser defines the framing 
rate, and its narrow pulse width the exposure time. Laser pulse rates of 9 kHz, 10 kHz and 15 kHz 
were applied resulting in exposure times of approximately 45 ns, 48 ns and 56 ns, respectively. 
Further information regarding the high speed flow visualisation system in HEG is given by 
Hannemann et al. [31]. 
The hydrogen fuel system in HEG consists of a 12 mm diameter and 34 m long Ludwieg tube and 
a fast acting solenoid valve positioned below the model. A schematic of the set up is shown in 
Figure 4.7. The hydrogen supply can deliver a pulse of fuel with constant pressure for up to 50 ms. 
During the experiments, the hydrogen injection was initiated before the start of the wind tunnel 
operation. The required fuel mass flow was adjusted through the filling pressure of the Ludwieg 
tube. Details of the calibration of the mass flow rate are given by Gardner [19]. 
 
Figure 4.7: Schematic of the hydrogen supply system. 
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4.1.3 Overview of the experimental conditions 
The wind tunnel conditions of the experiments relevant to this thesis are given in Table 4.1. A total 
of 4 fuel-off and 9 fuel-on experiments was used. The column Shot refers to the HEG experiment 
number. The stagnation conditions of the test gas in the nozzle supply region are characterized by 
the stagnation pressure, P0, the stagnation temperature, T0, and the total enthalpy, H0. The plenum 
pressures of the hydrogen supply system and the resulting equivalence ratios are given in the 
columns PH2 and EQR, respectively. All experiments were performed with the test model installed 
at an angle of attack of 3.6 deg. The total temperature in the hydrogen plenum was 300 K. The 
equivalence ratio is defined as the ratio of the actual hydrogen mass flux to the theoretical value 
required for complete consumption of the oxygen contained in the flow through the combustion 















The hydrogen mass flux was estimated using the measured plenum pressure and the oxygen 
mass flux was derived from a CFD analysis using a correction procedure to account for the shot-to-
shot variations in free stream density. Details of this approach are provided in section 4.4.1. 
 
No. Shot P0 [bar] T0 [K] H0 [MJ/kg] PH2 [bar] EQR,  
1 805 178.05 2742 3.25 --- --- 
2 807 181.19 2777 3.30 --- ---- 
3 808 175.27 2716 3.21 --- ---- 
4 814 176.64 2735 3.24 --- ---- 
5 804 172.96 2652 3.22 5.41 0.341 
6 809 177.80 2753 3.27 5.27 0.329 
7 810 176.66 2705 3.20 5.73 0.351 
8 811 178.81 2726 3.23 4.68 0.286 
9 812 179.84 2729 3.23 5.32 0.325 
10 816 173.06 2769 3.39 3.71 0.266 
11 817 176.99 2796 3.13 5.28 0.315 
12 827 170.23 2701 3.19 5.09 0.324 
13 828 187.43 2796 3.28 4.84 0.288 
Table 4.1: Summary of the wind tunnel conditions of the rlelevant experiments. 
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4.2 Numerical parameters and computational domains 
In principle, an integrated computational approach to the entire flow field in the ground-test facility 
could be applied. The computational domain would comprise the wind tunnel nozzle and the test 
section with the complete test model. The required boundary conditions would then be the known 
stagnation properties of the test gas at the entrance to the wind tunnel nozzle. However, the 
appropriate spatial discretization of all relevant flow features would result in very large 
computational grids and a prohibitive computational cost. The performing of systematic parametric 
studies and numerical model variations to identify the most suitable modelling strategies for 
different parts of the flow field would thus be impossible with current computer performance. 
Therefore, the CFD analysis of the HyShot configuration in HEG was split into three different 
computational domains (see Figure 4.8): 
 The wind tunnel nozzle for the determination of the free stream conditions in the test 
section, 
 The intake ramp for the specification of the combustor inflow conditions, and, 
 The combustion chamber including the hydrogen injector and exhaust nozzle. 
The normal component of the flow through the domain boundaries is almost entirely supersonic. 
The only exceptions are the boundary layers, which are thin for the present flow conditions. Hence, 
no upstream coupling between the computational domains is expected, which greatly simplifies the 
numerical solution procedure. Further, this stepwise approach ensures that specific characteristics 
of the parts of the flow field considered, such as existing symmetries, can be used to decrease the 
computational cost and perform economical simulations. 
 
 
Figure 4.8: Schematic of the different applied computational domains. 
 
The CFD results for the wind tunnel nozzle flow were compared to calibration rake measurements 
of Pitot pressure, stagnation point heat flux and static pressure. The main challenges in such 
simulations are the correct computation of the turbulent nozzle boundary layers and the chemical 
and thermal relaxation phenomena. The flow past the intake ramp was computed using a simplified 
two dimensional domain as well as a full three dimensional setup. The 3D computation was 
performed to verify the assumption of constant combustor inflow conditions in the spanwise 
direction, which is necessary to reduce the computational domain of the combustor through the 
use of existing flow symmetries. The CFD results for the combustor flow are compared to detailed 
measurements of surface pressure and heat flux as well as shadowgraph images. 
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4.3 Wind tunnel nozzle flow and determination of the free stream 
conditions in the HEG test section 
The evaluation of the free stream conditions in the test section of the HEG shock tunnel was based 
on a numerical analysis using a suitable set of measured input parameters. First, the nozzle 
reservoir temperature was computed with a 1D simulation of the shock tube using ESTC [32], [46]. 
The relevant input parameters are the measured values of the initial shock tube filling pressure and 
temperature, the shock speed and the nozzle reservoir pressure. Based on these nozzle reservoir 
conditions, the free stream was subsequently determined by numerical simulation of the nozzle 
flow. The Spalart-Allmaras and Wilcox k- RANS turbulence models were applied and both 
thermal equilibrium and non-equilibrium were assumed to determine the influence of the different 
modelling assumptions on the obtained free stream conditions. The computational grid, consisting 
of about 20,000 grid points, and typical Mach number contours are shown in Figure 4.9. 
 
 
Figure 4.9: Simulation the HEG nozzle flow: applied CFD grid and resulting Mach number contours 
 
A reservoir-pressure inflow boundary condition was used as the subsonic inflow condition into the 
nozzle. The thermodynamic conditions at the inflow are computed using an isentropic expansion 
from the prescribed nozzle stagnation conditions using the inflow velocity vector which is part of 
the CFD solution. The nozzle supply conditions used for the simulations represent an average of 
the calibration experiments: 
 Stagnation pressure: P0 = 15.6 MPa 
 Stagnation temperature: T0 = 2510 K 
 Total enthalpy: H0 = 3.00 MJ/kg 
The walls were modelled using a no-slip condition. The temperature was fixed to 300K and the 
species concentrations at the wall were set to the local equilibrium values (i.e., a fully catalytic 
boundary condition). The boundary layers were assumed to be turbulent and the first wall spacing 
of the computational grid in non-dimensional coordinates was chosen to be y+1<1.5 to account for 
the applied low-Reynolds-number formulation of the turbulence models without wall functions. 
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The chemical non-equilibrium rate set for air proposed by Gupta [28], comprising 5 species and 17 
reactions, with all third body efficiencies set to unity was used for all computations. Previous 
studies have shown this model to perform well for chemical relaxation in high enthalpy wind tunnel 
nozzles [39]. The considered species are molecular and atomic nitrogen and oxygen (N2, O2, N, O) 
and nitric oxide (NO). 
The accuracy of this CFD based approach for the determination of the free stream conditions was 
assessed by comparison with available experimental calibration data at the nozzle exit plane. 
These data consist of Pitot pressure, pt2, and stagnation heat flux measurements, qt2, on spherical 
probes with diameters of 15 mm and 20 mm, respectively, and static pressure measurements 
using an elongated cylindrical probe. The numerical Pitot pressure was calculated from the CFD 
results using the Rayleigh-Pitot equation and the stagnation point heat flux was obtained by the 
correlation of Verant [68]. Both relations were calibrated through additional CFD analysis of the 
chemical non-equilibrium flow past the spherical probes as applied in the experiment. The 
computational grid, Mach number contours and the heat flux distribution are shown in Figure 4.10 
for typical CFD results for the flow past the spherical Pitot and heat flux probes used in HEG. The 
same aerothermochemistry modelling as for the nozzle flow was applied. 
 
 
Figure 4.10: Computational grid, mach number contours and surface heat flux distribution for a 
typical CFD simulation of the flow past the spherical HEG Pitot and heat flux calibration probes. 
 
The simplified relations for the computation of the Pitot pressure and stagnation-point heat flux 
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where M is the Mach number,  the density in kg/m3, RPROBE the probe radius in m, H the specific 
total enthalpy in J/kg, hw the specific wall enthalpy in J/kg, Rair the gas constant of Air in J/kg/K and 
TREF is 273K. The stagnation heat flux, qt2,is in W/m
2. The effective ratio of specific heats, eff, was 
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determined by CFD to a value of 1.34 and the Verant constant to KVerant = 23.19. The local specific 
total enthalpy was used for the heat flux estimates to account for the total enthalpy loss in the 
boundary layer. 
The set of equations (4.2) can now be used to easily compute the CFD Pitot pressures and 
stagnation point heat fluxes for comparison with the calibration measurements over the entire 
nozzle exit plane. A comparison of the values obtained using the set of equations (4.2) with the 
results from detailed CFD analysis of the flow past the spherical probes at different locations in the 
nozzle exit plane for representative nozzle flow conditions (thermal equilibrium, Wilcox k- 
turbulence model) is shown in Figure 4.11. Very good agreement of both the Pitot pressures and 
the stagnation point heat fluxes is observed in all flow regions. 
 
Figure 4.11: Comparison of CFD results of the flow past the spherical probe with the Pitot pressure 
and stagnation heat flux obtained using the calibrated Rayleigh-Pitot and Verant equations. 
 
The next preparatory step which was needed to compare the CFD results of the wind tunnel nozzle 
flow with the available calibration experiments was a numerical investigation of the characteristics 
of the applied static pressure probe. A cylindrical probe with a sharp conical tip (0.02 mm nose 
radius and 10 deg half angle) was used. The diameter, D, of the probe was 5 mm and the length of 
the tip and the cylindrical part was 200 mm. The pressure was measured in a plenum inside the 
probe which was fed by holes distributed in the circumferential direction at an axial location of 
x/D = 17.2 downstream of the nose tip. 
A two-dimensional axi-symmetric computational domain was used for the numerical investigation. 
The applied computational grids were adapted to the flow structure and consisted of about 200,000 
grid points (see Figure 4.12). The probe walls were modelled using a no-slip boundary condition at 
a constant wall temperature of 300 K. The flow field was assumed to be laminar. The gas 
properties were set to calorically perfect air, which represents a reasonable approximation because 
the maximum static temperature which is reached inside the boundary layers is approximately 
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900 K. Different free stream properties were used which were representative of the experimental 
flow. The free stream Mach number was 7.36, the static temperature 280 K and the free stream 
densities were modified within a range of 0.0025 kg/m3 to 0.04 kg/m3. This results in a range of unit 
Reynolds numbers between 0.35106 m-1 and 5.6106 m-1. 
 
 
Figure 4.12: Detail of a typical computational grid applied to the simulation of the flow past the static 
pressure probe (left); and (right) visualization of the density gradient (numerical Schlieren). 
 
 
Figure 4.13: True static pressure profiles on the cylindrical probe. The vertical red line indicates the 
axial position of the actual pressure measurement. 
 
The static pressure distributions on the surface of the probe are shown in Figure 4.13. The results 
in this figure show that for Reynolds numbers above 1.4x106 m-1, which are representative of the 
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present flow conditions, the measured static pressure is 5% less than the true static pressure in the 
flow field. Hence, all static pressure measurements were corrected using this factor. 
The reason for the undershoot of the static pressure at the surface is the expansion fan at the 
junction between the conical and the cylindrical part. The theoretical limit of this undershoot can be 
estimated using the Taylor-Maccoll equation for conical flows [2]. The numerical solution of this 
ordinary differential equation obtained using a computer program published by Lassaline [44], 
yields for the present flow conditions of M = 7.36 and  = 1.4 a ratio of surface to free stream 
pressure at the cone surface of pS1/p = 3.63. The Prandtl-Meyer expansion at the end of the cone 
for the upstream Mach number on the cone surface of 5.847 and a turning angle of 10 deg leads to 
a pressure ratio of pS2/pS1 = 0.193. Hence, the theoretical limit of the pressure undershoot for the 
present flow conditions is pS1/p  pS2/pS1 = 0.70. This limit also indicated in Figure 4.13. 
The experimental nozzle calibration results can now be used to assess the different CFD modelling 
strategies which were used to obtain estimates of the free stream in the HEG test section. 
Figure 4.14 shows a comparison of the Pitot pressure profiles at the nozzle exit. The results for all 
models lie within the experimental scatter bars, which indicate the standard deviation of the 
measured quantities during the test time. The differences caused by the application of different 
turbulence models is negligible. Excellent agreement of the Pitot pressure profiles in the core flow 
and boundary layer regions is obtained with the thermal equilibrium assumption and both the 
Wilcox k- and Spalart-Allmaras turbulence models. 
The comparison of the static pressure profiles for the same condition is shown in the left plot of 
Figure 4.15. The static pressure shows pronounced deviations resulting from the application of 
different thermal relaxation models. Based on the observation of the static pressure profiles it was 
concluded that the flow is in thermal equilibrium and that, therefore, thermal relaxation modelling is 
not an issue for the present conditions. Again, excellent agreement of the numerical and 
experimental results was achieved using both turbulence models and the thermal equilibrium 
assumption. The right plot of Figure 4.15 shows the comparison of the numerical and experimental 
stagnation heat flux profiles. The reference value, Qref, used for normalizing the results to 
compensate for the shot-to-shot variations in the test facility was computed from the nozzle 
reservoir conditions according the set of equations (4.2): 
  3/2 1/2 0 0m kg ,ref wQ P H h     (4.3) 
where P0 is the reservoir pressure and H0 is the specific total enthalpy in the nozzle reservoir. The 
specific enthalpy of the flow at the cold probe walls was assumed to be hw = 0.3 MJ/kg. The 
differences between the CFD models are negligible. 
In summary, excellent agreement between the CFD prediction of Pitot pressure, static pressure 
and stagnation point heat flux and the corresponding experimental values was able to be achieved. 
The nozzle flow is clearly in thermal equilibrium and deviations due to the application of different 
turbulence models are negligible. The Spalart-Allmaras turbulence model, assuming entirely 
turbulent wall boundary layers, and the assumption of thermal equilibrium flow was used for all 
further nozzle flow simulations. 
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Figure 4.14: Pitot pressure distribution at the nozzle exit plane and comparison with calibration 
experiments for different models to describe the turbulence and thermal relaxation in the nozzle flow. 




Figure 4.15: Static pressure (left) and stagnation heat flux (right) distributions at the nozzle exit plane 
for the different models to describe the turbulence and thermal relaxation in the nozzle flow. (NEQ: 
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4.4 Intake flow 
The CFD analysis of the HyShot scramjet configuration was split into a two-dimensional 
investigation of the intake flow and a three-dimensional analysis of the flow inside a slice covering 
one eighth of the combustor span width. The computation of the entire combustor domain including 
all four injectors would result in a prohibitive computational cost in the case of fuel injection and 
combustion. Because of this simplifying assumption concerning the combustor flow, the generation 
of representative two-dimensional inflow conditions at the combustor entrance was necessary. A 
schematic overview of the overlapping computational domains and applied boundary conditions of 
both the 2D intake and the 3D combustion chamber parts is given in Figure 4.16. The origin of the 
coordinate system used for the representation of the numerical and experimental results is set to 
the leading edge of the body-side combustor surface and indicated in this figure. The inflow 
conditions which were applied to the numerical analysis of the intake flow were derived from the 
numerical solution of the flow field in the HEG nozzle using the Spalart-Allmaras turbulence model 
with the assumption of thermal equilibrium. The applied nozzle stagnation conditions represent an 
average of the considered experiments in Table 4.1: 
 Stagnation pressure: P0 = 17.73 MPa 
 Stagnation temperature: T0 = 2695 K 
 Total enthalpy: H0 = 3.24 MJ/kg 
 
Figure 4.16: Applied computational domains and boundary conditions. The three-dimensional 
domain of the combustion chamber is marked in grey. The locations of transition from laminar to 
turbulent boundary layers are indicated by the arrows. 
 
In a complementary study, a CFD analysis of the complete three dimensional intake and 
combustor flow field for fuel-off conditions was carried out to verify the assumption of two 
dimensional inflow conditions at the combustor entrance (i.e., negligible variation of the combustor 
inflow in spanwise direction). The results from the computation of the flow field in the nozzle were 
interpolated to the outer boundaries of the computational domain of the 3D intake. A schematic of 
the geometry and the computational setup is given in the Figure 4.17. This approach also allowed 
the influence of the non-uniform free stream distribution to be included in the analysis. 
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The computational grid for the 3D analysis consisted of about 4.5 million grid points for the intake 
and about 2.6 million points for the combustor. The flow symmetry with respect to the central plane 
in the spanwise direction was taken advantage of and only half of the configuration shown in 
Figure 4.17 was meshed. To reduce the computational cost, the flow was assumed to be in 
chemical equilibrium and lookup tables for equilibrium air were used to calculate the 
thermodynamic gas properties [57]. The Spalart-Allmaras turbulence model was used for the 3D 
investigation. 
 
Figure 4.17: Schematic of the computational setup used for the 3D intake investigation. 
 
The transition location from laminar to turbulent boundary layers was set to be ltrans = 0.145 m 
(x = -205 mm) downstream of the leading edge of the intake. This value was taken from 
experimental heat flux measurements on the intake ramp. The boundary layer transition location 
which was observed in the HEG experiments correlates well with the  / 200e critRe M   criterion 
which was introduced by Bertin et al. [5]. The Reynolds number based on the momentum 
thickness, Re, can be estimated using [13]:  
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 (4.4) 
The subscript e refers to flow quantities at the boundary layer edge and w to the wall. Inserting the 
present flow quantities downstream of the intake ramp shock (e = 3.7510-5 Ns/m2, 
w = 1.8510-5 Ns/m2, Te = 860 K, Tw = 300 K, e = 0.121 kg/m3, ue = 2120 m/s and Me = 3.67) 
results in  / 214e critRe M  . 
Computed skin friction lines and the skin friction coefficient in the streamwise (x-) direction on the 
3D intake are shown in the left part of Figure 4.18. A comparison of the resulting pressure 
distributions on the symmetry line of the intake ramp resulting from the 3D and 2D analyses is also 
given in this figure. The results show that the flow on the intake is highly two-dimensional and that 
disturbances from the corner flow are limited to the vicinity of the side walls and do not interfere 
with the combustor inflow region. The surface pressure on the 3D intake ramp is slightly 
decreasing, which is a result from the non-uniform flow profile at the nozzle exit (see Figure 4.14). 
Figure 4.19 shows a visualization of the density gradient for the full three-dimensional solution of 
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the combustor flow field. The main flow features are the multiple reflected shocks caused by the 
blunt leading edges of the body-side combustor wall (lip) and the side walls and the strong 
expansion at the downstream end of the constant area part of the combustor. 
 
Figure 4.18: (left) skin friction lines, streamwise skin friction coefficient (x-direction); and (right) 
surface pressure distribution on the symmetry plane of the intake ramp. 
 
 
Figure 4.19: Visualization of the density gradient (numerical Schlieren) in the vertical plane of 
symmetry and the center-plane of the combustor. 
 
Figure 4.20 shows pressure distributions over the combustor height, y, on the inflow plane of the 
combustor for different spanwise locations (0%: symmetry plane, 100%: combustor side wall). The 
inflow plane is located 5 mm downstream of the leading edge of the body-side combustor wall 
(injector side). The peak in the pressure distribution at y = 3.8 mm is due to this leading edge. This 
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peak is more pronounced in the 2D result because of the enhanced grid resolution in the two 
dimensional computational domain. The pressure distribution starts to deviate from the mean 2D 
flow profile at a spanwise distance from the symmetry plane of 75% of the half span width. This is 
due to the three-dimensional structure of the cowl shock (see Figure 4.19). The right part of Figure 
4.20 shows the surface pressure distributions on the body-side combustor wall at the same 
spanwise locations as used in the left plot of this figure. The pressure traces for the 2D and 3D 
inflows are almost identical. Here, the influence of the weak shocks caused by the blunt leading 
edges of the combustor side walls and the downstream influence of the three-dimensional cowl-
shock structure are negligible. 
The results in Figure 4.18 and Figure 4.20 show that the flow on the intake and inside the 
combustor is highly two-dimensional. The assumption of constant flow properties in the spanwise 
direction at the combustor inflow plane is thus justified. Further, the effect of the non-perfect spatial 
distribution of the free stream properties is negligible for the flow properties in the combustor. This 
justifies the assumption of two-dimensional flow on the intake, which allows the use of existing flow 
symmetries to reduce the computational domain of the combustor to a slice of one-eighth of the 
total spanwidth, resulting in a significant reduction of the required CPU time. 
  
Figure 4.20: Results of the CFD analysis of the complete three dimensional HyShot II flow field and 
comparison with the assumption of a two-dimensional intake flow. Left: Pressure on the combustor 
inflow plane for different spanwise locations and comparison to the high-resolution 2D solution. 
Right: Pressure distributions along the symmetry plane on the body-side of the combustor. 
 
Contrary to the full 3D investigation, the free stream conditions used for the 2D intake 
computations were assumed to be constant in space. These conditions were obtained by a spatial 
average of the flow field results obtained for the wind tunnel nozzle. The averaging domain was a 
plane located on the shock generated by the intake ramp and bounded by the intake tip and the 
characteristic lines which define the hyperbolic domain of influence for the combustor entrance 
plane. The spanwise extend of the averaging domain was z = +/- 50 mm measured from the 
central symmetry plane. A sketch of this averaging domain is given in Figure 4.21, and the 
resulting averaged free stream conditions are given in Table 4.2. 
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Figure 4.21: Sketch of the averaging domain used to obtain the free stream conditions for the two 
dimensional intake flow field analysis.  
 
Mach number: 7.355 N2 mass fraction: 0.752 
Static pressure: 2024 Pa O2 mass fraction: 0.216 
Temperature: 263.6 K NO mass fraction: 0.032 
Density: 0.02717 kg/m3 N mass fraction: 0.0 
Flow velocity: 2398 m/s O mass fraction: 0.0 
Angle of attack: 3.6 deg   
Reynolds number: 3.6E6 m-1   
Table 4.2: Averaged free stream conditions for the two-dimensional intake flow field analysis. 
 
A detail of the 2D computational intake grid, consisting of about 115,000 grid points in the vicinity 
of the combustion chamber entrance, is shown in the left part of Figure 4.22. The unstructured grid 
was adapted to the resulting shock system. Structured sublayers were used for the resolution of 
the boundary layers. The first wall spacing of the computational grid in non-dimensional 
coordinates was chosen to be y+1<1.0. The flow profile along the cut plane indicated in Figure 
4.16 and Figure 4.21 at x = 5 mm downstream of the leading edge of the body-side combustor wall 
was extracted from the 2D intake solution and then interpolated as a Dirichlet inflow condition to 
the three dimensional computational grid of the combustion chamber. The averaged inflow 
conditions from Table 4.2 were imposed at the farfield boundary. The viscous walls were assumed 
to be isothermal at a temperature of 300 K and fully catalytic. During the short test time in HEG no 
significant heating of the walls occurs. The transition location from laminar to turbulent flow on the 
compression ramp was set to ltrans = 0.145 m downstream of the leading edge of the intake. This 
location was determined as described above for the three-dimensional investigations. The flow was 
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assumed to be in chemical non-equilibrium and the same thermo-chemistry modelling strategy as 
for the wind tunnel nozzle flow was applied. The Spalart-Allmaras, Wilcox k- and Menter-SST 
turbulence models were applied. 
A detail of the flow field solution is shown in the right part of Figure 4.22. The Mach number at the 
entrance to the rectangular combustion chamber duct is about 2.5. A significant part of the 
compressed flow is spilled outside the cowl. The entire boundary layer and the cowl shock are 
swallowed by the bleed channel, as indicated by the streamlines and the blue eddy viscosity 
contours in Figure 4.22. No eddy viscosity which is generated inside the transitional boundary layer 
on the compression ramp enters the combustion chamber.  
 
 
Figure 4.22: Detail of the CFD grid (left) and detail of the 2D intake flow field (right). Black: Mach 
number isolines, red: streamlines and blue: eddy viscosity contours. 
 
A comparison of computed and measured surface pressures and surface heat-flux distributions on 
the symmetry plane of the intake ramp is shown in Figure 4.23. The error bars represent the range 
of experimental data obtained in the experiments, as summarized in Table 4.1. To account for shot 
to shot variations in HEG, all pressures and heat fluxes were normalized with the total pressure 
(=nozzle stagnation pressure), P0, and the reference heat flux, Qref (see equation (4.3)). The 
increase in surface heat flux at a location of x = -205mm (ltrans = 145 mm downstream of the intake 
tip) is due to the boundary layer transition at this flow condition. Good agreement between 
numerical and experimental results was achieved. The difference in the surface pressure 
distributions between the numerical solution resulting from the application of the different 
turbulence models is negligible. The surface pressure is slightly overestimated, but the reason for 
this could not be clarified. The surface heat flux, predicted by the Spalart-Allmaras model was 
closer to the experiment than those for the two-equation Wilcox k- and Menter-SST turbulence 
models. 
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Figure 4.23: Surface pressure and heat flux distributions on the intake ramp.  
 
 
Figure 4.24: Inflow profiles of static pressure, temperature and flow velocity at the combustor 
entrance plane for different turbulence models (SA: Spalart-Allmaras, kw: Wilcox k-, SST: Menter-
SST).  
 
Inflow profiles obtained at the cut plane at x = 5 mm are shown in Figure 4.24. The application of 
different turbulence models has negligible effect on the inflow profiles because the entire boundary 
layer is swallowed by the bleed channel. The influence of the leading-edge shock generated by the 
lip of the body-side combustor wall is clearly visible in the flow profiles. Stream-thrust averaged 
values, which characterize the inflow conditions of the combustor, are given in Table 4.3. These 
averages are computed using an iterative solution to the set of equations (4.5). The integrals on 
the left side of this equations represent the mass, momentum and total energy fluxes into the 
combustor. They are evaluated using the numerical solution. The stream-thrust averaged 
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quantities (subscript St) on the right side of this set of equations then characterize a one 
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 Spalart-Allmaras Wilcox k- Menter SST 
Static pressure [kPa] 130.2 130.7 130.9 
Density [kg/m3] 0.3280 0.3292 0.3294 
Flow velocity [m/s] 1801 1799 1798 
Temperature [K] 1377 1378 1378 
Mach number 2.49 2.49 2.49 
Table 4.3: Stream-thrust averaged flow conditions at the combustor inflow plane. 
 
 
4.4.1 Determination of the experimental equivalence ratios 
The results from the 3D CFD investigation of the intake flow field were also used to determine the 
equivalence ratios of the HEG experiments. The equivalence ratio, , (see equation (4.1)) is the 
scaled ratio of the hydrogen to oxygen mass fluxes in the combustor, such that stoichiometric 
combustion occurs at  = 1. The hydrogen mass flux can be estimated with high accuracy from the 
measured injector plenum pressure using a preceding calibration procedure [19] (see also 
Appendix A). 
The oxygen mass flux into the combustor, 2Om , was estimated using the CFD result of the 3D 
intake flow, which relates 2Om  to the free stream density and velocity,  and u : 
 2 .
CFD
Om K u   (4.6) 
It is assumed that K
CFD remains constant for small variations of the free stream properties and, 
hence, the experiment to experiment variation of the oxygen mass flux scales with the variation of 
the mass flux density in the free stream: 
 2 .Om u    (4.7) 
The experimental variation of   and u can be determined using the Pitot-pressure, pt2 and 
stagnation heat flux qt2, which are related to the measured nozzle stagnation pressure, P0, and 
total enthalpy, H0, as described in section 4.3: 








































    (4.9) 
Hence, the oxygen mass flux which enters the combustor during a HEG experiment ( 2
EXP
Om ) with 
varying wind tunnel conditions ( 0
EXPP  and 0
EXPH ) can be estimated using a CFD reference solution 
which relates the numerical oxygen mass flux into the combustor, 2
CFD
Om  to the respective supply 
conditions of the wind tunnel nozzle ( 0
CFDP  and 0
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The resulting experimental equivalence ratio is then 
 2 28 .
EXP EXP EXP
H Om m     (4.11) 
 
4.5 Flow in the combustion chamber 
4.5.1 Boundary conditions and numerical parameters 
The flow field inside the HyShot combustion chamber was simulated using a three-dimensional 
computational domain. The exhaust nozzle was only partially included, up to a plane located 
110 mm downstream of the end of the constant rectangular cross section of the combustor. In 
order to minimize the computational cost, all existing flow symmetries were used to reduce the 
computational domain. The effect of the combustor side walls was neglected except for the three-
dimensional cross-check computation for fuel-off conditions presented in the previous section. 
Appropriate 2D combustor inflow conditions were generated by a separate two-dimensional CFD 
analysis of the intake, as described in the previous section. An overview of the computational 
domain and the applied boundary conditions is given in Figure 4.16 and Figure 4.25. For better 
visibility, all following three-dimensional field plots are shown with a scale in x:y:z of 1:2:2. 
At the inflow plane at an axial location of x = 5 mm downstream of the leading edge of the body-
side combustor wall, the flow profiles obtained from the two dimensional intake analysis are 
prescribed (see Figure 4.24). The supersonic outflow plane is located at x = 410 mm. The 
boundary condition applied at this plane is a simple extrapolation of the primitive variables, which is 
valid for supersonic flows. The length of the constant-cross-section part of the combustor ends at 
x = 300 mm. The height of the combustion chamber in the y-direction is 9.8 mm, and the width is 
75 mm (z-direction). Symmetry boundary conditions are used at both spanwise boundary planes. 
One is located at z = 0 mm in the centre of a porthole injector. The second symmetry plane is 
located at z = 9.375 mm, between two porthole injectors. Therefore, only one-eighth of the original 
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spanwise extension of the HyShot configuration is modelled. The body-side wall at y = 0 and the 
cowl-side wall at y = 9.8 mm are modelled using a viscous no-slip boundary condition. Transition 
from laminar to turbulent flow inside the boundary layers was set according to experimental 
experience (surface heat transfer measurements) at ltrans = 50 mm downstream of the leading 
edges of the respective combustor walls. According to equation (4.4), this corresponds to a 
 / eRe Ma  criterion of 265 for the averaged combustor flow conditions given in Table 4.3. The wall 
temperature is fixed to 300 K accounting for the short test times in the HEG facility. The hydrogen 
injection was modelled by partially including the injector in the computational domain. 
 
Figure 4.25: Computational domain and boundary conditions for the combustor. 
 
A reservoir inflow condition, as described for the nozzle flow in section 4.3, was applied at the 
hydrogen inflow boundary. The prescribed reservoir stagnation conditions for the hydrogen 
injection and the resulting equivalence ratio, , are summarized in Table 4.4. The applied 
stagnation pressure at the hydrogen inflow corresponds to the average value of the corresponding 
experiments listed in Table 4.1 of 5.04 bar. The different resulting values for the hydrogen and 
oxygen mass fluxes in this Table 4.4 correspond to the numerical results obtained from the 












5.00 bar 300 K 3.732 g/s (SA) 
3.734 g/s (KW) 
3.734 g/s (SST)
101.2 g/s (SA) 
101.4 g/s (KW) 
101.4 g/s (SST) 
0.295 
Table 4.4: Boundary conditions for the hydrogen injection at the different flow conditions (Applied 
turbulence models: SA – Spalart-Allmaras, KW- Wilcox k-, SST – Menter-SST). 
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The computational grids covering the domain shown in Figure 4.25 consist of about 0.45 M (coarse 
grid), 0.85 M (medium grid) and 1.4 M (fine grid) points. Structured prismatic sublayers were used 
at the viscous walls. A dimensionless wall spacing of y+ = O(0.1..1) was used to ensure sufficient 
resolution for the low-Reynolds-number turbulence models and for the computation of the wall heat 
flux. A detail of a typical computational grid (medium resolution) showing the body-side wall and 
one symmetry plane in the vicinity of the porthole injector is presented in Figure 4.26. The corner 
radius of the injector was 0.06 mm. 
The modified Jachimowski hydrogen combustion mechanism (Appendix B.1, [24]) was applied to 
the combustor flow. The nine species that were considered are nitrogen (N2), molecular and atomic 
oxygen and hydrogen (O2, O, H2, H), water (H20), hydrogen peroxide (H2O2) and the hydroxyl and 
hydroperoxyl radicals (OH, HO2). This reaction-rate set consists of 19 reactions and is given in 
Appendix B.1. The nitrogen chemistry is not considered in this model and N2 acts only as a passive 
collision partner. This modelling strategy was validated using the Cheng co-axial burner 
experiment described in chapter 3. Because the nitrogen chemistry was neglected, the combustor 
inflow boundary condition was modified, with the nitric oxide entering the combustor split into 
additional nitrogen and oxygen molecules. The impact of this approximation on the combustion 
chemistry was not quantified in this study. Nevertheless, the amount of NO entering the combustor 
is relatively low (the NO mass fraction at the combustor inlet is about 0.03). 
Again, the Spalart-Allmaras, Wilcox k- and Menter-SST turbulence models were applied to the 
combustor flow simulations. For each turbulence model the corresponding combustor inflow 
conditions resulting from the application of the same model to the intake flow simulation were 
prescribed. A ratio of laminar to turbulent Prandtl numbers of Pr/PrT = 0.8 was assumed for all 
computations. 
 
Figure 4.26: Detail of a typical computational grid (medium resolution) in the vicinity of the hydrogen 
injector. 
 
4.5.2 General flow features 
The general flow features discussed in this sub-section are based on the results of the numerical 
simulation of the fuel-on combustor flow on the finest grid level using the Spalart-Allmaras 
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turbulence model. No qualitative differences concerning the flow field structure were observed on 
coarser grid levels or for the application of other turbulence models. 
Contours of hydrogen mass fraction and streamlines on the z = 0 symmetry plane in the vicinity of 
the porthole injector are shown in Figure 4.27. The penetration of the hydrogen jet is about 25% of 
the total combustor height of 9.8 mm. This is in good agreement with the entrainment correlation 
proposed by Billig et al. [6], which gives an entrainment of the centre of the hydrogen jet of 15% of 
the combustor height when the values in Table 4.3 and Table 4.4 are used for the hydrogen jet and 
air flow properties, respectively. 
The vortex system which develops upstream of the injector enhances the distribution of hydrogen 
in the boundary layer of the lower combustor wall. The upstream extent of this recirculation region 
is of the order of one injector diameter. The pressure peak which is generated by the injection 
shock system is close to the injector which results in a decrease in the effective pressure ratio 
across the injector. For this reason, there exists a small region in the injector cross section where 
the hydrogen flow does not reach sonic conditions (the sonic line indicated in the left part of Figure 
4.27). However, the Mach number in this region does not drop below 0.97 and the influence of this 
effect on the achieved hydrogen mass flow is negligible (for an undisturbed flow, the hydrogen 
mass flux would increase by about 0.6%; for a detailed analysis see Appendix A.1). 
A comparison of CFD density gradient contours with an experimental shadowgraph picture is 
shown in Figure 4.28. Because the shadowgraph image represents a line-of-sight measurement 
through a highly three-dimensional flow field and the CFD result is taken only at the injector 
symmetry plane, this comparison is of a highly qualitative nature. Nevertheless this figure shows 
good agreement in the flow field structures. The thickness of the mixing layer (marked by the red 
arrows) obtained by CFD agrees well with the experiment. Similarly good agreement is observed 
for the structure of the shocks resulting from the porthole injection and the size of the recirculation 
region upstream of the injector. 
  
Figure 4.27: (left) hydrogen mass fraction contours, sonic line (white) and streamlines (black) in the 
x-y plane of symmetry through the injector; (right) visualization of a surface of constant hydrogen 
mass fraction (5%) in the vicinity of the injector. 
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Figure 4.28: Comparison of CFD density gradient contours in the injector symmetry plane (top) with a 
shadowgraph image in the vicinity of the hydrogen injector (bottom). 
 
Representative results for the three-dimensional flow field in the combustor are given in Figure 
4.29 to Figure 4.31. The cut planes shown in these figures are located at axial coordinates of 
x = 100, 150, 200, 250 and 300 mm downstream of the leading edge of the intake.  
Contours of hydroxyl mass fraction are shown in Figure 4.29 together with streamlines emanating 
from the hydrogen porthole injector. The combustion process starts at the bow shock generated by 
the injected hydrogen jet. A stabilized supersonic flame develops around the hydrogen flow. The 
hydrogen trapped in the boundary layer begins to react close to the injection location. Depending 
on the applied turbulence model and Schmidt number assumption, a quantity of the injected 
hydrogen between 6% and 27% does not react inside the constant cross-section part of the 
combustor. Significant post-combustion is observed to occur in the exhaust nozzle, with the 
amount of unburnt hydrogen at the downstream end of the computational domain decreasing to a 
range of between 3% and 16%, depending on the applied modelling strategy. 
Figure 4.30 shows the contours of static flow temperature. Maximum temperatures of 2900 K are 
reached upstream of the exhaust nozzle. The temperature rise in the upstream region close to the 
lower combustor wall is caused by the combustion of the hydrogen in the boundary layer and is 
clearly visible in the first and the second cut planes. 
Mach number contours are plotted in Figure 4.31, together with the location of the sonic line. A 
small subsonic region develops immediately downstream of the injector and then, a larger 
subsonic zone develops further downstream of the combustor. The flow is subsonic over about 
10% of the combustor cross sectional area upstream of the exhaust nozzle. 
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Figure 4.29: OH mass fraction and streamlines emanating from the hydrogen injector. 
 
 
Figure 4.30: Contours of temperature and streamlines emanating from the hydrogen injector. 
 
 
Figure 4.31: Contours of Mach number. The blue contour line represents the sonic line. 
 
4.5.3 Comparison with experimental results for fuel-off conditions 
Without hydrogen injection (fuel-off conditions), the flow field inside the combustor becomes fully 
two-dimensional. Hence, a two dimensional computational domain was chosen for the fuel-off 
simulations. The applied grid, consisting of 220,000 points, was adapted to the shock structure in 
the flow (i.e., the reflected lip shock of the body-side combustor wall; see top part of Figure 4.19). 
This approach allows for a significantly higher spatial resolution of the (two dimensional) flow 
features while significantly reducing the computational cost. At the combustor inflow, a Dirichlet 
boundary with the inflow conditions according to Figure 4.24 was used. A comparison of the 
surface pressure distributions along the lines of flow symmetry between two injectors on the body- 
and cowl-sides of the combustor with the respective experimental results is shown in Figure 4.32 
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and Figure 4.33. The symbols and error bars correspond to the average and the maximum scatter 
of the four fuel-off experiments from Table 4.1. 
 
Figure 4.32: Fuel-off surface pressure distributions on the body-side of the combustor, z = 9.375 mm. 
 
 
Figure 4.33: Fuel-off surface pressure distributions on the cowl-side of the combustor, z = 9.375. 
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Figure 4.34: Fuel-off surface heat flux distributions on the body (left) and cowl (right) sides of the 
combustor, z = 0 mm. 
 
Excellent agreement between the numerical and experimental surface pressure distributions was 
achieved on both the body- and cowl-side walls. The observed pressure oscillations are caused by 
the reflecting lip shock which emanates from the blunt leading edge of the body-side combustor 
wall. The average static pressure increases slightly in the downstream direction. This is due to the 
presence of the growing boundary layers, which reduce the effective combustor cross-section. The 
larger boundary layer displacement thickness predicted by the Wilcox k- and Menter-SST models 
compared to the Spalart Allmaras model causes higher static pressure levels for these two models 
towards the downstream end of the combustor.  
The surface heat flux distributions along the line of symmetry passing through the centre of an 
injector on each of the body- and cowl-sides of the combustor are shown in Figure 4.34. The 
influence of the applied turbulence models on the surface heat flux predictions is more pronounced 
than for the static pressure. In general, the Wilcox k- model predicts the largest heat flux, 
followed by the Menter-SST and Spalart-Allmaras models. The sharp heat flux increase resulting 
from the boundary layer transition at x = 50 mm on the body-side wall is clearly visible in the left 
plot of Figure 4.34. The dip of the surface heat flux at x = 35 mm in this figure is due to the 
impingement of the first reflection of the lip shock on the laminar boundary layer, which gives rise 
to a small separation bubble. The heat flux distribution on the cowl-side of the combustor (right plot 
of Figure 4.34) is qualitatively similar. The boundary layer transition location was set to x = -10 mm 
which is 50 mm downstream of the cowl leading edge and not visible in this figure. The different 
laminar-to-turbulent transition behaviour of the applied turbulence models is the reason for the 
differences in the surface heat flux at the combustor inflow plane at x = 0 mm. 
The general trends in the prediction of surface heat fluxes are consistent with the observations 
made regarding the HyShot intake (Figure 4.23). The best overall agreement to the available 
experimental data was achieved by the Menter-SST and Spalart-Allmaras models. The application 
of the Wilcox k- model resulted in an over-prediction of the calculated surface heat flux levels. 
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4.5.4 Comparison with experimental results for fuel-on conditions  
The fuel-on simulations were performed using a computational domain which took advantage of all 
existing flow symmetries and covers one eighth of the total combustor spanwidth. The general 
boundary conditions and applied computational grids are described in section 4.5.1. Again, the 
Spalart-Allmaras, Menter-SST and Wilcox k- turbulence models were applied. The walls are 
modelled using a non-catalytic, isothermal (Tw = 300 K) no-slip condition. A Schmidt number of 
Sc = ScT = 0.35 was assumed for modelling the turbulent species diffusion fluxes. 
The numerical pressure distributions along the lines of symmetry between two injectors on the 
body-side and the cowl-side walls of the combustor are compared to the respective experimental 
results in Figure 4.35 and Figure 4.36. The symbols and error bars correspond to the average and 
maximum scatter of the nine fuel-on experiments from Table 4.1. The equivalence ratios of the 
associated HEG measurements are between φ = 0.266 and 0.351. The total pressure, P0, in the 
experiments ranges from 17.3 to 18.7 MPa and the total enthalpy from 3.13 to 3.39 MJ/kg. The 
applied CFD boundary conditions correspond to a total pressure of 17.7 MPa, a total enthalpy of 
3.24 MJ/kg and an equivalence ration of 0.295 (see section 4.4) The position of the centreline of 
the hydrogen injector is x = 58 mm downstream from the leading edge of the body-side wall. 
In the upstream region of the combustor, up to x = 100 mm, the obtained results for the surface 
pressure are independent of the applied turbulence model. The different turbulence models predict 
different eddy viscosity levels in the flow field, particularly in the boundary layers and the shear 
layer between the injected hydrogen and the main flow. This influences the shear layer spreading 
rate, the growth rate of the boundary layers (the same trend as for the fuel-off case) and the 
turbulent diffusive mass transport and, hence, the mixing of fuel and oxidizer in the combustor. The 
general trend is that the Wilcox k- model yields the largest predicted eddy viscosities, followed by 
the Menter-SST and the Spalart-Allmaras models. Large eddy viscosities promote turbulent mixing 
of the injected hydrogen with the main flow and increase the amount of hydrogen which is 
consumed inside the combustor. This results in a larger static pressure rise due to enhanced 
combustion. The difference in the peak pressure levels at the end of the combustor due to different 
turbulence modelling assumptions is about 10% 
Surface heat flux distributions on both combustor walls along the symmetry plane passing through 
the centre of a hydrogen injector are shown in Figure 4.37 and Figure 4.38. The predicted heat flux 
distribution on the body-side wall of the combustor is strongly influenced by the cooling effect of the 
injected hydrogen. Depending on the applied turbulence model, the fuel-on heat fluxes are less 
than their fuel-off counterparts up to approximately x = 150 mm. This behaviour is not confirmed by 
the corresponding experimental data. A possible reason for this discrepancy is the strong spanwise 
gradients in the surface heat flux on the body-side combustor wall in the region downstream of the 
hydrogen injector as shown in Figure 4.39. The slight flow asymmetries which can occur in the 
experiments can have a strong impact on the obtained heat flux level. In general, the dependence 
of the surface heat flux on the applied turbulence model is much more significant than the 
dependence of the surface pressure. The difference in maximum heat flux level is about 60% on 
the body-side and about 35% on the cowl-side. The Spalart-Allmaras model significantly under-
predicts the surface heat flux on the body-side while achieving a good agreement on the cowl-side. 
The Wilcox k- model overestimates the heat flux on the cowl-side of the combustor.  
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Figure 4.35: Fuel-on surface pressure distributions on the body-side of the combustor, z = 9.375 mm. 
 
Figure 4.36: Fuel-on surface pressure distributions on the cowl-side of the combustor, z= 9.375 mm. 
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Figure 4.37: Fuel-on surface heat flux distribution on the body-side of the combustor, z= 0 mm. 
 
Figure 4.38: Fuel-on surface heat flux distribution cowl-side of the combustor, z = 0 mm. 
 
 




Figure 4.39: Surface heat flux on the body-side wall; (left) heat flux contours and skin friction lines in 
the vicinity of the injector; (right) surface heat flux distributions at different spanwise locations 
 
Both the pressure and heat flux distributions are strongly influenced by the complex shock system 
resulting from the combustor leading edges and, more importantly, from the porthole injector. This 
complicates an exact comparison between CFD and experiment. Nevertheless, the general trends 
are well reproduced by the numerical analysis and the typical monotonically increasing pressure 
distribution which is typical for supersonic combustion was confirmed. 
Predictions of the overall performance measures resulting from the application of the different 
turbulence models are summarized in Table 4.5. The figures in this table are representative of the 
constant cross-section part of the combustor from x = 0 mm to x = 300 mm. The stream-thrust 
averaged inflow data from Table 4.3 and the hydrogen mass fluxes and resulting equivalence 
ratios from Table 4.4 were used for this analysis. Stream-thrust averaging according to the set of 
equations (4.5) was applied to the combustor exit plane at x = 300 mm for the computation of the 
exit-to-inflow ratios of pressure and temperature. The total surface heat loss and the total axial skin 
friction force were computed by integrating the surface heat flux and axial wall shear stress 
distributions over the body and cowl-side walls in the considered computational domain. The ideal 
maximum exit to inflow pressure and temperature ratios for the case of complete combustion are 
given in Table 4.5 for the purpose of comparison. These were evaluated using a 0D-analyis of 
equilibrium combustion in the considered control volume consisting of the constant cross section 
part of the combustor, using an iterative solution to the set of mass, momentum and energy 
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The CFD results for the surface heat loss und skin friction force from Table 4.5 were used as an 
estimate of the friction and heat loss terms, FW and Q. The equilibrium function, F
eq, is used to 
compute the static enthalpy, h, from the density, pressure and equivalence ratio (mixture 
composition), assuming chemical equilibrium. It is computed using the CEA database [26]. The set 
of equations (4.12) has two solutions (supersonic and subsonic) for the flow properties at the exit 
plane of the control volume (2, p2, u2, h2) depending on the inflow conditions (1, p1, u1, h1, mH2), of 
which only the supersonic one was used in this analysis. In the case of thermal choking, only the 
subsonic solution exists. 
The fuel burning rate is strongly influenced by the mixing process which means the different 
turbulence models result in substantial differences in the predicted mixing efficiencies, hydrogen 
consumption rates and the resulting pressure and temperature ratios. Further, the large ratio of 
surface area to volume of the HyShot combustor causes a strong influence of the surface heat 
loss, which is one order of magnitude less then the total energy flux at the inflow plane and of the 
same order of magnitude than the available chemical power. The net chemical power of the 
injected hydrogen can be estimated using the hydrogen mass flow rate (Table 4.4) and the lower 
calorific value of hydrogen of HLH2 = 120 MJ/kg [35]: 
 2 2 450 kW.
L
fuel H HP H m   
The friction loss term, FW, is about one order of magnitude less than the total momentum at the 
inflow plane, 1 1 1m u Ap . 
Because the intake and nozzle are not included in this analysis, the obtained figures are not 
representative of the overall performance of the scramjet engine. Further, it must be noted that the 
generic HyShot II scramjet configuration is not designed for net thrust generation. Nevertheless, 
the values in Table 4.5 indicate that the application of different turbulence models results in 
significant differences in the calculated performance parameters.  
 
Turbulence model SA SST KW 
Exit-to-inflow ratio of averaged static pressures  1.92 1.95 2.11 
Exit-to-inflow pressure ratio for complete combustion 2.24 2.27 2.31 
Exit-to-inflow ratio of averaged static temperatures 1.43 1.44 1.51 
Exit-to-inflow temperature ratio for complete combustion 1.61 1.59 1.57 
Average Mach number at combustor exit 1.63 1.61 1.52 
Unburned hydrogen at combustor exit 18 % 16 % 6.4 % 
Total surface heat loss  171 kW 210 kW 255 kW 
Total axial skin friction force 59.2 N 71.4 N 86.4 N 
Table 4.5: Performance predictions for the HySHot II combustor, showing the influence of different 
turbulence models. 
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4.5.5 Influence of different Schmidt number assumptions 
Besides the selection of the turbulence model, another important source of uncertainty in numerical 
simulations is the choice of the Schmidt numbers used for modelling the mass transport by laminar 
and turbulent species diffusion. Previous parametric studies involving basic shear layer 
experiments [12] and results of mathematical modelling of variable Schmidt numbers depending on 
the local flow properties [40], [74] indicate that there exists a wide range of valid turbulent Schmidt 
numbers of ScT = 0.2 to 1.0 for the mixing of hydrogen in air. A parametric study on the basis of the 
Spalart-Allmaras results presented in the previous section was carried out to clarify the influence of 
different Schmidt number assumptions on the numerical results for the combustor flow field. The 
laminar Schmidt number, Sc, was assumed to be equal its turbulent equivalent, ScT. 
Complementary to the results discussed already for Sc = ScT = 0.35, additional simulations using 
Schmidt numbers of Sc = ScT = 0.7 and 1.4 were performed. The resulting surface pressure and 
heat flux distributions are shown in Figure 4.40 and Figure 4.41. The stream-thrust-averaged inflow 
to exit plane pressure and temperature ratios and the amount of unburned hydrogen exiting the 
constant cross section part of the combustor are summarized in Table 4.6. 
The results in Figure 4.40 and Figure 4.41 show that the Schmidt number has less influence on the 
numerical results than the choice of the turbulence model. The peak static pressure level varies by 
5% (compared to 10 % for the variation of the turbulence model) and the influence on the obtained 
surface heat flux distributions is negligible. Concerning the integral performance data, the 
variations in the averaged relative combustor pressure and temperature ratios caused by the 
variation of the Schmidt number are 4.8% and 3.6%, which is considerably less than for the 
variation of the turbulence model (9.4% and 5.4%). 
 
  
Figure 4.40: Surface pressure distributions on the body (left) and cowl (right) sides of the combustor 
resulting from the application of different Schmidt numbers. 
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Figure 4.41: Surface heat flux distributions on the body (left) and cowl (right) sides of the combustor 
resulting from the application of different Schmidt numbers. 
 
Schmidt number 0.35 0.7 1.4 
Exit-to-inflow ratio of averaged static pressures  1.92 1.87 1.83 
Exit-to-inflow ratio of averaged static temperatures 1.43 1.40 1.38 
Unburned hydrogen at combustor exit 18 % 21 % 25 % 
Table 4.6: Performance predictions for the HySHot II combustor, showing the influence of different 
Schmidt number assumptions. 
 
 
4.5.6 Influence of turbulence – chemistry interactions 
As shown in chapter 3, the fluctuations of temperature and species concentrations which are 
caused by the turbulence in the flow field can have a significant impact on the combustion process. 
The numerical results presented in sections 4.5.4 and 4.5.5 were obtained using a “laminar 
chemistry” assumption, neglecting this effect. To clarify the influence of the turbulence on the 
hydrogen combustion process in the HyShot II configurations simulations using the complete 
combustion model including the PDF based source term correction were carried out. A Schmidt 
number of Sc = ScT = 0.7 was used along with the Menter-SST and Wilcox k- turbulence models. 
The applied boundary conditions and the computational grid were identical to the previous studies 
involving the variation of turbulence models and Schmidt number.  
Contour plots of the static temperature and the RMS values of the temperature, the species mass 
fractions of H2O and H2, and the sum of the mass fractions resulting from the Wilcox k- + PDF 
model are shown in Figure 4.42. The largest fluctuation intensities are observed in the vicinity of 
strong temperature- and species-concentration gradients in the reacting shear layer between the 
hydrogen jet and the main flow. This result is consistent with expectations and with the validation 
study in chapter 3. The peak RMS value of the temperature is reached at the outer boundary of the 
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injected hydrogen jet in the central region of the combustor and is about 260K. The peak RMS 
values of the H2 and H2O mass fractions are located in the upstream region of the combustor in the 







Figure 4.42: Distribution of the temperature and the RMS values of temperature, mass fractions of 
H2O and H2, and sum of species mass fractions for the application of the Wilcox k- turbulence 
model including the PDF-based modelling of the turbulence-chemistry interactions. 
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The presence of strong temperature and concentration fluctuations has no significant impact on the 
averaged flow properties and the combustion process at the considered flow conditions. The 
resulting surface pressure and heat flux distributions on the body-side wall are compared in Figure 
4.43 and Figure 4.44. Integral performance figures are given in Table 4.7. The PDF model results 
in a slightly higher combustor pressure ratio and hydrogen consumption for the application of the 
Wilcox k- turbulence model. The Menter SST turbulence model predicts a smaller turbulence 
level in the flow field, which also reduces the fluctuation intensities of temperature and species 
concentration. The influence of the additional PDF correction on the combustion characteristics is 
negligible for this turbulence model.  
The reason for the small influence of the turbulent fluctuations on the combustion is the large static 
temperature in the ignition and flame regions. The average temperature at the combustor inflow 
plane is 1378 K (see Table 4.3). At these conditions, no significant ignition delay occurs and the 
flame ignites at the fuel injection point. The influence of the PDF correction is strong for 
dissociation reactions that govern the ignition delay and much weaker in the developed combustion 
zone (see Figure 3.1 and Figure 3.2 in section 3.2). Further, the species concentration fluctuations 
remain too low to have a significant impact on the chemical production rates (see Figure 3.3). The 
peak RMS value of the sum of the species mass fractions, 1/2Y , reaches a maximum of about 0.2 
close to the bow shock of the hydrogen injector. 
 
  
Figure 4.43: Surface pressure distributions on the body (left) and cowl (right) sides of the combustor 
using the Menter-SST and Wilcox k- turbulence models with and without PDF correction. 
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Figure 4.44: Surface heat flux distributions on the body (left) and cowl (right) sides of the combustor 
using the Menter-SST and Wilcox k- turbulence models with and without PDF correction. 
 








Exit-to-inflow ratio of averaged static pressures 1.89 1.90 2.01 2.03 
Exit-to-inflow ratio of averaged temperatures 1.41 1.41 1.46 1.47 
Unburned hydrogen at combustor exit 20.4 % 20.4 % 12.6% 12.1 % 
Table 4.7: Performance predictions for the HySHot II combustor, showing the influence of turbulence 
– chemistry interactions. 
 
4.5.7 Influence of wall catalycity 
The surface pressure and heat flux distributions on the body-side of the combustor for the 
assumptions of fully catalytic and non-catalytic walls are compared in Figure 4.45. Both results 
were obtained using the Spalart-Allmaras turbulence model applying a Schmidt number of 
Sc = ScT = 0.7. The non-catalytic walls are modelled by imposing a zero gradient of species mass 
fractions in the wall-normal direction (i.e., a von Neumann boundary condition). For a fully catalytic 
wall, the species mass fractions are set according to the local equilibrium composition of the gas 
mixture at the wall (Dirichlet boundary condition). The influence of the catalycity assumption on the 
surface pressure distribution and on the average combustor pressure ratio is negligible. The ratio 
of stream-thrust averaged exit-to-inflow pressures drops from 1.87 (see Table 4.6) for a non-
catalytic solution to 1.86 due to the increased heat loss on the body-side combustor wall. The 
integrated heat flux increases by 6.3% on the body-side wall compared to the non-catalytic 
solution. The influence on the cowl-side wall is negligible with a total increase in the integrated heat 
flux of 0.3%. 
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Figure 4.45: Surface pressure (left) and heat flux (right) distributions on the body-side of the 




4.5.8 Influence of the shear layer compressibility correction 
The eddy-viscosity-based one- and two-equation turbulence models used in the present work are 
known to overpredict the spreading rate of turbulent shear layers above convective Mach numbers 
of about Mc = 0.5 (see also section 2.2.7). The maximum theoretical convective Mach number for 
the present flow conditions can be estimated using the averaged combustor inflow properties from 





















The Wilcox compressibility correction ([71], section 2.2.7) was applied to the combustor flow 
simulation using the Wilcox k- model, assuming Sc = ScT = 0.7. The comparison of the pressure 
and heat flux distributions on the body-side of the combustor in Figure 4.46 shows that the 
influence of the compressibility corrections is negligible for the present flow conditions. The 
corrected peak static pressure in the combustor decreases by about 0.3% compared to the 
uncorrected result.  
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Figure 4.46: Comparison of the surface pressure (left) and heat flux (right) distributions on the body-
side of the combustor for the application of the Wilcox k- turbulence model, with and without the 
shear layer compressibility correction. 
 
4.5.9 Combustor performance at different equivalence ratios 
The plenum pressure of the hydrogen injector was varied to investigate the response of the HyShot 
combustor to different equivalence ratios and to identify the operational limit for the supersonic 
combustion mode. The plenum pressure was varied from 3 bar to 8 bar in steps of 1 bar resulting 
in equivalence ratios between 0.14 and 0.474. All computations were performed using the Spalart-
Allmaras turbulence model, the medium resolution grid, Schmidt numbers of Sc = ScT = 0.7 and a 
non-catalytic wall boundary condition.  
The left plot of Figure 4.47 shows the pressure distributions resulting on the body-side of the 
combustor. The general trend is a larger pressure increase for higher equivalence ratios due to 
larger heat release caused by the increased amount of available fuel. No steady-state converged 
CFD solution could be obtained for the largest equivalence ratio of 0.474 (dashed pressure 
distribution in Figure 4.47). The reason for this is a large flow separation which develops on the 
body-side wall in the region of the highest surface pressure that develops at the downstream end 
of the constant cross-section part of the combustor. This large separation bubble moves upstream 
and causes strong oscillations in the flow field, which prevents the CFD solution for these flow 
conditions from converging. A snap shot of the flow field structure in this case is shown in Figure 
4.48. A similar behaviour in the combustor was observed in additional experiments in HEG which 
were carried out to verify the operational limits and the unstart behaviour of the combustor. 
Experimental pressure distributions at two different time instants for a similar equivalence ratio are 
shown in the right plot of Figure 4.47. A region of high combustor pressure is observed to move in 
the upstream direction during the experimental test time. The pressure downstream of the sudden 
increase remains approximately constant, indicating the presence of large subsonic flow regions. 
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Figure 4.47: Left: Numerical surface pressure distributions on the body-side of the combustor for 
different equivalence ratios; Right: Temporal evolution of the surface pressure distribution on the 




Figure 4.48: Choked combustor flow field structure occurring at an equivalence ratio of 0.474. 
 
The integral performance characteristics of the combustor at different equivalence ratios are 
summarized in Table 4.8. All pressure ratios are stream-thrust-averaged quantities and the 
equilibrium pressure ratio was estimated from the set of equations (4.12) using the skin friction and 
surface heat losses from the respective CFD solutions. The combustor efficiency increases for 
small equivalence ratios, , where a larger portion of the injected hydrogen is consumed. The 
combustor pressure ratio for  = 0.14 reaches a value of 1.51, which is 95% of the theoretical 
perfect equilibrium value of 1.59. The pressure ratio of 2.55 for  = 0.474 is only 75% of the 
theoretical maximum of 3.39. 
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Two operational limits which cause the flow to choke and result in a transition to subsonic 
combustor operation can be identified for a scramjet: 
 Thermal choking caused by excessive heat release, and,  
 Boundary layer separation caused by large adverse pressure gradients. 
The thermal choking limit can be estimated using the set of conservation equations (4.12). Above 
this limit, no supersonic solution exists and further heat addition due to combustion forces the flow 
into the subsonic mode. For the present flow conditions, thermal choking occurs for perfect 
equilibrium combustion at an equivalence ratio of 0.493, resulting in a combustor pressure ratio of 
3.81. 
The boundary layer separation limit can be estimated using the Korkegi criterion [41], which was 
originally developed for shock induced separation of turbulent boundary layers. Nevertheless, 
previous work indicates that this criterion can be successfully applied to predict the operational 
limits of scramjet combustors [16]. The critical pressure ratio at which flow separation occurs is 
simply: 
        2 2.50 01 0.3 4.5 and 0.17 4.5 .crit critp p M M p p M M      (4.14) 
The evaluation of equation (4.14) for a combustor inflow Mach number of 2.49 (see Table 4.3) 
results in a critical combustor pressure ratio of [p/p0]crit = 2.86. Hence, the upper operational limit 
for large equivalence ratios in the HyShot II scramjet combustor is governed by the occurrence of 
boundary layer separation rather than by thermal choking. 
The computational results and operational limits shown in Figure 4.49 support this conclusion. In 
the CFD analysis, choking occurs at an equivalence ratio of 0.474. Due to the large amount of 
unburned hydrogen, the heat release only gives rise to an exit-to-inflow pressure ratio of 2.55 
which is well below the required limit for thermal choking (the heat release which would thermally 
choke the flow would result in a pressure ratio of 3.81). While the averaged static pressure ratio 
stays below the Korkegi limit for flow separation, the local peak pressure levels on the body- and 
cowl-sides of the combustor exceed this limit. The flow separation initiates on the body-side wall 
because the boundary layer on this side is disturbed by the hydrogen injection and hence more 
prone to separation. 
 
H2 reservoir pressure 3 bar 4 bar 5 bar 6 bar 7 bar 8 bar 
Equivalence ratio 0.140 0.230 0.295 0.355 0.415 0.474 
Averaged pressure ratio 1.51 1.72 1.88 2.05 2.25 2.55 
Equilibrium pressure ratio 1.59 1.94 2.24 2.55 2.95 3.39 
Unburned H2 at combustor exit 7.8 % 16 % 21 % 25 % 26 % 20 % 
Total axial skin friction force 59.5 N 57.8 N 58.6 N 59.2 N 61.5 N 60.4 N 
Total heat loss 149 kW 160 kW 168 kW 176 kW 186 kW 202 kW 
Table 4.8: Performance predictions for the HySHot II combustor, showing the influence of different 
equivalence ratios. 




Figure 4.49: Combustor pressure ratios obtained from CFD analysis and resulting from the 
assumption of perfect equilibrium combustion, together with an indication of performance limits. 
 
4.5.10 Grid convergence of combustor flow simulations 
All numerical results for the fuel-on combustor flow presented in sections 4.5.4 to 4.5.9 were 
obtained on the medium-resolution grid with 0.85 M grid points (see also section 4.5.1). Additional 
numerical simulations on coarse and fine grids (0.45 million and 1.4 million points, respectively) 
were carried out to test the adequacy of the applied medium-grid resolution. An isotropic uniform 
grid density was chosen for all grids outside of the boundary layers. The Spalart-Allmaras 
turbulence model, Schmidt numbers of Sc = ScT = 0.35 and the assumption of non-catalytic walls 
were applied for this grid convergence study. 
The resulting surface pressure and heat flux distributions on the body- and cowl-sides of the 
combustor are compared in Figure 4.50 and Figure 4.51. A summary of the integral performance 
data resulting from the application of the different grid densities is given in Table 4.9. The pressure 
distributions in Figure 4.50 show larger fluctuation amplitudes and a slight downstream shift of the 
local maxima and minima for finer grids due to the increased resolution of the wave and shear 
layer structure. The influence of the grid resolution in the upstream part of the combustor, from 
x = 0 to 200 mm, is small. The pressure distributions start to deviate in the downstream section. 
The larger numerical dissipation on coarse grids artificially enhances the fuel-air mixing process in 
the shear layers, which increases the amount of consumed hydrogen and results in higher static 
pressure levels. The influence of the grid density on the pressure in the expanding flow region 
downstream of x = 300 mm is negligible. 
Similar results are obtained for the heat flux distributions shown in Figure 4.51. The enhanced 
combustion on the coarse grid level results in larger surface heat flux levels. The largest deviations 
are again observed in the downstream region of the constant cross section part of the combustor. 
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The behaviour of the static surface pressure distributions from Figure 4.50 is also reflected in the 
average exit to inflow pressure and temperature ratios in Table 4.9. The pressure ratio decreases 
by an amount of 0.08 from the coarse to the medium grid and by 0.06 from the medium to the fine 
grid. No clear grid convergence was observed for the static temperature ratio. 
However, a strong indication of grid convergence and the adequacy of the medium grid resolution 
chosen for the previous parametric studies is given by the integral performance figures in Table 
4.9. The total amount of unburned hydrogen changes from 10% to 18% from the coarse to the 
medium grid results and is only increased to 21% on the fine grid. A similar behaviour is observed 
for the total momentum and enthalpy fluxes. The coarse to medium grid deviation of the total 
momentum flux is a factor of 5.5 times larger than the medium to fine grid difference. The 
difference of the total enthalpy flux between the fine grid and medium grid result is decreased by a 
factor of 11 compared to the change from the coarse to the medium grid. 
  
Figure 4.50: Surface pressure distributions on the body (left) and cowl (right) sides of the combustor 
resulting from the application of different grid densities. 
  
Figure 4.51: Surface heat flux distributions on the body (left) and cowl (right) sides of the combustor 
resulting from the application of different grid densities. 
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Grid density (Spalart-Allmaras, Sc = ScT = 0.35) Coarse Medium Fine 
Exit to inflow ratio of averaged static pressures  2.00 1.92 1.86 
Exit to inflow ratio of averaged static temperatures 1.47 1.43 1.39 
Unburned hydrogen at combustor exit 10 % 18 % 21 % 
Momentum flux at combustor exit:  2 du p A   [N] 815.8 819.1 818.5 
Enthalpy flux at combustor exit:  2 2 du h u A   [MW] 1.6345 1.6476 1.6464 
Integrated axial skin friction force [N] 59.7 59.2 58.7 
Integrated total surface heat loss [kW] 176 171 168 
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5 CFD investigation of scaling laws for scramjet 
combustors 
An important design issue for hypersonic airbreathing propulsion systems is the lack of ground 
based facilities which are capable of testing a full sized scramjet over the complete range of flight 
conditions. Typical problems, which depend on the type of test facility used, are the limitation to 
small geometric scales, the vitiation of the free stream, the reproduction of the wall temperatures, 
the available test times and the interaction of the different components of the propulsion system. 
Impulse facilities can be used to test the performance of entire subscale scramjet vehicles, but 
these investigations are limited by the size of the available test sections and the short test times. 
Tests in continuous facilities are associated with vitiation of the free stream (combustion heated 
tunnels) or limited to small Reynolds numbers (arc heaters). 
Flight tests of subscale configurations can be used to further enhance the available propulsion 
database. Due to the limited vehicle size and the associated decrease in surface-to-volume ratio, 
the amount of fuel is limited, which results in short available test times and gives rise to similar 
problems. Therefore, the establishment of scaling procedures is necessary to relate the data 
gathered in subscale ground and flight tests to a full-scale scramjet configuration. 
Due to the uncertainties in the CFD-modelling of compressible, turbulent and reacting flows, a 
strong interaction of ground based experiments, flight tests and CFD is necessary to gain further 
insight into the flow physics of scramjet propulsion units. 
The scope of this chapter is to summarize the results of a CFD study which was undertaken to 
investigate chemical time scales of hydrogen combustion at typical scramjet conditions and to test 
the applicability of the pL (pressure- and length-scale) scaling law [55] to the HyShot II scramjet 
combustor. Limits of the pL scaling approach were identified and are discussed. The investigation 
of the chemical time scales was based on the modified Jachimowski ’92 reaction mechanism ([24], 
Appendix B.1) used for the combustion simulations in chapters 3 and 4. This scheme has been 
successfully tested against experimental data covering a wide range of pressures and 
temperatures [25]. 
 
5.1 Introductory considerations of aerothermodynamic scaling for 
scramjets 
The establishment of general scaling laws to relate data gathered from subscale experiments to full 
scale configurations is, hough highly desirable, a complex undertaking. In the equilibrium 
combustion regime (i.e., sufficiently short chemical time scales compared to flow residence time), 
this scaling reduces to the reproduction of the standard non-dimensional similarity parameters: 
 Mach number:  /M u a , 
 Reynolds number:  /Re uL  , 
 Equivalence ratio: /fuel fuel stm m    , 
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 Laminar and turbulent Prandtl numbers: /PPr c k  , 
 Laminar and turbulent Schmidt numbers:  /Sc D , and,  
 Ratio of specific heats: /P Vc c  . 
The correct reproduction of turbulent shear layers from transverse and tangential fuel injection 
systems (see schematic in Figure 5.1) and boundary layers at non-adiabatic walls leads to 
additional similarity parameters [8], [55], [71] such as: 
 Ratio of wall temperature to temperature at boundary layer edge for cooled walls 
 Velocity difference parameter for shear layers:     1 2 1 2/u u u u    , 
 Density ratio in shear layers:  1 2/s   , 
 Convective Mach number in shear layers:   1 2 1 2/cM u u a a   , and, 
 Momentum flux ratio for transverse flow injection:  2 21 1 2 2/J u u  . 
 
Figure 5.1: Schematic of tangential and transverse fuel injection. 
 
The reproduction of the above set of parameters in ground based test facilities is already a 
challenging task, which gains even more complexity due to the fact that most test models are 
limited to small geometric scales, and, hence, the assumption of large Damköhler numbers 
becomes questionable (the typical flow residence times reach the same orders of magnitude as the 
chemical time scales). In the case of chemical and convective time scales being of the same order 
of magnitude, the set of similarity parameters has to be extended to include non-equilibrium 
chemistry effects. Damköhler proposed the following dimensionless ratios [55]: 
 1 = rate of species formation by reaction / rate of removal by convection, 
 2 = rate of species formation by reaction / rate of removal by diffusion, 
 3 = rate of heat generation by reaction / rate of removal by convection, 
 4 = rate of heat generation by reaction / rate of removal by conduction, and, 
 5 = inertia fluid forces / viscous fluid forces ( = Re). 
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The parameters 1 to 4  can be approximately summarized by the introduction of the Damköhler 
number, Da, which is defined as the ratio of a characteristic residence time (or convective time 
scale), con, to a characteristic reaction time (or chemical time scale),  chem.: 
 .con chemDa    (5.1) 
This rather comprehensive set of non-dimensional similarity parameters imposes stringent 
constraints on the flow conditions that have to be chosen for representative subscale experiments. 
To achieve similarity, the temperature level (combustor inflow) and the equivalence ratio have to 
be duplicated. These are the most important parameters for the chemical time scale and their 
duplication also results in similar ratios of specific heats and the correct reproduction of the 
transport coefficients. In order to achieve the important similarity of the Mach number, the flow 
velocity, u, (and hence the total enthalpy of the flow) has to be duplicated as well. This also 
provides similarity concerning the convective Mach number and the velocity difference parameter 
for shear layers, but results in problems with regard to the convective time scale for subscale test 
models, which scales now, at fixed velocity, with the geometric length scale: 
 .con L   (5.2) 
Having fixed the temperature, flow velocity, total enthalpy and mixture composition (equivalence 
ratio), the only free parameter which remains for compensation of the change in the geometric 
scale is the density. Since temperature and gas composition are fixed, the only way to scale the 
density is to change the pressure level in the combustor.  Changing the total pressure level 
(including that of the injection system) also preserves the momentum flux ratio and shear layer 
density ratio parameters. The remaining “free” scaling parameters are therefore: 
 The geometrical length scale L, and,  
 The pressure, p. 
For the case of an ideal gas at fixed temperature and composition (see above), the density, , is 
directly proportional to the pressure, p. Hence, the remaining scaling parameters are directly 
related to the Reynolds number, Re, and the constraint of a constant Reynolds number leads to 
 .pL const  (5.3) 
Self similarity is achieved as long as the product of pressure and geometric scale is kept constant 
and the additional constraints which are mentioned above are met. This consideration leads to the 
pL-scaling approach for scramjet combustors [55], which does not give a correct scaling of the 
chemical time scales and is only valid for flows in the equilibrium regime at large Damköhler 
numbers, as discussed in the following. 
The chemical time scales are governed by the temperature, the density and mixture fractions. If the 
temperature and mixture fractions are kept constant (see above), the characteristic chemical 
reaction time scales, according to the law of mass action, with the inverse density for two-body 
reactions (chem~-1) and with the square of the inverse density for three-body reactions (chem~-2). 
This can by shown by rewriting equation (2.9) for the production of a species, P, from N reactants, 
R, by the chemical reaction R1 + .. + RN → P: 
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  (5.4) 
Assuming constant density, temperature and mixture composition the rate of change of the mass 







   (5.5) 
Because of the constraints of constant temperature and constant Mach number, the flow velocity, u 
is constant. Therefore, the characteristic residence time (or convective time scale) is proportional 
to the length scale (con~L). Hence, if the combustion process in the scramjet duct were dominated 
by only two-body reactions, the pL scaling would lead to identical Damköhler numbers and, 
therefore, (almost) perfect similarity would be achieved: 
 1. for . and (2-body-reactions) .con chem chemDa const pL const p  
     (5.6) 
However, the combustion process of hydrogen in air is governed by two- and three-body reactions; 
therefore, the reaction time is not directly proportional to the pressure. This makes it very difficult (if 
not impossible) to meet all similarity criteria for flows in the chemical non-equilibrium regime. A 
detailed discussion of the characteristic reaction times of the hydrogen / air chemical system is 
given in the next section. 
 
5.2 Chemical time scales for hydrogen combustion at typical scramjet 
conditions 
The combustion of hydrogen in air is governed by two- and three-body reactions for which, at 
constant temperature and composition, the chemical production rates scale with -1 and -2, 
respectively. Since the pressure is, for small variations in the flow properties, proportional to the 
density, the total chemical time chem is expected to scale with p-n, where n is a value between 1 
and 2.  
The model problem of stoichiometric combustion at constant pressure in a well stirred reactor was 
chosen to study the chemical time scales in the hydrogen / air system in more detail. Since the 
flame front in a diffusion flame is located at the stoichiometric surface, this approach is expected to 
give representative results.  
This transient combustion process was computed with the TAU code using the Jameson dual-time-
stepping scheme (see section 2.2.9). The applied physical time step-size was chosen such that the 
total combustion time was covered by about 100,000 time-steps. The modified Jachimowski ’92 
reaction mechanism ([24], Appendix B.1) was used. The computational domain used was a two-
dimensional quadratic box with an edge length of 1m. Because the flow field is spatially invariant, a 
very coarse discretisation of 4x4 equally spaced grid cells was used. A constant pressure outflow 
condition was imposed at the boundaries. The flow field was initialised with a stoichiometric 
mixture of air and hydrogen at a variety of initial temperatures, T0, and pressures, p. A summary of 
the initial and boundary conditions is given in Table 5.1: 
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initial temperatures T0 800, 900, 1000, 1200 K 
pressures p 0.1, 0.2, 0.5, 0.8, 1, 2, 3, 4, 5, 10 bar 
initial H2 mass fraction H2/0 0.029126  
initial O2 mass fraction O2/0 0.23301  
initial N2 mass fraction N2/0 0.73786  
Table 5.1: Initial conditions used for the well-stirred-reactor study of the chemical time scales of 
hydrogen combustion in air. 
 
A typical result for the temperature history in this well stirred constant pressure reactor at 
T0=1200 K and p=1.0 bar is shown in Figure 5.2 and compared to reference data from literature 
[23]. During the ignition phase until i=30 s, the temperature remains constant. This ignition time, 
i, is needed for the production of a critical amount of radicals (H, OH, O). The ignition phase is 
governed by two-body dissociation reactions (A+M→B+C+M); hence, it is expected that the 
ignition time scales inversely with the pressure according to i~p-1. After ignition, the hydrogen is 
combusted in the chain-explosion regime during the reaction time reac. The total chemical time 
scale, chem = i + reac, covers the ignition and reaction times and is defined here as the time in 
which the temperature rise due to the combustion process reaches 95% of its final equilibrium 
value. The chain explosion process is governed by three-body reactions and it is therefore 
expected that the reaction time scales with the inverse square of the pressure (reac~p-2).  
 
Figure 5.2: Temperature history for a stoichiometric well stirred reactor at constant pressure, 
showing the definition of the chemical time scale, chem, and a comparison to published reference 
data. 
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The dependence of the total time scale, chem, on the pressure for a constant initial temperature of 
1200 K is shown in Figure 5.3. The results in this figure show that, in the low pressure limit, the 
chemical time, chem, scales for the application of the Jachimowski ’92 reaction mechanism 
according to 
 1.72 .chem p
  (5.7) 
The exponent in equation (5.7) is in good agreement with the result of chem~p-1.7 obtained in 
previous investigations [55] based on the empirical evaluation of experimental data. 
 
Figure 5.3: Dependency of the chemical time scale, chem, on the pressure for a stoichiometric well 
stirred reactor at constant pressure. 
 
In section 5.1 it was concluded that, for reasons of aerodynamic similarity (Reynolds number), it is 
necessary to keep the parameter pL constant (equation (5.3)). Combining the scaling of the 
chemical time obtained from equation (5.7) with the definition of the Damköhler number in equation 
(5.1), one obtains 
 1.7 .Da p L  (5.8) 
Two important conclusions can be drawn from inspecting equation (5.8): 
 For large geometrical length scales, L, the Damköhler number approaches large values 
and the limit of equilibrium chemistry, where the scaling of the chemical time scales 
becomes irrelevant, is approached, 
 If the parameter pL is kept constant, the Damköhler number is not preserved. A change in 
pressure has a more important effect on the chemistry than a proportional change in 
length-scale.  
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The issue of small Damköhler numbers and significant chemical non-equilibrium effects becomes 
especially important at high pressures and low combustor inflow temperatures. This is due to a 
change of the combustion regime from a chain explosion to a thermal explosion. The transition 
between these two combustion modes occurs at the second explosion limit of the hydrogen / air 
system. Figure 5.4 shows the dependency of the chemical time scale, chem, on the pressure for 
different initial temperatures, T0. The time needed for the combustion of hydrogen increases 
dramatically above a certain pressure threshold (2nd explosion limit), which depends on the initial 
temperature level.  
For reference, an estimate of the minimum convective time scale of the HyShot combustor 
(combustor length / average inflow velocity) of con = 0.17 ms is included in this figure. The 
corresponding chemical time scale for an initial temperature of 1380 K at a pressure of 130 kPa, 
which correspond to the combustor flow conditions used in section 4.5 is 0.09 ms. This indicates 
the potential presence of chemical non-equilibrium effects for the HySHot flow conditions. 
 
Figure 5.4: Dependency of the chemical time-scale, chem, on the pressure, p, for a well stirred reactor 
for different initial temperatures T0. 
 
The reason for the strong increase of the chemical time-scale at the second explosion limit is that 
the production of radicals (H, OH, O) is reduced. Existing free radicals tend to form stable 
hydrogen peroxide (H2O2) and the hydroperoxy radical (HO2). The total number density is reduced 
by these reactions; therefore, they become important at high pressures. The production of HO2 and 
H2O2 is an exothermal process and, if the heat release is strong enough compared to the heat 
removal by conduction and convection, the temperature will rise slowly until the threshold for fast 
hydrogen consumption (thermal explosion) is reached. Figure 5.5 shows a map of the chemical 
time-scales. The symbols represent results from the present investigation using the TAU Code. 
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The second and third explosion limits as given by Davidenko [12] are included for reference. 
(below the 3rd explosion limit the pressure is too low to initiate a thermal explosion). The first 
explosion limit, representing the limit of frozen flow due to insufficiently high collision frequencies at 
very low pressures, is not shown in Figure 5.5. The gray area represents a simple estimate [53] of 
the location of the second explosion limit. At the low pressure edge of this area, the consumption 
rate of H and O2 in the typical chain branching reaction H + O2 → OH + O is twice as large as the 
consumption of the same species by HO2 formation: H + O2 + M→ HO2 + M; the high pressure 
edge of the shaded area is defined in the opposite way. It can be seen in this figure that the 
Jachimowski ’92 reaction mechanism performs well in capturing the different combustion regimes 
of the hydrogen / air system. Figure 5.5 also defines the limits of applicability of reduced reaction 
mechanisms which exclude the HO2 and H2O2 chemistry and, therefore, are not valid above the 
second explosion limit. 
 
Figure 5.5: Map of chemical time scales, chem, for different initial pressures, p0, and temperatures, T0, 
including the second and third explosion limits of the hydrogen / air system. 
 
Typical temperature and species concentration histories of hydrogen combustion for the two 
different regimes of the chain and thermal explosion are shown in Figure 5.6. The initial conditions 
are T0 = 1200 K at p = 1 bar and T0 = 900 K at p = 10 bar, respectively. The temperatures are 
normalized by the equilibrium value after complete combustion. The different relative importance of 
the highly reactive radicals (OH, O, H) in the chain explosion regime and the stable intermediate 
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The main conclusions which can be drawn from the above analysis are: 
 Chemical non-equilibrium effects can be present in subscale scramjet configurations used 
for wind tunnel testing, 
 Aerodynamic (Ma, Re) and chemical (con/chem) similarity can not be easily achieved at the 
same time, 
 Care has to be taken at high pressures (desirable to reproduce the Reynolds number at 
small geometric scales) and low combustor inflow temperatures because of the strong 
increase of the chemical time scale due to the presence of the second explosion limit, 
 The validity of reduced reaction mechanisms can be approximately assessed a priori from 
the pressure – temperature chart in Figure 5.5, and, 
 Due to the complex scaling situation, the application of CFD tools is useful for relating data 
gathered at subscale experiments to full-scale configurations. 
 
  
Figure 5.6: Typical temperature and species mass fraction histories in a stoichiometric well strirred 
reactor for chain explosion conditions (pressure below 2nd explosion limit, left) and a thermal 
explosion (pressure above 2nd explosion limit, right). 
 
5.3 CFD investigation of the pL scaling law applied to the HyShot II 
combustor 
Numerical experiments to test pL-scaling on the basis of the HyShot II scramjet configuration were 
performed using the computational domain and boundary conditions described in section 4.5.1. A 
computational grid with approximately 300,000 grid points was used for this study. The spatial 
resolution is comparable to the coarse grid used in the grid convergence study in section 4.5.10. 
The Spalart-Allmaras turbulence model was used and Schmidt numbers of Sc = ScT = 0.7 were 
assumed. 
The inflow was assumed to be constant over the combustor entrance plane. The inflow conditions 
for the reference configuration (1:1 geometric scale) were chosen to approximate the HyShot 
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combustor entrance at the flight altitude of 27km (see Table 5.3). The boundary layers were 
assumed to be fully turbulent. 
Starting from this reference condition, the inflow pressure and the size of the combustor were each 
varied by up to a factor of 10. In each case, the product of pressure and length scale was kept 
constant. For better interpretation of the impact of the pL scaling, an additional set of computations 
for different inflow pressure levels using a constant length scale was performed. A summary of the 
considered conditions is given in Table 5.2. The column “combustor length” in Table 5.2 refers to 
the length of the constant-cross section part of the HyShot combustor. 
The labels used for the scaled combustor configurations in this section are related to the scaling 
factors of length scale, L, and inflow pressure, p. For example, L2p05 means an increase in the 
length scale by a factor of 2 and a corresponding decrease in the static inflow pressure by a factor 
of 0.5 compared to the reference configuration, L1p1. The equivalence ratio was kept constant for 














L1p1 (ref.) 0.3 100    
L2p05 0.6 50 L1p05 0.3 50 
L10p01 3.0 10 L1p01 0.3 10 
L05p2 0.15 200 L1p2 0.3 200 
L01p10 0.03 1000 L1p10 0.3 1000 
Table 5.2: Combinations of geometrical scales and inflow pressures for the numerical scaling 
experiments (pL scaling). 
 
Inflow velocity 1750 m/s 
Mach number 2.5 
Inflow temperature 1250 K 
Equivalence ratio 0.29 
Table 5.3: Combustor inflow conditions used for all scaling configurations. 
 
Figure 5.7 shows the computed pressure distributions along the centreline of the body-side 
combustor wall (injector side) for the cases L2p05, L1p05 and L1p1. 
The temperature fields for the L2p05 and the reference configuration are shown in Figure 5.10. For 
the L2p05 case, the combustor behaves similarly to the reference configuration. The normalized 
peak pressure, which is reached close to the combustor exit, is only slightly decreased compared 
to the reference peak pressure. The temperature distribution in the flow field is similar to the 
reference case. Hence, the pL-scaling approach is reasonably accurate for this (moderate) change 
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in flow conditions. The ratio of the scaled to the reference Damköhler number is, according to 
equation (5.8) 
    1.7/ / 0.6.ref ref refDa Da p p L L   (5.9) 
If the inflow pressure is decreased without increasing the length scale (L1p05 case), the flame lifts 
off from the injector, resulting in a delayed start of the pressure increase due to the combustion 
process. 
 
Figure 5.7: Surface pressure distribution on the body-side combustor wall for the L1p1 (reference), 
L2p05 and L1p05 cases. 
 
 
Figure 5.8: Surface pressure distribution on the body-side combustor wall for the L1p1 (reference), 
L10p01 and L1p01 cases. 
 
If the inflow pressure is reduced by a factor of 10 compared to the reference configuration with the 
length-scale changed accordingly (L10p01 case), the pL-scaling approach fails to reproduce the 
flow field structure of the reference configuration, as seen in the corresponding surface pressure 
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distributions of Figure 5.8. Here, the increase of the convective time scale by a factor of 10 due to 
the increased length scale is not sufficient to compensate for the longer chemical time scale, which 
is increased by a factor of approximately 101.7. The resulting peak pressure is significantly less 
than that of the reference configuration and the temperature field (see Figure 5.10) shows much 
weaker chemical activity. For this case, the ratio of the scaled to the reference Damköhler number 
drops to 0.2. 
If the inflow pressure is decreased by a factor of 10 at constant length-scale (L1p01 case), the 
flame is completely blown out. The ratio of Damköhler number falls in this case to a value of 0.02. 
An increase in the inflow pressure (with a corresponding decrease in length scale) also fails to 
produce results which are similar to the reference configuration. The reason for this is a change in 
the flow topology. The increase in pressure causes an increase in hydrogen consumption and heat 
release in the vicinity of the injector. This increased heat release is not entirely compensated for by 
the decreased length-scale (convective time-scale) and results in the development of a large 
recirculation zone downstream of the injector. Most of the combustion then takes place in this 
subsonic recirculation zone, which generates the pronounced pressure peak in the upstream 
region of the combustor. Since, for this case, the convective time-scale becomes very large 
compared to the chemical one, the pL-scaling converts back to a Reynolds-number scaling and the 
results for the cases with pressure increases by factors of 2 and 10 behave very similarly. The 
ratios of scaled to reference Damköhler numbers for the L05p2 and L01p10 cases are 1.6 and 5 
respectively. The resulting surface pressure and flow field temperature distributions are shown in 




Figure 5.9: Surface pressure distribution on the body-side combustor wall for the L1p1 (reference) , 











Figure 5.10: Temperature distribution, streamlines emanating from the hydrogen injector (black) and 
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As shown in section 5.2, the typical chemical time-scales are governed by both two- and three-
body reactions, which obey different scaling laws. The chemical time scale needed for complete 
combustion was found to scale according to chem ~ p-1.7 for moderate pressures below the second 
explosion limit. This led to the conclusion that the Damköhler number is preserved if the product 
p1.7L is kept constant. Additional numerical simulations were performed to test the p1.7L scaling on 
the basis of the HyShot II configuration. The numerical parameters, grid and boundary conditions 
were as described above. A summary of the considered configurations with the respective length 
scales and inflow pressures chosen to preserve the Damköhler number is given in Table 5.4. The 
resulting surface pressure distributions on the body-side combustor wall are shown in Figure 5.11. 
 
p1.7L-scaling configurations Combustor length [m] Inflow pressure [kPa] 
L1p1 (ref.) 0.3 100 
L2p067 0.6 67 
L10p026 3.0 26 
L05p15 0.15 150 
L01p387 0.03 387 
Table 5.4: Combinations of geometrical scales and inflow pressures for the numerical scaling 
experiments (p1.7L scaling). 
 
 
Figure 5.11: Surface pressure distribution on the body-side combustor wall for p1.7L-scaling. 
 
If the length scale of the combustor is increased and the inflow pressure is decreased (L2p067 and 
L10p026 configurations), the resulting pressure distributions remain similar to the reference 
configuration. Although the Reynolds number is not conserved by the p1.7L scaling, the constant 
Damköhler number results in similar combustion characteristics. The agreement between the 
scaled and reference results for an increase in the length scale by a factor of 10 is significantly 
better than for the application of the pL scaling.  
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If the length scale of the combustor is decreased and the inflow pressure is increased (L05p15 and 
L01p387 configurations) ignition delay occurs and the flame lifts off from the injection location. No 
recirculation zone develops, in contrast to the stronger pressure increase resulting from the 
application of the pL scaling. The reason for the flame lift off is most probably the increased 
chemical time scale at higher pressures. Ignition occurs in the shear layer between the cold 
hydrogen (300K total temperature) and hot air flows. Figure 5.5 shows a strong increase in the 
chemical time scale for pressures above 1 bar to 2 bar for temperatures between 900K and 1000K. 
In summary it was found that the pL-scaling, which has been successfully applied to many other 
combustion cases [55], requires care when applied to scramjet conditions. The performed CFD 
analysis indicates that for the HyShot scramjet configuration at representative flight conditions, the 
pL-scaling law works only for moderate decreases in pressure and increases in length scale.  
If pL is kept constant at sufficiently low pressures, smaller scales will generally result in larger 
Damköhler numbers. Thus, combustor efficiencies can be over-predicted in subscale tests due to 
the decreasing importance of chemical-non equilibrium effects at higher pressures. 
On the other hand, at very high pressures, which are favourable for reproducing high Reynolds 
numbers in small-scale facilities, the chemical time-scale of hydrogen combustion will significantly 
increase due to the presence of the second explosion limit, resulting in a small Damköhler number. 
In this case, subscale experiments can result in a severe under-prediction of combustor 
performance.  
The application of a modified scaling (p1.7L), which preserves the Damköhler number but not the 
Reynolds number, leads to a better similarity between scaled and reference configurations for 
decreased pressures. For highly increased pressures, this scaling fails because the validity of the 
assumption that the chemical time scales with p-1.7 is violated by the change of combustion 





The design and optimization of hypersonic air-breathing propulsion systems is a challenging task. 
Because of the lack of ground-based test facilities which are capable of testing a complete 
propulsion unit at large geometric scales and realistic test times, there is a strong need for the 
development and validation of CFD tools to support the design process of hypersonic scramjet-
powered vehicles. Due to the uncertainties associated with the prediction of turbulent compressible 
and chemically reacting flows that are still associated with current CFD solvers, and the limitations 
of experimental methods to comprehensively characterize the flow properties, a close interaction of 
CFD and experimental investigations is necessary to further improve the understanding of flow 
phenomena in scramjet engines. 
The aims of this thesis have been, first, to assess the applicability of the DLR flow solver TAU to 
the CFD simulation of turbulent supersonic combustion problems. This included the 
implementation and testing of appropriate thermo-chemical modelling extensions for hydrogen 
combustion in air. Second, the main goal was then to employ this flow solver in the numerical 
investigation of the experimental test campaign of the HyShot II scramjet configuration, carried out 
in the High Enthalpy Shock Tunnel, HEG, of the German Aerospace Center, DLR. The sensitivity 
of the numerical results to relevant modelling parameters was to be identified to enable 
conclusions to be drawn regarding the uncertainty margins of the CFD predictions. 
Within the framework of this thesis, the DLR unstructured/hybrid flow solver TAU was extended for 
the modelling of flow paths in supersonic combustion ramjet engines. Appropriate models for 
turbulent hydrogen combustion were implemented. Existing reacting-flow models were extended to 
include the thermodynamic and transport properties as well as the appropriate reaction 
mechanisms of the participating species, relevant to hydrogen combustion. Further, modelling of 
the turbulence-chemistry interaction (assumed-PDF method) was implemented and assessed. The 
complete modelling strategy for supersonic hydrogen combustion was validated using a 
representative test case consisting of detailed experimental results for a lifted flame in a co-axial 
burner configuration. Good agreement between the numerical and the available experimental data 
was achieved. 
The TAU code was then applied to determine the free stream conditions in the HEG test section, to 
simulate the HyShot intake flow field and for the numerical investigation of the turbulent reacting 
flow in the combustor. 
The determination of the free-stream conditions in the HEG test section was based on a numerical 
analysis of the flow in the wind-tunnel nozzle. Additional CFD investigations of the flow past the 
applied pressure and heat flux probes were carried out to more accurately relate the obtained 
measurements to the flow properties in the free stream; in particular, an extensive numerical 
calibration of the HEG static pressure pobe was performed. The calculated Pitot and static 
pressure and stagnation point heat flux profiles at the exit plane of the nozzle agree well with the 
experimental results obtained from calibration rake measurements. The nozzle boundary layer 
thickness and profile were correctly predicted by all applied turbulence models. The results for the 
static pressure distribution at the nozzle exit clearly indicate that the flow is in thermal equilibrium 
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and vibrational freezing does not occur in the HEG nozzle at the relevant test conditions. The 
numerical results indicate NO contamination in the HEG free stream of about 3% by mass fraction. 
The numerical analysis of the intake flow field revealed that the flow in this region is highly two-
dimensional and the assumption of constant inflow conditions in the spanwise direction at the 
combustor entrance plane is justified. This allowed the use of symmetries in the combustor flow 
field to reduce the size of the computational domain to one-eighth of the original spanwidth. The 
domain was then bounded by two symmetry planes, one passing through the center of an injector, 
the other between two injectors. The sensitivity of the combustor inflow conditions to the different 
applied turbulence models was found to be negligible. 
At the test conditions, the initial penetration of the hydrogen jet emanating from the porthole 
injection inside the combustor was found to be about 25% of the channel height. The supersonic 
flame which develops around the injected hydrogen is anchored at the porthole injector. A region of 
subsonic flow, covering a maximum of about 10% of the total cross sectional area of the 
combustion chamber, develops in the wake of the porthole injectors. 
The choice of the applied turbulence model had the largest influence on the numerical results 
obtained for the combustor flow field. The general trend is that the Wilcox k- model predicts the 
highest eddy-viscosity levels, followed by the Menter-SST and the Spalart-Allmaras models. Large 
eddy viscosities result in enhanced turbulent mixing of hydrogen and air, which promotes the 
combustion process and results in both larger combustor pressure and temperature ratios and an 
enhanced hydrogen consumption. 
The modelling parameter with the second largest influence on the obtained numerical results was 
the turbulent Schmidt number, relating the eddy-viscosity to the turbulent species diffusion. A small 
Schmidt number results in a larger turbulent diffusion coefficient, which enhances mixing and 
combustion. 
The application of the assumed-PDF model for the modelling of the turbulence-chemistry 
interactions led to a marginal increase in the combustion intensity. The influence of the PDF 
modelling was small compared to the uncertainty resulting from the application of different 
turbulence models and Schmidt numbers. 
The influence of each of the Wilcox shear layer compressibility correction and the of wall catalycity 
on the overall combustor performance was negligible. 
Good agreement between the numerical results and the available HEG measurements was 
achieved for the surface pressure distributions on both combustor walls for fuel-on and fuel-off 
conditions. The strong pressure oscillations caused by the complex shock structure in the 
combustor were reproduced by the CFD analysis, as well as the monotonic increase in average 
static pressure which is typical of supersonic combustion in a constant-area duct. To the author’s 
knowledge, these results represent the first accurate numerical reconstruction of the fuel-on 
pressure distribution for this reference experiment. The influence of the choice of the turbulence 
model was most significant for the surface heat flux distributions. The numerical reduction in the 
surface heat flux due to the injected hydrogen in the wake of the injector was not confirmed by the 
experimental data. The best overall agreement between the numerical and experimental results 
was achieved by the Menter-SST turbulence model with a Schmidt number of 0.35. 
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A parametric study of the combustor performance at different hydrogen plenum pressures revealed 
that the combustion efficiency decreases with increasing equivalence ratio. The unstart of the 
combustor flow is dictated by boundary layer separation as this occurs at a significantly smaller 
combustor pressure ratio than thermal choking.  
The behaviour of the flow in the injector throat was found to depend on the size of the upstream 
recirculation zone which itself depends on the Reynolds number. At large Reynolds numbers, this 
recirculation zone becomes small and the pressure peaks generated by the shock system move 
closer to the injector, resulting in subsonic flow in the throat region. 
The CFD analysis of scaling criteria in the HyShot scramjet configuration indicated that, contrary to 
previous author’s results, the pL-scaling law is not suitable to relate data from subscale 
experiments to flight scales unless the difference of the geometric scales remains lower than a 
factor of 2. If the product of pressure and length scale is kept constant at sufficiently low pressures, 
smaller geometric scales will generally result in larger Damköhler numbers. To preserve the 
Damköhler number then, a p1.7L-scaling was proposed which gave improved results for the present 
test cases. At high pressures, which are favourable for reproducing high Reynolds numbers in 
small scale facilities, the chemical time scale of hydrogen combustion can significantly increase 
due to the presence of the second explosion limit. 
The numerical analysis of chemically reacting supersonic flows inside scramjet engines is still 
subject to many uncertainties, mainly due to variations in the prediction of the behaviour of 
boundary and mixing layers by different turbulence models. These uncertainties underline the 
necessity and urgency of precise validation experiments and of a close link between ground 
testing, CFD analysis and flight experiments to further improve aero-thermodynamic design tools 
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Symbol Name Unit 
   
a speed of sound m/s 
A area m2 
ar, br, cr coefficients in the Arrhenius equation for the reaction rate  
AS, BS, CS Blottner constants for viscosity calculation  
cp specific heat at constant pressure J/kg/K 
cv specific heat at constant volume J/kg/K 






Da Damköhler number = con/chem  
e specific static energy J/kg 
E specific total energy J/kg 
EuF  inviscid flux matrix in the Navier-Stokes equations  
NSF  viscous flux matrix in the Navier Stokes equations  
g degeneracy of an atomic or molecular electronic state 
Earth’s gravitational acceleration 
 
= 9.81 m/s2 
H specific total enthalpy J/kg 
h specific static enthalpy 
Planck constant = 6.62610-34 
J/kg 
J/s 
I  Identity matrix  
k specific turbulent kinetic energy m2/s2 
k Boltzmann constant = 1.38110-23 J/K 
Keq equilibrium constant  
kr reaction rate m
3/mol; m9/mol2 
L lift force N 
Nomenclature 
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L limiter function for gradient reconstruction  




m  mass flux kg/s 
MS molar mass of species S kg/mol 
n  normal vector  
NA Avogadro constant = 6.0221023 1/mol 
nS molar concentration of species S mol/m
3 
P power 
probability density function 
W 
P  viscous stress tensor in the Navier-Stokes equations  
p, P pressure Pa 
Pr Prandtl number = cp/  
pt2 Pitot pressure Pa 
Q partition function  
Q  source term vector in the Navier Stokes equations  
Qref reference heat flux for wind tunnel nozzle calibrations W/m
2 
qt2 stagnation point heat flux on a spherical probe W/m
2 






R  vector of residuals in the Navier-Stokes equations  
Rair gas constant of air = 287 J/kg/K 
Re Reynolds number = uL/  
RPROBE Radius of HEG Pitot and stagn. heat flux probes m 
s entropy J/kg/K 





t time s 
Nomenclature 
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Tref reference temperature for Verant correlation = 273 K 
u velocity m/s 
U  vector of primitive variables in the Navier-Stokes equations  
V volume m3 
W combustor span width m 
x streamwise coordinate m 
X chemical species  
XS mole fraction of species S  
y wall normal coordinate m 
Y species mass fraction  






   
 angle of attack 
stoichiometric coefficient of reactants 
deg 
 stoichiometric coefficient of products  
 dissipation rate of turbulent kinetic energy m2/s3 
 equivalence ratio  
 ratio of specific heats  
 efficiency  
 thermal conductivity W/K/m 
 Eigenvalue  
 dynamic viscosity 
dimensionless mass 
Ns/m2 
 characteristic temperature K 
 density kg/m3 
 molecular symmetry factor in the rotational partition function 
variance 
 
 characteristic time s 
Nomenclature 
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 specific dissipation rate of turbulent kinetic energy 1/s 





 free stream 
 related to the specific dissipation rate of the turbulent kinetic energy 




e boundary layer edge 
e exhaust 
f related to fuel 
k related to turbulent kinetic energy 
L left state 






trans laminar to turbulent transition 
w wall 












0 zero point (concerning partition functions) 
b backward direction (chemical reaction) 
dual related to the dual time stepping technique 
e electronic (concerning partition functions) 
f forward direction (chemical reaction) 
n index 
r related to a chemical reaction 
rot rotational (concerning partition functions) 
T transposed 
t translational (concerning partition functions) 





DLR German Aerospace Center (Deutsches Zentrum für Luft- und Raumfahrt) 
HEG High Enthalpy Tunnel Göttingen (Hochenthalpiekanal Göttingen) 
KW Wilcox k- turbulence model 
NPR nozzle pressure ratio 
PDF probability density function 
RMS root mean square 
SA Spalart-Allmaras turbulence model 
SST Menter-SST turbulence model 
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Appendix A Supplementary CFD investigations 
A.1 CFD investigation of different hydrogen injector shapes 
A CFD investigation of the flow in hydrogen injectors of different shapes was carried out to support 
the design of an improved wind tunnel model of the HyShot II scramjet configuration. The main 
goals were to achieve robust gas dynamic decoupling of the hydrogen reservoir and the main flow 
in the combustor, to prevent the development of flow separation and recirculation zones in the 
throat region of the injector, and, hence, to facilitate the calibration of the hydrogen mass flux. 
Laminar flow and viscous walls at a constant temperature of 300K were assumed. The hydrogen 
supply conditions for this investigation were a total pressure of p0 = 6.0 bar at a total temperature 
of T0 = 300 K, resulting in a total density of 0 = 0.481 kg/m3. Figure A.1.1 and Figure A.1.2 show 
computed Mach number distributions, streamlines and sonic lines for a 45 deg ramp geometry and 
a rounded injector. Table A.1.1 summarizes the computed hydrogen mass fluxes for the different 


















   
  
The results in Figure A.1.1 show that flow separation occurs for the ramp configuration at the wall 
inflection point and a small recirculation zone develops downstream on the injector wall. The 
effective throat area is decreased and, consequentially, the mass flux drops to 91 % of the 
theoretical value. 
The final injector geometry, using a rounded shape for the convergent part, shows no flow 
separation or associated development of recirculation zones. The subsonic part of the boundary 
layer is small and effective decoupling between the hydrogen reservoir and the combustor flow is 
achieved.  The mass flux is 98% of the theoretical value. Because of the superior performance of 
the rounded throat geometry, it has been chosen for the design of the HyShot II wind tunnel model. 
Figure A.1.1: Mach number contours for a 45 deg ramp inflow to the throat region of the hydrogen 
injector (red: sonic line). 
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Figure A.1.2: Mach number contours for a rounded inflow geometry to the injector throat (red: sonic 
line). 
 
Configuration hydrogen mass 
flux, 2Hm  
theoretical mass 









45 deg inflow 1.054 g/s 1.156 g/s 91.2 % 
rounded inflow 1.133 g/s 1.156 g/s 98.0 % 





A.2 Qualitative analysis of the flow field in the vicinity of the porthole 
injector during the wind tunnel start up process 
The reservoir of the hydrogen porthole injectors in the wind tunnel model was fed by a Ludwieg 
tube setup. A detailed description of the injection system and its performance is given in section 
4.1. The hydrogen injection was initiated about 20 ms before the establishment of the wind tunnel 
flow. One important property of the HEG hydrogen supply system (and the main reason for using a 
Ludwieg tube) is its ability to deliver constant injector reservoir conditions during the test time. 
Nevertheless, during the build-up process of the wind tunnel flow, a fluctuation of the hydrogen 
plenum pressure was observed at some conditions. This fluctuation is visible in the time history for 
HEG shot 827 (see Table 4.1 for test conditions), shown in Figure A.2.1. 
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Figure A.2.1: Typical experimental time history of the reservoir pressure of the hydrogen injector. 
 
The experimental pressure fluctuations as shown in Figure A.2.1 were not caused by anomalies in 
the fuel supply system itself. The ratio of the hydrogen reservoir pressure to the static pressure of 
the combustor flow is above the critical value of 1.89. Hence, sonic conditions should have been 
reached in the throat, resulting in a decoupling of the injector reservoir and the combustor flow. 
However, this decoupling can be disturbed by local pressure peaks resulting from the shock 
system generated by the transverse fuel injection. Time-accurate computations were thus 
performed to qualitatively verify this effect during the start-up process of the wind tunnel. A 
truncated three-dimensional computational domain, as shown in Figure A.2.2., was used for this 
analysis. In order to keep the computational costs within acceptable limits, a coarse spatial 
discretization consisting of about 20,000 grid points was applied. A detail of the computational grid 
in the vicinity of the injector is shown in Figure A.2.2(right). Laminar flow was assumed with a 
constant wall temperature of 300 K. The simplifying assumption that both the main flow and the 
injected flow are calorically perfect gases (air, R = 287 J/kg/K,  = 1.4) was made in order to further 
decrease the computational cost. Hence, the present computations indicate only the qualitative 
behaviour of the porthole injector during wind tunnel start-up. The entire CFD analysis of the 
combustor and injector start-up process in the HEG shock tunnel was split into two parts: 
1. Steady state CFD of the injector flow at wind off conditions. This solution serves as the 
initial flow field for the transient analysis. 
2. Unsteady computation of the flow establishment in the combustor. To start the flow, the 
combustor inflow boundary condition was changed from an outflow condition to a Dirichlet 
condition, at which the desired flow properties at the combustor inflow plane are prescribed. 
The Jameson dual-time-stepping technique (described section 2.2.9) was applied to 
advance the solution in time. 
A summary of the boundary conditions and numerical parameters is given in Table A.2.1. 
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Figure A.2.2: Truncated domain for the transient injector flow build-up analysis and detail of the 
computational grid. 
 
total pressure 5.0 bar air injector reservoir 
(model of the H2 injection) total temperature 300 K 
combustor inflow static pressure 1.1 bar 
 temperature 1250 K 
 velocity 1772 m/s 
 Mach number 2.5 
total time period covered 0.2 ms 
number of physical time steps 2000 
parameters of the Jameson 
dual time stepping scheme 
resulting physical time step 0.1 s 
Table A.2.1: Boundary conditions and numerical parameters for the transient CFD analysis of the 
injector flow build up. 
 
A series of static pressure and Mach number distributions in the plane of symmetry for different 
times, t, after the start of the combustor flow is shown in Figure A.2.3. Streamlines in the symmetry 
plane and the sonic line are included in the figures. The main features of the flow field at the 
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t=0 ms: Steady state initial solution (combustor flow off). A symmetric supersonic injector 
plume develops. The flow stays supersonic up to the vicinity of the upper 
combustor wall. 
t=0.024 ms: The incoming combustor flow has reached the upstream end of the injector. Due 
to the interaction of the supersonic injector flow and the incoming combustor flow, 
a large subsonic zone develops close to the upper combustor wall. A subsonic 
pocket is present at the interface between the injector flow and the incoming main 
flow. The flow in the injector throat is not disturbed by the transient build up of the 
combustor flow. 
t=0.027 ms: The shock system at the interface between the injector and the main flow creates 
a strong pressure peak located at the upstream end of the injector. The peak 
pressures in this region are of the same order of magnitude as the injector 
reservoir pressure. Hence, the flow in the throat becomes subsonic and a large 
subsonic flow region develops in the vicinity of the injector. 
t=0.03 ms: The shock front of the main flow has passed the injector. The extent of the 
subsonic regions in the vicinity of the injector and at the upper combustor wall 
decrease. The pressure peak at the injector reaches its maximum value, and the 
entire flow in the injector throat is subsonic. 
t=0.037 ms: The extents of the subsonic regions in the vicinity of the injector and at the upper 
combustor wall decrease further. The shock configuration of the porthole injection 
is generated, but the flow in the throat is still entirely subsonic. The recirculation 
zones and the horseshoe vortex around the injector start to develop. 
t=0.13 ms: The flow is fully developed and steady state is reached. The recirculation zones 
and the horseshoe vortex system around the injector are established. The large 
upstream extent of the recirculation zone decreases the pressure peak generated 
by the injection shock system. The entire flow in the throat has recovered to sonic 
condition. 
 
In summary, the pressure fluctuation in the hydrogen reservoir which was observed experimentally 
can be explained with the results of this CFD analysis of the transient simplified model problem (air 
injection into air cross flow). The main reason for the interaction of the combustor and the injector 
reservoir flow fields is that the sonic flow in the injector throat becomes temporarily subsonic and, 
hence, the gas dynamic decoupling of the flow fields is inhibited. During the transient build-up of 
the flow, the shock system generated by the transverse flow injection moves very close to the 
injector. The static pressure in the main flow is increased by this shock system to the same order 
of magnitude as the reservoir supply pressure. Hence, the local injector pressure ratio falls below 
the critical limit, resulting in a subsonic flow in the throat. When the recirculation zones and the 
horse-shoe vortex system is fully developed, the pressure peak moves further upstream and away 
from the injector region. Due to the presence of multiple shocks in the developed flow, instead of 
one strong shock during the start-up process, the magnitude of the pressure peak is further 
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reduced. Hence, the flow in the throat becomes again transonic. As also indicated in Figure 4.27, 
the behaviour of the flow in the injector throat during steady state depends strongly on the size of 
the upstream recirculation zone, which itself depends on the Reynolds number. At large Reynolds 
numbers this recirculation zone becomes small, and the pressure peaks of the shock system move 
closer to the injector, resulting in subsonic flow in the throat region. 
 
Figure A.2.3: Static pressure distributions in the plane of symmetry for the transient start up process 
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Appendix B Thermodynamic and chemical model 
constants 
B.1 Reaction rates and chemistry mechanisms 
 
r Reaction ar
f  [m3mol-1]  br
f cr
f [K]  
1 N2+M↔N+N+M 1.92×10
11 -0.5 1.131×105 
2 N2+N↔2N+N 4.15×10
16 -1.5 1.131×105 
3 O2+M↔O+O+M 3.61×10
12 -1,0 5.94×104 
4 NO+M↔N+O+M 3.97×1014 -1.5 7.56×104 
5 N2+O↔NO+N 6.75×10
13 0.0 3.75×104 
6 NO+O↔O2+N 3.18×10
3 1.0 1.97×104 
The third body efficiencies for reactions 1,3 and 4 are: 
React. N2 O2 NO N O 
1 2.5 1 1 --- 1 
3 2 9 1 1 25 
4 1 1 20 20 20 
Gupta Reaction mechanism for a 5 species air flow in chemical non-equilibrium 
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r Reaction ar




8 0.0 18000 
2 H+O2↔OH+O 2.6×10
8 0.0 8400 
3 O+H2↔OH+H 1.8×10
4 1.0 4450 
4 OH+H2↔H2O+H 2.2×10
7 0.0 2580 
5 OH+OH↔H2O+O 6.3×10
6 0.0 545 
6 H+OH+M↔H2O+M 2.2×10
10 -2.0 0.0 
7 H+H+M↔H2+M 12.8×10
5 -1.0 0.0 
8 H+O+M↔OH+M 6.0×104 -0.6 0.0 
9 H+O2+M↔HO2+M 4.2×10
3 0.0 -500 
10 HO2+H↔OH+OH 1.4×10
8 0.0 540 
11 HO2+H↔H2O+O 1.0×10
7 0.0 540 
12 HO2+O↔O2+OH 1.5×10
7 0.0 475 
13 HO2+OH↔H2O+O2 8.0×10
6 0.0 0.0 
14 HO2+HO2↔H2O2+O2 2.0×10
6 0.0 0.0 
15 H+H2O2↔H2+HO2 1.4×10
6 0.0 1800 
16 O+H2O2↔OH+HO2 1.4×10
7 0.0 3200 
17 OH+H2O2↔H2O+HO2 6.1×10
6 0.0 715 
18 H2O2+M↔OH+OH+M 1.2×10
11 0.0 22800 
19 O+O+M↔O2+M 6.0×10
1 0.0 -900 
 
The third body efficiencies for reactions 6,7,8,9 and 18 are: 
React. H2 O2 H O OH H2O HO2 H2O2 N2 
6 1 1 1 1 1 6 1 1 1 
7 2 1 1 1 1 6 1 1 1 
8 1 1 1 1 1 5 1 1 1 
9 2 1 1 1 1 16 1 1 1 
18 1 1 1 1 1 15 1 1 1 
All other third body efficiencies are unity. 
Modified Jachimowski reaction mechanism taken from Gerlinger [24] 
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B.2 Spectroscopic constants of the considered species 
 
Species M [g/mol] rot [K]  vib [K] gel / el [K] 0 [K] 
H2 2 87.55 2 6332 1 / 0 28735 
H 1 --- --- --- 2 / 0 40351 
O2 32 2.07 2 2273 3 / 0  
2 / 11392  
0 
O 16 --- --- --- 5 / 0 
3 / 228.0 
1 / 326.0 
5 / 22830 
29682 
OH 17 27.2 1 5378 2 / 0 
2 / 200.3 
18818 






1 / 0 0 






2 / 0  
1 / 10113 
 
15883 









1 / 0 13113 
N 14 --- --- --- 4 / 0 
10 / 27700 
56654 
NO 30 2.45 1 2817 2 / 0 
2 / 175.0 
10801 
N2 28 2.86 2 3395 1 / 0 0 
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B.3 Blottner coeffcients of the considered species 
 
Species AS BS CS 
H2 0.0209 0.4222 -14.7113 
H 0.2049 -2.2596 -5.2978 
O2 -0.0251 1.0407 -15.9172 
O -0.2133 3.9503 -27.0079 
OH -0.1195 2.6406 -22.5594 
H2O -0.0287 1.3179 -17.9427 
HO2 0.006 0.5614 -14.1356 
H2O2 0.006 0.5614 -14.1356 
N2 0.0110 0.4963 -13.9242 
Blottner coefficients for the relevant species of a reacting hydrogen / air mixture for a temperature 
range of 200K to 4000K 
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B.4 Thermodynamic and transport properties of individual species 
 
  
Hydrogen molecule, H2 
  
Hydrogen atom, H 
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Oxygen molecule, O2 
  
Oxygen atom, O 
  
Hydroxyl molecule OH 
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Water molecule, H2O 
  
Perhydroxyl radical, HO2 
  
Hydrogenperoxide, H2O2 
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Nitrogen molecule, N2 
  
Hydrogen molecule, H2 Oxygen molecule, O2 
  
Nitrogen molecule, N2 Water molecule, H2O 
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Appendix C Burner geometry of the Cheng test-case 
X-coordinate [mm] Inner radius of the air-
nozzle [mm] 
Innter radius of the 
hydrogen-injector [mm] 
Outer radius of the 
hydrogen-injector [mm] 
-10.2442 13.2006356 2.30766667 3.03266667 
-8.4364 11.8401611 2.06983557 2.79483557 
-6.026 10.0261951 1.75272745 2.47772745 
-5.7247 9.7994494 1.71308893 2.43808893 
-5.4234 9.57270365 1.67345042 2.39845042 
-5.1221 9.34595791 1.6338119 2.3588119 
-4.8208 9.1194568 1.59421615 2.31921615 
-4.5195 8.89410094 1.55482061 2.27982061 
-4.2182 8.67136894 1.51588376 2.24088376 
-3.9169 8.45290612 1.47769322 2.20269322 
-3.6156 8.24035778 1.44053662 2.16553662 
-3.3143 8.03536924 1.40470159 2.12970159 
-3.013 7.8395858 1.37047574 2.09547574 
-2.7117 7.65465277 1.33814671 2.06314671 
-2.4104 7.48221546 1.30800211 2.03300211 
-2.1091 7.32391918 1.28032958 2.00532958 
-1.8078 7.18140924 1.25541673 1.98041673 
-1.5065 7.05633095 1.23355119 1.95855119 
-1.2052 6.95032961 1.21502058 1.94002058 
-0.9039 6.86505054 1.20011254 1.92511254 
-0.6026 6.80213904 1.18911468 1.91411468 
-0.3013 6.76324042 1.18231462 1.90731462 
0 6.75 1.18 1.905 
0.3013 6.75132404 1.18 1.905 
0.6026 6.7552139 1.18 1.905 
0.9039 6.76150505 1.18 1.905 
1.2052 6.77003296 1.18 1.905 
1.5065 6.78063309 1.18 1.905 
1.8078 6.79314092 1.18 1.905 
2.1091 6.80739192 1.18 1.905 
2.4104 6.82322155 1.18 1.905 
2.7117 6.84046528 1.18 1.905 
3.013 6.85895858 1.18 1.905 
3.6156 6.89903578 1.18 1.905 
5.1221 7.00959579 1.18 1.905 
6.026 7.07761951 1.18 1.905 
8.7377 7.28169069 1.18 1.905 
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