An Association Rule (AR) is a common type of mined knowledge in data mining that describes an implicative co-occurring relationship between two sets of binary-valued transaction-database attributes (items), expressed in the form of an 〈antecedent〉 ⇒ 〈consequent〉 rule. A variation of ARs is the Weighted Association Rules (WARs), which addresses the weighting issue in ARs. A special case of WARs can be introduced as the "one-sum" WARs, where each item in a rule is assigned with a weighting score between 0 and 1, and the sum of all rule-item scores is 1. A onesum WAR can not only indicate the implicative co-occurring relationship between two sets of items in a weighting setting, but also inform the "allocating" relationship among rule-items. In this chapter, the authors introduce the concept of one-sum WAR and name such WARs as Allocating Patterns (ALPs). An algorithm is proposed to extract all hidden and interesting ALPs from a onesum weighted transaction-database (the well-established transaction-database in a one-sum weighting fashion). The authors further indicate that ALPs can be applied in portfolio management (the core study in investments research). Firstly by modelling a collection of investment portfolios as a one-sum weighted transaction-database that contains hidden ALPs.
Introduction
Investments [5, 17] is one of the major schools in financial research that parallels corporate finance [18] , personal financial planning [29] , financial engineering [43] , etc. Portfolio management, aiming to minimise the overall risk while maximising the total expected return for an investment activity, is perhaps one of the most indispensable tools available in investments. It diversely "allocates" a given amount of assets/funds in a variety of investment-items (i.e. bonds, funds, options, stocks, etc.). In [29] diversification [22] was introduced as a principle of investments. There are three dimensions in diversification [29] : (1) diversity across items/assets within the same investment-security, (2) diversity across different securities of investments, and (3) diversity internationally. When addressing diversification in portfolio management, choosing to invest a portfolio that consists of a set of uncorrelated investment-items or negatively correlated investment-item pairs, noted as the correlation coefficient based portfolio theory [29] , is recommended.
Data mining [6, 24, 25, 27, 54 ] is a promising area of current research and development in computer science, which is attracting more and more attention from a wide range of different groups of people. It aims to extract various types of hidden, interesting, previously unknown and potentially useful knowledge (i.e. rules, patterns, regularities, customs, trends, etc.) from databases, where the volume of a collected database can be measured in GBytes. In data mining common types of mined knowledge include: association rules [2] , classification rules [47] , prediction rules [24] , classification association rules [3] , clustering rules [42] , emerging patterns [19] , sequential patterns [58] , etc. In the past decade, data mining techniques have been widely applied in, for example, bioinformatics [61] , e-commerce [48] , geography [41] , marketing and can be further applied to guide future investment activities. It is believed that ALPs will prove be useful in several different areas as well. The experiments are conducted using two sets of possible investment portfolios generated from the CSMAR (China Stock show good performance regarding both the rate of obtaining "qualified" candidate portfolios (see subsection 5.3) and the monthly average return of the obtained candidate portfolios (as used in [32] ). The results evidence the effectiveness of addressing ALPs in the proposed portfolio management application.
Chapter Organisation
The following section describes the related data mining aspects in Association Rule Mining (ARM) and Weighted Association Rule Mining (WARM). In section 3 the concept of ALP is introduced, based on describing the one-sum weighted transaction-database, the one-sum weighted itemsets and such WARs. An algorithm is proposed in section 4 that identifies all hidden and interesting ALPs in a given one-sum weighted transaction-database. In section 5, the authors further suggest an application for mining a set of ALPs in a collection of investment portfolios.
Experiments are presented in section 6 that demonstrates the effectiveness of using ALPs in the proposed application. Finally the conclusions and a number of open issues for further research are discussed in section 7.
Related Work

Association Rule Mining
Association Rule Mining (ARM) aims to extract a set of ARs from a given transaction-database D T , first introduced in [1] . Let I = {a 1 , a 2 , …, a n-1 , a n } be a set of items (database attributes), and Ŧ = {T 1 , T 2 , …, T m-1 , T m } be a set of transactions (database records), D T is described by Ŧ, where each T j ∈ Ŧ comprises a set of items I' ⊆ I. In ARM, two threshold values are usually used to determine the significance of an AR:
• Support: The frequency that the items occur or co-occur in Ŧ. A support threshold σ, defined by the user, is used to distinguish frequent items from the infrequent ones. A set of items S is called an itemset, where S ⊆ I and ∀a i ∈ S co-occur at least once in Ŧ. If the frequency of S in Ŧ exceeds σ, S is defined as a Frequent Itemset (FI).
• Confidence: Represents how "strongly" an itemset X implies another itemset Y, where X, Y ⊆ I and X ∩ Y = {∅}. A confidence threshold α, supplied by the user, is used to distinguish high confidence ARs from low confidence ARs.
An AR X 〈antecedent〉 ⇒ Y 〈consequent〉 is said to be valid when the support for the co- 
Mining ARs from FIs
In the past decade, many algorithms have been introduced to mine ARs from identified FIs. These algorithms can be further grouped into different "families", such as Pure-apriori like, Semi-apriori like, Set Enumeration Tree like, etc.
• Pure-apriori like where FIs are generated based on the generate-prune level by level iteration that was first promulgated in the Apriori algorithm [2] . In this family archetypal algorithms include: Apriori, AprioriTid and AprioriHybrid [2] , Partition [52] , DHP (Direct Hashing and Pruning) [44] , Sampling [55] , DIC (Dynamic Itemset Counting) [7] , CARMA (Continuous Association Rule Mining Algorithm) [28] , etc. It can be remarked that the well-established Apriori algorithm has been the basis of many subsequent ARM and/or ARM-related algorithms. The Apriori algorithm is sketched as follows (see Algorithm 1). property" (see Semi-apriori like);
(10) end while (11) return (SFI);
End Algorithm
• Semi-apriori like where FIs are generated by enumerating candidate itemsets but do not apply the Apriori generate-prune iterative approach founded on (1) the join procedure, and (2) the prune procedure that employs the "closure property" of itemsets  if an itemset is frequent then all its subsets will also be frequent; if an itemset is infrequent then all its supersets will also be infrequent. In this family typical algorithms include: AIS (Agrawal⋅Imielinski⋅Swami) [1] , OCD (Off-line Candidate Determination) [40] , SETM (SET oriented Mining) [31] , etc.
• Set Enumeration Tree like where FIs are generated through constructing a set enumeration tree structure [51] from D T , which avoids the need to enumerate a large number of candidate itemsets. In this family a number of approaches can be further divided into two main streams:
(1) Apriori-TFP (Apriori-Total⋅From⋅Partial) based (i.e. [11] , [12] , [14] , [15] , [16] , etc.), and (2) FP-tree (Frequent⋅Pattern-tree) based (i.e. [20] , [26] , [38] , etc.).
Mining ARs from MFIs
It is apparent that the size of a complete set of FIs can be very large. The concept of MFI [49] was proposed to find several "long" (super) FIs in D T , which avoids the redundant work required to identify "short" FI. The concept of vertical mining has also been effectively promoted in this category [65] . Vertical mining, first mentioned in [30] Itemset Algorithm) [8] , Genmax [23] , etc.
Mining ARs from FCIs
Algorithms belonging to this category extract ARs through generating a set of FCIs from D T . In fact the support of some sub-itemsets of an MFI might be hard to identified resulting in a further difficulty in the computation of confidence. The concept of FCI [45] is proposed to improve this property of MFI, which avoids the difficulty of identifying the support of any sub-itemsets of a relatively long FI. A FCI f is an itemset S ∈ D T , where f is frequent, and ¬∃ itemset f' ⊃ f and f'
shares a common support with f. The relationship between FI, MFI and FCI is that MFI ⊆ FCI ⊆ FI [8] . In this category algorithms include: CLOSET (mining CLOsed itemSETs) [45] , CLOSET+ [60] , CHARM (Closed Association Rule Mining; the 'H' is gratuitous) [64] , MAFIA [8] , etc.
Weighted Association Rule Mining
Weighted Association Rule Mining (WARM), first introduced in [9] , aims to address the weighting issue in ARM investigation and extract WARs from a weighted transaction-database. In the past decade, a number of alternative approaches have been subsequently described in WARM,
i.e. [39] , [53] , [59] , etc. Broadly WARM approaches can be categorised into three groups: (1) mining horizontal WARs, (2) mining vertical WARs, and (3) mining mixed WARs.
Mining Horizontal WARs
I. The Traditional Approach
Cai et al. in 1998 introduced the concept of weighted item [9] based on a "real-life" marketing experience  not all goods share the same importance in a market. With regard to a retailing business, mining from weighted items/goods enables the generation of such ARs with more emphasis on some particular goods (e.g. goods that are under promotion, goods that always make significant profits) and less emphasis on other goods. To measure the significance of a horizontal WAR, the "weighted-supportweighted-confidence" approach, as an extension of the well-established "supportconfidence" framework (see subsection 2.1), was introduced in [9] . 
, where α W is a user-defined horizontal weighted confidence threshold.
II. The Variation Approach
Wang et al. [59] . In this improved approach of mining horizontal WARs, automatically assigning a weighting score to each transaction (in a vertical fashion) signifies the approach of mining vertical WARs.
Mining Vertical WARs
Lu et al. [39] In [39] the concept of transaction interval was introduced that allows a number of adjacent transactions share a common weighting score. In this vertical WARM approach, items are treated as uniformity. Let I = {a 1 , a 2 , …, a n-1 , a n } be a set of items, 
Mining Mixed WARs
A further extension in mining WARs was presented in [39] , which combines both approaches of 
In the stage of generating mixed WARs, an approach that is similar to the rule-generation approach provided in [2] is employed. 
Allocating Patterns
One-sum Weighted Transaction-database
In 
The Score Transformation Procedure
To determine whether an IWF is a subset of a particular T j in D 
Frequent One-sum Weighted Itemsets
A one-sum weighted itemset is considered to be frequent if it can be found as a subset of more
OS is a user-supplied one-sum weighted support threshold. It should be noted that the well-known closure property of itemsets can also be found in one-sum weighted itemsets, so that: (1) if a one-sum weighted itemset is frequent then all its subsets will also be frequent; and (2) if a one-sum weighted itemset is infrequent then all its supersets will also be infrequent. 
One-sum Weighted Association Rules
) ⊆ (T j ∈ Ŧ)) / count(X OSW ⊆ (T j ∈ Ŧ)) ≥ α W OS ,
Generating Frequent One-sum Weighted Itemsets
An algorithm, namely Apriori-ALP, is proposed to generate a set of frequent one-sum weighted to each portfolio-asset in a non-identical manner.
Modelling a Collection of Portfolios
Traditional Transaction-database Model
One-sum Weighted Transaction-database Model
In this subsection, the authors model a collection of investment portfolios as a one-sum weighted transaction-database P*, where each attribute in a database record represents an investment-item assigning with a weighting score between 0 and 1 (i.e. the ratio -the amount of assets/funds spent on this portfolio-item to the total amount of assets/funds spent on this portfolio), and the sum of all investment-item scores in a portfolio (database record) is 1. A number of ALPs can be identified in P* that illustrate such implicative allocating relationships between two sets of investment-items.
An ALP mined from P* can be exemplified as 〈stock_no. and 20% of their total assets/funds to stock_no.1, stock_no.2 and bond_no.1 together, it is likely that people also invest 5% and 30% of the total assets/funds to stock_no.3 and fund_no.1. Based on the additional information of one-sum item/asset weights, ALPs can be generally applied in real-life investment activities.
Collecting "Meaningful" Portfolios
A collection of portfolios is assumed "meaningful" if each portfolio is collected under some subscriptive conditions. An aspect of the conditions can be described as: each collected portfolio must be "successful"  the realised return of a portfolio exceeds a user-defined return threshold δ, where the lower bound of δ is defined as the return of investing the same amount of assets/funds to a risk free investment-item in the same period of time. Other conditions that may be considered/specified by the user include: (1) each collected portfolio must be invested in a particular time interval; (2) each collected portfolio must contain a particular number of investment-items; (3) each collected portfolio must be produced by a particular portfolio selection technique; (4) each collected portfolio must be produced by a particular financial institution; (5) the risk of each collected portfolio must be less than a user-supplied risk threshold; (6) the investment-items contained in each collected portfolio must be traded in a particular stock exchange; etc.
Guiding Future Investment Activities
It can be prospected that ALPs will prove be useful in a range of applications. With respect to portfolio management, mining ALPs from a set of meaningful portfolios can be applied to guide future investment activities. Given a collection of successful portfolios P* S that is invested in a particular time interval τ 1 (e.g. all portfolios are purchased on day 1 and sold on day 90 ), where the return threshold δ is suggested to be a percentage ψ times the average realised return of all investment-items involved in P* S in τ 1 (noted that in this chapter, ψ is simply determined as 50%), a set of mined ALPs can be treated as a number of candidate portfolios that will be further applied in future investment activities. The quality of each obtained candidate portfolio can be evaluated using a quality threshold µ, where µ is always chosen to be the yearly return of a risk free investment-item. In [62] the yearly returns of two risk free investment-items are determined as: (1) 1.5%  deposit to bank or money market, and (2) 3%  bonds. In this chapter µ is chosen to be 5% in a conservative fashion. Hence a candidate portfolio is "qualified" if its realised return in a "test" time interval τ 2 (noted that the beginning of τ 2 is later than the end of τ 1 ) is greater than µ in τ 2 (i.e. if the range of τ 2 is three months, µ should be calculated as 5% / 12 * 3 = 1.25%). The overall performance of the proposed application can be measured by the rate of obtaining qualified candidate portfolios, which is: count(qualified candidate portfolios) / count(all generated candidate portfolios). On the other hand, the overall performance of the obtained candidate portfolios can be further evaluated by their monthly average return, as suggested in [32] .
Experimental Results
In this section, the authors aim to evaluate the effectiveness of the proposed ALP application in portfolio management  a set of ALPs mined from a collection of successful investment portfolios can be treated as a number of candidate portfolios used to guide future investment activities. The evaluation is performed regarding both the rate of obtaining qualified candidate portfolios and the monthly average return of the generated candidate portfolios. 
The CSMAR-CSTQR⋅ ⋅ ⋅ ⋅Database
The CSMAR Data
The experiments are conducted using two sets of possible investment portfolios generated from 
Data related Stock Exchanges
There are two stock markets in China: Shanghai Stock Exchange (SHSE) and Shenzhen Stock Exchange (SZSE). SHSE was opened in December 1990, whereas SZSE was established in July 
Two simulated Portfolio Collections
Due to the sake of simplicity, for each of SHSE and SZSE only the first 50 listed stocks for A- successful portfolios are randomly created based on the 50 taken stocks, where each portfolio is limited to contain at least 7 and at most 15 stocks. To decide which stocks should be included in a simulated portfolio, a random procedure is applied. In Algorithm 5, the random procedure that forms a portfolio structure, namely Portfolio-Simulation, is described. 
End Algorithm
In Portfolio-Simulation, the ranges of the random integer variable r 2 are designed to be increased in a Fibonacci pattern (i.e. 0, 1, 1, 2, 3, 5, 8, 13…). It should be noted that the Fibonacci pattern can be substituted by any other patterns. Having an overall structure of the simulated portfolio collection generated by iteratively processing Portfolio-Simulation, the one-sum weighting score is then assigned to each portfolio (transaction) item. Firstly, an integer ϖ i is assigned to each item a i in a transaction T j , where ϖ i is randomly chosen from {1, 2, 3, 4, 5}.
Secondly, the one-sum weighing score w i for a i is then calculated as: ϖ i / (∑k = 1…|Tj| ϖ k ). Two simulated portfolio collections (one for SHSE and another one for SZSE) are named as "shse.D50.N5000.Ifibonacci.W5" and "szse.D50.N5000. Ifibonacci.W5", where "shse"/"szse" specifies the stock exchange, "D" represents the number of stocks taken from a stock exchange, "N" denotes the number of simulated portfolios, "I" indicates the pattern applied in random integer generation in Portfolio-Simulation, and "W" signifies the size of the random integer set in the process of item weighting.
In both "shse.D50.N5000.Ifibonacci.W5" and "szse.D50.N5000.Ifibonacci. 
In the described time interval, the average return of the 50 taken stocks is that 13.423% on SHSE and 11.926% on SZSE. Thus the return threshold δ (used to measure whether a simulated portfolio is successful or not) is calculated as: (1) for SHSE, 50% * 13.423% = 6.7115%; and (2) for SZSE, 50% * 11.926% = 5.963% (as commenced in subsection 5.3). Table 3 and Table 4 illustrate the first 5 simulated portfolios/transactions in "shse.D50.N5000.Ifibonacci.W5" and "szse.D50.N5000.Ifibonacci.W5".
Noted that the integers listed before the square brackets are the stock IDs (i.e. "1" represents "600000" in SHSE and "000001" in SZSE), and the real numbers shown in the square brackets are the stock weights. 
Mining ALPs from Simulated Portfolios
The evaluation undertaken used a one-sum weighted support threshold value of 1% and a one-sum weighted confidence threshold value of 75% (as used in [13] to generate an extension of ARs, i.e. the Classification Association Rules, which parallels ALPs). The proposed Apriori-ALP and ALPGeneration algorithms are implemented and run on both simulated portfolio sets. There are 18
ALPs generated from "shse.D50.N5000.Ifibonacci.W5", while 16 ALPs are mined from "szse.D50.N5000.Ifibonacci.W5". In Table 5 and Table 6 the generated ALPs are listed for "shse.D50.N5000.Ifibonacci.W5" and "szse.D50.N5000.Ifibonacci.W5". ALP-based portfolio strategies (candidate portfolios) can produce a return that is greater than the return of a risk free investment-item, and the average return of these strategies is considered relatively high.
Conclusion
This chapter is concerned with an investigation of applying a new type of data mining knowledge in portfolio management. This new type of knowledge can be recognised as an extension of the well-established ARs in a one-sum weighting setting. An overview of existing ARM and WARM approaches and/or algorithms was provided in section 2, where three categorises of serial ARM algorithms and three categorises of WARM approaches were reviewed.
A new type of horizontal WARs was proposed in section 3, namely Allocating Pattern (ALP), which shows a one-sum percentage like item weighting property. A novel algorithm, separated in Apriori-ALP and ALP-Generation, was presented in section 4 that effectively extracts ALPs from data. In section 5, the introduced ALPs were addressed in portfolio management, where the authors described the possibility of utilising ALPs to guide future investment activities. The experiments were performed in section 6, where two sets of simulated portfolios generated from CSMAR-CSTQR⋅Database were taken to mine ALPs. The mined ALPs were then treated as the candidate portfolios, and tested by investing them in a test (later) time interval. The experimental result shows: a very high percentage of the mined ALPs (94.44% for the first set, and 93.75% for the second set) can produce a return that is greater than the return of a risk-free investment-item.
With respect to the good evaluation performance, the effectiveness of the proposed ALP application in portfolio management can be demonstrated. In a further consideration, the average return of all candidate portfolios (each comprises 3 or 4 stocks only), for the test time interval of investment (one month), can be realised as a relatively high percentage (94.98% for the first set, and 76.72% for the second set) of the average return of all stock-items (taken from the CSTQR⋅Database) comprised in each simulated portfolio set. Therefore the overall experimental result can be further interpreted as: it seems that almost all ALP-based portfolio strategies make a relatively high profit.
Further research is suggested to run more experiments on a wide range of stock market data, and conclude whether ALPs can be widely applied to guide future investment activities or not. Other obvious directions for further research include: finding other types of data mining knowledge based on ARM / WARM; investigating the improved algorithms of mining ALPs from data; applying ALPs in other areas; etc.
