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Abstract 
 
Climate change is becoming an increasing subject of discourse across the globe. Decision and 
policy- making regarding climate change and its effects need to be tackled and integrated in 
development plans from local to national level. However, the high uncertainty of these climate 
effects pose a challenge in making sound climate decisions.  
This study has a main objective of investigating the manner in which hydrological and climate 
modelling can support decisionmaking process regarding climate change in Uganda. Historical 
climate data from Mitano Catchment in Uganda was used in constructing a downscaled climate 
model from an ensemble of 16 GCMs and using RCP4.5 trajectories. A simple rainfall-runoff 
(NAM) model was used in calculating crop evapotranspiration for banana crop for use in 
determining crop water requirements for future scenarios in the same catchment.  
Future climate based on the given trajectory is expected to change and will have undesirable 
effect on crops in the region by 2080. Temperature increase and erratic changes in precipitation 
are projected. Prolonged dry seasons in the months of April to August and intensified 
precipitation in rainy seasons (December) are anticipated. Crop evapotranspiration will increase 
by 2080, extremely exceeding precipitation values and depleting soil moisture. There is thus the 
need to draw water for irrigation from the river Mitano.  
The findings in this study are relevant in providing scientific information on how this scenario can 
unravel, as well as to allow for a discussion on the possibilities of mitigation based on the range 
of outcome that the model presents.  It is important to note that it is useful to apply the 
methodology to other pathways as well, so that all possible outcomes are considered. Robust 
decision making uses multi-scenario modelling and multi-model planning, generating several 
plausible outcomes.  
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1. Introduction 
Climate change is an increasing realization in all parts of the world. Policies and decisions 
concerning development, and environmental planning in a growing number of countries now 
take into consideration these climate change effects. However, uncertainty in the extent of these 
effects is quite high, and scenario simulations from different climate models predict varying 
effect levels through time. This could be a hindrance to making sound policies aimed at 
adaptation. Climate change will influence water security in many locations, an example being in 
riparian countries in the Nile basin. The Nile basin is massive in terms of area coverage but has a 
small amount of runoff. It is highly sensitive to increased climate variability, causing a change in 
water availability in various areas. Long-term hydro-meteorological data for the Nile Basin are 
difficult to gather, although there is an increasing number of climate studies focused on the 
region. 
This study would like to draw an understanding of the hydrological models such as the NAM 
(rainfall-runoff model) and climate modelling as a decisionmaking support tool. Emphasis will be 
on applications of the models to a local catchment, Mitano in southwestern Uganda, a 
landlocked, riparian country greatly dependent on the Nile Basin for its water resource. Being a 
country very close to the equator, regional variations in annual temperature and humidity in 
Uganda are minimal. Mean annual rainfall is at approximately 1,180 mm, but rainfall levels vary 
throughout the country, ranging from 500mm/year in the northeast region to 1500 mm/year in 
high precipitation areas (FAO,2014). IPCC rough estimates in potential evapotranspiration in 
Africa project an increase of 5-10% by the year 2050 (Watson et al., 1997). Climate studies also 
project that by 2035, the temperature in Uganda will likely increase by 1.5°C and in the 2080s will 
have risen by 4.3°C (based on 2008 temperature data) (Hepworth and Goulden, 2008), with a 
decadal increase of 0.2°C. This warming will have drastic impacts on evapotranspiration and 
ultimately impact agriculture, a primary livelihood in the region.  
It is expected that climate change will negatively influence agriculture and other livelihoods. As 
climate change show trends in increasing temperature, triggering higher evapotranspiration 
rates in plants and increasing crop water needs, there will be an increased demand for irrigation 
water from sources other than rainfall. Educated predictions on these effects towards irrigation 
are thus necessary to be able to mitigate agrometeorological risks and uncertainties.  
Stakeholders in the agricultural sector, in this way, can also make better decisions in planning 
and improving irrigation systems in the country. 
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1.1 Problem Formulation 
The aim of this study is to investigate how modelling – both climate and hydrological, can assist 
in climate change-related decisions in Uganda. For this purpose, the following questions are 
being addressed.  
1. What are the climate scenarios for Uganda?   
a. How do we address uncertainties (i.e., model sensitivities) in modelling climate 
scenarios? 
2. How will water availability, especially for banana crop water needs, be affected in the 
event of climate change in the region? 
a. Describe how rainfall-runoff model (NAM) was used in determining water 
availability.  
3. How can the results of the climate and hydrological model utilized in this study help in 
decisionmaking?  
Climate data from a specific catchment in Uganda will be used to calculate both present and 
future water availability for the same area. The results will be employed in the analysis of the 
model and methods, as well as to discuss probable effects on water availability and the need for 
future irrigation for agriculture in Uganda.  
 
1.2 Limitations 
Hydrological modelling and climate uncertainty are the key concepts that are investigated in this 
study. The focus will thus not be on technological advances in climate change modelling and its 
aspects, but to examine how these function and are utilized in the decisionmaking process. The 
NAM Model in Microsoft Excel, a relatively simple model, will be used in this study. Only one 
pathway (RCP4.5) will be chosen, but an ensemble of 16 GCM’s will be used. Only one crop, 
banana, will be investigated in terms of crop water requirement.  
Secondary historical climate data are primarily from DHI, as well as from the Climate Change 
Knowledge Portal (http://sdwebx.worldbank.org/climateportal/). The IPCC Fifth Assessment 
Report and other studies concentrated on the Mitano Catchment such as one by Mileham et al. 
(2009), and Kingston and Taylor (2010) will be used. 
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2. Theory 
This chapter explains concepts that are relevant to the data analysis. A decisionmaking process 
is briefly described, along with decision support and a few of its types are presented, together 
with their potential use in climate research. Climate scenarios, specifically their possibilities in 
decision tools are also discussed. The basics of hydrological modelling will also be presented in 
the theory section.  
 
2.1. Decision Support in Climate change  
The decisionmaking process with regards to climate and climate change has always been 
designed in a causal manner, from identifying GHG gas emission causing climate change, and thus 
impacts and risks across the globe. A scientifically based process is usually followed in making 
these decisions, from identifying the risk to managing it (Carter, et.al, 1994; Jones et al., 2014). 
However, it is pointed out that most climate decisions most often do not follow this linear 
process, and that there are many factors and contexts in that need to be dealt with. The IPCC 
recognizes that there is a wider range of methods and disciplines in which climate decisions are 
drawn from. It is important to discuss on decision making regarding climate change, as in most 
situations, these decisions can lead to irreparable outcomes.  
It is said that in a good climate decision, different aspects have to be dealt with. Impacts, risks 
and vulnerability, need to be integrated in a decisionmaking context, wherein discourse among 
users and specialists is needed, so they may be able to agree mutually on a best practice based 
on the current scientific knowledge base, and a given socioeconomic context (Jones, 2014). This 
study will however look into more into scientific information and context.  
Decision support is defined as “a set of processes intended to create the conditions for the 
production of decision- relevant information and for its appropriate use” (National Research 
Council, 2009). This is a concept that allows for a useful basis on how risk-based concepts and 
information can help improve decisionmaking. Decision support is said to be “situated at the 
intersection of data provision, expert knowledge, and human decisionmaking at a range of scales 
from the individual to the organization and institution” (Jones, 2014). The National Research 
Council set up the following common principles for effective decision support: 
1. User’s needs, need to be identified first. This is established through an iterative 
collaboration among users and researchers to help identify these needs. Scientific 
research priorities should not be the startup point.  
2. The emphasis of processes over products. 
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3. Systems linking users and information providers (scientific community, decision makers), 
should be incorporated.  
4. Connections across disciplines and organizations should be built, and there should be a 
recognition of the aspect of decision making as being multidisciplinary  
5. Institutional stability, in order to build trust and familiarity, which are in turn required to 
build connections among disciplines.  
6. Learning should be incorporated in all processes.  
Figure 1 An Example of a DSS framework 
Source: Figure modified from Technical Focus Paper on The Role of decision support systems and 
models in integrated river basin management. (Global Water Partnership, 2013)  
In figure 1, an example of a decision support framework is illustrated. These three sets of steps 
do not function in a linear, but rather a parallel pattern and information from one process can 
cross to the other set steps. For different scenarios, a new set of DSS framework is involved.  
Decision support planning methods have different types, of which a couple will be described 
here. Descriptions of these types are based on Means (et al., 2009). 
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Traditional scenario planning is a process carefully examining trends and critical uncertainties, 
selects key uncertainties, and then construct future scenarios based on them. These scenarios 
are used to develop and examine strategies to cope with the implications of the scenario’s 
conditions. It allows the planner to determine how strategies will perform under different 
plausible future, high transparency, thus promoting a high level of engagement with stakeholders 
and is easily communicated. Furthermore, information is sound in the absence/lack of statistical 
information on data estimation (Means et al., 2009). However, this method is not well suited for 
long-term decision making, as uncertainty about the future cannot be well characterized, and the 
process becomes even more complex when there are too many stakeholders involved.  As its 
data gap, a common strategy for near-term action is difficult to find.  
Classic decision analysis is quite a broad category of DSPM. Along with CDA, portfolio planning, 
real options, and robust decision can all fit into this. According to Means, et.al (2009), this DSPM 
“evaluates complex decisions in a systematic and rational way”. CDA is a mathematical approach, 
thus involving analysis, then ranking of decision alternatives vs. multiple (and often conflicting) 
decision objectives. Policymakers can choose the preferred adaptation strategy in order to 
achieve decision objectives. This is also an iterative process. This a common tool utilized in 
climate projections, water management related to climate change, floodplain management 
strategies, urban water supply management, etc. However, limitations of this DSPM are that 
more complicated situations, as well as those with high uncertainty, are difficult to implement. 
It is thus difficult to simplify the situation into alternatives. Data gaps include: a need for more 
clear expert judgments to be able to better address uncertainty, opportunity in integrating use 
of scenarios (scenario planning), future climate change assessments need to be internally 
consistent and explicit in representing uncertainty (more likely procedure based gaps) and lastly, 
a more streamlined way of communicating theory of DSPM and outputs to stakeholders. There 
is little experience in using this method in water management in relation to climate change. 
A combination of classic decision analysis and traditional scenario planning is called robust 
decision making. This is described as a systematic approach for evaluating strategies against large 
groups of scenarios. As opposed to traditional scenario planning, RDM uses simulation models 
than detailed narratives to build scenarios. Moreover, as opposed to CDA, it evaluates robust 
strategies as opposed to optimal criteria and does not rely on a single set of probability 
distributions to describe uncertainty. Vulnerabilities of different combination strategies are 
identified and characterized, what possible tradeoffs are, thus pointing to the best robust 
strategy. This type of DSPM is therefore considered as a potential solution to water utility 
climate-related decision making.  
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The limitations of the previously mentioned DSPMs are not present in this. As computerized 
simulations, it is possible to make different plausible futures by combining vast groups of 
scenarios, making it easier to point out vulnerabilities of otherwise deemed robust scenarios. 
However, it still has data gaps wherein it relies mostly on hypotheses rather than proven 
relationships. It is also difficult to understand and explain by stakeholders. RDM can be perceived 
subjective due to unfamiliar methodology, and more research and investment on it is needed. 
 
2.1. Climate change scenarios 
The IPCC presents a definition of scenarios as “a coherent, internally consistent and plausible 
description of a possible future state of the world. It is not a forecast; rather, each scenario is one 
alternative image of how the future can unfold. A projection may serve as the raw material for a 
scenario, but scenarios often require additional information (e.g., about baseline conditions). A 
set of scenarios is often adopted to reflect, as well as possible, the range of uncertainty in 
projections.” (IPCC DDC, 2013) Scenarios are an important tool in addressing uncertainty in 
climate change and climate decisions.  
The fifth Assessment Report (AR5) by the IPCC adapted Representative Concentration Pathways 
(RCPs) in place of scenarios in SRES (Special Report on Emission Scenarios). Ultimately, the 
difference between these two modelling scenarios is that while the SRES represent emission 
trajectories, RCPs are a series of pathways demonstrating ‘radiative forcing’ due to different 
atmospheric concentrations (emission concentrations among others). In this study, the focus will 
be on the RCPs.  
This chapter will discuss the various aspects of developing climate change scenarios. The basics 
of representative concentration pathways will be described first. These RCPs are vital in providing 
data for possible pathways for analysis in global circulation models, which will be explained next. 
Lastly, delta factor change, the GCM downscaling method that is used in this study will be 
presented.  
 
2.1.1. Representative Concentration Pathways (RCP) 
The need for new scenarios has been apparent due to three issues as pointed out in van Vuuren 
et al. (2011). For one, the existing generation of climate models now requires a dataset more 
detailed than previous climate scenarios can provide. A second concern is the fact that there is 
more focus on the exploration of climate policy impacts, and allowing for a cost-benefit 
evaluation of long-term climate goals. Lastly, a heightened focus on climate adaptation and its 
role have also to be considered (van Vuuren, 2011). 
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Figure 2 presents the difference in approaches taken by SRES (sequential approach) and the RCPs 
(parallel approach).  The linear process, which SRES followed, took many years to fulfill, wherein 
emissions scenarios were developed first, and then came climate change projections next. This 
was not very efficient. The new process has a starting point in GHG and aerosol emission 
scenarios and more efficient, and should be better in integration, consistency, and feedback 
consideration (Moss et al., 2008).  
 
Figure 2. Approaches to global scenario development. Numbers indicate analytical steps; 
arrows indicate the transfer of information (solid), RCP selection (dashed), feedback integration 
(dotted). Source: Moss et al. (2008).  
As a result of the concerns above, Representative Concentration Pathways (RCP) was developed. 
Consisting of four greenhouse gas concentration pathways, RCP’s replace emission scenarios 
from the Special Report on Emission Scenarios (2000) for use in climate change research. RCPs 
are third generation scenarios since released.  
The four RCPs, RCP8.5, RCP6, RCP4.5, and RCP2.6 and a short description of each are presented 
in Table 1. The numbers represent radiative forcing in watts per square meter, by the year 2100. 
These RCPs provide common grounds for climate researchers, giving a common data input across 
the scientific community and thus making it easier to comprehend, compare results, and 
communicate results easily among stakeholders. Each RCP was designed using independent 
12 
 
reference scenarios. The reference scenarios for RCP4.5, the pathway used in this study, is further 
outlined in Thomson, et al. (2011).  
 
Table 1. An overview of the four RCPs and comparison to SRES 
RCP8.5 Rising radiative forcing pathway leading to 8.5 W/m2(≈1370 ppm CO2 eq) by 
2100, GHG emissions increase over time. Non-mitigation business as usual. 
This scenario is comparable to SRES A1F1 or SRES A2( 2100 scenario 
RCP6 Stabilization without overshoot pathway to 6 W/m2(≈ 850 ppm CO2 eq) at 
stabilization after 2100. This scenario is comparable to SRES A1B (2050 
scenario), where lower emissions business as usual is assumed. 
RCP4.5 Stabilization without overshoot pathway to 4.5 W/m2(≈ 650 ppm CO2 eq) at 
stabilization after 2100. A weak climate change mitigation scenario 
RCP2.6 Also called RCP3-PD. Peak in radiative forcing at 3 W/m2(≈ 490 ppm CO2 eq) 
before 2100 and then decline to 2.6 W/m2 by 2100. Global increase in 
temperature is under 2°C, comparable to SRES B2. Emissions of GHG’s and 
other chemicals are reduced substantially over time.  
Source: Table combined from Bøgh et al. (2014) and van Vuuren, et al. (2011) 
There are three key measurements considered in the RCPs. One is radiative forcing, used in 
assessing and comparing both natural and manmade climate change drivers. It is defined as the 
“change in net (down minus up) irradiance (solar plus longwave; in W m–2) at the tropopause 
after allowing for stratospheric temperatures to readjust to radiative equilibrium, but with 
surface and tropospheric temperatures and state held fixed at the unperturbed values”. 
(Solomon et al., 2007). The second is emission rates, and the third is emission concentrations – 
simply put, how fast and how much (in parts per million) of the greenhouse gases such a CO2, 
methane, and nitrous oxide, can we put into the atmosphere (van Vuuren et al., 2011). Table 2 
describes the extent of the different scenario components for each pathway. 
RCPs are essential in a number of ways. For one, they are an important step as inputs for climate 
modelling. Experiments in climate modelling such as this study will draw from RCPs for modelled 
future baseline scenarios for comparison. Other uses are, as input into mitigation analysis, impact 
assessment, and lastly, create an analytical thread (van Vuuren et al., 2011).  
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Table 2. RCPs and their extent of scenario component 
Source: van Vuuren et al., 2011 
 
2.1.2. Global Climate Models 
Global climate models (GCMs) are a three-dimensional attempt to in characterizing the main 
components of the climate system. Climate change experiments utilize GCMs to be able to 
construct climate change scenarios (Viner, 2000). GCM projections are relatively coarse, so these 
types of models are not able to illustrate local detail or the local forcing (Buontempo et al., 2015), 
which are important when one tries to study impact assessment at a more localized level. There 
is, therefore, a need to construct climate scenarios to be able to get around this geospatial 
mismatch (Viner, 2000). Figure 3 illustrates how GCMs work.  
This study draws GCM simulations from the collaborative modelling process Coupled Model In-
tercomparison Project, Phase 5 (CMIP5). The CMIP5 is “meant to provide a framework for 
coordinated climate change experiments for the next five years and thus includes simulations for 
assessment in the AR5 as well as others that extend beyond the AR5. CMIP5 is not, however, 
meant to be comprehensive; it cannot possibly include all the different model intercomparison 
activities that might be of value, and it is expected that various groups and interested parties will 
develop additional experiments that might build on and augment the experiments described 
here.” (WCRP CMIP5 Special Issue, 2010) 
Furthermore, CMIP5 provides for the standardization of model simulations to be able to (1) 
appraise how close to real the models are in simulating the recent past, (2) deliver future climate 
change projections for both near-term (out to about 2035) and long-term (out to 2100 and 
beyond) time scales, and (3) recognize what factors influence the differences in model 
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projections, and quantifying some important feedbacks i.e. those involving clouds and the carbon 
cycle. 
 
 
Figure 3 Visualizing the concept of GCM. Source: Viner, 2000. 
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Table 3. Different GCM used in this study, based on Climate Change Knowledge Portal 
Simulations (Source: WCRP Coupled Model Intercomparison Project) 
Model Institution 
bcc_csm1_1 Beijing Climate Center, China Meteorological Administration 
bcc_csm1_1_m Beijing Climate Center, China Meteorological Administration 
ccsm4 National Center for Atmospheric Research 
cesm1_cam5 National Science Foundation, Department of Energy, National Center for 
Atmospheric Research 
csiro_mk3_6_0 Commonwealth Scientific and Industrial Research Organization in 
collaboration with the Queensland Climate Change Centre of Excellence 
fio_esm The First Institute of Oceanography, SOA, China 
gfdl_cm3 Geophysical Fluid Dynamics Laboratory 
gfdl_esm2m Geophysical Fluid Dynamics Laboratory 
giss_e2_h NASA Goddard Institute for Space Studies 
giss_e2_r NASA Goddard Institute for Space Studies 
ipsl_cm5a_mr Institut Pierre-Simon Laplace 
miroc_esm Japan Agency for Marine-Earth Science and Technology, Atmosphere and 
Ocean Research Institute (The University of Tokyo), and National Institute 
for Environmental Studies 
miroc_esm_chem Japan Agency for Marine-Earth Science and Technology, Atmosphere and 
Ocean Research Institute (The University of Tokyo), and National Institute 
for Environmental Studies 
miroc5 Atmosphere and Ocean Research Institute (The University of Tokyo), and 
National Institute for Environmental Studies, and Japan Agency for Marine-
Earth Science and Technology 
mri_cgcm3 Meteorological Research Institute 
noresm1_m Norwegian Climate Centre 
 
2.1.3. Constructing climate scenarios 
There are many different types of GCMs that can be used in model simulations. However, the 
question is which one to choose for use in the study’s dataset in forming scenarios. When it 
comes to choosing the best models when constructing an ensemble, modellers usually look into 
the performance of the historical model. As discussed in Mote et al. (2011), it is a logical approach 
to focus on simulations that seem more credible or to weight results according to a measure of 
skill, to be able to refine a large number of model simulations into a smaller group of scenarios.  
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If there is a strong correlation between a physical process and a performance metric, the 
weighting of a model may be appropriate to use (Knutti et al., 2010), although, in impact assess-
ments, the ability of a model to simulate regional climate sensitivity to altered climate forcing 
may be a better basis. However, there is still much uncertainty regarding results of these meth-
ods. Some models may or may not be insensitive to certain metrics (depending on which metric), 
and thus, may or may not affect results. A group of what is deemed ‘best’ models may produce 
same results as those deemed to be ‘worse’ models. Due to this, Mote et al. (2011) argue that it 
might be justifiable to skip weighting climate projections, and suggest that a suitable approach is 
to take the unweighted average or median of as many models available as possible. 
The following guidelines in constructing scenarios were also proposed by Mote et al. (2011): 
1. The climate aspects to which a problem or decision is most sensitive to should be better un-
derstood. These climate aspects include climate variables, statistical measures of these vari-
ables, and at what space and time scales. 
2. Defining the climate projection information which is best for the situation (e.g., variables, 
scales in space and time). 
3. The limitations of the methods selected have to be considered. 
4. Climate projections should be acquired by running as many simulations, representing as many 
models and emissions scenarios, as possible.  
5. Recognize model biases, and evaluate which of the variables may cause these biases by com-
paring to observations. However, it also must be recognized that most studies have found 
little or no difference in culling or weighting model outputs. 
6. The realization that uncertainties in regional climate projections come from uncertainties 
about the drivers of change (e.g., greenhouse gases, aerosols), climate response to these 
drivers, and lastly, the future trajectory of natural variability. 
7. The ensemble is not just used to describe consensus about the projected mean but also about 
the range and other aspects of variability.  
Source: Mote et al., 2011 
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2.1.4. Downscaling: Delta factor change method  
Downscaling refers to the process of connecting data at coarse spatial and temporal scales into 
data at finer spatial and temporal scales (Hamlet et al., 2010). Downscaling thus has the assump-
tion that local climate is a combination of large-scale climatic/atmospheric features (global, hem-
ispheric, continental, regional) and local conditions such as topography, water bodies, land sur-
face properties. However, current GCMs are generally unable to represent the latter conditions. 
(Trzaska and Schnarr, 2014).  
In climate impact assessments, the downscaling process is usually used to relate archived tem-
perature and precipitation data in monthly basis at approximately 200-km resolution GCMs to 
finer scale data, i.e. daily time step precipitation data. Downscaling allows for the introduction of 
finer scale regional information while preserving relevant and well-resolved climate signals that 
are generated by the models in response to variables such as forcing (ibid, 2014). Figure 4 illus-
trates the concept of downscaling to derive climate projections at local scales. Each step has its 
assumptions, making uncertainties inherent in the process and could just appear from different 
variables. These uncertainties should be considered, although these may or may not be quanti-
fied.  
Downscaling can either be dynamical or statistical. Dynamical downscaling includes additional 
data and physical processes into higher resolution models. However, this type is very intensive 
regarding computation and data, as well as it requires a high level of expertise to implement and 
interpret results. Statistical downscaling attempts to establish statistical relationships between 
large-scale climate features that GCMs and local climate characteristics provide. This type of 
downscaling requires less intensive computations and is easy to implement and interpret. A 
heavy reliance on historical climate observations is a characteristic of this type of downscaling 
method, and it also assumes that observed climate relationships in the present do not change in 
the future (Hamlet, 2010).  
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Figure 4. Downscaling a GCM. Source: Viner, 2000. 
The delta factor change method is an example of a statistical downscaling method. It is concep-
tually simply and has a wide application in water planning studies. The delta method calculates 
change factor values and apply it to a set of historically observed station or gridded temperature 
and precipitation data, which are in turns inputs to a hydrological model. Several variations of 
the delta method have been developed, maintaining this underlying concept. (Hamlet et al., 
2010). 
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In calculating delta factor change value for temperature datasets, the following steps are fol-
lowed (Wilby and Fowler, 2010): 
1. A historical baseline scenario in time series is determined as reference temperatures (TR) 
thus TR1950,…, TR1980. 
2. Changes in the temperature variable will be computed for the GCM simulations for future 
temperature (TF) that is spatially closest to the baseline scenario.   
Thus:     ∆T = Mean TF – Mean TR 
3. Resulting values will be added to the reference temperature dataset.  
Downscaled scenario  TR1950 + ∆T, …, TR1980 + ∆T 
In calculating delta factor change value for precipitation datasets, the following steps are per-
formed (Wilby and Fowler, 2010): 
1. A historical baseline scenario in time series is determined as reference precipitation (PR) 
thus PR1950,…, PR1980. 
2. Changes in the precipitation variable will be computed for the GCM simulations for future 
precipitation (PF) that is spatially closest to the baseline scenario.   
Wherein:    ∆P = (Mean PF – Mean PR)/ Mean PR 
3. Resulting values will be multiplied to the reference precipitation dataset.  
Downscaled scenario  PR1950 x ∆P, …, PR1980 + ∆P 
The precipitation dataset uses multiplicative perturbations to circumvent potential sign 
problems, and avoid negative precipitation values while we use additive perturbations with tem-
perature datasets to avoid getting absolute zero values. Since the delta method sustains many 
features in the original dataset time series as well as the spatial variability of the original obser-
vations, biases in the GCM simulations are therefore taken away in the process. The steps above 
are applied to the entire times series of observations both in precipitation and temperature so 
that a localized change in the long-term mean for each month will be produced, as estimated 
from the raw GCM data. However, the delta method is limited in a way that potential changes in 
the variability or time series behavior or either temperature or precipitation are not captured 
(Hamlet, 2011).  
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2.2. Climate change uncertainty in decision support tools  
It is important to define uncertainty first before discussing its relation to climate uncertainty. For 
clarity, we define uncertainty as incomplete knowledge due to a lack of information, or a lack of 
consensus on what is known or what can be known (Kunreuther et al. 2014). It is a known fact, 
that climate policies are plagued with sensitivity to uncertainties associated not only with climate 
systems but also the human factor and decisionmaking.  
Uncertainties in climate policy decisions are divided into five classes as described in the IPCC: 
1. Climate response to greenhouse gas (GHG) emissions, and associated impacts. There is 
huge uncertainty on how these responses will impact humans and the environment. 
2. Stocks and flows of carbon and other GHGs. Estimation of these parameters are also 
difficult, and can only be modelled after historical and current conditions, which are also 
in themselves uncertain. The lack of information makes it even more difficult to estimate 
future levels, especially in the event of changing climate.  
3. Technological systems. Use and distribution of technology, especially new, more effective 
and eco-friendlier ones will take time. Their cost, availability and how fast users can learn 
how to effectively use such technology are all uncertain. Public acceptance and 
regulations of such technologies are also factors to consider. 
4. Market behavior and regulatory actions. The private sector is also key players in the 
extent of uncertainty in climate change policies. Their investment behavior can change, 
depending on uncertain market factors, and policy-driven incentives can help regulate 
these behaviors. However, it is also dependent on how well these regulations will be 
implemented into the firm.  
5. Individual and firm perceptions. Key decision makers are also a great source of 
uncertainty, as they tend to form decisions and policies that are guided by their 
perceptions of risk and uncertainty. There are also other sources of influences in the 
decisions that they make.  
 
2.3. Hydrological modelling in decision supports systems 
This subchapter describes the technical part of calculating reference and crop evapotranspiration 
for use in hydrological modelling. Analysis of these results will be essential in addressing our main 
problem of creating a methodology in representing climate change trends and irrigation 
scenarios to predict water availability.  
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2.3.1. Evapotranspiration  
Potential evapotranspiration is briefly defined as “the amount of water transpired in a given time 
by a short green crop, completely shading the ground, of uniform height and with adequate water 
status in the soil profile” (Penman, 1948). It is assumed that crop specifications are constant.  This 
presents a problem in the real world representation, as evapotranspiration rates differ from one 
crop to another. There is also a dilemma of outright eliminating the crop component (Irmak and 
Haman, 2003).  
For clarification purposes, PET in this case study follows the definition and equation of reference 
crop evapotranspiration (ETo)as described in the FAO Irrigation Report 56. ETo is defined as the 
rate of evapotranspiration from a “hypothetical grass reference crop with an assumed crop 
height of 0.12 m, a fixed surface resistance of 70 s m-1 and an albedo of 0.23.  The reference 
surface closely resembles an extensive surface of green well-watered grass of uniform height, 
actively growing and completely shading the ground” (Allen et al., 1998). It is also assumed that 
there is no water stress present (Irmak and Haman, 2003).  
In calculating potential or reference ET, we need to consider certain meteorological parameters, 
such as solar radiation, air temperature, air humidity, wind speed and atmospheric parameters 
such as pressure, latent heat of vaporization, and psychrometric constant. All these data are 
needed in the Penman-Monteith method of calculating PET. These meteorological and 
atmospheric data can either be measured directly from weather stations or can be 
estimated/derived from existing measured data or other derived parameters (Allen et al., 1998). 
Different PET formulae also use different sets of these parameters.  
There are more other equations that require less data than the Penman-Monteith method. This 
can prove useful in areas that lack data. However, downsides relating to inaccuracies of the PET 
can most likely occur as a lot of other parameters are being ignored or assumed.  
When climate data is lacking, the Thornthwaite method, which is temperature based, can be used 
and is calculated as follows (Lu et al., 2005):  
𝑒 = 1.6𝐿𝑑 (
10𝑇
𝐼
)
𝑎
 
Where: 
E = monthly potential evapotranspiration 
T= monthly mean temperature 
Ld = daytime length (time from sunrise to sunset in 12 -hour multiples 
𝑎 = 6.75 ∗ 10−7𝐼3 − 7.71 ∗ 10−5𝐼2 + 0.01791𝐼 + 0.49239 
22 
 
I =is the heat index calculated as: 
 𝐼 = ∑ 𝑖𝑗
12
𝑗=1 , wherein 
 𝑖𝑗 = (
𝑇𝑗
5
)
1.514
 
  Tj = the mean temperature for the month j, where j = 1…12.  
It can be a challenge to select which equation to use when calculating PET for use in hydrological 
models, given the array of equations depending on the variable present. Several studies point 
out the fact that the selection of a certain equation in the calculation of PET can affect the 
direction of the model projections, for example, water availability (Weiland et al., 2012).  In 
computing ETo, FAO highly recommends that the Penman-Monteith formula is used (Allen et al., 
1998).  
Recognizing the importance of PET in hydrological modelling, the Climatic Research Unit (CRU) 
derives PET on their database through a variant of the FAO Penman - Monteith formula, using 
gridded mean, minimum and maximum temperature data, vapor pressure and cloud cover data 
(Harris, 2014).                  
𝑃𝐸𝑇 =
0.408∆(𝑅𝑛 − 𝐺) + 𝛾
900
𝑇 + 273.16
𝑈2(𝑒𝑎 − 𝑒𝑑)
∆ + 𝛾(1 + 0.34𝑈2)
 
  Where: 
𝑈2 = 𝑈10
ln 128
ln 661.3
 
PET – reference crop evapotranspiration in mmd-1  
Rn – net radiation flux at crop surface in MJm-2d-1  
G – soil heat flux in MJm-2d-1 
T – average temperature at 2 m height in Celsius 
U2 – windspeed (either measure or estimated from U10) at 2 m height in ms-1 
U10 – windspeed measure at 10 m height in  ms-1 
(ea – ed) – vapour pressure deficit for measurement at 2 m height in kPa 
∆ - slope of vapour pressure curve in kPa °C-1 
γ – psychrometric constant in kPa °C-1 
900 – is the reference crop coefficient in kJ-1kg K d-1 (Allen et al., 1994 in Harris, 2014) 
0.34 – wind coefficient for reference crop (sm-1) (Allen et al., 1994 in Harris, 2014) 
 
Addition or multiplying back by the 1961- 1990 baseline values were done to be able to create 
absolute values for all the variables, which is a requirement in calculating the PET. For wind 
factor, time-invariant values were used in the absence of anomaly time series (Harris, 2014).  
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A summary of methods other than Penman-Monteith and Thornthwaite, as well as the 
parameters they require is given in Table 4.  
 
Table 4. Other common methods in Calculating PET and parameters required.  
Method Parameter 
Hamon (1963) Mean daily temperature, daytime length, calibration coefficient 
Hargreaves-Samani (1985) Daily maximum and minimum temperatures, radiation 
(extraterrestrial) 
Priestley-Taylor (1972) Mean daily temp, net radiation (derived from solar and 
extraterrestrial radiation), calibration constant 
Turc (1961) Mean daily temp, solar radiation, mean daily humidity 
Makkink (1957) Mean daily temperature, solar radiation 
Source: Lu et al. (2005) 
 
2.3.2. Crop water requirements 
This subchapter presents the method that will be used in calculating crop water requirements 
for, which is in turn needed to be able to derive water availability when future trend analysis is 
applied.  
Crop evapotranspiration (ETc) under standard conditions is defined as evapotranspiration from 
‘disease-free, well-fertilized crops, grown in large fields, under optimum soil water conditions and 
achieving full production under the given climatic conditions’ (Allen et.al, 1998). The difference 
between ETc and reference evapotranspiration (ETo) is that crop properties such as ground 
cover, canopy properties, and aerodynamic resistance are dissimilar to that of grass.   
The crop coefficient approach is a globally accepted method of calculating the ETc. The set of 
characteristics that differentiate field crops from grass is presented as the crop coefficient (Kc). 
This can be represented either as a single crop coefficient Kc, or be divided into two coefficients 
– the basal crop Kcb and soil evaporation coefficient Ke, thus Kc = Kcb + Ke (FAO 56). In this 
project, the single crop coefficient will be utilized.  
The formula for crop evapotranspiration is as follows: 
  ETc = Kc x PET 
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Where: 
 ETc – crop evapotranspiration 
 PET – potential evapotranspiration (also referred to as ETo) 
 Kc – crop evapotranspiration 
In the formula, the PET represents the climate characteristics, while Kc characterizes particular 
plant features but also represents climate to some extent. It is due to these properties of Kc that 
makes the transfer of standard values between locations and climates. Kc is ultimately the ratio 
of ETc to ETo and represents conditions where water shortage, crop density, disease, weed, in-
sect or salinity pressures are not characterized in crop growth or evapotranspiration. PET has 
already been described in the previous subchapter.  
As discussed in by Allen et al. (1998), there are four main characteristics of a crop that Kc repre-
sents, which differ it from reference grass. The first one is crop height, which influences aerody-
namic resistance and the turbulent vapour transfer from crop to atmosphere. Albedo or reflec-
tance of the soil surface is the second characteristic defined in the Kc. Soil surface moisture and 
the portion of the ground covered by vegetation all have an effect on albedo level. The third is 
canopy resistance, which is defined as the resistance of the crop to vapour transfer. Leaf area 
(number of stomata), condition and age of the leaf, the degree of stomatal control all contribute 
to the effect of canopy resistance. Lastly, evaporation from soil, especially from exposed soil, is 
also represented in Kc. Evaporation will have a major effect on Kc when the crop is still small and 
barely covers the ground. When the soil is wet from recent irrigation or rain, evaporation is high 
and Kc for small non-ground covering plants will be more than 1. However, if the soil is dry, not 
much evaporation occurs, and Kc will drop to low values. By calculating Kc using dual crop effi-
cient, it is possible to predict differences in sol evaporation between field crop and reference 
surface more precisely.    
Different crops will have different crop coefficients; this relates to aforementioned 
characteristics of the Kc – albedo, aerodynamic properties, leaf and stomata properties, which 
also differentiates from one crop to another. Since crop height also variegates at the different 
growth stages, Kc will be different even if it is the same crop but at a different growth stage.  As 
also previously stated, Kc also characterizes climate to a limited degree. Standard climatic condi-
tions for average Kc is defined as a sub-humid climate with a mean daytime minimum relative 
humidity of 45% and having calm to moderate wind speeds at approximately 2 m/s (ibid).   
As illustrated in Figure 5, the level with which main factors affect crop coefficient varies as the 
growth stage of a specific crop progresses.  
To summarize this subchapter, the steps in calculating ETc are (Allen et.al., 1998): 
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1. Determine crop growth stages, their lengths and then select the Kc coefficient that 
corresponds. 
2. The identified Kc coefficients are then adjusted in terms of the climate conditions during 
the stage. 
3. Crop coefficient curve is constructed, so as Kc value for any period during the growing 
period is determined. 
4. Crop evapotranspiration is calculated through the equation, ETc = ETo x Kc, where ETo is 
the reference crop evapotranspiration (described in the previous subchapter) and Kc is 
the crop coefficient.  
 
 
Figure 5. An example of a crop coefficient curve, where primary factors affecting Kc are 
specified in the growth stages. Source: Allen et. Al., 1998 
 
2.3.3. Catchment hydrological modelling: Rainfall- runoff model (NAM) 
The NAM, described as a lumped conceptual model, simulates the rainfall and runoff process in 
rural catchments by “continuously accounting for the water content in four different and 
mutually in interrelated storages where each storage represents various physical elements of the 
26 
 
catchment. These storages are (1) snow storage, (2) surface storage, (3) lower zone (root zone) 
storage, and (4) groundwater storage” (Madsen, 2000). The NAM requires precipitation, PET, and 
temperature (if the snow component is active) as input data, and from these data generate 
catchment runoff, which is conceptually divided into the overland flow, interflow, and baseflow 
components. Other elements of the hydrological cycle such as soil moisture content and 
groundwater recharge are also produced. Aside from these, the model allows for the inclusion of 
man-made hydrological cycle interventions like irrigation and groundwater pumping. A visual 
illustration of how NAM functions is presented in Figure 6.  
 
Figure 6 NAM Model structure (Madsen 2000) 
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Average values of parameters and variables for the whole catchment are used in the NAM. Some 
of these parameters may be estimated basing on physiographic, climatic and soil physical 
characteristics of the catchment, but most are empirical or conceptual. This means that final 
estimation must be done by calibrating against observed hydrological characteristics. It is based 
on a multiple-objective strategy, where different calibration objectives can be optimized 
simultaneously (water balance, overall hydrograph shape, peak flows and low flows). It is 
recommended to use three to five years of time series input data for model calibration and 
validation. An overview and description of the nine main model parameters are presented below 
(based on DHI, 2004).  
1. The Maximum water content in surface storage (Upper storage; Umax) represents the 
moisture absorbed by vegetation as well as moisture trapped in the top cultivated part of 
the soil and surface depression. At maximum surface storage, some of the excess water 
becomes overland flow, and the remainder is diverted as infiltration into the root zone 
and groundwater storage.  
2. Maximum water content in root zone storage (Lower storage; Lmax): this is the upper 
limit of water quantity in the root zone available for transpiration by vegetation.  
3. Overland flow runoff coefficient (CQOF): describes the degree to which excess water from 
surface storage runs off as overland flow and infiltration. 
4. Time constant for interflow (CKIF): the inverse of this parameter determines the quantity 
of the surface water content that is drained to interflow every hour.   
5. Time constant for routing interflow and overland flow (CK1,2): these constants determine 
the shape of the hydrograph peak and their values depend on the size of the catchment 
and how fast it responds to rainfall.  
6. Root zone threshold value for overland flow (TOF): no overland flow is generated if the 
relative moisture content in the root zone is lower than this threshold.  
7. Root zone threshold value for interflow (TIF): no interflow is generated if the relative 
moisture content in the root zone is lower than this threshold.  
8. Time constant for routing baseflow (CKBF): can be determined from the hydrograph re-
cession in dry periods.  
9. Root zone threshold value for groundwater recharge (TG): determines the relative value 
of the moisture content in the root zone above which groundwater recharge is generated. 
 
Based on the nine parameters that were previously described, the NAM Excel model (to be used 
in this study), of which four water storages are represented, is set up using the equations below.  
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Table 5. Equations for the NAM Excel model and description  
Equation Description 
Ut = Ut-1+P Precipitation (P) + upper storage (U)  
If U = Umax then Ea = Ep else Ea = (Ep-
U)(L/Lmax) 
Actual evapotranspiration (Ea) calculation. If the upper 
storage U is full, then Ea = Potential evapotranspiration 
(Ep), if not, E is proportional with Ep and varies linearly 
with the relative soil moisture content in the root 
(lower) zone (L/Lmax).  
Ut = Ut-Ea Upper storage (U) adjustment for (Ea) 
QIF = Ut /CKIF  Interflow calculation 
Ut = Ut -QIF Subtract the interflow QIF from the upper storage U 
If Ut > Umax then Pn= Ut -Umax else Pn = 0 Calculation of excess Precipitation (Pn) 
If Pn > 0 then Ut=Umax If the excess precipitation Pn > 0 then set Ut = Umax 
which means that the upper storage is full: 
If L/Lmax ≤ TOF then OF = 0 else QOF = 
CQOF [(L/Lmax – TOF)/(1-TOF)] Pn 
When Ut=Umax, some Pn will enter the streams as 
overland flow (QOF), while the rest will infiltrate in the 
soil. QOF is assumed to be proportional to Pn and to 
vary linearly with the relative soil moisture content, 
L/Lmax of the lower (root) zone storage. 
If Pn-QOF > 0 then L = Lt-1 + Pn-QOF The proportion of Pn which is not contributing to over-
land flow (Pn-QOF) is assumed to increase soil mois-
ture L in the (lower) root zone. 
If L/Lmax > TG then G= U (Pn-
QOF)(L/Lmax-TG)/(1-TG) else G = 0 
If L > Lmax, then the remaining amount of infiltrating 
water G is assumed to percolate deeper and recharge 
the groundwater. The amount of infiltrating water G 
recharging the groundwater storage depends on the 
soil moisture in the root zone.  
DL=Pn-QOF-G  
L=Lt-1 + DL 
After net rainfall is distributed between overland flow 
QOF and infiltration to groundwater G, the remainder 
of excess precipitation PN increases the soil moisture L 
within the root zone by the amount DL. 
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If L/Lmax ≤ TIF then QIF = 0 else QIF = 
[(L/Lmax – TIF)/(1-TIF)](U/CKIF) 
This calculation assumes that interflow contribution 
(QIF) is proportional to U and vary linearly with the 
relative moisture content of the lower zone storage 
when L/Lmax exceeds the threshold value for interflow 
(TIF). 
QR1 = QR1t-1 exp(-1/CK1) + (QOF+QIF) 
*(1-exp(-1/CK1))  
QR2=(QR2t-1*exp(-1/CK2)+QR1*(1-
exp(-1/CK2))  
Through the same time constant (CK1,2), if CK2= 0 then 
QR2=QR1, interflow is routed through two linear 
reservoirs in series 
BF=BFt-1 exp(-1/CKBF)+G (1-exp(-
1/CKBF))*CAREA  
Calculation of the baseflow (BF) from the groundwater 
storage.  
Q = 
60*60*24*[(QR2+BF)*AREA/1000)] = 
86.4 (QR2+BF)*AREA [m3/s] 
Stream discharge (Q) is given by adding overland flow, 
interflow and baseflow Q= (QR2+BF). To convert from 
mm/day to m3/s, it is necessary to multiply by the 
catchment area AREA (in units of m2), convert Q from 
mm to m (divide by 1000), and multiply by the number 
of seconds in a day.  
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3. Methodology 
This chapter presents the methods that are applied in this study. Catchment area will be first 
described, and the different types of data that were collected are presented. The model set-up 
will be laid in detail, as well as how it was calibrated and used to produce a result for discussion 
and analysis.  In this study, we will also calculate water requirements for banana,  one of the 
three commonly reported crops in the sub counties where the stations were located. Lastly, 
methods of statistical analysis used are also described.   
 
3.1. Study Area Description 
Mitano catchment, which is located in Southwestern Uganda (see Figure X) has a total area of 
2133 km2, wherein nine precipitation stations – Kanungu, Kayonza, Mitoma, Bushenyi, 
Nyarushanje, Kitabi, Rukungiri, Mafuga, and Bukinda are used in this study. Location of these 
stations, the discharge station, and catchment area are shown in Figure 7. The catchment lies at 
2500 meters above sea level, with the River Mitano flowing in a northwesterly direction, towards 
Lake Edward.  
 
Figure 7. Location of Mitano Catchment in Uganda 
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Figure 8 shows mean 
monthly discharge from 
period 1950-1980. During 
the year, there is a bimodal 
trend in the runoff. Two high 
peak levels and two low peak 
levels are observed, with one 
high/low peak level being 
more extreme than the 
other. Highest peak 
intensities in a year are seen 
in November, ranging from 
6.48 to 51.32 m3/s. Lowest 
peak levels are observed in 
August, ranging from 1.92 
to 16.23 m3/s.  
Average monthly 
precipitation is 1276.29 
millimeters, based on 
observed historical data 
from 1950-1980. 
Precipitation levels vary 
from 754.2 in Bukinda 
station to 3862.5 mm in 
Kayonza. As evident in 
Figure 9, precipitation in the 
catchment is bimodal, with 
two wet and two dry seasons 
in a year. Wet seasons occur 
in March, April, and May 
(MAM) and September, 
October, and November 
(SON) months. It can also be 
observed that the SON 
months are wetter than the 
MAM months.                   
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Mileham et al. (2009) state that 79% of Mitano catchment is agricultural. However, forest 
vegetation and wetlands cover small areas in the catchment as well. Crops in the catchment are 
for the most part rainfed. Typical crops are banana, tea, millet, cassava, sugarcane, groundnuts, 
papaya, mangoes (Kingston and Taylor, 2010), rice, maize, cotton, coffee, and tobacco (Mileham, 
2009). Some parts of the catchment, such as Rukungiri and Mitoma, have urban areas. It is 
assumed, for this study, that land use in the catchment remain constant when performing future 
trend analyses since it can be difficult modelling these changes when there is not enough data 
available for the region.  
 
3.2. Data Collection 
Secondary data was collected for conducting this study. Data from previous research in the same 
catchment were also used. Table 6 presents a summary of the data that was gathered in this 
study.  
 
Table 6. Summary of Data Sources 
Data type Data Source Variables Description 
Time series 
 
DHI Precipitation Station data, daily values (1950-
1980) 
 CRU Potential 
Evapotranspiration 
Monthly values, Calculated CRU 
(1950-1980) 
 World Bank 
Climate Change 
Knowledge Portal 
Temperature Monthly average values from 1950-
1980 
Geospatial DHI Mitano catchment  Catchment shapefiles, discharge 
and precipitation station location 
Crop data FAO (2015) Kc, growth stage 
lengths 
To be used in calculating crop 
requirements 
Ensemble 
scenario 
data 
World bank climate 
change knowledge 
portal 
Future scenario 
temperature and 
precipitation data 
Used to downscale our data to local 
scenarios. 
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3.3. Data Processing 
 
3.3.1. Geospatial analysis: weighting station areas 
A shapefile for the catchment was provided for by the DHI. Using Thiessen polygon in 
geoprocessing in ArcMap, the weighted average of these rainfall stations was derived regarding 
coverage in the entire catchment. Figure 10 shows the coverage of these rainfall stations in the 
catchment, and Table 7 presents the weighted average of the rainfall stations. Data from these 
rainfall stations are on a daily basis from period 1950-1980.  
 
 
Table 7Weighted percentage and area of each 
station 
 
 
 
 
 
 
 
 
 
 
 
 
Furthermore, agricultural crop data was derived by determining how much area banana crops 
cover in a station. The proceeding Table 8 presents the calculated percent coverage of banana 
plants in the catchment.  
 
 
Station Weighted 
Percentage 
Projected 
area 
Nyarushanje 18,05 384,95 
Kayonza 13,97 298,04 
Bushenyi 5,39 115,06 
Mitoma 6,35 135,42 
Bukinda 8,59 183,25 
Mafuga 4,39 93,61 
Kanungu 5,10 108,77 
Kitabi 11,86 252,94 
Rukungiri 26,30 560,96 
Total:  100,00 2133 
 
Mafuga
Mitoma
Kitabi
Bukinda
Kayonza
Kanungu
Bushenyi
Nyarushan
Rukungiri
Figure 10 Thiessen polygon of catchment area 
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Table 8. Station area, with banana crop cover percentage and area covered. 
Station Station Area % area covered by 
banana crops  
 Calculated area covered 
by banana crops 
Nyarushanje 384.95 33%  130.88 
Kayonza 298.04 33%  98.35 
Bushenyi 115.06 34%  39.12 
Mitoma 135.42   0.00 
Bukinda 183.25   0.00 
Mafuga 93.61 33%  30.89 
Kanungu 108.77 33%  35.89 
Kitabi 252.94 34%  86.00 
Rukungiri 560.96 34%  190.73 
Total 2133   611.87 
Source: Irrigation Master Plan Uganda 
 
3.3.2. Climate time series data  
Precipitation and PET time series were already provided for by the Danish Hydraulic Institute. 
Historical temperature data, as well as GCM,  projected temperature and precipitation data were 
retrieved from the World Bank Climate Change Knowledge Portal 
(http://sdwebx.worldbank.org/climateportal/index.cfm?page=downscaled_data_download&m
enu=futureGCM). The data received were in monthly time series, and were converted into daily 
time steps.  
Delta change factor method was used to downscale the GCM climate data to local projections. 
RCP 4.6, with baseline data 1950-1980 and future projection of 2080-2099 was used to calculate 
the monthly change factors to be used in transforming the historical data and create a future 
climate dataset for the catchment. There were 16 different GCM available in the portal, with 
varying ranges (see Appendix). The ensemble average was chosen.  
 
3.4. Hydrological Modelling 
An NAM Excel was utilized in the study, built based on the parameter setting described earlier in 
the theory section. We use the climate data that we have retrieved to be able to model future 
water requirements in the catchment, and how future climate, as expressed in the data we have, 
will affect irrigation in the catchment.  
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3.4.1. Potential evapotranspiration 
Although potential evapotranspiration 
times series were already available 
from CRU, PET was still calculated using 
the Thornthwaite method. As seen in 
Figure 11, PET calculations through 
Penman-Monteith are considerably 
lower than the those derived from 
Thornthwaite. It can be attributed to 
the fact that PET (PM) takes into 
account more parameters than 
Thornthwaite. For this study, the lack of 
climate data hinders from accurately 
calculating PET through Penman- 
Monteith, thus Thornthwaite is used all 
throughout the scenario runs.   
 
 
3.4.2. Crop data 
We use banana, which occupies around 29% of the catchment, as a case crop. Banana is one of 
the high-value crops in Uganda and is the largest crop cultivated by area, and grown by 75% of 
Ugandan farmers (Nyombe, 2013). It is one of the major fresh produce exported to niche markets 
like the United Kingdom and other parts of Europe, as well as the United Arab Emirates (Master 
Irrigation Plan of Uganda, 2011). It has a very high water requirement being a long term crop 
(FAO, 2015). As an economically relevant crop, it is, therefore, important to study climate change 
effects on water availability for this crop in the catchment in the future. Monthly Kc for banana 
grown in a tropical climate is used (see Table 9) to compute for ETc (see theory section).  
The remaining area of the catchment is assumed to have PET as the reference ET, and it will be 
weighted to 71% (the remaining area) of the total area of the basin. Daily time series for banana 
crop evapotranspiration, both historical and future, are constructed. These will be input to the 
model later. 
 
 
Figure 11. Observed mean monthly precipitation vs PET 
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Table 9. Kc Values for bananas growing in tropical climates 
Months following planting 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
.4 .4 .45 .5 .6 .7 .85 1.0 1.1 1.1 .9 .8 .8 .95 1.05 
suckering shooting Harvesting 
Source: FAO, 2015 
 
 
3.4.3. Model Calibration and Validation 
When calibrating the model, parameters were adjusted to make the model fit observed discharge 
as well as possible. Limits for calibration parameters as well as description are shown in the 
proceeding table. This is important so that a historical baseline trend will be established, and so 
that the model can be calibrated to best fit the observed data, and thus be as close to local area 
as possible. 
 
Table 10. Calibration parameters of NAM and final calibration Figures for Mitano Catchment 
Parameter  Description  Lower 
limit  
Upper 
limit  
Final 
values 
Umax 
(mm)  
Maximum water content in surface storage. This 
storage can be interpreted as including the water 
content in the interception storage, in surface 
depression storages, and in the uppermost few cm’s 
of the soil.  
5  35  6 
Lmax 
(mm)  
Maximum water content in the lower zone storage. 
Lmax can be interpreted as the maximum soil water 
content in the root zone available for the vegetative 
transpiration  
50  350  73 
CQOF (-)  Overland flow runoff coefficient. CQOF determines 
the distribution of excess rainfall into overland flow 
and infiltration  
0  1  1 
TOF (-)  Threshold value for overland flow. Overland flow is 
only generated if the relative moisture content in the 
lower zone storage is larger than TOF  
0  0.9  .07 
37 
 
TIF (-)  Threshold value for interflow. Interflow is only gener-
ated if relative moisture content in the lower zone 
storage is larger than TIF  
0  0.9  .2 
CKIF (h)  Time constant for interflow from the surface storage. 
It is the dominant routing parameter of the interflow 
because CKIF >> CK1,2  
500  1000  500 
CK1,2 (h)  The time constant for overland flow and interflow 
routing. Overland flow and interflow are routed 
through two linear reservoirs in series the with same 
time constant CK1,2  
3  72  21.4 
CKBF (h)  Baseflow time constant. Baseflow from the ground-
water storage is created using a linear reservoir 
model with time constant CKBF  
500  5000  6000 
 
 
Source: Madsen, 2000 (final values in this study are added for easier comparison) 
 
Manual calibration was done by adjusting the numbers in the parameters until the simulated 
data closely fits the observed ones. This can be seen by comparing the discharge curves, and 
computing goodness of fit statistics, in this case, the correlation coefficient. Mass balance was 
also considered during the calibration process. The first six years of the period was used in 
calibration. Adjustments were done, until simulations were closest possible to the observed data. 
In the end, a correlation coefficient (R) of 0.94, and a coefficient of determination (R2) at 0.89 
was attained. This indicates that there is a strong correlation between the simulated and the 
modelled data, thus rendering our model to be fit for use in the scenario runs. Mass balance was 
at 0.998 (please see appendix for formulae). 
 
3.5. Model scenario runs 
The NAM model will be run for historical and transformed data, and these will later be used for 
trend analysis, comparison, and discussion.  
For each simulation, the temperature data, precipitation, PET, and discharge data are put into 
the model. It has to be made sure that the data are consistent regarding period (all historical and 
all transformed future datasets). 
The first set of simulations will be to derive the historical water requirements for a banana 
plantation. The second set will be simulations for banana crop water demands in the future. The 
third simulations will be done to be able to acquire simulated discharge models.  
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4. Results and discussion 
This chapter illustrates and describes the results of the data gathering and the model simulations 
that were completed. A discussion of the results obtained also entails this chapter.   
 
4.1. Climate Data 
Downscaling  
Computed delta factor values 
are shown in Figure 12. 
Temperature change factors 
(CF) range from 0.64 to 3.09, 
while precipitation CF vary 
from 0.36 to 1.96, based on 
the ensemble average 
comprising of 16 models used 
in the World Bank’s Climate 
Change Knowledge Portal 
(CCKP). This difference in 
delta factors can be 
attributed to the fact that the 
16 models in themselves 
already have wide ranges 
(see Appendix). Although 
most models in the ensemble 
predict increase in rainfall, 
three of them recorded future 
decrease in precipitation, for 
example. Choosing the types of GCMs for use in perturbing future modelled scenarios, therefore, 
are an uncertainty in themselves, as different models can be wet-biased or dry biased. Choosing 
the ensemble average allowed for exploration on the extent of the range that CFs can have.  
Deriving change factors (CF) for precipitation was not as straightforward as those of temperature. 
We used relative change to account for the change in rainfall (as accounted in Wilby and Fowler, 
2011), instead of the traditional DF method for precipitation. The latter only accounts for a ratio 
between future and reference (historical) values, and the former allows for comparison of the 
absolute change in precipitation to the historical values. 
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Temperature 
Using the change factor values derived from the CCKP models ensemble average at RCP 4.5, the 
resulting future mean future monthly temperature follow the bimodal trend in the catchment 
(see Figure 13). High temperatures in the JJA months are however more pronounced, and 
changes ranging from 0.64°C up to 3.1°C warmer than that of historically observed temperatures. 
This is in line with RCP 4.5 temperature projections for the 2100s, which shows an increasing 
temperature trend from 2000, and with median temperature change projections of 3°C by 2100 
(Bernie, 2010).  Note that the seasonal ranges for future temperature projections have increased, 
recording warmer local mean temperatures in the dry months of JJA.  
 
        
         
Precipitation 
It is interesting to see that there is a decrease in seasonal trend in future rainfall. The bimodal 
trend that was evident in the historical data was not very pronounced in the projected data. 
However, the difference in the range in precipitation has become more pronounced. The wet 
months of SON have extended to December and January and the wet months of MAM in future 
projections recorded less rainfall values than the historical values. The dry months of JJA have 
rainfall values that are lower than historical values. Aside from that, high rainfall peak seasons 
are also observed to have shifted.  
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Figur 14. Graph comparing past and future mean 
monthly precipitation in Mitano     
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Potential Evapotranspiration 
Figure 13 summarizes the mean 
monthly potential 
evapotranspiration values derived 
from historical observations, as 
well as those derived from future 
simulations. Note that two types of 
PET calculations were used in 
deriving the historical PET - the 
Penman-Monteith (PM) and 
Thornthwaite methods. Values 
derived from Penman-Monteith 
calculations are very low (almost 
half) compared to Thornthwaite 
values. We recall that PM formula 
requires some other parameters 
(such as wind speed, vapour 
pressure, net radiation flux and soil 
heat flux) aside from temperature, 
which is the only parameter 
required in the Thornthwaite 
calculations. Ideally, as suggested in 
Allen et al., (1998) PM formula should be used as a standard in computing potential and crop 
evapotranspirations. However, due to the lack of data to fulfill other parameters, the 
Thornthwaite method is used. Consequent calculations of crop and potential ET for the rest of 
the study will thus use the Thornthwaite formula.  
Some studies weighted the Thornthwaite method towards maximum temperature (Mileham, 
2011) since it was deemed to have the tendency of underestimating evaporative demand and 
seasonal variations in temperature (Dupriez, 1959; Dagg & Blackie, 1965; Ward, 1971). Observed 
mean annual pan evaporation at Mbarara station, approximately 50 km east of the catchment, 
measured at 1535 mm (1967-1974 period), which is relatively closer to Thornthwaite calculations 
at 1478.4 mm (1950-1980), compared to annual Penman-Monteith derived calculations at 971.03 
mm. Besides, maximum temperature data for the catchment was not readily available, so this 
study did not, therefore, see the need to weight the Thornthwaite derived PET to maximum 
temperature.  
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4.2. Crop water requirements – present and future 
This section presents data results for 
crop evapotranspiration (both past 
and future) for banana in the 
catchment.  
Annual crop water requirements 
(ETc) calculated for banana in this 
study amount to 1389.53 mm for 
historical scenarios, and 1597.42 mm 
in future projections, which is a 15% 
increase.   
The crop evapotranspiration values 
for banana do not differ much 
through the year. This could be 
attributed to the fact that in 
calculating of crop 
evapotranspiration, ETo derived 
through Thornthwaite equation was 
used, a temperature based 
calculation. It can be recalled that temperature variation was not very drastic in the catchment. 
Variation can be attributed to the Kc value, which changes from month to month. Derived 
values are still within the range of crop water requirements for banana in a semi-arid region.  
 
4.3. Water availability and irrigation requirements - now and in future 
We now have determined the crop water requirements, which is a prerequisite to able to discuss 
this section. A comparison of ETc historical and future model runs are shown in Figures 17 and 
18. Historical records indicate a shortfall in precipitation in the months of DJF and JJA. Moreover, 
rainfall deficit already starts in May for the JJA periods. The deficit is much more pronounced in 
the  dry JJA periods, with the month of July recording high amounts of ETc amounting to more 
than 160% than that of precipitation.  
This condition only looks to worsen for future 2080-2099 scenario, since deficits become more 
pronounced. ETc values from the months of  February and all the way to September reach around 
600% more than precipitation values. For this scenario, there is a serious challenge in being able 
to fulfill banana crop requirements for the catchment, and suitability for the planting of these 
crops may decrease. 
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Future projections, as seen in Figures 17 and 18, sees a shift in the months where irrigation is 
needed. There may be a need for irrigation already from the month of February and all the way 
to September. 
 
 
Figure 17. Historical Precipitation and Banana Crop evapotranspiration in Mitano 
 
 
Figure 18 Future Precipitation and Banana Crop evapotranspiration in Mitano 
  
 
Figures 19 and 20 detail the amount of soil moisture compared to crop evapotranspiration. 
Historical data indicates high soil moisture contents all year round, and at no point does crop 
evapotranspiration exceed soil water moisture. However, future data present a scenario wherein 
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soil moisture values are lower than crop evapotranspiration values in the months of May to 
August. As consistent with future precipitation values, bimodality like the one seen in historical 
seasons has completely disappeared. Soil moisture values in future projections also show only 
one high and one low peak soil moisture levels.  
 
       
Figure 19 and 20. Historical and Future soil moisture and banana evapotranspiration 
 
 
Figure 21. A table comparing historical and future crop water requirement for banana in the 
Mitano catchment. 
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In Table 11, historical and future data on irrigation requirement for the banana crop area was 
converted to volume (m3/day). Banana crop irrigation covers 29% of the catchment (618.57 
sq.km. of 2133). Irrigation requirement for banana crops in the catchment is observed to have an 
increase by 23% relative to the historical values. Future discharge however only show a 6.8 % 
increase in values. This dataset can have implication for long-term decisions in implementing 
more advanced methods in irrigation, since it is evident that projected precipitation in the future 
period 2080 will not be enough to sustain crop requirements, as also can be supported by soil 
moisture values for 2080.   
 
Table 11. The amount of irrigation needed in m3/s, compared to discharge values. 
 Q HISTORICAL QFUTURE % 
CHANGE 
(Q) 
HISTORICAL IR FUTURE IR % 
CHANGE 
(IR) 
JANUARY 1,084,587.24 3,609,230.89 233% 1,836,322.29 1,950,539.13 6% 
FEBRUARY 761,512.41 2,231,108.26 193% 1,979,106.17 2,120,001.18 7% 
MARCH 838,666.01 971,186.21 16% 1,948,426.64 2,261,564.77 16% 
APRIL 1,296,135.36 418,081.30 -68% 1,971,600.29 2,394,522.87 21% 
MAY 1,624,008.54 245,885.56 -85% 1,826,751.52 2,594,367.34 42% 
JUNE 956,813.37 199,665.80 -79% 1,855,064.19 2,636,492.77 42% 
JULY 547,588.70 189,790.52 -65% 2,019,685.68 2,593,697.86 28% 
AUGUST 469,037.97 185,757.44 -60% 2,082,275.74 2,665,532.19 28% 
SEPTEMBER 1,247,320.68 200,163.22 -84% 1,929,822.74 2,526,365.23 31% 
OCTOBER 1,768,059.55 600,689.69 -66% 1,967,229.40 2,365,895.69 20% 
NOVEMBER 2,417,948.32 2,674,858.63 11% 1,988,577.83 2,283,344.65 15% 
DECEMBER 2,064,073.83 4,576,142.35 122% 1,774,730.24 2,031,457.59 14% 
AVERAGE 1,256,312.66 1,341,879.99  1,952,784.18 2,394,585.23  
 
4.4. Runoff Simulations 
The last model simulations produced both historical and modelled future runoff scenarios. As has 
already been observed in precipitation data, it can be noted that discharge has shifted in 
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seasonality from bimodal to unimodal in the 2080s. Moreover, there is also change in peak 
seasons, also consistently seen with precipitation, and an intensification of high peak level values.  
Trends in seasonality in discharge are easier to understand when combined with another 
parameter, precipitation (see figure 22).  
In the historical data, discharge exhibits somewhat delayed response to precipitation, at around 
three weeks or less. Future trends also show delayed responses. It is also noted that responses 
were faster when precipitation was decreasing. However, recovery from an extended dry period 
from May to September, results in a slow rise in discharge levels even though precipitation signals 
already rise. This may be because prolonged dry periods deplete storages, and thus it takes longer 
for soil saturation to occur. These results correspond to the soil moisture outcomes that was 
discussed earlier. The months of MJJA have soil moisture have lesser soil moisture values than 
PET, and the month of September just right around PET levels. Rainfall levels increase already by 
September, but since soil moisture content had to be fulfilled after a long dry period, discharge 
responses are first seen to rise in October, and rising steeply until the month of December due 
to heavy rainfall.  
 
 
Figure 22. Comparison between historical and future scenarios in temperature and precipitation. 
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5. Analysis 
This chapter gives a critical exploration of the results and discussion in the previous chapter. This 
is outlined following the problem formulation, therefore leading to a more streamlined approach 
for providing a basis for drawing conclusions for this study. 
  
5.1. Climate Scenarios in Uganda 
This subchapter first discusses on climate scenarios projected for Uganda and their implications and 
then delves into how uncertainties in model projection was tackled.  
5.1.1. Projections in Uganda 
There has been a consensus among several studies regarding temperature anomalies in Uganda, 
wherein temperatures are expected to increase by up to 4.3°C by the 2080s (Hepworth and 
Goulden, 2008; Kingston and Taylor, 2010; Mileham 2011). For this study, where RCP 4.5 scenario 
was used, temperature projections see an increase by over 3°C by the 2080s, especially in the 
warmest months. Country-scale temperature anomalies are consistent with downscaled data for 
Mitano, and it can even be seen that monthly downscaled future temperature are lower than 
GCM ensemble modelled estimates for Uganda. Buontempo et al. (2013) discuss how regional 
climate models’ response to climate change seem to differ than GCMs, with narrower ranges. 
They also postulate that the reason for this behaviour could be due to the parameters used by 
the GCMs themselves, as well as the high influence of local /regional processes.  
However, regarding precipitation values, there is uncertainty in the extent of changes as 
compared to temperature (Hepworth and Goulden, 2008). Orlowsky and Seneviratne (2012) also 
argue that precipitation projections tend to show higher spatial and seasonal dependence. It is 
evident in Figure 23 that there is considerable variability of precipitation. A general pattern is 
followed, but seasonal responses are different from one projection to the next.  Although the 
downscaled model captured the steep increase in precipitation that was depicted in the GCM 
ensemble future rainfall values, the supposedly wet months of MAM sees a decline in for the 
downscaled values (figure 23). This could be due to a significant difference in the range in GCM 
projections being transferred to the downscaled data. The ensemble average may not have 
captured well the wet months of MAM. Climate studies indicate drying of parts of Uganda, Kenya 
and South Sudan in the months of August and September by the 2100s due to the weakening 
Somali jet and Indian monsoon (Patricola and Cook, 2011). Niang et al. (2014) therefore argues 
that there is low to medium confidence in the robustness of projected regional precipitation 
change, and we should be careful in drawing conclusions from such uncertainties.  
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Figur 23. Comparison between GCM baseline and ensemble P and T in Uganda for RCP 4.5. 
Source: CCKP World Bank,2016  
 
5.1.2. Uncertainty in model projection 
Kingston and Taylor (2010) points out how vastly dependent local hydrological projections are on 
the GCMs used, especially in terms of precipitation effects. It was determined in their study that 
there exists a non-linear response in annual discharge to increasing global temperature. These 
observations are quite evident in our study.  The downscaled model from the CCKP models has 
created future scenarios for the catchment that were necessary for data input into NAM. There 
are uncertainties in the model, but it was able to give a fairly representative future climate. 
In tackling uncertainties in the climate model, the ensemble average for 16 GCMs was used for 
downscaling local climate data. Buontempo (2013) emphasizes the recognition that while single 
model projections present a conceivable representation of climate, it cannot specify the range of 
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outcomes. These range of outcomes are necessary for assessment of climate risk management 
and mitigation. However, another uncertainty occurs in how well each of these models is able to 
represent the climate. Studies by Buontempo (2015) and McSweeney (2012) investigated on how 
well modelled historical climates each fit into observed records. In this manner, those that do not 
perform well in the fitting will be eliminated, and only those that fit closely will be selected for 
the ensemble. However, Mote et al. (2011) argue about the inherent uncertainty as a 
characteristic in GCMs, and that different models have different sensitivities to parameters, and 
an ensemble of what is deemed to be better performing models may produce the same results 
as those considered to be worse-performing. They suggest taking the unweighted average of as 
many models as possible, which was the case in this study. It is, however, important to keep this 
in mind during the entire process. 
 
5.2. Climate change effect on water availability in Mitano Catchment 
As seen in the results, serious challenges will be faced in terms of water availability in the Mitano 
catchment. To put these challenges into context, an investigation on water requirements of the 
banana crop was performed for this study. 
A study by CIAT (2011) on the suitability of tea-growing in Uganda by 2020 and 2050 using a 
combination of current and climate future climate change predictions, which included some 
stations in the Mitano catchment, concluded that suitability of tea-growing decreases by 2050. 
The same study investigated on alternative crops for tea, of which banana was one of these, and 
determined that although banana becomes more suitable in other areas, banana will not perform 
well in Mitano catchment by 2050.  
FAO (2015) indicated that banana plantations require a sufficient and frequent supply of water. 
Rainfed plantations would need approximately 2000 to 2500 mm/ year of well-distributed 
average rainfall, although banana can still grow in conditions with lesser rainfall. Some studies 
indicate that rainfall values of 1300 per year are sufficient for adequate growth (Nyombe, 2013). 
A decrease in projected precipitation as observed in this study is therefore not an optimal 
situation. Moreover, precipitation is not well distributed in the catchment temporally as can be 
seen in historical records. This temporal trend worsens in the future projections. This means that 
water stress is a very important limiting factor for banana plants and considering that the banana 
is one of the most economically important crop in the catchment and the country, measures to 
counteract impending water stress need to be implemented.  It is interesting to note that 
literature indicate that there has been little attention towards the importance of water stress in 
banana crops although there is a recognition that water supply is below ideal conditions (Nyombe 
2013). This is also evident in the fact that only rainfed irrigation exists in the catchment (Kingston 
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and Taylor, 2010), and that more advanced irrigation are an uncommon exercise in Uganda 
(Nyombe, 2013).  
Banana is a long duration crop, with high water requirements. FAO (2015) states that total water 
requirements for banana vary between 1200 mm (humid tropics) to 2200 mm (dry tropics). Total 
soil water depletion should not exceed more that 35% or it will have negative effects on banana 
growth and fruit yields. Frequent irrigation is important, especially in the high evaporative 
conditions (Surendar, et al., 2013; FAO, 2015). Future increase in crop evapotranspiration for the 
banana crops mean a heightened increase in crop water needs, which precipitation alone will not 
be able to support. Modelled soil moisture content in the future scenario show soil water deficits 
in the months of May to August. There are therefore grave implications in terms of providing 
sufficient water crop needs, decisionmakers should consider measures such as harvesting rainfall 
in intensive rain periods for use in the dry periods, or develop irrigation strategies drawing water 
from the Nile tributary river Mitano.   
However, it should also be noted that many banana farms are run by smallholder banana farmers. 
In the short-term, costs of developing supplemental irrigation could be a limiting factor for them, 
thus the dependence on rainfed irrigation. However, it is advantageous in the long-term to 
implement more advanced irrigation practices 
 
5.2.1. NAM model  
The NAM model is a straightforward model that was easy to use and understand. It has 
performed a satisfactory job in representing the catchment hydrology. For one, the results 
enabled us to determine crop evapotranspiration for banana, the catchment soil moisture, 
simulated discharge, and actual evapotranspiration required for calculating crop water 
requirements for both the historical and future scenarios.  
However, there are some setbacks in the usage of this model, especially in terms of calibration. 
Many combinations of calibration parameters which produce the same simulations are possible, 
so it is difficult to determine, and field measurements for these parameters would have to be 
performed to obtain proper values. Because calibration is manual, it can take a considerable 
amount of time to obtain optimum calibration values where the model represents historical data 
as close as possible. An automatic calibration model, which is present in MIKE by DHI 
hydromodels can be useful to speed up the process. Also, the results that we derive from 
simulations in this model are dependent on the data that was input.  
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5.3. Incorporating models in decision support 
Robust decision making is an approach described in the IPCC regarding decision support, which 
they call assess-risk-of-policy framing. RDM takes a bottom-up approach, which means that 
context is first defined, and information gathered so that a better understanding of goals and 
plans are attained. There can be different contexts identified, and each of these decision 
pathways will be investigated. It is only after a discussion of the information wherein uncertainty 
is defined. This is a collaborative process among users and policymakers (Jones, 2014)  
Robust decision making incorporates simulation models such as the ones used in this study to 
build scenarios (Means, 2010).  Simulation models and combinations of these models can help 
build information, and help play out scenarios, which makes it better to communicate to 
stakeholders. For this study, two different models, a climate and hydrological model, were 
combined in the process to determine water availability for economically important crops in the 
catchment in the future. RDM can use these results in identifying the best robust strategy and 
explore different decision pathways. It should be recognized however as discussed earlier by 
Mote et al (2011), that optimally, as many as possible models and scenarios should be played 
out. It is thus important to point out that decisionmaking should not only be based on this one 
outcome, but other possible projections and their aspects (i.e., range of outcomes), should be 
investigated, so that robust decisions for each projection can be sought. In this manner, it allows 
for decisionmakers to consider seeking policies and decisions that can cover a wide range of these 
scenarios that are presented, and thus help reduce underestimation of uncertainties (Jones, 
2014).   
Uncertainty in climate change is mostly science-based, but Jones et al. (2014) argues that this 
aspect can enter into other aspects of decisionmaking, especially when the context is a complex 
one. These can be treated through framing and decision processes, like RDMs and recognizing 
that ultimately, decisionmaking is an iterative process.  
Ultimately, the results drawn in this study will be part of the climate information that support 
climate-related decisions. The range of outcomes in this study can be compared to outcomes in 
other studies with similar approaches. A key feature of this study is its downscaled characteristic, 
which makes it a more viable source of information. Downscaling is one of the key demands of 
users when it comes to decisionmaking (Jones, 2014). In areas like Africa, scenario studies with 
livelihood impact applications like the one in this study allows users to better understand 
implication, and therefore be able to create deeper discussions in terms of which mitigation 
strategies to use. In the decisionmaking process, a common context has to be agreed upon, based 
on social aspects such as culture difference, mindsets, language and communication, ethics and 
values, as well as institutional aspects like policy and governance (Jones, 2014). 
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6. Conclusion 
The primary objective of this study was to explore how hydrological and climate modelling can 
be used to aid in the decisionmaking process regarding climate change in Uganda. As a case study, 
climate change effects on water availability are investigated and applied to a common economic 
crop (banana) in Mitano catchment, Southwestern Uganda. A future climate model 
representative of the region in the 2080s was constructed for the region by downscaling sixteen 
GCMs, and transforming historical precipitation and temperature data. RCP4.5 trajectories were 
used. A rainfall-runoff (NAM) model was used to calculate for banana crop water needs.  
Future climate scenarios for Uganda indicate an increase in temperature trends, and future 
scenario profiles for both the country and the catchment are in agreement. However, for 
precipitation, the catchment climate model shows a decrease in annual total rainfall, but with 
intensified high precipitation levels in the months of October, November and December. 
Bimodality of the rainfall seasons weakens, and a prolonged dry spell from April to September is 
projected. Uncertainties in prediction in the model could be the fact that the ensemble value for 
all available models, and may affect transformation of local data. 
Crop water needs for the banana crop in Uganda is likely to increase by 2080. This poses a 
problem, as precipitation is projected to generally decrease in amount, although it is estimated 
to increase in intensity. Longer dry periods will be experienced, decreasing soil moisture. Since 
banana crops are sensitive to soil moisture content, prolonged dry months pose a great risk to 
survival of these plants if irrigation measures are not considered. Other types of irrigation should 
be seriously considered and implemented to supplement rainfall.  
As decision support tools for robust decision making, models such as the ones used in this study 
are extremely helpful in being able to investigate possibilities for every scenario that is played 
out. However, more simulations using other climate pathways will provide for a better 
comparison, discussion, and seeking of alternatives for in terms of irrigation potential in the 
catchment.  Aside from that, considering more crops will help to calculate for a more accurate 
simulation and projection of crop water needs, and thus give robust data for irrigation 
development.   
The results of this thesis aids decisionmakers in seeking and structuring long term decisions and 
policies for the country.  This thesis is helpful in contributing to the knowledge base for 
projections of  RCP4.5 in the region.  
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8. Appendix 
 
Figure 24. Graph illustrating the number of rainy days in Mitano per catchment. 
 
 
Figure 25. Historical data on mean monthly Precipitation in all stations in the Mitano catchment. 
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Figure 26.  Weighted yearly precipitation levels in the Mitano catchment, with a trendline 
showing a weak decrease.  
 
 
Figure 27. Monthly change factors for temperature in Mitano 
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Figure 28. Change factor for rainfall values derived from all 16 models in the Climate Change 
Knowledge Portal for Baseline period  1950-1980, Future Period 2080-2099, and Scenario RCP 
4.5.  
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Figure 29. Simulated historical and future discharge values in Mitano 
 
 
Figure 30. RCP forcings in terms of median temperature (Source: Bernie, 2010) 
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Figure 31. Graph showing the future modelled climate in Mitano based on downscaled data 
 
Figure 32. Graph depicting historical climate in Mitano catchment. 
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Formulas used in calibrating the NAM model: 
 
1. The square of the Pearson product moment correlation coefficient 
 
2. The root mean square error 
 
3. Mass balance equation 
Mass balance = total of observed flow / total of simulated flow 
 
Where: 
 QOBSi   observed value at time step i 
QSIMi  simulated value at timestep i 
QOBS  average observed value 
QSIM  average simulated value 
n  number of value timestep 
