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Abstract
The human visual perception system has very strong robustness and contextual aware-
ness in a variety of image processing tasks. This robustness and the perception ability
of contextual awareness is closely related to the characteristics of multi-task auxiliary
learning and subjective attention of the human visual perception system. In order to
improve the robustness and contextual awareness of image fusion tasks, we proposed a
multi-task auxiliary learning image fusion theory guided by subjective attention. The
image fusion theory effectively unifies the subjective task intention and prior knowl-
edge of human brain. In order to achieve our proposed image fusion theory, we first
analyze the mechanism of multi-task auxiliary learning, build a multi-task auxiliary
learning network. Secondly, based on the human visual attention perception mecha-
nism, we introduce the human visual attention network guided by subjective tasks on
the basis of the multi-task auxiliary learning network. The subjective intention is in-
troduced by the subjective attention task model, so that the network can fuse images
according to the subjective intention. Finally, in order to verify the superiority of our
image fusion theory, we carried out experiments on the combined vision system image
data set, and the infrared and visible image data set for experimental verification. The
experimental results demonstrate the superiority of our fusion theory over state-of-arts
in contextual awareness and robustness.
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1. Introduction
In the task of image fusion, the robustness and the perception ability of dynamic
contextual awareness have been the bottleneck of the application and promotion of ex-
isting image fusion technology, while the task of multi-source image fusion has strong
robustness and the perception ability of contextual awareness. The research of cogni-
tive psychology and neurobiology [1, 2] shows that human beings have the ability of
fast and continuous learning, which is closely related to the multi-task assisted learning
mechanism guided by working memory and the characteristics of subjective attention.
It is based on these two characteristics of human brain that makes human beings have
strong robustness and dynamic contextual perception ability in various computer vi-
sion fields. In recent years, many image fusion algorithms [3–6] have been proposed
inspired by biological characteristics, but visual attention is rarely studied by existing
image fusion algorithms. The study of visual attention is more based on the difference
of contrast, brightness and other information of the data itself to obtain the signifi-
cant characteristic map [3, 4, 7, 8], without considering the relationship between the
top-down [9] task guided subjective visual attention characteristics and cross-modal
image fusion task. In the task of image fusion, the existing image fusion algorithms,
especially deep learning methods that lacks of ground truth labels, will carry out im-
age fusion regardless of whether the image information is helpful to humans subjective
intention or not. The main reasons include the following three aspects. First of all,
the deep learning method has a serious dependence on the objective loss function [10],
but at present, the complete image quality objective loss function has not been found
for the image that lacks ground truth labels [10]. Secondly, the existing image fusion
theory is more from the task of image fusion to improve the image quality. But im-
age fusion is not only for humans subjective aesthetic needs, but also for the purpose
of assisting human beings to complete specific tasks quickly and accurately through
the complementary advantages of different image data in practical application tasks.
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Finally, in some image fusion tasks that need to ensure that human visual attention is
not distracted (image fusion task of visual system in the aviation field, or infrared and
visible image fusion task in military war, etc.), higher requirements are put forward for
the improvement of image fusion theory. For example, in the aviation combined vision
system (CVS) image fusion task, by the fusion of the enhanced vision system (EVS)
image and the synthetic vision system (SVS) image, pilots can effectively improve the
contextual perception ability of airport runway information. However, the CVS image
fusion technology needs to meet the following two conditions: on the one hand, due
to the limitations of airborne hardware, the real-time performance of image fusion has
high requirements; on the other hand, the effect of image fusion must consider the char-
acteristics of human attention to reduce the impact of scattered fusion information on
human attention. In this case, the existing image fusion theory is no longer applicable.
At the same time, when dealing with new tasks, human beings tend to work according
to the guidance of subjective intention.
To solve these problems, we proposed an image fusion theory based on human
cognitive psychology. This theory effectively combines humans subjective attention
with image fusion task, reduces the amount of image fusion data, and improves the
contextual awareness perception ability of image fusion. Our image fusion theory is
not involved in the research process of the existing image fusion algorithm. Because
our image fusion theory is based on the subjective attention guidance when people deal
with specific tasks, our image fusion effect and the traditional image fusion effect will
be different in the form of expression, But our fusion effect is in line with human visual
characteristics, and it is helpful for the tasks that human beings are currently dealing
with.
In order to demonstrate the superiority of our image fusion theory over the existing
mainstream algorithmic framework, we give a representative example in 1 . In order
to highlight the advantages of our algorithm framework, as shown in 1, we use the
infrared and visible image data set to do qualitative comparison experiments. In order
to facilitate the subjective visual contrast of image quality, we have also carried out
image fusion operation for non visual areas of concern. In practical application, we
have only enhanced fusion for areas of human subjective visual concern.
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Fig. 1. Schematic illustration of infrared and visible image fusion. From left to right: the visible image,
the infrared image, the third is the fusion result of traditional image fusion mathod, the last two image are
the fusion results of our image fusion theory. Our method has a good fusion effect for image details, and
the fusion effect is more coincident with human visual perception mechanism. At the same time, our image
fusion theory highlights the region of human concern.
The main contributions of our work include the following three points:
First of all, we analyze the subjective attention characteristics of the human visual
system, proposed an image fusion theory guided by human subjective visual atten-
tion mechanism, and on this basis, a cross modal subjective visual attention detection
method is proposed.
Secondly, we analyze the characteristics of human brain using prior knowledge to
auxiliary learning in new tasks, and the theory of cross-modal image fusion optimiza-
tion based on multi-task auxiliary learning is proposed.
Then, aiming at the problem of global feature missing in the process of image
fusion, we proposed an image fusion theory combining local feature and global feature.
Finally, based on the theory of multi-task auxiliary learning image fusion guided
by subjective attention, we proposed an unsupervised learning network image fusion
framework. The results show that our image fusion theory has stronger robustness and
contextual awareness than the existing image fusion theory.
2. Related work
In this chapter, we will review the visual attention mechanism related to image fu-
sion tasks, the mechanism of multi-task auxiliary learning, the related research work
related to feature presentation, and the optimization theory of multi-task auxiliary im-
age fusion tasks guided by human visual attention is proposed.
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2.1. Visual attention
As a manifestation of human intention, visual attention is widely used in target
detection [11], object segmentation [12, 13]. According to different sources, the exist-
ing visual attention can be divided into two types: bottom-up [14, 15] attention model
and top-down [9, 14, 15] visual attention model. The bottom-up unconscious visual
attention is also called significant attention, which is mainly based on the difference
of underlying features such as brightness, contrast and edge of image data itself. This
attention does not need active intervention and has nothing to do with humans sub-
jective intention. The top-down conscious attention is also called focused attention,
which is related to humans subjective intention or task. In the task of image fusion,
the current research on visual attention is mainly the method of visual saliency map
and weighted least square optimization proposed by [16] for the task of infrared and
visible image fusion, which mainly combines non-subsampled Shearlet transformation
and visual saliency map for image fusion. Later, although some image fusion algo-
rithms [3, 4, 7, 8, 17, 17] are proposed, the visual attention involved in these image
fusion algorithms is only the use of the saliency feature map of the underlying data,
which is no different from the method proposed by [16] in principle. At the same time,
the research results of cognitive psychology also show that [18], human visual atten-
tion has the characteristics of selection, which includes the selection of feature weight
and feature region. In the aspect of feature weight selection, we filter according to the
importance of features. For the effective feature channel [19], it gives more weight,
and for the invalid feature channel, it gives less weight. The region selection of visual
attention [20, 21] is mainly determined by the weighting of all pixel position features
rather than the pixel itself. Although these two characteristics have been widely used
in many fields of computer vision, there are few related research results in the field of
image fusion. In the field of image fusion, channel attention module is used for multi-
focus image fusion task for the first time [10, 22]. In this paper, we use a top-down
task-guided attention model to introduce feature selection and region selection charac-
teristics of visual attention in the process of cross-modal subjective attention detection.
5
2.2. Multi-task auxiliary learning
With the development of deep learning technology, some unsupervised deep learn-
ing methods are proposed for the task of cross-modal image fusion. For example, To
solve the problem of insufficient image feature extraction, Li [23] proposed a densefuse
deep learning network framework for infrared and visible image fusion task. This
method uses structural similarity index (SSIM) [24] and pixel loss as loss functions to
reconstruct single-modal image, and the fusion criteria are only used in the test phase.
Although the deep learning method is used in this method, there are two problems.
Firstly, the fusion criterion is not added to the model training, which makes the net-
work unable to learn the fusion weight of cross-modal images; secondly, only SSIM
and pixel objective function are used as loss function in single-modal image recon-
struction. Because of the visual masking effect of human visual perception system,
SSIM image evaluation index is not enough to represent the image quality when the
image quality degradation is serious. Aiming at the problems of traditional image fu-
sion methods and deep learning methods, Li [4, 25] proposed a deep learning image
fusion method based on knowledge complementation between traditional method and
deep learning method, the deep learning features are extracted through VGG19 model,
and weighted average and maximum methods are still used in the fusion criteria. In or-
der to improve the generality of image fusion algorithm, Zhang [26] proposed a general
image fusion framework (IFCNN) based on the full convolution neural network. The
method performs supervised learning training on multi-focus data sets, then changes
image fusion criteria according to different image fusion tasks, and applies the pretrain-
ing weight directly to cross-modal image fusion tasks. Finally, the result of fusion is
enhanced by the CLAHE algorithm. Although the method has achieved some results,
but for different image fusion tasks, image noise data distribution is different, especially
in the cross-modal image data set. Therefore, the weights trained on a single dataset
cannot effectively simulate multiple different data noise distributions. As the same
time, these image fusion algorithms focus on the feature extraction and combination
through the network design, and they do not fundamentally study the learning opti-
mization problem caused by the imperfect objective loss function of image fusion task.
In view of this problem, although there are some image quality evaluation methods
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based on generative network [27] and deep learning [28] in the field of image quality
evaluation, they are still quite different from human subjective evaluation. According
to the relevant research of cognitive psychology [29, 30], the human brain can reason
and explore new target tasks according to working memory, so as to solve the common
and characteristic characteristics of new tasks, which is the multi-task assistant learn-
ing characteristics of the human visual perception system. Working memory here is the
transcendental knowledge learned by multitasking. Although the mechanism of multi-
task auxiliary learning has achieved remarkable results in the computer vision tasks
such asimage segmentation [31], head pose detection [32], no relevant research results
have been found in the field of image fusion. This mechanism provides a new idea
for image fusion theory. In the task of image fusion, by introducing the mechanism
of multi-task auxiliary learning, the fusion process can be more in line with the mech-
anism of human visual perception; on the other hand, by introducing the mechanism
of multi-task assisted learning, we can avoid the impact of imperfect target loss on the
quality of image fusion, which provides a new idea for image fusion. Inspired by this,
based on the previous research on the mechanism of multi-task auxiliary learning [10],
we introduce image enhancement task and subjective attention detection task into the
task of cross-modal image fusion.
2.3. Global and local features
In the existing image fusion theory, in order to improve the quality of image fusion,
people will combine the traditional image processing method with the deep learning
method [4, 5, 25, 33], because on the one hand, this method can overcome the prob-
lem that the traditional algorithm is not robust to extract features, on the other hand,
it can also alleviate the problem of global feature missing in the end-to-end image fu-
sion theory to a certain extent [4, 5, 25, 33–35]. Although in the end-to-end image
fusion network, [23, 26] proposes to optimize the convolution weight of the last layer
of the pre-trained network as the initial weight of the first layer of convolution, so as
to introduce global features, the extraction of high-level semantic features is not deter-
mined by a certain layer of convolution weight, but by the combination of multi-level
convolution weight and pooling. This method only takes the high-level weight of the
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pre-trained model as the weight of the first layer of the image fusion network. Due to
the lack of the pooling layer, the extracted features are still local features. As the same
time, although many methods about global and local feature extraction (Pyramid [36],
Multi-Scale Transform [37], Wavelet Transform [38]) are proposed in the deep learning
method, and relevant methods have been widely used in the fields of target detection,
target segmentation, target recognition, etc, but no relevant research results have been
found in the existing deep learning image fusion algorithm. The main reason is that in
order to prevent the loss of image details in the process of image fusion, the pooling
layer is not introduced. In this paper, on the one hand, we use the convolutional neural
network model to extract the local and global features of the image, on the other hand,
we use the visual attention model to introduce the global features to a certain extent.
To sum up, based on the previous study of human visual selection characteristics,
the auxiliary learning mechanism and subjective attention characteristics of the human
visual perception system, we proposed the image fusion theory of multi-task collabora-
tive optimization guided by human visual subjective attention, and built an end-to-end
unsupervised learning network framework based on our image fusion theory. Our pro-
posed image fusion theory of human visual attention guidance can alleviate the prob-
lem of single loss of image evaluation and perception of image contextual awareness
to a certain extent. It can effectively guide the network to carry out intentional learn-
ing, and has greater advantages in practical application compared with the guidance
of single loss function. At the same time, aiming at the problem of the lack of global
information of the existing image fusion features, we combine the advanced seman-
tic information with the upsampling operation to achieve the effective fusion of global
and local features. By introducing human subjective intention into the image fusion
task and simulating the learning mechanism of human vision system, the image fusion
effect can have dynamic context-awareness ability, and its fusion effect will be more
robust.
The rest of this paper is laid out as follows. In section 2, we discuss the existing
research work and problems related to image fusion theory. In section 3, we ana-
lyze our image fusion theory and build a top-down unsupervised learning image fusion
framework guided by subjective visual attention. In section 4, experiments and results
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analysis of different algorithms on different public datasets. And the results are qual-
itatively analyzed and discussed in Section 5, and the experimental conclusions are
summarized in Section 6.
3. Proposed image fusion method
Fig. 2. Multi-task image fusion framework guided by subjective visual attention. The visual attention de-
tection sub-network detects the region of attention target or the region of human gaze through the attention
fusion of multimodal images. The main network of cross-modal image fusion can guide the task of cross-
modal image fusion through the output of subjective visual attention detection network, and make the main
network of image fusion join the subjective intention of human beings. The image enhancement network
can provide more hidden features which can not be captured by the main network for image fusion. MSRB
[39], CAM [40], PAM [20], D and F indicate the multi-scale residual block, the channel attention module,
the special attention module, the element-wise product, and the feature map concat operator, respectively.
The module in the green frame corresponds to the weight of pre-trained model.
As shown in 2 , it is based on the image fusion theory proposed by us to build a
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top-down subjective attention guided multi-task assisted learning image fusion frame-
work. The image fusion theory of multi-task auxiliary optimization of subjective visual
attention guidance proposed by us needs to be completed in the following four steps:
firstly, we proposed a detection and fusion method of cross-modal combined visual at-
tention saliency map for cross-modal image fusion task; Then, we proposed the image
fusion theory of visual attention guidance; secondly, we proposed a multi-task assisted
learning optimization image fusion method. Finally, an end-to-end multi-task assisted
learning image fusion network based on visual attention guidance is constructed.
3.1. Local and global feature extration
Fig. 3. Local and global feature integration method. (a) indicates local features extraction process. (b)
indicates global features extraction process.
In the task of image fusion, the image fusion algorithm based on deep learning
seldom considers the global features [4, 5, 25, 33–35], but the global features contain
rich semantic information, which is as important as the local features. In order to solve
this problem, we design a fusion module of global feature and local feature. As shown
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in Fig.3, we first extract the low-level detail features and high-level semantic features
from the pre-trained deep learning model, and then perform bilinear interpolation pro-
cessing for the high-level semantic features, and then perform channel superposition
and fusion with the low-level detail features.
As shown in Fig. 2, it is the global feature and local feature extraction module
proposed by us. The mathematical model is shown in Eq. (1):
Flow = Pilocal
(
I j
)
+ Pi+1local
(
I j
)
∗ UPS 1
Fhigh =
∑5
i=3 P
i
high
(
I j
)
∗ UPS i
(1)
In the Eq. (1), Flow represents the bottom local feature of the fusion, which mainly
includes the corner, edge, texture and other details of the image. Fhigh represent the
high-level semantic features of fusion. Pilocal represents the local features of the i-th
convolution layer of the pre-trained model. represents the top adoption operation of
high-level semantic feature map. In this paper, we mainly use the feature map of the
first and second layers of the pretrained deep learning model (VGG16, VGG19 and
Resnet101, etc.) as the bottom local feature, and use the feature map of the third,
fourth and fifth layers as the global feature.
3.2. Mul-task Auxiliary Learning mechanism
In the task of cross-modal image fusion, there are two primary problems. Firstly,
there are few ground truth labels in cross-modal data set, so it is impossible to carry
out supervised learning training; secondly, due to the difference of imaging attributes,
cross-modal data lacks perfect image quality evaluation loss function. To a great extent,
this restricts the practical application of cross-modal image fusion technology. Accord-
ing to the research of neuroscience and cognitive psychology [29, 30], the prefrontal
cortex of human brain has the ability of working memory and dynamic situational
learning, that is, when dealing with new tasks, it often guides the new tasks accord-
ing to the experience model established by the existing tasks, establishes the cognition
of the new tasks, so as to achieve rapid learning. At the same time [2] theoretical
research shows that when facing new tasks, people are more likely to modify the ex-
isting deep neural network and add parameters, rather than establish a new network
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for learning every time they encounter new tasks. The two are not independent. It is
the human multi-task auxiliary learning mechanism that ensures that human beings can
learn quickly when facing new tasks. Therefore, in order to narrow the gap between the
image fusion task and human, we introduce the human brain auxiliary learning mech-
anism in the image fusion task, and optimize the main task of image fusion through
multi-task auxiliary learning. This method not only effectively avoids the problem of
imperfect loss function of image quality evaluation, but also introduces humans sub-
jective visual attention through multi-task auxiliary learning mechanism to guide the
network learning [10].
In order to express the structure of the network more clearly, we build a mathemat-
ical model [10], which is shown in Eq. (2).
Task(l)i = R
W (l)i−1x(l)i−1 + ∑
j<l
W ( j)i−1x
( j)
i−1
 (2)
where Task(l)i represents task 0-l at layer i; R represents the nonlinear activation layer,
W (l)i−1 represents the convolution weight of task l in layer i − 1 network; x(l)i−1 represents
the input of task l in the i − 1 network; ∑ j<lW ( j)i−1x( j)i−1) represents the sum of l − 1 tasks
in layer i − 1 convolution neural network [10].
In the main task of image fusion, we use structure similarity index loss [23, 24],
perception loss [41] and edge loss [41].
Lf = LSSIM + LPerceptual + LEdge (3)
SSIM loss represents the similarity measurement of brightness, contrast and structure
between the predicted image and the reference image. The higher the index, the higher
the image similarity. The SSIM losses are shown in Eq. (4) .
LS S IM(x,y) = 1 −
∑
x,y
2µxµy +C1
µ2x + µ
2
y +C1
· 2σxσy +C2
σ2x + σ
2
y +C2
· σxy +C3
σxσy +C3
(4)
where µx and µy represent the mean of x and y. σx, σy represent represent the standard
deviation of x and y.
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The perceptual loss function is mainly proposed to overcome the image smoothing
and blur caused by MSE loss. The loss function uses advanced semantic information
to solve MSE loss. The perceptual loss are shown in Eq. (5).
LPerceptual =
1
C ∗ H ∗W
∥∥∥φ(Ipredict) − φ(Ire f erence)∥∥∥22 (5)
The edge loss function [42] is mainly used to learn the edge information of the
image to be fused. The edge loss can be obtained by convolution of the predicted
image and the reference image by the second-order differential Laplacian operator. On
the basis of the edge image, the binary cross entropy (BCE) loss or SSIM loss can be
performed. The edge loss combined with SSIM loss are shown in Eq. (6). The edge
loss combined with BCE loss only needs to replace SSIM loss function.
LEdge = LS S IM( flaplace(Ipredict, k), flaplace(Ire f erence, k)) (6)
where flaplace represent Laplace function, k represents Laplace convolution kernel.
In our proposed image fusion theory, there are two subtasks, one is top-down visual
attention target region detection task, the other is image enhancement task. The top-
down visual attention detection task is mainly used to detect the significant areas related
to the subjective task, which is the basis for the subsequent image fusion. The image
enhancement task is mainly used to enhance the local features of the objects concerned
by human subjective intention. The loss function of the two sub-tasks is the same as
that of the main task.
3.3. Image fusion
In order to make the effect of image fusion more in line with the subjective atten-
tion of human beings, we proposed an image fusion theory guided by the subjective
attention of human vision. Humans subjective attention is mainly used to guide the
network model to extract the most relevant information from a large number of data to
be fused and give different display weights to the data with different relevance of tasks.
By giving a large display weight to the current region of concern, we can effectively
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avoid the distraction of human beings attention from the significant information that is
not helpful to the current task.
3.3.1. Cross-modal visual attention fusion detection method
In our algorithm framework, we mainly use the top-down task-related attention
model, mainly because the bottom-up significance model can distract human beings
task-oriented subjective attention to a certain extent, and the top-down visual attention
model is affected by human beings own emotions, wills and external stimuli. In order
to maintain the high attention of the landing mission, we try to avoid the feature fusion
operation from the bottom-up significant region. In the existing top-down visual at-
tention detection methods, more attention saliency map detection of single modal data
[11], and less cross-modal visual attention detection. Therefore, the existing attention
detection model has a good performance in a specific data set, while when migrating
to other modal data, the problem of false detection or missing detection often occurs in
the region of attention. To solve this problem, a theory of attention detection based on
cross modal image fusion is proposed As shown in Fig. 2, it is our attention detection
network based on the attention detection theory of cross-modal image fusion.
In the top-down attention extraction network proposed by us, the cross-modal atten-
tion fusion module can switch according to different data tasks, including summation,
weighted average, nonlinear to maximum and other fusion criteria. As shown in Eq.7,
it is the physical model of our attention fusion.
FS (x,y) =
W∗H∑
i=1
(
αiI j(x, y) + βiI j+1(x, y)
)
(7)
In the Eq.7: S i
(
I j, I j+1
)
represents the visual significance map of the i-th input
image and αi and βi represents the fusion weight of the two images at the pixel (x, y).
This parameter determines different fusion criteria, which can be specified manually or
learned by learning optimization method. In this paper, we use the nonlinear and sum
fusion criterion, which is obtained by deep learning network training.
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Fig. 4. The multi-task auxiliary learning process of attention guidance.
3.3.2. Image fusion theory of visual attention guidance
In view of the problems existing in the existing image theory, a top-down subjective
attention guided image fusion method is proposed. The method first performs subjec-
tive attention detection on images I j and I j+1 of different modalities and gives different
display weights to the attention region according to the relevance of the task. After
the subjective attention image is fused, the subjective attention saliency map and the
original image and the enhanced feature map are separately subjected to dot multipli-
cation operations, and the results of the dot multiplication are used as the input of the
cross-modal image fusion main task for convolutional neural network training to get
the final fusion map. The image fusion process is shown in Fig.4.
The visual attention feature maps of different modalities are fused according to the
characteristics of the task, and the result of the fusion is multiplied with the deep feature
map to obtain a feature map with human subjective visual characteristics. As shown in
Eq. (8), it is a mathematical model of image fusion guided by subjective attention.
F f (x,y) = N
(
F j ∗
(
I j
)
, F j+1 ∗
(
I j+1
)
, FS (x,y) ∗ FEnhame
(
F j, F j+1
))
F j = FS (x,y)I j
F j+1 = FS (x,y)I j+1
(8)
In the Eq.8, F f (x,y) represents the final result of image fusion; N indicates the deep
learning weight model for image fusion. As shown in Fig.4, it is a schematic diagram
of the principle of visual fusion guided image fusion proposed by us.
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3.4. Unsupervised Attention network
As shown in Fig.2, we build an unsupervised learning network framework based on
the image fusion theory guided by human subjective attention. The network framework
mainly includes one main task and two sub-tasks. The cross-modal image fusion task
is the main task, which uses an end-to-end unsupervised learning network. In the
main task network, our network is mainly composed of global feature and local feature
extraction module, channel attention module, multi-scale feature extraction module
and feature fusion module. In the main task training process, we used the original
CVS image data set of 2,522, with a single resolution of 1280x1024, and expanded
it to 7,566 through data enhancement. In order to increase the diversity of data, we
added another 1800 pre-registered infrared and visible data set, with a single resolution
of 640x480, and expanded it to 5,400 through data enhancement. In the main task
training, all our images are input in the form of gray-scale image, and the image size is
256x256.
Sub-task 1 is a cross-modal subjective attention target detection task that uses an
end-to-end supervised learning network. In this network, we introduce a channel atten-
tion module and a spatial attention module, which are used to select channel features
and regional features. Our network is different from existing networks in that our at-
tention detection network combines the advantages of different modal image data and
effectively integrates features of different scales, global features, and local features. On
the training data set, we used 1800 infrared and visible image data sets and 2522 CVS
image data sets. These data sets include aligned original images and label images with
subjective attention. But because it is cross-modal image data, neither of these two
data sets has corresponding original ground truth labels. Through data augmentation,
we obtained 12,966 training data sets and 5000 test data sets. Due to the limitation of
computer memory, we adjusted the pre-processed image size to 256x256.
In order to enhance the visual attention region, we introduce sub-task 2 which is an
end-to-end image enhancement network. In our image enhancement network, we use
a stack self-encoding network to encode and decode images. The difference between
this network framework and existing self-encoding networks is that we add densely
connected modules and channels Attention module. In the sub-task 2 training phase,
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we used more than 70,000 training sets and 10,000 validation sets on the COCO2014
dataset. Due to the limitation of video memory, we adjusted the pre-processed image
size to 256x256 [10].
In order to avoid the main task loss function affecting the convolution weights of
the sub-tasks, we first train the sub-tasks separately and fix the sub-task convolution
weights. The output of the subtask is taken as a part of the relevant node of the main
task.
4. Experiments
4.1. Experiments Setup
In order to evaluate the robustness and generality of our algorithm, we performed
relevant experimental evaluations on the CVS image data set, infrared and visible im-
age data sets. First, the experimental comparison between our proposed image fusion
algorithm framework and the existing algorithm framework in the CVS image data set,
infrared and visible image data set. Then, we will evaluate the image quality of the two
image data sets subjectively and objectively, and analyze the image data in detail.
In the first experiment, we first carried out experiments on the CVS image data
set, which has 4000 pairs of original images. Secondly, we obtain infrared and vis-
ible images of natural scenes from RGBT-Saliency dataset [43], which includes 821
pairs of infrared image, visible images and ground truth labels. In all experiments, we
transform all images into gray-scale images for subsequent image fusion training. We
will compare experiments with 18 mainstream algorithms such as fast-zero-learning
(FZL) [4], deep learning (DL) [25], generative adversarial network for image fusion
(FusionGAN) [44], laplacian pyramid (LP) [36], dual-tree complex wavelet transform
(DTCWT) [45], multi-scale transform and sparse representation(LP-SR) [37], dense
sift (DSIFT) [45], convolutional neural network (CNN) [8], curvelet transformation
(CVT) [46], bilateral filter fusion method (CBF) [47] , cross joint sparse representation
(JSR) [48], gradient transfer fusion (GTF) [49], a ratio of low pass pyramid (RP) [50],
wavelet [38], IFCNN [26], OURS, OURS+. In order to enhance the comparability of
different image fusion algorithms, whether to add subjective attention is shown sepa-
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rately. The penultimate image fusion method is an image fusion effect that combines
global features, local features, channel attention mechanism and image enhancement
features. On this basis, the last image fusion method adds the fusion effect of hu-
man subjective attention mechanism. These algorithms have already published their
code, and the relevant algorithm parameters are the same according to the settings in
the public paper, and our paper-related procedures and data will then be published on
github. For our proposed algorithm, we also conducted a comparative experiment on
whether there is a channel attention module or not. Our experimental platform is desk-
top 3.0GHZ i5-8500, RTX2070, 32G memory [10].
4.2. Image fusion experiment of different data sets
4.2.1. CVS image fusion experiment
As shown in Fig. 5,Fig. 9, we can find our image fusion effect compared with the
existing image fusion algorithm, it has a better subjective feeling, a clearer boundary,
and no image fusion shake effect. In terms of image quality alone, the image fusion
effect of the WAVELET, DL, FZL algorithms is better than the existing image fusion
algorithms. Other image fusion algorithms, such as CNN, CVT, DTCWT, LP, etc.,
fuse well when the runway region is small, but when the runway region is large, an
obvious image fusion shock effect will appear. Of course, image fusion operators such
as CNN, DL, FZL, ifcnn have smaller image fusion noise than our image fusion effect,
because on the one hand, the original image contains a lot of image noise, on the
other hand, CNN, DL, FZL, ifcnn and other image fusion algorithms include image
denoising algorithms, such as Guided Filtering (GF) [52], Contrast-Limited Adaptive
Histogram Equalization (CLAHE) [53],etc. However, in the CVS image fusion task, it
is not advisable to directly filter the EVS image, because the EVS image contains the
real-time information of the airport runway. When it is far from the landing point, the
size of the real-time dynamic information on the runway will be very small, sometimes
it will be covered by noise data. The existing filtering algorithm will give the real-time
dynamic information on the airport runway to Therefore, we can only filter SVS image
data. Through the image fusion effect map of visual attention guidance proposed by us,
our subjective attention can be focused on the runway region clearly, which effectively
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Fig. 5. Qualitative fusion results on EVS and SVS images by different method. From left to right:
CVT[46], DTCWT[45], GTF[49], MSVD[51], LP[36], LPSR[37], RP[50], Wavelet[38], DSIFT[45],
CBF[47], JSR[48], CNN[5], DL[25], FZL[4], FusionGan[6], IFCNN[26], OURS, OURS+.
reduces the distraction of the non runway region to the pilot’s attention.
4.2.2. Infrared and visible image fusion experiment
From Fig.7, we can see that when the image quality is seriously degraded, the ex-
isting image fusion algorithms, whether the traditional image fusion algorithm, or the
deep learning image fusion algorithm, or the image fusion method combining the tra-
ditional method and the deep learning method, the image fusion effect is very poor,
but our image fusion theory even if it does not add human’s subjective attention before
that, the texture details of the image can still be recovered better. After adding human’s
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Fig. 6. Qualitative fusion results on EVS and SVS images by different method. From left to right:
CVT[46], DTCWT[45], GTF[49], MSVD[51], LP[36], LPSR[37], RP[50], Wavelet[38], DSIFT[45],
CBF[47], JSR[48], CNN[5], DL[25], FZL[4], FusionGan[6], IFCNN[26], OURS, OURS+.
subjective attention, we can find that our image fusion effect is more helpful for hu-
man’s current search task. From Fig.8, we can see that when the image quality is great,
the existing image fusion algorithms, whether the traditional image fusion algorithm,
or the deep learning image fusion algorithm, or the image fusion method combining
the traditional method and the deep learning method, the image fusion effect has been
significantly improved, but there is a little difference compared with our image fusion
effect. The existing image fusion algorithm has the fuzzy effect of image fusion bound-
ary, but our image fusion boundary is very clear. After adding human’s subjective at-
tention mechanism, our image fusion effect fully retains the advantage information of
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Fig. 7. Qualitative fusion results on visible and thermal infrared images by different method. From left to
right : CVT[46], DTCWT[45], GTF[49], MSVD[51], LP[36], LPSR[37], RP[50], Wavelet[38], DSIFT[45],
CBF[47], JSR[48], CNN[5], DL[25], FZL[4], FusionGan[6], IFCNN[26], OURS, OURS+.
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Fig. 8. Qualitative fusion results on Visible and thermal infrared images by different method. From left to
right: CVT[46], DTCWT[45], GTF[49], MSVD[51], LP[36], LPSR[37], RP[50], Wavelet[38], DSIFT[45],
CBF[47], JSR[48], CNN[5], DL[25], FZL[4], FusionGan[6], IFCNN[26], OURS, OURS+.
both infrared and visible images. At the same time, there are several algorithms for
multi-focus data sets in our comparison algorithm, such as DSIFT, IFCNN. Of course,
there are some general image fusion algorithms in our comparison algorithms, such
as IFCNN and FZL. In the case of poor original image quality, the performance of
these algorithms is poor, but when the image quality is good, these algorithms will
have better performance than other algorithms, but the fusion effect is not the best.
For example, DSIFT, FZL, or IFCNN, these algorithms are all feature engineering ar-
tificial design image fusion processes, to a certain extent, they add human beings prior
knowledge of the current task, so there will be some commonality in multiple data sets.
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However, different tasks of data sets have different data noise, which is not enough to
make the best image fusion effect in the process of artificial design. Even if IFCNN al-
gorithm, although the fusion criteria are specified manually, to a certain extent, human
prior knowledge is added, but its fusion weight is fixed and does not have the learn-
ing ability of dynamic tasks, when the fusion data is complex, image fusion effect will
also be poor. Through the combination of multi-task auxiliary learning mechanism and
human subjective visual attention, we can effectively improve the dynamic contextual
perception ability of image fusion.
4.3. Fusion metrics
Fig. 9. The first group of objective evaluation indexes of image fusion data.
In order to qualitatively evaluate the performance of different algorithms, we mainly
use six objective evaluation indexes of image: cumulative probability of blur detection
(CPBD) [54], just perceptible blur based on human vision (JNB) [55], visual informa-
tion fidelity (VIF) [56] , average gradient (AG) [57], SSIM [24], mutural information
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Fig. 10. The second group of objective evaluation indexes of image fusion data.
(MI) [58]. We have carried out quantitative experiments on the infrared and visible
image data set and CVS image data set.
From Fig.9, we can clearly find that almost all the indexes of our image fusion al-
gorithm are not the best, which does not mean that our image fusion algorithm is not
good. From Fig.10, we can also find that there are similar problems. In the second
group of image fusion data, the effect of dsift and CBF image fusion algorithm is the
worst, but their EN, AG, SSIM and MI are all very high. First of all, we analyze the
image fusion effect corresponding to each image evaluation index. It is not difficult
to find that although the relevant image quality evaluation index is very high, but their
corresponding image subjective quality is very poor, such as LP-SR, CBF, MSVD, RP,
GTF, etc. This is because there is still a big gap between the existing image quality
evaluation indexes and the subjective visual evaluation methods of human beings. Sec-
ondly, SSIM, VIFF and MI indexes are based on the ground truth labels for quality
evaluation. In this case, the closer the image fusion data is to the real reference image
data, the greater the corresponding values of these three indexes will be. But in the
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task of cross-modal image fusion, due to the lack of real reference image, these three
kinds of image quality evaluation indexes can not be used as the standard of image
quality evaluation to some extent, and can not simply evaluate the image quality by
the size of the three evaluation indexes. They are just a measure of the similarity be-
tween the fused image and cross-modal data. Although IFCNN algorithm has some
advantages in the second group of image objective evaluation data, which is mainly
caused by an abnormal value of its JNBM evaluation index, the overall image quality
is still far from our fusion effect in terms of clarity. On the one hand, in order to prove
Fig. 11. Comparison of MOS evaluation on different data set.
the superiority of our image fusion theory, we subjectively evaluate the fusion effect
of 18 algorithms, and use mean opinion score (MOS) as the evaluation index of image
quality. In this experiment, we invited 10 professors, doctoral researchers and other
professional researchers of computer image processing to participate in the subjective
quality evaluation of the fusion image of different algorithms. In the experimental data
processing, we remove the highest and lowest scores of MOS, and take the average
score of each data set test data as the final evaluation score. The experimental results
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are shown in Fig.11.
From Fig.11, we can find that our image fusion quality score is the highest in CVS
image data set or infrared and visible image data set. This further proves the correctness
of our proposed image fusion theory in the scheme and the accuracy of the above
analysis.
5. Discussion
From a large number of experiments in the fourth chapter, it is verified that the
image fusion theory guided by subjective visual attention proposed by us has stronger
robustness and contextual awareness perception ability than the existing image fusion
algorithms. We think there are several main reasons: first, the introduction of human
visual subjective attention mechanism. Many existing image fusion theories take im-
proving image quality as their ultimate goal. Due to the lack of subjective attention of
human vision as guidance, and the imperfection of existing image quality evaluation
indicators and the lack of real tags, this determines that the image fusion process is seri-
ously lacking in contextual awareness perception, and the algorithm does not know the
number of different It is more helpful for the current task to extract and fuse what kind
of features. To solve this problem, compared with the traditional image fusion algo-
rithm, deep learning method is particularly prominent. This is because the traditional
algorithm is designed for a specific fusion task, so to a certain extent, the subjective
intention of people is added. Although the deep learning algorithm has a strong ad-
vantage over the traditional algorithm in feature representation and relationship fitting,
whether the deep network model can learn the features consistent with human subjec-
tive visual attention and whether the loss function is constructed reasonably is closely
related. Therefore, human beings subjective visual attention can effectively guide the
network to understand human intention and learn to learn for different tasks by com-
bining the strong feature representation ability and nonlinear fitting ability of deep
learning. Secondly, the auxiliary learning characteristics of human visual perception
system. In the image fusion task, the existing image fusion algorithm based on deep
learning has a serious dependence on the loss function on the one hand, and on the
26
other hand, it is more of a single image fusion task deep learning method. In the task of
cross-modal image fusion, the existing loss function of image fusion can not effectively
guide the network to extract features and fit relationships, so we introduce the method
of multi-task assisted learning. When single task network training and learning, it is
often affected by data noise, insufficient training data, cross-modal and improper loss
function, which leads to some hidden features of data can not be learned. Through aux-
iliary task learning, the learning ability of main task can be effectively optimized. In
our network framework, both the reconstruction task and the visual attention detection
task can be regarded as the sub-tasks of the main task of image fusion, and the exper-
imental results also prove the effectiveness of the method. Finally, the combination
of global features and local features. Global features often contain advanced semantic
features of image, while local features contain more detailed texture information of
image. The effective combination of the two can improve the representation ability of
image.
6. Conclusion
Based on the robustness and contextual awareness of the human visual perception
system, we proposed an cross-modal image fusion theory guided by human subjective
visual attention. The biggest difference between our image fusion theory and current
mainstream algorithms is: first of all, our image fusion theory is based on human sub-
jective visual attention guidance, rather than the traditional image fusion theory. Our
image fusion effect is more conducive to assist human decision-making in practical
tasks. Secondly, the auxiliary learning mechanism is introduced into the image fusion
task, which effectively optimizes the image fusion task and solves the image fusion
problem caused by the loss function of image quality evaluation to a certain extent. Fi-
nally, the image fusion theory proposed in this paper is based on unsupervised learning
method, does not need ground truth labels, and improves the universality of the algo-
rithm to a certain extent. A large number of experiments show that our image fusion
theory has stronger robustness and contextual awareness than the existing mainstream
image fusion theory. Although our algorithm framework does not fully simulate human
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visual perception characteristics, our simulation of human visual perception character-
istics is in line with the mechanism of the human visual system. In the task of cross-
modal image fusion, although our image fusion theory has achieved relatively good
results compared with the existing algorithms, there are still the following problems.
First of all, we have only carried out experiments in the combination of CVS image
data sets, infrared and visible image data sets, which need to be further extended to
more image fusion tasks in the later stage. Secondly, in the image fusion task, we need
to further deepen the research of working memory and contextual dynamic perception
module, which is necessary for the future intelligent image fusion theory.
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