The total atomization energies (ED, values), geometries, and harmonic frequencies for a number of experimentally well-described molecules have been calculated at the CCSD(T) (coupled cluster) level using Dunning's correlation-consistent cc-pVDZ( [ 3 sip 1 d]) , cc-pVTZ( [ 4s3p2d lfl) , and cc-pVQZ( [ 5 s4p 3 d2f 1 g]) basis sets. Additivity correction are proposed for binding energies and geometries. Using a three-term additive correction of the form proposed by Martin [J. Chem. Phys. 97, 5012 (1992)] mean absolute errors in XD, are 0.46 kcal/mol for the cc-pVQZ, 0.93 for the cc-pVTZ, and 2.59 for the c-pVDZ basis sets. The latter figure implies that, although unsuitable for quantitatively accurate work, three-term corrected CCSD(T)/cc-pVDZ binding energies can still be used for a rough estimate when the cost of larger basis set calculations would be prohibitive. CCSD(T)/cc-pVQZ calculations reproduce bond lengths to 0,001 A for single bonds, and 0.003 A for multiple bonds; remaining error is probably partly due to core-core and core-valence correlation. CCSD(T)/cc-pVTZ calculations result in additional overestimates of 0.001 A for single, 0.003 A for double, and 0.004 A for triple bonds. CCSD(T)/cc-pVDZ calculations result in further overestimates of 0.01 A for single bonds, and 0.02 A for multiple bonds. CCSD(T)/cc-pVDZ harmonic frequencies are in surprisingly good agreement with experiment, except for pathological cases like the umbrella mode in NH3 . Both CCSD(T)/cc-pVTZ and CCSD(T)/cc-pVQZ harmonic frequencies generally agree wifh experiment to 10 cm-' or better; performance of cc-pVQZ is somewhat superior on multiple bonds or the umbrella mode in NH,. Again, a source of remaining error appears to be core correlation. The use of MP2/6-31G* reference geometries in the ED, calculation can result in fairly substantial errors in the uncorrected XD, values for systems with cumulated multiple bonds. These errors however appear to be largely absorbed by the three-term correction. Use of CCSD(T)/cc-pVDZ reference geometries appears to have no detrimental effect on computed ZD, values and is recommended for cases where only single-point calculations in the cc-pVTZ basis set are possible.
INTRODUCTION
The quality of predicted molecular properties in an ab initio calculation is largely defined by two factors: electron correlation and the size of the one-particle basis set. "2 To the former problem, a satisfactory solution-at least for systems without excessive multireference effects-has emerged in recent years in the shape of coupled cluster the0ry.s This leaves the one-particle basis set as the principal accuracy-determining factor, Since computer time in correlated calculations increases roughly as the fourth power of the number of basis functions, a compromise has to be reached between basis set dimension and the desired accuracy.
For very accurate calculations, two main families of basis sets-both based on general contractions'-are gaining acceptance. The first are the atomic natural orbital (ANO) basis sets of Almlof and Taylor,5*6 which are generated by picking the natural orbitals with the highest occupation numbers from an atomic configuration interaction calculation in a very large primitive set. AN0 basis sets are now available for first-and second-row atomsF6 as well as for transition metals;7 a variant called "density-matrix averaged ANOs" is available for first-row' and second-row' atoms.
The second such family are the correlation consistent basis sets of Dunning," which are based on energy optimization of relatively small primitive sets. They are available for first-row" '" and second-row12 atoms. In a previous paper,13 the author has compared the performance of AN0 and correlation consistent basis sets for the calculations of total atomization energies (ZD, values) . It was found that AN0 and correlation-consistent basis sets of equal contracted size perform essentially equally well, despite the fact that the smaller primitive set of the correlation-consistent basis sets results in significant computer time savings due to much shorter integral evaluation times.
In Ref.
13, a three-term additivity correction was proposed of the form ~&,lT= a,n,+b,n,+cptilnptir
where n,, n=, and npair represent the number of cr bonds, r bonds, and electron pairs, respectively, and a, b, and c are constants specific for the basis set, electron correlation level, and theoretical level of the reference geometry. It was found13 that, using this correction at the CCSD(T) level, a [ 5s4p3d2flg] AN0 or correlation consistent basis set predicts BD, values with a mean absolute error of 0.50 kcal/ mol or better.
The present paper investigates the relative performance of various correlation consistent basis sets in further depth. First, the performance of correlation-consistent basis sets, as a function of size, for geometries and harmonic frequencies is addressed. Second, the question arises whether any useful information can be obtained from calculations with a correlation-consistent basis set of only VDZP (valence double zeta plus polarization) quality. Finally, the question as to whether low-level reference geometries determined at low levels of theory (such as the MP2/6-31G* reference geometries employed in Gl theory14) have a detrimental effect on computed XD, values is addressed.
METHODS
All calculations were carried out using the MOLECULE/ SWEDEN/TITAN program system'5"6 running on the Cray Y-MP 8/464 at San Diego Supercomputer Center (SDSC), and the ACES II packageI running on an IBM RW6000 model 350 at SDSC. The CCSD(T) method" was used throughout; this is the coupled clusters method with all single and double substitutions'g'20 supplemented with a quasiperturbative estimate for the effect of triple excitations.'* For systems that are dominated by a single reference configuration, such as all molecules treated in the present paper, this method is known to yield correlation energies near the basis set n-particle limit.21~22
.,
Three of Dunning's (5~2~ Id), and (6s3p2dlf) primitive sets.) Since all these basis sets are only minimal contractions in the ( 1 s) core orbital, the (Is)-like core orbitals were constrained to be doubly occupied in all coupled cluster calculations; all results quoted in this paper therefore completely neglect core-core and core-valence correlation. Their rigorous inclusion would require much larger primitive sets, including special "hard" (high-exponent) p, d, and f functions.
Spherical harmonics were used throughout. SCF and coupled cluster equation were converged to essentially machine precision.
Geometry optimizations were performed by repeated multivariate parabolic interpolation.
Step sizes herein were reduced progressively as convergence was approached.
Harmonic frequencies were calculated using doublesided finite differences in symmetry-adapied internal coordinates, using step sizes of 0.01 A or rad. The coordinate transformations involved were performed with the aid of the BMA? and INTDER programs.24 Finally, atomic -energies involved in the ED, calculations were taken from Ref. 13 for the cc-pVTZ and cc-pVQZ basis sets, and computed using ACES II for the cc-pVDZ basis For some of the species discussed in the present paper (specifically, NH,, N20, CO,, and H,CO), anharmonic force fields at the CCSD(T)/cc-pVTZ and harmonic frequencies at the CCSD(T)/cc-pVQZ levels were previously computed by the present author and co-workers.25-27 Total energies at the respective equilibrium geometries were obtained as a byproduct of these investigations, and are reported for the first time here.
RESULTS AND DISCUSSION
Total energies are given in Table I . A summary of results with different correction formulas is presented in Table II , together with the coefficients for the three-term correction. Raw, one-term corrected, three-term corrected, and experimental total atomization energies can be found in Table III , along with Gl l4 and G2" theory results taken from the cited references. (For NNO, which was not included in those papers, the required calculations were performed using GAUSS-IAN 9z2' on the Cray Y-MP.) Computed geometries and harmonic frequencies are given in Table IV and V, respectively, together with the corresponding experimental values. First we will focus on the ED, values. At the CCSD(T)/cc-pVQZ level from its optimal geometry, and with the three-term correction, agreement with experiment can only be described as excellent. All errors fall below 1 kcal/mol, which brings us well within the goal of "chemical accuracy" (generally defined as +l-2 kcallmol). The mean absolute error amounts to only 0.46 kcal/mol. By contrast, Gl theory14 reaches a mean absolute error of 1.41 kcal/mol, with a maximum of 2.97 kcal/mol, for the same sample. (These figures are somewhat improved using G2 theory.28) Admittedly, Gl and G2 theory require much less computer time (with efficient codes) than CCSD(T)/cc-pVQZ calculations. At the CCSD(T)/cc-pVTZ level, which is comparable to Gl theory in computational cost, mean absolute and maximum errors amount to 0.93 and 1.99 kcal/mol, respectively. This is a quantitative improvement over Gl theory (less so for G2 theory-), albeit not a qualitative one. Comparison of the corrected CCSD(T)/cc-pVTZ and the GUG2 results reveals a couple of interesting trends. For example, it appears that Gl and G2 XD, values are on the high side for species like C02, while corrected CCSD(T)/cc-pVTZ results tend to be on the low side. For AH, hydrides, on the other hand, Gl theory tends to be too low (which does not appear to be the case for G2 theory) and corrected CCSD(T)/cc-pVTZ tends to lead to correct results or overestimates. In some cases, when both Gl/G2 theory and CCSD(T)/cc-pVTZ represent the maximum of what is computationally feasible, it might seem appealing to take the average of three-term corrected CCSD(T)/cc-pVTZ and Gl or G2 theory: this leads to mean absolute errors of 0.87 and 0.74 kcallmol, and maximum errors of 1.8 1 and 1.44 kcal/mol, respectively.
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The rationale for using a three-term correction formula rather than a Gl/G2 type three-term correction has been discussed at .length in Ref. 30. Briefly summarizing, it was found there that, using a one-term correction, an spdfg basis set is required to reach a mean absolute error comparable to that of G2 theory (which employs basis sets of only spdf quality). Introduction of different correction terms for (T and rr bonds resulted in a small improvement for spdf basis sets, but a substantial one for spdfg ones. Finally, introduction of different correction terms for pairs and bonds improved results significantly for spdf basis sets, and perceptibly for spdfg ones, especially in terms of the maximum error for the sample. A detailed analysis of the Gl and G2 results revealed that their relatively low mean absolute errors were at least partly due to a fortunate error compensation involving a hydrogen basis set of only sp quality.
One could argue that 13 molecules points is not really enough to decide between a one-term correction formula similar to those used in Gl and G2 theory, and a three-term correction such as employed here. However, all 13 points have XD, values known to 0.1 kcal/mol or better, whereas many of the molecules used in calibrating Gl and G2 theory have error bars an order of magnitude larger. Illustration for the points made above can be found in Table III , where the fairly serious individual errors (especially for CH4, COz, N2, and N,O) in the one-term corrected CCSD(T)/cc-pVQZ energies drop to less than 1 kcal/mol using the three-term correction. It should be noted that the largest error among the corrected CCSD(T)/cc-pVTZ results is for H,. This basically represents the fact that, since the Hz dissociation energy converges somewhat faster with respect to the basis set than the other CT bond energies, the correction tends to "overshoot" somewhat for the Hz case. (Note the presence of a similar effect for G2 theory. In Gl theory, where the correction term is chosen to reproduce an exact Hz dissociation energy, XD, for the ten-electron hydrides is consistently too low as a result.) Since the cc-pVQZ basis set is much closer to convergence for cr bonds already, the effect is less prominent here.
A referee pointed out that ZD, values for the hydrides AH, appear to be somewhat inferior to those obtained in previous work,31 where a mean absolute error of 0.12 kcal/ mol per bond was achieved for the AH,(A=Li-F) hydrides and hydride radicals using a basis set of roughly cc-pVTZ quality supplemented with sp bond functions. Results for the ten-electron hydrides CH,, NH,, H,O, and HF can be compared directly with the present work. The mean absolute error in Ref. 31 for those four species is 0.14 kcal/mol per bond; the corresponding values for three-term corrected ccpVTZ and cc-pVQZ results are 0.53 and 0.10 kcal/mol, respectively. [The issue of a three-term versus a one-term correction (as used in Ref. 31 ) is largely irrelevant here since n,=O throughout and na=npair except for CH4 (where no=np,ir+l).] It is not surprising that a cc-pVTZ basis set wiIl be outperformed by a cc-pVTZ+(bond function) basis set; however, the cc-pVQZ results appear to be at least as good, and are not restricted to AH, compounds. (The extension of the bond function basis sets3* employed in Ref. 31 to more general compounds without incurring excessive basis set superposition error (SSS8) is no trivial matter; as discussed in Ref. 32, multiple bonds will probably require spd bond functions, which in turn will require spdfg atomic basis sets to keep BSSE down to an acceptable level.)
Can any useful result for XD, be obtained from CCSD(T)/cc-pVDZ energies? Needless to say, the raw CD, values are all but unusable: using the three-term correction, however, one reaches a surprisingly low mean absolute error of 2.59 kcal/mol. The maximum error amounts to 4.96 kcalf mol. This means that, although the numbers are not very useful for quantitative work, at least a rough estimate of XD, can be obtained when CCSD(T)/cc-pVDZ represents the limit of what is computationally possible, such as in the case of large cluster molecules. Note that in this case a simple Gl-like correction does only slightly less well than the threeterm formula, since both CT and rr bonds are far away from saturation in the basis set.
Summarizing, one can say that three-term corrected CCSD(T) energies will yield a fair estimate of ED, with the cc-pVDZ basis set, a number of "chemical accuracy" with the cc-pVTZ basis set, and an accurate number with the ccpVQZ basis set. Taking C2H, as an example, this would correspond to 48, 116, and 230 basis functions, respectively. Theoretically, computer time would then roughly go up as 1:34:527; in practice the proportions are smaller, especially on a vector machine where the greater vector lengths for larger basis sets result in improved machine performance. For example, on the Cray Y-MP at SDSC, a single-point CCSD(T) energy calculation for CO, took 16 s with the ccpVDZ, 113 s with the cc-pVTZ, and 772 s with the cc-pVQZ basis set.
Next, let us address the issue of using lower-level reference geometries. Results at the MP2/6-31G* reference geometry (as used in Gl theory) are given in Ref. 13, and will not be repeated here. At the CCSD(T)/cc-pVTZ level, they result in an average error relative to the geometry at that level of only 0.55 mhartree. The maximum error however, for N20, is 2.79 mhartree. This is related to the known inability of MP2 to handle cumulated multiple bonds properly (see, e.g., Refs. 26, 33) . Using CCSD(T)/cc-pVDZ reference geometries, on the other hand, also leads to an average error of 0.44 mhartree, but to a maximum error of only 0.96 mhartree. This suggests that, especially in outlandish molecules such as clusters, CCSD(T)/cc-pVDZ reference geometries are certainly to be preferred above MP2/6-3 1 G" ones. Coefficients for the three-term correction can be found in Table  III . As can be seen, the mean absolute error of corrected vs. experimental XD, values is essentially the same as for the full equilibrium geometry. Peculiarly enough, the effect of using MP2/6-31G" geometries on the mean and maximum errors is negligible at the CCSD(T)/cc-pVTZ level: this is at least partly due to an error compensation in the computed MP2/6-31G* geometries. Effects might be somewhat more perceptible at the CCSD(T)/cc-pVQZ level: presumably, if one can afford to do an energy calculation in a cc-pVQZ basis set, one can afford to do a better geometry optimization than MP2/6-31G" as well.
Since there were substantial effects on the uncorrected energies, this means that some of the geometry effects get absorbed in the three-term correction. Some light is shed on this by considering a simple one-term correction such as is used in Gl and G2 theory. As is seen in Table II , the effects of using better geometries there are quite measurable. (Note that for the cc-pVDZ basis set, it hardly matters whether the one-term or the three-term correction is used, since the basis set is quite unsaturated for both (T and rr bonds. For the cc-pVTZ and cc-pVQZ basis sets, however, the three-term correction represents a real improvement.) This illustrates the fact that errors in the geometry tend to be much larger for -multiple than for single bonds as well, with a concomitant error in the energy that is roughly second order: So therefore, a correction that differentiates between single and multiple bonds will tend to iron out these differences. Next comes the issue of the molecular geometries. As can be seen from Table  IV , these are affected quite substantially by the size of the basis set, but rather systematically so. The cc-pVQZ results are of course in very good agreement with experiment; for single bonds, errors are in the 0.001 w range except for the CH bond in C,H,. However, the very recent work of Bramley et al., 34 in which the original force field of Strey and Mills35 was refined by fitting variationally computed transition energies to a large collection of experimental data, suggests that the geometry should be revised to ycc= 1.202 41 A and rHH= 1.0625 A, the latter of which is only 0.0009 A shorter than our computed value. On average then, single bond lengths are overestimated by 0.0008 A at the CCSD(T)/ cc-pVQZ level of theory.
Predictably, somewhat larger errors are seen for multiple bonds. To the extent that a partitioning between double and triple bonds can be made on the basis of the relatively limited data here, double and triple bonds are overestimated by 0.0024 and 0.0032 A, respectively. It is probably more realistic to state that multiple bond lengths are overestimated by 0.003 A, on average.
At the CCSD(T)/cc-pVTZ level, the mean overestimates are 0.0018 w for single bonds, 0.0057 w for double, and 0.0069 A for triple bonds. Note that here the difference between double and triple bonds is somewhat more conspicuous. Effects on single bond lengths are somewhat spurious; for example, deleting F2 from the sample reduces the error to 0.0016 A. Oversimplifying, one could say that bringing down the basis set from cc-pVQZ to cc-pVTZ will result in bond lengthenings of 0.001 A for single, 0.003 A for double, and 0.004 L% for triple bonds. Still the effects are fairly sys-A peculiar phenomenon should be noted for the stretching frequencies of CH4. Even with the cc-pVQZ basis set, the totally symmetric stretch os is off by 10.7 cm-', while the triply degenerate asymmetric stretch w4 is calculated within 0.3 cm-' of experiment. A similar phenomenon was previously pointed out in a study of the force field of H,C0.27 Since the computed frequencies are evidently near convergence with respect to the one-particle basis set, and since for molecules like the first-row hydrides, CCSD(T) is very close to an exact n-particle solution, the most important remaining error is probably neglect of core-core and corevalence correlation. From a naive "local mode" perspective then, one would expect this effect to be substantially amplified in a vibration that symmetrically stretches four CH bonds, whereas the effects would partially cancel each other out in an antisymmetric stretching vibration. This is exactly what is observed in both CH, and BH,;3g unfortunately, experimental data for NH3 are not precise enough to find supporting evidence there.
In this paper the following points have been established: Using the three-term correction in Eq. (l), mean absolute errors in ED, are 0.46 kcallmol for the cc-pVQZ, 0.93 for the cc-pVTZ, and 2.59 for the cc-pVDZ basis sets. The latter figure is not adequate for quantitative work, but implies a usable estimate of ED, when CCSD(T)/cc-pVDZ represents the computationally feasible maximum; CCSD(T)/cc-pVQZ calculations overestimate single and multiple bond lengths by about 0.001 and 0.003 A, respectively; CONCLUSIONS CCSD(T)/cc-pVTZ bond lengths are still longer by about 0.001 A for single, 0.003 A for double, and 0.004 A for triple bonds; CCSD(T)/cc-pVDZ bond lengths are overestimated by an additional 0.01 8, for single, and 0.02 A for multiple bonds; CCSD(T)/cc-pVDZ harmonic frequencies are nevertheless in surprisingly good agreement with experiment; CCSD(T)/cc-pVTZ harmonic frequencies generally agree with experiment to 10 cm-' or better. CCSD(T)/ccpVQZ frequencies are still somewhat better, at a disproportionate increase in computational cost; the use of MP2/6-31G" reference geometries may lead to substantial errors in uncorrected ED, values for some molecules. However, the 3-term correction absorbs these effects almost completely; the use of CCSD(T)/cc-pVDZ reference geometries has no detrimental effect at all on computed ZD, values, and is recommended for cases where MP2 is ill-behaved and CCSD(T)/cc-pVTZ optimizations are prohibitive in cost.
tematic, and a reliable estimate of the experimental r, geometry could probably quite well be obtained by applying the above numbers as additivity corrections.
Effects start to become more spurious at the CCSD(T)/ cc-pVDZ level. Here the average overestimate for single bonds actually exceeds that for double bonds, which is an artifact of the grossly overestimated bond distance in Fs. If F2 is taken out of the sample, the value drops from 0.018 to 0.014 A. The other figures, 0.014 A for double and 0.021 A for triple bonds, are a bit too large to lead to accurate results when used as additivity corrections. (Nevertheless, the numbers would still be more reliable than the uncorrected ones.) Errors are generally less systematic than for the larger basis sets. Nevertheless, CCSD(T)/cc-pVDZ geometries would certainly be preferable over MP2 results in big basis sets except for very "well-behaved" molecules, since geometries would almost always be qualitatively correct+ven with substantial multireference effects (see, e.g., Refs. 33, 36, and 37)-and geometries would be consistently biased to overestimated bond lengths. ment to the theoretical treatment. Lastly, it should be pointed out that at least part of the experimental values are not as precise as they seem, due to problems with the analysis of the data (e.g., due to severe resonances in formaldehyde).
Finally we turn to the computed frequencies. The most striking result here are the usually good harmonic frequencies predicted at the CCSD(T)/cc-pVDZ level: The mean absolute error is only 27 cm-'! When two notorious problem cases (the umbrella mode in NH, and the lowest bending mode in acetylene) as well as Fz are eliminated, this drops to 17 cm-'. What this means is that, even at this relatively inexpensive level of theory, harmonic frequencies can be calculated that will give an infrared spectroscopist an idea "where to look," and that will be sufficient for a number of purposes, such as computing vibrational partition functions. (The effect of errors in frequencies on computed thermodynamic functions over a wide temperature range was discussed in detail in Ref. 38) . Going to a cc-pVTZ basis set brings a real improvement, namely, to a mean absolute error of 12 cm-' with, and of 9 cm-' without "problem cases." Note that the frequency for F,, contrary to the cc-pVDZ result, is in quite good agreement with experiment, since there is no problem with the geometry here. In most cases, the harmonic frequencies are within 10 cm-' of the experimental ones. It should be noted that in some cases (such as NH,), the experimental harmonics are not even precise to 10 cm-', and that even this accuracy is the exception rather than the rule for most practical cases. A further improvement can be seen when moving up to the cc-pVQZ basis set, especially for triple and cumulated double bonds, as well as for the problem cases. However, this improvement-to 8.5 cm-' with, and 6.5 cm-' without, problem cases-does not entirely justify the quite considerable additional computational cost. It is rather doubtful that further basis set extension will greatly improve on these figures, since some basis set saturation already appears to have been achieved. What, then, would be remaining sources of error? For the molecules considered here, and certainly for the AH, species, incompleteness in the electron correlation treatment should have a negligible effect. For first-row compounds, furthermore, relativistic effects on the frequencies can fairly confidently be dismissed. Inclusion of core-core and especially corevalence correlation is probably the main possible improve-ACKNOWLEDGMENTS The author acknowledges a Senior Research Assistant fellowship of the National Science Foundation of Belgium (NFWO/FNRS), and wished to thank Dr. Peter R. Taylor for helpful discussions. The calculation reported in this work were carried out while the author was a research associate at the San Diego Supercomputer Center (SDSC), which is acknowledged for generously providing computer time on its Cray Y-MP/864. This paper forms a part of research results of a program in Inter-University Attraction Poles, initiated by the Belgian state-Prime Minister's office-science policy programming.
