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Renyi network with parameter p = 0.1. . . . . . . . . . . . . . . . . . 14
8 A pair of sample paths (h, g) drawn from Φπ. . . . . . . . . . . . . . 22
9 A pair of sample paths generated from the Markov chain models (points)
and the MFA (solid lines) dynamics (48),(49). Here, β = 0.1, δ =
0.5, α = 1, and GI = GC . Performed on a 1000 node Erdős-Renyi
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SUMMARY
The research presented in this thesis focuses on a mathematical model of epi-
demic spreading over complex networks when the population is aware. Individuals
receive information about the epidemic from their peers and global broadcasts. They
react by reducing their interactions with their neighbors when the epidemic is preva-
lent and resume normal interactions when it is not. This human behavioral element
captures the social distancing actions taken by individuals informed from their social
contacts and public service announcements that broadcast advice and recommenda-
tions on how to avoid getting sick (e.g. washing hands frequently, avoiding crowded
public areas, or staying home from work or school). When the population follows
these guidelines, an infectious disease can be prevented from spreading to thousands
or even millions of people. The interplay between awareness and social distancing
is an effective containment mechanism. The effect of social distancing is an under-
studied feature in mathematical models of epidemic spreading. The objective of this
research is to develop a theoretical understanding of how awareness affects disease
spread on a network. Specifically, to what extent can awareness and social distancing




Epidemics of infectious disease are devastating phenomena occurring throughout his-
tory. They not only inflict enormous loss of life, but also significant economic costs
to government organizations for treating sick patients, developing vaccines, and pre-
venting the spread of further infections. Useful insights about how disease spreads
through a population can be gained by studying mathematical models of epidemics.
1.1 Models of epidemic spread
Mathematical models of epidemic spread have been studied since the 1920’s [16].
In the last 20 years, mathematical epidemiology has become a research area of
widespread interest, spanning across multiple disciplines and perspectives. This is
due to frequent occurences of fast-spreading and deadly epidemics in recent times
- for example, HIV/AIDS across the world, the 2002 SARS outbreak in Asia, and
recently the Ebola virus in West Africa, just to name a few. Understanding models of
epidemic spread can provide insight into how disease propagates through a population
and more importantly, what measures can be taken to prevent it from spreading.
The classical models of disease spread are characterized by ODE’s (ordinary
differential equations) [15], describing the propogation of a virus in a well-mixed
population of agents. The population’s affliction is described by various states, or
compartments. For example, SIS (susceptible-infected-susceptible), SIR (susceptible-
infected-recovered), and SEIR (susceptible-exposed-infected-recovered), are among
many other variants. In an SIS model, susceptible individuals come into contact
with those who are infected, and become infected themselves at a rate proportional
to the number of infected people in the population. Individuals who are infected
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can heal and become susceptible again at some fixed rate. In these models, coupled
ODE equations (one equation for each compartment) describe the interactions and
change of populations in each of the different compartments. These types of models
represent the population as a continuum of homogeneous and well-mixed individuals.
This means that every individual comes into contact with every other individual at
the same rate.
A standard result in many of these models establishes a threshold for epidemic
persistence. If the disease itself is infectious enough, a constant fraction of the popu-
lation is always infected. If not, the disease dies out exponentially fast. Specifically,
the epidemic persists if β/δ > 1 and dies out otherwise, where β is the virus’ infection
rate and δ is the population’s healing rate. The ratio R0 = β/δ is known as the basic
reproductive number, interpreted to be the expected number of secondary infections
caused by a single infectious individual over its infectious lifetime. In other words, it
is how many agents an infected agent directly infects before it heals. The condition
for persistence, R0 > 1, means an infected individual, on average, spreads the disease
to more than one other person before it heals.
1.2 Networked models and control
A crucial aspect of realism that is missing is a network structure where each indi-
vidual can only come into contact with its neighbors. Having the disease dynamics
occur over a network (graph) as opposed to a well-mixed population adds spatial and
individualistic elements to the model. Along with the explosive research in network
science in the last 15 years, disease dynamics on networks is also a growing research
topic ([39, 8, 12, 27, 1, 37], among many others). The dynamics are usually modeled
as a stochastic process or a mean-field approximation of a stochastic process. Such
networked models of epidemics have many other applications not limited to just hu-
man diseases - for example, virus propagation in computer networks and the spread
2
of innovations in social networks.
Just like in the classical ODE models, a standard result in networked epidemic
models generalizes the threshold for epidemic persistence. In SIS models, when β/δ <
1/λmax(A), the disease dies out quickly and when β/δ > 1/λmax(A), it persists for a




is a generalization of the basic reproductive number R0 . Thus, the
network structure has a role in determining stability properties of the disease spread
dynamics. Besides equilibrium properties, another important aspect that arises is the
effect network structure has on the spreading dynamics [12, 27, 38, 22].
From a control perspective, one would like to know how to prevent or slow the
spread of an ongoing epidemic using limited resources - e.g. a budgeted allocation of
vaccines and antidotes over the network [30, 6, 29, 7]. In these models, the allocation
decision falls on a single, central authority that knows the entire network structure.
This imposes an unrealistic assumption from the perspective of a policymaker. Game
theoretic models with self-protection strategies have also been studied where each
individual weighs the cost of investing in vaccines against the risk of getting infected
[23, 5, 28, 32, 31, 20]. However, these models do not account for social behavior
during the course of an epidemic, which can significantly slow spreading without the
aid of vaccines.
1.3 Awareness and social distancing
An inherent mechanism in modern society for disease prevention is individual aware-
ness and social distancing, which is the topic of this thesis. People receive information
about an ongoing epidemic from their friends or through the news on television, radio,
or the internet. The message typically contains advice on how to avoid getting sick
(e.g. washing hands frequently, avoiding crowded public areas, etc), or a report of
how many people currently are infected.
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In the recent 2009 H1N1 Influenza pandemic, people responded to public service
announcements by increasing the frequency of washing hands, staying at home when
they or loved ones were sick, or avoiding large public gatherings [34]. In the recent
Ebola outbreak in West Africa, a combination of quarantining and sanitary burial
methods were shown to significantly reduce the rate of virus spread [26]. These
precautions effectively limit epidemic spread.
When the population adopts the recommended advice, a disease can be prevented
from spreading to thousands or even millions of people. Recent research effort has
been devoted to studying the effect of awareness and social distancing in mathematical
models of epidemic spread [34, 42, 10, 9, 43]. A review of the existing literature can
be found in [40]. The established results show that awareness and social distancing
can significantly slow and reduce the severity of an epidemic. Information influences
the public’s behavior, affecting the course of the epidemic itself, and in turn affecting
the public’s behavior again. This feedback loop causes the epidemic to coevolve with
human social behavior.
1.4 Overview of thesis
This thesis is mainly concerned with SIS epidemic models. Chapter 2 derives basic
stability results of a simple SIS ODE model and a variant that incorporates social
distancing. Chapter 3 introduces a benchmark networked SIS epidemic Markov chain
model. This is then modified to incorporate dynamically distributed awareness and
social distancing. The rest of the thesis focuses on the network models. Chapter
4 provides a stochastic comparison analysis between the awareness and benchmark
model. Specifically, the benchmark model stochastically dominates the awareness
model. The addition of awareness reduces the expectation of any epidemic metric,
and the closed-form expression for the reduction is given as a generalized quantity.
In Chapter 5, a mean-field approximation of the stochastic model is derived and its
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equilibrium properties are studied. In particular, the epidemic threshold is the same
for both benchmark and awareness models. Furthermore, the endemic state of the
awareness model must be lower than that of the benchmark. Chapter 6 evaluates the
effect of social distancing on networks from different random graph families through
numerical simulations. Chapter 7 gives concluding remarks.
5
CHAPTER II
ODE MODELS OF SIS EPIDEMICS
This chapter presents ordinary differential equation (ODE) models of SIS epidemic
spread on unaware and aware populations. Stability results are reviewed and are
generalized on a network model in later chapters.
2.1 The SIS model
The SIS model is described by the following two-state dynamics,
dS
dt








− δI Infected population (2)
where β > 0 is the infection rate of the disease, δ > 0 is the healing rate, and
N > 0 is the size of the population. One can interpret this model as having a
continuum of agents of mass N , where the population is homogeneous and well-
mixed. Here, we assume that S(0) + I(0) = N with 0 ≤ S(0), I(0) ≤ N . The fact
that d
dt
(S + I) = 0 ensures S(t) + I(t) = N with S(t), I(t) ≥ 0 ∀t, so the total
population is kept constant and the dynamics can be described by just one state
variable. The infected population heals to become susceptible at a rate proportional
to its level. The susceptible population becomes infected by interacting with the
infected population (see Figure 1). In phase space, the point (S∗, I∗) = (N, 0) (all-
















Stability analysis shows it is stable ifR0 = β/δ < 1 (recallR0 is the basic reproduc-













Figure 1: SIS dynamics state transition diagram
always strictly negative, and hence I(t)→ 0. It is unstable if R0 > 1. When (S∗, I∗)





stable. This equilibrium is known in the epidemiology literature as the endemic state,
where a fraction of the population is always infected. In this scenario, the disease is
infectious enough to sustain itself within the population.
We already see that a simple mathematical model of epidemic spreading gives rise
to a rich set of dynamics. It turns out this model can be solved analytically.
2.2 Exact solution to the SIS ODE
One can derive the closed-form solution to the set of ODE’s in the previous section.

















) = 1 (5)










Integrating from 0 to t with respect to the time variable, we get




























(a) I(t) when β > δ. Here,
β = 0.5, δ = 0.3, N = 100, I(0) = 2.

















(b) I(t) when β < δ. Here,
β = 0.5, δ = 0.7, N = 100, I(0) = 98.
Figure 2: Solution to SIS epidemic ODE
Solving for I(t), we obtain
I(t) = Î × I(0)e
(β−δ)t
I(0) (e(β−δ)t − 1) + Î
(9)
where we recall that Î = N(1− δ
β
).
The solution (9) is consistent with the stability analysis of the previous section
(see Figure 2). When β < δ, the numerator vanishes for large t, so I(t) → 0. When
β > δ, the exponential terms in the numerator and denominator dominate. Thus,
I(t)→ N(1− δ/β) = Î. This holds for 0 < I(0) ≤ N .
2.3 An SIS model with social distancing
The SIS ODE’s (1) and (2) describe the physical process of disease spreading in an
unaware population. Here, we introduce a modified version of equations (1) and (2)
to model the population’s awareness and social distancing actions:
dS
dt













− δI Infected population (11)
The term β(1 − I
N
) is the reduction in contact with the infected population due to
social distancing taken by the agents in the population. It is a function of the total
8



















(a) I(t) when β > δ for I(0) = 2, 98.
β = 0.5, δ = 0.3, N = 100.



















(b) I(t) when β < δ.
β = 0.5, δ = 0.3, N = 100, I(0) = 98.
Figure 3: Comparison of I(t) between models with and without awareness.
number of infected individuals in the population. Hence, one can think of I/N as an
agent’s awareness, i.e. an agent knows the fraction of the population that is infected.
Here, the distancing is linear in I, although one could easily make it any decreasing
function of I, e.g. β(1− I
N
)k with k = 1, 2, . . .. Again, The ODE’s can be expressed










There are two equilibria of equation (12) - the all-susceptible state I∗ = 0 and an
endemic state Î = N(1−
√











Since S ≤ N , the term in parenthesis is always negative if δ > β. Thus, for any
0 < I(0) ≤ N , I(t) → 0. When δ < β, we look at two cases. When S(0) < N
√
δ/β
(or I(0) > Î), the term in the parentheses is negative. When S(0) > N
√
δ/β (or
I(0) < Î), the term is positive. Thus, I(t)→ Î whenever 0 < I(0) ≤ N .
Furthermore, one can conclude that if I(t) is a solution to (2) and Ia(t) is a solution
to (11) on [0,∞), then I(t) ≥ Ia(t) whenever I(0) ≥ Ia(0). Indeed, S/N ≥ (S/N)2
for any 0 ≤ S ≤ N , and hence the right-hand side of (2) is greater or equal to
9





















Figure 4: Long-run total infected Î as a function of δ/β in the endemic regime δ/β < 1.
the right-hand side of (11). We get the result by applying the Comparison Lemma
(Lemma 3.4, [17]). Hence, the total infected in an aware population is bounded above
by the total infected in an unaware population.
The addition of social distancing lowers the overall endemic state, but does not
change its stability properties. That is, social distancing does not affect the threshold
(δ/β < 1) for epidemic persistence.
2.4 Summary
In this chapter we studied a basic SIS process modeled as an ODE. When the disease
is infectious enough, a constant fraction of the population remains infected in the
long run. Otherwise, the disease will always eradicate exponentially fast. The ODE
was then modified to incorporate an element of social distancing, in which the same
equilibrium conclusions are drawn. We will see in Chapter 5 that the same conclusions
still hold when a stochastic version of the model is adapted to an arbitrary network.
10
CHAPTER III
NETWORK MODELS OF SIS EPIDEMICS
3.1 The benchmark SIS model
Here, a standard model of epidemic spreading over a finite static network of n agents
is introduced (studied in [39],[2], and Section 5 of [1]), which we will refer to as the
benchmark model. Consider the set of nodes N = {1, . . . , n} interconnected by a
set of edges E . Epidemic spread occurs in discrete time steps t = 0, 1, . . . over the
undirected graph GC = (N , E), whose n × n adjacency matrix is defined for any
i, j ∈ N , as [AC ]ij = 1 if (i, j) ∈ E and 0 otherwise. The graph GC will be refered
to as the contact network. An agent i ∈ N is either susceptible to the disease or
infected by it. The epidemic states are defined as Ω = {0, 1}n. For any s ∈ Ω and
i ∈ N , either si = 0, meaning agent i is susceptible, or si = 1, meaning it is infected.
Susceptible agents can contract the disease from neighboring agents in the contact
network. When agent i is susceptible in the epidemic state is s ∈ Ω (si = 0), its
probability of getting infected in the next time step due to an interaction with its
neighbor j ∈ NCi is given by βsj where β ∈ (0, 1) is the transmission probability
of the disease. Hence, an individual can only contract the disease from an infected
neighbor. Agent i interacts with each of its neighbors independently. Therefore, i’s





Consequently, its probability of getting infected is











Figure 5: SIS dynamics state transition diagram
When agent i is infected in state s ∈ Ω (si = 1), it becomes susceptible in the next
time step with probability δpi00(s), where δ ∈ (0, 1) is the healing probability of the
disease. Thus, for an infected node to become susceptible, it must heal and not get
re-infected by its neighbors. Node i’s transition probabilities are illustrated in Figure
5 and summarized by Pi : Ω× {0, 1} → [0, 1] defined by




Pi(s, 0) = pi00(s)
Pi(s, 1) = pi01(s)
(16)




Pi(s, 0) = δpi00(s)
Pi(s, 1) = 1− δpi00(s)
(17)
For each i ∈ N and s ∈ Ω, the Pi define the benchmark SIS Markov chain over Ω by




Pi(s, s′i), ∀s, s′ ∈ Ω (18)
This chain has one absorbing state, the all-susceptible state o , {0}n.
3.2 The awareness SIS model
We modify the benchmark model to take into account the agents’ awareness of the
current epidemic state. The information agent i receives comes from two sources: the
proportion of infected neighbors in its local social network and a global broadcast of
the proportion of infected nodes in the entire network. The social network is a graph
GI = (N , EI) with the same nodes as GC but with different edges, representing the
12
nodes’ social communication links. The set of i’s neighbors in GI is written N Ii . The











sj ,∀s ∈ Ω (19)
where α ∈ [0, 1] is a parameter that governs the trust nodes place in information from
their social contacts. Consequently, node i reduces its interactions with its physical
neighbors through the social distancing action
ai(s) , 1− µi(s), (20)





We similarly define pi00,d(s) , 1−pi01,d(s). An infected agent’s probability of recovering
becomes δpi00,d(s). Note for all s ∈ Ω, pi01,d(s) ≤ pi01(s). Combined with the social
distancing behaviors ai, the local awareness spread dynamics in (19) make the effect of
user behavior on its infection probability endogenous to the benchmark chain model
through a negative feedback loop. We define the Pdi analogously to (16) and (17):




Pdi (s, 0) = pi00,d(s)
Pdi (s, 1) = pi01,d(s)
(22)




Pdi (s, 0) = δpi00,d(s)
Pdi (s, 1) = 1− δpi00,d(s)
(23)






Pdi (s, s′i), ∀s, s′ ∈ Ω (24)
whose unique absorbing state is also o, the all-susceptible state. The feedback loop
between the epidemic state and agent awareness is illustrated in Figure 6. An instance





















s(t) → s(t+ 1)
Awareness
Distancing actions
Figure 6: System-level diagram

























Sample paths - Erdos-Renyi
no awareness
with awareness
Figure 7: A pair of sample paths generated from the Markov chain models. Here,
β = 0.1, δ = 0.5, α = 1, and GI = GC . Performed on a 100 node Erdős-Renyi network
with parameter p = 0.1.
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The awareness model captures the different ways an agent may receive information
about an ongoing epidemic from the media. Large media corporations and public
health institutions such as the Centers for Disease Control and Prevention (CDC)
and the World Health Organization (WHO) often report an estimated total number
of people infected nationwide or globally at a given time, and this information is
disseminated amongst the population. Information is also exchanged through one’s
personalized social links, which can range beyond a person’s geographic location.
It is important to note that since the all-susceptible state is the unique absorbing
state for both benchmark and awareness chains, and it is accessible from all other
states, the chains must eventually absorb in finite time with probability one. This
reveals the long-run equilibrium properties, but says nothing about what happens in
the medium-run, before the disease dies out. The expected absorption time grows
exponentially with the size of the network. Thus, one must wait an unrealistically
long time for the epidemic to die out.
3.3 Summary
This chapter presented a networked SIS model with and without awareness. The
benchmark model has previously been studied in the literature. In our awareness
model, each agent receives personalized information from its social network and a
global broadcast. This causes them to reduce their interaction level with their physical




This chapter presents a stochastic comparison analysis between the benchmark and
awareness Markov chain models via a monotone coupling framework. The analysis
shows awareness reduces the expectation of any epidemic cost metric (e.g. time to
extinction, total infected over time, etc) and the reduction can be given as a closed-
form expression. First, relevant definitions and examples on monotone couplings are
given. For a full reference on monotone coupling, see Ch 4 of [19].
4.1 Monotone couplings
Consider a general countable space X. A partially ordered set (X,X) is the set X
together with a relation X among its elements which satisfies for all x, y, and z ∈ X,
• x X x
• If x X y and y X z, then x X z
• If x X y and y X x, then x = y.
Definition 1. Let p1, p2 be probability measures on a measurable space (X,F) and
suppose (X,X) is a partially ordered set. A monotone coupling of p1, p2 is a prob-
ability measure p on (X2,F2) such that for all x′, y′ ∈ X,
∑
xXy′




p(x′, y) = p1(x
′). (25)
Thus, for any x, y ∈ X s.t x 6X y, p(x, y) = 0. A monotone coupling p can be
thought of as a joint distribution on two possibly independent random variables whose
distributions are given by p1, p2, where one of them “dominates” the other in terms
of a partial ordering.
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Example 1. Consider two biased coins A and B where the biases qA, qB < 1 for
landing heads satisfy qA < qB. The independent distributions are given by pX(0) =
1 − qX , pX(1) = qX for X ∈ {A,B}. The coupling is a joint distribution assigned
to the pair of coin flips to ensure the qA coin can never land heads with the qB coin
landing tails, while the marginal coin flip probabilities remain the same. Also, define
pAB : {0, 1}2 → [0, 1] by 


pAB(0, 0) = 1− qB
pAB(0, 1) = qB − qA
pAB(1, 0) = 0
pAB(1, 1) = qA
(26)
Checking (25), the marginals are such that
∑
b≥1 pAB(1, b) = qA,
∑
a≤1 pAB(a, 1) = qB
and
∑
b≥0 pAB(0, b) = 1 − qA,
∑
a≤0 pAB(a, 0) = 1 − qB . Thus, pAB is a monotone
coupling of pA, pB.
A function Z : X → R is increasing in X if whenever x X y, Z(x) ≤ Z(y). The
next result characterizes the difference in expectations of increasing random variables
between the marginals of a monotone coupling.
Proposition 1. Keeping the notation of Definition 1, suppose p is a monotone coupling




p(Zcτ , Zτ ) (27)
where Zτ = {x : Z(x) > τ}.
Proof. Consider the following quantities:











p(x, y) = p1(Zτ ) (28)
p(X,Zτ ) = p2(Zτ ) (29)
17
The second sum over {y ∈ Zτ} can be replaced with {y X x} in (28) because 1)
for any x ∈ Zτ , we have {y : y X x} ⊂ Zτ ; and 2) since p is a monotone coupling,
for any y ∈ Zτ s.t. y 6X x, p(x, y) = 0. The last equality of (28) follows from (25).
Since (X,Zτ ) ⊃ (Zτ , Zτ ) we can write
p2(Zτ )− p1(Zτ ) = p(X,Zτ )− p(Zτ , Zτ )
= p((X,Zτ )\(Zτ , Zτ ))
= p(Zcτ , Zτ )
Equation (27) immediately follows. 
Example 2. Consider the biased coins of Example 1. This example can be extended to
sequences of m ≥ 2 flips, {0, 1}m with the partial order x  y if xi ≤ yi, i = 1, . . . ,m,









Then pAB is a monotone coupling of pA, pB. For x ∈ {0, 1}m, let Z(x) =
∑m
i=1 xi be
the random variable of the number of heads for any given toss sequence. Then Z is






τ , Zτ ). (32)
Of course, one could trivially compute the LHS above as m(qB − qA) since the dis-
tribution of Z is Bernoulli. However, Proposition 1 generalizes the difference for any
increasing Z+-valued random variable over a partially ordered set.
The notion of stochastic domination is a natural concept that arises in monotone
couplings.
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Definition 2. An upper set I is a non-empty subset of (X,X) that satisfies the
following property: if x ∈ I and y X x, then y ∈ I. Let p1, p2 be two probability
measures on (X,F). Then p2 stochastically dominates p1, written as p2  p1, if for
any upper set I ⊂ X, p1(I) ≤ p2(I).
The comparison between benchmark and distancing chains falls into the frame-
work of the above analysis.
4.2 Comparison over sample paths
Our main result provides a construction of a monotone coupling between the bench-
mark and distancing probability distributions on sample paths.
Definition 3. A sample path is a sequence g = {gt}t∈Z+ such that gt ∈ Ω and
K(gt, gt+1) > 0 for all t ≥ 0, and there is a T < ∞ such that gT = o. The set
of sample paths is denoted by Γ.
The absorption time T : Γ→ Z+ of a sample path g is given by
T (g) , min{t : gt = o}. (33)
Thus for all g ∈ Γ, T (g) <∞. Also, gt = o and K(gt, gt+1) = 1 for all t ≥ T (g). Note
that Γ is countable since it is the countable union of the finite sets {g : T (g) = t} for
t = 0, 1, 2, . . ..
The distribution µπ : P(Γ) → [0, 1] on sample paths under the benchmark SIS

















Also, note that Γ is defined to exclude the set of sample paths that are never absorbed,
{g : gt 6= o,∀t ∈ Z+}. These are infinite sequences that never terminate, and therefore
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Here, Q is the 2n−1×2n−1 sub-stochastic matrix of transition probabilities between
non-absorbing states, and rs(Q) is the s
th row-sum of Q. Hence, rs(Q
t) − rs(Qt+1)
is the probability a sample path starting from state s is absorbed at time t. The
elements of Qt approach zero as t→∞.
Remark 1. (Ω,Ω) is a partially ordered set. For s, s′ ∈ Ω, s Ω s′ if si ≤ s′i for all
i ∈ N .
Remark 2. (Γ,Γ) is a partially ordered set. For h, g ∈ Γ, h Γ g if ht Ω gt for all
t ∈ Z+.
Next, we present the main result, which constructs a monotone coupling distribu-
tion of νπ, µπ by exploiting the differences in node-level transition probabilities.
Theorem 1. Suppose x, y ∈ Ω with x Ω y. For each i ∈ N , define ϕx,yi : {0, 1}2 →
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[0, 1] according to




ϕx,yi (0, 0) = δ(1− pi01(y))
ϕx,yi (0, 1) = δ(p
i
01(y)− pi01,d(x))
ϕx,yi (1, 0) = 0
ϕx,yi (1, 1) = 1− δ(1− pi01,d(x))
(39)




ϕx,yi (0, 0) = 1− pi01(y)
ϕx,yi (0, 1) = p
i
01(y)− pi01,d(x)
ϕx,yi (1, 0) = 0








ϕx,yi (0, 0) = δ(1− pi01(y))
ϕx,yi (0, 1) = 1− pi01,d(x)− δ(1− pi01(y))
ϕx,yi (1, 0) = 0










i) ∀ω, ω′ ∈ Ω. (42)
Lastly, define Φπ : Γ
2 → [0, 1] for any π ∈ ∆(Ω) by






Then Φπ is a monotone coupling of νπ, µπ.
Proof. See Appendix. 
The coupling between node-level transition probabilities ϕx,yi given in (39)-(41)
are used to establish a coupling between benchmark and distancing probability dis-




T (h) T (g)
h
g
Figure 8: A pair of sample paths (h, g) drawn from Φπ.
two biased coins are coupled in (26). When the coupling rule is applied to each node’s
probability of infection, it ensures no node can be infected in the distancing chain
while being susceptible in the benchmark chain. Consequently, the monotone cou-
pling Φπ is a distribution on pairs of sample paths (h, g) satisfying h
0 = g0, h Γ g
(see Figure 8) and marginally, h ∼ νπ, g ∼ µπ. The next result characterizes the
difference between µπ and νπ-expectations of any non-negative increasing function on
the sample paths Γ with respect to the coupling distribution Φπ.






τ , Zτ ). (44)
where Zτ = {x ∈ Γ : Z(x) > τ}.
Proof. Immediate from Theorem 1 and Proposition 1. 
One can think of an increasing Z : Γ → Z+ as an epidemic cost metric. Here,
Φπ(Z
c
τ , Zτ ) is simply the probability a benchmark sample path g incurs a cost greater
than τ , while the corresponding distancing sample path h costs less than τ , where
(h, g) ∼ Φπ. Some examples of increasing Z+-valued random variables in Γ are
• The absorption time T : Γ→ Z+, defined by (33).
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• Cumulative infected individuals up to time m, defined by g 7→∑mt=0 |gt|, where
|s| ,∑i∈N si for s ∈ Ω.
• The “epidemic spread”, or how many unique nodes that contract the disease in





The difference (44) encodes many complex dependencies on the epidemic parameters
δ and β, the awareness weight α, and the structure of the graphs GC and GI .
The following result establishes stochastic domination of the distancing chain by
the benchmark chain.
Corollary 2. The benchmark chain stochastically dominates the distancing chain on
sample paths, i.e. µπ  νπ.
Proof. For any upper set I ⊂ Γ, χI(·) is increasing in Γ. By (44),
µπ(I)− νπ(I) = Eµπ(χI)− Eνπ(χI)
= Φπ(Ic, I) ≥ 0 (45)

This result affirms the intuition that sample paths with consistently higher num-
bers of infected individuals occur with higher probability in the benchmark chain
than in the distancing chain.
4.3 Summary
In this chapter, we proved that the expectation of any epidemic cost metric is lower
under the distancing Markov chain, an intuitive result. However, to do so, we invoked
a monotone coupling argument, where an auxiliary stochastic process on pairs of
sample paths was defined. The reduction in expectations is given in closed form
in terms of the monotone coupling distribution. Drawing from the conclusions of
23
Chapter 2, one would expect an endemic state to exist in the networked model under
certain conditions. However, an absorbing Markov chain analysis does not offer any
notion of a “metastable” equilibrium. In the next chapter, this intuition is formalized
under a mean-field approximation of the Markov chain models.
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CHAPTER V
EXISTENCE OF AN ENDEMIC STATE
The analysis of Chapter 4 gives little interpretation of the medium-term behavior
of either benchmark or awareness models. As stated before, Markov chain theory
says the chain is absorbed in finite time with probability one, so it does not reveal
the metastability properties (i.e. the endemic state) that arise in the transient pe-
riod before absorption. This chapter resolves this shortcoming by presenting stability
properties of a mean-field approximation (MFA) of the Markov chain dynamics. The
main result of this Chapter is analogous to the stability properties of the ODE aware-
ness model studied in Chapter 1.
5.1 Derivation of mean-field approximations
In this section, a mean-field approximation is derived for both benchmark and aware-
ness models. The MFA’s are deterministic, discrete-time dynamic systems with an
n-dimensional state space [0, 1]n, which is interpreted to be each node’s probability
of being infected at any given time.
Here, st ∈ Ω is the epidemic state at time t = 0, 1, . . .. Indeed, consider the
awareness chain whose node-level stochastic state transition update obeys
st+1i = s
t
iB(1− δpi00,d(st)) + (1− sti)B(pi01,d(st)) (46)
where B(λ) denotes a Bernoulli random variable with parameter λ ∈ [0, 1]. For
shorthand, denote xti , Pr(s
t
i = 1) for the probability node i is infected at time t.
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Taking the probability of both sides equaling one,
xt+1i = Pr(B(1− δpi00,d(st)) = 1|sti = 1)Pr(sti = 1) + Pr(B(pi01,d(st)) = 1|sti = 0)Pr(sti = 0)
= xti(1− δpi00,d(st)) + (1− xti)pi01,d(st)
= xti(1− δ) + (1− (1− δ)xti)pi01,d(st) (47)
Note the expression for xt+1i still depends stochastically on the state s
t. To obtain a
mean-field approximation of xt+1i , simply replace the state s
t with xt (the n-vector
with components xti) in (47). Thus, by redefining x
t+1
i to obey this approximation and




i(1− δ) + (1− (1− δ)xti)pi01,d(xt) (48)
describe the time evolution of node i’s probability of being infected. Stacking the
dynamics for every node into a vector, we obtain a mapping φ : [0, 1]n → [0, 1]n
where φi(x) = xi(1− δ) + (1− (1− δ)xi)pi01,d(x) and xt+1 = φ(xt). This MFA of the
distancing chain is in contrast to the MFA of the benchmark chain,
xt+1i = x
t
i(1− δ) + (1− (1− δ)xti)pi01(xt) (49)
which is studied thoroughly in [1]. It is derived in the same manner, and is described
by the mapping ψ : [0, 1]n → [0, 1]n with ψi(x) = xi(1− δ) + (1− (1− δ)xi)pi01(x) and
xt+1 = ψ(xt).
The two mappings φ and ψ are nonlinear, continuous mappings satisfying φ(x) ≺
ψ(x) for x ∈ [0, 1]n\0n, φ(0n) = ψ(0n) = 0n. Linearization of φ and ψ about the
origin yields the same Jacobian matrix, βAC +(1−δ)I, and hence the same linearized
dynamics xt+1 = (βAC + (1− δ)I)xt. The linear dynamics serve as an upper bound
to both (48) and (49). Therefore, if λmax(βAC + (1− δ)I) < 1, the origin is a globally
stable fixed point and it is an unstable fixed point if λmax(βAC + (1− δ)I) > 1.
Figure 9 suggests the MFA dynamics concur with the Markov chains, with the
awareness MFA slightly overestimating its stochastic analogue.
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Sample paths - Erdos-Renyi
no awareness
with awareness
Figure 9: A pair of sample paths generated from the Markov chain models (points)
and the MFA (solid lines) dynamics (48),(49). Here, β = 0.1, δ = 0.5, α = 1, and
GI = GC . Performed on a 1000 node Erdős-Renyi network with parameter p = 0.01.
5.2 Epidemic threshold condition
We now provide a sufficient condition for the existence of a non-trivial fixed point
( 0n, the n-vector of zeros) of φ.
Theorem 2. If λmax(βAC + (1− δ)In) > 1, there exists a nontrivial fixed point for φ.
The existence of such a fixed point suggests the epidemic has a metastable endemic
state, where the spread of the disease is fast enough to sustain an epidemic in the
network. Our condition coincides with the condition for existence, uniqueness, and
global asymptotic stability of the non-trivial fixed point q∗ of ψ, which is λmax(βAC +
(1−δ)I) > 1, i.e. when the origin in the linearized dynamics is unstable (Theorem 5.1,
[1]). This condition incorporates the factors that contribute to the rate of spreading
- δ, β, and the contact network AC . The proof makes use of the following lemmas.
Lemma 1 (Lemma 3.1, [1]). There exists a vector ν  0n such that (βAC−δIn)ν  0n
if and only if λmax(βAC + (1− δ)In) > 1.
The connectedness assumption for GC is necessary for the above Lemma because
the proof applies the Perron-Frobenius theorem for nonnegative irreducible matrices.
The next result is an equivalent formulation of Brouwer’s fixed point theorem.
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Lemma 2. (Theorem 4.2.3, [14]): Suppose fi : Dn → R, i = 1, . . . , n are continuous
mappings, where
Dn = {x ∈ Rn : xi ∈ [`i, ui],∀i}
for real numbers `i, ui. We also define the set
D−i = {x−i ∈ Rn−1 : xj ∈ [`j, uj] ∀j 6= i}
If for every i and for all x−i ∈ D−i,
fi(x1, . . . , `i, . . . , xn) = fi(x−i, `i) ≥ 0 (50)
fi(x1, . . . , ui, . . . , xn) = fi(x−i, ui) ≤ 0, (51)
then there exists a point x∗ ∈ Dn such that fi(x∗) = 0, for all i = 1, . . . , n.
The final lemma needed is a technical result for the mean-field mappings φi.
Lemma 3. For each i ∈ N , define the maps fi : [0, 1]n → R by
fi(x) , φi(x)− xi
= −δxi + (1− (1− δ)xi)pi01,d(x) (52)
Then for any i ∈ N and x−i ∈ [0, 1]n−1, the function fi(x−i, ·) has a unique root
c∗i (x−i) ∈ [0, 1) which depends continuously on x−i. Furthermore, one can find a
sequence xk−i → 0n−1 s.t. c∗i (xk−i) is monotonically decreasing to 0.
Proof. For any i ∈ N and x−i ∈ [0, 1]n−1,
fi(x−i, 0) = p
i
01,d(x−i, 0) ≥ 0. (53)
and
fi(x−i, 1) = δ(p
i
01,d(x−i, 1)− 1) < 0. (54)
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The function fi(x−i, ·) is strictly decreasing: for a, b ∈ [0, 1] s.t. a < b, fi(x−i, a) −
fi(x−i, b) is given by
(b− a)(δ + (1− δ)pi01,d(x−i, b)) + · · ·
+ (1− a(1− δ))(pi01,d(x−i, a)− pi01,d(x−i, b))
> 0.
This follows because pi01,d(x−i, xi) is decreasing in xi (xi contributes to global aware-
ness). Hence for every x−i ∈ [0, 1]n−1, there is a unique c∗i (x−i) ∈ [0, 1) s.t. fi(x−i, c∗i (x−i)) =
0, and c∗i (x−i) depends continuously on x−i. To see this, observe that c
∗
i (x−i) ∈ [0, 1)








− δxi = 0, (55)
which is a polynomial in xi. The coefficients of the polynomial depend continuously
on x−i ∈ [0, 1]n−1, and the roots of any polynomial are continuous with respect to its
coefficients. Consequently, for any sequence xk−i → 0n−1, c∗i (xk−i) → c∗i (0n−1) = 0 by
continuity. This allows us to select a subsequence of xk−i such that c
∗
i is monotonically
decreasing along the subsequence. 
We are now ready to prove the main result of this section.
Proof of Theorem 2: Let the mappings fi, i ∈ N be as in Lemma 3. We need to
verify (50) and (51) hold for all i and for choices of `i, ui satisfying 0 < `i < ui. This
ensures the awareness dynamic φ has a fixed point other than the origin. Choose





c∗i (x−i) < u < 1. (56)
Then for all x−i ∈ [0, u]n−1,
















Figure 10: Diagram of the proof. Here, p∗ denotes a nontrivial fixed point of φ.
since u > c∗i (x−i). Thus, (51) holds, regardless of the choice of `i. However, it remains
to find the `i > 0 s.t. (50) is satisfied. Let f(x) , [f1(x), . . . , fn(x)]T and define the
sets




The Jacobian of f about the origin is (βAC−δIn). By Lemma 1, there exists a vector
ν  0n such that (βAC − δIn)ν  0n. Consequently for sufficiently small ε > 0,
f(εν)  0n, (59)
or εν ∈ φ+. We also define the set
Ri(x) , {y ∈ Rn : yi ∈ [0, c∗i (x−i)], yj ∈ [xj, u], j 6= i} (60)
If ενi ≤ c∗i (εν−i) and Ri(εν) ⊂ φ+i , then (50) is satisfied, i.e. fi(x−i, ενi) ≥ 0 on
D−i = {εν−i  x−i  u1n−1} for ε sufficiently small. We already have ενi ≤ c∗i (εν−i)
because εν ∈ φ+ ⊂ φ+i . To show Ri(εν) ⊂ φ+i , by Lemma 3 we can find a sequence
εkν ∈ φ+ with εk → 0 s.t. c∗i (εkν−i) is monotonically decreasing to 0. By stopping at
a large enough k, we can essentially take a ε small enough such that




Consequently, Ri(εν) ⊂ φ+i . Choosing ε small enough to satisfy this for all i ∈ N
verifies (50) by using Dn = {x ∈ Rn : xj ∈ [ενj, u]}. See Figure 10 for an illustration
of the proof. By Lemma 2, φ has a fixed point contained in Dn. 
The condition of Theorem 2 is independent of the awareness parameter α and the
structure of the information network GI . Hence, social distancing alone cannot restore
stability of the disease-free equilibrium point. However, social distancing lowers the
overall metastable state of an epidemic.
Corollary 3. If q∗  0n is the unique nontrivial fixed point of ψ, then any nontrivial
fixed point p∗ of φ satisfies p∗ ≺ q∗.
Proof. Define the sets ψ+i and ψ
+ similarly as in (58). It was shown in [1] that q∗ is
the unique maximal element of ψ+, i.e q∗  q, ∀q ∈ ψ+, q 6= q∗. Observe φ(x) ≺ ψ(x)
for any x ∈ [0, 1]n\0n. Let x ∈ φ+, x 6= 0n. Then x  φ(x) ≺ ψ(x), so x ∈ ψ+.
Therefore, φ+ ⊂ ψ+. 
5.3 Summary
The existence result of this Chapter mirrors the result of adding awareness to the SIS
ODE model in Chapter 1. The addition of awareness and social distancing lowers
the final epidemic size, but does not improve upon the threshold for epidemic per-
sistence. Social distancing is a decentralized mechanism that mitigates the severity
of an epidemic. In the networked case, we have not proven uniqueness or stability of
the nontrivial fixed point. We also do not have a closed-form expression for the final
epidemic size due to the high dimensionality and nonlinearity of the model (recall
in Chapter 1 that Î = N(1 −
√
δ/β)). Despite these analytical shortcomings, the
numerical simulations of the next Chapter suggest that the nontrivial fixed point of
the awareness MFA is unique and globally stable for all the cases studied. A charac-




SIMULATIONS ON RANDOM GRAPHS
In this chapter, we illustrate through numerical simulations how the structure of the
contact network GC affects the course of an epidemic in the presence of awareness and
social distancing. Extensive analytical and simulation studies have been conducted
without awareness ([39],[12],[8],[37],[27]).
6.1 Random contact and social networks
Here, we consider contact networks from three random graph families - geometric,
Erdős-Renyi, and scale-free. These networks are relevant in studying epidemic spread-
ing because they exhibit a variety of qualitative features that reflect real-world net-
works. Geometric networks portray people connected by geographic distance. Erdős-
Renyi random networks display a small-world effect common in many real world
networks - e.g neural and social influence networks. Online social networks and the
World Wide Web are examples of scale-free networks [22].
A geometric random network is generated by placing n points uniformly at random
on the unit torus (unit square with periodic boundary conditions). An edge exists
between any two points if they are less than a specified Euclidean distance r ∈ (0, 1)
away. Erdős-Renyi random graphs are constructed by forming an edge between any
two nodes independently with a fixed probability pER ∈ (0, 1). Scale-free networks
are generated by the preferential attachment algorithm [3] as follows. Starting with
an initial connected graph of m0 ≥ m nodes, n − m0 additional nodes are added
sequentially, with each incoming node establishing links to m existing nodes in the
network. The probability an existing node receives an incoming link is proportional








Figure 11: Example contact networks from three random graph families.
graph family. The networks all have 1000 nodes with an average degree of 10, and
hence the same number of edges. In our model, the social network GI is generated
directly from GC via a parameter p ∈ (0, 1) through the following procedure: 1) Select
a fraction p of existing edges in EC at random and remove them from the edge set;
2) For each of the selected edges, select one of the two end nodes randomly (e.g with
probability 1/2) as the root node; 3) For each of the selected root nodes i, select j 6= i
uniformly at random and add the edge (i, j). For p close to one, the resulting graph
GI = (N , EI) exhibits the small-world effect (small average shortest path length and
small clustering) [41]. When p = 0, GI = GC .
6.2 Epidemic dynamics on random networks
In Figure 12, the normalized non-trivial fixed points are characterized for the three
random networks in the interval of epidemic persistence (δ/β ∈ [0, λmax(AC)]). The
fixed points (solid lines) are computed by iterating the MFA dynamics (48) and
(49) with an arbitrary initial condition until convergence. The stochastic long-run
infected fractions (diamonds) are computed by averaging the levels of epidemic states
in the latter half of a sample run of length 200. The norms of the MFA fixed points
approximate the size of the endemic states and they slightly overestimate the actual
long-run infected fraction observed in stochastic simulations of the Markov chains.
The vertical dashed lines indicate λmax(AC). The Erdős-Renyi network of Figure 12a
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Figure 12: Characterization of fixed points for three random graphs.















































































































Figure 13: Epidemic spreading as a function of time (same networks as Fig. 12).
is connected and has parameter pER = .01 with λmax(AC) = 11.1. The geometric
random network in Figure 12b has connectivity radius r = .0564 with λmax(AC) =
16.52. Lastly, the network in Figure 12c is generated from the preferential attachment
algorithm with m = 5, and λmax(AC) = 19.9.
In Figure 13, we quantify the “epidemic spread” by the number of unique nodes
that contract an infection as time progresses when one node chosen uniformly at
random is initially infected. This metric is an example of an increasing random vari-
able over sample paths (Chapter 4) and is helpful in revealing not only how fast an
epidemic initially spreads in the network, but also how far-reaching it is. A key ob-
servation is that contact awareness (p = 0, α = 1) slows epidemic spreading better
than any other awareness configuration at the beginning of an epidemic. This is intu-
itively clear since contact awareness provides nodes with the most vital information
if they are in danger of getting infected, whereas global information alone would not
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inform agents of impending danger. As p increases, GI deviates more from GC and
the information nodes receive become less vital.
Erdős-Renyi and scale-free (with m = 5) networks admit disease spread through-
out the entire network in a short amount of time, even with social distancing (Figure
13a,13c). This is attributed to small average shortest path lengths (Ch. 8 & 12,
[22]), allowing the epidemic to quickly spread to other parts of the network. Random
geometric networks are characterized by high clustering and large diameter. Cluster-
ing slows the spread of an epidemic (Figure 13b), but also contributes to increasing
the final epidemic size [38]. The disease stays localized and spreads slowly. This
explains the inversion of awareness parameters in Figure 13b. By the time the epi-
demic first reaches its endemic level around t = 20, many nodes have not yet been
exposed because at this point their local communities are untouched. Thus, having
global or long-range social awareness (low α or high p) is more beneficial over contact
awareness.
6.3 Summary
In this chapter, we investigated to what extent awareness and social distancing mit-
igates an epidemic on various random graphs. The structure of the graph plays an
important role, as shown in the fixed point profiles of three different random graphs
(Figure 12), and the progression of the epidemic spread (Figure 13). Consistent





This thesis studies the effect individual awareness and social distancing has on mit-
igating an epidemic. A simple SIS ordinary differential equation model is initially
presented and analyzed in Chapter 2. It is slightly modified to incorporate an ele-
ment of social distancing. The stability properties of both models coincide. That is,
the all-susceptible state is stable when δ > β and the endemic state is stable other-
wise. However, the endemic state in the awareness model is strictly lower than that
in the original model.
In Chapter 3, the networked SIS epidemic models with and without awareness
are introduced as finite-state, discrete-time Markov chains. On top of the physical
contact network in which the disease spreads, the nodes are connected socially on a
separate network. An individual, or node on the network, receives information about
the epidemic from its social contacts and a global broadcast of the total number of
infected nodes. Based on the level of threat an individual perceives, it reacts by
proportionally reducing contact with its neighbors.
A full stochastic comparison analysis between benchmark and awareness network
models is presented in Chapter 4. Through a monotone coupling framework, we show
the benchmark chain stochastically dominates the awareness chain on the space of
sample paths. As a result, we are able to prove the awareness chain reduces the
expectation of any epidemic metric (increasing random variable over sample paths) -
e.g. the eradication time, total infected over time, and the epidemic spread metric.
In Chapter 5, the conclusions drawn from the ODE models are shown to analyti-
cally generalize to SIS epidemics on networks. This is done by deriving a mean-field
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approximation of the Markov chain dynamics to obtain a set of n coupled difference
equations. It is then shown that the condition for existence of a nontrivial fixed point
in the awareness model coincides with the condition for the benchmark model.
Simulations on three different random graphs are given in Chapter 6. The qualita-
tive aspects of the network structure affects how quickly an epidemic spreads through-
out a network and the overall composition of the endemic state. With awareness, some




Proof of Theorem 1. When x Ω y, the ϕx,yi are well-defined probabilities since pi01(y)−
pi01,d(x) ≥ 0 and 1 − pi01,d(x) − δ(1 − pi01(y)) > 0. One can see by inspection that
ϕx,yi is a monotone coupling of Pdi (x, ·) and Pi(y, ·) defined in (22), (23) and (16), (17)
respectively.
Observe from (42), ϕx,y(ω, ω′) > 0 implies x Ω y and ω Ω ω′. Consequently,






















Pdi (x, ωi) (62)
= Kd(x, ω) (63)
By a completely analogous computation, we obtain
∑
ω′Ωω ϕ
x,y(ω′, ω) = K(y, ω).
Also, notice from (43) that Φπ(h, g) > 0 implies h
0 = g0 and h Γ g. Conse-






























1, h2) · · ·Kd(hT (h)−1,o) (67)
= νπ(h) (68)
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The equality (65) is the combinatorial form of writing (64), and the product termi-
nates at T (h) because 1) g Γ h implies T (g) ≥ T (h), 2) ht = o for all t ≥ T (h) and









(o, gt) = Kd(o,o) = 1
By an analogous computation,
∑




















T (g)−1,gT (g)−1(hT (g),o)
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