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ABSTRACT
The flow of coherent turbulent structures into a wind turbine is associated with vibra-
tional blade excitation. Successful forecasting of such turbulent events for control system
input would increase the lifetime of turbine components. The coherence of these features
suggests description by model reduction. To this end, an array of pressure transducers was
deployed on the ground at Reese Technology Center in Lubbock, Texas, and the pressure
fluctuations were recorded over nearly two diurnal cycles. A program for computation of
the dynamic mode decomposition was developed with special consideration for the case of
a non-stationary, nonlinear system. A simulated surface-pressure perturbation was first de-
composed, to inform the interpretation of experimental data. Several sets of surface-pressure
data were decomposed for various meteorological conditions. The resulting dynamic modes
and eigenvalues describe the spatial and temporal coherence of local features in the atmo-
spheric boundary layer. In each case, modes were identified that can be associated with
wave-like pressure fluctuations that propagate either at convective or acoustic speeds.
ii
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CHAPTER 1
INTRODUCTION
Recent work by Kelley (2004) has found significant evidence for the presence of coherent
turbulence structures due to the breaking of Kelvin-Helmholtz billows in the nocturnal
atmospheric boundary layer. The higher-frequency content of these localized, microscale
structures tends to excite vibrational modes in wind turbine blades, as opposed to simply
loading the turbine tower uniformly as in the case of synoptic-scale events. In the long term,
such events translate to shorter service lifetimes and higher component failure rates. (Kelley
et al., 2005) A method for predicting the inflow of coherent turbulence could serve to mitigate
both turbine wear and the associated service expenses. The systems available at present for
measuring inflow conditions are LIDAR, SODAR, and instrumented meteorological towers.
None of these systems are cost-effective at a per-turbine rate.
The primary motivation for this work is a low-cost method for forecasting turbine inflow,
particularly that of coherent turbulence. Previous work by Priestley (1965) and Shields
(2005) relates wind speeds to the time lag in optimal correlation coefficient of displaced
surface-pressure fluctuations. These results support the hypothesis that a surface array of
pressure sensors could be used characterize the wind flow above. Unlike previous work in
this area, where the mean velocity was the characteristic of interest, this will be a study of
dynamics on the microscale, with the expressed goal of describing events only a few seconds
in duration.
Since “coherent structures can be viewed as being superimposed on a much more random
turbulent background flow” (Kelley et al., 2005), it is proposed that description of said
structures may be achieved by linear model reduction. While many such methods exist, the
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most useful in this instance would provide the researcher with immediate knowledge of the
reduced dynamics, as well as a measure of coherence. The dynamic mode decomposition
(DMD) as developed by Schmid (2010) meets these criteria, although some considerations
for application to a nonstationary system must be made.
This work consisted of three components: (a) collection of surface-pressure fluctuation
data over various meteorological conditions, (b) implementation and validation of a dynamic
mode decomposition algorithm, and (c) study of coherent structures in the surface-pressure
data by the DMD algorithm. The following chapters describe the background, procedure,
and results for each. Chapters 2 and 3 provide the necessary background and algorithm
development. Chapter 4 describes the field data survey, and Chapter 5 covers the DMD
program development and testing. Finally, Chapter 6 presents the results for decomposition
of the experimental surface-pressure fluctuation data.
2
CHAPTER 2
LITERATURE REVIEW
The motivation for this work is provided by Kelley (2004), who argues for breaking
Kelvin-Helmholtz (KH) billows in the stable nocturnal boundary layers as a source of coher-
ent turbulent structures. Kelley et al. (2005) carry this further, simulating the detrimental
effect these structures can have on wind turbines by exciting vibrational modes in the blades.
Tennekes & Lumley (1972) present the fundamental theory of turbulence in an acces-
sible way, describing the basic characteristics of turbulent flow that make its description
so difficult. Lumley & Panofsky (1964) summarize atmospheric turbulence, and inform the
expected spectra for surface-pressure fluctuations. A variety of techniques for analysis of
turbulent flow, including the proper orthogonal decomposition, are presented by Holmes
et al. (1998).
Priestley (1965) provides the framework for use of a pressure sensor array to predict
wind characteristics aloft. In his thesis, the optimized correlation coefficient for the surface
pressure at a displacement ξ is shown to decay as
Rω(ξ, 0) = e
−αξ (2.1)
where α is approximately related to the wavenumber k by
α = 0.41k1.28 (2.2)
To estimate the mean velocity profile, Priestley hypothesized that the turbulent eddy scale
“...versus the convection velocity should be monotonically related to the height versus wind
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speed.” Based on this assumption, he constructed a curve that resembles a wind velocity
profile. Shields (2005) conducted more recent work characterizing surface-pressure fluctu-
ations with infrasound sensor arrays. Shields confirmed Priestley’s correlation coefficient
relation, as well as pressure spectrum properties. Klewicki et al. (2008) measured fluctua-
tions of surface pressure for well-documented boundary layer conditions at the Surface Layer
Turbulence and Environmental Science Test facility. They also discuss a trend of increas-
ing advection velocity as computed by the cross-correlation peak time as sensor spacing is
increased.
Asten & Henstridge (1984) describe the basic constraints for a configuration of an array
of geophones in terms of the wavelength resolution, considerations which are not limited to
seismic studies. The method of array beamsteering for the detection of atmospheric waves
is described by Denholm-Price & Rees (1999), and while this procedure was not applied in
this work, their basic considerations for array design and limitations were illuminating.
The theory for the linear Koopman operator is discussed by Mezic´ (2005), who presents
a model reduction based on this operator for an evolving process. Rowley et al. (2009b)
applies this concept to a system sampled at regular intervals in snapshots, formulating a
method for linear approximation of the actual nonlinear Koopman operator eigenvalues.
This method is then applied to a simulation of a jet in a crossflow. Rowley et al. (2009a)
present essentially the same results; however, their discussion of the general model reduction
problem is instructive.
The Koopman operator model reduction for a linear system is identical to the dynamic
mode decomposition, described by Schmid (2010). Here the algorithm central to this work is
described in detail, including discussion of convergence and application to subdomains. The
algorithm is applied to three examples: A numerical simulation of an open cavity flow, time-
resolved particle image velocimetry (PIV) measurements of flow in the wake of a flexible
membrane, and PIV of a jet flow between two cylinders. Schmid (2011) applies the dynamic
mode decomposition both to a numerical simulation of a variable-density fuel jet and an
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experimental image sequence of an axisymmetric water jet. In addition Schmid et al. (2011)
find experimental applications for this algorithm in a sequence of Schlieren snapshots of a
helium jet and time-resolved PIV measurements of an axisymmetric air jet, both for forced
and unforced conditions.
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CHAPTER 3
MODEL REDUCTION METHODS
The dynamics of a turbulent fluid mechanical system, even that with apparently simple
boundary conditions and geometry, can easily escape analysis. The presence of multiple
spatial and temporal scales, along with irregularity and diffusivity (Tennekes & Lumley,
1972), often force the researcher to abandon mechanical description and take a statistical
or spectral approach. In some flows, it may be that statistics and transforms are the only
appropriate methods of analysis. However, in many cases, the presence of coherent dynamics
on multiple scales can be exploited to decompose system variables into a linear combination
of modes. By effectively reducing the mechanical degrees of freedom to these regular modes
in a process known generally as model reduction, coherent dynamics that were previously
imperceptible are readily identified.
3.1 DISCRETE FOURIER TRANSFORM
A common form of model reduction is the discrete Fourier transform (DFT), although
it is not typically regarded as a mode decomposition per se. Formally, the inverse DFT for
a finite, regular sequence xj is
xj =
1
N
N−1∑
k=0
Xke
i2pijk/N . (3.1)
In this case, the original time sequence has been decomposed into a series of N Fourier modes
ei2pijk/N with complex coefficients Xk given by the forward discrete Fourier transform. Each
mode has a characteristic frequency of k/N cycles per sample. The contribution of each
discrete frequency to the original time sequence can then be determined from the relative
magnitudes of the Xk coefficients. (Bendat & Piersol, 2000)
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The example of the discrete Fourier transform serves to illustrate some of the basic
concepts of model reduction. The degrees of freedom are limited to N modes, which combine
linearly with complex coefficients to reconstruct the original sequence in time. The real
benefit of such a decomposition is derived from the properties of the modes themselves:
In this case, that each oscillates sinusoidally in time at a fixed frequency. In general, the
modes themselves need not be functions of time, as in the case of the proper orthogonal
decomposition.
3.2 PROPER ORTHOGONAL DECOMPOSITION
The proper orthogonal decomposition (POD) projects a function u = u (x, t) defined on
a linear, infinite-valued Hilbert space Ω onto a basis of optimal functions ϕ = ϕ (x) such
that
u (x, t) =
∞∑
j=1
aj(t)ϕj(x). (3.2)
The POD seeks to “choose ϕ to maximize the average projection of u onto ϕ, suitably nor-
malized.” (Holmes et al., 1998) After solving the resulting constrained variational problem,
the condition for these basis functions reduces to an eigenvalue problem:
∫
Ω
〈u(x, t)u∗(x′, t)〉ϕ(x′)dx′ = λϕ(x) (3.3)
Now suppose that the function is sampled at M regular intervals in space and at N regular
time intervals, effectively discretizing u(x, t). The integral condition must also be discretized.
Assume that u(x, t) is continuous, and estimate the integral by a simple Riemann sum. The
result is an unweighted summation in the integration variable,
M∑
j=1
〈u(xi, t)u∗(xj, t)〉ϕ(xj)dxj = λϕ(xi). (3.4)
For this case, the averaging operator 〈·〉 will be taken as a simple temporal mean. In other
cases, this operator may imply an ensemble average, or even a spatial mean.
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M∑
j=1
[
1
N
N∑
k=1
u(xi, tk)u
∗(xj, tk)
]
ϕ(xj)dxj = λϕ(xi) (3.5)
The autocorrelation function R(xi, xj) is here defined as
R(xi, xj) ≡ 1
N
N∑
k=1
u(xi, tk)u
∗(xj, tk), (3.6)
but can also be written succinctly in matrix form as
R =
1
N
VV†, (3.7)
where V is the snapshot matrix.
V =

u(x1, t1) u(x1, t2) · · · u(x1, tN)
u(x2, t1) u(x2, t2) · · · u(x2, tN)
...
...
. . .
...
u(xM , t1) u(xM , t2) · · · u(xM , tN)

(3.8)
Combining (3.5) and (3.6),
M∑
j=1
R(xi, xj)ϕ(xj)dxj = λϕ(xi) (3.9)
By defining the eigenvector ϕ in terms of the basis eigenfunction ϕ(x) as
ϕ ≡

ϕ(x1)
ϕ(x2)
...
ϕ(xM)

, (3.10)
Equation (3.9) can be expressed as a matrix eigenvalue equation.
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Rϕ = λϕ (3.11)
The eigenvectors ϕ of R are referred to as the POD modes.
While the POD can be computed by populating the autocorrelation matrix and solving
the eigenvalue problem directly, it is also possible to obtain the POD modes and eigenvalues
from a singular value decomposition (SVD) of the snapshot matrix. The SVD of the M ×N
snapshot matrix V gives the factorization
V = UΣW† (3.12)
The columns of the M ×M Hermitian matrix U are referred to as the left singular vectors,
which correspond to the eigenvectors of VV†. The columns of the N ×N Hermitian matrix
W are called the right singular vectors, and they are the eigenvectors of V†V. Σ is a M×N
diagonal matrix with the singular values along the diagonal. The non-zero singular values
are the square roots of the non-zero eigenvalues of VV† and V†V. The eigenvectors of VV†
and V†V are the columns of U and W, respectively. (Trefethen & Bau, 1997)
Since VV†/N = R, the columns of U will directly give the eigenfunctions in the domain,
such that
U =
[
ϕ˜1 ϕ˜2 · · · ϕ˜M
]
(3.13)
The associated eigenvalues of R are then found along the diagonal of Σ, according to the
scaling
(Σjj)
2 = Nλj (3.14)
3.3 DYNAMIC MODE DECOMPOSITION
So far, two forms of model reduction have been discussed: the discrete Fourier transform
and the proper orthogonal decomposition. The DFT forms a basis for a time history from a
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series of harmonic Fourier modes, each with the functional form of a complex exponential.
The POD decomposes a dynamic scalar field into coherent, time-independent modes, which
are the eigenfunctions of the spatial correlation function. Both methods have disadvantages:
If the DFT is applied over all positions in a scalar field, the relative significance or rank of
each frequency is unclear. This is especially true when the spectra do not exhibit discrete
frequency components (peaks), as is the case with turbulence. The POD does provide
directly a ranking of each mode by temporal coherence, but unlike the DFT, the dynamics
of each time-independent mode are unknown. A hybrid method, one that returns dynamic
modes ranked by coherence, would facilitate study of coherent structures in turbulent flow.
The dynamic mode decomposition (DMD) is a method of model reduction that describes
a dynamic system by a series of coherent modes with characteristic stability and frequency.
Unlike the proper orthogonal decomposition, the dynamics of each component mode are im-
mediately known. The flow field can be modeled by these dynamic modes, either individually
or in the superposition of a subset.
The dynamic mode decomposition is a particular case of the more general Koopman
mode analysis. For a finite, non-linear dynamical system, the evolution of any dependent
parameter, or observable, can be described as a mapping by the infinite, linear Koopman
operator. (Rowley et al., 2009b) The dynamic mode decomposition is the Koopman mode
analysis for a discrete linear system in regular intervals. When applied to a non-linear
system, such as the atmospheric boundary layer, the dynamic modes are a linear tangent
approximation to the theoretical non-linear Koopman modes. (Schmid, 2010)
To begin, any M observables of the dynamic system at a certain time step k are arranged
into a observable vector, vk. The relative spatial coordinates of the observables are imma-
terial to the decomposition. Now suppose that a matrix mapping A exists, the Koopman
operator for a linear system, such that
vk+1 = Avk, (3.15)
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where vk+1 is the same vector mapped to the adjacent time step, k + 1.
The dynamic mode decomposition can be described succinctly as a method for finding
a subset of the eigenvalues and eigenvectors of A without knowledge of its actual form.
What follows is merely an algorithm for achieving this goal, a ”matrix-free” formulation.
This approach has advantages both for computational systems, which are often so large
as to prohibit an eigendecomposition, and for experimental systems, where the underlying
linear transformation is unknown. A direct eigendecomposition of the system matrix would
amount to a linear stability analysis of the observable system. (Schmid et al., 2011)
A snapshot matrix is a row matrix of observable vectors taken at regular intervals. With
N snapshot vectors, two adjacent snapshot matrices can be formed such that
VN−11 ≡
[
v1 v2 · · · vN−2 vN−1
]
(3.16)
and
VN2 ≡
[
v2 v3 · · · vN−1 vN
]
, (3.17)
which are related by
VN2 = AV
N−1
1 . (3.18)
Typically, it is assumed that some N − 1 time steps will fully capture the underlying
system dynamics, and the next observable vector in sequence can be expressed approximately
as a linear combination of the previous.
vN = a1v1 + a2v2 + · · ·+ aN−1vN−1 + r (3.19)
where r is a residual vector. As N increases in a purely linear, stationary system, r is
expected to become negligible. However, the atmospheric boundary layer is both non-
linear and non-stationary, and the surface pressures are the only observables, so the residual
vector norm will remain significant for all N ≤ M . While the method described will retain
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its mathematical form, there is a subtle difference in the underlying assumption: while
the overall dynamics may not yield to linear stationary approximation, certain coherent,
nearly-linear dynamics exist within the system. Let N > M , so that Equation (3.19) is
overdetermined. In this case, r will be zero, and the coefficients a =
[
a1 · · · aN−1
]T
will
be the least-squares solution of
vN = V
N−1
1 a. (3.20)
As more observable vectors are included in the sequence, the linear combination of spatial
and/or temporal incoherence in the measurements will decrease in magnitude, and vN will
approach the linear combination of only the coherent dynamics.
By defining the companion matrix S as
S ≡

0 · · · 0 a1
1 a2
0
. . .
...
...
... 1 0 aN−2
0 · · · 0 1 aN−1

, (3.21)
the snapshot matrices VN−11 and V
N
2 can be related by V
N
2 = V
N−1
1 S. From Equation
(3.18), the system matrix A is related to the companion matrix S by
AVN−11 = V
N
2 = V
N−1
1 S. (3.22)
This expression can be manipulated in several ways to obtain a useful relationship, but the
most computationally robust is achieved though a singular value decomposition of VN−11 :
VN−11 = UΣW
† (3.23)
Given the relationship with the proper orthogonal decomposition, this preprocessing
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step imparts additional information about the coherence of the system and its suitability to
model reduction. For a system well-suited to expression by reduced degrees of freedom, the
eigenvalue spectrum, given by Equation (3.14), should be dominated by a relatively small
number of modes.
The SVD is reduced, to obtain an invertible expression, effectively by selecting the first
R modes of the POD basis. At most, R = min(M,N), so that an R × R square diagonal
matrix D is extracted from Σ. The first R rows of U and W are taken to form respective
M×R and N×R matrices UR and WR. The reduced SVD then approximates the snapshot
matrix by
VN−11 ≈ URDW†R. (3.24)
Typically, the POD basis is restricted by removing zero-valued rows or columns from Σ
to obtain D. The basis can be restricted further by thresholding the non-zero eigenvalues,
retaining only the most coherent dynamics of the system for further decomposition.
By substituting the reduced SVD into Equation (3.22),
A
(
UR D W
†
R
)
= VN2 =
(
UR D W
†
R
)
S. (3.25)
The columns of UR and WR are linearly independent, since they were taken from Hermitian
matrices, and therefore have left inverses given by their respective conjugate transposes. The
inverse of D will always exist, and so Equation (3.25) can be manipulated to give
U†RAUR = U
†
RV
N
2 WRD
−1 = S˜, (3.26)
where S˜ ≡ D−1W†R S(WRD−1). Since they are related by a similarity transformation, each
eigenvalue µj of S˜ is an eigenvalue of A (Trefethen & Bau, 1997). In addition, for every yj
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an eigenvector of S˜ such that S˜ yj = µjyj, with Equation (3.26),
U†RAURyj = S˜ yj (3.27)
U†RAURyj = µjyj (3.28)(
URU
†
R
)
AURyj = µjURyj (3.29)
For the case that UR = U, the unreduced left singular vector matrix, UU
† = IM , and
A (URyj) = µj (URyj) , (3.30)
so Uyj are eigenvectors of A. For all other cases, URyj are the eigenvectors of URU
†
RA,
which is the linear projection of the system matrix onto the restricted POD basis. In effect,
restricting the POD basis is like filtering the dynamics by coherence. For generality, a
projected system matrix is defined, AR ≡ URU†RA.
The dynamic modes are those complex eigenvectors Φj of AR found by eigendecompo-
sition of S˜, according to Φj = URyj. As in Equation (3.15), let Φj,k be the jth dynamic
mode at time step k. If the dynamic mapping, described in Equation (3.15), is combined
with the eigenvector condition in Equation (3.30), then
µjΦj,k = ARΦj,k = Φj,k+1 (3.31)
The dynamics of each mode are obtained from the product with the associated complex
eigenvalue. Each eigenvalue can be located in the complex plane by a magnitude and phase
angle, which gives the stability and frequency of each mode, respectively.
The coherence of a dynamic mode is defined by Schmid (2010) as the magnitude of the
projection onto the POD basis. For this particular method with the SVD, the dynamic
modes are automatically expressed as a combination of POD modes. The coherence of each
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mode, then, is simply the Euclidean norm of the RM -space eigenvector Φj . This measure
of coherence is useful in ranking the dynamic modes. However, even modes with relatively
low coherence by this measure may be dynamically relevant. (Schmid, 2010)
In describing the modal dynamics, the eigenvalues are often expressed as an exponential
function of a complex value, νj, such that
µj = e
νj∆t. (3.32)
In this representation, the real component, <{νj}, describes the growth or decay of the mode,
which is the stability. The imaginary component, ={νj}, describes the angular frequency
of oscillation of the mode. In the case that ={νj} = 0, the mode is stationary. In this
formulation, the decomposition is related to the observables at time step k by
vk =
M∑
j=0
bjΦje
νj∆t k, (3.33)
where bj is a complex scalar weight determined by a least-squares solution to this equation
for a known observable vector.
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CHAPTER 4
MEASUREMENT OF SURFACE-PRESSURE FLUCTUATIONS
The data of interest in this work are the fluid pressure dynamics on the Earth’s surface
due to advection of turbulent structures above in the atmospheric boundary layer. Both
Priestley (1965) and Shields (2005) have demonstrated that, by correlations of signal between
pressure transducers, various characteristics of the turbulent ABL can be reconstructed. It is
hypothesized, therefore, that dynamics due to gusts and coherent structures may be resolved
in a similar manner; since the POD is based on a cross-correlation operation, it is expected
that modes associated with these wind-speed lag times may be extracted.
4.1 EQUIPMENT SETUP
A dynamic surface pressure data set was collected in collaboration with Texas Tech
University at the Reese Technology Center (RTC) in Lubbock, Texas, a decommissioned
Air Force base used for meteorological and wind energy research. This region of the United
States is known for its wind resources. The terrain at the test site is flat and featureless, with
little vegetation. The RTC site hosts a wind turbine used by Alstom Power for research and
development; unfortunately, the turbine was not operational during this study. A 200-meter
meteorological tower, with sensor booms located at ten heights, is also at the RTC site. The
wind velocity is measured on each boom by both sonic and propeller anemometers. In ad-
dition, several of the booms are equipped with temperature, pressure, and relative humidity
sensors. One such boom is shown in Figure 4.2. These data, especially the wind velocity
measurements, were useful in validating results obtained from the pressure transducer array.
The selection of appropriate pressure sensors is crucial. As demonstrated by the pressure
frequency spectra for wall pressure fluctuations from different sensors used by Klewicki et al.
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Figure 4.1. The 200-meter meteorological tower at Reese Technology Center in
Lubbock, Texas.
Figure 4.2. A sensor boom from the RTC meteorological tower. From left to
right, the boom is equipped with a relative humidity sensor, propeller anemome-
ter, pressure sensor, and sonic anemometer.
17
4 m
30°
Figure 4.3. The Miltech Research and Technology infrasound sensor array as
deployed at Reese Technology Center.
(2008), microphones with poor low-frequency response fail to capture a large portion of the
spectral energy. With this in mind, infrasound sensors, which are designed specifically for
frequencies as low as tenths of a hertz, were selected to make the surface pressure measure-
ments in this work. While these types of sensors are not flush to the surface as is typical with
wall-pressure fluctuation studies, the physical dimensions of the sensor elements in this case
are several orders of magnitude less than the length scales of interest for this work. There
is an certain irony in using infrasound arrays for measuring turbulent pressure fluctuations,
because they are designed precisely for removing such effects by spatial averaging. The first
cross-correlation study of surface-pressure fluctuations in the atmospheric boundary layer,
Priestley (1965), was primarily motivated by a need to filter these undesirable effects from
infrasonic frequency ranges.
Two different pressure transducer arrays were deployed at the RTC site within a half-
kilometer of the met tower. The first array was comprised of wireless UMX infrasound sen-
sors developed by the Atmospheric Propagation Group at the National Center for Physical
Acoustics. These units were arranged into six radial arms in 60-degree azimuthal incre-
ments. The radial sensor spacing was logarithmic, starting at 2 meters from the origin and
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doubling at each position out to 128 meters. The last sensor in each arm was positioned
196 meters from the array center, with an additional sensor at the origin, resulting in a
400-meter diameter 49-element array.The logarithmic spacing allows for cross-correlations
to be computed over multiple length scales. While successfully collected, the data from this
array were not used in this work.
The second array was smaller, with a 60-meter aperture, comprised of piezoelectric bi-
morph elements encased in a PVC housing, similar to those used by Shields (2005). These
sensors were provided and operated by Miltec Research and Technology. They have a flat
frequency response from 0.1 to 100 Hz, and are calibrated against a Bruel and Kjaer model
4193-L microphone. These elements arranged into twelve radial arms in 30-degree azimuthal
increments. Eight transducers were positioned in even four-meter intervals along each arm,
with the first sensor two meters from the origin.
The transducer voltages from the MRT array were acquired at 200 samples per second per
channel. Using the sensitivity of each distinct transducer as determined from calibration, the
voltage time series were converted to units of pressure in pascals. Aside from this conversion
step, no further conditioning or preprocessing was performed. These measurements were
delivered to the Aeroacoustics Research Group by Miltech. The pressures obtained from
this array were the primary data for analysis.
4.2 BOUNDARY LAYER CONDITIONS
These transducer arrays were deployed in the field for a contiguous 44 hours to collect
data over nearly two diurnal cycles. The wind speed as a function of elevation, shown
in Figure 4.4, was recorded by the met tower over this period of time. Several nocturnal
high-speed wind events occurred Wednesday night of the study, each only a few hours in
duration. These events may be due to nocturnal low-level jets; however, this cannot be
confirmed without wind speed measurements above 200 m. A change in weather occurred
near the end of the study, starting around 10 PM, with a significant increase in wind speed,
19
evident in Figure 4.4. The wind direction also varied over the 44-hour period, changing
from a north-northeast heading to a western heading, as shown in Figure 4.5. At 6 AM on
Wednesday, the met tower recorded a wind spiral, a clockwise rotation in wind direction with
increasing altitude. While less dramatic than the wind, the diurnal variations in temperature
and static pressure are shown in Figures 4.6 and 4.7, respectively.
The spatial average of the raw pressure fluctuation data is shown in Figure 4.8. A
diurnal variation is evident, with pressure fluctuations of higher magnitude occurring in the
day. Figure 4.9 shows spectra of the sound pressure level over a 15-minute duration, both
for the mean array pressure and a single transducer. The approximate 20-dB reduction for
the array average is an intended effect; for the study of atmospheric infrasound propagation,
wind-associated noise is undesirable.
The detectable range of wavenumbers for the array is determined by the array diameter,
D, and smallest sensor separation, l, such that kmin ∼ 1/D and kmax ∼ 1/l. (Denholm-
Price & Rees, 1999) This places any turbulent scales resolved by the array well within
the inertial subrange for atmospheric turbulence. The spectra for turbulent fluctuations of
pressure within the internal subrange are expected to follow a −7/3 power law. (Lumley
& Panofsky, 1964) The red lines overlaid on the spectra in Figure 4.9 demonstrate good
agreement with this theory. Even so, this scaling ensures that no particular frequency range
will dominate the pressure dynamics. As in the discussion of model reduction, without a
measure of coherence as a guide, spectral analysis of the surface pressure provides little
information.
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Figure 4.4. The wind speed as a function of elevation, as measured by the met
tower’s sonic anemometers. Units are in m/s.
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Figure 4.5. The wind heading as a function of elevation, as measured by the
met tower’s propeller anemometers.
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Figure 4.6. Temperature as a function of elevation, as measured by the met
tower’s sonic anemometers. Units are in ◦F.
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Figure 4.7. Atmospheric pressure as a function of elevation, as measured by the
met tower’s sonic anemometers. Units are in inches of Hg.
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Figure 4.8. The average value of pressure fluctuations over all sensors.
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Figure 4.9. Spectra of the spatial-averaged sound pressure level across the array
and the sound pressure level for a single sensor.
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CHAPTER 5
DMD/POD PROGRAM DEVELOPMENT
A program for computation of the dynamic mode decomposition algorithm was developed
for this study. The program was written in Fortran 95, according to the language standards
described by Metcalf et al. (2004), except for those LAPACK subroutines employed for
optimization of linear algebraic computations, which are written in the legacy FORTRAN
77 language standard. The program is developed for compatibility with the open-source
GNU GFortran compiler, and employs several intrinsic routines specific to this compiler at
the top level. Special attention was given to modularity and portability, to facilitate use of
the DMD subroutine library on a wide variety of data types and formats.
5.1 PROGRAM DESCRIPTION
The algorithm proceeds as described in Chapter 3. At the top level, the program in-
terfaces with the user to obtain the parameters for the decomposition. A subset of data is
specified by the absolute time of the leading sample and time interval. In this work, only
small subsets of the entire time history could be decomposed. Since many decompositions
are possible for one data set, a file naming convention was developed that uniquely identifies
each decomposition subset with respect to the original data. A data access library such as
MRTaccesslib must be provided to reformat the specific data set into a snapshot matrix of
dimension M ×N , where M is the number of scalar observables.
Once the snapshot matrix has been constructed, the mean value of each observable is
removed from the corresponding row. In the case of the pressure transducer array, this step
is necessary to remove any DC offset between channels. Regardless, the perturbations in the
mean flow, i.e. turbulence, are the dynamics of interest. The DMD and POD are still valid
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methods for non-zero mean variables, but in the case of relatively weak perturbations, the
singular value associated with the mean POD mode may dominate the energy spectrum.
The original snapshot matrix is separated into two adjacent snapshot matrices of dimen-
sion M × (N − 1). The singular value decomposition of the first, VN−11 , is found using the
DGESDD subroutine from the LAPACK software package. This FORTRAN 77 subroutine
computes the SVD of a real matrix with double precision, using a divide-and-conquer algo-
rithm. (Demmel et al., 2012) The left and right singular vectors are returned, as are the
singular values. In terms of the POD, the singular values are the eigenvalues and the left
singular vectors are the modes.
The SVD is reduced by thresholding the normalized singular values. As an operation on
the POD basis, every POD mode j with eigenvalue λj such that
λj∑N
k=1 λk
< Threshold (5.1)
is discarded, whereN is the total number of POD modes. The actual threshold value depends
on the desired result. By default, an -threshold is applied to remove any effectively-zero
eigenvalues, which addresses rank-deficiency in the snapshot matrix. For this work,  = 10−8.
However, by user input, a greater threshold may be applied to actively filter the original
data, as described in Chapter 3.
With the reduced SVD and VN2 , the transformed companion matrix S˜ is calculated from
Equation (3.26), using intrinsic matrix algebra subroutines. The core of the DMD program is
the computation of the eigenvalues and eigenvectors of S˜, which are the dynamic eigenvalues
and modes. The ZGEEV subroutine from the LAPACK software package is used for this
operation. Also written in FORTRAN 77, this subroutine computes the eigendecomposition
of a complex, nonsymmetric square matrix (Demmel et al., 2012). After the dynamic modes
are computed, a selection sort based on the Euclidean norm of each is applied to sort the
modes in order of descending coherence.
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5.2 SIMULATION OF A GAUSSIAN PERTURBATION
A simulated data set of a propagating localized pressure distribution was generated and
decomposed with this program. Obtaining the dynamic modes associated with a known
data set serves to characterize the algorithm itself. In addition, decomposing a simulated
transient perturbation gives insight into the potential spectra due to similar dynamics in
the experimental data.
The surface-pressure perturbation due to a billow or gust can be idealized as a propa-
gating two-dimensional circular Gaussian distribution,
p (x, y, t) = e−[(x−vxt)
2+(y−vyt)2]/2σ2 , (5.2)
where vx and vy are the respective x and y components of the perturbation velocity. The
effective spatial diameter of the perturbation is specified by the 3-σ width, so that D ≡ 6σ.
Simulations were generated on a representation of the small-aperture MRT array used in
the field study. Asten & Henstridge (1984) suggest that the maximum resolvable length for
a sensor array is approximately the array diameter. For this reason, D = 40 meters for the
simulated perturbation. If the perturbation is due to coherent turbulent structure within
the atmospheric boundary layer, then the effective diameter D will be on the order of the
structure scale. Therefore, the propagation speed must at least match the wind speed at an
elevation of D. The propagation velocity was subsequently determined from the boundary
layer profiles measured by the met tower: At a 40-meter elevation, the typical wind speed
was 4−6 m/s, and so a propagation velocity vp of 5 m/s at 15◦ north of east was chosen. The
perturbation was propagated off-center to avoid any spurious results due to array symmetry.
A 20-second time interval of this simulation was sampled at fs = 20 Hz, centered about
the time of nearest approach to the array origin. Three snapshots of this perturbation’s
dynamic evolution are plotted in Figure 5.1. The DMD algorithm was applied over the
entire 20-second sequence, which resulted at the intermediate step in 14 POD modes with
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(a) t = 6.70 s (b) t = 10.00 s (c) t = 13.35 s
Figure 5.1. Snapshots of the simulated Gaussian surface-pressure perturbation
propagating across the MRT array.
(a) t = 6.70 s (b) t = 10.00 s (c) t = 13.35 s
Figure 5.2. Snapshots of a reconstruction of the perturbation from superposition
of the dynamic modes. Compared with Figure 5.1, the reconstruction is a good
approximation to the initial time sequence for all sensors.
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eigenvalues above the -threshold of 10−8. The relative singular values are plotted Figure
5.3, which demonstrates that the first seven modes dominate the POD basis.
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Figure 5.3. Normalized distribution of POD eigenvalues for the decomposition
of the simulated perturbation.
For this decomposition, no additional threshold was applied to the POD basis, resulting
in 14 dynamic modes. The complex eigenvalues µj were mapped by the complex natural
logarithm onto the stability plane by νj = ln (µj) /∆t, the inverse of Equation (3.32), where
the sampling interval ∆t = 1/fs = 0.05 s for this case. In Figure 5.4, the real component
of each mapped eigenvalue νj is plotted against the imaginary, in a plot known as the
DMD spectrum. In addition, each point is scaled and colored to show the coherence of the
associated mode, Φj. Since the POD basis is orthonormal, for this algorithm, the coherence
of each mode ‖Φj‖ will always range between 0 and 1. The symmetry of the spectrum is
a consequence of decomposing a real-valued sequence; the eigenvalues obtained will either
come in conjugate pairs or be completely real-valued.
Just as with the eigenvalues, the dynamic modes for real-valued data are obtained in
conjugate pairs. The real components of each pair are redundant, so the odd-numbered
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Figure 5.4. The dynamic eigenvalue spectrum for the decomposition of the
simulated perturbation. The coherence of each associated mode is indicated by
the marker color and size.
modes are arbitrarily selected for further study. Each odd-numbered dynamic mode is
plotted in Figures 5.5 - 5.11 overlaid on a schematic of the sensor array, with four sequential
snapshots over a half-period of each mode. At each sensor position, an arrow represents
the mode in the complex plane. The arrow length is proportional to the magnitude of the
complex value, and the angle is equivalent to the complex phase. The modes have been
sorted in order of increasing ={νj}.
By superimposing the dynamic modes according to Equation (3.33), a reconstruction of
the initial time sequence was obtained. The complex bj weights were determined from a
least-squares solution to
vk =
[
Φ1 · · · ΦR
]
b1
...
bR
 (5.3)
where k = 201, chosen to be the time of nearest approach to the array origin. Three
snapshots of the reconstructed perturbation are shown in Figure 5.1.
The most obvious result is that a propagating, localized perturbation will not decompose
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(a) t = 0.00 s (b) t = 3.35 s (c) t = 6.70 s (d) t = 10.05 s
Figure 5.5. Evolution of the 13th dynamic mode from the simulated perturbation
decomposition over a half-period. ={ν13} = 0.3128 s−1
(a) t = 0.00 s (b) t = 1.65 s (c) t = 3.30 s (d) t = 4.95 s
Figure 5.6. Evolution of the 11th dynamic mode from the simulated perturbation
decomposition over a half-period. ={ν11} = 0.6286 s−1
(a) t = 0.00 s (b) t = 1.10 s (c) t = 2.20 s (d) t = 3.30 s
Figure 5.7. Evolution of the seventh dynamic mode from the simulated pertur-
bation decomposition over a half-period. ={ν7} = 0.9507 s−1
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(a) t = 0.00 s (b) t = 0.80 s (c) t = 1.60 s (d) t = 2.40 s
Figure 5.8. Evolution of the fifth dynamic mode from the simulated perturbation
decomposition over a half-period. ={ν5} = 1.2842 s−1
(a) t = 0.00 s (b) t = 0.65 s (c) t = 1.30 s (d) t = 1.95 s
Figure 5.9. Evolution of the third dynamic mode from the simulated perturba-
tion decomposition over a half-period. ={ν3} = 1.6358 s−1
(a) t = 0.00 s (b) t = 0.50 s (c) t = 1.00 s (d) t = 1.50 s
Figure 5.10. Evolution of the first dynamic mode from the simulated perturba-
tion decomposition over a half-period. ={ν1} = 2.0177 s−1
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(a) t = 0.00 s (b) t = 0.45 s (c) t = 0.90 s (d) t = 1.35 s
Figure 5.11. Evolution of the ninth dynamic mode from the simulated pertur-
bation decomposition over a half-period. ={ν9} = 2.4562 s−1
into a single mode. While there is no reason to expect otherwise, it is important to realize
that direct identification of coherent structures from a single mode will not be possible.
Instead, under an ideal dynamic mode decomposition, a family of modes will be obtained.
In reality, only one or two component “wave-like” modes may be obtained.
The angular frequencies of the eigenvalues in the stability plane obey a nearly-harmonic
relationship. As shown in Table 5.1, each value is approximately an integer multiple of
the fundamental angular frequency, ω0 = ={ν13} = 0.3128 s−1. This is reminiscent of the
discrete Fourier transform. This is not surprising, since Rowley et al. (2009b) demonstrate
that the Koopman modes are equivalent to Fourier modes for a periodic system, and Mezic´
(2005) ultimately relates the Koopman modes for any system evolving on an attractor to
the discrete Fourier transform.
Harmonic, k Mode, j ={νj} ( s−1) k ω0 ( s−1) Rel. Error
1 13 0.3128 0.3128 —
2 11 0.6286 0.6256 4.693 ×10−3
3 7 0.9507 0.9384 1.298 ×10−2
4 5 1.2842 1.2512 2.569 ×10−2
5 3 1.6358 1.5640 4.388 ×10−2
6 1 2.0177 1.8768 6.983 ×10−2
7 9 2.4562 2.1896 0.1085
Table 5.1. Comparison of the angular frequencies from the DMD spectrum with
a sequence of harmonic frequencies based a fundamental of ={ν13}.
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In addition, Figures 5.5 - 5.11 demonstrate that as the angular frequency increases,
the apparent spatial wavelength of the associated mode decreases. This trend suggests an
underlying constant-phase-velocity relationship between each of the modes, which would
be consistent with their origin from a propagating perturbation. If the modes due to a
propagating coherent turbulent structure obey such a relationship, it may be possible to
obtain the velocity and length scale from a single mode.
Assuming a constant phase velocity for each mode equal in magnitude to the propagation
speed of the initial disturbance, an approximate wavelength Λ can be calculated for each
mode by Λ = 2pivp/ω. For the mode of greatest angular frequency, ={ν9} = 2.4562 s−1,
Λ = 12.8 m. At the point of closest approach for the perturbation, shown in Figure 5.1(b),
the sensor spacing in the direction of propagation is 3.62 m, which is≈ Λ/2. This relationship
suggests that, in some sense, the dynamic mode decomposition is limited by a spatial Nyquist
sampling condition. This is consistent with the observations of Denholm-Price & Rees
(1999) for array beamsteering that the minimum resolvable wavelength is comparable to the
minimum sensor spacing.
This decomposition incidentally informs the selection of the -threshold for subsequent
decompositions: If a value much smaller than 10−8 is selected, the DMD spectrum is pol-
luted with spurious, highly-unstable modes. The magnitude of these modes is almost always
confined to a few dispersed sensors. These “hot spot” modes may be coherent in a mathe-
matical sense, but from the standpoint of a propagating pressure distribution, they fail to
capture any relevant dynamics. As such, these modes are attributed to numerical errors
in the algorithm. It is important to note that such dynamic modes may register as highly
coherent. For treatment of extremely noisy data, it may become necessary to devise a new
measure of coherence, one that weights the POD basis projection, so as not to give undue
consideration to a dynamic mode that consists entirely of nearly-negligible POD modes.
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CHAPTER 6
RESULTS
Four segments of data from the MRT infrasound array were selected for decomposition,
based on atmospheric boundary layer conditions. These segments are 25 seconds in dura-
tion, based on the lower range of frequencies of interest, ≈ 0.05 Hz. However, the SVD
computation becomes infeasible for data sets with N > 4000 time samples, making it neces-
sary to subsample the original 200-Hz data to achieve this decomposition window. An 8-Hz
low-pass filter was applied to eliminate aliasing, and the data were subsampled at 20 Hz.
6.1 EVENT A: CANDIDATE NOCTURNAL LOW-LEVEL JET
The first segment of array data was taken on June 22nd at 0435 UTC, or in local time,
on June 21st at 11:35 PM. During this period of time, the met tower recorded a relatively
short period of wind speeds in excess of 12 m/s, which was both preceded and followed by
periods of low wind speed. It is possible this event is associated with a nocturnal low-level
jet. However, without a measure of higher-altitude wind speeds, the meteorology of this
event cannot be determined. Figure 6.1a shows the average wind speed and temperature
profiles as recorded by the met tower over the 25-second decomposition. The wind speed
profile reaches 13 m/s at the top of the met tower. The trend in temperature with elevation
is that of neutral convective stability, with ±1◦F fluctuations about 80◦F.
The relative POD eigenvalues obtained from decomposition of the array pressure fluctua-
tions are distributed in Figure 6.1b. More than any other event decomposed, the magnitude
of POD basis is dispersed between modes, so that even the last few eigenvalues in the dis-
tribution are significant. In a dimensional sense, this indicates that the surface-pressure
system is not suited to low-dimensional description. It can also be interpreted in terms of
complexity: All of the degrees of freedom for this system are significant.
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(b) Normalized distribution of POD eigenvalues.
Figure 6.1. Boundary layer and pressure fluctuation coherence conditions for
Event A.
In light of the POD distribution, no additional thresholding of the basis was performed
beyond the standard -threshold of 10−8, resulting in a total of 96 dynamic modes. The
associated DMD eigenvalue spectrum is shown in the stability plane in Figure 6.2. As with
all other events, no unstable modes were obtained, which may be due to the duration of the
decomposed segment. Generally speaking, the most stable modes tend to be concentrated
at the lower frequencies (i.e. ={νi}). There are also six stable, stationary modes. For some
decompositions, increasing the duration of the sample from the same initial time can cause a
stationary mode to “split” into a conjugate pair of low-frequency modes. This suggests that
at least some of the stationary modes obtained are associated with low frequency processes
with large spatial scales.
The majority of dynamic modes obtained from the array data appear as inscrutable
fluctuations without a definite direction of propagation. It may be that these modes are
comprised of several competing spatial scales and directions. The coherence as defined by
the norm of each mode seems to have little relationship with this quality. In fact, some of
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Figure 6.2. The dynamic eigenvalue spectrum for the decomposition of Event
A. The coherence of each associated mode is indicated by the marker color and
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the most wavelike modes obtained in this work were relatively incoherent. For the purpose
of this work, only modes with readily-identifiable coherent behavior are presented for further
study. In future work, a method of assigning a wavenumber set to modes may prove useful.
Unlike the modes obtained from the simulation, the experimental modes decay appre-
ciably in time. In order to demonstrate the periodic form of these modes as they evolve, the
eigenvalues are normalized by their complex absolute value. The evolution of each mode is
given by
Φj,k+1 =
µj
|µj|Φj,k, (6.1)
where k and k+ 1 are adjacent time steps. In effect, the modes shown in this chapter evolve
as if they were neutrally stable. In all cases, the array diagrams shown are oriented with
north toward the top of the page.
Two modes were identified from this decomposition with dynamics of interest. The first,
mode 15 in order of coherence, has a characteristic angular frequency of ={ν15} = 1.2630s−1.
The evolution of this mode is illustrated in five snapshots of the real component in Figure 6.3.
This mode has a wavelike form over the array, with an approximate wavelength of Λ ≈ 1
2
D,
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or 30 m. This corresponds with an approximate propagation speed c = ={ν15} (Λ/2pi) of
6.03 m/s. By interpolating Figure 6.1, this is estimated to be the average wind speed during
the decomposition at a 5.5-meter elevation. However, the southern direction of propagation
does not match the eastern wind direction recorded at this time.
(a) t = 0.00 s (b) t = 0.85 s (c) t = 1.70 s (d) t = 2.55 s (e) t = 3.40 s
Figure 6.3. Evolution of the 15th dynamic mode from Event A. ={ν15} = 1.2630
s−1
The second mode of interest is the 51st. It is an example of a category of modes often
obtained in the decomposition of the surface-pressure fluctuations. These are relatively low-
frequency modes with almost no phase variation across the array. This behavior is illustrated
in Figure 6.4, where the real component varies uniformly over the entire array, suggesting a
process with wavelength Λ D. An obvious mechanism is an acoustic wave, which for the
angular frequency of ={ν51} = 0.3941s−1 would have a wavelength of Λ ≈ 5.53 km.
(a) t = 0.00 s (b) t = 2.65 s (c) t = 5.30 s (d) t = 7.95 s (e) t = 10.60 s
Figure 6.4. Evolution of the 51st dynamic mode from Event A. ={ν51} = 0.3941
s−1
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6.2 EVENT B: WIND SPIRAL
The second segment of array data was taken on June 22nd at 1105 UTC, 6:05 AM local
time. This time was selected to coincide with a nearly 180◦ wind spiral recorded by the met
tower. Because the low wind speed at this time, shown in Figure 6.5a, this event is almost
certainly not an Ekman spiral. The temperature profile shows that the boundary layer is
convectively stable.
The POD eigenvalue distribution, shown in Figure 6.5b, is dominated by the first few
modes, unlike Event A. In this case, the surface-pressure system can be well-described by
only a portion of the POD basis. Even for this case, the -threshold failed to remove any
eigenvalues; however, it became necessary to apply a larger threshold after an unrestricted
decomposition yielded a large number of highly-unstable modes. The threshold was selected
based on the DMD spectrum obtained: If modes with <{νi} < −fs were obtained, where fs
is the 20-Hz sample rate, then a greater threshold was chosen. Any modes less stable than
this would have characteristic decay times shorter than one time step. In this manner, a
threshold was chosen that restricted the POD basis to the first 27 modes, which is 96.72%
of the total eigenvalue magnitude.
The spectrum from this decomposition in Figure 6.6 is almost entirely devoid of high
frequencies. However, it is the most unstable mode pair, 25 and 26, that exhibit the most
interesting behavior. Figure 6.7 illustrates the form of this mode, which is approximately
a plane wave of wavelength Λ ≈ 2D. With an angular frequency of ={ν25} = 18.0795s−1,
just as with Event A, a propagation speed can be estimated. The result, using a wavelength
of 120 m, is 345.3 m/s, which establishes this mode as the result of an acoustic wave.
Unfortunately, no other modes from this decomposition show any discernible large-scale
behavior. This may simply be the result of calm, stable atmospheric conditions at the time.
6.3 EVENTS C & D: ATMOSPHERIC BOUNDARY LAYER STABILITY
In order to compare the DMD of the surface-pressure fluctuations between a stable and
unstable atmospheric boundary layer, two segments of data were chosen with similar wind
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files as recorded by the met tower.
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(b) Normalized distribution of POD eigenvalues.
Figure 6.5. Boundary layer and pressure fluctuation coherence conditions for
Event B.
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Figure 6.6. The dynamic eigenvalue spectrum for the decomposition of Event
B. The coherence of each associated mode is indicated by the marker color and
size.
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(a) t = 0.00 s (b) t = 0.05 s (c) t = 0.10 s (d) t = 0.15 s (e) t = 0.20 s
Figure 6.7. Evolution of the 25th dynamic mode from Event B. ={ν25} = 18.0795
s−1
speeds but different convective stability conditions. The stable condition was taken on
June 23rd at 1105 UTC, 6:05 AM local time - a full 24 hours after Event B. The unstable
condition was taken almost two and a half hours later at 1332 UTC. This period of time was
characterized by constant high winds from the north, starting at approximately 0400 UTC.
The wind speed and temperature profiles for both events are shown in Figure 6.8, which
demonstrate that the average wind speeds at the top of the met tower were within 2 m/s
between events. The temperature profile for Event C is stable, increasing with elevation,
while for Event D the temperature profile decreases with elevation, indicating convective
instability. A difference in the relative POD eigenvalues, shown in Figure 6.9, is also evident:
The distribution for the stable nocturnal boundary layer decays more rapidly with increasing
mode than that for the unstable diurnal. This is not surprising considering the contribution
of convection to turbulence intensity. What is surprising is that a neutrally-stable, nocturnal
condition, Event A, with mean wind speed less than that of either Events C or D, would
have an eigenvalue distribution that decays even less rapidly. While convective instability
does increase the dimensionality of the surface-pressure fluctuations, it is apparently not the
only process to do so.
For both cases, the DMD was applied without any POD basis restriction, obtaining 96
dynamic modes. Besides the identification of a handful of higher frequency modes for Event
D, it is difficult to make any quantitative comparison of the dynamic spectra in Figure 6.10.
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Figure 6.8. Wind speed and temperature profiles as recorded by the met tower
for Events C and D.
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(a) Event C, 06/23/2011, 1105 UTC
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Figure 6.9. Normalized distributions of POD eigenvalues for Events C and D.
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However, if coherence is considered, the stable condition, Event C, exhibits relatively more
coherent modes than Event D. This is better illustrated by Figure 6.11, which compares the
histograms generated from the mode coherence values.
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Figure 6.10. The dynamic eigenvalue spectra for the decomposition of Events C
and D. The coherence of each associated mode is indicated by the marker color
and size.
There are several dynamic modes of interest from these decompositions. From Event
C, the 47th mode, shown in Figure 6.12, has a wavelike form with approximate wavelength
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Figure 6.11. Histograms of the coherence of the dynamic modes for Events C
and D.
of Λ ≈ 2D. With an angular frequency of ={ν47} = 0.1576s−1, the propagation speed of
this mode can be estimated as c ≈ 3.01 m/s, suggesting a wind-advection process. The
propagation direction of this mode, from west to east, is more difficult to relate to the fluid
flow, as the wind direction at this time is almost uniformly toward the south. From Event
D, two wavelike modes were identified, Modes 1 and 37, shown in Figures 6.13 and 6.14, re-
spectively. In both cases, the approximate wavelength for these modes is Λ ≈ 1
2
D. From the
angular frequencies of ={ν1} = 0.8204s−1 and ={ν37} = 1.4489s−1, respective propagation
speeds of 3.92 m/s and 6.92 m/s are estimated, again indicating a wind-driven mechanism
behind these modes. While these modes propagate generally in the same northern direction,
they oppose the southern wind direction at the time.
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(a) t = 0.00 s (b) t = 6.65 s (c) t = 13.30 s (d) t = 19.95 s (e) t = 26.60 s
Figure 6.12. Evolution of the 47th dynamic mode from Event C. ={ν47} = 0.1576
s−1
(a) t = 0.00 s (b) t = 1.30 s (c) t = 2.60 s (d) t = 3.90 s (e) t = 5.20 s
Figure 6.13. Evolution of the 1st dynamic mode from Event D. ={ν1} = 0.8204
s−1
(a) t = 0.00 s (b) t = 0.75 s (c) t = 1.50 s (d) t = 2.25 s (e) t = 3.00 s
Figure 6.14. Evolution of the 37th dynamic mode from Event D. ={ν37} = 1.4489
s−1
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CHAPTER 7
CONCLUSIONS
7.1 SUMMARY
Surface-pressure fluctuations have been obtained by an infrasound sensor array from
the atmospheric boundary for various meteorological conditions. For application to these
data, the dynamic mode decomposition has been shown to be relevant to coherent dynamics
embedded in a nonstationary system. An instance of the DMD algorithm with a SVD
preprocessing step was developed. Decomposition of a simulated localized perturbation
has demonstrated potential spectral characteristics of a coherent structure. In particular,
a nearly-harmonic relationship is expected between the angular frequencies of associated
modes.
The dynamic mode decomposition has been applied to the surface pressure data. In all
cases, modes have been extracted with coherent, wavelike structure. These modes seem to
be associated with either fluid dynamic or acoustic processes by their propagation speed.
However, the direction of propagation does not agree with the mean wind speed in all
cases. It is speculated that some of these wavelike modes may be harmonic components of a
localized pressure structure, but further work is necessary to link specific modes with fluid
flow processes. In addition, the relative distribution of POD eigenvalues and the dynamic
spectrum from surface-pressure decompositions has been shown to vary with meteorological
conditions.
7.2 FUTURE WORK
In future work, the data from the larger 49-element array will be analyzed. The fluctua-
tions recorded by this array could be included in the observable vector along with the MRT
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array pressures, for a total of 150 observables. The 400-meter aperture of the larger array
will permit study of processes with longer spatial scales, and by including more observables,
allow both the POD and DMD to obtain more modes. It is expected this larger array will
achieve better resolution of the modes assumed to be long-wavelength acoustic waves.
Already it has been seen that wave vectors can be approximated for a few modes by
inspection. The method of beamsteering, described by Denholm-Price & Rees (1999), will
be applied to each dynamic mode to empirically assign wavevectors. For this case, the
beamsteering method will be greatly simplified, since it will only be applied over a discrete
number of frequencies defined by the modes themselves. Subsequently, propagation velocities
may calculated for each mode with the known angular frequency, and compared with wind
speeds and directions recorded by the meteorological tower. The intention is to demonstrate
a trend of agreement with the boundary layer conditions at different times, and thereby
strengthen the hypothesis that surface pressures can be used to estimate wind speeds aloft.
45
BIBLIOGRAPHY
46
BIBLIOGRAPHY
Asten, M. W. & Henstridge, J. D. (1984) “Array estimators and the use of microseisms
for reconnaissance of sedimentary basins.” Geophysics, Vol. 49(11), pp. 1828–1837.
Bendat, J. S. & Piersol, A. G. (2000) Random Data: Analysis & Measurement Proce-
dures. Wiley Series in Probability and Statistics. Wiley, 3 edition.
Demmel, J.; Dongarra, J.; Langou, J.; Hammarling, S.; Kozachenko, I.; Lan-
gou, J.; Lipshitz, B.; & James, R. (2012) “LAPACK - Linear Algebra PACKage.”
Version 3.4.1.
Denholm-Price, J. C. W. & Rees, J. M. (1999) “Detecting Waves Using an Array of
Sensors.” Monthly Weather Review, Vol. 127(1), pp. 57–69.
Holmes, P.; Lumley, J. L.; & Berkooz, G. (1998) Turbulence, Coherent Structures,
Dynamical Systems and Symmetry. Cambridge University Press.
Kelley, N. D. (2004) “An Initial Overview of Turbulence Conditions Seen At Higher Eleva-
tions Over the Western Great Plains.” In Global Windpower 2004 Conference Proceedings.
American Wind Energy Association, Omni Press NREL Report No. CP-500-35970.
Kelley, N. D.; Jonkman, B. J.; Scott, G. N.; Bialasiewicz, J.; & Redmond, L.
(2005) “The Impact of Coherent Turbulence on Wind Turbine Aeroelastic Response and
Its Simulation.” National Renewable Energy Laboratory, Report CP-500-38074.
Klewicki, J. C.; Priyadarshana, P. J. A.; & Metzger, M. M. (2008) “Statistical
structure of the fluctuating wall pressure and its in-plane gradients at high Reynolds
number.” Journal of Fluid Mechanics, Vol. 609, pp. 195–220.
Lumley, J. L. & Panofsky, H. A. (1964) The Structure of Atmospheric Turbulence.,
volume 12 of Interscience Monographs and Texts in Physics and Astronomy Interscience
Publishers.
Metcalf, M.; Reid, J.; & Cohen, M. (2004) Fortran 95/2003 Explained. Oxford
University Press.
Mezic´, I. (2005) “Spectral properties of dynamical systems, model reduction, and decom-
positions.” Nonlinear Dynamics, Vol. 41, pp. 309–325.
47
Priestley, J. (1965) “Correlation studies of pressure fluctuations on the ground beneath a
turbulent boundary layer.” National Bureau of Standards, Report 8942 also M.S. Thesis,
U. of Maryland, 1965.
Rowley, C. W.; Mezic´, I.; Bagheri, S.; Schlatter, P.; & Henningson, D. S.
(2009a) “Reduced-order models for flow control: balanced models and Koopman modes.”
In Seventh IUTAM Symposium on Laminar-Turbulent Transition.
Rowley, C. W.; Mezic´, I.; Bagheri, S.; Schlatter, P.; & Henningson, D. S.
(2009b) “Spectral analysis of nonlinear flows.” Journal of Fluid Mechanics, Vol. 641, pp.
115–127.
Schmid, P. J. (2010) “Dynamic mode decomposition of numerical and experimental data.”
Journal of Fluid Mechanics, Vol. 656, pp. 5–28.
Schmid, P. J. (2011) “Application of the dynamic mode decomposition to experimental
data.” Experiments in Fluids, Vol. 50, pp. 1123–1130.
Schmid, P. J.; Li, L.; Juniper, M. P.; & Pust, O. (2011) “Applications of the dynamic
mode decomposition.” Theoretical Computational Fluid Dynamics, Vol. 25, pp. 249–259.
Shields, F. D. (2005) “Low-frequency wind noise correlation in microphone arrays.”
Journal of the Acoustical Society of America, Vol. 117(6), pp. 3489–3496.
Tennekes, H. & Lumley, J. L. (1972) A First Course in Turbulence. The MIT Press.
Trefethen, L. N. & Bau, III, D. (1997) Numerical Linear Algebra. Society for Industrial
and Applied Mathematics.
48
VITA
Education
Bachelor of Science, Physics and Mathematics. Harding University, Searcy, AR. May 2010.
Work Experience
Research Assistant. Aeroacoustics Research Group, National Center for Physical Acoustics,
The University of Mississippi. June 2010 - August 2012.
Lab Assistant. Department of Physics, Harding University, Searcy, AR. August 2008 - May
2010.
Mathematics Tutor. Department of Mathematics, Harding University, Searcy, AR. August
2008 - May 2010.
Research Intern. RET/Fluid Physics and Transport Branch, NASA Glenn Research Center,
Cleveland, Ohio. June 2009 - August 2009.
Research Assistant. Department of Chemistry, Harding University, Searcy, AR. May 2008 -
August 2008.
49
