Firms use massive amounts of personal data to decide which advertisements to show to an individual, raising concerns of fairness and algorithmic bias. Previous work has proposed techniques to make machine learning more fair through awareness of the protected attributes of user data. However, these studies have either focused on specific tasks, been primarily theoretical, or have ignored the highly important domain of location-based advertising.
INTRODUCTION
Every day, personal data becomes more broadly available and its use in analytics and advertising clearly generates large sums of wealth. What is perhaps less clear is how tools to prevent discrimination against vulnerable populations can keep up with the growth in algorithmic decision-making based on this personal data. Here we focus on informing what can practically be done to guarantee fairness when location data is used in targeted advertising. We choose this application for multiple reasons: It is increasingly common as location-based personalization reaches a large part of the population and it is hard to evade. As we empirically demonstrate, mobility data has great benefits but raises many concerns in the way it is currently used. Perhaps more importantly, we show that many of the hardest challenges previously addressed in theoretical terms can be quantified in this scenario. For instance, this brings us to revisit questions like "What constitutes a practical definition of fairness?", "What should we know or trust about those exploiting the data?", "What is the gain we lose when some definition of fairness must be enforced?" Let us describe a motivating example where disparate outcomes in targeted advertising is undesirable. For instance, consider a website advertising hiring opportunities to users; its goal is to optimize for relevance as long as disparate outcomes among genders and races are avoided. Why would such a system pose new challenges? First, previously proposed solutions focus on reconciling learning and fairness for specific tasks for a single party [1, 2, 10, 11] . For instance, how to increase loan repayment while satisfying equality of treatment or opportunity. In contrast, data providers interact with myriad third parties each leveraging data for different learning tasks. Second, as is commonly the case for online data providers, data about individuals are sparse and naturally represented in high dimensions. This contrasts with solutions designed to learn from a few structured features available for all users, such as exam scores. Additionally, leveraging data at large scale invariably means that computational complexity becomes a severe constraint, so each optimization to reconcile fairness with accuracy will rely on efficient approximation.
These challenges, however, do not imply that no solutions can be found to deploy fair targeting. The direction we examine here is to transform location data before they are used to train and target individuals. If the transformation and targeting satisfies some conditions (see background below), then fairness can be guaranteed for any task. As we demonstrate, much of the gains from targeting is preserved. For concreteness and simplicity, we focus in this short article on the simplest transform where details of mobile data are remove by grouping records into larger location cells.
BACKGROUND
In our work, we use the definitions of "Fairness Through Awareness" [3] , distinguishing between fairness at an individual level and at a group level, which we describe in detail below.
Individual fairness. The main principle is that similar people should see similar outcomes. More rigorously, we consider a classification setting where individuals (denoted by the set V ) are mapped to probability distributions over outcomes A. For simplicity, throughout this work we will say each outcome is the decision of whether to show either a generic or targeted ad, and denote these outcomes as A = {0, 1} with A = 1 corresponding to the decision to show a targeted ad and A = 0 a generic ad instead. The space of probability distributions defined on A is ∆(A). From our point of view, a machine learning algorithm using data from the mobile ad-network defines a mapping M : V → ∆(A). A difference score between individuals is denoted by d : V × V → [0; 1] and a difference score between probability distributions is D. Throughout this paper, without loss of generality, as a choice to measure the distance between probabilistic outcomes we will use D T V , the distance of total variation (equivalent to one half the L 1 norm) though others can be used. It is defined as:
Given these definitions, an algorithm is individually fair if for all individuals x and y, we have
Intuitively, this says that an advertising system must show similar sets of ads to similar users, and mathematically, this means that that an algorithm mapping users to distributions over outcomes must be Lipschitz continuous. [3] shows that it is possible in polynomial time to find a mapping M that is both individually fair and maximizes a linear objective function (such as expected revenue) using a linear program.
Group fairness. In contrast to individual fairness, [3] defines two groups of users S and T as having statistical parity up to bias ε when:
where E S and E S denotes the expectation of ads seen by an individual chosen uniformly among S and T . This definition implies that the difference in probability between two groups of seeing a particular ad will be bounded by ε. Note that individual fairness does not imply group fairness, and vice versa. A natural question is: "When can both individual fairness and statistical parity be achieved simultaneously"? To guide the design of a mobile platform one can use the following result introducing d EM (S,T ), the Earth Mover's Distance [6] between S and T . Theorem 1. Given a distance d ≤ 1, among all algorithms M that are individual fair, for any subsets of users S,T we have
DATA DESCRIPTION
To understand the important trade-offs facing advertising platforms, we collected a behavioral dataset linked to race and gender information. We obtained publicly available data from Instagram, a popular image sharing social network. Instagram data includes behavioral data such as locations and short texts of describing activities as well as the photos themselves which provide information through the use of computational vision techniques.
Methodology
We gathered metadata (such as time of photo, URL of image, tags, location, etc.) for all photographs of a "root" user, Kevin Systrom, the founder of Instagram. We then randomly sampled user profiles from those who had commented or liked his photos and gathered their metadata. We repeated this process, randomly sampling user IDs of those commenting or liking photos of any crawled profiles, obtaining the metadata of 115,796,284 for 260,389 different profiles. Systrom is a popular Instagram presence (1.4M followers) and a wide variety of users comment on his photos, seemingly to communicate with the platform, making him a good starting point for a random crawl. No images were downloaded from Instagram. Location. Of our 115 million photo information dataset, 16,537,404 were geotagged for 162,549 users. In order to study advertising that micro-targets small granularity locations, we narrowed our focus to two major United States cities, New York City and Los Angeles, a typical practice. Using only photos located in the bounding boxes of those two cities, we created two subsets: New York had 22,300 Tags. Like other social networks, Instagram users label their content with "hashtags", which label topics for the photo, make photos more easily searchable, or let the user express him-or herself. As we discuss in a later section, we use these tags later as part of our location-based advertising model.
Labeling
Labeling gender. To label our the gender of the users in our dataset, we applied the methodology of Mislove et al. [4] . We obtained the number of babies born by name, gender, and year of birth in the United States via Social Security data 1 , assigning a gender to users with a first name for which there were both at least 50 births and 95% of recorded births were one gender. Out of our entire dataset of 260 thousand users, this labeled 92,935 profiles (35%). In our New York City subset, 10,388 were labeled with gender, 5,471 female and 4,917 male. In Los Angeles, 9,748 users labeled with gender: 4,965 female and 4,783 male.
Race labeling. We labeled the race of profiles based on face recognition software, similar to prior work [5] . The Face++ API (www.faceplusplus.com) recognizes faces in images, additionally providing demographic information, labeling the race of users from one among Asian, Black, and Caucasian. Although we did not download any photos, our metadata included publicly accessible URLs of images, which we could pass to the Face++ API. We ran this software on the first 500 photographs of a subset of our New York and Los Angeles users, labeling a profile with a binary race classification (Caucasian or minority) that appeared most frequently in their photographs. This labeled 902 users in our New York dataset; 746 labeled Caucasian and 156 from minorities, and 851 users in Los Angeles; 710 Caucasian and 141 minority.
Evaluation with manual labeling. To provide ground truth validation of our more scaled labeling techniques, two research assistants labeled a randomly selected subset of 200 profiles for gender and race. After filtering for private, deleted, or business profiles, 194 profiles remained. Of our 194 human-labeled profiles, 86 users had first names recognized by our methodology. Of these, 84 out of 86 (97%) agreed, giving us high confidence in the precision of our gender labeling approach. For race labeling, our computational vision approached agreed with human labelers 89.7% of the time. comparable to other works that report that Face++ has high levels of accuracy for race labeling.
MOBILE ADVERTISING MODEL
In order to analyze the trade off between fairness and revenue, we model a location-based advertising system using our dataset. We focus on this domain due to its importance (38% of all smartphone advertising used location targeting in 2016), and its potential for discrimination as location is highly sensitive and often correlates with sensitive traits such as race or income [8] . We simulate a system with the following problem: Given a user's locations from previous check-ins, predict what topics a user will be interested in. Such a prediction could allow a service to better target ads.
User and Location Representation
We represent individuals in terms of their visits to different locations. We map locations to an index j. Each user is represented as an array, with index j set to 1 if the user has checked in at location j and a 0 otherwise. In our original dataset, locations for each photo are latitude-longitude pairs, and here we discretize these by truncating these coordinates to a certain level of prevision. In different analyses we vary this precision to study how fairness and revenue is impacted by granularity of location representation. Using fewer digits implies a lower granularity, which is better for privacy but less specific and hence likely less useful for advertisers. We vary the cell sizes from 0 decimal places (e.g. (-74., 40.) is a cell; cells have sides of length roughly 111km) to 4 places (e.g. (-73.9989, 40.7245) is a cell; cells have sides of roughly 10m). We additionally conducted our analysis representing users with a histogram of frequencies of visits to each location as opposed to binary representations, but the results were similar and we omit them due to space.
Interest Prediction
After defining how users are represented, we use these feature to predict if a user is interested in several topics, utilizing Instagram's hashtags for ground truth. Hashtags, used on several platforms such as Instagram and Twitter, are ways for users to associate topics with their post. Examples include a user tagging a picture of food with "#food" or of himself with "#selfie". We use three different tags: #fashion, #travel, and #health.
We trained a model predicting a user's likelihood to post each of the three tags using a user's location visits as features and whether or not they had used a tag as labels. To avoid overfitting we regularized each model using ridge regression (i.e. L 2 penalty) and conducting three way cross validation, picking the parameter that maximized peformance on the training set. All training was conducted using the scikit-learn python package.
Performance and Revenue Estimation
We evaluate our models in two ways: in traditional machine learning terms and for their ability to improve revenue in an advertising simulation. We use AUC as a metric to understand our classifier performance due to its standard acceptance and our class distributions being highly skewed. For all three tags and both cities, AUC is 0.5 at the broadest granularity, meaning our model is no better than random guessing. However, as the number of digits increases, so does AUC. In NYC, our classifiers have AUCs of 0.82, 0.92, and 0.65 for fashion, health, and travel, respectively, and in LA, we report AUCS of 0.83, 0.92, and 0.68.
Moving beyond classifier performance, we estimated the impact of granularity on revenue. Earlier, we distinguished between generic and targeted advertisements. Based on estimates generated from the Facebook ad tool 2 , we said that the cost per click (advertiser revenue) for a targeted ad was $2 and the revenue for a generic ad was $1. In our model, a generic ad always generates revenue, and a targeted ad only generates revenue if the user is indeed interested in a topic, and so the system will only show a targeted ad to a user if the expected revenue justifies the risk of receiving no revenue. Using this model, a predictor using the finest granularity of 4 digits generated $1021, $994, and $906 in revenue for fashion, travel, and health, respecitvely, over a baseline of displaying generic dislay $902. The results were similar for LA.
EVALUATION 5.1 Balancing Fairness and Revenue
We now consider revenue maximization under the constraint of individual fairness. In Sec. 2 we referenced how this could be achieved after the choice of a distance function between outcomes, a distance function between users, and a linear objective function. Our choice of D, the distance between distributions of ads, is
For our choice of d, the distance score between users, we again use the distance of total variation, this time upon the histogram of visits to locations between each pair of users using the representation of users defined in Sec. 4.1. Our objective function is to maximize expected revenue, as defined as x ∈V д · µ x (0) + t · µ x (1) with д, the revenue of a generic ad, set to 1 and t, the revenue of a targeted ad set, to 2. After these choices, the linear program chooses a probability of shwoing a targeted ad to a user to maximize revenue under the constraints of similar users seeing similar ads.
In order to make the trade-off between revenue and fairness more fluid, we differ from prior work and introduce a new parameter k into Eq. 1:
A large k means more flexibility in ad assignment but less individual fairness; k = ∞ means identical users can see completely different ads. In contrast, a low value of k constrains the problem more, with k = 0 meaning all users must have the same ad distribution.
We run this linear program for both cities at all granularity levels and for multiple choices of k. We then compute a real revenue with the function x ∈V д · µ x (0) +t · µ x (1) · 1 x ∈I with the set I denoting users who actually posted the target tag. Due to the number of constraints growing quadratically with the number of users, Here we are only able to present results for fairness by race and leave detailed analysis of gender for later work. The impact of k and granularity impact on revenue. Fig. 1 displays the impact of k and granularity on revenue for both cities with the tag fashion. The x axis corresponds to the choice of k used in the linear program. The y axis represents the actual revenue of the ad assignments output by the LP. Color denotes the granularity of location. The graph demonstrates again how finer granularity can increase revenue. In both NYC and LA, at nearly all values of k, a higher granularity corresponds to higher revenue. Another important takeaway is the shape of the lines. The revenue at k = 2 is nearly identical to the revenue at all higher amounts of k. The revenue declines rapidly at k = 0, where all individuals have the same distribution, and k = 0.5. The increase in revenue from k = 1 to higher values of k is significant but not a large portion of the highest optimal revenue, suggesting a good potential value due to its balance and simplicity. We next examine the impact of k and granularity upon fairness. In Fig. 1 , the x axis again corresponds to value of k. Color corresponds to race, with blue associated with caucasians and red associated with minorities. The y axis now corresponds to the average probability that users of the class saw a targeted ad, with error bars corresponding to standard error of the mean. Each facet represents a different level of granularity.
At lower levels of granularity, all users have similar low-resolution representations and thus it is difficult for our click predictor and then LP to risk displaying targeted ads, instead showing generic ads at all values of k. At medium level granularities, we see the algorithm begin to assign the ad to a small number of users and additionally the lines for each class to diverge, signally a rising level of group unfairness. Interestingly, in both graphs, the lines converge to be near identical at finer levels of granularity, at 4 digits for NYC and 3 and 3.5 digits for LA. This could be caused by mid-range granularities being associated more with neighborhoods, whereas very fine granularities will correspond to more exact venues, removing rougher associations of neighborhoods around areas with certain tags and narrowing them down to more specific places (e.g. 2 lat-long digits corresponds to roughly 1km, 4 to 10m).
Bounding Fairness
For two demographic attributes, race and gender, we compute the Earth Mover's Distance, using the pyemd package [6, 7] . More precisely, for race we calculate the EMD between two probability distributions, one over Caucasian users and the other over NonCaucasian users, with the "distance" between users defined as the distance of total variation of the histogram of their location visits. Similarly, for gender we calculate the EMD between the distribution of female and male users. As mentioned in Section 2 we represented locations as "cells", assigning a photograph to a cell by truncating the latitude-longitude coordinates by a varying amount.
The large number of users labeled with gender presented a difficulty for our EMD calculation as Earth Mover's Distance does not scale well. We use agglomerative clustering [9] to approximate EMD. We found this technique that groups individuals into "points" is well suited to our problem due to nonuniform cluster sizes.
We add a mechanism to cope with statistical parity, as it may create a spurious statistical bias between finite size groups, even when the expectations among those groups are equal. In addition to computing EMD between demographic groups, we also computed EMD between randomly created groups with the same size as our demographic groups.
In Fig. 3 we show the result of this process. The x-axis shows the granularity in terms of latitude longitude decimal places. The y axis shows the EMD. Lines are colored according to demographic, and a dashed line indicates random grouping of users as opposed to grouping by demographics. To put the EMD numbers into perspective, on the lower end, an EMD of 0.05 means one group may be seeing a targeted ad 5% more often. At the higher end of 0.8, users across the two groups are seeing quite different sets of ads. In New York for race, the random line is clearly below the regular line, providing some evidence of real differences between the demographic groups as opposed to an artifact of sparsity. The line for gender is additionally more separate than it's counter-part in Los Angeles. This is possibly due to the much higher density in New York. As all users begin to have high difference scores from one another, caused by having no overlapping locations due to low density, all label assignments will be indistinguishable from each other. Gender overall seems to show a weaker separation between the real EMD and the random EMD.
The EMD increases as the data becomes more precise. One limitation of this study is that the distance d we chose does not distinguish two users who have nearby but non-intersecting visits and users who are on the opposite side of the city. Different choices of d with true geographical distance may refine those results.
CONCLUSION
In this work, we showed the impact of granularity on ad targeting, demonstrated the impact of fairness algorithms on a real world behavioral dataset, and explored a utility-fairness trade-off. There are many possible future directions. All results should be reproduced on larger datasets and different classes. One idea is to reformulate the problem in terms of where ads are shown or how users are reached, as opposed to focusing on the individuals. Building on our results, we also hope to create scalable algorithms for debiasing representations of users that work with sparse, large behavioral datasets.
