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ABSTRACT
Not much really quantitative work has been done in
determining the electronic structure of polyatomic molecules.
The lack'of the required integrals over orbits on several centers
and use of inadequate representations of the electronic wave
functions have resulted in calculatioAs which, while giving some
indication of the electronic behavior, do not agree well with
experimental data. The purpose of this thesis was to examine
in the case of the water molecule the effect of using accurate
integral values and a more flexible representation for the wave
function thap has been used before.
The results point the way to quantitative calculations of
molecular electronic behavior by showing that the accurate integrals
do give to the energy the proper behavior with change of geometrical
parameters and that a well chosen basis set of atomic orbitals can
give rise to a many-electron function with a good value of binding
energy. Further, the results also indicate that a rather simple
approximation, a valence-bond function with some correlation
between electrons of opposite spin, may be able to give energy
values which are a good compromise between accuracy and ease
of computation. This method, which has been compared with the
configuration interaction study, can be extended with relative ease to
larger molecules.
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6CHAPTER I: INTRODUCTION TO THE PROBLEM
Although an increasing amount of significant quantum
theoretical calculation of electronic structure is being carried out
for atoms(1) and for diatomic molecules(2) , only a beginning has been
made towards finding an accurate and manageable method to solve the
many-electron problem in the case of polyatomic molecules. (3) Two
obstacles have stood in the way of progress in handling these systems,
the lack of sufficiently accurate methods for evaluating the three-
and four-center electron interaction integrals which occur and the
difficulty of choosing an adequate representation for the many-electron
wave function.
Fortunately, computer programs are now becoming available
which will compute the necessary integrals with whatever accuracy is
desired. There remains, then, as the main task of the present study,
the investigation of several representations of the electronic wave
function with a comparison of the resulting energy eigenvalues and
electron distributions. In particular, we wish to compare the
relatively simple "extended valence-bond" method (4 ) with a much
more elaborate configuration interaction treatment. The variation of
the energy states with changes of nuclear configuration will also be
investigated for a small number of different values of OH bond length
and of interbond angle.
NOMMMMIq
1. Previous Studies on the Water Molecule
The water molecule has been chosen as the subject of this
study because it is one of the simplest triatomic molecules. Further,
three rather extensive investigations of the electronic structure of
H2 0 have been made in recent years. Although it will be our contention
that much of this previous work is severely damaged by the use of
approximate integrals and rather limited forms for the atomic wave
functions, we have used these studies as a starting point from which
to make improvements.
Ellison and Shull ( 5 ) have studied the electronic ground state
by a self-consistent field approach, using linear combinations of
Slater-type atomic orbitals to represent the molecular orbitals.
Approximate values are used for the three-center integrals and there is a
further, systematic error introduced by using the wrong value for one
of the overlap integrals in the orthogonalization process.
Besides repeating the calculations of Ellison and Shull without
the overlap error, McWeeny and Ohno (6 ) have also studied the ground
state electronic structure by the bond-orbital and the electron-pair
approximations. In the bond-orbital approach, which is a special case
of the electron-pair method, McWeeny and Ohno investigate the
importance of a limited configuration interaction in which electrons are
assigned to "anti-bond" orbitals. Granted the errors introduced from
the use of approximate integral values and single-term Slater functions
to represent the atomic orbitals, McWeeny and Ohno find that the
m i
8configuration interaction extension of the bond-orbital method is the
most accurate of the methods they used, although they point out that
there is no advantage to such an approach over a configuration inter-
action based on atomic, rather than bond, orbitals. They also found
that the electron-pair approximation, which is the method we call
"extended valence-bond", provides a good compromise between
accuracy and simplicity.
Although the studies of Ellison and Shull and of McWeeny and
Ohno produced rather good values for the dissociation energy of HZO,
more than 75% of the experimental value, we shall see that this is a
fortuitous consequence of the approximate integrals. Another, less
happy, result of using these integral values is th e lack of an energy
minimum as the interbond angle is varied.
A more elaborate configuration interaction study, with
rigorously computed integral values, has been done by Boys and
others. (7) Single-term Slater-type orbitals with fixed exponents
are used. The dissociation energy is less satisfactory than that of
the calculations done with the same orbitals and approximate integrals,
which corresponds to our findings. The equilibrium angle and bond
length found by Boyst group will be considered later on in this study
when we discuss our own results of varying the angle and internuclear
separation.
L
2. Configuration Interaction and the Present Study
The method of superposition or mixing of configurations,
when the configurations form a complete set, offers a rigorous
method for the exact solution of the non-relativistic Schrodinger
equation for a many-electron problem. The total electronic wave
function is the solution to the equation
Hx = E , (1-1)
where H is the Hamiltonian operator for a system of N electrons,
with magnetic effects and motion of the nuclei neglected, and E is
the energy of the state. The wave function, X, can be expanded in
a series of product functions constructed from a complete set of
single-electron spin-orbitals, *i,:
N F =Bq1 (rl B (rr. . . (r N) (1-2)
q
where all possible assignments of electrons to orbitals are included.
The expansion can be simplified if we take advantage of the symmetries
of the problem in question. First, because we are dealing with electrons,
the total wave function must be antisymmetric under interchange of any
two particles. Therefore we use determinantal functions, antisymmetrized
products, of the N electron orbitals rather than simple products:
D(r ., r . . . )  (-1) P + (r .1. 2 N 13)jr - P•
l I
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where the summation is over all permutations of electrons among the
orbitals. Each determinant is defined by the configuration or selection of N
orbitals from which it is constructed. States of definite space and
spin symmetry a can now be formed from the determinantal functions
by making appropriate linear combinations:
j ij 1 rN)
The coefficients ci. must be determined from the symmetry of the
Hamiltonian operator. Their derivation for the case of the water
molecule is outlined in Chapter III.
In terms of these product functions of definite symmetry,
S0, the total wave function of symmetry a can be written:
(r, r , . . . , rN ) = U i  i (r , r ,  . ., rN )  (1-5)
i
The coefficients U i are determined by a variation procedure to min-
imize the expectation value of the energy computed from the function
9". This variation of the UcL leads to a secular equation, the solution of1
which requires the diagonalization of the Hamiltonian matrix with
respect to the functions S ; i. e., the matrix with the elements
(S" HI S) -E 6 ij (1-6)3i 1
where (s I HI S) = S HSd . . . dV The S, constructed
from an orthonormal set of single-particle functions, have overlaps
SLS dV 1 . . . dV N = 6ij. The roots of the matrix of Eq. (1-6)
are the eigenvalues for the symmetry a and the linear combinations of
Si which diagonalize the energy are the corresponding eigenfunctions
for these states.
A complete configuration interaction such as has been outlined
here, starting with any complete set of orthonormal, one-electron
spin-orbitals, would yield the exact solution to the N-electron problem
specified by the Hamiltonian operator. For practical reasons, however,
we must always restrict ourselves to a limited one-electron basis
of a small number of orbitals. Since such a truncation of the one-
electron basis set and, consequently, of the number of possible
configurations is necessary, it is very important to choose these one-
electron functions with some degree of physical insight to obtain as
rapid a convergence of the expansion in configurations as possible.
Much of the description of electronic behavior, which might have been
handled by including more basis orbitals, must be taken care of by
greater flexibility in the few functions used. One of the points to be
investigated in this present study is the improvement in the total
energy which results from some simple variations in the form of the
basis functions. These variations, which are discussed in Chapter II,
will not increase the number of basis functions b eyond the K and L
shell orbitals of oxygen and the K shell orbitals of the hydrogens, but
they will allow these functions to more adequately represent the
molecular electronic structure than would the single-term Slater
functions with fixed screening parameters used by the previous
investigators.
1.2
Once the one-electron basis set has been chosen and the
determinantal functions Dj constructed from the various allowed
assignments of electrons to these orbitals, the coefficients ca which
yield the linear combinations of determinants according to Eq. (1-4) must
be found. Using these coefficients, the elements of the Hamiltonian
matrix of Eq. (1-6) can be written
(S c (Dk H Dc). (1-7)
Application of the rules for expressing matrix elements between
determinantal functions in terms of integrals over the orbitals of
which these functions are constructed, as will be shown in more detail
in Chapter III, reduces the elements of the right side of Eq. (1-7)
to simple sums over molecular integrals:
k I )~Mii k I ki k I k I - k I k I(Dk 1HID) =; Fi i ) + z G [ ( ) - + ) ] (1 -8)i i I
where
k I k I-*(i i i  f( 1 l i (r1)dV 1
and
k I4  k I k k I(i i1 0j j) i (r  i (r l) g 1 j (r j (rZ )dVldVZ
The operators, fi and gij, are the one-and two-electron terms in the
Hamiltonian, i. e., H = M f + M gi.. The superscripts on the
i pairs j
orbitals refer to the configuration or determinant to which they belong.
m
The coefficients, F, and G, as will be shown in Chapter III, are 0 or -1.
Essentially, if one is to build up the Hamiltonian matrix of
Eq. (1-6), one needs the integrals of Eq. (1-8), namely the one- and
two-electron integrals in terms of the spin-orbitals of the basis set from
which the determinantal functions are constructed. Actually, it has been
found to be convenient to provide the computer with the necessary
molecular integrals in terms of a more primitive, non-orthogonal basis
and to have them converted to the appropriate orthogonal basis within
the machine by a preliminary section of the program. Then, using the
rules for reducing matrix elements between determinants and the set of
coefficients cj, the program builds up the Hamiltonian matrix of
Eq. (1-6) for each symmetry a and diagonalizes. This is carried out
for several angles and several oxygen-hydrogen separations. By the
mixing of configurations, some of the correlation between electrons will
be represented, but the limited basis does not allow a completely
satisfying representation of this correlation.
By way of comparison a calculation of the electronic structure of
the ground state only has also been made by the simpler method of the
"extended valence-bond" or "modified electron-pair" approximation
mentioned above. T his method, found by the previous researchers to be
the next best to configuration interaction, does handle some electron
correlation within bonds. In calculations on more complicated molecules,
configuration interaction of the scope used here would be practically
impossible, while the modified electron-pair approximation could be
manageable. Thus, in this case in which both can be done, it is
14
advantageous to compare their results.
In much of the work on the configuration interaction approx-
imation, use was made of an unpublished memorandum of John C.
Slater. In the Chapters that follow, when reference is made to
Slater with no indication of a published work, it will be to this
memorandum that the reference is made.
15
CHAPTER II: ATOMIC BASIS ORBITALS AND MOLECULAR INTEGRALS
Having considered in outline the process by which the Hamiltonian
matrix elements in terms of the many-electron symmetry functions are
reduced to sums of integrals over atomic single-particle functions, let
us now follow the steps through in more detail and in the order in which
the computer programs proceed, namely, from the integrals over
atomic orbitals to the Hamiltonian matrix. In the present chapter,
our attention will be focused on the choice of the primitive atomic
orbitals and the transformations of these into a suitably orthogonalized
and hybridized basis set, from which the determinantal many-electron
functions will be constructed. The corresponding transformations of
the molecular integrals in terms of the primitive basis to integrals in
terms of the new basis will also be discussed.
1. Choice of the Primitive Atomic Orbitals
As was mentioned in the introduction, the choice of the form
of the atomic orbitals is very important in a limited configuration interaction.
Other calculations, particularly that of Karo and Allel) for the hydrogen
fluoride molecule, have shown the importance of using atomic orbitals
with a better radial dependence than that given by the use of single-
term Slater-type functions. They found that atomic Hartree-Fock functions
for F gave a considerably better result than the Slater-type functions
with a single exponential. One would hope to get an even better result
for the energy than that found by using atomic Hartree-Fock orbitals
if one constructed an analytic function which approached the atomic
16
Hartree-Fock function for large internuclear separations but which
could adjust to the molecular environment at closer internuclear
distances. This approach has been explored in the present work
with results which confirm our suspicions as to the importance of
the form of the atomic orbitals.
In order to allow comparison with the results of McWeeny and
Ohno, we first used the same primitive atomic basis set that they and
the Ellison and Shull before them had used. This consists of single-
term Slater-type orbitals with the screening constants chosen to
give the best atomic energy. In our calculations, the integrals over
these orbitals were not approximated but computed accurately.
Further, the configuration interaction calculation for the ground state
involves eighteen configurations and would have been thought to be
far superior to any used by McWeeny and Ohno. Nevertheless, the
results of our calculation with these orbitals are not as satisfactory
when compared with experimental values for the dissociation energy
and total molecular energy as those of Ohno and McWeeny. It seems
that the estimated integrals gave a better result than would actually
be justified by the orbitals and methods used. Thus, we decided to
investigate the effect of using a more adequate representation of the
radial dependence of the L shell orbitals on the oxygen.
As a first step, the simplest improvement on the single-
term atomic orbitals seemed to be to add one or two more terms as
needed to give a reasonably satisfactory fit to the atomic Hartree-
MMUM
Fock functions since these were to be the limiting form of our functions
in the case of large internuclear separation. It was found that two terms
were adequate for the 2s orbital, while three were needed for the 2p
orbitals. These terms correspond roughly to the core, peak, and
tail of the function, with the core part of the 2s being handled by its
orthogonalization to the ls. The forms of the Zs functions, with the
screening constants found to give the best fit for the atomic case, are
as follows:
2 k k
2s =rr E Be- , (2-1)
i=l 3w
where k 1 is the best single-term value, 2, 275, and k2 = . 78. The
coefficients Bi are free to vary, one of them being chosen so as to
keep the function normalized. For the Zpz function, for example, we
have
2pz = r cos Ai e -k , (2-2)
where kl and k2 are the same as for the 2s function and k3 = 6. 59.
The Ai are to be varied, one of them being determined by the requirement
of normality. In the case the A l and B 1 are unity and the other
coefficients vanish, we return to the functions used by McWeeny and
Ohno. Another set of coefficients give the best fit possible to the
atomic Hartree-Fock orbitals.(2) Variations from these coefficients
which allow the atomic charge density to move out radially give a
considerable improvement in the molecular energy. A test of our
I
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success in representing the atomic functions of the separated
oxygen is the resulting atomic energy value of -74. 737 a. u. as
compared with Watsonks value of -74. 809 a. u. The value of the
atomic energy in the case of atomic oxygen energy with the Hartree-
Fock functions of Hartree, Hartree and Swirles(3) is -74. 789 a. u.
The other atomic orbitals, the is functions on oxygen and the
hydrogens, are given simply as follows, the same ones used in the
two previous calculations:
1s 0 = (k3/w /2 ek or , where k = 7. 7,
1= (kH p/r)1/2 e- kHr lI
and h 2 = (k /r)1/2 e -kHr , where kH 1. (2-3)
It was felt that the is electrons on oxygen are probably very little
affected by the presence of the hydrogens in the molecule. Some of the
error arising from the use of this simple orbital for the is is no
doubt cancelled out in computing the binding energy of the molecule, since
the same is function is used for the atomic energy calculation for the
separated oxygen. The use of hydrogen functions with a fixed screening
constant of the same value as for atomic hydrogen is much less
justifiable. Some variation of this parameter should be allowed for,
but, with the present form of the computer programs for molecular
integrals and for the configuration interaction calculation, this was
not able to be done in a significant way. Further, within the scope
of the present number of configurations some polarization of these
m I
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hydrogens could be allowed for by the floating orbital technique. (4)
With adaptations of the present programs, this polarization and the
variation of screening constant could be introduced, with the
simultaneous variation of the oxygen functions. This seems to be
the next step to be taken in improving the present calculations.
The primitive atomic functions which we have just discussed
can be written conveniently as a row vector:
a = (xy ozohlh02 osh 0 ) (2-4)
where the superscript o indicates that these are the primitive functions
and where the s is the 2s function of Eq. (2-1) which has been ortho-
gonalized to the oxygen Is, and x, y, and z are the 2p orbitals:
S (2s - OS o (1. - (S)2)1/2 (2-5)
where OS is the overlap integral of the 2s of Eq. (2-1) and the Is function,
oo. The z-axis bisects the angle between the bonds and the positive
x-axis points towards the first hydrogen (see Fig. 2-1).
2. Orthogonalization of the Hydrogen Orbitals
To form an orthogonal atomic basis set, we choose to
orthogonalize the two hydrogen orbitals to one another and to the
oxygen orbitals, leaving these undisturbed. If we were allowing
a mixing of all the possible product, many-electron functions, all
possible fillings of the atomic orbitals, it would not matter how the
20
orthogonalization was carried out. In the present calculations, however,
the oxygen is orbital will always be kept doubly occupied and there will
be some restriction on the occupancies of the 2s orbital, while all
occupancies of the hydrogen orbitals will be allowed. Thus, it is
best to orthogonalize the hydrogen orbitals to the others.
This orthogonalization process is easier to follow if we first
make linear combinations of the two hydrogen orbitals: (hl1 - h2 0 )
and (h10 + hz2 ). The difference function is orthogonal to all but the
2px, while the sum function must be made orthogonal to the Is, Zs, and
the 2pz. Thus, we can form two linear combinations, the first of which
is an antisymmetric function in x, the other symmetric:
hl0 - h20 - 2 HP sinO x0
and hlo + h20 - 2 HO oo - 2 HS so - 2 HP cose z0 ,
where HO is the overlap between oo and one of the ht s, HS the same
with the so, and HP between a 2p orbital and an h function located on
its axis. It is easy to verify that these two combinations are orthogonal
to all the oxygen functions'and to each other. It remains to form
orbitals more localized on the hydrogens. This is done by normalizing
each of the above functions and then taking their sum and difference.
The resulting transformation is
(ho + h)/2- 2 HO oo -2HS so - 2 HP cosoez
, 2 + HH - 2(HO) - 2(HS) - 2(HP)2 cos20)1/2
S( 1 - ho)2 - 2 HP sinex
o
(1 - HH- 2(HP) 2 sin 2) 1/2 (2-6)
Lý II
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where the minus sign goes with the h., the positive sign with h 1 .
Except for the orbitals so and z0 which will undergo a further
transformation, the other orbitals are in the form in which they
will be used to construct the determinantal functions. Therefore,
the superscripts on these later orbitals are now dropped.
The molecular integrals in terms of the primitive basis
are first transformed to the orthogonal basis and subsequently to a
basis in which hybrid orbitals are formed from the so and z 0 orbitals.
Let us look briefly, therefore, at the way in which the integrals are
transformed. Symbolically, we may write the orthogonalizing
transformation
at = (xyz h l h os )  = a V1 2 o0
where the fourth and fifth columns of V are just the coefficients in
-- O
Eq. (2-6). Following McWeeny and Ohno, we may set up the one-
and two-electron integrals in matrix form. (5) Thus, if we write
fpq = f a (f)op aqdV and ftpq for the corresponding integral in terms
of the primed functions, where (f) is one of the one-electron
operators in the Hamiltonian, then the transformation can be simply
written ft = Vtf V . Further, the two-electron integrals may be
-o - -o
gathered into a 28 by 28 matrix with the elements gpq, rs
fap (i)aq(1)(gl)opar (2)as(2)dV1 dV 2 , with a similar matrix for the primed
orbitals, both with a restriction that p < q and r < s. Then, each pair
MM-O
7 7
of functions can be expanded in the form, a t(1)a t(i) = Z Z (V )m a (1)x
7 q ml n=l op m
(V)nq an(l), which can be reduced to 2 2 V( 2) a (1)a (1),
onq - nl m=l mn, pq m n
where V(2)mn pq ()(V)nq - (V) (V (V ) for m n, and V() mn pq
(V )mq(V )mp for m = n. With this notation we can write the transformation
of the two-electron integrals very simply as gt = V()tg V (2). In actually
programming these transformations for the computer, it is not
advantageous to carry through the full matrix multiplications as indicated,
since only two orbitals are affected. But this is the clearest way to
symbolize the transformation and to indicate how one would carry it
out in a more difficult problem.
3. Hybridization of the 2s and Zpz Orbitals
Once an orthogonalized basis set of atomic orbitals has been
established, hybrid orbitals appropriate to the problem at hand should
be formed. We could choose, as we will in the extended valence-
bond approximation, to use the four orbitals
bl, 2 L (zocosa + so sina +)/± -
and .1, 2 = (sO cosa - zo sina + y)/J•-
where the first indices take the upper signs. The b, or bond orbitals,
can be made to point in the direction of the hydrogens, which would
allow for maximum overlap and presumably minimum energy. Actually,
it will be seen that a slightly "bent" bond is favored, that is, the b
orbitals point in towards one another somewhat and not directly along
the direction to the hydrogens. The I orbitals are the lone pair
orbitals pointing in the negative z direction, above and below the plane
of the molecule.
Lý r
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In the configuration interaction treatment we are using,
since all occupancies of the x and y orbitals are allowed, it is
entirely equivalent to use a simpler hybridization, as Slater has
pointed out. In fact, if all the configurations arising from the so
being either doubly, singly or not occupied were taken into consider-
ation, there would be no need of hybridization at all. But, since,
following Slater, we want to reduce the number of configurations
involved and since we suspect that the 2s orbital is very nearly doubly
occupied, we use the following hybrids, the first of which will be kept
doubly occupied in all configurations, the second of which will be
allowed all occupancies:
s s c osa - z sina
z = sosina + z0 cosa (2-7)
The molecular integrals must be transformed to this new basis
by an operation similar to the orthogonalizing transformation. The final
basis set may be symbolized:
d = (xyz hlh2 os) = at VH (2-8)
where V is the matrix which transforms according to Eq. (2-7). The
orbitals are now in the proper form for constructing the determinantal
functions and the molecular integrals over these orbitals in the proper
form for expanding the energy matrix elements in terms of these
determinantal functions. Before we turn to the discussion of the
determinantal functions, let us consider the actual form of the one-
24
and two-electron operators, fi and gij, and the types of integrals over these
operators which will be required as input to any program for computing
the molecular energy.
4. The Molecular Integrals
The Hamiltonian operator for a system of N electrons in the
presence of M nuclei is
N M N
Ho p = - 1 2 Zrp/r. + Z 1/rij (2-9)i = 1 2 1 i< j=
if we neglect magnetic effects and nuclear motion, in the Born-Oppenheimer
approximation. Vi.2 is the Laplacian operating on the coordinates of the
ith electron. ZIj is the charge on the lLth nuclei. The sum over i and
j of the electronic repulsion term, 1/rij , is taken over all pairs of
electrons, once. The units used here are Hartree atomic units, in
which length is measured in units of the first Bohr orbit of hydrogen,
-8
.528 x 10- 8 cm., and energy is in units of twice the Rydberg, or 27. 21 ev.
In the case of the water molecule, N is ten, M is three, Z 1 is
eight, and Z2 and Z 3 are one. The required integrals are all the
distinct overlap, one-electron kinetic energy and nuclear attraction,
and two-electron repulsion integrals that exist for the primitive
atomic orbital basis set a of Eq. 2-1. The definitions of these integrals
are as follows:
Overlap: O(m/n) = f am (i) an (ir) dVi
1 2Kinetic energy: KE(m/n) z - - f am (ri V a n (ri) dVi
Nuclear attraction: NF(P/mn) = . am(ri)(1/rip) an(r )dVi
lsP. ) -Electron repulsion: (mn/pq) = ff" am(r) an(r_')(I/r )aV (r)a (rj)dVidVj
r
(2)
(1)
FIG. 2-1: COORDINATE SYSTEM FOR
WATER MOLECULE
( Y -AXIS OUT OF THE PAGE)
(1) PRIMED, OH-SYSTEM
(2) UNPRIMED, H20-SYSTE
THE
H2
M
The integral over the gij operator is simply the electron repulsion
integral, The integral of the one-electron operator, which from
Eq. 2-9 is f. = - 2 - 8/r i 0 - 1/rH- 1/riH ,is constructed from
2 1 2
the above one-electron integrals:
(m/n) fmn = am (r-)fi a (ri)dV =
KE(m/n) - 8NF(O/mn) - NF(H1 /mn) - NF(HZ/mn) (2-11)
The number of integrals to be computed is considerably
reduced if the two-center integrals involving oxygen orbitals are
computed in a rotated frame, with the z-axis along the OH line. The
integrals in the H 2 0 system are gotten from these by a simple
transformation based on the rotation of coordinates (see Fig. 2-1).
The two-center integrals, as well as the one-center integrals,
were computed with the SHARE distributed program DIATOM which
was written by F. J. Corbato and A. C. Switendick. The three-center
nuclear attraction integrals and all the two-electron integrals were
computed by packages of programs based on the Barnett and Coulson
method of expanding all orbitals about one center. (6)
MENEEMNNq NEEMW
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CHAPTER III: THE CONFIGURATIONS AND THEIR INTERACTION MATRIX
Thus far, we have established the orthonormal set of atomic
orbitals from which the many-electron function will be constructed
and transformed to this atomic basis the molecular integrals required
to evaluate matrix elements with respect to the many-electron function.
Now we will consider the determinantal functions which arise from the
different possible assignments of electrons to the atomic orbitals
and the linear combinations of definite symmetry which are constructed
from these determinants.
1. Determinantal Functions
As has been mentioned in the previous chapter, the Is
orbital and the Zs-like hybrid of oxygen will always be kept doubly
occupied. This means that there are six of the ten electrons left
to be assigned to the other orbitals. A further simplification arises
from the fact that we choose to work with states of total magnetic
quantum number, M S, equal to zero, which means three electrons
will have spin up and three, spin down. Since there are five space
functions left, x, y, z, h 1 , and h2 , there are five spin-orbitals with
1 1
m - and five with m = - -. It is now easy to see that, assigning
2 2
three electrons of spin up to five spin-orbitals, and three of spin
down to the other five, the resulting number of configurations will
be ( 5 /2! 3) x (5!/2! 3!) = 100. Following Slater, we will designate
these configurations by two-digit numbers running from 00 to 99,
where the first digit indicates to which orbitals the spin-up electrons
are assigned and the second to which the spin-down electrons are assigned.
The assignments are listed in Table 3-1. Thus, for example, by (19)
Lý
we indicate the determinantal function formed from the spin-orbitals
(x4 y*h1 os z h1'Z h2 os ), in the order indicated. The basis ordering
of spin-orbitals in the determinantal functions will be as shown here,
the + spins coming before the - spins, and the spatial orbitals
arranged according to the order in Table 3-1. Interchanging any
two of the symbols will change the sign of the function, since it is
a determinant.
TABLE 3-1
xyz 0 yzhl 3 xzh2 6
xyhl 1 yzh 2  4 xh1h2  7
xyh2  2 xzh 1  5 yh h2  8
zhlh 2  9
The one hundred determinantal functions which arise from the
assignments of electrons we have allowed are not states of definite
spin and space symmetry. If linear combinations of these determinants
are constructed which do have a definite symmetry, the Hamiltonian
matrix will factor into several submatrices since the states of different
symmetries will not mix. Let us next consider how these symmetry
states may be constructed.
2. Symmetry Functions
There are two space operations which leave the Hamiltonian
invariant, Rx , the reflection of x into -x, and R y, the reflection of
y into -y. We assume, for the present problem that both oxygen-
hydrogen distances are the same and that the z-axis bisects the hydrogen-
hydrogen angle. The effect of these operations on the determinantal
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functions is to transform them into other determinantal functions.
From this behavior, we can easily find those linear combinations
of a definite symmetry. For example, if we operate on (19) with
Rx , x goes into -x and h1 and h2 are interchanged, resulting in the
determinant -(x+y+h2 +z-h2-h-1 ), where we omit the o and s orbitals.
If we reverse the order of hl and hZ , with the required change of
sign, the determinant is brought back to standard form and we find
Rx(19) = (29). In a similar way, we can see that R y(19) = - (19), since
the y+ changes sign. Thus, the linear combinations, (19) + (29) and
(19) - (29), both change sign under the operation Ry, but only the
difference changes sign under R x
There are four symmetry types under the space operations
Rx and R . If the sign changes under neither operation, the type will
be called F i, if under both, I 2 , if only under Rx, r 3, and if only
under Rys, 4' For this simple case of the water molecule, it is
reasonably straightforward to find the combinations of determinants
which behave according to these four symmetries.
Next, let us consider the behavior of these determinantal
functions, or the space-symmetric combinations, under the total
2
spin operator S . All of the determinants are already M s = 0
states for the operator Sz . For such functions, as Slater shows ( 1 )
the S 2 operator has a diagonal matrix element equal to one half the
number of orbitals in the determinantal function with unpaired spins.
The non-diagonal matrix elements of this operator are unity to each
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of the determinants which can be formed from the original one by
interchanging the spins of a pair of unpaired orbitals with opposite
spin. As an example of this rule, let us consider S 2(18) = SZ(x+y+hl+ y-hl-h 2 )
The unpaired orbitals here are x+ and h 2 . Hence the diagonal matrix
element is unity. There is a non-diagonal matrix element of unity to
the determinant (x y h 1 +yh hz )= -(y hI h+ x yhh1 ) -(81). Thus,
82(18) = (18) - (81). Similarly, S2(81) = (81) - (18). From these two
expressions, it follows that S2[ (18) + (81)] = 0 and that S2 [ (18) - (81)]=
2 [ (18) - (81)] , that is that the sum is a singlet and the difference a
triplet. The situation is similar for each of the determinantal functions
having only two unpaired electrons.
For the case of four unpaired electrons, for example, let
us consider (23) = (x+ y +h2 yzh ), in which the four electrons in
+ _+
x+, hI  , z , and h2 are unpaired. The diagonal matrix component
is now two and there are non-diagonal matrix elements of unity to four
other determinantal functions:
+ + + 2(xy+h2 +yz+hl) = - (41), (x-y+h2+y-z-h1+) (80), (x+y+h2 y-z +hh) (08),
and (x y +h y z h1 ) - (14). Hence the effect of S? on (23) is
82(23) = 2(23) - (41) + (80) + (08) - (14).
In the same manner, we find that S 2(32) = 2(32) - (41) + (80) + (08) - (14),
which leads us directly to the triplet function, since S2[ (23) - (32)] a
2 [ (23) - (32)] . In the case of only one unpaired set of electrons,
MillllllllHilli
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we also found that the difference of the determinantal function and
the functions with indices reversed was a triplet. This turns out to
be the case for all the determinantal functions. But the singlets and
quintets for the case of four unpaired electrons are more difficult.
From the branching diagram for four electrons in different
space orbitals, we know that we should look for one quintet, three
triplets, and two singlets from (23), (32) and the determinants that have
non-diagonal matrix components with them. The triplets are (23) - (32),
(08) - (80), and (14) - (41). One can make three linearly independent
combinations of these triplets, two of them 3 1 and one 3 3. The
quintet and singlets will involve the three sums (23) + (32), (08) + (80),
and (14) + (41), since they must be orthogonal to the triplets. From the
above behavior of (23) under the spin operator and the corresponding
results for the other determinants, we can write
S 2[ (23) + (32)] = 2 [ (23) + (32)] + [(08) + (80)] - [(14) + (41)] ,
S 2 [ (08) + (80)] = [ (08) + (80)] + [(23) + (32)] - [(14) + (41)] ,
and S [ (14) + (41)] = [ (14) + (41)] -[ (23) + (32)] - [(08) + (80)]
Adding these three equations, we find the quintet:
S 2[ (23) + (32) - (14) - (41) + (08) + (80)]=
6[ (23) + (32) - (14) - (41) + (08) + (80)]
Two singlets, orthogonal to each other and to the states of other
multiplicities can be found by inspecting the above equation for the
sums of the pairs of determinants. Thus, we have
I .
s2[ (14) + (41) + (23) + (32)] = 0,
and, S2[ 2(08) + 2(80) + (41) + (14) - (23) - (32)] 0.
Turning to the results of applying the space operators to each of the deter-
minants, one would find that the above states of definite multiplicity are
also states of definite space symmetry. They are 5 r 1' 3 3  3 r
11r, and 13'
From the above two examples, one can see how to proceed in
the construction of the symmetry functions. Slater, in his memorandum
on setting up the configuration interaction treatment of the water molecule,
has listed the results of this procedure. These are reproduced in
Table 3-2. The functions are normalized and the functions of the same
symmetry have been so chosen as to reduce to definite states of the
separate atoms. These states are listed in the table just after the
name of the symmetry function. Slater has obtained them by removing
the hydrogen orbitals from the symmetry functions, after rearranging
the determinants to put these orbitals at the end. The oxygen functions
thus obtained are compared with oxygen functions expressed in the
symmetry appropriate to the water molecule, C2v, and identified as states
of atomic oxygen. One could do the same thing by simply applying the
S and the L2 operators to the symmetry functions with the hydrogens
removed. As a test of the programs for computing the configuration
interaction, we have put in integrals corresponding to the separated
atoms, i. e., omitting the oxygen-hydrogen and hydrogen-hydrogen
interaction integrals and keeping only one-center integrals, and have
=MN I
Table 3-2
Symmetry functions for H2 0, in terms of determinantal functions
17 1
s(00),
s(01)),
2(0,),
S(03),
S(04),
S(05),
S(06),
s(07),
s(08),
S(09),
S(10),
S(11),
S(12),
S(13),
S(14),
S(15),
S(16),
S(17),
1
2
S(18),
s(19),
S(20),
O= 1S H+H+
- 2po H +H
O3p HH
O ID HH
It
O S H+HH
O lD H+H
it
Soo1 Is H+H -O+ 2D1 H-
O+ 2po HH-
0 1 HH
O+ + 1 S HH
O- 2pOH+H
O3P HH
O ID HH
(00)
1/2[ (o01)+(10o)+(oz02)+(20o)]
1/2[ (03)+(30)-(04)-(40)]
12-1/2[ 2(08)+2(80)+(14)+(41)-(23)-(23)-(32)]
12-1/2 [2(12)+2(21)-(34)-(43)-(56)-(65)]
1/2[ (34) + (43)-(56)-(65)]
6-1/2[ (12)+(21)+(34)+(43)+(56)+(65)]
1/2[ (13)+(31)-(24)-(42)]
12-1/2[ 2(11)+2(22)-(33)-(44)-(55)-(66)]
1/2 [(33)+(44)-(55)-(66)]
6-1/2[ (11)+(22)+(33)+(44)+(55)+(66)]
8-1/2[ (18)+(81)+(28)+(82)-(59)-(95)-(69)-(96)]
8-1/2[ (38)+(83)-(48)-(84)-(57)-(75)+(67)+(76)]
8 - 1 / 2 [(18)+(81)+(28)+(82)+(59)+(95)+(69)+(96)]
8-1/2[ (38)+(83)-(48)-(84)+(57)+(75)-(67)-(76)]
2-1/2[ (77)-(88)]
6-1/2[ (77)+(88)-2(99)]
3-1/2[ (77)+(88)+(99)]
1/2 [(05)+(50)-(06)-(60)]
12-1/2[ 2(07)+2(70)+(16)+(61)-(25)-(52)]
1/2[ (36)+(63)+(45)+(54]
- -- 1
3 4
Table 3-2 (cont)
s(21),
S(22),
s(23),
S(24),
S(25),
s(26),
S(27),
S(28),
5(29),
S(30),
5(31),
5(32),
5(33),
5(34),
5(35),
5(36),
S(37),
S(38),
S(39),
1/2[ (15)+(51)-(26)-(62)]
1/2 [ (35)+(53)+(46)+(64)]
8-1/2 [ (37)+(73)-(47)-(74)+(58)+(85)-(68)-(86)]
24-1/Z[ 2(19)+2(9l)-2(29)-2(92)-(37)-(73)
+(47)+(74)+(58)+(8 5)-(68)-(86)]
s-1/2[ (17)+(71)+(27)+(72)+(39)+(93)+(49)+(94)1
8-1/2 [(17)+(71)+(27)+(72)-(39)-(93)-(49)-(94)]
2-1/2 [(78)+(87)]
0+ 2 D° HH-
tt
0+ 2po HH
+ + ID H-H-
it
0 D H+H
0+2 DoHH-it
0 + 2p0 HH-
0+ + 1D H-H-
1/2 [(01)+(10o)-(o)-(02)-(20)]
1/2[ (03)+(30)+(04)+(40)]
1/ 2[(14)+(41)+(23)+(32)]
1/2 [(13)+(31)+(24)+(42)]
12-1/2 [2(11)-2(22)-(33)+(44)-(55)+(66)]
1/2 [(33)-(44)-(55)+(66)]
6-1/2[ (11)-(22)+(33)-(44)+(55)-(66)]
8- 1/2 [(18)+(81)-(28)-(82)-(59)-(95)+(69)+(96)]
8-1/2[ (38)+(83)+(48)+(84)-(57)-(75)-(67)-(76)]
8-1/2[ (18)+(81)-(28)-(82)+(59)+(95)-(69)-(96)]
8- 1/2 [(38)+(83)+(48)+(84)+(57)+(75)+(67)+(76)]
2-1/2 [(79)+(97)]
_ I I
--- i
r 4
S(40),
S(41),
S(42),
S(43),
s(44),
s(45),
s(46),
S(47),
S(48),
S(49),
3 1
s(50),
s(5 ),
s(52),
s(53),
s(54),
s(55),
s(56),
s(57),
s(58),
O- 2poH+H
O 3P HH
O 1D HH
O 1D H+H
IT
O+ 2Do HH-
O+ 2p0 HH-+ + 1D H-H-o D HH
O- 2p0 H+H
It
O P HH
O 1D DHH
O+ 2DO HH-
O 2D3 P HH-
O+ 2p0 HH-
1t
1/2 [(05)+(50)+(06)+(60)]
12-1/2[ 2(09)+2(90)-(36)-(63)+(45)+(54)]
1/2 [(16)+(61)+(25)+(52)]
1/2 [(15)+(51)+(26)+(62)]
1/2 [(35)+(53)-(46)-(64)]
8-1/2 [(37)+(73)+(47)+(74)+(58)+(85)+(68)+(86)]
24-1/2 [2(19)+2(91)+2(29)+2(92)- (37)-(73)
-(47)-(74)+(58)+(85)+(68)+(86)]
8-1/2[ (17)+(71)-(27)-(72)+(39)+(93)-(49)-(94)]
8-1/2[ (17)+(71)-(27)-(72)-(39)-(93)+(49)+(94)]
2-1/2[ (89)+(98)]
1/2[ (01)-(10)+(02)-(20)]
1/2 (03)(3)-(30)-(04)+(40)]
2-1/2[ (08)-(80)]
1/2[ (14)-(41)-(23)+(32)]
1/[ (13)-(31)-(24)+(42)]
8-1/2[ (18)-(81)+(28)-(82)-(59)+((95)-(69)+(96)]
8 -1/2 (38)-(83)-(48)+ (84)- (57)+(75)+(67)-(76)]
8-1/2 [(18)-(81)+(28)-(82)+(59)-(95)+(69)-(96)]
8-1/2 [(38)-(83)-(48)+(84)+(57)-(75)-(67)+(76)]
7
-- -
:T~,T~d
,)t)
3
2
S(59),
S(60),
s(61),
S(62),
S(63),
S(64),
s(65)),
S(66),
S(67),
S(68),
S(69),
S(70),
3
S(71),
s(72),
S(73),
5(74),
S(75),
S(76),
S(77),
s(78),
O- 2pO H+H
O 3P HH
O 3p H+H -
1D
O+ 4S0 HH-
O + 2D0 HH-
Of 2pO HH-
It0+ 3 o
O PS HH
O 3 P H+H
0 2 DO HH-
1/2 [(05))-(50)-6)+(60)]
1/2 [(36)-(63)+(45)-(54)]
2- 1/2 [(07) - (70)]
1/2 [(16)-(61)-(25)+(52)]
1/2[ (15)-(51)-(26)+(62)
1/2 [(35)-(53)+(46)-(64)]
12-1/2[1 (19)-(91)-(29)+(92)+(37)-(73)
-(47)+(74)-(58)+(85)+(68)-(86)]
8 - 1/2 [(37)-(73)-(47)+(74)+(58)-(85)-(68)+(86)]
241/2 [12(19)-2(91)-2(29)+z(92)-(37)+(73)
+(47)-(74)+(58)-(85)-(68)+(86)]
8-1/2 [(17)-(71)+(27)-(72)+(39)-)+(349)-(94)]
8 - 1 / 2 [ (17)-(71)+(27)-(72)-(39)+(93)-(49)+(94)j
2-1/2 [(78)-(87)]
1/2 [(01)-(10)-(02)+(20)]
1/2[ (03)-(30)+(04)-(40)]
1/2[ (14)-(41)+(23)-(32)]
12-1/2[ 2(12)-2(21)-(34)+(43)-(56)+(65)]
1/2[(34)-(43)-(56)+(65)j
61/2[ (12)-(21)+(34)-(43)+(56)-(65)]
1/2[ (13)-(31)+(24)-(42)]
8-1/2[ (18)-(81)-(Z8)+(82)-(59)+(95)+(69)-(96)]
II
S(79),
s(80),
s(81),
S(82),
33 4
S(83),
S(84),
s(85),
S(86),
S(87)
s(88),
s(89),
S(90),
s(91).
S(92),
S(93),
s(94),
5
S(95), 0 3P HH
0 + ZDo HH-
S 2 pO HH-
It
++ 3 H-H-
O- 2pO H+H
O 3 P HH
SD HH
O 3p H+H -
0 + 4S HH
O+ 2D 0HH-
It
4
0 + 2po HH-
o++ 3P H-H-
8-1/2[ (38)-(83)+(48)-(84)-(57)+(75)-(67)+(76)]
8-1/2[ (18)-(81)-(28)+(82)+(59)-(95)-(69)+(96)]
8- 1/2 [(38)-(83)+(48)-(84)+(57)-(75)+(67)-(76)]
2 -1/2[ (79)-(97)]
1/2 [(05)-(50)+(06)-(60)]
2-1/2 [(09)-(90)]
1/2 [(16)-(61)+(25)-(52)]
1/2[ (36)-(63)-(45)+(54)]
1/2[ (15)-(51)+(26)-(62)]
1/2 [(35)-(53)-(46)+(64)]
12-1/2[ (19)-(91)+(29)-(92)+(37)-(73)
+ (47)-(74)-(58)+(85)-(68)+(86)]
8- 1/2[ (37)-(73)+(47)-(74)+(58)-(85)+(68)-(86)]
24-1/2[ 2(19)-2(91)+2(29)-2(92)-(37)+(73)
-(47)+(74)+(58)-(85)+(68)-(86)]
8-1/2[ (17)-(71)-(27)+(72)+(39)-(93)-(49)+(94)J
8-1/2[ (17)-(71)-(27)+(72)-(39)+(93)+(49)-(94)]
2-/21 [ (89)-(98) ]
6-1/2[ (08)+(80)-(14)-(41)+(23)+(32)]
1
512
S(96),
s(97),
6-1/2 [ (07)+(70)-(16)-(61)+(25)+(52)]
12-/2 [ (19)+(91)-(29)-(92)+(37)+(73)
-(47)-(74)-(58)-(85)+(68)+(86)]
6 1-2 [ (09)+(90)+(36)+(63)-(45)- (54)]
12-1/2 [ (19)+(9 1)+(29)+(92)+(37)+(73)
+(47)+(74)-(58)-(85)-(68)-(86)]
OPHH
O+ 4So HH
O P HH
O+ 4So HH
5
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s(98),
S(99),
t __ ·
j39r
found that the symmetry functions do go to the proper levels in this
limit.
3. Matrix Elements of the Hamiltonian with respect to the Symmetry
Functions
Once the expressions for the symmetry functions have been
found, the Hamiltonian matrix in terms of the determinantal functions
can be transformed simply into the symmetry basis, in which it factors.
Calling the coefficients of the expansions in Table 3-2 Cdk, we may
indicate this transformation as
100 100
H a =Sa Hop SadV = Z T ca a Ho0  (3-1)
mn ISm n 10 kl C1 mk rd kik=l I=1
where Hko 0 Dk Hop D dV0. The Sam is the mth state of symmetry a,
Dk is the kth of the determinantal functions, or, in the previous notation,
Dk is the determinant (k-1), and the integrations are over all ten electrons.
In actual computation, the summations are not carried out over all the
determinantal functions, but only those few involved in a given symmetry
function. The H0 are given by the general formulas for the matrix
elements of one- and two-electron operators between determinantal
functions.(2) These formulas are now to be discussed.
For the one-electron operators, Z fi, the diagonal matrix com-
1
ponent is E(m/m), where (m/m) Um(i )f i Um(rIn) dVi. where um is
m
the mth spin-orbital and the sum is over all the ten spin-orbitals occupied
in the determinant in question. The integral is over the space of
any electron, including a summation over spin.
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The non-diagonal matrix element of the one-electron
operators vanishes unless the two determinants differ in only
one of their spin-orbitals. Thus, if um in one determinantal function
is replaced by umt in the other, both hiving the same spin and the
order of identical orbitals being the same in both, the non-diagonal
matrix element is (m/m')= u U(r.) f um (r.i)dVi. The spins mustm 1 m 1 1'
be the same, since the integrations over the space of an electron are
always understood to include a summation over spin. If the two orbitals
in which the determinants differ, or those in which they are the same,
are not in the same order in the determinants, the change of sign
arising from the interchanging of columns necessary to put them in
the same sequence must be taken into account.
In the case of the two-electron operators, the diagonal
matrix component is 2 [(mmn/nn) - (mn/mn)] , where the Coulomb
m<n
integral is (mm/nn) fu (r.)u (ri.)]r.. u (rj)u r(j)dVidVj, and the
m 1 m 1 ij n jn i
exchange integral (mnlmn) = f U•.)un() 1 /ri. u m )u (r .)dV. dV..
mini mjn1 i f
If um and u do not have the same spin, the exchange integral vanishes
since the summation over spin is implicit in the integration over each
electron-space.
For the non-diagonal matrix elements of the two-electron
operator, 9gj, two cases can occur. The final determinant may
i<j
differ from the original in either one or two spin-orbital assignments.
If it differs in only one, having um replaced by umI, both appearing in
------------  M C
the same place in the determinants, once they have been rearranged,
the non-diagonal matrix element is
C [(mmt/nn) - (mn/mln)]
n m
where the first integral vanishes if um and u m do not have the same
spins and the second vanishes unless um , Um , and un all have the same
spins. If the two determinants differ in two orbitals, having um and u
replaced by UmY and uni in the final state, the non-diagonal matrix
element is two integrals:
(mm?/nn?) - (mn/mtnt),
with the usual conditions on the spins if the integrals are not to vanish.
Using these rules for the matrix elements of the determinantal
functions and the coefficients of the determinants in the symmetry
functions, we have written out explicitly the expressions for the
Hamiltonian matrix in the symmetry basis for the states of 1 1
symmetry. These expressions were used to check the computer programs
which calculate the elements of the Hamiltonian matrix for each symmetry
from the molecular integrals, the equivalent of a table of ca . coefficients
and the rules for the determinantal function matrix elements.
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CHAPTER IV: THE EXTENDED VALENCE BOND APPROXIMATION
One of the reasons for undertaking a configuration interaction
study of the electronic states of the water molecule has been to compare
the results it yields for the ground state with those obtained from a
much simpler approximation, an extension of the valence-bond method which
could be used for more complicated molecules for which a configuration
interaction calculation is not practical. McWeeny and Ohno found that
this approach, which they call the modified electron-pair method, gave
the best results of all the methods they used, except for configuration
interaction. (1) This approximation takes into account some of the
correlation between electrons of opposite spin by allowing different
orbitals for the two electrons of opposite spin within a bond; the
simpler methods do not have the possibility of representing this
correlation. The valence-bond wave function which we will set up
can be expanded in a series of the same determinantal functions that
were used in the configuration interaction calculations. Thus it is
possible to compare coefficients of the determinants in the best ground
state function from each approximation and discover what sort of
configurations in the more complete calculation make it superior to the
extension of the valence-bond method.
i. The Total Wave Function
The bond orbitals are to be constructed from the same
orthogonalized atomic basis set which was used in the configuration
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interaction calculation. It is simple to write the expression for the
energy of the ground state if all the orbitals are orthogonal to each
other except each pair in a bond. This pair must overlap in order.
that a single configuration give bonding. (z) Directed orbitals are
constructed from the atomic orbitals, as a first step:
bl, =(zo coss + so sina ± x)/4-,
and I, = ( s o cosa - z 0 sina ± y) / q, (4-1)
where the upper sign goes with the first subscript on the orbital, the
lower with the second. The two orbitals bl and b 2 point in the general
direction of the hydrogen nuclei. The two I orbitals are the lone pair
orbitals pointing away from the hydrogens.
The directed orbitals b 1 and b2 and the orthogonalized hydrogen
orbitals, h 1 and h 2 , are combined to form the bond orbitals:
A4 = cosklhj + sinklbl,
B4 = cosXk2 b + sink2 hl
A 5 = coskXh + sinklb2,
and B 5 = cosk 2 b 2 + sink2 h 2 , (4-2a)
where Xi and X2 are free parameters, to be used in minimizing the
energy. The lone pair and Is orbitals are not transformed, but they
will correspond to the following:
A 1 =B =0 (oxygen Is),
A = B2  1 '
and A 3 = B 3 1 2 . (4-Zb)
3
This set of A and B orbitals has the desired orthogonality properties;
namely, the only space-wise non-orthogonal pairs are the two orbitals in
the same bond. Thus we have the following overlap integrals:
JAiA j dV = AiBjdV = I BiBj dV 0, i j.,
JAiBidV 1 I, i = 1, 2, or 3,
and f AiBidV = S = cosX1 sinXZ + sinXkcosX 2, i = 4, 5 (4-3)
The ground state many-electron wave function constructed from
these orbitals must be a sum of determinantal functions such that it
possesses r 1 symmetry. There are four distinct determinants
arising from the possible spin assignments for the electrons in the
bonds:
++ - + + +
+1 = (A BI A2 2 A3 B3 A4 B4 A 5 B 5-)'
2 = (A 1 B 1 A B A 3 B 3 A4 B4 A5 B5 +b)
m3 (A1 +B A+B 2 A 3 +B3 A4 +B 4 A5 B5 +)
and *4 = (Al B+ A2 B2 A3+ B3 A4 B4 A 5 B 5+)
No new functions can be produced by switching spin assignments in the
non-bond orbitals since A. and Bi are identical for i = 1, 2, and 3. The
combination of these functions with total spin zero is - Z- 3 + 14'
as can be shown by applying the rules for operating on such functions
with the S2 operator. (3) The space symmetry of this above linear
combination of the four determinants can also be checked and is ri1
thus, we have a 1lr state, as desired. Making use of the relations
of Eq. 4-3, we find for the normalized, extended valence-bond wave
function for the electronic ground state of the water molecule:
F-
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2.(<) 1 ) - 3 + ÷4) .(4-5)
z(1+s )
It is worthwhile to expand this function in terms of the symmetry
functions of Table 3-2. The expansion coefficients can then be compared
with the eigenvector components for the configuration interaction ground
state. To make such an expansion, we must reconvert the orbitals used
in the valence-bond functions into the orthogonalized atomic basis set,
that is, transform back to the orbitals d of Eq. 2-8. Since the lone-
pair orbitals are a unitary transformation of the y and s orbitals, AZ
and B2 will be replaced by s, and A 3 and B3 by y. Using the
relationships
A4 = cosklh 1 + (z + x)sinX1/q Z ,
B4 = sinXkhl + (z + x)cosk 2/'h2 ,
A5 = cosklh 2 + (z - x)sinkl/1 T
and B5 = sink2 h2 + (z - x)cosX2 /1'
which follow from Eqs. (4-2a), (4-i), and (2-7), we expand the total wave
function of Eq. 4-5, sort out the symmetry functions of Table 3-2, and
thus determine their coefficients in terms of X1 and X2. We should
observe, however, that this procedure assumes that the hybridizing
parameter a is the same in both cases, the configuration interaction
and the valence-bond. In the discussion of results, in Chapter VI, we
will see how well this is verified and consider what differences in the
two values for a may mean.
-.- . • •._ -. . . . . • .. _ .
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The result of this expansion of the valence-bond wave.function
is as follows:
(1 + S )- 1 2 sin2X1 cosXZ] S(00)
+ \Tz [sin 2Xcos k2sink2 + sinklc os kX c o s 2 2]
[ (01) + (0 2)]
+ - [sinkIsink2 + cosklcosk ] 2
4
[ -2z3 S(03) + '4T S(04) - S(05)]
+ [ sink1 sinkXcos kXcosk 2]
1 22[2 S(07) + L- (08) + S(09) + 5(10)]
32 if
-[sink2 cos k1 cosk 2 + sink 1 sink2 C osk 1]
[s(11) + S(12) + S(13) + S(14)]
+ [ 2 cos 2 k1 sin2 X]
[ -1 s(15) + - S(16) + 1 S(I7)]. (4-6)
2. The Electronic Energy
The energy expression in this extension of the valence-bond
method can be separated into three parts, each capable of being
interpreted as a particular type of interaction. (4) The first group of
terms represents the interaction of the electrons within a bond or closed
shell:
Ebond ( + Si2)-1 [ (Ai/Ai) + 2 Si(Ai/Bi) + (Bi/Bi)
+ (AiAi/BiBi ) + (AiBi/AiBi)] (4-7)
where Si are the overlaps of Eq. 4-3, and where the notation for the
integrals is the same as used previously; two-orbital integrals are
over the f operator, four-orbital integrals over the g operator. Slater
points out that it is the term 2Si(Ai/Bi) which is mainly responsible
for the binding because it includes the interaction between the exchange
charge density and the nuclei.
The next set of terms in the energy expansion is the sum of
the electrostatic interactions between electrons in different bonds
and shells. The charge density of the electrons in a bond, obtained
by integrating the total charge density over the coordinates of all but
two electrons in the ith bond, is of the form
(1 + i2) 1(Ai2 + 2SiAiB i + Bi2).
The interaction betw een these charge distributions is then
E ou (1 + s 2)-1 (1 + S 2 -) 1 (AiAi/A.A.) + (AiAi/BjBj)
c oul i <j
+ (BiBi/AjA) + (BiBi/BjB ) + 2 Si[ (AiBi/AjA )
+ (AiBi/BjB)]B + 2 Sj[ (AiAi/AjBj) + (BiBi/ABj)]
+ 4S is(AiBi/A jBj) (4-8)
A final group of terms can be recognized as the sum of interactions
between the bond or closed shell exchange densities; (1 + S )- 1
(Ai(r)Ai(r2) + SiA i(r SiAi(r ) Bi(r ) + Bir )Bi(r) ) .
Eexch (1 + S2)' (1 + S (A1iA /AAi ) + (AiB /AiB)
+ (BiAj/BiAj) + (BiB /BiB j)
+ 2 Si [ (AiA/BiA) + (AiBj/BiBj)]
+ 2 Sj[ (AiAj/AiBj) + (BiAj/BiB )]
+ 2 SiSj [ (AiAj/BiBj) + (AiB /BiAj)] - (4-9)
The total energy, then, is
+ E _ 1 E (4-10)E = Ebonds Ecoul - exch
2
The minus sign comes from the interchange of rows in the determinantal
functions, and the factor of one half appears because exchange interactions
can take place only if the two spin-orbitals for a given electron have the
same spin part. Eexch is expected to be small compared to the Ecoul
and the Ebond s since the exchange charge densities which are inter-
acting each integrate to zero total charge. This is indeed the case;
Eexch , as calculated for the water molecule, is a small but significant
fraction of the total electronic energy. Certainly, for a quantitative
treatment of the problem it cannot be ignored, as will be made clear
from the discussion of the results in Chapter V.
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CHAPTER V: DISCUSSION OF RESULTS
Following the order of the theoretical considerations of the
three previous chapters, we shall present the results of our calculations
in this sequence: (1) the effect on the ground state energy of varying
the radial dependence of the oxygen L-shell orbitals, (2) the dependence
of the ground and excited state energies on the interbond angle and on
the oxygen-hydrogen separation, and (3) a comparison of the
configuration interaction ground state energy and wave function with the
energy and wave function obtained from the extension of the valence-
bond approximation.
1. Radial Flexibility in the Atomic Basis Orbitals
In Chapter II, we mentioned that atomic orbitals consisting
of a sum of several Slater-type functions had to be used in representing
the oxygen 2s and 2p behavior if we were to get satisfactory values for
the binding energy. Ideally, for a consistent variation calculation, the
coefficients in these expansions should be allowed to adjust freely,
along with the variation of the hybridizing parameter a and the mixing of
configurations. Within the scope of the present programs, however,
this complete variation was not possible. Further, until the integral
programs have been written that will allow a more flexible description of
the hydrogen Is orbitals, it is not too meaningful to attempt a complete
variation of the oxygen orbitals. When these integrals, with some
2p character in the hydrogen is and a mixing of several Is-like
functions are available, it would seem that the simplest way to find an
i
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the ground state. The resulting functions could be used in either the
configuration interaction or the extended valence-bond approximation,
after some modification of the present programs.
As a pilot study to determine the general effect of varying the
radial dependence of the oxygen L-shell orbitals, the present calculations
have turned out to be very enlightening, in spite of their limitations.
The logic behind the choice of coefficients chosen for the 2s and 2p
expansions is straightforward. First, before it was decided that more
ade~uate basis functions would be needed, the one-term orbitals used
by Ohno and McWeeny were tried (set I in Table 5-1). Ohno and
McWeeny had gotten a reasonably satisfactory value of the binding
energy with a configuration interaction based on these orbitals and we
hoped to do well also, using better integral values and a larger number
of configurations~ As can be seen by a comparison of the results of
set I with the McWeeny and Ohno result in Table 5-1, the improvements
in our calculation gave a poorer value of the total and binding energy.
In both cases the energy of the separated atoms was calculated with the
same wave functions as used in the molecule.
Coefficients were chosen, in the next trial, to fit Hartree-
Fock wave functions for atomic oxygen. As appears in the table, under
set II, the total electronic energy improved by 4. 5 ev, although the
binding energy, now calculated using the Hartree-Fock wave functions for
the separated-atoms energy, is poorer than with set I. Within the
molecular environment, however, one would expect the outer shell wave
adequate basis would be to do a self-consistent field calculation for
the round state. he resulting functions could be used in either the
onfiguration interaction r the xtended ale ce-bond pr ximation,
fter ome odification f the resent rograms.
s a ilot study to etermine the eneral effect of arying the
radial p ndence f the xygen -shell rbitals, the resent alculations
ave turned ut to e ery enli htening, in spite of their limitations.
he logic ehind the choice of coefficients chosen for the Zs and 2p
xpansions is straightforward. irst, efore it as ecided that ore
adequate basis functions would be needed, the one-term orbitals used
y hno and cWeeny ere tried (set I in able 5-1). hno and
cWeeny ad otten  e sonably atisfactory alue f the i ding
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oped to do ell also, sing etter integral values and a larger number
f onfigurations. s can e seen y a comparison of the results of
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in our calculation gave a poorer value of the total and binding energy.
In oth ases the energy of the separated atoms as calculated ith the
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o fficients ere hosen, i  he ext rial, to it artree-
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out slightly. The 2s was left as in the previous case, both because
2s mixing with the 2pz can be varied through hybridization and because
Watson"s Hartree-Fock wave functions for 0- and OXr show much less
radial shift for the 2s than for the 2p in comparison to the atomic wave
functions. (1) This set is III. The improvement, as can be seen from
the table, is again significant, the total energy decreasing by almost
4 ev, with a consequent binding energy of about 8001o of the experimental
value.
Two more trial sets of coefficients for the 2p function
were investigated. Set IV increases the tail of the function at the
expense of the height of the maximum, but does not shift it out
radially. Set V goes further than the "best" set, III, in accentuating
the tail at the expense of the core. Both of these sets of coefficients
led to much poorer values of total electronic and of binding energy.
Again, as in sets II and III, the functions which we obtained by fitting
to the calculated Hartree-Fock atomic functions were used to compute
the separated atom energy used in computing the binding energy.
This value of the oxygen energy, while not the best Hartree-Fock value,
is consistent with the molecular energy computed with the same type
of functions. The experimental values for the total electronic and
binding energy are listed in Table 5-1 for comparison. The coefficients
functions to expand in the general direction of the two hydrogens, so
this choice of atomic functions can be improved upon. To test the
effect of such an expansion on the energy, the 2p orbital was given
more tail and less core contribution, which let the maximum shift
out slightly. he Zs as left as in the revious ase, oth ecause
2s ixing ith the 2pz can e aried through ybridization and ecause
atsonts artree-Fock ave unctions or - nd x how uch ess
radial shift for the s than for the p i  omparison to the tomic ave
fu ctions. (1) his set is III. he i provement, s can e seen from
the table, is again significant, the total energy ecreasing y almost
4 ev, ith a consequent i ding energy of about 80% f the xperimental
alue.
wo ore trial ets f o fficients for the p function
ere investigated. et I  increases the tail of the function at the
expense of the eight of the aximum, but oes not shift it out
radially. et  goes further than the "best" set, III, in accentuating
the tail t the expense of the ore. oth of these sets of coefficients
led to uch orer alues f total le tronic and of i ding energy.
gain, as in sets II and III, the functions hich e obtained by fitting
o he alculated artree-Fock tomic unctions ere sed to ompute
the eparated tom nergy sed in omputing the i ding nergy.
his alue f the xygen nergy, hile ot the est artree-Fock alue,
is o sistent ith the olecular nergy computed ith the same type
f unctions. he xperimental alues or he otal le tronic nd
i ding nergy re listed in able 5-1 for comparison. he coefficients
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are given only to three figures in the table; seven figures were used
in the calculations. The experimental values, as well as those of
McWeeny and Ohno and Boys et al. are included for comparison.
Table 5-1
Dependence of Ground State Energy of H 0O on the Form of the Oxygen
2s and 2p Orbitals (Interbond angle, 105 OH separation, 1. 8103 a.u.)
Coefficients in 2p Coefficients in 2s
A1 A2 A3 B 1  B2
I 1.0 .0 .0 1.0 .0
Boys et al. (30 configurations)
Best McWeeny and Ohno value(12 configur-
ations)
II .835.216 .076 ..966 .065
III .832.276 .0 .966 .065
IV .743.325 .107 .966 .065
V .736.4 .0 .966 .065
Experimental values
Electronic
Energy(ev)
-2310. 3
-2311. 8
-2312. O0
-2314.
-2318.
-2311.
-2306.
-2329.
Binding
E nergy(ev)
5.1
5. 8
6. 8
3. 9
7. 7
1. O0
-4. O0
9. 5
No such even limited exploration of the effect of variation of
coefficients has been carried through for the other geometrical
configurations of the molecule, except that calculations using both
set II and III were carried through for the configurations, ROH a 1. 8103 a. u.,
eHH a 1200, and ROH = 3. 6206 a. u., eHH 1050. The lowest values
in each of these cases came from the functions fitted to the Hartree-
Fock functions, set II. This indicates the necessity for carrying out
i
a complete variation of all coefficients for each geometrical configuration,
producing a different basis set for each. This might be done, as we have
suggested, by first doing a self-consistent field calculation to determine
the basis functions for use in a configuration interaction or valence-
bond calculation.
One of the unsatisfactory features of the present variation
procedures, determined by the fact that the configuration interaction
programs presume the same radial dependence for all three of the Zp
functions, is that the lone-pair orbitals move out in the presence of the
hydrogens in the same way as the bonding orbitals do. If we determined
the radial form of the 2pts in a self-consistent field calculation, where
they can all be different, or allowed for different forms within the
configuration interaction programs, both the energy and the wave
functions should be improved.
Within the present formulation of the configuration interaction
calculation, using the symmetry functions of Table 3-2, we could
introduce many more configurations with the I 1 and other symmetries
by making use of each of the s, x, y, and z functions which are used as
terms in the expansions. In other words, one of the results of the
present study is that the energy could be improved either by increasing
the number of basis orbitals and configurations, through a careful
choice of additional contributions needed, or by increasing the quality
of the basis orbitals themselves. We favor the latter.
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2. Energy Level Variation with Molecular Geometry
The configuration interaction calculation has been carried out
for four values of the interbond angle and four values of the OH bond
length, keeping always C2v symmetry, with both bonds the same length.
One of the first things that one would want to investigate in going
beyond the present study is the H+ + OH- system. This could be done
with some alterations of the programs, which at present presume
C 2 v symmetry.
In Fig. 5-1, the variation of the molecular energy with
oxygern-hydrogen separation is shown for a number of states. The
angle between the OH lines is fixed at the experimental ground-state
value of 1050. The lowest state of each symmetry type is given,
together with some of the higher states in the case of I 1 symmetry.
Four values of separation were used in these calculations, the
experimental value of 1. 8103 a. u., two-thirds and twice this value, and
infinite separation. These four points do not give the curves in detail,
but allow us to consider the general behavior of the energy levels with
separation of the atoms. The calculation of the energy levels for
infinite separation forms a check on the assignments of Table 3-2 and
on the configuration interaction program. Since it was not possible to
carry through a complete variation of the form of the atomic basis functions,
set II, the approximation to atomic Hartree-Fock functions, was used
for infinite separation and for the point two-thirds of the experimental
distance. Of course, as we have already discussed, set III, the
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slightly expanded functions,gives a lower value for the experimental
separation. But for twice the experimental separation, the lowest
value came from the atomic functions, set II. All the energies for
all symmetries are computed with the same atomic basis functions
and the hybridization that minimize the ground state energy.
The variation of molecular energy with interbond angle is
much more striking, as is seen in Fig. 5-2. The OH distance has
been kept fixed at the experimental value of 1. 8103 a. u. and the
energies of all symmetries were calculated for four angles, 950,
1050, 1200 and 1800. For all these angles, the atomic basis set III
was used in the first calculations, but further calculations at 1200
with set II gave a lower energy. There is question, therefore, whether
the "hump" in the lowest I1 state at 1200 is really meaningful. Only
the full variation calculation would be able to determine that. It is
worthwhile remarking, however, that the lowest states for all
symmetries at 1200 were shifted by very nearly the same amount
by the improved atomic basis set. This makes the very strong
behavior of some of the curves in the 1200 region less suspicious.
While it is certainly satisfying to find that the minimum of
energy for the ground state appears to lie near the actual experimentally
found values of OH separation and angle, any definitive statement on
the prediction of the geometry of the molecule would have to be postponed
until a complete variation of the basis set could be made and that for a
number of points in the general region of the minimum. For the same
reasons, no attempt will be made to calculate the vibration frequencies
from these curves, except to note that rough approximations to the
second derivatives of the curves of energy versus angle and versus
separation, for the ground state, while of the right order of magnitude
are considerably larger than the experimental frequencies would give.
This may be an indication that the 950 and 1230 points are still too
high, but it may mean only that the approximation to the second derivative
is bad, and therefore, that the energy points must be computed before
such a calculation is attempted. No attempt to correlate the levels
found with absorption spectra is meaningful, since the upper states
to which dipole transitions are allowed are not bound and since
identification of the absorption spectra of water vapor in the ultraviolet
seems to indicate that the excited states are those of OH or OH-. (2)
The variation of the hybridizing parameter a never had as
great an effect as the variation of the form of the atomic basis set.
0%
In the 180' case, the minimum in energy occured for cosaa r 0. For
all the other cases, the values of cos a were above . 90 and indicated
considerable "bending" of the bonds in towards one another. The
general conclusion is that, while not being of primary importance,
the flexibility introduced by this parameter certainly could not have
been dispensed with; the 2s orbital enters into the bond formation,
and the charge along the bond shifts into the area between bonds.
3. The Extended Valence-Bond Approximation
In the calculation of McWeeny and Ohno, the extended valence-
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bond or modified electron-pair approximation gave a binding energy
almost as good as the interaction of twelve bond-orbital configurations,
6. 1 as compared to 6. 8 ev. (3). While our results are not quite so
pleasing, they also indicate that the extended valence-bond approach is a
good compromise between accuracy and ease of use. The ease of use
is a little less than McWeeny and Ohno's work would imply, since, once
again, we have found that the answer depends very strongly on the
wave functions used as an atomic basis. Using the functions of set
III which had been so good for the configuration interaction calculations,
we found that the valence-bond energy was scarcely enough to bind the
molecule. However, with the functions of set II, which are the
approximation to the atomic oxygen functions, the binding energy
becomes 3. 7 ev, an indication that with suitable variation of the basis
orbitals a reasonable answer might result. Certainly this binding
energy can be increased. The relative contributions to the total
electronic energy for this calculation are Ebonds v -114. 737 a.u.,
Ecoul 6 30. 624 a. u., Eexch Z -. 923 a. u. So it is true that the exchange
energy is very small compared to the other contributions.
It was mentioned above that one of the handicaps of the present
formulation of the variation of atomic orbital form has been the identi-
fication of the radial parts of all three p functions on the oxygen. Thus,
though the expanded functions give a better answer in the configuration
interaction case, where all occupancies of the x, y, and z orbitals
are allowed so that some compensation can be made for orbitals
_
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expanding out even in the direction away from the hydrogens, in the
valence-bond case the less expanded functions give a better answer.
In the valence-bond method, there is no way to compensate for the
doubly-occupied lone pair orbitals if they shift out radially with the
shift of the bond orbitals. It would seem that an immediate benefit
of freeing the formulation from this identification of the radial
distribution in the 2p functions will be a better energy from the
valence-bond method. The use of good atomic basis functions,
adapted to the molecular environment, is much more important in
the valence-bond case than in the configuration interaction approximation
we have carried through. But both will be improved by a full variation
of the atomic basis set.
For comparison with McWeeny and Ohno, we may note that
their values of the parameters in Eqs. 4--2a are cos X1  . 17 and cos X . 71,
while the values of these parameters which minimize the energy in
our calculation, with cosa=: .97, are cos X1  . 12 and cos X2 r .84,
indicating less mixing of hydrogen wave functions into the bond orbital,
no doubt because of the more extended oxygen functions. In the case of
the valence-bond calculation with atomic basis set III, for which the
binding energy was negative, the contributions of the hydrogens to the
bond orbitals was much less, with cos X1 a . 05 and cos X. a .92.
In Table 5-2, the coefficients for the expansion of the total
ground state wave function in terms of the symmetry functions of
Table 3-2 are given for the valence--bond approximation and, for comparison,
for the configuration interaction with the same basis set II and with the
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best basis for that calculation, set III. Only the first five symmetry
functions make any sizable contribution and the coefficients of the other
terms show no correlation in the three calculations, so only the partial
list is given here. The only striking feature seems to be that the S(02)
contribution in the valence-bond function, being constrained to equal the
S(01) value, is considerably higher than in the configuration interaction on
the same basis. If one looks intr the orbitals involved in these symmetry
functions, one can see that while S(01) occupies the z orbital and the symmetric
combination of the two hydrogens, S(02) occupies the x orbital and the
antisym-metric combination. In the valence-bond approximation, the
x and z orbitals are occupied together, in the b orbitals of Eq. 4-1,
but in the configuration interaction all combinations of occupancies are
allowed. This suggests that, even after the atomic basis set is varied
to provide the suitable radial dependence in the molecular environment,
a simple configuration interaction of valence-bond structures might
be of advantage.
Table 5-2
Expansion of Total Wave Function in Symmetry Functions
Extended Valence-Bond Configuration Interaction
(atomic basis II) (atomic basis II) (atomic basis III)
S(00) .768 .717 .664
S(01) .417 .673 .569
S(02) .417 -. 031 -.287
S(03) -. 198 .092 -. 025
S(04) .099 . 107 -. 323
All other contributions for the valence-bond function are less than
.06. The symmetry functions are given in Table 3-2.
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4. Conclusions and Prospects for the Future
The present study has gone beyond previous calculations on
the electronic structure of the water molecule in the use of accurate
values for the three--center integrals, in the variation of the radial
behavior of the functions used as an atomic basis set, and in the
survey of the dependence of the molecular energy on the geometrical
parameters. While McWeeny and Ohno, building on the work of
Ellison and Shull, have compared the results from use of various
approximate methods of computing energies and wave functions, their
work is in need of confirmation since it is based on approximate
integral values and single-term Slater atomic orbitals. The work
of Boys and associates, while not using approximate integral values,
shows, as does our calculation, that poor basis orbitals cannot be easily
overcome in a limited configuration interaction. (4) With the use of
single-term Slater type orbitals and retaining the 30 most significant
configurations out of 96 for the ground state symmetry, these
investigators still got a binding energy of only 5, 81 ev. The use
of accurately calculated values for the integrals led to a minimum of
energy near the experimental value, as it did in our case, but, since
they do not give the values of energy for the various geometrical
parameters, we can not make any detailed comparison.
Thus, in terms of a comparison with previous calculations and
within the scope of our own work, the main conclusion we come to is the
need for varying the parameters in the atomic basis functions expressed
as a sum of Slater-type orbitals. With such a variation, good binding
energies can be obtained by the full configuration interaction used in
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this study, and, it seems to us, fair binding energies will be obtained
by the valence-bond method with correlated bond orbitals. In this
latter method, it is even more imperative than in the configuration
interaction to have good basis orbitals, either computed by self-
consistent field calculation separate from the valence-bond calculation or
within the programs for the valence-bond computations. The use
of a combination of the bond functions which allow some correlation
with the self-consistent basis set should be the best possible approximation
which still retains a single-particle point of view.
The next result of these calculations is that a more adequate
representation of the hydrogen orbitals is necessary. Although the
energy has been considerably lowered in the configuration interaction
calculation by allowing the p functions to move out radially toward the
hydrogens, this has been at the cost of a distortion of the true
electronic density. This is asserted on the basis of the dipole
moment calculated for the wave functions that give the best energy.
As is apparent in McWeeny and Ohno ts(5) results, better energies,
particularly through configuration interaction, seem to lead to poorer
dipole moments. Repeating the calculation with their integrals, but
with more configurations, we found a poorer dipole moment than
theirs for 12 configurations. With our integrals, for the best energy,
the dipole moment is 1. 26 Debyes (experimental, 1. 84; McWeeny and
Ohno, for best energy, 1. 53). Thus, in computing atomic oxygen
functions appropriate to the molecular environment, it will be necessary
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to express the hydrogen orbitals as a sum of at least three Slater
functions, two is functions with different exponents and one p
function to handle polarization of the orbitals.
Throughout all of this work it became increasingly apparent
that the use of physical insight into the problem and into the way one
would expect the orbitals to behave as the molecule is formed from the
separated atoms can suggest what orbitals are essential to a basis
set and how the basis functions should adapt to the environment.
The use of configuration interaction with many orbitals in an attempt
to produce the effect of a good basis set seems the less satisfactory
way of proceeding. With the valence-bond approximation, using
correlated orbitals, one retains a physically meaningful picture which
is possible of extension to larger molecules. By introducing flexibility
within the basis orbitals, rather than by inclusion of higher orbitals,
this valence-bond approach can no doubt have a greatly improved
result. We have seen in both the configuration interaction and in the
valence-bond methods a very marked dependence on the radial
dependence of just two of the orbitals. There is great hope for a
calculation which allows variation in the radial distribution of each of
the four L shell orbitals separately and of both the oxygen and hydrogen
ls orbitals. Considerations of angular correlation and correlation
between electrons in different closed shells or bonds should be left
aside until a complete investigation has been made of electronic
structure of the water molecule by these methods which are a direct
j
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generalization of the work of the present thesis. It is no longer
sufficient to base a molecular calculation on single Slater-type
functions as orbitals, unless very many more were used than in this
work, as the calculations of Boys and associates have shown. Neither
can one simply use the atomic Hartree-Fock functions, as several of
the better diatomic calculations have done. Even if one is doing a
self-consistent field calculation, the importance of including several
terms for each orbital is made clear from this study.
Thus, in summary, although this study has been an advance
over the earlier ones, it is not a finished piece of work, but rather a
suggestion of what are the next steps to be taken for a more fruitful
investigation of the electronic structure of molecules.
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