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Zusammenfassung
Bei der Untersuchung der Lösungen von Differentialgleichungen mit zufälligen
Einflüssen treten Integralfunktionale stochastischer Prozesse auf. Sind die stocha-
stischen Prozesse schwach stationär und schwach korreliert, werden asymptotische
Entwicklungen der Korrelationsfunktion von Integralfunktionalen angegeben. Für
im quadratischen Mittel differenzierbare Integralfunktionale werden die Entwick-
lungen der ersten und zweiten Ableitung der Korrelationsfunktion hergeleitet. Ap-
proximationen der Korrelationsfunktion basieren auf der asymptotischen Entwick-
lung. Es wird gezeigt, daß sich die Approximationen der Ableitungen der Korre-
lationsfunktion im Allgemeinen nicht durch Differenzieren der Approximationen
der Korrelationsfunktion ermitteln lassen. In einem Beispiel wird die Methode der
asymptotischen Entwicklung genutzt, um die exakten Korrelationsfunktionen zu
bestimmen.
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1 Einleitung
Diese Arbeit beschäftigt sich mit einer Methode, Näherungen für Korrelationsfunktionen
spezieller schwach stationärer, differenzierbarer Zufallsprozesse zu erhalten. Insbesondere
interessieren dabei die Möglichkeiten, die angewendete Technik auf die Ableitung (im
quadratischen Mittel) der Zufallsprozesse zu übertragen. Die behandelten Zufallsprozesse
sind sogenannte Integralfunktionale
εr(t, ω) =
t∫
−∞
Q(t− s) fε (s, ω) ds , (1.1)
wobei Q(t) eine hinreichend oft differenzierbare, deterministische Kernfunktion darstellt
und fε (t, ω) eine schwach korrelierte, zentrierte Zufallsfunktion mit der Korrelationslänge
ε > 0 ist. Die Eigenschaft der schwachen Korreliertheit eines Zufallsprozesses bedeutet
unter anderem, dass Funktionswerte zu Argumenten t1 und t2 unkorreliert sind, falls der
Abstand von t1 und t2 größer als ε ist.
Derartige Integralfunktionale treten insbesondere auf, wenn man stationäre Lösungen
von Differentialgleichungen untersucht, die als Inhomogenität einen stationären Zufalls-
prozess besitzen [2]. Als stationäre Lösung bezeichnet man dabei die Lösung, die sich
als Langzeitverhalten des Systems einstellt, also ohne Einfluß der Anfangsbedingungen.
Anwendungen sind neben Wellenausbreitung und Wärmeleitung besonders Schwingun-
gen diskreter bzw. kontinuierlicher Systeme [7, 8, 10, 14, 15]. Als Beispiel werde auf ein
Fahrzeug verwiesen, das eine wellige Straße überrollt. Dabei werden die Fahrspuren der
Fahrbahnoberfläche als zufällige Prozesse modelliert [3].
Auf der anderen Seite finden Integralfunktionale bei der Modellierung stochastischer
Prozesse Verwendung, wie im Beispiel zur Beschreibung einer Fahrspur der zufälligen
Fahrbahn [3, 7, 8]. Die Kernfunktion und die stochastischen Eigenschaften des einge-
henden schwach korrelierten Prozesses können so das Verhalten des Integralfunktionals
bestimmen und an gegebene bzw. gemessene Kenngrößen anpassen. Eine Erweiterung
dieses Ansatzes auf zufällige Felder ist ebenfalls möglich, z.B. zur Modellierung der Fahr-
bahnoberfläche.
Approximationen der Korrelationsfunktion E {εr(t)εr(t + τ)} = Rεrεr(τ) von Integral-
funktionalen (1.1) werden durch asymptotische Entwicklungen bezüglich der Korrelati-
onslänge für ε → 0 gefunden. Diese Methode basiert auf der Theorie der schwach bzw.
auch ε-korrelierten Funktionen [7, 9, 11, 13]. Hierbei wird vorausgesetzt, dass eine ganze
Familie ( fε )ε>0 schwach korrelierter Funktionen existiert. Für kleine Korrelationslängen
ε genügen Näherungen erster Ordnung, für größere Korrelationslängen finden asympto-
tische Entwicklungen höherer Ordnung Anwendung, wenn die damit verbundenen stär-
keren Voraussetzungen an die Kernfunktion erfüllt sind.
Unter einer asymptotischen Entwicklung der Ordnung N einer Funktion ϕ(ε) für ε→ 0
bezüglich Potenzen εp0 , . . . , εpN mit p0 < · · · < pN wird eine Darstellung
ϕ(ε) = ϕ0(ε) + · · ·+ ϕN(ε) + ρN+1(ε)
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verstanden, wenn für j = 0, . . . , N die Beziehungen
ρj+1(ε) = ϕ(ε)−
j∑
k=0
ϕk(ε) = o(ε
pj) und ϕj(ε) = O(ε
pj) (1.2)
gelten [1, 4].
Im Gegensatz zum klassischen Fall der Entwicklung in eine Potenzreihe hat der allge-
meinere Begriff der asymptotischen Entwicklung den Nachteil, daß diese nicht eindeutig
ist. Hat man z.B. die Entwicklungsglieder ϕ1(ε), . . . , ϕj−1(ε) festgelegt, dann ist ϕj(ε)
nur bis auf einen Summanden der Ordnung o(εpj) eindeutig.
Da die Korrelationsfunktion Rεrεr(τ) und somit auch die Entwicklungsglieder der asymp-
totischen Entwicklung nach ε neben der Abhängigkeit von ε in erster Linie Funktionen
von τ sind, wird die asymptotische Entwicklung ohne Restglied für feste ε als Approxima-
tion der Funktion von τ aufgefaßt. Dabei ist zu beachten, ob die Entwicklung punktweise
für alle τ oder gleichmäßig bezüglich τ gilt.
Für differenzierbare, schwach stationäre Zufallsprozesse ist bekannt, daß sich die Korre-
lationsfunktion der Ableitung durch zweimaliges Differenzieren berechnen läßt. In den
Abschnitten 3 und 4 werden die asymptotischen Entwicklungen der ersten und zweiten
Ableitung der Korrelationsfunktion ermittelt. Außerdem wird in Abschnitt 5 gezeigt,
daß sich die Entwicklungsglieder der Ableitung der Korrelationsfunktion im Allgemeinen
nicht durch Differenzieren der Entwicklungsglieder der Korrelationsfunktion bestimmen
lassen.
Im Abschnitt 6 wird an einem Beispiel ausgeführt, wie sich die exakten Korrelationsfunk-
tionen aus den asymptotischen Entwicklungen für N →∞ berechnen lassen. Außerdem
werden diese mit den Approximationen verschiedener Ordnung N verglichen.
Es folgen einige Festlegungen, die in der gesamten Arbeit gelten. Die betrachteten sto-
chastischen Prozesse seien reellwertig.
Definition 1.1
Ein stochastischer Prozess fε (t, ω) mit t ∈ D ⊂ R heißt ε-korreliert mit der Korrelati-
onslänge ε > 0, wenn für die Korrelationsfunktion
E {[ fε (t)−E { fε (t)}] [ fε (s)−E { fε (s)}]} = 0 ∀ t, s ∈ D mit |t− s| ≥ ε
gilt.
Für Familien ( fε )ε>0 von ε-korrelierten Prozessen wird folgende Vereinbarung getroffen,
die ohne besonderen Vermerk im Weiteren gelten soll.
Annahme 1.2
1. Die Zufallsfunktionen ( fε )ε>0 sind zentriert, d.h. E { fε } = 0.
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2. Die Funktionen ( fε )ε>0 sind schwach stationäre Prozesse mit den Korrelationsfunk-
tionen
E { fε (t) fε (t + τ)} = Rεfεf (τ) , wobei
3. für die Korrelationsfunktionen (Rεfεf )ε>0 eine Darstellung durch eine Korrelations-
funktion R(τ) eines 1-korrelierten, schwach stationären Prozesses existiert mit
Rεfεf (τ) = R
(τ
ε
)
∀ τ ∈ R, ε > 0 .
4. Die Funktionen ( fε )ε>0 sind im quadratischen Mittel stetig, woraus die Stetigkeit
der Korrelationsfunktion R(τ) folgt.
Außerdem sollen an dieser Stelle bereits Kenngrößen von Familien ε-korrelierter Funk-
tionen vorgestellt werden, die in den asymptotischen Entwicklungen eine Rolle spielen.
Definition 1.3
Sei ( fε )ε>0 eine Familie ε-korrelierter Prozesse mit der Korrelationsfunktion R(τ) des
1-korrelierten Prozesses. Für j = 0, 1, 2, . . . heißt die Zahl
µj :=
1∫
−1
ujR(u) du
bzw.
νj :=
1∫
−1
|u|jR(u) du
Korrelationsmoment bzw. absolutes Korrelationsmoment der Ordnung j.
Setzt man weiterhin
κj :=
1∫
0
ujR(u) du ,
so folgt für die Korrelationsmomente
νj = 2κj und µj = κj + (−1)
jκj , d.h. µ2j = ν2j und µ2j+1 = 0 .
Die asymptotische Entwicklung der Korrelationsfunktion beruht auf der Taylorentwick-
lung der Kernfunktion Q(t). Als Voraussetzung an die Kernfunktion soll gefordert wer-
den, daß für ein N ≥ 0 die folgenden Bedingungen erfüllt sind.
Annahme 1.4
• Q ist für N ≥ 1 N -mal stetig differenzierbar auf [0,∞),
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• Q(N) ist absolut stetig auf [0,∞), woraus folgt, daß Q(N+1) fast überall auf [0,∞)
existiert,
• Q(k) ∈ L1([0,∞)) ∩ L2([0,∞)), k = 0, . . . , N + 1 und
• Q(N+1) ist fast überall beschränkt, d.h. |Q(N+1)(t)| ≤ CQ,N+1 für fast alle t ∈ [0,∞) .
Diese Forderungen werden sich als hinreichend für eine Entwicklung der Korrelations-
funktion bis zur Ordnung N erweisen. Die Menge aller Funktionen auf [0,∞), die An-
nahme 1.4 erfüllen, sei mit GN bezeichnet.
Eine erste asymptotische Entwicklung der Korrelationsfunktion
E {[εr(t)−E {εr(t)}] [εr(t + τ)−E {εr(t + τ)}]} = E {εr(t)εr(t + τ)}
= E


t∫
−∞
t+τ∫
−∞
Q(t− u) fε (u)Q(t + τ − v) fε (v) dvdu


=
t∫
−∞
t+τ∫
−∞
Q(t− u)Q(t + τ − v)Rεfεf (v − u) dvdu
=
∞∫
0
∞∫
0
Q(u)Q(v)Rεfεf (u + τ − v) dvdu =
∞∫
0
∞∫
0
Q(u)Q(v)R
(
u + τ − v
ε
)
dvdu
= Rεrεr(τ)
(1.3)
des Integralfunktionals (1.1) ist Inhalt des folgenden Satzes, der ein Spezialfall weiterer
Entwicklungssätze dieses Artikels ist (vgl. Satz 2.3).
Satz 1.5
Sei Q ∈ GN . Dann gilt für τ 6= 0
Rεrεr(τ) =
N∑
j=0
j gerade
εj+1
j!
qj(|τ |)µj + O(ε
N+2)
und für τ = 0
Rεrεr(0) =
N∑
j=0
εj+1
j!
qj(0)νj + O(ε
N+2)
mit den Entwicklungskoeffizienten
qj(τ) :=
∞∫
0
Q(s)Q(j)(s + τ) ds , τ ≥ 0 . (1.4)
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Diese asymptotische Entwicklung ist eine Entwicklung in eine Potenzreihe von ε und gilt
punktweise für alle τ ∈ R, jedoch nicht gleichmäßig bezüglich τ . Die Approximationen
von Rεrεr(τ), die durch Entwicklungen höherer Ordnung (N ≥ 1) entstehen, sind im All-
gemeinen als Funktion von τ unstetig im Punkt τ = 0. Wünschenswert ist eine zweimal
stetig differenzierbare Approximation, da die Funktion Rεrεr(τ) als Korrelationsfunktion
des schwach stationären, differenzierbaren Prozesses εr(t, ω) ebenfalls diese Eigenschaft
besitzt.
2 Entwicklungssatz für die Korrelationsfunktion
Zunächst soll der allgemeinere Fall verschiedener Kernfunktionen untersucht werden.
Betrachtet man Integralfunktionale
εrk(t, ω) =
t∫
−∞
Qk(t− s) f
ε (s, ω) ds , (2.1)
ergibt sich analog zu (1.3) die Kreuzkorrelationsfunktion
E {εrk(t)
εrl(t + τ)} =
∞∫
0
∞∫
0
R
(
u + τ − v
ε
)
Qk(u)Ql(v) dvdu = Rεrkεrl(τ) .
Im Weiteren wird τ ≥ 0 angenommen, der Fall τ < 0 folgt aus der Beziehung Rεrkεrl(τ) =
Rεrlεrk(−τ). Mittels der Variablentransformation u
′ = u und v′ = u+τ−v
ε
berechnet man
Rεrkεrl(τ) = ε
τ
ε∫
−∞
∞∫
0
R(v′)Qk(u
′)Ql(u
′ + τ − εv′) du′dv′
+ ε
∞∫
τ
ε
∞∫
εv′−τ
R(v′)Qk(u
′)Ql(u
′ + τ − εv′) du′dv′
= ε
τ
ε∫
−∞
R(v)
∞∫
0
Qk(u)Ql(u + τ − εv) dudv
+ ε
∞∫
τ
ε
R(v)
∞∫
0
Qk(u− τ + εv)Ql(u) dudv .
Die Taylorentwicklung der Funktionen Ql(u + τ − εv) und Qk(u− τ + εv) an der Stelle
u + τ ergibt
Ql(u + τ − εv) =
N∑
j=0
1
j!
Q
(j)
l (u + τ)(−εv)
j + ρ˜N+1l (τ, u, εv)
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und
Qk(u− τ + εv) =
N∑
j=0
1
j!
Q
(j)
k (u + τ)(−2τ + εv)
j + ρˆN+1k (τ, u, εv)
mit den Restgliedern in Integralform
ρ˜N+1l (τ, u, εv) =
1
N !
τ−εv∫
τ
Q
(N+1)
l (u + s)(τ − εv − s)
N ds
und
ρˆN+1k (τ, u, εv) =
1
N !
εv−τ∫
τ
Q
(N+1)
k (u + s)(εv − τ − s)
N ds .
Setzt man diese Entwicklungen ein, folgt die Darstellung
Rεrkεrl(τ) =
N∑
j=0
εj+1
j!
τ
ε∫
−∞
(−v)jR(v) dv
∞∫
0
Qk(u)Q
(j)
l (u + τ) du
+
N∑
j=0
εj+1
j!
∞∫
τ
ε
(
v −
2τ
ε
)j
R(v) dv
∞∫
0
Ql(u)Q
(j)
k (u + τ) du + ρ
N+1
kl (τ, ε)
mit dem Restglied
ρN+1kl (τ, ε) = ε
∞∫
0
τ
ε∫
−∞
R(v)Qk(u)ρ˜
N+1
l (τ, u, εv) dvdu
+ ε
∞∫
0
∞∫
τ
ε
R(v)Ql(u)ρˆ
N+1
k (τ, u, εv) dvdu .
Unter Berücksichtigung der ε-Korreliertheit vereinfachen sich die Ausdrücke
τ
ε∫
−∞
(−v)jR(v) dv =
min{ τ
ε
,1}∫
−1
(−v)jR(v) dv =
1∫
−1
(−v)jR(v) dv −
1∫
min{ τ
ε
,1}
(−v)jR(v) dv
= µj − 1[0,ε)(τ)c
−
j
(τ
ε
)
(2.2)
und
∞∫
τ
ε
(
v −
2τ
ε
)j
R(v) dv =
1∫
min{ τ
ε
,1}
(
v −
2τ
ε
)j
R(v) dv = 1[0,ε)(τ)c
+
j
(τ
ε
)
, (2.3)
wenn folgende Bezeichnungen eingeführt werden.
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Definition 2.1
Zu einer Familie ε-korrelierter Prozesse mit Korrelationsfunktion R(τ) des 1-korrelierten
Prozesses heißen die für α ∈ [0, 1] definierten Funktionen
c+j (α) :=
1∫
α
(u− 2α)j R(u) du
und
c−j (α) := (−1)
j
1∫
α
ujR(u) du
Korrekturterme des j-ten Korrelationsmomentes.
Insbesondere haben die Korrekturterme die Eigenschaften
c+j (0) = (−1)
jc−j (0) = κj und µj − c
−
j (0) = κj . (2.4)
Die bisherigen Ergebnisse sind im folgenden Satz zusammengefaßt.
Satz 2.2
Seien Qk, Ql ∈ G
N . Dann gilt für τ ≥ 0 die asymptotische Entwicklung
Rεrkεrl(τ) =
N∑
j=0
εj+1
j!
{
q
j
kl(τ)
[
µj − 1[0,ε)(τ)c
−
j
(τ
ε
)]
+ qjlk(τ)1[0,ε)(τ)c
+
j
(τ
ε
)}
+ ρN+1kl (τ, ε)
mit den Entwicklungskoeffizienten
q
j
kl(τ) :=
∞∫
0
Qk(s)Q
(j)
l (s + τ) ds
und dem Restglied
ρN+1kl (τ, ε) =
ε
N !
∞∫
0
τ
ε∫
−∞
τ−εv∫
τ
R(v)Qk(u)Q
(N+1)
l (u + s)(τ − εv − s)
N dsdvdu
+
ε
N !
∞∫
0
∞∫
τ
ε
εv−τ∫
τ
R(v)Ql(u)Q
(N+1)
k (u + s)(εv − τ − s)
N dsdvdu
=O(εN+2) .
Die Werte für τ < 0 berechnet man aus der Beziehung Rεrkεrl(τ) = Rεrlεrk(−τ). Speziell
für τ = 0 gilt
Rεrkεrl(0) =
N∑
j=0
εj+1
j!
[
q
j
kl(0) + q
j
lk(0)
]
κj + ρ
N+1
kl (0, ε) .
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Beweis.
Zum Einen ist zu zeigen, daß
εj+1
j!
{
q
j
kl(τ)
[
µj − 1[0,ε)(τ)c
−
j
(τ
ε
)]
+ qjlk(τ)1[0,ε)(τ)c
+
j
(τ
ε
)}
= O(εj+1)
für j = 0, . . . , N gilt. Diese Behauptung ist erfüllt, da aufgrund der Annahmen 1.2 und
1.4 die Terme
q
j
kl(τ)
[
µj − 1[0,ε)(τ)c
−
j
(τ
ε
)]
und qjlk(τ)1[0,ε)(τ)c
+
j
(τ
ε
)
bezüglich ε beschränkt sind.
Zum Anderen wird ρN+1kl (τ, ε) = O(ε
N+2) für den Fall τ ≥ 0 gezeigt. Unter Berücksich-
tigung der ε-Korreliertheit hat das Restglied die Darstellung
ρN+1kl (τ, ε)
= ε
∞∫
0
τ
ε∫
−1
R(v)Qk(u)ρ˜
N+1
l (τ, u, εv) dvdu + ε
∞∫
0
1∫
min{ τ
ε
,1}
R(v)Ql(u)ρˆ
N+1
k (τ, u, εv) dvdu .
Für die Restglieder der Taylorentwicklung der Kernfunktionen findet man die Abschät-
zungen
|ρ˜N+1l (τ, u, εv)| =
1
N !
∣∣∣∣∣∣
τ−εv∫
τ
Q
(N+1)
l (u + s)(τ − εv − s)
N ds
∣∣∣∣∣∣
≤
CQl,N+1
N !
∣∣∣∣∣∣
τ−εv∫
τ
|τ − εv − s|N ds
∣∣∣∣∣∣ =
CQl,N+1
N !
∣∣∣∣∣∣
0∫
−εv
|s|N ds
∣∣∣∣∣∣
=
CQl,N+1
N !
|εv|∫
0
sN ds = CQl,N+1
|εv|N+1
(N + 1)!
und für 0 ≤ τ
ε
≤ v ≤ 1
∣∣ρˆN+1k (τ, u, εv)∣∣ = 1N !
∣∣∣∣∣∣
εv−τ∫
τ
Q
(N+1)
k (u + s)(εv − τ − s)
N ds
∣∣∣∣∣∣
≤
CQk,N+1
N !
∣∣∣∣∣∣
εv−τ∫
τ
|εv − τ − s|N ds
∣∣∣∣∣∣ =
CQk,N+1
N !
∣∣∣∣∣∣
0∫
εv−2τ
|s|N ds
∣∣∣∣∣∣
=
CQk,N+1
N !
|εv−2τ |∫
0
sN ds ≤
CQk,N+1
N !
εv∫
0
sN ds = CQk,N+1
(εv)N+1
(N + 1)!
,
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da im Fall 0 ≤ τ ≤ εv die Ungleichung |εv − 2τ | ≤ εv gilt.
Es ergeben sich die Beziehungen∣∣∣∣∣∣∣ε
∞∫
0
τ
ε∫
−1
Qk(u)R(v)ρ˜
N+1
l (τ, u, εv) dvdu
∣∣∣∣∣∣∣ ≤
εN+2CQl,N+1
(N + 1)!
∞∫
0
|Qk(u)| du
τ
ε∫
−1
|v|N+1 |R(v)| dv
und ∣∣∣∣∣∣∣ε
∞∫
0
1∫
min{ τ
ε
,1}
ρˆN+1k (τ, u, εv)R(v)Ql(u) dvdu
∣∣∣∣∣∣∣
≤
εN+2CQk,N+1
(N + 1)!
1∫
min{ τ
ε
,1}
vN+1|R(v)|dv
∞∫
0
|Ql(u)| du .
Unter Verwendung der Abschätzungen
τ
ε∫
−1
|v|N+1 |R(v)| dv ≤
1∫
−1
|v|N+1 |R(v)| dv ≤ R(0)
1∫
−1
|v|N+1 dv =
2R(0)
N + 2
und
1∫
min{ τ
ε
,1}
vN+1|R(v)|dv ≤
1∫
0
vN+1|R(v)|dv ≤ R(0)
1∫
0
vN+1dv =
R(0)
N + 2
folgt die Behauptung
|ρN+1kl (τ, ε)| ≤
εN+2
(N + 2)!
R(0)

2CQl,N+1
∞∫
0
|Qk(u)| du + CQk,N+1
∞∫
0
|Ql(u)| du

 .
Für Qk(t) = Ql(t) = Q(t) ergibt sich die Entwicklung der Korrelationsfunktion.
Satz 2.3
Sei Q ∈ GN . Dann gilt die asymptotische Entwicklung
Rεrεr(τ) =
N∑
j=0
εj+1
j!
qj(|τ |)
[
µj + 1(−ε,ε)(τ)c˜j
(
|τ |
ε
)]
+ ρN+1εrεr (|τ |, ε)
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mit den Entwicklungskoeffizienten (1.4), den Korrekturtermen
c˜j(α) := c
+
j (α)− c
−
j (α)
und dem Restglied
ρN+1εrεr (τ, ε) =
ε
N !
∞∫
0
τ
ε∫
−∞
τ−εv∫
τ
R(v)Q(u)Q(N+1)(u + s)(τ − εv − s)N dsdvdu
+
ε
N !
∞∫
0
∞∫
τ
ε
εv−τ∫
τ
R(v)Q(u)Q(N+1)(u + s)(εv − τ − s)N dsdvdu
=O(εN+2) .
Speziell für τ = 0 gilt
Rεrεr(0) =
N∑
j=0
εj+1
j!
qj(0)νj + ρ
N+1
εrεr (0, ε) .
Die asymptotische Entwicklung in Satz 2.2 gilt gleichmäßig bezüglich τ für ε → 0, d.h.
die Forderungen (1.2) sind unabhängig von τ erfüllt. Betrachtet man die Entwicklung
jedoch punktweise, d.h. für feste τ > 0 und ε → 0, so kann man annehmen, daß τ > ε
gilt und die Terme 1[0,ε)(τ)c
+
j
(
τ
ε
)
und 1[0,ε)(τ)c
−
j
(
τ
ε
)
verschwinden. Insbesondere gilt
dann im Satz 2.3 1(−ε,ε)(τ)c˜j
(
|τ |
ε
)
= 0. Aus diesen Überlegungen folgt der einleitende
Entwicklungssatz 1.5.
Approximationen der Kreuzkorrelationsfunktion nach Satz 2.2 sind als Funktionen von
τ stetig, auf die Differenzierbarkeit wird in Abschnitt 5 eingegangen.
3 Kreuzkorrelationsfunktion eines Integralfunktionals
und dessen Ableitung
Ziel dieses Abschnittes soll es sein, eine asymptotische Entwicklung der Kreuzkorrela-
tionsfunktion von Integralfunktional (1.1) und dessen Ableitung
εr˙(t, ω) =
t∫
−∞
Q′(t− s) fε (s, ω) ds + Q(0) fε (t, ω) (3.1)
anzugeben. Ist Q(0) = 0, dann ist die Ableitung εr˙(t, ω) ein Integralfunktional und die
gesuchte Entwicklung ist auf Satz 2.2 zurückzuführen.
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Verschwinden höhere Ableitungen der Kernfunktion an der Stelle Null, so sind auch hö-
here Ableitungen von εr(t, ω) Integralfunktionale. Als Beispiel seien stationäre Lösungen
von Formfiltergleichungen genannt [5, 15]. Die Kernfunktion ist dann Lösung einer linea-
ren Differentialgleichung höherer Ordnung mit entsprechenden Anfangsbedingungen.
Wandelt man andererseits eine Kernfunktion so ab, daß diese Eigenschaft nachträglich
erreicht wird, spricht man von Glättung des Integralfunktionals [3, 7, 8, 15]. Dabei wird
die Kernfunktion mit einer Glättungsfunktion multipliziert, die diese nur auf einem klei-
nen Bereich des Definitionsgebietes abändert und somit wesentliche Merkmale des Inte-
gralfunktionals erhalten bleiben. Entwicklungen von Korrelationsfunktionen geglätteter
Integralfunktionale im Zusammenhang mit Schwingungsmodellen findet man in [12].
Es soll nun der Fall behandelt werden, in dem der Term Q(0) fε (t, ω) im Allgemeinen
nicht verschwindet. Die Kreuzkorrelationsfunktion
E {εr(t)εr˙(t + τ)}
=
t∫
−∞
t+τ∫
−∞
Q(t− u)Q′(t + τ − v)Rεfεf (v − u) dvdu
+ Q(0)
t∫
−∞
Q(t− u)Rεfεf (t + τ − u) du (3.2)
=
∞∫
0
∞∫
0
Q(u)Q′(v)Rεfεf (τ + u− v) dvdu + Q(0)
∞∫
0
Q(u)Rεfεf (τ + u) du
= Rεrεr˙(τ)
besteht aus zwei Summanden, wobei sich der erste nach Satz 2.2 entwickeln läßt. Infolge
dessen interessieren Entwicklungen des zweiten Summanden, d.h. von Integralen der
Form
I(τ) =
∞∫
0
Q(u)Rεfεf (τ + u) du =
∞∫
τ
Q(u− τ)Rεfεf (u) du = ε
∞∫
τ
ε
Q(εu− τ)R(u) du .
Dabei ist zu erkennen, daß I(τ) = 0 ist für τ ≥ ε. Das Vorgehen für τ < ε basiert auf
der Entwicklung von Q(εu − τ) an der Stelle |τ |. Unter den Voraussetzungen Q ∈ GN
und εu− τ ≥ 0, d.h. εu ≥ τ , gilt
Q(εu− τ) =
N∑
j=0
1
j!
Q(j)(|τ |)(εu− τ − |τ |)j + ρN+1Q (τ, εu) ,
wobei
ρN+1Q (τ, εu) =
1
N !
εu−τ∫
|τ |
Q(N+1)(v)(εu− τ − v)N dv
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das Restglied der Taylorentwicklung in Integralform ist.
Durch Einsetzen der Entwicklung erhält man
I(τ) =
N∑
j=0
εj+1
j!
Q(j)(|τ |)
∞∫
τ
ε
(
u−
τ + |τ |
ε
)j
R(u) du + ρN+1I (τ, ε)
=
N∑
j=0
εj+1
j!
Q(j)(|τ |)


∞∫
τ
ε
(
u− 2τ
ε
)j
R(u) du τ > 0
∞∫
τ
ε
ujR(u) du τ ≤ 0
+ ρN+1I (τ, ε)
mit dem Restglied
ρN+1I (τ, ε) = ε
∞∫
τ
ε
ρN+1Q (τ, εu)R(u) du .
Werden die Beziehungen (2.2) und (2.3) berücksichtigt, ergibt sich folgender Satz.
Satz 3.1
Sei Q ∈ GN . Dann gilt die asymptotische Entwicklung
∞∫
0
Q(u)Rεfεf (τ + u) du
=
N∑
j=0
εj+1
j!
Q(j)(|τ |)
[
1(−∞,0](τ)µj − 1(−ε,0](τ)c
−
j
(
−
τ
ε
)
+ 1(0,ε)(τ)c
+
j
(τ
ε
)]
+ ρN+1I (τ, ε)
mit dem Restglied
ρN+1I (τ, ε) =
ε
N !
∞∫
τ
ε
εu−τ∫
|τ |
Q(N+1)(v)(εu− τ − v)NR(u) dvdu = O(εN+2)
und speziell für τ = 0
∞∫
0
Q(u)Rεfεf (u) du =
N∑
j=0
εj+1
j!
Q(j)(0)κj + ρ
N+1
I (0, ε) .
Beweis.
Im Fall τ ≥ ε gilt wegen 1 ≤ τ
ε
≤ u für das Restglied ρN+1I (τ, ε) = 0. Im Fall τ < ε ist
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bezüglich u über τ
ε
≤ u ≤ ∞ zu integrieren und es gilt die Abschätzung des Restgliedes
der Entwicklung der Kernfunktion
|ρN+1Q (τ, εu)| ≤
1
N !
∣∣∣∣∣∣∣
εu−τ∫
|τ |
|Q(N+1)(v)||εu− τ − v|N dv
∣∣∣∣∣∣∣ ≤
CQ,N+1
N !
∣∣∣∣∣∣∣
0∫
εu−τ−|τ |
|v|N dv
∣∣∣∣∣∣∣
=
CQ,N+1
N !
|εu−τ−|τ ||∫
0
vN dv ≤
CQ,N+1
N !
|εu|∫
0
vN dv = CQ,N+1
|εu|N+1
(N + 1)!
,
da für τ ≤ εu gilt |εu− τ − |τ || ≤ |εu|.
Zusammenfassend ergibt sich unabhängig von τ
|ρN+1I (τ, ε)| ≤ ε
∞∫
τ
ε
|ρN+1Q (τ, εu)||R(u)| du ≤ ε
1∫
−1
|ρN+1Q (τ, εu)||R(u)| du
≤
εN+2
(N + 1)!
CQ,N+1R(0)
1∫
−1
|u|N+1 du =
2εN+2
(N + 2)!
CQ,N+1R(0) .
Für ε→ 0 gilt folglich ρN+1I (τ, ε) = O(ε
N+2).
Bemerkung 3.2 Aufgrund der Beziehung µj − c
−
j (0) = κj = c
+
j (0) (vgl. (2.4)) ist die
Approximation des Integrals durch die endliche Reihe ohne Restglied als Funktion von
τ im Punkt τ = 0 stetig. Somit kann der Satz 3.1 auch in der Form
∞∫
0
Q(u)Rεfεf (τ + u) du
=
N∑
j=0
εj+1
j!
Q(j)(|τ |)
[
1(−∞,0)(τ)µj − 1(−ε,0)(τ)c
−
j
(
−
τ
ε
)
+ 1[0,ε)(τ)c
+
j
(τ
ε
)]
+ ρN+1I (τ, ε)
formuliert werden.
Mit diesem Ergebnis ist es möglich, die Entwicklung der Kreuzkorrelationsfunktion (3.2)
herzuleiten. Für τ ≥ 0 gilt mit Hilfe von Satz 2.2
Rεrεr˙(τ) =
N∑
j=0
εj+1
j!


∞∫
0
Q(s)Q(j+1)(s + τ) ds
[
µj − 1[0,ε)(τ)c
−
j
(τ
ε
)]
+

 ∞∫
0
Q′(s)Q(j)(s + τ) ds + Q(0)Q(j)(τ)

1[0,ε)(τ)c+j (τε
)

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+
ε
N !
∞∫
0
τ
ε∫
−∞
τ−εv∫
τ
R(v)Q(u)Q(N+2)(u + s)(τ − εv − s)N dsdvdu
+
ε
N !
∞∫
0
∞∫
τ
ε
εv−τ∫
τ
R(v)Q′(u)Q(N+1)(u + s)(εv − τ − s)N dsdvdu
+ Q(0)
ε
N !
∞∫
τ
ε
εv−τ∫
τ
R(v)Q(N+1)(s)(εv − τ − s)N dsdv .
Unter Anwendung der partiellen Integration,
∞∫
0
Q′(s)Q(j)(s + τ) ds = −Q(0)Q(j)(τ)−
∞∫
0
Q(s)Q(j+1)(s + τ) ds
und
∞∫
0
∞∫
τ
ε
εv−τ∫
τ
R(v)Q′(u)Q(N+1)(u + s)(εv − τ − s)N dsdvdu
= −Q(0)
∞∫
τ
ε
εv−τ∫
τ
R(v)Q(N+1)(s)(εv − τ − s)N dsdv
−
∞∫
0
∞∫
τ
ε
εv−τ∫
τ
R(v)Q(u)Q(N+2)(u + s)(εv − τ − s)N dsdvdu ,
sowie der Berücksichtigung der Beziehung Rεrεr˙(τ) = −Rεr˙εr(τ) = −Rεrεr˙(−τ) läßt sich
diese Darstellung vereinfachen.
Satz 3.3
Sei Q ∈ GN+1. Dann gilt die asymptotische Entwicklung
Rεrεr˙(τ) = sign(τ)
N∑
j=0
εj+1
j!
qj+1(|τ |)
[
µj − 1(−ε,ε)(τ)˜˜cj
(
|τ |
ε
)]
+ ρN+1εrεr˙ (|τ |, ε)
mit den Korrekturtermen
˜˜cj(α) := c
+
j (α) + c
−
j (α)
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und dem Restglied
ρN+1εrεr˙ (τ, ε) =
ε
N !
∞∫
0
τ
ε∫
−∞
τ−εv∫
τ
R(v)Q(u)Q(N+2)(u + s)(τ − εv − s)N dsdvdu
−
ε
N !
∞∫
0
∞∫
τ
ε
εv−τ∫
τ
R(v)Q(u)Q(N+2)(u + s)(εv − τ − s)N dsdvdu
=O(εN+2) .
Speziell für τ = 0 gilt Rεrεr˙(0) = 0.
Die Ordnung des Restgliedes bzw. Fehlerabschätzungen erhält man aus Satz 2.2 und
Satz 3.1 bzw. deren Beweise.
4 Korrelationsfunktion der Ableitung
Ergebnis dieses Abschnittes ist die asymptotische Entwicklung der Korrelationsfunktion
der Ableitung (3.1) eines Integralfunktionals. Analog zu den vorangegangen Überlegun-
gen ermittelt man
E {εr˙(t)εr˙(t + τ)}
=
t∫
−∞
t+τ∫
−∞
Q′(t− u)Q′(t + τ − v)Rεfεf (v − u) dvdu + Q
2(0)Rεfεf (τ)
+ Q(0)
t∫
−∞
Q′(t− u)Rεfεf (t + τ − u) du + Q(0)
t+τ∫
−∞
Q′(t + τ − u)Rεfεf (u− t) du
=
∞∫
0
∞∫
0
Q′(u)Q′(v)Rεfεf (τ + u− v) dvdu + Q
2(0)Rεfεf (τ)
+ Q(0)
∞∫
0
Q′(u)Rεfεf (τ + u) du + Q(0)
∞∫
0
Q′(u)Rεfεf (τ − u) du
=Rεr˙εr˙(τ) .
Die Anwendung der Sätze 2.3 und 3.1 ergibt im Fall τ ≥ 0
Rεr˙εr˙(τ) =
N∑
j=0
εj+1
j!
{ ∞∫
0
Q′(s)Q(j+1)(s + τ) ds
[
µj + 1[0,ε)(τ)c˜j
(τ
ε
)]
+ Q(0)Q(j+1)(τ)
[
µj + 1[0,ε)(τ)
(
c+j
(τ
ε
)
− c−j
(τ
ε
))]}
+ Q2(0)Rεfεf (τ)
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+
ε
N !
∞∫
0
τ
ε∫
−∞
τ−εv∫
τ
R(v)Q′(u)Q(N+2)(u + s)(τ − εv − s)N dsdvdu
+
ε
N !
∞∫
0
∞∫
τ
ε
εv−τ∫
τ
R(v)Q′(u)Q(N+2)(u + s)(εv − τ − s)N dsdvdu
+ Q(0)
ε
N !
∞∫
− τ
ε
εv+τ∫
τ
R(v)Q(N+2)(s)(εv + τ − s)N dsdv
+ Q(0)
ε
N !
∞∫
τ
ε
εv−τ∫
τ
R(v)Q(N+2)(s)(εv − τ − s)N dsdv .
Das Resultat ist folgender Satz.
Satz 4.1
Sei Q ∈ GN+1. Dann gilt die asymptotische Entwicklung
Rεr˙εr˙(τ) =Q
2(0)R
(τ
ε
)
−
N∑
j=0
εj+1
j!
qj+2(|τ |)
[
µj + 1(−ε,ε)(τ)c˜j
(
|τ |
ε
)]
+ ρN+1εr˙εr˙ (|τ |, ε)
mit dem Restglied
ρN+1εr˙εr˙ (τ, ε) =
ε
N !
∞∫
0
τ
ε∫
−∞
τ−εv∫
τ
R(v)Q′(u)Q(N+2)(u + s)(τ − εv − s)N dsdvdu
+
ε
N !
∞∫
0
∞∫
τ
ε
εv−τ∫
τ
R(v)Q′(u)Q(N+2)(u + s)(εv − τ − s)N dsdvdu
+ Q(0)
ε
N !
τ
ε∫
−∞
τ−εv∫
τ
R(v)Q(N+2)(s)(τ − εv − s)N dsdv
+ Q(0)
ε
N !
∞∫
τ
ε
εv−τ∫
τ
R(v)Q(N+2)(s)(εv − τ − s)N dsdv
=O(εN+2) .
Speziell für τ = 0 gilt
Rεr˙εr˙(0) =Q
2(0)R (0)−
N∑
j=0
εj+1
j!
qj+2(0)νj + ρ
N+1
εr˙εr˙ (0, ε) .
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Bemerkung 4.2 Unter der stärkeren VoraussetzungQ ∈ GN+2 kann man das Restglied
mittels partieller Integration in die Form
ρN+1εr˙εr˙ (τ, ε) = −
ε
N !
∞∫
0
τ
ε∫
−∞
τ−εv∫
τ
R(v)Q(u)Q(N+3)(u + s)(τ − εv − s)N dsdvdu
−
ε
N !
∞∫
0
∞∫
τ
ε
εv−τ∫
τ
R(v)Q(u)Q(N+3)(u + s)(εv − τ − s)N dsdvdu
überführen.
Um höhere Ableitungen des Integralfunktionals zu betrachten, muß man voraussetzen,
daß die Zufallsfunktionen ( fε )ε>0 differenzierbar sind. Beispiele von Korrelationsfunktio-
nen differenzierbarer ε-korrelierter Prozesse findet man in [6] und [8].
5 Differentiation der asymptotischen Entwicklung
Eine andere Möglichkeit zur Bestimmung der Entwicklung der Korrelationsfunktion der
Ableitung bietet die Differentiation der Entwicklung der Korrelationsfunktion entspre-
chend den Beziehungen Rεrεr˙(τ) = R′εrεr(τ) und Rεr˙εr˙(τ) = −R
′
εrεr˙(τ), falls die Ent-
wicklungsglieder stetig differenzierbar sind. Dabei bezeichnet R′εrεr(τ) =
dRεrεr
dτ
(τ) die
Ableitung nach τ , wobei ε als fester Parameter aufgefaßt wird.
Als Voraussetzung an die Kernfunktion wird Q ∈ GN+1 gefordert, was die Existenz einer
Entwicklung von Rεrεr(τ) bis zur Ordnung N + 1 sowie von Rεrεr˙(τ) und Rεr˙εr˙(τ) bis zur
Ordnung N sichert. Bezeichnet NRεrεr(τ) = Rεrεr(τ)− ρ
N+1
εrεr (τ, ε) die Approximation der
Ordnung N , so ermittelt man für τ ≥ 0 (wobei für τ = 0 die einseitige Ableitung für
τ ↓ 0 gemeint ist)
d
dτ
N+1Rεrεr(τ) =
N+1∑
j=0
εj+1
j!
d
dτ
(
qj(τ)
[
µj + 1[0,ε)(τ)c˜j
(τ
ε
)])
=
N+1∑
j=0
εj+1
j!
{
q′j(τ)
[
µj + 1[0,ε)(τ)c˜j
(τ
ε
)]
+ qj(τ)1[0,ε)(τ)c˜
′
j
(τ
ε
) 1
ε
}
.
Für die Ableitung der Korrekturterme gilt
c−j
′(α) =
d
dα
(−1)j
1∫
α
ujR(u) du = (−1)j+1αjR(α)
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und (setzt man c+−1(α) := 0)
c+j
′(α) =
d
dα
1∫
α
(u− 2α)j R(u) du = −2jc+j−1(α) + (−1)
j+1αjR(α) ,
woraus
c˜′j(α) = c
+
j
′(α)− c−j
′(α) = −2jc+j−1(α)
und
˜˜c′j(α) = c
+
j
′(α) + c−j
′(α) = −2jc+j−1(α) + 2(−1)
j+1αjR(α)
folgen. Bei der Differentiation von 1[0,ε)(τ)c˜j
(
τ
ε
)
ist der Punkt τ = ε besonders zu be-
rücksichtigen. Es gilt
d
dτ
(
1[0,ε)(τ)c˜j
(τ
ε
))
= 1[0,ε)(τ)c˜
′
j
(τ
ε
) 1
ε
= −
2j
ε
1[0,ε)(τ)c
+
j−1
(τ
ε
)
,
da lim
α→1
c˜′j(α) = 0 ist. Die Ableitung der Entwicklungskoeffizienten
q′j(τ) =
d
dτ
∞∫
0
Q(s)Q(j)(s + τ) ds =
∞∫
0
Q(s)Q(j+1)(s + τ) ds = qj+1(τ)
ermöglicht die Darstellung
d
dτ
N+1Rεrεr(τ)
=
N+1∑
j=0
εj+1
j!
qj+1(τ)
[
µj + 1[0,ε)(τ)c˜j
(τ
ε
)]
− 2
N+1∑
j=1
εj
(j − 1)!
qj(τ)1[0,ε)(τ)c
+
j−1
(τ
ε
)
=
N+1∑
j=0
εj+1
j!
qj+1(τ)
[
µj + 1[0,ε)(τ)c˜j
(τ
ε
)]
− 2
N∑
j=0
εj+1
j!
qj+1(τ)1[0,ε)(τ)c
+
j
(τ
ε
)
=
N∑
j=0
εj+1
j!
qj+1(τ)
[
µj + 1[0,ε)(τ)
(
c˜j
(τ
ε
)
− 2c+j
(τ
ε
))]
+
εN+2
(N + 1)!
qN+2(τ)
[
µN+1 + 1[0,ε)(τ)c˜N+1
(τ
ε
)]
=NRεrεr˙(τ) +
εN+2
(N + 1)!
qN+2(τ)
[
µN+1 + 1[0,ε)(τ)c˜N+1
(τ
ε
)]
,
d.h.
NRεrεr˙(τ) =
N+1R′εrεr(τ)−
εN+2
(N + 1)!
qN+2(τ)
[
µN+1 + 1[0,ε)(τ)c˜N+1
(τ
ε
)]
. (5.1)
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Andererseits läßt sich die Beziehung
∂
∂τ
ρN+2εrεr (τ, ε) +
εN+2
(N + 1)!
qN+2(τ)
[
µN+1 + 1[0,ε)(τ)c˜N+1
(τ
ε
)]
= ρN+1εrεr˙ (τ, ε)
nach einigen Rechnungen verifizieren.
Analog berechnet man
d
dτ
NRεrεr˙(τ) =
N∑
j=0
εj+1
j!
{
qj+2(τ)
[
µj − 1[0,ε)(τ)˜˜cj
(τ
ε
)]
− qj+1(τ)1[0,ε)(τ)˜˜c
′
j
(τ
ε
) 1
ε
}
.
Berücksichtigt man die Beziehungen
−
N∑
j=0
εj+1
j!
qj+1(τ)˜˜c
′
j
(τ
ε
) 1
ε
= 2
N∑
j=0
εj
j!
qj+1(τ)
[
jc+j−1
(τ
ε
)
+
(
−
τ
ε
)j
R
(τ
ε
)]
= 2
N∑
j=1
εj
(j − 1)!
qj+1(τ)c
+
j−1
(τ
ε
)
+ 2
N∑
j=0
(−τ)j
j!
qj+1(τ)R
(τ
ε
)
= 2
N−1∑
j=0
εj+1
j!
qj+2(τ)c
+
j
(τ
ε
)
+ 2
N∑
j=0
(−τ)j
j!
qj+1(τ)R
(τ
ε
)
= 2
N∑
j=0
εj+1
j!
qj+2(τ)c
+
j
(τ
ε
)
− 2
εN+1
N !
qN+2(τ)c
+
N
(τ
ε
)
+ 2
N∑
j=0
(−τ)j
j!
qj+1(τ)R
(τ
ε
)
und aufgrund von
τ∫
0
Q(N+2)(u + s)(−s)N ds = Q(N+1)(u + τ)(−τ)N + N
τ∫
0
Q(N+1)(u + s)(−s)N−1 ds
=
N∑
j=1
N !
j!
Q(j+1)(u + τ)(−τ)j + N !
τ∫
0
Q′′(u + s) ds
= N !
N∑
j=0
(−τ)j
j!
Q(j+1)(u + τ)−N !Q′(u)
die Beziehung
2
N !
∞∫
0
Q(u)
τ∫
0
Q(N+2)(u + s)(−s)N dsdu
= 2
N∑
j=0
(−τ)j
j!
∞∫
0
Q(u)Q(j+1)(u + τ) du− 2
∞∫
0
Q(u)Q′(u) du
= 2
N∑
j=0
(−τ)j
j!
qj+1(τ) + Q
2(0) ,
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so folgt
d
dτ
NRεrεr˙(τ) =
N∑
j=0
εj+1
j!
qj+2(τ)
[
µj + 1[0,ε)(τ)c˜j
(τ
ε
)]
− 2
εN+1
N !
qN+2(τ)c
+
N
(τ
ε
)
+ 2
N∑
j=0
(−τ)j
j!
qj+1(τ)R
(τ
ε
)
=
N∑
j=0
εj+1
j!
qj+2(τ)
[
µj + 1[0,ε)(τ)c˜j
(τ
ε
)]
− 2
εN+1
N !
qN+2(τ)c
+
N
(τ
ε
)
+
2
N !
∞∫
0
Q(u)
τ∫
0
Q(N+2)(u + s)(−s)N dsduR
(τ
ε
)
−Q2(0)R
(τ
ε
)
= − NRεr˙εr˙(τ)− 2
εN+1
N !
qN+2(τ)c
+
N
(τ
ε
)
+
2
N !
∞∫
0
Q(u)
τ∫
0
Q(N+2)(u + s)(−s)N dsduR
(τ
ε
)
,
d.h.
NRεr˙εr˙(τ) = −
NR′εrεr˙(τ)− 2
εN+1
N !
qN+2(τ)c
+
N
(τ
ε
)
+
2
N !
∞∫
0
Q(u)
τ∫
0
Q(N+2)(u + s)(−s)N dsduR
(τ
ε
)
.
(5.2)
Der Nachweis von
∂
∂τ
ρN+1εrεr˙ (τ, ε)− 2
εN+1
N !
qN+2(τ)c
+
N
(τ
ε
)
+
2
N !
∞∫
0
Q(u)
τ∫
0
Q(N+2)(u + s)(−s)N dsduR
(τ
ε
)
= −ρN+1εr˙εr˙ (τ, ε)
erfordert einige Rechnungen.
Die Approximationen von Rεrεr(τ) und Rεrεr˙(τ) der Ordnung N sind somit bezüglich
τ stetig auf R und bis auf den Punkt τ = 0 stetig differenzierbar. Wie man den For-
meln (5.1) und (5.2) entnehmen kann, lassen sich die Approximationen der Ableitung
einer Korrelationsfunktion nicht durch bloßes Differenzieren ihrer Approximation ermit-
teln. Es müssen zusätzliche Terme berücksichtigt werden, die bei der Differentiation des
Restgliedes der Entwicklung entstehen.
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6 Beispiel
Zur Illustration der Ergebnisse soll das Integralfunktional
εr(t, ω) =
t∫
−∞
e−γ(t−s) fε (s, ω) ds
dienen. Die Kernfunktion Q(t) = e−γt , γ > 0 ist beliebig oft stetig differenzierbar
und erfüllt somit die Annahme 1.4 für beliebiges N . Dadurch bietet sich die zusätzliche
Möglichkeit, die asymptotische Entwicklung für N →∞ zu untersuchen.
( fε )ε>0 sei die Familie der Bachelier-Wiener-Prozesse, d.h. stationäre ε-korrelierte Pro-
zesse mit der Korrelationsfunktion
R(τ) = σ2(1− |τ |)+
des 1-korrelierten Prozesses (vgl. Annahme 1.2). Im Weiteren wird die Varianz σ2 = 1
gesetzt, was keine Einschränkung bedeutet, da σ2 an entsprechender Stelle stets als
Faktor auftritt.
Für die asymptotische Entwicklung sind zum Einen die nur von der Korrelationsfunktion
von ( fε )ε>0 abhängigen Korrekturterme der Korrelationsmomente zu ermitteln. Mittels
partieller Integration berechnet man
c+j (α) =
1∫
α
(u− 2α)j(1− u) du =
(1− 2α)j+2 − (−α)j+2
(j + 1)(j + 2)
−
(−α)j+1(1− α)
j + 1
und
c−j (α) = (−1)
j
1∫
α
uj(1− u) du =
(−1)j
(j + 1)(j + 2)
+
(−α)j+1
j + 1
+
(−α)j+2
j + 2
,
woraus die Korrekturterme
c˜j(α) =
−2(1− α)(−α)j+1
j + 1
+
(1− 2α)j+2 − (−1)j
(j + 1)(j + 2)
,
˜˜cj(α) =
(1− 2α)j+2 − 2(−α)j+2 + (−1)j
(j + 1)(j + 2)
und wegen c+j (0) = κj die Korrelationsmomente
κj =
1
(j + 1)(j + 2)
folgen. Die Funktionen c+j (α) und c
−
j (α) sind für j = 0, 1, 2, 3 in Abbildung 6.1 veran-
schaulicht.
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(−1)jc−j (−α) c
+
j (α)
0
0.1
0.2
0.3
0.4
0.5
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α
Abbildung 6.1: Korrekturterme c+j (α) und c
−
j (α) für j = 0, 1, 2, 3 (von dunkel nach hell)
Zum Anderen berechnet man die nur von der Kernfunktion des Integralfunktionals ab-
hängigen Entwicklungskoeffizienten
qj(τ) =
∞∫
0
Q(s)Q(j)(s + τ) ds = −
1
2
(−γ)j−1 e−γτ .
Die Approximationen z.B. für N = 0 haben dann entsprechend den Sätzen 2.3, 3.3 und
4.1 die Gestalt
Rεrεr(τ) ≈ εq0(|τ |)µ0 =
ε
2γ
e−γ|τ |
Rεr˙εr(τ) ≈ sign(−τ)εq1(|τ |)
[
µ0 − 1(−ε,ε)(τ)˜˜c0
(
|τ |
ε
)]
= sign(τ)
ε
2
e−γ|τ |
[
1−
(
1−
|τ |
ε
)2
+
]
Rεr˙εr˙(τ) ≈R
(τ
ε
)
− εq2(|τ |)µ0 =
(
1−
|τ |
ε
)
+
−
εγ
2
e−γ|τ | .
Ziel der folgenden Überlegungen sind Aussagen zu Entwicklungen beliebig hoher Ord-
nung N . Eine asymptotischen Entwicklung einer Funktion ϕ(ε) soll für N = ∞ gelten,
wenn die Bedingungen (1.2) für alle j = 0, 1, 2, . . . erfüllt sind. Konvergiert dann die Reihe
∞∑
j=0
ϕj(ε) = ϕˆ(ε) für alle 0 < ε < ε0 und ist die asymptotische Entwicklung von ϕ(ε) auch
asymptotische Entwicklung der Summe ϕˆ(ε) für N = ∞, dann gilt ϕ(ε)− ϕˆ(ε) = o(εpj)
für ∀j.
Im Beispiel zeigt sich sogar, daß die Summe der unendlichen Reihe der asymptotischen
Entwicklung der Korrelationsfunktion mit der exakten Korrelationsfunktion überein-
stimmt.
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Für die unendlichen Reihen berechnet man
∞∑
j=0
ε2j+1
(2j)!
q2j(τ)µ2j = e
−γτ cosh(εγ)− 1
εγ3
,
∞∑
j=1
εj+1
j!
qj(τ)c˜j
(τ
ε
)
=
γ(ε− τ)− sinh(γ(ε− τ))
γ3ε
,
∞∑
j=0
εj+1
j!
qj+1(τ)˜˜cj
(τ
ε
)
= −
cosh(γ(ε− τ))− 1
εγ2
.
Unter Berücksichtigung der Beziehung qj+k(τ) = −12(−γ)
j+k−1 e−γτ = (−γ)kqj(τ) , k =
0, 1, 2 , folgen die exakten Korrelationsfunktionen
Rεrεr(τ) =
∞∑
j=0
ε2j+1
(2j)!
q2j(|τ |)µ2j + 1(−ε,ε)(τ)
∞∑
j=1
εj+1
j!
qj(|τ |)c˜j
(
|τ |
ε
)
=
1
εγ3

γ(ε− |τ |)− e
−γ|τ | + 1
2
( e−γ(ε+|τ |) + e−γ(ε−|τ |)) 0 ≤ |τ | < ε
e−γ|τ |(cosh(εγ)− 1) |τ | ≥ ε
,
Rεr˙εr(τ) = sign(−τ)
(
∞∑
j=0
ε2j+1
(2j)!
q2j+1(|τ |)µ2j − 1(−ε,ε)(τ)
∞∑
j=0
εj+1
j!
qj+1(|τ |)˜˜cj
(
|τ |
ε
))
=
sign(τ)
εγ2

1− e
−γ|τ | + 1
2
(
e−γ(ε+|τ |) − e−γ(ε−|τ |)
)
0 ≤ |τ | < ε
e−γ|τ |(cosh(εγ)− 1) |τ | ≥ ε
und
Rεr˙εr˙(τ) = R
(τ
ε
)
− γ2Rεrεr(τ)
= −
1
εγ

− e
−γ|τ | + 1
2
( e−γ(ε+|τ |) + e−γ(ε−|τ |)) 0 ≤ |τ | < ε
e−γ|τ |(cosh(εγ)− 1) |τ | ≥ ε
.
Die exakten Korrelationsfunktionen sind für γ = 1 auch in Abhängigkeit von ε in der
Abbildung 6.2 dargestellt. Die Abbildung 6.3 vergleicht die Approximationen der Ord-
nungen N = 0, 1, 2 mit den exakten Korrelationsfunktionen für ε = 0.5 und ε = 1.5.
Zur Verifizierung der Ergebnisse kann man die Spektraldichte
Sεrεr(α) =
1
2pi
∞∫
−∞
e−iατRεrεr(τ) dτ =
1− cos(εα)
εpiα2(α2 + γ2)
zur Korrelationsfunktion Rεrεr(τ) heranziehen, die sich zum Einen als Fouriertransfor-
mierte berechnet.
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Abbildung 6.2: Exakte Korrelationsfunktionen Rεrεr(τ), Rεr˙εr(τ) und Rεr˙εr˙(τ)
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Abbildung 6.3: Approximationen für N = 0, 1, 2 und exakte Korrelationsfunktionen (von
hell nach dunkel)
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Zum Anderen ergibt sich die Spektraldichte
Sεrεr(α) =
1
2pi
∞∫
−∞
e−iατ
∞∫
0
∞∫
0
Q(u)Q(v)Rεfεf (u + τ − v) dvdudτ = H(α)H(−α)Sεfεf (α)
mittels Spektralmethode unter Verwendung der Übertragungsfunktion
H(α) =
∞∫
0
e−iαuQ(u) du =
1
iα + γ
zur Kernfunktion Q(t) aus der Spektraldichte
Sεfεf (α) =
1− cos(εα)
εpiα2
von Rεfεf (τ).
Die Formeln für Rεr˙εr(τ) und Rεr˙εr˙(τ) lassen sich durch Differenzieren überprüfen.
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