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Die Sicherung der Vollständigkeit einer medizinischen
Dokumentation in Abhängigkeit von eingegebenen Daten
im System SAS
Wolfgang Schreiner
Zusammenfassung
Innerhalb des häufig verwendeten Statistikpaketes SAS wird
eine Methode beschrieben, die es erlaubt, in Abhängigkeit von
eingegebenen Daten für bestimmte Variablen die Eingabe von
Werten fiir andere Variablen in selektiver Weise zu verlangen.
Dadurch wird es möglich, fiir jeden konkreten Fall (Patienten)
alle erforderlichen Variablen mit Sicherheit zu erfassen, die
nicht relevanten jedoch zu unterdrücken. Durch die Verwen-
dung der Komponenten SAS/AF und SAS/FSEDIT innerhalb
des Systems SAS wird ein bestimmter Eingabepfad in individu-
eller Weise vorgegeben. Neben der technischen Realisierung
werden auch flankierende organisatorische Maßnahmen disku-
tiert.
Summary
Using the well-known statistical package SAS a method is
described to define subsets of variables required or non-
required, depending on the values enteredfor other variables. lt
is thus possible to enforce, in each individual case, complete
specification of all relevant parameters, while those variables
irrelevant for the particular case are suppressed_ By use of the
SAS components SAS/AF and SAS/FSEDIT paths of data
entry are established individually. Besides the technical ap-
proach several organisatorial aspects are discussed.
1. Einleitung
Die computerunterstützte Dokumentation medizinischer
Daten für wissenschaftliche Untersuchungen ist heute eine
wesentliche Grundlage der klinischen Forschung. In der Praxis
geschieht dies mit sogenannten „Bildschirmmasken“, in denen
die Struktur der zu erfassenden Variablen vordefiniert ist.
Nach Eingabe der Daten können diese über das gesamte
Patientenkollektiv verrechnet werden.
Eine unabdingbare Voraussetzung einer zielführenden rech-
ierischen Analyse ist die Vollständigkeit der eingegebenen
Daten. In der klinischen Praxis erfolgt die Dateneingabe
jedoch häufig durch Mitarbeiter, die persönlich an den Ergeb-
nissen kein „vitales Interesse“ haben und entweder unbeab-
sichtigt oder um größeren Arbeitsaufwand (beim Suchen nicht
unmittelbar greifbarer Daten) zu vermeiden, gewisse vorgese-
hene Eingaben einfach weglassen. Im nachhinein sind die
entstandenen Lücken nur mühsam aufzufinden und zu schlie-
ßen. Bei der späteren Auswertung treten jedoch fehlende
Werte sehr unangenehm in Erscheinung.
Eine einfache Abhilfe bestünde darin, gewisse (oder alle)
Variablen softwaretechnisch „unbedingt zu verlangen“ (als
„required“ zu definieren). Das Variablenattribut „required/
bzw. optional“ wird bei der Erstellung der Dateistruktur
zusammen mit anderen Charakteristika (z. B. Variablentyp,
Variablenlänge, zulässige Minima und Maxima) für jede
Variable vergeben und kann während der Dateneingabe nicht
willkürlich verändert werden. Somit hat die Datatypistin ledig-
lich die Wahl, entweder gar keine Daten einzugeben (was sich
unschwer überprüfen läßt) oder aber vollständige Datensätze
einzugeben. Wesentliches Merkmal dieser Vorgangsweise ist
es, daß das „Required-Attribut“ pro Variable fix definiert
wird und daher diese Variable in jedem Datensatz einen Wert
erhalten muß.
In der Praxis klinischer Studien ist diese Methode jedoch
aus sachlichen Gründen nicht konsequent durchzuhalten_ Es
gibt nämlich immer „ergänzende Informationen“ (und daher
auch entsprechende Variablen), die dann und nur dann ver-
langt werden sollten, wenn einer anderen (unbedingt verlang-
ten) Variablen ein bestimmter Wert zugewiesen wurde. Ein
Beispiel: Wurde der unbedingt verlangten Variablen „Thera-
pie“ der Wert „Aortokoronarer Bypass“ (nach einem vordefi-
nierten Schlüssel) zugewiesen, sollte die ergänzende Variable
„Koronargefäß“ verlangt werden und etwa den Wert „linke
Koronararterie“ erhalten. Wurde jedoch der unbedingt ver-
langten Variablen „Therapie“ der Wert „Klappenersatz“
zugewiesen, sollte die Variable „welche Klappe“ verlangt
werden, die Variable „Koronargefäß“ jedoch nicht verlangt
werden.
Es ist daher nicht möglich, jede Variable einer Datenstruk-
tur entweder zu verlangen oder nicht zu verlangen, sondern
viele Variable müssen in Abhängigkeit von den eingegebenen
Werten anderer Variabler verlangt werden oder nicht (d. h.
„bedingt verlangt“ definiert werden). In der vorliegenden
Arbeit soll eine Methode vorgestellt werden, die es unter
Benutzung des statistischen Programmpaketes SAS (Statistical
Analysis System [1, 2]) erlaubt, die genannten Forderungen zu
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verwirklichen, ohne auf undurchsichtige oder umständliche
Programmiertechniken zurückzugreifen.
2. Bedingt verlangte Variablen in SAS
2 _ 1 Strukturbeispiel
Ausgangspunkt sei eine Studie mit n Variablen (z. B. n = 10)
V1 bis Vn pro Patient. Ferner sei jede Variable pro Patient
nur einmal vorhanden, d. h., jedem Patienten entspricht
genau ein voller Datensatz V1 bis Vn, der als „Observation“ in
einem SAS-Dataset gehalten wird. Von diesen 10 Variablen
seien etwa V1 bis V5 unbedingt verlangt (z. B. Name -› V1,
Geschlecht -› V2, Alter -› V3, Patientennummer -› V4 und
Therapie -› V5). Ferner seien zwei mögliche Therapien vorge-
sehen, die durch die Codes „1“ und „2“ in V5 definiert
werden. Die Variablen V6 und V7 sollen hingegen nur dann
verlangt werden, wenn Therapie „1“ vorliegt, nicht aber bei
Therapie „2“. Umgekehrt sollen bei Therapie „2“ die Varia-
blen V8, V9 und V10 verlangt werden, nicht aber V6 und V7.
2.2 Realisierung des Strukturbeispieles
Zur Dateneingabe wird das SAS-Fullscreen-Product (SAS/
FSP) [2] mit der Prozedur PROC FSEDIT sowie das Menü-
Steuerungssystem SAS/AF verwendet [3]. SAS/AF bildet das
Rahmensystem, in dem PROC FSEDIT mehrfach aufgerufen
wird.
›
Innerhalb von SAS/AF wird sodann die in Abbildung 1
gezeigte Menüstruktur definiert. Rautenförmige Kästen in
Abbildung 1 bedeuten Auswahlmenüs („Menu-Screens“) in
SAS/AF, rechteckige Kästen stehen für kurze (meist nur
wenige Zeilen umfassende) SAS-Programme („Program
Screens“, siehe Abb. 2) zur Manipulation der Daten.
Im primären Menüschirm M1 besteht die Auswahl zwischen
Programmende und einem (weiteren) Durchlauf der Schleife
zur Dateneingabe. Zur Dateneingabe wird zunächst in der
Program-Screen P0 eine leere Datei mit den Variablen V1 bis
V10 in einem Datastep generiert und anschließend FSEDIT
aufgerufen, siehe Abbildung 2. Der zugehörige Eingabe-
schirm wird jedoch (bei Programmerstellung) mit der SAS/
FSP-Funktion „SCREEN MODIFICATION“ so formatiert
(und das Format im File P0.SCRN gespeichert), daß nur die
unbedingt verlangten Variablen V1 bis V4 aufscheinen, V5 bis
V10 hingegen als „unwanted“ (d. h. nicht sichtbar, nicht ver-
änderbar) definiert sind, siehe Abbildung 3. Nach Verlassen
des FSEDIT wird aus P0 mit DISPLAY M2.MENU in das
Menü zur Auswahl der Therapie verzweigt. Hier kann sich der
Benutzer nur zwischen zwei Pfaden entscheiden und gelangt
entweder in die Program Screen PS1 oder nach PS2. PS1 und
PS2 sind ähnlich, jedoch komplementär strukturiert. In beiden
Fällen wird am Beginn die Variable V5 auf den zutreffenden
Wert gesetzt. Durch entsprechende „Screen Modification“
(und deren Speicherung in den Files PS1.SCRN bzw.
PS2.SCRN) werden in beiden Fällen die bereits eingegebenen
Variablen V1 bis V4 als „unwanted“ erklärt. V5 hingegen wird
Abb. 1. Ablaufdiagramm für bedingt verlangte Variablen in
SAS/AF und SAS/FSEDIT. Aus dem Menü M2 zur Therapie-
auswahl verzweigt man in die einander ausschließenden Ein-
gabeschirme PS1 bzw. PS2 („S“ steht für „single choice“). Die
Menüs M1 und M2 werden in SAS/AF als „Menu-Screens“
realisiert, P0, PS1, PS2 und PE als „Program-Screens“. Die
Variablenattribute „unwanted“, „required“ und „protected“
werden bei der Programmerstellung interaktiv festgelegt und
sind zusammen mit der restlichen Schirmformatierung in den
Files XXX.SCRN gespeichert. Zusätzlich können noch weitere
Attribute (z. B. Maximum/Minimum) definiert werden
M1 Ende
Primär- Ausstieg
menü
PO
Erstellen leere Dateı
V1 - V10
D*
FSEDIT für:
Vl - V4 required
V5 - V10 unwanted
Therapie 1 M2 Therapie 2
Therapie-
auswahl
PS1 PS2
initialisieren V5=l initialisieren V5=2
FSEDIT für: FSEDIT für:
Vl 4 V1 - V4 unwahted
V5 t t d
- V unwanted
V5 protected pro ec e
V6, V7 unwanted
V8 - V10 required
I
V6, V7 required
V8 - V10 unwanted
 ı I
PE
FSEDIT für:
Vl 10-v
Update Stammdatei
4
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Abb. 2. Beispielprogramme in SAS für das Ablaufdiagramm aus
Abb. 1. Gezeigt sind nur die wichtigsten Schritte um das Kon-
zept der bedingt verlangten Variablen darzustellen. Zusätzliche
Komponenten (z. B. formatierter Ausdruck, Prüfroutinen,
Sicherung gegen Fehlbedienung während des FSEDIT) können
je nach Bedarf integriert werden. Ein Teil der Programmierung
steckt in den XXX.SCRN-files, entsprechend den Angaben
bezüglich der Variablenattribute in Abb. 1
/* Program P0 */
DATA SINGLE;
INPUT Vl $CHAR30. /* Name */
V2 Fl. /* Geschlecht */
V3 F2. /* Alter */
V4 F4. /* Patientennummer */
V5 Fl. /* Therapie */
V6 - V10 Fl.; /* bedingt verlangte Var */
FORMAT V1 $CHAR30. /* Name */
V2 Fl. /* Geschlecht */
V3 F2. /* Alter */
V4 _ F4. /* Patientennummer */
V5 Fl. /* Therapie */
V6 - V10 Fl.; /* bedingt verlangte Var */
INFORMAT Vl $CHAR30. /* Name */
V2 Fl. /* Geschlecht */
V3 F2. /* Alter */
V4 F4. /* Patientennummer */
V5 F1. /* Therapie */
V6 - V10 Fl.; /* bedingt verlangte Var */
CARDS;
=PO SCRNPROC FSEDIT DATA=SINGLE SCREEN . ;
PROC DISPLAY M2.MENU; /*Verzweigung zu Therapieauswahl*/
* Program PS1 *//
DATA SINGLE;
SET SINGLE;
V5=l;
PROC FSEDIT DATA-SINGLE SCREEN-PSl.SCRN;
PROC DISPLAY PE.POGRAM; /*Verzweigung zur Datenkontrolle*/
/* Program PS2 */ ~
DATA SINGLE;
SET SINGLE;
V5=2'
PROC FSEDIT DATA=SINGLE SCREEN=PS2.SCRN;
PROC DISPLAY PE.POGRAM; /*Verzweigung zur Datenkontrolle*/
/* Program PE */
PROC FSEDIT DATA=SINGLE SCREEN=PE.SCRN; /*Datenkørrektur */
DATA ALL; /*Update Stammdatei*/
SET ALL SINGLE;
PROC DISPLAY M1.MENU; /*Verzweigung zum Primärmenü */
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zwar dargestellt, jedoch durch das Attribut „protected“ vor
Veränderung geschützt (sobald der Benutzer in das Programm
PS1 verzweigt ist, darf V5 nur den vorher zugewiesenen Wert
eins haben, analog V5 = 2 für PS2). In PS1 werden V6 und V7
unbedingt verlangt, V8 bis V10 hingegen als „unwanted“
unterdrückt. In PS2 läuft der Vorgang hinsichtlich (V6, V7)
und (V8, V9, V10) komplementär ab (siehe Abb. 1 und 2).
Nach Verlassen von PS1 bzw. PS2 sind schließlich die
Variablen V1 bis V5 unbedingt definiert (V6, V7) und (V8,
V9, V10) hingegen bedingt, in Abhängigkeit von V5. Der
Benutzer gelangt in die Program-Screen PE, die mit einem
abschließenden Aufruf von FSEDIT beginnt. Im zugehörigen
formatierten Schirm PE.SCRN werden alle Variablen ange-
zeigt und können zu Korrekturzwecken verändert werden. An
diesem Punkt wurde ja bereits durch die vorangegangene
Prozedur sichergestellt, daß alle bedingt und unbedingt ver-
langten Variablen in korrekter Weise ihre Werte erhalten
haben. Nach erfolgter Datenkorrektur wird der soeben gene-
rierte neue Datensatz an die existierende Stammdatei ange-
hängt (Update der Stammdatei) und in das Primärmenü M1
verzweigt.
2.3 Weitere Optionen
In der oben beschriebenen Applikation lassen sich noch fol-
gende Modifikationen einfügen, die die Benutzerfreundlich-
keit erhöhen können:
- In jedem der Folgeschirme (PS1_SCRN und PS2.SCRN)
kann eine Teilmenge der bereits eingegebenen Variablen
V1 bis V4 angezeigt, jedoch mit dem Attribut „protected“
belegt werden. So könnte etwa der Patientenname (V1) in
allen Eingabeschirmen erscheinen, jedoch nur in einem (P0)
eingegeben werden. Insbesondere bei sehr umfangreichen
Dateistrukturen kann es nützlich sein, dem Benutzer zur
Information eine (für jeden Schirm frei definierbare) Aus-
wahl bereits eingegebener Variablen anzuzeigen.
- Weiters kann vor dem Update der Stammdatei noch ein
formatierter Ausdruck des eingegebenen Datensatzes erfol-
gen (z. B. unter Benutzung von SAS/FSLETTER). Dabei
werden die Werte der Variablen vor der Ausgabe zweckmä-
ßigerweise mit der Prozedur FORMAT [1] in Klartexte
umgesetzt.
Sollten mehrere Therapien dieselben zusätzlichen Variablen
erfordern, kann für alle Therapien derselbe Eingabeschirm
verwendet werden. Es unterbleibt dann lediglich die Zuwei-
sung für V5 am Programmbeginn. Im FSEDIT schließlich wird
V5 unbedingt verlangt und durch Minimum-/Maximum-Vor-
gabe geprüft.
3. Realisierung eines Multiple Choice aus einander nicht
ausschließenden Optionen in SAS/FSEDIT
Das Menü M2 zur Therapieauswahl ist der Minimalfall eines
„Multiple Choice“ mit zwei einander ausschließenden Alter-
nativen und zieht dementsprechend zwei Program-Screens
(PS1 und PS2) nach sich. Schwieriger wird es, wenn etwa ein
Patient gleichzeitig beide (oder sogar mehr als zwei) Therapie-
arten erhalten kann.
3.1 Rückführung auf einander ausschließende Alternativen
Stehen nur zwei Therapien zur Auswahl, die entweder einzeln
oder in Kombination auftreten können, kann die Dateistruk-
tur V1 bis V10 wie oben skizziert weiterverwendet werden. Es
PE SCRN
P0 SCRN
Vl Patientenname
V2 Geschlecht
V3 Alter
V4: Patientennummer
5 z Therapieez
V8 : Zusatz 1 für ¶'1xerapíe2
QIFIUIW'
-l 1 Z 1 2
åıı
V6: Zusatz 1 fur Therapie 1
V7: Zusatz 2 fur Therapie 1 YQ': Zusatz 2 für Thetâpie~2'
vw: zum-ti 3 für Therapie' 2
PS1 SCRN PS2.SCRN
Abb. 3. Zugriff der einzelnen formatierten FSEDIT-Schirme auf die
Gesamtdatei. Die FSEDIT-Schirme werden so formatiert, daß für den
Benutzer jeweils nur „required“ oder „protected“ Variablen sichtbar
sind. „Unwanted“ Variablen werden bei der „FSEDIT/FIELD-
IDENTIFICATION“ unterdrückt
wird lediglich die Kombination aus beiden Therapien formal
als „Therapie 3“ definiert, und man benötigt eine weitere
Program-Screen (etwa P2$3) mit zugehörigem formatiertem
Schirm (P2$3), in dem V6 bis V10 unbedingt verlangt werden.
Für mehr als drei einander nicht ausschließende Therapien
wird diese Vorgangsweise jedoch sehr mühsam, da die Zahl
der möglichen Kombinationen für mehrere Therapien extrem
stark ansteigt_ Es ist daher besser, den folgenden Weg zu
beschreiten:
3.2 Multivariate Codierung
Stehen etwa 4 Therapien (A bis D) und deren Kombinationen
zur Auswahl, wobei jede der Therapien andere Zusatzinfor-
mationen verlangt, wird in der Dateistruktur die Variable V5
durch 4 Variablen (VSA, VSB, V5C und VSD) ersetzt, jede
davon kann entweder null sein (d.h_ Therapie nicht ange-
wandt) oder eins (Therapie angewandt). Das Menü M2 zur
Therapieauswahl erhält vier statt zwei Therapieoptionen, und
es gibt dementsprechend statt PS1 und PS2 vier Program-
Screens (PM1 bis PM4). Während die Programme PS1 und
PS2 vor dem Aufruf von FSEDIT unterschiedliche Werte (1
bzw. 2) in dieselbe Variable V5 geschrieben hatten, schreiben
die Programme PM1 bis PM4 jeweils denselben Wert (nämlich
eins) in verschiedene Variablen (VSA bis VSD), siehe Abbil-
dung 4. Außerdem verzweigen PM1 bis PM4 nicht sofort in die
Datenkontrolle (PE), sondern wieder in die Therapieauswahl
M2. M2 enthält daher eine Zusatzoption, um in die Datenkon-
trolle (PE) zu gelangen.
Die multivariate Codierung bringt folgende wesentliche
Vorteile:
- In der Auswertung können beliebige Therapiekombinatio-
nen durch logische Abfragen der Variablen VSA bis V5D in
einfacher Weise betrachtet werden.
- Die Anzahl der erforderlichen Program-Screens und der
zugehörigen formatierten Schirme (PM1_SCRN bis
PM5.SCRN) steigt nur linear mit der Anzahl der Therapien.
- Zumindest die Angabe einer Therapie wird erzwungen.
Es ist jedoch zu beachten, daß tatsächlich jede Kombination
der vorgesehenen Therapien zulässig und sinnvoll ist; andern-
falls müssen einander ausschließende Gruppen von Therapie-
kombinationen als (echte) Alternativen strukturiert werden
(analog zu Abschnitt 2), und innerhalb der Gruppen muß die
nichtausschließende Wahl (wie oben) vorgesehen werden.
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Dies erfordert die Definition einer weiteren Verzweigungs-
ebene (Menu-Screen) in SAS/AF. Grundsätzlich wird nach
Beendigung von FSEDIT folgendermaßen verzweigt: Wurde
FSEDIT von einem Menü mit einander ausschließenden
Alternativen gerufen, verzweigt man in die weitere Verarbei-
tung (Dateneingabe oder Ende). Das Menü selbst besitzt in
diesem Fall keine separate Option für den Ausstieg. Wurde
FSEDIT jedoch von einem Menü mit einander nicht ausschlie-
ßenden Optionen gerufen, kehrt man in dieses Menü zurück.
Das Menü selbst besitzt dann auch eine Option für den
Ausstieg (Weiterverarbeitung ohne Ende).
4. Zusammenfassung
Im Vergleich zu „gewöhnlichen“ Eingabeschirmen in SAS/
FSP, bei denen jeder Variablen gewisse fixe Attribute („requi-
red/optional“, Minimum, Maximum etc.) zugewiesen werden,
ist die Erstellung einer durch SAS/AF gesteuerten Applika-
tion mit einem gewissen (unter Umständen nicht unerhebli-
chen) Mehraufwand verbunden. Andererseits bietet sich aber
die Möglichkeit, die Datenqualität entscheidend zu verbes-
sern. Vor allem verbleibt die Mühe des Aufsuchens nicht
sofort greifbarer Daten bei jener Person, die für die Datenein-
gabe zuständig ist; sie kann sich nicht durch „großzügige
Handhabung“ und Weglassen notwendiger Angaben aus der
Affäre ziehen. Daraus ergeben sich nach Erfahrung des
Autors mehrere Konsequenzen für die Praxis, sowohl was die
Erstellung des Studienprotokolls betrifft als auch für die
Datenerfassung selbst.
4.1 Folgerungen für die Erstellung einer Studie
Zusätzlich zur Frage, welche Informationen (d.h_ welche
Variablen) erfaßt werden sollen, ist in Zusammenarbeit zwi-
Abb. 4. Ablaufdiagramm für multivariate Codierung. In der Abbil-
dung sind aus Platzgründen nur zwei Therapien inkludiert (Variable
VSA und V5B). Anders als in Abbildung 1 hat M2 einen eigenen
Ausgang nach PE, die Programme PM1 und PM2 kehren jedoch nach
M2 zurück
P
M1 Ende
Primär- Ausstieg
menü
P0
Erstellen leere Datei
V1 - V4 VSA V5B V6 - V10
FSEDIT für: ' I
V1 - V4 required
V5A, VSB, V6 - V10 unwanted
' ir "Ã
Therapie 1 M2 Therapie 2
Therapie-
auswahl
Ende
Auswahl
PM1 PM2
initialisieren V5A=l initialisieren V5B=1
FSEDIT für: FSEDIT für:
V1 - V4, VSB unwanted V1 - V4, VSA unwanted
VSA dprotecte VSB protected
V6, V7 required V6, V7 unwanted
V8 - V10 unwanted V8 - V10 required
Lil l____
PE
FSEDIT fur:
Vl - V4, V5A, VSB, V6 - V10
Update Stammdatei
_ l
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schen Kliniker und EDV-Techniker die Menüstruktur zu klä-
ren. Sie ergibt sich in hohem Maße zwangsläufig aus der
Entscheidung, welche Variablen als „unbedingt verlangt“ zu
gelten haben und welche weiteren Variablen in Abhängigkeit
von den eingegebenen Werten hinzugefügt werden sollen.
Diese „Systemanalyse“ kann recht umfangreich werden und
soll in jedem Fall schriftlich (ähnlich Abb. 1) erfolgen. Wich-
tig ist es, folgende Punkte zu beachten:
- Möglichst wenige Variablen definieren. Jene Variablen
weglassen, für die Informationen erfahrungsgemäß häufig
fehlen (bestimmte Untersuchungen werden z. B. nicht für
alle Patienten der Studie durchgeführt).
- Der programmtechnische Aufwand ist nur geringfügig von
der Anzahl der Variablen abhängig, steigt jedoch drastisch,
wenn sehr viele Menüverzweigungen erforderlich werden.
- Der Aufwand lohnt sich nicht, wenn alle an einer Studie
beteiligten Mitarbeiter ohnedies sorgfältig und vollständig
arbeiten. In diesem Fall ist es effizienter, einen „gewöhnli-
chen FSEDIT-Schirm“ zu definieren (etwa im System
WAMASTAT [4]), nach der Dateneingabe mit einem kur-
zen SAS-Programm die fehlenden Werte jeder Variablen
aufzusuchen, zu ergänzen und erst dann auszuwerten.
- EDV-technisch muß unbedingt empfohlen werden, eine
mnemnotechnisch vorteilhafte Nomenklatur für Menü-
Screens, Programm-Screens und zugehörige FSEDIT-
Schirme zu benutzen. Ich selbst mußte schon mehrere, fast
fertiggestellte Applikationen löschen und nochmals begin-
nen, weil die Benennung der Files ungeschickt gewählt war
und aus der logischen Struktur rasch ein undurchdringliches
Dickicht entstanden war. Weiters arbeitet man rascher,
wenn alle Program-Screens außerhalb von SAS/AF (als
normale SAS-Programme) existieren und getestet werden
können. In die mit PROC BUILD erstellten Program-
Screens werden sie logisch bei Exekution durch
°/OINCLUDE geladen. Nach Fertigstellung der Applikation
und erfolgreichem Praxistest kann man die Programme auch
physisch nach SAS/AF transferieren, sollte jedoch dort
nichts ändern und eine Kopie aller externen Programmfiles
archivieren.
4.2 Folgerungen für die Dateneingabe
Voraussetzung für jede Dateneingabe über SAS/FSEDIT ist
die technische Einschulung. Aufgrund des hohen Bedienungs-
komforts von FSEDIT ist dies jedoch kein wirkliches Pro-
blem. Selbst wenn die Datenerfassung über „gewöhnliche“
FSEDIT-Schirme bereits Routine geworden ist, erfordert das
Erzwingen einer vollständigen Eingabe zusätzliche Anstren-
gungen und organisatorische Maßnahmen:
Die Umstellung auf die strikte Einhaltung eines Datenproto-
kolls wirkt auf manche Mitarbeiter frustrierend, da bei man-
gelhaften Unterlagen (z. B. fehlenden Teilen einer Kranken-
geschichte, aus der die Daten entnommen werden) die Ein-
gabe abgebrochen werden muß. Tatsächlich wird jedoch
genau jene Form der Daten forciert, die von Anfang an
vereinbart war, jedoch ohne Softwareunterstützung nicht voll-
ständig exekutiert wurde.
Insbesondere „ehrgeizige Projekte“ mit sehr vielen Varia-
blen sind stark betroffen. Je mehr Variable im voraus als
„notwendig“ definiert werden, desto höher wird die Wahr-
scheinlichkeit, daß zum Zeitpunkt der Eingabe eine Informa-
tion fehlt.
Der für die Vollständigkeit der Unterlagen verantwortliche
Mitarbeiter (z. B. der für eine Krankengeschichte verantwort-
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liche Arzt oder der Operateur) sollte unbedingt bei der Daten-
eingabe anwesend sein oder diese selbst durchführen. Nur
dadurch ist es möglich, fehlende Informationen rasch zu
beschaffen bzw. vor dem nächsten Eingabeversuch „alles bei-
sammen zu haben“.
4.3 Allgemeine Gesichtspunkte
Im vorliegenden Artikel wurden Methoden zur Erzielung
vollständiger Datensätze vorgestellt, sowohl für einander aus-
schließende Optionen als auch für die mehrfache Auswahl aus
M gegebenen Möglichkeiten. Obwohl in den Abschnitten 2
und 3 die gesamte Darstellung auf „Therapiearten“ zuge-
schnitten ist, kann die Methode natürlich auf beliebige Unter-
scheidungsmerkmale erweitert werden.
An der II. Chirurgischen Universitätsklinik wurde nach
einigen kleineren Applikationen eine umfangreiche herz-
chirurgische Dokumentation in der beschriebenen Technik
erstellt. Sie enthält eine Vielzahl von Auswahlmenüs und auch
die Möglichkeit, den postoperativen Verlauf (follow-up) zu
dokumentieren. Weiters sei noch erwähnt, daß es die Struktur
von SAS/AF erlaubt, in einfacher Weise ab einem gewissen
Zeitpunkt die zusätzliche Verzweigung in eine Sonderdoku-
mentation einzubauen, die etwa für die nächsten 100 konseku-
tiven Patienten ebenfalls stattfinden soll. Sind 100 Patienten
erfaßt, wird die Verzweigung wieder inaktiviert. Die Möglich-
keit solcher/Sonderdokumentationen (z. B. für eine prospek-
tive Studie) bietet bei der Erstellung der „Hauptdokumenta-
tion“ die beruhigende Gewißheit, nicht alle vielleicht in
Zukunft einmal interessanten Variablen erfassen zu müssen,
und erlaubt es, die Hauptdokumentation überschaubar zu
halten. Die Sonderdokumentation kann in derselben Technik
wie die Hauptdokumentation strukturiert werden und auch
Variablen aus der Hauptdokumentation übernehmen. Sie
besitzt jedoch separate Datenfiles. Sie wird temporär zur
Routine erklärt und garantiert vollständige Daten.
Abschließend soll darauf hingewiesen werden, daß die
beschriebene Methode lediglich das Weglassen erforderlicher
Daten verhindern kann, nicht aber die Eingabe falscher
Daten, sofern diese in sich konsistent sind.
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A Comparison of Significance Tests for Configural Frequency
Analysis
Alexander von Eye and Michael J. Rovine
Summary
The paper compares eight significance tests for Configural
Frequency Analysis. These tests are the exact binomial test,
numerical approximations through the F-test and STIRLING”s
formula, approximations through sampling distributions via z-
test, X2-test, and chi-square test, and LEHMACHER's approxi-
mative hypergeometric test with and without KÜCHENHOFF's
continuity correction. The F-test which can be used only in the
search for types is virtually identical with the binomial test.
Differences are due to properties of the algorithms. The bino-
mial test based on STIRLING”s formula is the best approximation
of the exact test if sample sizes increase and differences, o-e,
become more extreme, PEARSON's X2 is asymmetrical with
respect to the point p = .5, the standard normal z- and the chi-
square test are less conservative than the binomial test, and
LEHMACHER's z-test is most powerful, even if KÜCHENHOFF,s
continuity correction is applied. The discussion focuses on the
applicability of the eight tests, considering mainly the required
sample sizes and computational issues.
Key Words
Configural Frequency Analysis, significance tests, test compari-
son, simulation
Zusammenfassung
In der Arbeit werden acht Signifikanztests für die Konfi-
gurationsfrequenzanalyse verglichen: der exakte Binomialtest,
numerische Approximationen durch den F- Test und mit STIR-
LINGs Formel, Approximationen durch Stichprobenfunktionen
mit dem z-Test, dem X-Quadrat-Test und dem Chi-Quadrat-
Test sowie LEHMACHERS approximativer hypergeometrischer
Test mit und ohne KÜCHENHOFFs Kontinuitiitskorrektur. Der
F-Test ist in der Suche nach Typen virtuell identisch mit dem
Binomialtest. Unterschiede sind auf Eigenschaften der ver-
wendeten numerischen Algorithmen zurückzuführen. Sind die
Stichproben groß und die Differenz o-e nimmt zu, ist die
Approximation mit STIRLINGS Formel am besten. PEARSONS X-
Quadrat ist asymmetrisch bezüglich des Punkts p = 0.5. Das
standardnormalverteilte z und der Chi-Quadrat-Test haben
mehr Power als der Binomial- Test. LEHMACHERS Test hat die
größte Power, selbst wenn KÜCHENHOFFS Kontinuitätskorrek-
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tur angewendet wird. In der Diskussion wird die Anwendbar-
keit der acht Tests behandelt, speziell die erforderlichen Stich-
probenumfänge und numerische Probleme.
ı
1. Configural Frequency Anaylsis
Configural Frequency Analysis (CFA) was introduced by
LIENERT (1969) to analyze fully crossed variables from a
differential perspective. The method involves two analytical
steps. First, it estimates expected frequencies under some
assumption that specifies relations assumed to exist among
variables. Second, individual observed cell frequencies are
compared with the respective expected frequencies using
statistical inference tests.
Let d variables be given that are fully crossed to form the
matrix
X = [x
i , i , ___, i
1 2 A d
Then, CFA analyzes X by asking for every cell whether or not
the observed frequency o is different from the expected fre-
quency e. Originally, expected frequencies were determined
using maximum likelihood estimators under the assumption of
total independence of the d variables. Let pi, be the proba-
bility of the ith state of the first variable, p_„ the probability
of the ith state of the second variable, etc., for il = 1, __., I1,
iz = 1, __., I2, __., id = 1, __., Id. Then, the probability p(e) of the
frequency in cell x,1„2, dis under the independence assumption
r›(@)=p P -~-P (1)
1 .1 ._ ...ı ”
1 2 d
and the expected frequency for this cell is
6 = p(@)Hd`1 (2)
Recent developments discuss CFA models that make either
simple assumptions about the relationships among variables
(Configural Cluster Analysis; LIENERT & VON EYE, 1984,
1985) or complex assumptions (higher order CFA; VON EYE &
LIENERT, 1984; cf. VON EYE, in press). If, in any model of
CFA, for a given configuration of variable states (i_e., for a
given cell of X) the comparison of o with e suggests that
o>e (3)
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then this configuration is termed a type. CFA types indicate
that there are local violations of the assumption of total
independence which lead to an agglomeration of cases. If the
comparison of o with e suggests that
o < e (4)
then this configuration is termed an antitype. CFA antitypes
also result from local violations of the independence assump-
tion.
To test statistically whether (3) or (4) applies KRAUTH and
LIENERT (1973) proposed to use either the binomial test, or, if
cell frequencies are large enough, approximations by the chi-
square or the z-test. Recent developments of CFA tests
focused on both new tests and approximations of the binomial
test.
One new test has been proposed by LEHMACHER (1981; cf.
LEHMACHER & LIENERT, 1982) using the fixed margin model
under the independence assumption. Under this model the
probability of a given cell frequency can be calculated from a
generalized hypergeometric distribution. LINDNER (1984) and
KÜCHENHOFF (1986) showed with simulations that
LEHMACHER°s approximative test can lead to nonconservative
decisions, that is, to rejection of the null hypothesis even if the
true tail probability is not less than an a priori specified alpha.
To remedy this problem, KÜCHENHOFF (1986; cf. LAUTSCH,
LIENERT, & VON EYE, in press) suggested to apply a continuity
correction of LEHMACHER”s asymptotic test that adds 0.5 to an
observed frequency if o < e, and subtracts 0.5 from an
observed frequency if o > e. KÜCHENHOFF”s simulations
showed that the number of nonconservative decisions is
largely reduced if continuity correction is applied. For the case
in which all variables are dichotomous, LINDNER (1984)
developed an exact generalized hypergeometric test.
Because the binomial test is tedious to compute, approxima-
tions have been proposed that are deemed equivalent if certain
conditions are met. Two kinds of approaches have been dis-
cussed: approximations of the binomial distribution by other
sampling distributions; and numerical approximation. The
first kind of approaches utilizes the similarity of the binomial
to the normal and the chi-square distributions. KRAUTH and
LIENERT (1973) proposed to approximate the binomial test by
the standard normal z test. This test can be replaced by
PEARSON's chi-square test under one degree of freedom
because for df = 1 chi-square is normally distributed. BERG-
MAN and VON EYE (in press) proposed to use the strong
version of the De Moivre-Laplace limit theorem (FELLER,
1968) which results in a normal approximation of the binomial
test. HEILMANN and SCHÜTT (1985) used the result that the
binomial distribution is functionally related to Snedecor”s F
distribution. These authors proposed to use an F-test for the
search for types. Comparisons with empirical data showed that
the F-test leads to results that are roughly equivalent to results
obtained with the binomial test. It should be noted that
because of the functional relation between the F- and the
binomial test any differences are due to differences in numeri-
cal algorithms (see below).
VON EYE and BERGMAN (1987) proposed to use a numerical
approximation of the binomial test in CFA (cf. WEBER, 1967).
The authors used Stirling”s formula (FELLER, 1968) to
approximate the factorial terms in the calculation of the bino-
mial coefficients. Simulations showed that this approximation
is most exact when extreme tail probabilities are estimated.
The present paper compares the following CFA tests:
(1) the binomial test, (2) the chi-square test, (3) the X2 test, (4)
the z approximation of the binomial test (for all three tests see
KRAUTH & LIENERT, 1973; cf. voN EYE & BERGMAN, 1987),
(5) VON EYE and BERGMAN”s Stirling approximation of the
binomial test, (6) HEILMANN and SCHÜTT°s F-test, (7)
LEHMACI-iER”s z-test, and (8) LEHMAcHER°s z-test under
KÜCHENHOFF”s continuity correction. These tests have been
selected because they are applicable to both dichotomous and
polytomous data, and have been discussed within the
framework of CFA testing. The following sections will
describe these tests and, then, compare them using both
simulated and empirical data.
These tests represent three approaches to significance test-
ing in CFA:
(1) Binomial model (tests 1, 5, and 6),
(2) Tests of residuals (tests 2, 3, and 4), and
(3) Generalized hypergeometrical model (tests 7 and 8).
The present paper does not intend to describe the
mathematical statistical background of these approaches in
detail. Rather, the tests will be compared to determine how
conservative they are with respect to each other. One might
argue that tests 7 and 8 are the only ones that are mathemati-
cally correct and justifiable (cf. HABERMAN, 1973). However,
tests 2, 3, and 4 are still the ones that are by far the most
frequently used. Therefore, a comparative statement may be
useful to the user of CFA. The results that LEHMACHER”s test
tends to suggest nonconservative decisions when - as typical-
sample sizes are small, makes this comparison even more
useful. The focus of the present paper is on the significance
tests proper. For complete testing the problem of multiple
testing must be considered. In particular, one must control for
the global and, the multiple level of the testing procedure
(PERLI et al., 1987). The control procedures apply irrespective
of what significance test is selected. Therefore, a thorough
discussion of the complete testing procedure is beyond the
scope of this paper.
2. Significance Tests for CFA
The first statistical test used in CFA was the binomial test
(KRAUTH & LIENERT, 1973). This test gives the tail probabil-
ity of an observed frequency, o, given an expected frequency,
e, by
f n
p(0) = Z (_) pi q(“`i)› (5)
l=a 1
where
oifo>e
ai
0ifo<e
mm
nüa=o
f=
oüa=0
p = e/n, and q = 1 - p. Formula (5) determines the tail proba-
bility for a given observed cell frequency as the sum of point
probabilities. It is an exact test. However, it is conservative
because the probability p is not a priori known; rather, it must
be estimated. The probability p(o) is relatively easy to deter-
mine if n is small. However, with increasing sample size the
term
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l
11 l9=*í<;i:s† <6)
becomes increasingly tedious to compute, even if recurrence
formulas are used. Therefore, KRAUTH and LIENERT (1973)
proposed to approximate the binomial test by the standard z
test. The test statistic z is given by
Z = (0 - 6)/(n11>q)”2~ (7)
The test statistic given in (7) is recommended of e 2. 10. For
5 S e< 10 a continuity correction, that is a subtraction of .5
from the numerator, is recommended (see KRAUTH &
LIENERT, 1973). Because the relation
2201/2) = X201) (8)
holds for one degree of freedom, two-sided tests can be
performed using
xz = (0 - @)2/(Hpq) (9)
as a test statistic under df = 1. It is well known that this test
statistic usually is approximated by
X2 = (o - e)2/(np) = (o - e)2/e, (10)
PEARSON”s test statistic (df = 1).
To avoid tedious computations necessary to determine (5)
and the possible weakness of approximations based on other
distributions VON EYE and BERGMAN (in press) proposed to
use STIRLING”s formula to approximate n! (see FELLER, 1968).
STIRLING's formula is
1im(nı/n°e¬1(2m)1'2) = 1. (11)
I1->00
It follows from (11) that if n-› oo
nl E nz e`“ (2ttn)1/2. (12)
Developing the factorials in (5) using (12) leads toer2rco(n - o) -
for 0 < o < n. If o = n, a CFA is not necessary and, if o = 0 one
sets pS(o) = q“. Formula (13) yields tail probabilities that are
only slightly greater than if calculated with the binomial test
(5)~
Utilizing the functional relation between Snedecor”s F- and
the binomial distribution HEILMANN and SCHÜTT (1985) pro-
posed to use the F-test for CFA testing. The ››binomial F«
(HEILMANN & SCHÜTT, 1985, p. 6) my be calculated by
o n - e (14)
with df1 = 2(n-o + 1) and df2 = 2o, where df1 are the degrees
of freedom for the numerator and df2 for the denominator. If
o is close to n the authors recommed to interchange numerator
and denominator in (14) and to determine df1 = 2o and
df2 = 2(n-o + 1). HEILMANN and SCHÜTT (1965) used (14)
only to test against types. However, both the lower and the
upper tails of the binomial distribution can be expressed by
means of the F-distribution.
From a user”s perspective it is problematic that in most
sources F is tabulated only for conventional alpha levels. To
remedy this problem, HEILMANN and SCHÜTT (1985) pub-
lished tables for more extreme alpha levels. These tables are
useful because in CFA testing alpha adjustment often leads to
very extreme nominal alphas. In any instance, a formula given
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in ABRAMow1Tz and STEGUN (1970) may be applied. This
formula approximates the F distribution with an error rate that
is always smaller than 1 >< 10`6. These authors give similar
formulas for the normal distribution.
LEHMACHER (1981; cf. LEHMACHER & LIENERT, 1982)
introduced a new, computationally simple, and far more pow-
erful test based on the assumptions that the margins of the
contingency table are a priori determined and cell frequencies
are assigned at random. LEHMACHER”s asymptotic generalized
hypergeometrical test is given by the standard normally di-
stributed
z(L) = (o - e)/o, ` (15)
where
02 = e(1 + è - e), (16)
with è = pn, and
P = (_líl1(fi - 1))/(H _ 1)d~ (17)
In (17) the term (fi - 1) denotes the marginal sums used for a
particular estimation. For instance, if three variables are
analyzed, one obtains
Pijk = (fr. 'T 1)(f.j. _ 1)(f..1< _ 1)/(Ü _ 1)3-
The present paper uses LEHMACHER°s test both without and
with KÜCHENHOFI-¬”s (1986) continuity correction. KÜCHEN-
HOFF proposed to set
o-% üo>e
o' = { (18)
o+% üo<e
and to use o' instead of o in (15).
The following sections will compare CFA tests using both
artificial data sets and an empirical data set. „
3. Comparison of CFA Tests
Several empirical and simulation studies have been conducted
to compare CFA tests. LEHMACHER (1981; cf. LEHMACHER &
LIENERT, 1982) compared the X2 test given in (10), the z-
square test (7), and the approximative test statistic z(L). He
showed that for these three test statistics the inequality
X2 < zz < z(L)2 (19)
holds. An empirical data example was used to identify types of
LSD effects that could be identified neither with X2 nor with z.
LINDNER (1984) simulated for 2 >< 2 tables data to compare
the binomial test (1) with LEHMACHER°s test (15) and the exact
FISHER test. He showed that the tail probabilities of z(L) can
be smaller than those obtained with the binomial test by a
factor of 1:730,000, and smaller than those obtained with
FISHER°s exact test by a factor of 1:650 (1984, p. 401). The
author concluded that whereas the binomial test tends to
suggest conservative, LEHMACHER”s test tends to suggest non-
conservative decisions, in particular if sample sizes are small.
FISHER's exact test was reference for both conclusions. '
In a simulation study KÜCHENHOFF (1986) compared PEAR-
SON”s X2 (10), the z approximation of the binomial test (9),
LEHMAC1-1ER”s z(L) (15), HABERMAN”s (1973) test from three
dimensional residual analysis without second order interaction
with LEHMAcHER”s and HABERMAN”s test under continuity
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correction (18). The author states that in addition to (19) it is
the case that
X2 s X2 S z(L)2 S H2, (20)
where H denotes HABERMAN”s test statistic. X2 and chi-square
are conservative tests. Test statistics z(L) and H are asymptoti-
cally equivalent under the null hypothesis and have asymp-
totically a standard normal distribution. KÜCHENHOFF showed
that with continuity correction test statistics z(L) and H
are very good approximations of the exact hypergeometrical
distribution. The correction reduced the relative frequency of
nonconservative decisions considerably.
When introducing the F-test for CFA testing HEILMANN and
SCHÜTT (1985) compared the F-test (14) with the binomial test
(5). Tests were performed only for o > e. Results showed that
the F-test is slightly less conservative than the binomial test. It
should be noted, again, than these differences do not reÀect
differences in the functionally equivalent tests. Rather, they
are due to differences in the computational algorithms used.
In a paper by VON EYE and BERGMAN (1987) which intro-
duces the approximation of the binomial test using STIRLING°s
formula comparisons of CFA tests include the tests given in
(13), (5), (10), and (9). Results show that the X2 approxima-
tion of the binomial test, which is simplest to compute, is
extremely conservative when p is large. When p is small, (9)
and (10) are roughly equivalent with (10), consistently yielding
smaller values. (Note that X = z/q and therefore, X > z.) The
numerical approximation given in (13) turned out to be
extremely exact, in particular when the differences between o
and e are large and when the sample size increases. Overall,
(13) yielded values for tail probabilities marginally greater
than if calculated by
The following sections will compare CFA tests with two
goals in mind. First, a more complete comparison is at-
tempted, including recently introduced tests and approxima-
tions. Second, in addition to comparing estimated tail prob-
abilities it will be analyzed for some of the tests if they are
equally sensible in type and in antitype testing. The selection
of tests followed two criteria. First, tests were included only if
they had been explicitly proposed for CFA testing. However,
because LEHMACHER”s and HABERMAN's tests are under H0
asymptotically equivalent and because of (20) the results
obtained for LEHMACHER”s test apply accordingly to HABER-
MAN°s test. Therefore, HABERMAN”s (1973) test statistic H was
not included. Second, tests were taken only if they are applic-
able to both dichotomous and polytomous variables. There-
fore, LINDNER”s (1984) exact test was not used because in its
present form it is applicable only to dichotomous variables.
3.1 Studies to Compare Seven CFA Tests
The first study to be presented in this paper includes three
CFA tests for which test statistics are defined. These are the
chi-square test given in (9), the X2 test given in (10), and the F-
test given in (14). Since (9) is equal to the square of (7), only
(9) was included. To compare these tests the following series
of o-e differences was constructed. First, o was set to vary
from o = 1 to o = 20 in steps of 1. The expected_frequency e
was set to vary from 20 to 1 in steps of - 1. Thus, the difference
between o and e varied from -19 to +19 in steps of 2. Since
the computation of F requires a sample size n was set at 21.
To compare X2, chi-square, and F with respect to the tail
probabilities they yield for given differences d = |0-e I,
Table 1 gives for each d the test statistics, their tail pro-
babilities and, for the F-test, the degrees of freedom. In
addition to these values Table 1 gives the tail probabilities of
the exact binomial test (5). Because HEILMANN and SCHÜTT
(1985) defined the F-test only for differences o - e > 0,
Table 1 includes F-values only if o >e.
As far as the comparison of X2 with chi-square is concerned,
Table 1 shows that as long as p < 0.5 (see lower half of
Table 1), X2 and chi-square are approximately equivalent, with
X2 < X2. For > 0.5 X2 is considerably smaller than chi-square.
Therefore, it can be concluded that PEARSON”s X2 is a good
approximation of the binomial test only if p < 0.5. It should be
noted, however, that p > 0.5 is a rare event in practical appli-
cation of CFA. It is not often the case that more than 50 °/6 of a
Table 1. Test statistics and their tail probabilities for given differences o - e
O - e X2 p(X2) X2 p(X2) Fa*b dfl df2 p(F) p(B)
_/\/\/\/\
XXXXX
@@@@@@
uıoo\o\o\o\o
-19 18.05 2><10`5 379.05 1 1 `
-17 15.21 9 ><10`5 159.71 1 1 _
-4-15 12.50 4 ›< 10 87.50 1 1 -
-13 9.94 3.0016 52.19 1 1 1
-11 7.56 3.0059 31.76 1 1 -
-9 5.40 3.0201 18.90 . 1 ›< 1 -
-7 3.50 3.0614 10.50 3.0012
- 1.92 1.1659 5.04 3.0248
- 0.75 3.3865 1.75 3.1859
- 0.09 ›_7642 0.19 3.6629
: 0.10 ›.7518 0.19 3.6629
1.00 3.3173 1.75 3.1859
3.13 1.0769 5.04 3.0248
7.00 3.0082 10.50 3.0012
9 13.50 3.0002 18.90 1›< 10-5
11 24.20 8 >< 10'” 31.76 1 >< 1018
13 42.25 1 >< 10-9 52.19 1 >< 10-9
15 75.00 1 >< 10-9 87.50 1 >< 1019
17 144.50 1 >< 10-9 159.71 1 >< 1019
19 361.00 1 >< 10`9 379.05 1 >< 10`9
\lU1CJ›-›ı›-4CJUı
(_(_(_)(_)(_
__(_
(_
/\/\/\/\ /\/\/\/\
4 7><1"26
7><1 '18
5><1 *13
2><; '9
6><1 "7
"L0001
°L0018
"L0231
"L1354
"L4126
"L4126
3.1354
°L0231
L0018
fDf`_¬fDfDfD
(_
(_
(_(_(_
1.10 22 22
1.60 20 24
2.35 18 26
3.50 16 28
5.36 - 14 30 3.0001 3.0001
8.53 12 32 6 >< 10-” 6 >< 10-7
14.45 10 34 1 >< 10-9 2 >< 10-9
27.00 8 36 <1 ›< 10” 5 >< 10-13
60.17 6 38 <1 >< 10-9 7 >< 10-18
200.00 4 40 <1 >< 10-9 7 >< 10-26
3.4126
3.1354
3.0230
3.0018 (_)(_
(_
2 n was set to n=21
b F and p(F) were determined for o > e only (for explanation see text)
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sample are expected to display one particular configuration of
scores. Under the null hypothesis, that is when the test statistic
is not significantly greater than zero, X2 and chi-square are
approximately equivalent, even if p > 0.5.
Table 1 shows also that the tail probabilities of the F-test are
very close to the tail probabilities of the chi-square test. In the
extreme tails of the distributions the chi-square test seems to
yield smaller values than the F-Test. However, a certain
portion of the latter differences may be due to differences in
the accuracy of the algorithms used to calculate tail prob-
abilities (see ABRAMOWITZ & STEGUN, 1970). It should also
be noted that n = 21 is a relatively small sample size in CFA
applications. The second simulation will use a larger n.
Because of accuracy limitations the results of the approxi-
mations at the extreme tails of the distributions must be
interpreted with caution, and comparisons with the binomial
test are limited. The results for this test are given in the last
column of Table 1. (Note that the results for the binomial test
in Table 1 are exact rather than approximated. The results for
the other tail probabilities are approximated.) Under the null
hypothesis the F-test and the binomial test yield results that
are numerically almost identical. Overall, the F-test turns out
to be the most exact approximation of the binomial test thus
far. This result was expected because of the functional relation
between the two tests. It shows that until the accuracy limit for
the F-approximation the two algorithms are almost equivalent.
A second study was performed to include the binomial
approximation using STIRLING°s formula and LEHMACHER”s
z(L) with and without continuity correction. The second simu-
lation used the observed and expected frequencies given in the
lower half of Table 1. However, to analyze z(L) the sample
size was set to n = 500. To determine the test statistics z (L), F,
and the continuity corrected z”(L), the following calculations
were performed. Let o + xl be the marginal sum of the row of
a two-dimensional contingency table in which o is located, and
o + x2 the column sum. Then the expected frequency e can be
expressed as
e = (o + x1)(o + x2)/500. (21)
Setting x1 = 0 yields
e = o(o + X2)/500. (22)
This expression allows one to determine the marginal sums for
the row and the column in which o is located. More specifi-
cally, one obtains o as the row sum and
6 + X2 = 500/6 (23)
as the column sum. Using these results to determine
LEHMACHER's e one obtains
e” = (o -- 1)(o + X2 - 1)/(500 - 1) (24)
and, as the test statistic z(L) for the present example
z(L) = (6 - 6)/(6(1 + (6 - 1)(6 + X2-1)/(500 - 1) -6))1/2. (25)
These values of z(L) are determined under the constraint that
e assumes only the natural numbers 1, __., 10. These con-
straints could be met for o = 20 (e = 1), o = 15 (e = 6), o = 14
(e = 7), and o = 12 (e = 9). Table 2 contains test statistics F,
X2, z= \/)(2, z(L), and z”(L) as well as the respective tail
probabilities. In addition, the approximation of the binomial
test using STIRLING”s formula is included.
Table 2 shows that the results from Table 1 must be mod-
ified for larger sample sizes. Pearson”s X2 does not turn out to
yield consistently the largest values for tail probabilities.
Rather, from the first significant difference, o - e, on the
EDV in Medizin und Biologie 1/1988
calculated tail probabilities for the X2 test are smaller than for
the F-test. Because of accuracy limitations of the algorithms
used, the validity of results for the extreme ends of the
distributions may be restricted. The z test which results from
approximating the binomial test by the standard normal dis-
tribution yields in all instances smaller tail probabilities than
both X2 and F.
In accordance with results obtained by LEHMACHER (1981),
LINDNER (1984), and KÜCHENHOFF (1986), LEHMAcHER”s test
is the powerful. It yields test statistics that are consistently
more extreme than those obtained with the other tests.
Slightly less extreme, but still more powerfull than all other
tests is LEHMACHER”s test under KÜCHENHOFF”s continuity
correction.
The pattern of relationships between the binomial test
approximated using STIRLING,s formula and both X2 and z is
similar to the pattern obtained with the exact binomial test. As
expected, the F-test is still the most similar to the binomial
test. However, Table 2 shows also that for degrees of freedom
more extreme than those tabulated by HEILMANN and SCHÜTT
(1985), the approximation used to determine F has a tendency
to yield greater values for the tail probabilities than the
binomial test.
3.2 Comparison of CFA Tests Using Empirical Data
To compare the seven CFA tests empirical data were selected
that have been used by LEHMACHER (1981), LINDNER (1984),
KÜCHENHOFF (1986), HEILMANN and SCHÜTT (1985), and
LUDWIG, GOTTLIEB, and LIENERT (1986) in the discussion of
inference tests. These data have been substantively inter-
preted by KRAUTH and LIENERT (1973). The data describe the
occurrence of three psychiatric symptoms in a sample of 65 Ss
who had been given LSD-25. The symptoms are B = black-
outs, T = thought disturbances, and A= affective reactions.
Each symptom was scaled as either 1 = present or 2 = absent.
Table 3 gives the observed and the expected frequencies for
the contingency table formed by the three symptoms, one-
sided tail probabilities, and - if applicable - test statistics and
degrees of freedom for the seven CFA tests.
In inferential CFA the nominal alpha has to be adjusted
according to the number of tests performed in order to avoid
problems with multiple and dependent tests. Conventionally,
alpha adjustment is done using BONFERRONI°s inequality. One
sets alpha* = alpha/t, where t denotes the number of tests
performed. In the present example for a nominal alpha = 0.05
an alpha* = 0.05/8 = 0.00 625 results.
The comparison of tail probabilities with the critical alpha
shows that the binomial test identifies configuration 112 as an
antitype. Whereas 6.848 284 cases were expected to show this
symptom pattern, only o = 1 case was observed. The tail
probability for this event is p(o) = 0.006 229, that is just bey-
ond the adjusted significance threshold. No other type or
antitype was identified by the binomial test. However, two
additional configurations, 121 and 222 almost formed anti-
types.
The z = \/X2 test does not identify significant differences
o - e in this data set. However, as Table 3 shows, this test does
not generally yield larger tail probabilities than the binomial
test. Rather, if o>e the tail probabilities of this test are'
consistently smaller than those of the binomial test, and if
o < e the tail probabilities are greater. The former result
confirms the findings from Table 2. The latter shows that the z
test is also asymmetrical if it is derived from the asymmetrical
X2 test.
>i<
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KÜCHENHOFF°s continuity corrected LEHMACHER test z”(L)
identifies three types and three antitypes. Only configurations
212 and 222 show differences o-e that are not significant.
Without continuity correction, LEHMACHER°s z(L) classifies
all configurations as either types or antitypes. This result
shows, again, that LEHMACHER”s test isby far the most
powerful in CFA testing.
The standard normal z-approximation of the binomial test
identifies neither nor antitypes. Thus, it confirms that the
standard approximation may be slightly less powerful than
exact binomial test if the differences o- e are not very extreme
(see Table 2). Also in accordance with results from previous
analyses is the finding that z is consistenly less conservative
than X2.
Table 2. Comparison of six CFA tests using simulated data
Frequencies
6 20 19 18 17 16
6 1 2 3 4 _5 15 14 13 12 116 7 8 9 10
Tests
Fa
df1
df2
p(F)
20.75
962
40
1 >< 10'”
2.54 2.02 1.34
972 974 978
30 28 24
0.0013 0.0122 0.1952
X2
p(X2)
361.00 144.50 75.00 42.25 24.20
<1 >< 10* <1><10-9 <1><10-9 1><10-9 8><10-7 13.500.0002
7.00 3.13
0.0082 0.0769
1.00
0.3173
0.10
0.7518
Z
p(2)
19.02
7 >< 10"“
12.04 8.69 6.53 4.94
1><10-33 1><10'18 3><101“ 3><10-7 3.700.0001
2.66 1.78
0.0039 0.0374
1.01
0.1565
0.32
0.3747
2(L)
P(2(L))
19.92
1 >< 10'“
4.82
7 >< 10”
3.78
0.0001
2.04
0.0207
z'(L)
P(2'(L))
19.39
5 >< 10"“
4.56
3 >< 10"6
3.51
0.002
1.70
0.0446
p(B) 1 >< 10'” 5 >< 10-13 3 >< 10-9 8 >< 10-7 4 >< 10-5 0.0008 0.0069 0.0294 0.0734 0.1158
2 n was set to n = 500
Table 3. Comparison of seven CFA tests applied to an empirical data set
Configuration
111 112 121 122 211 212 221 222
o 20
C 12.51
1
6.85
4 12 3 10 15 0
11.40 6.24 9.64 5.18 8.63 4.73
Test
p(o) 0.0176 0 _ 0062 0.0069 0.0200 0.0104 0.0325 0.0214 0.0074
2 = x
p(2)
2.113
0.0170
2.2348
0.0127
2.1921
0.0142
2.3035
0.0106
2.1011
0.0178
2.1161
0.0172
2.1690
0.0150
2.1738
0.0149
|2'(L) I
P(2'(L))
3.1834
0.0007
2. 8005
0.0026
3.1984
0.0007
2.8190
0.0024
2. 8738
0.0020
2.4420
0 _ 0073
2.8872
0.0020
2.4579
0.0070
|2(L) l
P(2(L))
3.4109
0.0003
3.0623
0.0011
3.4301
0.0003
3.0871
0.0010
3.1148
0.0009
2.7248
0.0032
3.1331
0.0009
2.7488
0.0030
lzl
p(2)
2.3582
0.0092
2.3627
0.0090
2.4141
0.0079
2.4228
0.0077
2.2731
0.0115
2.2060
0.0137
2.3291
0.0099
2.2574
0.0129
Ps(0) 0.0177 0 _ 0067 0 _ 0070 0.0201 0.0108 0.0328 0.0215 0.0074
F
dfl
df2
p(F)
1 _ 8243
92
40
0.0177
2.0926
108
24
0.0199
2.0622
1 12
20
0.0324
1.9211
2
30
0.0214
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(Table 3 shows that the numerical approximation of the
binomial test using 'STIRLING”s formula provides a very
good sublstituteifor the exact test.. For most configurations
the jdiffereiices between tail probabilities are
ps (o)-p (0) < 0.0001. Only for configuration 112 which had
been identified asian antitype by the exact binomial test, this
difference is: 0.0005. Overall, the numerical approximation
yields consistently tail probabilities slightly greater than the
exact ones. I 4 2
Table 3' shows¿values for the F-test statistic, degrees of
freedom, .and tail probabilities only for differences o>e.
Theseiresults confirm the ones reported by HEILMANN and
SCHÜ,TT(1985l; .these authors, however, do not report precise
estimates :for thetail probabilities of the F values) and those
reported earlier in this paper. For differences, o-e, that are
not as extreme/ as those simulate.d in Table 2 and for relatively
small sample sizes the approximation of the F-test provides a
virtually equivalent substitute of the exact binomial test. None
of the differences between the tail probabilities is greater than
]p(o) -7' p(F) | = 0.0001.
4. Discussion  _
1.' «
The present paper compares CFA tests using simulated and
empirical data, As an anchor for the comparisons the conser-
vative exact binomial test was used. Results of the compari-
sons can be summarized as follows.
(1) The F-iapproximation of the binomial test yields results
thatare. numerically very close to the exact ones when sample
sizes are small,„thus reflecting the qualitiy of the algorithms
used. With increasing -sample sizes the differences between the
calculations' increase.. j
(2) The standard normal z-test yields for moderate“ sample
sizesresults roughly equivalent to the ones obtained with the
exact bino,1nial'tefst.'When both sample size and extremity of
difference 1 .o -1-"e „increase the z-test may be clearly more
powerful than the exact binomial test. _
(3)--iLEHMACHER”s` (1981) z(L) is by far the most powerful of
all CFA tests; Slightly less extreme but still more powerful
than' all other, CFA tests is 'z(L) under KÜCHENHOFF”s con-
tinuity correction; 3 2 , _
(4) ,PEARSON°s X2 and its standard normal equivalent z = X
yields in=most instances greater tail probabilities than the exact
binomial test. If o < e and, more dramatically, p > 0.5, X2 has
a biasto underestimate the significanceof differences o - e.
(5) The numerical' approximation of the exact binomial test
using STIRLING's formula provides a very good overall solu-
tion. The differences p(o) - pS(o) become smaller as the sam-
ple size, and the difference o - e increase.
Complementing .the results of the comparisons of distribu-
tional characteristics andconservative nature of binomialtest
approximations, the applicability of the seven tests is impor-
tant. One of the major advantages of the binomial test is its
generality. Even though it is conservative, it is valid for both
dichotomous .and polytomous variables, and even if sample
sizes are relatively small. The same applies for the numerical
approximation using STIRLING°s formula because this approxi-
mation is based on an algebraic solution rather than
similarities of sampling distributions. Both z-tests and PEAR-
sON°s X2 can be applied only if the sample size is sufficiently
large. For the X2 test a minimal expected cell frequency of
e = 5 is required. WISE (1963) considers e = 2 as sufficiently
large if alle are approximately the same, and EVERITT (1977)
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cites sources according to which X2 tests are applicable even if
e = 1. LAR-NTZ (1978) considers X2-tests as valid even if sample
sizes are as small as n = 8 or expected cell frequencies are as
small as 0.5. The z-tests are applicable if ez 10. With con-
tinuity correction z-tests can be used if e 2 5.
The F-test can be used in ways similar to exact binomial test
because they are functionally related. However, its applicabi-
lity is constrained for two reasons. First, it still has to be shown
how to apply the F-test if o<e, that is, in the search for
antitypes. Therefore, it may not be wise to apply it in pure
exploratory investigations in which there is no priori focus on
types. The second problem concerns the calculation of tail
probabilities. Wheras the binomial tests immediately yield tail
probabilities, for the F-test neither complete tables nor easy to
handle formulas to determine probabilities are readily avail-
able (see HEILMANN & SCHÜTT, 1985; ABRAMOWITZ & STE-
GUN, 1970). Therefore, even though the F values are easy to
determine, complete significance tests can be as tedious to
Compute as for the exact binomial test.
Tables for the X2 and z-tests cover more cases than tables
for the F-test. More specifically, z-test tables typically cover
tail probabilities up to p(z) = 0.000 048 and X2 tables include
p = 0.001 (cf. WEBER, 1967). However, in many CFA applica-
tions alpha. adjustment leads to critical alphas that are more
extreme than these values. Therefore, the applicability of X2
and z-tests may be further constrained if large tables are
analyzed with CFA. Alternatively, sufficiently exact approxi-
mations of both the X2 and the z-test are available which
render the' determination of tail probabilities about as tedious
as 'for the binomial test approximation using STIRLING°s for-
mula (ABRAMOWITZ & STEGUN, 1970).
The same, constraints apply for LEHMACHER°s and
KÜCHENH`Ö"FF,”s z-tests. However, there are two additional
constraints. First, LEHMACHER”s test is defined only for
expected frequencies estimated under the main effect model of
total independence. Therefore, recently discussed Configural
Cluster'A-nalysis and second order CFA may not be analyzed
with zi(L)-*,o„r7z..”(L). Second, simulation results led LINDNER
(1984) to.th`e conclusion that LEHMACHER”s test is best applied
if sample.,sizes~ are very large. In smaller sample sizes the test
strongly tendsto suggest nonconservative decisions. This last
characteristic :seems less problematic when KÜCHENHOFF”s
continuity , correction is applied. Thus, even though
LEHMACHE:R”s test is the only one that is mathematically
correct“, it needs to be corrected when sample sizes are small.
From a user”s perspective, it is unclear how distorted the
approximations for small samples are and, thus, to what extent
this test is nonconservative, and from what constellation on it
is more powerful than the other tests. Therefore, to avoid
nonconservative decisions, the otherwise unnecessary conser-
vative --testsfmay be preferred until clear descriptions of the
behavior of LEHMACHER”s test are available.
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Variable selection in location model for mixed variable
discrimination: a procedure based on total probability of
misclassification
Ewa Krusinska
Summary
The paper presents a new approach to the selection of variables
in locationmodelfor mixed-variable discriminant analysis. The
method based on minimizing the total probability of misclassifi-
cation enables to chose the mose discriminative continuous as
well as discrete variables to the model. Four methods of estima-
tion of the misclassification probabilities are compared.
Key words
mixed-variable discrimination, misclassification probabilities,
model selection
Zusammenfassung
Die Arbeit beschreibt eine neue Methode der Variablen-Selelo
tion im Lokationsmodell der Diskriminanzanalyse mit ge-
mischten Variablen. Die Methode basiert auf der Mini-
malisierung der Gesamtwahrscheinlichkeit von Falsch-
klassifikationen. Es ist möglich, stetige und diskrete Variablen
zu wählen. Vier Schätzmethoden werden verglichen.
1. Introduction
Mixed continuous and discrete features are often met in
practical problems solved by discriminant analysis methods.
This concerns medical, biological, agricultural, economical
and technical research. In spite of the wide range of applica-
tions there are only few methods elaborated to handle mix-
tures of continuous and discrete data in discriminant analysis.
We consider the following problem.
We wish to assign the individual to one of g populations on
the basis of the observed values of the p continuous and q
discrete variables. Nonparametric methods, logistic discrimi-
nation and location model (KRZANOWSKI, 1975) are used to
solve the problem. The paper quoted dealt with the mixtures
of both binary and continuous variables in the two groups of
data problem. The generalizations of the method to the mix-
tures of both continuous and discrete features with more than
two states and to the multiple discrimination are possible
(KRZANOWSKI, 1980, 1986).
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The model assumes the multivariate normal distribution for
continuous variables with the mean μi(m) in the ith population
and the mth cell of the contingency table defined by discrete
variables values and with the common covariance matrix 2
equal for all populations and cells.
There parameters μ.i(m) and Z are estimated after imposing to
the mean vector the linear additive model. Because of a great
number of parameters to be estimated in the location model
the variables used shoud be limited to the most discriminative
ones, as well as, the most important terms in the linear
additive model for means should be chosen. Three methods
solving the problem of selection have been given in paper of
KRzANowsK1 (1983), KRUSINSKA (1987a, 1987b), KRU-
sn<1sKA, LIEBHART (1987) and DAUDIN (1986). The first one is
based on the comparisons of the distance measures for various
subsets of discrete and continuous variables and gives a possi-
bility to select only discrete variables to the model. The second
group of methods takes as a criterion the test statistics for
testing between-group differences in the multivariate analysis
of variance, such as the Lawley-Hotteling T2 and Wilks Ä.
Those procedures enable to select simultaneously discrete
and continuous variables to the model. The third procedure is
based on the Akaike”s criterion and enables also the simul-
taneous choice of the most discriminative continuous and
discrete variables, as well as, the terms in the linear additive
model for means.
The new selection technique based on minimizing the total
probability of misclassification gives a possibility to select both
kinds of features and terms in the linear additive model, too.
In the case when g = 2 populations the exact formulae for
misclassification probabilities may be obtained. Their esti-
mates may be calculated using resubstitution of jackknife
(leaving-one-out) method. For g > 2 populations the proce-
dure can be easily adopted applying as a criterion a fraction of
incorrectly classified individuals.
The fraction may be obtained from the classical reclassifica-
tion of the sample or using the leaving-one-out method for
classification. The four mentioned variants of the introduced
selection procedure are compared in the paper on the basis of
real medical data and a brief simulation study.
2. Location model as used for discrimination
Following KRZANOWSKI (1975) let us introduce the location
model technique. Suppose that each individual is described by
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a vector y' = (y1,y2, ...,yp) of p continuous variables and a
vector x' = (xl, X2, ...,xq) of q binary variables. Discrete var-
iables with the number of states greater than two are recoded
to binary ones (KRZANOWSKI, 1980). The problem is in
classifying an individual w' = (x', y') to one of two (or gener-
.ally more) populations :tl and :tz on the basis of the observed
values of x and y. It is assumed that the continuous variables
follow different multivariate normal distribution for each pos-
sible combination of binary variables values. This means that
y ~ N(μi(m), Z) (i = 1, 2; m = 1, 2, ..., 2q). The covariance ma-
trix is assumed to be equal for all 2q ››locations« (cells of the
contingency table defined by binary variables).
The optimal classification rule in that model is: allocate W
falling into the mth cell to 11:1 if
In In I _ 1 In In(ll1( )_l~l2( )) Z 1{Y"j(ll1( )+ll2( ))}
2 log (p2m/plm)
and otherwise to at2.
So it is equivalent to the classical linear discrimination but
performed separately for each cell of the contingency table.
The parameters of the model (unknown in practice) are
estimated from the data: the a priori probabilities pim (i = 1, 2;
m = 1, 2, ..., 2q) by the iterative scalling procedure of HABER-
MAN (1972) which allows for empty cells in the contingency
table, the parameters related to continuous variables i.e. μfm),
ZI by use of the linear additive model imposed in the mean
vectors. This enables to obtain smoothed estimates of μfm) and
Z. The model is:
l~'«i=Vi+å0l',iX'+Z Z l3jı<,1XjX1<*i-Z 2 ZJ Jj=1 j <k j <k <1
Yjk1,iXjXkX1+ . . . + ô12___q,i X1X2 . .. Xq
The components of the model (1) may be interpreted as
main effects of each binary variable and interactions between
binary variables of all orders up to q. The first order model or
the second order model are used in practice. The conditional
mean vector in the mth cell, i.e. μfm) is obtained by inserting
the values of binary variables in the mth cell into the right site
of the model (2). Now the estimate S of the covariance matrix
Z is given as
g ni
(111 + 112) S = Z Z iyjiyji' _ RiA1Ri'l*› (2)
›-1. ›-K §1- I-Ä
where
R, = C,A,`1(i = 1, 2, ..., g) is the matrix of the parameters of
model (1),
C1: _Z1YjiYj1'› Ai = _Z1Uj1Uji'› (i = 1,2, ---›g)
ı= ı=
uj, is the jth vector of binary variables and their products in the
group drawn out of the ith population rııi, ni (i = 1, 2, ..., g) is
the number of observations drawn out from ni.
Having the estimates Ri (i = 1, 2, ..., g) the estimates of the
mean vectors μfm) (i = 1, 2, ...,g; m = 1, 2, ...,2q) are also sim-
ply obtainable (for more detail about the estimation procedure
see: KRZANOWSKI, 1975). Classification of an individual
w' = (x', y') is performed by the leaving-one-out method, i.e.,
that the unknown parameters are calculated after throwing
away the actually classified individual and then the classifica-
tion is performed on their basis. As it has been indicated by
KRZANOWSKI (1975) the location model gives better results of
discrimination than the classifical linear discriminant function
with both continuous and binary features used as predictor
variables when there are interactions between binary variables
and populations.
3. Selection procedure
Probability of misclassification is often used as one of the
criteria for subset choice in discriminant analysis. The idea is
as follows: choose such a subset where the total misclassifica-
tion probability is the smallest one.
This may be done in the optimal way or in the stepwise one
by backward or forward selection procedure. In practical
applications the misclassification probabilities are unkown,
thus they should be estimated. This problem in the case of
normal variables was discussed by LACHENBRUCH (1975) and
KSHIRSAGAR (1972). Because in the location model the nor-
mality is assumed for continuous variables let us first
summarize considerations on estimating misclassification
probabilities under that assumption.
If g = 2 the misclassification probabilities p(2/1) (the proba-
bility that the individuals form rtl are classified to taz) and p(1/
2) (the probability that the individuals from :rc2 are classified to
rtl) are given by the formulae
” log-2 - E <D.<μ.›› `
p(2/1) - <1> .
( V I
“ -log-§2 + E <D.<ie››` . <3)
( E VD I
p(1/2) - <1>
where
1 _ _ _1 _ _ _
Demi) = [Hi j(Y1 + Y2)]' S (Y1 _ Y2) (1: L2)
ve = (vi - va' S* 2 S* (vi - ve). 9
y,(i = 1,2) and S are the sample means and the sample
covariance matrix for the considered normal variables
y ~ N(μi, ZI), p,(i = 1,2) are the a priori probabilities.
Now we can apply two methods for estimating probabilities
(3). First of them is the resubstitution method which consists in
replacing μl, μg and Z by their sample equivalents. Thus we
obtain S
I logè -%D2 l
P1p(2/1) - (I)
\ D
1I -logšg -í D2
1 .
P(1/2) _ (I) D (4)
\
where
D2=(y1 -y2)' S`1 (yl-yz) is the sample Mahalanobis dis-
tance.
The second method introduced by LACHENBRUCH and MIC-
KEY (1968) and called by KSHIRSAGAR (1972) the U method
consists in replacing E(DS(μ1)), E(DS(μ2)), E(VD) by the
estimates obtained by the jackknife (leaving-one-out) proce-
dure.
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In this case we have
I 108% _ D1)
p(2/1) - CI)
1 SD1
I _10g%š + i-2
S <5)
\ 2D
p(1/2) _ CI)
where
_ 1 “1 >l<
D1 - ¶1jz§1Wj(Y1j)
__ 1 “2 *
D2 = _ Wj (Y2j)› (6)H2 1:1
SD? SD2 are the sample variances of quantities W†(ylj),
W j (yzj) which are obtained in the basis of nl + nz - 1 observa-
tions excluding the actually considered individual y.
When it comes from :tl we have
Wi(Y) = (111 + 112 _ 1) dy“ S*_1{Y _ %(§'1* + §'2)}› (7)
d* = I1 _ Y2-
All quantities indicated by star are calculated after eliminating
y.
When y comes from :I2 the formula for W? (y) is analogous
but yl and §1: are used in the place of yl and yl, respectively.
Now let us return to the location model case. The formulae
for the misclassification probabilities should be written in the
form:
po/1) = 2 1... ›< e(10e<p2m/pm;-V1š<D.<μ1<m>››)
pm) zlpzm X q,(-1<›e<p2„./%D.<μ2<m>››) (8)
The probabilities plm(i= 1,2; m=1,2,...,s, s=2q) are
replaced by their estimates from the Haberman iterative scal-
ling procedure.
BbÀw “rc
Applying the resubstitution method, i.e., using the formula
(4) we obtain that the misclassification probabilities (8) in the
location model are given as _
l 1
lOg(1ö2m/lälm) _ 'í
lm X (I)
\ DmBbÀfÀ ı-\›_Ö>
p(2/1) =
BM- ›-nö)= 2m X Ö
l A A 1 2
_1Og(p2m/plm) -_ -í Dm
= \ Dm
where
Dh = (§'1(m) _ §'2(m))' S-_1(§'1(m) _ J'2(m)) is the Sample
Mahalanobis distance between cell means estimated by use of
the linear additive model (1).
In the case of the leaving-one-out method we use formula
(5) and obtain the misclassification probabilities (8) equal to
lm X (D(10g(l52m/P1111) _ Dim)
= SD1mBM- ›-\›_Ö›p(2/1) =
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pa/2) = .zm X (bl 10g(p2„š/p1m)+ Dem), (10)
= Dzm
where Dlm and Dzm are estimated as in (6) but for the data
belonging to the mth cell, only.
The procedure of selection is computationally feasible espe-
cially when applying the stepwise variant (backward or for-
ward elimination). The backward elimination method used in
further considerations consists in deleting continuous and dis-
crete variables, as well as terms in the linear additive model for
means one by one. It should by stressed that in such a case the
matrix S should not be inverted at each step of selection.
The new inversion is obtained on the basis of the old one
applying single Gauss-Jordan transformations when deleting
continuous variables. Eliminating discrete variables or terms
in the linear additive model for means causes calculating anew
an inverse of the matrix Al (i = 1, 2) (formula It may be
also done by applying single Gauss-Jordan transformations.
Then an inverse of S should be recalculated, e. g. by updating
the inverse of the nonadjusted squares and products matrix
C =
g
Z Cl, g = 2 (formula [2]).
i=1
In the case of the leaving-one-out method the inverse of the
matrix S and the mean vectors calculated after throwing away
discrete or continuous variable should be updated to obtain
the estimates on the basis of nl + nz - 1 individuals, only. This
can be made in the same way as for the classification proce-
dure (KRZANOWSKI, 1975).
Another way for estimating misclassification probabilities is
replacing them by fractions of incorrectly classified individuals
in the groups considered. lt is a simple way of generalization of
the described selection procedure to the case when g > 2. In
this variant we have also two possibilities. We can estimate the
misclassification probabilities by the fractions of incorrectly
reclassified individuals when classifying on the basis of discri-
minant functions obtained with the whole sample. Such frac-
tions are too optimistic (LACHENBRUCH, 1975). Alternatively
the fractions obtained by classification with the leaving-one-
out method may be used. Such a classification procedure was
recommended by KRZANOWSKI (1975). The method of selec-
tion based on the total fraction of incorrectly classified indi-
viduals is distribution-free, when applying formulae (9, 10) we
use essentially the assumption on normality of continuous
variables.
It should be stressed from the computational point of view
that the leaving-one-out method needs more time, also the
methods based on the total fraction of incorrectly classified
individuals are more time consuming than applying formulae
(3, 4), because the whole reclassification of the sample should
be made at each step of selection.
4. Example and comparison of results
In this section a comparison of results for four variants of the
described selection procedure is presented. The data used are
the part of the material from more extended studies in the so-
called chronic obturative lung disease (LIEBHART et al., 1984).
The sample consists of 164 patients suffering from uncompli-
cated bronchial asthma (nl = 112) and bronchial asthma
complicated by lung emphysema (nz = 52). 12 variables - 6
continuous ones: Cl, C2, C3, C4, C5, C6 (spirometric examina-
tions and smoking index) and 6 binary ones: Bl, B2, B3, B4, B5,
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B6 (disease symptoms such as cough, dyspnoea, findings of X-
ray examination of the chest) are taken into consideration.
The hypotheses on the univariate normality of continuous
variables and on homogeneity of covariance matrices were
rejected for the data used at the significance level ot = 0.05.
The results of selection based on minimizing the total proba-
bility of misclassification given by the formulae (9) or (10) are
presented in the Table 1. In the case of the resubstitution
method the best result of selection was obtained for the subset
consisted of 8 variables but still the misclassification probabil-
ity for the subset of 4 variables is lower than for the whole set.
In the leaving-one-out method the best result was obtained for
the subset of 6 variables but still for one variable chosen it is
better than for the complete set.
It should be stressed here that the procedure presented
requires one continuous variable at least to remain in the
subset.
Thus when only one continuous variable remains it is saved
in the subset and then only discrete variables are eliminated.
Additionally in Table 1 the results of reclassification of the
sample by the whole location model procedure with the
smoothed estimates obtained by the use of the first order
linear additive model for the subset of 6 and 3 variables are
given. It can be seen that the results of reclassification for the
leaving-one-out method subsets are better; It should be added
here that the reported numbers of misclassifications need not
be integers because in the cases when classification cannot be
performed (compare: KRZANOWSKI, 1975) 0.5 is added to the
total number of misclassified individuals.
In Table 2 the results of selection based on the total fraction
of misclassified individuals are presented. In the case of the
classical reclassification the best results were obtained for the
subsets of 8 and 9 variables, but the result for 3 variables is still
better than for the whole subset. The selection with the
leaving-one-out method needs much more computer time and
therefore special computational solutions.
The conclusions of this last variant of the method are as
follows. The best fraction has been obtained for 5 and 6
variables in the subset chosen, but the result for one variable
only is still better than for the whole set! The reclassification of
the sample for subsets of 6 and 3 variables is at the same level
as for the resubstitution method, so such an amelioration as
when using the probability of incorrectly classified individuals
estimated by formulae (3), (4) is not observed.
5. Some results for pseudo-random data
The continuous variables were generated in both groups from
the multivariate normal distribution. The covariance matrix Zl
= {oil} was chosen in the first group as the so-called Lietzke
matrix, i.e., olj = p - |i - j| . This matrix was changed
proportionally in the second group according to the formula
||22|l = Ö ||21||›
where _ is the matrix norm.
The scallar ô equalled 1, 1.25, 1.5, 2 respectively and
expressed the degree of difference of the covariance matrices.
The mean vectors were set similarly as in the paper of
KRZANOWSKI (1975). The binary variables were generated
from the binomial distribution with the probabilities of success
chosen to have at first the balanced number of individuals in
cells and then the unbalanced one. The binary variables have
interactions with division into groups because as it has been
Table 1. Selection on the basis of the total probability of misclassifica-
tion
resubstitution method leaving-one-out method
number
of mis-
classifi-
cations
subset proba- number subset
bility of of mis-
misclas- classifi-
sification cations
proba-
bility of
misclas-
sification
whole set 0.0919 whole set 3.5875
after Bl 0.0524 after B5 0.5299
elimi- B4 0.0492 elimi- B2 0.5001
nating C6 0.0492 nating Bl 0.4862
C5 0.0492 C2 0.4718
C4 0.0493 C6 0.4532
C2 0.0497 51 Cl 0.4501 42
Cl 0.0512 C5 0.4566
B5 0.0608 B4 0.4795
B6 0.1310 44 B6 0.5095 42
B5 0.3543 B5 0.5242
B2 0.6196 C4 0.5388
Table 2. Selection on the basis of the total fraction of incorrectly
classified individuals
resubstitution method leaving-one-out method
number
of mis-
classifi-
cations
subset proba- number subset
bility of of mis-
misclas- classifi-
sification cations
proba-
bility of
misclas-
sification
whole set 0.2374
after B6 0.2134 after Cl .L2957
elimi- B5 0.1951 elimi- C2 0.2713
nating B2 0.1799 nating B6 0.2805
C5 0.1799 B5 0.2500
B3 B3
whole set 0.34451-
0.1890 0.2317
Cl 0.1951 35 B2 0.2195 36
Bl 0.1951 Bl 0.2134
C2 0.2134 C5 0.2134
C4 0.2134 37 C4 0.2256 37
B4 0.2439 B4 0.2439
C6 0.2683 C6 0.2683
indicated by KRZANOWSKI (1975) in such a case the location
model gives better performance than the linear discriminant
function. In the study p = 4, q = 2, the probabilities of
success, i.e., pl = p2 = 0.5 or pl = p2 = 0.25 or pl = p2 = 0.1,
the number of individuals in both groups nl = n2 = 50. Five
sets of data were generated for each combination of parame-
ters described above. The essential results are presented in
Table 3.
The reclassification results for subsets of 3 variables chosen
by the four procedures considered are completed there. It can
be told in general that for data with small deviations from
homogeneity of covariance matrices it is not a considerable
difference between results of selection based on theoretical
formulae for misclassification probabilities and on fractions of
incorrectly classified individuals. For very large deviations the
fraction of incorrectly classified individuals seems to be more
adequate as a criterion for subset selection. The same can be
told on the leaving-one-out method of estimation much more
adequate for the model but unfortunately time consuming.
The studies are continued to obtain a more comprehensive
comparison. A
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Table 3. The average error rates for subsets of 3 variables chosen in
the simulation study
Ö P1 P2
method 1 1.25 1.5 2.0
b) 0.86 0.85 0.88 0.85 0.85 0.83 0.88 0.82 05 05dl . .
XOJxwı 1 0.86 0.86 0.87 0.86 0.85 0.84 0.86 0.90
b) 0.88 0.86 0.87 0.82 0.91 0.86 0.90 0.83
ci d) 0.88 0.88 0.87 0.86 0.88 0.86 0.88 0.81
b) 0.87 0.85 0.86 0.81 0.85 0.82 0.89 0.85
<1) 0.87 0.87 0.86 0.86 0.84 0.83 0.88 0.83
1xñaı 0.25 0.25
\O1\w,
0.1 0.1
Procedure of selection:
a) theoretical formula for misclassification probability, resubstitution
method
b) theoretical formula for misclassification probability, leaving-one-
out method
c) fraction of incorrectly classified individuals, resubstitution method
d) fraction of incorrectly classified individuals, leaving-one-out meth-
od
6. Conclusions
The method of the simultaneous selection of discrete and
continuous variables in the location model has proved its
usefulness in discriminant analysis. For the data With large
deviations from normality the fraction of incorrectly classified
individuals should be recommended as a criterion for subset
choice.
The subsets chosen on the basis of the leaving-one-out
method for estimating misclassification probabilities have
given better performance of discrimination however the proce-
dure needed much more computer time.
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Entwicklung eines Auswertungssystems für nicht-lineare robuste
Regressionsmethoden
R. Schmidt und G. K. Wolf
Zusammenfassung
Die Absicht dieser Arbeit ist es, ein im Rahmen einer For-
schungsarbeit entwickeltes Auswertungssystem für nicht-lineare
Regressionsmethoden vorzustellen, das es gestattet, eine Viel-
zahl von Schätzern mit verschiedenen numerischen Methoden
zu kombinieren. Neben einer allgemeinen Beschreibung der
Problematik nicht-linearer Schätzmethoden wird eine Darstel-
lung der Systemarchitektur gegeben.
Summary  
The aim of this paper is to present a system that is able to
evaluate a large spectrum ofproblems of non-linear regression
methods by supporting the combination of a variety of estima-
tors with different numerical methods. Beside a general descrip-
tion of the problem of non-linear estimators we give a repres-
entation of the system architecture.
1. Einleitung
Auch in der Medizin ist es eine häufige datenanalytische
Aufgabe, eine Gerade oder eine Kurve durch eine streuende
Anzahl von Datenpunkten zu legen. Man hat in diesen Fällen
ein lineares oder nicht-lineares Regressionsproblem, das
jeweils in vielerlei unterschiedlichen Weisen angegangen wer-
den kann. Die nicht selten große und unregelmäßige Streuung
medizinischer Daten bildet dabei ein besonderes Problem.
Die nicht-lineare Regression bietet im Vergleich zur linea-
ren Regression besondere Schwierigkeiten, weil in keinem
Fall geschlossene Lösungsformen angegeben werden können
und daher stets iterative Suchvorgänge durchlaufen werden
müssen, um ein wie auch immer definiertes Optimum der
Anpassung zu erreichen.
Das Methodenrepertoire auf dem Gebiet der nicht-linearen
Regression ist sehr vielfältig und damit für den nicht Eingear-
beiteten ziemlich unübersichtlich. Folgende Hauptdimensio-
nen lassen sich angeben
1 Versuchsplanung vs. Versuchsauswertung
2 Optimalitätskriterien für die Anpassung
3 Numerische Suchtechniken für das Optimum.
Die bekanntgewordenen Programme für nicht-lineare
Regressionen bestehen aus einer Kombination von je einer
Lösung zu den Dimensionen 1-3. Eine große Vielfalt anderer
Kombinationsmöglichkeiten ist damit offen. Der Anwender
fragt sich natürlich, welche Kombination die beste wäre. Eine
stets beste Zusammenstellung gibt es nicht. Die Lösung hängt
vielmehr von der Art der gewählten Regressionsfunktion
(dem Modell), der Art der Streuung um die Regressionsfunk-
tion (dem zufälligen Fehler) und schließlich auch von den
Zielen des Anwenders ab (z. B. geringe Rechenzeit, Unver-
zerrtheit der Parameterschätzungen, geringe Residuen u.
Ideal ist es daher, wenn für jede Anwendung der nichtlinea-
ren Regression sinnvolle Kombinationen aus den Dimensio-
nen 1-3 zusammengestellt werden können. Das hier vorge-
stellte Programmsystem gestattet es, eine Methodenkombina-
tion herzustellen, sie mit Zusatzoptionen anzuwenden und
dabei auch das Verhalten der Methodenkombination unter
simulierten Bedingungen durchzutesten.
Da manche Kombinationen unsinnig oder sogar unmöglich
sind, erfolgt die Zusammenstellung der Methoden im Auswer-
tungssystem interaktiv am Bildschirm, wobei von vornherein
in Abhängigkeit von den gewählten Alternativen die weitere
Auswahl per Programm gesteuert wird.
Als Methodenangebot wurde für das vorliegende Auswer-
tungssystem folgende Auswahl getroffen.
Dimension 1: Entweder Datenanalyse entsprechend den
Dimensionen 2 und 3 oder die Bestimmung optimaler zusätzli-
cher Beobachtungspunkte bei gegebenen bisherigen Versuchs-
ansätzen, Ergebnissen und Modellen.
Dimension 2: Zwei Maximum-Likelihood-Schätzer mit der
Option der Freiheitsgrade.
Schätzer aufgrund einer beliebig zu wählenden Norm L6 und
beliebigem p, wobei p = 1 und p = 2 die bekannten Methoden
der kleinsten Abweichungsbeträge bzw. Abweichungsqua-
drate sind.
Die wichtigsten Robustifizierungsmethoden, die unter fol-
genden Namen bekannt sind: Huber-, Hampel-, Andrews-,
Cauchy-, Welsch- und Fair-Schätzer. Bei diesen verschiede-
nen Schätzern ist außerdem die Wahl der Robustheitskonstan-
ten möglich.
Dimension 3:
1. Ein modifiziertes, d.h. schnell konvergierendes Simplex-
Verfahren.
2. Das Verfahren nach Huang & Levy (wobei als Spezifika-
tion ein modifiziertes Fletcher-&-Reeves-Verfahren gewählt
wurde).
3. Das modifizierte Gauss-Newton-Verfahren nach DeuÀ-
hard.
4. Das Verfahren nach Nagel & Wolff, ein Verfahren, das in
der Nachfolge der Verfahren von Marquardt und von Jones
steht.
Obwohl diese drei Dimensionen nicht voneinander unab-
hängig wählbar sind, kommt man doch auf eine große Vielfalt
von sinnvollen Zusammenstellungen von Methoden.
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Da die Suchstrategien 2-4 der Dimension 3 ursprünglich nur
für die L2-Norm realisiert waren, mußten mathematisch sinn-
volle Interpretationen der Suchstrategien für die einzelnen
robusten Schätzer gefunden werden. Damit war auch eine
Erweiterung der entsprechenden Suchalgorithmen gegeben.
Das System wurde im Rahmen einer Dissertation an der
Fakultät für Theoretische Medizin der Universität Heidelberg
entwickelt und wird von der Abteilung Medizinische Biometrie
und Medizinische Informatik benutzt. Eine Beschreibung der
Handhabung des Auswertungssystems mit Beispielen befindet
sich neben der mathematischen Beschreibung der Methoden
und einer ausführlichen Diskussion von Simulationsergebnis-
sen in der Arbeit von SCHMIDT (1985). Im folgenden wird die
Entwicklung und die realisierte Software kurz skizziert.
2. Realisierung des Systems
2.1 Ist-Analyse
Für die Erstellung des Gesamtsystems war beabsichtigt, soweit
wie möglich schon vorhandene Programme zu benutzen, um
auf diese Weise einem allgemeinen Trend in der Software-
Entwicklung zu entsprechen:
1. Unnötige Neuprogrammierung desselben Problems wird
vermieden.
2. Langfristig wird durch diese Vorgehensweise eine Standar-
disierung und damit eine Vergleichbarkeit der Methoden er-
reicht.
Als Ausgangsbasis dienten die folgenden Programme:
i) Programmpaket der Firma Boehringer Mannheim
ii) Programm NLSOA von DeuÀhard (Univ. Heidelberg)
iii) Programmpaket von Dutter (Univ. Graz)
Die genannten Programme bieten folgende Methoden an:
i) enthält die modifizierte Simplex-Methode nach Bablok und
die Methode nach Huang & Levy. Das Programmpaket läuft
auf einer HP/3000 mit entsprechendem Fortran-Compiler.
ii) enthält eine modifizierte Gauss-Newton-Methode und
wurde von DeuÀhard (1974, 1980) beschrieben. Sie wurde auf
dem IBM-Rechner 370 der Universität Heidelberg entwickelt.
iii) enthält die Methode von Nagel & Wolff. Sie wurde für
verschiedene Rechner (CDC und Univac) geschrieben.
2.2 Soll-Analyse
2.2.1 Anforderungen an die Handhabung des Systems
Die Methoden sollten sowohl für große Datenmengen als
Stapelprogramme als auch interaktiv für kleinere Probleme
verwendbar sein. Dem Anwender sollte es möglich sein, das
Auswertungssystem ohne Kenntnisse des Betriebssystems
oder einer Steuersprache zu benutzen. Ebenso sollte er sich
keine Gedanken über Datenstrukturen und -formate machen
müssen. Wo dies aus Gründen des Compilers oder des
Betriebssystems nicht möglich sein sollte, sollten Hilfen ange-
boten werden. Die Methoden sollte er zur Auswahl am Bild-
schirm gelistet bekommen. Bei der Auswahl sollte er unter-
stützt werden, indem ihm sukzessive nur diejenigen Möglich-
keiten angeboten werden, die tatsächlich sinnvoll sind. Dies
sollte in Form eines Entscheidungsbaumes realisiert werden.
2.2.2 Anforderungen an Hard- und Software
Als Rechner bot sich der IBM 370 bzw. seit Dezember 1983
der IBM 3081 des Universitäts-Rechenzentrums Heidelberg
an. Mit der Wahl des Rechners wurde auch die Umgebung
festgelegt, in der die Programme ablaufen sollten. Es war dies
das Betriebssystem MVS für den Stapel- und TSO für den
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Dialogbetrieb. Als Programmiersprache wurde FORTRAN-
77 gewählt, da man einerseits den künftigen Compiler-
Entwicklungen Rechnung tragen wollte (Ullrich (1984)),
andererseits ermöglichte dies, die FORTRAN-Programme
des HP-Rechners leichter an das geplante System anzupassen.
An den Entwurf der Software wurden zusätzlich folgende
Bedingungen gestellt: ' 1
1. Vermeidung von Redundanz Ü
2. Erweiterbarkeit bzgl. numerischer und statistischer Metho-
den sowie der Modelle ~›
3. Trennung von Verarbeitung und Ein-/Ausgabe. 1
3. Beschreibung der Software
Das Auswertungssystem umfaßt folgende Komponenten, die
in den folgenden Kapiteln beschrieben werden.
1. Allgemeine Steuerung, 2. Spezielle Steuerung, 3. Haupt-
module, 4. Nebenmodule, 5. Utilities, 6. Ein- und Ausgabe
3.1 Allgemeine Steuerung
Sie dient innerhalb des Auswertungssystems zur Auswahl der
Möglichkeiten
1. Eingabe und Korrektur von Daten
2. Erstellung einer Methode
3. Listen von Daten I
4. Listen einer Methode
5. Listen aller Dateien, in denen sich Daten oder Methoden
befinden.
6. Löschen von Dateien (Daten oder Methoden)
7. Erstellung eines Batch-Jobs (zur Stapelverarbeitung)
8. Dialogverarbeitung
9. SAS - Schnittstelle
Um das System leicht bedienen zu können, wurde von der
Menuetechnik Gebrauch gemacht. Die Auswahl der Pro-
gramme geschieht am Bildschirm durch Eingabe einer Zahl,
analog zu der obigen Liste. Die weitere Arbeit vollzieht sich
dann wie folgt:
1. Die Eingabe der Daten geschieht im Dialog und ist selbster-
klärend, d.h., das jeweilige Datenelement, das einzugeben
ist, wird angezeigt. Eine Korrektur ist schrittweise rückwärts
möglich. Die Anzahl der unabhängigen Variablen wird bei
Erstellung der Datei festgelegt und abgespeichert, die Anzahl
der Datensätze wird am Ende der Dateneingabe vom System
festgestellt und ebenfalls in der Datei abgespeichert. Mit dem
Update-Programm lassen sich Datensätze in eine vorhandene
Datei hinzufügen sowie Datensätze auswählen, die zu korri-
gieren sind.
2. Zur Erstellung einer Methode, die in einer Datei abgespei-
chert wird und damit auch zur späteren Benutzung zur Verfü-
gung steht, wird der Anwender nacheinander gefragt .
a) Wollen Sie eine gewöhnliche Regression durchführen, wol-
len Sie die Jackknife-Technik benutzen, oder wollen Sie eine
Optimierung der Versuchsplanung durchführen?
b) Welches numerische Verfahren soll angewendet werden?
c) Welches Modell soll angepaßt werden? ,~
d) Welcher statistische Schätzer soll benutzt werden?
e) Eventuelle Eingabe von Robustheitskonstanten oder Frei-
heitsgraden.
f) Eventuelle Eingabe von Anfangswahrscheinlichkeiten, von
Gitterpunkten, Schrittweiten u. a. Angabe welche Art von
Ausgabe und Zusatzstatistik gewünscht wird (Kovarianzmatri-
zen, Residuenanalyse, graphische Darstellung).
Die Abfrage geschieht in Verbindung mit einer Liste von
Wahlmöglichkeiten. Nur eine der am Bildschirm gelisteten
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Möglichkeiten wird akzeptiert, anderenfalls wird eine Fehler-
mitteilung angezeigt und die Abfrage wiederholt. Dabei ist die
angezeigte Liste jeweils von der bisherigen Auswahl abhängig.
3. Sind Daten eingegeben, so können sie später durch Angabe
des Dateinamens, unter dem sie gespeichert worden sind,
wieder angesprochen und am Bildschirm angezeigt werden.
4. Analog zu 3. können die einmal erzeugten und abgespei-
cherten Methoden später unter dem dazugehörigen Dateina-
men erreicht und am Bildschirm gelistet werden. Dabei wer-
den die in kodierter Form vorliegenden Informationen wieder
dekodiert und in einer dem Benutzer verständlichen Weise
dargestellt.
5. Durch Hinzufügen eines Qualifiers (Namensteil) von seiten
des Auswertungssystems zu dem vom Benutzer gewählten
Dateinamen ist es möglich, mittels dieser Option gezielt
Dateien, die entweder Daten oder Methoden enthalten, von
sonstigen Dateien unter der gleichen Benutzerkennung her-
auszufiltern und nach Daten und Methoden getrennt am Bild-
schirm zu listen.
6. Bei Wahl dieser Option besteht die Möglichkeit, bestimmte
Datenmengen oder Methoden zu löschen. Vor der Durchfüh-
rung dieser Aktion wird der Benutzer sicherheitshalber noch
einmal um Bestätigung gefragt.
7. Beim Aufruf des Stapelprogramms zur Auswertung werden
zuerst. organisatorische Fragen gestellt, wie sie zur Erstellung
eines.Jobs nötig sind. Die Beantwortung der Fragen ist jedoch
dabei ohne jegliche Kenntnisse des Betriebssystems möglich.
Sie beschränkt sich auf die Angabe des Jobnamens (willkür-
lich, nur als Merkhilfe gedacht) und der maximalen CPU-Zeit.
Sodann wird gefragt, welche Daten und welche Methode der
Auswertung zugrunde gelegt werden sollen. Einzugeben sind
dann die Namen der Dateien, auf denen sich die jeweiligen
Daten und die Methode befinden. Die Übergabe des Jobs an
das Betriebssystem erfolgt ohne weiteres Eingreifen des Be-
nutzers.
8. Beim Aufruf des Dialogprogramms zur Auswertung werden
nur die beiden letztgenannten Fragen von 7. gestellt, nämlich
nach dem Namen der Dateien, wo sich Daten und Methode
befinden. Nach der Eingabe erfolgt unmittelbar die Verarbei-
tung, und die Ergebnisse werden auf dem Bildschirm ange-
zeigt;
9. Bei Aufruf' der SAS-Schnittstelle wird jeweils die Richtung
des Datentransfers und das gewünschte Datenformat abge-
fragt.
3.2 Spezielle Steuerung
Sie dient der Steuerung der Verarbeitung und gliedert sich in
zwei Stufen. Die erste dient der Auswahl zwischen der konser-
vativen Regressionsmethode, der Jackknife-Methode und der
optimalen Versuchsplanung. Sie befindet sich im Hauptpro-
gramm und ermöglicht es allen drei Methoden, sich der ver-
schiedenen numerischen und statistischen Möglichkeiten zu
bedienen, soweit diese sinnvoll sind.
Die zweite Stufe dient dazu, numerische und statistische
Verfahren anzusteuern. Dabei werden nur sinnvolle Kombi-
nationen ermöglicht. Beispielsweise können Maximum-Likeli-
hood-Schätzer und Schätzer mit der L6-Norm, für die p
ungleich 2 ist, nur mit dem modifizierten Simplex-Verfahren
zusammen auftreten.
3.3 Hauptmodule
Die Hauptmodule des Systems sind die Unterprogramme
OPTSI, OPTHU, NLSOA und NAWO des Verarbeitungspa-
kets. Sie stellen die numerischen Methoden nach Bablok
(mod. Simplex), Huang&Levy (mod. Fletcher&Reeves),
DeuÀhard und Nagel &Wolff dar.
3. 4 Nebenmodule
Die Nebenmodule haben die Aufgabe, Teile aus den Haupt-
modulen zum Zwecke einer größeren Übersichtlichkeit auszu-
lagern. Sie unterscheiden sich im vorliegenden Sprachge-
brauch von den unten angeführten Dienstprogrammen
dadurch, daß sie speziell einer Methode dienen. So sind
beispielsweise die Module FACB und FACB1 zur Bestim-
mung der Suchrichtung bei der modifizierten Simplex-
Methode nur bei dieser Methode sinnvoll, das Update der H-
Matrix (MALGO) macht nur Sinn bei einem Quasi-Newton-
Verfahren, und das Dreieckverfahren (CCORR) ist ein fester
Bestandteil der Methode nach Nagel&Wolff, das diese von
anderen Methoden unterscheidet.
3.5 Utilities
Diese Gruppe enthält jene Unterprogramme, die i. d. R. von
allen Methoden benutzt werden können. Sie berechnen bei-
spielsweise die Funktionswerte, die Jacobi-Matrix, den Gra-
dienten, ein Matrixprodukt, die Summe der Abweichungsqua-
drate oder ein robustes Äquivalent, maximale und minimale
Werte oder sortieren eine Folge von Zahlen.
3.6 Ein- und Ausgabe
Diese Gruppe läßt sich in zwei weitere zerlegen:
1. Ein- und Ausgabeprogramme, die von der allgemeinen
Steuerung aktiviert werden und in 3.1 unter 1.-4. beschrieben
wurden.
2. Ein- und Ausgabemodule des Auswertungspakets. Sie die-
nen dem Einlesen der Daten und Optionen von Dateien, der
allgemeinen Ausgabe und der graphischen Ausgabe. Daneben
gibt es noch die folgenden Programme, die eine Zwitterstel-
lung einnehmen, da in ihnen Verarbeitung und Ausgabe ver-
eint sind: JACKOV, KOVAR, RESULT und VPLAN. In
diesen Programmen ist entweder die Verarbeitung oder die
Ausgabe oder beides so gering, daß eine Trennung in zwei
Module die Dokumentation des Gesamtsystems nicht verbes-
sern würde.
Literatur
DBUFLHARD, P. (1974): A modified Newton method for the solution
of ill-conditioned systems of nonlinear equations with application to
multiple shooting. Num. Math. 22, 289-315.
DEUFLHARD, P., V. APosToLEsCU (1980): A study of the Gauss-
Newton algorithm for the solution of nonlinear least squares prob-
lems. In: J . FRENSE, D. PALLASCHKE, U. TROTTENBERG, 129-150.
FRENSE, J _, D. PALLASCHKB, U. TROTTENBERG (Hrsg.) (1980): Special
topics of applied mathematics. North Holland Publishing Company.
MAURER, H. (Hrsg.) (1984): Überblicke Informationverarbeitung
1984. Bibliographisches Institut, Mannheim.
SCHMIDT, R. (1985): Entwicklung eines Auswertungssystems für
nicht-lineare robuste Regressionsmodelle und Untersuchung der
einzelnen Methoden. Diss. der Univ. Heidelberg.
ULLRICH, CH. (1984): Trends in FORTRAN, in H. MAURER, 321-349.
Eingegangen am 1. September 1987
Anschrift der Autoren: Priv.-Doz. Dr. med. Dipl.-Psych. G. K. Wolf, Institut für Medizini-
sche Biometrie und Medizinische Informatik der Universität Heidelberg, Im Neuenheimer
Feld 325, 6900 Heidelberg 1
EDV in Medizin und Biologie 1/1988
22 JÄGER et al., Optimal dialysis strategies for a given weekly dialysis time
EDV in Medizin und Biologie 19 (1 ), 22-25, ISSN 0300-8282
© Verlag Eugen Ulmer GmbH & Co., Stuttgart; Gustav Fischer Verlag KG, Stuttgart
Optimal dialysis strategies for a given weekly dialysis time
Bernd Jäger, Karl-Ernst Biebler and Günter Kraatz
Summary
Bearing in mind that high urea concentrations as well as rapid
alterations during dialysis are not physiologic, different dialysis
optimization criteria were investigated. It was shown that
remarkable treatment effects may be gained solely by optimiz-
ing the partitions of the weekly dialysis time.
Zusammenfassung 4
Hohe Harnstoffkonzentrationen sowie deren rasche Änderung
unter der Dialyse werden als nicht physiologisch angesehen.
Unter diesen Gesichtspunkten formulierte Optimalitätskriterien
für Dialysestrategien sind Gegenstand der Untersuchung. Es
wird gezeigt, daß allein durch optimale Aufteilung der wöchent-
lich zur Verfügung stehenden Dialysezeit beachtenswerte
Behandlungseffekte erzielt werden können.
1. Introduction
Previous dialysis strategies recommend a constant dialysis time
and equidistant treatments. But in practice, patients are often
dialyzed three times (2/2/3-days-rhythm) or twice (3/4-days-
rhythm) a week.
We try to give an optimal dialysis strategy with regard to
these restrictive conditions. In support of several authors (e.g.
MANN/STILLER, 1986; WIZEMANN, 1986), a reduced weekly
dialysis time WDT is not required.
Using the data of one patient it is illustrated that certain
optimal partitions of WDT exist, which should be preferred to
WDT/3- or WDT/2-partitions, respectively. The latter will
subsequently be referred to as ››equi-partitions of WDT<< of
the 2/2/3-dialysis or the 3/4-dialysis, respectively.
2. Criteria of optimality
High concentrations of urea and large alterations of urea
concentrations during dialysis should be avoided. Thus we
postulate four criteria of optimality for a weekly dialysis
regimen:
A) The maximum urea concentration has to be minimal.
B) The Velocity of the alteration of the urea concentration
under dialysis has to be minimal. 4
C) The maximum difference of the belonging to one another
pre- and postdialytic urea concentrations has to be minimal.
D) The difference between the weekly maximum and
minimum urea concentration has to be minimal.
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3. Mathematical description
For simplicity, the explicite descriptions are given only for 3/4-
dialyses. They may be reformulated for the 2/2/3-case without
any difficulty.
Let c1, c3 denote the predialytic and c2, c4 the postdialytic
urea concentrations of one week; c5 the first predialytic con-
centration of the following week; WDT the total weekly
dialysis time; DT1 that part of WDT used for the first dialysis;
G the urea generation rate; V the urea distribution volume;
KR the residual renal clearance; KD the dialyzer clearance;
C(t) a urea concentration-time course. In the following, we
assume that G, KR, KD, WDT and V are suitable chosen
constants. Next, the optimization criteria listed above will be
given in terms of formulas:
OA = MAX {(c1, c3)} is minimal.
(Note that C(t) during dialysis is monotone decreasing and in
the interdialytic time interval monotone increasing.)
oB = 7% C(t) is minimnı.
(In the values c1, c2, c3, c4 the derivatives have to be replaced
by the left or right derivatives, respectively.)
OC = MAX {(c1-c2, c3-c4)} is minimal.
OD = MAX {(c1, c3)} - MIN {(c2, c4)} is minimal.
Obviously the optimization problems are solved in depend-
ence of a given type of C(t). We use the urea kinetic model of
SARGENT and GOTCH (1980). Its successful application is
documented in a national cooperative dialysis study (SAR-
GENT, 1983). The corresponding C(t) is
C(t) = (C. - G/K.) - exp(- K.- t/V) + G/K. (1)
with K. = KR in the interdialytic time interval, K. = KT =
KR + KD during dialysis and C. the starting concentration for
the time interval considered.
For fixed WDT, any time interval DT1 of the first dialysis
defines a weekly urea concentration-time course, (DT1,
DTW) being called a dialysis strategy.
The first three days are the sum of DT1 minutes dialysis
time and 4320 - DT1 minutes of interdialytic time. The
following four days are the sum of WDT - DT1 minutes
dialysis time and 5760 - WDT + DT1 minutes of interdialytic
time. This yields the following values of C(t):
c2 = (cl - G/KT) -exp(-KT -DT1/V) + G/KT (2)
c3 = (C2- G/KR) - exp(-KR- (4320-DT1)/V) + G/KR (3)
c4 = (c3 - G/KT) -exp(-KT - (WDT-DT1/V) + G/KT (4)
and
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es = (e4_ G/KR) ~ eXp(_KR- (s7eo_wDT + DT1)/v)
+ G/KR (5)
Substituting (2) into (3), (3) into (4), (4) into (5), one obtains
c5 = a - c1 + b (6)
with
a = exp(-KT - WDT/V - KR- (10080 - WDT)/V) (7)
and
b = _G + n1KT + (G/KT _ G/KR)-
(exp( _ KR ~ (10080 _ wor)/v _ KT - (WDT _ DT1)/v)
_ eXp( _ KT- (WDT _ DT1)/v _ KR - (5760 _ WDT +
DT1)/v)
+ eXp( _ KR - (5760 _ WDT + DT1)/v)) + G/KR.
Definition: For any fixed dialysis strategy (DT1, WDT) and
any fixed set of model constants V, G, KR and KD, the urea
concentration-time course (1) is called a steady state dialysis
kinetic, whenever c5 = c1.
Propositíon 1:
Let V, G, KR, KD, WDT be an arbitrary set of model
constants and (DT1, WDT) an arbitrary dialysis strategy.
Then the corresponding steady state dialysis kinetic exists.
Proof: From (6) and the definition follows c1 = b/(1-a). As
10080-WDT = 0 and all the constants in (7) are positive, we
obtain a< 1. The case a = 1 needs no further discussion. So
the steady state initial concentration c1 does always exist.
Proposition 2:
Let CSl (t) be an arbitrary starting urea kinetic of type (1).
Suppose the set G, KR, KD of model constants and the
dialysis strategy (DT1, WDT) to be fixed. Let CS6 (t) denote
the sequence of the weekly urea kinetics, obtained under the
above conditions with repeated dialysis. The n count the
weeks. Then, for running n, CS6 (t) converges pointwise and
geometrically to the steady state dialysis
C(t) = Ca, G, KR, KD, DT1, wor).
Proof: Without restriction of generality, the urea concentra-
tions CS„(0) =: CS(n) and c1 are investigated.
Let CS(1) = cl + d, d different from zero. According to (6),
CS(2) = a-CS(1) +b. So
CS(2) = a-(c1+d) + b = a-c1 + b + a-d = cl + a-d.
The latter equation follows from the fact that c1 is an
element of the steady state kinetic. Repeating the process, we
obtain
CS(n) = cl + d-a“'1.
Because a < 1 (see proof of proposition 1), a“`1 approaches
zero. Consequently, c1 is the limit of CS(n).
The previous propositions justify the formulation of our
optimality criteria with regard to the steady state dialysis
kinetic. If V, G, KR, KD and WDT are given, the optimiza-
tion criteria are functions of DT1 only.
Proposition 3:
The OA-optimality and the OB-optimality of the dialysis are
equivalent.
Proof: The derivatives of (1) on the dialysis time intervals
are
c,(t) = (C. - G/Kt) - (-KT/V) - exp(-KT-t/V)
for C. = cl and C. = c3, respectively.
As a function of the type exp(-ot - t) is monotone decreasing,
its maximum is given at the left endpoint of the range. In our
case this point is t= 0. So we have  
oB = MAX {(| (e1_G/KT) ~ KT/v |, | (e3_G/KT) - KT/v |)}
= KT/v ~ MAX {(e1, e3)} _ G/v.
Obviously, the OB- and the OA-minimizing strategies coin-
cide. In general, the OA-, OC- and OD-optimal strategies are
different. The related dialysis strategies do not coincide with
the (DT1 = WDT/2, WDT) strategy.
4. Examples
For the patient M. H., the following parameters are known:
KR = 1.78 ml/min; G = 0.169 mg/min; V= 35.4 l. Dialyzer
clearance is KD = 160 ml/min, weekly dialysis time is
720 min. The OA-, OC- and OD-optimal dialysis strategies for
the 2/2/3- as well as 3/4-rhythm are calculated from these
values.
Figure 1 shows the 3/4-case. On the left hand side c1-, c2-,
c3- and c4-values of the steady state kinetic are represented as
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functions of DT1. On the right hand side, the OA-optimum
kinetic and the equi-partition kinetic are compared. The latter
is less effective.
In the 2/2/3-case a (DT1, DT2, WDT)-partition of the
weekly dialysis time is obtained. Thus for the optimizations
gained it is necessary to minimize the related (DT1, DT2)-
functions. Figure 2 shows a two-dimensional picture of the
OA(DT1, DT2)-function on the left hand side. On the right
hand side, we see the OA-optimal and the equi-partition
kinetics. Again, OA-optimal dialysis should be preferred.
The recommendations given above were successfully app-
lied in our hospital and resulted in an improved treatment.
Figure 3 and Figure 4 demonstrate the OC(DT1, DT2)- and
the OD(DT1, DT2)-functions, respectively. In both cases,
there are differences of the optimum points from (WDT/3,
Fig. 3. The maximum differences of pre- and postdialytic urea concen-
trations as function of the strategies
WDT/3). But the optimum values are nearly OC(WDT/3,
WDT/3) and OD(WDT/3, WDT/3), respectively. Conse-
quently, it is not necessary in our example to distinguish
between OC- and OD-optimal dialysis strategies and the equi-
partition strategy. For the 3/4-rhythm, the same conclusions
may be derived from Figure 1.
5. Related problems
As distinguished to the procedure discussed above, optimiza-
tion of dialysis may also be obtained with regard to other
parameters. For instance, the weekly time average concentra-
tion and the weekly time average deviation of urea may be
minimized. Such optimizations are in contradiction to the
Fig. 4. The differences between the weekly maximum and minimum
urea concentration as function of the strategies
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criteria formulated above, a fact which will be explained more
explicitely in a separate paper.
Further, measurement errors inÀuence the calculations of
the patients” parameters remarkably. This phenomenon was
observed in several computer simulations.
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Strategische Uberlegungen zur Anwendung
der Konfigurationsfrequenzanalyse
E. Lautsch, G. A. Lienert und A. von Eye
Zusammenfassung
Um eine höhere teststatistische Effizienz der KFA zu erreichen,
wurde von LIENERT und REY (1982) die hybride KFA als
Spezialfall der Kreuzvalidierung eingeführt. Dieser Ansatz
wird hier dadurch erweitert, daß die Exploration möglicher
Typen/Antitypen Muster in der ersten Zufallshälfte der Stich-
probe durch eine Bootstrapsimulation erfolgt. Die gefundenen
Typen und Antitypen werden dann in der zweiten Hälfte der
Stichprobe teststatistisch validiert. Die vorliegende Arbeit dis-
kutiert diese Teststrategie am Beispiel einer Prädiktions-KFA.
In der Diskussion wird die Möglichkeit einer Einstichproben-
Bootstrapsimulation mit der Gesamtstichprobe behandelt.
Summary
In order to increase efficiency of testing in CFA, LIENERT and
RAY suggested to use hybrid CFA, a special case of cross
validation. This paper elaborates on this approach in that it
proposes to apply bootstrap simulation to the first random half
of a sample. The most frequently observed pattern of types and
antitypes is, then, cross-validated in the second half. This
strategy is introduced using prediction-CFA. The discussion
approaches the option to perform a one-sample bootstrap simu-
lation including the entire sample.
1. Einleitung: Anwendungsstrategien der KFA
Die Konfigurationsfrequenzanalyse (KFA) ist ein Klassifika-
tionsverfahren, das überprüft, ob die Häufigkeiten bestimmter
Merkmalskonfigurationen von Erwartungshäufigkeiten abwei-
chen. Diese sind dabei entweder aufgrund theoretischer
Kenntnisse gegeben oder werden so geschätzt, daß sie
bestimmte Annahmen widerspiegeln. Die Annahme, die der
KFA üblicherweise zugrunde gelegt wird, ist die der totalen
Unabhängigkeit zwischen den untersuchten Merkmalen (Vgl.
KRAUTH und LIENERT, 1973).
Weicht eine beobachtete Häufigkeit im Vergleich zur erwar-
teten statistisch signifikant nach oben ab, so wird die entspre-
chende Merkmalskonfiguration als Typ bezeichnet. Als Anti-
typen bezeichnet man Konfigurationen, die seltener als erwar-
tet beobachtet wurden.
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In den meisten Anwendungen wird die KFA exploratorisch
angewendet, d.h., die Konfigurationen, die als Typen oder
Antitypen in Frage kommen, sind vorher nicht festgelegt.
Beim exploratorischen Vorgehen werden daher alle möglichen
Konfigurationen statistisch untersucht. Dies hat zur Folge,
daß die Anzahl der simultanen KFA Tests dann sehr groß
werden kann, wenn viele Variablen untersucht werden.
Zur Vermeidung von Problemen, die mit multiplen Tests
am gleichen Material verbunden sind, wird in der KFA das
Signifikanzniveau der Anzahl der simultanen Tests angepaßt.
Meist werden dazu BONFERRONI- oder HOLM-Prozeduren ver-
wendet. Ist die Anzahl der simultanen Tests sehr groß, so
kann durch die Anpassung das kritische alpha-Niveau so
extrem werden, daß die Aufdeckung von Typen oder Antity-
pen geradezu verhindert wird. _
Die Zahl der simultanen Tests in der Anwendung der KFA
läßt sich durch eine hybride Teststrategie wesentlich verrin-
gern. Dabei wird die Stichprobe zufällig halbiert. In der ersten
Stichprobe wird heuristisch. d. h. ohne Anwendung von adju-
stierten alpha-Niveaus, nach Konfigurationstypen oder -anti-
typen gesucht. Hierfür bieten sich z. B. der Chi-Quadrat-
Komponententest
X2 = (f-e)2/e (1)
oder die standardnormalverteilte Teststatistik
2 = (f-G)/(npqff (2)
an, für die p = e/n und q = 1-p.
Auf eine alpha-Adjustierung nach der Zahl der durchzufüh-
renden statistischen Tests wird hier zunächst verzichtet, weil
die Tests nicht im inferenzstatistischen Sinne durchgeführt
werden. Sie dienen dazu, Hinweise darauf zu bekommen,
welche Zellen in der zweiten Hälfte der Stichprobe inferenz-
statistisch untersucht werden sollen.
Dadurch, daß in der ersten Hälfte der Stichprobe in der
Regel nur eine bestimmte Anzahl an Typen und Antitypen
gefunden wird, die geringer ist, als die Anzahl der Zellen,
reduziert sich die Anzahl der in der zweiten Hälfte der Stich-
probe durchzuführenden Tests, und die alpha-Adjustierung
ist dann besonders wirksam (siehe LEHMACHER, 1981;
LAUTSCH, LIENERT und voN EYE, irn Druck). Für die Signifi-
kanztests selbst bietet sich z. B. der LEHMACHER-Test an, ein
sehr wirksamer, auf der hypergeometrischen Verteilung beru-
hender approximativer Test, unter Einschluß der KÜCHEN-
HoFFschen Stetigkeits-Korrektur (KÜCHENHOFF, .1986).
LAUTSCH et al., Strategische Überlegungen 27
Andere Möglichkeiten sind der Test nach PERLI, HOMMEL
und LEHMACHER mit modifizierter alpha-Adjustierung nach
HOLM (siehe PERLI, 1985), oder der exakte Test von LINDNER
(1984).
In dem folgenden Demonstrationsbeispiel wird der approxi-
mative Test nach LEHMACHER verwendet. Die Prüfgröße für
diesen Test ist das standardnormalverteilte
z = (f-e)/s, (3)
wobei die Varianz durch
S2 = e1(e2 + 1 _ ei) (4)
gegeben ist. Die Erwartungswerte e1 und e2 werden für den
dreidimensionalen Fall nach
elijk = (fi. fl". f..1<)/U3 (5)
und
ezijk = (ni. _1) (nl. _1) (11..ı<)/(n_1)3 (Ö)
geschätzt. Für höherdimensionale Fälle gelten diese Formeln
analog. Für die statistische Prüfung wird die KÜCHENHOFF-
sche Stetigkeitskorrektur (1986) angewendet. Man erhält
,_ (f-e - 0.5), wennf> e
Z_{(f-e+0.5),wennf<e (7)
Nachdem aufgrund der Ergebnisse in der ersten Hälfte der
Stichprobe Hypothesen formuliert werden können, in welche
Richtung Abweichungen von den Erwartungshäufigkeiten
auftreten sollten, sind die Tests einseitig durchzuführen.
Zur alpha-Adjustierung wird die Methode nach HOLM
(1979) verwendet. Vor Anwendung dieser Methode werden
die errechneten z-Werte der Größe nach geordnet. Der größte
z-Wert erhält dabei den ersten Rangplatz. Das adjustierte
Alpha für den i-ten Test ist dann
alpha* = alpha/(R-i + 1), (7)
wobei R für die Anzahl aller durchzuführenden Tests steht
und i die Signifikanztests zählt. Für den ersten Test ist i = 1,
usw., und für den letzten Test ist alpha* = alpha. In der
üblichen Anwendung der KFA ist R gleich der Anzahl der
Zellen der untersuchten Kontingenztafel. In der hier disku-
tierten hybriden Teststrategie ist R in der Regel wesentlich
kleiner, weil nur die in der ersten Testhälfte heuristisch gefun-
denen Typen und Antitypen im zweiten Testschritt der Größe
nach geordnet und geprüft werden. Dadurch ergibt sich eine
wesentlich effizientere Teststrategie.
2. Ein Datenbeispiel zur Anwendung der hybriden Test-
strategie
Im folgenden Demonstrationsbeispiel werden die Daten von
einer Stichprobe von n = 704 neuropathologisch positiv dia-
gnostizierten Kindern im Vorschulalter (ENKE, 1980) verwen-
det. An diesen Kindern wurden die Merkmale Verhaltensauf-
fälligkeit (A mit den Stufen A1 = unauffällig, A2 = sprachge-
stört und A3 = sprach- und verhaltensgestört), Beruf der
Mutter (B mit den Stufen B1 = ungelernt, B2 = Facharbeiter/
Angestellte mit geringer bis mittlerer Ausbildung und B3 =
höhere Ausbildung), Anzahl der Geschwister (C mit den
Stufen C1 = 0 bis 2 Geschwister und C2 = 3 und mehr
Geschwister) und Geschlecht des diagnostizierten Kindes (D
mit D1 = männlich und D2 = weiblich) erfaßt.
In Tabelle 1 sind die beobachteten Häufigkeiten für die
Konfigurationen der drei Merkmale Beruf der Mutter,
Geschwisterzahl und Geschlecht für die drei Kategorien des
Merkmals Verhaltensauffälligkeit wiedergegeben. Die Häu-
figkeiten sind für die Gesamtstichprobe und die zwei Zufalls-
hälften angegeben. Die erste Zufallshälfte umfaßt 374 Kinder,
das sind 53 °/e der Gesamtstichprobe, die zweite 330 Kinder,
d. h. 47 °/e. Die Aufteilung wurde mit dem SPSS Programmpa-
ket geleistet.
In Tabelle 1 wurde ein zweidimensionales Format gewählt,
das die soziodemographischen Merkmalskombinationen den
Kategorien der Verhaltensauffälligkeiten gegenüberstellt. Im
folgenden sollen die soziodemographischen Merkmale als Prä-
diktoren und die Verhaltensauffälligkeiten als Kriterien
behandelt werden. Zur Anwendung kommt daher eine Prä-
diktions-KFA (P-KFA). Im Unterschied zu einer „klassi-
schen“ KFA (KFA erster Ordnung; siehe VON EYE, im Druck)
wird in der P-KFA nicht von der totalen Unabhängigkeit aller
untersuchten Variablen ausgegangen, sondern lediglich von
der Unabhängigkeit der Prädiktoren von den Kriterien. Inter-
aktionen zwischen den Prädiktoren können bestehen und wer-
den in der Erwartungswertschätzung berücksichtigt. Werden
zwei oder mehr Kriterien untersucht, so können Interaktionen
auch zwischen Kriterien bestehen. Typen und Antitypen ent-
stehen daher nur dann, wenn die Annahme der Unabhängig-
keit zwischen Prädiktoren und Kriterien verletzt ist.
In der in dieser Arbeit vorgeschlagenen hybriden Teststrate-
gie wird nun im ersten Schritt so vorgegangen, daß die erste
Teilstichprobe einer P-KFA-Bootstrapsimulation unterworfen
wird. Dazu fassen wir die erste Stichprobe als Basisstichprobe
auf, aus der möglichst viele Bootstrapstichproben gezogen
Tabelle 1. Häufigkeitsverteilung der Konfigurationen in der Gesamtstichprobe und zwei Zufallshälften
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werden. Diese Zufallsstichproben (gezogen wird mit Zurück-
legen) haben alle den gleichen Umfang (Vgl. EFRON, 1979,
1982). Für jede Bootstrapstichprobe wird eine heuristische P-
KFA (Signifikanztests ohne alpha-Adjustierung) dur-
chgeführt. Dadurch entsteht für jede der Teilstichproben ein
Typen/Antitypen Muster.
Die Bootstrapsimulation wurde mit dem FORTRAN IV
Programm SICFA 'durchgeführt (siehe LAUTSCH und WEBER,
im Druck). Dieses Programm arbeitet als Diagonalvariante.
Es stehen insgesamt sieben Signifikanztests zur Auswahl. Drei
Tests sind als multiple Testversionen mit alpha-Adjustierung
ausgelegt. Für die hier erzielten Ergebnisse wurde der in (1)
beschriebene Chi-Quadrat-Komponententest verwendet. 250
Simulationen wurden durchgeführt.
Betrachtet man die Spalten in Tabelle 2, so erkennt man die
Typen/Antitypen-Muster, die bei den Simulationsläufen
aufgetreten sind. Das Muster mit dem Antityp 32 und den drei
Typen 33, 37 und 312 ist insgesamt 12mal aufgetreten, das ist
häufiger als alle anderen Muster. Betrachtet man die Zeilen
der Tabelle, so sieht man, wie häufig einzelne Typen und
Antitypen im Verlauf der Simulationenlaufgetreten sind. Es
zeigt sich, daß diese vier auffälligen Konfigurationen auch in
anderen Typen/Antitypen Mustern immer wieder auftreten.
Die drei hypothetischen Prädiktionstypen weisen darauf
hin, daß Sprach- und Verhaltensstörungen (A3) bei männli-
chen Kindern (D1) mit drei und mehr Geschwistern (C2)
sowohl bei ungelernten (B2) als auch bei Müttern mit geringe-
rer und mittlerer Berufsausbildung häufiger auftreten als nach
Zufall zu erwarten war. Zudem treten Sprach- und Verhal-
tensstörungen bei weiblichen Kindern (D2) mit mehr als zwei
Geschwistern (C2) bei hochqualifizierten Müttern überzufällig
häufig auf. Der Antityp zeigt, daß Sprach- und Verhaltensstö-
rungen dann seltener als erwartet auftreten, wenn die unter-
suchten Kinder Töchter von Müttern sind, die in ungelernter
Berufstätigkeit sind und nicht mehr als drei Kinder haben.
Im zweiten Schrittder hybriden Teststrategie wird nun diese
Information genutzt, und es wird das am häufigsten aufgetre-
tene Muster gezielt darauÀiin untersucht, ob es in einer unab-
hängigen Stichprobe auch dann noch identifiziert werden
kann, wenn das Signifikanzniveau alpha gegen multiples
Testen geschützt, d. h. adjustiert wird.
Als Signifikanztest wird für das vorliegende Beispiel LEH-
MACHERS Test mit KÜCHENHOFFS Kontinuitätskorrektur ver-
wendet. Dieser Test ist wesentlich effizienter als der üblicher-
weise in der Anwendung der KFA verwendete Chi-Quadrat-
Komponententest. Das Signifikanzniveau alpha wird nach der
Tabelle 2. Ergebnisse von 250 Bootstrap-Simulationen an der ersten Hälfte der Stichprobe aus Tabelle 1
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HOLMschen Methode adjustiert. Die Ergebnisse der Analysen
sind in Tabelle 3 wiedergegeben.
Die Ergebnisse des zweiten Schritts der hybriden Teststrate-
gie zeigen, daß die Kreuzvalidierung der heuristischen
Befunde der Bootstrapsimulationen für den vorliegenden
Datensatz unter den strengeren inferenzstatistischen Bedin-
gungen der alpha-Adjustierung nicht gelungen ist. Es ist damit
statistisch nicht zu rechtfertigen, Verhaltensstörungen von
Kindern aufgrund der hier verwendeten soziodemographi-
schen Merkmale vorherzusagen.
3. Diskussion
Um Aufschluß über die Stabilität von KFA-Resultaten zu
gewinnen und um eine höhere teststatistische Effizienz durch
eine reduzierte Zahl an KFA-Tests zu erreichen, wurde in der
vorliegenden Arbeit eine hybride Teststrategie vorgeschlagen.
Diese Strategie führt zunächst eine Bootstrapsimulation an
einer Zufallshälfte einer empirischen Stichprobe durch.
Danach wird an der anderen Hälfte der Stichprobe eine nor-
male KFA durchgeführt, bei der allerdings nur die Konfigura-
Tabelle 3. Erwartungswerte el, e2 und Prüfwerte z nach LEHMACHER
und KÜCHENHOFF für die zweite Teilstichprobe
Prädiktionstyp/
Antityp
A/BCD f e1 e2 s z Rang krit. z
3/112
3/121
3/221
3/322 ©l\Jl\-)O\
7,8
1,8
1,0
0,3
7,48
1,62
0,87
0,13
2,30
1,22
0,93
0,50
0,56
0,25
0,54
0,40 L›¬>l\)-1>-1-1
2,58
1,56
2,12
1,96
tionen teststatistisch untersucht werden, die in den Simulatio-
nen konsistent aufgefallen sind.
Eine andere Methode, die Bootstraptechnik in der Anwen-
dung der KFA nutzbar zu machen, besteht darin, die
Gesamtstichprobe in die Simulationen einzubeziehen. Das
dabei am häufigsten resultierende Typen/Antitypen Muster
kann dann anstelle eines auf die übliche Weise gewonnenen
KFA-Resultats interpretiert werden.
Die vorliegenden Daten wurden auch mit dieser globalen
Bootstrap-Strategie analysiert. Die 20 häufigsten Typen/Anti-
typen Muster sind in Tabelle 4 wiedergegeben. Bei den Simu-
Tabelle 4. Ergebnisse von 100 Bootstrap-Simulationen mit der Gesamtstichprobe
Häufigkeiten der Typen/Antitypen-Muster
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al = Typ in der heuristischen Bootstrap-Simulation; -1 = Antityp
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30 LAUTSCH et al., Strategische Überlegungen
lationen wurde eine multiple Testprozedur eingesetzt; der
multiple Test nach PERLI, HOMMEL und LEHMACHER mit
modifizierter HOLM-Adjustierung wurde verwendet (Vgl.
PERLI, 1985).
Tabelle 4 zeigt, daß die Befunde der Kreuzvalidierung der
Bootstrap sich hier bestätigen. Das weitaus am häufigsten
gefundene Muster enthält weder Typen noch Antitypen. Wei-
tere Untersuchungen können jedoch erst zeigen, inwieweit die
globale Bootstrapsimulation konsistent ist (Vgl. ROTHE, 1987).
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BÜHNERT, T., und HAUSMANN, K.
Biologie und Computer
1987, 119 S., DM 28,-
Gustav Fischer Verlag, Stuttgart-New York
Der Untertitel „Grundlagen des Computereinsatzes in den Biowissen-
schaften“ trifft recht genau die behandelten Themen. Das Buch will
vor allem „Neulinge“ ansprechen, die sich mit dem Einsatz oder der
Verwendung von Computern für ihre praktische Arbeit beschäftigen
wollen oder müssen. Für diesen Leserkreis kann die vorliegende
Darstellung vorbehaltlos empfohlen werden, wenn auch bei der sich
permanent ändernden Computerlandschaft wohl bald eine Neuauflage
notwendig sein wird. Insgesamt eine erfreulich klare und objektive
Darstellung. Ge.
ROBERTS, E.
Rekursiv programmieren
1987, 210 S., DM 48,-
R. Oldenbourg Verlag, München-Wien
Der englische Originaltitel „Rekursiv Denken“ trifft besser die Ziel-
richtung dieses Buches.
' An einer großen Anzahl von Beispielen wird die praktische Anwen-
dung der Rekursion dargestellt. Dabei werden u. a. rekursive Funk-
tionen, Probleme der Textverarbeitung, der Sortierung, Spielpro-
gramme, graphische Anwendungen, die Verarbeitung von Listen und
Bäumen sowie die Implementierung der Rekursion mit Hilfe des
Kellers behandelt.
Als Programmiersprache wird Pascal benutzt. __
Die in jedem Abschnitt zusammengestellten Ubungsaufgaben
geben dem Leser Anregungen, sich mit der dargestellten Problematik
auseinanderzusetzen. Ge.
HARMON, P. KING, D.
Expertensysteme in der Praxis
Perspektionen, Werkzeuge, Erfahrungen
2. ergänzte Auflage
1987, 339 S., DM 68,-
R. Oldenburg Verlag, München - Wien
Die vorliegende deutsche Übersetzung kann heute schon als Standard-
werk für den Einstieg in die Expertensysteme-Praxis bezeichnet wer-
den. Die vielfältigen noch zum Teil sehr komplizierten Aspekte der
KI-Programmierung und der KI-Anwendungen werden ohne viel
technischen Ballast leicht verständlich dargestellt.
Ausführliche Beschreibungen der Besonderheiten und Einsatzmög-
lichkeiten vorhandener Software-Werkzeuge und Vorschläge für spe-
zifische Anwendungen werden durch eine Checkliste zur Bewertung
des Aufbaus von Expertensystemen ergänzt. Darüber hinaus führen
die Autoren Schritt für Schritt durch die Entwicklung eines kleinen
Expertensystems und beschreiben die Aufbaustufen von größeren
Systemen.
Die zweite AuÀage wurde um eine umfassende Marktübersicht über
PC-basierte Shells und Shells für Workstations ergänzt. Ga.
FREIBURG, D.
Ergonomic in Dokumenten - Retrievalsystemen
1987, 196 S., DM 110,
Walter de Gruyter, Berlin - New York
Der zunehmende Einsatz von PC's führt zum Aufbau einer Vielzahl
von Dokumentensystemen, bei denen die tägliche Arbeit mit diesen
Systemen häufig zu beträchtlichen Verwirrungen führt. Das vorlie-
gende Buch ist ein Beitrag zur aktuellen Diskussion hinsichtlich der
Gestaltung neuer Systeme. Primäres Ziel ist es dabei, Lösungsvor-
schläge für das zentrale Problem der Gestaltung der Mensch - Compu-
ter - Interaktion anzubieten und die Vorgehensweise bei der Entwick-
lung derartiger Systeme exemplarisch aufzuzeigen.
Anwendern, die ähnliche komplexe Systeme erstellen wollen oder
müssen, kann das Buch als Anregung empfohlen werden. Ge.
VOGEL, F.; MOTULSKY, A. G.
Human Genetics - Problems and Approaches
2nd completely rev. ed. 1986; 447 figs.,
217 tabs, XXXIV, 807 pp.
Hard cover DM 148,-;
ISBN 3-540-16411-1
Berlin - Heidelberg - New York - Tokyo: Springer-Verlag
In dieser zweiten und wesentlich erweiterten Ausgabe bringen die
beiden international bekannten Forscher die Erkenntnisse der
Humangenetik auf den neuesten Stand. Besonders hervorzuheben
sind dabei die neuen Abschnitte, die sich mit der Entwicklung der
Molekulargenetik befassen.
Für den biometrisch interessierten Leser liefert das Buch eine Fülle
von interessanten Anwendungen der Wahrscheinlichkeitsrechnung
und Statistik. So findet man z. B. in dem Kapitel über Mutation
Anregungen zur Anwendung und Entwicklung von Methoden des
Bioassay zur Untersuchung der Wirkungen von Chemikalien und
Strahlen auf das menschliche Genom. Die Abschnitte über Krebsfor-
schung machen deutlich, daß insbesondere die statistische Analyse
von Zellüberlebenskurven und Autoradiographie-Daten zur Untersu-
chung des Reparaturprozesses in der Zelle nach Schädigung der DNA
wichtig ist.
Die in den Kapiteln Formale Genetik und Populationsgenetik
behandelten Themen zeigen die Verbindung der klassischen quanti-
tativen Genetik zur aktuellen Forschung über DNA-Polymorphismen.
Hier liegt ein wichtiges Anwendungsgebiet statistischer Methoden,
welche teilweise in dem Buch „Statistical Analysis of DNA Sequence
Data“ von B. S. WEIR (1983, Marcel Dekker) dargestellt sind.
Die zweite AuÀage von Human Genetics ist eine unentbehrliche
Hilfe bei der interdisziplinären Zusammenarbeit von Genetikern und
Statistikern. Urf.
SACHS, L.
Statistische Methoden: Planung und Auswertung
6. neubearbeitete und erweiterte AuÀage
1988, 298 S., DM 38.-
Springer-Verlag, Berlin-Heidelberg-New York
Wer dieses Buch in die Hand nimmt und es mit den vorhergehenden
AuÀagen vergleicht, kann nur anerkennend feststellen, daß es dem
Autor wieder einmal gelungen ist, ein bisher schon empfehlenswertes
Buch noch zu verbessern. An dieser Stelle sei ein Teil des Vorwortes
zitiert: „Aus dem Taschenbuch ist ein Buch geworden, das auch dem
Benutzer statistischer Software die Planung von Untersuchungen
erleichtert und das zu berücksichtigende Umfeld deutlich macht. Es ist
eine Einführung für Nichtstatistiker, Diplomanden, Doktoranden und
andere Anwender statistischer Methoden, die Untersuchungen pla-
nen, mit oder ohne Software-Pakete auswerten, die Resultate über-
sichtlich darstellen und angemessen interpretieren wollen. Die 6.
AuÀage besteht neben der erweiterten Fassung der 5. AuÀage, die
jetzt mit den Kapiteln 1 bis 8 Teil I bildet, aus insgesamt vier Teilen
mit vielfachen wechselseitigen Beziehungen. Die ersten 8 Kapitel
geben eine Einführung in die üblichen statistischen Methoden, ergänzt
durch ein Kapitel über benötigte Stichprobenumfänge. Kapitel 9 bis
13 umreißen als Teil II das umfangreiche Gebiet insbesondere der
Planung, aber auch der Auswertung wissenschaftlicher Studien:
Anhand von Ubersichten werden Wege aufgezeigt, die die Lösung
von Problemen erleichtern, wobei fehlervermeidende Maßnahmen
und weiterführende Strategien im Vordergrund stehen. Kapitel 14
ergänzt als Teil III das Kapitel über statistische~Tests, wobei insbeson-
dere Allgemeines und Vergleichendes zum statistischen Test ausführ-
licher dargestellt und kritische Aspekt diskutiert werden, Kapitel 15
enthält als Teil IV zwölf weitere Verfahren wie den Logrank-, den
Maximin- und den Q-Test, spezielle Verfahren der Kontingenztafel-
analyse sowie Vertrauensbereiche für paarweise Differenzen von
Erfolgsanteilen und für Fraktile von Referenzwerten im parametri-
schen und__nichtparametrischen Fall. Den Abschluß bilden Verzeich-
nisse der Ubersichten und wichtiger Texttabellen sowie die 15 Tabel-
len des Anhangs.“
Erstaunlich, daß es möglich ist, für diesen Preis eine so klare,
übersichtliche und umfassende Darstellung anzubieten. Ge.
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