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Foreign object damage (FOD) to the leading edge of aerofoils has been identiﬁed as one of
the main life-limiting factors for aeroengine compressor blades. Laser-shock peening (LSP)
has been proposed as a means of increasing the material’s resistance to such impact dam-
age. In this work, a three-dimensional ﬁnite element (FE) model has been developed to
simulate the residual stresses due to head on (0) and 45 impacts by a cuboidal projectile
on aerofoil specimens treated with LSP. The Johnson–Cook (JC) material model was
employed to describe the strain rate-dependent material behaviour; whilst the Johnson–
Cook dynamic failure model was considered in 45 FOD simulation, where signiﬁcant loss
of material occurred. The strain rate sensitivity of the model at selected high strain rates
was assessed against the data from the literature. The numerical results from the simula-
tion of head-on impact were compared with the measurements by depth-resolved syn-
chrotron X-ray diffraction on the mid-plane. The models were then used to predict the
3D residual stress distributions due to 0 and 45 FOD impacts, and the results were com-
pared with the strain maps obtained from high-energy synchrotron X-ray diffraction. Good
to excellent correlations between the simulations and the measurements have been found.
 2014 Elsevier Ltd. All rights reserved.1. Introduction compressive residual stresses introduced by LSP canLaser shock peening (LSP) is an advanced surface treat-
ment technique used to introduce compressive stresses to
inhibit fatigue crack formation and growth hence enhanc-
ing fatigue life as well as the strength of metallic materials
(Clauer and Koucky, 1991; Montross et al., 2002; Peyre
et al., 1996; Yang et al., 2001). In a LSP process, high-power
laser pulses are applied to introduce compressive stresses
that extend in millimeter dimensions into thick compo-
nents (King et al., 2006) or introduce through-thickness
compression with balancing tension laterally for thin sam-
ples (Rankin and Hill, 2003). Compared with shot peening,extend to a much greater depth (Montross et al., 2002),
for example, to depths in excess of 1 mm for nickel alloy
Inconel 718 (Hammersley et al., 2000) and 2 mm in 304
stainless steel (Turski et al., 2010). Titanium alloy Ti–
6Al–4V is the focus of the present studies since it is widely
used for turbine fan and compressor blades in aircraft
engines. The use of LSP has been proposed to treat leading
edges of the blades against foreign object damage (FOD)
without harming the surface ﬁnish (Mannava et al.,
1997; Ruschau et al., 1999). Several experimental studies
have demonstrated that, due to compressive residual stres-
ses generated in the critical region, laser peened specimens
of Ti–6Al–4V alloy exhibited signiﬁcantly higher fatigue
strength than unprocessed ones, including fan blades with
a notch or after receiving simulated FOD (Ruschau et al.,
1999), plates (Zhang et al., 2010) and cylindrical bars
(Altenberger et al., 2012).
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gas turbine engines such as fan blades are often subjected
to impacts from small hard particle ingestion, usually iden-
tiﬁed as FOD which can cause signiﬁcant damage to the
leading edges of the blades (Nicholas et al., 1980). Under
service loading conditions, including low-cycle fatigue
(LCF), high-cycle fatigue (HCF) and combined LCF and
HCF loading, damage induced by FOD can lead to prema-
ture fatigue crack initiation and propagation, ultimately
causes unexpected fatigue failures in critical engine com-
ponents (Ritchie et al., 1999; Peters et al., 2000). Several
experimental investigations (Ruschau et al., 2001, 2003;
Martinez et al., 2002) have been conducted to characterise
the inﬂuence of FOD for selected impact angles, on the fati-
gue life of Ti–6Al–4V specimens with a leading edge. From
these investigations the effects of FOD on fatigue life have
been quantiﬁed based on the distribution of residual stres-
ses around the impact notch, the impact angle and the
impact damage sustained by measuring the notch depth,
loss of material at the notch, material shear, material fold-
ing over the leading edge and microstructural damage.
A number of ﬁnite element (FE) models have been
developed in the past decade to explore the distribution
of residual stresses and deformation zones introduced by
FOD. One of the main challenges in FE modelling is the
choice of a material constitutive model capable of describ-
ing material response at very high strain rates experienced
during FOD impacts up to 106 s1. Duo et al. (2007)
numerically simulated the residual stresses after FOD on
the leading edge of Ti–6Al–4V blades. In their simulations,
a cuboidal projectile was shot at an inclined angle relative
to the axis of the leading edge. The Bammann damage
material model was selected and the material constants
were obtained from dynamic tests performed at a strain
rate of 103 s1, and the values of the material constants
were numerically extrapolated to higher strain rates. They
found that the predicted residual stresses were approxi-
mately twice as large as the experimentally measured val-
ues. One possible reason for this discrepancy was
attributed to the material model in reproducing the strain
softening at high strain rates. Boyce et al. (2001) carried
out FE simulations of head-on impacts of a sphere on a
plate of Ti–6Al–4V alloy. In their studies, an elastic-per-
fectly plastic material model was used, in which the strain
rate sensitivity expressed in a power-law form was
included but the effect of strain hardening was neglected.
The predicted heights of the notch depth and material pile
up were found to match the experimental values well, but
discrepancies were observed between the simulated and
experimental residual stresses. Frankel et al. (2012)
applied the Johnson–Cook material model to simulate the
residual stress ﬁelds after head-on impact on ﬂat and aero-
foil-shaped leading edges, also found the predicted stresses
to be approximately twice those measured. The over-esti-
mation of the stresses in their case was attributed to dam-
age at the FOD site, or to the fact that the material
constants in the Johnson–Cook model were taken from tor-
sional experiments at strain rates less than 600 s1 (Khan
et al., 2004).
All of the above numerical studies examined the resid-
ual stresses due to FOD in previously stress-freespecimens. However, experimental studies (Ruschau
et al., 1999) have demonstrated a signiﬁcant reduction in
fatigue crack growth rates post FOD at low stress ratio in
samples previously laser shock peened. Since FOD will
cause the redistribution of the residual stresses due to
LSP in a component, understanding how FOD affects the
residual stress state in components previously treated with
LSP is crucial in utilising fully the advantages of LSP in
resisting FOD damage susceptible in gas turbine
components.
The aim of this study is to simulate FOD impacts head-
on (0) and at 45 directions on previously LSP treated
aerofoil specimens, and to compare the results from the
simulation with those measured experimentally using
high-energy synchrotron X-ray diffraction.
2. Experimental measurement
2.1. Material and specimen
The material is a conventional alloy Ti–6Al–4V which
was ﬁrstly forged in the a phase and continued into the
a + b phase, then rolled and creep ﬂattened in the a + b
phase. The specimens were machined from the forgings
similar to those used for the production of fan blades. A gen-
eric aerofoil geometry, as shown in Fig. 1a,was adopted. The
specimenswere laser shock peened over the leading edge at
the Metal Improvement Company, USA at a power density
of 10 GW/cm2, using a square spot (size 3  3 mm2), 50%
overlap, 200% coverage and a pulse duration of 27 ns,
parameters that provided an optimum balance between
the induced residual stresses (FOD tolerance) and the
acceptable distortion of the leading edge proﬁle. The total
LSP’d area measured approximately 66 mm by 6 mm.
2.2. Introduction of FOD
To mimic the FOD damage conditions that might occur
in service from ingested particles impacting at high veloc-
ities and strain rates, the specimens were impacted ballis-
tically using a steel cubical projectile via a 12 mm bore
light compressed gas gun at the Department of Engineering
Science, Oxford University, UK. The gas gun was equipped
with a 2 l gas cylinder connected to a 2.5 m long sleeved
barrel. Hardened steel cubes were manufactured from a
steel gauge plate. After machining the cubes were oil-
quenched from 800C with no tempering process applied.
An average hardness of the cubes was measured as 63
(Rockwell C). The details of the damage simulation tech-
nique are described elsewhere (Nowell et al., 2003). To
provide a ‘worst case’ damage scenario, the steel cubes
were mounted in a nylon sabot to prevent rotation and
to ensure that the steel cubes hit the leading edge of each
specimen in the centre of the gauge length, either with
edge ﬁrst or point ﬁrst. Two impact cases were studied:
(1) A 3.2 mm cube was aimed directly at the leading
edge (0 impact), with an impact velocity of
200 m/s. In this case, the cube hit the specimen edge
ﬁrst (Fig. 1b), and a FOD notch depth around 1.5 mm
was introduced.
(a)
(b)
(c)
Leading edge
Projectile
Projectile
Fig. 1. (a) The geometry of the four-point bend aerofoil specimen (dimensions in mm), and the cross sectional view of the specimen and an illustration of
the angle of impact: (b) head-on, (0); (c) angle impact, (45).
80 B. Lin et al. /Mechanics of Materials 82 (2015) 78–90(2) A 4.8 mm hardened steel cube was directed at an
angle of 45 to the leading edge at an impact velocity
of 250 m/s. The position of the blade relative to the
gun-axis was adjusted in order to achieve the
amount of overlap between the cube and the leading
edge, so that a depth of approximately 0.75 mm
could be obtained (Fig. 1c).
3. Residual stress measurements
Only a brief description of the experimental residual
stress measurement method is presented here. Greaterdetail regarding the experimental technique can be found
in (Zabeen et al., 2013). High energy synchrotron X-ray dif-
fraction was carried out on the 1-ID-C beamline at
Advanced Photon Science (APS), ANL, Chicago, USA, to mea-
sure the through-thickness residual stresses in the as-pee-
ned, 0 and 45 FOD impacted specimens (Fig. 2). A
monochromatic synchrotron X-ray beam with energy of
65 keV energy (wavelength, k = 0.1907 Å) was used. Hori-
zontal and vertical slits were used to deﬁne the incoming
beam, but no exit slits were employed so that the full thick-
ness of the edge was sampled, resulting in a nominal gauge
volume of 0.2  0.2  2 mm (x  z  y) (Fig. 1a). The
Fig. 2. Through-thickness transmission experiment set up in 1-Id-C beamline at APS, Chicago, USA. The monochromator was selected to choose an energy of
65 keV and a wavelength of 0.1907 Å.
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plate. The 2D diffraction images were corrected and inte-
grated by a data reduction program, FIT2D (Hammersley
et al., 1996) to convert the 2D pixel image to 1D line diffrac-
tion spectra. To do this the diffraction rings were integrated
over arcs (±10) centred on 0 and 90, giving ﬁve diffrac-
tion peaks that may be ﬁtted. Only the ð1012Þ plane from
Ti-a phasewas used for this study (2h = 6.6). Elastic strains
were obtained relative to a strain-free lattice spacing, d0
measured at a location far away from the peened areaFig. 3. Experimental arrangement for depth resolved residual ela(Withers et al., 2007). The strains in the longitudinal (x)
and the transverse (y) directions were used to infer the
stresses, assuming bi-axial stress state. On an average,
900 individual measurement locations were mapped for
each specimen with step-sizes of 0.2 mm and 0.1 mm in
the longitudinal and the transverse directions, respectively.
To examine the residual elastic strain variation across
the thickness of the specimens, depth-resolved residual
elastic strains were measured on ID 31 beamline at the
European Synchrotron radiation facilities (ESRF) (Fig. 3).stic strain scanning of aerofoil specimens on Id-31 at ESRF.
82 B. Lin et al. /Mechanics of Materials 82 (2015) 78–90A monochromatic synchrotron X-ray beam was selected
(50.8 keV, 0.244 Å). The displacement of the diffraction
peak from Ti-a phase was measured at a scattering angle
(2h) of 8.2. The illuminated volume in the specimen was
deﬁned by two slits of dimensions 0.4  0.05 mm2 on the
incident and diffracted beam. This resulted in an elongated
gauge volume that was 0.9 mm long, 0.4 mm wide and
0.05 high that allowed us to resolve the strain changes
with depth (y). To avoid surface artifacts an analyser crys-
tal was used for the diffracted beam (Withers, 2013). A line
scan was carried out with a dense (step-size of 0.1 mm)
pattern over the ﬁrst 3 mm from the notch root, thereafter
sparsely distributed measurement points were taken. The
distribution of diffracted intensity as a function of 2h was
assumed to be a Pseudo-Voigt peak shape and ﬁtted using
Large Array Manipulation Program (LAMP) to determine
the centre of the peak position and also the full width half
maximum (FWHM).
The bulk elastic constant was used to calculate the
stresses from the strains. From the literature it has been
conﬁrmed that ð1012Þ peak represents the bulk elastic
constant of the material. However, along with ð1012Þ dif-
fraction peaks, 101 peak was also analysed at the prelimin-
ary stage and found no signiﬁcant difference between the
two sets of results. Therefore the data analysis was pro-
cessed with ð1012Þ peak.Fig. 4. The 3D ﬁnite element model for (a) head-on impact (quarter
model); (b) 45 impact (half model). (Arrows indicate the impact
direction and mid-line mn is on the symmetric mid-plane).4. Finite element (FE) modelling
In order to predict the 3D residual stress and elastic
strain distributions ﬁrst introduced by LSP and then mod-
iﬁed by FOD, ABAQUS/Standard and Explicit (2012) were
used, respectively. Only the blade section of the aerofoil
specimen was modelled in the impact simulations to
reduce the computational costs without signiﬁcant loss of
accuracy. This was possible due to the signiﬁcantly
increased thickness of the specimen beyond the aerofoil
section, so that a ﬁxed boundary condition may be applied
to simulate the constraint from the rest of the specimen.
Due to symmetry of the blade and considering the loading
conditions, a quarter of the specimen for head-on impact
and a half of the specimen for 45 impact were considered
in the FE models. The 3D FE meshes for the both specimens
are shown in Fig. 4a and b. The mid-lines on the symmetry
plan are marked by line ‘‘mn’’, and the coordinate system
origin is located at point ‘‘n’’. The models were meshed
with 8-noded linear brick elements with reduced integra-
tion and enhanced hourglass control. Due to negligible
plastic deformation experienced during impact (Nowell,
2008), the steel cubical projectile was assumed linear elas-
tic (Young’s modulus, 206 GPa, and Poisson’s ratio, 0.3),
and meshed using 4-node linear tetrahedral elements.4.1. Introduction of LSP residual stresses into FE model
The residual elastic strains due to the LSP treatment
were obtained by depth-resolved synchrotron X-ray dif-
fraction (Zabeen et al., 2013), as described in Section 3.
The associated residual stresses in the specimen were cal-
culated from the measured residual elastic strains byapplying Hooke’s law for isotropic materials under 3D con-
ditions. The stress–strain curve of Ti–6Al–4V alloy was
described by the Ramberg–Osgood relation at room tem-
perature (MIL-HDBK-5J, 2003). The residual stresses intro-
duced by peening were assumed to be only a function of
the z-coordinate (Fig. 5) and inputted into the FE model
as initial stresses through the Sigini subroutine of
ABAQUS/Standard (2012). It is interesting to note that
the laser peening in this case has introduced an essentially
uniaxial stress parallel to the leading edge that varies with
distance with the leading edge. In order to match the resid-
ual stresses to the measured values, an iterative scheme
with a proportional integral adjustment (Lei et al., 2000)
was applied with the adjustment equation:
rðxÞiþ1inp ¼ rðxÞiinp þ b r xð Þtarg  r xð Þiout
 
ð1Þ
Fig. 5. Comparison of the experimentally measured residual stresses due
to LSP on mid-line mn and those introduced by iteration in the FE model.
Table 1
Johnson–Cook (JC) material parameters for Ti–6Al–4V.
A (MPa) B (MPa) n m C
JC material constants
1035 331 0.635 1.7 0.04
d1 d2 d3 d4 d5
JC failure parameters (Kay, 2003)
0.09 0.27 0.48 0.01 3.87
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the (i + 1)th and ith iterations respectively, b is the integral
factor (taken to be 1 here), rðxÞtarg is the target stress value
and rðxÞiout is the stress value obtained as the output of the
ith iteration. The procedure started with i = 0 and
rðxÞinp ¼ rðxÞtarg . The value of rðxÞout was then obtained
from the FE analyses, rðxÞinp was calculated using Eq. (1)
for the next iteration and so on until rðxÞiout became equal
to rðxÞtarg . Using this iterative process the initial residual
stresses were well simulated by the model, as shown in
Fig. 5. There is some discrepancy for rzz between the input-
ted and the target values, although compared with rxx, rzz
is much smaller in magnitude, hence its inﬂuence on sub-
sequent stress states, particularly the x component, may be
insigniﬁcant.
4.2. FOD simulation
4.2.1. Material model and parameter determination
The Johnson–Cook constitutive relation and the associ-
ated failure criterion were adopted in this work, following
the most recent work of Wang and Shi (2013) who
reported a good agreement between the experimental
results and the FE predictions of the dynamic response of
Ti–6Al–4V alloy under high-speed impact at various veloc-
ities and angles. The Johnson–Cook constitutive model is
given by Johnson and Cook (1983, 1985):
ry ¼ Aþ Benð Þ 1þ Cln
_e
_e0
  
1 T  Tr
Tm  Tr
 m 
ð2Þ
where ry is the ﬂow stress of the material; A, B, n, C and m
are experimentally determined constants: A is the initial
yield strength, B and n represent the effects of strain hard-
ening, C is the strain rate sensitivity coefﬁcient andm is the
thermal softening coefﬁcient. The equivalent plastic strain,
the equivalent plastic strain rate measured at or below the
transition temperature are denoted as e; _e and _e0, respec-
tively; T, Tc and Tm are current, transition and melting
temperatures.
There are some variations in the material constants of
the Johnson–Cook constitutive model reported forTi–6Al–4V alloy (Lesuer, 2000; Meyer and Kleponis,
2001; Hubert and Meyer, 2006), due to the difﬁculties in
experiments at strain rates over 103 s1 (Duo et al.,
2007), hence constants from the literature were used only
as guide values in the initial trials.
A dynamic failure model using the Johnson–Cook shear
failure criterion (ABAQUS, 2012) was applied to model the
material loss during impacts at 45. The Johnson–Cook
dynamic failure model is based on the value of the equiv-
alent plastic strain at element integration points; whilst
failure is assumed to occur when the damage parameter
exceeds 1, the failed elements were deleted and removed
from FE model automatically, a feature available in ABA-
QUS. The damage parameter, x, is deﬁned as:
x ¼
X De
ef
 
ð3Þ
where De is an increment of the equivalent plastic strain, ef
is the strain at failure, and the summation is performed
over all increments in the analyses. The strain at failure,
ef, is assumed to be dependent on a nondimensional plastic
strain rate, _e= _e0; a dimensionless pressure-deviatoric stress
ratio, p/q (where p is the pressure stress and q is the von
Mises stress); and the nondimensional temperature,
(T  Tr)/(Tm  Tr), deﬁned above in the Johnson–Cook hard-
ening model. The strain at failure is deﬁned as:
ef ¼ d1 þ d2exp d3 pq
  
1þ d4ln
_e
_e0
  
1þ d5 T  TrTm  Tr
 
ð4Þ
where d1–d5 are failure parameters measured at or below
the transition temperature, Tr. These failure parameters
for Ti–6Al–4V alloy are taken from the literature (Kay,
2003) and are summarized in Table 1.
Our experimental studies of FOD on laser-shock peened
Ti–6Al–4V aerofoils (Spanrad and Tong, 2011) have shown
that, for head-on impacts, a ‘‘V’’ notch was obtained on the
leading edge with typical features of material folding and
piling up. By contrast, for 45 impacts, the projectile
‘‘sheared off’’ part of the leading edge during impact, so
loss of material is an important feature of 45 impacts.
Based on these experimental observations, the Johnson–
Cook dynamic failure model was applied in the 45 impact
simulations, whilst the Johnson–Cook deformation model
was used to simulate the head-on impacts.
4.2.2. Numerical analysis
In order to ﬁnd an optimum mesh size for the impact
simulation, a mesh convergence analysis was carried out.
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ered in the volume of interest, i.e. potential impact site,
in the convergence analysis. An element size of 0.07 mm
was deemed sufﬁcient to obtain accurate results without
incurring huge computational costs. The frictional effect
between the projectile and the Ti–6Al–4V blade was
included in the impact simulation using a coulomb law
of sliding friction with friction coefﬁcient of 0.3. At the
same time, to avoid severe deformation and distortion of
elements during the impact simulation, an Arbitrary
Lagrangian–Eulerian meshing technique was applied over
the region of interest. In addition, heat may be generated
by the plastic deformation at high strain-rates, resulting
in thermal softening. When deformation occurs rapidly,
there is insufﬁcient time for redistribution of the generated
heat, so an adiabatic process was adopted in the impact
simulation. The impact analyses were conducted on the
FE model with the residual stresses due to the LSP pre-
scribed, and simulations of ﬁring a steel cuboidal projectile
(2.2) at the target (Fig. 4) were carried out.
4.2.3. Steady-state residual stress
Although ABAQUS/Explicit (2012) provides numerical
damping in the form of bulk viscosity to control high fre-
quency oscillations, our analyses showed that steady-state
stress state was extremely slow to reach using this
approach. Eltobgy et al. (2004) pointed out that the time
required to reach the steady state stress was much longer
when considering numerical damping, rather than mate-
rial damping. Hence in the present study material damping
was applied to accelerate the dynamic process to a steady
state. The magnitude of material damping may be calcu-
lated by the following equation (Eltobgy et al., 2004):
a ¼ 2n
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðE=qÞ=Le
p
ð5Þ
where n is damping ratio, E is Young’s modulus, q is mate-
rial density and Le is the length of the element.Fig. 6. Comparison of residual stress results from the depth-resolved
experiment and the FE simulation on the mid-line mn for head-on impact.5. Results and discussion
5.1. Materials parameters
Accurate determination of the material parameters at
high strain rates in the Johnson–Cook model is of vital
importance for the FE simulations. In this work, we
adopted an optimisation procedure to obtain these param-
eters through iterative FE analyses. The procedure is as fol-
lows: The material parameters were calibrated by ﬁtting
the residual stress response on the mid-line ‘‘mn’’ in the
FE model subjected to heat-on impact, shown in Fig. 4a.
Prior to the ﬁtting process, initial material constants were
estimated from the literatures (Lesuer, 2000; Meyer and
Kleponis, 2001; Hubert and Meyer, 2006). Following each
simulation, the resulting residual stress proﬁle rxx along
the mid-line ‘‘mn’’ was compared those measured experi-
mentally at ESRF (Fig. 6), the magnitude of the difference
between the two was considered in an objective function
over the history. Optimisation was carried out until the
error was minimised. The comparison between the exper-
imental and the simulated stress components in X-direc-tion are presented in Fig. 6, together with simulated
stress components in Y and Z directions. The capacity of
the model prediction of strain rate sensitivity of the mate-
rial was examined using the experimental data from
Hubert and Meyer (2006), and the results are shown in
Fig. 7, where a reasonably good agreement is achieved. It
seems that the Johnson–Cook model can capture saturated
stress at high strain rates over 104/s. The ﬁnal optimised
Johnson–Cook material constants used in this study are
given in Table 1.
The above Johnson–Cook material constants, together
with the Johnson–Cook failure parameters d1–d5, taken
from Kay (2003, also given in Table 1), were then applied
to simulate the 45 FOD impact. The predicted residual
stresses rxx, ryy and rzz along the mid-line are given in
Fig. 8. It can be seen that the proﬁle of simulated residual
stress rxx along the mid-line agrees well with those mea-
sured from the depth-resolved experiment data at ESRF,
especially the magnitude and the location of the maximum
compressive and tensile residual stresses. However, the
critical values close to the notch differ from the experi-
mental results with the predicted stresses around
170 MPa more compressive than the experimental results.
This difference might be due to a number of reasons,
including the uncertainties in the measurement in areas
close to the impact notch, where very high stress gradient
presents, or the numerical strategies adapted in the impact
simulation. A previous study (Wang and Shi, 2013) on
impact damage of the same material showed that, because
of the removal of fully damaged elements from the notch
in the simulation, the mesh size around the impact region
has a substantial inﬂuence on the simulation results. Mod-
els with a coarse mesh tend to predict more material loss
than that predicted by models with a ﬁner mesh, although
the mesh sensitivity was tested in the current study.5.2. Comparison of residual stresses from FE simulation and
synchrotron measurement
Comparing the residual stress distribution along the
mid-line (Figs. 6 and 8) after FOD with that for the LSP
Fig. 7. The stress–strain response as a function of strain rate, comparison of results from Johnson–Cook (JC) constitutive model and the experimental data
(Hubert and Meyer, 2006).
Fig. 8. Comparison of residual stress results from the depth-resolved
experiment and the FE simulation on the mid-line mn for 45 impact.
B. Lin et al. /Mechanics of Materials 82 (2015) 78–90 85treated sample (Fig. 5), it is clear from both the simulation
and the measurements that FOD signiﬁcantly reduced the
compressive stresses near the edge from 500 to
200 MPa for 0 impact and to 240 (80 from mea-
surement) MPa for 45 impact, whilst at the same time
introducing maximum compressive stresses sub-surface
at a distance around 1 mm from the notch tip, about
800 and 650 MPa for head-on and 45 impacts, respec-
tively. While the 0 impact does show a greater compres-
sive stress peak, the stress ﬁelds in x-direction from 0
and 45 impacts are rather similar. In both cases the stres-
ses return to those after LSP at a distance about 3 mm from
the leading edge.
The effects of FOD impact on the residual stress compo-
nent rxx (relevant to crack opening) for head-on and 45
impacts are shown in Fig. 9a and b, respectively. The
boundaries of the symmetry plane and the notch post
FOD are marked by black lines. For the head-on impact, a
‘‘V’’ notch was predicted along with some material pile-
up around the notch due to lateral expansion (refer to A
and C in Fig. 9a); for the 45 impact, a notch with a signif-
icantly varying depth at the entrance and the exit of the
projectile was predicted, although due to the removal ofdamaged elements during the FE simulation (Fig. 9b), no
material pile-up was found in the notch root, consistent
with the experimental observations by Spanrad and Tong
(2011). The notch depths predicted by the simulations
are 1.29 and 0.77 mm for head-on and 45 impacts respec-
tively, which compare favourably with the measured val-
ues of 1.43 and 0.78 mm. The contour plots of the
residual stress component rxx after head-on and 45
impacts on LSPed specimens are shown in Fig. 9a and b.
Residual stress component rxx is in the normal direction
to the potential crack growth plane, most relevant to crack
initiation and growth post FOD impacts following subse-
quent fatigue loading. Stresses at the center of the notch
ﬂoor and the crack rim are particular critical for fatigue
crack nucleation (Peters and Ritchie, 2000). For head-on
impacts, high tensile residual stresses prevail on and near
the surface of the specimen, especially in the region of
pile-up (marked by A in Fig. 9a) and the on the leading
edge next to the notch (marked by B in Fig. 9a), both
sources for potential crack onset. By contrast, compressive
residual stresses predominate in the interior of the speci-
men. The results are broadly consistent with the numerical
simulation of a rigid sphere impact on the leading edge of a
thin blade reported by Chen (2005). For 45 impacts, the
results of FE modelling show that whilst large compressive
stresses are created around the entrance side of the dam-
age site (marked by A in Fig. 9b), tensile stresses are cre-
ated and concentrated at the exit side from the impact
(marked by B in Fig. 9b). Compared to the 3D stress distri-
bution around the notch due to head-on impacts, it is evi-
dent that the tensile stress concentrated in a small local
region around the notch in 45 impacts may be particularly
detrimental to fatigue resistance and may well serve as
preferential sites for fatigue crack nucleation and growth
upon the application of cyclic loads. Beyond the immediate
vicinity of the notch, the residual stresses become more
uniformly distributed through thickness and increasingly
compressive over the next millimeter or so and remain
compressive to a depth of around 6 mm from the leading
edge (i.e. over the entire peened region), beyond which
the residual stresses change from compressive to tensile
and gradually disappear altogether. This suggests that
Fig. 9. The residual stress contours for stress component rxx after (a) head-on impact; (b) 45 impact.
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notch may aid the nucleation of fatigue cracks, once the
crack grows through thickness the compressive residual
stresses should effectively impede further fatigue crack
growth.
5.3. Residual strain maps
2D maps of residual elastic strains measured by high
energy synchrotron X-ray diffraction are compared with
the FE predictions. The residual elastic strains are not read-
ily available for visualisation in ABAQUS, so a python script
was written to access the ABAQUS output database and to
calculate the residual elastic strains, then the computed
ﬁeld outputs were saved to the output database in ABAQUS
for visualisation. The predicted 2D residual elastic strain
maps on the mid-plane both parallel (longitudinal) toand perpendicular (normal) to the leading edge are com-
pared against the through-thickness measurements and
the results are presented in Figs. 10a–10d, respectively. It
seems that, overall, the distributions of the experimental
and the predicted residual elastic strains around the notch
compare reasonably well.
For head-on impacts, Fig. 10a shows the maps of longi-
tudinal residual elastic strain, where a large compressive
strain ﬁeld is observed directly below the notch root,
although the distance of the predicted and the experimen-
tal peak values to the leading edge differ slightly. Regions
of tensile strain are located laterally on the notch ﬂanks.
Fig. 10b shows the corresponding map of residual elastic
strain normal to the leading edge, where a large tensile
residual elastic strain ﬁeld is observed directly below the
notch root. Further tensile strain regions predicted are
inconsistent with the measurements, which may be
Fig. 10a. The longitudinal residual elastic strain maps for head-on impact from: (a) experimental measurement; (b) FE simulation.
Fig. 10b. Maps of residual elastic strain normal to the leading edge for head-on impact from: (a) experimental measurement; (b) FE simulation.
Fig. 10c. The longitudinal residual elastic strain maps for 45 impact from: (a) experimental measurement; (b) FE simulation.
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LSP (Fig. 5) in the pre-stress implemented prior to impact
simulation. Compressive residual elastic strains are locatedon the notch ﬂank in Fig. 10b, but the magnitudes of the
peak compressive residual elastic strains from the simula-
tion are higher than those from the experiment, which may
Fig. 10d. Maps of residual elastic strain normal to the leading edge for 45 impact from: (a) experimental measurement; (b) FE simulation.
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from the symmetric mid-plane (Fig. 9a), whereas the
experimental results are through-thickness averages.
For 45 impacts, in which the loss of material is consid-
ered in the numerical simulation, 2D maps between the
experimental and the predicted residual elastic strains
along the longitudinal and normal directions are shown
in Figs. 10c and 10d, respectively. Except for a small region
of predicted longitudinal tensile residual elastic strains on
the notch ﬂank, the distributions of the experimental and
the predicted residual stresses are similar, as shown in
Figs. 10c and 10d. It should be noted that, although large
compressive residual elastic strain regions in longitudinal
direction under the notch root are captured by both mea-
surement and FE prediction (Fig. 10c), the distributions dif-
fer somewhat with a ‘‘fan’’ type pattern from the FE
analysis, as opposed to a ‘‘ball’’ type from the measure-
ment. For the residual strains normal to the leading edge
(Fig. 10d), the distributions between the simulation and
the measurement are closer.
Overall, the comparisons of the residual strain maps
between the experimental and the predicted results are
encouraging, considering the difference in the data acquisi-
tion: Mid-plane results are presented from the FE analyses,
as opposed to average results through the thickness from
the measurements. The results also show that the John-
son–Cook material model and its associated failure crite-
rion can provide accurate predictions of the residual
elastic strain distributions for head-on and 45 impacts
on laser-shock peened Ti–6Al–4V specimens. It is also
worth noting that, by comparing the current results with
the results for FOD impact on unpeened leading edge
geometries (Frankel et al., 2012), the large tensile strained
region ahead of the compressive region near the notch in
the unpeened sample is absent in the laser peened case,
indicating clearly the beneﬁcial effect of LSP treatment.
5.4. Physical damages due to FOD
Experimental studies have been carried out on the dam-
age characterization of aerofoil samples examined here,under head-on and 45 impacts (Spanrad and Tong,
2011). Multiple failure modes were observed, including
materials pile-up, folding and fretting debris for head-on
impact; and lost of materials by shearing, formation of
shear-bands and microcracks for 45 impact. These gave
rise to multiple crack initiation sites and prompted acceler-
ated crack growth under simulated service loads, such as
low cycle, high cycle and combined low and high cycle fati-
gue (Lin et al., 2014). Prediction of such crack growth
requires considerable conﬁdence in the description of
residual stress ﬁeld due to both surface treatment (LSP)
and FOD. The results presented in this paper represent
efforts made towards this goal.6. Conclusions
In this paper, 3D FE models have been developed to
simulate the residual stresses/strains due to FOD to the
leading edge of a laser-shock peened aerofoil specimen of
Ti–6Al–4V alloy. The Johnson–Cook constitutive model
with strain-rate hardening and thermal softening terms
was used to predict the deformation due to head-on
impact; whilst the Johnson–Cook failure criterion was used
to predict 45 impact. The following conclusions may be
drawn:
(a) Both the mid-line and the mid-plane strain ﬁelds
from the FE simulation compare reasonably well
with the through thickness data from synchrotron
diffraction. The Johnson–Cook material model seems
to be effective in predicting the dynamic response of
laser-shock peened Ti–6Al–4V specimen for head-on
and 45 impacts when the associated failure model
was incorporated in the latter.
(b) The redistribution of residual stresses due to FOD
has been accurately captured in LSPed specimens
by the FE simulation. The compressive stresses orig-
inally near the leading edge due to LSP are reduced
post FOD, although greater compressive stresses
now lies around 1 mm from the notch tip.
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clearly the position and the magnitude of tensile
and compressive residual stresses as well as the
deformation around the impact notch. Localised
regions of tensile stresses encourage fatigue crack
initiation, although the larger compressive stresses
ahead of the FOD notch are expected to inhibit fur-
ther crack growth. These compressive residual stres-
ses were found to vary little even after signiﬁcant
crack growth from the FOD notch (Zabeen, 2012),
hence its beneﬁcial effects may continue even in
the events of early crack growth.
(d) The region of tensile strain found previously ahead
of the compressive strain near the notch for unpe-
ened samples post FOD (Frankel et al., 2012) is
absent in the current samples as a result of the com-
pressive stresses due to LSP treatment prior to FOD
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