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$(\mathrm{C}\mathrm{P})$ mlnimize $f(x)$ , $x\in R^{n}$ ,
subject to $g_{j}(x)=0,$ $j\in J_{E}$ , $g_{j}(x)\geq 0,$ $j\in J_{I}$ ,
. , $J_{B}=\{1,2, \ldots, m’\},$ $JI=\{m’+1, \ldots, m\},$ $f$ : $R^{n}arrow R,$ $g_{j}$ : $R^{n}arrow R,$ $j\in$
$J_{B}\cup J_{I}$ , . 2 ( $\mathrm{S}\mathrm{Q}\mathrm{P}$ )
, [1].
, . , $l_{1}$
Maratos
, 1 , 1
[10]. ,
. , Chamberlain
et al. [3], Mayne and Polak [11], Fukushima [4], Panier and Tits [12], Bonnans et al. [2]
, , 2 2
, .
,
, $([5],[6],[7])$ . , Grippo
, SQP ( SQP




, , . $(\mathrm{C}\mathrm{P})$
Lagrange $L(x, y)$ ,
$L(x, y)=f(_{X})-ytg(X)=f(_{X)-\sum_{j}} \epsilon J_{B}y_{j}g_{j}(x)-j\in\sum_{Ij}yjgj(x)$
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. , $y\in R^{m}$ Lagrange . $(\mathrm{C}\mathrm{P})$
(Karush-Kuhn-Tucker , KKT ) , .
(2.1) $\nabla_{x}L(x, y)$ $=$ $0$ ,
(2.2) $g_{j}(_{X)}$ $=$ $0$ , $j\in J_{E}$ ,
(2.3) $y_{j}g_{\mathrm{j}(X)}$ $=$ $0$ , $g_{j}(x)\geq 0$ , $y_{j}\geq 0$ , $j\in J_{I}$ .
, KKT ( $x^{*}$ , y .
$\mathrm{S}\mathrm{Q}\mathrm{P}$ , .
, 2
, $l_{1}$ [9], [13].
$l_{1}$ $F(x;\rho)$ $F(x+d;\rho)$ 1 $F|\Leftarrow$ , $d;\rho$) :
$F(x;\rho)$ $=$ $f(x)+ \rho(_{j}\sum_{\in J_{B}}|g_{j}(x)|+\sum_{j\in J_{t}}|\min(0,g_{j}(x))|\mathrm{I}\cdot$
’
$F_{l}(x, d;\rho)$ $=$ $f(x)+ \nabla f(x)^{t}d+\rho(\sum_{j\in J_{B}}|g_{j}(x)+\nabla g_{j}(x)^{\iota}d|$
$+ \sum_{j\in JI}|\mathrm{n}\mathrm{l}\mathrm{i}\mathrm{n}(0, g_{j}(x)+\nabla g_{j}(x)td)|)$ ,
, $\rho$ . , $F_{l}(x, d;\rho)$ $F(x;\rho)$




Step $0$ . $x_{0}\in R^{n}$ , $Go\in R^{n\mathrm{x}n}$ , $0<\theta<1/2$
. $k=0$ .
Step 1. $\mathrm{Q}\mathrm{P}$ $\mathrm{Q}\mathrm{P}(xk, Gk)$ , $d_{k}$ Lagrange
$yk+1$ :
ninimize $\frac{1}{2}d^{t}G_{k}d+\nabla f(x_{k})td$ ,
subject to $g_{j}(Xk)+\nabla g_{j}(X_{k})^{t}d=0,$ $j\in J_{B},$ $g_{j}(X_{k})+\nabla g_{j}(x_{k})^{t}d\geq 0,$ $j\in J_{I}\mathrm{A}^{\cdot}$
Step 2. $(x_{k}, y_{k+}1)$ $(\mathrm{C}\mathrm{P})$ KKT ,
Step 3 .
Step 3. Armijo
(2.4) $F(x_{k}+\alpha_{k}d_{k};\rho)\leq F(X_{k;\rho)}+\theta\alpha_{k}\Delta F\iota(Xk, dk)$
\alpha k , $x_{k+1}=X_{k}+\alpha_{k}d_{k}$ .
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Step 4. $G_{k}$ $G_{k+1}\in R^{n\mathrm{X}n}$ , $k=k+1$ Step 1 .
Step 1 , $\mathrm{Q}\mathrm{P}$
KKT .
(2.5) $c_{k}d_{k}+ \nabla f(x_{k})-\sum_{j\in J_{B}\cup j_{I}}(yk+1)_{jg_{j}(X_{k}}\nabla)$ $=$ $0$ ,
(2.6) $gj(_{X_{k}})+\nabla gj(Xk)^{t}dk$ $=$ $0$ , $j\in J_{E}$ ,
(2.7) .:: $(y_{k+1})_{j}(gj(_{X}k)+\nabla gj(x_{k})^{t}d_{k})$ $=$ $0$ , $j\in J_{I}$ ,
(2.8) $g_{j}(_{X_{k}})+\nabla gj(xk)td_{k}\geq 0$ , $(y_{k+1})_{j}$ $\geq$ $0$ , $j\in J_{I}$ .
(2.6), (2.8)
(2.9) $F_{\iota}(x_{k}, dk;\beta)=f(Xk)+\nabla f(x_{k})^{\iota}d_{k}$
,
(2.10) $\Delta F_{\iota}(Xk, dk)$
$\leq-(d_{k}\iota Gkdk+(\rho-||yk+1||\infty)(_{j\epsilon J_{B}}\sum|gj(x_{k})|+j\epsilon J\sum_{I}|\min(0, gj(x_{k}))|))$
. , $G_{k}$ \rho $>||y_{k+1}||_{\infty}$ , $(x_{k}, y_{k}+1)$
$(\mathrm{C}\mathrm{P})$ $\mathrm{K}\mathrm{K}\mathrm{T}$ $\Delta p_{\iota}(Xk, dk)<0$ , $d_{k}$
, Armijo
( $\mathrm{G}$ $\mathrm{L}$ ).
$\mathrm{S}\mathrm{Q}\mathrm{P}$ , Newton ,
, $\alpha_{k}=1$ [8]. ,
, $\alpha_{k}=1$





$(x_{1}, x_{2}**)=(1,0)^{t}$ . $k$
$x_{k}=(\cos\theta, \sin\theta)^{t},$ $G_{k}=\nabla_{x}2L(Xy)*,*I=$ . , $x_{k}$ ,






, $x_{k}$ $x_{k}+d_{k}$ ,
$F(_{X_{k;}}\rho)$ $=$ $-\cos\theta$ ,
$F(_{X_{k}+d_{k}\rho};)$ $=$ $-\cos\theta+(9+\rho)\sin^{2}\theta$
. , $\rho\geq 0$ , $\theta=0$
$F(x_{k}+dk;\rho)>F(X_{k};\rho)$
, $\alpha_{k}=1$




$\mathrm{P}$ Maratos . ,
, $\alpha_{k}=1$ .
, , $\mathrm{S}\mathrm{Q}\mathrm{P}$ .
, .
(3.1) $r(x, y)=(\Sigma_{j\in J_{B}}|g_{j}(x)|+\Sigma j\epsilon’ t|\mathrm{n}\mathrm{l}\mathrm{i}\mathrm{n}\mathrm{v}xy^{t}g(x)L(x_{J}y)(0, g_{j}(x))|)$ .
$\mathrm{Q}\mathrm{p}$ Lagrange , $(y_{k+1})_{\mathrm{j}}\geq 0,$ $j\in$
$J_{I}$ , $r(x_{k}, yk+1)=0$ $(x_{k}, y_{k}+1)$ KKT
.
$S\mathrm{Q}\mathrm{P}$ 2 , (A), (B) ,
.
[ SQP (A) ]
Step $0$ . $x_{0}\in R^{n}$ , $G_{0}\in Rn\mathrm{x}n$ , $\delta_{0}>0,0<\theta<$
$1/2,0<\nu<1$ . $\omega_{0}=F(X0;\rho),$ $k=0$ .
Step 1 Step 2 $\mathrm{S}\mathrm{Q}\mathrm{P}$ .
Step 3.
$||r(x_{k}, y_{k+1})||\leq\delta_{k}$ , $F(x_{k}+d_{k};\rho)<\omega k$
, $x_{k+1}=xk+dk,$ $\delta_{k+1}=\nu||r(xk, yk+l)||$ .
, Step 4 .
Case (i) $F(X_{k+1;\rho)}\leq F(x_{k};\rho)+\theta\Delta Fl(Xk, dk)$ , $\omega_{k+1}\in[F(x_{k};\rho), p(X0;\rho)]$
Step 5 .
Case (ii) , $\omega_{k+1}\in[F(x_{k+1};\rho), F(x0;\rho)]$ Step 5 .
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Step 4. Armijo (2.4) $\alpha_{k}$ , $x_{k+1}=x_{k}+$
$\alpha_{k}d_{k},$ $\omega_{k+1}=\omega_{k},$ $\delta_{k+1}=\delta_{k}$ .
Step 5. $G_{k}$ $G_{k+1}\in R^{n\mathrm{X}n}$ , $k=k+1$ Step 1 .
[ SQP (B) ]
Step $0$ . $x_{0}\in R^{n}$ , $G_{0}\in R^{n\mathrm{X}n}$ , $p\delta_{0}>0,0<\theta’\leq$
$\theta<1/2,0<\beta<1,0<\nu<1$ . $\omega_{0}=F(x_{0};\rho),$ $k=0$ .
Step 1 Step 2 $\mathrm{S}\mathrm{Q}\mathrm{P}$ .
Step 3.
$F(X_{k}+dk;\rho)-\omega_{k}\leq\beta(F(_{X}k;\rho)-\omega_{k})+\theta/\Delta p\iota(xk, dk)$
, $x_{k+1}=x_{k}+d_{k}$ . , Step 4
.
Case (i) $F(x_{k+1};\rho)\leq F(x_{k};\rho)+\theta\Delta F_{\iota}(Xk, dk)$ , $\omega_{k+1}=F(Xk;\rho)$
Step 5 .
Case (ii) , $\omega_{k+1}=F(X_{k}+1;\rho)$ Step 5 .
Step 4. Armijo (2.4) $\alpha_{k}$ , $x_{k+1}=x_{k}+$
$\alpha_{k}d_{k},$ $\omega_{k+1}=\omega_{k},$ $\delta k\dagger 1=\delta k$ .
Step 5. $G_{k}$ $G_{k+1}\in R^{n\mathrm{X}n}$ , $k=k+1$ Step 1 .








(G1) D $R^{n}$ , $f$ $g_{j}$ $D$ .
(G2) $\mathrm{Q}\mathrm{P}$ $\mathrm{Q}\mathrm{P}(xk, Gk)$ , $d_{k}$ .
(G3) $\{x_{k}\}$ $\{x_{k}+d_{k}\}$ $D$ .
(G4) $\{G_{k}\}.\text{ }$ , , .
(G5) \rho $\geq||y_{k}||_{\infty}+\tau$ . , $\tau$ .
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, (G4), (G5) (2.10)
(4.1) $\Delta F_{l}(X_{k}, dk)\leq 0$ .
. , $k$ $\Delta F|(x_{k}, d_{k})=0$ $(x_{k}, y_{k+1})$ $(\mathrm{C}\mathrm{P})$












(1) $\{x_{k}\}$ $S\mathrm{Q}\mathrm{P}$ (A) , $\{(x_{k}, yk+1)\}$
$(\mathrm{C}\mathrm{P})$ KKT .




$\{k:\}$ . , (2) ,
$L_{\iota}(_{X_{k}}, d)=f(xk)+ \nabla f(_{X_{k}})^{t}d-\sum_{\epsilon jjB\cup J_{t}}(y_{k}+1)_{j}(gj(_{X_{k}})+\nabla gj(x_{k})^{t}d)$
(4.2) $\lim_{karrow\infty}\triangle Fl(Xk, dk)=0$
,
(4.3) $L(x_{k,y_{k}}+1)=L_{1}(x_{k,k}d)+d_{kk}^{\iota_{G}}d_{k}\geq L_{l}(x_{k}, d_{k})=F_{l}(X_{k}, d_{k};\rho)$




, $S\mathrm{Q}\mathrm{P}$ (A), (B) , , Maratos
1 . , $\mathrm{G}$
.
$\mathrm{L}$
(L1) $D$ $R^{n}$ , $f$ $g_{j}$ D 2 .
(L2) , $\mathrm{Q}\mathrm{P}$ $\mathrm{Q}\mathrm{P}(x_{k}, G_{k})$ .
(L3) $\{(x_{k}, y_{k+1})\}$ ( $x^{*}$ , y .
(L4) $(x^{*}, y^{*})$ , , ,
2 .
(L5) $J^{*}=\{j\in J_{I}|gj(x^{*})=0\}$ , $A(x_{k})$ $\nabla g_{j}(x_{k})^{t}(j\in$
$J_{B}\cup J^{*})$ . , $G_{k}$ $-$ ,
, -\mbox{\boldmath $\zeta$} , $A(x_{k})v=0$ $v\in R^{n}$
$v^{t}G_{k}v$ $\geq\underline{\zeta}||v||^{2}$ .
(L6) \rho $\geq||y_{k}||_{\infty}+\tau$ . , $\tau$ .
(L7) $d_{k}$ .
$\lim_{karrow\infty}\frac{||_{X_{k}\dagger}d_{k}-x^{*}||}{||x_{k}-X^{*}||}=0$.
$\mathrm{L}$ , $x^{*}$ ,
, $(\mathrm{C}\mathrm{P})$ $\langle$ $\mathrm{S}\mathrm{Q}\mathrm{P}$ $\langle$ $S\mathrm{Q}\mathrm{P}$
.
(ECP) minimize $f(x)$ , $x\in R^{n}$ ,
subject to $g_{j}(x)=0,$ $j\in J_{B}$ , $g_{j}(x)=0,$ $j\in J^{*}$ .
, $yk+1$ $\mathrm{Q}\mathrm{P}$ Lagrange . , $\mathrm{Q}\mathrm{P}$
KKT
(5.1)
$G_{k}d_{k}+ \nabla f(_{X}k)-\sum_{\cup \mathrm{j}\epsilon JBI}.(yk+1)j\nabla gj(X_{k})$
$=$ $0$ ,
(5.2) $g_{\mathrm{j}}(x_{k})+\nabla g_{j}(X_{k})^{t}d_{k}$ $=$ $0$ , $j\in J_{B}\cup J^{*}$
. , (L3), (L4) $(y_{k+1})_{j}>0(j\in J^{*})$ . , $L(x, y)$ ,
$F(x;\rho),$ $F\iota(x+d;\beta)$ ;
(5.3) $L(x, y)$ $=$




$F(x;\rho)$ $=$ $f(x)+ \rho(_{j\epsilon J_{B}}\sum|gj(x)|+j\in\sum_{J^{*}}|\min(0,g_{\mathrm{j}}(x))|)$ ,
$F_{l}(_{X,d;}\rho)$ $=$ $f(x)+ \nabla f(X)^{t}d+\rho(_{j\epsilon J}\sum|g_{j(X)gj(_{X})}+\nabla tBd|$
$+ \sum_{j\in J}.|\min(0,g_{j}(x)+\nabla g_{j}(X)^{t}d)|)$ .






2 . 2 , 1 , $(k-1)$
Armijo , $k$ Armijo
. 3 , $x_{k+1}$
$x_{k-1}$ .
[ 2]






$k$ , $x_{k}=x_{k}-1+d_{k-1},$ $X_{k+1}=X_{k}+d_{k}$ ,
(5.8) $F(x_{k+1;}\rho)<F(xk-1;\rho)$
.





(1) $S\mathrm{Q}\mathrm{P}$ (A) , $k$ $x_{k+1}=x_{k}+d_{k}$
, , 1 .
(2) $S\mathrm{Q}\mathrm{P}$ (B) , $k$ $x_{k+1}=x_{k}+d_{k}$
, , 1 .
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