The modular decomposition of a graph G = (V, E) does not contain prime modules if and only if G is a cograph, that is, if no quadruple of vertices induces a simple connected path P 4 . The cograph editing problem consists in inserting into and deleting from G a set F of edges so that H = (V, E F) is a cograph and |F| is minimum. This NP-hard combinatorial optimization 1 arXiv:1702.07499v1 [cs.DM] 24 Feb 2017 problem has recently found applications, e.g., in the context of phylogenetics. Efficient heuristics are hence of practical importance. The simple characterization of cographs in terms of their modular decomposition suggests that instead of editing G one could operate directly on the modular decomposition. We show here that editing the induced P 4 s is equivalent to resolving prime modules by means of a suitable defined merge operation on the submodules. Moreover, we characterize so-called module-preserving edit sets and demonstrate that optimal pairwise sequences of module-preserving edit sets exist for every non-cograph.
Introduction
The modular decomposition of a graph conveys detailed information about its structure in a hierarchical manner [14] . Naturally, the question arises if and how graphs can be compared in terms of their modular decomposition trees. To this end we propose here a merge operation on modules.
Cographs play a particular role in this context as their modular decompositions are of a special form: they are characterized by the absence of prime modules. In particular, the cotree of a cograph coincides with its modular decomposition tree [14] . Cographs are of particular interest in computer science because many combinatorial optimization problems that are NP-complete for arbitrary graphs become polynomial-time solvable on cographs [7, 3, 15] . This makes them an attractive starting point for constructing heuristics that are exact on cographs and yield approximate solutions on other graphs. In this context it is of considerable practical interest to determine "how close" an input graph is to a cograph. An independent motivation recently arose in biology, more precisely in molecular phylogenetics [26, 28, 12, 27] , since orthology, a key concept in evolutionary biology in phylogenetics, is intimately tied to cographs [26] . Two genes in a pair of related species are said to be orthologous if their last common ancestor was a speciation event.
The orthology relation on a set of genes forms a cograph [21] , see [22] for a detailed discussion and [24] for generalizations of these concepts. This relation can be estimated directly from biological sequence data, albeit in a necessarily noisy form. Correcting such an initial estimate to the nearest cograph thus has recently become a computational problem of considerable practical interest in computational biology [26] . However, the (decision version of the) problem to edit a given graph with a minimum number of edits into a cograph is NP-complete [29, 30, 25, 23] .
As noted already in [6] , the input for several combinatorial optimization problems, such as exam scheduling or several variants of clustering problems, is naturally expected to have few induced paths on four vertices (P 4 s). Since graphs without an induced P 4 are exactly the cographs, available cograph editing algorithms focus on efficiently removing P 4 s. Here we explore an alternative avenue. Instead of comparing two graphs G 1 and G 2 directly, we propose to compare their modular decompositions, i.e., we measure their similarity in terms of the modules that they share. In this setting, it becomes natural to edit the modular decomposition tree of a graph to make it stepwisely more similar towards the closest modular decomposition tree of a co-graph. This amounts to breaking up the prime modules. To this end we introduce a module merge operation + and show that resolving a prime node M can be expressed entirely by merging modules that are children of M in the modular decomposition tree. The key result is that optimal cograph editing can be expressed as optimal module merging.
To this end we first provide an overview of key results on cographs and the modular decomposition (Section 2 and 3). In Section 4, we show that that so-called module-preserving edit sets are characterized by resolving any prime node by module-merges. In particular, we show that any graph has an optimal edit set that can entirely expressed by merging modules that are children of prime modules in the modular decomposition tree. Finally in Section 5, we summarize the results and show how they can potentially be used for establishing efficient heuristics for the cograph editing problem. In particular, we provide an exact algorithm that allows to optimally edit a cograph via pairwise module-merges.
Basic Definitions
We consider simple finite undirected graphs G = (V, E) without loops. The complement G of a graph G = (V, E) has vertex set V and edge set E(G) = {xy | x, y ∈ V, x = y, xy / ∈ E}. The notation G F is used to denote the graph (V, E F), where denotes the symmetric difference. The disjoint union G ∪ · H of two distinct graphs G = (V, E) and H = (W, F) is simply the graph (V ∪ · W, E ∪ · F). The join G ⊕ H of G and H is defined as the graph (V ∪ · W, E ∪ · F ∪ · {xy | x ∈ V, y ∈ W }). A graph H = (W, F) is a subgraph of a graph G = (V, E), in symbols H ⊆ G, if W ⊆ V and F ⊆ E. If H ⊆ G and xy ∈ F if and only if xy ∈ E for all x, y ∈ W , then H is called an induced subgraph. We will often denote an induced subgraph H = (W, F) by G [W ] . A connected component of G is a connected induced subgraph that is maximal w.r.t. inclusion. We write G H for two isomorphic graphs G and H.
Let G = (V, E) be a graph. The neighborhood N(v) of v ∈ V is defined as N(v) = {x | vx ∈ E}. If there is a risk of confusion we will write N G (v) to indicate that the respective neighborhood is taken w.r.t. G. The degree deg(v) of a vertex is defined as deg(v) = |N(v)|.
A tree is a connected graph that does not contain cycles. A path is a tree where every vertex has degree 1 or 2. A rooted tree T = (V, E) is a tree with one distinguished vertex ρ ∈ V . We distinguish two further types of vertices in a tree: the leaves which are distinct from the root and are contained in only one edge and the inner vertices which are contained in at least two edges. The first inner vertex lca(x, y) that lies on both unique paths from two vertices x, resp., y to the root, is called lowest common ancestor of x and y. We say that a rooted tree T displays the triple xy|z if x, y, and z are leaves of T and the path from x to y does not intersect the path from z to the root of T .
It is well-known that there is a one-to-one correspondence between (isomorphism classes of) rooted trees on V and so-called hierarchies on V . For a finite set V , a hierarchy on V is a subset C of the power set P(V ) such that (i) V ∈ C, (ii) {x} ∈ C for all x ∈ V and (iii) p ∩ q ∈ {p, q, / 0} for all p, q ∈ C.
Theorem 2.1 ([39]
). Let C be a collection of non-empty subsets of V . Then, there is a rooted tree T = (W, E) on V with C = {L(v) | v ∈ W } if and only if C is a hierarchy on V .
Cographs and the Modular Decomposition

Introduction to Cographs
Cographs are defined as the class of graphs formed from a single vertex under the closure of the operations of union and complementation, namely: (i) a single-vertex graph K 1 is a cograph; (ii) the disjoint union
is a cograph; (iii) the complement G of a cograph G is a cograph. Condition (ii) can be replaced by the equivalent condition that the join
The name cograph originates from complement reducible graphs, as by definition, cographs can be "reduced" by stepwise complementation of connected components to totally disconnected graphs [38] .
It is well-known that for each induced subgraph H of a cograph G either H is disconnected or its complement H is disconnected [3] . This, in particular, allows representing the structure of a cograph G = (V, E) in an unambiguous way as a rooted tree T = (W, F), called cotree: If the considered cograph is the single vertex graph K 1 , then output the tree ({u}, / 0). Else if the given cograph G is connected, create an inner vertex u in the cotree with label "series", build the complement G and add the connected components of G as children of u. If G is not connected, then create an inner vertex u in the cotree with label "parallel" and add the connected components of G as children of u. Proceed recursively on the respective connected components that consists of more than one vertex. Eventually, this cotree will have leaf-set V ⊆ W and the inner vertices u ∈ W \V are labeled with either "parallel" or "series" such that xy ∈ E if and only if u = lca T (x, y) is labeled "series".
The complement of a path on four vertices P 4 is again a P 4 and hence, such graphs are not cographs. Intriguingly, cographs have indeed a quite simple characterization as P 4 -free graphs, that is, no four vertices induce a P 4 . A number of further equivalent characterizations are given in [3] and Theorem 3.2. Determining whether a graph is a cograph can be done in linear time [7, 4] .
Modules and the Modular Decomposition
The concept of modular decompositions (MD) is defined for arbitrary graphs G and allows us to present the structure of G in the form of a tree that generalizes the idea of cotrees. However, in general much more information needs be stored at the inner vertices of this tree if the original graph has to be recovered.
The MD is based on the notion of modules. These are also known as autonomous sets [35, 34] , closed sets [14] , clans [13] , stable sets, clumps [1] or externally related sets [17] . A module of a given graph G = (V, E) is a subset M ⊆ V with the property that for all vertices in x, y ∈ M it holds that N(y) \ M = N(x) \ M. Therefore, the vertices within a given module M are not distinguishable by the part of their neighborhoods that lie "outside" M. We denote with MD(G) the set of all modules of G = (V, E). Clearly, the vertex set V and the singletons {v}, v ∈ V are modules, called trivial modules. A graph G is called prime if it only contains trivial modules. For a module M of G and a vertex v ∈ M, we define the out M -neighborhood of v as N(v) \ M. Since for any two vertices contained in M the out M -neighborhoods are identical, we can equivalently define N(v) \ M as the out M -neighborhood of the module M, where v ∈ M.
For a graph G = (V, E) let M and M be disjoint subsets of V . We say that M and M are adjacent (in G) if each vertex of M is adjacent to all vertices of M ; the sets are non-adjacent if none of the vertices of M is adjacent to a vertex of M . Two disjoint modules are either adjacent or non-adjacent [34] . One can therefore define the quotient graph G/P for an arbitrary subset P ⊆ MD(G) of pairwise disjoint modules: G/P has P as its vertex set and M i M j ∈ E(G/P) if and only if M i and M j are adjacent in G.
A module M is called strong if for any module
.e., a strong module does not overlap any other module. The set of all strong modules MDs(G) ⊆ MD(G) thus forms a hierarchy, the so-called modular decomposition of G. While arbitrary modules of a graph form a potentially exponential-sized family, the sub-family of strong modules has size O(|V (G)|) [19] .
Let P = {M 1 , . . . , M k } be a partition of the vertex set of a graph G = (V, E). If every M i ∈ P is a module of G, then P is a modular partition of G. A non-trivial modular partition P = {M 1 , . . . , M k } that contains only maximal (w.r.t inclusion) strong modules is a maximal modular partition. We denote the (unique) maximal modular partition of G by P max (G). We will refer to the elements of P max (G[M]) as the the children of M. This terminology is motivated by the following considerations:
The hierarchical structure of MDs(G) gives rise to a canonical tree representation of G, which is usually called the modular decomposition tree T MDs (G) [35, 18] . The root of this tree is the trivial module V and its |V | leaves are the trivial modules {v}, v ∈ V . The set of leaves L v associated with the subtree rooted at an inner vertex v induces a strong module of G. Moreover, inner vertices v are labeled "parallel" if the induced subgraph G[L v ] is disconnected, "series" if the complement G[L v ] is disconnected, and "prime" otherwise. The module L v of the induced subgraph G[L v ] associated to a vertex v labeled "prime" is called prime module. Note, the latter does not imply that [18] . Similar to cotrees it holds that xy ∈ E if u = lca T MDs (G) (xy) is labeled "series", and xy / ∈ E if u = lca T MDs (G) (xy) is labeled "parallel". However, to trace back the full structure of a given graph G from T MDs (G) one has to store additionally the information of the subgraph
does not represent all modules, we state the following remarkable fact [34, 10] : Any subset M ⊆ V is a module if and only if M ∈ MDs(G) or M is the union of children of non-prime modules. Thus, T MDs (G) represents at least implicitly all modules of G.
A simple polynomial time recursive algorithm to compute T MDs (G) is as follows [18] : (1) compute the maximal modular partition P max (G); (2) label the root node according to the parallel, series or prime type of G; (3) for each strong module M of P max (G), compute T MDs (G[M]) and attach it to the root node and proceed with P max (G[M] ). The first polynomial time algorithm to compute the modular decomposition is due to Cowan et al. [9] , and it runs in O(|V | 4 ). Improvements are due to Habib and Maurer [17] , who proposed a cubic time algorithm, and to Müller and Spinrad [36] , who designed a quadratic time algorithm. The first two linear time algorithms appeared independently in 1994 [8, 31] . Since then a series of simplified algorithms has been published, some running in linear time [11, 32, 40] , and others in almost linear time [11, 33, 20, 19] .
For later reference we give the following lemma. Proof. The first and the last statement were shown in [34] . We prove the second statement.
. Assume for contradiction that M is not a strong module of G. Hence M must overlap some module M in G. This module M cannot be entirely contained in M as otherwise, M and M overlap in
is also a module of G, the modules M and M overlap in G, contradicting that M is strong in G.
Useful Properties of Modular Partitions
First, we briefly summarize the relationship between cographs G and the modular decomposition MDs(G). While the first three items are from [3, 6] , the proof of the fifth item can be found in [2, 21] . 3, 6, 21] ). Let G = (V, E) be an arbitrary graph. Then the following statements are equivalent.
1. G is a cograph.
2. G does not contain induced paths on four vertices P 4 . (G) is the cotree of G and hence, has no inner vertices labeled with "prime".
T MDs
4. Define a set R(G) of triples as follows: For any three vertices x, y, z ∈ V we add the triple xy|z to R(G) if either xz, yz ∈ E and xy / ∈ E or xz, yz / ∈ E and xy ∈ E. There is a tree T that displays all triples in R(G).
For later explicit reference, we summarize in the next theorem several results that we already implicitly referred to in the discussion above. (T1) The maximal modular partition P max (G) and the modular decomposition MDs(G) of G are unique.
, where M denotes a prime module of G and
(T3) Any subset M ⊆ V is a module if and only if M is either a strong module or M is the union of children of a non-prime module.
Statements (T1) and (T3) are clear. Statement (T2) explains that none of the unions of elements of a maximal modular partition of G[M] are modules of G, whenever M is a prime module of G. Moreover, Statement (T3) can be used to show that all prime modules are strong.
Lemma 3.4. Let G = (V, E) be an arbitrary graph. Then every prime module M of G is strong.
Proof. Let M be a prime module of G. Assume for contradiction that M is not strong in G. Thm. 3.3(T3) implies that M is the union of children of some non-prime module M . Hence, there is a
As M is non-prime, it is either parallel or series. Since M is a non-trivial union of elements in
In what follows, whenever the term "prime module" is used it refers therefore always to a strong module.
Cograph Editing
Given an arbitrary graph we are interested in understanding how the graph can be edited into a cograph. A well-studied problem is the following optimization problem. We will simply call an edit set of minimum cardinality an optimal (cograph) edit set. For later reference we recall Lemma 9 of [26] . It shows that it suffices to solve the cograph editing problem separately for each connected component of G.
Lemma 3.5 ([26]
). Let G = (V, E) be a graph with optimal edit set F. Then {x, y} ∈ F \ E implies that x and y are located in the same connected component of G.
Let G = (V, E) be a graph and F be an arbitrary edit set that transforms G to the cograph H = (V, E F). If any module of G is a module of H, then F is called module-preserving.
Proposition 3.6 ([16])
. Every graph has an optimal module-preserving cograph edit set.
The importance of module-preserving edit sets lies in the fact that they update either all or none of the edges between any two disjoint modules. It is worth noting that module preserving edit sets do not necessarily preserve the property of modules being strong, i.e., although M might be a strong module in G it needs not to be strong in H. Definition 1. Let G = (V, E) be a graph, F a cograph edit set for G and M be a non-trivial module of G. The induced edit set in
The next result shows that any optimal edit set F can entirely expressed by the union of edits within prime modules and that
is not optimal for some module M of G, then F can't be an optimal edit set for G.
Lemma 3.7 ([16]
). Let G = (V, E) be an arbitrary graph and let M be a non-trivial module of G. If F is an optimal edit set of the induced subgraph G[M] and F is an optimal edit set of G, then
Moreover, the optimal cograph editing problem can be solved independently on the prime modules of G.
Module Merge Deletes All P 's
Since cographs are characterized by the absence of induced P 4 's, we can interpret every optimal cograph-editing method as the removal of all P 4 's in the input graph with a minimum number of edits. A natural strategy is therefore to detect P 4 's and then to decide which ones must be edited. Optimal edit sets are not necessarily unique, see Figure 1 . The computational difficulty arises from the fact that editing an edge of a P 4 can produce new P 4 's in the updated graph. Hence, we cannot expect a priori that local properties of G alone will allow us to identify optimal edits. By Lemma 3.7, on the other hand, it is sufficient to edit within the prime modules. Moreover, as shown in Figure 1 , there are strong modules M in an optimal edited cograph H that are not modules in G. Hence, instead of editing P 4 's in G, it might suffice to edit the out M i -neighborhoods for some M i ∈ P max (G[M]) in such a way that they result in the new module M in H. The following definitions are important for the concepts of the "module merge process" that we will extensively use in our approach.
Definition 2 (Module Merge). Let G and H be arbitrary graphs on the same vertex set V with their corresponding sets of all modules MD(G) and MD(H). Consider a set M :
The intuition is that the modules M 1 through M k of G are merged into a single new module M, their union that is present in H but not in G. It is easy to verify that + is a commutative operation, however, not necessarily associative. For the latter consider the example in Fig. 2 . Although the module M 3 in H is obtained by merging the modules {3}, {4} and {5}, the set {3} ∪ {4} does not form a module in H. Hence, although {3} + {4} + {5} → M 3 , it does not hold that {3} + {4} → M for any module M in H. Thus, we cannot write ({3} + {4}) + {5} → M 3 .
It follows directly from Def. 2 that every new module M of H that is not a module of G can be obtained by merging trivial modules: simply set M = ∪ x∈M {x} and + x∈M {x} → M follows immediately. In what follows we will show, however, that each strong module of H that is not a module of G can be obtained by merging the modules that are contained in
Hence, in order to merge these modules it is necessary to change the out M -neighbors in G. However, edit operations between vertices within M are dispensable for obtaining the module M.
Definition 3 (Module Merge Edit). Let G = (V, E) be an arbitrary graph and F be an arbitrary edit set resulting in the graph H = (V, E F). Let H ⊆ H be an induced subgraph of H and suppose M 1 , . . . , M k ∈ MD(G) are modules that have been merged w.r.t. H resulting in the module
the module merge edits associated with
By construction, the edit set
comprises exactly those (non)edges of F that have been edited so that all vertices in M have the same out M -neighborhood in H = (V , E ). In particular, it contains only (non)edges of F that are not entirely contained in G[M], but entirely contained in H . Moreover, (non)edges of F that contain a vertex in V (H ) and a vertex in V \ V (H ) are not considered as well. Left: A non-cograph G is shown. The optimal edit set F has cardinality 4. Center: An optimal edited cograph H 1 = G F is shown, where F is not module-preserving. None of the new strong modules of H 1 that are not modules of G can be expressed as the union of the sets M 1 , . . . , M 4 . Hence, none of these modules are the result of a module merge process. Right: An optimal edited cograph H 2 = G F is shown, where F is module-preserving. The new strong modules M 1 , M 2 of H 2 that are not a modules G are two parallel modules. They can be written as
Hence, they are obtained by merging modules of G, in symbols:
Here we have
Let G be an arbitrary graph and F be an optimal edit set that applied to G results in the cograph H. We will show that every optimal module-preserving edit set F can be expressed completely by means of module merge edits. To this end, we will consider the prime modules M of the given graph G (in particular certain children of M that do not share the same out-neighborhood) and adjust their out-neighbors to obtain new modules. Illustrative examples are given in Figure 1 and 2.
We are now in the position to derive the main results, Theorems 4.1 -4.4. We begin with showing that each strong module of H that is not a module of G can be obtained by merging the children of a particular chosen prime module of G. Moreover, we prove that any strong module of H that is a module of G must also be strong in G.
Theorem 4.1. Let G = (V, E) be an arbitrary graph, F an optimal module-preserving cograph edit set, and H = (V, E F) the resulting cograph. Then, each strong module M of H is either a module in G or obtained by merging some modules in P max (G[P M ]), where P M denotes the prime module of G that contains M and is minimal w.r.t. inclusion, i.e., there is no prime module P M of G with M ⊆ P M P M . Furthermore, if a strong module M of H is a module in G, then M is a strong module of G.
Proof. Let M be an arbitrary strong module of H that is not a module of G. We show first that for the module M there is a prime module P M of G with M ⊆ P M such that there is no other prime module P M of G with M ⊆ P M P M . Since M is a module of H but not of G there are vertices x ∈ M and y ∈ V \ M with {x, y} ∈ F. Now, let P M be the strong module of G containing x and y that is minimal w.r.t. inclusion, that is, there is no other strong module of G that is properly contained in P M and that contains x and y. Thus {x, y} ∈ F[P M ]. Lemma 3.7 implies that F[P M ] is an optimal edit set of G[P M ]. Since P M is minimal w.r.t. inclusion it holds that x and y are from distinct children M x , M y ∈ P max (G[P M ]). 
The new strong modules M 3 and M 4 are obtained by merging children of the prime module
. According to Cor. 4.4, the set F can be written as the union of the edit sets used to obtain the new merged modules of H. It is worth noting that not all strong modules of G remain strong in H (e.g. the prime module M 3 ) and that there are (non-strong) modules in H (e.g. the module {6, 7}) that are not obtained by merging children of prime modules of G.
We continue to show that this strong module P M is indeed prime. Assume for contradiction, that P M is a non-prime module of G. If P M is parallel, then editing {x, y} would connect the two connected components M x , M y of G[P M ]. Then, it follows by Lemma 3.5 that F[P M ] is not optimal; a contradiction. By similar arguments for the complement G[P M ] it can be shown that P M cannot be a series module. Thus P M must be prime. Since F is module-preserving, P M is module in H. Hence, P M and M cannot overlap, since M is strong in H. However, since x ∈ P M ∩M and y ∈ P M but y / ∈ M we have M ⊆ P M . Finally, since P M is chosen to be minimal w.r.t. inclusion, there exists in particular no prime module P M of G with M ⊆ P M P M . We continue to show that M is obtained by merging modules
To this end, we need to verify the three conditions of Definition 2, i.e., (i)
is module of G and F is module-preserving, Condition (i) is satisfied. Moreover, by assumption M / ∈ MD(G) and thus Condition (iii) is satisfied.
It remains to show that
, since M is strong in H and any M i j is a module of H, since F is module-preserving. Furthermore, since M i is non-prime in G for any subset 
, and there is no
Thus, Condition (ii) is satisfied and therefore M is obtained by merging modules
Hence, any strong module of H is either a module of G or obtained by merging the children of a prime module of G.
Finally, assume that there is a strong module M in H that is a module of G. Assume that M is not strong in G. Then there is a module M in G that overlaps M . Since F is module-preserving, M is a module in H and thus, M overlaps M in H; a contradiction. Thus, any strong module M of H that is also a module of G must be strong in G.
Theorem 4.1 allows us to give the following definitions that we will use in the subsequent part.
Definition 4. Let G = (V, E) be an arbitrary graph, F an optimal module-preserving cograph edit set, H = (V, E F) the resulting cograph. Assume that M is a strong module of H but no module of G.
We denote with P M the prime module of G that contains M and is minimal w.r.t. inclusion, i.e., there is no prime module P M of G with M ⊆ P M P M .
we denote the set of children of P M such that
The next result provides a characterization of module-preserving edit sets by means of module merge of the children of prime modules. 
Proof. If F is an optimal and module-preserving edit-set for G, we can apply Theorem 4.1.
For the converse, assume for contraposition that F is not module-preserving. Then, there is a module M i in G that is not a module in H. Hence, there is a vertex z ∈ V \ M i and two vertices x, y ∈ M i such that xz ∈ E(H) and yz / ∈ E(H) and thus, either {x, z} ∈ F or {y, z} ∈ F. There are two cases, either xy ∈ E(H) or xy / ∈ E(H). Since H is a cograph we can apply Theorem 3.2 and conclude that either yz|x ∈ R(H) or xz|y ∈ R(H). Assume that xz|y ∈ R(H) and let T be the cotree of H. Since T displays xz|y, the strong module M of H located at the lca T (x, z) contains the vertices x and z but not y. Moreover, since there is an edit {x, z} or {y, z} in F there is a strong prime module P M in G that contains x, y, z and is minimal w.r.t. inclusion. Note, M i = P M since x, y ∈ M i and z ∈ M i . Moreover, since M i is a module in G, but none of the unions of the children of P M is a module of G (cf. Theorem 3.3(T3)), we can conclude that M i ⊆ M , where M is a child of P M in G. Since P M is the minimal prime module that contains x, y, z and there is an edit {x, z} or {y, z} in F, the vertex z must be located in a module different from the module M that contains both x and y. Thus, z / ∈ M . Therefore, there is no module in G that contains x and z but not y. Thus, M is no module of G. Since there is no module in G that contains x and z but not y, the set M cannot be written as the union of children of any strong prime module P M and thus, M is not obtained by merging modules of P max (G[P M ]). The case yz|x ∈ R(H) is shown analogously. Theorem 4.3. Any graph G = (V, E) has an optimal edit-set F so that each strong module M in H = (V, E F) that is not a module of G is obtained by merging modules in P max (G[P M ]), where P M is a prime module of G.
Proof. Proposition 3.6 implies that any graph has a module-preserving optimal edit set. Hence, we can apply Theorem 4.2 to derive the statement.
The following result shows that each module-preserving edit set can indeed be derived by considering the module merge edits only.
Theorem 4.4. Let G = (V, E) be an arbitrary graph, F an optimal module-preserving cograph edit set, H = (V, E F) the resulting cograph, and M the set of all strong modules of H that are no modules of G. Then,
Proof. In what follows, we set
. Clearly, it holds that F ⊆ F. It remains to show that, F ⊆ F . First, observe, that every edit {x, y} ∈ F is between distinct children M x , M y ∈ P max (G[P M ]) of a prime module P M of G. To see this, let P M be a strong module of G such that x and y are in distinct children M x , M y ∈ P max (G[P M ]) and assume for contradiction that P M is non-prime in G.
Assume that {x, y} ∈ F, but {x, y} / ∈ F . By the latter arguments, there is a prime module P M of G with x ∈ M x and y ∈ M y and M x , M y ∈ P max (G[P M ]). Now let M x be the strong module of H that contains x but not y and that is maximal w.r.t. inclusion. Since F is module-preserving, M x is a module in H. Moreover, since M x is a strong module of H, the modules M x and M x do not overlap in H. Therefore, either M x M x or M x ⊆ M x . We show first that the case M x M x is not possible. Assume for contradiction, that M x M x . Thus, there is a vertex z ∈ M x \ M x . Since P M is prime in G and M x ∈ P max (G[P M ]), we can apply Theorem 3.3 (T2) and conclude that there is no other module than M x in G that entirely contains M x but not y. Since M x M x P M it follows that M x is a new strong module of H and therefore, by Theorem 4.1, obtained by merging
Similarly, M y ⊆ M y for the strong module M y of H that contains y but not x and that is maximal w.r.t. inclusion.
Consider now the strong module M of H that is identified with the lowest common ancestor of the modules {x} and {y} within the cotree of H. Then, there are distinct children in P max (H[M ]), containing x and y, respectively. Since M x is the strong module of H that contains x but not y and that is maximal w.r.t. inclusion, we have
Both, M x as well as M y are modules in H and G. Since F is module-preserving, either all or none of the edges between M x and M y are edited. Since {x, y} ∈ F we have, therefore, {x , y } ∈ F for all x ∈ M x ⊆ M x and y ∈ M y ⊆ M y . Let F := {{x , y } | x ∈ M x , y ∈ M y }. By the latter argument F = / 0 and F ⊆ F. Note, the subgraphs H[M x ] and H[M y ] are cographs. Since M is either a parallel or a series module in H, we have either
respectively. Since F comprises the edits {x , y } between all vertices x ∈ M x and y ∈ M y , the graph
F is a cograph. Note that F did not change the out M x ∪M yneighborhood and thus, the graph
is not optimal, and therefore, by Lemma 3.7 the set F is not optimal; a contradiction.
In summary, there exists no edit {x, y} ∈ F with {x, y} / ∈ F . Hence, F ⊆ F and the statement follows.
Pairwise Module Merge and Algorithmic Issues
Until now, we have shown that for an arbitrary graph G = (V, E), there is an optimal modulepreserving edit set F that transforms G into the cograph H = (V, E F) (cf. Theorem 4.3).
Moreover, this edit set F can be expressed in terms of edits derived by module merge operations on the strong modules of H that are no modules of G (cf. Theorem 4.4) . In what follows, we show that there is an explicit order in which these individual merge operations can be consecutively applied to G such that all intermediate edit-steps result in graphs that contain all modules of G, and, moreover, all new strong modules produced in this edit-step are preserved in any further step.
The next Lemma shows that the number of edits in an optimal edit set F can be expressed as the sum of individual edits based on the + -operator to obtain the strong modules in a cograph H = G F that are no modules in G.
Lemma 5.1. Let G = (V, E) be a graph, F an optimal module-preserving cograph edit-set, and H = (V, E F) the resulting cograph. Let M = {M 1 , . . . , M n } be the set of all strong modules of H that are no modules of G and assume that the elements in M are partially ordered w.r.t. inclusion, i.e., M i ⊆ M j implies i ≤ j.
Let M ∈ M. We set F M := {{x, v} ∈ F | x ∈ M , v ∈ P M \ M }, that is, the set F M ⊆ F comprises all edits in F that are used to obtain the module M within G[P M ].
Furthermore, we set σ
In other words, in each step j for all sets M i with i − 1 ≤ j it holds that the induced subgraphs G j [M i ] are already cographs and hence,
Proof. By Theorem 4.1, for each M ∈ M there is an inclusion-minimal prime module P M in G and a set of children
Thus, P M and C(M ) exists and C(M ) is not empty. Now, we show that |F| can be expressed by the sum of the size of the edits in σ M i To this end, observe that by Theorem 4.4,
0, in which case after each step j there are no more edits left to modify an edge between vertices within M i . We show first that the latter is satisfied for all 1 ≤ i ≤ n and a fixed j = i − 1. Assume for contradiction that {x, y} ∈ F[M i ] \ i−1 k=1 σ M k and thus, x, y ∈ M i . Since {x, y} ∈ F = ∪ n k=1 F M k , there must be a module M ∈ M such that {x, y} ∈ F M . By construction, F M contains only the edits that affect the out M -neighborhood. Thus, w.l.o.g. we can assume that x ∈ M and y ∈ M . Since M and M i are strong modules, they do not overlap, and therefore, M M i . However, since M is partially ordered, we can conclude that < i and therefore, {x, y}
The following Lemma shows that, given the explicit order M = {M 1 , . . . , M n } from Lemma 5.1, in which the edits are applied to the graph G, the intermediate graphs G i retain all modules of G and also all new modules M j , j ≤ i. Then, any module M of G is a module of G i and the set M j is a module of G i for 1 ≤ i ≤ n and any j ≤ i.
Proof. First note that σ M i affects only modules that are entirely contained in P M i and only their out-neighbors within P M i . Moreover M j ⊆ M i implies that P M j ⊆ P M i . The ordering of the elements in M implies that P M i remains a module in G i .
Before we prove the main statement, we show first that for any M with M i M P M i we have M = M j ∈ M, j ≤ i and M can't be a module of G. Let M be an arbitrary set with M i M P M i . By the partial order of the elements in M we immediately observe that M = M j ∈ M for any j ≤ i. Assume that M is a module of G. Note, all elements in P max (G[P M i ]) are strong modules of G, and thus, don't overlap the module M . Moreover, since P M i is prime in G, we can apply Theorem 3.3(T2) and conclude that the union of elements of any proper subset P P max (G[P M i ]) with | P | > 1 is not a module of G. Taken the latter arguments together and
We proceed by induction over i. Since G 0 = G, the statement is satisfied for G 0 . We continue to show that the statement is satisfied for G i+1 under the assumption that it is satisfied for G i .
For further reference, we note that P M i+1 is a module of G i , since P M i+1 is a module of G and by induction assumption. Moreover, P M i+1 remains a module of G i+1 , since G i+1 = G i σ M i+1 and σ M i+1 does not affect the out P M i+1 -neighborhood. Furthermore, M i+1 is a module of H and thus, of H[P M i+1 ]. Since σ M i+1 contains all such edits to adjust M i+1 to a module in H[P M i+1 ], we can conclude that M i+1 is a module in G i+1 [P M i+1 ]. Therefore, Lemma 3.1 implies that M i+1 is a module of G i+1 . Now, let M be an arbitrary module of G. We proceed to show that M is a module of G i+1 . By induction assumption, each module M of G is a module of G i . Since F is module-preserving, M is also a module of H. Hence, M ∈ MD(G) ∩ MD(G i ) ∩ MD(H). Moreover, the case M i+1 M P M i+1 cannot occur for any module M of G, as shown above. Note, the module M cannot overlap P M i+1 , since P M i+1 is strong in G. Hence, for M one of the following three cases can occur:
In the first two cases, M remains a module of G i+1 , since σ M i+1 contains only edits between vertices within P M i+1 , and thus, the out M -neighborhood is not affected. Therefore, assume that M P M i+1 . The module M cannot overlap M i+1 , since M i+1 is strong in H. As shown above, the case M i+1 M P M i+1 cannot occur, and thus we have either ( 
Case (1) Since σ M i+1 affects only the out M i+1 -neighborhood, there is no edit between vertices in M and M i+1 \ M and, moreover,
. By assumption, M is a module of G i . Thus, M is a module in any induced subgraph of G i that contains M and hence, in particular in
]. Now, we can apply Lemma 3.1 and conclude that M is also a module of G i+1 .
Case (2) Assume for contradiction that M is no module of G i+1 . Thus, there must be an edge xy ∈ E(G i+1 ), x ∈ M , y ∈ V \ M such that for some other vertex x ∈ M we have x y / ∈ E(G i+1 ). Since M is a module of G i it must hold that {x, y} ∈ σ M i+1 or {x , y} ∈ σ M i+1 . Since x, x / ∈ M i+1 and each edit in σ M i+1 affects a vertex within M i+1 , we can conclude that y ∈ M i+1 . Now, by construction of F M i+1 and since M P M i+1 , all edits between vertices of M i+1 and M are entirely contained in F M i+1 . But this implies that none of the sets σ M with > i + 1 contains {x, y} or {x , y}. Hence, it holds that xy ∈ E(H) and x y / ∈ E(H), which implies that M is no module of H; a contradiction.
Therefore, each module M of G is a module of G i+1 .
We proceed to show that M j ∈ M is a module of G i+1 for all j ≤ i + 1. As we have already shown this for j = i + 1, we proceed with j < i + 1. By induction assumption, each module M j is a module of G i for all j < i + 1. Note, the module M j cannot overlap P M i+1 , since M j is strong in H
In the first two cases, M j remains a module of G i+1 , since σ M i+1 contains only edits between vertices within P M i+1 , and thus, the out M j -neighborhood is not affected. Therefore, assume that M j P M i+1 . The module M j cannot overlap M i+1 , since both are strong in H. Due to the partial ordering of the elements in M, the case M i+1 M j cannot occur. Hence there are two cases, either (
Case (A) Since σ M i+1 affects only the out M i+1 -neighborhood, there is no edit between vertices in M j and M i+1 \ M j . By analogous arguments as in Case (1), we can conclude that M j remains a module of G i+1 [M i+1 ]. Lemma 3.1 implies that M j is also a module of G i+1 .
Case (B) Assume for contradiction that M j is no module of G i+1 . Thus, there must be an edge xy ∈ E(G i+1 ), x ∈ M j , y ∈ V \ M j such that for some other vertex x ∈ M j we have x y / ∈ E(G i+1 ). Since M j is a module of G i it must hold that {x, y} ∈ σ M i+1 or {x , y} ∈ σ M i+1 . Now, we can argue analogously as in Case (2) and conclude that xy ∈ E(H) and x y / ∈ E(H), which implies that M j is no module of H; a contradiction. Therefore, each module M j , j ≤ i + 1 is a module of G i+1 .
The latter two Lemma show that there exists an explicit order, in which all new modules M i of H can be constructed such that whenever a module M i is produced step i the induced subgraph
is already a cograph and, moreover, is not edited any further in subsequent steps.
Pairwise Module-merge
Regarding Lemma 5.1, each module M i is created by applying the remaining edits σ M i ⊆ F M i of the module merge + M ∈C(M i ) M → M i to the previous intermediate graph G i−1 . Now, there might be linear many modules in C(M i ) which have to be merged to create M i . However, from the algorithmic point of view the module M i is not known in advance. Hence, in each step, for a given prime module M of G an editing algorithm has to choose one of the exponentially many sets from the power set P(P max G[M]) to determine which new module M i have to be created. For an algorithmic approach, however, it would be more convenient to only merge modules in a pairwise manner, since then only quadratic many combinations of choosing two elements of P max G[M] have to be considered in each step.
The next lemma shows that for each of the n steps of creating one of the new modules M i of H it is possible to replace the merge operation + M ∈C(M i ) M → M i with a series of pairwise merge operations.
Before we can state the following lemma we have to define the following partition of strong modules of a resulting cograph H that are no modules of a given graph G.
Definition 5. Let G = (V, E) be an arbitrary graph, F a module-preserving cograph edit set, and H = (V, E F) the resulting cograph. Moreover, let M be a strong module of H that is no module of G and consider the partitions
We define with X(M ) = {M 0 , . . . , M n } the set of modules that contains the maximal (w.r.t. inclusion)
Note that for technical reasons the index of the elements in X starts with 0.
Furthermore, assume that M = {M 1 , . . . , M n } is a partially ordered (w.r.t. inclusion) set of all strong modules of H that are no modules of G. For each M i ∈ M let X(M i ) = {M i,0 , . . . , M i,l i } and set M i ( j) = j k=0 M i,k for all 1 ≤ i ≤ n and 1 ≤ j ≤ l i . Then, we denote with
and N l = M i ( j ), then k < l if and only if either i < i , or i = i and j < j , i.e., within N(M) the elements M i ( j) are ordered first w.r.t. i, and second w.r.t. j.
We now show that X(M ) as given in Definition 5 is a partition of M . Proposition 5.3. Let G = (V, E) be an arbitrary graph, F a module-preserving cograph edit set, and H = (V, E F) the resulting cograph. Moreover, let M be a strong module of H that is no module of G and consider the partitions
is a partition of M . As a consequence, for each M ∈ X(M ) there are index sets I ⊆ {1, . . . , k} and J ⊆ {1, . . . , l} such that M = i∈I M i and M = j∈J M j .
Proof. First note that all M i ∈ P max (H[M ]) are strong modules of H. Moreover, all M j ∈ C(M ) are strong modules of G. Since F is module-preserving it follows that none of the elements
) and C(M ) are partitions of M it follows for each x ∈ M that x is contained in exactly one M i ∈ P max (H[M ]) and exactly one M j ∈ C(M ) and either
Lemma 5.4. Let G = (V, E) be an arbitrary graph, F an optimal module-preserving cograph edit set, H = (V, E F) the resulting cograph and M = {M 1 , . . . , M n } be the partially ordered (w.r.t. inclusion) set of all strong modules of H that are no modules of G.
For Proof. Before we start to prove the statements, we will first show that for each 1 ≤ l ≤ m it holds that N l is a module of H.
Since M i is a strong non-prime module of H, Theorem 3.3(T3) implies that each union of elements in P max H[M i ] is a module of H and therefore, N l is a module of H.
We proceed to prove Statements 1 and 2 for each intermediate graph G l by induction over l. Since G 0 = G, the Statements 1 and 2 are satisfied for G 0 . We continue to show that Statements 1 and 2 are satisfied for G l+1 under the assumption that they are satisfied for G l .
First assume that N l+1 is already a module of G l . Then, by construction it holds that θ l+1 = / 0 and therefore, G l = G l+1 . Now, by induction assumption, it holds that all modules of G and all modules N k ∈ N, k ≤ l are modules of G l = G l+1 . Hence, all modules N k ∈ N, k ≤ l + 1 are modules of G l+1 . Now assume that N l+1 is no module of G l . For the proof of Statement 1, we will first show that N l+1 is a module of G l+1 . By construction it holds that N l+1 = M i ( j) for some 1 ≤ i ≤ n and 1 ≤ j ≤ l i . Note that P M i is a module of G and therefore, by induction assumption it is a module of G l . Since θ l+1 ⊆ F M i ( j) did only affect the out M i ( j) -neighborhood within the prime module P M i of G it follows that P M i is a module of G l+1 . Moreover, it holds that F M i ( j) ⊆ l+1 k=1 θ k . Note that F M i ( j) contains all those edits that affect the out M i ( j) -neighborhood within the prime module P M i of G. Hence, for all x ∈ M i ( j) and all y ∈ P M i \ M i ( j) it holds that xy ∈ E(H) if and only if xy ∈ E(G l+1 ). The latter arguments then imply that M i ( j) is a module of G l+1 and therefore, N l+1 is a module of G l+1 . Now, we will show that N k , k ≤ l is a module of G l+1 . Let N k = M i ( j ) and N l+1 = M i ( j). By induction assumption it holds that N k is a module of G l . By the ordering of elements in N it holds that i ≤ i and by the ordering of elements in M it then follows that
0 then N k is not affected by the edits in θ l+1 since they are all within P M i and thus, N k remains a module of G l+1 . Now consider the case P M i ⊆ P M i . For later reference, we will show that either N k ⊆ N l+1 or N k ∩ N l+1 = / 0. If i = i, then j < j and by construction,
. Assume now that i < i and thus, N k = M i ( j ) ⊆ M i . Since M i and M i are strong modules of H they cannot overlap. Therefore, and due to the ordering of the elements in M it follows that either
By induction assumption, N k is a module of G l and hence, of
. Now, since N l+1 is a module of G l+1 and by Lemma 3.1 it follows that N k is a module of G l+1 .
Case N k ∩ N l+1 = / 0. Remind that N k = M i ( j ) and N l+1 = M i ( j) and that we assumed that P M i ⊆ P M i . Moreover, as shown above we have F M i ( j) ⊆ l+1 k=1 θ k . Therefore, for all x ∈ M i ( j) and all y ∈ M i ( j ) it holds that xy ∈ E(H) if and only if xy ∈ E(G l+1 ). Now let y, y ∈ M i ( j ) and x ∈ \M i ( j ). Since M i ( j ) is a module of H, xy as well as xy are either both edges H or both are non-edges in H. If x ∈ M i ( j), then there are no further edits F \ F M i ( j) that may affect any of these edges, since
, then xy as well as xy are not affected by θ l+1 . Hence, xy ∈ E(G l+1 ) if and only if xy ∈ E(G l ). By induction assumption, M i ( j ) is a module of G l and hence, xy ∈ E(G l ) if and only if xy ∈ E(G l ) and therefore, xy ∈ E(G l+1 ) if and only if xy ∈ E(G l+1 ). Hence,
Thus, Statement 1 is satisfied for G l+1 .
We continue to prove Statement 2 and assume that M is a module of G and by induction assumption M is a module of G l .
Again, let N l+1 = M i ( j) and consider the module
is not affected by the edits in θ l+1 since they are all within P M i and thus, M remains a module of G l+1 .
Hence, we only have to consider the case M ⊂ P M i . For later reference, we will show that either M ⊆ N l+1 or M ∩ N l+1 = / 0. Note again, that the set M i ( j) is a union of elements in X(M i ) and for each
. Theorem 3.3(T2) implies that no union of elements in P max (G[P M i ]) of the prime module P M i is a module of G and thus, M i ( j) cannot be a proper subset of M . Therefore, either M ⊆ M i ( j) or M ∩ M i ( j) = / 0 or M and M i ( j) overlap. However, the latter case cannot occur, since then M would either overlap one of the strong modules in P max (G[P M i ]) or be a union of elements in P max (G[P M i ]). Thus, in all cases either M ⊆ N l+1 or M ∩ N l+1 = / 0. Now the same argumentation that was used to show Statement 1 can be used to show Statement 2. Thus, Statement 2 is satisfied for G l+1 .
Finally, we prove Statement 3. To this end, assume that G l G l+1 and that N l+1 is no module of G l . We show that there are modules M 1 , M 2 ∈ G l with M 1 + M 2 → N l+1 being a pairwise module merge w.r.t. G l+1 . Clearly, Items (ii) and (iii) of Def. 2 are satisfied, since N l+1 is a module of G l+1 but no module of G l . It remains to show that there are two modules
is a module of G and by Statement 2, a module of G l and G l+1 . If M i,h is no module of G,
is a new strong module of H. Therefore, there exists a k < i such that
and by the ordering of elements in N it holds that M k (l k ) = N k for some k ≤ l. Thus, by Statement 1, all M i,h and therefore, M i,0 and M i,1 are modules of G l and
By the same argumentation as before, it holds that M i, j is a module of G l and G l+1 . Moreover, by Statement 1,
Thus, there are modules M 1 , M 2 of G l and G l+1 with M 1 ∪ M 2 = N l+1 . Moreover, since for all {x, y} ∈ θ l+1 it holds that either x ∈ N l+1 and y ∈ P M i \ N l+1 , or vice versa, it follows that there are no additional edits contained in θ l+1 besides the edits of the module merge
We are now in the position to derive the main result of this section that shows that pairwise module-merge is always possible.
Theorem 5.5 (Pairwise Module-Merge). For an arbitrary graph G = (V, E) and an optimal module-preserving cograph edit set F with H = (V, E F) being the resulting cograph there exists a sequence of pairwise module merge operations that transforms G into H. In what follows, we will show that · m k=1 θ k = F and therefore H H, from which we can conclude the statement.
Note first that by construction it holds that θ k ∩ θ l = / 0 for all k = l and therefore,
Before we show the converse, we will prove that all strong modules of H are modules of H . Lemma 5.4 (1) implies that all modules M of G are modules of H . Moreover, Lemma 5.4 (2) implies that all N k ∈ N are modules of H . Since for all M i ∈ M it holds that M i = M i (l i ) = N k for some 1 ≤ k ≤ m, the set M i is a module of H . Since each strong module of H is either a module of G or a new module M i ∈ M, all strong modules of H are modules of H . Now, we proceed to show that F ⊆ F . Since F ⊆ F it is sufficient to assume for contradiction that F F. Since F is an optimal edit set and F F it follows that H is not a cograph. Thus, there exist a prime module M in H that contains no other prime module. and therefore, F = F . Hence,
It can easily be seen by the latter results that each of the modules in N(M) = {N 1 , . . . , N m } that is created by a pairwise module merge is either already a module of G, or a union of elements from P max (G[M]) of some prime module M of G.
A modular-decomposition-based Heuristic for Cograph Editing
Although the (decision version of the) optimal cograph-editing problem is NP-complete [29, 30] , it is fixed-parameter tractable (FPT) [37, 5, 30] . However, the best-known run-time for an FPT-algorithm is O(4.612 k + |V | 4.5 ), where the parameter k denotes the number of edits. These results are of little use for practical applications, because the parameter k can become quite large.
In what follows, we provide an exact algorithm for the cograph-editing problem based on pairwise module-merge. This algorithms can easily be adopted to design a cograph-editing heuristic.
Algorithm 1 contains two points at which the choice of a particular module or a particular pair of modules affects performance and efficiency. First, the function get-module-pair() returns two modules of P in the correct order of the sequence of pairwise module merge operations that transforms G into H (cf. Theorem 5.5). Second, subroutine get-module-pair-edit() is used Algorithm 1 Pairwise Module Merge 1: INPUT: A graph G = (V, E). 2: G ← G; 3: F ← / 0; 4: P 1 , . . . , P k be the prime modules of G that are partially ordered w.r.t. inclusion, i.e., P i ⊆ P j implies i ≤ j. 5: for i = 1, . . . , k do
6:
P ← P max (G[P i ]) 7: while G [P i ] is not a cograph do 8: M, M ←get-module-pair(P).
£according to Theorem 5.5
9:
if M ∪ M is no module of G then end while 15: end for 16: OUTPUT: H = G ; to compute the edits needed to merge the modules M and M to a new module such that these edits affect only the vertices within P i (cf. Lemma 5.4).
Lemma 5.6. Let Algorithm 1 be applied on the graph G with n = |V (G)|. If get-module-pair() is an "oracle" that always returns a correct pairs M and M and get-module-pair-edit() returns the correct edit set θ , then Alg. 1 computes an optimally edited cograph H in O(kΛh(n)) ≤ O(n 2 h(n)) time, where k denotes the number of strong prime modules in G, Λ = max i | P max (P i )| among all strong prime modules of G, and h(n) is the maximal cost for evaluating get-module-pair() and get-module-pair-edit().
Proof. The correctness of Algorithm 1 follows directly from Lemma 5.4 and Theorem 5.5.
The modular decomposition can be computed in linear-time, see [8, 11, 31, 32, 40] . Then, we have to resolve each of the k prime modules and in each step in the worst case all modules have to be merged stepwisely, resulting in an effort of O(| P max (P i )|) merging steps in each iteration. Since k ≤ n and Λ ≤ n we obtain O(n 2 h(n)) as an upper bound.
In practice, the exact computation of the optimal editing pairs requires exponential effort. Practical heuristics for get-module-pair() and get-module-pair-edit(), however, can be implemented in polynomial time. A simple heuristic strategy to find those pairs can be established as follows: Mark all of the O(Λ 2 ) pairs (M, M ) in P where the edit set to adjust the out M -and out M -neighbors has minimum cardinality so that the out M∪M -neighborhood becomes identical in G [P i ] among all pairs in P. Among all those marked pairs take the pair for a final merge that additionally removes a maximum number of induced P 4 's in the course of adjusting the respective out-neighborhoods. This amounts to an efficient method for detecting induced P 4 's. A detailed numerical evaluation of heuristics for cograph editing will be discussed elsewhere. 
