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摘要 
本文討論了用 I r i - I m a i方法求解調和凸規劃問題與該方法的 
擴展 � I r i - I m a i 方法本身需要知道優化問題的最優目標值。 
本 文 的 新 方 法 放 鬆 了 這 一 要 求 ， 只 需 要 最 優 目 標 値 的 一 
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Abstract 
In this thesis, the Iri-Imai method for solving the harmonically convex pro-
gramming problems is studied and extended. The original Iri-Imai method 
is designed for linear programming and assumes that the optimal objective 
value of the optimization problem is known in advance. In our new approach, 
which is developed for general convex problems, this requirement is relaxed. 
Instead, only a lower bound of this value is needed. A multiplicative barrier 
function for the problem with a univariate parameter that represents an es-
timated optimum value of the original optimization problem is formed. By 
minimizing this barrier function, the original constrained optimization prob-
lem becomes unconstrained. An optimal solution to the original problem can 
be approached by solving the auxiliary unconstrained optimization problem 
with the parameter set at the optimum value of the original problem. Due to 
the convexity of this barrier function, the optimal objective value, as well as 
the optimal solution of the original problem, are sought iteratively by apply-
ing Newton's method to the multiplicative barrier function. A new smooth 
multiplicative barrier function formulation is further developed to acquire 
computational tractability and efficiency. An extension of the method for 
solving problems with both linear equality and convex inequality constraints 
is also presented. The convergence rate of this extended algorithm is derived 
and the numerical results of the original as well as the modified Iri-Imai al-
gorithm are presented in this thesis. 
Keyword] Iri-Imai method, multiplicative barrier function, value-
estimation function, Newton's method 
ii 
Acknowledgments 
I would like to take this opportunity to thank all the people who have 
helped and encouraged me during my M.Phil, studies. 
My heartfelt thanks go to Professor Shuzhong Zhang and Professor Duan 
Li, my supervisors, for their guidance, insightful comments and inspirations 
to my thesis. I have benefited a lot from them for their knowledge and 
insights in optimization. Without their stimulating insights and warm en-
couragement, this thesis would not be completed sucessfully. 
Sincere thanks go to Professor Xunyu Zhou and Professor Youhua Chen, 
my internal examiners, for their constructive suggestions and insightful com-
ments to my research work. Many thanks are due to Professor Xiaoqi Yang 
who kindly acts as my external examiner. 
My thanks go to Chiu Chun, Kelvin, Fan, Ada, Irene, other postgraduate 
fellows and the staff in our SE&EM Department. Special thanks must go 
to Shirley, Kin Yan, Chiu Chiu, Ah Lee, Angel and all my cell members for 
their faithful prayers and friendship which have inspired and encouraged me. 
We know that, besides the help from my supervisors, this thesis is made up 
of prayers. 
I would like to express my deepest gratitude to my mother and Chau for 
their unfailing love, understanding, and ever-lasting support. With love and 
gratitude, I dedicate this thesis to them. 
iii 
Contents 
1 Introduction 1 
2 Background 4 
3 Review of Iri-Imai Algorithm for Convex Programming Prob-
lems 10 
3.1 Iri-Imai Algorithm for Convex Programming 11 
3.2 Numerical Results 14 
3.2.1 Linear Programming Problems 15 
3.2.2 Convex Quadratic Programming Problems with Linear 
Inequality Constraints 17 
3.2.3 Convex Quadratic Programming Problems with Con-
vex Quadratic Inequality Constraints 18 
3.2.4 Summary of Numerical Results 21 
3.3 Chapter Summary 22 
4 Value Estimation Approach to Iri-Imai Method for Con-
strained Optimization 23 
4.1 Value Estimation Function Method 24 
4.1.1 Formulation and Properties 24 
4.1.2 Value Estimation Approach to Iri-Imai Method . . . . 33 
4.2 A New Smooth Multiplicative Barrier Function 尘工" 35 
4.2.1 Formulation and Properties 35 
4.2.2 Value Estimation Approach to Iri-Imai Method by Us-
ing 41 
4.3 Convergence Analysis 43 
4.4 Numerical Results 46 
4.4.1 Numerical Results Based on Algorithm 4.1 46 
4.4.2 Numerical Results Based on Algorithm 4.2 50 
4.4.3 Summary of Numerical Results 59 
4.5 Chapter Summary 60 
iv 
5 Extension of Value Estimation Approach to Iri-Imai Method 
for More General Constrained Optimization 61 
5.1 Extension of Iri-Imai Algorithm 3.1 for More General Con-
strained Optimization 62 
5.1.1 Formulation and Properties 62 
5.1.2 Extension of Iri-Imai Algorithm 3.1 63 
5.2 Extension of Value Estimation Approach to Iri-Imai Algo-
rithm 4.1 for More General Constrained Optimization 64 
5.2.1 Formulation and Properties 64 
5.2.2 Value Estimation Approach to Iri-Imai Method . . . . 67 
5.3 Extension of Value Estimation Approach to Iri-Imai Algo-
rithm 4.2 for More General Constrained Optimization 69 
5.3.1 Formulation and Properties 69 
5.3.2 Value Estimation Approach to Iri-Imai Method . . . . 71 
5.4 Numerical Results 72 
5.4.1 Numerical Results Based on Algorithm 5.1 73 
5.4.2 Numerical Results Based on Algorithm 5.2 76 
5.4.3 Numerical Results Based on Algorithm 5.3 78 
5.4.4 Summary of Numerical Results 86 
5.5 Chapter Summary 87 
6 Conclusion 88 
Bibliography 93 
A Search Directions 96 
A.l Newton's Method 97 
A.1.1 Golden Section Method 99 
A.2 Gradients and Hessian Matrices 100 
A.2.1 Gradient of ^^(x) 100 
A.2.2 Hessian Matrix of ^^(x) 101 
A.2.3 Gradient of ^ { x ) 101 
A.2.4 Hessian Matrix of 如(:r) 102 
A.2.5 Gradient and Hessian Matrix of in Terms of 
V x M ^ ) and \7l^(t)e{x) 102 
A.2.6 Gradient of 小卞如、 102 
A.2.7 Hessian Matrix of 103 
A.2.8 Gradient and Hessian Matrix of (x) in Terms of 
•工权 “4 and 103 
A.3 Newton's Directions 103 
V 
A.3.1 Newton Direction of in Terms of and 
• L如⑷ 104 
A.3.2 Newton Direction of in Terms of \7x(l>e 
and V L ^ I � 104 
A.4 Feasible Descent Directions for the Minimization Problems 
(P^) and (P+) 105 
A.4.1 Feasible Descent Direction for the Minimization Prob-
lems (P^) 105 
A.4.2 Feasible Descent Direction for the Minimization Prob-
lems (P+) 107 
B Randomly Generated Test Problems for Positive Definite 
Quadratic Programming 109 
B.l Convex Quadratic Programming Problems with Linear Con-
straints 110 
B.1.1 General Description of Test Problems 110 
B.l.2 The Objective Function 112 
B.l.3 The Linear Constraints 113 
B.2 Convex Quadratic Programming Problems with Quadratic In-
equality Constraints 116 
B.2.1 The Quadratic Constraints 117 
vi 
List of Figures 
4.1 Graph of $ 4 0 ) for - 2 . 8 < x < 2.8 36 
4.2 Graph of for - 2 < x < 2 38 
4.3 Graph of 丘⑷ for —1.8 < x < 1.8 39 
6• 1 Computational results for an example: the decrease of (/>“ (rr) / (m+ 
h) for (P3) with m = 801, n 二 400, and /i = 10—5，10—i。，10—20， 
respectively 90 
6.2 Computational results for an example: the decrease of ^(x)/(m+ 
h) for (P13) with A e 况601x400, q ^ 况200x400, and /i 二 lO—s, 
10-10, 10-20，respectively 90 
6.3 Graph of 棚 for - 5 < 0 < 5 91 
vii 
List of Tables 
1.1 List of symbols 3 
3.1 Numerical results for LP (PI) based on algorithm 3.1 20 
3.2 Numerical results for QP with linear constraints (P2) based 
on algorithm 3.1 20 
3.3 Numerical results for QP with convex quadratic constraints 
(P3) based on algorithm 3.1 21 
4.1 Numerical results for LP (PI) based on algorithm 4.1 53 
4.2 Numerical results for QP with linear constraints (P2) based 
on algorithm 4.1 54 
4.3 Numerical results for QP with convex quadratic constraints 
(P3) based on algorithm 4.1 54 
4.4 Numerical results for LP (PI) based on algorithm 4.2 = 10—5) 55 
4.5 Numerical results for LP (PI) based on algorithm 4.2 (// = lO—i�) 55 
4.6 Numerical results for QP with linear constraints (P2) based 
on algorithm 4.2 (/i = 10"^) 56 
4.7 Numerical results for QP with linear constraints (P2) based 
on algorithm 4.2 = lO-i。） 56 
4.8 Numerical results for QP with linear constraints (P2) based 
on algorithm 4.2 (/i 二 10-2。） 57 
4.9 Numerical results for QP with convex quadratic constraints 
(P3) based on algorithm 4.2 (/lc 二 lO—” 57 
4.10 Numerical results for QP with convex quadratic constraints 
(P3) based on algorithm 4.2 = 10—1。） 58 
4.11 Numerical results for QP with convex quadratic constraints 
(P3) based on algorithm 4.2 (jll = IGT?。） 58 
5.1 Numerical results for problem (PI3) based on algorithm 5.1 . 81 
5.2 Numerical results for problem (P15) based on algorithm 5.1 . 82 
5.3 Numerical results for problem (P13) based on algorithm 5.2 . 82 
5.4 Numerical results for problem (P15) based on algorithm 5.2 . 83 
viii 
5.5 Numerical results for problem (P13) based on algorithm 5.3 
(M = 10—5) 83 
5.6 Numerical results for problem (P13) based on algorithm 5.3 
( / i = 10-10) 84 
5.7 Numerical results for problem (P13) based on algorithm 5.3 
( " = 1 0 - 2 0 ) 84 
5.8 Numerical results for problem (P15) based on algorithm 5.3 
=10—5) 85 
5.9 Numerical results for problem (P15) based on algorithm 5.3 
( " = 1 0 - 1 0 ) 85 





Consider the following constrained convex global optimization problem: 
min f{x) 
(P) s.t. S = 1 ,2 , . . . ,m, 
where / :况几 况，and 队：况几 况,for i = 1, 2，...，m, are second-order 
continuously differentiable and convex functions. 
Under the condition that the objective function f and the constraint func-
tions Qi, i = 1, ...,m, satisfy a certain type of convexity, termed the harmonic 
convexity in the paper "Convergence Property of the Iri-Imai Algorithm for 
Some Smooth Convex Programming Problems" written by Zhang [22], the 
Iri-Imai algorithm for convex quadratic programming problems can be ex-
tended to solve the convex programming problems (P). In this extended algo-
rithm, the optimal objective value of the optimization problem is assumed to 
be known in advance which, in most cases, is unrealistic. The contribution of 
this thesis is to relax this requirement in such a way that only a lower bound 
of the optimal objective value is needed instead. Then, a multiplicative bar-
rier function for the problem with a univariate parameter that represents an 
estimated optimum value of the original optimization problem is formed. By 
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minimizing this barrier function, the original constrained optimization prob-
lem becomes unconstrained. Moreover, we will find that the optimal value 
of the original problem is the unique root of the value-estimation function. 
Therefore, an optimal solution to the original problem can be approached by 
solving the auxiliary unconstrained optimization problem with the parame-
ter set at the optimum value of the original problem. Due to the convexity 
of this multiplicative barrier function, the lower bound is updated until the 
optimum value is reached by applying Newton's method to the multiplicative 
barrier function. Then the corresponding optimal solution will be obtained 
as well. We also generalize the algorithm to solve the convex optimization 
problems with both linear equality and convex inequality constraints. 
This thesis is organized as follows. At the end of this chapter, in Table 1 . 1 , we 
present a glossary of symbols used in this thesis for easy reference. In Chap-
ter 2, we will go through the main history of Iri-Imai method. In Chapter 
3，the Iri-Imai algorithm for solving the harmonically convex programming 
problems by Zhang [22] is studied, and the numerical results of that method 
are presented. In Chapter 4, an extension of Iri-Imai algorithm for convex 
programming where only a lower bound of optimal value known in advance 
is introduced. In addition, a new smooth multiplicative barrier function is 
further developed, the convergence of this new approach is analyzed, and the 
numerical results for these new approaches are also presented. In Chapter 
5, we describe the extension of Iri-Imai method for solving convex program-
ming problems with both linear equality and convex inequality constraints. 
Moreover, the corresponding numerical results are given. We conclude the 
thesis in Chapter 6. 
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Table 1.1: List of symbols 
/ , Qi functions for (P) 
c, y data and variable for (Dl) 
Q,p,r data for (P2), (P13) 
Q\p\r' data for (P3), (P15) 
A,b data for (PI), (Dl), (P2), (P13), (P15) 
C,d data for (P13) 
工 variable for (P), (PI), (P2), (P3) 
di i-th row of A^ = [^1,02, • • •，anV 
di z-th row oi A, A = [ai，02，…， 
bi i-th element of 6, b = [61, 62,…,bn]^ 
Ci z-th element of c, c = [ci, C2，…,Cn]^ 
^ {x I "“工）S (M 二 1,2，--. ,m} 
^ {x\giix) <0,i = l,2,"- ,m} 
O 
{y I A^y < c} 
o 
T2 {x \ Ax < b} 
O 
{x I r ^ T Q � + — < 0, for = 1，2’ …，m.} 
少，少如 multiplicative, logarithmic barrier functions 
^e^^ti^^^e^^tfx positive approximated multiplicative, logarithmic barrier 
functions 
value-estimation functions 
G, h parameters of the barrier functions 歪，cf),龟0,如，$+，<；/>+, 
^Newton — v L 虫工)—丄 V x 少工 )O r 一 v L 歪^^^；广丄 
沪 true optimal objective value, 6* = mhixeT f{x) 




In 1986，Id and Imai [7] developed an interior-point algorithm for linear 
programming by applying Newton's method to the multiplicative analogue 
of the potential function introduced by Karmarkar [8] in 1984. They demon-
strated that when the parameter in the multiplicative barrier function is large 
enough, the multiplicative barrier function is strictly convex, and therefore, 
Newton directions are descent directions. Iri and Imai [7] also established 
the quadratic convergence of their method for primal-dual nondegenerate lin-
ear programming problems when an exact line search is employed along the 
Newton directions. 
Ill a subsequent work, Zhang and Shi [23] and Zhang [21] showed that 
this algorithm requires at most 0[m^L) iterations to reach the optimal so-
lution if an exact line search is performed at each iteration, where rn is the 
number of constraints and L is the input length of the problem. In 1990, 
Tsuchiya and Tanabc [18] relaxed the primal-dual nondegenerate condition 
to the assumption of dual nondegcncracy at the optimal solution. Iri [6' 
established the polynomial global convergence of the Iri-Irnai method with 
the complexity and the complexity can be reduced to O(mL) for 
a slightly modified form of the penalty function for which the latter com-
plexity is the same as that of Karmarkar [8]. Tsuchiya [17] showed in 1995 
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that the quadratic convergence property holds even for degenerate problems, 
provided that one uses an exact line search to minimize the multiplicative 
barrier function along the generated directions. 
In 1996, Sturm and Zhang [13] showed that the number of main itera-
tions required by Iri-Imai algorithm to solve a linear programming problem is 
0{mL). Moreover, they used a primal-dual potential function, which is the 
primal-dual version of Iri and Imai's method, to solve a linear programming 
problem with only 0{^/mL) main iterations. (The primal-dual potential 
function was first introduced by Tanabe [15] and Todd and Ye [16].) 
In 2000, Tutuncu [19] considered a potential reduction approach using the 
primal-dual potential function introduced by Tanabe-Todd-Ye (TTY). The 
motivation for Tutuncu's work is to improve the local convergence rate of 
potential-reduction methods using this potential function. Tutuncu achieved 
this goal using Newton search directions for the multiplicative analogue of 
the TTY potential function. Therefore, Tutuncu's approach can be seen as 
a primal-dual variant of the Iri-Imai method. Tutuncu also interpreted his 
search directions as modified Newton directions for the original TTY poten-
tial function. An asymptotic analysis of these directions reveals that they 
become directions of negative curvature near a solution, along which one 
can take large steps. Furthermore, one can obtain quadratic convergence for 
non-degenerate problems without resorting to an exact line search. This tech-
nique can be embedded into any polynomially convergent potential-reduction 
algorithm. Therefore, Tutuncu was not concerned with the global conver-
gence of an algorithm using solely the directions generated by his technique. 
Rather，Tutuncu regarded the method developed there as a local acceleration 
technique for the primal-dual potential-reduction algorithm. Specifically, Tu-
tuncu showed that his method can be used in conjunction with the algorithm 
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of Kojirna, Mizuno, and Yoshise [10], retaining the polynomial convergence 
property of Kojirna, Mizuno, and Yoshise algorithm and improving its local 
convergence rate from linear to quadratic. 
All the research works on Iri-Imai algorithm have been trying to solve the 
linear programming problems and improve the complexity of that method ex-
cept Iri [6] showed that the Iri-Imai algorithm can be extended to solve con-
vex quadratic programming with 0(mL) running time bound. The results 
of Iri [6] for solving linear and convex quadratic programming was extended 
to solve some harmonically convex programming with complexity 0{mL) by 
Zhang [22] (Harmonic convexity was also used in Mehrotra and Sun [11].). In 
that paper, Zhang has assumed that the optimal value is known in advance. 
Since the multiplicative barrier function $ for the harmonically convex pro-
gramming problem is strictly convex, Zhang can apply the Netwon method 
to minimize this function $ until the optimal solution is reached. Zhang 
showed that the Iri and Imai algorithm actually is an extension of Newton's 
method for constrained problems. Using the similar approaches as in [6], 
Zhang showed that the Iri-Imai algorithm has a globally linear convergence 
rate for harmonically convex progarmming. 
On the other hand, in 1997, Goh and Yang [5] derived a new optimality 
condition that is both sufficient and necessary condition for nonconvex con-
strained optimization problems by forming a nonlinear Lagrangian dual for-
mulation. The conventional Lagrangian approach to solving constrained opti-
mization problems leads to optimality conditions which are either necessary, 
or sufficient, but not both unless the underlying cost and constraint func-
tions are also convex. Therefore, Goh and Yang introduced a new approach 
based on the Tchebyshev norm. This leads to an optimality condition which 
is both sufficient and necessary, without any convexity assumption. More-
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over, this optimality condition can be used to devise a conceptually simple 
method for solving nonconvex inequality constrained optimization problems. 
However, this nonlinear Lagrangian dual problem has a minimax structure. 
As a result, the nondifferentiability in the minimax problem formulation 
causes the nonlinear Lagrangian dual formulation not to be computationally 
tractable. For this reason, Sun and Li [14] extend the research of Goh and 
Yang [5] by developing an efficient solution method for global optimization 
problems with inequality constraints via a proposed logarithmic-exponential 
value-estimation function formulation. The value-estimation function formu-
lation is an auxiliary unconstrained optimization problem with a univariate 
parameter that represents an estimated optimal value of the objective func-
tion of the original optimization problem. When this parameter is equal to 
the optimal objective value, a solution is optimal to the original problem 
if and only if it is also optimal to the auxiliary unconstrained optimization 
problem. Since the optimal objective value of the original problem is exactly 
the unique root of the basic value-estimation function, the optimal objective 
value and the optimal solution can be searched in a two-level framework that 
alternates between a root-finding phase at the upper level and an uncon-
strained optimization phase at the lower level. A logarithmic-exponential 
value-estimation function formulation was further developed to acquire com-
putational tractability and efficiency. Then, the optimal objective value of 
the original problem as well as the optimal solution are sought iteratively by 
applying either a generalized Newton method or a bisection method to the 
logarithmic-exponential value-estimation function formulation. When the 
value-estimation function is applied to the convex constrained optimization 
problem, the resulting unconstrained optimization problems are also convex. 
Moreover, Sun and Li showed that the convergence properties of the solution 
algorithms guarantee the identification of an approximate optimal solution 
of the original problem, up to any predetermined degree of accuracy, within 
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a finite number of iterations. Compared with the traditional Lagrangian 
method where there are m (which is the same as the number of constraints) 
multipliers, the value-estimation function method invokes only a univariate 
auxiliary problem. In order to refine the sufficient and necessary condition 
for solving inequality constrained optimization problems in [5], Yang and 
Li [20] introduced a successive optimization method for solving inequality 
constrained optimization problems via a parametric monotone composition 
reformulation in 2000• Yang and Li showed that the global optimal value of 
the original constrained optimization problem actually is equivalent to the 
least root of the optimal value function of an auxiliary parametric optimiza-
tion problem. The least root problem can be solved via a bisection method. 
The parametric optimization problem is formulated in such a way that it is 
a one-parameter problem and its value function is a monotone composition 
function with respect to the original objective function and the constraints. 
Various monotone composition forms can be taken in the parametric op-
timization problem formulation. Then, Yang and Li proposed a two-level 
scheme to find the solution: in the lower level of each iteration, an aux-
iliary parametric optimization problem with simple constraints or without 
constraint is solved, while in the upper level the parameter is adjusted, via 
a bisection method, such that the least root of the optimal value function of 
the parametric optimization problem is found. 
In this thesis, the results of Zhang [22], in 1994, on Iri-Imai method for 
solving the harmonically convex programming problems is studied and ex-
tended. The original Iri-Imai method is designed to solve linear programming 
and assumes that the optimal objective value of the optimization problem 
is known in advance. In our new approach this requirement is relaxed. In-
stead, only a lower bound of this value is needed. By using the idea of the 
value-estimation function method introduced by Sun and Li [14], and Yang 
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and Li [20] that we described before, a multiplicative barrier function for the 
problem with a univariate parameter that represents an estimated optimum 
value of the original optimization problem is formed. By minimizing this 
barrier function, the original constrained optimization problem becomes un-
constrained. An optimal solution to the original problem can be approached 
by solving the auxiliary unconstrained optimization problem with the param-
eter set at the optimum of the original problem. Since the optimal objective 
value of the problem is exactly the unique root of the value-estimation func-
tion, the optimal objective value and the optimal solution can be searched in 
a two-level iterative scheme. In the lower level of each iteration, an auxiliary 
optimization problem with a fixed parameter is solved, while in the upper 
level the parameter is adjusted through finding the unique root of the value-
estimation function by bisection method. Due to the convexity of this barrier 
function, the optimal objective value, as well as the optimal solution of the 
original problem, are sought iteratively by applying Newton's method to the 
multiplicative barrier function. A new smooth multiplicative barrier function 
is further developed to acquire computational tractability and efficiency. The 
extension of the method for solving problems with both linear equality and 
convex inequality constraints is also presented. The convergence rate of this 
extended algorithm is derived and the numerical results of the original as 
well as the modified Iri-Imai algorithm are presented in this thesis. 
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Chapter 3 
Review of Iri-Imai Algorithm 
for Convex Programming 
Problems 
In this chapter, the main idea of the paper "Convergence Property of the Iri-
Imai Algorithm for Some Smooth Convex Programming Problems" written 
by Zhang [22] in 1994 is presented. In [22], Zhang extended the Iri-Imai 
algorithm for solving linear and convex quadratic programming to solve some 
other smooth convex programming problems. Based on the approaches for 
analyzing the convergence rate of Iri-Imai algorithm as in [6], Zhang also 
proved that, under an assumption called harmonic convexity, his extended 
algorithm has a globally linear convergence rate for convex programming 
with 0{m,L) running time bound. Since Zhang only gave some analytical 
results of his extended algorithm, based on his extended algorithm, we will 
show some experimental results in this chapter as well. 
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3.1 Iri-Imai Algorithm for Convex Program-
ming 
Consider the following convex programming problem: 
min f{x) 
(P) s.t. gi{x) < 0, z == 1, 2 , . . . , m, 
a; G况几， 
where / :况几 and 队：况几 4 况,for = 1, 2, . . • , m，are second-order 
continuously differentiable and convex functions. 
Note that two square matrices Mi and 场 satisfy Mi < M) iff M) 一 Mi 
is a positive semi-definite matrix. Zhang defined the harmonic convexity as 
follows: 
Definition 3.1 A second-order continuously differentiable convex function 
f is called harmonically convex on its convex domain A' iff there exists a 
positive constant A such that the relation 
holds for any x and y in X, where V^/ denotes the Hessian matrix of f . 
Such a constant A is called a harmonic constant. 
By the definition of harmonic convexity, the following lemma is readily seen. 
Lemma 3.1 All linear functions, convex quadratic functions, and uniformly 
convex functions are harmonically convex. 
Zhang also gave a characterization of harmonic convexity in the following 
lemma. 
Lemma 3.2 A function f is harmonically convex on 况几 iff there exists a 
nonsingular matrix A such that f{Ax) = fi{xi) + /2O2)，where Xi and X2 
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22 
form a partition of x, fi is a uniformly convex function, and f) is a linear 
function. 
Let the feasible set of (P) be 
gi{x) <0,1 <i <m} CR"". 
In order to simplify the analysis, Zhang made the following assumptions: 
Assumption 3.1 The optimal value of (P) is known, for simplicity, to be 
zero. 
Assumption 3.2 The function f , Qi, I < i < m, are all harmonically con-
vex. For simplicity, let A he their common harmonic constant. 
Assumption 3.3 The convex programming problem (P) satisfies the Slater 
condition; that is, there exists some x e such that gi{x) < 0 for i 二 
1 ’ 2，. • .，TTIj • 
Assumption 3.4 The feasible set T of (P) is bounded. Namely, there is a 
constant M such that ||x|| < M for any x e T. 
By Assumption 3.3，the interior of T is nonempty, given by 
。：F•.二 {x : < 0,1 S i S m}〔况几• 
The multiplicative barrier function $ for problem (P) is defined as follows: 
少⑷：=rrm / . . . J o i x e j ^ (3.1) 
where /i > 1 is some given positive integer. 
Assumption 3.5 Problem (P) is assumed to satisfy one of the following 
two conditions: (i) one of the functions f , g“or i = 1,2,... is strictly 
convex; (ii) rank{\jf{x), Vp^O) i = … 二 n for all z 6 
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The multiplicative barrier function <l> is well defined on the open and convex 
O 
set jr. Moreover, under Assumption 3.5 in the above, Lemma 3.3 shows that 
o 
<l> is strictly convex function on T-
Lemma 3.3 If h > 1 and Assumption 3.5 holds, then the multiplicative 
o 
barrier function $ is strictly convex on the open and convex set J^. 
o 
For X G JTand f{x) > 0 (i.e. X is not optimal as the optimal value is assumed 
to be 0)，since is positive, then define 
m 
H^) - log 少Or) = (m + " ) log / � — E log ( — gi{x)) • (3.2) 
i=l 
The function (j) is called the logarithmic barrier function. 
The following lemma shows that, by using the multiplicative barrier func-
tion $ or the logarithmic barrier function (j), the constrained problem (P) is 
converted into an unconstrained problem. 
Lemma 3.4 For any sequence {x^ \ k > 1} with x^ e k > 1, suppose 
that limA;4oo 少(工” =0，or equivalently linifc^oo = 一oo. Then, any 
cluster point of {x^ : k > 1} is an optimal solution of (P). 
Based on Lemma 3.4，in solving problem (P), it suffices to minimize $ or 
4> in To minimize the twice differentiable convex function the well-
known Newton method is appropriate. This results in the following Iri-Imai 
algorithm for the convex programming problem (P). 
Algorithm 3.1: Iri-Imai Algorithm for Convex Program-
ming 
For this algorithm, the input includes the initial interior point G JT and 
the precision parameter e � 0 . The output consists in a sequence of solutions 
GJF, A: > 1. 
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step 0. Let k 0. 
Step 1. Solve the Newton equation = — • ^(oc^)-
Find 於+1 := x^ + tk^^ such that 尘 + 力 ; = mint>o 屯(工紀 + 
t 作 Go to Step 2. 
Step 2. If 於+1) < e, stop; otherwise, let A; := A; + 1, and go to Step 
1. 
Remark 3.1 For a non-optimal x on the boundary of T (i.e., gi(x) = 0 for 
some 1 < i < m, and f(x) > 0), it is easy to see that lim ° 二 +oo. 
O 
This implies by using the line search argument that, if G JF and x^ is not 
optimal, then either ；r於+i is optimal or G T- So, if we let the precision 
parameter e be 0，then the whole sequence {x^} produced by the above 
o 
algorithm will be contained in . 
3.2 Numerical Results 
In this section, we will implement some experimental results based on Zhang's 
extended algorithm [22] by considering three types of problems, the test cases 
for linear programming problems in COAP Software Forum [1], the randomly 
generated convex quadratic programming problems with linear constraints 
based on the paper "Randomly Generated Test Problems for Positive Definite 
Quadratic Programming" [9], and the randomly generated convex quadratic 
programming problems with convex quadratic constraints based on the mod-
ification of [9]. In Appendix B, we will give the idea and the modification of 
Lenard's paper [9] on randomly generating the convex quadratic program-
ming with linear constraints and convex quadratic constraints, respectively. 
Consider the same convex programming problem (P) as in the last section. 
We generalize the Assumption 3.1 that the optimal value of the problem (P) 
is known to be instead. 
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Then the multiplicative barrier function $ for problem (P) in (3.1) becomes 
{x) := f ^， f o v x e j ^ (3.3) 
where h > 1 is some given positive integer. 
Then the logarithmic barrier function (j) becomes 
m 
h* (x) ：二 log ^e* (x) = (m + h) log(f(x) — 6>*) - ^ l o g ( - (3.4) 
i=l 
In this chapter, we will use the above formulations (3.3) and (3.4) as the 
multiplicative and logarithmic barrier functions ^e and 如 for problem (P) 
with parameter x and optimal objective value 0*. 
As we mentioned before, in solving problem (P), it suffices to minimize func-
tion (3.3) or (3.4). However, the value of multiplicative barrier function ^e 
can be very large that an overflow problem may be encountered. There-
fore, in our experimental results, we will minimize the logarithmic barrier 
function in (3.4) along the descent Newton's direction of the multiplicative 
barrier function (3.3) practically. The formulae of the gradients and Hessian 
matrices of both functions ^e and 如，and also the Newton's direction of the 
multiplicative barrier function will be described in Appendix A. 
3.2.1 Linear Programming Problems 
Here we consider the linear programming test problems from COAP [1] in 
the form of 
min c^x 
(PI) s.t. Ax = b 
where A G 况mxn, ^ ^ 况m, ^^d c e 况n. 
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By applying the Iri-Imai method to the minimization problem, all the con-
straints should be inequality constraints, therefore, we solve the dual problem 
of (PI) instead: 
min —b^y 
(Dl) s.t. A^y < c, 
y is free. 
Hence, if we let the optimal objective value of (PI) is 6* then the optimal 
objective value of (Dl) is —6*. 
/ ~T \ / \ 
dl Ci 
rp 
(^ 2 C2 




y ^n y y Cn J 
1 — 1J 2，. . .，TL, 
For problem (Dl), the multiplicative barrier function ^e and the logarithmic 
barrier function 如 with optimal objective value —6* respectively are 
i - h ^ y + 6 1 * ) 几 o 
= ——for y e T i (3.5) 
and 
n 
(y) = (n + /I) log{-b^y + log(Q — (3.6) 
i=l 
o 
where we set = 2 or 二 3 (depending on n is odd or even) and 二 {y 
A^y < c}. 
After applying the original Iri-Imai algorithm to some test problems from 
COAP [1] to minimize (3.6) using the descent Newton's direction of (3.5) 
and setting e = 10"®, we get the numerical results which are summarized in 
Table 3.1. 
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3.2.2 Convex Quadratic Programming Problems with 
Linear Inequality Constraints 
Here we consider the convex quadratic programming test problems, which 
are randomly generated by the method from "Randomly Generated Test 
Problems for Positive Definite Quadratic Programming" [9] (the idea of the 
method will be discussed in Appendix 2), in the format as follows: 
min x^Qx + p^x + r 
(P2) s.t. Ax < b, 
X e况几， 
where A G 况mxn，^ ^  况m， n^d Q e 况nxn 
/ T \ / , \ 
bi 
1)2 
Denote A = and b = where a^  G 况""and bi e ^ for 
• • 
• • • • 
乂 (^m J y ^m j 
1 — I5 2) • • •，777/. 
For problem (P2), the multiplicative barrier function and the logarithmic 
barrier function 如，with the optimal objective value 0* as the parameter, 
respectively are 
不 , � (x^Qx + p^x + r — 6 > * ) 肌 , � 
糊 = ^ ^ 隐 - 仅 ‘ ， f o r ^ ⑶ （3") 
and 
m 
如* [x) = (m + “) \og{x^Qx + l o g ( � - a j x ) (3.8) 
i=i 
o 
where we set = 2 or = 3 (depending on m is odd or even) and T2 = {x 
Ax < b}. 
After applying the original Iri-Imai algorithm to 20 randomly generated test 
problems for each size by the method from [9] to minimize (3.8) using the 
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descent Newton's direction of (3.7) and setting e = 10—6, we get the overall 
numerical results which are summarized in Table 3.2. 
3.2.3 Convex Quadratic Programming Problems with 
Convex Quadratic Inequality Constraints 
Here we consider the convex quadratic programming test problems, which 
are randomly generated by the modification of "Randomly Generated Test 
Problems for Positive Definite Quadratic Programming" [9] (the idea of the 
method will be discussed in Appendix 2), in the format as follows: 
min x^Q^x + p^^x + r^ 
(P3) s.t. x^Q'x + f ^ x + r ^ < 0 , f o r i = 1 ,2 , . . . ,m. 
J； e况几， 
where e 况 nxn，pi ^ 况 nxi, and — e 况，for < = 0 ,1 , . . . , m. 
For problem (P3), the multiplicative barrier function ^e and the logarithmic 
barrier function 如，with the optimal objective value 6* as the parameter, 
respectively are 
M r ) = ^ ^ for x e T ^ (3.9) 
and 
m 
如* (x) 二（m + ") + /T工 + r�— r) - E \og{-x^Q'x - p � - r ” 
i=l 
(3.10) 
where we set /z = 2 or = 3 (depending on m is odd or even) and J^ g 二 
{x I x^Q'x + f^x + f o r z - 1 , 2 , . . . , m}. 
After applying the original Iri-Imai algorithm to 20 randomly generated test 
problems for each size by the method from [9] to minimize (3.10) using the 
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A 
descent Newton's direction of (3.9) and setting e 二 10—6, we get the overall 
numerical results which are summarized in Table 3.3. 
Before we have the numerical results, we will introduce the following symbols 
for easy reference. 
N : no. of iterations for Newton's Method 
N : mean value of N 
Vat : variance of N 
e : absolute relative error of the optimal objective value 
e : mean value of e 
Ve : variance of e 
Note that 
m : no. of constraints 
n : no. of variables 
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Table 3.1: Numerical results for LP (PI) based on algorithm 3.1 
Name Size of A N 9* e 
afiro 27x 51 7 -4.647531 x 10^ 5.080452 x 10—8 
agg 488 x 615 22 -3.599177 x 10^ 1.584911 x lO—i 
agg2 516 X 758 12 -2.023925 x 10^ 1.046255 x 10—2 
aggS 516 X 758 10 1.031212 x lO? 2.028511 x 10—2 
blend 74 x 114 23 -3.081215 x IQi 1.384951 x 10"® 
israel 174x 316 40 -8.966448 x 10^ 3.972402 x lO—io 
kb2 52 x 77 12 -1.749900 x 10^ 3.749006 x 10—4 
sclOS 105 X 163 21 -5.220206 x 10^  4.278618 x lO—? 
sc205 205 x 317 11 -5.220206 x 10^  1.118211 x lO—i 
sc50a 50 x 78 12 -6.457508 x 10^  2.075809 x 10—7 
sc50b 50 x 78 8 -7.000000 x 10^  4.754863 x ICT? 
scsd6 147 X 1350 18 5.050000 x 10^  1.508235 x 10—4 
sctapl 300 X 660 31 1.412250 x 10^ 1.659931 x 10—3 
sharelb 117x 253 4 -7.658932 x 10^ 1.478353 x 10—2 
share2b 96 x 162 11 -4.157322 x 10^ 1.847853 x 10—i 
stocforl 117x 165 9 -4.113197 x 10^ 3.5050415 x 10—4 
Table 3.2: Numerical results for QP with linear constraints (P2) based on 
algorithm 3.1 
Size of A N Vjv e V, 
201 X 100 14.375 2.650 1.651937 x 10—4 6.815768x10—9 
401 X 200 16.889 3.163 8.851483 x 10"^ 1.059195 x 10"^ 
601 X 300 18.556 3.203 6.944616 x 10—5 8.005851 x 10-^° 
801 X 400 19.722 4.212 7.257518 x 10—5 5.583150 x 10—lo 
1001 X 500 20.211 2.398 5.692551 x 10—5 3.351894 x 10-^° 
1201 X 600 21.200 4.800 4.477381 x 10—4 3.180137 x lO"® 
1401 X 700 21.700 5.379 3.729005 x 10—5 1.392051 x 10-^° 
1601 X 800 21.250 3.566 3.701735 x 10"^ 2.688704x 10—4 
1801 X 900 21.938 8.596 4.086412 x 10—2 2.667311 x 10-2 
1801 X 950 21.632 6.245 3.109773 x 10"^ 1.768471 x 10-^° 
1901 X 950 22.500 4.133 3.347885 x 1.545646x 10—10 
2001 X 1000 21.167 3.206 2.260844 x 1.359177 x 10一lo 
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Table 3.3: Numerical results for QP with convex quadratic constraints (P3) 
based on algorithm 3.1 
m n N Yn 巨 Ve 
201 100 12.500 1.737 4.311961 x 10—5 7.356712 x lO—io 
401 200 13.800 6.168 2.133273 x 10"^ 4.241036 x lO—io 
601 300 14.700 7.905 2.183820 x 2.633393 x 10-^° 
801 400 17.250 4.092 2.534166x10—5 1.672835 x 10"^° 
1001 500 14.750 8.829 6.549198 x 10—5 7.075262 x 10—9 
1201 600 13.550 3.629 1.731575x10—4 2.091832x 10—8 
1401 700 15.300 2.537 1.514236 x 10—4 1.337706 x 10"^ 
1601 800 13.950 4.155 1.067328 x 10—4 8.544707x10—9 
1801 900 14.700 4.326 6.883785 x 10—5 2.372811 x 10—9 
1801 950 13.450 4.471 1.328691 x 10—4 3.527177 x 10"^ 
1901 950 14.450 1.945 1.070655x10—4 1.028049 x 10"^ 
2001 1000 14.700 1.379 5.080407 x 10"^ 2.791599x 10—9 
3.2.4 Summary of Numerical Results 
From the results in Tables 3.1，3.2 and 3.3, we can see that the number of 
iterations for Newton's method N for solving a larger problem can be fewer 
than that for solving a smaller problem. Therefore, this value may not be 
directly proportional to the size of the problems. The results also show that 
the original Iri-Imai algorithm for convex programming problems is quite 
accurate as the optimal objective value found by this algorithm is very close 
to the true optimal objective value (i.e. the absolute relative error of the 
optimal objective value is very small). 
Comparing Table 3.2 and Table 3.3, the accuracies of the solutions are similar 
as e 义 10 " "or e % 10"^ except for the cases where the size of A is equal 
to 1601 X 800 and 1801 x 900. But, the number of iterations for Newton's 
method N for Table 3.2 is more than that for Table 3.3 under the same 
number of constraints and variables. 
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3.3 Chapter Summary 
111 this chapter, the idea of Iri-Imai algorithm for smooth convex program-
ming problems [22] has been reviewed. From the results of Zhang's paper [22], 
the Iri-Imai algorithm is the natural generalization of Newton's algorithm for 
constrained convex programming problems. He also proved that the Iri-Imai 
algorithm, under Assumptions 3.1 - 3.5, has at least a globally linear conver-
gence rate in terms of the multiplicative barrier function value for solving (P). 
Moreover, he suggested that if a strict lower bound z of the optimal value is 
used, then the multiplicative barrier function 
糊 厂 ) ： (3.11) 
o 
will have the unique minimum point in JT, since in this case remains 
O 
strictly convex in T and attains plus infinity on the boundary of T . The 
path formed by the minimum points when the lower bound goes up to the 
true optimal value resembles the path studied in the path-following approach. 
Based on this idea, in the next chapter, we will extend Iri-Imai algorithm so 
that only a lower bound of the optimal objective value is needed instead. 
In the last section, the numerical results (Tables 3.1, 3.2 and 3.3) show that 




Value Estimation Approach to 
Iri-Imai Method for 
Constrained Optimization 
In the last chapter, we have reviewed some main ideas of the extended Iri-
Imai algorithm in "Convergence Property of the Iri-Imai Algorithm for Some 
Smooth Convex Programming Problems" written by Zhang [22]. In Zhang's 
extended algorithm, he assumed the optimal value of the problem is known 
in advance which, in most cases, is unrealistic. Therefore, in this chapter, 
we will relax this requirement and modify his algorithm so that only a lower 
bound of the optimal value is needed instead. As we mentioned before, 
the path formed by the minimum points when the lower bound goes up to 
the true optimal value is exactly the analytic central path. As a result, 
we try to update the lower bound each time until it reaches the optimal 
value and obtains the optimal solutions by applying Newton's method to the 
multiplicative barrier function. In this chapter, we will also define a new 
smooth multiplicative barrier function by introducing one more parameter, 
analyze the convergence results of the Modified Iri-Imai algorithm, and show 
some experimental results for the Modified Iri-Imai algorithm. 
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4.1 Value Estimation Function Method 
4.1.1 Formulation and Properties 
Consider the same convex programming problem (P) as discussed in the last 
chapter as follows: 
min f{x) 
(P) s.t. S 0，:i = 1,2,...，m, 
where / :况几 况，and /^i :况几 4 况，for i = 1, 2, • •. , m, are second-order 
continuously differentiable and convex functions. 
Same as before, the feasible set of (P) is defined as 
J" • = { x : g i { x ) < 0 , 1 < z < m } C 
We have the following similar assumptions as in the last chapter, except in 
Assumption 4.1 where only a lower bound is assumed to be known instead. 
Assumption 4.1 An initial lower bound of the optimum value of (P) Oq, is 
known. 
Assumption 4.2 The convex programming problem (P) satisfies the Slater 
condition; that is, there exists some x e ^^ such that gi{x) < 0 for i 二 
1，2，• • .，TTh. 
Assumption 4.3 The feasible set T of (P) is hounded. Namely, there is a 
constant M such that ||x|| < M for any x ^ T, 
Similarly,矢•.= {x : gi{x) < 0,1 < z < m} C the interior of is assumed 
to be nonempty. 
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As the same as in Chapter 3, the multiplicative barrier function ^q for prob-
lem (P) is as follows: 
M ^ ) := � ) ,、、， f o r x G ^ (4.1) 
where /i > 1 is some given positive integer such that m + /z is an odd number 
and 0 is an estimation of the optimal value of (P). 
o 
For X GJT and f{x) > 0, the logarithmic barrier function of problem (P) is 
m 
M^) = = (m + h) log (f(x)—以）-E log ( - (4.2) 
i=l 
o 
Note that ^^ is also well defined on the open and convex set jr. Moreover, 
o 
we will see in Lemma 4.1 that 否 0 ( x ) has a nice convexity property on JT 
under the following assumption. 
Assumption 4.4 Problem (P) is assumed to satisfy one of the following 
two conditions: (i) one of the functions f , gi for i = 1,2,…，m is strictly 
convex; (ii) rank{\jf{x), \7g八oc) : i = 1 , 2 , . . . ,m} = n for all oc eT-
Denote by x* the optimal solution and 0* = f{x*) the corresponding optimal 
objective value of (P). 
We state the following Schur's Lemma for the proof of Lemma 4.1. 
/ \ 
C B ] 
Schur's Lemma If C y 0, then t 0 D - B^C'^D ^ 0 
卜 厂 — 
Before starting the lemma, we define the following two regions: 
尺？ 门[r I f{x) > 6} and 门{工 | f{x) < 6}. 
Lemma 4.1 If h > 1 and Assumption 4-5 holds, in addition, 
(a) if 9 < 9*, then the multiplicative harrier function of (P) is 
. o 
strictly convex on the open and convex set T, and 
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(b) ife> e\ then (i) v L ^ ^ W yo for X e nl (ii) if (P) is a linear 
programming problem, then is concave on IZ2. 
Proof: 
From the result in sections A.2.3 - A.2.5 of Appendix A, we have 
Vlx^eix) = [ v L M ^ ) + V x M ^ ) Vx M ^ f ] (4.3) 
遞=鎖4德 (4.4) 
2 , / X m -h h o “ � m + h “ � , � � 
如 ⑷ = f ( x ) — e •二 制 - [ / � _ of Vi 爛 Vz 制 
十 ^ ( 4 - 5 ) 
(a) For proving ^^(x) is strictly convex on T , it is equivalent to prove 
the hessian matrix v L ^ ^ l ^ ) is positive definite on JT, which is 
in turn equivalent to prove vL^/^^W + \7xM工、Vx M ^ Y 0 
• o ‘ 
since under the conditions in part (a) ^^(x) is nonnegative on JT. 
Moreover, 了 + “ v L + f ^ • 巧 ? — 0 by Assumption 
4.5. Therefore, we only need to prove: 
+ Vx M工、Vx h 0 (4.6) 
For any《e 况、let = ^ ？，^nd = [ V x ^ l 丁 ^ ^^  
! _ / ( 工 H � L " z � � 
i = 1,2,.. .，m. Then 
r- _ 0 
m m z 
(^H = -{m + + ^ + (m + /?>o 一 ^ ^ "z (4.7) 
2=1 L 1=1 _ 
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/ \ / . \ "1 ) 1 
"2 1 








< (m + hY — (m + h), 一 (m + /i)，...，-(m + h ) � 
-{m + h) 
where %2 二 
； I + ee^ 
\ -(m-i-h) y 
Therefore, to prove 'Hi ^ 0 is equivalent to prove % ^ 0. By 
Schur's Lemma, 
^ l + ee^ -{m + h)e-————-(m + Zije'^^O 
(m + hy - [m + h)^ ) 
^ T I aat ijn + hf � n 
(m + hy - (m + /i) — 
T m + h ^ rp 
I ； pp^ >- n 
(m + / i ) 2 - ( m + /i) -
公 Amax < 1 where Amax is the maximum eigenvalue of the 
matrix - ( ； ^ e e ^ 4.9 
(m + hy - [m + h) �） 
Therefore, 
, ^ m + h 
n 2 h 0 ^ — - ( X m < 1 
(m + /i)2 - (rn + h) — 
分 m{m + /i) < (m + h){m + h - I) 
m < m + h — 1 
^ h> I (4.10) 
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Hence, we have T/i b 0 % ^ 0 > 1. Since /i > 1, then we 
proved that %i ^ 0. It follows that 0 on JT when 6 < 0*. 
That is, the result follows, 
(b) In this part, we can use the similar approach in part (a). 
(i) Use exactly the same argument as in part (a). 
(ii) Since < 0 ioi x e U^, then we cannot use the logarithmic 
barrier function. From the result in sections A.2.1 - A.2.2 of Ap-
pendix A, since f and 队，i = 1, 2，...，m, are linear functions, then 
/ r/ \ _ ^\m+h-2 
(m I /^ J ( 爛 - � + ' — • 崩 ] : f M T 
+ � T ) • ， ⑷ = 严 - v a a . ” r T 
fef L t r 认(T) J 
=歪“⑷{(爪+一 
[ [f{x)-e_ 
—(m I • 崩 ] [ • 彻 r 
( + g办)\ i m - o . 
m / 厂 /、"！厂 T\ 
+ f ( •工"“工)^xQiix) \ 
台 U J L “工）J / 
「爪一 / �•] r m / M T ^ 
+ 1 (4.11) 
For any C G 况"’ let z^ o = and = [ ^ ^ l ^ ^ f o r 
2 = 1 ,2 , . . . , m. Then (4.11) becomes 
/ m 
i=i 
m m \ 
2 = 1 i=l / 
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r -, 9 ( m m 1 \ 
= ( - (m + + + — 
乂 i=l L i=i J 乂 
By using the result in (4.8), then 
_ ( \ 
e vL = M )^ 
_ V “ )_ 
By the result of part (a), then we have %2 ^ 0. Hence, 
0 since ^^(x) < 0 on 尺2. • 
Lemma 4.2 For any sequence {x^ \ k > 1} with x^ k > 1, suppose 
that lim^；—00 中 (工” =0，or equivalently lim/^—oo 如* ( :r” = - 0 0 . Then, any 
cluster point of {x^ ' k > 1} is an optimal solution of (P). 
Proof: 
If liniA；—00 少(a：” = 0, then by (4.1) and Assumption 4.4, we con-
clude that 
limfc^oo /(…二 0* where x^ ^ T 
Hence, the result follows. • 
We consider the following unconstrained global optimization problem as an 
auxiliary problem for (P): 
糊 i n f (4.12) 
The function ip{0) is the value-estimation function which provides a quality 
measure of the estimation 6. The following lemma shows the nice properties 
of the function ip{6). 
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Lemma 4.3 Properties of the function 
The value-estimation function ip{9) has the following properties: 
(a) (9 < 6>* 糊 > 0. 
(b) 0 = 0' ^ _ - 0. 
(c) o > e * ^ 糊 < 0. 
(d) •{9�is a decreasing function of 9. 
(e) ip{6) is a continuous function of 0. 
(f) '0(6>) is strictly convex on {6 \ 9 < (9*} and it is concave on {6 \ 6 > 6*}. 
Proof: 
For part (a) to part (c), we prove only the right arrows. The left 
arrows will then follow in a similar way. 
(a) If 6> < 6>*, then 6 < f(x), for all x Hence, f{x) - (9 > 0, for all 
o o 
X ^jp. Morever, for x eT, -gi(cc) > 0，for alH = 1, 2 , . . . , m. 
T h e r e f o r e , 糊 = i n f . ( f f 广 ) ： > 0. 
(b) If (9 = 6>*，then f(x) > 6 and gi{x) < 0, i = 1, 2 , m , for all x G jr. 
Hence, f(x) - 6* > 0 and U Z i i - M ^ ) ) > 0, for all x e JF. 
T h e r e f o r e , 糊 = m f ^ ° i f f 广 ) ： > 0. 
Since at x = x*, f{x*) = 0*, then by the continuity of / , there exists 
S >0 such that f{x) ^ 6* and x G B{x*, 6)n ^ where B{x*, S)= 
{x I ||x* - < S}. Hence, 二m “ � � ~ 0. Therefore 稱 = 
0 at (9 = e\ 
(c) If 6* > e\ then 6 > f{x*) = 0\ Then by the continuity of / , there 
exists S>0 such that 9* < f{x) < 9 smd x e B{x\ 5) fl 
There fore ,糊=in f o < ( f f ) � 。 ) ,： < 0. 
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(d) We can prove it in two cases, but we just consider the first case 
where 0 > 0*, then the second case where 6 < 0* can be proved in 
a similar way. 
Let Oi > 02 > 6>* and take x{Oi) 二 arginf � ^ ^《（ x ) for i = 1,2. 
工G 
Then, we have the following 
< 脚 2))-没 2 
: / ( 工 ( 叫 ） - 广 < [ / ( x ( 0 2 ) ) — 叫 S i n c e m + h is odd 
[ / Q r � ） - 叫 [ / _ ) -
n二 [ 1办 (叫 ) ] < 
On the other hand, 
[(/Qr � ) — 叫 [ / ( • ) — 叫 - 卜 " 
- rr=i[i办(叫)] 
and hence 
綱 < 懒 . 
(e) This follows from a result which says that if the cost function is 
continuous in some parameter {0 in this case), then the extreme 
value of the cost function is also continuous in the parameter. (See 
3], Theorem 4.2.1) 
(f) For 9 < 9*, is strictly convex and ip{9) has the unique mini-
o 
mum point over JT. Define it as 




Define x ( 工 ， 約 B y Theorem 5.16 in [2], x(工，約 is strictly 
convex in both x and 6. That is, 
/ \ 
9 / \ ( v L x O M ) vldxt工,約 
vl,e),i.,e)X{x, 0) = ''' 卜 0. (4.13) 
\ Of Vlex{x,0) j 
Moreover, we have 
州 ） = m m x { x , 9 ) 
xeT 
= x { x { 0 ) , e ) (4.14) 
Since x[9) is the minimum point for we have 
\7xx{x{e),e) = 0 (4.15) 
y l . x { x { e ) , e f x \ e ) + v l e x { m . o ) = o (4.i6) 
Taking first and second derivatives to (4.14), we have 
=•仪⑷，。）b y (4.15) (4.17) 
糊 = V l 议 ( 工 ⑷ , 約 T 工 ‘ ⑷ + V “ X (工⑷，…（ 4 . 1 8 ) 
By (4.13), we have 
f x'(e)� 
\ 1 / 
(,,…1、( V l x X H 明 V � + ••’议H明） 
= W ' l ) T 
V v l . x O ^ � , … V � + •窘’调，… 
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( \ 
= ( x ' ( ( 9 ) , l ) by (4.16) and (4.18) 
V r{o) 
= n o ) 
Hence, we proved that ip is strictly convex on {0 \ 6 < 6*}. 
For 6 > e\ 
佩 = i n f 
= i n f ( 制 - 『 + ' 
二 inf ⑷ 广 
=一 sup A爪 y " ( .. (4.19) 
Smce n 二 ( 1 糾 IS convex m hence sup^^, ( - 二 ) ) 
is also convex in 6. Therefore, ip is concave on {0 \ 9 > 6*}. • 
4.1.2 Value Estimation Approach to Iri-Imai Method 
From the results of the above, we can conclude that ip{0) = 0 if and only if 
0 = 0*. That is, the optimal objective value of (P) is exactly the unique root 
of the function 柳 ) . A s a result, we have the following modified Iri-Imai al-
gorithm, we called it as "Value Estimation Approach to Iri-Imai Method for 
Constrained Optimization", to search the optimal objective value and the 
optimal solution in a two-level framework that alternates between a root-
finding phase and an unconstrained optimization phase. 
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Algorithm 4.1: Modified Iri-Imai Algorithm for Convex 
Programming 
o 
For this algorithm, the input includes the initial interior point x^ G JT, the 
initial lower bound of the optimal value 9q and the precision parameter e > 0. 
The output consists of a sequence of solutions x^ e k > 1. 
Step 0. Let k := 1. Solve the unconstrained global problem (4.12) by 
Newton,s Method with 没二说 at X — X . Return an optimal 
solution xi. Set 0 [ = 外 and ^^ = f(x^) such that 6>* G [O^ Oi • 
Step 1. Solve (4.12) by Newton's Method with 9 = {0[+01)/2 at x = x^. 
Return an optimal solution rr左+i. 
Step 2 . Termination Rule. 
If 牧-没 I < e or = 0, set (9* = 6> and x* = x^+S stop. 
Otherwise, go to Step 3. 
Step 3. Updating Rule. See (a) and (b) below. 
(a) If > 0 , set = 
If / ( r r b i ) < 01, set = otherwise, set 牧 = 收 ， 
A; /c + 1; go to Step 1. 
(b) If < 0，set = 0[ and 昨+i = /(x^+i), k:=k + l-
go to Step 1. 
Newton's Method 
Step 0. Let i := 0 and set y^ = x^. 
Step 1. Solve the Newton equation vlyMv他ewton = — Vy M y ” . 
Find y 讲 : = + 力zcf^論,such that M v ' + 七 也 」 = 
mini>0 + td^Newton). Go to s t e p 2. 
Step 2. If 歪0(y+i) < e, return = y讲 and then stop; otherwise, 
let z z + 1, and go to Step 1. 
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Remark 4.1 x* is the approximated optimal solution and 6* is the cor-
responding approximated optimal objective value obtained from the above 
algorithm. 
Remark 4.2 At "Step 0" of Algorithm 4.1, we first apply Newton's method 
to the unconstrained global optimization problem (4.12) with 没=外，which 
is the initial given lower bound of the optimal objective value, at x = 
due to the fast reduction rate of the value of ^^ ^ (since it is strictly convex). 
Therefore, it returns an optimal solution x^ such that /(x^) is very close to 
外. 
Remark 4.3 We have the same result as in Remark 3.1 that if we let the 
precision parameter e be 0, then the whole sequence {x^} produced by the 
o 
above algorithm will be contained in T-
4.2 A New Smooth Multiplicative Barrier Func-
tion I遍 
4.2.1 Formulation and Properties 
Consider the following simple minimization problem: 
Example 1 
min x^ 
s.t. - 3 . 5 < X < 3.5 
It is trivial to see that the above problem has the unique solution at x* = 0 
with optimal objective value 6* = 0. Moreover, its multiplicative barrier 
function ^e is 
( , jx'- ef 
例 - ( x + 3 .5 ) (3 .5 -x ) 
35 
Figure 4.1: Graph of for - 2 . 8 < < 2.8 
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The above figure, Figure 4.1, is the graph of the multiplicative barrier func-
tion for ^ = 4, which is an upper bound of the optimal objective value. From 
the graph, we can find that $4 is not convex for all - 3 . 5 < x < 3.5. There-
fore, we replace the multiplicative barrier function by a sufficiently smooth 
convex function, which approximates uniformly to the positive part of ^q over 
o 
so that the modified Iri-Imai algorithm to the new function has a globally 
linear convergence rate which is the same as that of Newton's method. We 
define a new multiplicative barrier function which considers the positive 
part of the original multiplicative barrier function only. For x GJF, 
� � . n r = i ( i ⑷ ） ， （ 0 ) 
where > 1 is an integer, 6 is an estimation of the optimal value of (P), and 
Note that [f{x) — 6]+ can be rewritten as follows: 
[fix) - 6]+ := m a x { / ( x ) - ^ , 0 } 
— 2 
- 2 (4.21) 
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However, if 6' > 0*, then (4.21) is not smooth at x for f[x) = 9 (Figure 4.2 
for Example 1 shows that <l>|(x) is not difFereniable at 二 一2 and x — 2). 
Therefore, we introduce one more parameter /i to (4.21) so that it becomes 
smooth at every point x. Hence, we have 
[/⑷-吼彻力—力2 + +爛一、 (4.22) 
where /i > 0. 
From the following lemma, we will find that (4.21) and (4.22) have a close 
relationship with each other. 
Lemma 4.4 The smooth function := [f{x) — 0]'^ converges uniformly 
to G^{x) := [f{x) -0]+ on JF. 
Proof: 
o 




2 ( v V ⑷ - 印 + " + - oy) 
< 业 
— 2 
That is, for any // > 0, 0 < G ； [ � — G + { x ) < ^ for all x GJT. 
Hence, the result follows. • 
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Substitute (4.21) into (4.20), for x eT, we have 
少J"(工）— T-rm / TW 
Ih二 1 ( 1 ⑷） 
/ , \ m+h 
二 2 - + " n r = i ( - 遍 • (4.23) 
Note that the new multiplicative barrier function is convex. However, 
歪广 is not smooth at x for f{x) = 6 when 6 > 0* due to the non-smoothness 
of [f{x) — 0]+ at that point. Therefore, we introduce the parameter /i to the 
multiplicative barrier function so that it is convex as well as smooth (This 
can be seen in Figure 4.3 for Example 1). For x G JT, we have the following 
new smooth multiplicative barrier function: 
+ •— ([/⑷―吧广 
/ \ m+h 
= 2-+九 n r : i ( i � ) ， （4.24) 
where /i > 0. 
Figure 4.2: Graph of for - 2 < x < 2 
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By Lemma 4.4, we can conclude that 屯广"uniformly converges to on 
o 
T- The following lemma will prove the convexity of the new multiplicative 
barrier functions and 少 
Lemma 4.5 If h > 1 and Assumption 人.5 holds, then the multiplicative 
harrier functions and 少� “ w i t h � 0 are convex and strictly convex 
o 
respectively on the open and convex set T for any value 6. 
Proof: 
For proving and are convex and strictly convex 
o 
respectively on JT, they are equivalent to prove the hessian ma-
trices v L ^ ^ ( ^ ) ^ 0 and v L ^ ^ ^ W ^ 0 on 义 . F o r any 
6> G and /i > 0, we have - 0)^ + f{x) - (9 > 0 and 
^{f{x) - ey ^ + f{x) - (9 > 0. Hence, > 0 and > 0 
o 
for all X G jr. We can use the similar approach as in the proof 
of Lemma 4.1(a) to prove the results. Therefore, we just prove 
• L对“⑷ y 0 on ^ only. 
From the result in sections A.2.6 - A.2.8 of Appendix A，we have 
••工对/» =①没％(工)[•工权;» •工权;»T + vL权 
(4.25) 
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/+ / \ m^-h 2 “ � ^ \/lx9i[x) 
如 〜 / ( 二 "]3Z2 • 遍 講 ) T 
^ Vx^i(^) Vx , � 
g ( ) 
Hence, to prove � 0 is in turn equivalent to prove 
+ Vx (工)T 0 since > 0 on 
夫 Moreover, " : : 上 v L / � + E ^ ^ 一 0 by 
Assumption 4.5. Therefore, we only need to prove: 
f(r) — f) 
礼 ： 二 爪 + , 二 2 丄 , 3 / 2 V . / W 
(/(x) -6 ')2+/i]丨 
I ^ Vx9i{x) Vx 
+ V . V x 权“工 ) T t 0 ( 4 . 2 8 ) 
- -]T 
For any f G 况 l e t 冲 = m l and z., 二 
•， ( f ) " | ^for 2 = 1 ,2 , . . . Then 
_ M^J J 
, (m + h)(f(x)-^) 2 2 [, L、 ^ r 
作 = ⑵ - 印 + + 卜 + 咖 - £ \ 
(4.29) 
卜 ） ('] 
"2 1 
By taking z/ = ’ and e = ，(4.29) becomes 
• • 
J \ 1 / 
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/ \ 
(^Hig = ( " 。 ， “ � where (4.30) 
V “ 
( 爪 + " ) 2 _ 、 , , 一 ( m + ")，...，一 ( m + " ) 
礼 二 - ( m + " ) 
； I + eeT 
\ -{m + h) y 
Therefore, to prove ^ 0 is equivalent to prove H � ^ 0. Since 
fU) 一 0 
(m + - (m + /i) ^ ^ > 0 then we can prove ^ 0 
by Schur's Lemma. Hence, by the same approach as in the proof 
of Lemma 4.1(a), then ^ 0 /z > 1. The result follows. • 
Note that 
> 0 for all X G Hence, we can define the logarithmic 
barrier function of ,, as follows: 
m 
=(m + h) logG+(x) - Y^ \og{-g,{x)) - (m + /i) log 2 
(4.31) 
where = [f{x) - = - +/x +/(x) — 0. 
4.2.2 Value Estimation Approach to Iri-Imai Method 
by Using 
For /i > 0, we consider the following unconstrained global problem: 
inf (4.32) 
The function is another value-estimation function. We intend to iden-
tify an approximate global optimal solution of (P) by solving (4.32) for suf-
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ficiently small ji. The unconstrained optimization problem (4.32) is compu-
tationally tractable due to the continuous differentiability of ^{x). More-
over, Lemma 4.5 shows that problem (4.32) is an unconstrained convex op-
timization problem if h > 1 and Assumption 4.5 holds. Then we have the 
following modified Iri-Imai algorithm for solving the unconstrained convex 
optimization problem (4.32). 
Algorithm 4.2: Modified Iri-Imai Algorithm for Convex 
Programming 
o 
For this algorithm, the input includes the initial interior point x^ G JT, the 
initial lower bound of the optimal value 外，the smoothness parameter /i > 0 
and the precision parameter e > 0. The output consists of a sequence of 
solutions e jr, /c > 1. 
Step 0. Let k := 1. Solve the unconstrained global problem (4.32) by 
Newton,s Method with 9 — 6i at X — X . Return an optimal 
solution x^. Set 9[ = 9[ and = f ( y ) such that 6>* G . 
Step 1. Solve (4.32) by Newton's Method with 6 = at x = 
Return an optimal solution 左+i. 
Step 2. Termination Rule. 
If 01-0[< e, set 沪二 0 and x* = stop. Otherwise, go 
to Step 3. 
Step 3. Updating Rule. See (a) and (b) below. 
(a) I f /Or奸 1) > 0, set - e. 
If < 61 set 牧+1 = /(x^+i), otherwise, set 牧+i 二 牧， 
A； ：二 /c + 1; go to Step 1. 
(b) If < e, set 巧+1 二 e[ and 收 十 丄 = k - . = k + l-
go to Step 1. 
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Newton's Method 
Step 0. Let i := 0 and set y^ — x^. 
Step 1. Solve the Newton equation Vyy^^ Xe^^on = " Vy 
Find y 糾 : = + t.^e.ton such that + t ^ J = 
mint>0 + td^Newton)- Go to step 2. 
Step 2. If <^>^("糾)< e or f [ y < 6>, return 二 y“i and then 
stop; otherwise, let z :— z + 1, and go to Step 1. 
4.3 Convergence Analysis 
In this section, we will analyze the convergence rate of Algorithm 4.2. In 
Algorithm 4.2, the optimal value and the optimal solution are searched in 
a two-level framework which alternates between the phase of updating the 
estimation Q and the phase of solving an unconstrained optimization. 
From “Step 3" of Algorithm 4.2, bisection method is used for updating the 
estimated objective value 0. However, we will update the new upper bound 
to be /(x^+i) if either < 0 or /(x^+i) < 收.Hence, the length 
of reduction can be more than half. For simplicity, we just assume that the 
length of reduction for each iteration is half in our analysis. 
Denote by Ik the length between the upper bound and the lower bound 0[ 
at the k-th iteration. From our notation, the initial lower bound and upper 
bound are and respectively. That is, the initial length of uncertainty is 
h. If we assume k* to be the number of iterations needed to update 6 until 
the final length of uncertainty is smaller than the precision parameter e > 0, 
then we should have the following relation: 
< e (4.33) 
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In (4.33)，we want to solve for k*. By taking logarithm on both sides, then 
we have 
log/i - k* log 2 < loge 
� l o g — loge 
^ 
r > (4.34) 
log 2 \ , 
Hence, our Value-Estimation Approach to Iri-Imai Method by using a new 
smooth multiplicative barrier function needs at most (9(log(l/e)) iterations 
for updating the value of 0. 
We have proved that at most 0 ( l og ( l / e ) ) iterations are needed for updating 
the value of 0. Now, we will analyze the convergence rate of for a fixed 
value 0. That is, for a fixed Q, we will find the number of iterations it takes 
until is sufficiently small. 
From Lemma 4.5，we have proved that for / x � 0 $ “ is stictly convex on 
o 
T . Moreover, by Assumption 4.4, the Hessian matrix of „ is bounded. 
Therefore, there exits Ri and R2 such that 0 < i^i < < 00 and Ri l ^ 
� 丑 2 l - Then Newton's method with line-search applied on the 
new smooth multiplicative barrier function will be global convergent 
with a globally linear convergence rate. That is, the Modified Iri-Imai Algo-
rithm 4.2 has at least a globally linear convergence rate in terms of the new 
smooth multiplicative barrier function value for solving (P). Therefore, for 
the sequence of points {x^ : k > 0} produced by the algorithm, it holds that 
： “ ” < e - w h e r e a > 0 (4.35) 
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This means that, for A; > 0, 
权 " ( 工 权 “ 工 < (4.36) 
< - a (4.37) 
K 灼 < ^tj^') - ^^ (4.38) 
By Assumption 4.4 and the continuity of the constraint function 认，i — 
1 ,2 , . . . , m, in the compact feasible region T that there exists some constant 
i V � 0 such that -^z(x) < TV, z = 1, 2 , . . . , m, for all x ^ T. Therefore, we 
have 
m 
权 工 ” 二 (m + h) l o g � V( 納 — o r + " + 納 — 没 ) — E “工 ')) 
—(m + h) log 2 
> (m4- h) log ( - ey + + f(x^) 一 " ) 一 m log N 
一 (m + /01og2 (4.39) 
For any given p > 0 and for a fixed value 0, take < ” < 2—‘幻)and 
e < ‘2一7)，then there exists K such that 2—2" < /(‘t八')-(9 < 2—�).Hciicc, In-
using (4.38) and (4.39), w(�have 
0 0 ) -八、 / >鈔八•) 
> (ni + h) log ( \ / ( / ( . 厂 八 ' ） — O Y + // + /(.r八'）—o) 
— in log A' — (lu + h) log 2 
> (m + h) log (V‘2-丨"+ :)-…+ 2—2/') — ju log A" 
— {in + h) log 2 
二 (m + h) log (2—2厂\/5 + ‘ _ )—々 ' )一川 log .V — ("/ -f h) log 2 
> (m + h) log (‘2 —々）+ 2—'-)�— lu log .V 一 (in -r h) log 2 
二 (in + h) log —川 log Y — ( 川 ^ ") log 2 
=(m -r h){ \ - 2p) log 2 — ui log A' — ( "? + h ) log 2 
= - 2 p { m 十 /?) log 2 — m log .�• （4.40) 
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Therefore, from (4.40), we have 
Ka < (/)《"(工0)+ 2p(m + " ) l og2 + mlogA^ 
^ ^ + M m + /i) log2 + m l o g N 
K < '上 (4.41) 
a 
Hence, for any given p � 0 and for a fixed value 0, we will have — 
0 < 2-P in at most K^O ((2p(m + h) log2 + mlogTV + steps, 
where is the positive logarithmic barrier function and f is the objective 
function. 
Combining the result that we proved before, the Modified Iri-Imai method 
solves (CP) in no more than O ( ( l + log(l/e)) {2p{m + h) log2 + mlog7V+ 
( / ! )�p(x� ) ) /a) iterations. 
4.4 Numerical Results 
In this section, we will show the experimental results based on the Algorithms 
4.1 and 4.2 by considering the same three types of problems (PI), (P2) and 
(P3) that we used in the last chapter. For the reason that we mentioned 
before, we will minimize the logarithmic barrier function (4.2) / (4.31) along 
the descent Newton's direction of the multiplicative barrier function (4.1) 
/ (4.24) practically. The formulae of the gradients and Hessian matrices 
of functions 屯 0 , 如 ， a n d cj)卞,…and also the Newton's directions of the 
multiplicative barrier functions 龟0 and can be found in Appendix A. 
4.4.1 Numerical Results Based on Algorithm 4.1 
Here we apply the Algorithm 4.1 to the problems (PI), (P2), and (P3) re-
spectively. 
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Linear Programming Problems 
Similar to the last chapter, we consider the linear programming test problem 
(PI) from COAP [1] in the form of 
min c^x 
(PI) s.t. Ax = b 
where A e 况mxn，^ ^ 况m，and c G 况n. 
Same as before, we solve the dual problem of (PI) instead: 
min —b^y 
(Dl) s.t. A ' y < c, 
y is free. 
By using the same notations as in Chapter 3, the true optimal objective value 
for problem (Dl) is —0*. We have similar multiplicative barrier function 中没 
and the logarithmic barrier function 如 and they respectively are 




My) = {ri + h) \og{-b^y log(Q — (4.43) 
i=l 
o 
where we set = 2 or /i 二 3 (depending on n is odd or even) and Ti — {y 
A^y < c}. 
After applying the Modified Iri-Imai Algorithm 4.1 to some test problems 
from COAP [1] to minimize (4.43) using the descent Newton's direction of 
(4.42) and setting e 二 10—6, we get the numerical results which are summa-
rized in Table 4.1. 
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Convex Quadratic Programming Problems with Linear Inequality 
Constraints 
Also, we consider the convex quadratic programming test problems, which 
are randomly generated by the method from "Randomly Generated Test 
Problems for Positive Definite Quadratic Programming" [9] (the idea of the 
method will be discussed in Appendix 2), in the format as follows: 
min x^Qx + p^x + r 
(P2) s.t. Ax < b, 
X G 况 
where A G 况mxn, ^ ^ 况m, and Q e 况"xn. 
By using the same notations as in Chapter 3, then we have similar multiplica-
tive barrier function ^q and the logarithmic barrier function 如 for problem 
(P2), that is, they respectively are 
^ , � (x^Qx + p^x + r - 60爪+" p � ， � 
M^) 二 � ” _ T / ^ ， f o r xeJ'2 (4.44) 
and 
m 
(t)o[x) = (m + h) \og{x^Qx + p^x + r - 6') - ^ log(6^ - ajx) (4.45) 
1=1 
o 
where we set h 二 2 or h — Z (depending on m is odd or even) and T2 — {x 
Ax < b}. 
After applying the Modified Iri-Imai Algorithm 4.1 to 20 randomly generated 
test problems for each size by the method from [9] to niinimize (4.45) using 
the descent Newton's direction of (4.44) and setting e 二 10-6, we get the 
overall numerical results which are summarized in Table 4.2. 
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Convex Quadratic Programming Problems with Convex Quadratic 
Inequality Constraints 
Similarly, we consider the convex quadratic programming test problems, 
which are randomly generated by the modification of "Randomly Generated 
Test Problems for Positive Definite Quadratic Programming" [9] (the idea of 
the method can be found in Appendix 2), in the format that we discussed in 
Chapter 3: 
min x^Q^x + p^^x + r^ 
(P3) s.t. x^Q'x + f ^ x + — S 0，for i = 1, 2 , . . . , m. 
where e 况 nxn, pi ^ 况 nxi, and — G 况，for i = 0 , 1 , . . .， m . 
The multiplicative barrier function and the logarithmic barrier function 
(pe for problem (P3) respectively are 
^ , � {x^Q'x + pOT工 + rO - … ^ o , … 
= —— ； ^ V ' for 工 e 5 4.46 
and 
m 




where we set /i = 2 or 二 3 (depending on m is odd or even) and Tz — 
* * 
{x I x^Q^x + p^ x + r^  < 0 for i = 1, 2 , . . . , m}. 
After applying the Modified Iri-Imai Algorithm 4.1 to 20 randomly generated 
test problems for each size by the method from [9] to minimize (4.47) using 
the descent Newton's direction of (4.46) and setting e = we get the 
overall numerical results which are summarized in Table 4.3. 
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4.4.2 Numerical Results Based on Algorithm 4.2 
In this subsection, we apply Algorithm 4.2 to problems (PI), (P2), and (P3) 
respectively. 
Linear Programming Problems 
Similar to the last section, we consider the linear programming test problem 
(PI) from COAP [1] in the form of we described before. Moreover, we will 
solve the dual problem (Dl) of (PI) instead. By using the same notations as 
o 
in Chapter 3, for /i > 0 and for y = {y \ A^y < c}, then the new smooth 
multiplicative barrier function ^^^ and its corresponding logarithmic barrier 
function respectively are 
\li=i{ci-ai y) 
/ _ \ n+h 
[Vi-b^y-oy^fi + -b^y - e) 
= a ? " ) ， (4.48) 
and 
n 
如 ’ = [n + h) log{[-b^y — Of^) — log(Q - di^y) 
=(n + h) log ( y + + -b^y —力 
n 
- l o g f e -成T y ) — {n + h) log 2 (4.49) 
i二 1 
where we set = 2 or /i ：= 3 (depending on n is odd or even). 
After applying the Modified Iri-Imai Algorithm 4.2 to some test problems 
from COAP [1] to minimize (4.49) using the descent Newton's direction of 
(4.48) and setting e = 10—6, we get the numerical results which are summa-
rized in Table 4.4, and Table 4.5 with = 10—5, and respectively. 
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Convex Quadratic Programming Problems with Linear Inequality 
Constraints 
By considering the convex quadratic programming test problems in the for-
mat as (P2), which are randomly generated by the method from "Randomly 
Generated Test Problems for Positive Definite Quadratic Programming" [9 
(the idea of the method will be discussed in Appendix 2), for /i > 0 and for 
o 
X ^ {x \ Ax < 6}, then its new smooth multiplicative barrier function 
<1>广4 and its corresponding logarithmic barrier function respectively are 
動,…）— n S v ^ 




(hAx) = (m + " ) log {[x^Qx + p^x + r - - ^ log(bi — a^x) 
= ( m - h h) log { a/(x^Qx + p^x + r — 6>)2 + /i + x^Qx + p^x + r - (9� V / 
m 
一 Y^ — ajx) - [m + h) log 2 (4.51) 
where we set = 2 or 二 3 (depending on m is odd or even). 
For each fi with value 10-5,10_i° and respectively, we apply the Mod-
ified Iri-Imai Algorithm 4.2 to 20 randomly generated test problems for each 
size by the method from [9] to minimize (4.51) using the descent Newton's 
direction of (4.50) and setting e = we get the overall numerical results 
which are summarized in Table 4.6, Table 4.7, and Table 4.8 respectively. 
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Convex Quadratic Programming Problems with Convex Quadratic 
Inequality Constraints 
By considering the convex quadratic programming test problems in the for-
mat as (P3), which are randomly generated by the modification of "Ran-
domly Generated Test Problems for Positive Definite Quadratic Program-
ming" [9] (the idea of the method can be found in Appendix 2), for // > 0 
o 
and for x = {x \ x^Q'x + jf^x + — < 0 for i = 1, 2,. •. , m} , then its 
new smooth multiplicative barrier function and its corresponding loga-
rithmic barrier function respectively are 
( V Q O i + / T m rO -
n = i ( - ( 工 TQi 工 ) ) 
( j \ m+h 
+ pOT^ + ——以)2 + A + 工TQOy + pOT工 + _ ^ 




h , 拟 = ( m + h) log [[x^Q'x + p'^'x + - - ^ \ o g { - x ^ Q ' x - p'^x -
= ( m + " ) log ( y {x^Q^x + po^x + r � — 602 + /X + x^Q'x + + r � - Z 
m 
一 Y^ log{-x^Q'x — p'^x — —) — (m + " ) log 2 (4.53) 
where we set = 2 or /z = 3 (depending on m is odd or even). 
For each fi with value 10"^, and 10-2° respectively, we apply the Mod-
ified Iri-Imai Algorithm 4.1 to 20 randomly generated test problems for each 
size by the method from [9] to minimize (4.52) using the descent Newton's 
direction of (4.53) and setting e = 10—6, we get the overall numerical results 
which are summarized in Table 4.9, Table 4.10, and Table 4.11 respectively. 
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Before we have the numerical results, we introduce the following symbols for 
easy reference. 
Ni : no. of iterations for updating the estimated objective value 9 
Ni : mean value of Ni 
V t v i ： variance of 7Vi 
N2 ： no. of iterations for Newton's Method 
N2 : mean value of N2 
Yn2 : variance of N2 
Note that all the other notations are the same as in Chapter 3. 
Table 4.1: Numerical results for LP (PI) based on algorithm 4.1 
Name Size of A Ni N2 9* e 
afiro 27x 51 7 18 -4.647531 x 10^ 5.885172 x 10—4 
agg 488 X 615 8 34 -3.599177 x lO? 2.296609 x 10—4 
agg2 516x 758 5 29 -2.023925 x 10^ 2.963598 x 10—4 
agg3 516 X 758 20 55 1.031212 x lO? 1.551573 x 10—了 
blend 74 x 114 4 38 -3.081215 x 10^ 3.324895 x 10—3 
israel 174 x 316 5 131 -8.966448 x 10^ 1.945617 x 10—3 
kb2 52 x 77 6 20 -1.749900 x 10^ 4.460408 x 10—3 
scl05 105 X 163 5 28 -5.220206 x 10^ 3.546574 x 10-4 
sc205 205 x 317 5 49 -5.220206 x 10^ 2.542503 x 10—3 
sc50a 50 x 78 5 19 -6.457508 x 10^ 1.669622 x 10—3 
sc50b 50 x 78 5 17 -7.000000 x 10^ 4.482110 x 10—4 
scsd6 147 X 1350 6 52 5.050000 x 10^ 9.292901 x 10—3 
sctapl 300 X 660 11 280 1.412250 x 10^ 1.410067 x 10—2 
sharelb 117x 253 5 77 -7.658932 x lO'^  1.308124 x 10—2 
share2b 96 x 162 11 95 -4.157322 x 10^ 3.557837 x lO—i 
stocforl 117 X 165 5 39 -4.113197 x 10^ 2.463897 x 10—3 
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Table 4.2: Numerical results for QP with linear constraints (P2) based on 
algorithm 4.1 
Size of A Ni Yn, N2 ^n, e Y, 
201 x 100 10.850 0.134 29.950 6.471 1.778309 x 10—2 1.492898x 10—4 
401 X 200 10.800 0.168 29.800 1.853 7.614484 x 1.086345 x 
601 X 300 11.400 0.463 32.900 1.779 2 . 8 5 7 6 1 9 x 10—3 1 .755278 x 
801 X 400 11.000 0.421 34.000 1.053 2.312116 x 1.542279 x 10"® 
1001 X 500 11.700 0.432 34.500 0.684 2.605642 x 10—3 1.292677 x 10"® 
1201 X 600 10.850 0.134 31.950 9.734 2.386563 x 10—3 1.264490 x 10"® 
1401 X 700 10.400 1.832 32.233 7.909 7.262596 x 10—4 9.657931 x 
1601 X 800 10.550 0.261 33.400 1.832 2.333614 x 10—3 1.466130 x 10"® 
1801 X 900 10.600 0.253 33.400 3.095 1.908319 x 10—3 7.691710 x 
1801 X 950 10.400 0.253 34.050 4.366 2.161601 x 10—3 7.736479 x 
1901 X 950 10.400 0.253 32.950 4.576 2.078313 x 8.597516x10—7 
2001 X 1000 10.450 0.261 33.850 3.397 1.705166 x 10—3 8.259462 x 10"^ 
Table 4.3: Numerical results for QP with convex quadratic constraints (P3) 
based on algorithm 4.1 
m n N i V a t i N 2 V j v ^ e V e 
201 100 9.800 0.274 30.300 2.747 2.620017 x 10—5 1.958103 x 10-^° 
401 200 9.000 0.632 30.450 5.629 2.421293 x 10"^ 1.253664 x lO—io 
601 300 8.700 0.326 30.650 4.239 1.601085 x 10"^ 6.317541 x IQ-^^ 
801 400 8.300 0.221 30.150 2.450 1.842278 x 1.026735 x lO—io 
1001 500 7.900 1.463 30.250 9.039 3.447549 x 2 .222882x 10—6 
1201 600 8.250 0.513 31.400 2.042 9.257288 x 10"® 3.209648 x lO-n 
1401 700 7.750 1.355 29.900 6.516 4.353185 x 10—5 2.091783x 10—8 
1601 800 7.950 0.471 30.350 7.818 9.483538 x 10—6 5.694722 x IQ-^^ 
1801 900 8.000 0.632 31.550 4.261 6.483538 x 10'^ 1.917496 x lO—n 
1801 950 7.900 0.095 30.750 3.671 4.923485 x lO—6 3.358029 x IQ-^^ 
1901 950 7.750 0.408 27.800 2.800 9 . 3 8 9 1 6 8 x 1 0 — 5 3.717989 x 
2001 1000 7.900 0.200 29.250 4.092 6.707881 x 10"^ 1.483377x 10—9 
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Table 4.4: Numerical results for LP (PI) based on algorithm 4.2 — 
Name Size of A Ni N) 6* e 
afiro 27x 51 17 38 -4.647531 x 10^ 2.824380 x 10—6 
agg 488 X 615 28 93 -3.599177 x 10^ 9.748248 x 10—2 
agg2 516 X 758 38 117 -2.023925 x 10^ 1.144010 x 10—2 
agg3 516 x 758 27 71 1.031212 x 10^ 1.016629 x 10—2 
blend 74 x 114 12 35 -3.081215 x 10^ 1.230736 x 10—3 
israel 174x 316 31 67 -8.966448 x 10^ 1.561914 x 10—2 
scl05 105 X 163 19 46 -5.220206 x 10^ 3.249697 x 10—5 
sc205 205 x 317 11 44 -5.220206 x 10^ 1.969051 x 10—3 
sc50a 50 X 78 17 35 -6.457508 x 10^ 2.658947 x 10—5 
sc50b 50x 78 20 39 -7.000000 x IQi 2.428015 x 10—5 
scsd6 147x 1350 22 52 5.050000 x 10^ 8.456492 x 10—6 
sctapl 300 X 660 23 64 1.412250 x 10^ 6.537782 x lO""^  
sharelb 117x 253 8 47 -7.658932 x 10^ 6.1684259 x lO—i 
share2b 96 x 162 17 50 -4.157322 x ICP 4.076624 x 10—6 
stocforl 117 X 165 21 42 -4.113197 x 10^ 2.938868 x 10—4 
Table 4.5: Numerical results for LP (PI) based on algorithm 4.2 (/x = 1Q~i�) 
Name Size of A Ni N2 9* e 
afiro 27x 51 17 33 -4.647531 x 10^ 1.770808 x 10—7 
agg 488 x 615 17 53 -3.599177 x 10^ 9.555062 x 10-2 
agg2 516 X 758 18 43 -2.023925 x 10^ 5.226069 x 10—3 
agg3 516x 758 22 64 1.031212 x lO? 1.714745 x lO—i 
blend 74 x 114 21 47 -3.081215 x 10^ 1.665053 x 10—3 
israel 174 x 316 24 75 -8.966448 x 10^ 5.020789 x 10-9 
scl05 105 X 163 20 43 -5.220206 x 10^ 8.090407 x 10"® 
sc205 205 X 317 23 58 -5.220206 x 10^  1.468128 x 10—3 
sc50a 50 x 78 19 34 -6.457508 x IQi 7.443427 x 10"® 
sc50b 50 X 78 23 40 -7.000000 x 10^ 7.394586 x 10"® 
scsd6 147 X 1350 22 47 5.050000 x 10^ 1.172501 x 10"® 
sctapl 300 X 660 24 73 1.412250 x 10^ 5.649791 x 10—4 
sharelb 117 x 253 8 34 -7.658932 x 10^ 6.168427 x lO-i 
share2b 96 x 162 23 62 -4.157322 x 10^ 4.615742 x lO'^ 
stocforl 117x 165 21 43 -4.113197 x 10^ 2.938552 x 10—4 
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Table 4.6: Numerical results for QP with linear constraints (P2) based on 
algorithm 4.2 (/i = 10—5) 
Size of A Ni Vati N2 Yn^ e Ve 
201 x 100 16.000 9.474 36.450 10.471 5.115366 x 10—2 1.116016 x 10"^ 
401 X 200 16.850 9.186 36.600 7.411 2.730555 x 10—2 3.438447x 10—5 
601 x 300 18.750 1.882 36.850 3.187 1.857622 x 10—2 1.198264 x 
801 X 400 16.050 9.945 35.250 9.776 1.320059 x 10—2 4.312800 x 10—6 
1001 X 500 16.500 9.632 36.000 9.368 1.081363 x 10—2 5.105620 x lO"® 
1201 X 600 17.000 9.158 36.800 8.168 8.168093 x 10—3 2.704331 x lO"® 
1401 X 700 19.350 0.239 37.600 2.358 7.520811 x 10—3 1.502317 x 10"® 
1601 X 800 19.150 0.239 36.800 0.379 7.188073 x 10—3 1.395857 x lO"® 
1801 X 900 22.700 10.958 39.350 9.082 6.099385 x lO—3 1.634283 x 10—6 
1801 X 950 21.850 10.344 38.450 11.629 5.976671 x 10—3 1.593584 x 10"® 
1901 X 950 22.100 11.147 38.450 12.050 6.352925 x 10—3 7.561287 x 10"^ 
2001 X 1000 22.650 12.029 39.450 12.576 5.604926 x IQ-^ 1.128642 x lO"® 
Table 4.7: Numerical results for QP with linear constraints (P2) based on 
algorithm 4.2 (/i = 10-1。） 
Size of A Ni Vivi N2 Vat, e Ve 
201 X 100 16.100 0.832 35.350 2.134 2.598662 x IQ-^ 4 .469699x 10—9 
401 X 200 16.300 0.853 34.550 1.734 1.338624 x 10—4 1.165139 x 
601 x 300 16.300 0.642 33.700 3.168 8.938160 x 10—5 2.383612 x lO—io 
801 X 400 15.450 1.313 33.800 6.274 6.548160 x 1.099799 x 
1001 X 500 16.150 0.766 35.300 3.695 5.535451 x 10—5 4.179595 x 10— 
1201 X 600 15.450 1.313 35.200 3.432 4.356983 x lO"® 4.983188x 10—11 
1401 X 700 15.600 1.516 33.300 6.747 3.816147 x 10"^ 2.671874 x lO—n 
1601 X 800 15.400 1.937 32.700 5.063 3.010559 x 10—5 1.785334 x 10—u 
1801 X 900 15.700 1.274 32.200 2.695 2.867185 x 10—5 6.329288 x 10—12 
1801 X 950 16.400 1.095 32.900 4.305 2.830074 x 10—5 2.699293 x 10—n 
1901 X 950 15.900 0.726 32.100 3.253 2.853299 x 10—5 1.654906 x IQ-^^ 
2001 X 1000 15.400 2.147 31.800 5.432 2.480783 x IQ-^ 1.318098 x lO—n 
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Table 4.8: Numerical results for QP with linear constraints (P2) based on 
algorithm 4.2 (/i = 10—20) 
Size of A Ni Vat, N2 Yn^ 巨 Ve 
201 x 100 16.050 1.208 35.150 1.818 1 . 1 8 6 1 2 5 x 1 0 — 4 5.802954 x 10"^ 
401 x 200 16.600 0.358 34.900 2.726 7.941369 x 10"^ 9.123761 x 10—10 
601 X 300 16.350 1.187 34.200 4.274 3.891633 x 10—5 5.419977 x 10-^° 
801 x 400 16.000 1.158 34.000 3.579 2.802868 x 10"^ 2.960631 x 
1001 X 500 15.750 0.724 35.450 3.103 1.901160 x 10—5 1.779720 x 10-^° 
1201 X 600 15.700 1.379 35.100 7.884 1.589516 x 10—5 1.399858 x 10—i。 
1401 X 700 16.150 0.661 34.100 5.463 1.497587 x 10—5 6.679201 x lO—n 
1601 X 800 16.300 0.642 33.300 1.695 1.236333 x 10—5 3.329590 x 10—n 
1801 X 900 16.100 0.516 32.600 2.779 9.061158 x 10—6 4.374042 x lO—n 
1801 X 950 16.300 0.853 33.000 3.789 1.192803 x 10—5 3.763435 x IQ-^^ 
1901 X 950 15.900 0.937 31.500 2.368 1.092195 x 10"^ 5.149347 x 10—n 
2001 X 1000 16.000 1.684 32.400 4.463 9.094244 x lO"® 4.040027 x 10—n 
Table 4.9: Numerical results for QP with convex quadratic constraints (P3) 
based on algorithm 4.2 (/x = 10—5) 
m n Ni Vivi N2 Vat^ e Ve 
201 100 15.600 0.253 33.600 0.884 6.127434 x IQ-^ 1.869338 x 
401 200 14.800 0.168 32.000 1.684 3.426486 x 10—2 6.537631 x 
601 300 14.700 0.221 32.900 0.726 2.459163 x 10—2 1.255904 x 10"^ 
801 400 14.300 0.432 32.600 0.674 1.616669 x 10—2 2.910259 x 10—6 
1001 500 14.400 0.463 33.000 3.789 1.356606 x 10—2 4.074345 x 10—6 
1201 600 13.900 0.095 31.900 1.989 1.143199 x 10—2 1.522187 x 10"® 
1401 700 13.550 0.892 31.250 7.461 1.013286 x 10—2 8.657485 x 10"^ 
1601 800 14.000 0.000 32.350 2.450 8.598973 x 10—3 6.948255 x 10—7 
1801 900 13.900 0.095 31.600 1.516 7.717703 x 10"^ 3.593380 x 
1801 950 13.650 0.239 31.650 4.555 7.568522 x lO"^ 6.121227 x 10"^ 
1901 950 14.000 0.632 31.450 2.050 7.854628 x 10—3 5.251930 x 
2001 1000 13.350 2.134 31.000 8.316 6.794185 x 10—3 3.847485 x 10—7 
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Table 4.10: Numerical results for QP with convex quadratic constraints (P3) 
based on algorithm 4.2 (/i = 10—lo) 
m n Ni ViVi N2 ViVa e Ve 
201 100 11.600 0.674 30.350 1.924 2.079801 x 10—4 3.455767 x 10"^ 
401 200 11.700 2.958 32.700 17.905 1.593476 x IQ-^ 5.378612 x 10"^ 
601 300 10.750 1.882 31.700 2.326 8.634952 x 10—5 4.794882 x 10-^° 
801 400 10.650 3.082 32.050 2.576 3.437111 x 10—4 1.569877 x 10"® 
1001 500 11.150 4.766 32.350 3.082 7.837108 x IQ-^ 9.009999 x lO"® 
1201 600 12.000 10.737 37.500 18.579 1.143199 x 10—2 1.522187 x 10"® 
1401 700 11.800 8.589 39.800 25.853 6.648037 x 10—4 5.194984 x 10_7 
1601 800 12.300 10.537 38.800 28.063 6.123403 x 10—4 1.288807 x 10"® 
1801 900 10.600 11.411 35.200 4.484 4.172634 x IQ-^ 4.103638 x 10—7 
1801 950 11.000 7.158 34.300 3.011 4.933542 x 10—5 5.688084 x IQ-^ 
1901 950 12.200 15.116 36.200 8.063 3.241366 x 10—4 3.135163x 10—7 
2001 1000 11.200 6.695 34.300 9.379 1.210396 x 10—4 8.904752 x 
Table 4.11: Numerical results for QP with convex quadratic constraints (P3) 
based on algorithm 4.2 (ji = 10—20) 
m n Ni Y n , Vat^ e Ve 
201 100 11.750 0.724 31.750 1.776 1.459399 x 10—4 1.649237 x 10"^ 
401 200 11.500 0.368 30.900 3.989 7.567938 x 10—5 6.495830 x 10-^° 
601 300 12.450 6.261 34.100 22.305 3.082958 x 10—4 7.416110 x 
801 400 11.550 3.418 34.550 14.787 5.215217 x IQ-^ 2.152053 x 10—6 
1001 500 10.950 5.629 34.000 20.526 2.302393 x 10_4 4 .120810x 10—7 
1201 600 10.850 2.766 35.350 13.082 3.947761 x 10—4 1.391834 x lO""® 
1401 700 10.950 3.313 35.000 38.526 3.668928 x 10—4 4.126283 x 10"^ 
1601 800 11.500 7.632 36.500 42.789 1.751964 x 10—4 1.362389 x 10—7 
1801 900 10.200 0.379 33.600 2.568 1.703797 x 10—5 7.976183x 10—12 
1801 950 12.200 5.537 39.350 62.976 2.248422 x ICT4 5.440231 x 10—8 
1901 950 12.950 13.839 37.650 54.134 4.564962 x 10—4 1.165213 x 10—6 
2001 1000 11.750 9.776 34.500 22.263 3.314461 x 10—4 4.186404 x lO—7 
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4.4.3 Summary of Numerical Results 
We can find that the results from all the tables are accurate since the absolute 
relative error are very small. Morevoer, the results show that the number of 
iterations for updating 6 and for applying Newton's method are insensitive to 
the size of problem. 
Comparing the results by using Algorithm 4.1 (Table 4.2 and Table 4.3) and 
Algorithm 4.2 (Table 4.6 - Table 4.8 and Table 4.9 - Table 4.11), we can 
find that the number of iterations for updating 0 and for applying Newton's 
method by using Algorithm 4.1 is smaller than that by using Algorithm 4.2 
under the same number of variables and constraints. Solving the convex 
quadratic problems with linear constraints by using Algorithm 4.2 (Table 4.6 
-Tab le 4.8) is more accurate than that by using Algorithm 4.1 (Table 4.2). 
However, for solving the convex quadratic problems with convex quadratic 
constraints by using Algorithm 4.2 (Table 4.9 - Table 4.11) is less accurate 
than that by using Algorithm 4.1 (Table 4.3). 
Comaring the Tables 4.6 - 4.11, the results by using fi = 10一lo (Table 4.7 and 
Table 4.10) and 二 IQ-^^ (Table 4.8 and Table 4.11) are more accurate than 
that by using // 二 10—5 (Table 4.6 and Table 4.9)，respectively. However, the 
accuracies of using fi 二 (Table 4.7 and Table 4.10) are similar to that of 
using ji = 10-2° (Table 4.8 and Table 4.11), respectively. Nevertheless, some 
variances of the number of iterations for applying Newton's method in Table 
4.11 二 10—2°) are too large due to the fact that the resulting Hessian matrix 
of 屯广’p may be close to singular or badly scaled when /i is too small. 
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4.5 Chapter Summary 
In this chapter, we show the formulation and the properties of the value-
estimation approach to Iri-Imai method for constrained optimization. 
Moreover, we prove that the optimal objective value of the original problem 
is exactly the unique root of the value-estimation function Hence, an 
algorithm to search the optimal objective value and the optimal solution in a 
two-level framework, which alternates between a root-finding phase and an 
unconstrained optimization phase, is developed. Due to the nonconvexity 
of the multiplicative barrier function ^e when 0 > 沪，we introduce a 
new smooth multiplicative barrier function to approximate the posi-
tive part of the multiplicative barrier function ^e for a sufficiently small // > 0. 
From the numerical results for both Algorithm 4.1 and Algorithm 4.2, we can 
conclude that the value-estimation approach to Iri-Imai method for constrained 
optimization is accurate and efficient. However, for applying Algorithm 4.2, 
we should beware of not using too small ji due to the singularity of the Hessian 
matrix. In the three cases [jl = 10"^, (i — and ji = 10—20 that we use 
here, fi = is the most appropriate. 
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Chapter 5 
Extension of Value Estimation 
Approach to Iri-Imai Method 
for More General Constrained 
Optimization 
In the last chapter, we have extended the original Iri-Imai algorithm for 
some smooth convex programming problems so that only a lower bound of 
the optimal objective value is needed. In this chapter, we will extend the 
idea of Algorithm 3.1，Algorithm 4.1，and Algorithm 4.2, respectively, to 
solve some more general convex constrained optimization problems in the 
form of: 
min f{x) 
(P4) s.t. gi{x) < 0,z = 1 ,2 , . . . 
Ax = b, 
where A G 况 爪 xrz, 6 e 况 爪 ， / : 况 - ^ ^ 况，and Pi : 况 " 4 况，for z 二 1，...，m， 
are second-order continuously differentiable and convex functions. 
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5.1 Extension of Iri-Imai Algorithm 3.1 for 
More General Constrained Optimization 
5.1.1 Formulation and Properties 
In this section, we will extend the idea of Iri-Imai Algorithm 3.1 to solve 
some more general convex constrained optimization problem in the form of 
(P4). By using the idea of the multiplicative barrier function with the 




s.t. Ax = b, 
(f(x) 一 广+" 
where 中 = — ^ ~ — a n d /i > 1 is an integer such that m + /z is 
rUi (—(工)） 
an odd number. 
O 
For any given point x with x G JT and Ax 二 b, to solve (P5) is equivalent to 
find a step direction Ax with A{x + Ax) = b such that (x + Ax) is the 
minimum value of the function ^0* under the set {x+d \ d e and Ad — 0}. 
Therefore, problem (P5) can be seen as to find a feasible direction Ax such 
that 
min (x + Ax) 
(P6) 
s.t. A{x + Ax) = b. 
We apply the Taylor's series expansion on function ^0* at x + Ax, then we 
have 
^e* {x + Ax) « (x) + {xfAx + v L ^e* {x)Ax + o(||Ax|p). 
Zj 
(5.1) 
where vL^^* (^) 
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Without considering the higher terms in (5.1)，(P6) is then equivalent to 
(P7) min (x) + (xfAx + • Ax^ (x)Ax 
s.t. AAx = 0. 
In turn, (P7) is equivalent to 
(P8) min ^Ax^ vL 少 W^x + Vx^o* (xfAx 
s.t. AAx = 0. 
From the result that we proved in (A.21), the optimal direction Ax with 
AAx = 0 such that (x + Ax) is the minimum value of the function 
under the set + (i | ti G 况几 and Ad = 0} is 
k = - [ 1 - v L • � 如 ⑷ — I f ) — l y v L 如 ⑷ — V � . * � 
二 I - dNewton (5.2) 
where dNewton = "VL^^* (x). 
Hence, Ax in (5.2) is the descent direction of the problem (P5). However, 
we should find an optimal step length t* by Golden Section Method such 
o 
that X + t* A X G JT and 屯0* (x + t* A x) = min£>o ^g* {x + t A x). Note 
that the matrix I — vL^e* in (5.2) is just 
like a projection matrix which projects the Newton's direction dNewton = 
- • L 少 工 巾 工 ) i n t o the null space of the matrix A such that the 
o 
resulting vector Ax is a descent direction in the set {x | x G JT and Ax = b} 
and AAx = 0. 
5.1.2 Extension of Iri-Imai Algorithm 3.1 
Based on the algorithm 3.1 and the result of the above, we have the follow-
ing extension of Iri-Imai algorithm. The optimal solution is searched by an 
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extension of the Newton's method. 
Algorithm 5.1: Extension of Iri-Imai Algorithm 3.1 for 
Some More General Convex Programming Problem 
o 
For this algorithm, the input includes the initial interior point x^ G T and 
Ax^ — b, the optimal value 0* and the precision parameter e > 0. The output 
o 
consists of a sequence of solutions 2丄 G T and Ax^ = b, k > I. 
Step 0. Let k 0. 
Step 1. Solve the Newton equation = -Vx^o-(工人.)• 
Put Ax^- = [ l - vL中".(工” — i ‘ 4 ] , G 4 v L 巾 丄 ” 一 ( I L ’ 丨 ⑴ 1 . 
Find 人.+ 1 x^ + 力人.A 2丄 such that (Iv (.r人，+ tk A .7丄)二 
iniiit>o (h ' + t A 工人•). Go to Step 2. 
Step 2. If (：/丄+1) < 6, return x* 二 j丄—]and thru stop; otli(�r\vi‘s(、， 
let 人’： =人’ + 1 , and go to Step 1 . 
5.2 Extension of Value Estimation Approach 
to Iri-Imai Algorithm 4.1 for More Gen-
eral Constrained Optimization 
5.2.1 Formulation and Properties 
In t his s(hM ion, \v(�will (�xl(�ii(l thr i(l(�a of Modified Iri-Iiiiai A1 …ritlmi 1.1 
to solvr soiiu�iiiorr g(Mi(M"al ruiiv(�x const rained opt iiiii/ai ion problciii in t he 
for 111 of (PI). By tlu�pi.rvioiis irsult. (Pi) is …juivalrni lo (Po) a.s follows: 
mill (!V(-r) 
(P5) 
s.t. A.r = h. 
(/( r) — 0')"卜'‘ 
where 巾<”（‘r) 二 ：pf77；~~： r. and fi > I \> an iiitcgcr such that 川丄 h is 
rUi (-"“;)） 
an odd niinibor. 
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However here, as we mentioned before, only a strict lower bound 0 of the 
optimal value 0* is used in the multiplicative barrier function instead. The 
multiplicative barrier function 
( / ⑷ - 0严 . . 
r U i ( - 9iw) 
o 
is still strictly convex in JF. Hence, it will have the unique minimum point 
O 
Xq in jr. As 0 tends to the optimal objective value 9*, the solution Xq of the 
minimization problem with objective function (x) and constraints Ax = b 
tends to the solution x* of the original minimization problem (P4) or (P5) 
(i.e. Xq = x*). Therefore, to solve the problem (P5) is equivalent to 
solve a whole family of problems indexed by the parameter 9 in the form of 
min <^ 々） 
s.t. Ax — b. 
for which the lower bound 6 of the optimal objective value is updated each 
time until it reaches the true optimum value 0*. 
(P^) is viewed as a function of 0, define it as 
她 = i n f � < l > “ : i ; ) . (5.4) 
Ax=h\ x^T 
The set of optimal solutions to the problem (5.4) forms a path through the 
interior of the feasible solutions. Hence, the path formed by the minimum 
points in problem (P^) when the lower bound 6> of the optimal value goes up 
to the true optimal value is the analytic central path. 
o 
Similarly, for a fixed parameter Q, given any point x with x e T and Ax = b, 
to solve (P^) is equivalent to find a step direction Ax with A{x + Ax) = b 
such that + Ax) is the minimum value of the function 龟0 under the set 
+ and Ad = 0}. 
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Therefore, problem (P^) can be seen as to find a feasible direction A:/; such 
that 
min ^oix + Ax) (P9) 八 � 
s.t. A{x + Ax) = b. 
We apply the Taylor's series expansion on function at x + Ax, then we 
have 
M工 + Ax ) « <1>0(工）+ V x ^ ^ W ^ A x + ^Ax^ v L ^ ^ W A x + o(||Ax|p). 
(5.5) 
where v L ^ ^ l ^ ) — 
Without considering the higher terms in (5.5), (P9) is then equivalent to 
(piO) min + V x ^ ^ W ^ A x + ^Ax^ v L M 工 ) 八 工 
s.t. AAx = 0. 
In turn, (PIO) is equivalent to 
( p i l ) min ^Ax^ v L ^ ^ W A x + 
s.t. AAx = 0. 
From the result that we proved in (A.21), the optimal direction Ax with 
A A X = 0 such that + Ax) is the minimum value of the function 龟0 
under the set {x d \ d e and Ad = 0} is 
A x 二 \l - dNewton (5.6) 
where dNewton = - W -
Hence, Ax in (5.6) is the descent direction of the problem (P^). However, we 
should find an optimal step length t* by Golden Section Method such that 
O 
x+t*Ax e T and = mint>o ^^(x+tAx). We can regard the ma-
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trix I — in (5.6) as a projection ma-
trix which projects the Newton's direction dNewton = " V L ^ ^ ( ^ ) ( ^ ) 
into the null space of the matrix A such that the resulting vector Ax is a 
o 
descent direction in the set {x | x G JT and Ax = 6} and AAx = 0. 
The function '0(0) that we defined in (5.4) is the value-estimation function 
which provides a quality measure of the estimation 6. Similar to the value-
estimation function 机 Q ) also has the following nice properties of the 
function: 
Lemma 5.1 Properties of the function 
The value-estimation function《(以)has the following properties: 
(a) 0 <9* _ > 0. 
(b) 6 = 6* ^ _ = 0. 
(c) 0 > 0* 分 ^((9) < 0. 
(d) ip{0) is a decreasing function of 0. 
(e) ip{9) is a continuous function of 6. 
(f) 'ip{6) is strictly convex on {9 \ 6 < 6*} and it is concave on {9 \ 6 > 6*}. 
Proof: Similar to the proof of Lemma 4.3. • 
5.2.2 Value Estimation Approach to Iri-Imai Method 
From the results of Lemma 5.1, we can conclude that xp^ O) = 0 if and only 
if ^ — That is, the optimal objective value of (P4) is exactly the unique 
root of the function 机 Q ) . As a result, we have the following extension of 
modified Iri-Imai algorithm called "Value Estimation Approach to Iri-Imai 
Method for Constrained Optimization". The optimal objective value and the 
optimal solution are searched in a two-level iterative scheme. In the lower 
level of each iteration, an auxiliary optimization problem (P^) with a fixed 
parameter 6 is solved, while in the upper level, the parameter is adjusted 
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through finding the unique root of the function ^>{9). 
Algorithm 5.2: Extension of Modified Iri-Imai Algo-
rithm 4.1 for Some More General Convex Programming 
Problem 
o 
For this algorithm, the input includes the initial interior point x^ ^ T and 
Ax^ — b, the initial lower bound of the optimal value Oq and the precision 
parameter e > 0. The output consists of a sequence of solutions x^ and 
Ax^ 二 b, kkl. 
Step 0. Let k := 1. Solve the unconstrained global problem (5.4) by 
Newton,s Method with Q 二 Ql^ at X oc . Return an optimal 
solution x\ Set 二 外 and = f(x^) such that 6>* G [6[, O^ . 
Step 1. Solve (5.4) by Newton's Method with 0 = + at x = x^. 
Return an optimal solution 
Step 2. Termination Rule. 
If f^c - < e or = 0, set 6>* 二 6> and x* = stop. 
Otherwise, go to Step 3. 
Step 3. Updating Rule. See (a) and (b) below. 
(a) If > 0, set e i ^ . ^ e . 
If /(x^+1) < 91 set 牧+1 = /(x^+i), otherwise, set =收， 
A; :二 /c + 1; go to Step 1. 
(b) If <^>0(0：於+1) < 0, set 代+1 二 6[ and O^^, = k := k ^ 1; 
go to Step 1. 
By using the previous result, for a fixed value 0 and for a given point x with 
o 
X ej^ and Ax = 6, to solve problem (P^) is equivalent to find iteratively the 
optimal direction Ax = [ / - dNewton 
where dNewton = and the optimal step length t* by 
updating x = x -h t* A x until + t* A x) ^ 0. Therefore, we have the 
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following Generalized Newton's Method: 
Newton's Method 
Step 0. Let i := 0 and set y�二 
Step 1. Solve the Newton equation vly^eiv')(^Newton = 一 Vy M v ” . 
Put = [J - cP^N一 
Find 汗々 1 ：二 yi + ti A such that + U A 二 
mint>o + t A y ” , Go to Step 2. 
Step 2. If < e, return = and then stop; otherwise, 
let i := 1, and go to Step 1. 
5.3 Extension of Value Estimation Approach 
to Iri-Imai Algorithm 4.2 for More Gen-
eral Constrained Optimization 
5.3.1 Formulation and Properties 
In this section, we will extend the idea of Modified Iri-Imai Algorithm 4.2 
to solve some more general convex constrained optimization problem in the 
form of (P4). Similar to the approach in the last section, except that, for a 
fixed parameter /i > 0, we use the new smooth multiplicative barrier func-
tion with the optimal objective value known to be 6*. Then (P4) is 
equivalent to the following problem: 
min ,(x) 
(P12) � ’ " 
s.t. Ax 二 6, 
/ , \ m+h 
where = 2 财 " n r 二 “ - " 糾 ，and h 1 ^^  肌 
integer such that m + /i is an odd number. 
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However, similarly, if a strict lower bound 9 of the optimal value 0* is used 
instead. Then the new smooth multiplicative barrier function 
/ , \ m-\-h 
屯 " ’ " ⑷ = 2 1 = 1 ( 1 “ 工 ) ) (5.7) 
o 
is still strictly convex in JF, Hence, it will have the unique minimum point 
O 
in T- For a sufficiently small value fi, as 6 tends to the optimal objective 
value Q*, the solution x^ ^^  of the minimization problem with objective func-
tion and constraint Acc 二 b tends to the solution x* of the original 
minimization problem (P4) or (P12) (i.e. lim^.,^* = x*). Therefore, to 
solve the problem (P12) is equivalent to solve a whole family of problems 
indexed by the parameter Q for a fixed value fi in the form of 
I min 
s.t. Ax = b. 
for which the lower bound 6 of the optimal objective value is updated each 
time until it reaches the true optimum value 6*. 
Similarly, (P^) can be viewed as a function of 6, define it as 
对 i n f 。 对 ( 5 . 8 ) 
Ax=b-, xGjF 
The set of optimal solutions to the problem (5.8) also forms a path through 
the interior of the feasible solutions. Hence, the path formed by the mini-
mum points in problem (Pj ) when the lower bound 6 of the optimal value 
goes up to the true optimal value is the analytic central path. 
By the same argument, for a fixed parameter 6, given any point x with 
o 
X e J^ and Ax = b, to solve (Pj") is equivalent to find a step direction Ax 
with A{x + Ax) = b such that + Ax) is the minimum value of the 
function under the set {x + c^  | (i G Ad = 0 and f{x-^d) > 6}. From 
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the result that we proved in (A.22), this optimal direction Ax is 
A 工 - [ l - dr^ ewton (5.9) 
where dNewton = 中工厂丄 ^ ^：中� " � . 
Hence, A x in (5.9) is the descent direction of the problem However, we 
should find an optimal step length t* by Golden Section Method such that 
x+t*Ax e 免 =mint>0 a n d / ( x + r A x ) > 6. 
5.3.2 Value Estimation Approach to Iri-Imai Method 
The function that we defined in (5.8) is the value-estimation function 
which provides a quality measure of the estimation 6. 
As a result, we have the following extension of modified Iri-Imai algorithm 
called "Value Estimation Approach to Iri-Imai Method for Constrained Opti-
mization" .The optimal objective value and the optimal solution are searched 
in a two-level iterative scheme. In the lower level of each iteration, an auxil-
iary optimization problem with a fixed parameter 6 is solved, while in 
the upper level, the parameter is adjusted through bisection method. 
Algorithm 5.3: Extension of Modified Iri-Imai Algo-
rithm 4.2 for Some More General Convex Programming 
Problem 
For this algorithm, the input includes the initial interior point x^ e T and 
Ax^ = b, the initial lower bound of the optimal value 9Q and the precision 
parameter e > 0. The output consists of a sequence of solutions x^ e T and 
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s t e p 0. Let k ：二 1. Solve the unconstrained global problem (5.8) by 
Newton's Method with 6 = Oi at X -— X . Return an optimal 
solution Set 9[ = 6[ and = such that (9* e . 
Step 1. Solve (5.8) by Newton's Method with 0 = + /2 at x = x左. 
Return an optimal solution 
Step 2. Termination Rule. 
If 0 1 - 0 [ < e, set (9* 二 (9 and x* = stop. Otherwise, go 
to Step 3. 
Step 3. Updating Rule. See (a) and (b) below. 
(a) If /(x^+i) > 0, set (91+1 二 
If /(x^+i) < 91 set 明+1 = /(:r“i)，otherwise, set 收十丄=役， 
k := k + 1; go to Step 1. 
(b) If < e, set 代+1 = e[ and 收 = k := k ^ 1; 
go to Step 1. 
Newton's Method 
Step 0. Let z := 0 and set y^ = x^. 
Step 1. Solve the Newton equation •《，《"(？/口^滴，=一 Vy 
Put Ayi = [ / - V ^ U " 勺 1 們 — 1 � d ] 一^ 
Find y“i := U A such that + U A = 
mini>o $ � “ 2 / + 力 A Go to Step 2. 
Step 2. If $ � " ( 2 / + i ) < e or / (V+i ) < (9’ return a:糾 二 y终i and then 
stop; otherwise, let i i + 1，and go to Step 1. 
5.4 Numerical Results 
In this section, we will show the experimental results based on the Algorithms 
5.1, Algorithm 5.2, and Algorithm 5.3, respectively, by considering two types 
of problems which are the randomly generated convex quadratic program-
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ming problems with linear inequality and equality constraints based on the 
paper "Randomly Generated Test Problems for Positive Definite Quadratic 
Programming" [9], and the randomly generated convex quadratic program-
ming problems with convex quadratic inequality constraints and linear equal-
ity constraints based on the modification of [9]. In Appendix B，we will give 
the idea and the modification of Lenard's paper [9] on randomly generat-
ing the convex quadratic programming with linear constraints and convex 
quadratic constraints, respectively. 
For the reason that we mentioned before, we will minimize the logarithmic 
barrier function of / / along the descent direction (5.2) / (5.6) / 
(5.9) practically. The formulae of the gradients and Hessian matrices of func-
tions (j)e,尘tw and also the Newton's directions of the multiplicative 
barrier functions and can be found in Appendix A. 
5.4.1 Numerical Results Based on Algorithm 5.1 
Convex Quadratic Programming Problems with Linear Inequality 
and Equality Constraints 
We consider the convex quadratic programming test problems, which are ran-
domly generated by the method from "Randomly Generated Test Problems 
for Positive Definite Quadratic Programming" [9] (the idea of the method 
will be discussed in Appendix 2), in the format as follows: 
min x^Qx + p^x + r 
s.t. Ax < b, 
(P13) — 
Cx 二 d, 
X e 况 
where .4 G 况 t e U ^ . C e 况ixn，d e Q e 况nxn，p e 况n, and r e 况. 
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( a j \ 
T 
a2 
By using the same notations as in Chapter 3, that is ^ = and 
o T 
\ 认m J 
h 
b = where ai G 况""and G 况 for 二 1, 2, •. • , m. 
^ bm j 
Without considering the linear equality constraints in problem (PI3), for x G 
O 
T2 — {x \ Ax < b}, the multiplicative barrier function 屯0 and the logarithmic 
barrier function 如 , w i t h the 9* as the parameter, respectively are 
不 , � ( x ^ Q x + p ^ x + r - 6 > * ) 爪 , 、 
� = - — — — — t - H ， 5.10 
and 
m 
如* {x) = (m + \og{x^Qx + log(6i 一 aJx) (5.11) 
i=l 
where we set = 2 or = 3 (depending on m is odd or even). 
Hence, (PI3) is equivalent to 
. 不 , � (x^Qx + p^x + r -
(P14) U i = i { b z - a i x ) 
S . t . C X — d. 
By using the result in (5.2), the feasible descent direction of problem (P14) 
is 
A t = [/ — vL^^* dNe械on (5.12) 
where dNewton = - ( x ) . 
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After applying the Extension of Modified Iri-Imai Algorithm 5.1 to 20 ran-
domly generated test problems for each size by the method from [9] to min-
imize (5.11) using the feasible descent direction (5.12) and setting e 二 10—6, 
we get the overall numerical results which are summarized in Table 5.1. 
Convex Quadratic Programming Problems with Convex Quadratic 
Inequality Constraints and Linear Equality Constraints 
Similarly, we consider the convex quadratic programming test problems, 
which are randomly generated by the modification of "Randomly Gener-
ated Test Problems for Positive Definite Quadratic Programming" [9] (the 
idea of the method can be found in Appendix 2), in the format as: 
min x^Q^x + p^^x + 
, \ s.t. x^Q'x + f ^ x + r^  < 0, for i = 1, 2 , . . . , m. 
(P15) ， , , 
Ax = b, 
X e况几’ 
where A e 况ixn, ^ ^ 况i, Qi ^ 况nxn, y e 况n, and 尸 e 况，fon = 0,1，...，m. 
o 
Without considering the linear equality constraints, for x eJ^3 = {x \ 
•T . 
p" x + < 0 for z == 1, 2 , . . . , m} , then the multiplicative barrier function ^e 
and the logarithmic barrier function 如 , w i t h the parameter for problem 
(P15), respectively are 
尘没 * ⑷ = 『 f ‘ T .、、， (5.13) 
and 
m 
� = ( m + /i) logOrTQOx + /T工 + - r ) - ^ \og{-x^Q'x - — r ” 
i = l 
(5.14) 
where we set = 2 or 二 3 (depending on m is odd or even). 
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Hence, (PI5) is equivalent to 
mm (x) 二 ^ — — ) - ^ 
(P16) 117=1 ( — ( F Q k + + r ” ) 
s.t. Ax = b. 
By using the result in (5.2), the feasible descent direction of problem (P16) 
is 
A t = - V L 盃 � — 巾 1 乂 ] dNeurton (5.15) 
where dNewton = 
After applying the Extension of Modified Iri-Imai Algorithm 5.1 to 20 ran-
domly generated test problems for each size by the method from [9] to mini-
mize (5.14) using the feasible descent direction of (5.15) and setting e = 10—6, 
we get the overall numerical results which are summarized in Table 5.2. 
5.4.2 Numerical Results Based on Algorithm 5.2 
Convex Quadratic Programming Problems with Linear Inequality 
and Equality Constraints 
We consider the randomly generated convex quadratic programming test 
problems in the form of (P13). Without considering the linear equality con-
O 
straints in problem (P13), for 2； e = {:z; | Ar < 6}，the multiplicative 
barrier function ^e and the logarithmic barrier function 如 , r e s p e c t i v e l y , are 
不 ( � [x^Qx + pT^ ； + 卜 rnm+Zi 
= 隐 - a " ， (5.16) 
and 
m 
M^) = {m-hh) log{x^Qx + \og{b^ — ajx) (5.17) 
Z=1 
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where we set 二 2 or /z 二 3 (depending on m is odd or even). 
Hence, (P13) is equivalent to solve a sequence of problems indexed by 6 in 
the format as: 
. 不，、 (x^Qx -^p^x + r - 60爪 
m m X 二 fvfTTu——tV 
(P17) W i ^ i i h - a l x ) 
s.t. C X — d. 
By using the result in (5.6), the feasible descent direction of problem (P17) 
is 
A r = f / - vLMo^y'c^iCvLM^y'c^r'c] dN咖ton ( 5 . 1 8 ) 
L _ 
where dNewton = 
After applying the Extension of Modified Iri-Imai Algorithm 5.2 to 20 ran-
domly generated test problems for each size by the method from [9] to min-
imize (5.17) using the feasible descent direction (5.18) and setting e = 
we get the overall numerical results which are summarized in Table 5.3. 
Convex Quadratic Programming Problems with Convex Quadratic 
Inequality Constraints and Linear Equality Constraints 
Considering the randomly generated convex quadratic programming test 
problems in the form of (P15). Without considering the linear equality con-
O rp • T 
straints, for x I x^Q'x + x + < 0 for i = 1, 2,... , m}, then 
the multiplicative barrier function 少没 and the logarithmic barrier function 
如，respectively, are 
不 , 、 ( x ^Q ^ x + p^^x + r 。— 6 0 爪 , 、 
屯 “ 工 ） = — — 5 . 1 9 




M^) = {m^h) log{x^Q'x + pOT工 + - - ^ log{-x^Q'x — p'^x - r” 
i=l 
(5.20) 
where we set /z = 2 or /i = 3 (depending on m is odd or even). 
Hence, (PI5) is equivalent to solve a sequence of problems indexed by 6 in 
the format as: 
• ^ ( � (x^QOx + + r�—約爪+" 
mm = )-——^ 
(P18) YlT=i [ - i ^ ^ Q ' x + P ' ^ x + ” ) ） 
s.t. Ax — b. 
By using the result in (5.6), the feasible descent direction of problem (P18) 
is 
A:r = [ / — v L M ^ y ' ^ ^ i ^ v l x ^ e i x y ' A ^ y ' A ^ d e^wton (5.21) 
where dNewton = -v lx^e iocy^vx^e ix ) . 
After applying the Extension of Modified Iri-Imai Algorithm 5.1 to 20 ran-
domly generated test problems for each size by the method from [9] to mini-
mize (5.20) using the feasible descent direction of (5.21) and setting e 二 10-6, 
we get the overall numerical results which are summarized in Table 5.4. 
5.4.3 Numerical Results Based on Algorithm 5.3 
Convex Quadratic Programming Problems with Linear Inequality 
and Equality Constraints 
Without considering the linear equality constraints in problem (P13), for 
O 
X e {o： \ Ax < b} and for a sufficiently small e, the new smooth mul-
tiplicative barrier function and the logarithmic barrier function 
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respectively are 
( + x^Qx + p^x + r - 6') 
I V � = \ / 




� = [ m + h) \ogGe,^{x) - — ajx) — (m + h) log2 (5.23) 
i=l 
where Ge,^(x) 二 ^J[x^Qx + ^x + r — 6>)2 + // + 'i^Qx + ^x + and we 
set = 2 or /i = 3 (depending on m is odd or even). 
Hence, (PI3) is equivalent to solve a sequence of problems indexed with Q in 
the form of 
. , 、 — 刺 广 
(P19) mm 糾 二 -aJx) 
S-1. C X — d. 
By using the result in (5.9), the feasible descent direction of problem (P19) 
is 
A工二 [/ _ d編on (5.24) 
where dNewton = " V L ^ ^ ^ W " V x ^ J ^ W . 
For each fj. with value 10"^, and 10—2° respectively, we apply the Ex-
tension of Modified Iri-Imai Algorithm 5.3 to 20 randomly generated test 
problems for each size by the method from [9] to minimize (5.23) using the 
feasible descent direction (5.24) and setting e = we get the overall nu-
merical results which are summarized in Table 5.5, Table 5.6, and Table 5.7, 
respectively. 
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Convex Quadratic Programming Problems with Convex Quadratic 
Inequality Constraints and Linear Equality Constraints 
Without considering the linear equality constraints in the randomly gener-
O 
ated convex quadratic problems in the form of (P15), for x eJ^s— {x 
x^Q'x + + < 0 for < = 1，2, •. •，m} and for a sufficiently small ji, 
then the new smooth multiplicative barrier function and the logarith-
mic barrier function 小 ^ r e s p e c t i v e l y are 
少 ^ ⑷ = 严 ， " ⑷ 广 ^， (5.25) 




权“⑷= {m + h) \ogGe,^{x) - - p�—r” - (m + h) log2 
(5.26) 
where - yj{x^Q^x + p^^x + r^ - 6')2 + ^ + x^Q'^x + + 厂0 —以 
and we set = 2 or = 3 (depending on m is odd or even). 
Hence, (P15) is equivalent to solve a sequence of problems indexed with 6 in 
the form of: 
. , 、 {Ge M 广 
m m ( x ) 二 、"，“、“ 
(P20) ’ YlT=i (-(工tqz工 + P � + ”)） 
s.t. Ax = h. 
By using the result in (5.9), the feasible descent direction of problem (P20) 
is 
v L ^ ^ L ⑷ 否 《 “ 工 d N e 流 几 ( 5 . 2 7 ) 
where dNewton = " V L ^ ^ ^ W " Vx^J； ^ (x). 
For each ju with value 10"^, and 10—2° respectively, we apply the Ex-
tension of Modified Iri-Imai Algorithm 5.3 to 20 randomly generated test 
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problems for each size by the method from [9] to minimize (5.26) using the 
feasible descent direction (5.27) and setting e = we get the overall 
numerical results which are summarized in Table 5.8, Table 5.9, and Table 
5.10, respectively. 
The results showed in this chapter are using the same notations as in Chapter 
3 and Chapter 4 except that m denotes the number of inequality constraints 
here. 
Table 5.1: Numerical results for problem (P13) based on algorithm 5.1 
Size of A Size of C f^ Nn 色 Ve 
151 X 100 50 X 100 6.400 0.674 9.290784 x 10"® 3.158182 x 10—n 
301 X 200 100 x 200 6.850 0.661 4.668776 x 10—6 6.852308 x IQ-^^ 
451 X 300 150 X 300 6.600 0.568 2.562244 x lO"® 4.586118x 10—12 
601 x 400 200 X 400 6.750 0.618 1.908421 x 10—6 9.977230 x IQ-^^ 
751 x 500 250 x 500 6.400 0.884 2.014168 x 10—6 1.154700x 10—12 
901 X 600 300 X 600 6.900 0.516 1.399967 x 10—6 7.417208 x 10— 
1051 X 700 350 X 700 6.800 0.695 1.111515 x 10—6 3 .770818x 10—13 
1201 X 800 400 X 800 6.650 0.555 9.146155 x lO—? 2.563207x 10—13 
1351 X 900 450 x 900 7.150 0.345 6.730742 x 10"^ 1.499471 x IQ-^^ 
1351 X 950 450 x 950 6.250 0.618 5.886050 x lO"® 1.412323 x lO—n 
1426 X 950 475 x 950 6.400 0.568 4.995894 x 10—6 1.142984 x 10—n 
1501 X 1000 500 X 1000 6.250 0.513 6.217117 x lO"® 2.134542 x lO—n 
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Table 5.2: Numerical results for problem (PI5) based on algorithm 5.1 
m Size of A N e Vg 
151 50 x 100 11.350 2.029 3.622433 x 10—5 1.025362x 10—9 
301 100 X 200 13.550 4.787 2.754935 x 10"^ 4.485826 x lO—io 
451 150 X 300 13.950 5.208 2.183973 x 10"^ 2.857137 x 10—lo 
601 200 X 400 14.900 3.884 1.339992 x 1.662004 x lO—io 
751 250 X 500 15.100 2.200 2.224001 x 10—5 1.859750 x lO—io 
901 300 X 600 16.800 6.484 2.038368 x 10—5 1.618547 x 10—lo 
1051 350 X 700 16.800 7.326 1.073784 x 10"^ 1.061778 x 10-^° 
1201 400x 800 15.450 7.103 1.212756 x 10"^ 8.042683 x lO—n 
1351 450x 900 17.250 12.934 1.526888 x 10—5 9.074746 x lO—u 
1351 450 X 950 13.650 4.134 1.109744 x 7.821633 x 10"^ 
1426 475 X 950 13.500 7.000 8.642484 x 10—5 2.976890 x 10—9 
1501 500 X 1000 12.850 4.134 5.179098 x IQ-^ 5.205564 x IQ-^ 
Table 5.3: Numerical results for problem (P13) based on algorithm 5.2 
Size of A Size of C Ni Vat, N2 Yn^ & Vg 
151 X 100 50 X 100 16.400 0.253 41.500 0.684 2.218360 x 10"^ 7.283104 x 10—n 
301 x 200 100 X 200 16.300 0.432 40.100 0.937 9.484241 x 10—6 8.441741 x IQ-^^ 
451 x 300 150 X 300 16.600 0.253 40.500 0.474 7.704025 x 10—6 1.178329 x 10—n 
601 X 400 200 X 400 16.200 0.168 40.000 0.842 5.041410 x 10'^ 4 . 1 5 7 1 9 6 x IQ-^^ 
751 x 500 250 x 500 16.050 0.471 36.000 2.632 1.662543 x 1.916133x10—10 
901 X 600 300 X 600 16.100 0.095 36.800 0.379 4.366453 x IQ-^ 1.364550x10—12 
1051 X 700 350 X 700 16.100 0.516 36.500 2.684 3.584057 x 10"® 1 . 8 6 8 8 7 4 x IQ-^^ 
1201 X 800 400 X 800 16.150 0.345 36.450 1.734 2.902422 x 10—6 1.128293x 10—12 
1351 X 900 450 x 900 15.800 0.379 35.500 2.579 2.189949 x 10—6 7 . 3 9 3 1 5 3 x IQ-^^ 
1351 X 950 450 x 950 16.300 0.221 36.550 1.208 2.953122 x 10—5 3.196276 x 10—10 
1426 X 950 475 x 950 16.400 0.253 36.750 1.039 2.554841 x 10—5 1.806946x 10—10 
1501 X 1000 500 X 1000 16.350 0.239 36.150 1.818 2.459528 x 10'^ 9.675251 x lO—ii 
82 
Table 5.4: Numerical results for problem (P15) based on algorithm 5.2 
m Size of A Ni Vat! N2 Yn^ e Vg 
151 50 x 100 10.250 0.197 30.450 1.208 3.386445 x 10"^ 2.033114 x lO—io 
301 100 X 200 9.550 0.261 30.200 2.168 1.837581 x 10"^ 1.279674x10—10 
451 150 X 300 9.050 0.050 30.150 2.134 1.553616 x 10—5 5.817755 x lO—io 
601 200 X 400 8.800 0.379 29.500 3.737 1.130096 x 10"^ 4.944471 x 10—n 
751 250 X 500 8.400 0.463 29.000 0.632 1.300893 x 10"^ 8.106931 x 10—n 
901 300 X 600 8.000 0.421 29.800 1.432 1.175242 x 10"^ 3.154245 x 10—n 
1051 350 X 700 8.300 0.642 29.900 1.779 7.716212 x lO"® 1.914343x 10—11 
1201 400 X 800 8.100 0.516 29.000 3.789 7.124453 x lO"® 3.575078x10—11 
1351 450 X 900 7.500 1.316 28.900 7.779 3.451585 x 1 .158726x 10—8 
1351 450 X 950 8.550 0.261 26.500 3.947 5.516916 x 10"^ 1.221189x 10—9 
1426 475 X 950 8.600 0.358 27.900 3.884 4.902303 x 10"^ 1.514732x10—9 
1501 500 X 1000 8.500 0.263 26.600 1.726 4.492185 x IQ-^ 6.376900 x 10—10 
Table 5.5: Numerical results for problem (P13) based on algorithm 5.3 
(/i = 10-5) 
Size of A Size of C Ni Y^i N2 Vat� e Vg 
151 X 100 50 X 100 20.900 0.095 43.7500 3.039 5.325247 x 10—2 7.758861 x 10—5 
301 X 200 100 X 200 20.950 0.050 42.850 0.871 2.685269 x 10—2 1.692648x 10—5 
451 X 300 150 X 300 20.950 0.050 42.550 1.208 1.737898 x 10—2 4.694309 x 1 0 ' ^ 
601 X 400 200 X 400 20.950 0.050 41.550 0.892 1.385757 x 10—2 3.807978 x lO"® 
751 X 500 250 x 500 21.000 0.000 40.900 1.147 1.061585 x 10—2 3.229784x 10—6 
901 X 600 300 X 600 20.900 0.095 40.400 0.463 9.145455 x 10—3 1.848046 x IQ-^ 
1051 X 700 350 X 700 20.900 0.095 41.100 1.147 7.561779 x IQ-^ 1.562115 x 10—6 
1201 X 800 400 X 800 20.900 0.095 39.900 1.568 6.562389 x 10—3 1.168020 x lO"® 
1351 X 900 450 x 900 21.000 0.000 39.600 1.305 6.110498 x IQ-^ 5.088314 x 
1351 X 950 450 x 950 21.000 0.000 38.600 0.674 4.866926 x IQ-^ 1.778807 x IQ-^ 
1426 X 950 475 x 950 20.900 0.095 37.500 1.737 4.917746 x 10—2 1.469276 x 10—5 
1501 X 1000 500 X 1000 20.100 0.095 35.900 0.516 4.756417 x 10—2 1.448818x 10—5 
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Table 5.6: Numerical results for problem (PI3) based on algorithm 5.3 
(M = 10-10) 
Size of A Size of C Ni Yn^ N2 Vat^ & V, 
151 X 100 50 X 100 18.400 0.253 43.150 1.082 2.943513 x 10—4 6.323388 x 10—9 
301 x 200 100 X 200 18.500 0.263 41.450 1.524 1.412482 x 10—4 5.288843x 10—10 
451 x 300 150 X 300 18.150 0.239 40.600 1.200 9.575109 x 10—5 1.518389 x 
601 X 400 200 X 400 18.250 0.303 41.000 1.579 7.336792 x 10—5 1.567124 x 
751 x 500 250 x 500 18.350 0.450 40.750 1.144 6.208319 x 10—5 5.843580 x lO—n 
901 x 600 300x 600 18.300 0.432 40.400 0.674 4.493971 x 10—5 9.443878x10—11 
1051 X 700 350 x 700 18.200 0.379 40.100 1.358 4.173235 x 10—5 5.418011 x 10—n 
1201 X 800 400 X 800 18.300 0.432 39.100 1.568 3.601065 x 10—5 6.328114 x 10—n 
1351 X 900 450x 900 18.200 0.379 38.900 0.937 3.361463 x 10—5 1.476282 x lO—n 
1351 X 950 450 x 950 18.400 0.253 39.400 2.779 2.842937 x 10—4 2.598928 x 10—8 
1426 X 950 475 x 950 18.400 0.253 39.200 1.011 2.938141 x 10—4 5.242233x 10—9 
1501 X 1000 500 X 1000 18.400 0.253 38.200 1.642 3.313466 x 10—4 1.785186x 10—8 
Table 5.7: Numerical results for problem (P13) based on algorithm 5.3 
(M = 10-20) 
Size of A Size of C Ni Vat, N2 Yn^ e Ve 
151 X 100 50 X 100 18.500 0.263 42.550 1.839 1.686211 x 10—4 3.411719x10—9 
301 X 200 100x 200 18.500 0.368 41.300 0.853 7.500645 x 10—5 1.122826x 10—9 
451 X 300 150 X 300 18.250 0.303 40.850 1.608 4.892746 x 10—5 2.697426 x 10—10 
601 X 400 200x 400 18.450 0.261 41.300 1.274 3.661032 x 10—5 2.103289 x 10—10 
751 X 500 250 x 500 18.300 0.432 40.800 2.168 2.658904 x 10"^ 7.686840 x 10—n 
901 X 600 300 X 600 18.300 0.221 40.500 0.684 2.669629 x 10—5 9.748655 x lO—n 
1051 X 7 0 0 350 X 700 1 8 . 5 0 0 0.263 40.900 0.937 2 . 0 1 0 5 9 7 x 10—5 8.456872 x 1 0 一 n 
1201 X 800 400 X 800 18.300 0.432 39.200 2.063 1.338778 x 10—5 1.396005 x lO—n 
1351 X 900 450 x 900 18.100 0.516 39.200 2.274 1.478759 x 10—5 4.713074x 10—11 
1351 X 950 450 x 950 18.600 0.253 39.700 0.642 1.230239 x lO"'^  1.525192 x 10—9 
1426 X 950 475 x 950 18.700 0.221 37.800 1.432 1.550957x10—4 2.335104x 10—9 
1501 X 1000 500 X 1000 18.300 0.221 37.100 0.516 1.308279 x 10—4 2.167883 x 10—9 
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Table 5.8: Numerical results for problem (P15) based on algorithm 5.3 
(/^ = 10-5) 
m Size of A Ni Y n ^ N2 Y n 2 e Ve 
151 50 X 100 15.350 0.239 32.450 1.103 9.034084 x 10—2 9.784962 x 10—5 
301 100 X 200 15.000 0.000 32.150 0.450 4.796652 x IQ-^ 1.943059 x 10"^ 
451 150 X 300 14.850 0.134 32.100 1.674 3.352149 x 10—2 1.642006 x 
601 200 X 400 14.550 0.261 31.500 1.316 2.600940 x 10—2 4.930275 x 10—6 
751 250 X 500 14.450 0.261 30.900 1.042 2.085611 x 10—2 2.845405 x 10"^ 
901 300 X 600 14.500 0.263 30.800 1.221 1.172046 x 10—2 1.748902 x lO"® 
1051 350 X 700 14.100 0.095 30.800 1.432 1.525165 x IQ-^ 3.832275 x 
1201 400 X 800 14.300 0.221 30.400 1.516 1.353330 x 10—2 1.124729 x 10"® 
1351 450 X 900 14.000 0.000 30.100 0.516 1.219716 x 10—2 8.210767 x 10"^ 
1351 450 X 950 1 4 . 2 0 0 0.168 29.800 1.221 1.102871 x lO—i 7.533374 x IQ-^ 
1426 475 X 950 14.100 0.095 29.700 0.853 1.089347 x IQ-^ 3.812890 x 10"^ 
1501 500 X 1000 14.000 0.000 29.200 0.589 1.055092 x 10—1 1.232201 x 10—5 
Table 5.9: Numerical results for problem (P15) based on algorithm 5.3 
(/i = 10-10) 
m Size of A Ni Vn! N2 Y n 2 e Ve 
151 50 X 100 12.550 0.261 31.600 1.305 2.711095 x 10—4 1.372997x 10—9 
301 100 x 200 11.700 0.221 31.000 2.316 1.427891 x 10—4 7.683182 x 10— 
451 150 X 300 11.350 0.345 31.100 2.621 9.144921 x 10—5 1.872588 x 10-^° 
601 200 X 400 11.200 0.484 31.050 2.892 6.734929 x 10—5 2.173852 x 10-^° 
751 250 X 500 10.750 0.197 30.400 0.989 5.645687 x 10—5 8.246181 x lO—u 
901 300 X 600 10.800 0.168 30.000 2.105 4.506554 x 10—5 7.996881 x lO—n 
1051 350 X 700 10.600 0.463 29.900 4.095 3.894616 x lO—s 2.646463 x 
1201 400 X 800 10.800 0.168 30.400 1.516 3.150958 x lO—s 6.146029 x lO—n 
1351 450 X 900 11.200 4.379 33.200 10.695 3.417469 x IQ-^ 3.582877 x 10—n 
1351 450 X 950 10.800 0.168 29.600 1.305 2.648986 x 10—4 7.981050 x 10—10 
1426 475 X 950 10.700 0.221 28.300 2.537 2.907568 x IQ-^ 6.881525 x 10一丄。 
1501 500 X 1000 10.800 0.168 28.200 3.537 2.798662 x 10—4 2.089602 x 10—9 
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Table 5.10: Numerical results for problem (P15) based on algorithm 5.3 
(M = 10-20) 
m Size of A Ni Y n ^ N2 Y n ^ e Ve 
151 50 X 100 12.550 0.366 32.200 1.221 1.513610 x 10—4 1.779558 x IQ-^ 
301 100 X 200 11.900 0.095 31.250 2.408 9.286942 x 10—5 5.552854x 10—10 
451 150 X 300 11.350 0.450 31.000 2.421 6.098165 x 10—5 1.494952 x IQ-^® 
601 200 X 400 11.350 0.345 31.500 2.368 4.478595 x 10—5 1.228166 x lO—io 
751 250 X 500 10.700 0.432 30.800 1.853 3.569593 x 10—5 1.090501 x lO—io 
901 300 X 600 10.900 0.305 30.700 3.589 2.883461 x 10—5 8.271344 x lO—u 
1051 350 X 700 10.800 0.168 31.300 1.484 2.310213 x 10—5 6.248671 x lO—n 
1201 400 X 800 10.700 0.642 30.300 2.747 2.373210 x 10—5 2.422225 x lO—n 
1351 450 X 900 10.900 2.322 31.800 15.511 2.158711 x 10—5 1.825715 x lO—n 
1351 450 X 950 10.800 0.178 30.400 0.933 1.798486 x 10—4 1 .871649x 10—10 
1426 475 X 950 10.800 0.168 28.700 2.116 1.831250 x 10—4 2.014357x10—9 
1501 500 X 1000 10.500 0.857 28.500 2.286 1.805495 x 10—4 1.991501 x lO"® 
5.4.4 Summary of Numerical Results 
We can find that the results from all the tables are accurate since the absolute 
relative error are very small. Morevoer, the results show that the number 
of iterations for updating 0 and for applying Newton's method may not 
necessary proportional to the size of problem. 
Comparing the results by using Algorithm 5.2 (Table 5.3 and Table 5.4) and 
Algorithm 5.3 (Table 5.5 - Table 5.7 and Table 5.8 - Table 5.10), we can 
find that the number of iterations for updating 6 and for applying Newton's 
method by using Algorithm 5.2 is smaller that by using Algorithm 5.3 under 
the same number of variables and constraints. Moreover, the results by using 
Algorithm 5.2 are more accurate than that by using Algorithm 5.3. 
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Comaring the Tables 5.5 - 5.10, the results by using fi = lO—i�(Table 
5.6 and Table 5.9) and /i 二 IQ-^o (Table 5.7 and Table 5.10) are more 
accurate than that by using /i 二 10"^ (Table 5.5 and Table 5.8), re-
spectively. Moreover, the total number of iterations for updating 0 with 
l-i = 10—5 is more than that with /i = lO—i�or /i = 10—20• However, the 
total number of iterations for applying Newton's method are in general similar. 
Among all the results, we can easily see that the extension of the original 
Iri-Imai algorithm, i.e. Algorithm 5.1, is the most efficient. 
5.5 Chapter Summary 
In this chapter, we have extended the Iri-Imai algorithm to solve problems 
with both linear equality and convex inequality constraints. Moreover, the 
numerical results are presented. In general, these extended algorithms are 




In this thesis, the Iri-Imai method for solving convex programming problems 
has been explored. First, we reviewed the main idea of the paper "Con-
vergence Property of the Iri-Imai Algorithm for Some Smooth Convex Pro-
gramming Problems" written by Zhang [22]. We also implemented some 
experimental results for his algorithm. From the results, we can see that the 
original Iri-Imai method is accurate and efficient. However, the assumption 
that the optimal objective value is known in advance is not realistic in most 
cases. Therefore, we relaxed this requirement so that only a lower bound 
of the optimal objective value is needed. Then we update this value until 
it reaches the true optimum value by minimizing the multiplicative barrier 
function with an estimated optimum value of the original problem as the 
parameter. Hence, the original constrained optimization problem becomes 
unconstrained. Note that it is not really one problem, but rather a whole 
family of unconstrained minimization problems indexed by the parameter 6, 
which is the estimated optimum value of the original problem. For each (9， 
the minimum is attained at an interior point, and as 0 gets closer to (9*, which 
is the true optimum objective value of the original constrained optimization 
problem, this interior point moves closer to the optimal solution of the orig-
inal problem. View as a function of 6>, the path formed by the minimum 
points of the unconstrained problems when the lower bound goes up to the 
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true optimal value is exactly the analytic central path. Moreover, we proved 
that the true optimal objective value of the original problem is the unique 
root of value-estimation function. So, the optimal objective value and the 
optimal solution can be searched in a two-level iteration scheme that alter-
nates between a root finding phase and an unconstrained optimization phase. 
Compare in concept the value-estimation method in this thesis with other 
path-following methods for convex programming, here the estimated objec-
tive value is used as a parameter and is updated until it reaches the true 
optimal objective value by finding the unique root of the value-estimation 
function through bisection method. However, the parameter, we call it as 
barrier parameter, used in other path-following methods decreases from oo 
to 0 in such a way that the value of the parameter is reduced by a ratio 
smaller than 1. 
Due to the nonconvexity of the multiplicative barrier function, a new smooth 
multiplicative barrier function and its corresponding iteration scheme are de-
veloped to acquire computational tractability and efficiency. By using this 
new multiplicative barrier function, we derived the convergence rate of the 
algorithm without using the assumption of harmonic convexity of the func-
tions (The harmonic convexity is used only for the proof of the convergence 
rate in [22]). As we proved before, the Modified Iri-Imai method solves (CP) 
in no more than O ((1 + log(l/e)) {2p{m + h) log2 + m l o g N + /a) 
iterations. The complexity of our algorithm depends on the value of 
but the complexity of other path-following methods depends on the value of 
the initial barrier parameter. If these two values are comparable, then we 
can compare their complexities for solving the same (CP) under the same 
value of precision parameter. 
Finally, the extension of the Iri-Imai method for solving minimization prob-
lems with both linear equality and convex inequality constraints is developed. 
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Figure 6.1: Computational results for an example: the decrease of 
for (P3) with m = 801，n = 400，and = 10—5，10—i。，IQ-^ o, respectively 
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Figure 6.2: Computational results for an example: the decrease of ^^ (x)/(m + 
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Figure 6.1 and Figure 6.2 show the trend of the decrease of the value of 
in each iteration. We can see that the trends with /i = lO—io and 
10—2° are similar, but that with = 10"^ becomes flatter and flatter after 
some iterations. From all the numerical results, we conclude that both the 
original and modified Iri-Imai algorithms are accurate and efficient. From a 
computational point of view, further efficiency improvement can be achieved 
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by a careful treatment on the matrix manipulations. Moreover, we should 
choose a sufficiently small parameter /i when using in order to attain 
more accurate results. Nevertheless, we should avoid using too small fi as it 
will cause the singularity of the Hessian matrices. 
In Lemma 4.3, we proved that 柳 ) > 0 and is strictly convex on {6> | < 0*}, 
and < 0 and is concave on {(9 | 6> > (9*}. If we consider the simple 
example, Example 1，that we discussed in Chapter 4, then we will find these 
properties in its ijj function shown in Figure 6.3. 
Example 1 
min x^ 
s.t. - 3 . 5 < X < 3.5 
Then the value-estimation function ijj for Example 1 is 
= i n f 7"”~(工2 ~ 約 3 - (6 1) 
Figure 6.3: Graph of '0((9) for - 5 < 6> < 5 
1 ^ ^ J ^ ^ 4 
\ 
-
t h e t i 
Due to the convexity of 柳 、 o n {(9 | 6> g r } , if we only consider the half-
region {(9 I g without considering another half-region {没 | 没：> 没*}，then 
the optimal value 6* (it is 0 for Example 1) is not only the unique root of 
the function ip but also the unique minimum point of that function. Hence, 
we can propose two other schemes to update the lower bound of the optimal 
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value instead of the bisection method that we used in Chapters 4 and 5. The 
first scheme is to update the value of 0 by using Newton's method to solve 
i>{0) = 0 in such a way that § 二 Q - ^^^ where 6 is the new lower bound 
仰） 
of the optimal value. However, due to the degeneracy of the slope of the 
function this scheme is not efficient. The second scheme is to update the 
value of 6 by using Newton's method to solve 妙 = 0 so that 9 = (9- # (") 
and 6 < 0*. However, we can prove that ip"{0) 0 as (9 6>*. Therefore, 
this scheme is also not efficient. It brings out a question whether we can 
use a third scheme such that the value of 6 is updated as 0 = 6 -
However, involves the third differential of the objective function 
and constraints which are much more difficult to deal with. Therefore, 
it is challenging to improve the updating scheme of 0 (bisection method is 
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The multiplicative barrier function of problem (P) is = ^ )-
n = i ( - " 糾 ， 
and the logarithmic barrier function of problem (P) is 
如 ⑷ 二 (m + h) log ( f ( x ) - … - l o g ( - 幽 . 
The new smooth multiplicative barrier function and its logarithmic barrier 
function of problem (P)，respectively, are 
/ \ m+h 
( 7-) =： — / 
'， "、 )— 产 + " n r = i ( i ⑷） ， 




权 ； » = -(m + h) log2 + (m + h) logGo,^(x) - ^ 
2 = 1 
where G e , 抽 = " + + / W — 6. 
Since both the Original and Modified Iri-Imai Algorithms for convex pro-
gramming are an extension of Newton's method for constrained problems, 
therefore, in each iteration, Newton's direction is needed to be a search di-
rection so that the multiplicative barrier function or is mini-
mized along this direction. Therefore, it is crucial to find the gradients and 
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Hessian matrices of both and at different points x. However, 
practically, the value of function 少沒⑷ or can be so large that an 
overflow problem may be encountered sometimes. As a result, we minimize 
the logarithmic barrier function 如、工、/ along the descent Newton's 
direction of / instead. Hence, this appendix is organized as 
follows. First, we will review the idea of Newton's method. Then, we will 
derive the formulae of gradients and Hessian matrices for both multiplicative 
barrier functions and and logarithmic barrier functions ^^(x) 
and In addition, Newton's directions for the multiplicative barrier 
functions ^^(x) and in terms of gradients and Hessian matrices of the 
logarithmic barrier functions(/>0(x) and respectively, are derived here 
as well. Moreover, the search directions, for the extension of Iri-Imai algo-
rithm solving convex programming problem with linear equality and convex 
inequality constraints, are derived too. 
A.l Newton's Method 
Newton's method actually is a linearlization scheme for solving a nonlinear 
equation. 
Consider an equation l{x) = 0 where I : R 
Close the root x, we have the following when applying Taylor's expansion 
l{x) = l{x) + r{x){x -x) + o{\x - x\). 
Ignoring the high order part and considering l{x) = 0, we get an approxima-
tion 
. l{x) 
x = x -
Z , � 




“ � n Z2(Xi,:r2，-.. = 0 
l{x) = 0 < 
二 0 
. . . = 0 
\ 
we have a similar solution 
l{x) = l{x) + J{l{x)){x - x ) + o{\\x — x||) 
where J(l(x)) stands for the Jacobian matrix of /, i.e. 
/ dli(x) dli(x) \ 
测 ) = 赞 = ； . . . ： . 
磁 dlnjoo) dlnjx) 
\ dxi dXn J 
Therefore, 
X = X - J(l{x))-H{x). 
As we can view the unconstrained optimization problem as a problem of 
solving a nonlinear equation 
•<l>0 � = 0 , 
an optimal solution can be obtained by the following Newton's method, 
This is known as a pure form of Newton's method since the step length is 1. 
In the framework of iterative algorithms, the Newton's method has the fol-
lowing form, 
工 + 二工 + d Newton •> 
k 二 1,2, ••• starting from a given initial solution where d Newton = 
The step length in the above is 1. However, in most cases, the corresponding 
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solution rr科 1 二 ： + dNewton is not the best choice. For given 6,屯0(cc叫) 
is not always the minimum value along the direction dNewton. Therefore, the 
pure form Newton's method is generalized so that the framework of iterative 
algorithms becomes 
工 + ——工 + tkdNewton, = 1，2,... 
starting from a given initial solution where tk is the optimal step length 
O 
along the direction dNewton such that e T and + hdNewton)= 
mint>o + tdNewton)-
Hence, we will first find the largest step length t such that x^ + tdNewton ^ JT 
and then we apply Golden Section Method to find the optimal step length 
tk along the Newton's direction dNewton with t and 0 as the upper and lower 
bound of the step length, respectively. 
A.1.1 Golden Section Method 
For a given 0, the Newton's direction dNewton at the point Xk, and the largest 
feasible step length t that we described before, the Golden Section Method 
is given as follows: 
Step 0. Choose an allowable final length of uncertainty > 0. Let 
tti, 6i] = [0, t], Ai = ai + (1 — a){bi — ai), and /ii = ai -{-a{bi — 
ai), where a = 0.618，and let j = 1, go to Step 1. 
Step 1. If bj — dj < u, stop; the minimum point lies in [aj, bj]. Hence, 
take tk = aj. Otherwise, if 尘0(0；紀 + \jdNewton) > + 
fJ^jdNewton), gO tO S tep 2； and if + XjdNewton) < 少 於 + 
'^jdNewton), go to Step 3. 
Step 2. Let a^+i 二 Aj and bj+i = bj. Furthermore, let A^+i = fij and 
Mi+i = cij+i + Oi{bj+i - aj+i). Evaluate + fJ'j+idNewton) 
and set j = j + 1. Go to Step 1. 
99 
step 3. Let a^+i — aj and bj+i = fij. Furthermore, let /ij+i 二 Xj and 
Aj+i = a j + i + ( l - a ) ( 6开 i - a奸 1). Evaluate Newton) 
and set j 二 j + 1. Go to Step 1. 
For a given 0 and each given point 工於 with its Newton's direction dNewton, we 
can apply the above algorithm to find the optimal step length tk such that 
x^ -\-tkdNewton IS the minimum value along dNewton, i.e. + tkdNewton)= 
mini>o + tdNewUm). 
R e m a r k A . l The reduction ratio ^ ^ ~ ~ ^ ^ is always 0.618. 
bj - dj 
Remark A.2 During each new iteration, only one extra observation is 
needed: either + fij+idNewton) or + ^j+idNewton)- So the compu-
tational complexity is reduced. 
Remark A.3 Estimate of the number n of evaluations can be calculated as 
follows, (0.618广—1 < ^ ~ ~ . 
bi — ai 
A.2 Gradients and Hessian Matrices 
A.2 .1 Gradient of 
• 屯 — ( m + h ) {fix) 一 … [ r r 二 1 ( - ^ . ( x ) ) ] V . m 
Vx^ey^j — ‘ ； ^ 
r L : i ( " “工)). 
( / ⑷ - " 广 [ n r = i ’ 的 ⑴ 、 ⑷ ] 八 工 ) 
二 (m + “)(品丨「：)则 Vx fix) 
^,…、sr=i [n二，的（-1 广仍⑷]Vx9j{x) 
Q没⑷ r-rm / / XN 
r U i [9iix)) 
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= • 身 
(A.l) 
A.2.2 Hessian Matrix of 
舊 ) = ( 一 趟 - 巾 “ 4 赞 
( f i x ) - � + " - 2 
+ (m + + /I - ) ( � � V . m V . / � T 
fa I / ^ i ) ( 爛 - • 遍 1 :"工、T 
, ^ / Vxgijx) ^ Vx 
+ ( 1 ⑷ ) 2 I r ^ 
—(rr： I ⑷ 一 " 广 1 772 fM 巾 M • ••工"“工) 
— ( + “) [！二 (-"糾）•工工似 一 h 
+ (m + h)(m + h- 1) (/^(J 7 � ) ， � � V x m V . / � T 
( ) n r : i ( i 糾 ） i h 她 ） ） 
+ 糊 ± � g f 二 f )T _ 姆 ) ± T 
(—仍(I)) t r L 9 糾 J 
(A.2) 
A.2.3 Gradient of 如 ⑷ 
• 渊 = 發 
= 鮮 • 身 讓 . ( A . 3 ) 
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A.2.4 Hessian Matrix of 如 � 
2 , / X m + h 2 “ � m + h “ � “ � t 
VxxM^) = J7ZSZ v L / W - T — " " “ V x f { x ) ' 
J[x) f{x) - 0 
- I r ^ ^ + S • (A-4) 
A.2.5 Gradient and Hessian Matrix of in Terms 
o f VxM^) a n d vlxM^) 
= M 工 ） V x M 工 ( A . 5 ) 
• L 少 0 � = V x ^ d ( x ) Vx ^di^r + v L 
= ^ d ( ^ ) Vx M工、\/x M工r + M工)vL 如⑷ 
= 少 0 � [ M工 、 V x M ^ f + v L如⑷ ] • (A.6) 
A.2.6 Gradient of 
- — 
= 1 + ‘ V . / W (A.7) 
By using (A.7), we have 
=(m + h) I ' ^ V J S ^ • 遍 — f • 逃 ⑷ 
V ( / ( 工 H ) 2 + … ⑷ 一 广 ) ^ g拟 
= 二 ; V . / � — ± ^ (A.8) 
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A.2.7 Hessian Matrix of cj)卞如、 
2 ,+ / N — m-i-h 2 “ � ^ vlx9i{^) 
• 滅 " ( 到 = v . . m - ^ ^ ^ 
-l(m + h) [ ( / � — e Y + m]-3/2 (2 ) ( / (x ) - e) Vx fix) Vx /�丁 
_ m + h 2 f( — ( Y I ^ ^ ^ i M 
= 一 … 2 + 厂•二 八 t ^ t 
- ( 一 [ ( / ( : 二 3 / 2 • 急 側 T 
^ Vxgijx) Vx9i{xV . . 
A.2.8 Gradient and Hessian Matrix of in Terms 
� f V ^ � a n d vUlt^i^) 
Similar to (A.5) and (A.6), we have 
Vx^e,^^) = Vx (A.IO) 
•L衬’“工）二 [ Vx V . + • 
(A. l l ) 
A.3 Newton,s Directions 
Here we will derive the Newton's directions for both multiplicative barrier 
function ^^(a:) and positive approximated multiplicative barrier function 
少{“工)in terms of \7xM^) and v L ^ ^ W , and v l J t , 拍 , r e -
spectively. 
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A.3.1 Newton Direction of in Terms of SJx<h[冗) 
and v L 如 ⑷ 
dNewton = — [ vL W] Vx 屯0 0) 
— I — 1 
= ^ ^ [ Vt如⑷•工如⑷T + •【>。($)]—少乂工）Vx如⑷ 
=-.Vx Hoc, 0) Vx M^V + vlxM^)] -1 M工、 
= - Vx M^) 
I v l x M ^ y Vx M ^ ) Vx M 工 r v L ^ , ( . 
i + v.M^VvL M工” V . M ^ ) 糊 ' 
(A.12) 
From the above formula (A.12), we can find that the Newton's direction of 
the multiplicative barrier function ^^(x) is equal to the summation of two 
terms: the first term is the Newton's direction of the logarithmic barrier 
function 如(a:) and the second term is a product of a complicated matrix and 
the gradient of function 如 T h e r e f o r e , whether the Newton's direction of 
is in the opposite direction or in the same direction of Newton's direc-
tion of (x), respectively, depends on whether the second term dominates 
the first term or not. 
A.3.2 Newton Direction of in Terms of Vx(t>o 
and v L权“⑷ 
Similar to the result in the last subsection, we have 
^Newton = " [ VL Vx 
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二 -[vL权"⑷]—ivo：权;》 
v L ^ t ^ i ^ y v ^ 权“⑷ v ^ 权 / » T v L 么 1 + 
(A.13) 
By the similar argument as in the last subsection, from (A.13), whether the 
Newton's direction of is in the opposite direction or in the same 
direction of Newton's direction of respectively, depends on whether 
the second term dominates the first term or not. 
For all the experimental results we showed in the chapter 3，chapter 4 and 
chapter 5, the formulae (A.12) and (A.13) are used respectively to calculate 
the Newton's direction of ^o(x) and in each iteration. 
A.4 Feasible Descent Directions for the Min-
imization Problems (P51) and (Pj") 
In this section, we will derive the descent directions for the minimization 
problems (P^) and (P^), respectively. 
A.4.1 Feasible Descent Direction for the Minimization 
P r o b l e m s (P^) 
For a given lower bound 9 of the optimal objective value 0* of (P4), the 
minimization problem (P^) in Chapter 5 is as follows: 
(P.) min 
s.t. Ax = b. 
(f(x)—釣爪 
where <l>0(x) 二 ~ a n d /z > 1 is an integer such that m + h is 
an odd number. 
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o 
For a fixed parameter 0, given any point x with x G JF and Ax = 6, to 
solve (P^) is equivalent to find a step direction Ax with A{x + Ax) = b 
such that + Ax) is the minimum value of the function ^e under the set 
{rr + c^  I (i e 况几 and Ad 二 0}. 
We apply the Taylor's series expansion on the function 尘没 at rr + Ax , then 
we have 
+ A x ) ^ � + + l -Ax^ v L ^e {x )Ax + o(||Ax|p). 
(A.14) 
where � 
Therefore, as in Chapter 5, problem (P^) can be seen as to find a feasible 
direction A x such that 
min v L ^e {x )Ax + 
s.t. AAx = 0. 
Then the Lagrange necessary conditions for the above problem are 
‘ 1 
v L ^ ^ W A x + V x ^ ^ W ^ A x ) + A'^ A 二 0 
< 2 (A.15) 
A A x = 0 
\ 
f 
+ ••(：!：) + 机 二 0 
分 (A.16) 
A A x = 0 
V 
X 
A x + v L M 工 r V c c 歪如）+ v L ^ ^ W ' ^ ^ A 二 0 “ 、 
^ (A.17) 
A A x = 0 
Sw 
f 
Ax = —vL 屯 “ r r ) - i•為⑷— v L 糊 — 1 机 
分 (A.18) 
AI\x 二 0 
\ 
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By substituting the first equation into the second one in (A.18), we have 
+ A y l ^ M ^ y ' A ^ X = 0 (A.19) 
Since 0, then (A.19) is equivalent to (A.20) as follows: 
A = - ( A v l M ^ r ' A ^ r ' A v l M ^ r ' v . M ^ ) (A.20) 
By using the result in (A.18), we have 
A x = 一 [ / - v L 少 " ( 工 ) — ( 工 ) — i ^ T ) — • 【 工 少 " ( 工 ) - i • 工 巾 " ( 工 ） 
= 1 — ⑷工 ) - 1 作 • • � 工 d N e r o t o n (A.21) 
where dNewton = — • • 工 巾 w h i c h was described as before. 
Hence, Ax in (A.21) is the descent direction of the problem (P^). However, 
we shoulcl find an optimal step length t* by Golden Section Method such 
o 
that, .7： + t* Ax e T and 屯 o(工 + t* A x) = min^>o + t A x). 
A.4.2 Feasible Descent Direction for the Minimization 
Problems (P+) 
For a given lower hound 0 of the optimal objective value 0* of (PI), the 
niiniinization proi)loin (P^) in Chapter 5 is as follows: 
丄 mill (I>广,,(./•) 
s.t. AT = h. 
( \ "卜/i 
v / ( / ( , ) - f � + // + / ( ‘ r ) - " 
wlH�r(�（I)二>) - •nm (——rTY—^. and ” > 1 is an iiito-
- 11 丨二 1 (-"丨(：)） 
such that lu + h is an odd nunil)rr. 
Similarly, for a fixed parameter 0, given any point x with .r e T and Ax 二 b. 
to solve (PJ) is equivalent to find a step direction A.r with .4fx + Ax j = b 
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such that + Ax) is the minimum value of the function under the 
set + (i I fi G 况几，Ad ^ 0 and f{x -h d) > 0}. 
By using the result in (A.21), then the feasible descent direction A x is 
A x = - [ / - v L ^ U f i ^ v g A W — i ^ i ^ j U ^ i v A ^ W 
= I - V L 屯 “ ⑷ 尘 0�(工)-1#)-1义1 dNervton (A.22) 
where dNewton = " V L ^ ^ V x ^ ^ 
In this appendix, we explicitly showed the formulae of the Newton's directions 
of (^) and and the descent directions for the problem (P^) and 
(Pj ) , respectively. 
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Appendix B 
Randomly Generated Test 
Problems for Positive Definite 
Quadratic Programming 
In order to test the performances of the Original Iri-Imai algorithm, the Mod-
ified Iri-Imai algorithm, and the extension of the method for solving prob-
lems with both linear equality and convex inequality constraints numerically, 
a large number of suitable test problems is needed. In addition to use the 
linear programming test problems from COAP [1], we also generate the test 
problems randomly based on the paper "Randomly Generated Test Prob-
lems for Positive Definite Quadratic Programming" by Lenard and Minkoff 
9]. The procedure described in the above paper is for generating convex 
quadratic programming problems with linear equality and/or inequality con-
straints only. Therefore, we will extend this idea so that the test problems 
generated are convex quadratic programming problems with either linear in-
equality constraints or convex quadratic inequality constraints, and with or 
without linear equality constraints. In this appendix, we describe the proce-
dure on how to generate the above test problems randomly. 
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B.l Convex Quadratic Programming Prob-
lems with Linear Constraints 
B . l . l General Description of Test Problems 
Lenard and Minkoff developed quadratic programming problems which com-
bine aspects of the random and profile approaches. The positive definite 
quadratic programming test problems are generated in the form of linearly 
constrained linear least-squares problems as follows: 
min \\Cx — 
(P21) s.t. Ax 7] b, 
X G况几， 
where A e 况爪乂几，^nd 6 G C G 况“父几，d G ^ ^ || . || denotes the usual 
Euclidean norm, and 77 is a vector of relational operators chosen from the 
set { < , > } . Thus, generating one test problem is equivalent to generating 
values for every element of A, b, C, d, and 77. 
Problem (P21) is equivalent to the following QP problem 
min x^Qx + p^x + r 
(P22) s.t. Ax 7] b, 
X G况几， 
where Q = = r = cfd. 
The problems are generated to have a known optimal solution x* and also 
have one known feasible point, x^, which can be used as a starting point. For 
simplicity, we set x* = 1 and x^ == 0 for z = 1, 2 , . . . , n. 
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The procedure allows the user to specify: 
(1) the number of unknown parameters (n); 
(2) the number of observations ⑷； 
(3) the condition number of C (denote by cj); (Note: the condition 
number of the Hessian matrix of the objective function of the 
equivalent QP problem is o;^;) 
(4) the ratio of the final objective function value to the initial ob-
jective function value (denoted by 0 < < 1); 
(5) the number of constraints of various kinds, namely, 
(a) the number of equality constraints /xq, 
(b) the number of inequality constraints which are 
(i) active at the starting point x^ (/ii) 
(ii) active at the optimal solution point x* 
(iii) active at both and x* ( � 
(note: /i3 < min(/ii，/X2)) 
(iv) not active at x^ or x* [fi^). 
In addition to the constraints specified by the user, one more constraint is 
generated. This last constraint is chosen to ensure that x* is indeed the 
optimal solution, that is, x* and A*, where A* is the n-vector of optimal 
values for the Lagrange multipliers, satisfy the Kuhn-Tucker necessary and 
sufficient conditions for optimality. Thus, the total number of constraints is 
m 二 ,化 + /ii + + + AM + 1. (B.l) 
Moreover, the number of active constraints at (denote by ko) or at x* 
(denote by A'l) will not exceed n. Therefore, 
� 0 二 + (B.2) 
h = "0 + l-L2 + l < n . (B.3) 
In summary, the problems are generated to allow the user to control the 
size of the least-squares problem, the condition number of C, the number of 
111 
constraints, and the structure of the feasible region (the number of equality 
constraints and of inequalities which will be active at the feasible starting 
point and at the optimal solution). 
B.1.2 The Objective Function 
The objective function for the linear-squares problem is determined by the 
matrix C and the vector d in (P21). Following BirkhofF and Gulati [4], 
Lenard and Minkoff generated C as follows: C = P1DP2 where Pi and P2 
respectively are randomly generated qxq and nxn orthogonal matrices and 
D is di q X n diagonal matrix (Dij = 0, if z j). To generate the requisite 
orthogonal matrices, they used the procedure given by Stewart [12]. Stewart 
found the orthogonal matrix in the QR decomposition of some square matrix 
N, each of whose elements is chosen from the standard normal distribution 
(i.e. Nij � A A ( 0 , 1 ) for all i j where Af stands for Normal distribution). 
The condition number of C is determined by the diagonal elements of D, 
which are chosen as follows. 
A i 二 ^ (B.4) 
Du = , n - l ; (B.5) 
Dnn = V^] (B.6) 
where each Ui is a uniform variate on the interval (-1’ +1) (i.e. � 
+1) where lA stands for the Uniform distribution). As a consequence, 
the Hessian matrix of the corresponding quadratic programming problem has 
a, condition number of and eigenvalues ranging from 2/u to 2uj. 
Choosing the p-vector d is equivalent to choosing the vector of residual er-
rors in the least-squares problem at the optimal solution x*. Denoting the 
residuals by r* and setting d = Cx* + r*, where r* = /3z, z is an p-vector 
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whose components are standard normal variates, i.e. z � 1 ) , and ^ is a 
scalar. The magnitude of /3 is chosen so that the sum of squared residuals at 
the optimal solution will be equal to the user-specified fraction of the original 
objective function value; that is, 
P^zf = ||r*||2 = - d\f. (B.7) 
Since d = Cx* + 和 , ( B . 7 ) is a quadratic equation in (3, whose solutions are 
p = 士 么)2 + | | C 叫 / 2 } , (B.8) 
where v = x* — x^ and k 二 72/[( l — . 
The sign of the square root in (B.8) will be determined in conjunction with 
the construction of the constraints active at x*. Therefore, we choose the 
sign of the square root in (B.8) to be sign(L>T(7T么）the reason that will 
be given in section B.1.3. Hence, we have 
13 = /^{”TcT 么 + + (B.9) 
B.1.3 The Linear Constraints 
Without loss of generality, we can generate the problem with constraints in < 
and/or 二 only (i.e. without considering the constraints in the form of >, as 
an inequality with relational operator < is equivalent to that with relational 
operator > except that it is in opposite sign). Since Iri-Imai algorithm is 
an interior-point method that the starting point x^ should be in the interior 
of the feasible set, therefore, the inequality constraints generated in our test 
problems should not be active at That is, the values for /ii and /is are 
always 0. 
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Hence, without considering the inequality constraints active at x^ and that 
active at both x^ and x*, there are 3 different kinds of constraints specified 
by the user. The specified m constraints are generated, one at a time, in the 
form 
r p 
CLj X Tjj b j , j 二 1, 2 , . . . , m, (B.IO) 
where aj is an n-vector, rjj is a relational operator from the set { < , = } , and 
bj is a scalar. 
For V = X* — we have 
(1) Equality constraints (/io > 0): 
dj = {I-vv^/\\vf){pj/\\p,\\) (B . l l ) 
where / is an n x n identity matrix and pj is an n-vector whose 
elements are standard normal variates, i.e. pj � A / ' ( 0 , 1 ) for 
j — 1 ,2 , . . . , /xq. Then, after normalizing, we have aj = dj/\\dj\ 
for j = 1，2,... ,/io. We set bj = ajx^, and ly is = for j = 
1, 2,…，/iQ. 
(2) Inequatlity constraints active at x* not at {fi2 > 0): 
•圓 A ^ 
For j = //o + 1, •.. , Mo + set bj = {Pj/\\Pj\\) x* where pj � 
A/'(0,1) and then consider the case where x^ is feasible: 
( a ) i f {pjl\\pj\\)^x^ > hj, s e t aj -pj/\\pj\\, bj 二 - b j , a n d ly = < ; 
(b) otherwise, if {pj/\\pj\\)^x^ < bj, set a�=pj/\\pj\\, bj = bj, and 
”j = 
(3) Inequality constraints inactive at both x^ and x* > 0): 
For j = /io + + 1, • • • , Mo + + choose aj, a uniform 
variate on the interval (0, 1), and t j , a standard normal variate, 
i.e. cTj �Z^(0，1), and t ] � A / ' ( 0 , 1 ) . 
(a) If (jj < 0.5, set bj = + |r几 where pj � A / " ( 0 , 1 ) ’ 
then consider the case where x* is feasible: 
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m A A 
(i) if (pj/||pj||) X* > bj, set CLj = -pj/\\pj\\, bj = —bj, and ly = < ; 
(ii) otherwise, if {pj/\\pj\\)'^x* < bj, set aj = Pj/\\Pj\\, bj = bj, and 
Vj = <• 
A 
(b) If cTj > 0.5, set bj = {pj/\\pj\\) x* + 丨？“几 where pj �A^(0，1) , 
then consider the case where is feasible: 
(i) if {pjlWpjWYx^ > bj, set aj = -pj/\\pj\\, bj — -bj, and rjj 二 么 
(ii) otherwise, if {pj/\\pj\\)^x^ < bj, set aj — pj/\\pj\\, bj = bj, and 
Vj = <• 
Finally, we come to the construction of the last of the m constraints in the 
problem, which will denote by a^x rjm bm- The vector a^ must be chosen 
to satisfy the Kuhn-Tucker optimality conditions. Introducing a scale factor 
the objective function now becomes 
a'^WCx - d\f. (B.12) 
Letting 
g 二 YyjCij and h = (B.13) 
jeJ 
the optimality conditions become 
Kiam = -9 + a^K (B.14) 
where J is the index set of all constraints binding as equalities at x* (those in 
categories (1), and (2) above) excluding this last one, and A* is the optimal 
value of the corresponding Lagrange multiplier. In particular, we adopt the 
convention A* = 1 for j G J. In order that be feasible with respect to 
this last constraint, we require that 辽爪 be oriented so that A^^'^a^ > 0. We 
know that - v ^ g > 0 (because x^ is feasible for all the previously defined 
constraints). To make v^h > 0, it is the reason that we choose the sign of 
the square root in (B.8) to be 
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Remark B . l We must make sure that v^h + 0 when generating the ob-
jective function. If the randomly generated residual error vector z yields 
v^h 二 0, a new z is generated. 
It remains to choose an appropriate value of o?. We separate it into two cases: 
(i) If v^g > 0 and ki > 1, we choose a^ = kiv^g/(^{ki — l)v^h). 
(ii) If /ci = 1 or v^g = 0，then we choose = 0.1||”||/||/i||, which scales 
the gradient at x* to have norm equal to 0.1 |丨叫. 
Set r]m = < , A^ = 1 and bm = a^x*, then we complete the construction of 
the last constraint. 
B.2 Convex Quadratic Programming Prob-
lems with Quadratic Inequality Constraints 
The positive definite quadratic programming test problems are generated in 
the form of quadratic constrained linear least-squares problems as follows: 
min \\Cx -…厂 
(P23) s.t. r r T Q j 工 工 + " < q, for = 1, 2 , . . . , m 
where Q] G 况""，and p^ G 况 H G R^ for j = 1, 2 , . . . , m, C G 况“父几， 
d G 况"，II . II denotes the usual Euclidean norm. Thus, generating one test 
problem is equivalent to generating values for every element of Q] ’, ,厂、C, d. 
Problem (P23) is equivalent to the following QP problem 
min .rTQOj + p^^ x + r° 
(P24) s.t. x'^Q^x + + rJ < 0. for j - 1. 2,. .. , m 
J G 况 
where Q � = C^C.p' 二 — r � = cf^d. 
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It is similar that the procedure allows the user to sp(x:ify the opljirml solution 
X*, a feasible point x^ and the following: 
(1) the number of unknown parameters (n); 
(2) the number of observations (q); 
(3) the condition number of C (denote by cj); 
(4) the ratio of the final objective function value to the initial objective 
function value (denoted by 0 < < 1); 
(5) the number of convex quadratic inequality constraints which are 
(i) active at the optimal solution point x* {Pi) 
(ii) not active at x^ or x* ( � 2 ) . 
Similarly, one more constraint is generated so as to ensure that x* is the opti-
mal solution (i.e. x* and A* satisfy the Kuhn-Tucker necessary and sufficient 
conditions for optimality). Thus, the total number of constraints is 
m = A + ^ 2 + 1. (B.15) 
Therefore, we can use the same approach in Section B.l.2 to generate the 
objective function. 
B.2.1 The Quadratic Constraints 
For generating the positive definite matrices Qj in the quadratic constraints, 
the approach is similar to generate the positive definite matrix Q^ in the 
objective function. For generating the quadratic constraints of various kinds, 
the method is similar to that in the previous section. Before generating 
the constraints, we should get the requisite n x n orthogonal matrix by P 
using the QR decomposition of some n x n square matrix N, such that 
Nij - A/'(0,1) for all 
For j = 1, 2, •. • , m, we have the following: 
We set the condition number of Q^ be uj'j where ooj � 2 ) . By using 
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equations (B.4) - (B.6), we have 
Dii = (B.16) 
Dii = = (B.17) 
D L = v ^； (B.18) 
where each Ui is a uniform variate on the interval (-1, +1) (i.e. Ui � 
1,+1)) . 
Then Qj = PD^P for j = 1，2,…，m. 
For j = 1, 2 , … , m - 1, we generate p^ by p^ � J \ f { 0 , 1 ) . We discuss the two 
different kinds of constraints in turn: 
(1) Inequality constraints active at x* not at x^ {Pi > 0): 
For j = 1,2,…,仇，r^ = + p ^ ' V ) . We separate it 
into two cases: 
(i) If x^^Q^x^ -f- V + r^ < 0, then is an interior point of the 
feasible region. 
(ii) If + r^ > 0, then x � i s a boundary point of the 
feasible region or an infeasible point. Hence, we need to generate 
new “ again by generating new Q^ and p^ until x ^ ^ Q ^ x ^ x ' ^ + 
r^ < 0. 
(2) Inequality constraints inactive at x^ or x* > 0): 
For j 二 + 1，…，y^ i + 卢2，choose aj, a uniform variate on 
the interval (0，1)，and tj, a standard normal variate, i.e. aj � 
華 1)，and T广 A/"(0，1). 
(a) If (Tj < 0.5, then — = rrOTQ^ ia；。j^ pj^ ^^ o + W e have two cases: 
(i) If + + r^ ' < 0, then x* is a feasible point. 
(ii) If + p^^x* + rj > 0，then the constraint is active at x* 
or it is infeasible at x*. Then, we should generate a new r^ again 
by generating new Q^ and p^ until + p^^x* + r^ < 0. 
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(b) If dj > 0.5，then r^ = + |rj|. We have two cases: 
(i) If x^^Q^x^ + jp^x^ + r^ < 0, then is a feasible point. 
(ii) If x^^Q^x^ + r^ > 0，then the constraint is active at 
or it is infeasible at re�. Then, we should generate a new r^ again 
by generating new Q^ and p^ until x^^Q^x^ + p^^x^ + r^ < 0. 
For the construction of the last of the m constraints x^Q'^x+p^^x + r"^ < 0 
in the problem, since we have generated Q爪 before, the vector p爪 must 
be chosen to satisfy the Kuhn-Tucker optimality conditions. Similarly, we 
introduce a scale factor a^, so that the objective function is the same as in 
(B.12). Let 
^ = and h = (B.19) 
jeJ 
the optimality conditions are 
+ 广）= -g + 2a"h (B.20) 
By taking A* = 1 for all j e J and X*^ = 1, then we have 
= (B.21) 
where J is the index set of all constraints binding as equalities at x* (those in 
categories (1), above) excluding this last one, and A* is the optimal value of 
the corresponding Lagrange multiplier. By the same reason, we must make 
sure that v^h / 0 and we will use the same approach for choosing an appro-
priate value of a^. That is, 
(i) If v^g > 0 and Pi > 0, we choose a^ = kiv^g/((ki — l)v^h). 
(ii) If A = 0 or v^g = 0，then we choose o? = 0.1||”||/||"||, which scales 
the gradient at x* to have norm equal to 0.11|叫. 
To complete the construction of this last constraint, set r饥 二 + 
p'^^x*). However, we must be sure that x^^Q'^x^ + 广丁工。+ 厂 爪 仏 other-
wise, we should get a new 严 by generating a new Q爪 and obtaining the new 
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