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DERIVATIVE FORMULA AND GRADIENT ESTIMATE FOR SDES DRIVEN BY
α-STABLE PROCESSES∗
XICHENG ZHANG
Abstract. In this paper we prove a derivative formula of Bismut-Elworthy-Li’s type as well as
gradient estimate for stochastic differential equations driven by α-stable noises, where α ∈ (0, 2).
As an application, the strong Feller property for stochastic partial differential equations driven
by subordinated cylindrical Brownian motions is presented.
1. Introduction andMain Result
The derivative formula of diffusion semigroups about the stochastic differential equations
(SDEs) on Riemannian manifolds was originally introduced by Bismut in [4], and used to de-
rive the estimates of heat kernels and large deviation principles. His approach is based upon
the Malliavin calculus. In [8], Elworthy and Li used simple martingale arguments to derive a
derivative formula for a large class of diffusion semigroups on Riemannian manifolds. Nowa-
days, this type of formula has been proved to be a quite useful tool in various aspects such as
functional inequalities, heat kernel estimates, strong Feller properties and sensitivity analysis,
see [1], [2], [9], [11], [14], [20] etc.
Due to various successful applications, recently, there is great interest to establish an analo-
gous derivative formula for jump-diffusion processes. In [6], Cass and Fritz proved a derivative
formula of Bismut-Elworthy-Li’s type for SDEs with jumps and nondegenerate Brownian dif-
fusion term. In [18], Takeuchi proved a similar formula for some pure-jump diffusions with
finite moments of all orders. However, their works rule out the interesting α-stable processes.
In [19], Wang used the coupling method and Girsanov’s transform to prove a derivative formula
for linear SDEs driven by pure-jump Le´vy processes including α-stable processes, where the ex-
plicit gradient estimates and heat kernel inequalities are also derived. For infinitely dimensional
Ornstein-Uhlenbeck processes with cylindrical α-stable processes, using the infinitely dimen-
sional analysis, Priola and Zabczyk [15] established an explicit derivative formula in terms of
the distributional density of α-stable processes. Then the strong Feller property was obtained
for a class of semilinear stochastic partial differential equations (SPDEs) driven by cylindrical
α-stable processes, where α ∈ (1, 2).
In this paper, we aim to establish a derivative formula of Bismut-Elworthy-Li’s type for non-
linear SDEs driven by α-subordinated Brownian motions. Before moving on, we first recall the
classical derivative formulas for diffusion semigroups. Let {Wt}t>0 be a standard d-dimensional
Wiener process. Consider the following SDE in Rd:
dXt(x) = bt(Xt(x))dt + σ · Wt, X0(x) = x, (1.1)
where σ is a d × d invertible matrix, and b : [0,∞) × Rd → Rd satisfies that
(H) b has continuous first order partial derivatives with respect to x, and
‖∇b‖∞ < +∞,
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where ∇bs(x) := (∂x1bs(x), · · · , ∂xd bs(x)) and ‖ · ‖∞ denotes the uniform norm with respect
to s and x.
It is well-known that there are at least two forms of derivative formulas: for any function f ∈
C1b(Rd) and h ∈ Rd (see [11, 21]),
∇hE f (Xt(x)) = 1t E
(
f (Xt(x))
∫ t
0
σ−1[h + (t − s)∇hbs(Xs(x))]dWs
)
(1.2)
and (see [7, 8])
∇hE f (Xt(x)) = 1t E
(
f (Xt(x))
∫ t
0
σ−1 · ∇hXs(x)dWs
)
, (1.3)
where for a function ϕ, ∇hϕ := 〈∇ϕ, h〉 denotes the directional derivative along h, and ∇hXt(x)
satisfies the following linear equation:
∇hXt(x) = h +
∫ t
0
∇bs(Xs(x)) · ∇hXs(x)ds. (1.4)
The difference between (1.2) and (1.3) lies in that in formula (1.2), ∇b is allowed to be polyno-
mial growth as in [11, 20, 21], while in formula (1.3), ∇b usually needs to be bounded. Below,
we shall see that formula (1.3) is crucial for us since b does not appear explicitly in (1.3).
Now we turn to the case of SDEs driven by α-stable processes. For α ∈ (0, 2), let {S t}t>0
be an independent α/2-stable subordinator, i.e., an increasing R-valued process with stationary
independent increments, and
EeiuS t = et|u|
α/2
.
It is well-known that the subordinated Brownian motion {WS t}t>0 is an α-stable process (cf.
[3, 17]). Let us consider the following SDE in Rd driven by WS t :
dXt(x) = bt(Xt(x))dt + σ · dWS t , X0(x) = x. (1.5)
The generator of Markov process {Xt(x), t > 0, x ∈ Rd} is given by
Lt f (x) := P.V.
∫
Rd
( f (x + σy) − f (x)) dy|y|d+α + bt(x) · ∇ f (x),
where P.V. stands for the Cauchy principal value. Notice that if bt(x) = b0(x) is time homoge-
nous, then ut(x) := E f (Xt(x)) solves the following integro-differential equation (cf. [6, 22]):
∂tut(x) = L0u(x), u0 = f .
The main aim of the paper is to derive a formula for ∇E f (Xt(x)) as stated follows:
Theorem 1.1. Under (H), for any function f ∈ C1b(Rd) and h ∈ Rd, we have
∇hE f (Xt(x)) = E
(
1
S t
f (Xt(x))
∫ t
0
σ−1 · ∇hXs(x)dWS s
)
, (1.6)
where ∇hXs(x) is determined by equation (1.4). In particular, for any α ∈ (0, 2) and p ∈ (1,∞],
there exists a constant C = C(α, p) > 0 such that for all t > 0,
|∇E f (Xt(x))| 6 C‖σ−1‖e‖∇b‖∞tt− 1α
(
E| f (Xt(x))|p
) 1
p
, (1.7)
where ‖σ−1‖ := sup|x|=1 |σ−1x| and | · | denotes the Euclidian norm.
Remark 1.2. From equation (1.4), it is easy to see that s 7→ ∇hXs(x) is a bounded and contin-
uous σ{WS r : r 6 s}-adapted process. Thus, the stochastic integral in (1.6) makes sense.
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We now introduce the main idea of proving this theorem. LetW be the space of all continuous
functions from [0,∞) to Rd vanishing at starting point 0, which is endowed with the locally
uniform convergence topology and the Wiener measure µW so that the coordinate process
Wt(w) = wt
is a standard d-dimensional Brownian motion. Let S be the space of all increasing and ca`dla`g
functions from (0,∞) to (0,∞) with lims↓0 ℓs = 0, which is endowed with the Skorohod metric
and the probability measure µS so that the coordinate process
S t(ℓ) := ℓt
is an α/2-stable subordinator S t (cf. [3, 17]). Consider the following product probability space
(Ω,F , P) := (W × S,B(W) × B(S), µW × µS),
and define
Lt(w, ℓ) := wℓt .
Then {Lt}t>0 is an α-stable process on (Ω,F , P). We shall use the following two natural filtra-
tions associated to the Le´vy process Lt and the Brownian motion Wt:
Ft := σ{Ls(w, ℓ) : s 6 t}, FWt := σ{Ws(w) : s 6 t}.
In particular, we can regard the solution Xt(x) of SDE (1.5) as an (Ft)-adapted functional on Ω,
and therefore,
E f (Xt(x)) =
∫
S
∫
W
f (Xt(x; wℓ·))µW(dw)µS(dℓ).
For ℓ ∈ S, let Xℓt (x) solve the following SDE:
dXℓt (x) = bt(Xℓt (x))dt + σ · dWℓt , Xℓ0(x) = x. (1.8)
Now, our task is to establish a formula for ∇hEµW f (Xℓt (x)). This is not obvious since t 7→ Wℓt is
not continuous and the classical Bismut-Elworthy-Li formula can not be used directly.
The remainder of this paper is organized as follows: In Section 2, we shall prove a formula
for ∇hEµW f (Xℓt (x)) by suitable approximation for ℓt. In Section 3, we prove Theorem 1.1. In
Section 4, we prove the strong Feller property for nonlinear SPDEs driven by subordinated
cylindrical Brownian motions.
2. Derivative formula of SDEs under nonrandom time changed
In this section, we fix an ℓ ∈ S and consider SDE (1.8). If there is no special declaration, all
expectations are taken on the Wiener space (W,B(W), µW). First of all, notice that t 7→ Wℓt is a
Gaussian process with zero means and independent increments. In particular,
Wℓt is a ca`dla`g FWℓt -martingale.
Thus, under (H), it is well-known that for each x ∈ Rd, SDE (1.8) admits a unique ca`dla`g
(FW
ℓt
)-adapted solution Xℓt (x) (cf. [16, p.249, Theorem 6]).
The main aim of this section is to establish the following formula:
Theorem 2.1. Under (H), for any function f ∈ C1b(Rd) and h ∈ Rd, we have
∇hE f (Xℓt (x)) = E
(
1
ℓt
f (Xℓt (x))
∫ t
0
σ−1 · ∇hXℓs(x)dWℓs
)
, (2.1)
where ∇hXℓs(x) is determined by the following linear equation:
∇hXℓt (x) = h +
∫ t
0
∇bs(Xℓs(x)) · ∇hXℓs(x)ds. (2.2)
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For proving this formula, we shall use the time changed argument to transform SDE (1.8) into
an SDE driven by standard Brownian motions, and then use the classical Bismut-Elworthy-Li
formula (1.3). For this aim, for ε ∈ (0, 1), we define
ℓεt :=
1
ε
∫ t+ε
t
ℓsds + εt =
∫ 1
0
ℓεs+tds + εt. (2.3)
Since t 7→ ℓt is increasing and right continuous, it follows that for each t > 0,
ℓεt ↓ ℓt as ε ↓ 0. (2.4)
Moreover, t 7→ ℓεt is absolutely continuous and strictly increasing. Let γε be the inverse function
of ℓε, i.e.,
ℓεγεt
= t, t > ℓε0 and γεℓεt = t, t > 0.
By definition, γεt is also absolutely continuous on [ℓε0,∞). Let us now define
Yℓεt (x) := Xℓ
ε
γεt
(x), t > ℓε0.
By equation (1.8) and the change of variables, one sees that for t > ℓε0,
Yℓεt (x) = x +
∫ γεt
0
bs(Xℓεs (x))ds + σ · Wt
= x +
∫ t
ℓε0
bγεs (Yℓ
ε
s (x))γ˙εsds + σ · Wt.
Hence, one can use the classical Bismut-Elworthy-Li formula (see (1.3)) to derive that
∇hE f (Yℓεt (x)) =
1
t
E
(
f (Yℓεt (x))
∫ t
0
σ−1 · ∇hYℓεs (x)dWs
)
, t > ℓε0,
where ∇hYℓεt (x) satisfies
∇hYℓεt (x) = h +
∫ t
ℓε0
∇bγεs (Yℓ
ε
s (x))∇hYℓ
ε
s (x)γ˙εsds.
Clearly, for each t > 0,
Yℓεℓεt (x) = X
ℓε
t (x), ∇hYℓ
ε
ℓεt
(x) = ∇hXℓεt (x),
and therefore,
∇hE f (Xℓεt (x)) =
1
ℓεt
E
(
f (Xℓεt (x))
∫ ℓεt
0
σ−1 · ∇hYℓεs (x)dWs
)
=
1
ℓεt
E
(
f (Xℓεt (x))
∫ t
0
σ−1 · ∇hXℓεs (x)dWℓεs
)
. (2.5)
Now we want to take limits for both sides of the above formula. We need several lemmas.
First of all, the following lemma is easy.
Lemma 2.2. For any p > 1 and t > 0, we have
lim
ε↓0
E
(
sup
x∈Rd
|Xℓεt (x) − Xℓt (x)|p
)
= 0, (2.6)
and for any x, h ∈ Rd,
lim
ε↓0
E
(
sup
s∈[0,t]
|∇hXℓεs (x) − ∇hXℓs(x)|p
)
= 0, (2.7)
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where
∇hXℓεt (x) = h +
∫ t
0
∇bs(Xℓεs (x)) · ∇hXℓ
ε
s (x)ds. (2.8)
Proof. For simplicity of notation, we drop the variable “x” below. From equation (1.8), we have
|Xℓεt − Xℓt | 6 ‖∇b‖∞
∫ t
0
|Xℓεs − Xℓs |ds + |σ · Wℓεt − σ · Wℓt |.
By Gronwall’s inequality, we get
|Xℓεt − Xℓt | 6 e‖∇b‖∞t|σ · Wℓεt − σ · Wℓt |,
which then gives (2.6) by (2.4).
As for (2.7), by (2.8) and (2.2) we have
|∇hXℓεt − ∇hXℓt | 6
∫ t
0
|∇bs(Xℓεs )| · |∇hXℓ
ε
s − ∇hXℓs |ds +
∫ t
0
|∇bs(Xℓεs ) − ∇bs(Xℓs)| · |∇hXℓs |ds,
which yields by Gronwall’s inequality that
|∇hXℓεt − ∇hXℓt | 6 e‖∇b‖∞t
∫ t
0
|∇bs(Xℓεs ) − ∇bs(Xℓs)| · |∇hXℓs |ds.
Moreover, from equation (2.2), it is easy to see that for any p > 1,
sup
s∈[0,t]
E|∇hXℓs |p 6 C.
Limit (2.7) now follows by the dominated convergence theorem, (2.6) and the continuity of
x 7→ ∇bs(x). 
We also need the following lemma.
Lemma 2.3. (i) Assume that ξt is a bounded continuous and (FWℓt )-adapted Rd-valued process.
For each p, T > 0, we have
lim
ε↓0
E
∣∣∣∣∣∣
∫ T
0
ξsdWℓεs −
∫ T
0
ξsdWℓs
∣∣∣∣∣∣
p
= 0, (2.9)
where ℓεs is defined by (2.3).
(ii) Assume that ξt is a left continuous and (FWℓt )-adapted Rd-valued process and satisfies
that for some p > 0,
E
(∫ T
0
|ξs|2dℓs
) p
2
< +∞, ∀T > 0. (2.10)
Then there exists a constant Cp > 0 such that for all T > 0,
E
(
sup
t∈[0,T ]
∣∣∣∣∣∣
∫ t
0
ξsdWℓs
∣∣∣∣∣∣
p)
6 CpE
(∫ T
0
|ξs|2dℓs
) p
2
. (2.11)
Proof. Without loss of generality, we assume T = 1 and d = 1.
(i) For n ∈ N, set tk := k/n, k = 0, 1, · · · , n and define
ξns =
n−1∑
k=0
ξtk1[tk ,tk+1](s).
By the continuity of t 7→ ξt, it is clear that
lim
n→∞
sup
s∈[0,1]
|ξns − ξs| = 0. (2.12)
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Set
ηn,ε :=
∫ 1
0
ξns dWℓεs , ηε :=
∫ 1
0
ξsdWℓεs ,
ηn :=
∫ 1
0
ξns dWℓs , η :=
∫ 1
0
ξsdWℓs .
Noticing that Wℓεt is a continuous (FWℓεt )-martingale and
[Wℓε]t = ℓεt ,
by Burkholder’s inequality (cf. [12, p. 279, Proposition 15.7]) and (2.4), we have for any p > 0,
E|ηn,ε − ηε|p = E
∣∣∣∣∣∣
∫ 1
0
(ξns − ξs)dWℓεs
∣∣∣∣∣∣
p
6 CE
(∫ 1
0
|ξns − ξs|2dℓεs
) p
2
6 C(ℓ11)
p
2E
(
sup
s∈[0,1]
|ξns − ξs|p
)
.
Hence, by the dominated convergence theorem and (2.12),
lim
n→∞
sup
ε∈(0,1)
E|ηn,ε − ηε|p = 0.
On the other hand, for fixed n ∈ N, by (2.4) we have
E|ηn,ε − ηn|p = E
∣∣∣∣∣∣∣
n−1∑
k=0
ξtk(Wℓεtk+1 − Wℓεtk − Wℓtk+1 +Wℓtk )
∣∣∣∣∣∣∣
p
6 Cn,pKp
n−1∑
k=0
E|Wℓεtk+1 − Wℓεtk − Wℓtk+1 +Wℓtk |
p ε↓0−→ 0.
Combining the above calculations, we obtain (2.9).
(ii) We first assume that ξt is continuous and bounded by K. Let Q be the set of all rational
numbers in [0, 1]. By (2.9), there exists a subsequence εk ↓ 0 such that∫ t
0
ξsdWℓεks →
∫ t
0
ξsdWℓs , ∀t ∈ Q, P − a.s.
Therefore,
E
(
sup
t∈[0,1]
∣∣∣∣∣∣
∫ t
0
ξsdWℓs
∣∣∣∣∣∣
p)
= E
(
sup
t∈Q
∣∣∣∣∣∣
∫ t
0
ξsdWℓs
∣∣∣∣∣∣
p)
= E
(
sup
t∈Q
lim
εk↓0
∣∣∣∣∣∣
∫ t
0
ξsdWℓεks
∣∣∣∣∣∣
p)
.
Since Wℓεkt is a continuous (FWℓεkt )-martingale, by Fatou’s lemma and Burkholder’s inequality
again, we have
E
(
sup
t∈[0,1]
∣∣∣∣∣∣
∫ t
0
ξsdWℓs
∣∣∣∣∣∣
p)
6 lim
εk↓0
E
(
sup
t∈Q
∣∣∣∣∣∣
∫ t
0
ξsdWℓεks
∣∣∣∣∣∣
p)
6 Cp lim
εk↓0
E
(∫ 1
0
|ξs|2dℓεks
) p
2
= CpE
(∫ 1
0
|ξs|2dℓs
) p
2
, (2.13)
where the last limit can be proved as in (i).
Next, assume that ξt is left-continuous and bounded by K. Define
ξεt :=
1
ε
∫ t
(t−ε)∨0
ξsds, ε > 0.
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Then ξεt is a continuous and bounded (FWℓt )-adapted process. By (2.13) we have
lim
ε,ε′↓0
E
(
sup
t∈[0,1]
∣∣∣∣∣∣
∫ t
0
ξεsdWℓs −
∫ t
0
ξε
′
s dWℓs
∣∣∣∣∣∣
p)
6 C lim
ε,ε′↓0
(∫ 1
0
|ξεs − ξε
′
s |2dℓs
) p
2
= 0.
So, (2.11) holds for left-continuous and bounded (FW
ℓt
)-adapted process.
In the general case, we truncate ξt as follows: for K > 0, define
ξKt := (−K) ∨ ξt ∧ K.
By the dominated convergence theorem, we have
lim
K,K′→∞
E
(
sup
t∈[0,1]
∣∣∣∣∣∣
∫ t
0
ξKs dWℓs −
∫ t
0
ξK
′
s dWℓs
∣∣∣∣∣∣
p)
6 Cp lim
K,K′→∞
E
(∫ 1
0
|ξKs − ξK
′
s |2dℓs
) p
2
= 0.
The proof is complete. 
Remark 2.4. For p > 1, by Burkholder’s inequality (cf. [12, p.443, Theorem 23.12]), we have
E
(
sup
t∈[0,T ]
∣∣∣∣∣∣
∫ t
0
ξsdWℓs
∣∣∣∣∣∣
p)
≍ E
(∫ T
0
|ξs|2d[Wℓ]s
) p
2
, (2.14)
where ≍ means that both sides are comparable by multiplying a constant, and [Wℓ]t denotes the
quadratic variation of (Wℓt)t>0 given by
[Wℓ]t = ℓt −
∑
0<s6t
∆ℓs +
∑
0<s6t
|∆Wℓs |2.
Except for the case of p = 2, it is not known whether the right hand sides of (2.11) and (2.14)
are comparable.
Lemma 2.5. For all t > 0, we have
lim
ε↓0
E
(∫ t
0
σ−1 · ∇hXℓεs (x)dWℓεs
)
= E
(∫ t
0
σ−1 · ∇hXℓs(x)dWℓs
)
. (2.15)
Proof. For simplicity of notation, we drop the variable “x” below. Since ℓεs > ℓs by definition,
Xℓεs and Xℓs are (Fℓεs )-adapted. Thus, for proving (2.15), it suffices to prove the following two
limits:
lim
ε↓0
E
∣∣∣∣∣∣
∫ t
0
(σ−1 · ∇hXℓεs − σ−1 · ∇hXℓs)dWℓεs
∣∣∣∣∣∣
2
= 0 (2.16)
and
lim
ε↓0
E
∣∣∣∣∣∣
∫ t
0
σ−1 · ∇hXℓsdWℓεs −
∫ t
0
σ−1 · ∇hXℓsdWℓs
∣∣∣∣∣∣
2
= 0. (2.17)
For (2.16), by the isometry property of stochastic integrals and (2.7), we have
lim
ε↓0
E
∣∣∣∣∣∣
∫ t
0
σ−1 · (∇hXℓεs − ∇hXℓs)dWℓεs
∣∣∣∣∣∣
2
= lim
ε↓0
E
(∫ t
0
|σ−1 · (∇hXℓεs − ∇hXℓs)|2dℓεs
)
6 ‖σ−1‖2 lim
ε↓0
E
(
sup
s∈[0,t]
|∇hXℓεs − ∇hXℓs |2
)
ℓ1t = 0.
Limit (2.17) follows by Lemma 2.3. 
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Proof of Theorem 2.1: By (2.4), (2.6) and (2.15), the right hand sides of (2.5) converges to
the one of (2.7). On the other hand, by (2.6) and (2.7), we have
∇hE f (Xℓεt (x)) = E
(
∇ f (Xℓεt (x)) · ∇hXℓ
ε
t (x)
)
→ E
(
∇ f (Xℓt (x)) · ∇hXℓt (x)
)
= ∇hE f (Xℓt (x)).
3. Proof of Theorem 1.1
The following lemma follows by the monotone class theorem.
Lemma 3.1. Let t > 0 and A ∈ Ft. For any ℓ ∈ S, we have
{w ∈W : wℓ ∈ A} ∈ FWℓt .
Below we recall a result due to Gine´ and Marcus [10].
Theorem 3.2. Let ξt be a left continuous (Ft)-adapted Rd-valued process and satisfies∫ T
0
E|ξs|αds < +∞, ∀T > 0.
Then there exists a constant C = C(α) > 0 such that for all λ > 0 and T > 0,
P
{
sup
t∈[0,T ]
∣∣∣∣∣∣
∫ t
0
ξsdWS s
∣∣∣∣∣∣ > λ
}
6 Cλ−α
∫ T
0
E|ξs|αds.
In particular, for any p ∈ (0, α) and some C = C(α, p) > 0,
E
(
sup
t∈[0,T ]
∣∣∣∣∣∣
∫ t
0
ξsdWS s
∣∣∣∣∣∣
p)
6 C
(∫ T
0
E|ξs|αds
) p
α
. (3.1)
Proof. Define
ζ := sup
t∈[0,T ]
∣∣∣∣∣∣
∫ t
0
ξsdWS s
∣∣∣∣∣∣ .
Then for any η > 0,
Eζ p = p
∫ ∞
0
λp−1P(ζ > λ)dλ = p
(∫ η
0
+
∫ ∞
η
)
λp−1P(ζ > λ)dλ
6 p
∫ η
0
λp−1dλ + pC
∫ T
0
E|ξs|αds
∫ ∞
η
λp−α−1dλ
6 ηp +
Cp
p − αη
p−α
∫ T
0
E|ξs|αds.
Taking η =
(∫ T
0 E|ξs|αds
) 1
α
, we obtain (3.1). 
Below we prove a substitution formula about stochastic integrals with respect to the subordi-
nated Brownian motion WS t .
Proposition 3.3. Assume that ξt(WS ) is a bounded and left continuous (Ft)-adapted Rd-valued
process. Then for any T > 0, we have∫ T
0
ξs(WS )dWS s =
∫ T
0
ξs(Wℓ)dWℓs
∣∣∣∣
ℓ=S
, P − a.s. (3.2)
Moreover, for any nonnegative random variable g on S and p > 0, we have
E
(
g(S ) sup
t∈[0,T ]
∣∣∣∣∣∣
∫ t
0
ξs(WS )dWS s
∣∣∣∣∣∣
p)
6 Cp
∫
S
g(ℓ)EµW
(∫ T
0
|ξs(Wℓ)|2dℓs
) p
2
µS(dℓ). (3.3)
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Proof. The proof is the same as in Lemma 2.3. Without loss of generality, we assume T = 1.
For given n ∈ N, set tk := k/n, k = 0, 1, · · · , n and define
ξns (WS ) := ξ0(WS )1{0}(s) +
n−1∑
i=0
ξti(WS )1(ti,ti+1](s).
Then, by definition we have
∫ 1
0
ξns (WS )dWS s =
n−1∑
i=0
ξnti(WS )(WS ti+1 − WS ti )
=
n−1∑
i=0
ξnti(Wℓ)(Wℓti+1 − Wℓti )
∣∣∣∣
ℓ=S
=
∫ 1
0
ξns (Wℓ)dWℓs
∣∣∣∣
ℓ=S
,
and by the left continuity of s 7→ ξs(WS ),
lim
n→∞
|ξns (WS ) − ξs(WS )| = 0, s > 0. (3.4)
For p ∈ (0, α), by (3.1) we have
E
∣∣∣∣∣∣
∫ 1
0
(ξns (WS ) − ξs(WS ))dWS s
∣∣∣∣∣∣
p
6 C
∫ 1
0
E|ξns (WS ) − ξs(WS )|pds → 0.
On the other hand, by Lemma 3.1, for each ℓ ∈ S and s > 0, ξs(Wℓ) is (FWℓs )-adapted. Thus, by(2.11) we have
E
∣∣∣∣∣∣
∫ 1
0
(ξns (Wℓ) − ξs(Wℓ))dWℓs
∣∣∣∣
ℓ=S
∣∣∣∣∣∣
p
=
∫
S
EµW
∣∣∣∣∣∣
∫ 1
0
(ξns (Wℓ) − ξs(Wℓ))dWℓs
∣∣∣∣∣∣
p
µS(dℓ)
6 C
∫
S
EµW
(∫ 1
0
|ξns (Wℓ) − ξs(Wℓ)|2dℓs
) p
2
µS(dℓ)
= CE
(∫ 1
0
|ξns (WS ) − ξs(WS )|2dS s
) p
2
.
which converges to zero by (3.4) and the dominated convergence theorem. Combining the above
calculations, we obtain (3.2). Lastly, (3.3) is an easy consequence of (3.2) and (2.11). 
We are now in a position to give
Proof of Theorem 1.1: Formula (1.6) follows by (2.1) and (3.2). We now prove gradient
estimate (1.7). By Ho¨lder’s inequality, we have
|∇hE f (Xt(x))| 6 E
(
1
S t
∣∣∣∣∣∣ f (Xt(x))
∫ t
0
σ−1 · ∇hXs(x)dWS s
∣∣∣∣∣∣
)
6
(
E| f (Xt(x))|p
) 1
p
(
E
∣∣∣∣∣∣
1
S t
∫ t
0
σ−1 · ∇hXs(x)dWS s
∣∣∣∣∣∣
q) 1q
,
where 1p +
1
q = 1. By (1.4), it is easy to see that
|∇hXt(x)| 6 |h|e‖∇b‖∞t.
Thus, by (3.3) we have
E
∣∣∣∣∣∣
1
S t
∫ t
0
σ−1 · ∇hXs(x)dWS s
∣∣∣∣∣∣
q
6 Cq
∫
S
1
ℓ
q
t
EµW
(∫ t
0
|σ−1 · ∇hXs(x)|2dℓs
) q
2
µS(dℓ)
9
6 Cq‖σ−1‖q|h|qeq‖∇b‖∞t
∫
S
µS(dℓ)
ℓ
q/2
t
.
Recalling that the distributional density of α-stable subordinator satisfies (cf. [5, (14)])
P ◦ S −1t (ds) 6 Cts−1−
α
2 e−ts
− α2 ds,
we have ∫
S
µS(dℓ)
ℓ
q/2
t
= E
 1
S q/2t
 6 C
∫ ∞
0
ts−1−
α+q
2 e−ts
− α2 ds = Ct−
q
α
∫ ∞
0
u
q
α e−udu,
where the last equality is due to the change of variable u = ts− α2 , and C only depends on α, q.
Combining the above calculations, we obtain (1.7).
4. Strong Feller property of SPDEs driven by subordinated cylindrical Brownian motions
LetH be a real separable Hilbert space with the inner product 〈·, ·〉H. The norm inH is denoted
by ‖ · ‖H. Let A be a negative self-adjoint operator in H with discrete spectrals, i.e., there exists
an orthogonal basis {ek}k∈N and a sequence of real numbers 0 < λ1 6 λ2 6 · · · 6 λk → ∞ such
that
Aek = −λkek.
Let {Wkt , t > 0}k∈N be a sequence of independent standard 1-dimensional Brownian motion. Let
{Lt}t>0 be the subordinated cylindrical Brownian motion in H defined by
Lt :=
∞∑
k=1
βkWkS tek, βk ∈ R,
where S t is an independent α/2-stable subordinator.
Consider the following SPDE in Hilbert space H:
dXt(x) = [AXt(x) + F(Xt(x))]dt + dLt, X0 = x ∈ H. (4.1)
Our aim of this section is to prove that
Theorem 4.1. Assume that for some δ > 0,
βk > δ, ∀k ∈ N and
∞∑
k=1
β2k
λk
< +∞, (4.2)
and one of the following conditions holds:
(i) α ∈ (1, 2) and F : H→ H is Lipschitz continuous;
(ii) α ∈ (0, 2) and F : H→ H is bounded and Lipschitz continuous.
Then there exists a constant C = C(α) > 0 such that for any bounded Borel measurable function
f : H→ R, x, y ∈ H and t > 0,
|E f (Xt(x)) − E f (Xt(y))| 6 Cδe‖F‖Lip tt− 1α ‖ f ‖∞‖x − y‖H, (4.3)
where ‖F‖Lip := supx,y ‖F(x)−F(y)‖H‖x−y‖H .
Let us first prove a result about the following stochastic convolution (cf. [15, Theorem 4.5]):
ZAt :=
∫ t
0
eA(t−s)dLs =
∞∑
k=1
βk
∫ t
0
e−λk(t−s)dWkS sek.
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Proposition 4.2. If ∑∞k=1 β2k/λk < +∞, then for any p ∈ (0, α) and t > 0, we have
E‖ZAt ‖pH 6 Cα,p

∞∑
k=1
|βk|2
λk

α
2
t1−
α
2 . (4.4)
Proof. Recall the following Gaussian formula (cf. [13, Appendix A.1]): Let {ξk}k∈N be a se-
quence of independent random variables defined on some probability space (Ω′,F ′, P′) with
normal distribution N(0, 1), and {ck}k∈N a sequence of real numbers. Then
E′
∣∣∣∣∣∣∣
∞∑
k=1
ckξk
∣∣∣∣∣∣∣
p
= Ap

∞∑
k=1
|ck|2

p
2
, Ap :=
∫
R
|x|p√
2π
e−
x2
2 dx.
Using this formula and by Fubini’s theorem and (3.1), we have
ApE‖ZAt ‖pH = ApE

∞∑
k=1
∣∣∣∣∣∣βk
∫ t
0
e−λk(t−s)dWkS s
∣∣∣∣∣∣
2
p
2
= EE′
∣∣∣∣∣∣∣
∞∑
k=1
ξkβk
∫ t
0
e−λk(t−s)dWkS s
∣∣∣∣∣∣∣
p
= E′E
∣∣∣∣∣∣∣
∞∑
k=1
ξkβk
∫ t
0
e−λk(t−s)dWkS s
∣∣∣∣∣∣∣
p
6 CE′
∫ t
0

∞∑
k=1
|ξkβk|2e−2λk(t−s)

α
2
ds
6 C

∞∑
k=1
∫ t
0
E′|ξkβk|2e−2λk(t−s)ds

α
2
t1−
α
2 6 C

∞∑
k=1
|βk|2
2λk

α
2
t1−
α
2 .
The proof is finished. 
We now establish the following existence and uniqueness of mild solutions to equation (4.1).
Proposition 4.3. Assume that F : H → H is Lipschitz continuous and ∑∞k=1 β2k/λk < +∞. Thenfor each x ∈ H, there exists a unique Xt(x) ∈ H satisfying
Xt = eAtx +
∫ t
0
eA(t−s)F(Xs)ds + ZAt . (4.5)
Proof. Consider the following deterministic equation:
Yt = eAtx +
∫ t
0
eA(t−s)F(Ys + ZAs )ds.
Using the standard Picard’s iteration, it is easy to see that there exists a unique Y ∈ C([0,∞);H)
satisfying the above equation. Thus, Xt = Yt + ZAt satisfies (4.5). 
Let Hn := {x =
∑n
k=1 ckek, ck ∈ R} and Πn the projection operator from H to Hn defined by
Πnx :=
n∑
k=0
〈x, ek〉Hek.
Let ρn be a sequence of nonnegative smooth functions with
supp(ρn) ⊂ {z ∈ Hn : |z| 6 1/n},
∫
Hn
ρn(z)dz = 1.
Define
Fn(x) :=
∫
Hn
ρn(Πnx − z)ΠnF(z)dz
and
Lnt := ΠnLt =
n∑
k=1
βkWkS tek.
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Consider the following finite dimensional approximation of equation (4.1):
dXnt = [ΠnAXnt + Fn(Xnt )]dt + dLnt , Xn0 = Πnx.
Lemma 4.4. Under the assumptions of Theorem 4.1, for any fixed t > 0 and x ∈ H, we have
lim
n→∞
‖Xnt (Πnx) − Xt(x)‖H = 0, P − a.s. (4.6)
Proof. By Duhamel’s formula, one can write
Xnt = e
AtΠnx +
∫ t
0
eA(t−s)Fn(Xns )ds + ΠnZAt .
Set
Ynt := X
n
t − ΠnZAt , Yt := Xt − ZAt .
Then
Ynt − Yt = eAt(Πnx − x) +
∫ t
0
eA(t−s)(Fn(Yns + ΠnZAs ) − F(Ys + ZAs ))ds.
Hence,
‖Ynt − Yt‖H 6 ‖Πnx − x‖H +
∫ t
0
‖Fn(Yns + ΠnZAs ) − F(Ys + ZAs )‖Hds.
Notice that
‖Fn(Yns + ΠnZAs ) − F(Ys + ZAs )‖H 6 ‖F‖Lip(‖Yns − Ys‖H + ‖(Πn − I)ZAs ‖H)
+ ‖(Πn − I)F(Ys + ZAs )‖H
and
lim
n→∞
‖(Πn − I)ZAs ‖H = 0, lim
n→∞
‖(Πn − I)F(Ys + ZAs )‖H = 0.
(i) If α ∈ (1, 2) and F is Lipschitz continuous, by (4.4) and the dominated convergence theorem,
we have
lim
n→∞
‖Ynt − Yt‖H 6 C
∫ t
0
lim
n→∞
‖Yns − Ys‖Hds, (4.7)
which then gives
lim
n→∞
‖Ynt − Yt‖H = 0. (4.8)
(ii) If α ∈ (0, 2) and F is bounded, by Fatou’s lemma, we also have (4.7) and (4.8). 
Proof of Theorem 4.1: For any function f ∈ C1b(H), by (1.7) with p = ∞, there exists a
constant C = C(α) > 0 such that for all x, y ∈ H and t > 0,
|E f (Xnt (Πnx)) − E f (Xnt (Πny))| 6 Cδ‖ f ‖∞e‖∇Fn‖∞tt−
1
α ‖Πnx − Πny‖H
6 Cδ‖ f ‖∞e‖F‖Liptt− 1α ‖x − y‖H. (4.9)
By taking limits for (4.9), we get (4.3) for any f ∈ C1b(H). For general bounded measurable f ,
it follows by a standard approximation (see [7, p.125, Lemma 7.1.5]).
Example: Consider the following nonlinear stochastic heat equation in [0, 1] with Dirichlet
boundary conditions:
∂tu = [∆u + b(u)]dt + dLt, ut(0) = ut(1) = 0, u0 = ϕ,
where b : R → R is a Lipschitz function, and ϕ ∈ L2([0, 1]) =: H. It is well-known that A = ∆
is a negative self-adjoint operator on H with eigenvalues
λk = π
2k2, k ∈ N,
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and eigenvectors
ek(ζ) =
√
2 sin(πkζ), ζ ∈ [0, 1].
In particular, ∑
k∈N
1
λk
< +∞.
Thus, if one takes βk = 1, then (4.2) holds.
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