Abstract. Norm estimates are developed between the Bochner integral of a vector-valued function in Banach spaces having the Radon-Nikodym property and the convex combination of function values taken on a division of the interval [a, b] .
Introduction
A Banach space X with the property that every absolutely continuous X−valued function is almost everywhere differentiable is said to be a Radon-Nikodym space [7, pp. 217-219] or [2, 13] (see also [3] ). It is well-known that a measurable function f : [a, b] → X is Bochner integrable if and only if its norm, that is, the function t −→ f (t) := f (t) : [a, b] → X is Lebesgue integrable on [a, b] , (see for example [12] ). The Bochner integral of f shall be represented by (B) b a f. Further, we use the integration by parts formula, which holds under the following general conditions: Let −∞ < a < b < ∞ and f, g be two mappings defined on [a, b] such that f is C-valued and g is X-valued, where X is a real or complex Banach space. 
For some results on the Ostrowski inequality for real-valued functions, see [1] , [5] , [10] and [11] , and the references therein.
The following theorem concerning a version of Ostrowski's inequality for vectorvalued functions has been obtained in [3] . f ′ (t) < ∞.
Then we have the inequalities:
Bounds involving the p−norms, p ∈ [1, ∞), of the derivative f ′ , are embodied in the following theorem [3] . 
Then we have the inequalities:
The main aim of this paper is to point out estimates between the Bochner integral of a vector-valued function, with values in Banach spaces having the RadonNikodym property and a convex combination of values taken on a given division of the interval [a, b] . The obtained results naturally extend the Ostrowski type inequalities mentioned above. Some particular cases for two and three points rules are also given.
The Results
Let a ≤ b and c ∈ R. Define the mapping
We observe that:
and µ ∞ (a, c, b) = c − a. Consequently, we may conclude that
where
The following integral identity is of interest. 
The sum in the middle is assumed to be zero when n = 1.
Proof. We know that, on utilizing the integration by parts formula, for any x ∈ [a, b] , we have the representation (see for example [3] )
Putting in (2.3) x = x i (i = 1, . . . , n) , multiplying by p i ≥ 0 and summing over i from 1 to n, we deduce
However,
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Consequently, by (2.4) and (2.5), we have
and the representation (2.2) is proved.
The following result in approximating the Bochner integral (B)
b a f (t) dt in terms of the convex combination of (f (x i )) i=1,n with the weights (p i ) i=1,n holds. 
where p > 1,
where 
and the functions µ q (·, ·, ·) , q ∈ [1, ∞] were defined in (2.1).
Proof. Using the properties of the norm, we have, by (2.2), that
and the first inequality in (2.7) is proved. Now, observe that
giving the second inequality in (2.7). Finally, observe that
Further, by the discrete Hölder's inequality we have that
and the theorem is completely proved.
It is a natural assumption to consider the weights p i > 0 (i = 1, . . . , n) for which
. . , n) . In this case we have:
where h i := x i+1 − x i , and for p ∈ [1, ∞)
Note that for p = 1, we have
The following corollary is important for applications.
Corollary 1. With the assumptions of Lemma 1 and if
. . , n − 1, then we have the inequalities:
Remark 1.
For n = 1, we recapture from (2.8) the Ostrowski type inequalities incorporated in Theorems 1 and 2.
The Case of Two Points
The following proposition is a particular case of Corollary 1 for n = 2 and will be considered in some details since there are important for applications. 
then we have the inequalities
The following particular inequalities are of interest.
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The best inequality one can get from (3.2) is for t = 1 2 , obtaining the trapezoidal rule
we have the inequalities
The best inequality one can get from (3.4) is for t = 2 , which provides a halving of the bound on the error.
The Case of Three Points
The case of three points is important for applications since it contains amongst others Simpson's quadrature rule.
The following proposition holds: 
then we have the inequalities 
