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Viele neue Technologien basieren auf Materialien die im Nanometerbereich strukturiert sind. 
Damit diese im großen Maßstab zur Anwendung gebracht werden können, werden Methoden 
benötigt solche nanostrukturierten Materialien kostengünstig zu produzieren. Magnetische 
Felder sind eine vielversprechende Möglichkeit die Anordnung von Mikro- und 
Nanostrukturen zu beeinflussen. In dieser Doktorarbeit wird eine Methode für die Herstellung 
magnetischer Nanostrukturen in Lösung präsentiert. Die Herstellungsmethode ist skalierbar, 
kostengünstig und kann große Mengen produzieren. Die synthetisierten Strukturen haben 
zufällige Formen und bewegen sich unter dem Einfluss eines externen rotierenden 
Magnetfelds im rechten Winkel zu der Ebene in der das Magnetfeld rotiert. Die 
dimensionslosen Geschwindigkeiten dieser zufällig geformten Propeller sind vergleichbar mit 
jenen früher publizierter Mikropropeller mit genau definierten helikalen Formen. Das 
beobachtete Verhältnis zwischen Anregungsfrequenz und Propellergeschwindigkeit konnte 
mittels eines einfachen Drehmomentgleichgewichts verstanden werden. Dieses vertiefte 
Verständnis der Propellerbewegung ermöglichte eine theoretische Studie zur Kontrolle von 
Propellerschwärmen. Die Aufgabe besteht darin mehrere Propeller entlang unterschiedlicher, 
frei wählbarer Bahnen zu steuern, was schwierig ist da alle Propeller identischen externen 
Magnetfeldern ausgesetzt sind. Eine bestimmte Kontrollstrategie wurde gefunden, welche die 
magnetische Feldstärke minimiert, die zum Erreichen einer vorgegebenen Genauigkeit nötig 
ist. Die Entdeckung dieser Kontrollstrategie ist ein wichtiger Schritt auf dem Weg zu einer 
experimentellen Realisierung von kontrollierbaren Propellerschwärmen, welche neue 
Möglichkeiten zur Herstellung von Mikrostrukturen und Anwendungsfelder in der 
Mikrorobotik eröffnen würden. Schließlich wurde auch das kollektive Verhalten von großen 
Mengen von magnetischen Propellern untersucht. Sowohl zufällig geformte als auch helikale 
Propeller bilden Zusammenballungen, die im dynamischen Gleichgewicht kreisförmig sind 
und langsam rotieren. Gleichförmig helikale Propeller ordnen sich in diesen 
Zusammenballungen hexagonal an. Der Vergleich zwischen Beobachtungen und Simulationen 
zeigte, dass hydrodynamische Interaktionen für die Bildung der Zusammenballungen nicht 
notwendig sind, aber dazu führen dass sich eine Randregion bildet, in welcher die 
Winkelgeschwindigkeit der Propeller stark erhöht ist. Die beobachtete Bildung von 
Zusammenballungen legt eine einfache Methode nahe, mit der Nanostäbchen ausgerichtet und 




New ways to cheaply produce and assemble useful micro- and nanostructures are needed to 
facilitate their deployment in novel technologies. Magnetic fields are a promising possibility 
to guide the assembly of micro- and nanostructures. This thesis presents a method to 
synthesize magnetic nanostructures in solution which can be actuated by external rotating 
magnetic fields. The synthesis method is scalable and can cheaply produce randomly shaped 
magnetic nanostructures in large quantities. The synthesized structures have random shapes 
and were observed to propel under the influence of an external magnetic field, perpendicular 
to the plane in which the external field is rotating. The random shapes move with 
dimensionless speeds that are comparable to those of previously published, nanofabricated 
propellers with controlled helical geometries. The observed relationship between actuating 
frequency and propulsion speed could be understood with a simple torque balance model. 
This improved understanding opened the door for a theoretical study on swarm control, i.e. 
the steering of several magnetic propellers along independent trajectories. This is a 
challenging task since all propellers are subject to the same actuating field. A particular 
control strategy (critical control) was found, that minimizes the required magnetic field 
strength needed to achieve a certain control precision. The discovery of critical control is an 
important step towards the practical realization of swarm control, possibly enabling new 
approaches to microassembly and other microrobotics tasks. Finally, the collective behavior 
of large numbers of propellers, moving upwards against gravity and towards a glass surface, 
was investigated. Both randomly shaped, as well as nanofabricated propellers were observed 
to form clusters which are circular and rotate slowly in dynamic equilibrium. The 
nanofabricated propellers displayed hexagonal ordering inside the clusters. Comparing the 
observed cluster dynamics to simulations revealed that hydrodynamic interactions between 
the propellers are not necessary for cluster formation, but lead to the formation of a boundary 
layer at the cluster edge, in which the angular velocity of the propellers is significantly higher 
than in the rest of the rotating cluster. The observed cluster formation suggests a simple 
method for the efficient alignment and organization of nanorods. 
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Techniques to manipulate and organize matter on small scales hold enormous potential for 
science and technology [1]. Despite significant advances in this area, human ingenuity can 
still not artificially reproduce what even the most prosaic bacteria create without any apparent 
effort. Inventing new ways to exert control over matter on small scales thus remains a 
fascinating and highly promising endeavor. 
Clean-room (top-down) techniques provide a high degree of precision, but are generally 
expensive and have several limitations. For example, they tend to be limited to 2D, often 
cannot manipulate matter dispersed in solution and are unable to operate at a distance, e.g. act 
on matter inside a container or living tissue. Conversely, the self-assembly of molecular or 
nanoscopic components (bottom-up techniques) proceeds in general without much external 
control. This limits the complexity of structures that can be produced by self-assembly. 
Magnetic fields are an attractive way to influence the assembly of micro- and nanoscopic 
structures. In the end of 2011, when the research reported in this thesis was begun, the 
organizing effects that magnetic fields can exert on magnetic materials had already been 
demonstrated in some fascinating studies [2-9] and have since then been used in further 
intriguing investigations by several groups [10-15]. 
The topic of this thesis is the actuation of magnetic micro- and nanostructures by external 
magnetic fields and the use of magnetic actuation for the organization of matter on small 
scales. One possibility to achieve this are magnetic propellers, actuated by rotating external 
magnetic fields, which had been initially produced using expensive clean room equipment [5, 
6]. The goal of the research reported here was to use self-assembly to produce similar 
actuators cheaply and in large quantities. At first, several attempts were made to reproduce the 
helical or chain-like arrangement of previous actuators. However, it was then discovered that 
randomly shaped magnetic nanostructures can be effectively actuated and sorted (e.g. by size 
or propulsion speed), simply using rotating external magnetic fields. Based on this discovery, 
the propulsion of individual propellers was studied both experimentally as well as 
theoretically. Furthermore, a method to control several propellers simultaneously was 
discovered and investigated theoretically. Finally, it was observed that the synthesized 
propellers display interesting collective behavior and simulations were performed to gain an 
improved understanding of the relevant physics. 




The main motivation behind the research reported here was the ambition to help finding 
solutions to pressing, global problems. Contributions to such solutions are made in both 
fundamental as well as applied sciences. However, in fundamental sciences, the scientific 
quality of a question is often judged exclusively by its interestingness, i.e. the extent by which 
it appeals to the curiosities of the scientific community. Consequently, the desire to help 
solving practical problems is not always seen as becoming to a scientist. While curiosity is an 
important motivation for scientific research, it is not the only possible one. Trying to solve 
important, real-world problems is a good motivation for research as well and can be “a 
stimulus to curiosity” [16]. In fact, it might improve the scientific enterprise itself, if this 
motivation would be more commonly adopted and appreciated [16]. 
Luckily for scientists, there is no shortage of problems [17, 18]. Climate change [19-23], 
extreme poverty [24], biodiversity collapse [25-33], or the depletion of fresh water resources 
[34, 35] and fertile soil [36] are among the most urgent. Cheap and abundant renewable 
energy together with cheap energy storage would be a big step towards solving several of 
these problems [37-40]. Many recent advances towards this goal were based on the (limited) 
ability to organize matter on the micro- and nanoscale [41-55], which is the promise of 
nanotechnology [1]. For example, specifically shaped surfaces can greatly increase the 
efficiency of solar cells [47], particular iron oxide nanostructures are highly efficient for solar 
water splitting [51] and a nanowire architecture allowed the use of silicon as a lithium ion 
battery anode material [55]. New ways to cheaply produce such useful micro- and 
nanostructures are needed to allow the deployment of the corresponding technologies on a 
large scale. The work presented here aims to contribute to this overarching goal, by expanding 
the range of techniques available for the organization of matter on small scales. 
1.2 Scope of the Work 
This thesis deals in particular with magnetic micro- or nanoscopic structures that can be 
actuated by external magnetic fields and the physical mechanisms behind such actuation. 
Carbon coated aggregates of iron oxide nanoparticles, synthesized using hydrothermal 
carbonization, were used in most of the described experiments. Other randomly shaped 
magnetic nanostructures were synthesized as well, but their magnetic actuation was not 
characterized in detail. All known types of magnetic actuation are considered in this thesis, 
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although propellers are a focus of the presented work. The relationship between propeller 
geometry and propulsion speed was studied using a tomographic 3D reconstruction technique. 
Furthermore, this thesis deals with the task of controlling several such propellers in parallel, a 
challenging task with relations to microrobotics and control theory. The collective behavior of 
magnetic propellers was investigated, but no attempts were made to relate these findings to 
the rich literature on emergent, or collective (swarm) behavior. 
Several related research topics are not discussed in this thesis, but nevertheless guided the 
research reported here. These topics include actuation of structures above 100 µm [56], 
biological swimming [57-62], artificial, microscopic actuators not driven by magnetic fields 
[63-71] and magnetic steering thereof [69, 70, 72], approaches to the synthesis of magnetic 
nanostructures not used in the work reported here [73-77], applications of magnetic 
nanoparticles [78] (catalyst retrieval [79-81], MRI contrast agents [82], storage media [83]), 
swarm behavior different from that of magnetic nanopropellers [84-86], robotics [87-89] and 





This chapter briefly introduces the theoretical concepts necessary for the understanding of the 
reported experiments, theoretical analyses and simulations, and concisely reviews previous 
work. 
2.1 Basic Theoretical Concepts 
2.1.1 Actuation of Magnetic Iron Oxide Nanostructures 
The magnetic iron oxides magnetite (Fe3O4) and maghemite (γ-Fe2O3) were used for the 
experiments described in this thesis. The crystal structure of both is the inverse spinel [98]. 
The unit cell contains 8 tetrahedral sites and 16 octahedral sites that can be occupied by iron 
atoms. The tetrahedral sites are occupied by Fe(III), for both magnetite and maghemite. The 
octahedral sites are occupied in a 1:1 ratio with Fe(II) and Fe(III) in magnetite. In maghemite, 
5 of 6 octahedral sites are occupied by Fe(III) the rest is vacant (Figure 2-1). The 5d orbitals 
of Fe(II) and Fe(III) are not completely filled, thus (according to Hund’s rules) the unpaired 
electron spins bestow a magnetic dipole moment on the iron atoms (approximately 5 𝜇𝐵 for 
Fe(III) and 4 𝜇𝐵 for Fe(II)) [98].  
Classical electrodynamics predicts that close-by magnetic dipoles would tend to align anti-
parallel to each other. In certain materials, however, the quantum mechanical exchange 
interaction (arising from the Pauli exclusion principle and tending to align close-by spins 
parallel to each other) is stronger than the magnetic dipole interaction. At sufficiently low 
temperatures, this leads to ferromagnetism, i.e. the spins of unpaired electrons align and 
endow the material with a macroscopic magnetic moment, even in the absence of an external 
magnetic field [99]. In magnetite and maghemite the situation is, however, more complex. 
Here the exchange interaction leads spins on each sublattice to align parallel to each other, but 
the spins on the tetrahedral sublattice are anti-parallel to those on the octahedral sublattice. 
Due to the fact that the effective magnetic moments of the sublattices are not equal, this leads 
nonetheless to a macroscopic magnetic moment, even in the absence of an external magnetic 
field. This type of magnetic behavior is called ferrimagnetic [99]. In the case of magnetite this 
results in 32 𝜇𝐵 per unit cell, leading to a saturation magnetization of 480 kAm
-1 [100]. The 
saturation magnetization for maghemite is 380 kAm-1 [100]. 




Figure 2-1: Schematic representation of the inverse spinel structure leading to ferrimagnetism. (a) Explanation 
of symbols used. Green spheres denote octahedral sites. In the case of magnetite these are occupied by either 
Fe(II) or Fe(III) atoms in a 1:1 ratio. For maghemite the octahedral sites are occupied by either Fe(III) or 
vacancies (⊗) in a 5:1 ratio. Blue spheres denote tetrahedral sites which are invariably occupied by Fe(III) in 
both magnetite and maghemite. Orange spheres denote oxygen atoms. Yellow arrows denote the effective 
magnetic moment (averaged over the sublattice). (b) In the inverse spinel structure of magnetite and maghemite, 
the sublattices have effective magnetic moments that are opposed to each other, but of unequal magnitude 
(ferrimagnetism). (c) Schematic representation of the unit cell of maghemite and magnetite (inverse spinel). 
Adapted from [101] by permission of The Royal Society of Chemistry. 
 (http://www.rsc.org/shop/books/2013/9781849735537.asp). 
An external magnetic field can exert a torque on a magnetic nanostructure made from 
magnetite or maghemite, due to the fact that the orientation of its magnetic dipole moment is 
physically linked to the orientation of the nanostructure (which would not be the case for a 
paramagnetic bead). This linkage is due to two effects. Firstly, it is energetically favorable for 
the magnetic moment of magnetite or maghemite to be aligned with the [111] crystal 
direction, due to magnetocrystalline anisotropy [98, 102]. Secondly, shape anisotropy makes it 
energetically favorable for the magnetic moment to point in a certain direction, which could 
for example be a direction of elongation. This is due to the fact that the energy contained in 
the total magnetic field produced by a structure that is not point-symmetric (demagnetizing 
field), depends on the direction of magnetization [99]. 
Thermal noise affects the magnetic properties of ferrimagnetic materials by reducing the spin 
alignment. For ferromagnetic materials the Curie-Weiss law is valid. At high temperatures 
(𝑇 > 𝑇𝐶) the magnetization at a finite applied field 𝐵 begins to decrease to zero as 𝑀𝐵 ∝
1(𝑇−𝑇𝐶)𝛽, where 𝑀 is the magnetization, 𝑇 the temperature, 𝛽 an exponent and 𝑇𝐶 is called the 
Curie temperature (which is about 645 °C for maghemite [100]). For ferrimagnetic materials 
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2, where c is a constant [103]. 
Nanostructures are affected by thermal noise in a more complicated way, as the amount of 
thermal noise that destabilizes alignment depends on the number of interacting spins. This 
dependence is shown schematically in Figure 2-2. A ferrimagnetic structure can be in one of 
four magnetic states. In the superparamagnetic state (SP), the spins are aligned, but the 
direction of magnetization constantly flips due to thermal noise [104]. The average time 
between two magnetization reversals is called the Néel relaxation time 𝜏𝑁. It grows sharply 
when the structure size passes a certain value [105, 106]. Setting a threshold value for 𝜏𝑁 
defines the transition to the stable single domain state (SSD) [107, 108]. In the SSD state all 
spins are aligned and the volume magnetization of the nanostructure is approximately equal to 
the saturation magnetization even in the absence of a magnetic field. The alignment of all 
spins becomes energetically unfavorable with increasing structure size, since the energy 
contained in the magnetic field produced by the structure can be reduced by the formation of 
domains with opposing magnetizations. This multi-domain state (MD) is characteristic for all 
macroscopic ferrimagnetic materials in the absence of external magnetic fields of saturating 
strength. The volume magnetization therefore decreases again after peaking in the SSD state. 
The SP state similarly transitions into the conventional paramagnetic (P) state for sufficiently 
large structures above the Curie temperature. 
 
Figure 2-2: (a) Magnetic state diagram for a magnetic nanostructure of size 𝑑 and temperature 𝑇. SP denotes the 
superparamagnetic state, SSD the stable single domain state, P the paramagnetic state and MD the multi-domain 
state. (b) The magnetic state of a nanostructure depends also on its geometry. The state diagram plots here the 
axial ratio against the structure size. (c) The volume magnetization of a ferrimagnetic nanostructure, which can 
be retained in the absence of an external field, grows at first quickly with size as the SSD state is reached. This 
volume magnetization decreases again and reaches a constant (bulk) value when the MD state is reached. 
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The nanostructures used in this thesis can be described as being in a multi-domain state, due 
to the fact that they consist of several particles which, in addition, might be in the SP, the SSD 
or the MD state themselves. Nonetheless, it is usually sufficient to describe the magnetization 
state of a nanostructure with a dipolar net magnetization. For a uniformly magnetized sphere, 
this description is indeed exact. For more complex shapes the description is an approximation. 
If the applicability of this approximation is doubtful it is possible to use a multipole 
expansion, a numerical model of rigidly linked magnetic dipoles, or micromagnetic 
calculations [99, 109]. 
2.1.2 Hydrodynamics of Actuated Nanostructures 
The Navier-Stokes equations, which describe the motion of fluids, can be made dimensionless 
by introducing the Reynolds number: 
𝑅𝑅 =  𝜌𝜌𝜌
𝜂
 (1) 
Here 𝜌 and 𝜂 are the density and viscosity of the fluid, and 𝜌 and 𝜌 are a typical length scale 
and a typical velocity of a structure moving in the fluid. The Reynolds number can be thought 
of as the ratio between inertial and viscous forces [110]. For 𝑅𝑅 ≪ 1, the inertial term in the 
Navier-Stokes equations can thus be dropped, leading to the Stokes equations [111]: 
𝜂∇2𝒖 − ∇𝑝 = 0 (2) 
∇𝒖 = 0 (3) 
where 𝒖 is the fluid velocity and 𝑝 the pressure. This continuum description seems to remain 
valid down to a few nanometers [112]. Two important theorems by Helmholtz are worth 
mentioning. Firstly, the solution to the Stokes equations is unique. Secondly, the energy 
dissipated by the flow field which is a solution to the Stokes equations, is lower than for any 
other solenoidal field (𝒖∗ with ∇𝒖∗ = 0) which satisfies the same boundary conditions [113]. 
The Reynolds number of an actuated nanostructure can be estimated as follows. Assuming 
𝜌 < 2 × 10−5 m, a rotation frequency 𝜔 < 200 Hz and a liquid medium of water at room 
temperature (20 °C), the Reynolds number can be calculated: 
𝑅𝑅 <  2 × 10−5 m10−3 N m−2 s × 103 kg m−3 × 200 s−1 ×  10−5m =  4 × 10−2 ≪ 1 (4) 
The Stokes equations (equations 2 and 3) are thus indeed suited for the hydrodynamic 
description of actuated magnetic nanostructures. Analytical solutions of these equations can 
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only be obtained for simple situations, like the flow past a translating sphere of radius 𝑅 
[113]. From this solution the translational friction coefficient can be determined to be 6𝜋𝜂𝑅 
(Stokes law). 
The flow around a rotating sphere can be solved as well [113]. In spherical coordinates the 
solution is given by: 
𝒗(𝒓) = 𝑅3𝜔
𝑟2
sin (𝜃) ?̂?ϕ (5) 
For a sphere of radius 𝑅 rotating with frequency 𝜔 and 𝑟 = |𝒓| (𝒓 being the coordinate 
vector). 𝜃 and 𝜙 denote the polar and azimuthal angle respectively. This solution satisfies 
∇2𝒗 = 0, which means that the pressure 𝑝 is constant in the entire volume (which is not the 
case for a translating sphere). Since the flow field has no radial component, mixing does not 
occur, i.e. the distances of test-particles in the solution to the rotating sphere stay constant. 
From this flow-field the rotational friction coefficient of a sphere can be determined to be 8𝜋𝜂𝑅3. 
Another useful analytical result is the frequency Ω with which two identical spheres (radius 
𝑅) will rotate around each other, when fixed in a 2D plane and rotating (in identical 
directions) in this plane with frequency 𝜔 [114]. 






Here 𝑟 > 2𝑅 is the separation of the two propellers, which remains equal to its initial value. 
Two rotating spheres thus do neither attract nor repel each other, when rotating in the 
described way. 
It is interesting to note that the produced flow fields are independent of the viscosity of the 
liquid. A screw moving through a solid material obviously does not produce such a flow field. 
The motion of a screw in a solid is thus different from the movement of a propeller in a liquid 
of very high viscosity. This is due to the fact that the boundary conditions in low Reynolds 
number hydrodynamics are generally assumed to be no-slip, i.e. the fluid velocity in the 
immediate vicinity of a solid interface is equal to the velocity of the solid interface. This is 
clearly not true for the movement of a screw in a solid. 
Thermal noise cannot be neglected for structures smaller than about 10 µm. This can be seen 
by considering that a sphere of 5 µm radius in water at room temperature will diffuse about 
0.5 µm during one second and knowing that the square root of the mean square displacement 
2.2 - Survey of Actuation Strategies 
9 
 
due to diffusion grows with the square root in time. Diffusion affects the position as well as 
the orientation of the structure. Diffusion coefficients for rotation and translation can be 
obtained by dividing the thermal energy (𝑘𝐵𝑇) by the respective friction coefficients, 
according to the Einstein relation. Increasing the magnetic field strength cannot prevent 
rotational diffusion, since the magnetic field can only fix one of the two rotational degrees of 
freedom. To counter rotational diffusion the actuating field frequency needs to grow with the 
inverse cube of the nanopropeller scale, an effect which can prohibit effective magnetic 
actuation [115]. 
2.2 Survey of Actuation Strategies 
This section was partially adapted from [116] as well as another submitted manuscript. 
Several mechanisms for magnetic actuation have been proposed [117-120]. Gradient fields 
can exert forces on magnetic materials and have been used successfully to move microscopic 
objects [121-126]. Magnetic field gradients, however, decay like 1/𝑟4, where 𝑟 is the distance 
from a dipolar source of magnetic fields. Therefore, when the source of the magnetic field is 
far away from the devices to be actuated, it becomes favorable to use the torques exerted by 
homogenous magnetic fields, since these only decay like 1/𝑟3  [118]. 
Exerting torques does, however, not immediately lead to translatory movement. It is thus 
necessary to find a way to convert torques into effective forces. The published methods to 
achieve such conversion can be grouped into three categories: propellers, rollers and 
swimmers. Magnetic propellers are magnetic structures, which are actuated by rotating 
magnetic fields. The hydrodynamic coupling between rotation and translation leads to the 
propeller moving through the liquid, parallel to the vector of rotation of the magnetic field [5, 
6, 11, 116, 127, 128]. Rollers are objects that move along a surface when actuated by rotating 
or precessing magnetic fields [8, 129-132]. Swimmers are objects that change shape during 
one period of the actuating field, in a way that leads to a net displacement of the structure [9, 
133-138]. These three categories are not mutually exclusive, since structures can share 
attributes of more than one category. For example, most propellers are also rollers if they are 
close to a surface. 
How the application of torques can lead to translatory movement can be understood in the 
framework of low Reynolds number hydrodynamics (see section 2.1.2). According to the 
scallop theorem, it is not possible to achieve translatory motion by reciprocal movement in a 
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Newtonian fluid at low Reynolds number [139]. One way around this limitation is to actuate a 
structure in a non-reciprocal way, for example by applying a rotating magnetic field (Figure 
2-3 b). If the actuated structure is flexible, actuation can also be achieved with a field that 
would only induce reciprocal motion in a rigid structure (Figure 2-3 a). Interestingly 
translatory movement is also possible if a rigid structure is actuated in a reciprocal manner 
close to an elastic interface [140]. In viscoelastic media (e.g. many biological fluids) also 
reciprocal deformation cycles can lead to swimming.  
Symmetry breaking is also required. For rollers, this is typically achieved by being close to an 
interface. Propellers have to exhibit sufficiently asymmetric shapes in order to achieve 
translatory movement. Symmetry breaking for swimmers has generally been achieved using a 
head-tail design, where either a magnetic head is used to actuate a flexible tail, or the tail itself 
is magnetic [9, 133-138]. These requirements for torque based translatory motion are 
summarized in Figure 2-3.  
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Figure 2-3: Summary of requirements for torque based translatory motion. (a) This is an example of a magnetic 
field that will typically induce reciprocal motion in a rigid magnetic structure. The field strengths of the three 
components of the magnetic field vector are plotted against time. (b) The same plot as (a) for a rotating magnetic 
field, which induces non-reciprocal motion also in a rigid structure. (c) Schematic of a rigid magnetic structure. 
White arrows indicate the magnetization state. (d) Schematic of a flexible magnetic structure. The structure can 
incorporate physical linkers (e.g. DNA) or might be held together by magnetic interactions alone. (e) Symmetry 
breaking is necessary for translatory motion. This can be achieved by asymmetries in the structure itself, 
mixtures of different symmetric particles, or the presence of an interface. (f) The requirements can be 
summarized in this table. Red areas mark regions where translatory motion is impossible. Yellow areas mark 
regions where translatory motion is possible. A gradient in the yellow areas was used to indicate that the 
conditions presented here are necessary, but not sufficient. This figure is part of a submitted manuscript. 
2.2.1 Rolling Along a Surface 
The first detailed study on the rolling mechanism was published in 2008 by Tierno et al. [8]. 
They used DNA to construct pairs of one bigger and one smaller paramagnetic bead. The 
resulting magnetic shape anisotropy of the construct enabled the application of torques, which 
is not possible for single paramagnetic beads. Symmetry breaking was immediately achieved, 
since the doublets were floating slightly above a solid glass surface (x,y plane), due to 
electrostatic repulsion.  
By applying precessing magnetic fields (𝑩(𝑡) = (𝐵1 sin(𝜔𝑡) ,𝐵2,𝐵1cos (𝜔𝑡)), these particles 
could be moved in the x direction (perpendicular to the vector of rotation of the actuating 
field) and steered around microfluidic channels [141]. It was shown later, that pairs of equally 
sized paramagnetic beads behave similarly [130]. However, this time it was also observed that 
depending on the opening angle (tan−1(𝐵1/𝐵2)) of the precessing field, the doublets did not 
necessarily move along the x direction. The y-component parallel to the vector of rotation 
could be interpreted as propulsion, which means that this two bead system could potentially 
act as an extremely simple propeller. It was not tested whether this propulsion effect would 
also work in bulk liquid. This type of surface roller has also been subjected to rotating 
magnetic fields on top of a surface with patterned magnetization [142]. 
Rolling has also been realized with chain-like assemblies of superparamagnetic beads [129] or 
Nickel coated gold nanorods [131]. Nickel nanowires could also be used for rolling actuation. 
These were able to roll upwards a nearly vertical surface and transport polystyrene beads 
[132, 143, 144]. NdFeB microparticles could serve as rollers as well [145]. 
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2.2.2 Propulsion of Chiral Objects 
Many different approaches have been used to fabricate helical magnetic micro- and 
nanopropellers. Here, the term micropropeller is used for objects below 100 µm in size and 
the term nanopropeller for objects smaller than 5 µm. One of the first micropropellers was 
created by Zhang et al. using self-scrolling thin films [146, 147]. These bio-inspired “artificial 
bacterial flagella” are between 30 and 50 µm in size and have been studied in great detail [6, 
148-152]. Smaller propellers (about 0.25 × 1.5 µm) were fabricated by Ghosh and Fischer 
using glancing angle vapor deposition (GLAD) [5] and recently by Schamel et al. (about 0.1 × 0.4 µm) [153]. These have been used to demonstrate the separation of chiral species by 
magnetic fields [154] and, after applying a cytocompatible coating, were able to move 
through human blood [155]. Due to their small size, special attention has been paid to the 
effect of thermal noise on these propellers [115, 156, 157]. Using direct laser writing (DLW), 
helical micropropellers with precisely controlled geometric parameters were fabricated and, 
after coating them with a magnetic material, have been used in numerous studies [11, 158-
165]. It has also been shown, that the magnetic material can be internalized, by applying DLW 
to photoresist mixed with superparamagnetic nanoparticles, which were aligned by an 
external magnetic field during the writing process [166]. 
The propellers discussed so far required expensive equipment for their production. Different 
attempts have been made to reduce the production costs of propellers, by using self-assembly 
or templates. Curved nickel nanowires have been assembled into helix-like structures and 
could be used as propellers when actuated by a rotating magnetic field [152]. The 
metallization of helical liposome scaffolds could also be used to create structures that were 
able to propel when actuated by rotating magnetic fields [167]. Plant based magnetic helical 
propellers have been created, by coating the spiral xylem vessels of vascular plants with 
titanium and nickel layers [127]. Nickel coated helical palladium nanosprings were created by 
a template electrosynthesis method and could be used as propellers [128]. 
The propulsion of the presented chiral structures is due to a hydrodynamic coupling between 
rotation and translation. It follows from the Stokes equations (equations 2 and 3) that the 
speed 𝑣 and the rotation frequency 𝜔𝑝 of the propeller must be linearly related to the applied 
external force 𝐹 and torque 𝜏 [168]: 
�𝐹
𝜏
� = 𝐏 � 𝑣𝜔𝑝� = 𝜂 � 𝜌𝐿 𝜌2𝐶𝜌2𝐶 𝜌3𝐷� � 𝑣𝜔𝑝� (7) 
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Here 𝜂 is the fluid viscosity, 𝜌 is a size parameter for the propeller and 𝐿, 𝐶, and 𝐷, are 
parameters that depend only on the shape of the propeller. The symmetric and positive 
definite matrix 𝐏 is called the resistance matrix [111]. In general it is a 6×6 matrix, but here it 
is only 2 × 2. This is because here 𝐹, 𝜏, 𝑣 and 𝜔𝑝 are scalar quantities, since the propeller 
must move on average parallel to the rotation axis for symmetry reasons. Equation 7 is thus a 
simplification that ignores movement on timescales 𝑡 < 1/𝜔𝑝. 𝐿 and 𝐷 are related to 
translational and rotational friction respectively. 𝐶 describes the coupling between rotation 
and translation. 𝐏 being positive definite implies: 
𝜌𝐿𝑎2 + 𝜌3𝐷𝑏2 > −2𝜌2𝐶𝑎𝑏 (8) 
for arbitrary real numbers 𝑎 and 𝑏. It follows that 𝐿 > 0 and 𝐷 > 0. Assuming 𝐶𝑎𝑏 < 0 
equation 8 can be rewritten as: 
𝐿𝑎2
𝜌24𝑏2 + 𝐷2 + 𝜌2𝐷2𝑏24𝐿𝑎2 > 𝐶2𝐿  (9) 







 and 𝐶𝑎𝑏 < 0 can 










In the case of magnetic propellers, the external force is zero (𝐹 = 0). Therefore, the speed of 
the propeller is related to the frequency of rotation as: 




In order to compare the propulsion properties of propellers of different shapes it is therefore 




× 103 =  −𝐶
𝐿
× 103 (12) 
The maximum reported dimensionless speeds of different propeller designs, measured parallel 
to the vector of rotation of the actuating field, are compared in Figure 2-4. The accumulated 
research on magnetically actuated micro- and nanopropellers has been reviewed several times 
[118-120, 169-171]. 





2.2 - Survey of Actuation Strategies 
15 
 
Figure 2-4: Comparison of dimensionless speed values for different propeller designs. The speed measurements 
reported here were all done in water close to a solid interface, except for (c) which was measured in 3 mg/ml 
viscoelastic hyaluronan solution and (i) which was measured in a high density 0.5 µm-diameter microbead 
solution. (a) Micropropeller made from self-scrolling thin films [6]. Scale bar: 3 µm. 𝑈 ≈ 103 8 µms−1
38 µm 10 Hz = 33. 
Adapted with permission from [6]. Copyright 2009 ACS. (b) Nanopropeller from template electrosynthesis 
[128]. Scale bar: 100 nm. 𝑈 ≈ 103 15µms−1
3µm 150 Hz = 33. Adapted from [128] with permission from The Royal 
Society of Chemistry. (c) Extremely small nanopropeller made using glancing angle vapor deposition (GLAD) 
[153]. Scale bar: 100 nm. 𝑈 ≈ 103 1.1 µms−1
0.4 µm 50 Hz = 55. Adapted with permission from [153]. Copyright 2014 ACS. 
(d) Micropropeller produced using helical lipid microstructures [167]. Scale bars are 300 nm (inset) and 1 µm. 
𝑈 ≈ 103 0.41 µms−1
11.8 µm 0.6 Hz = 58. Adapted with permission from [167]. Copyright 2012 Wiley-VCH. (e) 
Micropropeller based on spiral xylem vessels [127]. Scale bar: 5 µm. 𝑈 ≈ 103 250 µms−1
50 µm 70 Hz = 71. Adapted with 
permission from [127]. Copyright 2013 ACS. (f) Micropropeller fabricated using direct laser writing (DLW) 
[11]. Scale bar: 2 µm. 𝑈 ≈ 103 86 µms−1
35 µm 25 Hz = 98. Adapted with permission from [11]. Copyright 2012 Wiley-
VCH. (g) Micropropeller fabricated by direct laser (DLW) writing of photoresist containing superparamagnetic 
nanoparticles aligned by an external magnetic field [166]. Scale bar: 10 µm. 𝑈 ≈ 103 28.2 µms−1
60 µm 4.1 Hz = 115. 
Adapted with permission from [166]. Copyright 2014 Wiley-VCH. (h) Nanopropeller made using GLAD [5]. 
Scale bar: 500 nm. 𝑈 ≈ 103 40µms−1
2µm 150 Hz = 133. Adapted with permission from [5]. Copyright 2009 ACS. (i) 
Micropropeller based on magnetically assembled curved nickel nanowires [152]. Scale bar: 10 µm. 𝑈 ≈103 10.6 µms−1
16 µm 2 Hz = 331. Adapted with permission from [152]. Copyright 2010 IEEE. 
In general, the parameters 𝐶 and 𝐿 in equation 11 can depend on the frequency of the external 
actuating field (𝜔). This can happen if the axis of rotation changes with the actuation 
frequency, or if the structure is not completely rigid [156]. Assuming that 𝐶 and 𝐿 are 
independent of 𝜔 and the magnetization is constant and remains unchanged by the external 
field, a simple relationship between 𝜔 and the propeller speed 𝑣 can be derived. Since the axis 
of rotation does not change, the orientation of the propeller can be described by a single angle 
𝜑. The projection of the magnetization vector onto the plane perpendicular to the axis of 
rotation defines 𝜑. 
By replacing 𝜔𝑝 by ?̇? and -
𝐿𝐶
𝐴
 by 𝑐𝑣 , equation 11 can be rewritten as: 
𝑣 = 𝑐𝑣?̇?, (13) 
Two torques act on the propeller, fluid friction 𝜏𝐹 and magnetic torque 𝜏𝑀: 
𝜏𝐹 = 𝑐𝐹?̇? (14) 
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𝜏𝑀 = 𝐵𝑀 sin(𝜔𝑡 − 𝜑) (15) 
where 𝑐𝐹 = 𝜂𝜌3(𝐷 − 𝐶2 𝐿⁄ ) is the rotational friction constant, 𝑀 the magnetization of the 
propeller and 𝐵 the field strength of the rotating actuating field. 𝜔 is the frequency of the 
rotating magnetic actuating field and 𝑡 is time. According to equation 10, 𝑐𝐹 is always 
positive. Interestingly the rotational friction constant 𝑐𝐹 is reduced when the coupling between 
rotation and translation is strong (large 𝐶). This suggests that arbitrarily shaped structures will 
have a tendency to rotate around an axis with strong rotation translation coupling. 
In the strongly over-damped case of low Reynolds numbers, the torques 𝜏𝐹 and 𝜏𝑀 must be 
equal at all times. This torque balance results in the following differential equation. 
?̇? = 𝐵𝑀
𝑐𝐹
sin(𝜔𝑡 − 𝜑) (16) 
This differential equation has been solved several times [154, 172, 173] and the solution was 
brought into a simple form [116, 174-179]. The discussion presented here is based on [116]. 
The analytical solution of equation 16 is: 
𝜑(𝑡) = 𝜔𝑡 + 𝜑0(𝑡) (17) 
with  
𝜑0(𝑡)  = 2arctan �−𝜔𝐶 + �𝜔2 − 𝜔𝐶2 tan �−12�𝜔2 − 𝜔𝐶2  (𝑡 + Φ) � 𝜔 � (18) 
where Φ is a parameter that depends on the initial conditions and 𝜔𝐶 = 𝐵𝑀𝑐𝐹  is the critical 
frequency of the propeller. 
In the case of ω < ω𝐶  this can be rewritten as follows. 
𝜑0(𝑡) = 2arctan �−𝜔𝐶 + 𝑖�𝜔𝐶2 − 𝜔2 tan �−12 𝑖�𝜔𝐶2 − 𝜔2  (𝑡 + Φ) � 𝜔 � (19) 




The steady state solution, in the limit 𝑡 →  ∞ is: 
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i.e. at large times, 𝜑0(𝑡) becomes constant. Thus the magnetic moment follows the magnetic 
field with the same frequency, but with a constant phase shift 𝜑0. This phase shift can be 
calculated using arcsin[𝑥] = 2arctan � 𝑥
1+√1−𝑥2
�: 
𝜑0 = −𝜋 + arcsin � 𝜔𝜔𝑐� = −arcsin � 𝜔𝜔𝑐� (22) 
since sin(y) = x ⟺ 𝑦 = (−1)𝑘arcsin[𝑥] + 𝑘𝜋 , with 𝑘 ∈ ℤ. By defining sin(𝜑�0)  = 𝜔𝜔𝐶, the 
final steady state solution becomes: 
𝜑(𝑡) = 𝜔𝑡 −  𝜑�0 (23) 
This solution is obtained from the general solution for Φ →  ∞. 
In the case ω > ω𝐶  the magnetic moment still follows the magnetic field, but the magnetic 
moment is repeatedly overtaken by the magnetic field, thereby rotating effectively at a lower 
frequency 𝜔eff. In order to obtain an analytical expression for 𝜔eff one can observe that 𝜑0(𝑡) 
is a periodic function in 𝑡 that decreases by 2𝜋 in a period 𝑇0 defined by the argument of the 
tangent: 
tan �−12�𝜔2 − 𝜔𝐶2  (𝑡 + Φ) � (24) 
 This reveals the periodicity as π = 𝑇0  12�𝜔2 − 𝜔𝐶2. Thus the effective frequency is: 
𝜔eff(𝜔) = 𝜔 − 2𝜋𝑇0 = 𝜔 − �𝜔2 − 𝜔𝐶2 (25) 
The final relationship between the actuating frequency of the external field and the propeller 
speed is thus: 
𝑣(𝜔) = �𝑐𝑣𝜔                                       for  𝜔 < 𝜔𝐶
𝑐𝑣 �𝜔 − �𝜔2 − 𝜔𝐶2�      for  𝜔 > 𝜔𝐶  (26) 
  
The assumption that the axis of rotation is independent of the actuating frequency is not 
always valid. For a rod-like structure magnetized neither parallel, nor perpendicular to its 
short axis, it can be intuitively understood that this structure will rotate around its short axis at 
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high frequencies (minimizing rotational friction), but not at low frequencies. This situation 
has been analyzed for ellipsoids [156] and helical shapes [180]. 
Which geometric shape is optimal for propulsion is an interesting question. A recent study on 
helical propellers by Morozov et al. suggested that from a geometric point of view, a regular 
helix (with circular cross-section along the helix) is optimal [180]. Yet, when taking 
considerations about the magnetization of the propeller into account, a normal helix (with the 
cross section elongated perpendicular to the long axis of the helix) seemed preferable [180]. 
Morozov et al. find no significant difference between a normal and a binormal helix (with the 
cross section elongated parallel to the long axis of the helix) (see Figure 2-5). In contrast to 
this, Keaveny et al. find that the normal helix is about 1.7 times faster than the binormal helix 
[181]. Using an optimization algorithm which considered only slender shapes with a single 
centerline (no branched shapes), Keaveny et al. found an optimal slender propeller shape 
consisting of only about one helical turn [181]. 
 
Figure 2-5: Illustration of regular (a), normal (b) and binormal (c) helical propellers. Adapted from [180] with 
permission from The Royal Society of Chemistry. 
2.2.3 Swimming by Cyclic Shape Deformation 
Although a wide range of cyclic shape deformations can lead to swimming [139, 182-184], 
experimental realizations of magnetically actuated swimming were predominantly based on 
bending waves. In 2005, Dreyfus et al. reported a swimmer, composed of a chain of 
superparamagnetic beads linked by DNA and attached on one end to a red blood cell [9] (24 
µm in size). When actuated by a magnetic field (𝑩(𝑡) = (𝐵1,𝐵2sin (𝜔𝑡),0)), this structure 
moved in the x direction, with the red blood cell being towed by the chain-like structure. Gao 
et al. realized a swimmer, by linking a magnetic nickel nanorod to a gold nanorod via a thin 
silver filament [137] (6.5 µm in size), actuated by a precessing magnetic field (𝑩(𝑡) =
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(𝐵1,𝐵2cos (𝜔𝑡),𝐵2sin (𝜔𝑡))). This swimmer could be modified to enable catalytic propulsion 
(in a solution containing hydrogen peroxide) in addition to magnetic actuation [136]. 
Furthermore, attaching glucose oxidase to this swimmer allowed the magnetically controllable 
biocatalytic patterning of helical metal microstructures [185]. A similar design, 5.8 µm in 
size, used only a nickel nanorod with a silver tail, achieving significantly faster movement 
[138]. A precessing magnetic field could also be used to induce swimming motion in self-
assembled ribbons consisting of paramagnetic colloids [186]. In a different approach 
superparamagnetic cobalt nanoparticles self-assembled into chain-like structures and were 
magnetically attached to magnetic colloids. The resulting head-tail structures could be 
actuated by magnetic fields (𝑩(𝑡) = (𝐵1,𝐵2sin (𝜔𝑡),0)), however, potential influences of 
gradient fields could not be excluded [133]. 
2.3 Magnetic Actuation for Microrobotics 
This section was partially adapted from a submitted manuscript. 
2.3.1 Steering Single Microrobots 
Micro- and nanorobots have been the subject of numerous studies due to their high potential 
for applications, ranging from microassembly and sensing to minimally invasive medicine 
and environmental remediation [12, 64, 171, 187-189]. As described in section 2.2, magnetic 
fields can be used to “fuel” such devices and are particularly promising for the actuation of 
microscopic devices in a liquid environment. The potential of untethered magnetically steered 
devices has been demonstrated in several microassembly tasks. Building on earlier work [190, 
191], Tasoglu et al. used a combination of magnetic gradients and alternating homogenous 
fields to actuate a cuboid made of NdFeB particles in polyurethane [12]. This microrobot 
could be used to move various millimeter sized hydrogel building blocks around in 2D and, 
using ramps, even to stack the building blocks in 3D. A different microrobot design relying on 
resonant magnetic actuation in the kHz frequency range, could be used to move silicon disks 
(100 µm diameter) in a controlled way [192]. Magnetically actuated propellers could also be 
equipped with a cage-like device that enabled the controlled placement of 6 µm 
microparticles [11]. Microrobotic grippers, developed by Diller et al. reversibly grip a suitable 
object (millimeter scale), move around with it and assemble such objects into complex 3D 
arrangements [193]. Rotating magnetic particles could be used to trap and transport 
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microorganisms [145]. The biocatalytic patterning described in section 2.2.3 can be seen as a 
micro-assembly task as well [185]. 
2.3.2 Swarm Control 
By applying rotating magnetic fields with suitable frequencies and axes of rotation, the 
position of one magnetic propeller can thus be controlled in a straightforward manner. 
Similarly, identical propellers placed in a homogenous environment will all respond in 
identical ways to the applied magnetic fields. This might be interesting for applications like 
the assembly of microstructures, where a single set of instructions from the magnetic field 
could be executed by a large number of propellers in parallel. 
Swarm control, i.e. the ability to steer individual members of a group of propellers 
independently along predefined trajectories, is more difficult, but also possible. Different 
actuating strategies have been used to realize swarm control, all based on the idea that 
differences in magnetic or geometric properties can be exploited to actuate microscopic 
objects individually. In 2D, this has been done using electrostatically actuated microrobots 
[194] or resonant crawling robots with distinct resonant frequencies [192]. These approaches 
required specialized 2D surfaces. Magnetic objects performing a stick-slip motion could be 
independently positioned on non-specialized surfaces [195]. In 3D, the positions of different 
magnetic objects could be independently controlled using magnetic gradient fields [196]. 
However, all of these previous approaches to swarm control used magnetic objects hundreds 
of micrometers in size. At smaller scales, it becomes increasingly difficult to produce 
sufficiently strong magnetic gradient fields. Magnetic propellers can therefore be much 
smaller than larger objects moved with similar speeds by gradient fields. Magnetic propellers 
close to [5] or below (see section 4.3 and [153]) one micrometer in size have been produced 
and effectively actuated. So far magnetic propellers have not been used for swarm control, 
potentially due to the fact that a simple relationship between actuating frequency and 
propeller speed has only recently been described [116, 154]. 
When magnetic propellers differ in their properties (i.e. shape or magnetization), swarm 
control becomes possible due to the nonlinear relationship between the frequency of the 
actuating magnetic field and the propulsion speed of the propellers [120, 164]. Although this 
shows that swarm control for propellers should be feasible in principle, it is difficult to 
determine how propellers should be actuated to achieve swarm control in practice. 
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2.4 Collective Behavior of Magnetic Micro- and Nanostructures 
2.4.1 Self-assembly Induced by Static Magnetic Fields 
The self-assembly of paramagnetic or superparamagnetic particles has been investigated in 
many studies [197-225]. Applying a constant magnetic field to a suspension of micrometer 
sized paramagnetic particles typically results in the formation of chain-like structures that 
look like a string of beads [202, 218, 220, 226]. Smaller superparamagnetic nanoparticles 
under the influence of a constant magnetic field tend to form multiple chain superstructures as 
well [201, 209, 210, 212, 217, 222, 224] (zipped-chain superstructures [223, 227]). Such 
chain-like assemblies have been used for micromixing [200], as force sensors [208, 218], 
tunable photonic materials [211, 214, 216, 221, 228, 229], magnetically controllable 
polarizers [215], and for magnetic actuation as discussed in section 2.2. Chain formation is 
also the mechanism behind magnetorheological fluids [219]. Application of a magnetic field 
can destabilize a colloidal crystal, when the field is applied perpendicular to the 2D colloidal 
arrangement [225]. Altering the shape of magnetic nanostructures has been shown to have an 
effect on their assembly as well [230]. 
In the absence of external magnetic fields, superparamagnetic particles tend to form more 
globular arrangements [231]. Self-assembly is nonetheless possible in the absence of external 
magnetic fields. Ordered superlattices of magnetic nanocrystals could also be achieved using 
doctor blade casting without external magnetic fields [219]. Maghemite nanoparticles were 
observed to form structures reminiscent of coffee rings in evaporating solution [232]. Cobalt 
nanoparticles were observed to form complex structures in evaporating solutions, also in the 
absence of external magnetic fields [206, 207]. Ahniyaz et al. used the transient application of 
a magnetic field to assemble superparamagnetic nanocubes into highly ordered superlattices 
[204].  
Ferrofluids (i.e. solutions containing superparamagnetic nanoparticles) self-organize into 
fascinating macroscopic shapes when subjected to external magnetic fields (Rosensweig 
instabilities). On the micro-scale, interesting colloidal self-assembly phenomena can be 
observed, when non-magnetic colloids are submerged in a ferrofluid. Yellen and coworkers 
showed that the application of an external magnetic field can result in the controlled self-
assembly of complex, well-defined multi-particle assemblies [2, 3, 233]. If magnetic as well 
as non-magnetic colloidal particles were suspended in ferrofluid, the application of an 
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external field resulted like-wise in the formation of a wealth of highly ordered structures [13]. 
Similar systems have been used to create tunable photonic structures [234]. 
Chemically synthesizing magnetic nanomaterials under the influence of an external magnetic 
field has also resulted in chain-like and more complex arrangements [235] (see also section 
3.8.3). Chain formation could also be inhibited by applying an alternating external magnetic 
field [236]. Ferro- or ferrimagnetic nanostructures in the SSD or MD size range tend to form 
chain-like aggregates [237-242] as well as chain-like assemblies that look like beads on a 
string (see Figure 2-6) [240-243]. Wang et al. were able to synthesize magnetic iron oxide 
nanorods passivated by a silica layer [244]. These structures could be used as building blocks 
for a liquid crystal solution with optical properties that could be controlled by an external 
magnetic field [244]. The magnetic field induced assembly of magnetic micro- and 
nanoparticles has been reviewed several times in recent years [245-248]. 
 
Figure 2-6: Biogenic magnetite nanoparticles in a lipid membrane (magnetosomes). (a) Overview image, 
different types of self-assembled structures are visible. Scale bar is 1 µm. (b) Chain-like assemblies and a flux-
closure ring are visible. Scale bar is 250 nm. (c) Multiple chains form a larger aggregate (zipped-chain 
superstructure). Scale bar is 250 nm. 
The self-assembly properties of magnetic materials can also be exploited in combination with 
prefabricated micro- and nanostructures (e.g. magnetic tape [249]). One such approach is 
known as magnetolithography, which uses the local field gradients produced by metal masks 
to attract magnetic nanoparticles to specific locations [7, 250, 251]. A more sophisticated 
approach was demonstrated by Demirörs et al. [10, 252]. By dispersing dia- and paramagnetic 
particles in a fluid with a specially chosen magnetic susceptibility, the forces exerted by field 
gradients on both types of particles and of particles of different size can be finely tuned. Using 
microfabricated magnetic template structures, complex microstructures could be produced in 
a highly reproducible and massively parallel manner. 
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2.4.2 Dynamic Self-assembly Using Non-constant Magnetic Fields 
The first report of self-assembly induced by rotating magnetic fields was published in 2000 by 
Grzybowski and Whitesides, using circular millimeter sized rotors [4]. The rotors are attracted 
by magnetic gradient fields to a center point, repel each other through hydrodynamic 
interactions (finite Reynolds number) and thus arrange in interesting patterns [253-255]. It 
was shown later that for chiral rotors these hydrodynamic interactions depend on the rotor 
handedness [256]. These experiments involved up to 25 rotors. 
Larger numbers of particles could be studied using microscopic paramagnetic or 
superparamagnetic particles. Their self-assembly, as induced by time-dependent magnetic 
fields, has been investigated in several studies [257-261]. The particles are typically arranged 
in the 2D imaging plane and the actuating field is rotating in the imaging plane with a 
constant component perpendicular to the imaging plane. The effective interactions between 
the particles can be repulsive or attractive, depending on the relative strengths of the in-plane 
and out of plane components of the actuating field. If the particles are not spherical, shape 
anisotropy can change the point at which the interaction switches from attractive to repulsive 
[262]. Since anisotropic particles, unlike spherical particles, rotate under the influence of a 
rotating magnetic field, hydrodynamic interactions might play a role as well. Applying a 
rotating field to paramagnetic particles on a substrate with striped magnetization, allowed the 
transport of particles in addition to particle assembly [263-266]. In such systems it is possible 
to tune the effective inter-particle forces from repulsive to attractive [267]. Recently Pietro 
Tierno used rotating magnetic fields to facilitate the assembly of paramagnetic colloids into 
different crystalline arrangements on top of a substrate with patterned magnetization [268]. It 
has also been possible to remotely control the 2D motion of magnetic beads along an arbitrary 
pathway on a microstructured chip surface [269]. Yan et al. actuated Janus colloids with a 
discoid magnetic symmetry using precessing magnetic fields [14]. They observed that this led 
individual particles to rotate with periodical tilting (like the nutation of a gyroscope), retaining 
phase freedom. In assemblies of such particles, the rotation synchronized and many different 
structures (different kinds of tubes, chains and sheets) formed in a controllable way, 
depending on the frequency and the precession angle of the actuating field. 
For ferromagnetic microparticles, it has been observed that the aggregation kinetics could be 
influenced by time-varying external magnetic fields [270]. By applying an alternating 
magnetic field perpendicular to a liquid interface containing ferromagnetic particles, colloidal 
asters could be produced and manipulated [271-273]. The assembled structures could also be 
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used to manipulate other non-magnetic particles. Erb et al. used rotating magnetic fields, as 
well as constant magnetic fields to organize alumina platelets covered with magnetic 
nanoparticles [15, 274, 275]. 
Cluster formation of magnetic dipoles under the influence of a rotating magnetic field has 
been investigated in several theoretical studies [276-278]. When hydrodynamic interactions 
were not taken into account, Brownian dynamics simulations of magnetic dipoles under the 
influence of a rotating magnetic field resulted in the formation of particle layers perpendicular 
to the vector of rotation of the actuating field [278]. Using Langevin dynamics and Monte 
Carlo simulations of magnetic dipoles confined to 2D, cluster formation could be observed 
[277]. Hydrodynamic interactions were not simulated and only briefly considered. It was 
found that cluster formation happens only in a specific regime and proceeds through spinodal 
decomposition. Hydrodynamic interactions were considered explicitly in a more recent 
publication [276]. The dependence of the hydrodynamic coupling between spherical particles 
on the distance between particles (𝑟) was considered up to order 1/𝑟3 (far field 
approximation). Thermal noise was taken into account. The liquid medium was considered to 
be homogenous (no wall effects). Including hydrodynamic interactions seemed to shrink the 
parameter regime (field strength and frequency) in which cluster formation is possible. 
However, cluster formation proceeded faster in the presence of hydrodynamic interactions. 
Also cluster rotation was only observed when hydrodynamic interactions were included. The 
angular velocity increased slightly with distance from the cluster center. Particles were 
observed to arrange hexagonally, but hydrodynamic interactions weakened the hexagonal 
ordering. 
Nguyen et al. simulated large systems consisting of rotating objects in 2D, which interact only 
through steric effects [279]. The rotors are driven by constant external torques and energy is 
dissipated through rotational and translational friction (given by the Einstein relation). Inertia 
is taken into account and the model consists of coupled Langevin equations. They consider 
dense mixtures of clockwise and counterclockwise rotors and observe phase separation 





3. Materials and Methods 
3.1 Hydrothermal Synthesis of Magnetic Nanostructures 
Hydrothermal Carbonization (HTC) is a chemical process, which offers an environmentally 
friendly way of converting waste biomass into interesting carbon nanostructures [280-290]. 
Magnetic nanostructures had been created with HTC previously by other groups. Iron oxide 
was either synthesized in-situ [291-294], or preformed iron oxide nanoparticles were 
subjected to HTC to achieve a carbon coating [236, 295-297]. It has been shown that iron 
oxide catalyzes the HTC process [298]. The following synthesis procedure was used for the 
experiments described in this thesis [116]. 
Two different types of magnetic nanoparticles were used as precursors: NanoArc iron(III) 
oxide nanoparticles purchased from Alfa Aesar, or magnetite nanoparticles produced by Marc 
Widdrat (Department of Biomaterials, MPIKG) [299]. Using either type of particles, the 
synthesis products were quite similar. Most experiments described in this thesis were using 
nanostructures based on NanoArc particles. In a typical synthesis 0.1 g magnetic iron oxide 
nanoparticles were mixed with 0.6 g Glucose dissolved in 15 ml distilled water. The solution 
was sonicated for about 15 minutes and filled into a stainless steel autoclave. The autoclave 
was sealed and heated to 180 °C for 24 h. The synthesis products were washed with ethanol 
and water several times using magnetic separation to recover the assembled materials between 
washing rounds. 
3.2 Nanofabricated Propellers 
Nanopropellers fabricated using glancing angle vapor deposition (GLAD) were kindly 
provided by Deborah Schamel (Fischer lab, MPIIS Stuttgart). An exemplary SEM image of 
the nanopropellers is shown in Figure 3-1. These nanostructures are produced by rotating a 
wafer while SiO2 is deposited by vapor deposition on seed particles on the wafer. The helical 
shape results from shadowing effects (see [5] for details). 




Figure 3-1: Electron microscopy image of the nanofabricated propellers. Image courtesy of Debora Schamel 
(group of Prof. Fischer, MPIIS Stuttgart). Scale bar is 1 µm. 
3.3 Material Characterization 
3.3.1 Electron Microscopy 
The nanostructure of the synthesized iron-oxide carbon hybrid material was investigated using 
electron microscopy. Scanning electron micrographs were obtained either with a Jeol 
JSM7500F (occasionally using a backscattered electron (BSE) detector) in collaboration with 
Dr. Luca Bertinetti (Department of Biomaterials, MPIKG) or using a Zeiss Gemini Leo 1550 
by Heike Runge (Department of Biomaterials, MPIKG). For transmission electron 
microscopy, samples were prepared by drying a certain volume of suspended nanostructures 
onto a carbon coated grid. Imaging was performed by Dr. Jens Baumgartner (Department of 
Biomaterials, MPIKG), Marc Widdrat (Department of Biomaterials, MPIKG) and Dr. Nicolas 
Brun (Department of Colloid Chemistry, MPIKG) on a Zeiss EM 912 Omega with 120 kV 
acceleration voltage. 
3.3.2 Energy-dispersive X-ray Spectroscopy 
The elemental composition of the synthesized nanostructures was investigated using energy-
dispersive x-ray spectroscopy (EDX) in collaboration with Dr. Luca Bertinetti (Department of 
Biomaterials, MPIKG). Measurements were performed at 8kV and the spectra were acquired 
using an Oxford Inca Energy Dispersive Spectroscopy System equipped with an X-Max 
silicon drift detector. 
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3.4 Microscopy Setup 
A custom-made microscope based on a slotted aluminum baseplate [300] was designed by Dr. 
Mathieu Bennet (Department of Biomaterials, MPIKG) to provide a platform that can 
accommodate the magnetic setup and to have the potential to implement multiple light 
sources and cameras [61, 116]. 
3.4.1 Magnetic Field Generation 
The microscope is equipped with custom made triaxial Helmholtz coils with controller (C-
SpinCoil-XYZ, Micro Magnetics Inc.) arranged around the sample holder. The sample is held 
in the center of the magnetic setup by a custom-made aluminum sample holder secured on a 
xyz motorized translation stage (PT3/M-Z8, Thorlabs), which is controlled by supplier 
software (apt user application, Thorlabs). The 3D-axis Helmholtz coils are used to generate 
DC magnetic fields with a precision of 5% of the Earth’s magnetic field (± 2.5 µT). Using this 
setup, AC and DC magnetic fields (0.1 - 2 mT, 1 - 100 Hz) can be applied using a Labview 
based program. The Earth magnetic field can be cancelled in both the AC and the DC mode. 
3.4.2 High Speed Imaging 
Brightfield images are recorded using a high speed camera (CR3000x2, Optronis). The 
illumination for transmission imaging (pE-100, 635 nm, CoolLED Ltd.) is attached on top of 
the magnetic setup using a custom-made holder for the LED head and aluminum rods. An 
image of the illumination source is created at the entrance aperture of the condenser lens 
(Thorlabs). The light is collected by the objective and imaged using an achromatic doublet 
lens. The high-speed camera is controlled with software developed by the camera 
manufacturer (Timebench, Optronis). The optical components and cameras are secured on the 
microscope baseplate using a combination of custom-made and commercially available pieces 
(Thorlabs, SM-1 and SM-2 series). 
3.4.3 Fluorescence Imaging 
The microscope setup also allows fluorescence imaging. Fluorescence imaging is 
implemented in an epifluorescence inverted mode. The two excitation sources (pE-100, 400 
nm and 470 nm, CoolLED Ltd.) are combined using a dichroic mirror mount that 
accommodates the LED heads (pE-Combiner, CoolLED). A beamsplitter (Thorlabs) is placed 
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after the imaging lens to split the signals. 50 % of the signal is reflected to the fluorescence 
camera (NeosCMOS, Andor Technology plc.) and 50 % is transmitted to the high-speed 
camera. The light is spatially and spectrally filtered using apertures and an excitation filter 
(HC Tripleband Exciter 482/587, AHF Analysentechnik AG) respectively. The light is 
reflected off a dichroic mirror (HC Triple Line Beamsplitter R405/488/594, AHF 
Analysentechnik AG) and an image of the source is created at the back focal plane of the 
objective (60X, NA1.2, WI, Planapochromat, Nikon Gmbh). The fluorescence is collected 
using the same objective and imaged onto the fluorescence camera using an achromatic 
doublet lens (Thorlabs). The fluorescence camera is controlled using the Andor iQ software 
(Andor technology). 
Magnetic carbon nanostructures were labeled with a fluorescent dye by incubating them for 
three hours with 1-Pyrenyldiazomethane (PDAM, Invitrogen) in Dimethyl sulfoxide (DMSO, 
Merck). Presumably, the dye attaches to the carboxylic groups present on the HTC carbon 
[280]. As a control, it was unsuccessfully attempted to label nanostructures with fluorescein 
maleimide (Sigma). This suggests that the PDAM indeed reacts with the carboxylic acid 
present on the hydrothermal carbon coating. After washing with DMSO, ethanol and water, 
the structures were observed in water inside a glass capillary (0.2x2x50 mm, Vitrotubes, 
Vitrocom) using fluorescent imaging. 
3.5 Specific Experimental Procedures 
This section was partially adapted from [116]. 
3.5.1 Propeller Selection Procedure 
Propellers able to move against gravity could be selected for subsequent electron microscopy 
in the following way: The washed synthesis products were sonicated and redispersed in water. 
About 10 μl of this solution were carefully deposited at the bottom of a glass vial (shell vials 
with plugs, 8 x 35mm, Supelco) containing by volume 20 % ethanol in water. Since ethanol 
has a lower density than water and a similar viscosity, this was an appropriate way to ensure 
that the nanostructure solution sinks to the bottom of the vial during deposition. The vial was 
then placed in a turning magnetic field for a certain amount of time, during which the 
nanopropellers moved to the top of the vial, where they could be easily collected (see Figure 
3-2). The duration of the experiment together with the length of the water column sets a lower 
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limit for the speed of the propellers. Magnetic fields were generated using the Helmholtz coils 
of the custom built microscope.  
Control experiments were performed to check whether the nanopropellers moved to the top of 
the vial due to propulsion, rather than some other mechanism. The phase between the x and y 
sinusoidal field was set to either 0° (time-reversible actuation) or 90° (non-time-reversible 
actuation) keeping everything else the same. Nanostructures could be collected at the top of 
the vial only when the phase was 90°. 
Typically 5 µl of the liquid collected at the top of the vial would then be dried onto a carbon 
coated grid for electron microscopy. For the observation of particularly small propellers, 
extremely dilute samples had to be used in order to limit aggregation of nanopropellers during 
drying. 
 
Figure 3-2: This schematic illustrates the selection process described above. Whether a structure moves to the 
top or stays at the bottom depends on the force balance between gravity and the hydrodynamic forces that arise 
from the coupling between rotational and translatory movement. The selection process is discussed in more 
detail in section 4.3.1. 
3.5.2 Consecutive Optical and SEM Imaging of Propellers 
Optical images of nanoscopic propellers cannot convey information about the shape of the 
propellers, which determines their propulsion properties. Conversely, electron microscopy can 
resolve the nanostructure of the propeller, but operates in vacuum were propulsion is not 
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possible. To work around these limitations, a method was developed that allows the 
characterization of propellers by electron microscopy after their propulsion properties have 
been investigated using the optical microscope. 
Propellers were first observed in the optical microscope inside a droplet deposited on top of a 
glass coverslip, which had previously been marked with a laser cutter (PALM MicroBeam, 
Zeiss) and additionally sputtered with Gold/Palladium to avoid charge buildup during the 
electron microscopy measurements. Individual propellers for which the propulsion speed had 
been measured, were then continuously monitored during the drying of the droplet. 
Subsequently the laser cutter markings were used to identify the correct particle in scanning 
electron microscopy. 
Optical images are compared with corresponding electron microscopy images in Figure 3-3. 
Optical size estimation was performed based on the assumption that the true outline of a shape 
is found at approximately 60 % in a normalized intensity image. This measurement strategy is 
based on initial imaging experiments with microbeads of known size. Estimating the size of a 
propeller based on optical images seems to be possible with a precision of about 300 nm. 
Therefore it is possible to identify nanopropellers which are smaller than 1 µm in every 
dimension, using optical microscopy (see Figure 3-3 i). 
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Figure 3-3: The simplest method of nanopropeller size estimation is based on optical images. To estimate the 
accuracy of this method, optical size estimates were cross checked with electron microscopy images of 
nanopropellers. To this end the largest diffraction pattern of a nanopropeller in focus was selected in a video 
recording its movement. After contrast normalization the nanopropeller sizes were measured as indicated by the 
black lines in panels (d), (e), (f), (h) and (i). The results are sorted by matching electron images and optical 
images: (a) = 0.88 μm and (d) = 0.97 μm; (b) = 1.22 μm and (e) = 1.19 μm; (c) = 1.15 μm and (f) = 1.16 μm; (g) 
= 1.16 μm and (h) = 0.91 μm. The last optical image (i) is measured at 0.55 μm and corresponds to the 
nanopropeller used for the speed versus frequency measurements displayed in Figure 4-10. The size estimate of 
0.55 μm is close to the diffraction limit and thus not very accurate, but it can be concluded from the pictures 
presented here that it is smaller than 1 μm. The dimensionless speed values for the presented nanopropellers 
were estimated as 69 for (a), 32 for (b), 41 for (c) and 27 for (g). Scale bars are 200 nm in (a), 400 nm in (b), 400 
nm in (c) and 200 nm in (g). The pixel size in the optical images is 0.0875 µm per pixel. Adapted from [116]. 
This is an unofficial adaptation of an article that appeared in an ACS publication. ACS has not endorsed the 
content of this adaptation or the context of its use. 
3.5.3 High-precision Speed Measurements for Single Propellers 
Despite their small size, magnetic nanopropellers sediment due to gravity and will move 
towards the lower surface of the capillary over time. Measuring the propulsion speed close to 
this solid interface is convenient, but the obtained result might be different from the 
propulsion speed in bulk liquid. In addition, a propeller close to a solid interface will in 
general not move parallel to the vector of rotation of the magnetic field, but will perform a 
rolling motion along the surface in addition to propulsion. Finally, electrostatic or steric 
interactions with the surface might hinder the rotational or translatory movement of the 
propeller, limiting the precision of the speed measurement. In order to overcome these 
limitations, a measurement strategy was developed, which allows the determination of the 
propulsion speed in bulk liquid.  
Measurements were performed in sealed glass capillaries (0.2 × 2 × 50 mm, Vitrotubes, 
Vitrocom). The propeller was firstly driven to the upper surface of the capillary. Secondly, the 
actuating field was changed, so that the propeller now moved approximately parallel to, and 
slightly away from the upper capillary surface. Then a video of the falling propeller was 
recorded. Sometimes the focus of the microscope needed to be adjusted during the recording 
to follow the falling motion of the propeller. Speeds were then measured in the imaging plane, 
neglecting the change of focus. The downward component of the movement was thus 
intentionally neglected for speed measurements, since this component is due to gravity and 
not to propulsion. The error of the measurement was dominated by diffusion of the 
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nanopropeller. The mean square displacement due to diffusion ��〈𝑥2〉  ∝  √T�, expected to 
occur during the measurement time T, limited the precision with which the hypothetical end 
position could be determined, which the propeller would have reached in the absence of 
diffusion. The measurement error was thus proportional to 1
√T�  and was therefore minimized 
when choosing the longest possible measuring time. For this reason, videos of propellers 
crossing the complete field of view were typically recorded. The remaining measurement 
error due to diffusion could be estimated by measuring the diffusion constant of the propeller. 
This was done by recording a high-speed video of the freely diffusing propeller, with the 
magnetic field turned off. The particle positions were tracked as described in section 3.6.1 and 
the diffusion coefficient was then determined as shown in Figure 3-4, analogous to a method 
described by Crocker and Grier [301]. 
 
Figure 3-4: Explanation of the measurement of the diffusion coefficient of the propeller displayed in Figure 3-3 
(i). A video of the freely diffusing propeller (field off) was recorded for 10527 frames at 500 frames per second. 
(a) Propeller positions were extracted from the video as described in section 3.6.1. (b) Then histograms of the 
position differences 𝛿(𝜏), between two frames at time 𝑡 and 𝑡 + 𝜏 were prepared. These distributions were fitted 
with a 1D Gaussian (using the Matlab function nlinfit) to determine the width Δ(τ) of the distribution. 
Intermediate values of τ were chosen in order to avoid errors from position measurement errors at short 
timescales and insufficient statistics at long time scales. (c) The diffusion coefficient 𝐷 can be extracted by a 
linear fit, since Δ(τ)2 = 2𝐷𝜏 + Δ02 , where Δ02  is an additive constant that arises from short time diffusion and 
measurement errors [301]. This analysis was done separately for 𝑥 and 𝑦 coordinates and the values 𝐷𝑥 =0.94 µm2s−1 and 𝐷𝑦 = 0.85 µm2𝑠−1 were obtained. For the error bars in Figure 4-10 the mean value 𝐷 =0.9 µm2s−1 was chosen. Adapted from [116]. This is an unofficial adaptation of an article that appeared in an 
ACS publication. ACS has not endorsed the content of this adaptation or the context of its use. 
The diffusion coefficients measured in this way are an overestimate for the true diffusion 
coefficient of the nanopropeller, since the liquid medium in which the nanopropeller is 
moving is not completely at rest. Small vibrations of the sample stage increase the apparent 
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diffusion coefficient. Vestergaard et al. recently presented a detailed method for the optimal 
estimation of diffusion coefficients from single particle trajectories in the presence (or 
absence) of substrate or medium movement [302]. However, the method by Vestergaard et al. 
had not been published when the results of section 4.3.4 and section 4.3.5 were originally 
presented [116]. A slight overestimate of the speed measurement error is of no concern for the 
results of section 4.3.4 and section 4.3.5. 
3.5.4 Speed Measurement for Randomly Shaped Aggregates  
The average speed of as-synthesized, unselected magnetic nanostructures cannot be measured 
by the method described in section 3.5.3, since that method excludes all structures that propel 
too slowly to reach the upper capillary surface when swimming against gravity. Therefore, 
speeds were measured at the lower capillary surface. As-synthesized magnetic nanostructures 
were filled into the capillary, which was subsequently placed in the microscope sample holder 
with the actuating magnetic field off. After all structures had settled to the lower capillary 
surface, the actuating field was switched on and a video of the lower capillary surface was 
recorded immediately afterwards in the center of the capillary. After one such measurement 
the capillary was discarded, since the application of an actuating magnetic field destroys the 
random initial distribution of structures in the capillary. The concentration of the structures 
was adjusted to an intermediate range, high enough so that many propellers (on average 
around 17) could be characterized in one measurement, but low enough to avoid frequent 
hydrodynamic or magnetic interactions between the structures. The recorded videos were 
analyzed by manually searching for start and end positions, in between which a structure 
moved undisturbed by any other structure. The movement parallel to the vector of rotation of 
the actuating field was interpreted as propulsion, whereas the movement perpendicular to the 
propeller was interpreted as rolling movement (see Figure 3-5). Although it is not self-evident 
that this measure of propulsion speed is equivalent to the propulsion speed in bulk liquid, far 
away from a surface, it is a standard technique to measure propulsion speeds [5, 6, 11]. The 
size of the structure was determined by searching for a frame in which the propeller appeared 
in focus, as well as in the orientation that leads to the biggest 2D projection. The distance was 
then determined manually by measuring the distance between the most distant pixels in the 
2D projection (see inset in Figure 3-5 a). 
 




Figure 3-5: Schematic explanation of measurements of dimensionless speeds. (a) The dashed black line 
indicates the trajectory of a propeller. Images of the propeller after time steps of 0.42 s are superimposed on the 
initial frame to create a time-lapse image. In total the propeller traverses a distance of 120 µm in negative y 
direction and 32 µm in positive x direction during a time Δ𝑡 = 4.65 𝑠. Speeds were measured by noting start and 
end positions and the time difference. The view in which the propeller appears biggest is magnified in an inset. 
The propeller size was always measured for the view (angle) in which the propeller appeared biggest when in 
focus. Based on these measurements the dimensionless propulsion speeds (U𝑦) and dimensionless rolling speeds (Ux) were calculated for all propellers in the dataset. (b) The rolling motion is due to the fact that the propellers 
are imaged close to a glass surface, towards which they are pulled by gravity. The shearing of water close to the 
glass and propeller surfaces mediates a friction that results in a rolling motion [8, 129]. The arrow of time is 
indicated in this schematic by a darkening of shape outlines and magnetic field vectors. (c) Since the propellers 
are in general sufficiently asymmetric they propel parallel or anti-parallel to the vector of rotation of the 
actuating magnetic field. The arrow of time is again indicated by a darkening of shape outlines and magnetic 
field vectors.  
Videos were recorded for a duration of 59.22 s. This finite measurement time could lead to a 
bias, since faster propellers might have a higher chance of reaching the field of view during 
that time (and thus being measured) than slow propellers. In order to check if this bias is 
significant, a self-consistency check was performed by simulating the experimental 
procedure. The measured distributions of dimensionless speeds were assumed as true values 
in the simulation and the simulated measurement results were compared to the assumed true 
speed distributions (Figure 3-6). The simulations show that the choice of a measurement time 
of 59.22 s does not lead to large changes in the measured distributions. When the actuating 
field is switched on, the control electronics take about 10-20 s to establish a stable field. The 
total measurement time could thus be higher, but even measurement times of about 90 s, do 
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not significantly change the distribution of propulsion speed. No attempt was made to 
numerically remove the small but existing bias effect, since it is not clear if the finite 
measurement leads to an over- or underestimation of the propulsion speed standard deviation. 
This is due to the fact that, for long measurement times, the initial effect of faster propellers 
being more likely to reach the field of view, is counteracted by the depletion of fast propellers 
above and below the field of view (see Figure 3-6 d). 




Figure 3-6: Simulation of speed measurement, to check for consistency. (a) Schematic of the experimental setup 
(sizes not to scale). The capillary (grey) is much bigger than the field of view (white square). Arrows indicate 
possible propeller movements during the simulated measurement time texp. Some propellers cross the field of 
view and their speed is measured (green arrows) others not (red arrows). The fact that faster propellers can reach 
the field of view more quickly leads to a bias. To investigate this bias the measurement was simulated, by 
drawing propeller properties from random distributions (Gaussian for Uy, log-normal for Ux) modeled on the 
measured distributions. (b) Histograms of Uy in a simulated measurement with measurement time texp =59.22 s. The green crosses mark the assumed true distribution for Ux, whereas the blue crosses mark the 
distribution that would be measured on average (based on 1 million sample propellers). (c) Same as (b) but for 
dimensionless rolling speed Ux instead of Uy. (e)/(f) are the same as (b)/(c), but for texp = 90 s instead of texp = 59.22 s. (d) The difference between standard deviation and mean of Ux and Uy is plotted against texp. 
The mean and the standard deviation of Ux simply increase with increasing measurement time. This is due to the 
fact that propellers to the left of the field of view can reach the field of view more easily if they are rolling faster. 
The mean of Uy stays constant at zero, due to symmetry reasons (the field of view is in the middle of the 
capillary). The standard deviation of Uy first increases with texp since faster propellers below and above the field 
of view can reach the field of view during the measurement time more easily if they are faster. For large texp this 
effect is countered by the depletion of propellers above and below the field of view and the additional effect that 
propellers to the left of the field of view can reach the field of view more easily if they have low Uy. 
3.5.5 Self-assembly of Flexible Swimmers 
Chain-like assemblies of synthesized magnetic nanostructures were created by applying a 
constant homogenous field of 1 or 2 mT. This aligned the individual structures and over the 
course of seconds to minutes the structures assembled into chain-like super-structures. Then a 
sinusoidal field of field strength 1 or 2 mT was applied in the imaging plane, perpendicular 
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and in addition to the constant field that aligned the particles. This led to cyclic shape 
deformations and resulted in swimming motion (see section 4.2.2). 
3.5.6 Flow Visualization 
Flow patterns produced by magnetically actuated microscopic structures, propelling towards 
the upper surface of a glass capillary (0.2 × 2 × 50 mm, Vitrotubes, Vitrocom), were 
visualized using polystyrene tracer particles provided by Dr. Klaus Tauer (Department of 
Colloid Chemistry, MPIKG). Flow visualization at the upper capillary surface is challenging, 
since this region is normally quickly depleted of tracer particles due to sedimentation. 
Therefore the density of the liquid medium had to be higher than the density of the tracer 
particles. Glucose and Tris solutions can easily have a higher density than polystyrene (about 
1.05 g×cm-3), but the concomitant increase in solution viscosity prevented the formation of 
propeller clusters. Salt solutions can increase the solution density as well, but the increase in 
ionic strength leads to aggregation of propellers. Semi-heavy water (Deuterium Oxide, Sigma, 
diluted by equal amount of deionized water) was successfully used for flow visualization. The 
tracer particles were slowly driven towards the upper surface of the capillary by buoyancy and 
cluster formation by propellers was still possible. 
3.5.7 Cluster Formation Experiments 
In cluster formation experiments (see section 4.6) either propellers from solution synthesis 
(see section 3.1) or nanofabricated propellers (see section 3.2) were used. Both samples were 
filled into capillaries (0.2 × 2 × 50 mm, Vitrotubes, Vitrocom) at high concentrations without 
selection (see section 3.5.1). Rotating magnetic fields were applied with the vector of rotation 
perpendicular to the upper capillary surface. This led to the movement of a subset of 
synthesized nanostructures towards the upper capillary surface. Basically all nanofabricated 
propellers moved towards the upper capillary surface (Figure 3-7). Under the right conditions, 
both types of propellers could be observed to form clusters. 




Figure 3-7: Schematic illustration of cluster formation experiments. (a) In experiments with propellers from 
solution synthesis, the as-synthesized structures were filled into a capillary at high concentrations. Upon 
application of a rotating magnetic field, a subset of the nanostructures moved upwards (red arrow) against 
gravity and formed clusters on the upper capillary surface. The yellow area indicates the imaging plane. 
Structures that were not able to swim upwards against gravity settled (or propelled) to the lower surface of the 
capillary. (b) In experiments with identical nanofabricated propellers almost all propellers moved towards the 
upper capillary surface upon application of a rotating magnetic field. 
Further experiments were conducted using Carboxyl Ferromagnetic particles (CFM-80-5, 
Spherotech) with a diameter of about 8.5 µm. These particles were filled into a capillary at 
high concentration and subjected to rotating magnetic fields (vector of rotation perpendicular 
to the lower capillary surface). This led to some rotation of the ferromagnetic particles, which 
stayed sedimented to the lower capillary surface (see section 4.6.4). 
3.6 Image Processing 
3.6.1 Particle Tracking 
Positions of individual nanopropellers were extracted automatically using custom written 
Matlab code, roughly based on the particle tracking method described by Crocker and Grier 
[301]. The algorithm first finds the minimum pixel value in the image and then fits a 2D 
Gaussian function to a square of 20 by 20 pixels (1.75 µm) around the minimum pixel (using 
the Matlab function nlinfit) [116]. An extended version of this code has been used for the 
tracking of magnetotactic bacteria [61, 62]. 
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3.6.2 Cluster Analysis 
Clusters of self-assembled propellers were analyzed by identifying the positions of individual 
propellers in the cluster. This was quite challenging, since the propellers are only about 0.5 
µm in diameter when viewed from the top (see section 3.2), close to the resolution limit of the 
microscope. Custom written Matlab software was used to analyze the clusters. The images are 
first filtered with a Gaussian 2D filter (5 by 5 pixels, standard deviation 0.5). Then the 
algorithm checks for every pixel if it is smaller than all pixels in an approximately spherical 
region (radius 4 pixel) surrounding it. This identifies local minima. Clusters are identified by 
thresholding (darker). Using the Matlab function bwareaopen bright spots within the clusters 
smaller than 100 pixels are removed. Different connected areas are identified as individual 
clusters and analyzed separately.  
 
Figure 3-8: (a) A close view of a cluster cut from an optical microscopy image. (b) The cluster analysis code 
identifies the region where the cluster is situated and finds local minima in this region. The detected local 
minima are marked with red crosses. Scale bars are 2 µm. 
The local minima identified as a cluster are now interpreted as propeller positions. A 2D 
Fourier transform is then applied to an image, in which every propeller position is marked by 
a white pixel on a dark background. The absolute value of the Fourier transform (|ℱ|) is then 
rescaled as 𝑎 = log(|ℱ| + 0.1) and 𝑏 =  𝑎−min (𝑎)
max(𝑎)−min (𝑎). The resulting 2D Fourier transform 
image is resized to have dimensions 𝑚 by 𝑚 pixels (𝑚 = 800). The pixel with the highest 
value of all pixels further than 0.05𝑚 from the center is used as a peak-marker �𝑥𝑝,𝑦𝑝�. The 
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crystal orientation, which differs from cluster to cluster, is reoriented by turning the 2D 
Fourier transform image counterclockwise around its center by the angle 𝛼 =tan−1 �𝑥𝑝−𝑚/2 
𝑦𝑝−𝑚/2�. Tangens is periodic in 𝜋, but this is not a problem since the 2D Fourier 
transform is point-symmetric around the center. 
The images shown in Figure 4-27 are weighted sums of several 2D Fourier transform images, 
rescaled and rotated as described above, of clusters under the influence of actuating fields of 
the same frequency. Weighting was necessary to account for the different cluster sizes and 
was done in the following way: Each 2D Fourier transform image is multiplied with the 
number of local minima on which it is based and the resulting image is divided by the total 
number of local minima in all used clusters. Distances from the center (𝑞) in the 2D Fourier 
transform image can be converted to distances in real space, by noting that the highest 
frequency at 𝑞 =  𝑚/2, is equal to half the inverse pixel size (1/(2 × 0.0881 µm/pixel)). 
3.6.3 Cluster Flow Visualization 
Propellers can self-assemble into quasi 2D clusters (see section 4.6). Propellers at the cluster 
edge move with higher velocity around the cluster than would be expected from the angular 
velocity of the cluster rotation. This effect is very apparent in video recordings of cluster 
dynamics. In order to visualize this behavior in an image, the absolute values of intensity 
changes (|𝐼𝑖,𝑗(𝑛) − 𝐼𝑖,𝑗(𝑛 − 1)|) from one frame to the next were summed pixelwise (Figure 
3-9). This technique apparently highlights the cluster edge. Due to the fact that the absolute 
velocity would be also maximal at the cluster edge if the angular velocity was constant 
throughout the cluster, the highlighting alone does not demonstrate that the propeller in the 
edge region move faster than the angular velocity of the cluster rotation. To show that the 
highlighting of the edge region is indeed due to the increased propeller angular velocity, an 
angular velocity proxy was calculated by normalizing the intensity changes in two ways. 
Firstly, absolute differences in intensity were eliminated by dividing the intensity with the 
intensity of the current pixel �
|𝐼𝑖,𝑗(𝑛)−𝐼𝑖,𝑗(𝑛−1)|
𝐼𝑖,𝑗(𝑛) �. Secondly and additionally, the intensity values 
are divided by the distance to the center of rotation �
|𝐼𝑖,𝑗(𝑛)−𝐼𝑖,𝑗(𝑛−1)|
𝐼𝑖,𝑗(𝑛)𝑟𝑖,𝑗 �. To test this proxy for the 
angular velocity, an artificial video of homogenous rotation was created by turning one cluster 
image (Figure 3-9 a) repeatedly in 1° steps until reaching 90°. A visualization of the angular 
velocity proxy for this artificial video data is shown in Figure 3-9 c. As expected, the cluster 
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has approximately homogenous values of the angular velocity proxy, and the surrounding 
background shows lower values as it is largely rotationally symmetric. For actual video data 
of the cluster dynamics, the angular velocity proxy is shown in Figure 3-9 d. The edge region 
shows higher angular velocity than the rest of the cluster, except the middle. In the middle, 
residual propeller movements (diffusion and interactions) and resulting intensity changes are 
greatly amplified as the distance to the center of rotation becomes very small. The original 
method of summing intensity differences (Figure 3-9 b) is thus a good visualization of the 
cluster edge and fast propeller movements therein. 
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Figure 3-9: (a) Optical microscopy image of the circular cluster analyzed in the following panels. The image is 
taken from a video recorded at 90 frames per second. Scale bar is 10 µm. (b) Simply summing the absolute 
values of intensity differences between frames, results in a visualization of the boundary layer of the cluster. It 
can be seen in the video that propellers in this boundary layer move faster than the angular velocity of the cluster 
rotation. (c) To visualize this, intensity changes are normalized by dividing by the pixel intensity of the next 
pixel. In addition intensity changes were divided by the distance to the center of rotation to yield a proxy for the 
angular velocity. A homogenous rotation of the cluster is simulated by rotating the image presented in (a). The 
angular velocity proxy is somewhat higher in the cluster region, due to the fact that the background is 
rotationally symmetric. The cluster region is more or less homogenous. (d) The angular velocity proxy for the 
cluster shows that the angular velocity in the cluster edge is higher than it would be for a homogenous cluster 
rotation. The high values in the middle are due to the fact that propellers are also moving around due to thermal 
noise at the center of rotation and dividing by the distance of rotation leads to large values. 
 
3.6.4 3D Shape Reconstruction 
Carbon coated aggregates of magnetic nanoparticles were produced and used in the 
experiments described in this thesis (see sections 3.1 and 4.1). The 3D shape of these 
aggregates could be reconstructed by a tomographic technique based on optical images 
recorded for the speed measurement method described in section 3.5.4. Video images were 
recorded at 50 frames per second, whereas the actuating frequency was either 10, 20 or 40 Hz. 
Video images contain therefore five distinct projections for each measured aggregate. The 
actuating frequency was sufficiently low, so that the aggregates could generally follow the 
magnetic field. By comparing frame n with frame n+5, the assumption that the structure 
rotates with the actuating frequency was checked explicitly. Structures could be reconstructed 
if their size was big enough, so that important features are visible in the optical microscope, 
but small enough, so that the complete structure was approximately in focus for every 
orientation. Images of suitable aggregates were selected and the 2D projections of the 
aggregate were manually outlined. The thus defined 2D projections were projected into a 
voxel cube at appropriate angles. Offsets were estimated based on the movement of the 
structure from frame n to frame n+5. Voxels that were hit by all five projections formed the 
initial reconstructed 3D shape. This initial reconstruction was then refined by searching for 
offset values that maximized the number of voxels in the reconstructed 3D shape, using 
discrete optimization. This was done in a stepwise fashion. What needed to be optimized were 
eight translatory shift parameters (zero for the first projection, two for the four remaining 
projections each). The eight translatory shift parameters were first varied in steps of 𝑝1 pixels. 
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The shift parameters that maximized the number of voxels that were passed by all five 
projections were subsequently varied in steps of 𝑝𝑖 < 𝑝𝑖−1 pixels. This was repeated until the 
final step size of 1 pixel was reached. Values for 𝑝1 were typically chosen between 3 and 5, 
depending on the size of the propeller to be reconstructed. The number of optimization rounds 
varied between three and five, also depending on the propeller size. This optimization 
procedure should always find the global optimum, if the objective function is convex and if 
the start conditions are close enough to the global optimum so that it can be reached (i.e. 
closer than the sum of the 𝑝𝑖). For a multi-peaked objective function the found optimum does 
not necessarily correspond to the global optimum (Figure 3-10). 
 
Figure 3-10: (a) The discrete optimization algorithm at work in the simple case of a convex objective function 
and only two variables (x and y). The color code for the four optimization steps is denoted in panel (b). Both x 
and y are varied by the step size. The best value (marked by circle) is the start position for the next optimization 
step. The progression to the found optimal value is marked by black arrows. For a convex objective function, the 
algorithm should always find the global optimum provided it is not too far away (i.e. smaller than the sum of the 
𝒑𝒊) from the initial values (x=0, y=0). (c) For a multi-peaked objective function, the found optimal value may not 
correspond to the global optimum. 
Finally, the reconstructed 3D shape was projected back to 2D for the visual verification of the 
reconstruction. If all prominent features of the original images were also present in the images 
reprojected from the reconstruction, the reconstruction was deemed successful. 47 out of 55 
attempted reconstructions were successful. The reconstruction method is schematically 
explained in Figure 3-11. This method was inspired by a collaborative effort with Dr. 
Friederike Saxe, Lisa O’Conner, and Prof. Peter Fratzl, aiming at 3D motion tracking for 
worms. 




Figure 3-11: Schematic explanation of the reconstruction method. In this example the propeller rotates with 40 
Hz, images were recorded with 50 frames per second. As can be seen in the plot on the top left, this results in 
images being taken from 5 distinct angles (0°, 72°, 144°, 216°, 288°). After 0.12 s, the angle is again the same as 
at t = 0 s, however the propeller has moved by Δ𝑦 ≈  2.5 µm and Δ𝑥 ≈  0.4 µm. The five images of the propeller 
are manually outlined. The area inside the outline is then projected into a voxel cube at the correct angle. The 
projections are offset against each other initially by Δ𝑥/6 and Δ𝑦/6. The voxels that are hit by all five 
projections become part of the initial reconstructed 3D shape. In the next step, discrete optimization is used to 
find parameters Δ𝑥� and Δ𝑦� which maximize the number of voxels in the reconstructed 3D shape. Finally, the 
optimized reconstructed 3D shape is projected back to 2D at the correct angles. The resulting color coded 
projections are displayed next to the original images. The color code implies how many voxels of the final 3D 
reconstructed shape were mapped to one pixel in the 2D projection (from none (blue) to many (red)). These 
projections are then compared to the original images. If all discernible features in the original image are also 
present in the reconstruction, the reconstruction is deemed successful. 
3.7 Numerical Methods 
3.7.1 Swarm Control Simulation 
This section was partially adapted from a submitted manuscript. A control method to steer 
individual propellers along independent trajectories (see section 4.5) was simulated in the 
following way. The simulation starts by randomly drawing properties for five propellers from 
distributions defined by equation 47, 48, and 49. The simulation has another parameter 
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(minrot = 10), denoting the minimum number of rotations a propeller needs to perform before 
the vector of rotation of the actuating field can switch to an orthogonal orientation. The 
intended trajectory of the control task is set as a pattern of intertwined pentagons, surrounded 
by a decagon. The pentagons are intersecting and the speed of the propellers on intersecting 
pentagons is adjusted so that they alternately pass the crossing point of two pentagons first. 
This leads to the formation of intertwined (or braided) pentagons (see Figure 4-23). The 
average speed with which the propellers travel can be set and can be used to adjust the 
average magnetic field strength to a realistic value (〈𝐵〉 = 1 mT). The maximum magnetic 
field strength is also constrained in the simulation (𝐵 < 5 mT). 
In the simulation the propellers are moved in a step-wise fashion, alternating in x and y 
direction. For each step, the actuating field is calculated in the following way. At first the 
control problem is solved using critical control (see section 4.5.2), for a small step size. This 
means that the algorithm tries to reach intended future positions of the propellers starting from 
the current positions. The current positions are not equivalent to the intended final positions of 
the previous step due to diffusion and would need to be measured in an experimental 
realization. Thus the described control algorithm constitutes a closed loop control algorithm. 
If at least one propeller does not turn more than minrot times during this control step, the step 
size is increased until all propellers turn often enough. In addition, the duration of the control 
step must be longer than a minimum time (mint, used to adjust the ℎ2 parameter) to allow the 
propellers to outrun diffusion. This control step is now applied in the simulation and diffusive 
motion is superimposed on the propeller trajectory. The diffusion coefficient is set, assuming a 
medium of water at room temperature. This concludes one simulation step. The next step is 
taken in either x or y direction, depending on which direction is more advanced along the 
intended trajectory. Due to the varying step length, it can be necessary to take consecutive 
steps in the same direction, in order to ensure that the (x, y) positions of all propellers stay as 
close as possible to the intended trajectory. The outputs are the applied field frequencies and 
field strengths as well as the propeller positions as functions of time. These can then be 
analyzed, visualized and animated. 
3.7.2 Simulation of Propeller Interactions 
Three different types of simulations were used to investigate a situation in which magnetically 
actuated propellers move towards a glass surface (see section 4.6). In Simulation 1, only 
magnetic interactions were considered. Simulation 2 simplified Simulation 1 in order to 
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allow the simulation of larger numbers of propellers. Simulation 3 included an artificial 
effective hydrodynamic interaction, in order to show that magnetic interactions alone cannot 
explain the observations. In this section, the physical situation will first be discussed and 
afterwards the details of the simulations are given. 
The hydrodynamic interactions between propellers moving against gravity towards a glass 
surface are quite complex. The propellers cannot move upwards and thus pump water down, 
while also creating flow fields due to their spinning motion. The resulting flow fields can lead 
to an effective hydrodynamic attraction between propellers [58, 303]. Since the propellers 
attract each other already due to magnetic interactions, this complex hydrodynamic 
interaction was not considered when building a model for the propeller interactions. Also 
boundary effects due to the presence of the glass surface were neglected, except for the fact 
that propellers were assumed to be confined to a 2D plane. 
If inertia cannot be neglected, rotors repel each other at short distances and can assemble into 
stable arrangements [4, 304, 305]. In this case, the resulting flow patterns are similar to those 
arising from several interacting point vortices, known as vortex crystals [306-308]. Vortex 
crystals are stable arrangements of irrotational vortices (𝑣𝜙 ∝  1/𝑟 ), which are different from 
the flow field produced by a sphere at low Reynolds numbers (𝑣𝜙 ∝  1/𝑟2) (section 2.1.2). 
Since the Reynolds number is low in the experiments described in this thesis, such inertial 
effects were not incorporated into the model for propeller interactions. 
In order to gain a better understanding of the hydrodynamic interactions at low Reynolds 
numbers, the propellers (radius 𝑅1, rotation frequency 𝜔1) can be imagined to be arranged on 
a hexagonal lattice (see Figure 3-12 a). The hydrodynamic boundary conditions for the flow 
field around the central propeller can then be approximated by two concentric cylinders with 
radii 𝑅1 and 𝑅2. The rotation frequency 𝜔2 of the second cylinder might be positive or 
negative. 




Figure 3-12: (a) Schematic of propellers in a hexagonal arrangement. The flow pattern is approximated by that 
of a fluid between two concentric cylinders. Analyzing this situation shows no repulsion, independently of the 
actuating frequency 𝜔 and the radii 𝑅1 and 𝑅2. (b) In Simulation 1 interactions between propellers are modelled 
to include a short range repulsion. For 𝒓 > 𝒓𝟎, the interaction is solely that of magnetic dipoles (𝐦𝟏 and 𝐦𝟐). 
For symmetry reasons, the resulting flow between the concentric cylinders has only a 
component along ?̂?𝜙 (ϕ being the azimuth in cylindrical coordinates) and it can be verified 
that the solution (to the Stokes equations 2 and 3) is given by: 
𝑣𝜙(𝑟,𝜙, 𝑧) =  1(𝑅22 − 𝑅12) �(𝜔2𝑅22 − 𝜔1𝑅12)𝑟 + 𝑅12𝑅22(𝜔1 − 𝜔2)𝑟 � (27) 
Since ∇2𝑣𝜙 = 0, it follows that ∇𝑝 = 0 and, for symmetry reasons, the pressure is constant 
everywhere, irrespective of the frequencies of rotation (𝜔1 and 𝜔2) and the distance between 
the propellers. This means that the forces on the central propeller can only be due to skin 
friction and thus must be in the direction of ?̂?𝜙. Since the flow field 𝑣𝜙 is independent of 𝜙, 
the net effect of the forces due to skin friction is a torque on the propeller. The hydrodynamic 
interaction between the propellers therefore has no radial component. The same result was 
obtained in section 2.1.2 for pairs of rotating spheres based on equation 6. This analysis 
suggests that an effective hydrodynamic interaction will only have a component perpendicular 
to the direction connecting the propellers. It has been shown that this is also the case for pairs 
of identical dumbbells [309]. Non-identical dumbbells can, however, exert attractive or 
repulsive forces on each other [309]. 
Based on the discussion of the propeller system presented above, three different simulations 
were developed. In a first simulation (Simulation 1), hydrodynamic interactions were not 
considered at all. The interactions between propellers were modelled as dipolar magnetic 
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interactions together with a short range repulsion (for 𝑟 < 𝑟0), due to steric interactions and 
diffusion (Figure 3-12 b). In the absence of inertia, propellers are not expected to be 
significantly closer together than 𝑟0 at any time and the exact functional form of the repulsive 
interaction should not matter much. The form of the short-range repulsion was therefore 
chosen in a way that the resulting differential equations could be efficiently numerically 
integrated. 
𝐅(𝐫,𝐦𝟏,𝐦𝟐) = � 𝐅𝐦𝐦𝐦 for  𝑟 > 𝑟0                                   
𝐅𝐦𝐦𝐦 exp(−𝑐1(𝑟 − 𝑟0)4) − 𝐫 𝑐2 �1𝑟0 − 1𝑟�       for  𝑟 < 𝑟0 
(28) 
Here 𝐫 is the vector connecting two propellers, 𝐦𝟏and 𝐦𝟐 are vectors denoting the magnetic 
moment of the two propellers, 𝑟 is the norm of 𝐫, 𝑟0 is the distance at which short range 
repulsion sets in and 𝑐1and 𝑐2 are constants. The magnetic dipole-dipole interaction 𝐅𝐦𝐦𝐦 is 
defined as: 
𝐅𝐦𝐦𝐦 =  1𝑟5 �(𝐦𝟏 ∙ 𝐫)𝐦𝟐 + (𝐦𝟐 ∙ 𝐫)𝐦𝟏 + (𝐦𝟏 ∙ 𝐦𝟐)𝐫 − 5(𝐦𝟏 ∙ 𝐫)(𝐦𝟐 ∙ 𝐫)𝑟2  𝐫� (29) 
The interaction is therefore simply the magnetic dipole-dipole interaction for 𝑟 > 𝑟0. 
Prefactors (𝜇0/ 4𝜋) and units were dropped to simplify notation. The chosen form of the 
short-range repulsion transitions relatively slowly from attractive to repulsive (Figure 3-13). 𝐅 
is a continuous function of all its parameters (Figure 3-13 and Figure 3-14).  




Figure 3-13: Visualization of the modeled propeller interactions. (a) Schematic illustration of the considered 
configuration of two magnetic dipoles. 𝐫 is the distance between the dipoles and 𝛂 is the rotation angle, which is 
the same for both dipoles. (b) The projection of the force between the dipoles on the line connecting the two 
dipoles is plotted against the distance, normalized by the distance at which the short range repulsion begins (𝒓𝟎). 
Blue lines are force distance curves for different rotation angles of the dipoles. The red line is the mean force, 
averaged over all rotation angles. The inset shows when the force switches from attractive (negative) to repulsive 
(positive). (c) The dependence of the force on 𝜶 is plotted for different choices of 𝐫. For the green line, 𝐫 is 
slightly smaller than the distance 𝐫𝟎 at which the short range repulsion sets in. For the blue line 𝐫 is equal to 𝐫𝟎 
and for the red line it is slightly bigger. 
Furthermore the propellers exert torques on each other, given by: 
𝝉 = 𝐦𝟏 × �𝐫𝐦𝟐 ∙ 𝐫𝑟𝟓 − 13 𝐦𝟐𝑟3 � (30) 
In Simulation 1, the propeller positions as well as the magnetic moments are confined to a 2D 
plane. Each propeller can thus be parameterized by three parameters, two spatial coordinates 
(𝑥,𝑦) and an orientation angle (𝛼). Since the propellers are moving in a very low Reynolds 
number fluid, forces are coupled linearly to changes in position: 
Δ𝑥𝑖 = 𝜂𝑡� Fx𝑗𝑛
𝑗=1
 Δt   for 𝑖 ≠ 𝑗 (31) 
Δ𝑦𝑖 = 𝜂𝑡� Fy𝑗𝑛
𝑗=1




Here 𝑛 is the number of propellers in the simulation and 𝜂𝑡 is a translational friction factor 




 define velocities. 
Likewise torques are coupled linearly to changes in orientation. 
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Δαi = �𝜂𝑟�𝜏𝑧𝑗   𝑛
𝑗=1
+ 𝜂𝑟(𝐦i × 𝐁(t))𝑧�Δt   for 𝑖 ≠ 𝑗     (33) 




defines an angular velocity. 𝐁(t) is the time dependent external magnetic field (amplitude 𝐵0), 
that is used to actuate the propellers. Together with suitable initial conditions, equations 31 to 
33 define a set of coupled ordinary differential equations that can be solved by the standard 
Matlab solver ode45. Exemplary parameter settings that reproduce cluster formation are given 
by 𝑐1 = 50, 𝑐2 = 8, |𝐦| = 1, 𝑟0 = 1.2, 𝜂𝑡 = 30, 𝜂𝑟 = 100 and 𝐵0 = 10 (all in arbitrary 
units). 
 
Figure 3-14: Illustration of the parameter dependence of the force model used in Simulation 1. (a) Schematic 
illustration of the considered configuration of magnetic dipoles. The distance between the propellers is slightly 
smaller than the distance at which the short-range repulsion sets in (𝐫 = 0.96 𝐫𝟎). α1 and α2 denote the rotation 
angles of either dipole. (b) The dependence of the vertical (y) component of the force 𝐅 between the dipoles as a 
function of the rotation angles α1 and α2. (c) The dependence of the horizontal (x) component of the force 𝐅 
between the dipoles as a function of the rotation angles α1 and α2. 
In order to be able to simulate larger propeller numbers (approximately 𝑛 > 50), the 
simulation described above was modified in the following ways. Torques and the actuating 
magnetic field were not considered explicitly anymore, since propellers rotated with the same 
frequency as the external field and with identical phase lags in the parameter regime that 
reproduced cluster formation. The variable 𝛼 was thus replaced by a parameter 𝛼(t). In 
addition, a neighbor list was used to consider only the influence of propellers that were closer 
than a certain cutoff distance (approximately 𝑟 > 4𝑟0) [310]. This second simulation 
(Simulation 2) was used to reproduce cluster formation for systems up to 𝑛 = 1600. 
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A third simulation (Simulation 3) was implemented based on Simulation 2 in an attempt to 
capture some of the hydrodynamics by introducing an effective hydrodynamic interaction. As 
discussed above, hydrodynamic interactions between propellers make them move as if they 
exerted forces on each other, perpendicular to the line connecting them (and in the 2D plane 
to which the propellers are confined). In Simulation 3 the following pair-wise effective 
hydrodynamic interaction was chosen: 
𝐅𝐡𝐡𝐡𝐫𝐡 = 2𝜋𝜔𝑝𝜂𝑡  (𝑐3𝑟0)3𝑟2 ?̂?𝜙 
 
(34) 
Here 0 < 𝑐3 < 0.5, is a constant that was set equal to 0.27, which means that the no-slip 
boundary condition is applied for an assumed propeller radius of 0.27 𝑟0. 𝜔𝑝 is the frequency 
with which the propellers are rotating. This effective hydrodynamic interaction is chosen in 
such a way that it reproduces the expected rotational motion for pairs of rotating spheres, as 
described by equation 6. That this is the case can be seen by calculating the tangential velocity 
of the propellers 𝑣⊥ = 𝜂𝑡𝐅𝐡𝐡𝐡𝐫𝐡 = 2𝜋𝜔𝑝𝑅3/𝑟2, with 𝑅 = 𝑐3𝑟0. The tangential velocity is 
related to the frequency Ω with which a pair of propellers is rotating around each other as 
Ω =  𝑣⊥
2𝜋(𝑟/2) = 2𝜔𝑝 �𝑅𝑟�3, in accordance with equation 6. This effective hydrodynamic 
interaction produces movement in the simulations which is not a solution of the Stokes 
equations (except for two propellers), but it is a useful first approximation for the 
hydrodynamic interactions between many propellers. 
Since an effective hydrodynamic interaction is only meaningful when averaging over several 
rotation cycles, the magnetic interactions were cycle averaged as well, making the magnetic 
interaction purely radial: 
𝐅𝐦𝐦𝐦
𝐜𝐡𝐜𝐜 = −  m22 𝑟5  𝐫 (35) 
where m = |𝐦|. This simulation was used to reproduce cluster formation more accurately for 
systems with up to 𝑛 = 1600 propellers. 
3.7.3 Geometric Parameter Extraction and Random Shape Generation 
Based on the reconstructed 3D shapes of propellers (see section 3.6.4) nine geometric 
parameters (𝜌, 𝑙max,𝑂,𝐻, 𝐼, 𝛾,𝜒,Ψ, 𝑆) were extracted. (𝑋,𝑌,𝑍) are the coordinates of voxels, 
where 𝑍 is the axis around which the structure rotated in experiments. The mean of the voxel 
coordinates (center of mass of the shape) is equal to the origin of the coordinate system. The 
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geometric parameters volume 𝜌, maximum voxel distance 𝑙max and surface area 𝑂 were 
calculated based on the voxels that define the shape. The surface area was defined by the 
number of exposed voxel faces. The surface roughness (due to cubic voxels) increased the 
surface area somewhat. This could be seen when calculating the sphericity of a sphere 
approximated with voxels, which approached a value of about 0.68 instead of 1 as expected 
for an actual sphere. 
The handedness parameter is defined as 
𝐻 =  � (𝜗𝑖+1 − 𝜗𝑖) 4𝜌(max𝑍)−1
i=min𝑍
(𝑟𝑖+1 + 𝑟𝑖)(𝑎𝑖+1 + 𝑎𝑖)
𝑛
, (36) 
where 𝜗 is the azimuthal angle and 𝑟 the radius of the mean coordinate of an X, Y section (at 
𝑍 = 𝑖) with area 𝑎. 𝑛 is the number of X, Y sections. The handedness parameter thus 
measures the degree to which the angle 𝜗 changes between Z-sections. The change in 𝜗 is 
weighted by the mean radius, since small shape changes can lead to large changes in 𝜗 if 𝑟 is 
close to zero. Furthermore, the change in 𝜗 is multiplied by the mean area 𝑎 and divided by 𝜌 
in order to make 𝐻 dimensionless. Figure 3-15 a provides a schematic explanation of the 
handedness parameter. 
The inertia parameter is defined similarly as 




where 𝑟 is again the radius of the mean coordinate of a X, Y section (at 𝑍 = 𝑖). 
The average width to length ratio is defined as: 
𝛾 =  � 〈𝑟𝑏〉(max𝑍 − min𝑍)𝑛 max𝑍
i=min𝑍
, (38) 
where 〈𝑟𝑏〉 is the mean radius (in polar coordinates) of voxels on the boundary of a X, Y 
section (at 𝑍 = 𝑖). 𝑛 is the number of X, Y sections. 𝛾 will be small for structures elongated 
parallel to the axis of rotation and large for structures elongated perpendicular to the axis of 
rotation. A schematic illustration of the parameter 𝛾 is given in Figure 3-15 b. 
The chirality is defined as 
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𝜒 = min𝜌(𝐿 ∪ 𝐿′) − 𝜌(𝐿 ∩ 𝐿′)
𝜌(𝐿) , (39) 
where 𝐿 defines the reconstructed shape and 𝐿′ its mirror image [311]. 𝜌(… ) denotes the 
volume of a shape. Theoretically, 𝜒 needs to be minimized over all three rotational and all 
three translational degrees of freedom. This is computationally difficult for shapes with many 
voxels. The minimization was therefore simplified by centering both 𝐿 and 𝐿′ at the origin 
and varying only the angle around which the propeller rotated in the experiment. Due to this 
simplification the computed chirality measures can reach values above 1, although the 
chirality as defined above takes values between 0 and 1 [311]. A schematic explanation (2D 
case) of the chirality can be found in Figure 3-15 d. 
The sphericity is defined as Ψ = 𝜋13(6𝑉)23
𝑂
. It is one for a sphere and smaller than one for any 
other shape. The spikyness measure is defined as 𝑆 = 𝜌−13 �∑(𝑋2 + 𝑌2 + 𝑍2). 𝑆 is minimal 
for a solid sphere and maximal for a hollow sphere. 𝑆 will generally be higher if the structure 
is elongated in one or several direction (spikes). 
In total 9 geometric parameters (𝜌, 𝑙max,𝑂,𝐻, 𝐼, 𝛾,𝜒,Ψ, 𝑆) were extracted. The dimensional 
parameters (𝜌, 𝑙max,𝑂, 𝐼) have dimensions of µm, µm2 or µm3. Their relationship to the four 
measured parameters propeller length 𝜌, rotation frequency 𝜔𝑝 rolling speed 𝑣𝑥 and 
propulsion speed 𝑣𝑦 is analyzed in section 4.4.4. 




Figure 3-15: Explanatory schematics for selected geometric parameters. The axis of rotation is the Z axis. (a) 
The handedness parameter 𝐻 is calculated based on angle differences between consecutive X, Y sections. The 
dashed line indicates the projection of the line connecting the Z axis and the mean voxel position in the blue X, Y 
section onto the previous orange X, Y section. The angle between the dashed line and the solid line in the orange 
X, Y section is the angle difference (𝜗𝑖+1 − 𝜗𝑖) in equation 36. (b) The average width to length parameter 𝛾 is 
calculated based on the average over the mean radial values 𝑟𝑏 of voxels at the boundary of one X, Y section. 
The boundary is indicated in red and the black arrow indicates 𝑟𝑏. (c) The maximum voxel to voxel distance 𝑙max 
is indicated by the red arrow. The direction of 𝑙max is in general not parallel to X, Y or Z. (d) The chirality 
parameter 𝜒 is illustrated for the 2D case. The black outlined shapes are mirror images of each other. By rotation 
and translation these can be made to overlap. The union is indicated in orange and the intersection in blue. Based 
on these, a preliminary chirality parameter ?̂? can be calculated. The shapes now need to be further rotated and 
translated in order to find the minimal value of ?̂?, which is 𝜒. 
To test whether the synthesized shapes are random, the distributions of the geometric 
parameters were compared to those of random shapes (see section 4.4.1), which were 
generated in the following way. First, a sphere of radius 𝑟0 = 20 × 𝜉1 + 2 is placed in the 
origin (𝐱0 = (0,0,0)) of an orthogonal coordinate system (𝑥,𝑦, 𝑧). Here, 𝜉𝑖 are random 
variables drawn from the uniform distribution on [0,1]. Then new spheres are added at 
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positions 𝐱𝑖 =  𝐱𝑖−1 +  40 (𝜉2, 𝜉3, 𝜉4) − 20 (1, 1, 1) in a stepwise manner. The process of 
adding spheres is continued while 𝜉5 < 𝑡, where 𝑡 is a threshold parameter that starts at 0.001 
and is increased by 0.001 in every step. The radii of new spheres are chosen so that they just 
touch the nearest sphere, which is not necessarily the latest created. If the new radius was 
larger than 5 voxels, the new sphere would be added to the shape. Otherwise the algorithm 
goes to the next sphere addition step without adding a sphere in this step. Exemplary shapes 
created by the described random process are displayed in Figure 3-16. 
 
Figure 3-16: Exemplary artificial shapes from random process. (a-c) Visualization of shapes based on sphere 
center positions and radii. (e-f) The same shapes are visualized again after approximating the spheres by voxels 
and saving them in the same format as the reconstructed 3D shapes. 
3.8 Inconclusive Experiments and Methods 
The experiments and methods reported in this section are, as can be guessed, only a selection 
of failed, inconclusive or abandoned projects and procedures. The presented selection is based 
on its anticipated potential usefulness for future research efforts along similar lines. 
3.8.1 Magnetosome Functionalization 
Magnetosomes are organelles which magnetotactic bacteria use for the bio-synthesis of 
magnetic nanoparticles [312]. Essentially a magnetosome is a magnetic nanoparticle 
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surrounded by a protein-containing lipid membrane [101]. Magnetosomes can be isolated 
from magnetotactic bacteria [313, 314] and functionalized [315, 316]. Specifically, Ceyhan et 
al. were able to bind gold nanoparticles to the lipid membrane of the magnetosome, by either 
incorporating a biotinylated lipid, or coupling NHS-biotin to amine groups in the membrane 
proteins [316]. 
It was attempted to reproduce these results in order to subsequently study the assembly of 
these nanostructures under the influence of external magnetic fields. The gold nanoparticles 
might have allowed the imaging of single magnetosomes in dark field microscopy and, 
potentially, distance changes between the gold nanoparticles could have been observed by 
using the gold nanoparticles as plasmon rulers [317]. 
In a typical synthesis, 5 µl of magnetosome solution was incubated with 80 µl freshly 
prepared 22.5 mM NHS-biotin solution (in buffer E (10 mM HEPES, 1 mM EDTA, pH 7.4), 
EZ-Link Sulfo-NHS-LC-Biotin) at room temperature for 1 h with gentle agitation. The 
magnetosomes were then washed five times with 100 µl of buffer E, using magnetic 
separation, and resuspended in 20 µl of buffer E. Then 40 µl of a solution of Streptavidin 
coated 40 nm gold nanoparticles (BBInternational) was added yielding a final gold 
nanoparticle concentration of about 1 nM. This was incubated for about 3 h at room 
temperature. The reaction was quenched by addition of 30 µl NHS-biotin solution and the 
result washed five times with 100 µl buffer E using magnetic separation. TEM images of the 
gold nanoparticles, the magnetosomes and the reaction products can be seen in Figure 3-17. 
Distinguishing the gold nanoparticles from the magnetosomes proved very difficult in the 
absence of a clear size difference. Due to the fact that the potentially functionalized 
magnetosomes were still aggregating, trying to assemble them into well-defined structures 
using magnetic fields seemed not very promising. The project was abandoned after many 
protocol variations and the tentative application of magnetic fields during the synthesis did 
not improve the situation. Among the factors hindering these experiments were the difficulties 
to obtain reasonably clean (free of bacterial residues) magnetosomes and the magnetic forces 
between them, leading to aggregation. Since a dark-field microscope was not available at the 
time, it was not possible to check for the presence of gold nanoparticles using optical 
microscopy. 




Figure 3-17: (a) Streptavidin coated gold nanoparticles. Triangular shape is common, but highly untypical for 
magnetosomes. This could offer a possibility for differentiation between gold nanoparticles and magnetosomes. 
(b) Isolated magnetosomes from Magnetospirillum gryphiswaldense. (c) Result of labeling experiment, after 
magnetic separation. Magnetosomes are most likely present due to the magnetic response. Gold nanoparticles 
might also be present, either due to successful functionalization or non-specific aggregation. Scale bars are 300 
nm, the scale is the same in all three panels. 
Magnetosome functionalization with lipids could nonetheless be successfully reproduced 
using the protocol reported by Ceyhan et al. [316]. In a typical synthesis 80 µl of 
Magnetosome solution was washed by diluting it in 400 µl of buffer H (10 mM HEPES, pH 
7.5) and subsequently reducing the volume to 40 µl using magnetic separation. 200 µl of a 5.3 
mM solution of biotinylated lipids (1,2-dipalmitoyl-sn-glycero-3-phosphoethanolamine-N-
(biotinyl), Avanti Polar Lipids) dissolved in buffer H was added and incubated over night at 
room temperature. The result was washed four times with 400 µl of buffer H using magnetic 
separation and finally resuspended in 200 µl of buffer H. Then 20 µl of a 8.3 mM 
Streptavidin-FITC solution was added and incubated for one hour at room temperature. The 
magnetosomes were then washed as before, twice with 400 µl of buffer H. For visualization in 
the fluorescence microscope, the solution was diluted 10 times (Figure 3-18 a). As a control 
the magnetosomes were incubated with Streptavidin FITC without prior lipid 
functionalization, yielding a non-fluorescent product. Attempts to bind gold nanoparticles to 
the lipid functionalized magnetosomes remained, however, equally unsuccessful or 
inconclusive (Figure 3-18 b). 




Figure 3-18: (a) Magnetosomes were successfully fluorescently labeled as described in the main text. Scale bar 
is 20 µm. (b) Incubating functionalized magnetosomes with gold nanoparticles, did not seem to result in efficient 
binding. Scale bar is 500 nm. 
3.8.2 Hydrothermal Carbonization of Magnetotactic Bacteria 
Magnetotactic bacteria are fascinating organisms which exert precise control over the 
synthesis and the arrangement of magnetic iron-oxide nanoparticles [318]. Since the magnetic 
nanoparticles are already organized in chain-like structures and enclosed by the bacteria, it 
was hypothesized that the hydrothermal carbonization of magnetotactic bacteria could lead to 
the formation of interesting nanostructures. Magnetotactic bacteria (Magnetospirillum 
gryphiswaldense kindly provided by Agata Olszewska, Department of Biomaterials, MPIKG) 
were diluted in deionized water and filled into a 20 ml autoclave without further additives. 
Residues of the growth medium were, however, most likely present. The autoclave was then 
put in an oven and heated to 180 °C for 24 h. The reaction products were washed and 
characterized using TEM and SEM (Figure 3-19). Rod-like structures, vaguely reminiscent of 
magnetotactic bacteria (though smaller) were observed. The magnetic nanoparticles seemed to 
have predominantly lost their chainlike arrangement. Interestingly the resulting structures 
looked qualitatively different from the structures obtained when performing HTC on synthetic 
magnetic nanoparticles in a glucose solution (Figure 4-1). Further experiments along these 
lines were not conducted, due to the limited availability of relatively large quantities of 
magnetotactic bacteria.  




Figure 3-19: TEM images of magnetotactic bacteria after HTC. (a) Rodlike carbon structures and aggregates of 
carbon coated magnetosomes are reminiscent of the shape of magnetotactic bacteria. Scale bar is 200 nm. (b) At 
higher magnification, the carbon coating can be clearly seen. Scale bar is 200 nm. (c) The rodlike structures are 
also visible in SEM. Scale bar is 3 µm. (d) Scale bar is 600 nm. 
3.8.3 Effect of Magnetic Fields on Synthesis or Coating 
The effect of external magnetic fields on the assembly of magnetic structures has been 
investigated in many studies (see section 2.4.1). Influencing the organization of magnetic 
nanoparticles at elevated temperatures (e.g. 200 °C for HTC treatment) is more difficult, since 
higher magnetic fields might be needed to counteract the effects of increased thermal noise. 
Even at these high temperatures, magnetic interactions between the nanoparticles seem to be 
the driving force behind chain-like arrangements of carbon coated magnetic nanostructures 
(see Figure 3-20 a and Figure 4-1). This was experimentally verified in a study by Zhang et al. 
by performing the HTC reaction in an alternating magnetic field (3.5 mT, 50 Hz), which 
reportedly prevented the formation of chain-like structures due to the disruption of dipolar 
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inter-particle interactions [236]. Since it was apparently possible to influence reaction 
outcomes using an external magnetic field, it was attempted to increase the formation of 
chain-like assemblies by the application of a constant, homogenous magnetic field. To this 
end a solenoid was built using Teflon wire, inside which the autoclave could be placed. The 
solenoid and the autoclave could then be placed in an oven, where the Teflon wires would 
lead out of the oven to a power supply. Experiments were typically conducted at field 
strengths of 5-6 mT. The initial field was higher though, since the voltage was adjusted so that 
the field fell to 5-6 mT when the temperature of the solenoid reached 200 °C. The field was 
also applied during the cooling of the reaction products to room temperatures and during the 
drying of samples onto the TEM grids, but not during the washing of the reaction products. 
 
Figure 3-20: (a) Chain-like structures obtained by Zhang et al., using hydrothermal carbonization of magnetic 
nanoparticles synthesized by a hydrothermal method. (b) Magnetic nanoparticles synthesized by Zhang et al. 
prior to treatment with hydrothermal carbonization. (c) Nanoparticles obtained in collaboration with Nicolas 
Brun (Department of Colloid Chemistry, MPIKG). Panels (a) and (b) adapted with permission from „Assembly 
of Magnetic Nanospheres into One-Dimensional Nanostructured Carbon Hybrid Materials“ Zhongbo Zhang, 
Haifeng Duan, Shenghai Li, and Yingjie Lin, Langmuir 2010 26 (9), 6676-6680. Copyright 2010 American 
Chemical Society. 
Unfortunately, no effect of the external magnetic field on the reaction products could be 
observed. Nanoparticles used in these experiments were either purchased from Alfa Aesar (see 
section 3.1), or synthesized as described by Zhang et al. in collaboration with Nicolas Brun 
(see Figure 3-20 b, c). 
3.8.4 Silver and Silica Coatings 
Besides hydrothermal carbonization, other methods to coat magnetic nanoparticles were 
investigated as well. Silica had been used before to coat magnetic iron oxide nanoparticles 
[319-321]. In a typical synthesis NanoArc iron-oxide nanoparticles were dispersed in 30 ml 
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ethanol, with 9.9 ml of deionized water and 0.84 ml Ammonium hydroxide (25 % by volume). 
After sonication for 15 minutes, 6.9 ml of TEOS solution was added by dropwise addition. A 
magnetic fraction could be magnetically separated. TEM images of the magnetic, as well as 
the non-magnetic fraction are shown in Figure 3-21. Like HTC, the silica coating fixed the 
magnetic nanoparticles into aggregates of apparently random shape. Various attempts to 
influence the structure formation using external magnetic fields failed. However, it was 
possible to use these structures as propellers, similar to the structures resulting from 
hydrothermal carbonization. Interestingly, such actuation was not possible for silica coated 
magnetotactic bacteria [322]. It was not investigated, whether the silica coated structures 
differ in their hydrodynamic or colloidal behavior from the HTC structures. 
 
Figure 3-21: (a) TEM images of Silica beads from non-magnetic fraction of silica coating synthesis products. 
(b) TEM images of magnetic fraction of silica coating synthesis products. A coating around the magnetic 
particles is clearly visible. Scale bars are 100 nm. 
Magnetic nanoparticles coated with silver [323, 324] or attached to silver nanoparticles had 
been produced previously [325-327]. In the experiments here larger silver nanostructures 
were connected to magnetic nanoparticles. In a typical experiment 1 mg of NanoArc iron-
oxide nanoparticles was dispersed in 20 ml deionized water and 74 µl of 0.13 M glucose 
solution was added and mixed for 1 min. Then 5 ml of 1.85 mM AgNO3 solution was added 
fast, by injecting it into the solution with a needle, to ensure immediate mixing. The solution 
was subsequently incubated for 45 minutes in a 5 mT magnetic field. A magnetic fraction was 
separated using magnetic separation and imaged in the TEM (Figure 3-22). The silver did not 
nicely coat the magnetic nanoparticles, but seemed to be attached to them somehow, due to 
the fact that silver was present in the magnetically separated phase. No effect of the 
application of an external magnetic field could, however, be observed. 




Figure 3-22: TEM images of the reaction product of silver coating experiments. (a) Iron oxide particles are 
visible as small greyish particles. The larger more rounded shapes are most likely silver structures. Scale bar is 
200 nm. (b) The silver structures seem to be somewhat connected to the iron oxide particles, but a homogenous 





4. Results and Discussion 
4.1 Material Characterization of Synthesized Nanostructures 
This section was partially adapted from [116] as well as a submitted manuscript. The 
synthesized nanostructures (see section 3.1) appear brownish to black when dispersed in 
solution. They can easily be dispersed by flow mixing (pipetting up and down) or using an 
ultrasound bath in polar liquids, like water or ethanol. For salt solutions, the ionic strength 
needs to be sufficiently low to avoid aggregation. The structures are magnetic and can be 
quickly separated from the solution by holding a permanent magnet next to a sample. No 
changes in material characteristics were observed even after many months of storage at room 
temperature. 
4.1.1 Electron Microscopy 
The nanostructure of the synthesized material was investigated using electron microscopy (see 
section 3.3.1). A carbon coating surrounding the magnetic nanoparticles is visible in TEM as 
well as SEM (Figure 4-1). The magnetic nanoparticles are partially organized in chain-like 
structures, probably due to magnetic interactions between the nanoparticles. The organization 
into chain-like structures happens only on the local level of a few nanoparticles, leading to 
complex interconnected shapes of chain-like structures pointing in different directions and 
more globular aggregates. To ensure that the observed carbon coating was not an imaging 
artefact, TEM images before and after HTC were compared (Figure 4-2). The carbon coating 
is only visible after treating the nanoparticles with HTC. 




Figure 4-1: Characterization of the as-synthesized material by electron microscopy. (a) Overlay image of the 
back-scattered signal (orange) and the secondary electron signal (green). The iron in the iron oxide particles 
gives a strong back-scattered signal, while the carbon coating can be seen in green. (b) Transmission electron 
microscopy image of the material. The iron oxide particles can be clearly seen inside the carbon coating. Scale 
bars are 100 nm. This figure is part of a submitted manuscript. 
 
Figure 4-2: (a) Transmission electron microscopy image of untreated NanoArc iron(III) oxide nanoparticles. The 
particles were dried onto a copper grid after suspending them in deionized water. (b) Transmission electron 
microscopy image of NanoArc iron(III) oxide nanoparticles after HTC treatment as described in section 3.1. The 
carbon coating is visible, especially in comparison with the untreated nanoparticles in panel (a). Adapted from 
[116]. This is an unofficial adaptation of an article that appeared in an ACS publication. ACS has not endorsed 
the content of this adaptation or the context of its use. 
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4.1.2 Energy-dispersive X-ray Spectroscopy 
The elemental composition of the synthesized nanostructures was investigated using energy-
dispersive x-ray spectroscopy (EDX) (see section 3.3.2). The results are displayed in Figure 
4-3. As expected, the synthesized nanostructures contain iron, oxygen and carbon. This is 
consistent with the synthesized nanostructures consisting of iron-oxide nanoparticles coated 
with hydrothermal carbon. The hydrothermal carbon probably contains also residual oxygen 
and hydrogen (which is not visible in EDX). The synthesized nanostructures thus do not seem 
to contain any unexpected contaminations. 
 
Figure 4-3: (a) Secondary electron image of as-synthesized nanostructures dried onto an aluminum stub in a 100 
Hz, 1mT rotating magnetic field. The blue circle marks the spot where an EDX measurement was performed on 
the stub. The red circle marks the spot where an EDX measurement was performed on the synthesized 
nanostructures. The scale bar is 1 µm. (b) The two EDX spectra of the stub (blue) and the nanostructures (red) 
were normalized by their maximum value (peak due to aluminum). (c) The difference between the normalized 
stub spectrum and the normalized nanostructure spectrum is plotted. This figure is part of a submitted 
manuscript. 
4.1.3 Carbon Coating can be Functionalized 
Carboxyl groups on the HTC carbon can be used to functionalize the synthesized magnetic 
nanostructures. This was demonstrated by fluorescently labeling the nanostructures (see 
section 3.4.3). Fluorescence and bright-field images were compared for a fluorescently 
labeled structure and it was shown that the labeled structure was still able to propel parallel to 
the lower capillary surface as well as upwards against gravity (Figure 4-4). 




Figure 4-4: (a) Fluorescence image of a labeled propeller moving towards the upper inner surface of a glass 
capillary, actuated by a magnetic field of 1 mT rotating at 50 Hz. (b) When the magnetic field is switched off, the 
same propeller falls out of focus and the fluorescence disappears. (c) When the field is switched back on, this 
propeller returns to the upper inner surface of the capillary and is visible again. Panels (d) and (e) show 
brightfield images of the propeller in different orientations. Panel (f) shows the movement of this propeller along 
the lower surface of the capillary during 7 seconds exposure time. Scale bars are 4 μm. Adapted from [116]. This 
is an unofficial adaptation of an article that appeared in an ACS publication. ACS has not endorsed the content of 
this adaptation or the context of its use. 
4.1.4 Discussion 
The ability to functionalize the synthesized nanostructures as demonstrated by fluorescent 
labeling is important for potential applications. 
Besides for magnetic actuation, carbon coated iron oxide nanostructures are promising for a 
broad range of applications (see also section 3.1). Similar magnetic nanomaterials have been 
used for water treatment [328, 329], for the triggered release of chemical species [330], for 
medical applications [331], as catalyst supports [80] and for lithium ion batteries [293, 296, 
332, 333]. The ability to functionalize the synthesized nanostructures, as demonstrated by 
fluorescent labeling, is important for such applications. The fact that these structures can be 
actuated by external magnetic fields (see section 4.2) can allow the assembly of 
nanostructures into organized superstructures (see section 4.6). These superstructures might 
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then be tailored to the requirements of particular applications. This makes studying the 
magnetic actuation of this material particularly promising. 
4.2 Versatile Maneuverability of Synthesized Structures 
This section was partially adapted from a submitted manuscript. While it is often useful to 
categorize microscopic actuators as propellers, rollers or swimmers (see section 2.2), it is in 
fact possible to reproduce all three modes of actuation using the synthesized magnetic 
nanostructures described in section 4.1. The variability in this ensemble of shapes enables the 
versatile magnetic actuation, but also leads different structures to move with different speeds. 
Due to the possibility to actuate and steer the structures, those with desirable properties can be 
selected in a straight-forward manner from the pool of synthesized aggregates (see section 
3.5.1). 
4.2.1 All Types of Hydrodynamic Actuation can be Reproduced 
It is possible to use the synthesized nanostructures as propellers, by actuating the aggregates 
with rotating magnetic fields. An example of a rotating magnetic field is shown in Figure 2-3 
b. The random shape of the particles makes them sufficiently asymmetric, which leads to a 
hydrodynamic coupling between rotation and translation. The propellers move approximately 
parallel to the vector of rotation of the magnetic field (Figure 4-5 a,b). Deviations from a 
straight line are apparent and due to diffusion, which is superimposed on the linear movement 
of the propeller (see section 4.3.5). The average propulsion speed was measured as 3.8 µm × 
s-1 when actuating structures at 20 Hz. The structures had an average size of around 6.3 µm 
and were used as synthesized, without selection (see section 4.4.2). 




Figure 4-5: (a) Time-lapse image of propulsion. A particle is rotated in bulk liquid by a rotating magnetic field. 
The images are overlaid in 0.52 s intervals. The x, y, z directions form a right-handed orthogonal coordinate 
system. (b) Schematic illustrating the propulsion mechanism. The view is rotated with respect to panel (a). 
Propulsion is achieved due to the hydrodynamic coupling between rotation and translation. (c) Time-lapse image 
of rolling movement. Images are overlaid in 0.32 s intervals. (d) Schematic illustrating the rolling mechanism. 
The actuated magnetic structure is pulled towards a glass surface (grey area) by gravity. The red dot marks a 
region in the fluid that experiences higher shear, due to the vicinity of two no-slip boundaries. The imbalance 
between shear forces below and above the propeller leads to translation. Images are cut from videos recorded at 
50 frames per second. The white arrows indicate the vectors of rotation of the rotating magnetic fields (right 
hand rule). The dashed orange arrows indicate the directions of motion. Scale bars are 5 µm. This figure is part 
of a submitted manuscript. 
Rolling motion is achieved also by the application of rotating magnetic fields, like those used 
for propulsion. However, in this case, the structures need to be close to an interface, which is 
easily achieved by sedimentation. The movement due to the rolling effect (Figure 4-5 d) is 
perpendicular to the vector of rotation of the magnetic field (Figure 4-5 c). Depending on the 
strength of the hydrodynamic coupling between rotation and translation, the direction of 
movement will have a smaller or larger component parallel to the vector of rotation of the 
magnetic field. When actuated with a 20 Hz rotating field the average rolling speed is around 
7.2 µm × s-1 (at a mean size of around 6.3 µm). Again the structures were used as synthesized 
without selection (see section 4.4.2). 
Finally, swimming motion can be achieved by actuating a flexible structure with a magnetic 
field that would induce reciprocal motion in a rigid structure. An example of such a magnetic 
field is shown in Figure 2-3 a. The individual aggregates are sufficiently stiff not to be bent by 
magnetic actuation and hydrodynamic forces. Individual aggregates thus cannot be used as 
swimmers. Several aggregates can, however, be assembled into a chain-like structure by 
applying a constant magnetic field first (see section 3.5.5). Since the individual aggregates in 
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the chain-like assembly are not identical, symmetry breaking is immediately achieved. A 
high-speed camera was used to image the deformations induced in an exemplary chain-like 
assembly (Figure 4-6 a). The chain-like assembly goes through these deformations repeatedly, 
which leads to translatory movement along a linear trajectory (Figure 4-6 b).  
4.2.2 Self-assembled Swimmers can Move in Arbitrary Directions 
Typically such swimming movements have been described as a bending wave traveling along 
a filament [9, 182]. In this framework, it would be expected that the structure moves parallel 
to its long axis. Here it is observed, however, that different chain-like assemblies can move in 
seemingly arbitrary directions while being actuated by the same magnetic field (Figure 4-6 c-
f). The self-assembled swimmers (Figure 4-6 b-e) move with 3.5 µm × s-1, 2.1 µm × s-1, 1.8 
µm × s-1 and 1.6 µm × s-1 respectively. A particular chain-like assembly will move along a 
linear trajectory persistently, but the direction of movement can be different for different 
assemblies. This shows that the chain-like assemblies are not moving erratically, but are 
continuously repeating a particular set of deformations. 
 
Chapter 4 - Results and Discussion 
70 
 
Figure 4-6: Self-assembled swimmers form and start moving under the influence of a time-reversible actuating 
field. The x-component (horizontal) of the field has constant field strength and the y-component (vertical) is 
sinusoidal with a frequency of 30 Hz. (a) Sequential shape and orientation changes of a self-assembled swimmer. 
Images are cut from a video recorded at 600 frames per second. (b) Time-lapse image of the movement of the 
self-assembled swimmer from (a). The field strengths are 2 mT and 1 mT along the x and y directions 
respectively. Images are overlaid in 1 s intervals. (c) A different self-assembled swimmer is moving in the same 
field as (b). Images are overlaid in 7 s intervals. (d) Another self-assembled swimmer is actuated by a different 
field. The field strengths are 1 mT and 2 mT along the x and y directions respectively. Images are overlaid in 6.4 
s intervals. (e) Another self-assembled swimmer is moved by the same field as (e). Images are overlaid in 10 s 
intervals. (f) Schematic representation of the applied fields. The dashed orange arrows indicate the directions of 
the movements. The scale bars are 5 µm. This figure is part of a submitted manuscript. 
4.2.3 Discussion 
The obtained different chain-like assemblies demonstrated for the first time that chain-like 
assemblies do not necessarily move in the direction of their long-axis. It seems that all 
previously published microscopic flexible swimmers moved along their long axis, usually by 
means of a bending wave [9, 133-138]. From a theoretical standpoint, it has been known for a 
long time that the direction of movement of a swimmer is determined by the cyclic 
deformation it undergoes and that this movement does not need to be parallel to the long axis 
of a chain-like swimmer [139]. Such modes of swimming have been investigated 
theoretically, but so far not realized in experiments [334, 335]. Based on the deformation 
cycles visualized in the recorded high-speed videos, future work could compare the observed 
swimming to hydrodynamic simulations. 
In general, the magnetic nanostructures used in this study have several properties, which seem 
to be essential for the reported reproduction of all three types of magnetic actuation. First the 
material has a sufficiently high volume magnetization to be actuated by weak external 
magnetic fields (1-2 mT), but the magnetization is not so high as to lead to irreversible 
aggregation due to inter-particle forces. Secondly, the carbon coating fixes the structures into 
aggregates of varied shapes, which can resist hydrodynamic shear and lead to the 
hydrodynamic coupling between rotation and translation. The carbon coating also passivates 
individual structures, so that the surfaces of different aggregates repel each other and 
aggregation due to van-der-Waals or electrostatic interactions is avoided. This is particularly 
important for the self-assembly of chain-like swimmers. The chain-like assemblies are indeed 
held together by magnetic interactions, but the short range repulsion that avoids aggregation 
keeps the assemblies flexible, so that cyclic deformations can lead to swimming. 
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The finding that all three types of magnetic actuation for microscopic devices in liquid can be 
realized using a single type of nanostructured magnetic material demonstrates that precise 
control over the shape of magnetic actuators is not a prerequisite for obtaining movement. In 
contrast, variety of shapes can lead to versatile possibilities for actuation. The shape of micro- 
and nanorobots could thus be tailored to other requirements (e.g. manipulation and sensing 
capabilities or ease of fabrication) without compromising the ability to power and steer such 
devices with external magnetic fields. 
4.3 Self-assembled Nanopropellers 
This section was partially adapted from [116]. 
4.3.1 Size Distribution Depends on Actuating Field 
The as-synthesized propellers have a broad size distribution, ranging from about 0.3 µm to 
about 20 µm. The size distribution of selected propellers is different and depends on the 
actuating field. Which fields need to be applied to select particularly small propellers can be 
qualitatively understood using scaling arguments. In order to arrive at the top of the vial, a 
structure needs to overcome the gravitational force 𝐹𝑔. For steady state upwards movement 
the force balance is 𝐹𝐻 = 𝐹𝐷 + 𝐹𝑔, where 𝐹𝐻 is the force arising from the rotation-translation 
coupling and 𝐹𝐷 is the fluid drag. 𝐹𝐻 can be estimated based on the fact that it must be equal 
to a drag force 𝐹𝐻 = 6𝜋𝜂𝑅eff𝑣0, in the absence of gravity. Here 𝜂 is the dynamic viscosity of 
water, 𝑅eff is the effective radius of Stokes’ law and 𝑣0 is the propulsion velocity of the 
structure in the absence of gravity. The force balance can thus be rewritten as 6𝜋𝜂𝑅eff(𝑣0 −
𝑣) = 𝑔 𝜌 𝜌, where 𝑣 is the speed of the structure when swimming against gravity (positive for 
upwards movement), 𝑔 is Earth’s acceleration due to gravity, 𝜌 is the density of the structure 
and 𝜌 its volume. The quantity (𝑣0 − 𝑣) will thus scale approximately with 𝑅2, where 𝑅 is a 
length scale of the structure. This means that the reduction in propulsion speed due to gravity 
will be less pronounced for small structures. Therefore the selection method is already biased 
for the selection of small structures and does not simply select for structures with a strong 
rotation-translation coupling. 
Furthermore, the critical frequency of a structure is expected to decrease when the structure 
becomes larger. This can be seen by modeling the structure as a sphere or as a cylinder. In the 
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case of a sphere, the critical frequency will scale like 𝜔𝐶 =  𝐵𝑀𝑐𝐹 ∝ 𝑀𝑉 43𝜋𝑅3 8𝜋𝜋𝑅3, where 𝑅 is the 
radius of the sphere, 𝜂 is the viscosity of the solution and 𝑀𝑉 is the magnetization per volume. 
𝑀𝑉 is expected to increase with reduced nanopropeller size, since the magnetic moments of 
the individual particles will tend to align in small aggregates, but will form structures like flux 
closure rings in larger aggregates in order to minimize magnetic stray fields (see section 
2.1.1). In this situation the magnetic moments average out, with the residual magnetization 
growing slower than the volume. Therefore the critical frequency decreases with increased 
nanopropeller size. For a cylinder with radius 𝑅 and length L the critical frequency will scale 
approximately like 𝜔𝐶 =  𝐵𝑀𝑐𝐹 ∝ 𝑅2𝜋𝜌 𝑀𝑉 3 ln� 𝐿2𝑅�𝜋𝜋𝐿3   [336]. Thus, the critical frequency decreases 
with increasing structure size (since 𝑀𝑉 is expected to decrease) and with increasing aspect 
ratio 𝐿
𝑅
. This is in accordance with observations of magnetic structures in the optical 
microscope. Therefore, the selection bias for small structures can be increased by applying 
weak rotating magnetic fields of high frequencies. 
This prediction was tested experimentally by optically estimating (see section 3.5.2) the sizes 
of propellers that arrived at the upper capillary surface. The resulting size distributions and 
mean sizes are displayed in Figure 4-7 a. Optical size estimation was used instead of electron 
microscopy due to problems with aggregation. Even at very low concentrations, propellers 
tended to aggregate while drying onto the sample holder for electron microscopy. Since 
aggregates of propellers could not be reliably distinguished from single carbon coated 
aggregates, the size of propellers measured using electron microscopy could only yield an 
upper limit. Likewise optical size estimation can also only yield an upper limit for structure 
sizes close to the resolution limit of the microscope (< 1 µm). The smallest propeller sizes 
were therefore measured with electron microscopy (Figure 4-7 b). 




Figure 4-7: (a) Size distribution of propellers selected in different rotating magnetic fields (red 0.25 mT, green 
0.5 mT, blue 1 mT, frequency always 100 Hz). Synthesized nanostructures of a fixed concentration were injected 
(without prior selection) into a glass capillary and subjected to a rotating magnetic field. A fixed area of the 
upper, inner surface of the capillary was imaged, while the rotating magnetic field was continuously applied. The 
histograms display the total number of structures of a particular size that were found to propel against gravity in 
the applied rotating magnetic field. As expected from scaling arguments, fewer larger structures can propel 
upwards in a weaker magnetic field. This is also apparent in the inset, where the mean size is plotted against the 
inverse magnetic field strength (error bars are standard error). The size estimation is based on optical images, 
therefore its accuracy is limited by diffraction, which is particularly apparent for nanopropellers smaller than 1 
μm. (b) To study the smallest propellers, backscattered electron images were aquired of structures that were 
selected in a 0.5 mT, 100 Hz magnetic field. Based on the distance travelled and the duration of the selection 
experiment, the dimensionless speed value of a nanopropeller 1 μm in size can be estimated to be above 10, for 
propulsion against gravity. This minimal dimensionless speed is proportionally larger for smaller nanopropellers. 
Here the eight smallest observed structures are displayed. More images of nanopropellers are presented in Figure 
4-8. Adapted from [116]. This is an unofficial adaptation of an article that appeared in an ACS publication. ACS 
has not endorsed the content of this adaptation or the context of its use. 
4.3.2 Selection of Propellers Smaller than 1 µm in Every Dimension 
Due to potential aggregation, measuring propeller sizes with electron microscopy yields only 
an upper limit. All propellers that were imaged in the electron microscope after selecting with 
a 0.5 mT 100 Hz actuating field are displayed in Figure 4-8. The larger structures might be 
aggregates, but the smallest structures are likely individual propellers. Nanopropellers down 
to about 0.3 µm could be selected after swimming against gravity. This was significantly 
smaller than any nanopropeller published at that time. Recently even smaller propellers were 
published [153]. These propellers could not propel in water at room temperature due to 
thermal noise, but were successfully actuated in a viscoelastic medium. Based on the distance 
traveled by the propellers in the selection experiment (~2.1 cm) and the duration of the 
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selection (~6 h) it can be estimated that the dimensionless speed of a 1 µm propeller is at least 
10. This minimal dimensionless speed is proportionally larger for smaller nanopropellers. 
 
Figure 4-8: Backscattered electron images of propellers selected with a rotating magnetic field of 0.5 mT and 
100 Hz. The scale is the same in all images. Aggregation of magnetic nanostructures during drying makes it hard 
to tell whether the larger structures are genuine propellers, or aggregates of smaller propellers that formed during 
drying (see two almost aggregated structures in the upper left corner). Because the aggregation during drying 
could not be prevented, even in extremely dilute samples and by drying the propellers in a rotating magnetic 
field, optical size estimation was used, as in Figure 4-7 a, in order to accurately measure size distributions and 
their dependence on the field strength of the actuating magnetic field. The images presented here and in Figure 
4-7 were recorded using a stub, where the attached nanostructures were sparse and no very large aggregates (of 
propellers) were present. Adapted from [116]. This is an unofficial adaptation of an article that appeared in an 
ACS publication. ACS has not endorsed the content of this adaptation or the context of its use. 
4.3.3 Electron Microscopy after Hydrodynamic Characterization 
Due to the resolution limit of the optical microscope, it is not possible to determine the precise 
shape of a nanopropeller, when propulsion is visible in the optical microscope. To overcome 
this limitation nanopropellers were consecutively imaged in the optical microscope and the 
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electron microscope (see section 3.5.2). The propulsion properties of the propellers were first 
characterized, by tracking swimming trajectories and determining the swimming speeds at 
different frequencies. Electron microscopy was then used to image the nanostructure of the 
propellers (Figure 4-9). The nanostructures look similar to those imaged in electron 
microscopy after selection, but without prior observation in the optical microscope. This is 
further proof that the propellers that can be observed in the optical microscope are indeed the 
synthesized carbon coated nanostructures. 
 
Figure 4-9: Two exemplary nanopropellers were first studied in the optical microscope. Two example traces of 
these measurements are displayed (a, d). The black arrows indicate the direction of the vector of rotation of the 
actuating magnetic field. Diffusive and translatory movements are superimposed. Speed versus frequency 
measurements show that the propulsion speed varies linearly with the frequency of the actuating magnetic field 
up to a critical frequency (around 80 Hz in (b) and above 100 Hz in (e)). Backscattered electron images of the 
two nanopropellers are displayed in panels (c) and (f). Scale bars are 200 nm. The dimensionless speeds are 
estimated from these measurements as 𝑈 = 32 (𝑣 = 2.7 μm s-1, 𝜌 = 1.22 μm, 𝑓 = 70 Hz) for the upper 
nanopropeller (c) and 𝑈 = 69 (𝑣 = 6.1 μm s-1, 𝜌 = 0.88 μm, 𝑓 = 100 Hz) for the lower nanopropeller (f). 
Adapted from [116]. This is an unofficial adaptation of an article that appeared in an ACS publication. ACS has 
not endorsed the content of this adaptation or the context of its use. 
4.3.4 Verification of Simple Propulsion Model 
A simple torque-balance model for the magnetic actuation of propellers (see section 2.2.2) 
predicts that the frequency speed relationship of propellers should take the form given in 
equation 26. The physical model used in the derivation of equation 26 is shown schematically 
in Figure 4-10. To verify this model experimentally, high precision speed measurements were 
conducted (see section 3.5.3). The propeller was actuated with fields of different field strength 
𝐵 and frequency 𝜔. Then, the theoretical model was fit to the data, by adjusting the two 
model parameters 𝐵/𝜔𝐶 and 𝑐𝑣 (Figure 4-10). 




Figure 4-10: (a) Schematic illustrating the proposed theoretical model and the variables used. On the left the 
propulsion speed 𝑣 is drawn parallel to the vector of rotation of the turning magnetic fields. The red arrows 
indicate a time series of magnetic field vectors. Turning this schematic out of the plane results in the schematic 
on the right. The magnetic field 𝐵 and the magnetic moment 𝑀 are indicated as well as the angle 𝜑 that is used 
to describe the orientation of the nanopropeller, relative to the magnetic field vector which is rotating at the 
frequency 𝜔. (b) For one individual nanopropeller (imaged in Figure 3-3 i), the propulsion speed was measured 
at various magnetic field strengths and frequencies. The speed divided by the magnetic field strength is plotted 
against the frequency divided by the magnetic field strength. Error bars are based on the expected standard 
deviation of the end position measurement due to diffusion. The diffusion constant was measured to be 
0.9 µm2 s-1 (see section 3.5.3). The theoretically expected curve is plotted in blue. Two parameters were 
determined by nonlinear regression (using the Matlab function nlinfit): 𝑐𝑣 = 26.1 nm and 𝐵/𝜔𝑐 = 8.27 mT ms. 
This measurement is more precise than the one shown in Figure 4-9, as speed measurements could here be 
performed in bulk water, far away from a potentially disturbing surface. Adapted from [116]. This is an 
unofficial adaptation of an article that appeared in an ACS publication. ACS has not endorsed the content of this 
adaptation or the context of its use. 
The obtained fit value 𝑐𝑣 = 26.1 nm can be converted to a dimensionless speed value when 
making an assumption about the propeller size. Assuming the propeller size is equal to the 
value measured in Figure 3-3 i (𝜌 = 0.55 µm), the dimensionless speed is 𝑈 = 𝑐𝑣
𝐿
× 1000 =47.4. This value is well within the range of dimensionless speeds expected for a randomly 
shaped propeller (see section 4.4.2). The other fit parameter 𝐵/𝜔𝑐 = 8.27 mT ms, can be 
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rewritten as 𝐵/𝜔𝑐  = 𝑐𝐹/𝑀. Using assumptions about the shape and size of the nanopropeller, 
𝑐𝐹 can be estimated (see section 4.3.1). In the following this will be done first assuming the 
propeller is spherical and then again, assuming that the propeller has cylindrical shape 
(rotating around its short axis). After an estimate for 𝑐𝐹 has been obtained, 𝑀 can be 
calculated and divided by the magnetization a propeller of the same shape and size would 
have, if magnetized to saturation (leading to 𝑀/𝑀𝑠 ). 
Assuming the propeller is spherical this ratio is becomes: 𝑀
𝑀𝑠
=  12 𝜋 𝜋
𝑀𝑉 (𝐵/𝜔𝐶) = 1.2 % . Assuming 
the propeller has cylindrical shape with length 𝜌 and radius 𝑅 (and 𝜌/𝑅 = 5) and rotates 
around an axis perpendicular to (and in the middle of) its long axis, the ratio becomes: 
𝑀
𝑀𝑠
=  2 𝜋(𝐿 𝑅⁄ )2𝜋
3 ln(𝐿 2𝑅⁄ )𝑀𝑉(𝐵/𝜔𝐶)  = 1.8 %. This means that if the proposed model for the propeller 
movement is correct, the propeller magnetization is probably only a small fraction of the 
saturation magnetization. This is not surprising, since the propellers consist of randomly 
assembled magnetic nanoparticles, the magnetization directions of which will tend to cancel 
out. In addition, the magnetization state of most individual nanoparticles is probably not SD. 
Also the propellers consist not only of magnetic iron-oxide but also of hydrothermal carbon. 
The obtained fit parameters are thus not unrealistic. 
4.3.5 Diffusion is Superimposed on Propulsion Movement 
Thermal noise influences the movement of nanopropellers significantly. Thermal noise is not 
incorporated in the simple model for propeller actuation, but was assumed to be simply 
superimposed in the form of Brownian motion. To investigate whether this is the case, the 
movement of a propeller was tracked and the corresponding trajectories split into a propulsion 
component, described by the simple model, and a noise component (Figure 4-11 a,b). The 
noise components were interpreted as Brownian motion and diffusion coefficients were 
extracted as described in section 3.5.3. The resulting diffusion coefficients were close to the 
diffusion coefficient that was extracted from a propeller trajectory recorded in the absence of 
external magnetic fields (freely diffusing). Further evidence that the noise components can be 
interpreted as Brownian motion was obtained, by fitting linear functions of the form log(|ℱ(𝑦𝐵)|) = 𝑎 − 𝑏 log(𝑓) (𝑎 and 𝑏 constants) to the power spectrum of the noise 
components. The resulting fit parameter 𝑏 was always close to 1, as expected for Brownian 
motion. 




Figure 4-11: Decomposition of the motion of the nanopropeller into a propulsion component described by the 
proposed theoretical model and a noise component that can be described as Brownian motion. All data stem from 
measurements of the nanopropeller displayed in Figure 3-3 i. (a) Trace of the nanopropeller moving in a 0.3 mT 
field rotating at 40 Hz. The propulsion is slow as the propeller is actuated above its critical frequency. By fitting 
(least-squares) linear functions to the x and y components of the trajectory, the trace can be split into a propulsion 
component (in blue) and a noise component (in green). Adding these components reproduces the original trace. 
(b) The splitting procedure is exemplified for the x coordinate of the same trace (in red). The propulsion 
component is a linear fit (in blue). The difference between the two is the noise component (in green). Splitting of 
the y coordinate is done equivalently. (c) Determination of the diffusion coefficient based on the noise 
components of various traces. Δ(𝜏) is the width of a Gaussian fit to the distribution of distances (using the 
Matlab function nlinfit), traversed during a time 𝜏 (see Figure 3-4). A linear fit yields an estimate for the 
diffusion coefficient [301]. The obtained diffusion coefficients are displayed with the data labels, whereby the 
first number denotes the field strength and the second number the frequency. The fact that the noise component 
data allow this analysis is a strong indication that the origin of the noise component is Brownian motion. The 
diffusion coefficients are very similar to the values obtained from a high speed measurement with the magnetic 
field turned off. The biggest discrepancy is observed in trace 03_40, which is the reason it is displayed in the 
next panel. (d) The absolute value of the Fourier transform of the y noise component of trace 03_40 is plotted 
against the frequency in a log-log plot. After binning the data (red crosses) a straight line (in blue) could be fit. 
The negative of the slope of this line is an exponent, which is expected to be 1 for Brownian motion. The inset 
shows that the fitted exponents for the noise components of all traces are close to 1. Adapted from [116]. This is 
an unofficial adaptation of an article that appeared in an ACS publication. ACS has not endorsed the content of 
this adaptation or the context of its use. 




The reported nanopropellers are smaller than any published previously. The smallest 
propellers in the literature were reported by Ghosh et al. to be about 0.5 µm in diameter and 
about 2 µm in length [5]. Interestingly it has been estimated that it should not be possible to 
produce propellers significantly smaller than the propellers by Ghosh et al., due to 
orientational noise caused by thermal fluctuations [115]. The nanopropellers reported here, 
might therefore be close to the smallest nanopropeller sizes that can be practically achieved. 
In principle, nanopropellers of any size could be controlled by magnetic fields of sufficient 
field strength and high field frequencies, but this quickly becomes impractical, since the 
required actuating frequency grows with the inverse cube of the nanopropeller size [115]. 
Indeed, Schamel et al. recently reported a particularly small propeller (about 0.1 × 0.4 µm) 
that could only be actuated in a viscoelastic medium, not in water [153]. 
The proposed model for the propulsion and the corresponding speed frequency relationship 
has been derived independently by another group as well [154]. The torque balance for 
magnetic particles actuated by an external magnetic field had also been published previously 
[174, 175, 337], although not used to explain the frequency speed relationship for magnetic 
propellers. An alternative model, based on the numerical simulation of a rotating magnetized 
ellipsoid has been published by Ghosh et al. [156]. This model takes into account that the 
vector of magnetization of the propeller is not necessarily parallel to the magnetic field vector 
(see section 2.1.1). The experimental data reported by Ghosh et al. can, however, be fit 
equally well by the simple model reported here, as by the more complex model they propose 
(Figure 4-12). 




Figure 4-12: The speed versus frequency data presented here (blue crosses), is taken from the paper by Ghosh et 
al. investigating the motion of a helical nanopropeller [156]. Their measurements were performed with a 
magnetic field (𝐵) of 2 mT. For the theoretically expected curve (green line, equation 26) two parameters needed 
to be found by nonlinear regression (using the Matlab function nlinfit): 𝑐𝑣 = 72 nm and 𝐵 𝜔𝐶� = 34.5 mT ms. 
Adapted from [116]. This is an unofficial adaptation of an article that appeared in an ACS publication. ACS has 
not endorsed the content of this adaptation or the context of its use. 
Both models have two free fit parameters. The assumption of the simple model, that the axis 
of rotation of the propeller is independent of the actuating frequency, is not to always valid 
[156]. In particular, for a helical propeller which has a magnetization component along its 
long axis, the long axis of the propeller aligns with the vector of rotation of the actuating field 
only for sufficiently high actuating frequencies [180]. 
The simple model seems to work for other magnetic actuators as well [8, 129]. This might be 
due to the fact that the ability of the magnetization to follow the magnetic field, an effect that 
is well described by the model presented here, is generally dominating the frequency-speed 
relationship. 
The finding that diffusion is superimposed on the propulsive motion described by the simple 
model might not be universally valid for all nanopropellers. Orientational diffusion does 
apparently sometimes lead certain propellers to switch between a tumbling mode and a 
propulsion mode [156]. For the model proposed here, the effect of orientational diffusion 
might be hidden in the fit parameters of the model. It is conceivable that nanopropeller motion 
can be described as the sum of Brownian motion and propulsion as described by the simple 
model, but that the fit parameters of the simple model depend on the magnitude of 
orientational diffusion. 
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4.4 Geometric Determinants of Propulsion Properties 
The dimensionless propulsion speed of a propeller depends only on the propeller geometry, as 
discussed in section 2.2.2. The relationship between propulsion speed and geometry has been 
investigated theoretically [180, 181] and experimentally [11] for helical propellers. A much 
larger variety of shapes can be studied based on the random shapes that result from the 
presented hydrothermal synthesis method (see section 3.1). 
4.4.1 Synthesized Shapes are Random 
The geometry of synthesized shapes was studied based on the 3D reconstruction method 
discussed in section 3.6.4. After their dimensionless speeds had been measured 
experimentally, 47 shapes could be reconstructed. It was a priori unclear whether the 
synthesis procedure favors particular shapes over others. Therefore it was necessary to show 
that the resulting structures are indeed random. A rigorous mathematical definition of a 
random shape was beyond the scope of this thesis, therefore the distributions of geometric 
parameters for the reconstructed shapes were compared to those of artificial shapes generated 
by a random process (see section 3.7.3). The resulting distributions are displayed in Figure 4-
13 by plotting surface area, volume, handedness and chirality against the maximum voxel to 
voxel distance 𝑙max. This visualization for the parameter distributions was chosen since 𝑙max 
is the most intuitive geometric parameter.  
Surface area and volume are similarly scattered for reconstructed as well as artificial shapes 
and lower than the expected values for single spheres with diameter 𝑙max. Some artificial 
shapes have surface areas higher than a sphere of the same size, which might be due to 
surface roughness (cubic voxels) or the combined surface area of many spheres being 
particularly high. The handedness parameter has a higher standard deviation for reconstructed 
shapes than for artificial shapes, but the mean is close to zero in both cases, as expected for 
symmetry reasons. The mean chirality parameter is close to 0.56 in both cases. The 
distributions of geometric parameters for reconstructed and artificial shapes are in general 
similar. This confirms that the shapes resulting from the hydrothermal synthesis are random in 
the sense that they seem to be the product of a random process. 




Figure 4-13: Comparison of reconstructed shapes (red circles) with randomly generated shapes (blue dots). 
Exemplary geometric parameters are plotted against the maximum voxel to voxel distance 𝑙max in order to 
visualize their distributions. (a) The surface area is plotted against the maximum voxel to voxel distance. The 
green line would be expected for spherical particles with diameter 𝑙max. (b) Same as (a), but for the volume 
instead of the surface area. (c) The handedness parameter 𝐻 is plotted against the maximum voxel to voxel 
distance. The horizontal lines mark the mean handedness, which is close to zero in both cases. (d) Same as (c), 
but for the chirality parameter instead of handedness. The mean chirality is close to 0.56 in both cases. 
4.4.2 High Dimensionless Speeds of Random Shapes 
Dimensionless speeds were measured for 512 propellers (see section 3.5.4). A histogram of 
the dimensionless speed values together with exemplary reconstructed propeller shapes is 
shown in Figure 4-14. A Gaussian fit to the data (using the Matlab function nlinfit) yields a 
width of 46.5 which coincides with the standard deviation. The mean is close to zero as 
expected for symmetry reasons. The standard deviation of the dimensionless speeds of the 
subset of propellers for which a 3D shape could be reconstructed is 59.6. This is somewhat 
higher than the standard deviation calculated from all 512 measured propellers. The 
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discrepancy might be due to finite sampling, or some unidentified bias for propellers with 
high dimensionless speed to be successfully reconstructed. 
 
Figure 4-14: The distribution of dimensionless speed for random shapes has a surprisingly high standard 
deviation. (a) The measured values for the dimensionless propulsion speed Uy are displayed as a histogram. The 
red line is a Gaussian fit to the data (using the Matlab function nlinfit). The standard deviation of the data and the 
width of the Gaussian fit is 46.5. The mean of the distribution is -0.1 and thus close to zero as expected for 
symmetry reasons. (b-e) From all propellers for which the 3D shape was reconstructed, four examples were 
selected according to the following criteria: The absolute value of the dimensionless speed was closest to zero in 
(b) (Uy ≈ 1), highest in (c) (Uy ≈ −190), and closest to the standard deviation in (d) (Uy ≈ 47) and (e) (Uy ≈
−50). The propeller in panel (c) is also displayed in Figure 3-11. 
4.4.3 Comparison with Previously Published Propellers 
The observed standard deviation of 46.5 in the dimensionless speed of random shapes is 
surprisingly high when compared to the dimensionless speed of previously published 
propellers (see Figure 4-15). Most previously published propellers have dimensionless speeds 
below 3 standard deviations. Some nanofabricated propellers have dimensionless speeds 
which are smaller than the standard deviation of the dimensionless speeds of random shapes. 
Assuming a Gaussian distribution for the distribution of dimensionless speeds of random 
shapes, the chance of a random shape outperforming a nanofabricated propeller with 
dimensionless speed below 46.5, is about one in three. The highest dimensionless speed found 
in the set of reconstructed random shapes is 190 (absolute value, see Figure 4-14 c) and higher 
than most previously published nanofabricated propellers. The shape of this fastest propeller 
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is indeed approximately helical, with less than one helical turn, similar to optimized shapes 
reported by Keaveny et al. [181]. 
 
Figure 4-15: Comparison of randomly shaped propellers from solution synthesis with previously published 
nanofabricated propellers. The dimensionless speeds of nanofabricated propellers are shown in the same order as 
in Figure 2-4 (Zhang et al. [6], Li et al. [128], Schamel et al. [153], Schuerle et al. [167], Gao et al. [127], Tottori 
et al. [11], Peters et al. [166], Ghosh et al. [5], Zhang et al. [152]). (a) The absolute value of the dimensionless 
speed is plotted against the propeller number after sorting the dimensionless speeds in ascending order. (b) The 
distribution of absolute dimensionless speed values is displayed as a histogram. The scale of |𝑈𝑦| is the same as 
in (a). The multiples of the standard deviation of 𝑈𝑦 are displayed as horizontal green lines. Assuming a 
Gaussian distribution, 68 % of random shapes have dimensionless speeds lower than the one standard deviation, 
95 % lower than two, and 99.7 % lower than three standard deviations. 
4.4.4 Geometric Parameters Correlate with Swimming Properties 
Various geometric parameters can be extracted based on the reconstructed 3D shapes (see 
section 3.7.3). As an additional check for the reliability of the reconstruction and parameter 
extraction procedures, the optical size measurement was plotted against the maximum voxel 
to voxel distance in Figure 4-16 a. The two measures are generally in agreement, although the 
maximum voxel to voxel distance tends to be a little larger. This is not unexpected, due to the 
fact that only five different 2D projections were recorded and the 2D projection in which the 
propeller would appear largest might not have been one of them. Then again, the maximum 
voxel to voxel distance in the reconstruction might be larger than the true size of the propeller 
due to overshadowing. Various geometric parameters correlate with the dimensionless 
propulsion speed. While searching for the strongest correlation, all multiplicative parameter 
combinations (using every parameter once) with the right physical units (µms-1) were tried. 
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The strongest correlation for the dimensionless propulsion speed was found with the product 
of the chirality parameter 𝜒 and the sphericity parameter Ψ (Figure 4-16 b). The rolling speed 
𝑣𝑥 of the propellers was also correlated with geometric parameters. The strongest correlation 
was observed to be 𝑣𝑥 ∝ 𝑓 𝑆 𝛾 𝑉𝑂 (see Figure 4-16 c). The rolling speed thus grows also 
linearly with the actuating frequency 𝑓 and with a length scale, namely the ratio of volume 𝜌 
to surface area 𝑂. This observed scaling behavior would allow the definition of a 
dimensionless rolling speed similar to the dimensionless propulsion speed. This dimensionless 
rolling speed grows with the spikyness parameter 𝑆 and the average width to length ratio 𝛾. 
 
Figure 4-16: Correlations between geometric parameters and propeller properties. (a) The optical size estimate 
(based on the 2D projection in which the propeller appears largest) is strongly correlated with the maximum 
voxel to voxel distance 𝑙max. The green line is not a fit to the data, but a reference line with slope one. The 
remaining scatter is probably due to measurement and reconstruction errors. 𝜌 is the Pearson correlation 
coefficient. The low P values indicate that the null hypothesis of the data being uncorrelated can be rejected with 
high confidence. (b) The absolute value of the propulsion speed |𝑣𝑦|correlates with the product of the actuating 
frequency 𝑓, the chirality parameter 𝜒, 𝑙max and the sphericity Ψ. The red line is a linear (least-squares) fit to the 
data (equation in red). (c) The rolling speed 𝑣𝑥 correlates with the product of 𝑓, the spikyness parameter 𝑆, the 
average width to length ratio 𝛾 and the volume 𝜌 divided by the surface area 𝑂. 
4.4.5 Discussion 
The observed correlation of the dimensionless speed with the chirality measure 𝜒 was 
expected. As discussed in section 2.2.2, highly symmetric objects cannot propel, since the 
sign of the rotation translation coupling (𝐶) needs to change for the mirror image of a 
structure, assuming a fixed axis of rotation. Thus, for example, objects with three orthogonal 
mirror planes of symmetry cannot propel [111]. Multiplying the chirality with the sphericity 
increases the correlation. This is rather unexpected since one would think intuitively that more 
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spherical propellers have lower dimensionless speeds. In fact, sphericity and chirality are 
anticorrelated (𝜌 = −0.63, P = 2 × 10−6).  
The rolling speed also increases with frequency and a length scale, which might be ultimately 
grounded in the linearity of the Stokes equations for Newtonian fluids. The rolling speed 
increases with spikyness and the average width to length ratio, suggesting that objects 
elongated perpendicular to the axis of rotation make good rollers. Previous experimental 
realizations of rollers also used rodlike structures rotating around their short axis [129, 131, 
132, 143, 144], but a hydrodynamic explanation why this should be advantageous could not 
be found so far. 
The observed discrepancy between reconstructed and artificial shapes for the handedness 
parameter, could hint at peculiarities of either the synthesis method or the reconstruction 
procedure. The latter option seems more likely, because the standard deviation of 
dimensionless speed is elevated for the reconstructed shapes with respect to all measured 
propellers (see section 4.4.2). In any case this should not matter much, since the handedness 
parameter does not correlate with the dimensionless speed (see section 4.4.4). 
The speed measurements on which the reported dimensionless speed values are based, were 
done close to a glass interface (see section 3.5.4). Propulsion speeds measured in this way 
might be different from the propulsion speeds that would have been observed if the structure 
had been actuated in bulk liquid. However, the propulsion speed was measured in the same 
way for previously reported nanofabricated propellers. Therefore, this measurement scheme 
was used here as well, despite being potentially unsuited to accurately measure dimensionless 
propulsion speeds. 
The measured distribution of dimensionless propulsion speeds seems to be Gaussian, but at 
512 samples, fat tails cannot be excluded. The distribution is also lower than expected for a 
Gaussian at |𝑈𝑦| ≈ 25 and higher than expected at 𝑈𝑦 ≈ 0. Whether this is due to finite 
sampling or a real effect due to some unidentified mechanism remains to be investigated. 
The only nanofabricated propeller that is significantly faster than all random shapes is the 
Nickel nanowire propeller reported by Zhang et al. [152]. These speed measurements were 
not performed in water at room temperature, but in a high density suspension of 0.5 µm 
microbeads. Equation 11 suggests that an increased viscosity should not matter for the 
dimensionless propulsion speed (which depends purely on the propeller geometry), but the 
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presence of microbeads could allow the propeller to behave more like a screw drilling through 
sand instead of a hydrodynamic propeller. For a screw with one helical turn moving through a 
solid, the dimensionless speed will be 1000, which seems unattainable for a hydrodynamic 
propeller. Therefore the reported dimensionless speed of 331 should be taken with a grain of 
salt. 
As discussed in section 2.2.2 arbitrarily shaped propellers might have a tendency to rotate 
around an axis for which the rotation translation coupling is strong. This could potentially 
explain the high observed dimensionless speed values. However, the axis around which the 
structure rotates depends on the direction of magnetization of the structure as well. Also it 
could be that the motion of the propeller is more complex than the simple rotation around a 
single axis. Nonetheless it is conceivable that the dependence of the rotational friction 
constant (𝑐𝐹) on the rotation translation (𝐶) coupling increases the observed dimensionless 
speed values beyond the dimensionless speed distribution expected for random shapes, 
rotating around arbitrary axes of rotation. Further theoretical and experimental investigations 
are needed to determine whether this effect occurs and whether it has a significant influence 
on the distribution of dimensionless speeds. 
Assessing propellers based on their dimensionless speed is useful when experimental 
limitations to the producible field strengths are of no concern. Since the dimensionless speed 
is related only to the propeller geometry it does not take into account the degree to which a 
propeller can be magnetized, or the magnetic torques needed to rotate it. The effect of 
magnetization and necessary magnetic torques have been discussed in theoretical studies 
[180, 181]. Bale et al. recently introduced the energy-consumption coefficient which can be 
used to compare the energy efficiency of swimming and flying animals (including bacteria) 
[338]. Whether a similar measure can also be applied to magnetic propellers remains to be 
seen, since the hydrodynamics of externally driven structures as discussed here are rather 
different from those of self-propelled swimmers. At first sight, energy efficiency does not 
seem to be of primary importance for magnetically actuated nano- and microstructures, but it 
would nevertheless be interesting to work out how energy dissipation differs between 
actuating strategies and swimmer or propeller shapes. 
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4.5 Swarm Control for Magnetic Nanopropellers 
This section was adapted from a submitted manuscript. Controlling multiple magnetic 
nanopropellers independently by subjecting them to the same external magnetic field is a 
challenging task (see section 2.3.2). Such swarm control is possible, due to the nonlinear 
relationship between speed and actuating frequency, as described by the simple model for 
nanopropeller actuation (equation 26) [120, 164]. Before introducing a general mathematical 
model for swarm control, the simpler situation of controlling just two propellers will be 
discussed. 
4.5.1 Controlling two Propellers Independently 
For two propellers with different properties (Figure 4-17 a), a control task can be stated as 
follows: Given start and end positions for the propellers, a sequence of rotating magnetic 
fields (frequency 𝜔𝑗, field strength 𝐵𝑗, applied for time 𝑡𝑗) needs to be found, which moves 
the propellers from the start to the end positions. As an example, two frequencies 𝜔1 and 𝜔2 
are chosen and the magnetic field strength is fixed to some constant value. The start positions 
are set to zero and the end positions are 𝑎1 and 𝑎2 respectively. This first control task is in 
only one spatial dimension. Finding the correct times 𝑡1 and 𝑡2 for which the actuating 
frequencies need to be applied is equivalent to solving a linear set of equations (negative 
values for 𝑡𝑗  mean rotating counter-clockwise instead of clockwise). The result is illustrated 
in Figure 4-17 b for two choices of control frequencies. 




Figure 4-17: (a) Speed is plotted against frequency for two exemplary propellers. The dashed lines mark one 
choice of control frequencies. The solid lines mark control frequencies that are equal to the critical frequencies of 
the propellers. (b) The two propellers from panel (a) are now used for a 1D control task. The position of the 
propellers is plotted against time until the propellers have reached their designated end positions. The dashed 
lines correspond with the choice of control frequencies marked by dashed lines in panel (a). The solid lines 
correspond to control frequencies equal to the critical frequencies. A trajectory can obviously be split into parts 
to better approximate a linear trajectory from the start to the end positions. Splitting the two parts of the solid 
trajectory into four parts each, leads to the dotted line. The ratio of the total length of the trajectory to the length 
of a linear trajectory from the start to the end positions (the excursion ratio) is unchanged upon such splitting of a 
trajectory. The meaning of the variables provided as insets is explained in the main text. This figure is part of a 
submitted manuscript. 
4.5.2 Mathematical Model of Swarm Control 
In general the swarm control problem can be stated as follows: Given 𝑛 propellers and 𝑛 
corresponding 𝑑-dimensional trajectories of the form 𝑟𝑖(𝑡), what is a sequence of rotating 
magnetic fields (𝜔𝑗 ,𝐵𝑗) that, if consecutively applied for times 𝑡𝑗 , lead to propeller 
movements approximating 𝑟𝑖(𝑡). 
This problem can be simplified. Firstly, starting coordinates 𝑟𝑖(0) = 0 can be chosen without 
loss of generality. Secondly, since the propellers only need to approximate the intended 
trajectory, the problem can be restricted to one spatial dimension. This is due to the fact that a 
multi-dimensional trajectory can always be split up into segments along orthogonal 
coordinates. For the same reason only a single step from 𝑟𝑖(𝑡) = 0 to 𝑟𝑖(𝜏) = 𝑎𝑖 must be 
considered. The swarm control problem then takes the following form: 
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𝐆 𝐭 = 𝐦, (40) 
where 𝐆 is a matrix with elements 𝑔𝑖
𝑗 = 𝑣𝑖(𝜔𝑗,𝐵𝑗). 𝑗 is an integer between 1 and 𝑚 with 
𝑚 ≥ 𝑛 (𝑛 being the number of propellers in the control task). In addition, the total duration of 




 =  𝑇 = 𝜏, (41) 
where 𝑇 is the total time it takes to reach the final positions with all propellers and 𝜏 is a 
target time that defines an effective speed. The vector 𝐭, contains the times 𝑡𝑗  for which a 
magnetic field with frequency 𝜔𝑗 and field strength 𝐵𝑗 is applied. 
In the following, the combined equations 40 and 41 are referred to as the swarm control 
problem. A particular swarm control problem is defined by the propeller properties 𝜔𝐶𝑖  (𝐵) 
and 𝑐𝑣𝑖  as well as end positions 𝑎𝑖 and control time 𝜏. The solution is a sequence of magnetic 
field strengths, actuating frequencies and times (𝐵𝑗,𝜔𝑗, 𝑡𝑗) for which equations 40 and 41 are 
satisfied. This solution can be found when 𝐆 is invertible. Two rows of 𝐆 are linearly 
dependent if two critical frequencies are equal. This is due to the fact that the propeller speed 
𝑣𝑖  is linear in the propulsion parameter 𝑐𝑣𝑖  as can be seen in equation 26. Thus equation 40 
does not have a solution if two or more critical frequencies 𝜔𝑐𝑖  are equal. In addition, at least 𝑛 
actuating frequencies ωj must be chosen distinct and less than 𝑚 − 𝑛 + 2 frequencies 𝜔𝑗 
must be smaller than the smallest critical frequency at all 𝐵𝑗. Assuming a solution 
(𝐵𝑗 ,𝜔𝑗 , 𝑡𝑗  ), which satisfies equation 40 has been found, it is immediately possible to find 
another solution (𝐵�𝑗 ,𝜔�𝑗 , ?̂?𝑗), which satisfies equation 40 and equation 41 simultaneously, by 
rescaling the field strengths and frequencies with 𝜏/𝑇(𝐵𝑗,𝜔𝑗). This is due to the fact that the 
critical frequencies are linear in 𝐵 and the propulsion velocities are linear in a factor that 
rescales 𝜔 and 𝜔𝐶. Thus, the necessary and sufficient conditions for a solution to equations 40 
and 41 to exist can be summarized as follows: 
�𝜔𝐶
𝑖 ,𝜔𝐶𝑗� ≠ �𝜔𝐶𝑗 ,𝜔𝐶𝑖 �       for      𝑖 ≠ 𝑗 (42) 
��(𝜔𝑖,𝜔𝑗) = (𝜔𝑗,𝜔𝑖)�� < 𝑚− 𝑛 + 1         for         𝑖 ≠ 𝑗 (43) 
��𝜔𝑖    with     𝜔𝑗 < min�𝜔𝐶𝑖 (𝐵𝑗)��� < 𝑚 − 𝑛 + 2 (44) 
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4.5.3 Critical Control is Optimal 
As the conditions 42, 43 and 44 are not very restrictive, the choice of actuating field strengths 
and frequencies can be optimized according to criteria based on practical considerations. 
Since it is difficult to produce strong magnetic fields, the largest 𝐵𝑗 needs to be as small as 
possible. As the maximum propeller speeds are proportional to 𝐵, the largest 𝐵𝑗 can be 
minimized by minimizing the control time for a given maximum magnetic field strength 𝐵0. It 
will be indicated below that the control time is minimized when the control frequencies are 
equal to the critical frequencies. Secondly, propellers should not stray too far away from a 
linear path from 𝑟𝑖(0) = 0 to 𝑟𝑖(𝜏). This can be quantified by the excursion ratio, defined as 
the average length travelled by the propellers divided by the average linear distance from start 
to end positions, 
𝐸 =  ∑ ∑ 𝑣𝑖�𝜔𝑗 ,𝐵0�|𝑡𝑗|𝑛𝑖=1𝑚𝑗=1
∑ |𝑎𝑖|𝑛𝑖=1 . (45) 
It will be indicated below that 𝐸 is minimized as well when the magnetic field strengths are 
chosen constant and the critical frequencies are chosen as control frequencies. The control 
strategy of using critical frequencies as control frequencies at constant field strength (so that 
𝑇 = 𝜏) will be called critical control. 
How should the 𝑚 field strengths and actuating frequencies be chosen, so as to minimize the 
control time 𝑇? This problem will be discussed in two steps. First, it is shown that for a 
particular choice of 𝑚 actuating frequencies, the control time 𝑇 is reduced when all field 
strengths are increased to the maximum possible field strength 𝐵0 and the control frequencies 
are rescaled accordingly. Then, numerical optimization and random sampling will be used to 
indicate that, for 𝐵𝑗   =  𝐵0, the control time is minimized when the critical frequencies of the 
propellers are used as the actuating frequencies 𝑤𝑗  =  𝑤𝑐𝑖. 
Given a control strategy (𝐵𝑗,𝜔𝑗  , 𝑡𝑗) with corresponding control time 𝑇(𝐵𝑗,𝜔𝑗), a new 
control strategy (𝐵0,𝜔𝑗 × 𝐵0 𝐵𝑗⁄ , 𝑡𝑗 ×  𝐵𝑗/𝐵0) can be devised. This transformation scales the 
speeds of all propellers during control step 𝑗 by a factor of 𝐵0/𝐵𝑗. The duration of control step 
𝑗 is reduced by a factor 𝐵𝑗/𝐵0, thus the propellers reach the same positions at the end of every 
control step and thus the correct final positions after a shorter total control time. Therefore, 
the control strategy with minimal control time will use field strengths 𝐵𝑗  =  𝐵0. 
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It remains to show that with 𝐵𝑗  =  𝐵0, the control time is minimized for 𝑤𝑗  =  𝑤𝑐𝑖. First, the 
relatively simple case of 𝑛 =  𝑚 =  2 is investigated. This case is illustrated in Figure 4-18. 
It can be seen that 𝑇 is minimal for 𝑤𝑗 =  𝑤𝑐𝑖. 
Second, the case 𝑚 =  𝑛 + 1 is treated using numerical optimization. Control tasks were 
randomly generated and solved using critical frequencies as control frequencies and a 
constant magnetic field strength. The resulting control time is 𝑇𝑐. Then the same randomly 
generated control task was solved with randomly selected control frequencies and numerical 
optimization (using the Matlab function fminsearch) was used to try to find new control 
frequencies for which the control time is minimized. The resulting control time is called 𝑇𝑜. 
The optimized control time 𝑇𝑜 was found to be always larger than the critical control time 𝑇𝑐. 
The optimization usually leads to one time step 𝑡𝑗  being set to zero. This means that it is not 
helpful to use more than 𝑛 control frequencies. Since setting 𝑚 =  𝑛 + 1 cannot reduce the 
control time, the case 𝑚 >  𝑛 + 1 was not considered. It is of course possible to construct 
equivalent control strategies, by splitting and reordering control steps, but this ambiguity is of 
no interest here. 
When the optimization was initialized with the critical frequencies, the optimization algorithm 
terminated immediately. In order to see if the optimization procedure tends to find control 
frequencies close to the critical frequencies, a distance measure Θ was constructed: 
Θ =  |to1|ωo1 + ���𝑡𝑐𝑗−1�𝜔𝑐𝑗−1 −  �𝑡𝑜𝑗 � 𝜔𝑜𝑗�𝑚
𝑗=2
, (46) 
where 𝜔 are the critical frequencies as control frequencies and 𝜔𝑜 are the optimized control 
frequencies. The control frequencies are indexed after sorting the values �𝑡𝑗�𝜔𝑗 in ascending 
order. 𝑡𝑜1 is therefore the time step that was usually set to zero by the optimization algorithm. 
Θ is plotted against 𝑇𝑜 − 𝑇𝑐 in Figure 4-19. As can be seen, the relationship between the two is 
approximately linear. This means that the optimized frequencies are close to the critical 
frequencies when the optimized control time is close to the critical control time, although the 
critical control time is always smaller. This strongly suggests that control frequencies at the 
critical frequencies lead to minimal control time. In Figure 4-19, propeller numbers from 2 to 
6 were plotted. 




Figure 4-18: Dependence of control time and excursion ratio on the actuating frequency. (a) The speed vs. 
frequency relationship in the case of two propellers. The critical frequencies are 𝑤𝑐1  =  80 Hz and 𝑤𝑐2 = 100 
Hz. (b) The control time 𝑇 is color coded from small (red) to big (blue). 𝑇 depends on the two control 
frequencies (𝜔1 and 𝜔2). The global minimum is at the critical frequencies (intersection of the dashed lines). (c) 
The excursion ratio 𝐸 is color coded from small (red) to big (blue). 𝐸 has a degenerate minimum at the critical 
frequencies. The dark red areas all correspond to 𝐸 = 1, meaning that the propellers can travel to the intended 
end positions on a linear trajectory. The plots are symmetric around the line 𝜔1  = 𝜔2, since the problem is 
symmetric to exchanging the order in which the control frequencies are applied. The control time and excursion 
ratio landscapes are not convex and can already be quite complicated for two propellers. This figure is part of a 
submitted manuscript. 
 




Figure 4-19: A distance measure Θ (see equation 46) for the difference between the optimized control 
frequencies and the critical frequencies is plotted against the difference between the corresponding control times 
(𝑇𝑜 and 𝑇𝑐). This was done for propeller numbers 𝑛 from 2 to 6. The number of control frequencies that were 
optimized were always 𝑛 + 1. The optimization algorithm (using the Matlab function fminsearch) usually set one 
control time to zero. The start frequencies for the optimization procedure were chosen at random. If the 
optimization was initialized at the critical frequencies it terminated immediately. This plot shows that the control 
time is close to the optimal control time, if the control strategy is close to the optimal control strategy. This 
figure is part of a submitted manuscript. 
To further test the hypothesis that control frequencies equal to the critical frequencies lead to 
minimal control time, the difference between the control time resulting from randomly 
sampled control frequencies (𝑇𝑟) to the control time obtained when using critical frequencies 
(𝑇𝑐) was computed as well. Control tasks were randomly generated and (𝑇𝑟 − 𝑇𝑐) calculated 
10 million times each, for propeller numbers between 2 and 16. The results of these 
calculations are displayed in Figure 4-20. Again, the control time is always smaller when the 
control frequencies are equal to the critical frequencies. Indeed, when the control frequencies 
are chosen at random the control times become many orders of magnitude longer than the 
control time for critical control. Figure 4-20 b shows that the random sampling finds a 
minimum which is close to the value for critical control, relative to the mean control time for 
critical control. This shows that the control frequency sampling is sufficiently exhaustive to 
come close to the critical frequencies, suggesting that control frequencies equal to the critical 
frequencies are indeed the global minimum for the control time. 




Figure 4-20: (a) Comparison of control times 𝑇𝑐 and 𝑇𝑟. 𝑇𝑐 is the control time of a randomly generated control 
task with 𝑛 propellers, when using critical control. 𝑇𝑟 is the control time when using randomly generated control 
frequencies and constant magnetic field strength. Both were calculated for 107 randomly generated control tasks. 
This was repeated for propeller numbers from 2 to 16. Here histograms of the generated data are displayed for 
control tasks with 2 to 10 propellers. The minimal time difference increases with increasing propeller number. 
The difference is always positive, meaning that the control time is always shorter when choosing critical 
frequencies as control frequencies. (b) The mean control time when using critical frequencies is plotted against 
the minimal difference between 𝑇𝑐 and 𝑇𝑟 (from all 107 samples each) for 𝑛 from 2 to 16. It can be seen that the 
minimal time difference is significantly smaller than the mean control time, indicating that the used number of 
samples was sufficient to come close to the suspected global control time minimum at the critical frequencies. 
This figure is part of a submitted manuscript. 
Having established that the control time is minimal for critical control, it will next be shown 
that critical control also minimizes the excursion ratio 𝐸. As can be seen in Figure 4-18 the 
dependence of 𝐸 on the actuating frequencies 𝜔𝑗 is similar to that of the control time 𝑇. This 
can be intuitively understood, when considering that the average speed 〈 𝑣 〉 with which the 
propellers travel at a certain control frequency is set by the propeller properties and is thus 
independent of the target positions 𝑎𝑗. The average excursion ratio can be estimated as 
〈 𝐸 〉 ≈ 〈 v 〉 T
〈 |a|〉 . 〈 𝐸 〉 is then minimized when 𝑇 is minimized. This argument, however, does not 
show that 𝐸 is always minimal when 𝜔𝑗  = 𝜔𝑐𝑖  . To show that 𝐸 is always minimal for critical 
control, numerical optimization (using the Matlab function fminsearch) was performed. In 
Figure 4-21 excursion ratios are plotted for critical control (𝐸𝑐) and for control frequencies 
obtained from the optimization procedure (𝐸𝑜). It can be seen that excursion ratio is always 
smaller for critical control. 




Figure 4-21: The optimized excursion ratio 𝐸𝑜 was obtained for a number of randomly generated control 
problems using numerical optimization (using the Matlab function fminsearch). The start frequencies of the 
optimization were chosen at random. If the optimization was initialized with critical frequencies the optimization 
terminated immediately. It can be seen in the plot of 𝐸𝑜 against 𝐸𝑐 that critical control leads to minimal 
excursions. This figure is part of a submitted manuscript. 
4.5.4 Optimal Propeller Design 
After having determined an optimal control strategy, it was investigated how the control time 
𝑇 depends on the various physical parameters. For the propulsion parameters 𝑐𝑣, the critical 
frequencies 𝜔𝑐, and the final positions 𝑎, this dependence can be readily deduced from 
equation 26. Concerning the influence of these parameters on 𝑇, these parameters were 
characterized by their averages 〈 |𝑎| 〉, 〈 𝑐𝑣 〉 and 〈 𝜔𝑐 〉. From the form of equation 26, it can 
be deduced that 〈 𝑇 〉 ∝   〈 |a| 〉
〈 cv〉〈 ωc 〉. For the parameters 𝑛 and Δ, the influence on the control 
time is not obvious. Fit parameters were used to determine this dependence, initially assuming 
a power law relationship. Δ is a parameter that characterizes the spacing of the critical 
frequencies, which was constrained as 〈 𝜔𝑐 〉 Δ⁄ > 𝑛/2  , to keep the critical frequencies larger 
than zero. 𝑛 is the number of propellers in the control task. In order to determine the 
dependence of 𝑇 on the parameters 𝑛 and Δ, the other parameters were sampled from random 
distributions. To be able to sample 𝑐𝑣, 𝜔𝑐 and 𝑎 distributions were constructed in such a way 
that pathological cases, like two critical frequencies being equal or a propulsion parameter 
being zero, were avoided. Specifically, 3𝑛 random variables 𝜒1,2,3𝑖  were drawn from the 
uniform distribution between 0 and 1 and the parameters chosen as follows: 
𝑎𝑖  =  �𝜆1  + 𝜆2 𝜒1𝑖� ×  1 µm, (47) 




𝑖  =  �𝜆3  + 𝜆4 𝜒2𝑖 � × 1 µm, (48) 
𝜔𝑐
𝑖  =  〈 𝜔𝑐 〉 − (𝑛 − 1)Δ2 + Δ�𝑖 − 𝜒3𝑖 + 0.5�𝜆5, (49) 
with 𝜆𝑘 real numbers, 𝜆3,4 > 0 and 0 < 𝜆5 < 1. In the numerical calculations, these 
parameters were further constrained as 𝜆3,4 > 0.01 and 0 < 𝜆5 < 0.95 to ensure numerical 
stability and to keep the needed number of samples manageable, since 𝑇 can become very 
large when two critical frequencies are almost equal or one propulsion parameter is very close 
to zero. Initially, the function 𝑇(𝑛,Δ) was modelled as 𝑇(𝑛,Δ) ∝ 𝑛𝛽(Δ/〈 𝜔𝑐 〉)𝛾, with fit 
parameters 𝛽 and 𝛾. It turned out that the fit parameter 𝛾 was very close to 𝛾 = −0.5 and 
therefore the relationship 〈 𝑇 〉 ∝ 1
�Δ/〈 𝜔𝑐 〉 was assumed in order to reduce the number of fit 
parameters. The final model function was determined by combining the a priori known 
dependence 〈 𝑇 〉 ∝   〈 |a| 〉
〈 cv〉〈 ωc 〉 with the assumed dependence 〈 𝑇 〉 ∝ 𝑛𝛽�Δ/〈 𝜔𝑐 〉. After sampling 
𝑇(𝑛,Δ) for 𝑛 between 2 and 10 and Δ between 1 and 18 Hz, this model was used for fitting: 
〈 𝑇 〉 = 𝛼 〈 |𝑎|〉𝑛𝛽
�〈 𝜔𝑐 〉 Δ 〈 𝑐𝑣 〉 , (50) 
where 𝛼 and 𝛽 are dimensionless fit parameters. The magnetic field strength 𝐵0 is implicitly 
contained in 〈 𝜔𝑐 〉 . 
The resulting fit is shown in Figure 4-22. The value of 𝛼 depends on 𝜆3,4,5 (0.9 < 𝛼 < 2). 𝛼 
is smaller if the distributions of 𝑐𝑣 and 𝜔𝑐 have narrower peaks. 𝛽 was found to be 
approximately equal to 1.1, independently of the distributions for the propeller parameters. It 
can thus be concluded that the control time 𝑇 grows only slowly (approximately linear) with 
the number of propellers in the swarm. 




Figure 4-22: (a) The mean control time 𝑇 is plotted against the spacing parameter Δ. The data points for 
different numbers of propellers are plotted on top of each other. 1000 control tasks were randomly generated for 
each data point and averaged (〈 𝜔𝑐  〉 = 100 Hz, 𝜆1 = 2, 𝜆2 = 4, 𝜆3 = 0.01, 𝜆4 = 0.18, 𝜆5 = 0.9). This was repeated 
100 times and the resulting standard deviation is displayed as the error bar. The blue lines are the best fit (using 
the Matlab function nlinfit) obtained based on equation 50 (𝛼 =  1.76 and 𝛽 =  1.13). (b) The error of the fit 
displayed above, is here color coded and displayed as a function of propeller number 𝑛 and spacing parameter Δ. 
The overall fit is reasonably good. The sampling error appears to be quite low as is also apparent in the error bars 
in panel (a). This means that the remaining error is due to the limitations of the model. This figure is part of a 
submitted manuscript. 
The precision with which propellers can be positioned is limited by the size of propellers and 
by diffusion. During the target control time (𝜏) the propellers will diffuse on average a 
distance 𝑥�. At this point a size parameter 𝑅 needed to be introduced, to allow the estimation 
of the diffusion coefficient of the propellers. Since 𝑅 is implicitly contained in the propulsion 
parameter, it is substituted as: 𝑐𝑣  =  ?̂?𝑣𝑅. 𝑅 was assumed equal for all propellers in the 
swarm, since the goal was to obtain the same precision for all propellers. Assuming that the 
size parameter 𝑅 is identical to the hydrodynamic radius of the propeller, 𝑥� can be calculated 
as: 
𝑥�  =  �2𝑑𝐷 〈 𝜏 〉  = 𝑑 𝑘𝐵𝑇 3 𝜋 𝜂 𝑅 〈 𝜏 〉 (51) 
Using equation 50 this can be rewritten as: 
𝑥� =  � 𝑑 𝑘𝐵𝑇 𝛼 〈|𝑎|〉𝑛𝛽3 𝜋 𝜂 𝑅2  �〈 𝜔𝑐〉 Δ 〈 ?̂?𝑣〉   (52) 
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Diffusion decreases with increasing 𝑅. Thus, the less diffusion limits the control precision, the 
more the propeller size limits control precision itself. Maximizing control precision therefore 
means that both limitations have to be approximately equal: 
𝑥� =  ℎ1𝑅 (53) 
The parameter ℎ1 was introduced since it is not obvious how the size parameter 𝑅 should be 
compared to the diffusion length scale (e.g. radius or diameter). Using equation 52, this can be 
rewritten as: 
𝑅 =  �  𝑑𝑘𝐵 𝑇 𝛼 〈|𝑎|〉𝑛𝛽
ℎ1
2 3 𝜋 𝜂� 〈𝜔𝑐〉Δ 〈?̂?𝑣〉4  (54) 
If the step length 〈 |𝑎|〉 is too small, the propellers diffuse more than they propel during one 
control step. During the next control step, the propellers would have to cancel the diffusion 
that occurred during the last control step and additionally reach the intended end positions of 
the second control step. Thus, the propellers end up unsuccessfully trying to cancel out 
diffusion and do not advance along the intended trajectory. Therefore, it is necessary to 
demand that the propellers outswim diffusion at least ℎ2 times: 
〈|𝑎|〉  > ℎ2 𝑥�  =  ℎ2 ℎ1 𝑅 (55) 
Using equations 53 and 55, equation 54 can be rewritten as: 
𝑅 >   � ℎ2 𝑑 𝑘𝐵 𝑇 𝛼 𝑛𝛽 ℎ1 3 𝜋 𝜂 �〈 𝜔𝑐〉 Δ〈 ?̂?𝑣〉3  (56) 
The control precision is maximized when 𝑅 and 𝑥� are minimized, i.e. when the inequalities 55 
and 56 become equalities. From this an optimal size for the propeller 𝑅opt can be obtained: 
𝑅opt = � ℎ2 𝑑 𝑘𝐵 𝑇 𝛼 𝑛𝛽 ℎ1 3 𝜋 𝜂 �〈 𝜔𝑐〉 Δ〈 ?̂?𝑣〉3    
 
(57) 
The corresponding optimal average control time is: 
〈 𝜏opt 〉  =  𝛼 𝑛𝛽ℎ1 ℎ2
�〈 𝜔𝑐〉Δ 〈?̂?𝑣〉 (58) 
Based on experimental observations [116] and theoretical calculations [181], the achievable 
swarm control precision can be estimated. Using ℎ1 = 1, ℎ2 = 2, 𝑑 = 2 (assuming the 
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propellers are gravitationally bound to a surface), 𝑛 =  5, 〈 𝜔𝑐 〉  =  100 Hz, Δ =  10, 
〈 ?̂?𝑣 〉  =  0.2, 𝛼 ≈  1.7 and a medium of water at room temperature results in: 
𝑅opt  =  1.4 µm, 〈 |𝑎opt|〉 =  2.8 µm  and   𝜏opt  =  3.3 s (59) 
The average control time 𝜏opt corresponds in this case to an average of 154 rotations of the 
propeller with the smallest critical frequency during one control step. The additional 
constraint, that it is not possible to switch arbitrarily fast between orthogonal step directions, 
thus seems less restrictive than the need of the propeller to outswim diffusion. This justifies a 
posteriori the use of equation 55 in the derivation of 𝑅opt. The parameter ℎ2 is not set by 
propeller properties or the control task, but must be chosen. Since 𝑅opt grows with ℎ2, ℎ2 
needs to be chosen as small as possible. The choice ℎ2 = 2, seems like a lower limit as it 
means 〈 |𝑎|〉 =  𝑅 +  𝑥�. Reducing 〈 |𝑎| 〉 by reducing the parameter ℎ2, will most likely not 
increase the control accuracy. 
It might seem that the average speed with which the propellers move, 〈 𝑣 〉  = 〈|𝑎opt|〉 / 𝜏opt, 
cannot be chosen anymore. This is not the case since 〈 𝑣 〉 depends on 𝐵 and ℎ2: 
〈 𝑣 〉 = �ℎ2 𝑑 𝑘𝐵 𝑇
ℎ1 3 𝜋 𝜂3  � 𝛼 𝑛𝛽√𝑐𝐹√𝐵 𝑀 Δ 〈?̂?𝑣〉 �−
2
3
∝ �ℎ2 𝐵3  (60) 
The speed with which the propellers move can be increased by increasing 𝐵. Increasing ℎ2 
also increases 〈 𝑣 〉, since 𝑅opt ∝ �ℎ23  and since larger propellers are faster for constant 〈?̂?𝑣〉. 
Thus choosing propeller sizes and control times at optimal values still leaves the freedom of 
choosing the speed with which the propellers travel along their trajectories. 
4.5.5 Comparison to Simulations 
To check the analytical results described above, an exemplary 2D control task was simulated 
using realistic assumptions about propeller properties and control electronics and taking 
diffusion into account (see section 3.7.1). Parameters in the simulation were adjusted, so that 
the mean applied magnetic field strength is 1 mT and the parameter ℎ2 is equal to 2 on 
average. Since the chosen control task requires that the propellers move with different 
effective speeds along their trajectories, the condition ℎ2 = 2 is not fulfilled for individual 
propellers. The simulation is thus similar but not identical to the theoretical case considered in 
section 4.5.4, also because the sampled propeller properties do not correspond to the average 
values of their distributions. 




Figure 4-23: Visualization of simulations. Five propellers trace a pattern of intertwined pentagons surrounded by 
a decagon. The effective speed with which the outermost propeller travels along the trajectory is approximately 
constant, but different in the three cases, so that the mean magnetic field strength is equal to 1 mT. The minimum 
step length was adjusted so that the propellers outswim diffusion on average twice (ℎ2=2). The propeller size (𝑅) 
was set to 1.3 µm. The propeller properties for the three explored cases are displayed in panels d, e and f. The 
resulting propeller trajectories are displayed in panels a, b and c respectively. The red and blue lines trace the 
complete movement of the propellers, including excursions. The black lines trace the positions of the propellers 
at the end of completed control steps. It is apparent that well-spaced critical frequencies and high propulsion 
parameters increase the accuracy of the trajectories. This figure is part of a submitted manuscript. 
In order to show that swarm control can have interesting applications, a pattern of braided 
pentagons was chosen to demonstrate swarm control (Figure 4-23). Catalytic patterning [185] 
could be used to translate such trajectories into intertwined structures that would be very 
difficult to produce in other ways. A decagon was added, around which a propeller is moving 
at approximately constant speed, to show that it is possible to impose the speed of the 
propeller motion. Three sets of propeller properties 𝜔𝑐 and 𝑐𝑣 were sampled from the 
distributions given in equations 49 and 48. The chosen parameters are given in Table 1. 
Table 1:  
propeller properties “1” “2” “3” (𝜆3 × µm)/R 0.05 0.08 0.2 (𝜆4 × µm)/R 0 0.06 0 
𝜆5 0 0.9 0 
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𝑅min 1.4 µm 1.1 µm 0.9 µm 
corresponding 𝑅opt 2.3 µm 1.7 µm 1.4 µm 
𝑅min/𝑅opt 0.61 0.65 0.64 
 
Three sets of properties were considered for five propellers of equal size. In set “2” the 
propellers have randomly sampled properties. In set “1” and “3” the critical frequencies are 
well spaced and the propulsion parameters are equal for all propellers and relatively low in set 
“1” and close to maximal in set “3”. The spacing parameter Δ was always equal to 10 Hz and 
the mean critical frequency 〈 𝜔𝑐 〉 was always equal to 100 Hz. The corresponding propeller 
properties are realistic based on experimental observations [116] and theoretical calculations 
[181]. The resulting propeller trajectories are displayed in Figure 4-23 for all three sets of 
propeller parameters. It can be seen that the intended trajectory can be most accurately traced, 
when the propellers have a high propulsion parameter and well-spaced critical frequencies. If 
the propeller properties are random, swarm control is still possible as can be seen in Figure 4-
23 b. 
The accuracy with which the intended trajectory is traced can be quantified by the average 
distance of the propeller from the trajectory. Figure 4-24 displays the achieved control 
accuracy for different propeller sizes and the three sets of propeller properties (Table 1). Two 
different accuracy measures are displayed. The first is the average distance from the intended 
trajectory taking excursions into account. The second is the average distance to the intended 
trajectory of propeller positions after completed control steps. This second measure thus does 
not take excursions into account and is thus different from zero only due to diffusion. The 
propeller size at which this second accuracy measure is equal to the propeller size is called  
𝑅min (see Table 1). It is similar to the theoretical concept of 𝑅opt defined above. Indeed the 
ratio 𝑅min/ 𝑅opt is similar for all three sets of propeller properties, despite the fact that the 
simulations are in many ways not equivalent to the situation that was assumed in deriving 
𝑅opt (e.g. 𝑥� is not equal to the average distance to the intended trajectory). This ratio would 
also have been approximately constant if the accuracy measure with excursions had been used 
to define 𝑅min. 
 




Figure 4-24: The achieved control accuracies depend on the propeller size. This relationship is shown here for 
three sets of propeller properties (set “1” in green, set “2” in blue, set “3” in red). Data points were generated by 
running simulations of an exemplary control task as described in the main text. The parameter ℎ2 was adjusted to 
2, by changing the minimum step length. The mean magnetic field strength was set equal to 1 mT by adjusting 
the target speed with which the propellers moved. (a) Crosses indicate the average distance from the intended 
trajectory for propeller positions after completed control steps. This measure of accuracy is visualized in the 
inset. The distance to the intended trajectory (black line) is measured only at the beginning and the end of the 
control step (blue dots). The dashed line indicates where the control accuracy is equal to the propeller size. The 
intersections of the crosses with this line define 𝑅min. (b) Circles indicate the overall average distance from the 
intended trajectory, a measure of accuracy that takes excursions into account. The average distance to the 
intended trajectory would be averaged over the complete blue line in the explanatory inset. The intersections of 
the circles with the dashed line could be used to define another optimal propeller size. This figure is part of a 
submitted manuscript. 
4.5.6 Discussion 
Critical control is a very promising control strategy that might enable the practical realization 
of swarm control for magnetic propellers. When critical control is not used and control 
frequencies are chosen at random, the control times grow many orders of magnitude longer, 
making swarm control impossible in practice. 
In demonstrating the optimality of critical control, equation 26 has been used explicitly for the 
relationship between the propeller speed and the actuating frequency. While this expression is 
in good agreement with experimental data (see section 4.3.4), its derivation depends on 
assumptions, which in practice are only approximately valid. For example, the axis of rotation 
can depend on the frequency [156], although this does not seem to change the relationship 
between propeller speed and actuating frequency significantly (see section 4.3.4). Small 
changes to equation 26 probably do not make critical control suboptimal. In fact, it might be 
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possible to generalize the notion of critical control. It might be always optimal to operate 
propellers at points of greatest nonlinearity or maximum speed in the relationship between 
propeller speed and actuating frequency. 
 
An important next step would be to perform a sensitivity analysis, since in practice the 
propeller parameters can only be measured with finite precision. How errors in the propeller 
parameters, the applied field frequencies and actuation durations translate into errors in the 
final propeller positions should be investigated. The necessary precision should be considered 
when designing propellers, as well as when designing an experimental setup for the practical 
realization of swarm control. 
The derivation of the optimal propeller size (𝑅opt) assumes that the propeller size should be 
approximately equal to the diffusion that occurs during one control step. This measure for 
control accuracy is certainly not the only possible one. When control accuracy is measured by 
the mean distance from the intended trajectory in the context of the simulations, a different 
“optimal” propeller size (𝑅min) is indeed obtained. The fact that the ratio between these two is 
constant seems to show that the choice of control accuracy measure results in a multiplicative 
factor. The dependence of 𝑅opt on the number of propellers, the propeller parameters, 
temperature and viscosity and the dimensionality of the control problem as described in 
equation 57, is thus probably independent of the choice of control accuracy measure. 
In addition, the simulations are based on one particular sampling of propeller properties 
whereas the theoretical treatment is based on averages for these properties. That the 
discrepancy between theory and simulation is nonetheless only a multiplicative factor 
suggests that the predictions of equation 57 are quite robust and could be used to guide the 
design of magnetic propellers for swarm control tasks. 
In the simulations, the effect of diffusion on the position of propellers was explicitly included. 
Effects that diffusion could have on the propulsion of the propeller itself were, however, not 
included [115]. If the propeller is so small that rotational diffusion is significant in 
comparison with the rotation of the propeller due to the actuating magnetic field, the 
possibility of swarm control might indeed be compromised. Whether this is the case or not 
will depend on the propeller geometry, its magnetization and the applied magnetic fields. For 
the smallest propeller sizes discussed here (≈  1 µm), it is possible to construct propellers that 
still behave as described by equation 26 (see section 4.3.4). Therefore, performing control 
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tasks in practice with similar accuracies as those demonstrated in the presented simulations 
seems feasible. 
In the theoretical considerations and the simulations, the effects of interactions between 
propellers or between propellers and other objects and surfaces were not considered. 
Propellers can obviously not move through each other, but the flow fields they produce might 
influence each other also when propellers are close together without actually touching. If the 
movement of propellers has to be controlled not in isotropic liquid, but in constrained 
geometries, friction might alter the movement of the propellers. Propellers gravitating towards 
a surface would for example tend to roll along the surface (see section 4.2). In microfluidic 
devices or for in vivo applications the movement of the liquid itself would be superimposed 
on the movement of the propellers. Although these effects do not seem to make swarm control 
impossible, nor to impose fundamental limitations on it, realizing swarm control for magnetic 
propellers in practice will probably be easiest if the propellers move in homogenous fluid and 
are sufficiently separated. This situation was studied here. 
4.6 Collective Behavior of Magnetic Propellers 
4.6.1 Dynamic Self-assembly of Magnetic Propellers at an Interface 
When propellers were swimming upwards against gravity, towards the upper capillary 
surface, the formation of clusters was observed (see section 3.5.7). Clusters formed when 
using homogenous nanofabricated propellers (see section 3.2) as well as when using 
heterogeneous self-assembled propellers of random shape (see section 3.1). Individual 
propellers start to assemble into small clusters, which over time merge into larger clusters. 
When the actuating rotating field was switched off the propellers aggregated into chain-like 
arrangements which slowly sediment towards the bottom of the capillary. Switching the field 
back on restarted the cluster formation process.  
The dynamic equilibrium shape of clusters is circular and relaxation times grow with the 
cluster size, from seconds to many minutes, for the observed range of cluster sizes from about 
10 µm to about 300 µm. Clusters can be quasi 2D monolayers of propellers, but they can also 
extend downward, perpendicular to the upper capillary surface. Especially larger clusters tend 
to have a 3D structure with propellers rotating below the first layer of propellers in a way that 
is reminiscent of a tornado. In clusters based on identical nanofabricated propellers, a crystal 
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like arrangement of propellers can be observed. Clusters slowly rotate in the direction of the 
actuating field and smaller clusters rotate faster than larger clusters. Sufficiently large clusters 
are surrounded by a boundary layer in which the angular velocity with which propellers move 
around the cluster center is much higher than in the rest of the cluster. Examples of clusters 
are presented in Figure 4-25. 
 
Figure 4-25: Examples of clusters formed by dynamic self-assembly. (a)-(c) Propellers from solution synthesis 
(see section 3.1). (d)-(f) Nanofabricated propellers (see section 3.2) (a) Clusters obtain a circular shape in 
dynamic equilibrium. Scale bar is 20 µm. (b) After initial formation or after the merging of circular clusters, 
more complex cluster shapes can be observed. These complex shapes can persist from seconds to many minutes, 
depending on their size. Scale bar is 20 µm. (c) If the propeller concentration at the upper capillary surface is 
sufficiently high, very big clusters can be observed. Scale bar is 20 µm. (d) Complex cluster shapes can also be 
observed for nanofabricated propellers. Scale bar is 10 µm. (e) The dynamic equilibrium shape is circular for 
nanofabricated propellers as well. The square indicates the position of image (f). Scale bar is 10 µm. (f) Close 
view of a cluster consisting of nanofabricated propellers. Individual propellers are visible as bright dots. Single 
or small groups of propellers can be seen outside of the cluster. After a transition zone at the edge of the cluster, a 
crystalline pattern can be seen inside the cluster. Scale bar is 2 µm. 
4.6.2 Conditions for Self-assembly 
It was observed in experiments that several conditions need to be fulfilled for cluster 
formation to occur. Firstly, the propeller concentration needs to be sufficiently high. In 
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general, higher concentrations of propellers allow the formation of larger clusters. The 
propeller concentration at the upper capillary surface depends on the propeller concentration 
of the starting solution. For propellers from solution synthesis the concentration depends also 
on the actuating field (see section 4.3.1). For nanofabricated propellers, nearly all propellers 
in solution reach the upper capillary surface if the actuating field allows any propeller to reach 
the upper capillary surface. Secondly, the frequency of the actuating field needs to be set to 
suitable values for clusters to form. If the frequency is too high, the propellers do not rotate 
with the field frequency, lose synchrony and only aggregate into irregular chain-like 
arrangements. If the frequency is too low, multiple propellers rotate around a common center, 
instead of around their body axes. Clusters can form in an intermediate frequency region (see 
Figure 4-26). The frequency range which allows cluster formation depends on the viscosity of 
the fluid, the field strength of the actuating magnetic field and the magnetic and 
hydrodynamic properties of the propellers. 
 
Figure 4-26: Schematic of conditions for cluster formation. If the frequency is too high, the propellers do not 
rotate with the field frequency and lose synchrony. If the frequency is too low, multiple propellers rotate around a 
common center, instead of their individual center. Clusters can form in an intermediate region (blue area). The 
field strength of the magnetic field influences the position and potentially also the shape of the blue region. In 
addition, a sufficiently high propeller concentration is a requirement for cluster formation. The concentration of 
propellers at the upper glass surface is (at least for the self-assembled propellers) influenced by the field strength 
and field frequency. 
4.6.3 All Observed Clusters have Similar Properties 
Studying the assembly of propellers in a cluster is challenging, since the size of the propellers 
is comparable to the resolution limit of the used optical microscope. For clusters consisting of 
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propellers from solution synthesis with different sizes and shapes, the reliable identification of 
individual propellers was not possible. Individual identical nanofabricated propellers can be 
identified despite their small size (see sections 3.2 and 3.6.2). Based on a 2D Fourier 
transform of the propeller positions, the arrangement of nanofabricated propellers seems to be 
hexagonal (Figure 4-27). The Fourier patterns of clusters of different sizes as well as clusters 
actuated at different frequencies are very similar (Figure 4-27 a, b, c and f). For low actuating 
frequencies, the hexagonal arrangement is not visible anymore, although some cluster 
formation still occurs (Figure 4-27 d and e). The arrangement of propellers in a cluster thus 
seems to be independent of the cluster size, as well as the actuating frequency. 
 
Figure 4-27: Weighted sum of normalized 2D Fourier transforms of propeller positions in clusters for different 
actuating frequencies (see section 3.6.2). The x and y axes denote distances in real space (𝒒 being a point in 
reciprocal space). The field strength of the actuating field was 2 mT in all cases. The frequency is 30 Hz in (a), 
15 Hz in (b), 10 Hz in (d) and 5 Hz in (e). Panel (c) displays the difference between (a) and (b). (f) The distances 
(𝒒 =  �𝒒𝒙𝟐 + 𝒒𝒚𝟐) to the six peaks (hexagonal lattice) are measured for different frequencies f. The measurements 
for f = 15 Hz and f = 30 Hz are based on panel (b) and (a) respectively. 
4.6.4 No Cluster Formation for Ferromagnetic Spheres 
Complementary experiments were performed using ferromagnetic spheres of diameter 8.5 µm 
(see section 3.5.7). Under the influence of a rotating magnetic field (vector of rotation 
perpendicular to the lower capillary surface) these spheres stayed at the lower capillary 
surface and started to rotate. The applied magnetic fields were not sufficiently strong to keep 
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the magnetic moment of the ferromagnetic spheres confined to the plane parallel to the lower 
capillary surface. Non-planar sphere rotation was observed in videos of actuated spheres. 
In the absence of an external magnetic field, the ferromagnetic spheres assembled into 
irregular chain-like aggregates (Figure 4-28 a). When an external magnetic field was switched 
on, the spheres started their non-planar rotation, breaking up most chain-like aggregates and 
started to move around each other. No cluster formation was observed in this system (Figure 
4-28 b).  
A simple calculation shows how non-planar rotation can result in repulsive magnetic 
interactions between ferromagnetic particles. Assuming two spheres precess around an axis 
perpendicular to the lower capillary surface with precession angle 𝜗, the cycle averaged 
magnetic interaction between the spheres is given by 𝐹mag = 3𝜇0𝑚24𝜋 𝑟5 �23 − sin2 𝜗� (see Figure 
4-28 c). Here, 𝜇0 is the vacuum permeability, 𝑚 the magnetization of the spheres and 𝑟 the 
distance between the spheres. The interaction becomes repulsive for 𝜗 < 57,74° . This angle 
is known as the magic angle [262]. The actual motion of the ferromagnetic spheres as 
observed in video recordings appears to be more complex than simple precession. The 
presented calculation is only meant to show that out of plane rotation can in principle lead to 
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Figure 4-28: Ferromagnetic spheres under the influence of a rotating external magnetic field. (a) Ferromagnetic 
spheres at the bottom surface of the capillary in the absence of a rotating magnetic field. (b) After the application 
of an external magnetic field, rotating in the x-y plane with 2 Hz and 2 mT, partial disaggregation is observed, 
but no cluster formation. Partial disaggregation is more easily observed in a video of the disaggregation process 
than in the image presented here. (c) Schematic illustration of the possibility that the magnetic moments of the 
ferromagnetic spheres rotate out of the x-y plane. The actual motion of the spheres is most likely more complex 
than the situation depicted in this schematic. 
4.6.5 Hydrodynamic Interactions Studied by Flow Visualization 
Polystyrene particles are non-magnetic probes which move only due to hydrodynamic forces 
(see section 3.5.6). Their movement can thus be used to estimate the relative importance of 
hydrodynamic interactions between propellers. 
Single propellers interact with single beads in that they move the bead on a circular trajectory 
around the propeller whereas the distance between bead and propeller stays approximately 
constant (Figure 4-29). This is consistent with the assumption that the propeller behaves 
hydrodynamically similar to a sphere. 
 
Figure 4-29: Visualization of the flow produced by a propeller as observed using a polystyrene tracer particle. 
(a) Image taken from a video of a propeller interacting with a polystyrene particle recorded at 220 frames per 
second. The propeller rotates with the frequency of the actuating field (1.3 mT, 40 Hz). The blue trace indicates 
the movement of the bead during the 2.8 s of recorded video. The green trace indicates the movement of the 
propeller. The red arrow indicates the distance between the propeller and the bead. Scale bar is 2 µm. (b) The 
distance of the propeller (green) and the bead (blue line) from their respective starting positions is plotted against 
the frame number. The red line is the distance between the propeller and the bead. (c) The motion of the 
propeller can be subtracted from the motion of the bead, resulting in a roughly circular trajectory. The bead 
positions relative to the propeller can be converted to polar coordinates. The polar angle is plotted against time, 
showing that the bead rotates around the propeller with approximately constant angular velocity. The red line is a 
linear fit and the slope of the fit can be converted to the rotation frequency of the bead around the propeller of 
about 0.3 Hz. 
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Figure 4-30 displays images taken from a video showing two interacting propellers, one of 
which is also interacting with a polystyrene bead. This video was used to compare the relative 
magnitude of hydrodynamic and magnetic interactions. Assuming that the propellers behave 
hydrodynamically similar to spheres, the force that brings the propellers closer to each other 
must be purely magnetic. The left propeller in Figure 4-30 a moves with about 0.9 µm × s-1 
perpendicular to the line connecting the propellers, thus moving only about 23 nm during one 
propeller rotation. Assuming the propeller does not move at all during one rotation, the 
magnetic interaction can be shown to be purely radial. This suggests that the non-radial 
movement is due to hydrodynamic interactions between the propellers. The radial distance 
between the propellers decreases from 9.3 µm to 6.3 µm in a period of 4 seconds 
corresponding to an average speed of 0.38 µm × s-1. Thus the effect of the hydrodynamic 
interactions is here of comparable magnitude to the effect of the magnetic interactions. 
 
Figure 4-30: Visualization of hydrodynamic interactions using polystyrene tracer particles. Images are taken 
from a movie recorded at 220 frames per second. The time points from which the frames are taken are indicated 
in the lower left corner of each panel. Red arrows indicate movement caused by hydrodynamic interactions. 
Dark blue arrows indicate movement caused by magnetic interactions and light blue arrows indicate the propeller 
rotation caused by the external rotating magnetic field. Scale bars are 5 µm. (a) A polystyrene tracer particle is 
moving around the right propeller at constant separation. (b) The propellers have moved closer to each other and 
around each other due to magnetic and hydrodynamic interactions respectively. The polystyrene bead is still 
rotating around the propeller. (c) The magnetic propellers have moved into close contact and move around each 
other quickly. The two polystyrene beads are subject to the flow fields created by the propeller pair.  
4.6.6 Simulations Qualitatively Reproduce Observations 
Simulations were performed to gain a better understanding of the cluster formation process. 
The interactions between propellers were modelled as described in section 3.7.2. Three types 
of simulations were performed. In all simulations, propellers were modelled as magnetic 
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dipoles, rotating in and confined to a 2D plane, with the magnetic dipole rigidly linked to the 
propeller orientation. 
In Simulation 1, hydrodynamic interactions were excluded except for the linear coupling of 
forces and torques to translational and angular velocities. Propellers were kept apart by an 
artificially introduced short-range repulsion. This simulation could already qualitatively 
reproduce the conditions needed for cluster formation described in section 4.6.2 (Figure 4-31). 
Clusters formed in an intermediate frequency range where the direction of the magnetization 
of all propellers followed the external magnetic field with a small phase lag.  
Therefore, the time dependent dipole orientation was imposed in Simulation 2, reducing the 
degrees of freedom per propeller to two. Magnetic dipole-dipole interactions were considered 
explicitly (no cycle averaging) in Simulation 2. Additionally introducing an interaction cut-
off and a neighbor list increased the number of propellers that could be handled from about 50 
to about 1600. In this case, however, only the parameter regime suitable for cluster formation 
could be investigated. Simulated clusters also rotate with the direction of the actuating field, 
albeit much slower. Larger clusters rotate more slowly than smaller clusters in the 
simulations. This is in agreement with experimental observations. Some propellers at the edge 
of the cluster seem to move faster around the cluster than would be expected based on the 
angular velocity of the cluster rotation also in Simulation 2. However, the experimental 
observation of a boundary layer with increased angular velocity could not be reproduced 
using Simulation 2. 




Figure 4-31: Comparison of simulations with experiments. The actuating fields are always rotating in the image 
plane. (a) Simulations with explicit magnetic moment orientations (Simulation 1). The simulated actuating field 
has amplitude 𝐵0 = 2 and rotates with a frequency of 2 Hz. Starting with 64 particles arranged on a square grid. 
Chain-like structures are able to turn with the slow actuating field and break and reform constantly. (b) 
Simulated actuating field rotates with frequency 40 Hz and sufficiently strong to align all propellers with the 
field at all times. Simulations with magnetic moment orientations fixed to the external field (Simulation 2). 
Starting with 1600 particles arranged on a square grid. After a while a circular cluster forms, which rotates in the 
same direction as the magnetic field (though much more slowly). (c) Simulations with explicit magnetic moment 
orientations (Simulation 1). Simulated actuating field has amplitude 𝐵0 = 2 and rotates with frequency 200 Hz. 
Starting with 36 particles arranged on a square grid. Individual magnetic moments cannot follow the fast rotation 
of the external magnetic field. The particles slowly aggregate into chain-like structures, while the magnetic 
moments twitch while trying to follow the external magnetic field. (d) The qualitative behavior observed in 
simulations has also been observed in experiments. The actuating field is 2 mT, 5 Hz. Chain-like structures tend 
to form, which continuously break and reform. Some propellers are not fully parallel to the vector of rotation of 
the actuating field. (e) The actuating field is 2 mT, 15 Hz. Propellers are mostly oriented perpendicular to the 
field of view and form a cluster. The cluster turns slowly in the direction of rotation of the external magnetic 
field. Propellers at the edge of the cluster move around the cluster at higher speed than the angular velocity of the 
cluster rotation. (f) The actuating field is 2 mT, 100 Hz. Propellers are mostly parallel to the field of view. They 
interact weakly and move around due to diffusion. Scale bars are 4 µm. 
As discussed in section 4.6.5, hydrodynamic interactions between propellers do not seem to 
be entirely negligible. In Simulation 3, an effective hydrodynamic interaction between 
propellers was introduced. This effective interaction was chosen such that it reproduces the 
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analytical solution of a situation in which two spheres (rotating around their centers) rotate 
around each other (see section 3.7.2). Since this effective hydrodynamic interaction only 
exists when propellers rotate fast compared to their translational movement, the magnetic 
interaction was replaced by its cycle averaged equivalent. The magnetic interaction is thus 
purely radial, whereas the effective hydrodynamic interaction is purely azimuthal. Figure 4-32 
shows that Simulation 3 reproduces the cluster edge layer with fast moving propellers much 
better than Simulation 2. Simulation 3 also reproduces the observation that small clusters do 
not possess an edge layer containing fast propellers, whereas sufficiently large clusters do. All 
simulations can reproduce the hexagonal arrangement of propellers. Large clusters can have 









Figure 4-32: Comparison of experimentally observed boundary layer with simulations. (a) Visualization of 
spatial speed distribution based on Simulation 3 (cycle averaged magnetic interactions with effective 
hydrodynamic interactions). The simulation was run for 10 seconds, starting with 900 particles arranged on a 
square grid. Speeds were visualized for the last 4.4 seconds when a steady state had been reached. The actuating 
frequency was 40 Hz. For the visualization, instantaneous speeds were averaged in a 500 by 500 pixel grid. (b) 
Visualization of the spatial speed distribution for Simulation 2 (no effective hydrodynamic interactions). The 
simulation was run for 20 seconds, starting with 400 particles arranged on a square grid. Speeds were visualized 
for the last 5 seconds when a steady state had been reached. The actuating frequency was 40 Hz. For the 
visualization, speeds were averaged in a 300 by 300 pixel grid. (c) Optical microscopy image of an 
experimentally observed cluster (actuating field: 25 Hz, 2 mT). Scale bar is 10 µm. (d) Visualization of spatial 
speed distribution for the cluster in (c) (see section 3.6.3). Intensity differences between frames are summed over 
a period of 4.5 seconds for every pixel in a video recorded at 200 frames per second (see section 3.6.3). 
4.6.7 Discussion 
At first sight, the observed cluster formation appears similar to the dynamic self-assembly of 
magnetic spinners described by Grzybowski et al. [4] (see also section 2.4.2). However, the 
experiments described above show that the hydrodynamics and the mechanism behind cluster 
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formation is very different here. In the studies by Grzybowski et al., a force pulling all 
propellers to a central position due to an external gradient field (produced by a bar magnet 
spinning below the sample) was balanced by radial hydrodynamic repulsion. In these 
experiments, magnetic inter-particle forces were considered to be negligible. In the system 
described in this thesis, the external field is homogenous and magnetic as well as 
hydrodynamic inter-particle forces are not negligible. Conversely, a potential radial 
component of the effective hydrodynamic forces seems to be negligible here, whereas 
Grzybowski et al. observed hydrodynamic repulsion. 
The 2D arrangement of propellers in a steady state cluster is hexagonal. No clear influence of 
the actuating field on the propeller-propeller distance could be observed, although the 
propeller-propeller distance might be slightly elevated at intermediate actuation frequencies 
(Figure 4-27 f). Improved position measurement techniques for the propellers would be 
necessary to resolve such a small change. Since no radially repulsive forces are expected at 
small Reynolds numbers (except steric repulsion), an influence of the actuating frequency on 
the propeller-propeller distance would also not be expected. The observed propeller-propeller 
distances are compatible with a close packing of the propellers. The measurement accuracy is, 
however, not sufficient to exclude the possibility that there is a narrow liquid layer separating 
the propellers at all times. The long-range order (presence of crystallites, order parameters, 
etc.) in clusters could be investigated as well, if the detection precision of propeller positions 
could be improved. 
The phase diagram presented in Figure 4-26 is only qualitative. Efforts to make this phase 
diagram quantitative and map it experimentally are ongoing. Additional experiments could 
investigate phase transitions or other dynamic phenomena, beyond the steady-state cluster 
behavior. Theoretical studies have shown that cluster formation is only possible in a certain 
regime [276, 277]. When hydrodynamic interactions are neglected, the phase transition is first 
order and the cluster formation proceeds through spinodal decomposition [277]. The 
presented experimental system seems promising for the study of non-equilibrium effects like 
dynamic clustering [339, 340] or dynamic self-assembly [4, 85, 256, 341]. It could also be 
used as a model for crystal nucleation [342-344] or for the study of non-equilibrium pattern 
formation [345, 346]. The external actuating field provides several control parameters that 
could be dynamically varied in such experiments. 
The simulations qualitatively reproduce the principal features which were experimentally 
observed during cluster formation, suggesting that the most important interactions between 
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propellers were captured by the used model. The initial hypothesis that magnetic interactions 
alone can explain cluster formation had to be rejected, since the edge region with increased 
angular velocity could only be reproduced when the effective hydrodynamic interactions were 
included. The parameter 𝑐3 was set to equal to 0.27 in the simulations presented here (see 
section 3.7.2). Changing this parameter to 0.4 results in qualitatively similar results, indicating 
that the qualitative behavior is independent of the details of the effective hydrodynamic 
interaction. 
The fact that three different simulations needed to be used is due to numerical constraints. 
Explicit magnetic interactions (not cycle averaged) and the effective hydrodynamic 
interaction could in principle be merged into a single simulation and one would expect that 
this single simulation could qualitatively reproduce cluster formation as well, were it not for 
impractically long integration times. However, when magnetic interactions are considered 
explicitly (not cycle averaged) it would be preferable to simulate the hydrodynamics 
explicitly as well. In addition it would be interesting to see if new effects would be expected 
at small but non-zero Reynolds number. Such more challenging simulations could be 
addressed in future work. 
Diffusion was not incorporated in the simulations and the simulations were also not 
quantitative, since the magnetic moment of the propellers, the details of the short-range 
repulsion and of the hydrodynamic interactions were not known. Future work could improve 
the simulations in this respect. Especially the tornado-like 3D structure that was observed for 
some of the larger clusters remains poorly understood. 
The simulations suggest that the upwards propulsion of the actuated propellers is not 
necessary for cluster formation. Cluster formation could not be reproduced using 
ferromagnetic spheres, but this was probably due to the fact that the actuating fields were not 
strong enough to enforce in-plane rotation. Since the propellers were hydrodynamically 
modeled in the simulations as spheres, cluster formation should be reproducible with 
ferromagnetic spheres when using sufficiently strong magnetic fields. Nevertheless the 
differences in material properties between ferromagnetic spheres and propellers might also 
play a role (electrostatic interactions, van der Waals forces, etc.) and it remains to be seen in 
which systems cluster formation can be reproduced. 
The effective hydrodynamic interaction used in the simulations can qualitatively reproduce 
the formation of a boundary layer which seems very similar to that observed in experiments. 
The resulting simulated propeller movements are, however, not a solution to the Stokes 
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equations (equations 2 and 3) that describe the motion of liquids at low Reynold’s number. 
Jäger et al. have applied more advanced simulation techniques on a very similar system [276] 
(see section 2.4.2). They obtain results which are generally similar to those presented above. 
Contrary to the observations presented here, cluster rotation was only observed in the 
presence of hydrodynamic interactions. This might be due to differences in the parameter 
regimes. The magnetic interaction is indeed purely radial if the translatory propeller 
movement during one field rotation is negligible. When hydrodynamic interactions were 
included by Jäger et al., the clusters rotated and the angular velocity increased slightly with 
the distance to the cluster center. This increase in angular velocity is much more pronounced 
in the simulations presented here and, in addition, largely confined to a boundary layer. 
However, further investigations are needed to decide which simulation agrees better with 
experimental observations. In particular, it would be necessary to reliably identify individual 
propellers, and to accurately measure angular velocities. If the effective hydrodynamic 
interaction used in this thesis does indeed capture some important behavior, it should be 
investigated how this (or a similar) effective hydrodynamic interaction can be derived 
rigorously from the underlying Stokes equations.  
A detailed understanding of the mechanisms behind cluster formation and related non-
equilibrium processes could be used to develop new methods for the magnetically guided self-






5.1 Summary and Outlook 
The aim of the presented work was the development of new, simpler and cheaper techniques 
for the manipulation and assembly of matter on the micro- and nanoscale. Initial synthetic 
efforts to produce propellers with a specific geometric shape were not successful. However, it 
was observed that magnetic nanostructures of arbitrary shape, produced in solution by 
hydrothermal carbonization, can be effectively actuated by external magnetic fields. In fact, 
all three types of magnetic actuation (rolling, swimming, and propulsion) could be reproduced 
using the synthesized structures. The developed synthesis is a simple method for the cheap 
production of large quantities of magnetic nanostructured propellers. Particularly small 
propellers could be specifically selected, leading to nanopropellers smaller than any 
previously produced (below 1 µm in every dimension). The propulsion properties are 
comparable to those of nanofabricated propellers. The geometric properties of propellers 
(based on 3D reconstructions) could be correlated with their propulsion properties. However, 
it has so far not been possible to build a model which can predict propulsion properties based 
on propeller geometry. Interestingly, one of the observed propellers was able to move faster 
than most previously published nanofabricated propellers. 
A simple relationship between actuation frequency and propulsion speed could be 
theoretically predicted and experimentally verified. This advanced theoretical understanding 
opened the door for additional theoretical work on swarm control, i.e. the independent control 
of several propellers, all subject to the same time-dependent magnetic field. Based on 
analytical results and simulations, it could be demonstrated that such swarm control is in 
principle feasible, when a particular control strategy (critical control) is used. In addition, 
conclusions could be drawn about the optimal propeller design for swarm control. Finally, the 
collective behavior of large numbers of propellers, propelling upwards against gravity and 
towards a glass interface, was investigated experimentally and using simulations. The 
observed formation of clusters seems to be mainly due to the magnetic attraction between the 
propellers. Hydrodynamic interactions are not negligible, but a simple model for effective 
hydrodynamic interactions is sufficient to capture the most important effects and reach 
qualitative agreement between simulations and observations. The most important results 
presented in this thesis are summarized in Figure 5-1. 




Figure 5-1: Graphical summary of the most important results described in this thesis. 
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Several open questions and challenges remain. It is interesting to ask whether the smallest 
nanopropellers reported here have reached a practical lower size limit. Theoretical arguments 
show that such a lower limit exists, but it remains unclear, which specific size corresponds to 
this lower limit [115]. It was previously thought that propellers as small as those reported here 
would not be feasible [115]. The fact that particularly small propellers could be specifically 
selected suggests that sorting propellers by other criteria (e.g. propulsion speed, rolling speed 
or magnetic properties) should be possible as well. For a particular application, magnetic 
nanostructures with suitable properties could be selected from a large pool of cheaply 
producible randomly shaped nanostructures. Exploring the relationship between propeller 
geometry and propulsion properties of the propellers with hydrodynamic simulations is 
ongoing work. An experimental demonstration of swarm control for magnetic propellers 
could so far not be realized, although several groups seem to be working towards it [164]. A 
detailed understanding of the collective behavior of propellers is also still missing at present, 
since the simulations only qualitatively reproduce the observations. A refined understanding 
of cluster formation could make this experimental system useful for the investigation of non-
equilibrium statistical mechanics and dynamic self-assembly. 
5.2 Potential Applications 
The reported synthesis procedure can cheaply produce large amounts of nano- and 
micropropellers that can be actuated by rotating magnetic fields. The synthesis method will 
thus be particularly interesting for applications that require large amounts of propellers and do 
not require a homogenous propulsion response. The most expensive ingredients in the 
synthesis are the magnetic nanoparticles. The used NanoArc iron (III) oxide particles are sold 
for about 1800 € per kg, but suitable magnetic iron oxide nanoparticles could be produced 
even more cheaply (e.g. by milling iron oxides [347]), since the synthesis of magnetic 
propellers does not require a particular (e.g. spherical) shape nor a narrow size distribution. 
According to their website, Sky Spring Nanomaterials Inc. sells suitable nanoparticles for 380 
$ per kg.  
One potential application that requires large numbers of propellers could be micromixing. As 
discussed in section 2.1.2 (equation 5), mixing fluids at small scales (low Reynolds numbers) 
is a difficult task. Theoretical work has shown that it could be achieved by making propellers 
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move along curved trajectories [348]. The propeller motion can increase the speed of 
chemical reactions, if for example a catalyst is attached to the propellers [349].  
This approach has the additional advantage that the catalyst can be recovered. Catalyst 
recovery has previously been realized using magnetic nanoparticles that can be actuated by 
magnetic gradient fields [79-81]. Yet, as discussed in section 2.2, using magnetic torques to 
actuate propellers instead of gradient fields can be advantageous if the source of the magnetic 
field cannot be physically close to the actuated structure. If desired, the propellers can also 
move upwards against gravity and can be thus prevented from sedimentation and separated 
from sedimenting materials. Similarly, magnetic propellers can be used to adsorb and remove 
substances from solution [188] (e.g. for water treatment). 
The finding that structures of diverse shapes can be used effectively as propellers, suggests 
that magnetic propulsion could be applied to a wide range of magnetic nanostructures. For 
example a recently reported diagnostic method for Malaria exploited the magnetic properties 
of hemozoine molecules [350]. The propeller effect [154], which, as discussed in section 4.4, 
is not limited to helical shapes, might potentially be useful for the separation and 
identification of weakly magnetic structures that cannot be conveniently manipulated by 
magnetic gradient fields. 
The discovery of critical control as a promising control strategy for swarm control of several 
magnetic propellers could enable complex microassembly tasks. One possibility would be to 
use swarms of propellers to pick up objects and place them at specific locations [11]. The 
simpler task of positioning propellers (possibly carrying pre-attached objects) at specific 
locations might be even more interesting. As demonstrated in section 4.5.5, propellers could 
use catalytic patterning to produce complex, inter-twined structures that would be difficult to 
produce with conventional microfabrication techniques. One could also arrange a swarm of 
propellers in a specific pattern and then use microwaves for localized heating [351]. The 
parallel actuation of large numbers of magnetic propellers or surface rollers without swarm 
control (e.g. using a single rotating magnetic field for actuation) could also be used for 
micropatterning and alignment applications. 
The observed collective behavior of propellers (cluster formation) seems promising for 
applications as well. For example, Heurlin et al. reported the gas-phase synthesis of nanorods 
which could enable highly efficient solar cells, batteries or light-emitting diodes [352]. 
However, the post-synthesis alignment of these nanorods remains challenging. Applying 
rotating magnetic fields could offer a simple method to align rod-like nanostructures and 
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arrange them into dense patterns. Figure 5-2 shows schematically how this could be done. The 
potential of such strategies has been demonstrated for alumina platelets, which could be 
organized to produce structures with interesting material properties [15, 274]. Furthermore, 
the collective behavior of magnetic propellers might present an interesting model system for 
crystal nucleation, the study of non-equilibrium effects and dynamic self-assembly 
phenomena. 
 
Figure 5-2: Schematic depiction of the proposed nanorod alignment procedure. (a) Magnetic nanorods are 
dispersed in solution above a surface. (b) Steric alignment of nanorods with the surface can be achieved by 
sedimentation or by pulling the nanorods towards the surface using a magnetic gradient field. (c) Application of 
a strong magnetic field perpendicular to the surface magnetizes the nanorods perpendicular to their long axis. (d) 
Applying a rotating magnetic field makes the nanorods rotate and align perpendicular to the surface. (e) Cluster 
formation occurs over time and nanorods are organized in a dense hexagonal arrangement (see section 4.6). (f) 
The nanorod assembly could be permanently fixated using a photocurable resin or other means of solidification. 
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