Abstract. We give an explicit formula for the most likely path to extinction for the Galton-Watson processes with large initial population. We establish this result with the help of the large deviation principle (LDP) which also recovers the asymptotics of extinction probability.
Introduction and main results
1. In this paper we find the most likely path to extinction in a simple branching model in discrete time with large initial population. Let X n denote the population size at time n and ξ j n+1 the number of offspring of the jth individual. Then, the population size at time n + 1 is given by
where for each n = 1, 2, . . ., {(ξ j n ) j≥1 } is the sequence of independent identically distributed integer-valued random variables with the probability distribution function P(ξ j n = ℓ) = p ℓ , ℓ = 0, 1, . . . Denote by K the initial population size: X 0 = K. By definition, the state {0} is absorbing, and the branching process (X n ) n≥0 might be absorbed in {0} at the extinction time τ = inf n : X n = 0 . On the assumption of p 0 = 0, a population does not become extinct. For p 0 > 0, it is well known (e.g. [4] , [1] ) that the extinction time τ is finite with probability one if and only if the offspring mean m = ℓ≥1 ℓp ℓ does not exceed one (m ≤ 1). Moreover, for any m, the distribution function of τ is computed via the offspring probability generating function f(t) = ℓ≥0 p ℓ t ℓ : for any n ≥ 1, P(τ ≤ n) = (f n (0)) K , (1.1) where f n (t) is the n-th iterate of f(t), i.e. f n (t) = f(f n−1 (t)) with f 1 (0) = f(0) = p 0 .
For formulation of main results, we also introduce the offspring log moment generating function g(t) = log ℓ≥0 e tℓ p ℓ and notice that log f n (0) = g n (−∞) (see, Lemma 3.1).
Theorem 1.1. Let p 0 > 0. For any n ≥ 1, define the sequence
). It has the following properties:
According to Theorem 1.1 and by analogy with the maximal likelihood estimator, the path (u * i ) i≤n≤N is said to be the likely path to extinction of the normed population x K i . Clearly, τ is the extinction time for both processes X i and x K i , so that, Ku * i (with large K) sets the pattern for the extinction path in the original branching process.
Notice that u * i 's satisfy the recurrence relation
with u * 0 = 1. If m < 1, for large values n − i, the numbers g n−i (−∞) are close to zero. Hence, since g ′ (0) = m, we have u * i ≈ m i . However, this approximation becomes not reliable approaching the critical case m = 1.
3. To prove Theorem 1.1 we use the Large Deviation Principle (LDP) for the discrete time Markov processes (x K i ) i≥1 . The nonnegativity of x K i provides some difficulty in the proof of the local LDP for trajectories ending at the "point of extinction". Other than this, the proof of LDP is standard and can be done as in the well known work of Kifer, [5] , Puhalskii, [14] , Klebaner and Zeitouni, [6] , Klebaner and Liptser, [8] , etc. Since the above-mentioned results require adaptations to their assumptions, and the local LDP requires nonstandard arguments, we find that it is easier to give a self-contained proof of the LDP based only on the assumption of existence of the moment generating function of the offspring distribution on an interval t < T ,
We notice also that the Markov processes (x
and is closed in the Euclidean metric ̺ n . 
, where
Remark 2. Note that
The paper is organized as follows. In Section 2 we show the numerical results for the case of binary splitting, and in Sections 3 and 4 we give proofs of Theorems 1.1, 1.2.
Binary splitting model. Numerical example
We consider a binary splitting model when ξ 1 ∈ {0} ∪ {2} and denote by p = p 2 and 1 − p = p 0 . In this case, m = 2p and
The extinction probability is very sensitive to the critical value p = 0.5 corresponding to m = 1.
Supercritical case, m > 1. So we see that when a supercritical population dies out, it dies out early, before it gets large, as intuition suggets.
Subcritical case, m < 1.
In the subcritical case population dies out early, and one can observe a certain duality between the subcritical and supercritical cases. As expected, the longest path to extinction is in the critical and close to critical cases. We start with Lemma 3.1. For any n ≥ 1,
Proof. The result follows by induction from identity g n (log t) ≡ log f n (t), t ∈ (−∞, T ). Let ξ be a nonnegative random variable. Then, for any t ∈ (−∞, 0] we have g(log t) = log Ee log tξ = log Et ξ = log f(t).
The proof of Theorem 1.1 is done in several steps.
(i) Recall that the log moment generating function g(t) is convex with g(0) = 0 and g(−∞) = log(p 0 ) and g ′ (t) > 0, t > −∞, and g ′ (−∞) = 0.
(ii) By the local LDP (see, Theorem 1.2), for any u i ≥ 0, i = 1, . . . , n, it holds
By applying the Dynamic Programming, we show that (3.2) remains valid for any u i > 0, i ≤ n − 1, and u n = 0. Due to u n = 0,
is the boundary condition for the Bellman equation
For i = n − 1, we have
Notice that (3.5) implies the inequality,
In fact, the above inequality is equality. We prove it by showing that the opposite inequality also holds. For u, u n−2 > 0, "sup t " in (3.5) is attained at the point t * = t * (u, u n−2 ), so that, for any u > 0
We choose u = u * such that t * (u * , u n−2 ) = g(−∞). Recall that g(−∞) = log p 0 while t * (0, u n−2 ) = −∞ and t * (m, u n−2 ) = 0 : the first is implied by g ′ (−∞) = 0 and the second by g ′ (t) = m, so that, the existence of u * follows from continuity, in u, of t * (u, u n−2 ). The choice of u * gives
Consequently, B n−1 (u n−2 ) = −u n−2 g 2 (−∞). Also, it is obvious that for any u n−2 > 0,
Further, by induction, we obtain the following pairs:
. . .
With chosen (u * i ) 1≤i≤n−1 , the Bellman equation (3.4) is transformed into the backward recurrent equation
On the other hand, the Bellman equation also yields
what proves (3.2).
(iv) We recall that i≤n I(u * i , u * i−1 ) = −g n (−∞), that is, by Lemma 3.1 and (1.1),
(v) By (iv) and (3.1), (3.2), we have
4. The proof of Theorem 1.2
Preliminaries.
A standard technique for proving the LDP is to show the exponential tightness, for which we use compacts 1) and to establish the local LDP
If u · has all its coordinates strictly positive then the local LDP is known, see e.g. [6] , but in the important for us case u · has a zero coordinate.
In the proof of LDP we use the stochastic exponential
relative to the filtration (F i ) i≥0 generated by (x K i ) i≥1 , with F 0 = {∅, Ω}. Note that existence of Ee tξ1 for t < T assures existence of E K (t1,...,tn) for any choice of t i < KT, i = 1, . . . , n. It is easy to see that (z i , F i ) i≤n ,
is a martingale (the exponential martingale of the process x K ), with
. . , n. Although this case is standard and is proved in the papers quoted in Introduction, we include it in the proof. Set
. . , n, and take t i = Kt * i , then we derive from (4.4)
Rearranging, taking log and the limits, the bound (4.3) follows.
(ii) Next we prove the bound for any u · = {u 1 , . . . , u n−1
>0
, 0} and n ≥ 1.
], i ≤ n − 1, and t * n = −l (l > 0), and take t i = Kt * i , then we derive from (4.4)
Hence, taking into account that lim l→∞ g(−l) = log(p 0 ), we obtain
} the proof is similar. In particular,
4.4. Local LDP. Lower bound. We show that for any
(i) The case all u i > 0, i = 1, . . . , n is standard, and is shown by using a change of measure, it is carried out below in the proof of (4.6).
(ii) If J n (u · ) = ∞ the inequality holds trivially. Hence, only the case u 1 , . . . , u ℓ−1
, u ℓ , . . . , u n
=0
has to be considered, see Remark 2. Moreover, this case can be reduced to the case ℓ = n.
Consequently,
Assume u i > 0, i ≤ n − 1, so that, the corresponding (t * i ) i≤n−1 , defined in (4.5), are proper numbers. This allows to use a change of measure. Let
Introduce the probability measure Q K n−1 with the density Λ n−1 (x K · ) with respect to P: dQ Differentiating twice (4.9) in t * i , we find that
