Abstract. In this paper, we introduce the concept of sequential I-convergence spaces and I-Fréchet-Urysohn space and study their properties. We give a sufficient condition for the product of two sequential I-convergence spaces to be a sequential I-convergence space.
Introduction
In [4] , Hong introduced the notion of Fréchet spaces and sequential convergence groups. It has been discussed and developed by many authors [3, 5] . We try to extend this concept on ideal topological spaces. A non-empty collection I of subsets of a set X is said to be an ideal on X [7] if it satisfies the following two conditions:
(i) A ∈ I and B ⊂ A ⇒ B ∈ I.
(ii) A ∈ I and B ∈ I ⇒ A ∪ B ∈ I. A non-trivial ideal I is called admissible [2] if and only if I ⊃ {{x} | x ∈ X}. Several examples of nontrivial admissible ideals may be seen in [6] . Let (X, τ ) be a topological space. A sequence (x n ) in X is said to be I-convergent to x 0 ∈ X [7] if for any non-empty open set U containing x 0 , {n ∈ N | x n / ∈ U } ∈ I. It is denoted by (x n ) I − → x 0 and x 0 is called an I-limit of the sequence (x n ). A topological space (X, τ ) is I-Fréchet or I-Fréchet-Urysohn space [9] if every point in the closure of a subset A of X is a I-limit of a sequence of A. A mapping f : (X, τ ) → (Y, σ) is said to be pseudo open [2] if whenever f −1 (y) ⊂ U with U open in X, y ∈ int(f (U )). This paper consists of four sections with new results. In Section 2, we introduce the concept of sequential I-convergence spaces, I-Fréchet-Urysohn spaces and study their properties. Recall that I-Fréchet and I-sequential spaces are generalizations of statistical versions of Fréchet-Urysohn spaces and sequential spaces considered in [1] and [11] . In Section 3, we give a sufficient condition for the product of two sequential I-convergence spaces to be a sequential I-convergence space. In Section 4, we introduce sequential I-convergence groups and an I-completion of these groups satisfying given condition ( * * ). Throughout this paper, we consider only an admissible ideal.
The following lemma will be useful in the sequel. 
Sequential I-convergence spaces
Let X be a non-empty set and S[X] be the set of all sequences in X. We use the notation
× X is called a sequential I-convergence structure (SIC) on X if it satisfies the following properties:
(SIC1) For each x ∈ X, ((x), x) ∈ L I , where (x) is the constant sequence whose n-th term is x for all indices n ∈ N,
If a sequential I-convergence structure L I on X is given, the pair (X, L I ) is called a sequential I-convergence space. Hereafter, we use the notation SCI [X] for the set of all sequential I-convergence structures on X. Let (X, τ I ) be a I-Fréchet-Urysohn space and let L τ I denote the set of all
Then, it is clear that L τ I ∈ SIC[X] and two topological spaces (X, τ I ) and (X, L τ I ) are precisely same, since (X, τ I ) is a I-Fréchet-Urysohn space.
Hence every I-Fréchet-Urysohn space is a sequential I-convergence space. And, for each L I ∈ SIC[X], define a mapping c L I of the power set P(X) of X into itself as follows:
The following Lemma 2.1 gives the properties of the operator c L I .
Lemma 2.1. Let (X, τ ) be a topological space and A, B ⊂ X. Then the following hold.
Note that either A or B contains infinitely many terms of (x n ). If A contains infinitely many terms of (x n ), then there exists a subsequence (
Thus, c L I is a Kuratowski closure operator on X and (X, c L I ) is a IFréchet-Urysohn space as it satisfies the above properties. Let L(c L I ) denote the set of all pairs ((
Example 2.1. Let Q be the set of all rational numbers and
− → x ∈ Q} with the usual topology and (x n ) is either increasing or decreasing }.
(b) Let A be a non-empty subset of X. Then by Lemma 2.1(b) and (d),
Proof. Note that c Lτ I is the closure operator for (X, τ I ). Since τ I is an IFréchet-Urysohn topology and Proof. Since c Lτ I is the closure operator for (X, τ I ),
Hence this correspondence is one-to-one. Take any L I in SIC [X] and let τ c L I be the I-Fréchet topology on X with the closure operator c
Hence this correspondence is onto.
Theorem 2.3. There exists an one-to-one correspondence between the set of all I-Fréchet-Urysohn topologies on a set X and {c
Proof. Follows from Corollary 2.1.
Product of sequential I-convergence spaces
In general, the product of two sequential I-convergence spaces need not be a sequential I-convergence space, but we give a sufficient condition for the product of two sequential I-convergence spaces to be a sequential Iconvergence space. The following Example 3.1 shows that the product of two sequential I-convergence spaces is not a sequential I-convergence space. n ) | k ∈ N} and let A = {A n mod n ∈ N}. Then (0, 0) ∈Ā, but no sequence in A I-converging to (0, 0). Hence X × I is not I-Fréchet-Urysohn. Next we show that X × I is not a sequential I-convergence space. For each n, k ∈ N, let
The following condition ( * ) is sufficient for the product of two sequential I-convergence spaces to be a sequential I-convergence space.
( * ) Let ((x n ), x) ∈ L I and let ((x nm ), x n ) ∈ L I for each n ∈ N. It is possible to choose a cross-sequence (x nm(n) ) in the double sequence (x nm ) such that (i) ((x nm(n) ), x) ∈ L I , (ii) m(n) ≥ n for all n ∈ N and (iii)
where B = {y ∈ X|((X n ), y) ∈ L I for some (x n ) in A}. Then y i ∈ B for all i ∈ N and for each i, there exists (
is a sequential I-convergence space satisfying ( * ), but not an I-Fréchet-Urysohn space Theorem 3.1. Let (X, L I X ) and (Y, L I Y ) be any two sequential I-convergence spaces satisfying ( * ) and let
is a sequential I-convergence space satisfying ( * ).
Choose the subsequences (x n i ) and (y n i ) of (x n ) and (y n ),
, there are two cross-sequence x nm(n) and y n l (n) in the double sequences (x nm ) and (y n l ), respectively, such that (i) ((x nm(n) ), x) ∈ L I X and ((y n l (n) ), y) ∈ L I Y and those cross-sequences also satisfy the properties (ii) and (iii), respectively.
Let p(n) = max {m(n), l(n)} for each n ∈ N. Then ((x np(n) ), x) ∈ L I X and ((y np(n) ), y) ∈ L I Y , and we obtain a cross-sequence (x np(n) , y np(n) ) in the double sequence (x nm , y n l ) such that (i) ((
(ii) p(n) ≥ n for all n ∈ N; (iii) ((x nq(n) , y nq(n) ), (x, y)), for all n ∈ N. If
Sequential I-convergence groups
Let (X, L I ) be a Hausdorff sequential I-convergence space satisfying ( * ) and let · be a commutative group operator on X. The triple (X, ·, L I ) is called a sequential I-convergence group if it satisfies the following property:
Define a mapping φ of X × X onto (X, ·, L I ) by taking φ(x, y) = xy −1 for each (x, y) ∈ X × X. Then (SIG) is equivalent to the following:
Let (X, ·, L I ) be a sequential I-convergence group. A sequence (x n ) ∈ S[X] is called I-Cauchy if for each subsequences (x n i ) and (x n j ) of (x n ), ((x n i x −1 n j ), e) ∈ L I where e is the identity element of the group (X, ·). Let
for some x ∈ X. Let (X, ·, L I ) be a sequential I-convergence group and let ∼ be an equivalence relation on C I [X] defined by (x n ) ∼ (y n ) if and only if ((x n i y −1 n j ), e) ∈ L I for each subsequence (x n i ) of (x n ) and each subsequence (y n j ) of (y n ). We denote the class of all I-Cauchy sequences which are equivalent to an (
In particular, for each constant sequence (x), x will be used for the equivalence class
It follows that (X * , * ) is a commutative group. Lemma 4.1. Let (X, ·, L I ) be a sequential I-convergence group. Then the following hold:
Conversely, let (x n ) ∈ C I [X] with (x n ) ∈ x. Then for each subsequence (x n i ) of (x n ), ((xx −1 n i ), x) ∈ L I , since (x n ) ∈ x. Hence ((xx −1 n ), e) ∈ L I . It follows that ((x n ), x) ∈ L I , by (SIC1).
(b) Let (x n ) ∈ C I [X] and (y n ) ∈ C I [X]. Then for each subsequences (x n i ) and (x n j ) of (x n ) and subsequences (y n i ) and (y n j ) of (y n ), ((x n i x −1 n j ), e) ∈ L I and ((y n i y −1 n j ), e) ∈ L I . Hence (((x n i x −1 n j )(y n i y −1 n j )), e) = (((x n i y n i )(x n j y n j ) −1 )), e) ∈ L I . Therefore, (x n y n ) ∈ C I [X].
(c) Suppose that (x n ) ∈ C I [X] and (y n ) ∈ S[X] with ((x n y −1 n ), e) ∈ L I . Then by (SIC2), for each subsequences of (x n i y −1 n i ) and (x n j y −1 n j ) of (x n y −1 n ) such that ((x n i y −1 n i ), e) ∈ L I and ((x n j y −1 n j ), e) ∈ L I . Since y n i y −1 n j = (x −1 n i y n i )(x n j y −1 n j )(x n i x −1 n j ) and x n i y −1 n j = (x n i x −1 n j )(x n j y −1 n j ) and (x n ) ∈ C I [X]. Hence (x n j y −1 n j , e) ∈ L I and ((y n i y −1 n j ), e) ∈ L I . Therefore, (y n ) ∈ C I [X] and (y n ) ∈ [(x n )]. 
