The inherent relationship among the different components of gravity gradiometer data requires that the processing applied to the data must be consistent from component to component. This restricts the applicability of some traditional techniques for processing potential-field data, but it also provides opportunities for methods that are uniquely suited for such data sets. The equivalent source technique is one such example. In this paper, we estimate and remove the noise in multi-component data by constructing a single equivalent source layer. We then remove consistently a regional field from each component by performing filtering operation on the constructed equivalent source.
Introduction
Gravity gradiometer data measure the spatial gradients of the three components of gravity field, and collectively they form a tensor at each point in the 3D space. Let T denote the gradient tensor, and let us adopt a right-hand coordinate system in which the xaxis points to the geographic north, y-axis to the east, and z-axis vertically downward. Then the gravity gradient tensor is given by, 
from the theory of potential fields, the gradient tensor is symmetric and has a zero trace. Therefore, only five components of the gradient tensor are linearly independent at any given point.
Although there are five independent components in the tensor at each observation point, it is important to note that they are all linearly related to the underlying gravity potential. Given a complete map of gravity potential on a horizontal plane, the corresponding gradient tensor is uniquely defined by a set of linear transformations. The linear dependency points to two important aspects of gradient data processing. First, the five different components are measuring a common underlying signal. Therefore, we should be able to use the inherent relationship among them to extract the coherent signal by removing noise that does not obey this relationship. Secondly, it requires that any processing applied to the data be consistent among different components. It follows that we should use a common model related to the underlying gravity potential for the purpose of data processing.
A natural choice of the common model is an equivalent density layer that satisfies all components of the observed gradiometer data. In this paper, we first outline the procedure for constructing equivalent density layers from multi-component gradient data. We then apply the technique to estimate and remove the noise in the data, and to separate a consistent regional field from multiple components. Both synthetic and field data sets are used for illustration.
Equivalent source construction
Assume that the observed gradiometer data are located at irregularly spaced data points, and let the observed data be denoted by
where p is the number of observation points. The actual number of data N would be p times the number of data components to be processed simultaneously.
The goal of the equivalent source construction (Dumpney, 1969) is to find a fictitious source layer that can reproduce all data simultaneously. Different equivalent sources can be used, but the natural choice for our problem is a layer of density varying laterally and placed at some distance below the observational surface. We discretize the density layer into a set of contiguous vertical prisms and assume each prism has a constant density value. The density values of the M prisms can also be collected into a model vector,
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This set of values, together with the depth, thickness, and horizontal sizes, define the equivalent source layer.
We place the equivalent source layer at the maximum depth allowed for the data set. For example, the depth of the equivalent source should be as deep as the highest bathymetry point for marine data. This is contrary to the usual parameterization of placing the source as close as possible to the observations in order to reproduce the high frequency content in the data. In our application, any high frequency content in the data that cannot be reproduce by a source layer on the sea floor is considered noise.
Since the gravity field and its derivatives are linearly related to the density values in the model, the gradient data produced by the equivalent source are related to the density values by a linear system of equations:
where G is the coefficient matrix, whose elements ij g define the contribution of j'th cell with unit density value to the i'th datum. Each datum is one of the five components at a given location.
We first define a simple 2 L measure as our data misfit function:
Next, we define a regularity measure of the equivalent source layer:
Evaluating this functional using a finite difference approximation over the source mesh yields its discrete representation:
is the model-weighting matrix. The equivalent source layer is then constructed by solving the following minimization problem:
where µ is a regularization parameter that determines how well the data are reproduced and how complex the constructed equivalent source is. The optimal value of µ would produce a data misfit equal to its expected value determined from the noise statistics.
In our present problem, however, the noise statistics is the quantity we are seeking to determine. Therefore, we apply the inverse formulation in a slightly different manner by first finding an optimal solution and then estimate the noise standard deviation from the difference between the observed and predicted data. Therefore, the problem of estimating the noise becomes one of estimating the optimal value of µ.
The solution of the above minimization problem is given by a system of equations:
For a typical problem in the gradiometer data processing, this is a large system involving number of unknowns on the order of 10,000. It is usually not feasible to use a direct approach. Instead, we use an iterative solver such as the conjugate gradient technique. With an iterative solver, we only need the ability to apply the matrix
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T to a vector implicitly by multiplying G and then T G to the vector. In addition, the two matrix-vector multiplications can be sped up by using fast numerical algorithms such as wavelet transform-based compression.
De-noising using an L-curve criterion
We now proceed with the estimation of data noise using inverse formulation. There are a number of approaches for estimating an optimal value of the regularization parameter in a linear inverse problem without knowing the actual noise level in the data. We apply a commonly used approach called L-curve criterion (Hansen, 1992) and examine its performance in de-noising gradiometer data.
The L-curve criterion is a heuristic method first developed for least-squares problems to treat the effect of noise on the solution. It was observed that, when plotted on a log-log scale, the norm of the least-squares solution as a function of the data misfit (the Tikhonov curve) exhibits a characteristic corner. As the degree of regularization decreases towards this corner point, the model norm changes very little while the misfit is being reduced greatly. Further decrease in the degree of regularization beyond this point would result in rapid increase in the model norm with little reduction in the data misfit. As a result the curve appears to be Lshaped, and was named L-curve by Hansen (1992) . Hansen provides a detailed analysis of the method and shows mathematically the occurrence of the corner point. The L-curve criterion considers the corner point to be the best compromise between extracting maximum amount of signal and being least affected by noise. It therefore states that the optimal solution for a given regularized inverse problem is the one that corresponds to the corner point of the Tikhonov curve.
For our current noise-estimation problem, the data that is predicted by the optimal equivalent source provides the best estimate of the true data. The difference is therefore the noise, and its statistical property can then be examined.
Numerically, the corner is given by the point of maximum curvature of the Tikhonov curve on a loglog plot, which is obtained by solving the equivalent source construction for a number of different values of the regularization parameter.
Regional-residual separation
It is usually necessary to estimate and remove a regional field from the gravity or gradiometer data. Commonly used approaches often estimate a regional field directly from the data map, and then remove it, by low-degree polynomial fitting or by wavenumber filtering. However, such methods tend to distort the residual fields since the estimated regional field may not correspond to any field that can be produced by physically plausible distribution of sources. Furthermore, such methods are particularly unsuitable for multi-component gradiometer data. A regional field would be removed independently from each component and the residual fields may not satisfy the intrinsic relationship among different components.
Both aforementioned problems can be treated effectively by using an equivalent source layer. Once an equivalent source layer is constructed for a given set of data, we can separate it into a "regional" source component and a "residual" source component. A regional field can then be computed from the regional source for each component. Since such a regional field corresponds to an actual source distribution, it is less likely to introduce distortions to the residual anomaly. Furthermore, the regional fields calculated from the same source would be a consistent set for multicomponent gradiometer data. This has proven to be important in the data sets we have studied.
Field data example
We now apply this method to process a set of gravity gradiometer data from the Gulf of Mexico. The data are from an area of approximately 25 km by 25 km. The survey lines are spaced 1 km apart. We have down-sampled the data to an interval of approximately 100 m. This yields 5400 points and a total of 27,000 data values. Figure 1 displays the four components of the observed data after bathymetry correction was applied. The correction is calculated using bathymetry data over a 50 km by 50 km area and a constant density contrast of 1.0g/cm 3 between the sediments and water is used. A number of anomalies are present in the corrected data, but they are masked by high frequency noise.
The equivalent source layer is chosen to be in an area slightly larger than the data area and placed at a depth of 500 m below the sea surface. The source layer is divided into 200-m cubes. Figure 2 shows the Tikhonov curve and its curvature used for noise estimation. It is interesting to note that the L-curve has shown two corners. These two corners indicate two different types of noise in the data, but the second corner captures both. This point will be discussed in detail during presentation, but it suffices here to examine the total noise. Figure 3 displays the de-noised data after a regional field is removed (see next section), which show coherent large-scale features. Although not reproduced here, the estimated noise is dominated by high-frequency variations and there is little coherent structure on the scale comparable to that of the major anomalies in the smoothed data. Using a simple Gaussian statistics, the standard deviation of the estimated noise is 4.1 Eotvos.
We next carry out regional-residual separation using the constructed equivalent source. The simplest approach would be to estimate the regional source by performing a low-degree polynomial fitting. The basic procedure is similar to the lower-degree polynomial fitting applied to the observed data directly. We can select a number of points away from the areas of rapid change in the equivalent source, and perform a leastsquares fit. The resulting polynomial defines the regional source to be subtracted from the equivalent source. This yields the residual source and the residual anomalies are easily calculated from it. The residual fields are shown in Figure 3 , which are now composed of several anomalies in a generally zero background. The amplitude of the anomalies is much more balanced and the overall pattern is clearer compared to the de-noised data.
Discussion
The equivalent source technique based on prisms of constant density contrast has been applied to the processing of gravity gradiometer data. The technique is used first to estimate the noise content in the data by constructing an optimal equivalent source. The optimal source reproduces the signal in the data, and it is minimally affected by the noise. Therefore, the predicted data from the optimal solution directly gives us the de-noised data. We have used L-curve criterion to determine the optimal solution. The second aspect of the application is in regional-residual separation of multi-component data. This approach of regional removal ensures that the regional fields removed from different components are consistent since they arise from the same source distribution.
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