The 
Introduction
There are many uncertainties among the radar observation process and the target tracking environment, especially when the radar and the measured target are submerged in a lot of noise and extraneous signals of complex electromagnetic environment [1] [2] [3] [4] , so the problem of multi-radar and multi-target data association accuracy spurs more attention among scholars. The main method of current data association is the nearest neighbor data association (NNDA) and the probability data association (PDA) [5] [6] [7] [8] [9] . The idea of fuzzy theory was adopted in clustering to improve the accuracy of data association [10] [11] [12] [13] . A new data association method was presented for multiple target tracking by Li Zhongzhi etc [14] . The proposed method was formulated with reverse prediction weighted neighbor to calculate the probability of candidate measurements from targets. The purpose of the proposed method was to eliminate the need to acquire prior knowledge such as detection probability and clutter density. The probability between targets and measurements was reflected in the reverse prediction residual norm. Another new data association method was presented for target tracking by Yan Hua etc [15] . The proposed method was formulated by using weighted vector angle to calculate probability of candidate measurements from targets. Comparing with NNDA and PDA, which were widely applied in target tracking, the proposed method had a small computational complexity with acceptable miss-tracking probability and priori knowledge such as detection probability and clutter density was not needed. The correlation probability between measurements and targets was reflected in the vector angle. In the literature [16] , a new fuzzy C-means clustering algorithm (WIFCM) based on weighted intuitionistic fuzzy set was proposed to make up the limitations of existing intuitionistic fuzzy sets clustering. The concepts of equivalent classification object and weighted intuitionistic fuzzy set were put forward first, and based on which the objective function of WIFCM was derived. Iterative algorithms of clustering center and matrix of membership degree were inferred. Fuzzy C-means algorithm (Fuzzy C-means, FCM) was one of the most popular fuzzy clustering methods because of its simplicity and effectiveness, but FCM was sensitive to the initial clustering centers and noises [17] . A hybrid C-means fuzzy clustering algorithm, which combines FCM and PCM, was presented by the introduction of Mercer Kernel method and Particle Swarm Optimization (PSO) [18] . Firstly the original data was mapped by Kernel method from input space into Hilbert characteristic feature space and the distance between data points with a kernel function was calculated. In the second, the PSO was used to optimize the encoded data points, and the influence of initialized data points was decreased. The most important feature was that PSO can avoid the disadvantage of easily falling into local optimum. A new fuzzy C-means was extended to mixed data in the literature [19] . A new representation for the center of a cluster with mixed numeric and categorical attributes was presented firstly, and a new measure was proposed to evaluate the dissimilarity between data objects and centers of clusters. A technique based on threshold the results of the fuzzy C-means algorithm was introduced [20] . A new method was proposed to augment the standard FCM by extending the original objective function by the supervision component [21] . Briefly, the accuracy of data association is directly influenced by the performance of clustering, and the common clustering method can not meet the limitation of radar data, it still has a great range of importance, significance and prospects.
The traditional FCM is improved in this paper. The weight of the weighted fuzzy C-means clustering algorithm (WFCM) is gained according to the change rate of the trajectory slope of the moving target. The trajectory slope is updated real-time through the radar data for the moving target, meanwhile the objective function of WFCM is updated real-time. Further more, the WFCM is used for the multi-objective and multi-radar data association.
Improved fuzzy C-means clustering algorithm analysis

Process of WFCM improvement
The observation equation of radar state parameters to the moving target is defined as:
where Y denotes n dimension measurement vector; H denotes n dimension known constant vector; x denotes 2 dimension coordinate vector, which contains the vertical axis and horizontal axis of the radar measured target; e denotes n dimension noise vector, which contains echo interference and electromagnetic interference of the radar environment. And
The traditional FCM is improved according to real-time location data of the moving target collected by radar, the change value of the slope is gained by the slope value of this moment and the previous one. Then the membership degree of the next moment that the samples to the different clustering centers is corrected. The schematic is shown in Fig. 1 : the values of 1 t k  and t k is identified by the position of the sample A, B and C. The membership degree of sample points for every clustering center is determined according to the change rate of the slopes. In Fig. 2 , t y  is the change value of ordinate which is measured by the radar at t moment, so it is defined as:
where t y ,
The calculation of dynamic weight
The track slope of the target which is detected by radar at t moment is:
So the change rate of the slope is:
Then the weight i w is ensured according to the change rate of the slope,
The arithmetic mean is calculated through changes value t k  of every moment slope of the radar measured target,
The recursive formula can be written as:
Take the result of Eq. (11) into Eq. (9), the weight coefficient i w in the measure process is:
It can be seen in the process of the dynamic weight calculation, that dynamic weight is updated with the slope of the trajectory real-time. The weight is adjusted through the radar measured data of every moment. At the same time the objective function is corrected at every moment, which leads the clustering center to approach to the true value of the target gradually.
Improvements to the fuzzy C-means clustering algorithm
Fuzzy C-means clustering algorithm is a clustering method based on the objective function, which is proposed by Bezdek in 1981, the hard C-means clustering (HCM Hard C-Means) algorithm is adopted to the fuzzy field. With the idea of the algorithm, each data point belongs to different categories with certain membership degree. To make sure the biggest similarity between the objects that are divided into the same clustering and the minimum similarity between the objects that are divided into different clusterings, iterative clustering center is achieved dynamically by modifying the classification matrix U and the clustering center V.
The collection to be clustered is assumed as 1 2 { , ,..., } n x x x x  , and each object owns n characteristic index, so the object set is divided into c classes (2 ) c n   , and the matrix of c clustering centers vector is set as: 
Appropriate classification matrix U and the clustering center V are calculated by Eq. (13), which makes the objective function of the algorithm reach a minimum. The objective function of traditional FCM is shown in Eq. (14):
In Eq. (14), q can be set as a certain value.
2 ik d is defined as the distance of the object k x and clustering center vector i V of the i class. The traditional FCM can not take advantage of the priori knowledge of the radar while the radar is mixed with a lot of noise, the accuracy of the data associated can not be guaranteed. The objective function of the WFCM in this paper is shown as Eq. (15):
The dynamic weights i w is real-time determined in Eq. (12) . The WFCM proposed in this paper is based on the change rate of target track slope, so the objective function is updated real-time through the dynamic weighted i w of every moment. Therefore the clustering center is greatly closer to the true position of the target and the correctness of the data association is ensured.
Data association with the improved fuzzy C-means clustering algorithm
In this paper, there are M moving targets being tracked by multiple radars, and the data is associated, the state equation of target ( 1, 2,..., ) m m M  is set as:
At t moment the measurement equation is set as: Define that all of them are unrelated with zero mean, whose covariance is Gaussian white noise of ( ) Q k and ( ) R k . In clutter environment, each radar measured data may be from either the target or the clutter. The number of clustering centers is set as the target number, observation data detected by radar is set as the sample point, and the forecast value of the target state is set as the clustering center, so specific steps of the data association are as follows:
Assumed measurement data of every radar has been synchronized in time and converted to the same coordinate system in space. 
4) If the Mahalanobis distance of the radar measurement and the target state predicting value is smaller than a preset threshold, the measurement will be determined as the effective one being selected. Mahalanobis distance is inferred as follows:
In common circumstances, the threshold is set according to previous experience. The wave gate can be set as a larger value. After the determination of the threshold, a measurement may belong to multiple targets, or the clutter is regarded as a corrected measurement. The process of setting this threshold is called the crude association. Then the WFCM is adopted in accurate association. The attribution of each measurement target is determined by the WFCM. The multi-sensor and multi-target tracking data association constraints are taken into consideration: any observation can only belong to a target or clutter, only one observation of any target can be determined by the same sensor. Multi-sensor observation data clustering is transformed into multiple single-sensor clustering.
Experimental results and analysis
During the experiment process, the data of curve moving target and linear moving target collected by radar is associated with both the traditional FCM and the WFCM in this paper. Radar detection cycle is taken as 0.5 t s   , the abscissa value and vertical coordinates of the target are selected to be the property characteristics of the samples. The target track data is simulated through MATLAB, the target trajectories are shown in Fig.3, Fig. 3(a) of which is three trajectories of curve moving target detected by radar, Fig. 3(b) is three trajectories of linear moving target detected by radar. The FCM and the WFCM are used for data association, the clustering center at a moment is shown in Fig. 4 . The clustering results of three curve moving targets at a moment is shown in Fig. 4(a) , the clustering results of three linear moving goals at a moment is shown in Fig. 4(b) . What is acknowledged in Fig. 4(a) is that, when the WFCM algorithm is used for the curve moving target clustering, the clustering center is much closer to the true location than the traditional FCM. Comparing Fig.(a) and Fig. 4(b) , the effectiveness of the WFCM algorithm is verified, especially the WFCM algorithm is used for the curve moving target clustering. Both the traditional FCM algorithm and the WFCM algorithm is used for the data association of the curve moving target, the RMS error comparison is shown in Fig. 5 . Because the slope changes of the curve moving target track is obvious, the weight of the WFCM objective function is updated greatly, leading the clustering centers accurately approximate to the actual location of the target. It can be shown in Fig. 5 that the RMS error of the target is decreased from about 0.6 to almost 0.075 during data association of curve moving target with the WFCM algorithm. The accuracy of the data association is greatly improved.
RMS errors comparison of the linear moving target data association with the traditional FCM algorithm and the WFCM algorithm are shown in Fig. 6 . The RMS error can not be decreased by the WFCM algorithm when point trace of the linear moving target is associated greatly compared with the traditional FCM algorithm because of the few change in the track slope of the linear moving target.
Figure 6. The RMS error comparison of linear moving target
It is shown through the simulation results that, the accuracy of the data association of the curve moving target can be greatly improved with the WFCM algorithm. The weight of the WFCM algorithm is determined by the change rate of the moving target slope. Therefore, the weight can be updated by the radar measured data real-time, the location of the cluster center can be made to approximate to the actual location of the target continuously and the accuracy of the data association can be improved.
Conclusion
In radar communicating network, efficiency of further information-fusion is determined by the accuracy of association to the limited measurement data. The priori knowledge of radar can not be used by traditional FCM algorithm to improve the accuracy of data association. Therefore, an improved fuzzy C-means clustering algorithm is proposed in this paper. The fuzzy C-means clustering algorithm is dynamically weighted. The dynamic weight is determined by the change rate of the moving target trajectory slope, so the weight is updated by radar measured data of every moment. Experiment shows that the WFCM algorithm is fit for data association of curve moving target because of the obvious changes of the curve moving target slope. Compared with the traditional FCM algorithm, the data association accuracy of the curve moving target can greatly improved by the WFCM algorithm.
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