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Volume conduction can be defined as the transmission of electric potential and magnetic field
generated by a primary current source of brain activation in the surrounding medium, i.e.,
the human head.
Volume conduction simulations are based on sophisticated models whose construction
represents a current challenge within the neuroscientific community.
Volume conduction models are used in various applications such as electroencephalogra-
phy (EEG) or magnetoencephalography (MEG) source reconstruction, or in the optimization
of the electrode placement in a transcranial electrical stimulation session. Clinical ap-
plications based on volume conduction models are, for example, the localization of the
epileptogenic zone, i.e., the brain area responsible for the generation of seizures, in the pre-
surgical assessment of focal drug-resistant epilepsy patients, and the antidepressant effects
given by transcranial electrical stimulation. Increasing the accuracy of volume conduction
simulations is therefore crucial.
To the best of our knowledge, the accuracy of volume conduction models have never
been validated directly with actual measurements in human patients.
The main goal of this thesis is to describe a first attempt to validate volume conduction
modeling using electric stimulation stereo-encephalografic (sEEG) data.
This work therefore is focused on the research, investigation and test of tools and methods
which can be used to describe the accuracy of volume conduction models used in both clinical
and basic research.
Given a dataset of one pharmaco-resistant epilepsy patient, composed by the anatomical
T1 weighted magnetic resonance image (MRI), the electrophysiological signal recorded
during electric brain stimulation sessions with sEEG technique and sEEG contact positions
extracted by post-implantation CT image, the analysis conducted in this work can be split
into three main steps.
First, we built volume conduction head models and we simulated the electric potentials
during the electric brain stimulations. In this step, we solved the so-called (s)EEG forward
problem by means of the finite element method in its classical formulation, and we considered
iii
three different conductivity profile to assign to the computational domain, individually
extracted by the T1-w MRI. Moreover we computed the solution in meshes with two different
resolution, i.e., 1 mm and 2 mm, with three different ways to model the source term, i.e., the
partial integration approach, the subtraction approach and Venant’s approach.
Second, we extracted the responses to the electric brain stimulations from the actual
sEEG measurements. Particular emphasis in this step was given to the optimal referencing
systems of sEEG electrodes.
Third, we compared the simulated and measured potentials for each of the three volume
conduction head models, both in a single shaft and global comparison.
The comparison results in overall high relative differences, with only slight modulations
given by the distance from the stimulation site, the underlying volume conduction head
model used and the compartment where the dipolar source is located.
Simulation results show that the computation of sEEG forward problem solution is
feasible with the same scheme adopted for scalp EEG in the duneuro software (http://
duneuro.org/), and it is stable for different mesh resolutions and source models also for
intracranial electrodes, i.e., for electrodes close to the source positions.
From this first validation attempt, we can conclude that the distance contact-source
modulates the relative error between measured and simulated potential; for the contacts in
the white matter compartment we observed the most accurate results, and the results relative
to the three and four compartment results were more accurate than the ones relative to the
five compartment results. While we achieved topographical errors within 10% for most of
the shafts, the amplitude of simulated and measured potentials notably differs.
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Introduction
Electrical stimulation mapping (ESM) is essential for epilepsy surgery planning. The aim
of ESM is to provide clear demonstration of the functional significance of the cortex in the
seizure onset zone to minimize neurological morbidity during cortical resection.
StereoElectroEncephaloGraphy (sEEG) monitoring is an increasingly used intracranial
presurgical technique, and pharmaco-resistant epileptic patients are indeed often implanted
with sEEG electrodes and epileptic spikes are simultaneously induced (via electric pulses)
and measured by means of the same configuration of intracranial sensors.
Not only in the context of presurgical epilepsy diagnosis, volume conduction simulations
such as EEG or magnetoencephalography (MEG) source reconstruction and the optimization
of sensor configuration for transcranial brain stimulation, are tools increasingly considered
in the clinical practice.
In particular, in order to compute the EEG source reconstruction, i.e., to solve a related
ill-posed inverse problem, the EEG forward problem has to be solved. Since the accuracy of
EEG inverse problem solution depends strongly on the forward solution, it is fundamental to
increase the accuracy of the latter (Brette and Destexhe, 2012).
In the EEG case, the forward problem consists of the evaluation of the electric potential
generated by a source located in the brain by solving an elliptic partial differential equation
(PDE) of second order (Wolters et al., 2007). In general, the accuracy of volume conduction
(VC) simulations relies on different factors, such as the accuracy of the geometrical represen-
tation of the volume conductor head model, the exactness of the conductivity distribution of
the different tissues through which the fields are transmitted, etc. In simplified scenarios, such
as multilayer sphere models with piecewise homogeneous conductivity, analytical solutions
are available (Brette and Destexhe, 2012).
In more realistic scenarios, e.g., realistically shaped head models, numerical methods
have to be adopted. There is a large variety of numerical methods that can be employed,
among them are boundary element methods (Acar and Makeig, 2010; Mosher et al., 1999;
Stenroos and Sarvas, 2012), finite volume methods (Cook and Koles, 2006), finite difference
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methods (Montes-Restrepo et al., 2014; Vatta et al., 2009; Wendel et al., 2008) and finite
element methods (FEMs) (Bertrand et al., 1991; Drechsler et al., 2009; Marin et al., 1998;
Nüßing et al., 2016; Pursiainen et al., 2016; Schimpf et al., 2002). Numerical solutions
are usually validated in sphere models, where the analytical solution exists, and applied to
solve the EEG forward problem in more realistically shaped volume conduction models. In
particular, special emphasis is given to the sensitivity of numerical solutions to geometrical
errors, different source models or different methods adopted.
To the best of our knowledge, in none of this studies a ground truth was built and
compared to numerical solutions.
Therefore, the bio-engineering aim of this thesis is to investigate, test and identify tools
and methods able to perform a validation of VC simulations and to obtain a ground truth
extracted by ESM procedure in sEEG data.
Our work is therefore focused on the methods, showing a first attempt in validating




In this chapter we will introduce, first, the clinical background is presented; second, the
biological background, where the origin or neuroscience, together with the basic electro-
physiological mechanism which can be detected by neuroimaging techniques are illustrated;
third, the assumptions at the basis of the mathematical model adopted for solving the (s)EEG
forward problems are recalled; fourth, a description and comparison of the technological
advantages and limitations of scalp EEG and intracranial EEG is given.
1.1 Clinical Background
Epilepsy is one of the most common neurological diseases in the world, as declared by the
World Health Organization (de la Salud. Programme for Neurological Diseases et al., 2005).
As of 2017, epilepsy is an important public health problem representing 0.6% of the global
burden of disease.
Epilepsy is a neurological disorder that is characterized by an enduring predisposition
to generate epileptic seizures and the associated cognitive, psychological and social conse-
quences (Fisher et al., 2014).
Until the middle of the 19th century, epilepsy was widely assumed to be a vascular disease,
but in 1849 Robert Bentley Todd, who was influenced by Michael Faraday’s contemporary
work on electromagnetism, came up with a new explanation to epilepsy that is based on the
electric theory (Reynolds and Trimble, 2009; Todd, 1849). Nowadays it is known that an
epileptic seizure is a transient behavioral change that might be objective signs or subjective
symptoms caused by abnormal excessive or synchronous neuronal activity in the brain
(Devinsky et al., 2018). Seizure onset can be focal (when abnormal neuronal activity arises
in one or more localized brain regions or hemisphere), generalized (when abnormal neuronal
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activity begins in a widespread distribution over both hemispheres) or of unknown onset
(if the available clinical and laboratory data cannot identify whether the onset is focal or
generalized) (Devinsky et al., 2018), see Figure 1.1.
Figure 1.1 Adapted from (Devinsky et al., 2018). According to the International League Against
Epilepsy 2017 basic seizure classification, which is intended for use by practitioners not specializing
in epilepsy, epileptic seizures can be classified as focal onset, generalized onset or unknown onset.
When possible, focal seizures are divided into seizures with preserved awareness or with impaired
awareness. Focal aware seizures were previously referred to as simple partial seizures, and focal
impaired awareness seizures were previously referred to as complex partial seizures. Focal-onset,
generalized-onset and unknown-onset seizures can include motor and non-motor forms. Focal seizures
include seizures that progress to bilateral tonic–clonic seizures (formerly referred to as secondarily
generalized tonic–clonic seizures). This classification also distinguishes between bilateral seizures
(which propagate to both hemispheres) and generalized seizures (which originate simultaneously in
both hemispheres).
Onset is determined when there is >80% confidence about the mode of onset based on
the clinical features, electroencephalography (EEG) and neuroimaging findings (Fisher et al.,
2017), and the International League Against Epilepsy Classification framework, revised in
2017, is the key tool for the diagnosis of individuals presenting with seizures.
The first-line treatment for epilepsy is anti-seizure drugs (ASDs), of which > 20 drugs
have been approved by the US FDA and the European Medicines Agency (Devinsky et al.,
2018). However, despite the availability of many ASDs, approximately one-third of patients
fail to achieve seizure control (Devinsky et al., 2018). Epilepsy surgery has the highest
chance to render these patients seizure free, although only a small number of patients are
eligible for surgery (Wiebe et al., 2001).
When surgery is not feasible on the patient (which is the case in the majority of the
cases (Devinsky et al., 2018)) or when surgery fails in controlling seizures, neurostimulation
devices, dietary therapies or clinical trials of new ASDs are alternative options.
In general, epilepsy is considered resolved when an individual is seizure free and older
than the applicable age for an age-dependent epilepsy syndrome or, alternatively, when the
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person has remained seizure free for ≥ 10 years with no anti-seizure medication for the past
5 years (Fisher et al., 2014).
There are many neuroimaging techniques which can help the identification of the epilep-
togenic zone, which is the area of the brain responsible for seizure generation: intracranial
and scalp EEG, MEG, fNIRS, fMRI, etc.
In particular, interictal and ictal discharges can be observed and recorded at high temporal
resolution using neurophysiology tools and electrodes that measure population events (the
activity of multiple neurons) and single neuron activity, and are ideally studied by combining
electrophysiology with functional or molecular imaging and optogenetics (Mantoan Ritter
et al., 2014).
The diffusion of long-term (5–10 days) recording with intracranial and intracerebral
electrodes during presurgical diagnostic monitoring in patients with drug-resistant focal
epilepsy promoted research on human ictogenesis, which is the study of mechanisms gen-
erating seizures (Devinsky et al., 2018). This research focused on identifying biomarkers
of the epileptogenic zone and ictogenesis (David et al., 2011; Gnatkovsky and Francione,
2014), studying cortical processing during cognitive tasks and cortical function, and epileptic
network mapping (David et al., 2011).
The first epilepsy surgery was performed by William Macewen in 1879 and until the
invention of EEG in 1929 by Hans Berger, the main source of information for the surgery
was the seizure semiology observed by the physician (Berger, 1929; Kuzniecky and Jackson,
1995; Macewen, 1879). The seizure semiology, however, cannot be used as a reliable method
in the diagnosis of epileptogenic brain areas that are away from the motor areas as in the
case of temporal lobe epilepsy. Only after 1951, when 25 patients were operated based
on the EEG, EEG has gained a wide acceptance as a powerful diagnostic method for the
epilepsy surgery (Bailey and Gibbs, 1951; Kuzniecky and Jackson, 1995). In recent years,
the number of epilepsy surgeries is increasing especially in the developed countries due to
the advancements in pre-operative epilepsy evaluation.
1.2 Biological Background
Already in the XIX century the cells were assumed to be the fundamental unit of all liv-
ing organs. The extremely complex organization of the nervous tissue, together with an
inadequate technology, let the biologists of that period think that the nervous tissue rather
had a net structure. The Italian biologist Camillo Golgi referred to that as reticulum. On
the other side, by means of Golgi’s staining method to visualize biological tissue (Golgi,
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1873), the Spanish neuroanatomist Santiago Ramón y Cajal and the British physiologist
Charles Sherrington replaced Golgi’s reticular theory with the so called neuron doctrine.
They claimed that nerve cells are discrete entities which communicate with one another
by means of specialized contacts, i.e., synapses. The neuron doctrine was confirmed only
in the 1950s with the advent of electron microscopy. Nevertheless, both Golgi and Cajal
were awarded with the Nobel prize in 1906 in Physiology and Medicine for their findings
on the organization of the nervous system and in 1932 also Sherrington was recognized for
his contribution. The intense debate between especially Golgi and Cajal can be seen as the
starting point of modern neuroscience.
The histological studies of Cajal, Golgi, and a host of successors led to the consensus that
Figure 1.2 Golgi’s drawing of the hippocampus, based on tissues he had stained. From Golgi’s
1886 publication “Sulla fina anatomia degli organi centrali del sistema nervoso." (on the left); 1899
drawing of Purkinje cells (A) and granule cells (B) from pigeon cerebellum by Santiago Ramón y
Cajal. [image © Instituto Cajal, Madrid, Spain] (in the center); Schematic representation of the
anatomy of the neuron (on the right).
the cells of the nervous system can be divided into two broad categories: nerve cells, or
neurons, and glial cells. The human brain is estimated to contain about 86 billion neurons
and at least that many glial cells (Purves et al., 2018). While nerve cells are devoted to
electrical signaling over long distances, glial cells are supporting nerve cells and do not
generate a signal themselves. Each neuron consists of a cell body, dendrites, and an axon
(see Figure 1.2, on the right). The cell body contains the nucleus and cytoplasm. The axon
extends from the cell body and often gives rise to many smaller branches before ending at
nerve terminals. Dendrites extend from the neuron cell body and receive messages from
other neurons. Synapses are the contact points where one neuron communicates with another.
The dendrites are covered with synapses formed by the ends of axons from other neurons.
Neurons never function in isolation; they are organized into ensembles called neural circuits
that process specific kinds of information and make up neural systems that serve broader
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purposes. The most general functional distinction divides such collections into sensory
systems, motor systems and associational systems (Purves et al., 2018).
A more detailed picture of the events underlying any neural circuit can be obtained by elec-
trophysiological recording, which measures the electrical activity of nerve cells (Purves et al.,
2018). With EEG the electric potential differences are measured by means of electrodes
positioned on the scalp of the patient or healthy subject. This method was initially adopted
in clinical practice to localize epileptic foci and epileptogenic cortical tissue for presurgical
diagnosis. First attempts were made at the Montreal Neurological Institute by Herbert Jasper
and Wilder Panfield. Due to the non-invasive nature of this technique, EEG was thereafter
used for basic research on healthy subjects. Similarly to EEG, the MEG measures brain
activity by recording magnetic fields produced by electrical currents generated in the brain.
Neuromagnetic signals are typically between 50 and 500 f T , therefore the MEG method is
based on the superconducting quantum interference device or SQUID, a sensitive detector of
magnetic flux, introduced in the late 1960s by James Zimmerman (Hämäläinen et al., 1993;
Zimmerman et al., 1970). The first SQUID measurement of magnetic fields of the brain was
carried out at the Massachusetts Institute of Technology by David Cohen (Cohen, 1972). He
measured the spontaneous α activity of a healthy subject and the abnormal brain activity
of an epileptic patient (Hämäläinen et al., 1993). MEG is closely related to EEG. In both
methods, the measured signals are generated by the same synchronized neuronal activity
in the brain. The time resolution of MEG and EEG is in the millisecond range, orders of
magnitude better than in almost any other techniques adopted in neuroscience (Hämäläinen
et al., 1993). Both EEG and MEG are completely non-invasive techniques.
In general, nerve cells generate a variety of electrical signals that transmit and store
information (Purves et al., 2018). Two main electrical signals are generated by neurons:
action potentials and post-synaptic potentials. The action potential can be approximated
with a current quadrupole, while a synaptic current flow with a dipole. The decay of an
action potential is therefore faster (1/r3, with r being the distance) than the one of a synaptic
potential (1/r2). Furthermore, temporal summation of currents flowing in neighboring
fibers is more effective for synaptic currents, which last tens of milliseconds, than for
action potentials, which have a duration of one millisecond only (Hämäläinen et al., 1993).
Thus EEG and MEG signals are produced in large part by synaptic current flow, which is
approximately dipolar (Hämäläinen et al., 1993; Murakami and Okada, 2006; Okada, 1993).
Finally, neuroscientists and neurologists have conventionally divided the vertebrate
nervous system anatomically into central and peripheral components (Purves et al., 2018).
The central nervous system (CNS) comprises the brain (cerebral hemispheres, diencephalon,
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cerebellum, and brainstem) and the spinal cord. The peripheral nervous system (PNS)
includes the sensory neurons that link sensory receptors on the body surface or deeper within
it with relevant processing circuits in the CNS (Purves et al., 2018). Two gross histological
terms distinguish regions rich in neuronal cell bodies versus regions rich in axons. Gray
matter refers to any accumulation of cell bodies in the brain and spinal cord. White matter
(named for its relatively light appearance, the result of the lipid content of myelin) refers
to axon tracts and commissures (Purves et al., 2018). Within gray matter, nerve cells are
arranged in two different ways. A local accumulation with neurons that have roughly similar
connections and functions is called a nucleus; such collections are found throughout the
cerebrum, diencephalon, brainstem, and spinal cord. In contrast, cortex describes sheetlike
arrays of nerve cells. Within the white matter of the CNS, axons are gathered into tracts that
are more or less analogous to nerves in the periphery (Purves et al., 2018).
1.3 Mathematical Background
In this section the mathematical model adopted to emulate the generation of electric potentials
inside a human head, i.e., the EEG and forward problem, is deduced.
1.3.1 Derivation of the EEG Forward Problem
Following (Hämäläinen et al., 1993) and (Brette and Destexhe, 2012), the electric potential
distribution and the resulting magnetic induction generated in the brain can be modeled
through the quasi-static approximation of Maxwell’s equations, when assuming that the
permeability of the tissue in the head is that of the free space, i.e., µ = µ0,
∇×E = 0, (1.1a)
∇ ·E = ρ
ε0
,
related to the electrical part, and
∇×B = µ0 j, (1.2a)
∇ ·B = 0, (1.2b)
related to the magnetic part, where E is the electric field, B the magnetic field, ρ is the
electric charge density, ε0 is the permittivity of free space and µ0 is the permeability of free
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space. In (1.2a) j represents the total current density produced by neuronal activity, which, in
bio-electromagnetism (Brette and Destexhe, 2012; Hämäläinen et al., 1993), is split into two
contributions,
j(r) = jp(r)+ js(r), (1.3)
where jp is the so called primary current, js the secondary or volume current and r ∈ R3. In
neuromagnetism, the primary current is widely represented as a mathematical point dipole
(De Munck et al., 1988; Murakami and Okada, 2006),
jp(r) = M ·δ (r− r0), (1.4)
where M ∈R3 stands for the dipolar moment and δ is the Dirac delta distribution centered in
the dipole position r0 ∈ R3.
The volume current is a passive current that is the result of the macroscopic electric field on
charge carriers in the conducting medium (Brette and Destexhe, 2012; Hämäläinen et al.,
1993), and
js = σE (1.5)
holds true (Ohm’s law), where σ indicates the conductivity profile of the conductive medium.
While for the mathematical point dipole the primary current is present only at the source
position, the secondary current flows passively everywhere in the medium.
The Forward Problem of EEG
To derive the EEG forward problem, (1.1a) and (1.2a) have to be considered. As a conse-
quence of (1.1a), there exists a potential u such that
E =−∇u, (1.6)
so that (1.5) can be written as
js =−σ∇u. (1.7)
Applying the divergence to (1.2a), we obtain
∇ · j = 0. (1.8)
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Combining (1.3), (1.7) and (1.8), we get an inhomogeneous Poisson equation that, together
with the homogeneous Neumann boundary condition, models the EEG forward problem:
∇ · (σ∇u) = ∇ · jp(= f ), in Ω ⊆ R3 (1.9)
σ∇u ·n = 0, on ∂Ω (1.10)
where Ω is the volume conductor and n is the unit outer normal vector on ∂Ω.
The EEG forward problem consists in finding the electric potential u on the domain Ω,
assuming to know σ and jp. The strong formulation, as it appears in (1.9), admits a solution
u ∈ C 2(Ω) if restrictions are imposed on the source term f and the conductivity tensor σ . In
this framework, the usual assumptions on this model are that, for example, the conductivity
tensor is only piecewise constant, i.e., σ ∈ L∞(Ω) and that jp is a distribution, see (1.4).
The idea is then to relax the conditions required to the solution u by introducing the weak





f vdx , ∀v ∈V.
The weak formulation can be deduced by multiplying the strong formulation for a so-called
test function v ∈ V , integrating the resulting equation in the domain Ω and using Gauss’
theorem (in a heuristic way) to manipulate the left-hand side. The weak formulation can also
be written in terms of both a linear and a bilinear operators, i.e., find u ∈V










While in the strong formulation, the solution should be looked for in V = C 2(Ω), for the
weak formulation, it suffices that u belongs to the Sobolev function space H1(Ω), or, more
precisely, in the quotient H1∗ (Ω), following the definitions
H1 (Ω) :=
{
f ∈ L2(Ω) : D1 f ∈ L2(Ω)
}
,




f ∈ H1 (Ω) :
∫
Ω
f dx = 0
}
.
When choosing V = H1∗ (Ω), it is possible to proof consistency with the strong formulation
together with existence and uniqueness of the solution. More details can be found , e.g., in
(Vorwerk, 2016).
1.3.2 A Conservation Property
A fundamental physical property of the EEG forward problem is the conservation of charge:∫
∂K
js ·n ds =
∫
K
f dK, ∀K ⊂ Ω,
where f =−∇ · jp and K is a control volume in Ω. For FEMs this property carries over to
the discrete solution only if the test space contains the characteristic function, which is one in
K and zero everywhere else. In general, a conforming discretization does not guarantee this
property, while the discontinuous Galerkin finite element method fulfills a discrete analogue.
More details will follow.
1.4 Technological Background
The first study involving intracranial electroencephalography (iEEG) was conducted by
Berger in (Gloor, 1969), when he implanted needle electrodes and recorded brain activity.
Thereafter, scientists as Förster, Altenburger and Delgado further developed the technique
initiated by Berger in order to study tumors and psychic patients, respectively. In 1938
Panfield and Jasper were the first ones who utilized iEEG to investigate epilepsy. They indeed
recorded brain activity from bilateral electrodes positioned on the dura in order to lateralize
seizure onset (Almeida et al., 2005). Later on, in 1962, Banrad and Talairach introduced
the stereoEEG technique to investigate brain activity in pharmacoresistant epileptic patients
(Talairach et al., 1962).
Nowadays different iEEG recording techniques are worldwide utilized in many epilepsy
centers. In particular, stereoEEG is traditionally adopted more in countries like France, Italy
and Canada, while subdural grids, strips, or a mix with depth electrodes are mainly used in
the US as iEEG tools (Kovac et al., 2017), see Figure 1.3.
The percentage of patients considered for epilepsy surgery in need for iEEG ranges
approximately between 30% and 40% in tertiary epilepsy centers (Kovac et al., 2017). The
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Figure 1.3 Invasive grid and strip electrodes are placed on the surface of the brain. While depth
electrodes are placed into the deeper parts of the brain. From www.aboutkidshealth.ca
advancement and diversity of different iEEG techniques allows for the exploration of more
complex epilepsies which requiring more extensive sampling and implantation of riskier
structures such as insular cortex (Kovac et al., 2017).
IEEG helps to establish surgical candidacy and to delineate surgical margins. It is often
needed to complement or resolve contradictory findings obtained by non-invasive tests
(Kovac et al., 2017). Decision on surgical candidacy and whether iEEG recordings are
needed is typically made in a multidisciplinary team meeting after patients have undergone a
number of non-invasive investigations, such as, e.g., careful history and analysis of seizure
semiology, scalp video EEG, neuropsychological and neuropsychiatric testing, structural and
often also functional imaging such as PET and ictal SPECT. Advanced neurophysiological
options include magnetoencephalography or high density EEG (Cardinale et al., 2012; Kovac
et al., 2017).
The aim of iEEG recordings is dual. First, to aid defining the epileptogenic zone (EZ),
which is defined as the minimum cortical area that needs to be removed to render the patient
seizure free (Rosenow and Lüders, 2001). Second, to determine the location and extent of
eloquent cortex in relation to the EZ to define safety margins for epilepsy surgery via direct
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electrical cortical stimulation mapping (CSM) through the same electrodes, in order to add
information about the cortex which needs to be spared during resection (Kovac et al., 2017).
IEEG has several advantages over scalp EEG for the identification of the EZ. For example,
iEEG tools have higher spatial resolution and are able to detect a larger frequency range of
brain signals when compared to scalp EEG. Moreover, despite scalp EEG, iEEG recordings
do not suffer from muscle artifacts and the signals are not attenuated by the scalp and skull
compartments.
In sEEG the strategy adopted to identify the EZ is based on the “anatomical-electrical-
clinical correlation”, as conceptualized by Bancaud and Talairach (Kovac et al., 2017). The
method relies on interpreting a seizure network by looking at both semiology, intracranial
sEEG recordings and, in some cases, seizures stimulated by CSM (Kahane et al., 2006;
Kovac et al., 2016, 2017).
The planning of the implantation of sEEG electrodes involves multidisciplinary approach
and multimodal neuroimaging techniques, such as, e.g., angiography, after implantation CT,
pre and after MRI.
The main advantage of sEEG over subdural grid recording is that there is no need for a
large craniotomy which adds to the morbidity (Kovac et al., 2017). The sEEG electrodes can
be inserted via burr holes and do not require a second operation for removal of the electrode
as is the case in subdural EEG (Kovac et al., 2017).
Despite subdural grids, with sEEG deep structures are accessible, reoperations requiring
implantations are safer, and bilateral explorations are more doable (Kovac et al., 2017).
In general, when considering different iEEG techniques, it is currently not understood
how various sampling strategies affect size of the resection and seizure and cognitive outcome
(Kovac et al., 2017).
In (Mullin et al., 2016), where a meta-analysis summarizing 30 studies about the safety
of sEEG has been conducted, they concluded that complications occurred with a pooled
prevalence of 1.3%, much lower when compared to subdural EEG.
IEEG electrodes can both record cortical activity, but can also be used to stimulate the
cortex underlying the electrode in subdural EEG recording or surrounding the electrode
in depth electrode recording or sEEG (Kovac et al., 2017). In iEEG, CSM is used to map
eloquent cortex (Kovac et al., 2011, 2014b). The advantage of extra-operative compared to
intraoperative CSM is that there are less time constraints outside the operating theater. CSM
is used to map language, motor and sensory function. Extra-operative CSM does not have the
time limitations of intra-operative CSM. CSM is typically performed using up to 5 s trains of
50-Hz unipolar bi-phasic square wave pulses of an AC-current with a pulse width of 500 ms
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(Kovac et al., 2014b). Either two adjacent electrodes are stimulated in bipolar stimulation
mode or an electrode remote from eloquent cortex is referenced to an electrode overlying
presumed eloquent cortex in so called ‘monopolar stimulation mode’ (Kovac et al., 2017).
In general, CSM can induce seizure with habitual or non-habitual semiology. Seizures
with a non-habitual semiology are an unwanted side-effect of CSM (Kovac et al., 2014a).
Habitual seizures induced via CSM, in contrast, have been used to define the epileptogenic
network (Kovac et al., 2017).
Chapter 2
Volume Conduction Models and SEEG
Data
In this chapter we describe how to create a volume conduction model and we present the
sEEG dataset used in this thesis.
2.1 Volume Conduction Head Modeling
One of the key ingredients of the finite element method is a volumetric representation of the
volume conduction (VC) head model.
In this study we constructed three different VC head models:
• a three compartment isotropic head model (3C), where the scalp, skin and brain
compartments are identified;
• a four compartment isotropic head model (4C), where the cerebrospinal fluid (CSF)
layer is added within the brain compartment of 3C;
• a five compartment isotropic head model (5C), where the brain compartment is further
refined and the gray and white matter are discerned.
More details can be found in Table 2.1.
In this sub-chapter, the main steps necessary to build the three VC models are presented.
A T1-weighted magnetic resonance image (T1w MRI) of one epileptic patient was
acquired.
The patient suffered from farmaco-resistant epilepsy and he is eligible for surgical
intervention, following (Cardinale et al., 2012).
2.1 Volume Conduction Head Modeling 16
Tissue 5C (S/m) 4C (S/m) 3C (S/m)
white matter 0.14 - - Ramon et al. (2004)
gray matter 0.33 - - Ramon et al. (2004)
brain : 0.33 0.33 Ramon et al. (2004)
CSF 1.79 1.79 - Baumann et al. (1997)
skull : 0.01 0.01 Dannhauer et al. (2011)
skin 0.43 0.43 0.43 Dannhauer et al. (2011),Ramon et al. (2004)
Table 2.1 Conductivity values (in S/m ) of the three models created and used for the sensitivity study:
5C, 5 compartment head model with anisotropic white matter; 4C, 4 compartment isotropic head
model and 3C, 3 compartment isotropic head model. The column indicates when the compartment has
been split, e.g., brain compartment divided between white and gray matter; while the dash indicates
that the relative compartment has been neglected in the head model.
The anatomical data was anonimized and de-identified, i.e., facial details were removed
from the T1w MRI. The defacing procedure from the FieldTrip (Oostenveld et al., 2011)
routine and the resulting defaced MRI are visualized in Figure 2.1.
Once the anatomical data was defaced, a crucial step to construct the volume conduction
head model was the segmentation of the anatomical data.
The goal of the segmentation is to classify each element of the anatomical image into
specific tissue types, based on the intensity of the image, which relates to the conductivity of
the corresponding tissue. The output of the head segmentation is a 3D matrix of label values
identifying each homogeneous region. In our study, we considered five head compartments,
namely, the scalp, the skull, the cerebrospinal fluid (CSF), the gray matter and the white
matter.
As a consequence of the defacing step, the scalp layer produced by the automatized
standard segmentation in FieldTrip had holes in the lower face area. We therefore manually
corrected the segmentation by filling the holes in Seg3D (CIBC, 2016). Furthermore, we
homogeneized the brain compartment in order to facilitate the segmentation procedure which
follows. In Figure 2.2 the segmentation before and after manual correction are presented,
while, in Figure 2.3, the final isosurfaces relative to the segmentation result are visualized.
As a next step, the segmentation result was used to produce a volumetric mesh.
In general, a volumetric mesh can be generated by tessellating the segmentation matrix
usually with tetrahedral or hexahedral elements. In this study, we build two hexahedral
mesh: one with 1 mm resolution, resulting in a mesh with ≈ 4,100 K nodes and ≈ 4,000 K
hexahedra; and one with 2 mm resolution, resulting in a mesh with ≈ 350 K of nodes and ≈
300 K hexahedra.
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Figure 2.1 Visualization of the defacing step included in FieldTrip (top) and the result of the deface
procedure (bottom). The yellow box represents the area of the image which will be removed.
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Figure 2.2 Segmentation results before (on the left) and after (on the right) manual correction with
Seg3D.
Figure 2.3 Isosurfaces of the final segmentation results: scalp in green, skull in pink, CSF in light
blue, gray matter in yellow and white matter in blue.
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In a tetrahedral mesh, the representation of surfaces is generally more accurate than the
one in a hexahedral mesh, where stair-case scenarios may occur. In order to improve the
accuracy of the surface representation in a hexahedral mesh, the nodes of each cube touching
a conductivity jump were shifted by a factor of 0.3, as suggested, e.g., in (Vorwerk et al.,
2018), and therefore the curvature of the surfaces were better emulated.
In the case of the (3C) and (4C) head models, only the labels were modified accordingly,
while the mesh remained the same as the one for the (5C) head model, since the geometrical
error was not studied in this work. The underlying mesh does not change when considering
the different volume conduction head models, only the labels assigned to each cube of the
mesh. The three head models are shown in Figure 2.4.
2.2 Continuous Galerkin FEM for Solving the (s)EEG For-
ward Problem
There are cases when the strong formulation is not adequate to model the physical phe-
nomenon under examination. Therefore, strong assumption on the solution can be relaxed
and the weak formulation is deduced, as already mentioned in Chapter 1.
Galerkin methods are approaches which can be adopted in order to discretize weak for-
mulations, dealing therefore with discrete problems defined on finite-dimensional subspaces
Vh of the test function space V , cfr. Chapter 1.
The finite element method in its simpler form is an example of a Galerkin method, as we
will see in this chapter. The continuous Galerkin finite element method (CG-FEM) is also
known as standard or Lagrangian FEM, as the function space Vh contains Lagrangian ansatz
functions, i.e., hat functions. This function space constitutes a subset of H1(Ω), therefore the
method is said to be a conforming FEM.
In the discretization step the weak formulation becomes a linear system, the function
space containing the solution and the test functions is finite-dimensional, and the problem is
solved in a discretized domain as it is described in the following. The theory section mainly
follows (Ciarlet, 2002) and (Quarteroni and Quarteroni, 2009).
In this chapter we deduce and illustrate the CG-FEM to solve the sEEG forward problem.
To do so, we start (in Section 2.2.1) with the introduction of the basics of CG-FEM; in Section
2.2.2, the CG-FEM discretization scheme for the EEG forward solution is recalled throughout
several representations of the right-hand side, namely, the partial integration approach (in
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Figure 2.4 Three 1 mm meshes representing the volume conduction head model: 3C (top), 4C
(center), 5C (bottom). The color code follows the conductivity values.
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Section 2.2.4), the subtraction approach (in Section 2.2.3), and Venant’s approach (in Section
2.2.5).
2.2.1 Basics of the CG-FEM
If we consider the abstract variational problem (cfr. Chapter 1): find u ∈V such that
a(u,v) = l(v),∀v ∈V, (2.1)
posed over an open set Ω with a Lipschitz-continuous boundary, then the Galerkin method
for approximating the solution of such problem consists in defining similar problems in finite-
dimensional subspaces of the space V . More specifically, with a general finite-dimensional
subspace Vh of V , we associate to (2.1) the discrete problem: find uh ∈Vh such that
a(uh,vh) = l(vh),∀vh ∈Vh,
where uh is the so-called discrete solution.
In order to apply the Galerkin method we therefore face, by definition, the problem of
constructing finite-dimensional subspaces Vh of V . The finite element method, in its simplest
form, is a specific process of constructing subspaces Vh, which shall be called finite element
spaces. This construction is characterized by three basic aspects:
1. a triangulation Th is established over the set Ω̄, i.e., the set Ω̄ is subdivided into a finite





• for each E ∈ Th, the set E is closed and the interior E̊ is non-empty
• for each distinct Ee,E f ∈ Th, one has Ee
⋂
E f = /0
• for each E ∈ Th, the boundary ∂E is Lipschitz-continuous
2. the functions vh ∈Vh are piecewise polynomials
3. there should exist a basis in the space Vh whose functions have small supports.
The CG-FEM is characterized by the following choice of Vh:
Vh = X rh = {vh ∈ C 0(Ω) : vh|E ∈ Pr,∀E ∈ Th}, (2.2)
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i.e., the space of functions which are globally continuous and piecewise polynomials. As in
this case the space Vh is a subset of V , the CG-FEM is defined as a conforming FEM. We
now introduce two particular polynomial spaces:




α ∈ Nd : |α|l1 ≤ k
}
and | · |l1 the 1-norm. Then the polynomial space Pkd of polynomials of d variables, of total
degree at most k, is defined as
Pkd :=















α ∈ Nd : |α|l∞ ≤ k
}
and | · |l∞ the ∞-norm. Then the polynomial space Qkd of polynomials of degree at most k in
each variable is defined as
Qkd :=








In the following, the space Pr = Pd1 is chosen when the triangulation is made of triangles
(d = 2) or tetrahedra (d = 3) and Pr =Qd1 when the triangulation is made of quadrilaterals
(d = 2) or hexahedra (d = 3). In both cases, every function vh ∈Vh is uniquely defined by the
values that it assumes at the nodes Ni, with i = 1, ...,Nh of the triangulation Th. Therefore, a
basis of Vh can be the set of functions ϕ j ∈Vh, j = 1, ...,Nh, such that
ϕ j(Ni) = δi, j =
0 i ̸= j1 i = j i, j = 1, ...,Nh.
In particular, if r = 1, the nodes are the vertices of the elements and the generic function ϕ j
is linear on each element, it is equal to 1 on node N j and to 0 on every other node.
A generic function vh ∈ Vh can be expressed in terms of a linear combination of basis





viϕi(x), ∀x ∈ Ω, (2.3)
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where vi = vh(Ni).
In the following section, the CG-FEM discrete scheme for the EEG forward problem is
recalled starting from the discretization just introduced. For further details see, e.g., (Vorwerk,
2016).
2.2.2 Solving the EEG Forward Problem
The conforming weak formulation of the EEG forward problem (1.9)-(1.10) introduced in






holds true, ∀vh ∈Vh. Choosing Vh as the space of piecewise linear, continuous functions, i.e.,
Vh = X rh , results in the classical CG-FEM. If we express the discrete solution uh of (2.4) in





u jϕ j(x), ∀x ∈ Ω, (2.5)
where u j = uh(N j). If we assume that (2.5) satisfies (2.4) for each element of the basis, then
we obtain the following linear system with Nh equations in the Nh unknowns u j which is











for i = 1, ...,Nh. (2.6) can also be rewritten in terms of a discretized version of the bilinear
and linear form a and l, i.e., ah and lh, respectively, as follows
ah(ϕi,ϕ j) = lh(ϕi).
The so-called stiffness matrix of dimensions Nh ×Nh is defined as
A = (ai, j)i, j=1,...,Nh, (2.7)
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where








If we furthermore introduce the vectors:
u = (u j) j, l = (li)i,
the linear system in (2.6) can be written as follows
Au = l. (2.8)
As the support of the generic basis function ϕi is made of only the elements of the triangulation
which share the node Ni, the matrix A is sparse. In our work, the linear system (2.8) is solved
by means of a preconditioned conjugate gradient (CG) solver, more specifically with the
algebraic multi-grid (AMG) preconditioning. The AMG-CG solver was already implemented
in the Distributed and Unified Numerics Environment (DUNE) 1 (Bastian and Blatt, 2007;
Bastian et al., 2008a,b).
Remark 1. When defining the vector l, we did not consider the fact that often a dipolar
expression of the source is taken into account. Therefore the integral in li is in general not
well-defined when f = ∇ · jp = ∇ ·Mδr0 .
In the following sections three strategies adopted to deal with the singularity in li are
described.
2.2.3 The Subtraction Approach
As already mentioned, the mathematical point dipole model introduces a singularity on
the right-hand side of the PDE in (1.9) that can be treated, for example, with the so-called
subtraction approach (Awada et al., 1997; Bertrand et al., 1991; Drechsler et al., 2009; Marin
et al., 1998; Wolters et al., 2007).
The subtraction approach assumes that a non-empty neighborhood Ω∞ around the source in
r0 can be found with homogeneous conductivity σ∞. The conductivity tensor σ is then split
1http://www.dune-project.org
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into two parts,
σ = σ∞ +σ corr, (2.9)
where σ corr vanishes in Ω∞. The potential u can also be split into two contributions,
u = u∞ +ucorr. (2.10)
The so-called singularity potential u∞ is the solution of the Poisson equation in an unbounded
and homogeneous conductor with constant conductivity σ∞, and it can be computed analyti-
cally, see e.g. (Drechsler et al., 2009). The correction potential ucorr becomes the unknown
of a new Poisson equation:
−∇ · (σ∇ucorr) = ∇ · (σ corr∇u∞), in Ω ⊆ R3 (2.11)
σ∇ucorr ·n =−σ∇u∞ ·n, on ∂Ω (2.12)
after embedding (2.9) and (2.10) in (1.9) and (1.10). The conforming weak formulation of
(2.11)-(2.12) presented in (Wolters et al., 2007) reads: find ucorrh ∈Vh ⊂ H













holds true, ∀vh ∈Vh. When choosing Vh as the space of piecewise linear, continuous functions
the classical CG-FEM is obtained.
The subtraction approach is theoretically well understood. A deep numerical analysis of the
subtraction approach including proofs for uniqueness and existence has been carried out in
(Wolters et al., 2007) and (Drechsler et al., 2009).
The matrix form of (2.13) is: find ucorrh ∈Vh such that
Aucorr = lcorr, (2.14)
where A is the stiffness matrix defined in (2.7), ucorr = (ucorrj ) j, and l







σ∞∇u∞ ·nϕids. Once the linear system (2.14) is solved, the
full potential uh = ucorrh +u
∞ can be assembled.
Remark 2. When the subtraction approach is adopted for discretizing the EEG forward
problem, two main points have to be considered:
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1. the numerical accuracy of the method for sources that are very close to a conductivity
jump, e.g., the brain-CSF boundary, can decrease remarkably (see (Wolters et al.,
2007) and (Drechsler et al., 2009));
2. the discrete right-hand side of the linear system is a dense vector, therefore the compu-
tation can be time-consuming.
2.2.4 The Partial Integration Approach
Another way to deal with the singular right-hand side of the EEG forward problem equation
is to use the definition of a differential operator D acting on the Dirac delta distribution
centered in r0 ∈ R3, i.e.,
⟨D(δr0),φ⟩=−D(φ)(r0), (2.15)
where φ is a smooth function with compact support. If we use this definition on the right-hand










where we considered the fact that M is constant and the behavior of the delta distribution and
the integral operator.
The name of this approach comes from the fact that definition (2.15) mimics Gauss’ theorem,
or partial integration, for multi-dimensional functions. The discrete right-hand side of the
linear system in (2.6) therefore is
l = (li)i = (−M∇ϕi(r0))i.
The vector l has non-zero entries only in the support of the basis function ϕi which contains
the dipole itself. Furthermore we notice that in case of Vh = P1, li is constant on each element
of the triangulation Th(Ω).
2.2.5 Venant’s Approach
A third strategy to deal with the singular right-hand side of (2.4) makes use of the principle
of Saint-Venant, and we refer to it as Venant’s approach. Barré de Saint-Venant formulated
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his famous principle in 1855, but it was more of an observation than a strict mathematical
statement: “If the forces acting on a small portion of the surface of an elastic body are
replaced by another statically equivalent system of forces acting on the same portion of the
surface, this redistribution of loading produces substantial changes in the stresses locally,
but has a negligible effect on the stresses at distances which are large in comparison with
the linear dimensions of the surface on which the forces are changed”(Barr de Saint-Venant,
1853).
Many scientists gave a more rigorous formulation of the principle, mainly in applications of
elasticity. In structural engineering this principle is extensively used and the main message is
that the exact distribution of a load is not important far away from the loaded region, as long
as the resultants of the load are correct. This principle can be applied also in electrostatics,
where instead of loads we deal with charges, and the resultants of the loads are the moments
of the electric source distribution. Therefore, a point dipole can be replaced by a distribution
of electrical monopoles, as long as the moments are equivalent. Crucial issues to address are
related to the choice of the position and the intensity of the charges. (Buchner et al., 1997),
together with (Medani et al., 2015; Vorwerk, 2016; Wolters et al., 2007), dealt with these
issues and here the main steps are reported.
The choice of the charge positions relies on the fact that we are considering Lagrangian finite
elements and the associated Lagrangian ansatz functions, whose degrees of freedom are the
values of the basis functions at the nodes of the triangulation. Hence, the monopoles are
placed on the nodes of the element which contains the dipolar source. With regard to the
choice of charge intensities, a linear system is built, where the actual moments of the dipolar
source are equalized to the ones of a discrete distribution of electrical monopoles. More
details are in the following.
















where Q is the charge strength, d is the distance between the two monopoles constituting
the dipole, i.e., a source and a sink of equal strength Q. If the dipole is placed at the i-th
node, we can write its target dipole moment as kT ji , with j = 1,2,3. On the other side, the
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where ρ is the continuous distribution of charge. When a point-like monopolar distribution













where dl = r− rl . If we refer to monopolar load moment for the k-th monopole close to the
i-th monopole, we write kM ji , and the distances become (dil)
k
j, with j = 1,2,3. The vector
equation (2.16) can be written as a linear system, which we express for every component
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In the next step, a quadratic positive functional D > 0 is introduced and minimized, in the





















(dildis) l = s0 l ≤ s.









which can be rewritten as
ats ·qs = bt . (2.17)
The system (2.17) is symmetric and positive definite and the order is given by the number
of monopoles, which are chosen, for example, as the nodes belonging to the same element
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as the dipolar source, therefore the system can be solved fast. For further details about this
approach and for the discussion about the choice of the parameters involved, we refer to
(Buchner et al., 1997). Finally, the right-hand side of (2.4) looks like
l = (li)i = (qi)i,
which is different from zero only in the neighboring nodes of the source location.
2.3 Discontinuous Galerkin FEM for Solving the (s)EEG
Forward Problem
The discontinuous Galerkin finite element method (DG-FEM) originates from the idea of
including boundary conditions in the weak formulation of a partial differential equation (PDE)
via Nitsche’s method (Nitsche, 1971), instead of restricting the test function space. The main
idea of DG-FEM is an extension of this concept, namely, translating conservation properties
into penalty terms in the weak formulation of a PDE. A DG-FEM forward modeling approach
has recently been proposed for solving the EEG forward problem by (Engwer et al., 2017).
We recall some main properties of DG-FEM for the EEG.
First, we recall the volume triangulation Th(Ω) introduced in 2.2.1, which is a a finite
collection of disjoint and open subsets forming a partition of the domain Ω, where h ∈ R
corresponds to the mesh-width. Furthermore, the triangulation induces the internal skeleton
Γint :=
{
γe, f = ∂Ee ∩E f |Ee,E f ∈ Th(Ω),Ee ̸= E f , |γe, f |> 0
}
(2.18)
and the skeleton Γ := Γint ∪ ∂Ω. Let Y rh be the so-called broken polynomial space, that is
defined as piecewise polynomial space on the partition Th(Ω):
Y rh := {v ∈ L2(Ω) : v|E ∈ Pr(E),∀E ∈ Th(Ω)}, (2.19)
where Pr denotes the space of polynomial functions of degree r ∈N. They describe functions
that exhibit element-wise polynomial behavior but may be discontinuous across element
interfaces.
In the following we assume that the conductivity tensor σ is constant on each element Ei and
denote its value by σi.
Note the difference between the CG-FEM function space X rh defined in (2.2) and Y
r
h in
2.3 Discontinuous Galerkin FEM for Solving the (s)EEG Forward Problem 30
(2.19). While in (2.2) functions are globally continuous and locally, i.e., on each element,
polynomial, the space defined in (2.19) contains globally L2 functions which are not globally
continuous.
Furthermore, we recall the definition of the jump of a function u ∈ Y rh on the intersection
between two elements Ee and E f of the triangulation Th(Ω) with outer normal ne ∈ R3 and
n f ∈ R3, respectively:
JuK := u|Eene +u|E f n f ∈ R
3.
Note that the normals ne and n f are opposing vectors, i.e. ne = −n f . In addition, the








Finally, we recall the following property:
JuvK = JuK{v}+{u}JvK. (2.20)
For more details we refer, e.g., to (Engwer et al., 2017).
2.3.1 Solving the EEG Forward Problem
In the DG-FEM context, the strategy to derive the weak form of the EEG forward problem
is to first divide the whole domain Ω into elements of the triangulation Th, and then apply
Gauss’ theorem locally, on each element of the triangulation, where the discrete test and
ansatz functions are polynomials (see (2.19)).
In (Engwer et al., 2017), the symmetric interior penalty Galerkin (SIPG) DG discretization
for (1.9)-(1.10) is obtained, and it reads: find uh ∈ Y rh such that












{σ∇hvh} · JuhKds ,











f vh ds ,
where η indicates the penalty parameter (which has to be chosen large enough to ensure
coercivity), σ̂γ and hγ denote local definitions of the mesh width and the electric conductivity
on an edge γ , respectively. In this particular case, σ̂γ is chosen according to (Di Pietro et al.,












The proposed discretization (2.21) is consistent and adjoint-consistent with the strong prob-
lem (1.9)-(1.10), and for a sufficiently large constant η > 0 it has a unique solution. Further
details and proofs are in (Engwer et al., 2017).
Remark 3. In the DG discretization we make use of the so-called piecewise gradient, ∇h,
which is defined in the interior of each element in the volume triangulation Th(Ω). It holds
that
∇hvh = ∇(vh|K), ∀vh ∈ Y rh . (2.22)
In following, when no ambiguity arises, we will use ∇, a(·, ·), J(·, ·), l(·), Γint , instead of
∇h, ah(·, ·), Jh(·, ·), lh(·), Γhint , respectively.
2.3.2 The Discrete Conservative Flux
In the continuum, the strong formulation of Poisson’s equation, which we recall here:
∇ · (σ∇u) = ∇ · jp, in Ω ⊆ R3
σ∇u ·n = 0, on ∂Ω
leads to a conservation of charge property:∫
∂K
(σ∇u) ·n ds =
∫
K
f dx , ∀K ⊂ Ω, (2.23)
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where f =−∇ · jp and K is a control volume in Ω.
We can point out that in the current setting, the current j is solenoidal, or diverge-free,
hence it holds that ∫
∂K
∇ · (js + jp)dx = 0, ∀K ⊂ Ω. (2.24)
We have already mentioned in Section 1.3.2 that for FEMs the conservation of charge property
carries over to the discrete solution only if the test space contains the characteristic function,
which is one in K and zero everywhere else. In general, a conforming discretization, like
CG-FEM, does not guarantee this property, while the DG-FEM fulfills a discrete analogue,
as we see in the following.
In order to deduce the DG discrete conservation property, the strategy is to test the strong
formulation with an indicator function χK which is defined as
χk(x) :=
1 if x ∈ K0 otherwise
where K is a control volume in Ω, i.e., K ∈ Th(Ω). Note that χK ∈ Y rh .
When we plug-in χk in (2.21), we have:
ah(uh,χk)+ Jh(uh,χk) = lh(χk),













exploiting the following facts:
1. ∇χk denoted here ∇hχk = ∇(χk|K) = 0;
2. JχkK = χk|KnK = nK .
2.4 Stereo EEG Data
The sEEG data of one epileptic patient consists in uninterrupted recording of 67.30 seconds,
acquired with sEEG amplifier system (NIHON-KOHDEN NEUROFAX-110) at a sampling
rate of 1 kHz. During this time interval when 29 electric pulses of 5 mA are injected in
the anode (K6) and extracted in the cathode in contact K5. Before stereotactic electrode
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implantation, the subjects gave written informed consent for participation in research studies
and for publication of data. This study was approved by the ethical committee of the Niguarda
“Ca’ Granda” Hospital, Milan.
SEEG data are measured through platinum–iridium semi–flexible multilead intracerebral
electrodes, with a diameter of 0.8 mm, a contact length of 2 mm, an inter–contact border-
to-border distance of 1.5 mm (Dixi Medical, Besancon, France). The anatomical positions
and amounts of electrodes varied according to surgical requirements (Cardinale et al., 2012).
The patient whose data we analyzed was implanted with 14 shafts, namely, 11 in the right
hemisphere and 3 in the left hemisphere, with 18 contacts per shaft.
Chapter 3
Validation Approach
The proposed validation approach consists in several steps which will be illustrated in this
chapter. The general idea of this approach is to compare the actual measured potentials with
the simulated potentials in each of the three volume conduction head models (3C, 4C and
5C) during the stimulation sessions.
3.1 Extraction of the Contact Positions
Stereo-EEG data are measured through platinum–iridium semi–flexible multilead intrac-
erebral electrodes, with a diameter of 0.8 mm, a contact length of 2 mm, an inter–contact
border-to-border distance of 1.5 mm (Dixi Medical, Besancon, France). The anatomical
positions and amounts of electrodes varied according to surgical requirements (Cardinale
et al., 2012). The patient whose data we analyzed was implanted with 14 shafts, namely, 11
in the right hemisphere and 3 in the left hemisphere, with 18 contacts per shaft. In Figure 3.1
all the contacts are visualized.
Note that in this study we did not take into account the exact geometry of the contacts
and the shafts. Moreover we did not consider the electrical features, i.e., the impedance,
of the material constituting the shafts/contacts. (von Ellenrieder et al., 2012) investigated
the sensitivity of depth electrodes with different contact sizes and for different values of the
contact impedance, and they found that it is not necessary to include detailed electrode models
in volume conduction problems such as the stereo-EEG forward and inverse problems.
The contacts are therefore considered to be point-contacts and are depicted with sphere
in Figure 3.1.
In order to get those locations, the post-implant CT image was segmented and the
electrode positions were extracted by using the method described in (Arnulfo et al., 2015a),
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Figure 3.1 Brain compartment (in blue) visualized together with all the 252 contacts (yellow spheres)
in an axial and two sagittal planes.
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and the tool described in (Arnulfo et al., 2015b; Narizzano et al., 2017). In (Narizzano et al.,
2017), SEEG Assistant is presented a set of tools integrated in a single 3DSlicer extension,
which aims to assist neurosurgeons in the analysis of post-implant structural data and hence
aid the neurophysiologist in the interpretation of SEEG data.
3.2 Dipolar Source Model
As we have already seen in Chapter 1, main ingredients for forward problem simulations
are: the volume conduction head models, which were described in details in Chapter 2; the
sensor model, which was explained in Section 3.1; the numerical method to solve the partial
differential equation, extensively introduced in Chapter 2; and the source model. In this
Section we will discuss about the latter.
The provided sEEG data consists in 67.30 seconds where the couple of contacts K6 - K5
were used as anode and cathode, respectively. A current of 5 mA was injected in K5 and
collected in K6. Since the distance between each contact is two orders of magnitude lower
than the whole head size and it is well known that an electric dipole field attenuates with the
inverse of the squared distance (see, for example, (Hallez et al., 2007)), it is reasonable to
model the injected current as the one generated by a point dipole.
Therefore, we placed a unitary dipole in the midpoint between K5 and K6, with the
orientation given by the K-shaft orientation and the direction going from the cathode (K6) to
the anode (K5). The dipole direction is indeed opposite the current orientation.
3.3 FEM Simulations
Once the volume conduction head model, the sensor model and the dipole model have been
built, we computed a CG-FEM solution with the duneuro software (Nüßing et al., 2019) via
the python interface (see 1 for more details on the code utilized).
The simulations took below the minute for the CG-FEM computation.
In Figure 3.2, the simulated electric current are visualized in the three head models, when
the partial integration approach and a 1 mm mesh ware adopted.
1http://www.duneuro.org
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Figure 3.2 Visualization of simulated electric current in 3C (top), 4C (center) and 5C (bottom) on a
coronal plane of the volume conduction head model. Overlaid to the potentials are the conductivity
profile values. The cones depict the electric current.
3.4 sEEG Data Analysis 38
3.4 sEEG Data Analysis
The sEEG data of one epileptic patient consists in uninterrupted recording of 67.30 seconds,
acquired with sEEG amplifier system (NIHON-KOHDEN NEUROFAX-110) at a sampling
rate of 1 kHz. During this time interval when 29 electric pulses of 5 mA are injected in the
anode (K5) and extracted in the cathode in contact K6.
The provided data are relative to the contacts inside the brain compartment only, namely
186 contacts.
First of all we visually inspected the data and removed the electrodes close to the dipole
position, i.e., the anode, the cathode and the direct neighbors.
In this analysis, we did not consider also the contacts with the following labels: ’FZ’,
’CZ’, ’E’, ’KG’, ’DEL1-4’, ’DC09’, ’EEGMark1-2’, ’TIB1-4’, ’MILO1-2’, ’EOG1-2’.
Second, we re-referenced the data following two different schemes: monopolar (MP) and
bipolar (BP).
Monopolar In case of the MP reference, we identified the contact in the white matter
whose distance from the dipole position was the maximum. The identified electrode is ’R12’
with a distance of 40.8 mm.
We then re-referenced the data to ’R12’, by subtracting the signal relative to ’R12’ to the
signal relative to all the other contacts.
Bipolar In the case of BP reference, we subtracted the signal relative to neighbor contacts,
per each shaft. We avoided contacts which where more than 3.5 mm far away from each
other, i.e., we considered only contiguous contacts when subtracting the signals.
Once the data had been re-referenced, we performed a baseline correction, selecting
the baseline window of the first 12 ms of the recording, far away from the first electric
stimulation.
We identified the 29 peaks corresponding to the 29 electric stimulations, for each contact.
Finally, we computed the mean peak value among the 29 peaks. The peaks do not appear
to have the same amplitude, and as the signal is two orders of magnitude higher than the
biophysiological signal, the peak amplitude difference is not due to volume conduction
effects, but it might be caused, for example, by a lower sampling rate than the pulse itself.
Finally, we wrote the mean peaks at each recording point-contact into vtk files to facilitate
the comparisons conducted in the following Section.
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3.5 Results
In this Section we present the results of the comparison between measured data and simulated
data when three different compartment head models are used with the CG-FEM scheme
implemented in duneuro (Nüßing et al., 2019), for three different source model, namely,
partial integration (PI), subtraction approach (SA) and Venant’s approach (VEN), and for
both mesh resolutions, i.e., 2 mm and 1 mm.




for the ith contact, where m represents the measured potential difference and s represents the
simulated potential difference. In the following, boxplot of the relative errors, together with
head model visualizations are shown.
Furthermore, when analyzing the shafts independently, we computed the topographical
error in percentage, i.e.,
RDM%(m,s) = 50












3.5.1 Single Shaft Comparison Results
In this subsection, we present the comparison results where we analyzed single shafts.
First, we visualized in Figure 3.3 the simulated potentials computed with CG-FEM
implemented in duneuro (Nüßing et al., 2019) in the three different volume conduction head
models together with the measured responses with the MP reference scheme.
In Figure 3.3, the modulation of the different conductivity profile is visible. In particular,
we notice how the skull and the CSF have different effects on the potential distribution: while
the skull compartment acts as an isolator (the skull conductivity is the lowest in the models,
see Table 2.1), the CSF compartment, which has the highest conductivity in the model, leads
to shunting effects.
From Figure 3.3 we see a clear match in pattern between simulated and measured
potential, even though a magnitude shift is remarkable.
3.5 Results 40
Figure 3.3 Visualization of simulated potentials in 3C (top), 4C (center) and 5C (bottom) on a
coronal plane of the volume conduction head model. Overlaid to the potentials are the conductivity
profile values (gray values). The measured potential magnitude colors the 4 sphere visualized. The
white sphere represents the anode and cathode.
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As a second study, we focused on the analysis of the RDM% and MAG% relative to each
shaft, both for MP and BP.
First, we investigated the modulation of the mesh resolution on the errors. Therefore we
fixed the source model to PI and we compared the results given from 1 mm and 2 mm. See
Figure 3.4.
From Figure 3.4, top, we notice that 10 out of 14 shafts have an RDM% approximately
below 10%. No strong modulation is given by the choice of the volume conduction head
model. Moreover, results relative to the 2 mm mesh resolution are less accurate than the ones
relative to the 1 mm mesh resolution only for those shafts whose RDM% is higher than 10%.
From Figure 3.4, bottom, we observe high MAG% errors and we clearly see that results for
3C and 4C are better if compared to the ones of 5C.
Second, we analyzed the influence given by the choice of the source model: PI, SA and
VEN. Since the modulation given by the mesh resolution was negligible, we focused on the
results for 1 mm mesh resolution. See Figure 3.5.
From Figure 3.5, we can conclude that the choice of the source model, i.e., PI, SA and
VEN, do not influence the error measures.
Finally, in Figure 3.6, we report the results for the BP data.
Overall, the RDM% and MAG% are higher than the one when MP is adopted. The same
consideration for MP can be done for BP.
In conclusion, we fixed the source model to PI and the mesh resolution to 1 mm in the
following analysis.
3.5.2 Global Comparison Results
In this subsection, we show global comparison results where we analyzed all the contacts,
independently from the shafts where they are lying. Since we noticed from the previous
subsection 3.5.1 that there is only a mild modulation on the relative error given by both the
source model and the mesh resolution, in this subsection we fixed the mesh resolution to 1
mm and the source model to PI.
In Figure 3.7 the measured and simulated potentials are visualized, for both referencing
systems, i.e., MP and BP, and for all the three head models, i.e., 3C, 4C and 5C. We
additionally performed a paired t-test in order to evaluate the significance of the difference
between measured and simulated potentials. In the case of MP, where the signal was re-
referenced to the contact in white matter with the highest distance from the dipole position,
the simulated potential relative to 3C (in blue) and 4C (in orange) are not significantly
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Figure 3.4 RDM% comparison between 1 mm and 2 mm results relative to 3C (in blue), 4C (in
orange) and 5C (in green) when the PI is adopted. The measured data are referenced to MP. On the
x-axis are the shaft labels.
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Figure 3.5 RDM% and MAG% comparison between PI, SA, VEN results relative to 3C (in blue), 4C
(in orange) and 5C (in green) when the 1 mm mesh is adopted. The measured data are referenced to
MP. On the x-axis are the shaft labels.
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Figure 3.6 RDM% comparison PI, SA, VEN results relative to 3C (in blue), 4C (in orange) and 5C
(in green) when the 1 mm mesh is adopted. The measured data are referenced to BP. On the x-axis are
the shaft labels.
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different from each other neither to the measured potential. In contrast, the simulated
potential relative to 5C (in green) is significantly different from 3C, 4C and the measured
potential, with the p-values of 10−11, 10−14, and 0.004, respectively. In the case of BP, where
the signal was re-referenced between contiguous contacts within the same shaft, none of the
differences are significant.
In Figure 3.8, we show the relative error in percentage between the measured potential
with MP and BP referencing systems and the three simulation results, i.e., one for each head
model (3C,4C,5C).
The results of the comparison in Figure 3.8 exhibit overall high relative errors, only 15%
of the contacts has a RE% below 5%. A paired t-test reveals significant differences between
3C-5C and 4C-5C, with p-values of 10−5 and 0.003, respectively.
As a further analysis, we investigated whether the distance contact-dipole or the compart-
ment of the contact modulate the relative errors.
In Figure 3.9, the histograms relative to the distance contact-dipole and to the compart-
ment of the contact are visualized.
From the compartment histogram, Figure 3.9 at the bottom, we can notice that most of
the contacts are in the white matter, and almost none are in the CSF compartment.
In Figure 3.10, we visualized the examined modulation of the distance contact-dipole
through heatmaps.
From Figure 3.10, we see that the general behavior of the simulated data and the measured
data are similar, but there is a crucial scaling difference.
Based on the histograms of Figure 3.9, we re-order and grouped the contacts accordingly.
We therefore visualized in Figure 3.11 both the measured and simulated signals, when the
contact order is given by the distance contact-dipole, on the x-axes.
As expected, the amplitude of the signals is are decreasing when the distance from the
dipole is increasing, except for the last bin, where the trend is broken and the signals increase
again. From Figure 3.11, we again notice a remarkable difference between the 5C simulated
potential and all the other signals.
Moreover, in Figure 3.12, we can see the relative error in percentage between measured
data (MP reference) and simulated data as a function of the distance contact-dipole.
From Figure 3.12, we clearly see a distance modulation of the relative error. For contacts
closer to the dipole position, the relative error reaches its maximum value and it decreased
when the distance is increasing. For the farthest contacts the relative error increases again, as
it does the amplitude of the signal in Figure 3.11.
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Figure 3.7 Measured (in red) and simulated potentials. Top, the signal is re-referenced with the MP
system; bottom, the signal is re-referenced with the BP system. The simulated potentials are relative
to 3C, in blue, 4C, in orange, and to 5C, in green. On the x-axis, the contacts are ordered by label
number.
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Figure 3.8 Relative error in percentage between the measured data (in red) and simulated data (in
blue for 3C, in orange for 4C, in green for 5C), when the MP (right) and the BP (left) referencing
systems have been adopted. On the x-axis, the contacts are ordered by label number.
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Figure 3.9 Histograms of the distance contact-dipole, on the left, and of the compartment of the
contact, on the right. The data we analyzed is relative to contacts which are only in the brain
compartments: white matter, gray matter and CSF.
























































































Figure 3.10 Heatmaps distance contact-dipole for the simulated potential relative to 3C (upper row,
left), to 4C (upper row, right), to 5C (lower row, left) and for the measured data (lower row, right).
Note the different scaling of the z-axis.
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Figure 3.11 Measured (in red) and simulated potentials. The simulated potentials are relative
to 3C, in blue, 4C, in orange, and to 5C, in green. On the x-axis, the contacts are ordered by
distance contact-dipole. Top, the signals are grouped following the histogram relative to the distances
contact-dipole in Figure 3.9, bottom.
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Figure 3.12 Boxplot of the relative error between measure data (in MP reference) and the simulated
data relative to 3C (in blue), 4C (in orange) and 5C (in green). Histograms of the distance contact-
dipole, top, and of the compartment of the contact, bottom. The data we analyzed is relative to
contacts which are only in the brain compartments: white matter, gray matter and CSF.
Finally, we grouped the relative errors and contacts with respect to the compartment
where the contacts are lying. Results are shown in Figure 3.12.
From Figure 3.13, we again notice that the simulation results relative to 5C are different
from the simulation results relative to 3C and 4C, whose difference is negligible. In particular,
the median RE% of the simulated potentials for the white matter grows from ≈ 19% to
≈ 21% and ≈ 75% for 3C, 4C and 5C, respectively. In the gray matter compartment, the
median RE% varies from ≈ 50% to ≈ 34% and ≈ 90% for 3C, 4C and 5C, respectively. In
the CSF compartment, the median RE% varies from ≈ 65% to ≈ 60% and more than ≈
175% for 3C, 4C and 5C, respectively.
3.6 Tools Used in the Pipeline
In the pipeline we used several tools:
• The pre-processing and creation of the volumetric masks was entirely performed via
routines available in Fieldtrip (Oostenveld et al., 2011), in particular, the scalp and
skull segmentation was done via the spm12 software (Penny et al., 2011), embedded in
Fieldtrip, see, for example, (Vorwerk et al., 2018).
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Figure 3.13 Boxplot of the relative error between measure data (in MP reference) and the simulated
data relative to 3C (in blue), 4C (in orange) and 5C (in green). On the x-axis, the contacts are grouped
following the compartment where the contacts lie. The data we analyzed is relative to contacts which
are only in the brain compartments: white matter, gray matter and CSF.
• The Seg3d (CIBC, 2016) software was utilized for an easier visualization of both sliced
volumetric masks and automatically generated surfaces, for checking the output of the
segmentation and for performing the manual correction of the segmentation results.
• Fieldtrip and Matlab were adopted to process the sEEG electrophysiological signals.
• The forward simulation was conducted in the duneuro software, via the Python in-





After a clinical, biological, mathematical and technological backgrounds in Chapter 1, we
introduced the volume conduction and sEEG data in Chapter 2. In Chapter 2, we presented
the theory related to the standard Lagrangian continuous Galerkin (CG-) and a discontinuous
Galerkin (DG-) finite element methods (FEMs) to solve the (s)EEG forward problem. In
Chapter 3 we conducted a comparison between simulated and measured potentials from one
sEEG recording of electric stimulation. First, we simulated the potential generated by a
dipole positioned between the actual anode and cathode. The simulations consist in solving
the sEEG forward problem by means of a CG-FEM scheme implemented in the software
duneuro (Nüßing et al., 2019). We computed the electric potential in three different volume
conduction head models built from anatomical data, i.e., T1w MRI, where we considered
different conductivity profiles, namely, a three compartment head model (3C) where the
scalp, skull and brain compartments are considered; a four compartment head model (4C)
where additionally to 3C the CSF compartment was identified; and a five compartment head
model (5C) where the distinction between gray and white matter is modeled. Furthermore,
we considered three different source models (PI, SA and VEN) and two different mesh
resolution (1 mm and 2 mm). Second, we processed the sEEG dataset. We re-referenced the
signal following two of the most used approaches, namely, a monopolar reference (MP), with
the farther contact taken in the white compartment, and a bipolar reference (BP). We then
applied a baseline correction, and we extracted the mean peak for each contact. Third, we
compared the measured and simulated potentials. We divided the comparison into two main
parts. In the first part we analyzed the differences between simulated and measured potentials
within each of the shaft. In the second part we compared the simulated and measured signals
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globally, i.e., independently from the shaft to which they belong. From the analysis in
Chapter 3 we can conclude that:
• the CG-FEM method and code implemented in duneuro (Nüßing et al., 2019), which
has been intensively tested in (Engwer et al., 2017; Nüßing et al., 2016) for scalp EEG
(and in (Piastra et al., 2018) for MEG) is stable for sEEG when changing source model
(PI, SA, VEN) and mesh resolution (1 mm and 2 mm), while the DG-FEM, in a first
analysis, did not delivered reasonable results and therefore more investigations are
needed;
• we were able to identify the responses of the brain stimulation in the actual measure-
ments, in both configurations (MP and BP);
• when analyzing the single shaft behavior, we could see a match in the pattern within a
neighborhood of the anode-cathode, but the scaling was not consistent;
• the choice of mesh resolution and source model did not influence the topographical
(RDM%) and magnitude (MAG%) error;
• from the MAG% results we conclude that, within this framework, 4C and 3C deliv-
ered more accurate results if compared to the ones for 5C, both in the MP and BP
configurations;
• as to the global comparison analysis, we conclude that there are both a distance contact-
dipole and a compartment modulation of the relative error, which are overall very high.
In particular, for contacts in the white matter, we observed the most accurate results;
• also in the case of the global comparison, results for 3C and 4C were more accurate
than the ones for 5C.
This work aims at investigating the approach which can lead to a validation of the volume
conduction head model with electric brain stimulations via sEEG and it represents a first
attempt into this direction. The thesis is therefore focused on the methods and tools needed
to build a ground truth of a volume conduction model from measured data, which can be
used in a validation of the model, when the data of more patients are considered.
Many studies have been conducted in order to quantify the sensitivity of the numerical
methods and VC simulation solutions to, for example, the head model, the sensor model, the
source model. In (Vorwerk et al., 2014), a guideline for EEG and MEG forward modeling
using FEM was presented in realistic head models with a varying number of layers and
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conductivity profiles. The main result was that it is highly recommended to include the
cerebrospinal fluid (CSF) compartment and distinguish between gray and white matter.
Furthermore, especially for the MEG, the modeling of skull spongiosa and compacta might
be neglected. The numerical errors of a lower resolved (about 1 million nodes) 6 compartment
anisotropic (6CA) model in reference to a higher resolved (about 2 million nodes) version
of 6CA were analyzed and expressed in terms of topography and magnitude errors: 95%
of the sources had a topographical error of less than 2.5% and a magnitude error of less
than 10%. Recently, a discontinuous Galerkin FEM (DG-FEM) EEG forward approach
has been proposed as an alternative to a standard lagrangian FEM (Engwer et al., 2017). It
was shown that DG-FEM preserves the property of conservation of charge and that it can,
in certain situations such as the so-called skull leakages, be superior to the standard FEM
approach. The same method was applied for solving the MEG forward problem (Piastra
et al., 2018). While in the EEG case, in presence of skull leakages, DG-FEM outperformed
the standard FEM, in MEG, DG-FEM achieved similar numerical errors as the standard FEM
approach, i.e., skull leakages do not play a role for the MEG modality. However, if the goal is
a combined source analysis of EEG and MEG data, it is highly desirable to employ the same
forward model for both EEG and MEG data. Therefore, the newly presented conservative
DG-FEM can at least complement and in some scenarios even outperform the established
standard FEM approaches in EEG or combined MEG/EEG source analysis scenarios, which
motivates a further evaluation of DG-FEM for applications in bioelectromagnetism. Other
FEMs have been implemented and analyzed, e.g., (Nüßing et al., 2016; Vorwerk et al., 2017).
Nevertheless, to the best of our knowledge, in none of these studies VC simulation results
were compared with actual measurements, i.e., a ground truth.
Validations with measured dataset have been conducted.
In (Gullmar et al., 2006), for example, they investigated the influence of anisotropic
conductivity on EEG source reconstruction with actual and simulated potentials in rabbits.
In (Leahy et al., 1998), they conducted a study about the dipole localization accuracy for
MEG and EEG using a human skull phantom.
In both these examples, the validation was conducted by comparing source localization
results, which is not what we aimed at in this work.
Finally, in (Murakami et al., 2016) and in (Dalal et al., 2013), they investigated the
correlation between MEG to sEEG in patients undergoing epilepsy surgery and the ability
of MEG to capture oscillatory modulations in the neocortex and the hippocampus via a
simultaneous MEG-sEEG dataset, respectively.
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4.1 Outlook
We now discuss possibilities for further accuracy increase that we plan to evaluate in our
future work:
• in this study the volume conduction head model was taken isotropic, therefore a
possible improvement can be obtained when taking into account the anisotropy of the
white matter, whenever the DTI data of the patient is available;
• the DG-FEM approach represents an interesting alternative to the standard CG-FEM,
which might improve the accuracy of the simulation results, as its focus is on the
conservation of charge property;
• in this work, only a baseline correction of the signal was performed. More elaborated
pre-processing steps might improve the correct interpretation of the data;
• only two referencing systems were analyzed in this work, i.e., MP and BP. Therefore, a
more sophisticated re-referencing method such as the one described in (Arnulfo et al.,
2015a) might improve the signal understanding;
• including more subjects and create a statistics out of topographical and magnitude
errors will lead to the desired validation of volume conduction models and a more
generalized guideline on how to build a volume conduction model can be then extrapo-
lated.
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