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Abstract
We consider the minimum spanning tree and the shortest path problems on a network with
uncertain lengths of edges. In particular, for any edge of the network, only an interval estimate
of the length of the edge is known, and it is assumed that the length of each edge can take
on any value from the corresponding interval of uncertainty, regardless of the values taken by
the lengths of other edges. It is required to 4nd a minmax regret solution. We prove that both
problems are NP-hard even if the bounds of all intervals of uncertainty belong to {0; 1}. The
interval data minmax regret shortest path problem is NP-hard even if the network is directed,
acyclic, and has a layered structure. We show that the problems are polynomially solvable in
the practically important case where the number of edges with uncertain lengths is 4xed or is
bounded by the logarithm of a polynomial function of the total number of edges. We discuss
implications of these results for the general theory of interval data minmax regret combinatorial
optimization.
? 2003 Elsevier B.V. All rights reserved.
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1. Introduction
Minmax regret optimization deals with optimization problems where the objective
function is uncertain at the time of solving the problem, and it is required to 4nd
a feasible solution that is -optimal for any possible scenario (realization of the ob-
jective function), with  as small as possible. The book [5] gives the state-of-art in
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minmax regret combinatorial optimization (MRCO) up to 1997 and provides a com-
prehensive discussion of the motivation for the minmax regret approach and various
aspects of applying it in practice. Minmax regret solutions are sometimes called ro-
bust solutions [5], although there are diEerent concepts of robustness in the literature
(e.g., [6,8]).
A speci4c objective function is typically de4ned by a vector of numerical parameters;
in network optimization problems (e.g. the shortest path or minimum spanning tree
problems), such parameters are the lengths of edges of the network. Thus, we assume
that each scenario s can be considered as a vector in Rm, where m is the number of
relevant numerical parameters. Two natural ways of describing the set of all possible
scenarios S have been considered in the literature. In the discrete-scenario case, S is
assumed to be 4nite and described by explicitly listing all vectors s∈ S. In the interval
data case, it is assumed that for each numerical parameter, only lower and upper
bounds for the value of this parameter are known, and the parameter can take on any
value between these bounds, regardless of values taken by other parameters. Thus, in
this case S is the Cartesian product of the intervals of uncertainty for the parameters.
Complexity of discrete-scenario MRCO problems has been studied quite extensively
[5]. A general observation is that minmax regret versions of most classical combinato-
rial optimization problems are NP-hard in the case of discrete-scenario representation
of uncertainty [5]. On the contrary, little is known about complexity of interval data
MRCO problems. A natural conjecture would be that if a MRCO problem is NP-hard
in the discrete-scenario case, it is also NP-hard in the interval data case. However, this
is not true: Averbakh [3] showed that there are MRCO problems that are NP-hard in
the discrete-scenario case but are polynomially solvable in the interval data case. (E.g.,
the problem of selecting p objects of the smallest total weight out of a total of n¿p
objects, with uncertainty in the weights of the objects [3].)
In this paper, we study the interval data minmax regret minimum spanning tree and
shortest path problems. Such problems have already been considered in the literature.
Kouvelis and Yu [5] studied the discrete-scenario versions of the problems and proved
that they are NP-hard even if there are only two scenarios and strongly NP-hard if
the number of scenarios is unbounded. Yaman et al. [9,10] studied some structural
properties of the interval data minmax regret minimum spanning tree problem and the
longest path problem in a directed acyclic network. Montemanni and Gambardella [7]
developed a branch-and-bound algorithm for the interval data minmax regret spanning
tree problem. The complexity of the problems in the interval data case has remained
open so far.
Our main results are:
(1) The interval data minmax regret minimum spanning tree problem is NP-hard even
if all intervals of uncertainty are equal to [0; 1].
(2) The interval data minmax regret shortest path problem on an undirected network
is NP-hard even if all bounds of all intervals of uncertainty belong to {0; 1}.
(3) The interval data minmax regret shortest path problem on a directed network is
NP-hard even if the network is acyclic, has layered structure, and all bounds of
intervals of uncertainty belong to {0; 1}.
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(4) If the number of edges with uncertain lengths is 4xed or is bounded by the loga-
rithm of a polynomial function of the total number of edges, the above problems
(and any interval data minmax regret minisum network optimization
problems that are polynomially solvable without uncertainty) are polynomially
solvable.
The choice of the problems to study is not random. The minimum spanning tree
and the shortest path problems are the basic and the simplest minisum network op-
timization problems. Thus, NP-hardness of their interval data minmax regret versions
can be considered as an evidence that suJciently general polynomially solvable classes
of interval data MRCO problems are unlikely to be found among minisum network
optimization problems if no bounds are imposed on the number of edges with uncer-
tain lengths. Since our NP-hardness results hold for very simply structured intervals of
uncertainty, polynomial solvability cannot be achieved by any reasonable additional as-
sumptions about the structure of intervals of uncertainty. Also, these results provide an
insight about applicability of some classical combinatorial optimization approaches to
interval data MRCO problems. First, NP-hardness of the interval data minimum span-
ning tree problem shows that in interval data minmax regret optimization, matroidal
structure of the set of feasible solutions is not suJcient for polynomial solvability.
Second, NP-hardness of the interval data minmax regret shortest path problem shows
that combinatorial optimization problems that can be solved in polynomial time by
dynamic programming without uncertainty may not be polynomially solvable in the
interval data minmax regret version.
The positive result (4) demonstrates that interval data minmax regret network opti-
mization models can be eJciently used in situations where the number of edges with
uncertain lengths is suJciently small. Also, this result shows that interval data min-
max regret network optimization problems are in a sense more tractable than their
discrete-scenario counterparts (the discrete-scenario minmax regret minimum spanning
tree and shortest path problems are NP-hard even if there are only two scenarios [5]).
We note also that the negative results (1)–(3) pertain to the case of problems with
minisum objective function. As shown in [2], network optimization problems with a
minimax (bottleneck) type of objective function are polynomially solvable in the inter-
val data minmax regret version whenever their classical versions (without uncertainty)
are polynomially solvable.
2. Preliminaries
A generic combinatorial optimization problem can be formulated as follows:
Problem OPT. Minimize {F(X )|X ∈A}, where A is a set of feasible solutions (a 4nite
or compact set) and F(·) is a function de4ned on A (that has the necessary continuity
properties if A is an in4nite compact set so that an optimum always exists). Suppose
that there is uncertainty in the objective function, that is, it is known only that F(·) is
a member of a family of functions {Fs(·); s∈ S} for some set of scenarios S. The set A
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is scenario-independent. Let F∗s denote the optimum objective value for the following
problem:
Problem OPT(s). Minimize {Fs(X )|X ∈A}.
For any X ∈A and s∈ S, the value R(s; X ) = Fs(X ) − F∗s is called the regret for X
under scenario s. For any X ∈A, the value
Z(X ) = max
s∈S
R(s; X ) (1)
is called a worst-case regret for X . The minmax regret version of Problem OPT is
Problem ROB. Minimize {Z(X )|X ∈A}.
The acronym “ROB” in Problem ROB refers to robustness.
For any X; Y ∈A, let
r(X; Y ) = max
s∈S
(Fs(X )− Fs(Y )): (2)
Then Z(X ) can be written alternatively as
Z(X ) = max
Y∈A
r(X; Y ) (3)
or
Z(X ) = max
s∈S
max
Y∈A
(Fs(X )− Fs(Y )): (4)
An optimal solution to the right-hand side of (3) is called a worst-case alternative for
X . An optimal solution to the right-hand side of (1) is called a worst-case scenario
for X . An optimal solution to the right-hand side of (2) is called a worst-case scenario
for X with respect to Y . An optimal solution (sˆ; Yˆ ) to the right-hand side of (4) is
called a worst-case pair for X . Observe that if (sˆ; Yˆ ) is a worst-case pair for X , then
sˆ is a worst-case scenario and Yˆ is a worst-case alternative for X .
Let G=(V; E) be an undirected connected graph with V being the set of nodes and
E being the set of edges, |V | = n, |E| = m. Suppose that for every edge e∈E, two
nonnegative integer numbers c+e ; c
−
e are given, c
−
e 6 c
+
e . The numbers c
−
e ; c
+
e represent
the lower and the upper bounds on the length of edge e. It is assumed that the length of
edge e can take on any real value from its interval of uncertainty [c−e ; c
+
e ], regardless
of the values taken by the lengths of other edges, so the set of scenarios S is the
Cartesian product of the intervals of uncertainty [c−e ; c
+
e ]; e∈E. For any integers k; t,
k6 t, let [k : t] denote the set of integers between k and t (including k; t).
3. The interval data minmax regret minimum spanning tree problem
In this section, we assume that the set of feasible solutions A is the set of all
spanning trees of the network G. For any scenario s= {c(s)e ; e∈E}∈ S and any X ∈A,
we assume Fs(X )=
∑
e∈X c
(s)
e . Problems OPT(s) and ROB in this case will be referred
to as Problem OPT.TREE(s) and Problem ROB.TREE, respectively. It is well known
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that Problem OPT.TREE(s) can be solved in strongly polynomial time (for a survey,
see [1]). The main result of the section is
Theorem 1. Problem ROB.TREE is NP-hard even if all intervals of uncertainty are
equal to [0; 1].
Corollary. Problem ROB.TREE is strongly NP-hard.
In the proof of Theorem 1 we use the following auxiliary problems.
Problem P1. Given is a connected undirected graph G′. Find the maximum number of
connected components that can be obtained from G′ by removing the edges of some
spanning tree of G′.
Problem P2 (Exact cover by 3-sets). Given is a 4nite set B, |B|=3q for some integer
q, and a collection T of 3-element subsets of B (triples).
Question. Does T contain an exact cover for B, i.e. a subcollection T ′ ⊆ T such that
every element of B occurs in exactly one member of T ′?
Problem P2 is known to be NP-complete (see [4]). In order to prove Theorem 1,
we 4rst show that Problem P1 is NP-hard using a reduction from Problem P2; then
we show that Problem ROB.TREE is NP-hard even if all intervals of uncertainty are
equal to [0; 1], using a reduction from Problem P1.
Lemma 1. Problem P1 is NP-hard.
Proof. Consider an instance 〈B; T 〉 of Problem P2. Assume that q¿ 2. The correspond-
ing instance of Problem P1 (graph G′) is obtained as follows. For any b∈B, we create
two nodes vb; ub; for any triple t ∈T , we create a node wt . Then, {vb; ub; wt |b∈B; t ∈T}
is the set of nodes of the graph G′. The set of 2|B| nodes that correspond to elements
of B is denoted by V (B); the set of |T | nodes that correspond to elements of T is
denoted by V (T ).
The set of edges of graph G′ is obtained as follows. First, we include all possible
edges joining nodes from V (B) (that is, the subgraph of G′ induced by the set of nodes
{vb; ub|b∈B} is complete). Second, for any triple t=(b1; b2; b3)∈T , we include edges
(wt; vb1 ), (wt; vb2 ), (wt; vb3 ), (wt; ub1 ), (wt; ub2 ), (wt; ub3 ).
To illustrate constructing graph G′ from sets B and T , consider a small example.
Suppose that B = {b1; b2; b3; b4}, T = {t1; t2}, where t1 = {b1; b2; b3}, t2 = {b2; b3; b4}.
(Here, |B| is not a multiple of 3, but this is not important for illustration purposes).
Then, the corresponding graph G′ is depicted in Fig. 1. The rectangle denotes a com-
plete subgraph.
Lemma 1 follows from the following statement.
Statement 1. The original instance of Problem P2 has answer “Yes” if and only if the
optimal objective value for the obtained instance of Problem P1 is q+ 1.
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Fig. 1. Illustration for the proof of Lemma 1.
Let us prove Statement 1. Let  denote the optimal objective value for the obtained
instance of Problem P1. Let G′′ denote the graph obtained from G′ by removing the
edges of an optimal spanning tree; G′′ has  connected components.
Observation 1. If for some triples t1; t2 ∈T , {wt1}, {wt2} are connected components
of G′′, then the triples t1 and t2 do not have common elements.
Indeed, otherwise the set of removed edges would contain a cycle, which is impos-
sible; such a cycle is shown in Fig. 1 by the doubled edges.
Observation 2. If ¿ 3, then all 6q nodes from V (B) belong to the same connected
component of G′′ which will be called the main component.
Indeed, the nodes from V (B) induce a complete subgraph of G′. If the number of
connected components of G′′ that contain nodes from V (B) is greater than 2, then the
set of removed edges must contain a cycle, which is impossible. Suppose now that the
number of connected components of G′′ that contain nodes from V (B) is equal to 2.
If each of the two components contains at least two nodes from V (B), then it is easy
to see that the set of removed edges must contain a cycle, which is impossible. Thus,
we can assume that one of these two components contains only one node from V (B)
(say, node v). Let R denote the other component that contains nodes from V (B). Then
we notice that all nodes wt; t ∈T , must belong to R. Indeed, if for some triple t′ ∈T
vertex wt′ does not belong to R, then the set of removed edges would contain a cycle
(v; vb; wt′ ; ub; v) for some b∈ t′, which is impossible. Then graph G′′ has exactly two
connected components, which is impossible since we assumed ¿ 3.
Observation 3. If ¿ q + 1, then  = q + 1, and graph G′′ consists of the main
component and q single-node components {wt}, t ∈T ′, where T ′ is an exact cover
for B.
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Indeed, from the assumption q¿ 2 and Observation 2 it follows that all nodes of
V (B) belong to the same component (main component). Thus, each of the remaining
 − 1 components consists of a single node wt for some t ∈T . Taking into account
Observation 1, we have that these − 1 single-node components correspond to triples
that do not have common elements; thus,  − 16 q, and since ¿ q + 1 we have
 = q + 1. Therefore, G′′ has q single-node components {wt}, t ∈T ′, where T ′ is an
exact cover for B.
Suppose  = q + 1. Then Observation 3 implies that the answer to the original
instance of Problem P2 is “Yes”.
Suppose now that there exists an exact cover T ′ ⊂ T for B. Let E′ be the set of
edges that connect nodes wt; t ∈T ′, with nodes from V (B). E′ does not contain a cycle,
because no two triples from T ′ have common elements. Therefore, by adding q − 1
edges of G′ to E′ we can obtain a spanning tree. Deleting this spanning tree from
G′ results in a graph with at least q + 1 components; then,  = q + 1 according to
Observation 3. This completes the proof of Statement 1.
Lemma 1 is proven.
Now let us prove Theorem 1 by means of a reduction from Problem P1. Suppose we
are given an instance G′ = (V; E) of Problem P1, |V |= n, |E|=m. The corresponding
instance of Problem ROB.TREE is obtained by using the same graph G =G′ = (V; E)
and setting the intervals of uncertainty for the lengths of all edges equal to [0; 1]. The
following statement directly implies Theorem 1.
Statement 2. If z∗ is the optimal objective value for the obtained instance of Problem
ROB.TREE, then n − z∗ is the optimal objective value for the original instance of
Problem P1.
Statement 2 immediately follows from the following.
Statement 3. For any spanning tree X of graph G, if the graph G′′ obtained by re-
moving the edges of X from G has k connected components, then Z(X ) = n − k,
where Z(X ) is de4ned in (1).
Let us prove Statement 3. Let sX denote the scenario obtained by setting the lengths
of the edges from X equal to 1, and setting the lengths of other edges equal to 0;
clearly sX is a worst-case scenario for X .
Observe that since removing the edges of X decomposes graph G into k connected
components, then any spanning tree Y ∈A has at least k−1 edges in common with X .
Taking into account that any spanning tree of G has n−1 edges, we have that for any
Y ∈A, F(sX ; X )− F(sX ; Y )6 (n− 1)− (k − 1) = n− k and therefore Z(X )6 n− k.
Now, let us obtain a spanning tree Y ′ ∈A as follows. Take arbitrary spanning trees
in the connected components of graph G′′, and connect these components using k − 1
edges of X so that no cycles are formed (this is possible since graph G is connected).
The spanning tree Y ′ ∈A obtained in this way has exactly k−1 edges of X ; therefore,
F(sX ; X )− F(sX ; Y ′) = (n− 1)− (k − 1) = n− k, and thus Z(X )¿ n− k (see (4)).
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Combining the obtained inequalities Z(X )6 n − k and Z(X )¿ n − k, we have
Z(X ) = n− k. Statement 3 is proved. This concludes the proof of Theorem 1.
Remark. For a given family F of sets Si, a transversal is a set Sˆ that has nonempty
intersection with all Si. A maximum transversal is a transversal that maximizes the
minimum intersection with a member of F . It follows from the proof that Problem
P1, and, therefore, Problem ROB.TREE with [0; 1] uncertainty intervals, is equivalent
to 4nding a maximum transversal of the family of all spanning trees which is also a
spanning tree. A somewhat similar combinatorial idea will also be used in the next
section.
4. The interval data minmax regret shortest path problem
Suppose that a; b∈V are two 4xed nodes of the network G. In this section, we
assume that the set A of feasible solutions is the set of all simple paths in G from a
to b. For any scenario s= {c(s)e ; e∈E} and any X ∈A, we assume Fs(X ) =
∑
e∈X c
(s)
e .
Problems OPT(s) and ROB in this case are referred to as Problem OPT.PATH(s)
and Problem ROB.PATH, respectively. It is well known that Problem OPT.PATH(s)
can be solved in strongly polynomial time (for a survey, see [1]). The main result of
the section is
Theorem 2. Problem ROB.PATH is NP-hard even if all bounds of the intervals of
uncertainty belong to {0; 1}.
Corollary. Problem ROB.PATH is strongly NP-hard.
Let us prove Theorem 2. We use the following auxiliary problem:
Problem P3 (Hamiltonian path). Given is an undirected connected graph H .
Question. Does H contain a Hamiltonian path, that is, a path that visits each node
exactly once?
Problem P3 is known to be NP-complete (see [4]).
We prove Theorem 2 by means of a reduction from Problem P3.
Let H =(N; L) be an instance of Problem P3, where N is the set of nodes, |N |=p,
and L is the set of edges of graph H , |L|= q. We assume p¿ 2. The corresponding
instance of Problem ROB.PATH (de4ned by graph G=(V; E), selected nodes a; b∈V—
the endpoints of feasible paths, and intervals of uncertainty [c−e ; c
+
e ] for all edges e∈E)
is obtained as follows. The set of nodes V consists of nodes a; b, and 2p copies of
the set N that will be called blocks (thus, |V |=2+2p2). Let Ni denote block i. Thus,
V = (
⋃
i∈[1 : 2p] Ni) ∪ {a; b}. For any v∈N , vi denotes the copy of v from block i.
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Fig. 2. Illustration for the proof of Theorem 2.
The set of edges E of graph G consists of:
(1) Edges (a; u), u∈N1.
(2) Edges (b; u), u∈N2p.
(3) Edges (vi; vi+1) for all v∈N , i∈ [1 : 2p−1]. These edges are referred to as vertical
edges, and the set of all vertical edges is denoted by E˜.
(4) Edges (v2i ; w2i+1), (w2i ; v2i+1) for all edges (v; w)∈L of graph H , and all i∈
[1 :p− 1].
Edges of E that are not vertical edges are called diagonal edges. Intervals of uncer-
tainty for vertical edges are equal to [0; 1], and for diagonal edges are equal to [1; 1].
Let D˜ denote the set of diagonal edges not incident to a or b. For any v∈N , the path
(a; v1; v2; : : : ; v2p; b) is called the v-tunnel.
Observe that nodes of “even” blocks N2i ; i∈ [1 :p] can be reached from nodes of
the “previous” blocks N2i−1; i∈ [1 :p] only via vertical edges.
An example of a graph H (with three nodes) and the corresponding graph G is
depicted in Fig. 2.
Theorem 2 follows from the following statement.
Statement 4. The original instance of Problem P3 has answer “Yes” if and only
if the optimum objective value for the obtained instance of Problem ROB.PATH
is 2p− 2.
Proof. For a (simple) a−b path X , let |X | stand for the number of its edges, Xˆ for its
maximal subpath from N1 to N2p, and sX for the scenario taking the upper bounds of
the uncertainty intervals on the edges of X and the lower bounds on the rest. Clearly
sX is a worst-case scenario for X , and FsX (X ) = |X | = |Xˆ | + 2¿ 2p + 1. Also, for
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another a− b path Y , de4ne F(X; Y ) = FsX (X )− FsX (Y ); then
F(X; Y ) = |Xˆ | − |Y ∩ D˜| − |Y ∩ X ∩ E˜|: (5)
Suppose H has a Hamiltonian path, with the sequence of nodes (x1; x2; : : : ; xp). Then
(a; x11 ; x
1
2 ; x
2
3 ; x
2
4 ; : : : ; x
p
2p−1; x
p
2p; b) forms path X , and |Xˆ | = 2p − 1. Each tunnel T has
no edge in D˜ and exactly one vertical edge in common with X . Hence F(X; T ) =
2p− 2, by (5). Any nontunnel a− b path Y contains at least one edge in D˜, implying
F(X; Y )6 2p−2. Thus, Z(X )=2p−2, and the optimal objective value for the problem
is at most 2p− 2. (In fact exactly 2p− 2, as follows from the rest of the proof.)
Now consider an optimal a − b path X for a generic instance that has the optimal
objective value not greater than 2p−2. Let T be a tunnel with k= |Tˆ ∩ Xˆ | (=|T ∩X ∩
E˜|) minimum. Assume F(X; T )6 2p − 2 (otherwise Z(X )¿ 2p − 1 and the optimal
objective value is at least 2p−1). Since F(X; T )= |Xˆ |− k and |Xˆ |¿ 2p−1, we have
k¿ 1. Then each of the p tunnels intersects Xˆ by at least k¿ 1 (vertical) edges, these
edges in Xˆ are diEerent, and there are at least p− 1 diagonal edges in Xˆ that connect
its intersections with the tunnels. We have
2p− 2¿ |Xˆ | − k¿ (kp+ p− 1)− k = (k + 1)(p− 1)¿ 2p− 2:
So equality holds throughout, implying that k = 1, |Xˆ | = 2p − 1, F(X; T ) = 2p − 2,
Z(X )=2p−2, and that X has exactly one vertical edge of the form {vj; vj+1} for each
v∈N and exactly one diagonal edge of the form {u2i ; v2i+1} for each i= 1; : : : ; p− 1.
Then the images in H of the diagonal edges of Xˆ form a Hamiltonian path, and the
result follows.
Theorem 2 is proven.
Remark. The proof of Theorem 2 can be used (almost without modi4cations) to prove
NP-hardness of the interval data minmax regret shortest path problem on a directed
network, even if the network is acyclic and has a special (layered) structure. Suppose
that G = (V; E) is a directed network with the set of nodes V and the set of arcs E
and with selected nodes a; b∈V . Suppose that the set A of feasible solutions is the set
of all simple directed paths in G from a to b. All other de4nitions and notation are
exactly the same as in the undirected case. A directed network is called acyclic if it
has no directed cycles. A directed network is called layered if its set of vertices V can
be partitioned into nonoverlapping subsets V1; V2; : : : ; Vk (called blocks) such that each
arc goes from a node of some block Vi to a node of the next block Vi+1. If a directed
network is layered it is also acyclic. The regular shortest path problem on an acyclic
directed network can be solved in linear time [1] by dynamic programming. We note
that if in the proof of Theorem 2, for the network G of the constructed instance of
Problem ROB.PATH we consider all edges as arcs directed from blocks with smaller
indices to blocks with larger indices (assuming N0 = {a}, N2p+1 = {b}), the network
will be layered, and we obtain a proof that Problem ROB.PATH is NP-hard in the
case of directed acyclic layered networks. (In fact, in the directed case the reasoning
is even simpler than in the undirected case because for the constructed instance of
Problem ROB.PATH, any directed path from a to b has exactly 2p+ 1 arcs).
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In many applications (e.g. project management) it is important to 4nd the longest
path in a directed acyclic network. The regular longest path problem in a directed
acyclic network can be solved in linear time [1] by dynamic programming. The interval
data minmax regret longest path problem corresponds to Problem ROB.PATH where
for any X ∈A and any s= {c(s)e ; e∈E}∈ S, Fs(X ) =−
∑
e∈X c
(s)
e . NP-hardness of this
problem in a directed acyclic layered network can be proved using the same reduction,
with only one modi4cation: Set the intervals of uncertainty for the diagonal arcs equal
to [0; 0] (instead of [1; 1]).
Let us formulate the results for the directed case as a theorem.
Theorem 3. The interval data minmax regret shortest (or longest) path problem on a
directed network is NP-hard even if the network has no directed cycles, has layered
structure, and all bounds of intervals of uncertainty belong to {0; 1}.
Remark. The considered problems remain NP-hard even in the special case where
the lengths of uncertainty intervals are small with respect to “average” lengths of
the corresponding edges, that is, when 2(c+e − c−e )=(c+e + c−e )1 for all e∈E. For
Problem ROB.TREE, this follows from the observation that all spanning trees have
the same number of edges and therefore adding the same constant to all lower and
upper bounds of uncertainty intervals does not change the optimal objective value. For
Problem ROB.PATH the argument is similar, when we notice that in our proof of
NP-hardness all relevant paths have the same number of edges.
5. Some polynomially solvable cases
In this section, we consider a generic minisum network optimization problem, that
is, we assume that the set A of feasible solutions is a set of some subsets of E, and
for any X ∈A and s= {c(s)e ; e∈E}∈ S, Fs(X )=
∑
e∈X c
(s)
e . (Clearly, the problems dis-
cussed in Sections 3 and 4 belong to this class.) The interval of uncertainty [c−e ; c
+
e ]
for an edge e∈E is called nondegenerate if c−e ¡ c+e , and is called degenerate if
c−e =c
+
e . Let d be the number of nondegenerate intervals of uncertainty. In this section
we derive some properties of the problems under consideration that allow us to solve
Problem ROB in polynomial time whenever Problem OPT(s) is solvable in polyno-
mial time and d is suJciently small (asymptotically) with respect to the size m of
the network; namely, when d is bounded by the logarithm of a polynomial function
of m.
For any X ∈A, let s(X ) = {cs(X )e ; e∈E} denote the scenario de4ned as follows:
cs(X )e =
{
c+e if e ∈ X;
c−e if e∈X:
Lemma 2. Consider an arbitrary X ∈A. Let X˜ be an optimal solution to Problem
OPT(s(X )). Then Z(X˜ )6Z(X ).
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Proof. It is straightforward to observe that for any scenario s∈ S, Fs(X ) − Fs(X˜ )¿
Fs(X )(X )− Fs(X )(X˜ ). Since Fs(X )(X )¿Fs(X )(X˜ ) we have that for any s∈ S, Fs(X )¿
Fs(X˜ ), which implies the statement of the lemma.
Corollary. If X ∗ ∈A is an optimal solution to Problem ROB, then any optimal so-
lution to Problem OPT(s(X ∗)) is also an optimal solution to Problem ROB.
A scenario s∈ S is called an extreme scenario if under this scenario the length
of any edge e∈E is equal to one of the endpoints of the corresponding interval of
uncertainty. Let S ′ denote the set of extreme scenarios; then |S ′| = 2d. According to
the corollary from Lemma 2, there exists an extreme scenario s∈ S ′ such that any
optimal solution to Problem OPT(s) is also an optimal solution to Problem ROB. This
justi4es the following simple algorithm for solving Problem ROB. For each extreme
scenario s∈ S ′, 4nd an optimal solution X˜ (s) to Problem OPT(s), and compute value
Z(X˜ (s)). Then, the best of the obtained candidate solutions will be an optimal solution
to Problem ROB. Since computing value Z(X ) for any X ∈A amounts to solving
Problem OPT(sX ), where sX is the worst-case scenario for X taking the upper bounds
of the uncertainty intervals on the edges of X and the lower bounds on the rest, the
complexity of the algorithm is 2d times the complexity of Problem OPT. We obtain
the following.
Theorem 4. If the number d of nondegenerate intervals of uncertainty is <xed, then
Problem ROB can be solved with the same order of complexity as Problem OPT
(up to a multiplicative constant). If d is not <xed but is bounded by the logarithm
of a polynomial function of m, and if Problem OPT is polynomially solvable, then
Problem ROB can be solved in polynomial time as well.
Remark. The result of Theorem 4 is due to the special structure created by interval data
representation of uncertainty (and not only due to “small” number of extreme scenar-
ios); to illustrate this, we note that in the discrete-scenario case Problems ROB.TREE
and ROB.PATH are NP-hard even if there are only two possible scenarios [5].
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