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The Berk-Breizman augmentation of the Vlasov-Maxwell system (henceforth
the VM(BB) system) is widely used to model nonlinear resonant excitation and
damping of wave fields by energetic particles in magnetic fusion plasmas. A code,
based on the Piecewise Parabolic Method, is used to integrate the fully nonlinear
Berk-Breizman system of equations across the whole parameter space. The present
work provides, for the first time, numerical solutions to the fully nonlinear set of
model equations. By considering the time evolution of the electric field energy, we
show that the system behaviour can be classified into four types, namely damped,
steady state, periodic and chaotic. Each type of behaviour occurs in well-defined
regions of parameter space. We present a diagram in parameter space that shows
how the model’s behaviour changes as key parameters are varied. Moreover we
demonstrate, by consideration of diagrams in (x, v) phase space, that the underlying
process generic to the parameter values is the competition between the (re)formation
of the spatially uniform equilibrium distribution and the formation of a phase space
hole.
The development of the aforementioned code is a major component of this
project. A common problem with direct Vlasov solvers is ensuring that the dis-
tribution function remains positive. A related problem is to guarantee that the
numerical scheme does not introduce false oscillations in velocity space. We use
a variety of schemes to assess the importance of these issues and to determine an
optimal strategy for Eulerian split approaches to Vlasov solvers. From these tests
we conclude that maintaining positivity is less important than correctly dissipating
the fine-scale structure which arises naturally in the solution to many Vlasov prob-
lems. Furthermore we show that there are distinct advantages to using high order
schemes, i.e. third order rather than second. A natural choice which satisfies all
of these requirements is the Piecewise Parabolic Method (PPM) This time splitting
scheme is capable of solving many Vlasov-type systems. In this thesis we generate,
systematically test, and demonstrate the high performance of an algorithm designed




Containment of the kinetic energy of alpha particles produced in deuterium-tritium
reactions is critical to the success of magnetic confinement fusion experiments with
burning plasmas. The 3.5 MeV kinetic energy of each fusion-produced alpha particle
is required to heat electrons collisionally, which in turn heat deuterium and tritium
ions to the temperature required to sustain thermonuclear reactions. Classically
the containment of the alpha particles can be achieved if the size of the plasma is
large compared to the banana width of trapped alpha particle orbits. However, even
if they are initially contained within the plasma, the alpha particles may undergo
radial transport as a result of resonant interaction with MHD modes, and in par-
ticular modes such as toroidal Alfvén eigenmodes (TAEs) which the alpha particles
themselves excite. A major theoretical and experimental effort is aimed at under-
standing resonant alpha particle interaction with collective magnetohydrodynamic
(MHD) modes.
The Berk-Breizman augmentation of the Vlasov-Maxwell system [BB90a,BB90b,
BB90c,BBY92,BBY93,BBP96,BBP95] (described in this thesis in Chapter 2) re-
flects an effort to develop a numerically or algebraically tractable model for the
self-consistent interaction between energetic particles and wave fields in fusion plas-
mas. It can be considered as a generalization of the theory of the electrostatic
bump-on-tail instability, and is widely used as a basis for interpreting the interac-
tion of energetic particles with collective modes in tokamak experiments [BBY92,
FBB+98,HFS00,W+97].
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We cast the VM(BB) system of equations for the particle distribution function,
f(x, v, t), which depends on time t, position x and particle velocity v and for the














v (f − f0) dv = −γdE (1.2)
The addition of the terms on the right hand sides of these equations constitutes
the BB augmentation of the original Vlasov-Maxwell system. Here F0(v) denotes
the particle source function (usually bump-on-tail), f0 (v) the spatially averaged
distribution, νa(v) the particle annihilation rate and γd the combined effect of all
background damping mechanisms that act on the electric field. Quantities are nor-
malised to the inverse plasma frequency, the Debye length and the plasma thermal
speed.
Previous theoretical work has been constrained to particular weakly nonlinear
limiting parameter regimes, such as the case of weak damping [BBY93] or slow linear
growth [BBP96, FBB+98]. Moreover, previous work [BBY93, BBP96] contained a
simplifying assumption that the bulk of the plasma is cold. Our study is free from
this constraint.
Only with a technique that allows investigation across the whole of parameter
space can one move towards a full description of the wealth of physics that arises
from the Berk-Breizman model described by Eqs. (1.1) and (1.2). The present work
provides, for the first time, numerical solutions to the fully nonlinear set of model
equations. Our results are presented in Chapter 3. By considering the time evolution
of the electric field energy, we show that the system behaviour can be qualified into
four types, namely damped, steady state, periodic and chaotic. Each time series is
categorised into one of these four types using the algorithm described in Appendix
B. The results of this categorisation are displayed in the bifurcation diagram Figure
3.2, which shows how the model’s behaviour changes as the key parameters γd
and νa are varied. (The uniform steady-state solution F0(v) = Q(v)/νa(v) is fixed
throughout this diagram; the robustness of the diagram to a change in F0(v) is
discussed in Sec. 3.5.) We find that each type of behaviour occurs in well-defined
regions of (γd, νa) parameter space. Moreover we demonstrate in Section 3.4.2, by
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consideration of diagrams in (x, v) phase space, that the underlying process generic
to all parameter values is the competition between the (re)formation of the spatially
uniform equilibrium bump-on-tail distribution and the formation of a phase space
hole.
An investigation of this sort requires a sophisticated computer code. The de-
velopment of this code is described in Chapter 4. It constitutes the backbone on
which much of the work in this project is built. We begin by designing a solver of
the Vlasov-Poisson system (for which there are known results against which one can
benchmark) and then proceed to adapt the algorithm to solve the full Berk-Breizman
augmentation of the Vlasov-Maxwell system.
Our technique rests on splitting the Vlasov solver into separate spatial and ve-
locity space updates and has the advantage that each of these updates can then be
treated as simple advections at constant speed. Since the original, ground-breaking
publication [CK76] most attention on fixed grid Vlasov solvers has concentrated on
improving the accuracy of the advection sweeps. Recent examples have included
use of MacCormack’s method [HF01] and conservative schemes [FSB01]. A com-
mon problem with all Vlasov solvers is that the solutions to Vlasov’s equation often
involve a fine-scale filamentation which increases in time. For example the solu-
tion to the linear Landau damping problem has a perturbed distribution function
which varies as exp(ikvt). Higher order schemes have a tendency to produce Gibbs
overshoot when this occurs unless some additional averaging is applied. A related
problem is that there is no guarantee, except for first order schemes, that the nu-
merical solution has not introduced regions of negative distribution function. Both
of these problems are identical to the problems encountered in the treatment of
shocks in computational fluid mechanics. Ways of avoiding the restrictions imposed
on the order of the scheme by Godunov’s theorem in fluid dynamics have a direct
analogy in the solution of Vlasov problems. In Chapter 4 we concentrate on study-
ing the importance of positivity, order and monotonicity in the advection steps by
comparing a variety of codes with different properties. The original time stepping
algorithm is then adapted to solve the displacement current equation (DCE) in place
of Poisson’s equation. It is then further adapted to solve the full model equations.
We extensively benchmark the code to show that, not only is it a computationally
3




Berk-Breizman theory is built upon Vlasov’s equation (for the particle distribution
f) and Maxwell’s equations (for the electric field E). In this Chapter we derive the
electrostatic Vlasov equation (2.23), discuss how to obtain the electric field from
the relevant Maxwell’s equations (2.27) and (2.28), and thence develop the Berk-
Breizman model equations (2.33) and (2.39).
2.1 The electrostatic Vlasov-Maxwell equations
2.1.1 Normalisation of variables
Throughout this thesis we are concerned with the motion of many particles, each
with charge qs and mass ms, moving in one spatial dimension and one velocity
dimension, in the presence of an electric field, but in the absence of any magnetic
field.














× electric field (2.4)

















The quantity Ts does not represent the temperature of the particles (which is not
well-defined for a strongly non-Maxwellian distribution) but instead is some typical
temperature of the system in the context of particle speeds. Similarly, vθ is merely
a normalisations speed related to the typical temperature Ts and in general does
not characterise the particle speed distribution. We take the spatial coordinate to
be periodic with period length L.
2.1.2 Aside: representation of derivatives
Throughout this thesis we occasionally use what might be considered an unorthodox








This notation is more concise and no less precise than conventional notation.
2.1.3 Derivation of the electrostatic Vlasov equation
The dynamics of N particles moving in one spatial dimension under the influence
of an electric field, where the i-th particle has position xi and velocity vi (in the
dimensionless units defined above), are governed by
ẋi = vi (2.10)
v̇i = Ei (2.11)





Ψ(xj − xi) (2.12)
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for some function Ψ(x) which satisfies Newton’s third law Ψ(x) = −Ψ(−x). In a
typical physical system, N ∼ 1023, which makes it impossible in practice to solve
directly Eqs. (2.10) and (2.11). We therefore seek to make an approximation of
these equations which is tractable but also retains the important physics.




















Since the dynamics of the particles is Hamiltonian, we can apply Liouville’s theorem.
This tells us that the density of systems in the 2N -dimensional phase space satisfies
∂P
∂t
+ ξ̇ · ∇ξ P = 0 (2.15)
where ξ = (x1, x2, . . . , xN , v1, v2, . . . , vN )
⇔ ∂P
∂t
+ v · ∇xP + E · ∇vP = 0 (2.16)
Now consider the dynamics of the first particle. We denote by fj(x, v) the




























dxj = 0 (2.18)
where













 P (ξ) (2.19)
is the probability of finding both the first particle at position x1 with velocity v1
and the j-th particle at position xj .
We now make the assumption that there is no correlation between the orbits
of the particles i.e. that there is no correlation between (xi, vi) and (xj , vj), i 6= j.
Then





fj(x, v) dv (2.21)
is the probability of finding the j-th particle at position x. The expectation value






Ψ(xj − x1) nj(xj) dxj (2.22)
Dropping the subscript 1’s and the angled brackets gives us the Vlasov equation for










Note that, considering f as a probability, we have implicitly normalised
f(x, v, t) =
1
n0
× particle number distribution (2.24)
where n0 is the mean number density.
It is the custom in the literature that the particles associated with a single-
species problem are positively charged. We follow that custom in this thesis and so
problems modelling the flow of either only alpha particles or only electrons assume
the relevant species to have positive charge.
In general we are concerned with the dynamics of more than one particle
species. Wherever this is the case we carry the true physical signs of the charges. So
for example the electronic charge is taken to be negative in a multi-species problem.
For each particle species we have a distribution fs, with mass ms and charge qs;
the electric field felt by the particles is independent of their species. Suppose we
model the dynamics of two species, ions and electrons, labelled by subscripts i and
e respectively, and that the two species have opposite charges of equal magnitude
(then the qs and ms in the normalisation of the electric field Eq. (2.4) refer to the
charge on the ion and the mass of the electron, respectively). The ion-electron mass























2.1.4 Equations for the electric field
Maxwell’s equations tell us about the electric field. Poisson’s equation gives
∇ · E = ρ, (2.27)
while the displacement current equation (DCE) gives
∇× B = J + ∂E
∂t
(2.28)
where the magnetic field B and current J are normalised appropriately.
We consider only the electrostatic case, and take B = 0 for simplicity. We work
in one dimension, so vectors become scalars. Now let us cast these two equations
of Maxwell in terms of particle distributions. If we are considering the dynamics
of two species, then the particle distributions of the ions and electrons, denoted by







(fi − fe) dv (2.29)
However if instead we consider the motion of electrons only, then we assume that
there is a background ion population which
• is spatially uniform with a number density that ensures global neutrality, and
• has a constant and uniform drift velocity that ensures that there is zero total
current.
It now becomes convenient to follow the custom in the literature and take the
electronic charge to be positive. Then the evolution of the electron distribution






f dv − 1 (2.30)
where f0 denotes the spatially averaged (electron) distribution function.
Now let us consider how to cast the DCE in terms of particle distributions. We
consider only the electrostatic case and again take the magnetic field B = 0. The
current is the total number of particles passing a point in unit time and so is given






v (fe − fi) dv (2.31)
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For electrons only with an ion background, we again take the electronic charge to






v (f0 − f) dv (2.32)
We remark that the DCE requires an initial condition of the form E(x, t = 0) =
E0(x); the appropriate E0 may be obtained from Poisson’s equation.
2.2 The VM(BB) model equations
Recall that the objective of Berk-Breizman theory is to provide a heuristic descrip-
tion of the nonlinear interaction between particles and wave modes in plasmas.
This is achieved by augmenting Vlasov’s equation (2.23) to include terms describing
particle injection and relaxation, and the DCE to include a term for background
wave damping. Together these equations, the Berk-Breizman augmentation of the
Vlasov-Maxwell equations, will be referred to as the VM(BB) model equations.
2.2.1 The modified Vlasov equation: particle source and loss
We wish to model the interaction between energetic particles (particularly alpha
particles) and collective wave modes. This requires the addition of a particle source
term to the Vlasov equation (2.23). We wish to simulate the injection of particles
with high energies and so the source must have a strong velocity dependence. How-
ever, we do not wish there to be an unbounded number of particles in the system
and so we also introduce a particle loss term. This loss term is taken to be a linear
relaxation operator. It corresponds to the addition of a friction in the system.
The Berk-Breizman modification to the Vlasov equation occurs historically
early in the literature. To quote from Sec. III of Ref. [BB90a]:
The simplest problem we can pose is to consider an electrostatic plasma wave (or
acoustic wave) in one dimension. In addition to the background plasma, we inject a
hot species with an injection velocity distribution Q(v). These particles are assumed
to annihilate (through some physical mechanism such as charge exchange) at a rate









= −νa(v)f + Q(v) (2.33)
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There exists a uniform equilibrium solution




Henceforth, unless otherwise specified, we treat νa as a constant independent of v.
As described below by Eq. (2.45), the initial distribution that we use is always a
spatial modulation of the uniform equilibrium solution. The quantity F0(v) therefore
denotes both the equilibrium solution and the spatial mean of the initial distribution.









f dv dx (2.35)









If there exists a time for which n0 = N0, then the mean number density is conserved.
2.2.2 The external wave damping equation
In the original papers [BB90a,BB90b,BB90c], the power transfer between the elec-
trostatic wave mode and the distribution (consisting both of particles trapped in
the potential of the wave mode and passing particles) is considered without any
external wave damping. Later, the dissipation rate γd of the excited wave caused by
the background plasma is introduced [BBY92]. Moreover, when the distribution has
flattened in the region of the wave mode’s phase velocity so that there is no linear
drive, the wave mode energy changes as [BBY92]
dEwave
dt
= − γd Ewave (2.37)
In [BBY93] an additional term is added to Eq. (2.37):
dEwave
dt
= 2 γ Ewave − γd Ewave (2.38)
Here the term involving γ describes the wave excitation by energetic particles, while
the second term takes into account background damping. So the γ introduced here
is not a fixed parameter of the model. It is the nonlinear growth rate of the mode
dependent in a nontrivial fashion on the distribution function. When the electric
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field energy E is small, this γ corresponds to the growth rate as calculated from the
linearised dispersion relation Eq. (2.53) below.
The terms in γd on the right hand side of equations (2.37) and (2.38) differ by
a factor of two from the corresponding equations in [BBY92] and [BBY93]. This
change makes them consistent with the work in [VDR+03] and the remainder of this
thesis. This thesis therefore is internally consistent, but differs in its definition of
γd compared to much of the existing literature. For example, contrast my equation
(2.56) with the corresponding equation γ ≡ γL − γd in [BBP96].
The introduction of field damping means that we are not able to use a modifica-
tion of Poisson’s equation: Poisson’s equation gives the electric field as a function of
the current phase space distribution. Instead we augment the DCE with an Ohmic





v (f − f0) dv − γdE (2.39)
where f0 is the spatially averaged distribution function. The nonlinear growth rate
of Eq. (2.38) is now described by the first term on the right hand side of Eq. (2.39).
The dissipative term is the simplest Ansatz (equivalent to Ohm’s law) to account for
the interaction with modes and excitations not treated explicitly in the 1D Vlasov-
Maxwell equations, whose effect is to absorb energy out of the 1D plasma. In the
case γd = 0, of course, Eq. (2.39) reduces to the DCE.
2.2.3 Boundedness of the total energy
We show here that the total system energy has an upper bound. The spatially aver-









v2f(x, v, t) dv dx (2.40)







The rate of change of the spatially averaged total energy density can be found
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from Eqs. (2.33) and (2.39):
dtH = K − νaT − 2γdA (2.42)
≤ K − min(νa, 2γd) H (2.43)
where K ≥ 0 is a constant determined by the injection distribution. Therefore
H > Hmax ≡
K
min(νa, 2γd)
=⇒ dtH < 0 (2.44)
So, for νa > 0 and γd > 0, an upper bound on the total energy exists.
Berk, Breizman and Pekker [BBP96] have shown that under particular simplify-
ing assumptions the VM(BB) model permits explosive solutions. The mathematical
singularity in these solutions is by itself an indication that the solution eventually
fails to meet its applicability conditions, as formulated in [BBP96]. The energy
bound calculated above gives a quanititative upper bound for the time over which
the explosive solution is meaningful.
2.3 The electrostatic bump-on-tail VM(BB) problem
We recall that the main objective of the Berk-Breizman theory is to model the
interaction between energetic particle beams and collective modes. In particular, the
theory is targeted towards a self consistent understanding of the interaction between
energetic fusion alpha particles and Alfvén eigenmodes. This is made tractable by
applying the mathematical system outlined in Sec. 2.2 to consider the paradigmatic
electrostatic bump-on-tail problem; it has been argued [BBY92] that this approach
contains the essential physics .
2.3.1 Initial distribution
In the fully nonlinear self consistent calculations described below, we always specify
an initial distribution that is a spatial modulation of the equilibrium distribution
F0 defined by Eq. (2.34):
f (x, v, t = 0) = (1 + α cos kx) F0 (v) (2.45)
where k = 2π/L and α ¿ 1 is the amplitude of the small perturbation
13




f (v) dv − 1 (2.46)
which implies
E (x, t = 0) = α cos kx
∫ +∞
−∞
F0 (v) dv (2.47)
despite the system not necessarily satisfying Poisson’s equation for t > 0.
Motivated by a study of beam-plasma interactions, we choose the equilibrium
distribution F0(v) to be the bump-on-tail distribution
































An example bump-on-tail distribution of this form is shown in Fig. 2.1. We note
that the quantities vc and vt are the thermal velocities characterising the two
Maxwellians; a thermal velocity vT corresponds to a temperature msv
2
T /2kB.
Previous work has been constrained to work with a particular limiting case of
bump-on-tail distribution; namely one with a cold bulk (vc → 0) and warm beam
(vt → ∞). Our direct numerical treatment permits us to specify particular finite
values for the temperatures of the beam and bulk. The fully nonlinear solution then
includes by construction the beam-bulk interaction, which previously has had to be
omitted.









= νaFbeam − νa (f − Fbulk) (2.51)
where the first term on the right hand side is the injected beam and the second term
is mathematically similar to a Krook collision operator (Cf. Ref. [BGK] Eq. (3)).
2.3.2 Linear stability
Whilst our objective is to study the fully nonlinear system, we first address the















Figure 2.1: Bump-on-tail velocity distribution of the form given in Eq. (2.48), with
the parameters that are used in the main simulations described below: η = 90%,
vc = 1.0, vt = 0.5, and vb = 4.5.
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this uniform steady state solution F0(v) as prescribed by Eq. (2.45), and make the
ansatz that the perturbed quantities are of the form









where the wavenumber k, frequency ω′, and growth rate γ ′ are all purely real.
Linearizing Eqs. (2.33) and (2.39), we derive the Landau-type dispersion relation




(γ′ + νa) + i (kv − ω′)
dv (2.53)
where Γ is the appropriate Landau contour: for γ ′ + νa > 0, the contour is the
real axis; for γ′ + νa ≤ 0, the contour stretches in a keyhole from the real axis
around the pole. (Refer to the treatment of Landau damping by Clemmow and
Dougherty [CD69] Sec. 8.2.)
The implicit dispersion relation (2.53) may have more than one solution for
(γ′, ω′). We define the linear growth rate γ (which is a function of γd and νa, and
depends on the distribution F0(v)) as the most positive γ
′ (or equivalently the least
negative, if the system is damped) for which the linearized dispersion relation Eq.
(2.53) can be satisfied; the frequency ω′ corresponding to the growth rate γ ′ = γ
is denoted by ω. An algorithm for calculating γ and ω is presented in Appendix
C.1. A spatially uniform distribution F0(v) is considered to be linearly stable with
respect to small perturbations of the form given in Eq. (2.52) if the linear growth
rate γ is less than zero. If the distribution F0 is linearly stable, then as t increases,
E → 0 and f → F0. If F0 is linearly unstable, then the electric field and spatial
perturbation initially grow exponentially, at a rate approximately given by γ. For
a particular initial distribution F0(v), we define γL to be the linear growth rate of
the system in the absence of background damping or particle injection, that is, for
the case νa = γd = 0.
Berk, Breizman and co-workers [BBY93,BBP96] have taken the bulk plasma
to be cold (vc → 0 in Eq. (2.49)) and the beam to be warm (vt À 1 in Eq. (2.50)).
In addition, in Refs. [BBY93, BBP96], νa, γ ¿ ω, and νa is a function of velocity
that acts only on the beam (νa(v) = 0 for |v| ¿ 1). In this case the linearized
dispersion relation reduces from the complicated implicit equation (2.53) to a simple
explicit algebraic equation, which yields the linearized dispersion relation equations
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(cf. Ref. [BBY93] Eq. (22)):
ω2 = η (2.54)
2γL = πωk
−2 (dvF0)ω/k (2.55)
2 (γL − γ) = γd (2.56)
Note that in this approximation ω is independent of γd and νa. As a result, the
resonant phase velocity vres = ω/k and the linear growth rate γL depend only on
the choice of distribution function F0(v). Note also that in this approximation γ
depends linearly on γd and is independent of νa. So the linear stability threshold
for a particular F0(v) is the line γd = 2γL in (γd, νa) parameter phase space.
2.3.3 Stability threshold analysis
Given the initial distribution F0(v), we wish to know the linear stability threshold,
i.e. the curve γ = 0 in (γd, νa) parameter space. Moreover, as we are usually
concerned with the regime νa ¿ 1, we will look for a linear approximation for the
parameter interdependence of the form
ω(νa) = ω0 + νa ω
′
0 + O(ν2a) (2.57)
γd(νa) = γd0 + νa γ
′
d0 + O(ν2a) (2.58)
























We perform this integral by use of the contour CR in the complex plane shown












Figure 2.2: Contour for the evaluation of γ ′d0
As R → ∞, g(u) → 0, and so the contribution over the ends disappears; we also let


















= k(ω + iγd) (2.65)















We assume that we can solve the implicit Eq. (2.66).
Differentiating with respect to νa, we obtain expressions for ω
′
0 and γd0 (using
























































Figure 2.3: The linear stability threshold curve γ = 0, with the bump-on-tail pa-
rameters that are used in the main simulations below: η = 90%, vc = 1.0, vt = 0.5,
and vb = 4.5. The exact numerical solution is shown by the solid line; the linear
approximation given by Eq. (2.67) is shown by the dashed line. We note that there
is good agreement.





evaulation of ω(νa) does not require any knowledge of γd. A comparison between
this approximation and the exact solution is shown in Fig. (2.3). The agreement is
good. We note that the level of agreement may be better or worse than shown here
depending on the choice of distribution F0(v).
Long wavelength expansion




























































Figure 2.4: Plot of a portion of the spatially averaged distribution function f0(v).
The dashed line represents the initial distribution F0(v); the solid line shows how
the distribution flattens at the mode’s phase velocity as a result of particle trapping.
where n0, j0, and T0 are the zeroth, first, and second moments of F0 respectively.
(If j0 = 0 then we have the Langmuir dispersion relation; refer to Clemmow and
Dougherty [CD69] Eq. (8.22).) Unfortunately the expansion is only valid if |kv| <
ω0, which is not true for the bump-on-tail distributions which we consider.
2.3.4 Qualitative description of time evolution
Recall our initial conditions given by Eqs. (2.45) and (2.47). If the distribution F0
is linearly stable, then as t increases, E → 0 and f → F0. If F0 is linearly unstable,
then the electric field and spatial perturbation initially grow exponentially, at a
rate defined approximately by the linear growth rate γ obtained from the linearized
dispersion relation (2.53). This linear phase continues until the spatially averaged
distribution function f0(v) begins to flatten in the velocity region v ≈ ω/k, as shown
in Fig. 2.4. This flattening decreases the growth rate of both the electric field and
the spatial perturbation. As the effect of the beam drive decreases, the external
damping (at a rate γd) becomes significant. Meanwhile, however, the distribution
is being reconstituted at a rate νa. These two processes compete. We showed
in Section 2.2.3 that, for positive γd and νa, the total system energy is bounded.
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Therefore the wave energy must either oscillate (perhaps nonperiodically) or reach
a steady state. Berk, Breizman and Ye [BBY93] make an energy balance argument
that, in the case of weak damping (γd, νa small), the system undergoes relaxation
oscillations for νa < γd and saturates to a steady state for νa > γd. Near marginal
stability γ → 0, Berk, Breizman and Pekker [BBP96] have developed a perturbative
description which allows the oscillation/saturation threshold to be calculated as
ν = νcr ≡ 4.38γ.
While the weak damping and marginal stability results provide a valuable guide
to some aspects of the system’s behaviour, no quantitative description has previously
been obtained to describe the system’s fully nonlinear behaviour over large regions of
(γd, νa) space. In the present work, we provide a quantitative treatment that can be
applied for any choice of F0(v) and across the whole of parameter space. For various
choices of initial distribution, we find that there certainly do exist regions of steady
state and oscillatory behaviour as previously predicted. However, we also find that
there exist distinct regions of periodic and nonperiodic behaviour, and are even able
to demonstrate, via the computation of the most positive Lyapunov exponent, that
the aperiodicity is chaotic. We are able to draw quantitatively accurate boundaries
between these various regions, and, within each region, measure system statistics




Solution of the VM(BB) model
We recall that our objective is to develop a fully nonlinear self consistent model for
the interaction between energetic particle populations and collective wave modes
using the one-dimensional bump-on-tail problem as a paradigmatic model that cap-
tures the essential physics. We begin by choosing an appropriate initial distribution
and proceed to describe how the time evolution of the system depends, both qual-
itatively and quantitatively, on the choice of the electric field damping γd and the
distribution relaxation rate νa. In Section 3.3 we present a bifurcation diagram in
(γd, νa) space for the VM(BB) system. (Recall that a bifurcation is a point in pa-
rameter space at which the qualitative nature of solutions changes; refer to [Gle94]
for an introduction to the theory of bifurcations.) This diagram is the climax of
our work, demonstrating that we are now capable, given an initial distribution F0,
of classifying the model’s behaviour throughout the entirety of (γd, νa) parameter
space. We conclude this Chapter by asking how robust these results are to changes
in the choice of the initial distribution.
We recall that the VM(BB) model is described by the two partial differential














v (f − f0) dv − γdE (3.2)
Our numerical methods for solving the model are based on a Vlasov-DCE solver
we have developed. The algorithms are applicable to advection-type problems in
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general and should not be seen as specific to the VM(BB) model. We therefore give
a self-contained account of the method in Chapter 4 rather than incorporate it into
our discussion of the VM(BB) model.
3.1 Choice of problem
As is usually the case when numerically modelling physical systems, we have to
achieve a balance between the level of realism represented by our choice of physical
parameters and computational feasibility. In part, we maximise what is computa-
tionally possible by developing methods that are both computationally cheap and
numerically accurate.
However, we can also maximise the usefulness of available computing resources
by understanding the relationship between our choice of physical parameters and
the computational cost of modelling the resulting system. Few particles in the
beam (hence large η) and a large beam temperature (large vt/vb) imply a small
linear bump-on-tail drive γL ∝ (∂vF0)ω/k. As a result, the width of the region
in velocity space over which the distribution function is flattened is small, as is
the amplitude of any wave mode. It is numerically problematic that the qualitative
nature of the system’s behaviour depends on (∂vf)v=ω/k: since any numerical scheme
is dissipative, it causes regions of the distribution that are flattened on account of
particle trapping to possess a gradient which is nearer than it should be to the
gradient of the surrounding distribution. In particular, in the bump-on-tail problem
this effect can cause a steady state system to acquire an artificial linear drive. A cold
bulk (with small vc) has a similar numerical problem - specifically that numerical
diffusion causes artificial heating of the bulk.
The initial distribution parameters in Eqs. (2.45), (2.49) and (2.50) are chosen
as η = 90%, vc = 1.0, vt = 0.5, vb = 4.5, α = 1%. This velocity distribution is
plotted in Fig. 2.1. This initial distribution is chosen because there are no large
gradients in velocity space, and the bulk and beam are well defined. In Section 3.5,
we consider the effect of changing the initial distribution. We show in Sec. 4.8.3
that, for this choice of initial distribution, the system is restricted to |v| < vmax = 8
(indicated by particle conservation to within one part in 1012) and that Nx = 128
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points in x, with corresponding grid spacing ∆x = L/128, and Nv = 1025 points in
v, with grid spacing ∆v = 2vmax/Nv, are sufficient to capture the system’s structure.
We have also chosen the timestep at each time to be the largest such that ∆t ≤ 0.1
and the Courant number λ ≤ λmax = 3.
It is worth asking how one would fit the distribution parameters to experiment,
but this cannot be done until the model has been solved. (We discuss in Chapter 5
how this work could be extended to enable connections to be made between Berk-
Breizman type models and experimental data.)
3.2 Categorisation of types of behaviour
3.2.1 Definition of categories
We aim to identify and then study a quantity that reflects the state of the system
described by Eqs. (3.1) and (3.2), compute its evolution with time, and characterize
the resultant time series. We wish to study a quantity that is one dimensional, yet
tells us as much as possible about the state of the entire system. So, for example,
one might choose to consider the maximum phase space density as a function of
time. This quantity is clearly scalar, but does not tell us much about the rest of
the system. At the other extreme, we might consider the entirety of (x, v) phase
space. This clearly contains a large amount of information about the state of the
system, but is extremely difficult to categorise. We believe that achieving a sensible








As we shall see, one can categorise the behaviour of A with time t as being in
one of four categories in the limit t → ∞:
1. Damped: A(t) → 0.
2. Steady state: A(t) → A∞ > 0.
3. Periodic: there exists T > 0 such that A(τ + T ) → A(τ) for all τ ∈ [t, t + T ].
4. Chaotic: A is bounded, but does not fall into one of the previous categories.
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Appendix B describes the algorithm by which we categorise the computed time
series into one of these four types.
We showed in Sec. 2.2.3 that, for νa, γd 6= 0, the total system energy is bounded.
This implies that A(t) is also bounded and therefore the list of categories for A(t) is
complete. However, we need to justify labelling category (4) as “chaotic” as opposed
to the weaker “nonperiodic”.This question is addressed in the following.
3.2.2 Chaotic or merely nonperiodic?
We note that it is possible that the system might display nonperiodic bounded
behaviour that is phase space filling and yet is not chaotic; motion on a torus for
irrational winding number is of this type. To distinguish between these two types of
behaviour, it is helpful to study the Lyapunov spectrum of the system: specifically,
chaos requires that nearby trajectories diverge exponentially, or equivalently, that
there exists at least one positive Lyapunov exponent. The boundedness of the system
implies that the Poincaré map at any point has a “fold” in addition to a “stretch”.
We regard the scalelength that implies that two points are different sides of a fold
line as the “system size” because it gives an indication of the spatial extent of the
set invariant under the Poincaré map.
We have applied the method of Rosenstein et al. [RCL93] to the time series
A(t) for (γd, νa) = (1.0, 0.01), which, as we shall see below, is within a region of
nonperiodic behaviour in (γd, νa) parameter space. The simulation to generate the
time series is extremely long: the end time is t = 3 × 104. We ignore the data for
t < 5000 to neglect any transient behaviour. We calculate the reconstruction time
as the time delay taken for the autocorrelation function to decay to 1 − 1/e of its
initial value; this is calculated to be J = 6.9. We choose the embedding dimension
to be m = 100. Having calculated J and chosen m, the analysis was performed
using an adaptation of the L1D2 code [Ros].
A plot of the logarithm of orbit divergence against time is shown in Fig. 3.1.
In a chaotic system, we would expect there to be a time interval, after the influence
of other exponents has decayed, but before the divergence approaches the system
size, in which the behaviour is dominated by the most positive Lyapunov exponent;
























Figure 3.1: Plot of the logarithm of orbit divergence against time for A(t) for
(γd, νa) = (1.0, 0.01). A positive slope indicates the existence of a positive Lyapunov
exponent and therefore chaos. The time series saturates when the orbit divergence
approaches the system size.
pattern. However, preliminary work that is beyond the scope of this thesis suggests
that the observed slope depends to at least some extent on the choice of embedding
dimension. The VM(BB) system is driven by the Q(v) term and damped by the νa
and γd terms. This driving and damping may explain the dependence of observed
Lyapunov exponent on embedding dimension.
3.3 Bifurcation diagram in (γd, νa) parameter space
Armed with the theory that we have developed above and the numerical algorithms
described in Chapter 4, we are now ready to solve the VM(BB) system of equations
given by Eqs. (3.1) and (3.2). Recall that the initial condition that we use is a
spatial perturbation of the equilibrium solution F0(v) (refer to Eqs. (2.34), (2.45) and
(2.48)), using the distribution parameters specified in Sec. 3.1 (see Fig. 2.1). We have
performed runs of length 3000ω−1p in the parameter region 0 ≤ γd < 3.5, 0.01 ≤ νa <
νmax, where νmax = min(0.35, exp(−γd)) is chosen to be above the linear stability
threshold as computed by direct numerical solution of the dispersion relation (2.53).
26
The computed behaviour of the fully nonlinear Berk-Breizman system (Eqs. (3.1)
and (3.2)) can then be characterised across the whole of (γd, νa) parameter space
as shown in Figure 3.2. The linear stability threshold, shown by a solid line, is
calculated using the method presented in Appendix C.1.
The bifurcation diagram shown in Fig. 3.2 summarises the complete solution of
the VM(BB) system for these parameter values. That we are able to obtain such a
diagram demonstrates that we have achieved a key objective of this project - namely
the categorisation of Berk-Breizman phenomenology. This has been made possible
only by our development of novel algorithms as described in Chapter 4. Furthermore,
by our algorithm work, we have made diagrams of this sort immediately accessible
for any choice of initial distribution F0(v). It is worthy of note that this is without
use of a supercomputer, but rather merely with the computational power of ordinary
desktop workstations.
The range of applicability of previous work is restricted by the analytical order-
ing schemes [BBY93,BBP96] to regions of (γd, νa) parameter space near the origin
νa = γd = 0 or near the linear stability threshold γ = 0. Both regimes are relevant
to present day experiments [FBB+98,HFS00] and therefore so is the intervening re-
gion. We note that the four types of behaviour occur mainly in well defined regions
in parameter space, although there are some outliers, primarily on the borders of
the periodic region. These points are a result of the numerical limitations placed
on time series correlation outlined towards the end of Appendix B. We conjecture
that the regions are simply connected and that this would be confirmed by longer
computations.
The linear stability threshold is a local bifurcation because it is where the state
f(x, v, t) = F0(v), E(x, t) = 0 changes stability with respect to spatial perturbations.
The steady state to periodic and periodic to chaotic boundaries are lines of global
























Figure 3.2: Characterization of the behaviour of the Berk-Breizman system across
the entire (γd, νa) parameter space; note the logarithmic scale on the vertical νa
axis. The four types of behaviour occur in well-defined regions of the parameter
space. The solid line is the linear stability threshold, computed numerically directly
from the dispersion relation Eq. (2.53); the damped-to-steady-state border agrees
well with this calculation.
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3.4 Time evolution
3.4.1 Evolution of electric field energy A(t)
To provide examples of the four types of behaviour and illustrate the bifurcation
path between them, we have taken a cut along a vertical line in parameter space at
γd = 1; representative plots are shown in Figures 3.3 to 3.8 for decreasing values of

















Figure 3.3: Damped behaviour at (γd, νa) = (1.0, 0.12589); the dashed line shows
the growth rate predicted by the dispersion relation Eq. (2.53).
(a) (Fig. 3.3) For large νa, the fully nonlinear solution (solid line) exhibits damped
behaviour. The electric field energy A(t) goes to zero with a well-defined de-
cay rate. The dashed line represents the corresponding approximate disper-
sion relation solution γ = −0.0128 from Eq.(2.53); we note that there is good
agreement between the fully nonlinear solutions and the linear analytical ap-
proximation. The stepping at small amplitudes is due to the finite precision
of the computer.
(b) (Fig. 3.4) As νa is reduced, A(t) initially grows exponentially and then satu-
















Figure 3.4: Steady state behaviour at (γd, νa) = (1.0, 0.05012)
that it continues to oscillate many times about the saturation value. Both
overdamped and critically damped cases also occur.
(c) (Fig. 3.5) As νa is further decreased, the system enters a transitional regime
where it is difficult to classify the behaviour.
(d) (Fig. 3.6) The system enters a broad region of periodic behaviour. Periodic
orbits of this system seem often to feature pairs of peaks - a large peak followed
by a smaller peak.
(e) (Fig. 3.7) At still lower νa, the system goes through a complex set of bi-
furcations on the path to chaos. The first bifurcation (shown here) would
appear to be the first of a period doubling sequence, as proposed by Heeter
et al. [HFS00]. However, preliminary results from much longer runs across a
small cut in parameter space suggest that this is not the case.
(f) (Fig. 3.8) As νa is further reduced, the system becomes chaotic. This confirms
the earlier conjecture (made on the basis of a multiple scales argument) that
such a regime exists [BBP96]. However, a basic qualitative analysis of our















Figure 3.5: Complex behaviour near the steady state / periodic boundary at
(γd, νa) = (1.0, 0.03981)
the sort of avalanching chaos observed in the numerical simulations of Berk,
Breizman and Pekker [BBP95]. The chaotic regime is extensive in parameter
space: it is observed for a broad range of γd but only for weak νa (see Fig. 3.2).
3.4.2 Evolution of phase space structure
The temporal evolution of the distribution function f(x, v, t) in (x, v) phase space
is shown in Fig. 3.9 by four snap-shots of f taken when the system is in its periodic
phase with (γd, νa) = (1.000, 0.03548). For a blow-up of the time series in this
case, refer to Fig. 3.10, on which the observation points have been labelled. The
snapshots are taken at the locally extreme values of the electric field energy density
A(t), which differ by an order of magnitude between the pictures. (The phase of the
pictures shown here has been shifted for clarity so that the maximum value of the
electric field E(x, t) occurs at the edge of the plots.) These snapshots suggest that
small A corresponds to a largely uniform distribution, whilst large A corresponds to
significant spatial structure in (x, v) phase space. The structure whose evolution we
are observing is a particle “phase space hole”. A phase space hole is characterised by































Figure 3.7: Still in the periodic regime, at (γd, νa) = (1.0, 0.12589), having passed
















Figure 3.8: Chaotic behaviour at (γd, νa) = (1.0, 0.01)
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well is almost devoid of particles; relatively large numbers of particles are either
just trapped in the potential well and circulate around it, or have enough energy to
pass by it. The wave mode, and the phase space hole, have a characteristic velocity
which can be read off the velocity axis In this case the phase speed vφ ≈ 4.
Recall that, in the case γd = νa = 0, the electric field may be determined
via Poisson’s equation (2.30) or the Displacement Current Equation (DCE) (2.28).
From Poisson, it can be seen that the electric field is a functional of the number
density (itself a functional of the distribution function) and hence directly reflects
any inhomogeneities in the number density. We now ask how the electric field reflects
inhomogeneities in the number density when it is computed within the VM(BB)
system using (2.39) with non-zero γd (and νa. To address this question, we can
calculate, at each time, what the electric field would be if Poisson’s equation were






f dv − 1 (3.4)







As usual, the actual electric field E(x, t) and electric field energy density A(t) are
calculated using Eqs. (3.2) and (3.3) respectively. The time series A(t) and A‡(t)
are compared in Fig. 3.10. There is significant qualitative agreement, although the
Poisson-calculated field energy has a larger amplitude. The spatial functions E(x)
and E‡(x) are compared in Fig. 3.11 at time t = 1296.0. Again, there is significant
similarity, although the Poisson-calculated field has a larger amplitude and a phase
lag. These two properties are observed for all the time snap-shots that we have
considered. We conclude that there is still a relationship between the strength of
the electric field and the degree to which the system is spatially inhomogeneous.
However, we have not investigated how the strength of this relationship depends on
the parameters (γd, νa).
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Figure 3.9: Plots of the distribution function in (x, v) phase space; light corresponds
to high density and black to low density. The portion of the plot for v < 0 is omitted.
These figures show the distribution function at times which correspond to the locally
extreme values of A(t) for the point in parameter space (γd, νa) = (1.000, 0.03548),
which lies within the periodic regime. There is the bulk dense plasma for |v| . 2.
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Figure 3.10: The solid line shows the temporal dependence of the electric field
energy density A(t) (calculated from Eq. (3.3)) for (γd, νa) = (1.000, 0.03548). The
tick marks on the horizontal axis label local extrema. The time series A‡(t) shows
the mean electric field energy density calculated using the number density as if the
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Figure 3.11: The solid line shows the spatial dependence of the electric field E(x)
(calculated from Eq. (3.2)) for (γd, νa) = (1.000, 0.03548) at t = 1296.0. The dashed
line E‡(x) shows the electric field calculated using the number density as if the
electric field obeyed Poisson’s equation (Eq. (3.4)). We note that there is significant
qualitative similarity. In particular, E‡(x) has a larger amplitude and a phase lag.
This appears to be the case at all times.
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3.5 Robustness to changes in initial distribution
One may also perform simulations for different shapes of bump-on-tail distribution.
Two further examples we have investigated are shown in Fig. 3.12, namely a warm
beam distribution and a warm bulk distribution. The corresponding phenomenology
of the Berk-Breizman system is shown in Fig. 3.13.
There appears to be no qualitative difference between these two diagrams and
the bifurcation diagram Fig. 3.2. Although we have not explicitly verified that the
choice of the coding parameters (see discussion in Sec. 4.8.3) is optimal for these
later initial conditions, our results suggest that the form of the bifurcation diagram
is robust with respect to the particular choice of initial bump-on-tail distribution.
3.6 Summary of results
We have demonstrated that, by using the algorithms described below in Chapter
4, the fully nonlinear self consistent VM(BB) system of equations (2.33) and (2.39)
has been solved, thus achieving the primary goal of this project. Application of
the helper algorithm described in Appendix B enables us to categorise the system’s
evolution with time by analysing time series of the electric field energy, thereby en-
abling us to draw diagrams in (γd, νa) parameter space such as Figure 3.2. Previous
work has been constrained to various limiting parameter regimes. Our direct nu-
merical technique allows a fully nonlinear exploration of the entire parameter space.
For our particular choice of initial distribution F0(v) (see Sec. 3.1), we have shown
that the system behaviour can be categorised into four types (defined in Sec. 3.2.1):
damped, steady state, periodic and chaotic. We have shown in Sec. 3.2.2, by consid-
eration of Lyapunov exponents, that this fourth category is genuinely chaotic and
not merely nonperiodic. Each of these four types of behaviour occur in well defined
simply connected regions of parameter space. We have indicated in Sec. 3.5 that
the qualitative nature of the categorisation diagram appears robust to changes in
the initial distribution F0(v).
Consideration of the phase space evolution indicates that the underlying phys-
ical process driving the system is the reformation cycle of a phase space hole at the

















Figure 3.12: Alternative bump-on-tail distributions. The warm beam distribution
(η = 90%, vc = 0.5, vt = 1.0) is plotted as the dashed line, and the warm bulk
distribution (η = 95%, vc = 2.0, vt = 0.5) as the solid line. In both cases (as before)
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Figure 3.13(a) Bifurcation diagram for the warm beam distribution
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Figure 3.13(b) Bifurcation diagram for the warm bulk distribution
Figure 3.13: Classification of the behaviour found in (γd, νa) parameter space for
the alternative initial distributions of Fig. 3.12: (a) warm beam (b) warm bulk.
(For the symbol key, refer to Fig. 3.2.) There is strong similarity between these two
categorization diagrams and that shown in Fig. 3.2, suggesting that the bifurcation
path is robust to changes in the initial distribution. The small beam gradient (in
the warm beam case) and the small beam width (in the warm bulk case) is likely to
cause the numerical results to be slightly less accurate.
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Now that the model has been solved, the way is open for deeper comparison
with experiment. The feedback cycle that has now been made possible between the
Berk-Breizman theory and experimental data in principle allows further modifica-
tions to the theory and thereby a greater understanding of the physical mechanisms
at work in a real fusion plasma. We indicate briefly in Chapter 5 how this work
might proceed. A key element in future comparisons would be a systematic ap-






In this chapter we demonstrate how one may solve the VM(BB) Eqs. (2.33) and
(2.39) accurately and with the minimum of computational cost. Our approach is to
design a Vlasov-Poisson solver and then adapt it to solve the VM(BB) system. Our
Vlasov-Poisson solver relies on combining the methods of Strang splitting [Str68]
and the piecewise parabolic method [CW84]. It is a logical development of the
ground-breaking method of Cheng & Knorr [CK76]; a full account is given in Arber
& Vann [AV02].
The chapter is organised as follows. We begin by introducing the time splitting
and reviewing conservative advection schemes. We describe each of a number of rival
codes and compare their performance in a range of tests. Having picked the optimal
Vlasov-Poisson solver, we proceed to show how the time splitting may be adapted to
solve the Vlasov-DCE and then the full VM(BB) system. We conclude by rigorously
benchmarking our choice of coding parameters for the main simulations.
4.2 Aside: non-Eulerian approaches
In this thesis we restrict ourselves to Eulerian grid methods, but should consider
for a moment what other types of method are sometimes used, and why we do not
consider them for bump-on-tail studies.
Particle in cell (PIC) methods approximate the plasma by a finite number of
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macro-particles which move in the self-consistent fields computed by taking moments
on a background mesh [BL91]. The key drawback with this approach is that the
numerical noise only decreases as 1/
√
N where N is the number of macro-particles
in any particular computational cell. This problem is particularly pronounced in
studies where the fine-scale structure of f(r,v, t) is important, or where the physics
of interest is in the high energy tail of the distribution in which there are only a
relatively small fraction of the total number of macro-particles. Even with these
limitations the PIC approach continues to produce accurate results when the high
energy tail is not significant and a sufficiently high N can be maintained to resolve
the broad distribution function. Recent examples of the application of PIC methods
range from studies of laser-plasma scattering [VDB] to simulations of the lunar
wake [BC01].
Previous work on the direct solution of Vlasov’s equation has also made use
of spectral methods, e.g. [AHKM70], and semi-Lagrangian methods, e.g. [SRBG99].
In this thesis we restrict attention to grids in the physical x and v coordinates,
but note briefly that these methods suffer the same problems as high (> 1st) order
unlimited Eulerian schemes. A positivity preserving, or monotonicity preserving,
spectral scheme has yet to be developed.
4.3 Time splitting approach














f dv − 1 (4.2)
In this case, the electric field E is uniquely defined by the distribution function
f , so we can consider E(x, t) = E[f ]. We can then write the equations in the form
∂Z
∂t
= Y [Z] (4.3)
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(The reason for the rather perverse-seeming notation is that we are able to use it
again later for more complicated systems.)
We can then apply the Strang splitting [Str68] formula















where the flow operator Φ is defined by
{∂tZ = Y [Z] and Z(t = 0) = Z0} ⇒ Z(t) = ΦtY [Z0] (4.7)
So by this formula, if we are able to solve each of the systems
∂Z
∂t
= Yj [Z] (4.8)
to second order in time, then we are able to solve the entire system Eq. (4.3) to
second order in time.
This second order time splitting formula is valid for any system of the above
form if Y1 and Y2 have continuous second derivatives. In our case, this is not strictly
true. We approximate the advections governed by Y1 and Y2 by operations on
the Nx × Nv Eulerian grid. Methods that can be written as constant coefficient
finite difference operators (for example the flux balance method below) represent
matrix operations on the grid, which clearly have continuous (in fact vanishing) sec-
ond derivatives. However, the other methods detailed below incorporate nonlinear
limiters which introduce kinks (i.e. discontinuities in the first derivative) into the
numerical operators simulating the advection.
The Strang time splitting formula can also be extended to problems in which
there are more terms in the operator sum by iteratively applying the splitting for-
mula to the middle term in Eq. (4.6).
So the common time-stepping algorithm that we use below to compare the
various codes for the Vlasov-Poisson case is as follows:
• Evolve ∂tf + v∂xf = 0 for a time ∆t/2.
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• Solve Poisson’s equation for the electric field.
• Evolve ∂tf + E∂vf = 0 for a time ∆t (noting that this does not change E).
• Finally evolve ∂tf + v∂xf = 0 for a time ∆t/2.
So the problem has been reduced to solving each of the x or v updates, each of
which is a linear advection with constant speed, i.e. solves an equation of the form
∂tU + c ∂xU = 0 (4.9)
where c is not a function of U or x.
The numerical problem is therefore reduced to finding an accurate, and fast,
constant speed advection solver. This is clearly not a new problem in computational
physics! The question that we address is how well classical advection solvers can be
made to perform when applied to the Vlasov equation with its alternating x and v
advections coupled through a self-consistent field.
4.4 Review of conservative advection solvers
Thinking of U in Eq. (4.9) as a fluid density, recall that the evolution of the advection
equation (4.9) for a time ∆t is simply a uniform shift of the fluid by a displacement
c ∆t. Our problem is that we know U only at a set of discrete grid points {xj =
j ∆x}. There are two particular properties that we hope to find in an advection
solver.
(a) The method should not introduce false extrema. This is equivalent to it pre-





i ≤ Un+1i+1 (and similarly for monotone decreasing) where
λ = c ∆t/∆x.
(b) The method should not accentuate already existing extrema i.e. for 0 < λ < 1,






i ≥ max{Un+1i , Un+1i+1 } (and similarly for minima).
We remark that properties (a,b) together imply the method is positivity preserving
and total variation diminishing.
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One solution would be to spline interpolate between the grid points by some
function Ũ(y) and write U(yi, t+∆t) = Ũ(yi−λ, t), where y = x/∆x (so yi = i) and
λ is the distance in y by which the fluid must be shifted. However, by a corollary of
Godunov’s theorem, any interpolation scheme that is higher than first order breaks
properties (a,b).
In this chapter we consider a number of schemes all of which are cast in con-
servative form. They work in the following way:
• At any time tn, we consider Uni = U(yi, tn) to be the amount of fluid in the
cell i − 1/2 < y < i + 1/2.
• Using the {Uj}, we construct a function φ(y) to represent the amount of fluid
at each point y. Note that φ need not be continuous everywhere
• Compute the amount of fluid flowing (in the positive direction) through the













In all cases the timestep, ∆t, is limited so that ∆t = min(∆x/vmax, ∆v/|E|max),
where vmax is the largest velocity allowed on the grid and |E|max is the maximum
value of the absolute magnitude of the electric field.
Since the advection sweeps are always with constant speed, the Courant-Friedrichs-
Levy (CFL) condition on the size of the time step (namely |λ| < 1) can be circum-
vented by first shifting the solution by an integer number of grid points and then
using the algorithms described below for the remaining fractional step. This ap-
proach has not been used in any of the results in Section 4.6 as it is the spatial
accuracy of the schemes themselves which is being assessed there. However, in the
main simulations, the results of which are display and discussed in Chapter 3, we
control the time step using the formula
∆t = max (λmax · min(∆x/vmax, ∆v/|E|max), ∆tmax) (4.12)
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where we choose the numerical parameters λmax = 3.0 and ∆tmax = 0.1. (Justifica-
tion for this choice of λmax and ∆tmax is given below in Sec. 4.8.3.
4.5 The Advective Codes
All of the codes solve for the distribution function f on a fixed Eulerian grid with
grid spacings (∆x, ∆v) in spatial and velocity coordinates, respectively. All codes
use the same time-splitting algorithm and the same FFT solver for the electric field.
Thus the only differences between the schemes are in the implementation of the
advection steps in the x and v directions. In this way all differences in accuracy can
be attributed to the different advection schemes alone. We have not compared these
results with PIC codes, semi-Lagrangian Vlasov solvers or spectral Vlasov solvers.
The aim throughout has been to determine the best fixed Eulerian grid advection
scheme for Vlasov problems. Attention is also restricted to time dependent 1D
problems, i.e. problems involving one spatial dimension and one velocity dimension,
but there is no reason why these schemes cannot be generalized to multidimensional
problems.
4.5.1 Flux balance method (FB)
The first advection solver to be considered is the Flux Balance method (FB). The
interpolation function φ(y) is piecewise linear and is discontinuous at cell boundaries:
Di = (Ui+1 − Ui−1)/2 (4.13)
φ(y) = Ui + Di (y − yi), y ∈ [i − 1/2, i + 1/2] (4.14)
This then defines a trapezium, through the midpoint of the cell with the spec-
ified gradient, bounded in x by the cell boundaries. The flux Φi+1/2 is the flux
through the right hand side boundary determined from the area of the trapezium
which would be advected through this boundary when moved at constant speed c;














(1 − λ) if λ > 0
(4.15)
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The amount Ui of fluid in the i-th cell is then updated via equation (4.11). There
are several problems with this method: it is only second order accurate in space and
there is no guarantee that it either preserves monotonicity or does not introduce false
extrema. When coupled with smoothing and averaging techniques, to dissipate fine-
scale structure, this approach has been shown [Fij99] to be successful for a variety
of Vlasov problems.
4.5.2 Van Leer-limited scheme (VL)
To obtain what we shall hereafter refer to as the VL method, we adapt the FB
method as follows:









(Ui+1 − Ui) +
1 − λ
3
(Ui+2 − Ui+1) if λ ≤ 0
2 − λ
3
(Ui+1 − Ui) +
1 − λ
3
(Ui − Ui−1) if λ > 0
(4.16)
• Apply the following van Leer gradient limiter to the gradients Di before cal-
culating the cell boundary fluxes Fi+1/2:








sign(Ui+1 − Ui) if sign(Ui+1 − Ui) = sign(Ui − Ui−1)
0 otherwise
(4.17)
• Compute φ as in Eq. (4.14) and thence Φi as in Eq. (4.15).
Note that in this scheme the limiter restricts the overall order to second order
and there is therefore little point insisting on a third order initial estimate for the
gradient in the first step above. However this third order scheme has the same
computational cost as second order and is therefore commonly used instead. The
van Leer limiter forces the method to be monotonicity preserving and prevents it
from accentuating already existing extrema. It is therefore positivity preserving.
This limiter has also been applied directly to the FB method; there is no significant
difference between the results from such a scheme and those from VL and only the
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VL results are presented here. However, there are significant differences between
results obtained from the FB method (without gradient limiters) and those from VL.
These differences will be highlighted in this chapter.
4.5.3 Piecewise parabolic method (PPM)
As a next step in improving the accuracy of the scheme, the piecewise linear function
used in FB and VL can be replaced by a piecewise parabolic function [CW84]:
• Compute a value for U at the cell boundaries (i.e. Ui+1/2 for each i) from
a fourth order interpolation scheme, which itself is limited to ensure that
Ui+1/2 ∈ [Ui, Ui+1].
• Compute φ(y) on each cell as a parabolic function which passes through the
previously calculated boundary values for each cell and which has the correct
mean i.e.
∫ i+1/2
i−1/2 φ(y)dy = Ui
• Apply a cell-wise limiter to φ: if Ui is a local extremum, then set φ = Ui in
the cell; if the interpolating parabola φ(y) achieves an extremum in the cell,
then reset one of the boundary values (making φ discontinuous there) so that
φ is then monotone and so that dyφ = 0 at the opposite edge to the resetting.
This method is monotonicity preserving and does not accentuate already ex-
isting extrema. For uniform grids, as used here, this scheme is formally third order
accurate away from extrema and first order at extrema. A variation of this method
which is used in some of the tests below is to calculate Φi+1/2 without applying
limiters to φ. This is called the PPM1 scheme. A similar high order geometric re-
construction has been used previously [FSB01] but this was a third order scheme
and imposed positivity but not monotonicity.
4.5.4 Flux corrected transport (FCT)
The flux corrected transport algorithm [BB73, BB76] limits not the interpolating
function φ, but the resulting flux Φ:
• Update Ui by the first order upwind method, which gives
φ(y) = Ui y ∈ [i − 1/2, i + 1/2] (4.18)
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Call the result Ũi. This method is well-behaved (in the sense that it is mono-
tonicity preserving and does not accentuate already existing extrema), but is
very diffusive.
• Now compute the first order upwind fluxes for Ũi; call them Φloi+1/2
• Also compute fluxes for Ũi from a high order method (the high order method
used here is second order Lax-Wendroff: see Laney [Lan98] Sec. 17.2); call
them Φhii+1/2.
• Define the corrective flux












where s = sign(Ũi+1 − Ũi)
• Add the corrective anti-diffusive flux Un+1i = Ũi − (Φci+1/2 − Φci−1/2)
The flux limiter allows the addition of as much anti-diffusive flux as possible without
breaking monotonicity preservation or allowing the accentuation of already existing
extrema. In all of the tests below a fourth order scheme has been used to calculate
the high order flux so that the FCT approach is formally of higher order than the
PPM method for smooth, well-resolved functions. The FCT approach has been used
previously in Vlasov simulations [TLP]
4.5.5 High order compact finite difference (Compact)
As a higher order scheme we have tested a compact finite difference approach [Lel92].
Here the time update is fourth order Runge-Kutta with each intermediate step of
the form Un+1i = U
n
i − c∆t U ′i . The local estimates of gradients U ′i are found from
the sixth order compact equation
1
3








(−Ui−2 − 28Ui−1 + 28Ui+1 + Ui+2)
Fine-scale structures in the distribution functions are removed by applying a com-
pact filter to the data after each timestep of the form
αÛi−1 + Ûi + αÛi+1 = a0Ui + a1(Ui−1 + Ui+1) + a2(Ui−2 + Ui+2) + a3(Ui−3 + Ui+3)
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where a0 = (11+10α)/16, a1 = (15+34α)/64, a2 = (−3+6α)/32, a3 = (1−2α)/64,
and throughout this work α = 0.45, where Ûi are the new filtered values. This
method does not maintain positivity or monotonicity. The motivation for testing a
compact scheme comes from spectral transform methods for solving Vlasov’s equa-
tion. The aim in this chapter has been to focus on Eulerian fixed grids and thus
the compact approach is chosen as the closest that grid based methods can get to
spectral accuracy. This approach can only remove fine scale filamentation by filter-
ing. The coefficients for the filter were found to be the best choice from the original
work on compact schemes [Lel92] for the problems tested.
4.6 The Test Problems
In this section we test each of the above schemes as the advection component in a
Vlasov-Poisson solver for three test problems. The three tests are
1 Linear Landau damping. This problem tests the linear stability and accuracy
of the schemes.
2 Nonlinear bump-on-tail instability. This problem tests the ability of the
schemes to correctly simulate systems that are linearly unstable and that ex-
hibit strongly nonlinear behaviour.
3 Ion acoustic turbulence. This two species problem tests the schemes’ perfor-
mance on a problem with many spatial modes.
In each case we are interested in the phase space resolution and associated computa-
tional cost that is required to obtain the correct result. We seek to understand what
properties a scheme should possess in order that it reproduces the correct physical
results in simulation.
In all of the following tests we solve for the electron distribution function fe,
and where appropriate for the ion distribution function fi, on an (x, v) grid with
(Nx, Nv) equally spaced points. The computational domain is defined in 0 < x < L
with −vmaxe < ve < vmaxe for the electrons and −vmaxi < vi < vmaxi for the ions. The
parameters of type vmax are deemed to be of sufficient magnitude if the flux across




r where the mass ratio
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Mr = mi/me. Spatial boundaries are periodic. Tests which do not solve for fi
assume a uniform background ion number density. ∆t is fixed on each timestep so
that ∆t = min(∆x/vmaxe , ∆ve/|E|max) where ∆ve is the grid spacing in the electron
velocity.
4.6.1 Linear Landau damping
This is the problem of the linear Landau damping of a Langmuir wave. The initial
configuration is







where α = 0.01, Lx = 4π, v
max
e = 4.5 and k = 0.5. The ions are stationary. For these
results we fix Nx = 32 and run tests with Nv = 16, 32 and 64. The solution directly
obtained from the linear dispersion relation for this problem, and calculated using
the method presented in Appendix C.2, gives an oscillation frequency of ω = 1.41566
and a damping rate of γ = −0.153359. Each test code is compared against these
values by fitting a straight line across the maxima of loge(E1) vs. t, where E1 is the
absolute value of the amplitude of the fundamental harmonic of the electric field.
Figure 4.1 shows the evolution of loge(E1) for the codes FB, Compact, FCT and PPM
for Nv = 64. Note that the values of E1 are from the unnormalized FFT routine and
should be divided by Nx/4 to get the real amplitudes. However since it is only the
gradient which is tested here this is unimportant. The results from the VL scheme
are similar to those from the FB method and are not presented here. In each case
the solid straight line is the analytic result for γ given above.
The percentage errors in ω and γ for each scheme on a variety of resolutions
are shown in Table 1. To avoid problems with the recurrence effect (see Sec. 4.8.2
for an explanation of the recurrence phenomenon) the best fit line used to calculate
the effective γ for each test was limited to only those maxima in E1 which occur
before TR/2 and thus the time over which γ is estimated is different for each of the
resolutions. Note that the analytic result for γ is only valid for late time. Thus the
early maxima and the deviation from linear decay before TR/2 will both contribute
to the error estimates in Table 1 even though the early maxima are actually not
necessarily in error when they differ from the fitted line. The same is also true
of later times as the linear theory of Landau damping breaks down before τb, the
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Figure 4.1: Time evolution of the amplitude of the fundamental mode of the electric
field for the linear Landau damping test with (Nx, Nv) = (32, 64). The solid line
represents the decay rate obtained directly from the linear dispersion relation.
bounce time of trapped electrons. In this normalisation τb ' 2π/α1/2 and thus
τb ' 60. For the highest resolution tested, i.e. Nv = 64, the upper limit of t = TR/2
in estimating γ corresponds to t = 44.7. The poor performance of some schemes at
higher resolution, e.g. the VL scheme is worse at higher resolutions, may therefore
be due to the breakdown in the validity of the linear model used to estimate the
percentage errors.
Table 4.1: Percentage errors in the damping rate γ for each scheme for the linear
Landau damping test with Nx = 32
Nv FB VL Compact FCT PPM PPM1
16 16 15 47 70 4.7 3.7
32 2.6 1.6 3.3 10 2.2 0.038
64 0.32 6.0 5.1 28 1.7 0.13
All of the codes (for the 32 × 32 resolution) conserve energy to within 0.01%.
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They also all conserve total mass to machine precision and the largest total mo-
mentum recorded (which ought to be zero) for any of the simulations is 3 × 10−7.
So the disparity in the results presented in Table 1 is not due to a simple lack of
conservation. Indeed, there are a number of features of the various codes which are
highlighted by this test. These relate to the order of the schemes and the dissipation
inherent in each approach.
Linear Landau damping is a useful test of Vlasov solvers as the fine-scale struc-
turing which is caused by phase-mixing is known to generate a perturbed distribution
function, f1 which varies as f1 ∼ exp(ikvt). Hence for each v there will come a time
when the perturbed distribution function has an effective wavelength of twice the
grid spacing. For the FB method numerical dissipation would then be at its largest.
Since the gradients are of f0 + f1, where f0 is the equilibrium Maxwellian distri-
bution, the gradients calculated are never large enough for f to become negative.
This will be shown below to be false for more stringent Vlasov test problems. Thus
for linear Landau damping the numerical dissipation inherent in the FB method is
sufficient to thermalize the fine-scale structuring without introducing negative f .
However, there is no guarantee that individual x or v direction advection sweeps are
monotonicity preserving. These results show that this is not a major problem for
the linear Landau test as clearly the FB method gives an accurate result. Replacing
the centered gradient used in FB with a van Leer limited gradient has only a minor
effect on the results as can be seen from the VL results.
The results from the Compact code show that it is clearly worse than the lower
order FB method. Since this is essentially a linear problem one would normally
expect higher order schemes to give more accurate results. However, there is less
intrinsic dissipation in the Compact method and it therefore encounters problems
when the fine-scale structuring approaches the grid size. At this stage the need
to fit a high order polynomial through rapidly oscillating values leads to large false
gradients and these must be removed by the filtering. This filtering affects the linear
properties of the damped mode, as can be seen at about t = 20 in Figure 4.1. It is
this which causes the averaged Landau decay rate to be inaccurate. The averaging
used to find the damping rates in Table 1 will thus be different if averaged over TR/4
instead of TR/2. Using TR/2 has the advantage that schemes which do not maintain
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linear decay for long enough lose out on this test. It may be possible to achieve better
results for the Compact method by more carefully choosing the filtering scheme.
Since the Compact method cannot be recommended for other reasons, which are
outlined in the conclusions, we have not investigated this possibility further.
The FCT method gets the Landau decay correct initially but the limiters used
in the algorithm prevent the fundamental from decaying after about t = 30 on the
(32, 64) grid. Using the average over TR/2 as the measure of accuracy as in Table
1 shows that the FCT limiters make this scheme the worst for the linear Landau
problem.
By far the most accurate scheme is PPM1. This is a natural generalisation
of the FB method and it is therefore not surprising that it performs so well on this
problem bearing in mind the success of the FB method. As with FB the PPM1 scheme
is accurate for this test but does not guarantee that individual x or v direction
advection sweeps are monotonicity preserving. Including the standard monotonicity
preserving limiters give the results presented for PPM. This limiting does degrade the
accuracy of the scheme for this test but still gives results which are considerably
more accurate than either the FCT or Compact methods.
4.6.2 Bump on tail instability
This test studies the evolution of an unstable bump on tail electron distribution.
The ions are stationary, Lx = 2π/0.3, v
max
e = 8 and the initial electron distribution
function is
f(x, v) = fb.o.t(v)(1 + α cos(kx))




















For these tests we take np = 0.9, nb = 0.2, vb = 4.5, vt = 0.5, α = 0.04 and k = 0.3.
This distribution function is unstable and leads to a rapid increase in the electric
field. As all of the schemes have dissipation of some sort (implicit for FB, filtering for
Compact and primarily through limiters for FCT and PPM) the system will eventually
damp the fine-scale structures and be attracted to a stable phase space hole. Before
considering the structure of the phase space hole formed by each scheme, it’s worth
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Figure 4.2: Time evolution of |E|max for the bump on tail test on a (128, 128) grid.
looking closely at the evolution of the maximum value of the absolute magnitude of
the electric field, |E|max, against time. Figure 4.2 show the evolution of |E|max for
four schemes with a resolution of (Nx, Nv) = (128, 128).
The result from the FB code at this resolution stands out as clearly in error.
This is confirmed in Figure 4.3 where these tests are repeated with a (512, 512) grid
for the FB and PPM methods. This verifies that the results obtained on a (128, 128)
grid for the high order limited schemes are indeed reliable.
When a van Leer limited gradient is added to the FB method, i.e. the VL
code, the false large oscillations in |E|max are removed as can be seen from the
plot in Figure 4.2. Since this scheme is formally lower order than either the FCT or
PPM method the mean value of |E|max is dissipated more quickly. Results from the
Compact scheme are similar to those already presented for the PPM scheme.
Now that the distribution function can contain large gradients and complex
structures (unlike the linear Landau damping test) the lack of monotonicity and
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Figure 4.3: Time evolution of |E|max for the bump on tail test on a (512, 512) grid.
On this finer grid the FB results are in line with those of the PPM method, confirming
that the FB results on the (128,128) grid (see Fig. 4.2) are in error.
positivity is more significant. To quantify this Figure 4.4 shows the evolution of
the fractional change in the discrete kinetic entropy, S(t), for some of the schemes
on (128, 128) and (512, 512) grids. Here S(t) = −
∑
fi loge(gi) where the sum
is over all points on the computational grid and gi = max(fi, 10
−64) is used to
avoid taking the logarithm of negative f . Plotted in Figure 4.4 is the fractional
change δS = (S(t) − S(0))/S(0). On the (128, 128) grid both the FB and Compact
schemes immediately lead to a decrease in S(t). The scale has been chosen to
allow easy comparison between schemes and resolutions so the FB and Compact
lines on the (128, 128) grid actually go off the bottom of the scale. They continue to
decrease approximately linearly for the duration of the simulation, although this is
not shown. It is therefore not simply the lack of positivity which is responsible for
the oscillation in |E|max growing for the FB method in Figure 4.2 as the Compact
scheme also has regions of negative f but does not show signs of growth in the
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Figure 4.4: Time evolution of the fractional change in discrete kinetic entropy for
the bump on tail test with resolution (128, 128) and (512, 512). The solid line is for
FB dotted line is PPM, dashed line is FCT and the dash-dotted line is Compact .The
FCT and Compact time series end prematurely at the high resolution solely because
of the long time taken to generate them.
oscillations of |E|max. Also fixing the lack of monotonicity in the FB approach
with van Leer limiters removes the growth in |E|max and makes S(t) monotonically
increasing. The problems inherent in the FB method therefore do not stem from
the formal order of the scheme but must result from an incorrect handling of short
scale-lengths. Since FB performs well on a (512, 512) grid it seems likely that for
this particular test problem there is a critical scale-length which must be handled
correctly, i.e. without introducing false maxima and minima, before reliable answers
are obtained. All of the limited schemes automatically guarantee that they do not
introduce false extrema, irrespective of the resolution, show no growth of |E|max and
only have increasing kinetic entropy.
In order to quantify the results from the bump-on-tail test problem we have
run the PPM, FCT, Compact, FB and VL codes on a (512, 512) grid up to t = 500
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and then for each of the schemes calculated f̄(vj) =
∑
i f(xi, vj)/Nx. To remove
any biasing in the solutions the average of this over all schemes is taken to be the
accurate solution, f̄acc, and this is then used to find the L1 norm of the error for
each of the schemes on lower resolutions, where L1 =
∑
j |f̄(vj) − f̄acc(vj)|/Nv.
Table 4.2: L1 errors for each scheme for the bump-on-tail test
(Nx, Nv) Compact PPM FCT FB VL
(32,32) 0.017 0.010 0.0072 0.030 0.018
(64,64) 0.0025 0.0049 0.0036 0.014 0.011
(128,128) 0.00060 0.0016 0.0011 0.0038 0.0033
(512,512) 0.00052 0.00039 0.00033 0.00058 0.00026
The results of this analysis are shown in Table 2 which includes the results on
the (512, 512) grid to show that all codes converge to the same answer and that the
L1 norm estimates for courser grids are not biased strongly by a lack of convergence.
However the result for the Compact scheme on a (128, 128) grid is too close to the
variance in the results used to find f̄acc to be used as anything other than a rough
estimate. These results confirm that the FCT and PPM methods are of about the
same accuracy as are the FB and VL methods. However, unlike the linear Landau
damping test the results here follow the formal accuracy of the schemes with the
best results being from the higher order schemes and the low order schemes (FB and
VL) being more diffusive. This can be seen in Figure 4.5. We focus on the height
of the bulk peak and the feature at v ≈ 5. Both of these are better reproduced by
the higher order (i.e. the PPM ) method. However, it should be remembered that
while the Compact scheme gives accurate results based on the L1 norm of the error
it gives poor results if the kinetic entropy is used as the measure of accuracy.
Shaded surface plots of f are also useful in determining the properties of these
schemes. Figure 4.6 shows such plots, on a (512,512) grid, for the whole x domain
but is restricted to ve > 0 as this is the side in which a phase space hole forms.
All of the schemes are broadly similar except for two notable features. Firstly the
phase space hole is not in the same place for the FB method as in the others. This
is not purely an effect of the order of the schemes as the VL method does not agree
with the FB method. The second important point is that the higher order schemes
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Figure 4.5: Spatially averaged f̄ for the (third order) PPM and (second order) VL
methods. The dashed line is f̄acc defined from an average of the (512,512) grid
results and the solid lines are the results from the (32,32) grids. We note that the
bulk peak and the feature at v ≈ 5 are both somewhat better reproduced by the
higher order (i.e. the PPM ) method. In particular, the velocity gradient in the
region of the bump v ≈ 5 is better reproduced by PPM than FB . This feature is
important because the gradient in that region makes an important contribution to
the drive or growth of modes with that phase velocity (see e.g. Eq. 2.55).
do, as expected, show more detail in the vicinity of the hole. However, while the
PPM method has a smooth solution the FCT solution shows signs of terracing. This
well-known problem with FCT approaches will be discussed in more detail in the
next section.
On lower resolutions the advantages of the PPM method are more apparent as
can be seen in Figure 4.7 which compares it to the VL method on a (64,64) grid.
This is a demonstration of the kind of accuracy one would expect when resolving
small scale structures on more complex problems.
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Figure 4.6: Bump on tail phase space holes at t = 500 with a (512,512) grid for the
FB (top left), VL (top right), PPM (bottom left) and FCT (bottom right) methods.
Shown are shaded surfaces of f for the whole of x but with only 0 < ve < 8. The
FB result has the hole in a different place. As we would expect, the higher order
methods (PPM and FCT ) show more phase space structure.




Here the motivation is to compare the results from the different schemes not for
a single well-defined mode but for a turbulent spectrum. The problem chosen is
the onset and saturation of the ion-acoustic instability. The initial conditions are
Lx = 2π/0.05, v
max
e = 8, Mr = 1000 and the ion distribution function is defined at












The electrons are setup as a drifting Maxwellian such that











where Ue = −2 and
a(x) = 0.01(sin(x) + sin(0.5x) + sin(0.1x) + sin(0.15x) + sin(0.2x)
+ cos(0.25x) + cos(0.3x) + cos(0.35x)))
The intention here is to provide initial conditions which are clear so that anyone
wishing to repeat the tests with other codes may do so easily. This motivated the
choice of a(x) to be fixed and not a low level random noise.
This choice of initial conditions leads to an unstable growth of ion-acoustic
waves. The electric field fluctuations which are established lead to a transfer of
momentum from the electrons to the ions. This is seen in a plot of the difference of
ion and electron fluid speeds, ui and ue respectively, in Figure 4.8. On the higher
resolution tests all schemes agree on the decay rate. On the lower resolution tests
there is a clear discrepancy in the time of onset of the decay. In this regard the PPM
and FCT methods are more accurate since the higher order approach more accurately
resolves the linearly unstable ion-acoustic modes and thus the initial growth of the
fluctuating electric field responsible for the momentum transfer. Estimating the
asymptotic value of |ui − ue| from the (512,512) results alone is not helpful due to
the low value predicted by the FCT scheme. However, we can rule out the FCT result
by looking at shaded surface plots of fi at t = 2000 in Figure 4.9. These show fi in
the whole of the x domain but only vi < 0. Clearly from these plots the FCT scheme
has clipped the maximum severely and similar plots of fe show that the terracing,
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Figure 4.8: Evolution of the |ui−ue| for the PPM, FB, VL and FCT schemes computed
using two grid resolutions. In both plots the solid lines are PPM, dotted lines are
VL and dashed lines are FB and dot-dashed lines are FCT. The upper figure is on a
(64,64) grid and the lower figure is on (512,512).
already hinted at in Figure 4.6, is now far more pronounced. We use these facts to
rule out the high resolution FCT results and conclude that the estimated final value
of |ui − ue| is 1.35, from the average of the PPM and VL results. On the (64,64)
grid results of Figure 4.8 there is little difference in the accuracy of the FB and PPM
in estimating the asymptotic value of |ui − ue|. PPM is however more accurate in
determining the time dependence of |ui − ue|.
4.6.4 Summary of Vlasov-Poisson test results
In this section a series of test problems for conservatively differenced, fixed Eulerian
grid based Vlasov solvers have been presented. All of the codes have adopted the
dimensional splitting approach as introduced by Cheng and Knorr [CK76]. This
is an efficient mechanism for solving Vlasov problems as each of the spatial and
velocity advection sweeps are at constant speed. The central issue is then how best
to solve for each of these 1D steps. What qualifies as a ’best’ technique is not
however a straightforward question when dealing with Vlasov solvers. Ideally any
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Figure 4.9: Ion acoustic turbulence test at t = 2000 with a (512,512) grid for the
FB (top left), VL (top right), PPM (bottom left) and FCT (bottom right) methods.
Show are shaded surfaces of fi for the whole of x but with only −8 < vi < 0
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Vlasov solver should maintain positivity, actually the solution is bounded for all
time by the initial maximum and minimum of f , and the advection steps should be
monotonicity preserving. Determining how important these two conditions are in a
quantifiable way for these test problems is a central focus of this work. The other
major concern of this work has been the treatment of the fine-scale structure in f
which arises naturally in many Vlasov problems. Treatment of the fine-scales (actu-
ally their averaging, smoothing or filtering) is intimately related with maintaining
monotonicity.
Using Cheng and Knorr’s [CK76] time splitting scheme as a common template
for all of the tests allows us to isolate issues of performance and accuracy solely to the
choice of advection algorithm. We have compared second order spatially accurate
schemes (FB and VL), third/fourth order schemes (PPM and FCT) and a sixth order
compact scheme (Compact). Some of these maintain monotonicity and positivity
by geometrical construction (VL and PPM) while others achieve this by flux limiting
(FCT). The schemes which are not positivity or monotonicity preserving (FB and
Compact) must use filtering or smoothing to remove fine-scale structures. This has
been applied in the Compact scheme, which fails all of the tests without it, but not
to the FB method. However the FB method does work, even without smoothing,
on some of the problems and gives some useful insight into the numerical problems
associated with Vlasov solvers. If the FB method were to be used for Vlasov research
it must of course be employed coupled with smoothing as for example in [Fij99].
The test problems were chosen to represent the most common applications of
Vlasov solvers. The Landau problem tests the ability to deal with linear problems.
The bump-on tail test highlights different codes accuracy in dealing with a single
unstable mode and the formation of a stable BGK mode. Finally the ion-acoustic
turbulence test was used to compare the codes when the physics was being driven
by a broad spectrum of unstable modes. In all these tests it is also important to
measure the relative costs of the numerical schemes. For 100 steps on the (512,512)
grid bump-on-tail problem the runtimes were; FB 8 seconds, VL 14 seconds, PPM 19
seconds and Compact 164 seconds. These timings were on a Compaq EV6 500Mhz
CPU with 4MB cache using the Compaq F90 compiler. As always with such compar-
isons one needs to be cautious that such scalings will remain true on all architectures
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but the general picture is probably reliable. The fastest is the FB method without
smoothing or averaging. Adding limiters to the FB method (it does not work for all
problems on all grid sizes without this) approximately doubles the runtime. Going
from second order VL to third order PPM increases the runtime by about 50% and
the Compact scheme is almost an order of magnitude slower.
The linear Landau test showed that all schemes get a reasonably accurate decay
of the fundamental mode. The percentage errors in Table 1 are mostly dominated by
the departure from exponential decay at later times. The FB and Compact schemes
maintain the decay, although in the Compact solution the filtering required for this
scheme to work changes the decay rate at around t = 25. Both the PPM and FCT
schemes give an accurate initial decay but then maintain an approximately constant
level for |E1| until TR. However, since |E1| has decreased by about three orders of
magnitude before this happens, i.e. |E1| ' 10−5 this is not seen as a major drawback
for practical situations.
The bump-on-tail test showed the problem of using schemes of second order or
higher which do not correctly handle the fine-scale structures. Here the FB method
fails on a (128,128) grid as can be seen in Figure 4.2. Some evidence that it is the
handling of these fine-scales that is most important, in contrast to merely main-
taining positivity, is given by the results from the Compact scheme. This also has
regions with f < 0, see Figure 4.4, but in all other quantifiable ways gives a sat-
isfactory result. The same is true of the FB method when suitable smoothing is
included [Fij99]. The remainder of the results in Section 4.6.2 emphasis the advan-
tages of going to higher order schemes with the VL method needing approximately
double the number of points in x and v to achieve the same detail in the structure
of the BGK mode as the PPM method.
The final test re-emphasized the advantages of using higher order schemes in
getting accurate results for |ui − ue| as a function of time. More importantly this
test showed that the FCT approach actually gives the wrong answer due to excessive
clipping of the maxima of fi and terracing of fe. Hence maintaining positivity and
monotonicity by themselves are not sufficient to guarantee an accurate solution. It
is vital that the limiter, or indeed smoother etc. for the FB method and variants,
dissipates the fine-scale structure in a physically realistic way. This is true of the
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PPM method and the filtering in Compact.
From all of these observations and results we draw the following conclusions
• Applying geometric limiters to the FB method, i.e. VL, maintains positivity
and monotonicity and removes the need for additional smoothing or averaging.
• The PPM method, which also needs no additional averaging, is approximately
50% slower than VL but gives results which are quantitatively more accurate.
• The FCT approach fails on the ion-acoustic test due to excessive clipping and
terracing and therefore cannot be recommended as a method for solving Vlasov
problems.
• The Compact method is the most accurate on the bump-on-tail test when
using the L1 norm of the error as the measure of accuracy. However it does
not maintain f > 0, has very poor entropy results on course grids and is
approximately an order of magnitude slower than PPM.
• Keeping f > 0, while desirable, is less important than correctly treating the
fine-scale structures which form in Vlasov solutions.
Since maintaining monotonicity and positivity is a property of linear advection
and implementing it in Vlasov solvers removes the need for additional averaging or
smoothing the optimal scheme from these tests is the PPM method. It consistently
gives accurate results (it is formally third order accurate) and is only 50% slower than
VL. It is over two times slower than FB but comparison with VL is more appropriate
as the FB method needs additional smoothing to be reliable, which would of course
slow it down. For VL to achieve the same resolution of phase space as PPM it requires
double the number of points in x and v which increases the VL runtime by a factor
of eight. A similar conclusion has been reached previously regarding the benefits
of higher order geometric reconstructions by Filbet et al. [FSB01]. However, in
that paper Filbet et al. consider only third order reconstructions and the limiters
applied maintain positivity but not monotonicity. The results presented in here are
the first to implement the full PPM algorithm to Vlasov solvers and demonstrate the
robustness and accuracy of such an approach.
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The high order compact scheme is the most accurate in the L1 norm analysis
of the bump-on-tail problem. However, as has already been mentioned, this scheme
only works with compact filtering of the fine-scale structures. Compact also requires
more memory as it is only stable with third, or higher, order Runge-Kutta which
requires extra temporary arrays. All of the other schemes, including PPM, require
storage only for fe and fi so it is hard to recommend Compact despite its increased
accuracy for the bump-on-tail test. Note also that the filtering made Compact less
accurate than PPM for the Landau test. The fact that filtering in this way does
work, although allowing f < 0, raises important questions about applying filtering
or smoothing to Vlasov solvers. It may be possible to choose a filtering which im-
proves further the accuracy of Compact. We have not attempted this as the runtime
and memory costs make Compact impractical. Considerable effort has in the past
been applied to the filtering/smoothing problem of other schemes. Most noticeable
amongst these is the filtering technique first introduced by Klimas [Kli87] which has
the advantage of correctly evolving the fields, i.e. low order moments are correct,
by solving directly for the smoothed/filtered distribution function. This approach
has only been shown to work in Fourier-Fourier transform space and thus does
have the disadvatge of requiring multiple FFT’s per step. We have concentrated on
fixed Eulerian grid based solvers and the merits of the PPM method compared to a
suitably filtered Fourier-Fourier transform space solver remains an open question.
A physically and mathematically justifiable approach, such as the PPM geometric
reconstruction, is successful in treating fine-scales, automatically maintains posi-
tivity and monotonicity and requires no additional smoothing. Unless a scheme
which employs smoothing/filtering can be shown to be more accurate than this
third order approach it is difficult to see a strong case for using filtering on fixed
Eulerian grid Vlasov solvers. Such techniques will however continue to be vital for
semi-Lagrangian methods where 2D generalizations of a dimensionally unsplit PPM
method would be cumbersome. We do however note that the third order positive,
but not monotonicity preserving, scheme used by Filbet et al. [FSB01] has already
been shown to be almost as accurate as cubic spline semi-Lagrangian methods any-
way. There is therefore a very strong case for the third order accurate, positivity
and monotonicity preserving PPM method proposed in this chapter.
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4.7 Solving DCE instead of Poisson
There has been some interest [HF01] in developing codes that solve DCE Eq. (2.32)
instead of Poisson’s equation since using DCE leads to a scheme that is easier to
parallelize efficiently. We note, however, that using DCE may introduce a systematic
error into the electric field which might significantly change the results. It is therefore
important to check that the results we obtain are independent of which of the two
equations we use to close the system algebraically. The time splitting that we use
is:

































Explicitly, this notation is equivalent to:
• Evolve ∂tf + v∂xf = 0 for a time ∆t/2.
• Solve ∂tE =
∫
v(f − f̄)dv for a time ∆t/2
• Evolve ∂tf + E∂vf = 0 for a time ∆t.
• Again solve ∂tE =
∫
v(f − f̄)dv for a time ∆t/2
• Finally evolve ∂tf + v∂xf = 0 for a time ∆t/2.
Here we make a comparison between using DCE and Poisson’s equation by
considering the bump-on-tail example, with one species, using the PPM method on
a (128,128) grid up to t = 2000.
At each time step, we compare the fundamental component of the electric field
obtained from DCE to the value computed from Poisson’s equation for the system
at that time. The relative error in |E1| is always less than 0.15% and the phase error
is always less than 0.001 radians. In Figure 4.10, we have plotted |E|max against
t ∈ [1900, 1903] both for the time stepping method given here and for the time
stepping method used in the comparison of the different advection algorithms. We
note that there is a time-shift of 0.05, which corresponds to approximately 1% of

















Figure 4.10: |E|max vs. time for the bump-on-tail example. The solid line is from
the method used when comparing the various advection algorithms; the dashed line
solves DCE. We note that the only discernible difference is a time shift of about 1%
of a plasma oscillation period.
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accuracy. However, for electrostatic problems one should still of course check the
accuracy against Poisson as a diagnostic.
4.8 Numerical solution of the VM(BB) equations
4.8.1 Time splitting
In this thesis we wish to solve the Berk-Breizman augmentation of the Vlasov-
Maxwell equations, the so-called VM(BB) system, as given by Eqs. (2.33) and (2.39).
As discussed in Sec. 2.2.2, for these equations there exists no analogue of Poisson’s
equation, and so it is not possible to calculate the electric field E(x, t) as a function
of a given distribution function f(x, v, t). We are therefore obliged to solve for









Y4[(f, E)] = (−νa(f − F0), 0) (4.22)
The time splitting then used is



































This scheme reduces to the Vlasov-DCE scheme Eq. (4.19) in the case νa = γd =
0. Benchmarking of this scheme against other numerical methods is not possible
because no other quantitative results exist.
4.8.2 The recurrence phenomenon
If the electric field is very small, the particles are free streaming : they experience
phase space advection only in the x-direction. Therefore the phase space line v = vj
keeps recovering the same state with period T = L/vj . Since we are working on
a discrete uniform Eulerian grid, the system then develops an unphysical temporal
periodicity under this spatial advection: the phase space lines are regularly spaced
at a distance ∆v, so the entire grid is periodic with the period TR ≡ L/∆v (i.e. the
period of the phase space line with smallest non-zero |v|). This phenomenon is known
as recurrence and TR is called the recurrence time. Note first that recurrence only
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occurs when the particles are free streaming. This is the case when the advection
in the v-direction is small compared to the advection in the x-direction so that
E TR . ∆v, where E is some measure of the average electric field amplitude. Second,
the addition of distribution reconstitution to the Vlasov equation gives our system a
finite memory of length ∼ ν−1a . So, given our other choices of numerical parameters,
in particular Nv = 1025, the recurrence time TR = 1344 ω
−1
p , and the numerics will
only show this recurrence if E . 5 × 10−5 and νa . 2 × 10−3.
4.8.3 Choice of coding parameters
We wish to test whether our choice of coding parameters applied for the produc-
tion of results in Chapter 3 is appropriate. In particular, we wish to check that
the numerical results converge as the resolutions in space, velocity, and time are
increased. Moreover we wish to verify that the values that we have chosen, specif-
ically Nx = 128, Nv = 1025, and ∆tmax = 0.1, give sufficient accuracy that the
correct qualitative features of the time series A(t) corresponding to any particu-
lar value of the physical parameters (γd, νa) are recovered and moreover that some
degree of quantitative convergence has been achieved. The success of this second
objective is measured here only by eye; there has been no attempt to quantify rates
of convergence, for example.
In this section we display the results for three particular parameter values
that are chosen to be near the boundary between two regions of different quali-
tative behaviour, for which it is helpful to recall the structure of the bifurcation
diagram shown in Fig. 3.2. This choice is made since (a) it is important that the
choice of coding parameters should not govern the qualitative nature of the sys-
tem’s behaviour or the bifurcation path in parameter space, and (b) we presume
that it is on category boundaries that the system behaviour is most sensitive to the
choice of coding parameters. We remark that the condition for the robustness of
the categorization diagram Fig. 3.2 is much less stringent than the condition for the
quantitative convergence of time series.
No attempt has been made here to perform benchmarking within the chaotic
region. The observed sensitive dependence on initial conditions implies that one
would not expect to achieve quantitative agreement between time series generated
72
using different coding parameters over long times, even at very high resolutions.
However, one might certainly expect measures of chaos (such as the Lyapunov ex-
ponent measured in 3.2.2) to be robust.
4.8.3.1 Steady state / damped boundary (γd, νa) = (3.1, 0.01)
This point is chosen to be near the linear stability threshold γ = 0 as computed
from the dispersion relation Eq. (2.53). It is just in the steady state region. The
growth rate γ = −0.0015 is calculated using the dispersion relation solver presented
in Appendix C.2 We refer to the results shown in Fig. 4.11. (The underline in each
of these figure captions denotes on which side of the relevant boundary the point
lies.)
(a) Varying the velocity space resolution. At Nv = 257, recurrence effects dominate
and the wrong qualitative behaviour is produced. At Nv = 513, the correct quali-
tative behaviour is recovered, but there is still significant quantitative error. As Nv
is further increased, the time series converges quantitatively at the resolution of the
graphical plot.
(b) Varying the temporal and spatial resolutions. We find that neither an increase
in the numerical parameter ∆tmax (corresponding to an increase in λmax: refer to
Eq. (4.12)) nor an increase in the number of points in x space leads to a significant
quantitative change in A(t). We infer that our choices of ∆tmax = 0.1 and Nx = 128
provide sufficiently high resolution for convergence.
4.8.3.2 Steady state / damped boundary (γd, νa) = (1.5, 0.07943)
This point is similarly near the line γ = 0; however in this case it is just in the
damped region. In this case, we know from the dispersion relation Eq. (2.53) that the
growth rate γ = 1.50×10−3 and therefore that for long times A(t) ∝ exp(−0.0030t).
We refer to Fig. (4.12).
(a) We vary Nv and observe that the correct growth rate and amplitude are both
recovered correctly even at the relatively low resolution Nv = 257. (b) We change the
time step and observe that, whilst decreasing it has no effect on the result, increasing
it produces the wrong growth rate. Therefore our chosen time step ∆tmax = 0.1
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is sufficient. We also recover the correct growth rate with half the number of grid
points. So we infer convergence at Nv = 257, Nx = 64, ∆tmax = 0.1.
4.8.3.3 Periodic / chaotic boundary (γd, νa) = (2.8, 0.01122)
Although we believe that the point (γd, νa) = (2.8, 0.01122) is within the periodic
region, it is very near the boundary with the region of chaotic behaviour. As a
result, we expect more difficulty in achieving quantitative convergence. We refer to
Fig. (4.13).
(a) Reducing Nv → 513 produces a clear quantitative difference in the time series.
We make the judgement that the increase Nv → 2049 does not produce a significant
quantitative change. (b) Increasing the time step ∆tmax → 0.25 produces a signifi-
cant qualitative error. Neither decreasing the time step nor doubling the number of
spatial grid points has a significant quantitative effect and so we infer convergence
at Nv = 1025, Nx = 64, ∆tmax = 0.1.
4.8.3.4 Within the periodic region (γd, νa) = (1.0, 0.03162)
For points (γd, νa) far from category boundaries, we find even better quantitative
agreement between time series generated with differing coding parameters than for
the points near category boundaries considered here. This final example demon-
strates this with a point in parameter space from the middle of the periodic region.
We refer to the results shown in Fig. (4.14). The time series are phase-shifted by a
best-fit choice of τ . The reductions in Nv → 257 and ∆tmax → 0.25 require a phase
shift that is judged to be significant. So we infer convergence at Nv = 513, Nx = 64,
∆tmax = 0.1.
4.9 Summary of numerical development
The objective of this chapter has been to develop an algorithm that efficiently and
accurately solves the VM(BB) system of equations (2.33) and (2.39). A large part
of this chapter is devoted to the development of a fast accurate solver of the Vlasov-
Poisson system of equations. A systematic comparison of a range of Eulerian grid
based solvers shows that the Piecewise Parabolic Method (PPM) of Colella and
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Woodward [CW84] is ideal as the advection solver component of such a method.
This is then applied through the Strang time splitting employed in the original
work by Cheng and Knorr [CK76].
We proceeded in Sec. 4.7 to show that we obtain no inconsistency in our results
by solving for DCE instead of Poisson. In Sec. 4.8 we showed how the time splitting
may naturally be adapted to solve the full VM(BB) system of equations. The choice
of coding parameters that we have used for our main simulations in Chapter 3 has
then been rigorously tested.
We stress again that whilst the emphasis here has been to develop an accurate
and computationally cheap solver of the VM(BB) equations, the methodology that































Figure 4.11: Benchmarking near the steady state / damped boundary at (γd, νa) =
(3.1, 0.01). Time series A(t) for physical parameters (γd, νa) = (3.1, 0.01) and various
coding parameters. (a) We vary Nv and observe quantitative convergence (at the
resolution of the plot) at Nv = 1025. (b) We lower the resolution in both time and
































8 × 10-7 exp(-0.003 t)
Figure 4.12: Benchmarking near the steady state / damped boundary at (γd, νa) =
(1.5, 0.07943). We vary various coding parameters and infer convergence at Nv =
257, Nx = 64, ∆tmax = 0.1. In this case we know that the system is linearly stable





































Figure 4.13: Benchmarking near the periodic / chaotic boundary at (γd, νa) =
(2.8, 0.01122). Near the chaotic region we expect particular difficulty in achieving
quantitative convergence. However, we observe convergence in this case at Nv =
















Nx = 64, τ = 2
∆tmax = 0.25, τ = -8
Nv = 257, τ = 19
Nv = 513, τ = 0
Nv = 1025, τ = 0
Figure 4.14: Benchmarking within the periodic region at (γd, νa) = (1.0, 0.03162).
The phase shift τ is chosen for best fit between the various time series. Varying the





In this thesis, we have reported new numerical techniques which, using modern
computer resources, make it possible to generate accurate self-consistent solutions
for the fully nonlinear Berk-Breizman augmentation of the Vlasov-Maxwell system.
For the first time, the full range of (νa, γd) parameter space has been explored, and
the corresponding system behaviour categorised into one of four types: damped,
steady state, periodic and chaotic. This classification is achieved by analysing the
time dependence of the total electric field energy. Further physical understanding is
aided by the deployment of numerical diagnostics in (x, v) phase space. Our results
confirm Berk and Breizman’s qualitative expectations of the system’s time evolution,
but our work permits precise definition of the boundaries between different types
of behaviour and even quantitative analysis within regions of similar behaviour.
Examples include the measurement of the periods of periodic orbits, investigation
of global bifurcations such as period doublings, and the computation of Lyapunov
exponents within the chaotic regime.
The key to this progress has been the development of a Vlasov-solver algorithm
based on timestep decomposition of the equations according the Strang splitting for-
mula, followed by computation of the separate advections by the Piecewise Parabolic
Method. We have shown in Chapter 4 that this method performs extremely well in
systematic competition with other Eulerian grid schemes as a solver of the Vlasov-
Poisson system. The Vlasov equation leads to filamentation in phase space, with the
creation of structures of ever decreasing size. This method’s correct treatment of
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short scale lengths, and in particular its properties of montonicity preservation and
non-accentuation of already existing extrema, lead to it being both computationally
affordable and numerically accurate. Correct treatment of short scales further im-
plies that the correct large-scale phase space structure (such as the size and position
of phase space holes) is correctly obtained at much lower grid resolutions than is
possible with other methods (see Fig. 4.7).
The algorithm on which the Vlasov-Poisson code is based is easily adapted to
solve related problems. In this thesis, we have shown that the DCE can be used
reliably instead of Poisson’s equation without the introduction of significant phase
errors (Sec. 4.7). It was then simple for us to adapt the algorithm further to solve
the full system of equations in which we have captured the Berk Breizman Aug-
mentation of the Vlasov-Maxwell system (Sec. 4.8.1). My VM(BB) code has been
extensively benchmarked to show that the coding parameters used in simulations
provide sufficient resolution for numerical convergence (Sec. 4.8.3).
Previous work relating the BB model to experimental data has been restricted
to using a linear truncation of the BB model that allows for the presence of only
one mode. The approach described in this thesis will permit a direct quantita-
tive and systematic comparison of the results predicted by the fully nonlinear BB
model and data from experiment. Preliminary work [FBB+98,HFS00] has already
shown that there is a connection between the behaviour of the BB model and the
behaviour of experimental systems; however the quantitative nonlinear comparison
made possible by our code is important because, instead of just being able to decide
the effective (γd, νa) values of the experimental plasma, it will be possible to start
making deductions about mechanisms at work in the real plasma based on observa-
tions of the structure of the simulated system’s phase space. However, this is not
a simple extension of the current work. Rather, it will involve extensive analysis of
the available experimental data and then feeding the resulting understanding of the
experimental physics into the choice of VM(BB) parameters.
The combination of efficient numerical algorithms and physically well-motivated
paradigmatic models opens the way for the direct quantitative investigation of other
phenomena observed in fusion plasmas that are not currently well understood. For












Figure 5.1: A multiple mode scenario. The solid line shows how the spatially averaged
distribution function f0(v) is characteristically flattened at the phase velocities of several
modes; the original distribution is shown by the light dotted line. We wish to establish
under what conditions, and in particular at what mode amplitudes, might the distribution
represented by the solid line cascade into the distribution shown by the dashed line. This is
of interest because the mode overlap and subsequent cascade leads to a large energy release
(related to the area between the various curves) from the energetic particle population.
be understood in a theoretical picture that allows for the presence of many spatial
modes. Such a scenario is illustrated in Fig. 5.1: the excitation of four modes leads
to the flattening of the particle number distribution in velocity space at the four
phase velocities (represented by the solid line). However, as the amplitudes of the
modes increases, the mode flattening may stretch across the entire velocity region
(as shown by the dashed line). Such mode overlap releases a large amount of en-
ergy from the particles to the wave modes. This problem of many modes has in
the past been addressed by, for example, continuum harmonic approximations such
as quasilinear theory [VVS61, DP62]. (Quasilinear theory makes a random phase
approximation whose general applicability is not well proven. Indeed, it has been
shown that there are regimes in which the results provided by quasilinear theory
require significant correction [LP80].) In principle the current code could already
be used for multiple mode simulations by massively increasing the spatial period.
However, as the resulting run times would be very long and impractical, a signifi-
cant amount of code development would be required to address these problems. This
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would probably involve parallelisation across many processors and optimisation such
as avoiding calculating the dynamics of strongly damped modes.
We have described in this thesis a fully nonlinear self consistent model of the
interaction between energetic particle populations and collective wave modes, and
how we have quantitatively solved and analysed this model. We predict that other
experimentally observed phenomena such as chirping [M+99] could be described
by models similar in framework to this BB model [BBC+99]. We envisage that
quantitative comparison between these theoretical models and experiment will lead
















































We wish to classify a large number of time series into one of the following four types:
damped, steady state, periodic, and chaotic. (Refer to Sec. 3.2.1 for definitions of
these categories.) The series that we are interested in happens to be electric field
energy density, as defined by Eq. (3.3), against time. However, the procedure that we
describe below is effective for any bounded A(t). (Recall that we show in Sec. 2.2.3
that the electric field energy is bounded.
Sometimes it is possible to categorise a time series into one of these four types
by eye. However, we wish the categorisation to be quantitative. Moreover, we need
to classify over a thousand time series. This calls for an automated system.
Suppose the computational time step of the simulation is ∆t. Then the raw
data from the simulation is a series of ordered pairs (j∆t, A(j∆t)), 0 ≤ j ≤ jmax,
where jmax is determined by the end time of the simulation. A subset of this raw
data is used in the categorisation procedure: in the analysis we consider a time
window 0 < tmin < tmax, with A(t) sampled with a period δt (which may be larger
than the computational time step ∆t). We aim to choose tmin sufficiently large that
transient behaviour has died out before the start of the analysis time window. We
note that this is not always possible to guarantee and discuss below the impact of
this difficulty on categorisation. We have tmax − tmin = (N − 1) δt for some positive
integer N so that we have N data points Aj = A(tmin + j δt) where j ∈ [0, N − 1].
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Then we can define
• the mean value 〈A 〉 = ∑N−1j=0 Aj/N ,
• the global minimum Amin = minj{Aj} and maximum Amax = maxj{Aj},
• the set labelling local minima Smin = {j ∈ N : Aj < min{Aj±1}}, and similarly
Smax.
For any 0 < j ≤ N/2, we define the correlation window length Nj to be the
largest integer such that Nj ≤ N/j and the window function by Bi = Al − 〈A 〉


















The overall correlation R = maxj{Rj}. We save time in the computation of R by
making the assumption that Rj will be large only when j corresponds to the time
difference between local extrema. We have chosen tmin = 1000 ω
−1
p , tmax = 3000 ω
−1
p
and δt = 0.5. We then proceed through the following decision tree:
1 IF 〈A 〉 < ε1 = 10−12 THEN damped
2 ELSE IF A(t) is monotonic AND (Amax − Amin) /〈A 〉 < ε2 = 5% THEN steady
state
3 ELSE IF A(t) is monotonically decreasing THEN damped
4 ELSE IF
(a) the system is oscillating about a value to which it is tending (i.e. for all
i > j, (i, j ∈ Smin ⇒ Ai < Aj) AND (i, j ∈ Smax ⇒ Ai > Aj)), OR
(b) (Amax − Amin) /〈A 〉 < ε3 = 1%, OR
(c) (Amax − Amin) < ε4 = 10−9
THEN steady state
5 ELSE IF R > 1 − ε5 = 75% THEN periodic
6 ELSE IF number of extrema is not less than four THEN nonperiodic
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We note that this decision tree cannot correctly classify periodic behaviour
if the period is greater than half the length of the sampling window - it is either
classified as nonperiodic or not classfied at all. Similarly, working with simulations
of finite time, we cannot guarantee that the system will not at some later time settle
down to a periodic orbit, for example. Given more computer time, one could run
longer simulations and increase the threshold correlation value. As a result, the
choice of correlation threshold is the most difficult to make. The behaviour of the
system on the border of the periodic region is complicated, as discussed above, and
we are subject to both the numerical issues just outlined.
Despite these limitations, this algorithm provides a fast, efficient and reliable
method for automating the quantitative categorisation of time series. In Chapter 3,




Both the algorithms described in this appendix are solvers of the linearised Landau-
type dispersion relation Eq. (2.53) (restated below in Eq. (C.1).
The first algorithm tells us about the linear stability of a particular system.
That is, given a distribution F0(v) and BB parameters γd and νa, it tells us the
most positive growth rate γ and associated frequency ω. This algorithm is used to
calculate growth rates in Sections 4.6.1 and 4.8.3.1.
The second algorithm calculates the linear stability threshold (i.e. the curve
γ = 0) in (γd, νa) parameter space. It does this by being given a value for νa and
then solving for γd and ω. It is used to generate the linear stability threshold curves
in Figures 2.3 and 3.2.
The third section in this appendix describes the an integration routine with
error checking. This routine is a critical component of both the dispersion relation
solvers.
C.1 Dispersion relation solver I: solving for frequency
ω and growth rate γ
Recall the dispersion relation Eq. (2.53) obtained for the Berk-Breizman augmenta-
tion to the Vlasov-Maxwell system of equations:




(γ′ + νa) + i (kv − ω′)
dv (C.1)
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where Γ is the appropriate Landau contour (see Clemmow & Dougherty [CD69] pp.
247-9). We recall also that this equation has many solutions (γ ′, ω′), but there exists
a maximum γ′ (which we denote by γ) for which a solution exists. The frequency
corresponding to γ ′ = γ we denote by ω. Given a parameter pair (γd, νa), we seek
the solution (γ, ω).
We split Eq. (C.1) into real and imaginary parts, and into the parts from the




(γ′ + νa) v dvF0
(γ′ + νa)2 + (kv − ω′)2




(kv − ω′) v dvF0
(γ′ + νa)2 + (kv − ω′)2
dv −=(z) − ω′ = 0 (C.3)

















if γ′ + νa < 0.
(C.4)
and the (complex) ”phase velocity” vφ satisfies
kvφ = ω
′ + i(γ′ + νa) (C.5)
Our numerical method for the solution of this equation is based on finding
intersections of the lines K = 0 and J = 0 in (γ ′, ω′) space.
We begin by considering a rectangular region in phase space γmin < γ
′ < γmax,
ωmin < ω
′ < ωmax. Each side of this rectangle is divided into Nd subdivisions,
creating N2d rectanglar subregions. Such a region is illustrated in Fig. C.1; in this
example Nd = 4. For each of the N
2
d subdivisions (one of which is shaded in the
figure), we evaluate J(γ ′, ω′) and K(γ′, ω′) at each of its corners. (The integral terms
are evaluated using the method described in Sec. C.3. However, we do not permit
an attempt at evaluating the integrals below some chosen minimum value of (γ ′+νa)
since the number of nodes required becomes unreasonably large as (γ ′ + νa) → 0.)
Then we ask two questions:
1 Do all the corners of the subregion have values of K with the same sign?






Figure C.1: A region in (γ ′, ω′) space showing a shaded subregion and its corners
(at which J and K are evaluated). Suppose that on the dotted line K = 0 and on
the dashed line J = 0. Then the shaded subregion is discarded because K has the
same sign at all its corners (even though J does not). The subregion below and to
the right of it, however, has changes of sign of both K and J on its corners, and so
it is subdivided as shown. At the next level, the bottom right of the subsubregions
will be the only one not discarded.
If the answer to either question is “yes”, then we discard the subregion. Otherwise
we subdivide the subregion yet again (a subdivided subregion is illustrated in the
figure) and repeat the process.
We stop either when no more subregions remain (in which case we say that
no solution exists within the original rectangular region) or when the size of the
subregions is less than some small tolerance size. Recall that we are interested in
the solution with the most positive value of γ ′. We note that
• if the first level of subregions is not sufficiently small, then this method may
not find some solutions We choose Nd = 100 for the first level to minimise this
being a problem; thereafter it is fastest to choose Nd = 2.
• if the size of the final level subregions is not sufficiently small, then this method
may report solutions which do not exist, although this becomes increasingly
unlikely as the tolerance value is decreased.
Despite these potential problems, in practice this two dimensional interval bi-
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section method has shown itself to be a fast and reliable solver of the dispersion
relation Eq. (C.1).
C.2 Dispersion relation solver II: solving for the linear
stability threshold γ = 0
We wish to solve γ = 0, given νa > 0, for unknowns ω and γd. In this case Eqs.






ν2a + (kv − ω′)2





(kv − ω′) v dvF0
ν2a + (kv − ω′)2
dv − ω′ = 0 (C.7)
We note that the equation for J is independent of γd. So we solve J = J(ω
′) = 0 by
interval cutting (again choosing many subdivisions for the first cut and then fewer
for later cuts) and then substitute for ω′ into Eq. (C.6) to find γd. We use again
the integration technique detailed in Sec. C.3. We record the solution ω ′ which
maximises the corresponding value of γd.
C.3 An integration technique with error checking
All the dispersion relations in this appendix are of integral form. It is therefore
crucial that we have a reliable and numerically efficient way of computing integrals,
and in particular integrals of functions with large gradients. The method described
here uses two forms of the trapezium rule to put a tolerance on the error of the
numerically computed integral. If the error is too large, then we sample the function
at more points. What makes this method efficient is that, as we move to higher
resolution, we find that we have already sampled the function at many of the points
about which we need to know.
Suppose we wish to know I =
∫ b
a U(x)dx. Then, choosing some N À 1 so that














= I + O(∆x3) (C.8)
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= I + O(∆x3) (C.10)
If |I1 − I2| is less than some tolerance value, then we say that the trapezium
rule result has converged. Otherwise we double the number of sample nodes, i.e.
N → 2N , ∆x → ∆x/2, and reevaluate I1 and I2.
Note that when we double the number of nodes, we take advantage of the
fact that we have already computed for I2 almost all the values we need for the
computation of I1 with double the number of points.
This method has the advantage of being extremely simple, as well as being
robust to the choice of integrand.
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