The stability and performance robustness analysis for a class of uncertain nonlinear systems with bounded structured uncertainties are characterized in terms of various types of nonlinear matrix inequalities (NLMIs). As in the linear case, scalings or multipliers are used to find Lyapunov functions that give sufficient conditions, and the resulting NLMIs yield convex feasibility problem. For these problems, robustness analysis is essentially no harder than stability analysis of the system with no uncertainty. Sufficient conditions for the solvability of related robust synthesis problems are developed in terms of NLMIs as well.
Introduction
In this paper, the robustness analysis and synthesis problems for a class of nonlinear systems subject to bounded structured dynamic uncertainties are addressed. The robustness analysis is to determine that under what conditions for the nominal system, the uncertain system is stable and/or satisfies some performance for all admissible uncertainty, while the robustness synthesis problem is to decide under what conditions there are feedback control laws for the uncertain systems such that the closed loop uncertain systems have the required robustness, and then design the control law.
There have been a lot of research activities in the robustness analysis and synthesis since the small-gain theorem was introduced by Zames and Sandberg in the 1960's [5, 4, 6, 18, 15, 171. These characterizations about the analysis of robust stability and performance for uncertain systems, which are treated in the input/out,put setting, are essentially reduced to system gain analysis. For linear systems, the &-stability and HW-performance robustness is further characterizedin state-space as LMIs by the use of KYP lemma [13, 16, 9, 15, 1, 31.
In this paper, we give state-space characterizations of stability and performance robustness for uncertain nonlinear systems, and consider both analysis and synthesis problems. By robust stability, we mean that the feedback system is asymptotically stable for each admissible uncertainty; the robust performance means that the uncertain system is asymptotically stable and has &-gain 5 1. The treatments of the robustness issues in this paper are motivated by the small gain theorem and its recent extensions, together with the LMI characterization of results in the linear case. As in the linear case, scalings or multipliers are used to find Lyapunov functions.
All of the conditions are characterizedin terms of nonlinear matrix inequalities (NLMIs), which are natural generalizations of the linear matrix inequalities (LMIs) that appear in linear robustness analysis and synthesis.
The NLMI characterizations offer certain potentially attractive computational features. In particular, like the linear case, the NLMIs trivially give convex conditions on the unknowns and essentially make robustness analysis computation no more difficult than stability analysis with no uncertainty. Unfortunately, unlike the linear case, the NLMI conditions involve neither a finite number of unknowns nor a finite number of constraints, as would be expected from consideration of computation of Lyapunov function for nonlinear systems. Thus the computational advantages of NLMIs are far less immediate than for LMIs. Clearly, much additional work will be needed on the computational aspects, by exploring special classes of nonlinear systems or by developingfinite-dimensional approximations to these infinite dimensional problems.
The rest of the paper is organized as follows. In section 2, some (NLMI) results about &-gain analysis for nonlinear systems are reviewed. In section 3, the stability robustness with structured uncertainty is characterized. In section 4, the robust performance analysis is conducted. In section 5, the robustness synthesis problem is discussed; just the state feedback performance robustness synthesis problem is treated. 
Proof
Define j ( s ) = g(x)Q-'l2 and i(x) = Q 1 I 2 h ( s ) . By Schur complements argument, the above inequality (3.4) is equivalent to the following HJI:
for all x E X \ ( 0 ) . Take V as defined in the statement, and define C = Q 1 l z u and $ = Q 1 l z y , then (3.6) I 11~(t)1I2 -Ils(t)l12 + fi(+ Denote Q 1 I 2 := DIAG{q1T,qzI,...,qhrI} E V. From the Assumption 3.1, for each A E BA, there is a positive definite function U, : X , + R + for nonlinear system q,A,q,-' for each i E {1,2,. . . , N} such that
Wt) I Ilit(t)l12 -llC,(t)llZ (3.7)
where C, = q,u,, 5, = q,y, and E, is the state vector of A, on X , . a Lyapunov function for the feedback system, and the system is asymptotically stable. Therefore, the uncertain system is robustly stable. 0
Performance Robustness Analysis
Consider the following feedback uncertain system. W where w is some external disturbance vector, and it is assumed w E L ; ( R + ) ; z is the regulated signal vector. The nominal plant G has the following input f f i e realization
that k l l ( z ) = 0 to guarantee the well-posedness of the feedback structure; the admissible uncertainty structure is described by the bounded structured set B A defined in (3.2), the scaling matrix set V is defined in (3.3).
.: In this section, we will examine under what conditions, the uncertain system depicted above has robust performance. Define
We first have the following result about robust performance analysis, in which the scaling manipulation is conducted as did in the last section. 
Using Schur complements argument and the inequality (4.2) is equivalent to the following two inequalities.
for all z E X \ ( 0 ) . Take V as defined in the statement; define where C, = PIU,, 6, = Pry, and E, is the state vector of A, on X,. Therefore,
for all T E R t , i.e., the feedback system has &-gain 5 1.
Next, we consider the asymptotic stability for w = 0. In this case, (4.7) becomes ( E l , t , O ) . By LaSalle's theorem, W : X x X i X . . . X X N -R t is a Lyapunov function for the given closed loop system, and the system is asymptotically stable. Therefore, we conclude that the uncertain system is of robust performance.
0
Next, we further relax the condition for the last theorem to get an alternative characterization for the robust performance of the depicted uncertain system with nominal system (4.1). 
The solution f o r all possible u ( t ) under the constraint z ( t ) = 0 satisfies z ( t ) = 0 for all t E R t .
It is noted that in the linear case, the above assumption corresponds to the condition that the system has no transmission zero. We just take the performances robustness synthesis problem as an example, the robust stabilization problem can be done similarly. Technically, we closely follow the treatments in [19, 10, 111. Just the state feedback solutions are provided; the output feedback case can be done similarly by just modifying the treatments in [2, 10,111. The robust stabilization with unstructured uncertainty is considered in [20] .
Consider an uncertain system which has the following feedback structure. It is assumed k l l (z) = 0 to insure the well-posedness of the feedback structure. In this section, the state vector z of the nominal system is directly measured, i.e., ym = I ; the admissible uncertainty structure is a bounded structured set BA defined in (3.2).
The scaling matrix set 2) is defined in (3.3) .
The performance robustness synthesis problem by state feedback is defined as follows. Next, we consider two cases about robustness synthesis by state feedback. Basically, the characterization follows from a two-step treatment: (i) Characterize the &-gain of the state feedback system by theorem 4.2 in terms of an NLMI, which depends on the state-feedback; (ii) characterize the NLMI without the feedback.
State Feedback Solutions
Define Consider the uncertain system with the nominal plant as (5.1).
The following structural constraints are imposed for simplicity. 
Moreover, if (ii) is true, then a state feedback function K ( x ) makes ( i ) true is as follows.

Proof
ing Hamilton-Jacobi in equality, Note that the NLMI in statement (i) is equivalent to the follow-
for all z E X \ (0). By the same arguments as in [lo, Theorem 4.11, the conclusion follows.
0
The main result in this subsection is stated as follows. 
G.:( By theorem 4.2, the closed loop uncertainsystem satisfies robust performance.
Note that the above characterization is not convex in general. In the next subsection, we will give a convex characterization which have some promising computational properties. 
A Convex Characterization to State Feedback
X-RnXn and a positive definite matrix p E D such that the following NLMI holds:
Next, we pursue the f i s t issue, the second one is considered in (111. The technique used here is similar to that in Ill]. We first considerthe solutionof (6.1). Suppose f ( z ) = A ( z ) z , g ( z ) = B(z), If ( P ( z ) , Q ) is a solution to (6.2), then ( P ( z ) z , Q ) is a solution to (6.1). In this subsection, we need to find a C O matrix-valued function P : X+RnXn and a positive definite matrix Q such that ( P ( z ) , Q ) satisfies NLMI (6.2).
A ( i ) X ( = ) + X ( z ) A T ( = ) + B T ( c ) Y f l ( i ) X ( r ) C T ( z ) + B ( z ) Y D T ( r )
BT(z) [ C ( r ) X ( r ) + D ( = ) Y E T ( r ) D ( z ) Y D T ( r )
-Y (5.6) h ( z ) = C ( z ) x , k(z) = D ( x ) , andp(x) = P(z
Solutions to NLMIs
Under some the existence of positive definite solution P : X+RnXn to an NLMI is justified by using [7, lemma 41 in [11, 121. In the following, we consider inequd-
is continuous and satisfies
Use the similar arguments in [11, 11. 0 It is noted that the NLMI (5.6) is &e in unknown P(x) and Q .
We have following theorem which gives convex characterizations for robust performance synthesis by state feedback. 
Computational Issues for Robustness
We address computational issues for robustness analysis and synthesis in this section. From the development of the theory in the last three sections, it is noted that the computation about robustness analysis and synthesis involves solving some NLMIs. To be more concrete, we take the following NLMI with respect to ( V ( z ) , Q ) 
Check if there is a Lyapunov function V : X+R+ such that
for I E X.
*€I SEI
The last equality holds since the sum is finite for each x E X.
Thence, the constructed smooth matrix-valued function P : X+Rnxn in (6.6) is positive definite and is a solution to M ( P ( x ) , Q , z ) < 0.
0
Y m
Remark 6.2 From the above proof, it follows that the dolotions to NLMIs can be obtained by considering a sequence of LMIproblema which lead to local constant solutions. It is noted that if X is bounded, the number of the involved LMIs is finite. However, as we mentioned before, the existence of the solutions is not enough to g e t the required conclusion, additionally a Lyapunov function should be exist as discussed in detail in Ill].
A nice convex property for NLMh is stated by the following proposition whose proof is easy and omitted here. There exist positive solutions ( Q , P ( z ) ) to the above two inequalities; they satisfy Q = 1 and $e-Z < P ( x ) < e-=. Therefore, the &gain for the closed loop system 5 2-f i e for all c < 1, which in turn implies the &-gain 5 5 for all admissible As.
