Abstract. Public transport optimisation is becoming everyday a more difficult and challenging task, because of the increasing number of transportation options as well as the increase of users. Many research contributions about this issue have been recently published under the umbrella of the smart cities research. In this work, we sketch a possible framework to optimize the tourist bus in the city of Barcelona. Our framework will extract information from Twitter and other web services, such as Foursquare to infer not only the most visited places in Barcelona, but also the trajectories and routes that tourist follow. After that, instead of using complex geospatial or trajectory clustering methods, we propose to use simpler clustering techniques as k-means or DBScan but using a real sequence of symbols as a distance measure to incorporate in theclustering process the trajectory information.
Introduction
Trajectory clustering algorithms [24] group similar trajectories into groups (clusters), thus discovering common trajectories. These methods are different from geospatial clustering [38] . This latter clustering methods group similar objects (points in an Euclidian or geodesic space) based on their distance, connectivity, or relative density in the space.
Since geospatial clustering methods are in general easier than trajectory clustering algorithms, they has been employed in the field of spatial analysis for years. Spatial clustering is the process of grouping similar objects based on their distance, connectivity, or relative density in space. Thanks to that, such methods prevail over trajectory clustering algorithms in pattern recognition smart cities applications, such as public transport optimization. The main problem behind the use of geospatial clustering methods for this purpose is that patterns (most of times trajectories) must be built over geospatial clustering results. To do that, expert knowledge is usually required making this approach less useful for big cities and highly dynamic city environments.
Since trajectory clustering algorithms include by definition all the trajectory information, it is possible to adjust these algorithms to reduce the expert's time to take the decision about which global trajectories are the most interesting ones. In addition, trajectory clustering algorithms can help the data practitioners to discover common sub-trajectories inside a cluster. This information can be very valuable in many applications, especially if we have regions of special interest for analysis inside a big city, such as, the city centre or certain regions with a high number of touristic attractions or city services.
All trajectory clustering algorithms are based on computing a distance assuming that trajectory elements are represented by means of space coordinates. This lack of element semantics makes that clusters construction only considers space similarities. In this paper, we would like to study how to convert trajectory coordinates to symbols, in such a way, we can include semantics inside the trajectory elements. Therefore, it will be possible to group similar trajectories considering the nature of their elements, for instance if they are touristic attractions, city services, restaurants, etc. The main drawback of this approach is that it is required to define an appropriate distance for this type of sequences.
In this paper we propose to use the Optimal Symbol Alignment (OSA) distance [18] for semantic-aware trajectory clustering. To do that, we would like to integrate it into the clustering framework ELKI [1] to perform some experiments using trajectories about tourists visiting Barcelona.
Paper Organization
The rest of this paper is organized as follows. Firstly, in Sect. 2 we introduce some basic concepts about sequences of symbols distances. We also provide a complete definition of the Edit and OSA distances. Then, in Sect. 3 we provide a taxonomy for the currently used clustering algorithms, as well as, some implementation decisions we have already taken. In Sect. 4 we describe how we have obtained the data required for our clustering analysis using several social network services. Later, in Sect. 5, we mention several computational issues we must consider due to the high amount of data available. Finally, Sect. 6 depicts the following steps in our proposal.
Distances for Sequences of Symbols
Comparison functions for sequences (of symbols) are important components of many applications, for example clustering, data cleansing and integration.
For this reason, there is a lot of work in computing similarities among sequences of symbols [8, 15, 29] . However, the similarity measures presented in most of those works either do not fulfil the mandatory conditions to be a real distance (most of the times, because the triangular inequality does not hold) or do not contain a proof for that. Formally, a distance function d must satisfy the following properties: To the best of our knowledge, there are only three sequence measures that fulfil these conditions: the Hamming distance [17] , the Levenshtein (Edit) distance [25] and the OSA Distance [18] . The remaining measures are similarity functions instead of real distances because they do not comply with the triangular inequality (or this is not proved). For this reason the application of such measures to the scenarios where having a metric space is a must, such as metric spaces [5] , clustering [19] or k-nearest neighbors algorithms [6] , becomes unfeasible from a theoretical point of view.
The Hamming and Edit distances present also some problems. For instance, the Hamming distance can only be applied to sequences of the same length, while the Edit distance has a large, both practical and theoretical, complexity (O(n 2 )). For these reasons many similarity measures have been developed, albeit sacrificing some of the mandatory properties of a distance. For example, the Jaro-Winkler distance [21] is very efficient in terms of practical computational cost when the compared strings are not too large. Therefore, it saves execution time (when compared to Edit distance) in applications where there are many comparisons to be done.
Edit Distance
The Edit distance [25, 32] measures the difference between two sequences, given by the minimum number of edit operations needed to transform one sequence into the other. An edit operation can be either an insertion, deletion or substitution of a single symbol, although many variations exist in which the set of allowed operations is larger or more restricted. In some way, Edit distance assumes that the differences between two sequences are due to typos or spelling errors.
The Edit distance has found a large variety of applications in many scenarios and has achieved very good results [31] . However, the Edit distance has a large complexity: its computation using classical algorithms [36] based on dynamic programming has a complexity equal to O(n 2 ), where n is the size of the shortest string. Other algorithms to compute the Edit distance exist [4, 34] , having a lower complexity of O(dn), for example, where d is the real Edit distance. Note that, when two completely different strings have to be compared, the complexity of these variants is the same as that of the classical algorithm.
Optimal Symbol Alignment (OSA) Distance
The intuition behind the Optimal Symbol Alignment (OSA) distance [18] is that strings are close if they have many common symbols, and in addition their common symbols are placed in similar positions, in the strings being compared.
Given a finite alphabet of symbols X, let A = (a 1 , . . . , a nA ) and B = (b 1 , . . . , b nB ) be two sequences of symbols, where a i , b j ∈ X, for i = 1, . . . , n A , j = 1, . . . , n B . For any sequence of symbols A, we define as X A ⊆ X the subset of symbols that appear in A; that is, X A = {x ∈ X s.t. ∃i ∈ {1, 2, . . . , n A } with a i = x}. For a symbol x ∈ X A , we also define the subset of positions
We define the OSA distance d (A, B) between the sequences A and B as
,
Finally, we have to define the value of f (x, A, B), which is the contribution of the symbol x to the distance d(A, B), when this symbol x is included in both sequences A and B. Let us assume without loss of generality that
The idea is to select the subset of |A x | positions j, from the set B x , which are globally closest to the set of |A x | positions in A x . Namely, if i 1 < i 2 < . . . < i |Ax| are the positions in A x , then we select |A x | positions j 1 < j 2 < . . . < j |Ax| in B x minimizing the global distance |i 1 A, B ), for h = 1, . . . , |A x |, to denote the position in B x that optimally matches position i h ∈ A x . We say that j h is the projection of position i h from sequence A to sequence B. For completeness, we also use the symmetric notation
Each of these common symbols
, where n AB = max{n A , n B }. In this way, we ensure that these contributions are bounded by 1. The remaining |B x | − |A x | symbols will be considered as non-common symbols, so each of them will contribute with a 1 to the global distance d (A, B) .
Taking all these facts into account, we finally have
Depending on the differences between the two sequences to be compared (more or less repeated symbols, more or less transpositions, etc.) the OSA distance d OSA (A, B) will be more or less similar to the Edit distance d Edit (A, B) . But in any case, they will not be very far, because it is easy to prove that (A, B) , for any two sequences A, B.
Clustering
Clustering is the task of relating similar elements in a dataset to build groups and create general representations (centroids). It is widely used in many fields as data mining, machine learning, image analysis, etc. Since clustering is a very general concept, there are a great variety of algorithms that apply clustering, focusing, for example, on possible centroids, density, data structures, etc. Clustering algorithms are divided into different categories: space partitioning, also called top-down methods, hierarchical methods, known as bottom-up methods as well or Density-Based Clustering Methods. Now, we review three wellknown clustering algorithms which illustrate these categories: k-means (a space partitioning method), the agglomerative hierarchical clustering and DBScan k-means Algorithm [26] . It is one of the most commonly used clustering techniques. It is an algorithm to cluster n objects into k partitions (k < n). K-means starts by partitioning randomly the input objects into k initial sets. Then, it calculates the centroid of each set. Following, it constructs a new partition by associating each object with the closest centroid. Finally, the centroids are recalculated for the new clusters. This algorithm is repeated until it convergences, i.e. there is no changes in its centroids. Figure 1 shows an example of k-means over a dataset of 100 gaussian random pairs. [20] . This method builds a hierarchy tree, called dendrogram, from the individual elements by progressively merging clusters. Note that, at the beginning each element is considered as an independent cluster. The algorithm starts computing a distance matrix among all the elements to be clustered, where the distance in the (i, j) position corresponds to the distance between the ith and jth elements. Then, when clustering progresses, the corresponding rows and columns have to be also merged. This algorithm does not explicitly builds a number of clusters, instead, we must decide the number of clusters and where we split them within the dendrogram. An example, over the same dataset as Fig. 1 , is illustrated by Fig. 2 , which suggests to cut at height 3 or 4.
Agglomerative Hierarchical Clustering
DBScan [9] . It starts with an arbitrary starting point r that has not been visited. r's close neighbours are retrieved, and if this set contains sufficiently many points, a cluster is started. Otherwise, r is labeled as noise. Note that this point might later be found in a sufficiently sized environment of a different point and hence be made part of a cluster. If a point is found to be a dense part of a cluster, its neighbours are also part of that cluster. Hence, all points that are found within the neighborhood limit are added to the dense cluster. This process continues until the density-connected cluster is completely found. Then, a new unvisited point is retrieved and processed, leading to the discovery of a further cluster or noise. Figure 3 shows the output of DBScan within a two dense clusters dataset.
Geospatial Clustering
Geospatial clustering is a special kind of clustering, its main goal is to group similar objects based on their distance, connectivity, or relative density in space. General clustering methods can be used for geospatial clustering, however due to its inherent spatial nature, specific clustering algorithms categories have been defined in the last years:
Grid-Based Clustering Methods. Such methods divide the clustering space into a finite number of cells and then perform all the clustering operations on the grid. Cells containing more than a certain number of points are considered to be dense. Contiguous dense cells are connected to form clusters. One examples of grid-based clustering methods is CLIQUE [2] .
Fig. 3. Example of DBScan with 2 clusters
Constraint-Based Clustering Methods. These clustering methods add spatial constraints, such as obstacles, to obtain more desirable clusters for real geospatial information systems. Depending on the nature of the constraints and applications, constraint-based clustering methods includes four different types of constrains: constraints on individual objects, obstacle objects as constraints, clustering parameters as constraints, and constraints imposed on each individual cluster [33] . DBRS+ [37] is one example of these clustering methods.
Trajectory Clustering
A number of trajectory clustering methods have been proposed. A common characteristic of first trajectory clustering methods is that they use the shapes of whole trajectories to do the clusters, using for instance hidden Markov models (HMM). Later, more complex clustering algorithms [23] were proposed. In these papers authors divide the space into a grid to allow to compute sub-trajectories and consider more complex patterns than using only the whole trajectory.
Our approach is far from these ideas. Here we would like to adapt classical clustering methods, which has been largely studied to cluster trajectories using well-defined distances for sequences of symbols.
Clustering Tools
Nowadays, it is possible to find a large variety of clustering tools, such as WEKA [16] . However, most of these tools are not able to work with big data or cannot be parameterized using an external distance.
To solve the first problem, MongoDB [28] offers special data structures and indices called Geohash [27] . When you create a geospatial index on legacy coordinate pairs, MongoDB computes geohash values for the coordinate pairs within the specified location range and then indexes the geohash values. Geohash values, recursively divide a two-dimensional map into quadrants until a desired level of specificity is reach. We have used MongoDB and geohash data structures to create our trajectory dataset.
In order to easily execute several clustering algorithms coming from the different families described in this section, we will use the ELKI framework [1] . ELKI separates data mining algorithms and data management tasks to allow for including different components inside the library. Additionally, ELKI allows for the use of external distances as the OSA distance described in Sect. 2.2. For these reasons we have selected ELKi for our experiments.
Social Sensing Trajectory Data Extraction
In order to capture citizens' mobility traces of citizens, different data sources have been used in the literature such as GPS traces [39] , call detail records (CDR) from mobile phones [7] , and even geopositioned social media [30] .
In this work we focus on geopositioned tweets. Twitter allows developers to obtain all the geopositioned tweets within a certain bounding box that covers a certain city. We have used the data-acquisition architecture depicted in [35] . The dataset generated contains the geopositioned tweets generated in Barcelona during six months from July 2012 to the end of December 2012, resulting in approximately 1.160.000 geopositioned data traces.
To transport the geopositioned tweets into actual trajectories, we borrow a methodology presented elsewhere [12] : a trajectory can be understood as the set described by at least two consecutive tweets with a minimum distance of 100 m amongst them and published in less that 75 min of difference.
Moreover, we also profit from a semantically-enhanced module that allows to detect the origin country of each user leaving a digital mobility trace. Each tweet contains the user-specified origin location, allowing users to specify free text values. Other than handling fake values, such as "From heaven", user-specified locations can be referred at different levels of granularity (GPS coordinate, neighborhood, city, region, or country level) and in different languages (e.g. London, Londra, Londres, etc...). In order to deal with this ambiguity, we use the GeoNames service [13] , which provides an unique country identifier per any input, being also successful dealing with fake values. Therefore, our technological infrastructure allows us to capture user trajectories and classify them per user origin country.
By applying clustering algorithms on the digital traces of our 6 months dataset, we obtain clusters of activity whose cluster identifier provides us with an unique tag to identify users origins and destinations.
High Performance Computing Challenges in Geospatial Clustering
To avoid the problems associated to persisting data to disks, persistent memories are leveraged (Flash memory at the current time, any kind of Storage Class Memories in the near future).
To increase the address space made available to a particular workload, the memory of all nodes involved in the execution of such workload are given access to the memory of all other compute nodes through software APIs.
The major problem from the infrastructure point of view for Geospatial Clustering is dealing with large amounts of data. It is a common case that the performance of clustering algorithms is I/O bound because they are data-intensive and process very large data sets. Therefore, novel ways of managing data are required to deliver scalability and performance. The common approach nowadays is to distribute data across many compute nodes and provide applications with a flat and shared name space to access data, independently if it is stored locally or remotely.
The single namespace can be provided either by a distributed file system (the case of MapReduce Distributed File System [3, 14] ) or using key/value pairs (the case for most NoSQL databases [22, 28] and key/value stores [11] ).
Over the last years an intersection of different technologies is gaining momentum performance-wise: RDMA-enabled network technologies and persistent memories. The goal of combining these technologies is to provide low latency and high bandwidth all-to-all in a network topology, and therefore fast access to all data in a distributed dataset.
High speed networks require lightweight protocol stacks and CPU offloading to move data between nodes at high speeds (e.g. using Infiniband verbs instead of a heavyweight TCP/IP stack to achieve 56 Gbps bandwidth in Infiniband FDR networks), what is achieved using RDMA-enabled networks such as Infiniband or iWARP.
At the same time, to achieve high bandwidth to store data, fast memories are used instead of slow rotational disks. Such memory can be accessed in different ways: through conventional disk interfaces, what is the case of Solid State Disks (SSD); through conventional PCIe buses, what is the case of PCIe Flash boards; or directly through the memory buses in the processors, what is the case of Phase Change Memories (PCM) or any generic Storage Class Memory (SCM) technology.
The outcome of this technology trend is middlewares that allow for transparent access to remote or local data at the same speeds and with the same latencies, unifying the memory space of all nodes involved in the execution of a workload, and simplifying the programmability of the applications by providing simple user APIs, such as the Blue Gene Active Storage [10] (BGAS) platform does.
Conclusions
In this abstract we have described all the components of a possible framework for public transport optimisation in big cities, in our case Barcelona. We have described several distances and clustering algorithms to illustrate that combining a distance for sequences of symbols with classical clustering algorithms is possible to create a clustering algorithm for this goal. We have also introduced some performance problems and how we can overcome them. Finally, we have explained how to collect the required data to convert this framework in a real tool during the next year.
