In the present paper, we review and complete the equations and the formalism which allow to achieve a minimal parameterization of the retinal displacement for a monocular visual system without calibration.
Introduction
The analysis of motion in the case of an uncalibrated monocular image sequence has already been developed by several authors, considering point and/or line correspondences or correspondences between planar patches and using either a discrete or a continuous representation of the rigid displacement between two or more frames.
These studies are motivated by the fact that we must not consider an active visual system is calibrated 10]. However, it has been demonstrated that, in the general case, it is not possible to self-calibrate the camera when zooming or modifying the intrinsic calibration parameters.
Considering this fact, the key idea of the present study is that several singular displacements induce enough equations to evaluate the calibration parameters.
For instance, xed axis rotations of known angles or pure rotations 9] allow to estimate the calibration parameters, their uncertainty and, for a given kind of displacement, which parameters are optimally estimated, so that active visual strategies can be developed. On the other hand, pure translations do not allow to calibrate the Euclidean geometry of the scene 11], but its a ne geometry 14] .
Collecting all this information and considering a suitable statistical framework as in 1], it is then possible to infer which kind of displacement will increase at most the information (usually represented by the inverse of a covariance matrix) on the scene geometry, object kinematics and calibration parameters. This is the goal of this paper. In order to attain this objective, we are rst going to review the theory of motion when no calibration: equations, parameterization of motion, etc...
We then are going to propose a synthesis of what can be recovered in terms of scene geometry and kinematics when calibration is not given as an input: describe the di erent forms of calibration, the di erent levels of calibration and give an exhaustive list of the di erent geometric and kinematic information to be recovered, depending the chosen geometry.
2 Reviewing the theory of motion when no calibration.
Notations.
We write vectors and matrices using bold letters, matrices being written with capital letters. The duals of vectors are represented as the transpose of a vector and scalars in italic. The notation x^y =xy corresponds to the cross-product, the dot-product being written as x T y. x is a 3 3 skew-symmetric matrix 1 . The identity matrix is written I. Geometric objects such as points, lines, planes are written with capital letters in 3D, and small letters in 2D. We represent the components of a matrix or a vector using superscripts from 0 to 2, e.g.: We write a b if a is equal to b up to a scale factor, i.e. 9k; a = k b. 1 Remember that a 3 3 skew-symmetric matrix has 3 parameters and can always be represented by the crossproduct of a vector, i.e. is of the formx for some x. INRIA 2.1 Setting the equations 2.1.1 Camera model and frame of reference.
We use the standard pinhole model for a camera, assuming the camera performs a perfect perspective transform with center C (the camera optic center) at a distance f (the focal length) of the retinal plane. The pinhole model can still be used for a zoom lens if the object-to-image distance is not considered as xed.
All coordinates are related to an a ne frame of reference R = (C; x; y; z) attached to the retina, z being aligned with the optical axis, x and y being aligned with the horizontal and vertical axis in the image. The retinal plane is thus perpendicular to the optical axis Cz, as shown in gure 1. Other primitives will be represented using set of points. This will be discussed in the sequel.
A suitable model of the intrinsic parameters of the camera.
In this study, we do not assume the system is calibrated. However, we are in a speci c situation because we have chosen a canonical frame attached to the retina. Therefore, we consider only the matrix of the intrinsic parameters (called A-matrix) in the projection and In the present model, (u 0 ; v 0 ) is the principal point, and f the focal length; following 11], we assume that we know the ratio between the horizontal and vertical focal length and that we assume that the two retinal coordinates are orthogonal. It has been shown experimentally that these assumptions are valid for standard cameras 11] and also for high-level visual sensors 13] . Using this simple model will allow us to improve the obtained results.
We also assume that the intrinsic parameters are di erent for each camera position, as during a zoom. In the consecutive frame R 0 = (C 0 ; x 0 ; y 0 ; z 0 ) we write:
2.1.4 Representation of rigid displacements.
We consider motion of rigid objects and the ego-motion of the camera, in the discrete case. We thus represent motion through rigid displacements. It means that the tokens in the scene are undergoing a rigid displacement parameterized by a rotation matrix R and a translation vector t:
2.2 Parameterization of motion when no calibration.
The goal of the parameterization of motion is the following: given a set of points in correspondence between two views, i.e. a set of matches fm:m 0 g we want to analyze all constraints which relate the two points i.e. nd the equations of the form 8fm:m 0 g; f(m; m 0 ) = 0. In particular, we would like to predict the location of a point given its correspondent, i.e. a relation of the form 8fm:m 0 g; m 0 = g(m). Having such parameterization allows to exact all information available from the retinal displacements, which is measured through the set of matches.
The Qs-representation and the F-matrix.
Considering the 2D correspondences between two points m and m 0 in two di erent frames, we obtain, combining equations (1), (2) 2 . This particular case will be analyzed in detail.
As discussed in 15] an e cient criterion is the average retinal Euclidean distances between each point and its epipolar line. The following symmetric least-square sum is minimized: 
where w m is a weighted corresponding to the precision of the match, in fact the inverse of the variance of the precision of the match. The quantity w m is given in pixel ?2 , while F (F), the average distance to the epipolar, is in pixel.
A camera for which F has been computed is called a weak calibrated camera.
The vector s is de ned as the basis vector of the kernel of F T .
2.2.2
The case of a pure rotation, and the planar case.
As pointed out previously, in the case of a pure rotation or if the set of points belongs to a unique planar structure, we cannot estimate the F-matrix because all points in one view are related to points in the other view by a relation of the form: m 0 H m (7) which corresponds to two equations for each match.
There, if the matrix F is unde ned, we still can estimate the matrix H as in 11], using H = I as initial value. 
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Following the same method as for the F-matrix, an e cient criterion is to minimize the residual disparity again, as in 11] and obtain H through: 3 Using speci c displacements for motion analysis.
Let us now discuss situations for which the F-matrix or the H-matrix have a particular form. Considering a robotic system, it is very often that a displacement is not a general displacement but a constrained motion such as a pure translation, a xed axis rotation, etc... as illustrated in gure 2.
Moreover we can make the following assumptions about this kind of hardware 10]:
The displacements are reproducible.
We can measure the angles of the rotation. For technical reasons we do not assume the same thing for translations (it is not sure that we can estimate the norm of the linear translation of a zoom for instance 10] while the precision of the translation of a mobile robot is not very high).
All extrinsic parameters are unknown, and equations are expected to provide unstable estimates of them 1].
These particular constraints are far from having negative properties. On the contrary, they induce additional equations which help solving the reconstruction or calibration problem. Furthermore, the estimation of the displacement are easier in these cases, because we have to evaluate less parameters.
However, the system must be able to recognize if the displacement corresponds to such a particular case, so that we must characterize the situation in each case.
Finally, the di erent class of displacements might have several implications on the perception strategy, which is also to be discussed. This is the goal of this section.
General rigid displacement.
If we consider a general rigid displacement for which we have the following decomposition of the F-matrix:
The F-matrix is thus related to, 2 parameters for the projection of the translation s = A 0 t (de ned up to a scale factor), 3 parameters for the rotation and twice 3 parameters for the intrinsic calibration parameters. It is thus clear that we can not recover all these parameters from the 7 parameters of the F-matrix.
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Parameterization of the F-matrix We can derive a parameterization of F as follows. We write F in the form : This parameterization allows to directly estimate the epipoles s and s 0 . Each unary vector is de ned by 2 parameters, while the matrix L is de ned by 3 parameters. The elements of the matrix L have a geometric interpretation, since they de ne the homographic relation between the two pencils of epipolar lines 4].
As a consequence, with this parameterization, even if s and F are de ned up to a scale factor only, the relative scale between these two quantities can be xed, when using this de nition.
Moreover, given an estimation F of F-matrix for which we might have det( F) 6 = 0 and its singular value decomposition F = U 
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We write K = AA T and K 0 = A 0 A 0 T . Each K-matrix is in one-to-one correspondence with the A-matrix 5 11]. If we explicit the fact that R is an orthogonal matrix in the de nition H 1 of equation (4), we obtain: K 0 H 1 K H T 1 (13) which leads to (multiplying left and right bys):
which corresponds to two independent equations known as the Kruppa equations. These equations can be easily made explicit considering the singular-value decomposition of F given in equation (11) . After some algebra, equation (13) reduces to:
which, as a cross-product, is equivalent to 2 equations. They yield quartic equations in the intrinsic parameters not easily calculable 4] which are the only equations we can obtain for self-calibration in the general case. These equations have an important negative consequence : in the general case (nonconstant calibration parameters and only projective data) it is not possible to self-calibrate a system, even with our simple model of equation (1). We thus must introduce another assumption, such as the fact that these parameters are constant 4] or discuss the calibration using another mechanisms, as developed in this paper.
General planar rigid displacement.
Let us assume that all points belongs to a 3D plane P, with: M 2 P , n T M = d where n, jjnjj = 1, is the plane normal and d > 0 its distance to the origin.
If we now consider a general planar rigid displacement for which we have the following with K 22 = 1 K 01 = K 02 K 12 (12) so that the six elements of the symmetric matrix K veri es 2 quadratic constraints, 1 linear constraint and allow to estimate the parameters of the corresponding A-matrix.
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Furthermore, even if either (i) the calibration parameters remain constant (A 0 = A) 11], or (ii) there is no rotation (R = I) with calibration parameters variations we can not recover these parameters. However, several more interesting situations can occur as detailed now. 3.3 Elementary displacements of the camera: no translation.
Let us consider that we have a displacement of the camera with no translation, i.e. only a rotation and a variation of the intrinsic parameters. In that case,as discussed previously, we have: F = s = 0 and H 1 H (17) This situation is thus characterized by the fact that all the retinal disparity can be predicted by a unique collineation. As discussed before, this situation cannot distinguish from the fact that all points belong to a unique plane, unless an additional information is added.
In order to be sure to be in the case of a pure rotation we must:
either get the information from an external source, such as the robotic system itself, or assume that the scene is made of at least two planes, so that if we see a unique plane, it corresponds to the fact we have a pure rotation. In any case, the main property is that the correspondences between the two images does not depend on the depth of objects, so that the system can relate the visual information before and after displacement, as given in equation (4) .
Moreover, if we are in the case of a pure rotation using equation (13) we can estimate the new intrinsic calibration parameters from the previous one 11].
Furthermore, if this motion is very quick, the additional variations in the image due to non-stationary objects between the beginning and the end of the motion are expected to be small.
Considering active vision, this yields to the following saccadic mechanism : rotate the camera as quick as possible such that the angular position of the target is aligned with the optical axis.
3.4 Elementary displacements of the camera: pure rotation.
In the case where the calibration parameters are constant, and knowing H we can easily calculate the intrinsic calibration parameters since we have:
INRIA where K = AA T , u is the unary vector of the axis of the rotation and the angle of the rotation. In the general case we have det(O) = trace(O) = 0 and we can recover the intrinsic parameters only after two rotations not around the same axis 11].
We also recover up to a scale factor, as the null vector of O since we have : O = 0.
With the model of equation (1) This singular con guration corresponds to a rotation around the optical axis only which will be identi ed in the sequel. As a consequence, performing a pure rotation allows to directly calibrate the system, with our simple model. This is not the case with another calibration model 11].
Elementary displacements of the camera: retinal translation.
This other situation is simply characterized by the fact that the translation is parallel to the image plane, i.e. t 2 = 0. This is equivalent to: 3.6 Elementary displacements of the camera: pure translation.
Let us now consider that we have a displacement of the camera which is a pure translation, i.e. there is no rotation and no variation of the intrinsic parameters. In that case, from equations (4), (5):
F =s and H 1 I
This situation is simply characterized by the fact that the F-matrix is skew-symmetric.
Considering the reconstruction problem, we see from equation (4) that some translational motion is required to infer structure from motion and to relate the 3D structure parameters to the projected displacement.
Looking for optimal translational displacement, it is already known that the orientation of the translation is better orthogonal to the 2D points 10], i.e. oriented such that the induced disparity is maximal : considering a line segment, for instance the projection of the translation is optimal if it induces a normal displacement of the rectilinear edge.
Moreover if can we recover the direction of the translation, as soon as a calibration is issued :
t A ?1 s 3.7 Elementary displacements of the camera: pure planar translation.
Let us now consider that we have a pure translation, but for a planar structure. Using the same equations we easily see that we are looking for a matrix H of the form:
Considering H T we have the following eigen-value decomposition :
Such a collineation is only de ned by ve parameters (2 for the projection of the translation de ned up to a scale factor and 3 for the parameter of the plane) and can thus be characterized as soon as three generic points are given, since each match generates two so that given at least two non-stationary points we can calculate s jjsjj and then, given at least three non collinear points we can calculate knowing s jjsjj .
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Reciprocally, the corresponding H-matrix is characterized by the fact that it has two eigen-values which are equal.
In (27) and verify that H is of the form of equation (24). Therefore H is of the form of equation (24) if and only if it has two eigen-values which are equal.
It is thus possible to identify if a given H-matrix corresponds to a pure translation (testing if two eigen-values are equal) and if true, to recover the elements of the collineation (see 1] for a review of the calibrated case).
3.8 Elementary displacements of the camera: retinal displacement.
Let us consider the particular type of displacement for which the retinal plane is invariant.
Clearly, this corresponds to rigid motion with : t 
We also recover the translation up to a scale factor t s (F On If now, we assume that we have a knowledge of the plane at in nity, the related matrix As far as reconstruction is concerned, it has been demonstrated that we can reconstruct the scene as if it was provided by an orthographic camera 3].
Considering active vision, this yields the following mechanism : induce a translational motion in a direction orthogonal to the average target location in the image, and in the parallel to the retinal plane, and compensate for this disparity using rotational stabilization.
As discussed elsewhere 10], if the translation is performed such that its component along the Z-axis is zero, the retinal disparity is not dependent upon the location of the principal point 1]. As a consequence, even if this quantity is not known with a high precision (approximate calibration), the result will not be a ected. Moreover, the retinal eld has no singularity in the image which simpli es its estimation. It is thus a good strategy to try to perform translation parallel to the retinal plane in this case.
INRIA 3.9 Elementary displacements of the camera: retinal planar displacement.
Let us now consider the fact that we are observing a planar structure, under an retinal displacement, as discussed previously. In this case we do not have to estimate the eight parameters of the collineation, but only six of them since the matrix H is of the form:
i.e. we can assume that h 2 (0; 0; 1) T which leads to a retinal displacement.
This fact can be easily veri ed with the model of equation (1) In the general case of variable calibration parameters, it is not possible to recover the Euclidean parameters, since we still have 11 parameters to estimate. However, if the calibration parameters are constant, as given in 3], we can recover the direction of the translation, the angle of the rotation and the plane normal up to an indetermination. In 3] the equations have been given for small displacements and they can be easily generalized as given now:
= 2 arctan(Z) with ( 
as in the continuous case again. We do not have any constraint on the focal length f, since
this quantity always appears in the equation as a factor of the indeterminate .
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An even more degenerated form of the retinal planar displacement is to a consider a constant retinal motion, i.e. a = d = 1 and c = b = 0 in equation (34). This extreme situation is sometimes used for panoramic displacements. It can be easily demonstrated that this situation corresponds to a pure retinal translation of a fronto-parallel plane, with constant calibration parameters, with s (d u ; d v ; 0).
Elementary displacements of the camera: xed axis rotation.
Let us now consider that the elementary displacement of the camera is a xed axis rotation, while intrinsic parameters are constant. It is known that this situation is characterized by the fact that the translation is perpendicular to the axis of rotation. We have:
det(F + F T ) = 0
It has been demonstrated that this condition is necessary and su cient for the F-matrix to correspond to such a displacement (see 3]). We use the notations of gure 3. We consider a vector u aligned with the rotation axis and the point B on the axis , such that C =CB ? u. The rotation angle is .
From equation (1), (4) and (5) in this case, the F-matrix is of the rather heavy form: 
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Knowing the rotation angle and the matrix F up to a scale factor, it is then straightforward to recover f 0 which is the vector associated to the skew-symmetric part of F.
Similarly u 1 = f 1 jjf 1 jj + f 2 jjf 2 jj and u 2 = f 1 jjf 1 jj ? f 2 jjf 2 jj are the eigen-vectors associated respectively with the positive eigen-value and negative eigen-value of the symmetric part of F, the third eigen-value being zero as induced by equation (38). We then obtain f 1 u 1 +u 2 and f 2 u 1 ? u 2 , but up to a scale factor only.
We can recover the intrinsic calibration parameters: Fixed axis rotation does not induce a particular form for any H-matrix, as the reader can easily verify.
Elementary displacements of the camera: zoom displacement.
A real zoom does not correspond to a simple variation of the intrinsic parameters since the position of the optical center varies, and a translation occurs 8 . Let us now model this e ect. as the reader can easily verify. 8 We consider that a zoom is the combination of a variation of the intrinsic parameters, plus a general translation, but without any rotation. We must assume that this translation is general, and in particular not RR n 2678
From equation (1), (2) and (5) as for a general rigid object, but again no information on f 0 =f.
This analysis allow us to conclude that -with our model-a zoom is not a very attractive displacement, when considering the self-calibration and reconstruction problem, because we loose the knowledge on the calibration parameters in this case. Therefore, as in 13] or in a simpler case as in 13], where a model of the variation of the intrinsic parameters is de ned and calibrated is thus mandatory. Another alternative is to consider a thick lens model as in 13] .
Let us nally analyze the zoom displacement qualitatively :
To detect unexpected objects, the best conservative con guration for the zoom is to be minimum (the focal length being smallest, the eld of view is wider). This extremal con guration corresponds also to a situation where object size and projected displacements are minimal.
However, if the eld of view is too wide then so will be the density of edges and an arti cial disparity will be induced by matching errors. Zooming into the observed object will overcome insu cient resolution.
This leads to a general criterion for zoom control : the focal length is to be increased if and only if this reduces the residual disparity between two frames for the observed object, and it is to be tuned to minimize this disparity. 4 De ning a hierarchical motion module
Combining di erent models of displacements
Following the previous discussion, when we estimate a rigid displacement, we consider several cases, depending on the nature of the displacement. Collecting all constraints proposed in the previous section, we can describe the following set of models:
Considering a rigid structure, the following class of displacements can be identi ed:
RR n 2678 ;eq(a)(Kruppa) 6 General rigid displacement det(F) = 0;||F||=1 eq(a)(Kruppa) 7 where eq(a) means that we obtain equations about the intrinsic calibration parameters, these equations being either linear equations or the quartic Kruppa equations, as speci ed. In these cases, it is not possible to maintain an estimation of all calibration parameters.
In the planar case, we have: In fact some other variants have also been introduced in order to have alternative models with very few parameters. For instance a model with zero parameters, corresponding to a collineation equal to the identity, i.e. a stationary structure is introduced. This allows to have a simple model assuming that points are not moving.
Furthermore, this set of model has a very interesting structure, i.e. some models are generalizations of others. This allows to take as best model the rst model, starting from the bottom, which statistical signi cance is smaller that every models immediately higher in the hierarchy. This is illustrated in gure 4. Feature points corresponding to high curvature points are extracted from each image. In our application, we use the Harris corner detector 2], and as reported in 15], we perform a correlation operation and select those locations for which the correlation score is high. We may nd both bad locations and false matches, or matches which do not correspond to the quantity we want to estimate, because they belongs to moving objects. When considering an image sequence, each point will be tracked from the rst to the last view and then the trajectory will be interpolated using a polynomial model in order to obtain a subpixel mechanism of localization of the points.
This computation allows not only to estimate x but also its information (de ned as the inverse of a covariance) ?1 x . Moreover, assuming that the uncertainty on f m (x) is corrupted by an additive Gaussian noise, the quantity : This test will be used to verify if a model with less parameters, although its residual error is expected to be higher, is not more robust in terms of data representation.
In order to avoid testing all models using the hierarchy of gure 4, we can start the estimation from the root of this hierarchy, the stationary structure assumption, and program the system to take as best model the rst model which weighted residual error is smaller that every model higher in the hierarchy. This should allow us to get a model with a minimal number of parameter, and a maximum signi cance. It is implicitly assumed that the signi cance is monotonic in the hierarchy, i.e. that if a model is less signi cant than a more speci c model, more general models are even less signi cant.
Implementing a motion module
The data representation for such a composite rigid displacement is: The data representation for a match used as input of the module is is the following: Collecting all this information, we easily obtain a motion module which takes an estimation of matches as input and outputs information on the displacement parameters and of the class of displacement, as shown here :
Match-Class
Motion-Class
Motion Module
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Experimental results
We use a Least Median Square minimization to detect oultiers (0 outliers means that there is more than 50 % outliers or % outliers). Then, we re ne the computation of the F-matrix or H-matrix on the points which are not outliers, and determine thus the residual error, in pixels. The method, which allows us to determine which kind of displacement we have in the scene, is to search in the previous graph from the leaf to the top of the tree ( general rigid displacement ) the displacement which have the least residual error (when a parent has an error bigger than a son, we stop the progression of the computation in this branch).
Using synthetic data
Let us now experiment the estimation of di erent models as discussed in this paper.
We rst consider a synthetic scene corresponds to a set of two planes as for the real scene taken in consideration in the sequel (see gure 4.3.2) . We analyze some particular case of displacements, and add a noise on each match, with a standard deviation, with = 0.3 pixel, which corresponds to usual precision of sub-pixelic corner detectors and matchers.
In each case, the residual error corresponds to the following square root of the quadratic error de ned by the criteria of equation (6) or (8) .
Simulation of a pure translation. The displacement is : t = (21, 13, 30), w = (0, 0, 0).
We write F th the theoretical matrix and F exp the matrix obtained : Table 1: Table of residues for a pure translation ( = 0.3 pixel).
In this case, it is clear that the system will consider that the displacement is a pure translation, as expected. This is still the case with the addition of noise.
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Simulation of a pure retinal translation. The displacement is : t = (21, 13, 0), w = (0, 0, 0)
We write F th the theoretical matrix and F exp the matrix obtained : Table 2 : Table of residues for a pure retinal displacement ( = 0.3 pixel).
In this case, the residual error is minimal not for the pure retinal translation but for a more general retinal displacement. However, because the system chooses the displacement for which the residual error is minimal with respect to displacements which are direct generalization, the pure retinal translation is still selected, because it corresponds to the rst local minimum in the tree of models. Our heuristic is thus quite important here.
Simulation of a retinal displacement. The displacement is : t = (21, 13, 0), w = (0, 0, 0.4)
We write F th the theoretical matrix and F exp the matrix obtained : The results for di erent hypotheses are collected in table (3) . Again, we still have a minimal residual error for the right displacement, as expected. Note that a planar retinal displacement is also a plausible model, and might be detected as the most plausible displacement, if the level of noise increases. This is due to the fact that the variation in depth in the synthetic scene is not important, so that for high level of noise, the perception of the relief can be deleted because of the noise.
Simulation of a planar retinal displacement. The displacement is : t = (21, 13, 0),
We write H th the theoretical matrix and H exp the matrix obtained : RR n 2678 Table 4 : Table of residues for a planar retinal displacement ( = 0.3 pixel).
In this case, the planar retinal displacement is well detected but, retinal displacement would be chosen as the optimal model. This is due to the fact that a retinal displacement also corresponds to the displacement of a fronto-parallel plane, while we have chosen a plane which is not far from this con guration.
This shows that the decision is not unique and that the output of this module must not be considered as a unique answer but as a set of hypotheses with di erent levels of probability.
Simulation of general displacement. The Table 5 : Table of residues for a general displacement without zoom ( = 0.3 pixel).
have no risk to accept a biased model with a smaller number of enough parameters, but only to use a model with too many parameters. The explanation of this e ect is simple: the estimator not only estimates the true displacement but also might try to parameterize the particular con guration of the noise.
4.3.2 An example with real data : grid scene.
We consider a sequence of 16 images as illustrated in gure (4.3.2), for which the displacement is an approximative retinal translation, with some erroneous rotation because of the actual set-up. A retinal displacement is thus expected.
The early-vision module has provided matches between 44 points and the errors are given in table (6) .
The model is correctly estimated also in this real case, which thus allow us to conclude on the validity of the proposed mechanism.
4.3.3 An example with real data : external scene.
We consider a sequence of 9 images as illustrated in gure (4.3.3), for which the displacement is an approximative translation, with some erroneous. A pure translation is thus expected. The values of errors con rm us the validity of our model.
RR n 2678
displacement number of outliers residual error stationary structure 0 17.9633 pure retinal translation 0 17.4948 planar retinal displacement 11 6.52437 retinal
4.3.4
An example with real data : general displacement.
We expect, in the case illustrated in gure (4.3.4) , that all particular cases are not valid and only the general displacement case will be valid.
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The early-vision module has provided matches between 74 points and the errors are given in table (8) . 
Conclusion
In the present paper we have reviewed and completed the description of a general framework which allows not only to estimate a minimal parameterization of the rigid displacement between two frames, but also to determine several particular cases which occur in practice and have important advantages with respect to the calibration problem. This is true for several standard displacement, except a zoom displacement which seems to be a singular case, for the proposed model. The statistical framework to implement these equations has been already described in 11] and has been applied here to the estimation of collineations from a minimal parameterization. This paper however generalizes the set of models to general rigid displacements, and proposes a complete analysis of the underlying rigid displacement in each case.
Similar attempts to use degenerated models of parameterization of motion have been already issued in the past 11, 8, 12] . However, we collect here new results about the Euclidean representation associated to each parameterization. Furthermore, the implementation also integrates two new aspects: (i) clustering data and (ii) testing di erent models to represent the data.
Finally, this work tries to develop -with a certain degree of completeness-all the different singularities which occur for a rigid displacement and which can be detected without calibration. A practical motion module has been developed and successfully experimented.
A step further, we will use this hierarchical approach to not only parameterize the retinal displacement but also analyze the calibration of the visual system and recover the scene structure. A preliminary study has been issued 3] for retinal displacements.
