ABEST: AN AVAILABLE BANDWIDTH ESTIMATOR FOR
A DIFFSERV NETWORK routing device and no external probing device. But in a DiffServ environment, the core of a network is interested in aggregate rather than per-flow statistics, due to the scalability issues.
In our approach, we concentrate on one domain and its management. We propose a centralized N M S (at domain level) that will determine the available bandwidth for all the links in the All the tools, except NetFlow, give path measuremen& based on an active approach. A network operator,on the other hand, would be interested in finding the available bandwidth on a cerdomain. The is based On the use Of MRTG where the manager enquire each router in the domain through SNMP and obtain the itlfOrmatiOn about the available bandwidth On link of the network. He bas the routers/switches each of its interfaces. The most accurate appro=h will be 1 0 of the and can measure available bandwidth from the collect information from all possible sources at the highest posrouters without injecting pse"do-traffic. n u s , he does not sible frequency allowed by the MIB update interval constraints.
the end-to-end tools that utilize the active approach of measure-However, this approach can be very expensive in terms of sigment. One approach is to use Simple Network Management naling and data storage. Furthermore, it can be redundant to Protocol (SNMP) [16l which is a short-term protocol to man-have so much information. age nodes in the network. An SNMP-managed network con.
we can set the measurement interval of MRTG and measure of three key components: managed devices, agents, and the average link utilization statistic for that interval. We define network-management systems (NMSs). A managed device is a for a link betweemtwo nodes i andj: network node that contains an SNMP agent and that resides on a routers and access servers, switches and bridges, hubs, com-The available capacity can he obtained as A(t) = C -L(t).
puter hosts, or printers. An agent is a network-management So, it would be sufficient to measure the load on a link to obtain software module that resides in a managed device. An agent has available bandwidth. Note that we have not explicitly shown the local knowledge of management information and translates that i -j dependence of the the defined variables. This is because J(t): Traffic load at time f i n bits per sec. 
where on the right side are the past samples and the prediction coefficients w.
[n] and on the left side, the predicted values.
The problem can be solved using covariance method [ 191. We the lraftic dynamics. This is what distinguishes our prediction method from other schemes based on linear regression.
The ABEst algorithm is given in Fig. 1 ... rdOn-1)
.
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In order to derive the covariance from the available measurements, we estimate it as rL(n,m) = Ci=L-N+pLr[in]L$ -n] where N affects the accuracy of the esb.mation, i.e., more samples we consider,mo re precise the estimation is.
The number of samples needed for a given n and N is ( n + N). 
IV. IMPLEMENTATION
In this section, we describe how ABEst is implemented. The issues addressed include MRTG traffic rate calculation and modification of MRTG for reduced sampling time.
In an SNMP network, the managed devices collect and store management information in MIBs and make it available to the managers through an agent running on the device. Each element in the MIB is identified by a sequence of numbers called Object Identifier (OID). The NMS can then remeve specific information from the device using these identifiers. IETF has defined a standard [I71 with specifications, grouping and relationships of managed objects in an SNMP compatible network. MRTG can be used to sample rates of almost any OID. By default, it is used to periodically fetch in-bound and out-bound traffic counters on the router interfaces and calculate the traffic rate on each one of them. These variables are available through the OlDs corresponding to in-bound and out-bound counters (in bytes) for each interface. MRTG stores the traffic rates for each interval of time, calculated by taking the difference of the counters and dividing by the interval length. MRTG database has a very simple layout. Each line bas 5 values: time-stamp, in-bound average rate, out-bound average rate, in-bound maximum rate and out-bound maximum rate. MRTG also keeps track of the counter values at the last sample in order to calculate the rates for the next period.
Even though MRTG provides real-time available bandwidth measurements for a link, it may not be useful because of the 5 %Ute averaging intervals. Even if the RRDtool is used, the'300 seconds interval is hard coded in the MRTG source code. Patches are available to bring the interval detail down to I minute. However, in some cases, 1 minute might still be too coarse. We developed a patch to MRTG, called MRTG++, which provides up to IO seconds detail. This provides a much finer granularity of measurements. First of all, the RRD database must be created with enough slots to store the larger amount of information. Then, the consolidation function parameters, i.e. how many samples the database will consider when calculating the average, must be adjusted for the new intervals. Our database is now able to store IO seconds averages for up to 24 hours. Next step is to modify the script to send the correct queries to RRDtool when creating graphs. Since the interval~ have changed, the scale and the set of data forth.: script must also be changed. Finally,M RTG++ must be run every 10 seconds to get the information from the routers.
The NMS should decide the optimal MRTG measurementpenod based on the traffic characteristics, the required granularity for the measured values and the appropriate time-scale of the application utilizing the measured values.
V. EXPERIMENTAL RESULTS
In this section, we describe the experiments we used to validate and quantify the utility of ABEst algorithm. First we describe the methodology in running the experiments. The proposed algorithm ABEst for available bandwidth estimation on a link does not make any assumption about the traffic models.
It works based on the measurements obtained from the network link. Thus, we do not need a network simulator. Instead, we can apply the algorithm to uaffic traces obtained from real networks. In the following, we present the traffic profile predicted by ABEst together with the actual profile. We do not present the predicted available bandwidth profile because that can be calculated by taking the difference of the link capacity and the utilization and thus it does not present significant information, when compared to the predicted utilization. same is done for the input traffic on the Cleveland router from the Cleveland-NYC link. In both cases, the first curve shows the actual traffic profile and the other two curves show the prediction by utilizing ABEst. The first of the two utilizes the peak-based estimation whereas the second utilizes the effective bandwidth-based estimation. As we can see, in both cases, the utilization estimation obtained by taking the peak prediction provides a conservative estimate, whereas the estimation using the effective bandwidth provides an estimate for lower resource utilization. Also, when h,;, is increased, the estimation becomes worse (see Fig. 6 ), in the sense that it does not followthe sequence closely but is still very conservative. We propose the use of overestimation as a metric to quantitatively measure the performance of the proposed scheme ABEst. For the case in Fig. 4 , the mean overestimation is 1.3 1 MB/s for the peak estimation procedure whereas it is 0.73 MBls for the effective bandwidth estimation procedure. Similar values are obtained for the case depicted in Fig. 5 .
When compared with MRTG; we provide the available bandwidth estimates less frequently without a large compromise in the reliability of the estimate. In other words, the utilization profile obtained as a result of MRTG coincides with the actual traffic profile in Figs. 4 and 5 , hut ABEst provides an estimate of the link utilization which is nearly accurate with a reduced computational effon.
VI. CONCLUSIONS
Weha ve presented an algorithm to estimate the available bandwidth on a link. The algorithm estimates the available bandwidth and tells the duration for which the estimate is valid with a high degree of confidence. The algorithm dynamically changes the number of past samples that are used for prediction and also the the duration for which the prediction holds. The algorithm can be further refined by introducing a method to derive the threshold values based on the traffic characteristics
