The Nash equilibrium is an important benchmark for behaviour in systems of strategic autonomous agents. Polymatrix games are a succinct and expressive representation of multiplayer games that model pairwise interactions between players. The empirical performance of algorithms to solve these games has received little attention, despite their wide-ranging applications. In this paper we carry out a comprehensive empirical study of two prominent algorithms for computing a sample equilibrium in these games, Lemke's algorithm that computes an exact equilibrium, and a gradient descent method that computes an approximate equilibrium. Our study covers games arising from a number of interesting applications. We find that Lemke's algorithm can compute exact equilibria in relatively large games in a reasonable amount of time. If we are willing to accept (high-quality) approximate equilibria, then we can deal with much larger games using the descent method. We also report on which games are most challenging for each of the algorithms.
INTRODUCTION
In multiagent systems it is often the case that autonomous agents interact with each other, but do not necessarily have the same objectives or goals. This situation can be described as a game played between the agents, and the tools from game theory can be used to analyse the possible outcomes. In particular, the concept of a Nash equilibrium [37] describes a stable situation in which no agent can increase its reward by changing its behaviour. Therefore, to gain insight into the possible behaviours that a system of rational agents will produce, one can compute the Nash equilibria of the game that is played between the agents.
Games are often represented in strategic-form, where for each possible combination of strategy choices, a numerical payoff is specified for each of the players. However, the size of this representation grows exponentially in the number of players. For example, for a game with n players who can each choose between 2 strategies, n · 2 n payoffs must be specified. Hence, the strategic-form is typically unsuitable for the types of games that arise from multiagent systems. Many realistic scenarios do not need the flexibility that strategic-form games provide. In particular, it is often the case that only the pairwise interactions between players are important. In this paper we study polymatrix games which model this. In these games the interaction between the players is specified as a graph. Each player plays an independent two-player game against each other player that he is connected to, and the same strategy must be played in all of his games. A player's payoff is then the sum of the payoffs from each of the games. Crucially, the representations of these games grow quadratically in the number of players, which makes them more suitable for representing the large multiagent systems that arise from real-world scenarios.
While there has been a large amount of theoretical work on polymatrix games [14, 15, 17, 24, 26, 28] , the practical aspects of computing equilibria in polymatrix games have yet to be studied. In this paper, we provide an empirical study of two prominent methods for computing equilibria in these games. Firstly, we study Lemke's algorithm. The LemkeHowson algorithm is a famous algorithm for finding Nash equilibria in bimatrix games [35] , and Lemke's algorithm is a more general technique for solving linear complementarity problems (LCPs). Miller and Zucker [36] have shown that the problem of finding a Nash equilibrium in a polymatrix game can be reduced to the problem of solving an LCP that can then be tackled by Lemke's algorithm.
Secondly, we study a method for finding approximate equilibria in polymatrix games. In contrast to a Nash equilibrium, where no player has an incentive to deviate, an approximate equilibrium allows the players to have a positive, but small, incentive to deviate from their current strategies. Approximate equilibria have received a large amount of interest in theoretical work [9, 11, 18, 22, 30, 45] , because the problem of finding an exact Nash equilibrium in a polymatrix game, even for only two players, is known to be PPAD-complete (which implies that there is unlikely to be a polynomial-time algorithm for this problem). From a practical point of view, it is reasonable to use sufficiently accurate approximate equilibria to study real-world systems, because often there is a non-negative cost to changing strategy, which could deter an agent from deviating even if doing so would lead to a small increase in payoff. Also, if the game is derived from real data, then any uncertainty in the actual payoffs of the underlying situation means that agents may be perfectly happy in the real world, even if the game model says that they can gain a small amount through deviation.
We study a recently proposed gradient descent-like algorithm for finding approximate equilibria in polymatrix games [22] , which is the only known approximation technique for (general) polymatrix games. It generalizes the algorithm of Tsaknakis and Spirakis (TS) for bimatrix games [45] . A recent study found that the TS algorithm typically finds high-quality approximate equilibria in practice [25] , much better that its theoretical worst-case performance.
Our contribution. We provide a thorough empirical study of finding exact and approximate Nash equilibria in polymatrix games. We develop an extensive library of game classes that cover a number of applications of polymatrix games including cooperation games, strictly competitive games, and group-wise zero-sum games. We also study Bayesian twoplayer games, which can be modelled as polymatrix games. In particular, we focus on various forms of Bayesian auctions (e.g., item bidding combinatorial auctions) and Bayesian variants of Colonel Blotto games, which have applications to task allocation and resource allocation problems between agents [44] . All of our algorithm implementations and game generators are open source and publicly available 1 , so that any new algorithms developed for polymatrix games can be tested against our test suite.
We study Lemke's algorithm and the descent method on all of the problems that we consider. In total we applied Lemke's algorithm to 188,000 instances using 26 months of CPU time, while we applied descent to 213,000 instances using 2.7 months of CPU time. We found that Lemke's algorithm can compute exact equilibria in relatively large games in a reasonable amount of time, though the descent method is much more scalable and can be used to compute approximate equilibria for instances that are an order of magnitude bigger. Moreover, in contrast to its theoretical worst-case performance guarantee, the descent method typically finds very high quality approximate equilibria.
Related work. The problem of equilibrium computation has received much attention from the theoretical point of view. Firstly, it was proven that computing an exact Nash equilibrium is PPAD-complete [14, 17] , even for games with only two players. While the class NP captures decision problems, the complexity class PPAD captures problems where it is known that a solution exists. It is assumed that it is unlikely that there exists a polynomial time algorithm for PPAD-complete problems. For this reason a line of work that studies approximate notions of Nash equilibria has arisen [9, 11, 18, 30, 45] . Specifically for polymatrix games, there is the recent descent procedure studied in this paper [22] , and a recent QPTAS for polymatrix games on trees [6] .
There are empirical studies on equilibrium computation both for exact equilibria [4, 5, 25, 40, 43] and approximate equilibria [25] , but none of them focused on polymatrix games. Instead, these studies mainly focused on games created by GAMUT [38] , the most famous suite of game generators. GAMUT has a generator for some simple polymatrix games, but it converts them to strategic-form games which blows up the representation exponentially.
Polymatrix games have received a lot of attention recently. Computing a Nash equilibrium in a polymatrix game is PPAD-hard even when all the bimatrix games are either zerosum or coordination games [12] . Recently, it was proven that there is a constant > 0 such that it is PPAD-hard to compute 1 http://polymatrix-games.github.io/ an -Nash equilibrium of a polymatrix game [42] . Govindan and Wilson proposed a (non-polynomial-time) algorithm for computing equilibria of an n-player strategic-form game, by approximating the game with a sequence of polymatrix games [28] . Later, they presented a (non-polynomial) reduction that reduces n-player games to polymatrix games while preserving approximate Nash equilibria [29] .
Many papers have derived bounds on the Price of Anarchy [8, 27, 41] in item bidding auctions [16] . Only recently Cai and Papadimitriou [13] and Dobzinski, Fu and Kleinberg [23] studied the question of the complexity of the equilibrium computation problem in this setting. Blotto games are a basic model of resource allocation, and have therefore been studied in the agents community [2, 39] . There have also been several papers that study Blotto games with incomplete information as well, see for example [1, 33] .
Polymatrix games are examples of graphical games, which are succinct representations of games where interactions between players are encoded in a graph. A related succinct representation is that of Action Graph Games (AGGs); introduced by Bhat and Leyton-Brown, AGGs capture local dependencies as in graphical games, and partial indifference to other agents' identities as in anonymous games [7, 20, 32] .
PRELIMINARIES
Bimatrix games. A bimatrix game is a pair (R, C) of two n × n matrices: R gives payoffs for the row player, and C gives the payoffs for the column player. Each player has n pure strategies. To play the game, both players simultaneously select a pure strategy: the row player selects a row i, and the column player selects a column j. The row player then receives Ri,j, and the column player Ci,j.
A mixed strategy is a probability distribution over [n] . We denote a row player mixed strategy as a vector x of length n, such that xi is the probability assigned to row i. Mixed strategies of the column player are defined symmetrically. If x and y are mixed strategies for the row and the column player, respectively, then the expected payoff for the row player under the strategy profile (x, y) is given by x T Ry and for the column player by x T Cy.
Polymatrix games. An n-player polymatrix game is defined by an n-vertex graph. Each vertex represents a player.
Each edge e corresponds to a bimatrix game that will be played by the players that e connects. Hence, a player with degree d plays d bimatrix games. More precisely, each player picks a strategy xi and plays that strategy in all of the bimatrix games that he is involved in. His expected payoff is given by the sum of the expected payoffs that he obtains over all the bimatrix games that he participates in. We use x = (x1, . . . , xn) to denote a strategy profile of an n-player game, where xi denotes the mixed strategy of player i ∈ [n].
Solution concepts. The standard solution concept for strategic-form games is the Nash equilibrium (NE). A relaxed version of this concept is the approximate NE, or -NE. Intuitively, a strategy profile is an -NE in an n-player game, if no player can increase his utility more than by unilaterally changing his strategy. To put it formally, let x denote a strategy profile for the players and let ui(z, x−i) denote the utility of player i when he plays the strategy z and the rest of the players play according to x. We say that x is an -NE if for every player i it holds that ui(xi, x−i) ≥ ui(z, x−i)− for all possible z. If = 0, we have an exact Nash equilibrium.
ALGORITHMS
Lemke's algorithm is a complementary pivoting algorithm for the Linear Complementarity Problem (LCP) [34] . Miller and Zucker have shown that finding a Nash equilibrium in a polymatrix game can be reduced in polynomial time to a Lemke-solvable LCP [36] . So, we first turn the polymatrix game into an LCP, and then apply Lemke's algorithm. We shall refer to this algorithm as Lemke.
One drawback is that the reduction assumes a complete interaction graph even if the actual interaction graph is not complete (by padding with all-zero payoff bimatrix games). Hence, for sparse polymatrix games the reduction introduces a significant blowup, which affects the performance of the algorithm. To make this blowup clear, in our results we report the number of payoffs in the original polymatrix game and the number of matrix entries in the resulting LCP.
Descent is a gradient descent-like algorithm proposed in [22] . It tries to minimize the regret that a player suffers, which is the difference between the best-response utility and the actual utility he gets. The algorithm starts from an arbitrary strategy profile x and in each iteration it computes a new profile in which the maximum regret (over the players) has been reduced. The algorithm takes a parameter δ that controls how accurate the resulting approximate Nash equilibrium is. The theoretical results state that the algorithm finds a (0.5 + δ)-NE after O(δ −2 ) iterations (for a fixed size game). We test the cases where δ is either 0.1 or 0.001, and we provide full results for both cases. We shall refer to this algorithm as Descent in our results.
For the strategy profile x, the algorithm first computes a direction vector (x − x), and then moves a certain distance in that direction. In other words, the algorithm moves to a new strategy profile x + α(x − x), where α is some constant in the range (0, 1]. The theoretical analysis in [22] uses α = δ δ+2
in the proof of polynomial-time convergence. In practice we found that using larger step sizes greatly improves the running time. Hence, we adopt a line search technique, which we adapt from the two-player setting [46] . It checks a number of equally spaced values for α in [0, 1], and selects the best improvement that is found. We also include α = δ δ+2
as an extra value in this check, so that the theoretical worst-case running time is unchanged. In our results, we check 201 different points for α in each iteration. For a justification of the reasonableness of this choice, see Appendix A in the full version of this paper [21] .
GAME CLASSES Bayesian Auctions
Combinatorial auctions. In a combinatorial auction, m items are auctioned to n bidders. Each bidder has a valuation function that assigns a non-negative real number to every subset of the items. Notice that in this setting, in general, the size required to represent the valuation function is exponential in m. In combinatorial auctions with item bidding, each player bids for every item separately and all the items are auctioned simultaneously. A bidder wins an item if he submitted the highest bid for that item. The bidders pay according to a predefined payment rule. We study three popular payment rules. In a first price auction the winner of an item has to pay his bid for that item, in a second price auction the winner of an item has to pay the second highest bid submitted for the item, and in an all pay auction every bidder has to pay his bid irrespective of whether he won the item or not. If more than one bidder has the highest bid for some item, we resolve this tie according to a predefined publicly known rule. We study two tie-breaking rules: either we always favor one of the players, or we choose the winner for each item independently uniformly at random.
We say that a combinatorial auction allows overbidding if a bidder is allowed to make a bid for a item greater than his value for it. A common assumption in the literature is that overbidding is not allowed, since allowing overbidding leads to the existence of trivial equilibria. Therefore, in our experiments we do not allow overbidding.
In a Bayesian combinatorial auction the valuation function for every player is chosen according to a commonly known joint probability distribution, which in this paper is always discrete. The different valuation functions that may be drawn for a player are known as his types.
Item bidding auctions. We create two-bidder Bayesian item bidding combinatorial auctions with 2 to 4 items for sale and 2 to 5 different types per player. Each player's type (valuation function) is chosen uniformly at random. We study several well known valuation functions:
• Additive: the value of each bundle of items is the sum of the values of the items contained in the bundle.
• Budget additive: the value of each bundle is the minimum of a budget parameter and the sum of the values of the items contained in the bundle.
• Single minded : each bidder has positive value for a specific bundle of items (and the same value for any other bundle of items containing that bundle) and zero otherwise.
• Unit demand : the value of each bundle is the maximum value the bidder has for any single item contained in the bundle.
• AND-OR: the first bidder has positive value only for the grand bundle of items and zero otherwise, while the second one has a unit demand valuation.
To create the valuations, we set a maximum value M ∈ N that a player can have for any item, and a minimum value m ∈ N such that in every valuation there must be an item with a value of at least m. Bids are restricted to N, so M and m define the number of pure strategies a player has, and consequently the size of the game. For a player with a single-minded valuation function, we choose a random subset of items and a random value for that subset in the range [m, M ]. For additive and unit demand valuations, we randomly select a value for each item from the set of allowed valuations. The same procedure is extended for budget additive bidders: first we draw values for items as for additive bidders; then we draw the budget as a random integer in [M, N ] where N is the sum of the values for the items.
Multi-unit auctions. In these auctions all the items being sold are identical. When there are n items for sale, a valuation is given by an n-tuple (v1, . . . , vn), where vj represents the player's marginal value for receiving a j-th copy of the item. Hence, the valuation for a bidder when he wins k items is the sum of the values v1 up to v k . Again we study the three most common payment rules: the first price rule, a.k.a. the discriminatory auction, where a player that won k items has to pay the sum of his k highest bids; the second price rule, a.k.a. the uniform-price auction, where the price for every item is the market-clearing price, i.e., the highest losing bid; and the all-pay rule, where a player has to pay the sum of his bids.
We consider two well known valuation functions: additive, where vj = v1 for all j > 1, and submodular, where vj ≥ vj+1 for all j ∈ [n − 1]. We create games with 2 to 4 items and 2 to 5 different types per player. The sampling of non-additive sub-modular valuation functions is not described here; we refer the reader to the source code for further details 2 .
Other Bayesian Two-player Games
A two-player Bayesian game is played between a row player and a column player. Each player has a set of possible types, and at the start of the game, each player is assigned a type according to a publicly known joint probability distribution. Each player learns his type, but not the type of the other player. Rosenthal and Howson showed that the problem of finding an exact equilibrium in a two-player Bayesian game can be reduced to finding an exact equilibrium in a polymatrix game [31] , and this was extended to approximate equilibria in [22] . The underlying graph in the resulting polymatrix game is a complete bipartite graph where the vertices of each side represent the types of a player. More specifically, if the row player has n types and the column player has m types, the corresponding polymatrix game has n + m vertices and the payoff matrix for edge (uv) corresponds to the payoff matrix of the Bayesian game where the row player has type u and the column player has type v. We study the following Bayesian two-player games.
Colonel Blotto games. In Colonel Blotto games, each player has a number of soldiers m1, m2 that are simultaneously assigned to n hills. Each player has a value for each hill that he receives if he assigns strictly more soldiers to the hill than his opponent and any ties are resolved by choosing a winner uniformly at random. The value that a player has for a hill is generated independently uniformly at random and the payoff a player gets under a strategy profile is given by the sum of the value of the hills won by that player. We consider games with 3 and 4 hills and 3 to 15 soldiers per player. We study two different Bayesian parameters: the valuations of the players over the hills and the number of soldiers that each player has. In the game we looked at, only one of these two parameters was used (i.e., for the other there was complete information). For both cases we study games with 2 to 4 types per player. When the types correspond to different valuations for hills, for every type, the valuations for each hill were drawn from independent uniform distributions on [0, 1]. When the types correspond to the number of soldiers, we drew independently from {3, . . . , 15} for each player and each type.
Adjusted Winner games. The adjusted winner procedure fractionally allocates a set of n divisible items to two players [10] . Under the procedure, n − 1 items stay whole and at most one is split between the players. Each player has a non-negative value for each item, and these values sum to 1. Both players have additive valuations over bundles of items. For a split item that a player has value v for, if the player receives w ∈ [0, 1] of the item, he gets gets w · v value from this part of the item. The players simultaneously assign m points to the items. Suppose player 1 assigns αi points for the items i = 1, . . . , n with i αi = m, and similarly player 2's assignment is (β1, . . . , βn). The procedure starts with an initial allocation in which each item goes to one of the players that assigned most points to it. If the players get equal utilities it stops. Otherwise it next determines which player gets higher utility under this allocation, say player 1. Next it finds the item i that is currently allocated to player 1 and has the smallest ratio αi/βi. If possible it splits this item in a such a way as to equalize the total utilities of the two players, or, if not, completely reallocates this item to player 2, and repeats this step until the utilities of the two players are equalized. Thus, at most one item is actually split.
We create Bayesian games where the players' types are different valuations for the items. We study the cases of 2 to 4 items and between 3 and 15 points for the players to assign. Independently for every type, the valuations for each item were drawn from independent uniform distributions on [0, 1], and then normalized to sum up to 1.
Multi-player Polymatrix Games
We study several types of game. For each, we study a range of underlying graphs: complete graphs, cycles, stars, and grid graphs. In each case the entries of the payoff matrices are drawn from independent uniform distributions on [0, 1].
Net coordination games. In these games, every edge e corresponds to a coordination bimatrix game (Ae, Ae). These games posses a pure NE, which is PLS-complete to compute. The complexity of finding a (possibly non-pure) exact equilibrium is in PLS ∩ PPAD [12] .
Coordination/zero-sum games. Here each edge is either a coordination or zero-sum game, i.e., on edge e the bimatrix game is (Ae, Ae), or (Ae, −Ae). These games are PPAD-complete [12] to solve. We create games having a proportion p of coordination games for p ∈ {0, 0.25, 0.5, 0.75, 1}. We study how p affects the running time of the algorithms.
Group-wise zero-sum games. The players are partitioned into groups so that the edges going between groups are zero-sum while those within the same group are coordination games. In other words, players inside a group are "friends" who want to coordinate their actions, while players in different groups are competitors. These games are PPADcomplete [12] to solve even with 3 groups. We create games with 2 and 5 groups, all played on complete graphs. In every case, each group is approximately the same size, and each player is assigned to a group at random.
Strictly competitive games.
A bimatrix game is strictly competitive if for every pair of mixed strategy profiles s and s we have that: if the payoff of one player is better in s than in s , then the payoff of the other player is worse in s than in s . We study polymatrix games with strictly competitive games on the edges, which are PPAD-complete [12] .
Weighted cooperation games. The unweighted version of these games was introduced in [3] . Each player chooses a colour from a set of available colours. The payoff of a player is the number of neighbours who choose the same colour. These games have a pure NE that can be computed in polynomial time. We study the more general case where each edge has a positive weight. The complexity for the weighted case is unknown [19] . We create games where all players have the same number of available colors k, where k is in {15, . . . , 45}. For every player, his available colors are chosen uniformly at random from all k-sized subsets from a universe of colors of size either 2k or 5k.
EXPERIMENTAL SETUP
The algorithms and game generators were implemented in C. The CPLEX library was used for solving LPs in the implementation of Descent. Our implementation of Lemke uses integer pivoting in exact arithmetic using the GMP library; we were unable to produce a numerically stable floating point implementation (generally our attempts would start to fail on LCP instances of dimension 60). All experiments had a time-out of 10 minutes. In our results, the average runtime of the algorithms, as well as the approximation guarantee found, include the instances which timed out. The experiments used a cluster of 8 machines with Intel Core i7-2600 CPU's clocked at 3.40GHz and 16GB of memory, running Scientific Linux 6.6 with kernel version 2.6.32.
RESULTS
We ran both Lemke and Descent on all of our input instances. Table 1 shows the results for auctions, Table 2 shows the results for other Bayesian two-player games, and Table 5 shows the results for multi-player polymatrix games. While we tested games of many different sizes, for the purposes of exposition, the tables display the largest instances that Lemke can solve without timing out.
One general feature of our results is that Descent is much faster than Lemke. To illustrate this, Figure 1 shows the performance of the two algorithms on the three types of additive item-bidding auctions included in the study. It can be seen that on the hard instances (first price and all pay), Lemke starts to struggle when there are around 5 million payoffs in the game, whereas even the slower and more accurate of the two Descent variants (δ = 0.001) can handle games with 30 million payoffs in under a minute. Indeed, a runtime regression for Bayesian Blotto games found that Lemke has roughly quadratic running time (with an R 2 of 0.75 for the regression), while Descent has roughly linear running time (with R 2 s of 0.88 and 0.96 for the δ values of 0.1 and 0.001 respectively).
However, good runtime performance for Descent would be of limited value if it only found poor quality approximate equilibria. Fortunately, our results show that this is not the case. In almost all experiments Descent found high quality approximate equilibria. The variant with δ = 0.1 typically found an -NE with ≤ 0.05, while the variant with δ = 0.001 typically found an -NE with ≤ 0.002. Figure 2 shows a box and whisker plot for the quality of approximate equilibrium found by accurate Descent variant. It can be seen that even the worst performance of the algorithm is relatively good for several classes of game. The overall worst approximate equilibrium was a 0.1065-NE that was found on a weighted cooperation game. While this is far larger than the average performance, it is still much better than best-known theoretical upper bound of 0.5.
We now make more detailed observations about the specific classes of games that we tested. For auctions, one interesting observation is that on certain classes of auctions Lemke will often find a pure Nash equilibrium. This is shown in the "% Pure column" of Table 1 . This phenomenon is particularly prevalent for second-price auctions, where in some cases we found that Lemke always finds a pure, and in these cases it does so in a very small amount of time.
We also found that the tie-breaking rule used in the auction can have a huge impact on the time that Lemke takes to find an exact equilibrium. Table 3 shows the performance of the algorithm on otherwise identical auctions with different tie-breaking rules. It can be seen that resolving ties deterministically makes the game much easier to solve than resolving ties randomly.
Finally, we discuss the results in Table 4 for Descent with and without line search. It can be seen that, without line search, the Descent algorithm with δ = 0.001 is often slower than Lemke, and that using line search greatly speeds it up (and so in our other results we always used line search). Interestingly, the line-search variant of the algorithm also finds better quality approximate equilibria; it would be interesting to understand why.
CONCLUSIONS
In this paper we extensively studied the performance of two algorithms for computing a sample equilibria of polymatrix games. Both algorithms produce good results for most of the test instances, even though many were drawn from theoretically hard classes. More specifically, we saw that combinatorial auctions with two bidders are relatively easy to solve. This raises the natural question whether we can derive efficient algorithms for auctions with two, or a constant number of players. Furthermore, we saw that tie resolution significantly affects the difficulty of the auctions (see [13] for a discussion of this issue in a theoretical context).
In all of our experiments Descent produced -NE far better than the (best-known) 0.5 theoretical worst-case guarantee, which is not known to be tight. So it would be interesting to understand if this good performance is due to the nature of the games we studied or if there is a better theoretical analysis. In [25] , a genetic algorithm was used to construct a bimatrix game for which the Tsaknakis and Spirakis (TS) algorithm computes an 0.3393-NE, which shows the analysis of the TS algorithm is essentially tight. Since bimatrix games are a special case of polymatrix games, this gives a lower bound of 0.03393 for the best-possible approximation guarantee for Descent in polymatrix games. Can a better lower bound, closer to the 0.5 upper bound, be found? We believe that it should be easier to construct a bad game for the Descent algorithm compared to the TS algorithm, because Descent computes a single strategy profile, whereas TS computes three profiles (one by descent, and then two further profiles are derived from that one) and then chooses the best one. Acknowledgements. The last author is supported by EP-SRC grant EP/L011018/1. Table 1 : Results for item bidding and multi-unit auctions with 3 items and 3 types per player. Ties are broken by favouring the second player for item bidding, and by allocating the item uniformly at random in the multi-unit case. For Lemke, we report the average running time, the percentage of instances that exceeded our timeout of 10 minutes, and the percentage of instances for which the algorithm finds a pure equilibrium. For Descent, we report the average running time and the approximation quality of the approximate equilibrium that was found. Table 5 : Results for multi-player (non-Bayesian) polymatrix games. The underlying graphs are complete graphs, cycles, grids and star graphs. %T is the proportion of the timed out instances. On Cooperation-Zerosum games, the value of p represents the proportion of games which are coordination games, for group zero-sum games, it represents the number of groups, and for weighted cooperation games, it represents the multiplier dictating the total number of colours available, i.e. if there are k colours per player, then there are k · p total colours available. 
APPENDIX A. LINE SEARCH
As noted in the main text, the line search procedure for Descent greatly affects the running time of the running time of the algorithm. In this section, we give some results that describe this impact.
Recall that the line search procedure selects a number of equally spaced points for α between 0 and 1, and the key decision is how many points to check. In order to study the effects of the number of points on line search has on the algorithm, we took the average over 100 random instances on Coordination/Zero-sum games on cycles and grids as well as Weighted Zero-sum games on Cycles. Figure 3 shows the results. The red lines show how the overall running time of the algorithm varies depending on the number of point checked in each iteration, while the green lines show how the number of iterations change. As one might expect, the number of iterations tends to decrease as we increase the number of points checked in each iteration. In other words, checking more points increases the amount of progress that each iteration makes. However, checking more points in each iteration also adds more computational cost, and eventually the overall running time begins to rise, which indicates that the cost of checking more points is too high relative to the extra progress that is made.
B. GAME SIZE: PLAYERS VS ACTIONS
The size of a polymatrix game increases with more players and with more actions. In general, we found that the number of players had a much greater effect on the running time of the algorithms that the number of actions. Table 6 illustrates this point. 
