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Abstract
It is shown that each rational approximant to (,2) given by the Jacobi–Perron algorithm (JPA) or
modiﬁed Jacobi–Perron algorithm (MJPA) is optimal, where  is an algebraic function (a formal Laurent
series over a ﬁnite ﬁeld) satisfying 3 + k − 1 = 0 or 3 + kd − d = 0. A result similar to the main
result of Ito et al. [On simultaneous approximation to (, 2) with 3 + k − 1 = 0, J. Number Theory 99
(2003) 255–283] is obtained.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The Jacobi–Perron algorithm (JPA) and modiﬁed Jacobi–Perron algorithm (MJPA) are multi-
dimensional generalizations of the simple continued fraction over the real number ﬁeld. They are
closely connected with the question of optimal simultaneous rational approximation. That is, to
approximate as closely as possible a vector of two or more real numbers by a vector of rational
numbers with the same denominator. Since their invention, JPA and MJPA have been extensively
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studied (see [1,9] and their references). They are also developed over the formal Laurent series
ﬁeld [10,11,4,7,6].
As is well known, the simple continued fraction gives optimal rational approximations to a
real number [5]. So it is natural to ask how about the case of JPA and MJPA on the problem of
optimal simultaneous rational approximation. However, as far as the references till now on this
problem are concerned, neither over real number ﬁeld nor over formal Laurent series ﬁeld can
JPA or MJPA guarantee optimal rational approximation in general.
Now there comes a progress made by Dai et al. on the problem of optimal simultaneous rational
approximation over formal Laurent series ﬁeld. In [2,3], they give the concept of multidimen-
sional continued fraction (in short m-continued fraction) and propose an algorithm called multi-
dimensional continued fraction algorithm (m-CFA) to obtain m-continued fraction expansions
for multi-formal Laurent series. As a result, they prove that the approximants of any m-continued
fraction must converge to a multi-formal Laurent series, and each of these approximants is an
optimal rational approximation to this corresponding Laurent series; conversely for any multi-
formal Laurent series, its approximants given by them-CFA converge to itself. Thuswe can decide
whether a multi-rational fraction is an optimal rational approximation to a multi-formal Laurent
series by comparing this multi-rational fraction with the approximants given by the m-CFA on
the Laurent series.
In the case of real numbers, Ito–Fujii–Higashino–Yasutomi [8] show as a main result that the
MJPAgives the optimal simultaneous rational approximation to (, 2) in the sense that the nearest
ellipses in the limit set of {(√qn(qn − pn), √qn(qn2 − rn))|n = 1, 2, . . .} to the origin are
given by the MJPA for (, 2), where 3 + k− 1 = 0, k is a positive integer, and (pn, qn, rn) is
the nth approximant (pn/qn, rn/qn) of (, 2) by the MJPA.
In this paper, we consider the case of multi-formal Laurent series. First, we compute, respec-
tively the expansion of m-CFA, JPA and MJPA for (,2) ( means transpose), where  is an
element of Fq((z−1)) which satisﬁes 3 + k− 1 = 0 or 3 + kd− d = 0 with k, d ∈ Fq [z].
It is shown that for each i, the ith rational approximant given by JPA or MJPA is the same as
that given by m-CFA. Therefore each rational approximant to (,2) given by JPA or MJPA is
optimal over the formal Laurent series ﬁeld. Then by comparing our case with the case of real
numbers, we obtain a result similar to the main result of Ito et al. [8].
2. Basic concepts
In this section, we introduce some deﬁnitions from [2,3].
Let Fq be the ﬁnite ﬁeld with q elements, Fq(z) the rational function ﬁeld of the indeterminate
z over the ﬁeld Fq , R = Fq [z] the polynomial ring over Fq in one variable z, ∞ = (z−1) the
inﬁnite prime divisor of Fq(z). It is easy to see that the Laurent series ﬁeld k∞ = Fq((z−1)) is
just the completion of Fq(z) at ∞. Thus Fq(z) can be taken as a subﬁeld of Fq((z−1)) in a natural
way.
For a non-zero element  in k∞, we have the unique ∞-adic expression
 =
∞∑
i=l
ciz
−i , ci ∈ Fq(i l), cl ∈ F×q .
The function v() = v∞() = l(v(0) = +∞) is the normal ∞-adic exponential valuation on
k∞. For  = ∑d−i0 aiz−i +∑1 i<∞ aiz−i ∈ Fq((z−1)), we denote by  the polynomial
part
∑
d−i0 aiz−i of , by {} the remaining part
∑
1 i<∞ aiz−i of .
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Let m be a positive integer, Z be the integer ring and Zm be the ﬁnite set {1, 2, . . . , m}.
Denote by Fq((z−1))m, Fq [z]m and Fq(z)m the set of all column m-tuples over Fq((z−1)),
Fq [z] and Fq(z), respectively. In this paper,  always means transpose. For an m-tuple r =
(r1(z), r2(z), . . . , rm(z)) ∈ Fq((z−1))m, and q(z) ∈ Fq [z], we simply write
r
q(z)
=
(
r1(z)
q(z)
,
r2(z)
q(z)
, . . . ,
rm(z)
q(z)
)
.
Denote  r  = (r1(z), r2(z), . . . , rm(z)), and { r } = ({r1(z)}, {r2(z)}, . . . , {rm(z)}),
then
r =  r  + { r }.
Deﬁnition 1 (Order over Zm × Z). Denote Zm × Z = {(h, g)|h ∈ Zm, g ∈ Z}. For any two
elements (h, g) and (h′, g′) in Zm ×Z, we say (h, g) < (h′, g′) if g < g′, or g = g′ and h < h′.
Deﬁnition 2 (Indexed valuation of m-tuples over Fq((z−1))). For a nonzero m-tuple
r = (r1(z), r2(z), . . . , rm(z)) ∈ Fq((z−1))m,
v( r ) = min{v(ri(z)), i ∈ Zm} ∈ Z
is called the valuation of r and
I ( r ) = min{i|i ∈ Zm, v(ri(z)) = v( r )} ∈ Zm
the index of r . The pair
Iv( r ) = (I ( r ), v( r )) ∈ Zm × Z∗
is called the indexed valuation of r , where Z∗ = Z ∪ {∞}.
By convention, let v(0) = ∞, Iv( 0 ) = (1,∞), and Iv( r ) < Iv( 0 ), ∀r = 0.
Let Iv( r ) = (h, g). Then it is obvious that
Iv( x r ) = (h, g + v(x)) ∀x = 0, x ∈ Fq((z−1)). (1)
Let r ∈ Fq((z−1))m, 0 = q(z) ∈ Fq [z], p(z) ∈ Fq [z]m. p(z)q(z) is called a rational approximant
to r if v(r − p(z)
q(z)
) > deg(q(z)). Iv( r − p(z)
q(z)
) is called the precision of p(z)
q(z)
to r . As a matter
of convenience, any nonzero polynomial q(z) is called a denominator of r with precision Iv( r −
 r(z)q(z) 
q(z)
).
Deﬁnition 3 (Optimal rational approximant). Let r ∈ Fq((z−1))m. p(z)q(z) ∈ Fq(z)m is called an
optimal rational approximant of r if denominators of r with degree lower than deg(q(z)) have
precision lower than Iv( r − p(z)
q(z)
) and denominators of r with degree same as q(z) have precision
no greater than Iv( r − p(z)
q(z)
). In this case, q(z) is also called an optimal denominator of r .
LetSm be the set of all elements r of Fq((z−1))m with v( r ) > 0. For the rational approximation
problem in Fq((z−1))m, we need only consider this subset Sm. In fact, if we write r =  r +{ r },
then p(z)
q(z)
∈ Fq(z)m is a rational approximant to {r} of precision (h, n) if and only if  r + p(z)q(z) is
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a rational approximant to r of the same precision (h, n); likewise, q(z) is an optimal denominator
of { r } if and only if it is an optimal denominator of r .
So from now on, we will always suppose that r ∈ Sm and r = 0.
3. m-CFA, JPA and MJPA
In this section we give the deﬁnitions of m-CFA, JPA and MJPA in the formal Laurent series
ﬁeld, which are introduced in [2,3,10,11,4,7], respectively. First we give some notations. Set
k =
(
k,1, k,2, . . . , k,m
)
, k =
(
k,1, k,2, . . . , k,m
)
.
We will always denote by In the identity matrix of order n for any positive integer n, and use ej
to denote the jth column of the matrix In for all jn.
Deﬁnition 4 (Multidimensional continued fraction algorithm (m-CFA)). Given r ∈ Sm and r =
0. Initially take a0 = 0, −1 = Im, 0 = r . Suppose [ a0, h1, a1, . . . , hk−1, ak−1, . . .], k−2
and k−1 are deﬁned for k1, where
k−2 = Diag.
(
z−vk−1,1 , z−vk−1,2 , . . . , z−vk−1,m
)
is a diagonal matrix, k−1 = (k−1,1, . . . , k−1,j , . . . , k−1,m) ∈ Fq((z−1))m. If k−1 = 0, the
algorithm terminates and denote  = k. If k−1 = 0, then do the following steps:
(1) (hk, vk) = Iv(k−2k−1).
(2) k−1 = Diag.
(
z−vk,1 , z−vk,2 , . . . , z−vk,m
)
, where
vk,j =
{
vk−1,j if j = hk,
vk if j = hk.
(3)
k,j =
{ k−1,j
k−1,hk
if j = hk,
1
k−1,hk
if j = hk.
(4) ak =
⌊
k
⌋
.
(5) k = k − ak.
Denote  = ∞ if the above procedure never terminates.
The m-CFA will result in a sequence C( r ) = [ a0, h1, a1, . . . , hk, ak, . . .], 1k < , which
will be called the m-continued fraction expansion of r of length . Denote ak = (ak,1(z),
. . . , ak,j (z), . . . , ak,m(z))

, ak,j (z) ∈ Fq [z]. It is known [3] that deg(ak,hk (z))1. Associated
with C( r ), we deﬁne the following parameters:
tk = deg(ak,hk(z))1, t0 = 0,
dk =
∑
1 ik
ti , d0 = 0,
vk =
∑
hi=hk,1 ik
ti , v0 = 0,
nk = dk−1 + vk.
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In order to get the rational approximants of C( r ), we need some more notations. Let Eh be the
permutation matrix of order m + 1 obtained by exchanging the hth column and the (m + 1)th
column of the identity matrix Im+1, that is,
Eh = (e1e2 · · · eh−1em+1eh+1 · · · emeh).
For a given a ∈ Fq [z]m, we deﬁne
A( a ) =
(
Im a
0 1
)
.
Deﬁnition 5. Given C(r) as above. Deﬁne iteratively the square matrices Bk of order m+1 over
Fq [z] as below:
B0 = Im+1,
Bk = Bk−1EhkA( ak ) (k1).
Denote by bk the last column of Bk for k0, and let pk(z) ∈ Fq [z]m, qk(z) ∈ Fq [z] be deﬁned
as:
bk = (pk(z), qk(z)).
Then the rational fraction
p
k
(z)
qk(z)
is called the kth approximant of C( r ).
Proposition 6 (cf. Dai et al. [2,3]). Let C(r) = [a0, h1, a1, . . . , hk, ak, . . .] be the m-continued
fraction expansion of r of length , which is obtained from the action of m-CFA on r .
Then the sequence
{
p
k
(z)
qk(z)
}
k0
of approximants of C(r) converges to r, and each approx-
imant
p
k
(z)
qk(z)
, 0k < , is an optimal approximant to r , and Iv( r−pk(z)
qk(z)
)=(hk+1, nk+1),
deg(qk(z)) = dk .
Deﬁnition 7 (Jacobi–Perron algorithm (JPA)). Given r ∈ Sm and r = 0. Initially take
a0 = 0, 0 = r. Suppose
k−1 = (k−1,1, . . . , k−1,j , . . . , k−1,m) ∈ Fq((z−1))m
are deﬁned for k1 (we always assume that k−1,1 = 0). Then do the following steps:
(1)
k,j =
{ k−1,j+1
k−1,1 if 1jm − 1,
1
k−1,1 if j = m.
(2) ak =
⌊
k
⌋
.
(3) k = k − ak.
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The JPA will result in a sequence J ( r ) = [ a0, a1, a2, . . . , ak, . . .], 1k < ∞, which will
be called the JPA expansion of r of length ∞.
Deﬁnition 8. Given J ( r ) as above. Deﬁne iteratively the square matricesCk of orderm+1 over
Fq [z] as below:
C0 =
(
0 1
Im 0
)
,
Ck = Ck−1Dk (k1),
where
Dk =
(
0 1
Im ak
)
.
Denote by ck the last column of Ck for k0, and let pk(z) ∈ Fq [z]m, qk(z) ∈ Fq [z] be deﬁned
as:
ck = (qk(z), pk(z)).
Then the rational fraction
p
k
(z)
qk(z)
is called the kth approximant of J ( r ).
Deﬁnition 9 (Modiﬁed Jacobi–Perron algorithm (MJPA)). Given r ∈ Sm and r = 0. Initially
take a0 = 0, 0 = r. Suppose [ a0, h1, a1, . . . , hk−1, ak−1, . . .] and k−1 are deﬁned for k1. If
k−1 = 0, the algorithm terminates and denote  = k. If k−1 = 0, then do the following steps:
(1) hk = I (k−1).
(2)
k,j =
{ k−1,j
k−1,hk
if j = hk,
1
k−1,hk
if j = hk.
(3) ak =
⌊
k
⌋
.
(4) k = k − ak.
Denote  = ∞ if the above procedure never terminates.
The MJPA will result in a sequence M( r ) = [ a0, h1, a1, . . . , hk, ak, . . .], 1k < , which
will be called the MJPA expansion of r of length .
Deﬁnition 10. Given M( r ) as above. Deﬁne iteratively Mk of order m+ 1 over Fq [z] as below:
M0 = Im+1,
Mk = Mk−1EhkA( ak) (k1),
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Denote by mk the last column of Mk for k0, and let pk(z) ∈ Fq [z]m, qk(z) ∈ Fq [z] be deﬁned
as
mk = (pk(z), qk(z)).
Then the rational fraction
p
k
(z)
qk(z)
is called the kth approximant of M( r ).
4. Periodicity of m-CFA, JPA and MJPA
Deﬁnition 11. Let [ a0 = 0, h1, a1, . . . , hk, ak, · · ·] be them-continued fraction expansionC( r )
or the MJPA expansion M( r ) of r ∈ Sm. C( r ) or M(r) is called periodic if there exist integers
1 and T 1 such that
(h+k, a+k) = (h+k+T , a+k+T ) ∀k0. (2)
The smallest positive integer T satisfying (2) is called the period of the periodic C( r ) or M( r )
and (h, a, h+1, a+1, . . . , h+T−1, a+T−1) is called the periodic part, and denote
C( r )(or M( r )) = [0, h1, a1, . . . , h−1, a−1,
. . . , h, a, h+1, a+1, . . . , h+T−1, a+T−1
]
.
Deﬁnition 12. Let J ( r ) = [ a0 = 0, a1, . . . , ak, . . .] be the JPA expansion of r ∈ Sm. J ( r ) is
called periodic if there exists integers 1 and T 1 such that
a+k = a+k+T ∀k0. (3)
The smallest positive integer T satisfying (3) is called the period of the periodic J ( r ) and
( a, a+1, . . . , a+T−1) are called the periodic part, and denote
J ( r ) = [0, a1, . . . , a−1, . . . , a, , a+1, . . . , a+T−1] .
Proposition 13. Let C( r ) = [ a0 = 0, h1, a1, h2, a2, . . . , hk, ak, . . .] be the m-continued frac-
tion expansion of r, which is obtained through the action of m-CFA on r . If there exist an integer l
and integers 1 , T 1 such that −1 = −1+T , zl−2 = −2+T , then we have (hk, ak) =
(hk+T , ak+T ), ∀k. In other words, C( r ) is periodic with period T.
Proof. We prove this proposition by induction on k.
By the property (1) of the indexed valuation and the deﬁnition of m-CFA, we have
(h+T , v+T ) = Iv(−2+T −1+T )
= Iv(zl−2−1)
= (h, v + v(zl))
= (h, v − l).
So h+T = h, together with −1 = −1+T , we have  = +T . It follows that a =
a+T ,  = +T . Thus for k = , we have proved that (hk, ak) = (hk+T , ak+T ).
Next, since zl−2 = −2+T and v+T = v − l, by the deﬁnition of k, we have zl−1 =
−1+T .
So, we can do the above procedure inductively, and the proposition follows. 
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5. Simultaneous approximation to (,2)
Theorem 14. Denote k = k(z) ∈ R. Let f (Y ) = Y 3 +kY −1 ∈ R[Y ] with s = deg k > 0. Then
there exists exactly one element  ∈ k∞ such that f () = 0 and v() = s. Denote  =
(

2
)
.
(1) The m-continued fraction expansion C() of the vector  is periodic with period 2, and the
periodic part is
(h1, a1, h2, a2) =
(
1,
(
k
0
)
, 2,
(
0
k
))
.
(2) Each approximant given by the JPA expansion J () is an optimal rational approximation to
.
(3) Each approximant given by the MJPA expansion M() is an optimal rational approximation
to .
Proof. The existence and the uniqueness of can be obtained by themethod ofNewton’s polygon
(cf. [4,12]).
(1) The computation procedure of C() is as follows:
a0 = 0, −1 =
(
1 0
0 1
)
, 0 =
(

2
)
.
Step 1:
(h1, v1) = (1, s), 0 = Diag.
(
z−s , 1
)
,
1 =
( 1


)
=
(
2 + k

)
,
a1 =
(
k
0
)
, 1 =
(
2

)
.
Step 2:
(h2, v2) = (2, s), 1 = Diag.
(
z−s , z−s
)
,
2 =
(

1

)
=
(

2 + k
)
,
a2 =
(
0
k
)
, 2 =
(

2
)
.
Let l = −s. Then
1 = zl−1.
Also we have 2 = 0.
So by Proposition 13, C() is periodic with period 2, and
C() =
[(
0
0
)
, 1,
(
k
0
)
, 2,
(
0
k
)]
,
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where the overlined part denotes the periodic part. Thus
B0 =
⎛
⎝ 1 0 00 1 0
0 0 1
⎞
⎠ , B1 =
⎛
⎝ 0 0 10 1 0
1 0 k
⎞
⎠ , B2 =
⎛
⎝ 0 1 k0 0 1
1 k k2
⎞
⎠ , . . . ;
and the m-CFA gives rational approximants
p1
q1
=
(
1/k
0
)
,
p2
q2
=
(
1/k
1/k2
)
, . . . .
(2) By direct calculation, the JPA expansion of  is
J () =
[(
0
0
)
,
(
0
k
)]
,
where the overlined part denotes the periodic part. Thus
C0 =
⎛
⎝ 0 0 11 0 0
0 1 0
⎞
⎠ , C1 =
⎛
⎝ 0 1 k0 0 1
1 0 0
⎞
⎠ , C2 =
⎛
⎝ 1 k k20 1 k
0 0 1
⎞
⎠ , . . . ;
and the JPA gives rational approximants
p1
q1
=
(
1/k
0
)
,
p2
q2
=
(
1/k
1/k2
)
, . . . .
Let
T =
⎛
⎝ 0 0 11 0 0
0 1 0
⎞
⎠ , T ′ =
⎛
⎝ 0 1 01 0 0
0 0 1
⎞
⎠ ,
then
TB1T ′ = C1, TB0 = C0, TB2 = C2.
By induction on n we have TB2n−1T ′ = C2n−1, TB2n−2 = C2n−2 (∀n1). So, for each i, the
ith approximant given by JPA is the same as the ith approximant given by m-CFA. Therefore,
by Proposition 6, each approximant given by the JPA expansion J () is an optimal rational
approximation to .
(3) By direct calculation, the MJPA expansion of  is
M() =
[(
0
0
)
, 1,
(
k
0
)
, 2,
(
0
k
)]
,
where the overlined part denotes the periodic part.
Thus
M0 =
⎛
⎝ 1 0 00 1 0
0 0 1
⎞
⎠ , M1 =
⎛
⎝ 0 0 10 1 0
1 0 k
⎞
⎠ , M2 =
⎛
⎝ 0 1 k0 0 1
1 k k2
⎞
⎠ , . . . .
Then, by deﬁnition, it is easy to see that Mn = Bn,∀n0. So, for each i, the ith approx-
imant given by MJPA is the same as the ith approximant given by m-CFA. Therefore, by
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Proposition 6, each approximant given by the MJPA expansion M() is an optimal rational
approximation to . 
Theorem 15. Denote k = k(z), d = d(z). Let f (Y ) = Y 3 + kdY −d ∈ R[Y ] with k, d ∈ R and
s = deg k > 0, t = deg d > 0. Then there exists exactly one element ∈ k∞ such that f () = 0
and v() = s. Denote  =
(

2
)
.
(1) The m-continued fraction expansion C() of the vector  is periodic with period 6, and the
periodic part is
(h1, a1, h2, a2, h3, a3, h4, a4, h5, a5, h6, a6,)
=
(
1,
(
k
0
)
, 2,
(
0
k
)
, 1,
(
kd
0
)
, 2,
(
0
k
)
, 1,
(
k
0
)
, 2,
(
0
kd
))
.
(2) Each approximant given by the JPA expansion J () is an optimal rational approximation
to .
(3) Each approximant given by the MJPA expansion M() is an optimal rational approximation
to .
Proof. The existence and the uniqueness of can be obtained by themethod ofNewton’s polygon
(cf. [4,12]).
(1) The computation procedure of C() is as follows:
a0 = 0, −1 =
(
1 0
0 1
)
, 0 =
(

2
)
.
Step 1:
(h1, v1) = (1, s), 0 = Diag.
(
z−s , 1
)
,
1 =
( 1


)
=
(
2
d
+ k

)
,
a1 =
(
k
0
)
, 1 =
(
2
d

)
.
Step 2:
(h2, v2) = (2, s), 1 = Diag.
(
z−s , z−s
)
,
2 =
(

d
1

)
=
( 
d
2
d
+ k
)
,
a2 =
(
0
k
)
, 2 =
( 
d
2
d
)
.
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Step 3:
(h3, v3) = (1, 2s + t), 2 = Diag.
(
z−2s−t , z−s
)
,
3 =
(
d


)
=
(
2 + kd

)
,
a3 =
(
kd
0
)
, 3 =
(
2

)
.
Step 4:
(h4, v4) = (2, 2s), 3 = Diag.
(
z−2s−t , z−2s
)
,
4 =
(

1

)
=
(

2
d
+ k
)
,
a4 =
(
0
k
)
, 4 =
(

2
d
)
.
Step 5:
(h5, v5) = (1, 3s + t), 4 = Diag.
(
z−3s−t , z−2s
)
,
5 =
(
1


d
)
=
(
2
d
+ k

d
)
,
a5 =
(
k
0
)
, 5 =
(
2
d

d
)
,
v5,1 = 3s + t, v5,2 = 2s, v(5,1) = 2s + t, v(5,2) = s + t, v6 =, h6 = 2.
Step 6:
(h6, v6) = (2, 3s + t), 5 = Diag.
(
z−3s−t , z−3s−t
)
,
6 =
(

d

)
=
(

2 + kd
)
,
a6 =
(
0
kd
)
, 6 =
(

2
)
.
Let l = −(3s + t). Then
5 = zl−1.
Also we have 6 = 0.
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So by Proposition 13, C() is periodic with period 6, and
C() =
⎡
⎣( 0
0
)
, 1,
(
k
0
)
, 2,
(
0
k
)
, 1,
(
kd
0
)
, 2,
(
0
k
)
, 1,
(
k
0
)
, 2,
(
0
kd
) ⎤
⎦ ,
where the overlined part denotes the periodic part.
Thus
B0 =
⎛
⎜⎝
1 0 0
0 1 0
0 0 1
⎞
⎟⎠ , B1 =
⎛
⎜⎝
0 0 1
0 1 0
1 0 k
⎞
⎟⎠ ,
B2 =
⎛
⎜⎝
0 1 k
0 0 1
1 k k2
⎞
⎟⎠ , B3 =
⎛
⎜⎝
k 1 dk2
1 0 dk
k2 k 1 + dk3
⎞
⎟⎠ ,
B4 =
⎛
⎜⎝
k dk2 1 + dk3
1 dk dk2
k2 1 + dk3 2k + dk4
⎞
⎟⎠ , B5 =
⎛
⎜⎝
1 + dk3 dk2 2k + dk4
dk2 dk 1 + dk3
2k + dk4 1 + dk3 3k2 + dk5
⎞
⎟⎠ ,
B6 =
⎛
⎜⎝
1 + dk3 2k + dk4 3dk2 + d2k5
dk2 1 + dk3 2dk + d2k4
2k + dk4 3k2 + dk5 1 + 4dk3 + d2k6
⎞
⎟⎠ , . . . ;
and the m-CFA gives rational approximants
p1
q1
=
(
1/k
0
)
,
p2
q2
=
(
1/k
1/k2
)
,
p3
q3
=
(
dk2/(1 + dk3)
dk/(1 + dk3)
)
,
p4
q4
=
(
(1 + dk3)/(2k + dk4)
dk2/(2k + dk4)
)
,
p5
q5
=
(
(2k + dk4)/(3k2 + dk5)
(1 + dk3)/(3k2 + dk5)
)
,
p6
q6
=
(
(3dk2 + d2k5)/(1 + 4dk3 + d2k6)
(2dk + d2k4)/(1 + 4dk3 + d2k6)
)
, . . . .
(2) By direct calculation, the JPA expansion of  is
J () =
⎡
⎣( 0
0
)
,
(
0
k
)
,
(
0
k
)
,
(
0
kd
)⎤⎦ ,
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where the overlined part denotes the periodic part. Thus
C0 =
⎛
⎜⎝
0 0 1
1 0 0
0 1 0
⎞
⎟⎠ , C1 =
⎛
⎝ 0 1 k0 0 1
1 0 0
⎞
⎠ ,
C2 =
⎛
⎝ 1 k k20 1 k
0 0 1
⎞
⎠ , C3 =
⎛
⎝ k k
2 1 + dk3
1 k dk2
0 1 dk
⎞
⎠ ,
C4 =
⎛
⎜⎝
k2 1 + dk3 2k + dk4
k dk2 1 + dk3
1 dk dk2
⎞
⎟⎠ , C5 =
⎛
⎜⎝
1 + dk3 2k + dk4 3k2 + dk5
dk2 1 + dk3 2k + dk4
dk dk2 1 + dk3
⎞
⎟⎠ ,
C6 =
⎛
⎜⎝
2k + dk4 3k2 + dk5 1 + 4dk3 + d2k6
1 + dk3 2k + dk4 3dk2 + d2k5
dk2 1 + dk3 2dk + d2k4
⎞
⎟⎠ , . . . .
and the JPA gives rational approximants
p1
q1
=
(
1/k
0
)
,
p2
q2
=
(
1/k
1/k2
)
,
p3
q3
=
(
dk2/(1 + dk3)
dk/(1 + dk3)
)
,
p4
q4
=
(
(1 + dk3)/(2k + dk4)
dk2/(2k + dk4)
)
,
p5
q5
=
(
(2k + dk4)/(3k2 + dk5)
(1 + dk3)/(3k2 + dk5)
)
,
p6
q6
=
(
(3dk2 + d2k5)/(1 + 4dk3 + d2k6)
(2dk + d2k4)/(1 + 4dk3 + d2k6)
)
, . . . .
Let
T =
⎛
⎜⎝
0 0 1
1 0 0
0 1 0
⎞
⎟⎠ , T ′ =
⎛
⎜⎝
0 1 0
1 0 0
0 0 1
⎞
⎟⎠ ,
then
TB1T ′ = C1, TB0 = C0, TB2 = C2.
By induction on n we have TB2n−1T ′ = C2n−1, TB2n−2 = C2n−2 (∀n1). So, for each i, the
ith approximant given by JPA is the same as the ith approximant given by m-CFA. Therefore,
by Proposition 6, each approximant given by the JPA expansion J () is an optimal rational
approximation to .
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(3) By direct calculation, the MJPA expansion of  is
M() =
⎡
⎣
(
0
0
)
, 1,
(
k
0
)
, 2,
(
0
k
)
, 1,
(
kd
0
)
, 2,
(
0
k
)
, 1,
(
k
0
)
, 2,
(
0
kd
) ⎤
⎦ ,
where the overlined part denotes the periodic part. Thus
M0 =
⎛
⎜⎝
1 0 0
0 1 0
0 0 1
⎞
⎟⎠ , M1 =
⎛
⎜⎝
0 0 1
0 1 0
1 0 k
⎞
⎟⎠ ,
M2 =
⎛
⎜⎝
0 1 k
0 0 1
1 k k2
⎞
⎟⎠ , M3 =
⎛
⎜⎝
k 1 dk2
1 0 dk
k2 k 1 + dk3
⎞
⎟⎠ ,
M4 =
⎛
⎜⎝
k dk2 1 + dk3
1 dk dk2
k2 1 + dk3 2k + dk4
⎞
⎟⎠ , M5 =
⎛
⎜⎝
1 + dk3 dk2 2k + dk4
dk2 dk 1 + dk3
2k + dk4 1 + dk3 3k2 + dk5
⎞
⎟⎠ ,
M6 =
⎛
⎜⎝
1 + dk3 2k + dk4 3dk2 + d2k5
dk2 1 + dk3 2dk + d2k4
2k + dk4 3k2 + dk5 1 + 4dk3 + d2k6
⎞
⎟⎠ , . . . .
Then, by deﬁnition, it is easy to see that Mn = Bn,∀n0. So, for each i, the ith approx-
imant given by MJPA is the same as the ith approximant given by m-CFA. Therefore, by
Proposition 6, each approximant given by the MJPA expansion M() is an optimal rational
approximation to . 
6. Compare with the case of real numbers
In [8], Ito–Fujii–Higashino–Yasutomi show that if  is the real root of x3 + kx − 1 = 0, where
k is a positive integer, then the Modiﬁed Jacobi–Perron algorithm approximant gives an optimal
one in the sense that the limit set of the approximants gives the nearest ellipse induced from all
rational approximations. Explicitly, they get the following facts:
(1) the limit set of {(√qn(qn − pn), √qn(qn2 − rn))|n = 1, 2, . . .} is an ellipse, where
(pn, qn, rn) is the nth approximant (pn/qn, rn/qn) of (, 2) by the MJPA,
(2) the limit set of {(√q(q− p), √q(q2 − r))|q ∈ Z, q > 0} belongs to the ellipse in (1) or
the outside of the ellipse.
In this section, we will prove a similar result in the case of multi-formal Laurent series. For
g ∈ Fq((z−1)), we deﬁne
|g| = q−v(g).
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Theorem 16. Let  ∈ k∞ be the root of Y 3 + k(z)Y − 1 = 0, s = deg(k(z)) > 0. Then
(1) the limit set of {(√|qn(z)|(|qn(z) − pn(z)|), √|qn(z)|(|qn(z)2 − rn(z)|))|n = 1, 2, . . .}
belongs to two line segments
{(x, q− s2 )|0 < xq− s2 } ∪ {(q−s , y)|0 < yq−s},
where (pn(z)
qn(z)
,
rn(z)
qn(z)
) is the nth approximant of (,2) by the MJPA,
(2) let (pn(z)
qn(z)
,
rn(z)
qn(z)
) be deﬁned as in (1). Suppose 0 = u(z), t (z), g(z) ∈ R and (pn(z)
qn(z)
,
rn(z)
qn(z)
) =
(
t (z)
u(z)
,
g(z)
u(z)
). Then the limit set of{
(
√|u(z)|(|u(z) − t (z)|), √|u(z)|(|u(z)2 − g(z)|))}
belongs to the outside of the square [0, q− s2 ] × [0, q− s2 ].
Proof. (1) By the proof of Theorem 14, for each i, the ith approximant given by MJPA is the same
as the ith approximant given by m-CFA. Computing directly, we have nk = (k − 1 +  k+12 )s,
dk = ks. By Proposition 6,⎧⎨
⎩
v
(
 − pn(z)
qn(z)
)
 (3n+1)s2 , v
(
2 − rn(z)
qn(z)
)
= (3n+1)s2 if n is odd,
v
(
 − pn(z)
qn(z)
)
= ( 3n2 + 1) s, v (2 − rn(z)qn(z)
)

( 3n
2 + 1
)
s if n is even.
So ⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
√|qn(z)|(|qn(z) − pn(z)|)q −s2 ,√|qn(z)|(|qn(z)2 − rn(z)|) = q −s2 if n is odd,√|qn(z)|(|qn(z) − pn(z)|) = q−s ,√|qn(z)|(|qn(z)2 − rn(z)|)q−s if n is even.
Hence it is clear that the limit set of {(√|qn(z)|(|qn(z)−pn(z)|), √|qn(z)|(|qn(z)2−rn(z)|))|n
= 1, 2, . . .} belongs to two line segments
{(x, q− s2 )|0 < xq− s2 } ∪ {(q−s , y)|0 < yq−s}.
(2) Denote  = (,2), t(z)
u(z)
= ( t (z)
u(z)
,
g(z)
u(z)
). For any 0 = u(z) ∈ R, there must exist
some integer n such that ns = dndeg(u(z)) < dn+1. Let pn(z)qn(z) = (
pn(z)
qn(z)
,
rn(z)
qn(z)
), deg(u(z)) =
ns+	, 0	 < s. Since pn(z)
qn(z)
is optimal, then Iv(− t(z)
u(z)
)Iv(− pn(z)
qn(z)
) = (hn+1, (n+1+n2 )s),
where hn = 1 if n is odd and hn = 2 if n is even. Therefore,
v
(
 − t (z)
u(z)
)
 (3n + 1)s
2
or v
(
2 − g(z)
u(z)
)
 (3n + 1)s
2
if n is odd.
With dndeg(u(z)), we have√|u(z)|(|u(z) − t (z)|)q −s2 or √|u(z)|(|u(z)2 − g(z)|)q −s2 if n is odd. (4)
Now suppose n is even. Since deg(qn(z)) = dndeg(u(z)) < dn+1, we can write that u(z) =∑
0 in bi(z)qi(z) for some bi(z) ∈ R such that deg(bi(z)) < deg(qi+1(z)) − deg(qi(z)) = s
for each i0 and bi(z) = 0 and deg(bn(z)) = deg(u(z)) − dn0.
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If bi(z) = 0 for 0 in− 1, then u(z) = bn(z)qn(z). Since (pn(z)qn(z) , rn(z)qn(z) ) = ( t (z)u(z) ,
g(z)
u(z)
), we
assume without loss of generality that pn(z)
qn(z)
= t (z)
u(z)
. Then bn(z)pn(z) − t (z) = 0. Thus
v
(
pn(z)
qn(z)
− t (z)
u(z)
)
= v
(
bn(z)pn(z) − t (z)
u(z)
)
ns + 	 <
(
3n
2
+ 1
)
s
= v
(
 − pn(z)
qn(z)
)
.
It is clear that
v
(
 − t (z)
u(z)
)
= v
(
 − pn(z)
qn(z)
+ pn(z)
qn(z)
− t (z)
u(z)
)
= v
(
pn(z)
qn(z)
− t (z)
u(z)
)
ns + 	.
So √|u(z)|(|u(z) − t (z)|)q 32 (ns+	)−(ns+	) = q ns+	2 > q −s2 . (5)
If bi(z) = 0 for some 0 in − 1, then by the proof of Theorem 12 in [3] we have
Iv(u(z) − t(z))Iv({u(z)}) = min{Iv({qi(z)bi(z)})|bi(z) = 0, 0 in}
and Iv({qi(z)bi(z)}) = (hi+1 vi+1 − deg(bi(z))). We can see that
Iv({u(z)})(hn, vn) =
(
2,
ns
2
)
.
Therefore√|u(z)|(|u(z) − t (z)|)q ns+	2 + −ns2 > q −s2 or√|u(z)|(|u(z)2 − g(z)|)q 	2 > q −s2 . (6)
From (4), (5) and (6) we see that the limit set of
{(√|u(z)|(|u(z) − t (z)|), √|u(z)|(|u(z)2 − g(z)|))}
belongs to the outside of the square [0, q− s2 ] × [0, q− s2 ]. 
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