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Re´sume´ :
Dans la production de pie`ces de grande se´rie, les de´fauts de forme sont ine´vitables et ale´atoires par
nature. Il apparaˆıt alors comme indispensable de les caracte´riser en vue de quantifier leur impact sur
la performance du syste`me me´canique complet. Cependant, il arrive que ces de´fauts soient difficiles,
voire impossibles a` mesurer de fac¸on directe, et on a alors recours a` des mesures dites indirectes. C’est
le cas du de´faut de forme d’une spline me´tallique dont on ne connaˆıt qu’une courbe de performance
re´sultant d’une mesure expe´rimentale. La communication montre comment identifier les de´fauts (par
rapport a` la conception nominale) d’une pie`ce particulie`re par la re´solution d’un proble`me inverse. Le
mode`le de calcul utilise´ e´tant couˆteux (e´le´ments finis non line´aire en grands de´placements, contact),
on a recours a` un me´ta-mode`le par processus gaussien pour re´soudre le proble`me d’optimisation.
Abstract :
In the process of part mass manufacturing, shape defaults are naturally unavoidable and appear ran-
domly. They must be identified in order to quantify their impact onto the performance of the global
mechanical system. However, these defaults might be so small they cannot be measured directly and
undirect measuring methods have to be deployed to circumvent this problem. This is the case for a
metallic spline for which only a characteristic curve is available from an experimental measuring pro-
cess. In this paper, it is shown how the geometrical imperfections (compared with the nominal design)
of a particular spline can be identified by solving an inverse problem. The numerical model here is
time-consumming (non-linear finite element method in large displacement, contact algorithm) so that
a Gaussian process-based metamodel is used instead, to solve the optimization problem efficiently.
Mots clefs : Proble`me inverse, processus gaussien, optimisation
1 Introduction
On souhaite ame´liorer et controˆler le processus de fabrication d’une spline me´tallique re´alise´e par
plusieurs ope´rations de laminage et de cintrage. La grandeur d’inte´reˆt est la re´partition de la pression
que la spline exerce sur un plan rigide lorsque celle-ci est plaque´e par une force F applique´e en son
milieu (figure 1 (a)). La pression est mesure´e expe´rimentalement en de´plac¸ant un capteur de pression
sous toute la longueur des splines. Les re´sultats montrent une dispersion importante des courbes de
performance d’une meˆme re´fe´rence ainsi qu’une dissyme´trie en de´saccord avec la ge´ome´trie nominale de
la spline. La difficulte´ du proble`me est qu’il n’est pas possible de mesurer pre´cise´ment des parame`tres
ge´ome´triques globaux de la spline tels que sa longueur ou sa hauteur et encore moins des de´fauts
locaux. Ceux-ci correspondent a` des variations ge´ome´triques trop faibles pour eˆtre identifie´es par
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rapport a` la forme nominale de la spline, elle-meˆme de´termine´e expe´rimentalement et donc non re´gie
par une formulation explicite de la courbure.
On cherche a` caracte´riser ces de´fauts de fac¸on a` quantifier l’impact qu’ils peuvent avoir sur la disper-
sion de la courbe de performance. Pour cela, on construit un mode`le nume´rique (mode`les e´le´ments
finis) parame´trable de la spline. On peut ainsi introduire a` souhait dans la ge´ome´trie diffe´rents types
de de´fauts dont les parame`tres sont des variables ale´atoires et obtenir la courbe de performance
correspondante, sous re´serve d’utiliser un maillage permettant de capter les variations ge´ome´triques
introduites. Parmi les de´fauts postule´s (de´fauts ge´ome´triques globaux et locaux), on proce`de a` une
analyse de sensibilite´ globale pour ne retenir que les de´fauts influant sur la courbe de performance.
La formulation d’un proble`me inverse consiste, pour une courbe de performance donne´e, a` retrouver
la de´finition (ge´ome´trie, mate´riau) de la spline, et donc ses de´fauts, a` laquelle elle correspond. Le
proble`me n’est donc pas scalaire mais vectoriel, puisque la sortie du mode`le est une courbe. Cette
ope´ration utilise un algorithme d’optimisation dont chaque ite´ration correspond a` une e´valuation du
mode`le nume´rique. Celle-ci e´tant d’environ une heure sur une station de calcul pour aboutir a` la
courbe de performance de la figure 1 (b), il est ne´cessaire de remplacer le mode`le physique par une
approximation de fac¸on a` conserver des couˆts de calcul raisonnables. Pour construire ce me´tamode`le,
on utilise la pre´diction par processus gaussien [3].
2 Contexte de l’e´tude
2.1 Mode`le physique
On conside`re ici une spline de longueur a` plat L, de largeur l et d’e´paisseur e. Le mate´riau constitutif
est un acier de module d’Young E et de coefficient de Poisson ν. Un effort F est applique´ au milieu de la
spline pour la plaquer sur le plan rigide. Un mode`le e´le´ments finis est construit avec des e´le´ments coques
tridimensionnels (figure 1 (a)). La courbe de performance correspondante est obtenue en mesurant en
58 points la force de re´action du capteur. Celle-ci est compare´e a` la courbe expe´rimentale moyenne
de fac¸on a` valider la mode´lisation (figure 1 (b)).
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Figure 1 – Mode`le e´le´ments finis de la ge´ome´trie nominale (a) et courbes de performance the´orique
(pointille´s) et expe´rimentales (b).
La courbe de performance (CP) nominale montre diffe´rents “modes“ dont le principal, au centre,
correspond logiquement au point auquel l’effort de plaquage est applique´. On observe e´galement une
syme´trie de diverses sources de variabilite´, notamment au niveau ge´ome´trique via des de´fauts de la
CP. Pour retrouver les re´sultats expe´rimentaux (figure 1 (b)), on proce`de a` l’introduction de de´fauts
ge´ome´triques.
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2.2 Introduction de de´fauts
Pour expliquer les e´carts obtenus entre la CP nominale et les CP expe´rimentales (figure 1 (b)), on
conside`re les parame`tres du mode`le comme incertains : ils sont mode´lise´s par des variables ale´atoires.
La longueur a` plat de la spline L est maˆıtrise´e par le processus de fabrication, on la conside`re donc
comme de´terministe. Il en est de meˆme pour la section (l × h) de la spline. Les de´fauts ge´ome´triques
ne sont pas mesurables directement a` cause de la spe´cificite´ de la structure : un montage expe´rimental
vient perturber les mesures. On postule alors un parame´trage a` partir d’un jugement d’expert.
Deux types de de´fauts sont introduits, les de´fauts globaux d’une part et les de´fauts locaux d’autre
part. Les de´fauts globaux sont le de´faut de fle`che ∆H et le de´faut de syme´trie ∆L. Ils sont mode´lise´s
par des lois gaussiennes N (µL, σL) et N (µH , σH). Pour les de´fauts locaux, afin de conserver un nombre
raisonnable de variables, on choisit d’introduire un de´faut sinuso¨ıdal parame´tre´ par son amplitude A,
son parame`tre de pe´riode n et son de´phasage d. Les parame`tres A, n et d sont mode´lise´s par des lois
uniformes U(AL, AU ), U(nL, nU ), U(dL, dU ). Enfin, le module de flexion EI de la spline et la pre´cision
du capteur de pression h mesurant la re´action du support sont respectivement mode´lise´s par des
lois normale N (µEI , σEI) et uniforme U(µh, σh). Le jeu de parame`tres θ = {∆L,∆H , EI,A, n, d, h}
produit une spline de´forme´e (figure 2) pour laquelle on calcule la CP nume´rique correspondante de
fac¸on a` retrouver des variations observe´es expe´rimentalement.
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Figure 2 – Ge´ome´trie de la spline de´forme´e avec facteur d’amplification des de´fauts f = 300.
3 Me´tamode`le
Une analyse de sensibilite´ globale doit permettre de controˆler, parmi les parame`tres de de´fauts pos-
tule´s, lesquels contribuent le plus a` la variabilite´ de la CP. Cette analyse demande de calculer les
moments statistiques des parame`tres ale´atoires postule´s, c’est-a`-dire que le mode`le nume´rique doit
eˆtre e´value´ un grand nombre de fois (103-105). Une e´valuation du mode`le nume´rique dure environ une
heure. Le calcul non-line´aire en grands de´placements et l’algorithme de contact sont de gros consom-
mateurs de temps CPU. Il est donc ne´cessaire de remplacer le mode`le physique par une approximation
ou me´tamode`le.
3.1 Processus gaussien
3.1.1 Introduction
La pre´diction par processus gaussien [3] permet de donner une re´ponse probabiliste Y (x) dont la
variance de´pend de la quantite´ d’information disponible a` son apprentissage. L’incertitude de la pre´-
diction est purement e´piste´mique et de´pend de l’information disponible au point d’apprentissage x.
Le principe de la me´thode est de conside´rer que la variable d’inte´reˆt y = M(x) est une trajectoire
d’un processus gaussien Y (x) dont la moyenne :
µY (x) = E [Y (x)] (1)
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(a) (b)
Figure 3 – 500 courbes de performance nume´riques obtenues a` partir du plan d’expe´riences (a) et
lot de 50 CP expe´rimentales (b) avec intervalle de confiance a` 95% sur les courbes de performance
simule´es.
et dont la fonction d’autocovariance :
CY Y
(
x.xT
)
= E
[
(Y (x)− µY (x))
(
Y (xT)− µY (xT)
)]
(2)
sont inconnues et a` de´terminer a` partir des valeurs de la re´ponse du mode`le Y = {y1, . . . , ym}, avec
yi =M(xi), e´value´ en certains points X = {x1, . . . ,xm}. Ici, le re´sultat est une CP et non un scalaire,
le Krigeage est donc vectoriel : il ne suffit pas de pre´dire les points mais aussi l’autocorre´lation qui les
lie.
3.1.2 Plan d’expe´riences stochastique
La construction du plan d’expe´riences stochastique ne´cessite plusieurs centaines de points. De fac¸on a`
pouvoir enrichir le plan jusqu’a` ce qu’une pre´cision cible soit atteinte, on choisit de simuler les jeux de
parame`tres par une me´thode de Monte-Carlo. Un ensemble de 500 jeux de parame`tres est finalement
simule´ et e´value´. On obtient ainsi 500 courbes de performance (figure 3 (a)).
D’un point de vue global, les CP expe´rimentales sont inscrites dans l’intervalle de confiance a` 95%
obtenu a` partir des 500 CP nume´riques (figure 3 (b)). On observe notamment que les distributions
suppose´es pour les parame`tres des de´fauts introduisent suffisamment de variabilite´ en comparaison
avec les disparite´s observe´es expe´rimentalement. D’un point de vue local, graˆce au de´faut sinuso¨ıdal,
on retrouve les discontinuite´s observe´es sur les CP expe´rimentales. Afin de faciliter la convergence de
l’algorithme d’optimisation pour la re´solution du proble`me inverse, on ve´rifie que tous les parame`tres
sont influants en proce´dant a` une analyse de sensibilite´ de la CP aux parame`tres en chaque point de
la spline (figure 4).
3.2 Analyse de sensibilite´
L’analyse de sensibilite´ est une me´thode statistique permettant de de´terminer quels parame`tres d’en-
tre´e Xi d’un mode`leM apportent le plus de variabilite´ a` sa re´ponse Y . On conside`re comme variable
d’inte´reˆt la variance de la re´ponse V [Y ] que l’on de´compose, sous l’hypothe`se d’inde´pendance des
composantes Xi du vecteur des parame`tres d’entre´e X, suivant [2] :
V ≡ V [Y ] =
n∑
i=1
Vi +
n∑
16i<j6n
Vij + . . .+ V12...n (3)
ou` Vi1, ... ,is = V [M (Xi1 , . . . , Xis)]. On de´finit alors les indices de Sobol’ de premier ordre et totaux
par :
S1i =
Vi
V
=
V [E [Y |Xi]]
V
et ST i = 1− V [E [Y |X∼i]]
V
(4)
4
20e`me Congre`s Franc¸ais de Me´canique Besanc¸on, 29 aouˆt au 2 septembre 2011
ou` X∼i correspond au vecteur X pour lequel la ie`me composante a e´te´ supprime´e. L’indice de premier
ordre S1i correspond a` la part de variance de Y due au parame`tre Xi pris inde´pendamment des autres.
De fac¸on a` prendre en compte les interactions entre les parame`tres, on de´finit les indices totaux : ST i
repre´sente alors la part de variance de Y due a` Xi en conside´rant toutes ses interactions avec les
parame`tres Xj , j 6= i.
Les re´sultats de l’analyse de sensibilite´ sont pre´sente´s en figure 4. On observe que les indices de Sobol’
totaux des parame`tres, norme´s par rapport a` leur somme, n’influent pas de la meˆme fac¸on sur la spline
suivant que l’on se place au centre ou aux extre´mite´s de celle-ci. Les indices de sensibilite´ calcule´s
sont variables le long de la spline et montrent qu’aucun des parame`tres ne peut eˆtre ne´glige´ pour la
re´solution du proble`me inverse.
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Figure 4 – Indices de Sobol’ totaux des parame`tres des de´fauts le long de la spline.
4 Re´solution du proble`me inverse
4.1 Algorithme d’optimisation
Le proble`me d’optimisation est le suivant : On cherche alors a` minimiser la distance D entre les deux
CP. Celle-ci s’exprime par l’e´quation (5) :
D =
58∑
i=1
[F expi − F numi (Θ)]2 (5)
ou` les F expi et les F
num
i sont les efforts respectivement mesure´s expe´rimentalement et nume´riquement et
ou` Θ est le vecteur des parame`tres. De plus, comme certains parame`tres ale´atoires sont mode´lise´s par
des lois uniformes, on ajoute comme contraintes que ces parame`tres doivent reste´s dans leur domaine
de de´finition. L’algorithme COBYLA (Constrained Optimization BY Linear Approximation) se preˆte
bien a` cet exercice [1].
La convergence de l’algorithme est difficile a` atteindre directement car elle de´pend beaucoup du point
de de´part Θ0. Pour pallier cette difficulte´, on propose une strate´gie d’optimisation en deux e´tapes :
1. la 1e`re e´tape consiste a` produire par des simulations de Monte Carlo un nombre N = 1000 jeux
de parame`tres produisant N CP nume´riques parmi lesquelles on retient les 10 plus proches au
sens de l’e´quation (5). Ces 10 CP sont autant de points de de´parts Θ0(k), k = 1, . . . , 10 pour
l’e´tape suivante.
2. la seconde e´tape fait appel a` la me´thode COBYLA. On lance en paralle`le l’algorithme d’opti-
misation pour les 10 points de de´parts. On obtient ainsi le meˆme nombre de jeux de parame`tres
optimum Θ∗(k), k = 1, . . . , 10.
L’optimum global est le point Θ∗(k) produisant la CP nume´rique la plus proche de la CP expe´rimentale
que l’on cherche a` approximer.
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4.2 Re´sultats
La figure 5 illustre les deux e´tapes de l’optimisation. Si le meilleur point de de´part Θ0 parmi les 1000
jeux de donne´es simule´s permet d’approcher la forme globale de la courbe caracte´ristique expe´rimen-
tale choisie, l’optimum global de la strate´gie d’optimisation Θ∗ permet de produire une courbe de
performance nume´rique encore plus proche. En particulier, on retrouve les pics et creux correspondant
aux de´fauts que l’on cherche a` appre´hender. On est donc capable de de´finir comple`tement les de´fauts
de la spline a` partir d’une courbe de performance mesure´e expe´rimentalement.
  
(a) CP obtenur a` partir de Θ0
  
(b) CP obtenue a` partir de Θ∗
Figure 5 – CP expe´rimentale (ronds), CP nume´rique obtenue a` partir du meilleur point de de´part
Θ0 (triangles) (a) et CP nume´rique produite avec Θ∗, re´sultat de la me´thode COBYLA (carre´s) (b).
5 Conclusions
On pre´sente une me´thodologie permettant de mesurer indirectement des de´fauts de forme ale´atoires
sur des splines me´talliques pour lesquelles on ne dispose que d’une courbe de performance. L’approche
par proble`me inverse permet de retrouver les de´fauts ge´ome´triques globaux et locaux correspondant
a` une courbe de performance expe´rimentale donne´e. Tout d’abord, on introduit des de´fauts de forme
ale´atoires globaux et locaux dans la ge´ome´trie initiale de la spline. On ve´rifie ensuite la pertinence du
choix par une analyse de sensibilite´ globale ainsi que l’ade´quation entre la variabilite´ mesure´e et intro-
duite nume´riquement. Le mode`le nume´rique e´tant couˆteux, on le remplace par une approximation, ici
construite avec la me´thode de pre´diction par processus gaussien. Enfin, une strate´gie d’optimisation
est de´ploye´e pour retrouver le jeu de parame`tres de´crivant de fac¸on optimale les de´fauts. L’exemple
pre´sente´ a` la fin de l’e´tude de´montre qu’il est possible d’identifier indirectement des de´fauts ge´ome´-
triques qu’on ne peut mesurer expe´rimentalement.
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