We present an extension of the results given in the first part of this paper (2004) referring to the existence in the 3D case of a free boundary between the saturated and unsaturated domains that may be evidenced during the water flow into a porous medium.
814 A free boundary problem (I) Starting from the Richards' equation written in pressure form, in the first part a model that covers both the unsaturated and saturated flow particularities in a porous medium was introduced, by defining a specific multivalued function acting in the corresponding diffusive form of the model. (II) The existence and uniqueness of the solution to the saturated-unsaturated flow model written for diffusive form of Richards' equation was proved in the three dimensional case, on the basis of the proof of similar facts for the solution of a certain approximating problem. (III) According to some supplementary results concerning the regularity of the approximating solution, the existence of the free boundary was proved only in the one-dimensional case. (IV) Next, the existence of the weak solution defined for the model written in pressure form was proved in the 3D case. The existence of the free boundary and the uniqueness of the weak and smooth solution remained as open problems in the 3D case. This paper has as main scope to give an answer to these problems.
The plan of the paper includes:
(1) A summary of the diffusive model and of the main results given in [9] . A detailed study of the boundedness of the solution and its implications upon the reliability of the solution. ( 2) The proof of a better regularity of the approximating solution and consequences upon the solution to the original problem. The proof of the vertical monotonicity of the solution that represents the basic result that enhances the delimitation of the flow domain into two parts, one saturated and the other unsaturated and the definition of the free boundary that separates them. (3) A final discussion on the model in pressure and the proof of the uniqueness of its solution in the 3D case. However, for a more precise understanding of the model, some details of it will be presented in Appendix A.1.
The mathematical model.
Let Ω be an open bounded subset of R N (N = 1,2,3) with the boundary ∂Ω notation = Γ piecewise smooth, let (0,T) be a finite time interval and let x ∈ Ω represent the vector x = (x 1 ,x 2 ,x 3 ).
We consider Ω to be the cylinder Ω = {x;(x 1 ,x 2 ) ∈ D, 0 < x 3 < L} where D is an open bounded subset of R N−1 with smooth boundary and we assume that Γ is composed of the disjoint boundaries Γ u , Γ lat and Γ b , all sufficiently smooth where Γ u = {x ∈ Γ; x 3 = 0}, Γ b = {x ∈ Γ; x 3 = L}, Γ = Γ u ∪ Γ lat ∪ Γ b . We also denote Γ α = Γ lat ∪ Γ b , with Γ u ∩ Γ α = ∅.
We will deal with the diffusive form of the mathematical model of a rainfall water infiltration into an isotropic, homogeneous, porous soil with the boundary Γ α semipermeable ∂θ ∂t − ∆β * (θ) + ∂K(θ) ∂x 3 = f in Q = Ω × (0,T), ( Moreover, they satisfy (i) (β
A review of the model is presented in Appendix A.1.
Functional framework.
For the sake of simplicity we will denote the scalar product and the norm in L 2 (Ω) by (·,·) and · respectively. Also we will no longer write the function arguments which represent the integration variables.
The problem was treated within the functional framework represented by V = H 1 (Ω), with the norm defined by
is its dual endowed with the scalar product
816 A free boundary problem where ψ ∈ V satisfies the boundary value problem
(∂/∂ν is the normal derivative). Here (θ,ψ) represents the value of θ ∈ V at ψ ∈ V , or the pairing between V and V . We set
and we defined the multivalued operator A :
and with these notations we introduced the Cauchy problem
whose strong solution, if exists, satisfies (1.1)-(1.4) in the sense of distributions. In order to prove the existence results the multivalued function β * was approximated by the continuous function defined for each ε > 0 by
so that, besides the properties (i) (for θ ∈ R), (ii), β * ε (θ) satisfies also (iii) lim θ→∞ β * ε (θ) = +∞. Also in the approximating problem we extended K to the right of the saturation value by the constant value K s .
Consequently, the associated approximating problem
with the domain
Obviously the strong solution to (1.17)-(1.18) is the solution in the sense of distributions to the boundary value problem 
that satisfies the estimates
(1.29)
In the above estimates
(1.30)
Since the estimates (1.28) and (1.29) do not depend on ε, by passing to the limit as ε → 0, it was proved that the approximating solution tends to the solution to the Cauchy problem (1.14)-(1.15) and the latter is also bounded by θ s a.e. on Q. 
Moreover, [9] ).
We notice that in the previous result f M 0ε and f m 0ε depend on ε. However, for a particular choice of θ m and θ M , sufficient conditions of boundedness that do not depend on ε may be found in 
0ε turns out to be independent on ε. In particular θ m can be chosen a constant less than θ s .
(1.58)
In conclusion, using assumption (1.56) we can write a.e. on Σ α that
The latter, together with (1.41)-(1.43) implies the boundedness of θ ε between θ m (t) and θ M (t). Remark 1.5. It is obvious that if, in Corollary 1.4, we choose both functions θ m (t) and θ M (t) less than θ s , it would follow a criterion of comparison only for the unsaturated case. That is why, in order to study the saturated-unsaturated flow the choice of θ M (t) ≥ θ s is essential.
On the other hand, as smaller is θ m the larger is the interval of boundedness for θ. 
(1.60) The proof of the existence of the free boundary requires some stronger regularity of the approximating solution. In this subsection, we will prove successively in Theorems 2.1 and 2.5 further regularity properties for the solution θ ε to the approximating problem (1.17)-(1.18). They may be obtained using a smoother approximation β * ε of class C 3 (R), so, we provide these results considering the smoother approximation (A.14). Also, we prefer to give them in two separate theorems because the proofs are quite long and technical.
Then, for each ε > 0, the solution θ ε to problem (1.17)-(1.18) satisfies
Proof. By the hypotheses (2.1)-(2.4) it follows that the approximating problem has a unique solution satisfying the conclusions of Theorem 1.1. Since we do not know a priori that ∂θ ε /∂t and ∂β *
, in a rigorous way we should perform the next calculations by replacing these derivatives by the corresponding finite differences
which belong to the same space as θ ε does. However, for the writing simplicity we will denote these differences by 8) so in the below proof this way of writing is symbolical.
A free boundary problem
We multiply (1.17) by ∂β * ε (θ ε )/∂t and integrate over Ω × (0,t). We have
(2.9)
After the integration with respect to τ of the second term in the left-hand side, we obtain
Now, by trace theorem and Poincaré's inequality it follows that there exists c VH , c H , c Γu , and c Γα such that ∀ψ ∈ H 1 (Ω) we have
where c 2 Γu and c 2 Γα depend on 1/α m (see also [3] ). We remind that α m > 0. Using further (2.11) which applies for β *
where
(2.14)
Since β ε (θ ε ) ≥ β m (see Appendix A.2, (A.19)) we can write
(2.15)
Here we used (2.12) and (i K ). Taking into account the hypotheses and the estimate θ ε 2 ≤ C 0 , (where C 0 is the ε-independent right-hand side sum in (1.29)), we get
Here, we noticed that the assumptions (2.
. Using Gronwall's lemma we finally obtain that
The condition (i) implies that the function (β * ε ) −1 : R → R is Lipschitz, so from (2.19) we also obtain that
From now on, within this proof, we will denote by C(ε) some constants that depend on ε (by the means of |C ε 0 |).
We also derive that K(θ ε ) ∈ L ∞ (0,T;H 1 (Ω)) and therefore we deduce that
, (see, e.g., [8] ). Now we resume (1.17) to get
By the boundary conditions (1.23), (1.24 ) and the hypotheses we may deduce that
which together with (2.24) implies in virtue of the trace theorem (see [8] ) that
and therefore
The last assertion is proved by noticing that by (2.26)
where g xj ∈ L 2 (0,T;L 2 (Ω)) and β ε (θ ε ) ≥ β m > 0 on Q.
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Now, by the Sobolev embedding theorem (see, e.g., [2] ) we have for any
(where we denoted by C 4 the constant occurring in the Sobolev embedding formula). Therefore
Recalling (2.28) and (2.29) we obtain that
By all these, together with the conclusions of Theorem 1.1 we get (2.5)-(2.6) as claimed. Therefore, in the case when θ 0 ≤ θ s a.e. on Ω, we can show a better regularity only for the approximating solution θ ε , but we can not pass to limit to get a similar result for θ.
However, under a particular assumption we may deduce a further regularity for θ too. 
At the same time we get by Theorem 2.1 that the approximating solution to (1.17)-(1.18) satisfies
But due to the hypothesis esssup x∈Ω θ 0 < θ s we notice that the constant C ε 0 given by (2.14) becomes independent on ε, since we may replace β * ε (θ 0 ) by β * (θ 0 ) ∈ H 1 (Ω) for all ε < δ.
In conclusion, at their turn, the right-hand constants in (2.19)-(2.24) and (2.34) do no longer depend on ε, so we may conclude that
and weak star in L ∞ (0,T;V ).
(2.40) Therefore, by trace theorem, we still obtain that
Finally, we get also that
Hence we have proved that the solution to problem (1.14)-(1.15) belongs to the spaces indicated in (2.36).
Remark 2.4. In the special case when the initial data is less than θ s , we have found that
This means that we get that θ(t) ∈ C(Ω) for N = 1,2,3, while in the 1D case (when H 2 (Ω) ⊂ C 1 (Ω)) the solution turns out to be differentiable continuous with respect to the spatial variable.
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We notice that in the 1D case, since we have that θ ∈ W 1,2 (Q), it follows in addition that the solution θ is continuous with respect to both variables, 
Proof. By the hypotheses (2.45)-(2.48) it follows that the approximating problem has a unique solution satisfying the conclusions of Theorem 2.1. We will show that β *
and we notice that for each ε > 0 the functions β ε , β ε and β ε are bounded
where We differentiate the equations with respect to t and obtain
where ω (η) and ζ (η) represent the derivatives of ω and ζ with respect to η, that is,
Equation (2.59) makes sense since θ 0 ∈ H 2 (Ω). In fact for each ε > 0 we have 
Then we multiply (2.56) by η t and integrate it over Ω × (0,t). We have
(2.63)
We integrate with respect to τ the second term on the left-hand side and obtain
(2.64)
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Taking into account (2.60) we have
After a few calculations we obtain 
By C 4 we denoted the same constant occurring in (2.31). We mention that by C and C(ε), we will further denote some constants independent and dependent on ε, respectively.
Therefore we have
(2.72)
Here we used the inequality
with p = 4 and q = 4/3. Inserting (2.72) in (2.68) we obtain that
If we denote
the inequality (2.74) becomes
if we assume that ϕ(t) ≥ 1, in the other case (ϕ(t) < 1) the proof is finished, η t (t) following to be bounded in L 2 (Ω).
Thus we obtain 
ε). We will prove that this implies the boundedness of ϕ(t).
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We define 
Here a problem arises by the fact that the norm η t (t j−1 ) 2 may increase determining a high decrease of the time step T j − t j−1 and making thus impossible the reaching of the final time T.
A free boundary problem
However we can prove that this is not the case, by using a previous estimate for η t (t), namely (2.20) from where we deduce that
which is independent of the time step (here C ε 2 is that in formula (2.20)). Therefore the function t → η t (t) 2 belongs to L 2 (0,T), so by Luzin's theorem we have that for each δ > 0 there exists E δ with meas(E δ ) ≤ δ/2 such that η t (t) 2 
In particular the point t can be found in an interval of measure δ, so for example t ∈ (T − δ,T).
Applying this result to the interval (t j−1 ,T j ), we can find a point t j ∈ [T j − δ,T j ) such that
and therefore and resuming (2.74) we obtain thus once again (2.83), that is,
Finally, taking into account (2.83) and returning to θ ε we obtain (see also (2.53))
and from (1.21) we deduce that
that is,
Completely similar as done before (see the inequalities beginning with (2.28)) we get that
so finally we obtain
Remark 2.6. However, we have to mention that some of the constants occurring in the Theorem 2.5 before depend on ε by the means of β M (ε) which is unbounded if ε → 0 (see especially C ε M ). So that the estimates are true only for each ε > 0, apart and they can not be used in order to obtain a similar regularity for the function θ, neither in the case specified in Theorem 2.3.
Existence of the vertical derivative. We introduce
= ∂θ ε ∂x 3 (2.97) and since w ε ∈ L 2 (0,T;V ) by the previous theorems, we can differentiate with respect to x 3 in (1.21)-(1.24) and obtain the equivalent model for the derivative w ε
to which we add the initial condition
which makes sense, due to (2.49) (∂θ ε /∂x 3 ∈ W 1,2 (0,T;L 2 (Ω))), so w ε0 ∈ L 2 (Ω). Next we will prove that if the initial and boundary data have a sufficient regularity, the problem (2.98)-(2.102) has a solution w ε . 836 A free boundary problem Theorem 2.7. Assume that α ∈ C 1 (Γ α ), and 
Proof. By Theorem 2.5 we know that problem (1.17)-(1.18) has a unique solution
We introduce the functions
(2.111)
They are well defined on Σ u and Σ b , respectively, as we can see further. First, for any γ,
because we have by (2.31) that
(C 4 is the same from (2.31)). Since θ ε (t) ∈ L ∞ (0,T;H 2 (Ω)) and β ε ∈ C 2 (R) it follows that
115) the latter being implied by (2.112). We also used the fact that β ε and its derivatives up to the second order are bounded for each ε > 0 (see Appendix A.2). In conclusion we get that
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(see, e.g., [8] ). Also we have that
Analogously, K ∈ C 2 (R) (by regularization) and it follows that We will detail the explanations only for the first term, the result being the same for the second, too. Because the surface Γ u (of equation In a similar way we can show, using (2.109) and (2.110) that
Analogously it can be shown that
By trace theorem we deduce therefore that there exists a function
838 A free boundary problem such that
Here is the argument. Since we may assume that w ε ∈ W 1,2 (0,T;L 2 (Γ)) we have that
(see [1] ). By surjectivity of the trace operator, this inequality remains true for w ε in H 1 (Ω) norm and we have that
and so
We define
so that the problem (2.98)-(2.102) becomes
137)
We mention that under the specified assumptions
We consider the space
with the usual norm and its dual denoted V 0 and we define the linear operator A(t) :
for any ψ ∈ V 0 . The operator A(t) is bounded and coercive. Indeed, we have
(2.142)
Using (2.31) we calculate
(2.143)
But θ ε satisfies (2.109) and so
Then we have
where we applied relationship (2.73). Recalling (2.142) we obtain
By (2.141) we have
By (2.144) and Friedrichs' inequality we obtain
so that we finally can write (see (2.11) and (2.12)) that
In conclusion we deduce that
so it is continuous. As previously, C and C(ε) denote various constants independent and dependent on ε, respectively. It follows that the operator A(t) satisfies the hypotheses of Lions' theorem and since f φ ∈ L 2 (0,T;V 0 ) and φ 0 ∈ L 2 (Ω) we conclude that the system (2.133)-(2.136) has a unique solution We can now to pass to the proof of the vertical monotonicity of θ for the situation when N = 3, α is constant and f 0 is time dependent only. First, we will prove the same thing for θ ε .
We use once again the approximate β * ε given by (A.14). For the case of interest in our problem, meaning the study of the top saturation occurrence (θ = θ s on Σ u ) some supplementary conditions will be required and these include a monotonically vertical decreasing distribution of the initial data and source and some particular properties for the functions u and f 0 . So, first we will prove an intermediate result.
For each ε > 0, let us introduce the functions F ε : R → R,
and We notice that F ε is differentiable on R and F is continuous (and differentiable on (−∞,θ s )) and 
has at least one solution Now, for each t fixed the horizontal y = f 0 (t) ≥ F max intersects the graphic of the function y = F(θ) yet at one point situated on the left decreasing branch of F (see Figure 2.1) .
Hence, for each t fixed, we define θ m (t) = min r j (t),F r j (t) = f 0 (t) (2.174) and θ m follows to be independent on ε.
By the decreasing monotonicity of F we obtain that if f 0 (t)=F(θ m )≥F max then θ m (t)≤ θ left , where θ left is the smallest solution to F max = f 0 (t).
Moreover, it follows that t → θ m (t) is differentiable, 
