The research presented in this paper is part of an ongoing work to define semantic relatedness measures to any given semantic graph. These measures are based on a prior definition of a family of proximity algorithms that computes the semantic relatedness between pairs of concepts, and are parametrized by a semantic graph and a set of weighted properties. The distinctive feature of the proximity algorithms is that they consider all paths connecting two concepts in the semantic graph. These parameters must be tuned in order to maximize the quality of the semantic measure against a benchmark data set. From a previous work, the process of tuning the weight assignment is already developed and relies on a genetic algorithm. The weight tuning process, using all the properties in the semantic graph, was validated using WordNet 2.0 and the data set WordSim-353. The quality of the obtained semantic measure is better than those in the literature. However, this approach did not produce equally good results in larger semantic graphs such as WordNet 3.0, DBPedia and Freebase. This was in part due to the size of these graphs. The current approach is to select a sub-graph of the original semantic graph, small enough to enable processing and large enough to include all the relevant paths. This paper provides an overview of the ongoing work and presents a strategy to overcome the challenges raise by large semantic graphs.
INTRODUCTION
The semantic relatedness measures described in the literature use different approaches, but most of them fall in two main types: knowledge base methods (based on their semantic graphs) and distributional methods (based on frequency of word occurrence in corpora) [3] . There are also hybrid approaches that combine the two paradigms. The methodology presented on this paper follows the knowledge base approach.
This paper presents ongoing work aiming at the development of a methodology to define a semantic relatedness measure between two concepts for a given semantic graph, without requiring knowledge of its domain. It uses a family of semantic relatedness algorithms, that defines the notion of proximity [4] , parametrized by a semantic graph and a set of weighted properties.
A semantic graph represents semantic relations (arcs) between concepts (nodes). The set of weighted properties are the result of tuning the semantic relatedness algorithm in order to improve its quality. To discover which set of properties should be considered and to assign weights to each of those properties in order to maximize the algorithm's quality is the goal of this research.
The rest of paper is organized as follows. The next section describes the previous work towards a methodology for defining a semantic relatedness measure, using WordNet 2.0 as a case study. Section 3 details the challenges raised by larger semantic graphs and the strategy that is being followed to overcome them.
PREVIOUS WORK
This section presents the process developed for tuning weights [5] in order to optimize the semantic measure quality. This tuning process takes as input a complete semantic graph and a set of benchmark data.
The semantic measure produced by this tuning process considers proximity rather distance as a measure of relatedness. By definition, proximity is closeness; the state of being near as in space, time, or relationship. Rather than focusing solely on minimum path lengths, proximity balances the number of existing paths between nodes.
The main issue with this definition of proximity [4] is how to determine the weights of transitions. The naïve approach is to assign weights based on domain knowledge. However, this approach is not based on evidence and is difficult to apply to a semantic graph with many properties. To be of practical use, the weights and the set of properties of a proximity based semantic relatedness algorithm must be automatically tuned. That tuning process relies on a genetic algorithm and on bootstrapping strategy that generates a weight assignment that produces the highest Spearman's correlation value.
These approaches were validated using WordNet 2.0 and the WordSim-353 data set. The correlation coefficient obtained was 0.42. This result is better than the best in the literature [6] . However, the validation with larger knowledge bases, such as WordNet 3.0 and Freebase, raises new issues.
CHALLENGES AND ONGOING WORK
Consider all the properties that connect nodes in a semantic graph. Do all the properties contribute to proximity? What if some of them spoil that proximity? Is it feasible compute proximity in large knowledge bases?
WordNet is a small semantic graph when compared to DBpedia [1] or Freebase [2] . This led to the definition of an incremental algorithm that starts with a minimal graph and enlarges it by adding properties that contribute to increase the quality of the semantic measure.
Consider a semantic graph G = (N, A, T ) where N is a set of nodes, A is a set of arcs, and T is a set of type of arcs. The initial graph of this incremental algorithm is G0 = (N, ∅, ∅).
Each iteration builds a new graph
The new set of types T k+1 has all the types in T k . In fact, several candidate G i k can be considered, depending on the types in T − T k that are added to T k+1 . The arcs of A i k+1 are those in A whose type is in T i k+1 . The general idea is to select the G i k+1 that produces an higher increment on semantic measure quality. This algorithm stops when no candidate is able to improve it.
In general, computing the semantic measure quality of G i k+1 is a time consuming task. However, there some ways to make it more efficient. It should be noticed that if G i k+1 is not a connected graph then the quality measure is 0. This means that for the first iteration many G , the candidate sets of types for the first iteration. In most cases they will produce a disconnected graph, hence with a null semantic measure quality. They will only produce a connected graph if the selected type creates a taxonomy. In many cases this involves 2 types of arcs: one linking an instance to a class, another linking a class to its super-class. To deal with this issue the incremental algorithm attempts first to generate T i k+1 such that T i k+1 = T i k + 1, where stands for set cardinality. In none of these improve the semantic measure quality then it attempts to generate T i k+1 such that T i k+1 = T i k + 2, and so forth. Nevertheless, this incremental algorithm has a number of challenges that are currently being addressed. If the set T is very large, as is the case with Freebase, it may require an heuristic to sort properties so that the most promising are explored first. What would be that heuristic? The number of candidate graphs G i k+1 may also be very large, specially if one needs to consider 2 or more types. this has also implications on the stopping condition. How can one be sure that considering a set T k+1 with even more types would not increase the quality measure?
