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Introduction: Object retrieval is an interdisciplinary research problem between object recognition and 
content-based image retrieval (CBIR). It is commonly expected that object retrieval can be solved more 
effectively with the joint maximization of CBIR and object recognition techniques. We study a typical 
CBIR solution with application to the object retrieval tasks [26,27]. We expect that the empirical study in 
this work will serve as a baseline for future research when using CBIR techniques for object recognition. 
 
Overview of Our Solution: We study a typical CBIR solution for the object retrieval problem. In our 
approach, we focus on two key tasks. One is the feature representation, the other is the supervised 
learning scheme with support vector machines. 
 
Feature Representation: In our approach, three kinds of global features are extracted to represent an 
image, including color, shape, and texture. For color, we study the Grid Color Moment feature (GCM). 
We split each image into a 3 × 3 grid and extract color moments to represent each of the 9 regions of 
the grid. Three color moments are then computed: color mean, color variance and color skewness in 
each color channel (H, S, and V), respectively. Thus, an 81-dimensional color moment is adopted as the 
color feature for each image. For shape, we employ the edge direction histogram. First, an input color 
image is converted into a grayscale image. Then a Canny edge detector is applied to obtain its edge 
image. Based on the edge images, the edge direction histogram can be computed. Each edge direction 
histogram is quantized into 36 bins of 10 degrees each. In addition, we use a bin to count the number of 
pixels without edges. Hence, a 37-dimensional edge direction histogram is used for shape. 
 
For texture, we investigate the Gabor feature. Each image is first scaled to the size of 64×64. Then, the 
Gabor wavelet transformation is applied to the scaled image at 5 scale levels and 8 orientations, which 
results in a total of 40 subimages for each input image. For each subimage, we calculate three statistical 
moments to represent the texture, including mean, variance, and skewness. Therefore, a 120-
dimensional feature vector is used for texture. 
 
  
In total, a 238-dimensional feature vector is used to represent each image. The set of visual features has 
been shown to be effective for content-based image retrieval in our previous experiments [26,27]. 
 
Supervised Learning for Object Retrieval: The object retrieval task defined in ImageCLEF 2007 is similar 
to a relevance feedback task in CBIR, in which a number of positive and negative labeled examples are 
given for learning. This can be treated as a supervised classification task. To solve it, we employ the 
support vector machines (SVM) technique for training the classifiers on the given examples [26]. In our 
experiment, a standard SVM package is used to train the SVM classifier with RBF kernels. The 
parameters C and γ are best tuned on the VOC 2006 training set, in which the training precision is 84.2% 
for the classification tasks. Finally, we apply the trained classifiers to do the object retrieval by ranking 
the distances of the objects from the classifier’s decision boundary. 
 
Concluding Remarks: We found that the current solution, though it was trained with good performance 
in an object recognition test-bed, did not achieve promising results in the tough object retrieval tasks. In 
our future work, several directions can be explored to improve the performance, including local feature 
representation and better machine learning techniques. 
