We address the Cauchy problem for a nonlinear Schrödinger equation where the dispersion is modulated by a deterministic noise. The noise is understood as the derivative of a self-affine function of order H ∈ (0, 1). Due to the self-similarity of the noise, we obtain modified Strichartz estimates which enables us to prove the global well-posedness of the equation for L 2 -supercritical nonlinearities. This is an occurence of regularization by noise in a purely deterministic context.
Introduction
In this paper, we wish to study the following type of nonlinear Schrödinger equation i∂ t ψ(t, x) = ∆ψ(t, x)Ẋ t + λ|ψ| 2σ ψ(t, x), (t,
where σ ∈ R + , λ ∈ R, X is a deterministic continuous function. This type of nonlinear Schrödinger equation modulated by a time-dependent function has been introduced in [1] , with d = 1, to model the electric field of a light pulse travelling in an optical fiber with dispersion management. In a standard optical fiber, the electric field of a light pulse can be described as a soliton whose evolution is governed by a nonlinear Schrödinger equation (i.e. Equation (1) withẊ = 1). When propagating in the fiber, due to the dispersion, the soliton spreads and becomes difficult to detect since its amplitude decreases. This is a major issue when one wants to use optical fibers as communication devices. Since it is impossible to build fibers without dispersion, one way to avoid this problem is to engineer optical fibers with a dispersion varying rapidly around zero: these are called dispersion managed optical fibers.
By considering a random dispersion management, Marty [22] derived a nonlinear Schrödinger equation with white noise dispersion, that is Equation (1) withẊ =Ẇ where W is a Wiener process. In [9] , de Bouard and Debussche proved that such equations are well-posed when the nonlinearity is L 2 -subcritical, i.e. σ < 2/d. Subsequently, Debussche and Tsutsumi improved this result to the L 2 -critical case σ = 2/d in [10] . Then, in [2] , Belaouar, de Bouard and Debussche conducted numerical experiments and conjectured that the critical nonlinear
with (P s,t ) 0≤s≤t≤1 the propagator associated to the linear operator of (1). That is, we have,
where we denote F −1 the inverse Fourier transform andφ the Fourier transform of ϕ. In order to solve the Cauchy problem of Equation (2), we investigate Strichartz estimates to apply a fixed-point argument. This is the classical strategy for this type of nonlinear dispersive equations [5] . Our argument somehow follow the one from [11] in the sense that we start by deriving a modified Hardy-Littlewood-Sobolev inequality adapted to our situation. The regularization effect will take its roots in this new inequality and mainly relies on the scaling invariance of self-affine functions. From there, the Strichartz estimates are directly obtained by the usual T T * method [20] . The rest of the paper is organized as follows: in Section 2 we introduce the class of self-affine functions that we consider and describe our main results, in Section 3 we derive the Strichartz estimates associated to modulated dispersion and finally, in Section 4, we solve the Cauchy problem associated to Equation (2).
Self-affine functions and main results
Let us start by recalling the definition of self-affine functions. Here, we follow the definition given by Kamae in [18] . Definition 1. Let (X t ) 0≤t≤1 be a continuous real-valued function such that X 0 = 0 and X = 0, and b ∈ N such that b ≥ 2. We say that X is a self-affine function of order H ∈ (0, 1] and base b if there exists a finite set of real-valued functions
, N ∈ N, such that 1. for any n ∈ N and j ∈ {0, · · · , b n − 1}, there exists Y ∈ Y X such that
2. for any m ∈ N, k ∈ {0, · · · , b m − 1} and Y ∈ Y X , there exists integers n and i with m ≤ n and
such that (4) holds.
Throughout this paper, we will consider a specific subset of self-affine functions that satisfy the following assumption. Assumption 1. Let X be a self-affine function. There exists a constant C > 0 such that
Remark 1. This assumption is required to prove Theorem 4 below since it prevent singularities in the study of the discretized inequality.
Notation 1.
We denote A the set of self-affine functions that satisfy Assumption 1.
In order to prove that A is not empty, we provide below a class of functions that belongs in A and that were introduced in [3] . 
We now consider the sequence (
of functions constructed by following the procedure
We have the following result concerning the limiting function constructed this way.
to a function X which is self-affine of order H = log(b)/ log(a) and base b.
We can see that, for any n ∈ N * , X (n) is a linear interpolation of X and that the assumption (5) is satisfied since, for any j ∈ {0, · · · , b n − 1},
Remark 2. In order to illustrate this construction, we present in Figure 1 two examples of such functions.
Let us now introduce the following definition which is a modification of the standard admissible pairs for Strichartz estimates.
2 and H ∈ (0, 1), we say that (q, p) is H-admissible if
We can now state our first main result on the dispersive properties of the propagator P defined in (3). [3] .
, the following inequalities holds
for any (r, l) H-admissible.
Thanks to the dispersive estimates of Theorem 2 and by a standard fixed point argument, we can solve the Cauchy problem for Equation (2) . Thus, we have the next theorem.
where r is such that (r, 2σ + 2) is H-admissible.
We can see that the order of the self-affine function X directly affects the bound on the exponent of the nonlinearity. More precisely, since the order of H is representative of the regularity of X, the more X is irregular the bigger is the critical exponent of the nonlinearity.
Remark 3. We remark that this type of result is similar, in a sense, to [4, Theorem 1.9] , where Catellier and Gubinelli prove that, for a SDE driven by a fractional Brownian motion of Hurst parameter H, there exists a solution if the drift belongs to C α with α > 1 − 1/2H. Thus, a rougher fractional Brownian motion gives a stronger regularization effect.
We finally note that it would be interesting to investigate ODE driven by self-affine functions and, in a larger sense, to look out for an explicit examples of regularization by noise in ODE.
3 Strichartz estimates for the modulated dispersion 3.1 A Hardy-Littlewood-Sobolev inequality Our first step toward the proof of Theorem 2 is to deduce the following modified HardyLittlewood-Sobolev inequality (see [16, 17, 24] for the classical Hardy-Littlewood-Sobolev inequality).
Then, there exists a constant C > 0 which depends on p and q such that the following inequality holds
Proof. First, without loss of generality, we can assume that f and g are positive functions and, by a density argument, that they are continuous. For any n ≥ 1 and j, k such that 0 ≤ j, k ≤ b n , we consider two uniform discretizations of [0, 1] given by
Furthermore, we consider the following approximations at the points t (n) k 0≤k≤b n 1. f and g by the step functions f (n) and g (n) , 2. X by a linear interpolation X (n) .
We now introduce the following approximation of the integral on the left-hand-side of (8), that is
In order to obtain (8) from this integral, we need to prove that, up to a constant, it is bounded by the L p -norm of f (n) and the L q -norm of g (n) . Then, we use Fatou's Lemma to let n → ∞ and then the monotone convergence theorem to let ε → 0.
To deduce the desired bound on I (ε,n) , we need to estimate, for any , k ∈ {0, · · · b n }, the integral
We directly obtain that ι
k, , and, moreover, we have the following result. Lemma 1. Let n ∈ N * and k, ∈ {0, · · · b n }. We have
The proof of Lemma 1 is postponed in Section 3.3. Since X is a self-affine function and thanks to (4) and (5), we have that there exists
and, moreover, it follows from (4) that there exists η ∈ N N with |η| = k − such that
(the other cases follow from similar computations), we obtain, thanks to Taylor-Lagrange's formula,
Hence, we deduce from Lemma 1, (10), (11) and (12) that
We can now proceed to estimate I (ε,n) . Since Hα − 2 = −1/p − 1/q and thanks to Jensen's inequality, we have
which concludes the proof.
Proof of Theorem 2
Thanks to the previous result and by following the T T * method [20, 5] , we can now prove Theorem 2. We easily deduce the following preliminary result thanks to the Fourier formulation of (P s,t ) 0≤s≤t≤1 given in (3).
Moreover the adjoint of P , denoted P * , is such that, ∀ϕ ∈ L 2 (R d ),
and, P * 0,s P 0,t = P s,t . It follows from the formulation (3) of P , in the space
Hence, by Riesz-Thorin's theorem, we deduce that,
where p is the Hölder conjugate of p.
Let
Thanks to Hölder's inequality, (14) and Theorem 4, we obtain the following inequality, ∀p ∈ (1, ∞),
where q 1 , q 2 ∈ (1, ∞) are such that
By taking q 1 = q 2 = q , the previous inequality becomes
Thus, we obtain that
and, by a duality argument, we deduce
By duality, we have that
and, furthermore, thanks to (15) 
which gives (6). In order to obtain (7), we remark that, by (15) ,
Inequality (7) follows from an interpolation argument between the previous inequality and (16).
Proof of Lemma 1
Step 2: Assumption 1 is verified and 2 is not If we assume the opposite inequality in (18), we obtain that
Step 3: Assumption 1 is not verified Finally, if we assume that there does not exists a t
and, if X
Thus, the desired result follows from (19) , (20), (21) and (22).
The Cauchy problem
With the dispersive estimates from Theorem 2 at hand, we are in position to solve the Cauchy problem of Equation (2) . The arguments that we use are standard and are based on a fixed-point strategy (see [19, 25, 5] ). Let ψ 0 ∈ L 2 (R d ), σ < 2/dH, X ∈ A, r ∈ R such that (r, 2σ + 2) is H-admissible and T > 0. We consider the mapping Γ given by
Our goal is to prove that the mapping Γ is a contraction in a closed subspace of
) in order to apply Banach's fixed-point theorem. The existence and uniqueness of a fixed point in
will then solve the Cauchy problem of Equation (2) . The next proposition provides the necessary results to apply Banach's fixed-point theorem.
. There exists T > 0 and R > 0 such that 1. Γ is a contraction on B R,T , 2. Γ(B R,T ) ⊂ B R,T .
Proof. First point: We have, by using Theorem 2 and Hölder's inequality, ∀ψ 1 , ψ 2 ∈ B,
where γ 1 , γ 2 ∈ R + are such that
Since (r, 2σ + 2) is H-admissible and σ < 2/dH, we deduce that 2σ + 2 r = dH 2 σ < 1, and, hence, 1 − (2σ + 2)/r > 0. Thus, by setting T > 0 small enough to ensure that
this leads to the fact that Γ is a contractive mapping. Second point: We obtain, thanks to Theorem 2 and Hölder's inequality, ∀ψ ∈ B,
where γ 3 ∈ R + is such that 2σ + 1 γ 3 = 1 − 2σ + 2 r .
Inequality (23) then leads to
and, thus, by choosing
we obtain that B is stable by Γ.
