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IMAGINARY CONE AND REFLECTION SUBGROUPS
OF COXETER GROUPS
MATTHEW J. DYER
Abstract. The imaginary cone of a Kac-Moody Lie algebra is the convex hull
of zero and the positive imaginary roots. This paper studies the imaginary cone
for a class of root systems of general Coxeter groups W . It is shown that the
imaginary cone of a reflection subgroup of W is contained in that of W , and
that for irreducible infinite W of finite rank, the closed imaginary cone is the
only non-zero, closed, pointed W -stable cone contained in the pointed cone
spanned by the simple roots. For W of finite rank, various natural notions of
faces of the imaginary cone are shown to coincide, the face lattice is explicitly
described in terms of the lattice of facial reflection subgroups and it is shown
that the Tits cone and imaginary cone are related by a duality closely analogous
to the standard duality for polyhedral cones, even though neither of them is
a closed cone in general. Some of these results have application, to be given
in sequels to this paper, to dominance order of Coxeter groups, associated
automata, and construction of modules for generic Iwahori-Hecke algebras.
The imaginary cone ([33, Ch 5]) of a Kac-Moody Lie algebra is the convex
hull of zero and the positive imaginary roots. The combinatorial characterization
of imaginary roots from [33] can be used to give a definition ([29], [28]) of the
imaginary cone which makes sense for possibly non-crystallographic root systems
of Coxeter groups (which do not have imaginary roots in general).
This paper systematically studies the imaginary cone for a class of root systems
of general Coxeter groups W . As well as in [33] for the crystallographic case, some
of the basic facts may be found in [28], [29], [25] and [30]. One of the main new
results (Theorem 6.3) is that the imaginary cone of a reflection subgroup W ′ of W
is contained in the imaginary cone of W ; the corresponding result for the closures
of the imaginary cones is easier to prove but much less useful. Another main
result is that, for irreducible infinite W of finite rank, the closed imaginary cone
is the only non-zero closed pointed W -stable cone contained in the pointed cone
spanned by the simple roots (Theorem 7.6). A third main result gives algebraic
descriptions of the face lattices of the imaginary cone and Tits cone. Namely, it
is shown in Section 11 that (under mild finiteness and non-degeneracy conditions)
several notions of faces of the imaginary cone (and of the Tits cone) coincide, and
that the face lattice of the imaginary cone is isomorphic to the lattice of special
facial subgroups of W (facial subgroups with no finite components), and is dual
to the lattice of faces of the Tits cone. Here, the facial subgroups are defined
as the (parabolic) reflection subgroups arising as stabilizers of points of the Tits
cone. In the framework of standard crystallographic root systems of Kac-Moody Lie
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2 MATTHEW J. DYER
algebras, with linearly independent simple roots and simple coroots, corresponding
results on the faces and the face lattice of the Tits cone (but not the imaginary
cone) have been obtained in work of Looijenga, Slodowy and Mokler ([35], [45],
[46], [38], [40], [41]). Those results play a significant role in the study of the face
monoid associated to a Kac-Moody group (see [39]).
The relation between the Tits and imaginary cones is quite delicate since, in
general, neither is a closed cone and many of the analogous facts do not even hold
for closed cones. Another subtlety in the relationships between imaginary cones of
reflection subgroups is that, even if all parabolic subgroups of W are facial, not all
parabolic subgroups of (finite rank) reflection subgroups W ′ of W are facial; these
relationships have not been known in the Kac-Moody case where, due to the nature
of standard realizations of generalized Cartan matrices usually used, work has been
mostly restricted to the special case where parabolic and facial subgroups coincide.
The results involving relationships between the imaginary cone of W and its
dihedral reflection subgroups have applications, to be given in subsequent papers, to
the study of dominance order on root systems of general Coxeter groups, and certain
associated finite state automata. Some of these have also been obtained in [22], [25]
or [24]. The results have connections with generic Iwahori-Hecke algebras; they
lead to a construction of modules for certain Iwahori-Hecke algebras which provide
a proof for finite rank Coxeter systems of a weakened version of a conjecture of
Lusztig on boundedness of the a-function (recent work of Nanhua Xi [52] provides
a proof of Lusztig’s conjecture itself in the special case of Coxeter groups with
complete Coxeter graphs).
In some detail, the contents of the paper are as follows. Section 1 gives basic
properties of the class of reflection representations and root systems of general
Coxeter groups which are used in this paper. It is obviously necessary to use a
class of root systems closed under passage to subsystems of reflection subgroups,
for which simple roots need not be linearly independent. We take for simplicity a
minimal natural class of root systems with this property, in real vector spaces V
equipped with a W -invariant symmetric bilinear form.
Several of the basic results of this paper extend to more general classes of possibly
non-symmetrizable root systems considered in [16], [15], and [26], which include also
the standard crystallographic root systems of Kac-Moody Lie algebras. Although
it would be desirable to give these extensions, as suggested by the above comments
on what is known in the Kac-Moody setting, we do not go into this. The extension
of results involving isotropic vectors, totally isotropic faces of the imaginary cone
etc presents particular difficulties and should be especially interesting.
Section 2 records basic properties of facial subgroups (the stabilizers in W of
points of the Tits cone). It would be interesting to develop a suitable theory of root
systems and corresponding facial subgroups, as in Section 2 in (possibly infinite
and even infinite rank) oriented matroids and to determine to what extent results
proved here hold in such an abstract setting.
Section 3 gives several equivalent definitions of the imaginary cone Z = ZW of
W . The one corresponding most closely to the original definition in the Kac-Moody
setting is as follows: ZW = WKW where KW is the intersection of the negative of
the fundamental chamber with the cone R≥0Π of non-negative linear combinations
of simple roots Π of W . In particular, Z is contained in the negative of the
Tits cone (which is defined as the union of W -orbits of points of the fundamental
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chamber), and so the set KW is a fundamental domain for W acting on Z . Also,
Z ⊆ R≥0Π. A fact proved in Section 3 which is important for later developments
is that the imaginary cone of a facial reflection subgroup W ′ is the intersection of
the imaginary cone of W with the subspace spanned by the roots of W ′.
In Sections 4–11, additional finiteness and non-degeneracy assumptions are im-
posed on the root system; in particular, W is of finite rank throughout these sec-
tions. These conditions and their consequences are discussed in Section 4.
Section 5 establishes some facts, originally due to Kac (in the Kac-Moody set-
ting), about the closure of the imaginary cone. In particular, it is shown that the
closed imaginary cone is dual to the closure of the Tits cone, and it is the convex
hull of the union of zero and all the limit rays of rays spanned by positive roots.
The structure of the set of these limit rays has also been investigated in [30]. We
state without proof here an important characterization of these limit rays from [30]:
namely, the set of limit rays of positive roots is the closure of the union of the sets
of limit rays of positive roots of dihedral reflection subgroups.
Section 6 proves the first main new result of this paper, Theorem 6.3, which
asserts that ZW ′ ⊆ Z if W ′ is a reflection subgroup of W . An important corollary
is that if W ′′ is a facial reflection subgroup of W , then ZW ′ ∩ZW ′′ = ZW ′′′ where
W ′′′ = W ′ ∩W ′′ (which is a facial reflection subgroup of W ′ by Section 2).
Section 7 gives our second main new result, Theorem 7.6, which asserts that
for irreducible infinite finite rank W , the closed imaginary cone is the only non-
zero pointed closed W -invariant cone contained in the pointed cone spanned by the
simple roots. It is proved by showing that the limit rays of a W -orbit of rays in
the imaginary cone include the limit rays of all dihedral reflection subgroups and
invoking the above-mentioned result of [30]. The result has additional significant
applications to the study of the W -action on the closed imaginary cone which are
deferred to [21]. In particular, Theorem 7.6 opens the way for the study of fractal
properties of the imaginary cone and the dynamics of the W -action on it.
For an element v of R≥0Π, a support of v is defined to be a subset ∆ of Π such
that v =
∑
α∈∆ cαα with all cα > 0. This notion of support is more subtle than in
the case of linearly independent Π, when each v has a unique support, and plays
an important technical role throughout this paper. Section 8 collects some basic
properties of supports additional to those already used in previous sections.
Section 9 discusses the closed imaginary cones of hyperbolic groups W or hyper-
bolic reflection subgroups W ′ of (possibly non-hyperbolic) Coxeter groups W , and,
as an extended example, the imaginary cones of “generic” universal root systems
(those for which any rank two parabolic root subsystem is infinite and not affine).
These classes of root systems play an important role in relation to general root
systems. The main result obtained in the generic universal case is that (in rank at
least three) the space of components of the set of points of the closed imaginary
cone outside the imaginary cone is a Cantor space (the components themselves are
totally isotropic cones of unknown dimensions and structure). This section also
raises some natural questions left open in this work; others are deferred to [21].
In preparation for the main results on facial structure of the imaginary and Tits
cones, the reader should consult the Appendix A which discusses the general alge-
braic aspects of facial structure of cones and introduces the (partly non-standard)
terminology we use. It also collects for the reader’s convenience at the end a few
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additional facts used extensively throughout this paper. A semidual pair of (pos-
sibly non-closed) cones is defined to be a pair of cones, each contained in the dual
of the other. There are several notions of face (of each cone in the pair) which
are applicable in such a context; (non-empty) extreme subsets, exposed (equiva-
lently, semi-exposed) subsets, and stable sets for the natural Galois connection,
corresponding to the relation of orthogonality of their elements, between subsets of
the two cones. For trivial reasons, the second and third notions don’t necessarily
coincide for non-closed cones while, as is well known, the first and second notions
don’t necessarily agree even for a pair of mutually dual closed cones. We say the
semidual pair is a dual pair of cones if all three notions of face of each cone in the
pair coincide and the closures of the two cones are mutually dual in the usual sense.
Polyhedral cones and their duals provide examples of dual pairs.
Section 10 is devoted to a detailed discussion of the facial structure of the imag-
inary cone and Tits cone. The main result (Theorem 10.3) on the face lattices
obtained here is that the imaginary cone and Tits cone form a dual pair as dis-
cussed above, so that there are natural notions of face lattice of each, and that
the face lattice of Z (and therefore the dual of the face lattice of the Tits cone) is
canonically isomorphic to the lattice of special facial reflection subgroups of W .
The facial closure of a subset of W is defined to be the unique inclusion-minimal
facial subgroup containing it. Section 11 gives two algorithms for computing the
facial closure of finitely generated subgroups of W . The first applies only to re-
flection subgroups, and determines the facial closure by means of geometry of the
imaginary cone and root system, while the second applies to any finitely-generated
subgroup and makes use of the solvability of the conjugacy problem for W .
Section 12 drops the finiteness and non-degeneracy assumptions 4.1(i)–(iii) and
returns to the more general framework of Sections 1–3. Under these relaxed as-
sumptions, some of the statements about Z proved in Sections 4–11 would need
to be modified if they are to hold, and we do not go into this. Three complicating
factors are the choice of topology on the ambient real vector space, the appropriate
generalization of the notion of dual pair of cones and the fact that, for infinite rank
Coxeter systems, arbitrary intersections of facial subgroups need not be facial (see
[42] for the analogous fact for parabolic subgroups). However, the main result of
Section 6 is extended by showing that the imaginary cone of a reflection subgroup
W ′ of W is contained in that of W in general.
The main part of this work was done in the academic year 2008–2009 while on
sabbatical from the University of Notre Dame at the University of Sydney, though
the results of Section 7, 2.13–2.17 and 9.9–9.18 were obtained later. I gratefully
acknowledge the support of both institutions. I also thank Bob Howlett and Xiang
Fu for some useful conversations and Claus Mokler for helpful communications.
Finally, I thank the authors of [30] for useful conversations and for permission to
use results in a preliminary version of [30] here.
1. Recollections on Coxeter groups and root systems
This section fixes some commonly used notation and terminology, and describes
basic properties of Coxeter groups and their root systems.
1.1. It is assumed that the reader is familiar with basic results on convexity, es-
pecially properties of polyhedral cones, their faces, extreme rays, dual polyhedral
cones etc as described in [8] and [1] for instance. A detailed discussion of some
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aspects of convexity which are particularly relevant to the latter parts of this pa-
per, especially notions of facial structure of general cones, is given in Appendix A.
This does not depend on other sections of this paper and can be consulted for more
background and terminology on cones and convexity than given in this subsection.
Vector spaces are regarded as affine spaces, and affine spaces regarded as vector
spaces by a choice of an origin, in the standard way. Finite dimensional vector
spaces are always endowed with their standard topology. Except in Appendix A, an
infinite dimensional real vector space is always given a fixed but arbitrary topology
coherent with the standard topologies on its finite dimensional subspaces.
Let V be a real vector space. A subset of V which is closed under multiplication
by non-zero scalars is called a possibly non-convex cone in V . A cone in V is a
possibly non-convex cone which is convex as a subset of V . Equivalently, it is an
additive subsemigroup of (V,+) which is closed under multiplication by positive
scalars. The zero cone {0} is often written just as 0 and the empty cone as ∅. If
A ⊆ B ⊆ V with A a cone, we say that A is a conical subset of B (or a subcone of
B, if B is a cone). A xA.11 of a possibly non-convex cone A is a subset B of A\{0}
such that the map (λ, v) 7→ λv : R>0 × B → A \ {0} is bijective. Every possibly
non-convex cone has a base, but a cone need not necessarily have a convex base. A
(possibly non-convex) cone Y is said to be pointed if 0 ∈ Y and blunt if 0 6∈ Y .
For subsets A,B of V , define A+B, A−B by A±B = { a± b | a ∈ A, b ∈ B }
and set λA := {λa | a ∈ A } for λ ∈ R. The linear (resp., affine, convex or conical)
span of A is defined to be the smallest vector subspace (resp., affine set, convex
set, cone) in V which contains A and is denoted lin(A) (resp., aff(A), conv(A),
cone(A)). These sets have well-known descriptions in terms of linear (resp., affine,
convex, positive linear) combinations of elements of A. One has cone(A) = {λv |
v ∈ conv(A), λ ∈ R>0 } and aff(A) = A + cone(A − A). If A 6= ∅, then aff(A) =
a + cone(A − A) for any a ∈ A and aff A then has a natural structure of affine
space. One has lin(A) = aff(A ∪ {0}) = cone(A ∪ {0} ∪ −A) where −A := (−1)A.
If A is a non-empty cone, then lin(A) = aff(A). We abbreviate RA := lin(A) and
R≥0A := cone(A∪{0}). Define R>0A := {
∑
a∈A caa | ca ∈ R>0 for all a ∈ A } if A
is finite; in particular, R≥0∅ = {0} and R>0∅ = ∅. We say that Γ ⊆ V is positively
independent if 0 6∈ R>0A for any finite A ⊆ Γ. Frequently, we do not distinguish
notationally between a singleton {v} and v, writing for example A− v for A− {v}
and A \ v for A \ {v} (where A \B denotes set difference).
A cone Y is said to be salient if Y ∩−Y = {0} and generating if Y −Y = V .
A ray of V is a cone of the form R≥0α for some non-zero α ∈ V ; we say that α
spans, or generates, the ray R≥0α.
Assume V is topologized as described above. The closure of a subset A of V is
denoted as A or cl(A). The interior of A is denoted int(A). The relative interior,
denoted ri(A) or sometimes A◦, of a subset A of V is defined to be the interior of
A relative to the subspace topology of aff(A). The relative boundary rb(A) of A is
defined by rb(A) := cl(A) \ ri(A). The set of limit points of a set or sequence X in
a topological space is denoted Acc(X). Recall that any non-empty convex set (e.g.
a non-empty cone) is connected.
1.2. Consider a real vector space V equipped with a symmetric R-bilinear form
〈−,−〉 : V × V → R. We call the pair (V, 〈−,−〉) a quadratic space (over R).
In general, for A,B ⊆ V , write 〈A,B 〉 = { 〈 a, b 〉 | a ∈ A, b ∈ B }. Define
A⊥ := {v ∈ V | 〈 v,A 〉 ⊆ {0}} and A∗ := {v ∈ V | 〈 v,A 〉 ⊆ R≥0}. Write A ⊥ B
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if B ⊆ A⊥. It is well-known (see Appendix A more generally) that A∗ is a pointed
cone and that if V is finite dimensional and 〈−,−〉 is non-singular, then A∗ is closed
and A∗∗ = cl(R≥0A). The quadratic space (or form) is said to be non-singular if
V ⊥ = 0. If V is finite-dimensional, we say that the form (or quadratic space)
〈−,−〉 is of signature (k, l,m) if a matrix of the form has k positive eigenvalues, l
negative eigenvalues and m zero eigenvalues.
A vector α ∈ V is said to be isotropic (resp., non-isotropic) if 〈α, α 〉 = 0
(resp., 〈α, α 〉 6= 0). If α 6= 0, the ray R≥0α spanned by α will be said to be
positive, negative or isotropic according as 〈α, α 〉 is positive, negative or zero. Let
Q := {α ∈ V | 〈α, α 〉 = 0 } denote the possibly non-convex cone of isotropic
vectors in V .
For non-isotropic α ∈ V , let sα : V → V denote the reflection in α, given by
sα(v) := v − 〈 v, α∨ 〉α, α∨ := 2〈α, α 〉α.
For any Γ ⊆ V consisting of non-isotropic vectors, let WΓ := 〈 sγ | γ ∈ Γ 〉 denote
the subgroup of GL(V ) generated by reflections in elements of Γ.
1.3. Assume given a based root system (Φ,Π) for (V, 〈−,−〉)) with associated
Coxeter system (W,S) in the sense of [3, §3]. By definition, this means that
(i) (V, 〈−,−〉) is a quadratic space (over real).
(ii) Π ⊆ V is positively independent.
(iii) 〈α, α 〉 = 1 for α ∈ Π. Set mα,α := 1 for all α ∈ Π.
(iv) For α 6= β ∈ Π, either 〈α, β 〉 = − cos pimα,β where mα,β ∈ N≥2 or 〈α, α 〉 ≤
−1, in which case we set mα,β :=∞.
(v) S = { sα | α ∈ Π } and W = WΠ is the group of R-linear automorphisms of
V generated by S.
(vi) Φ := {wα | w ∈W,α ∈ Π }.
The pair (W,S) is a Coxeter system with Coxeter matrix (mα,β)α,β∈Π; in partic-
ular, for α, β ∈ Π, sαsβ has order mα,β . Any Coxeter system is isomorphic to one
attached to a “standard” based root system as above, in which Π is a basis for V
and 〈α, β 〉 ≥ −1 for all α, β ∈ Π (see [32]). It also isomorphic to one attached to a
based root system in which Π is linearly independent and 〈−,−〉 is non-singular.
Coxeter systems in this paper are possibly of infinite rank except where otherwise
stated (as by blanket assumption in Sections 4–11). The notion of subgroup always
refers to a subgroup of W unless the overgroup is more precisely indicated.
One calls Π the set of simple roots and Φ the root system. The set Φ+ := Φ∩R≥0Π
is called the set of positive roots. We have Φ = Φ+∪˙Φ−, where Φ− := −Φ+ and
∪˙ indicates that a union is of disjoint sets. The cone R≥0Π = R≥0Φ+ will be
called the positive root cone. Denote the standard length function of (W,S) as
l : W → N and define the set T := {wsw−1 | w ∈ W, s ∈ S } of reflections. The
map α 7→ sα : Φ+ → T is a bijection. For t ∈ T , we sometimes denote the unique
positive root α with sα = t as αt.
For standard properties of Coxeter systems and root systems, see [4], [32] and [2].
Frequently, results in these and other references are stated under stronger conditions
than imposed in this paper (e.g. with Π finite, or for the standard root system),
but the proofs of our stated results under the weaker conditions here are essentially
the same unless otherwise indicated. Useful properties of the based root systems
considered in this paper are listed in [3]. The conditions (i)–(iv) imply that for any
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finite subset ∆ of Π, the pointed conical hull C := R≥0∆ of ∆ is a polyhedral cone
and the extreme rays of C are spanned by the elements of ∆; hence there is a linear
map ρ : V → R with ρ(∆) ⊆ R>0. Therefore if Π is finite, then (V, 〈 · | · 〉,Π) is a
root basis in the sense of [34] and the results of [34] and [31] apply.
Remarks. (1) Suppose given a based root system (Φ,Π) in (V, 〈−,−〉). For any
subspace V ′⊇RΠ of V , we may regard (Φ,Π) as a based root system in (V ′, 〈−,−〉′)
where 〈−,−〉′ is obtained by restriction of 〈−,−〉 to a symmetric bilinear form on
V ′; the latter based root system is said to be obtained by restriction (of quadratic
space) of the former, and the former by extension (of quadratic space) of the lat-
ter. The associated Coxeter systems of based root systems related by extension or
restriction are canonically isomorphic.
(2) A based root system (Φ,Π) in (V, 〈−,−〉) will be said to be ample for a
subspace U of V if any R-linear map U → R is of the form u 7→ 〈u, v 〉, for u ∈ V ,
for some v ∈ V ; this holds for instance if U is finite-dimensional and 〈−,−〉 is
non-singular. In case U = RΠ, we say simply that the based root system is ample
or that (V, 〈−,−〉) is ample for (Φ,Π). It is not difficult to show that for any based
root system (Φ,Π) in (V, 〈−,−〉) and any subspace U of V , there is an extension
which is ample for U and such that the associated quadratic space is non-singular.
1.4. For proofs of some (but not all) facts concerning (W,S) or Φ, it is possible
to replace the root system by one with linearly independent roots by a standard
construction used for instance in the proof of [31, Proposition 2.9] and [13, (3.5)].
We recall this construction below.
Let V ′ be a real vector space with linearly independent subset Π′ = {α′ | α ∈ Π }
in bijection with Π by a map α′ 7→ α : Π′ ∼=−→ Π. Suppose given a linear map
L : V ′ → V which restricts to this bijection Π′ → Π (if Π′ is a basis for V ′, there is
a unique such map L′). Define a symmetric bilinear form 〈−,−〉′ : V ′×V ′ → R by
〈u1, u2 〉′ = 〈L(u1), L(u2) 〉. For non-isotropic u ∈ V ′, let ru : V ′ → V ′ denote the
reflection in u. Let W ′ := 〈S′〉 ⊆ GL(V ′) where S′ := { rα | α ∈ Π′ } ⊆ GL(V ′),
Φ′ := W ′Π′ and Φ′+ = Φ
′ ∩ R≥0Π′. Then (Φ′,Π′) is a based root system for
(V ′, 〈−,−〉′) with associated Coxeter system (W ′, S′) and the map rα′ 7→ sα : S′ →
S for α ∈ Π extends to an isomorphism of Coxeter systems θ : (W ′, S′) → (W,S).
Further, L restricts to bijections Φ′
∼=−→ Φ and Φ′+
∼=−→ Φ+ and satisfies L(wu) =
θ(w)L(u) for all w ∈ W ′ and u ∈ V ′ (i.e. identifying W ′ with W by θ, L is a
W -equivariant map).
If Π′ is a basis of V ′, we shall call (Φ′,Π′) on (V ′, 〈−,−〉′) a canonical lift
of (Φ,Π) on (V, 〈−,−〉) and call L the associated canonical map. This notion
will be used several times in this paper to reduce proofs to the case of linearly
independent simple roots (i.e from the positive root cone being a general polyhedral
cone to a simplicial cone). It seems likely that these arguments could be replaced
by arguments using more of the theory of polyhedral cones.
The diversity of root bases which may be possible for fixed (W,S) is suggested
by the following example.
Example. Suppose (W,S) is universal (i.e there are no braid relations) and of
rank n ≥ 3. We consider certain based root systems (Φ,Π) on spaces (V, 〈−,−〉)
with V = RΠ and with associated Coxeter system isomorphic to (W,S). The
requirement that W is universal is equivalent to the condition 〈α, β 〉 ≤ −1 for
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all distinct α, β ∈ Π. Write Π = {α1, . . . , αn} and assume first that Π is linearly
independent. The standard based root system from [4] or [32] has 〈αi, αj 〉 = −1
for i 6= j. There is also a based root system (Φ,Π) on (V, 〈−,−〉) in which Π is
linearly independent and 〈αi, αj 〉 := 1−8(i− j)2 for all i, j. (The latter based root
system arises naturally as a canonical lift of a subsystem of a based root system
considered in Example 1.7). It is obvious from its natural origin (and easy to check
directly) that the latter form on V has signature (2, 1, n−3). By perturbing 〈−,−〉
on V and dividing out by a subspace of the radical (taking the image of Π in the
quotient space as new simple roots, see [34, 6.1]) one can find based root systems,
(Φ′,Π′) on (V ′, 〈−,−〉′), of (W,S) such that the form 〈−,−〉′ on RΠ′ is of any
signature (k, l,m) with k + l +m ≤ n, k ≥ 2 and l ≥ 1 and with the positive root
cone R≥0Π′ of any of a wide variety of combinatorial types of k+ l+m-dimensional
cones with n extreme rays. It is easily checked that this is the full range of possible
signatures (for the bilinear form on the span of the roots) for irreducible, infinite
non-affine root systems.
Remarks. Despite the diversity of based root systems, their root systems Φ (for
fixed W ) are all canonically isomorphic as W ×{±1}-sets. For the bijection (t, ) 7→
αt : T × {±1} → Φ may be used to transfer the W × {±1}-action on Φ to one on
T × {±1}; the resulting action depends only on (W,S) as Coxeter system (it is
described in [4, Ch IV, §1, no. 4]).
1.5. It is well known (see [32], for example) that for w ∈W ,
N(w) := { t ∈ T | l(tw) < l(w) } = { sα | α ∈ Φ+ ∩ w(−Φ+) }.
The equality above will be used frequently without special comment. Any reflection
subgroup W ′ of W (i.e. a subgroup W ′ = 〈W ′ ∩ T 〉 generated by the reflections it
contains) has a canonical set of Coxeter generators χ(W ′) = { t ∈ T | N(t)∩W ′ =
{t} } ([17, 3.3]). We always consider reflection subgroups as Coxeter groups with
these Coxeter generators, unless otherwise stated. It is easily shown (see [31, Lemma
2.8]) that if Γ,Γ′ ⊆ Φ with WΓ = WΓ′ , then RΓ = RΓ′.
A reflection subgroup W ′ is said to be dihedral if it is generated by two (distinct)
reflections, or equivalently (by [17, 3.11]) if |χ(W ′)| = 2. Any dihedral reflection
subgroup 〈 sα, sβ 〉 is contained in a unique maximal (under inclusion) dihedral
reflection subgroup, namely 〈 sγ | γ ∈ Φ ∩ (Rα+ Rβ) 〉 (see [19, 3.2]).
1.6. For any reflection subgroup W ′ and any w ∈W , the coset W ′w has a unique
element x of minimal length, characterized by x ∈W ′w and N(x)∩(W ′∩T ) = ∅ or
equivalently, x ∈ W ′w and N(x) ∩ χ(W ′) = ∅ ([17, 3.4], [19, 1.4]), or equivalently
again, x ∈ W ′w and x−1(ΠW ′) ⊆ Φ+. One has χ(w−1W ′w) = x−1χ(W ′)x by [20,
Lemma 1].
1.7. For any reflection subgroup W ′ of (W,S), let
ΦW ′ := {α ∈ Φ | sα ∈W ′ }, ΦW ′,+ := ΦW ′ ∩ Φ+
denote the corresponding sets of roots and positive roots, and
ΠW ′ := {α ∈ Φ+ | sα ∈ χ(W ′) }.
Then (ΦW ′ ,ΠW ′) is a based root system in V with positive roots ΦW ′,+ and associ-
ated Coxeter system (W ′, χ(W ′)) ([3, Lemma 3.5]). From [17], a subset Γ of Φ+ is
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of the form Γ = ΠW ′ for some reflection subgroup W
′ of W (necessarily W ′ = WΓ)
if and only if 〈α, β 〉 ∈ (−∞,−1] ∪ {− cos pin | n ∈ N≥2} for all distinct α, β ∈ Π.
If w ∈W with N(w) ∩W ′ = ∅ then using 1.5–1.6 and the definitions, one has
Πw−1W ′w = w
−1ΠW ′ , Φw−1W ′w = w−1ΦW ′ , Φw−1W ′w,+ = w−1ΦW ′,+.
Example. (cf. [13, Example 3.19]) Let (Φ,Π) on (V, 〈−,−〉) be the standard
based root system of a rank 3 universal Coxeter group, with Π = {α, β, γ} as
R-basis for V and 〈 δ, δ 〉 = −〈 δ,  〉 = 1 for all δ 6=  in Π. For k ∈ Z, define
γk = 2k(2k+ 1)α+ 2k(2k− 1)β+ γ. A simple computation shows that sαsβ(γk) =
γk+1. Since γ0 = γ, it follows that γk = (sαsβ)
k(γ) for all k ∈ Z. We have
〈 γi, γj 〉 = 〈 γ, γj−i 〉 = 1− 8(i− j)2 for all i, j ∈ Z. Setting W ′ := 〈 sγk | k ∈ Z 〉, it
follows that ΠW ′ = { γk | k ∈ Z }. In particular, even though (Φ,Π) on (V, 〈−,−〉)
is a standard based root system, of finite rank, the based root system (ΦW ′ ,ΠW ′)
on (V, 〈−,−〉) is of infinite rank and is not standard; ΠW ′ is linearly dependent and
〈 δ,  〉 < −1 for distinct δ,  ∈ ΠW ′ . This phenomenon provides the principal reason
for using the class of root systems in 1.3 rather than the standard root systems as
in [32]. Infinite rank reflection subgroups appear quite naturally; for example, even
in finite rank root systems, the stabilizer of a root α is a semidirect product of its
(sometimes infinite rank) normal reflection subgroup generated by reflections in all
roots orthogonal to α, and a free group.
1.8. In general, for any subset I of S, let WI denote the subgroup of W generated
by I. Let I⊥ := { r ∈ S \ I | sr = rs for all s ∈ I }. The subgroups WI for
I ⊆ S are called standard parabolic subgroups of W , and their conjugates in W
are called parabolic subgroups of W . One has χ(WI) = I. Following [35], we
shall say that I ⊆ S (resp., WI , wWIw−1) is a special subset of S (resp., special
standard parabolic subgroup, special parabolic subgroup) if I has no component
J with WJ finite. For any I ⊆ S, abbreviate ΠI := ΠWI = {α ∈ Π | sα ∈ I },
ΦI := ΦWI = WIΠI , ΦI,+ = ΦWI ,+ etc. Denote the set of minimal length coset
representatives of W/WI as W
I . Then
W I = {x ∈W | N(x−1) ∩ I = ∅ } = {x ∈W | x(ΠI) ⊆ Φ+ }.
If I, J,K ⊆ S, let W IJ := WJ ∩W I and KW IJ := W IJ ∩ (WK)−1.
Remarks. We shall use at times standard properties of shortest double coset repre-
sentatives which can be found for finite W in [9, 2.7] (they can be proved similarly
for general W ). In fact, many of these results can be generalized to apply to
(W ′,WJ) double cosets (where W ′ is an arbitrary reflection subgroup) and more
general length functions than the standard ones, but we don’t go into this here.
1.9. We shall now introduce several cones which play an important role in this
paper. Let W ′ be a reflection subgroup of W . Let CW ′ denote the fundamental
chamber for W ′ on V . By definition, this is the cone
CW ′ = { v ∈ V | 〈 v, α 〉 ≥ 0 for all α ∈ ΠW ′ }
= { v ∈ V | 〈 v, α 〉 ≥ 0 for all α ∈ ΦW ′,+ }
LetXW ′ := ∪w∈W ′w(CW ′) denote the Tits cone (see 1.10 below) of W ′. Abbreviate
C := CW and X := XW .
Remarks. The fundamental chamber and Tits cone may change significantly under
extension or restriction of quadratic space. Note that according to our definitions,
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C ∩−C = Π⊥. This differs from other treatments (e.g. [4]) in which the fundamen-
tal chamber and Tits cone are defined as subsets of the dual space of the linear span
RΠ of the simple roots (so one has C ∩−C = {0}). If 〈−,−〉 is non-singular and V
is finite dimensional, then one may identify V with its dual space and the definition
is consistent with that in sources (e.g. [34], [31], [49], [33]) where C is defined as
a subset of the dual space of V . In general, if the quadratic space (V, 〈−,−〉) is
ample for (Φ,Π), then the dual space of RΠ identifies with quotient subspace of
V by Π⊥ and our notions have similar properties as in these other sources. In full
generality, it is not obvious that C or X is non-zero, but we may always replace
the based root system by an ample extension if that is inconvenient (see 12.1).
1.10. The following lemma records some basic properties of the Tits cone and
fundamental chamber.
Lemma. (a) X is the set of all v ∈ V which have negative inner product 〈α, v 〉
with only a finite number of positive roots i.e.
XW = { v ∈ V | |{α ∈ Φ+|〈 v, α 〉 < 0 }| is finite }.
(b) C and X are pointed cones.
(c) For x, y ∈ C and w ∈ W , one has wx = y if and only if x = y and w is
in the standard parabolic subgroup generated by reflections in simple roots
α with 〈α, x 〉 = 0.
(d) The stabilizer StabW (x) in W of any point x of X is generated by the
reflections in the roots α with 〈x, α 〉 = 0, and is a parabolic subgroup.
(e) For a reflection subgroup W ′ of W , CW ′ ⊇ CW and XW ′ ⊇XW .
(f) If W1, . . . ,Wn are reflection subgroups of W such that Φ = ∪iΦWi then
CW = ∩iCWi and XW = ∩iXWi .
(g) For a reflection subgroup W ′ of W and w ∈W , XwW ′w−1 = w(XW ′).
(h) If W is finite, then X = V .
Remarks. Part (f) applies if W has finitely many components W1, . . . ,Wn.
Proof. Parts (a)-(d) and (h) are standard (see [33, Ch 3], [4], [34]). Parts (e)–(f)
are consequence of the definition of C and (a). If w ∈ W ′, (g) is trivial. By 1.6, it
is therefore enough to check (g) if w is of minimal length in wW ′. In that case, (g)
follows using (a) and the fact from 1.7 that ΦwW ′w−1,+ = w(ΦW ′,+). 
1.11. The next lemma refines the relationship between fundamental chambers of
reflection subgroups described in Lemma 1.10(e).
Lemma. Let W ′ be a reflection subgroup of W and let W ′′ be the set of minimal
length coset representatives in W ′\W . Then
(a) If x ∈W ′′, then Cx−1W ′x = x−1(CW ′).
(b) CW ′ ∩XW =
⋃
w∈W ′′ w(CW ).
Proof. Part (a) follows from the definition of CW ′ , using Πx−1W ′x = x
−1(ΠW ′) from
1.7. For (b), note first that if w ∈ W ′′, then (a) and Lemma 1.10(e) imply that
w−1(CW ′) = Cw−1W ′w⊇CW . Hence ∪w∈W ′′w(CW ) ⊆ CW ′ ∩XW . To prove the
reverse inclusion, let v ∈ CW ′ ∩XW . Write v = w(v′) where v′ ∈ CW and w ∈W is
of minimal length l(w). It will suffice to show that l(sαw) ≥ l(w) for all α ∈ ΠW ′ , for
then w ∈ W ′′ by 1.6. Suppose first that 〈α, v 〉 = 0. Then v = sα(v) = (sαw)(v′)
with sαw ∈ W . By choice of w, l(sαw) ≥ l(w). On the other hand, suppose
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〈α, v 〉 6= 0. Since v ∈ CW ′ , this forces 0 < 〈 v, α 〉 = 〈w(v′), α 〉 = 〈 v′, w−1(α) 〉.
Since v′ ∈ CW and w−1(α) ∈ Φ, it follows that w−1(α) ∈ Φ+ and so l(sαw) > l(w)
as required. 
1.12. The following result is in marked contrast to the case of finite W (see
1.10(h)).
Proposition. Suppose that (W,S) is infinite, irreducible and not affine, and S is
finite. Let V ′ = RΠ be the subspace of V spanned by Π and X := X ∩ V ′. Then
X ∩ −X = {0}.
Proof. See [31, Proposition 3.2], [34, Theorem 2.16] and [49, Lemma 15]. 
1.13. The next lemma records well-known useful facts about W -orbits on V
Lemma. (a) If w = sα1 · · · sαn , with all αi ∈ Φ then for v ∈ V ,
v − w(v) =
n∑
i=1
〈 v, α∨i 〉βi
where βi := sα1 · · · sαi−1(αi). Further, w = sβn . . . sβ1 .
(b) If w = sα1 · · · sαn is a reduced expression for w, with all αi ∈ Π, then
β1, . . . , βn are distinct positive roots, with Φ+ ∩ w(−Φ+) = {β1, . . . , βn}.
(c) For any w ∈W and v ∈ C , we have v − w(v) ∈ R≥0Π.
(d) If W is irreducible and v ∈ V satisfies v 6⊥ Π, then aff(Wv) = v + RΠ.
Proof. Parts (a) and (b) are readily proved by induction (see [33, Ch 3], [4] or
[32]) and part (c) follows immediately from them. Part (d) is a variant of [4,
Ch 5, §4, Proposition 7]. Let U be the translation space of aff(Wv), so U =
lin({xv − yv | x, y ∈ W }) = lin({ v − wv | w ∈ W }) and aff(Wv) = v + U . We
have U ⊆ RΠ by (c). Since v 6⊥ Π, there is α ∈ Π with 〈 v, α 〉 6= 0. Then α ∈ U
since 〈 v, α∨ 〉α = v − sα(v). Further, if β ∈ Π ∩ U and γ ∈ Π with 〈β, γ 〉 6= 0,
then γ ∈ U since 〈β, γ∨ 〉γ = β − sγ(β). By irreducibility of W , Π ⊆ U and (d)
follows. 
1.14. Let ∆ ⊆ Φ with ∆ = ΠW ′ where W ′ := W∆ (for instance, ∆ ⊆ Π). Then ∆
is said to have a certain property of based root systems (e.g. be irreducible, have
n components, be irreducible of affine type etc) if the based root system (ΦW ′ ,∆)
has that property. If W ′ is finite, its longest element is denoted w∆ or by wI where
I := { sα | α ∈ ∆ } is the set of its simple reflections.
Sometimes a reflection subgroup W ′ (resp., subset I of S) will be said to have
a certain property of root systems (be irreducible etc) if ΠW ′ (resp., ΠI) has that
property; we may abuse terminology by doing this even when that property is a
property of root systems and not just of the corresponding Coxeter group W ′ (resp.,
WI). For example, see Remark 4.5(i). We view the vertex set of the Coxeter graph
of a reflection subgroup W ′ as either ΠW ′ or χ(W ′) as convenience dictates, and
often identify full subgraphs of the Coxeter graph with their vertex set. Thus, we
refer to the connected (or equivalently, irreducible or indecomposable) components
of ΠW ′ or χ(W
′) or W ′ (they are, respectively, subsets of ΠW ′ , subsets of χ(W ′),
and subgroups of W ′).
Subsets ∆, ∆′ of Φ are defined to be separated if ∆ ⊥ ∆′. Similarly, subsets I, J
of S are separated if ΠI and ΠJ are separated. A subset I of S (resp., ∆ of Π) is
said to be of finite type if WI (resp., W∆) is finite.
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1.15. The basic fact below, due to Deodhar [12] (see also [7]), will be required
several times in this paper.
Theorem. Suppose that ∆,Γ ⊆ Π and w ∈ W with w(∆) = Γ. Then there exist
n ∈ N, w1, . . . , wn ∈W , ∆0, . . . ,∆n ⊆ Π and α1, . . . , αn ∈ Π, such that
(i) ∆0 = ∆ and ∆n = Γ.
(ii) For i = 1, . . . , n, αi 6∈ ∆i−1, the connected component Γi of ∆i−1 ∪ {αi}
containing αi is of finite type, and wi = wΓiwΓi\{αi}.
(iii) ∆i = wi∆i−1 for i = 1, . . . , n.
(iv) w = wn · · ·w1 and l(w) = l(w1) + · · ·+ l(wn).
Remarks. Suppose above that ∆ has the property that if α ∈ Π \ (∆ ∪ (Π ∩∆⊥)),
then the connected component of ∆ ∪ {α} containing α is infinite. Then above,
each αi ∈ Π ∩ ∆⊥ and wi = sαi , so w ∈ WΠ∩∆⊥ and Γ = w(∆) = ∆ (in fact, w
fixes ∆ pointwise). This applies in particular if every component of ∆ is infinite
(cf. [7] and [16, 1.23]).
1.16. The following is well known, but we provide a proof for ease of reference.
Lemma. Let α0, α1, . . . , αn ∈ Π be distinct. Assume that for each i > 0, there is
some j < i with 〈αi, αj 〉 6= 0. Let α := sαn · · · sα1(α0). Then
(a) α =
∑n
i=0 ciαi for some ci ∈ R>0.
(b) l(sα) = 2n+ 1.
(c) sα = sαn · · · sα1sα0sα1 · · · sαn is a reduced expression for sα.
Proof. This is proved by induction on n as follows. For n = 0, the assertions are
trivial. Suppose inductively that n > 0. Write β := sαn−1 · · · sα1(α0) =
∑n−1
i=0 ciαi
for some ci ∈ R>0. Then cn := −〈β, α∨n 〉 = −
∑n−1
i=0 ci〈αi, α∨n 〉 > 0 since
c0, . . . , cn−1 > 0, 〈αi, α∨n 〉 ≤ 0 for all i < n since αi 6= αn and 〈αi, α∨n 〉 < 0
for some i < n by assumption. It follows that α = sαn(β) = β + cnαn is as in
(a). Noting that β 6= αn, [3, Lemma 3.4] implies that l(sα) = l(sβ) + 2. Since
sα = sαnsβsαn , (b) and (c) follow by induction. 
1.17. The next lemma is for use in the proof of Lemma 2.10.
Lemma. Let I, J ⊆ S. Then the following conditions are equivalent:
(i) W = WIWJ .
(ii) T = (T ∩WI) ∪ (T ∩WJ).
(iii) Φ = ΦI ∪ ΦJ .
(iv) For every irreducible component ∆ of Π, either ∆ is contained in ΠI or ∆
is contained in ΠJ .
Proof. We first show that (i) implies (ii). Assume that (i) holds. Let t ∈ T . We may
write t = uv where u ∈ WI and v ∈ WJ . Choosing reduced expressions for u and
v and substituting in t = uv gives an expression for t which may be cancelled (by
repeated deletion of appropriate pairs of simple reflections) to a reduced expression
t = s1 . . . sm where s1, . . . , sn ∈ I and sn+1, . . . , sm ∈ J . Note that m = l(t) =
2k + 1 for some k. If n ≥ k + 1, we have t = s1 · · · sksk+1sk · · · s1 ∈ WI by
[17, (2.7)]. On the other hand, if n ≤ k, then similarly t = t−1 = s2k+1 · · · s1 =
s2k+1 · · · sk+2sk+1sk+2 · · · s2k+1 ∈WJ . Hence (ii) holds.
The equivalence of (ii) and (iii) is clear. Next we show that (iii) implies (iv).
Assume that (iii) holds but (iv) doesn’t. Suppose that ∆ is an irreducible compo-
nent of Π which is contained in neither ΠI nor ΠJ . Then there is some finite subset
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∆′ of ∆ which is connected but contained in neither ΠI nor ΠJ . By Lemma 1.16,
there is a root α ∈ Φ such that sα has a reduced expression containing sβ for all
β ∈ ∆′. Then α 6∈ ΦI ∪ ΦJ , a contradiction. This completes the proof that (iii)
implies (iv).
Finally, we show that (iv) implies (i). Let w ∈ W . Write w = w1 . . . wn where
wi ∈ W∆i for some irreducible component ∆i of Π. Since wi and wj commute if
∆i 6= ∆j , it may be assumed that the ∆i are pairwise distinct and, by reindexing
if necessary, it may also be assumed that ∆1, . . . ,∆m are contained in ΠI while
∆m+1, . . . ,∆n are contained in ΠJ . Then w1, . . . , wm ∈ WI and wm+1, . . . , wn ∈
WJ so w ∈WIWJ as required to prove that (iv) implies (i). 
1.18. The proposition below collects assorted useful facts which show how certain
subsets of roots (orbits, complements of parabolic subsystems and cofinite subsets
of the roots) may be regarded as being “large” in various natural senses.
Proposition. Suppose that (W,S) is irreducible.
(a) Let α ∈ Φ and let Z := {w ∈ W | w(α) = α } denote the stabilizer of
α in W . Then R(Wα) = RΦ, W acts faithfully on the W -orbit Wα and
∩w∈W wZw−1 = {1W }. In particular, if Wα is finite, then W is finite.
(b) Let I ( S and Γ := Φ \ ΦI Then WΓ = W , WΓ = Φ, and RΓ = RΦ.
(c) Suppose that W is infinite. If ∆ ⊆ Φ+ with |Φ+ \∆| finite, then W∆ = W ,
W∆ = Φ and R∆ = RΠ.
Proof. To prove (a), assume without loss of generality that α ∈ Π. Since α 6⊥ Π by
irreducibility of W , one has aff(Wα) = α + RΠ = RΠ by Lemma 1.13(d). Hence
R(Wα) = RΠ = RΦ, and the rest of (a) follows since W acts faithfully on Φ.
To prove (b), it will suffice to show that Π ⊆WΓΓ. Fix α ∈ Π\ΠI and let β ∈ Π.
By irreducibility of W , there exist n ∈ N>0, and a sequence α = α0, . . . , αn = β
of distinct simple roots such that 〈αi−1, αi 〉 6= 0 for i = 1, . . . , n. Define γi :=
sα0 · · · sαi−1(αi) for i = 0, . . . , n. By Lemma 1.16, sγi has a reduced expression
containing sα0 and hence γi ∈ Φ \ ΦI = Γ. It follows by induction on i that
αi ∈ WΓΓ and sαi ∈ WΓ for i = 0, . . . , n. In particular, β = αn ∈ WΓΓ. Since
β ∈ Π is arbitrary, this gives Π ⊆ WΓΓ as required to complete the proof of the
first statement in (b).
If there is a proper standard parabolic subgroup WI with Φ+ \ ∆ ⊆ ΦI , then
(c) follows from (b) since ∆ ⊇ Φ+ \ ΦI . Such a subgroup WI certainly exists if
W is of infinite rank, so we may and do assume for the rest of this proof that Π
is finite. It is easy to check that (c) holds if (W,S) is infinite dihedral, and we
now reduce to that case. In fact, let β ∈ Φ. Since (W,S) is irreducible of finite
rank and infinite, it follows from [31, Proposition 3.13] that there is some α ∈ Φ
such that W ′ := 〈 sα, sβ 〉 is infinite. Let Ψ := ΦW ′ , Γ := ∆ ∩ Ψ ⊆ Ψ+. Note
that Ψ+ \ Γ ⊆ Φ+ \ ∆ is a finite set. From the dihedral case, it follows that
sβ ∈ WΓ ⊆ W∆, β ∈ W ′Γ ⊆ W∆ and β ∈ RΓ ⊆ R∆. Since β ∈ Φ is arbitrary, the
conclusions of (c) now follow trivially. 
1.19. Despite its formulation below, the next fact is purely graph-theoretic in
nature. Though a more general fact is established in [50], we provide for the reader’s
convenience a self-contained proof of the special case used here.
Lemma. Suppose W is irreducible, S is infinite and the Coxeter graph is locally
finite (i.e. for each α ∈ Π there are only finitely many β in Π such that 〈α, β 〉 6= 0).
14 MATTHEW J. DYER
Fix α ∈ Π. Then there is an infinite sequence α = α0, α1, . . . of distinct roots in Π
such that for i < j ∈ N, the distance from αi to αj in the Coxeter graph is j − i.
In particular, if i < j, then 〈αi, αj 〉 6= 0 if and only if j = i+ 1.
Proof. For γ, β ∈ Π, a path from γ to β is a sequence γ = γ0, . . . , γn = β in Π with
〈 γi−1, γi 〉 6= 0 for i = 1, . . . , n. Such paths exist by irreducibility of W . Define
d(γ, β) to be the minimum length n of all such paths from γ to β. Note that if the
above path satisfies n = d(γ, β), then d(γi, γj) = j − i for all 0 ≤ i ≤ j ≤ n.
For each n ∈ N, let Πn := {β ∈ Π | d(α, β) = n }. If β ∈ Πn, we may choose
a path α = α0, . . . , αn = β from α to β, and one necessarily has αi ∈ Πi (and so
Πi 6= ∅) for i = 0, . . . , n. Using local finiteness of the Coxeter graph, it follows by
induction on n that Πn is finite for all n, since for n > 0, any root in Πn is the
endpoint of one of the (finitely many, by induction) edges with one vertex in Πn−1.
Since Π is infinite, there is for any m ∈ N some n > m with Πn 6= ∅, and as above,
this implies Πm 6= ∅. Hence each Πn is a non-empty finite set. Note Π0 = {α}.
Give Πn the discrete topology and endow the product set X =
∏
n∈N Πn with the
product topology. Thus, X is a compact Hausdorff space. For each n ∈ N, let
Xn := { (α0, α1, . . .) ∈ X | α0, α1, . . . , αn is a path from α = α0 to αn }.
One has for n ∈ N that Xn 6= ∅; for one may choose in turn αn ∈ Πn, a path
α0, . . . , αn from α to αn and then arbitrary αm ∈ Πm for m > n to obtain an
element (α0, α1, . . .) ∈ Xn. Also, one easily sees from the definition of product
topology that X \Xn is open in X and hence that Xn is closed in X. Obviously,
X0⊇X1⊇ . . .. By compactness of X, Y := ∩n∈NXn 6= ∅. Let (α0, α1, . . .) ∈ Y .
From above, d(αi, αj) = j − i for all i < j in N. In particular, if 〈αi, αj 〉 6= 0, then
1 = d(αi, αj) = j−i, and so the sequence α0, α1, . . . has the required properties. 
1.20. In the special case that S is finite, the next result has been proved by De-
odhar (and (a) independently by Howlett; see [12, Proposition 4.2(x) and Remark
4.3]).
Lemma. Suppose that (W,S) is an irreducible Coxeter system and I ( S
(a) If W/WI is finite, then W is finite.
(b) If Φ \ ΦI is finite, then W is finite.
Proof. First we prove (a). Using the references preceding the statement of the
lemma, suppose without loss of generality that S is infinite. We shall obtain a
contradiction after first showing that (W,S) is of locally finite type i.e. that WK is
finite for every finite subset K of S. (This notion should not be confused with that
of (W,S) having locally finite Coxeter graph in 1.19. We remark that it follows
easily from the classification of finite Coxeter groups that the possible types of
infinite rank, irreducible, Coxeter systems of locally finite type are A∞, A∞,∞, B∞
or D∞; see [33] or [16] for the notation, or [42, Figure 1] where A∞, A∞,∞ are
denoted as A
(1)
∞ , A
(2)
∞ . This classification can be used instead of the reference to
Lemma 1.19 in the proof below.)
Since W I is a set of coset representatives for W/WI , it is finite. Hence there is
some standard parabolic subgroup WJ , with J ⊆ S finite, such that W I ⊆WJ . By
irreducibility of W , one may assume without loss of generality that WJ is irreducible
and J is sufficiently large that K ⊆ J and J ∩ I ( J . Then WJ/WJ∩I ∼= W J∩IJ ⊆
W I is finite, which implies WJ is finite by the special case. Since K ⊆ J , WK is
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finite too. Since the vertex degrees in Coxeter graphs of finite Coxeter systems are
bounded above, the Coxeter graph of (W,S) is locally finite. Lemma 1.19 implies
that there is for any α ∈ Π a sequence α = α0, α1, . . . , αn, . . . of distinct simple
roots such that 〈αn−1, αn 〉 6= 0 for all n ≥ 1. Choose α ∈ Π\ΠI . For all n ∈ N, the
element wn := sαn · · · sα0 of W is of length n+ 1 (using Lemma 1.16, for instance).
Clearly, wn has a unique reduced expression. Since sα0 6∈ I, the elements wn, for
n ∈ N, are distinct elements of W I . Hence W I is infinite, which is a contradiction.
Now (b) follows from (a) in the same way as its special case in which S is finite,
by the argument of [12, Remark 4.4]. Alternatively, note that Φ \ΦI finite implies
W = WΦ\ΦI is finitely generated by Proposition 1.18, so S is finite (since it is
a minimal set of generators of W ) and W is finite by the result of [12, Remark
4.4]. 
1.21. The next result extends [14, Lemma 1.22].
Lemma. Assume that Π is finite. Let ρ : V → R be a linear function such that
ρ(Π) ⊆ R>0.
(a) There is a positive scalar 0 such that for any two non-orthogonal roots
α, β ∈ Φ one has |〈α, β∨ 〉| ≥ 0.
(b) Let  := min({ ρ(α)0/2 | α ∈ Π }. Then for all β ∈ Φ+, ρ(β) ≥ l(sβ).
Proof. For (a), see [14, Lemma 1.22(i)]. Part (b) is proved by induction on l(sβ) in
the same way as [14, Lemma 1.22(ii)], making use of [3, Proposition 3.4]. 
1.22. Roots in the fundamental chamber may be regarded as general analogues of
highest (long or short) roots in root systems of irreducible finite Weyl groups. For
irreducible W , their existence is equivalent to finiteness of W , as the next result
shows. There are generalizations concerning orbits of standard parabolic subgroups
of W on Φ which we do not go into here.
Corollary. (a) If W is finite, then the W -orbit of any root contains a unique
element of Φ ∩ CW .
(b) Suppose that α ∈ Φ ∩ CW . Then α ∈ Φ+. If, further, (W,S) is irreducible,
then W is finite.
Proof. Part (a) follows from 1.10(h),(c). Now let α ∈ Φ ∩ C . Write α = ∑γ∈Γ cγγ
where Γ ⊆ Π, Γ is finite and either cγ < 0 for all γ ∈ Γ or cγ > 0 for all γ ∈ Γ. Since
1 = 〈α, α 〉 = ∑γ∈Γ cγ〈 γ, α 〉 where each 〈 γ, α 〉 ≥ 0 (because α ∈ C ), it follows
that we must have cγ > 0 for all γ ∈ Γ, and so α ∈ Φ+.
Now assume that (W,S) is irreducible. We claim that Γ = Π. If not, by irre-
ducibility of Π, there is some β ∈ Π \Γ and γ0 ∈ Γ such that 〈 γ0, β 〉 < 0. One also
has 〈 γ, β 〉 ≤ 0 for all γ ∈ Γ. Since α ∈ C , it follows that
0 ≤ 〈β, α 〉 =
∑
γ∈Γ
cγ〈β, γ 〉 ≤ cγ0〈β, γ0 〉 < 0,
a contradiction.
Since Π = Γ is finite, we may choose ρ,  as in Lemma 1.21. By Lemma 1.6,
for any w ∈ W , one has α − w(α) ∈ R≥0Π and so ρ(wα) ≤ ρ(α). Assume that
wα ∈ Φ+. By Lemma 1.21 l(sw(α)) ≤ −1ρ(wα) ≤ −1ρ(α) =: N . But there are
at most |Π|m < ∞ elements of W of length m for any m ∈ N≤N . This implies
that Wα ∩ Φ+ is finite, and hence Wα = (Wα ∩ Φ+) ∪ −(Wα ∩ Φ+) is finite. By
Proposition 1.18(a), it follows that W is finite. 
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2. Facial subgroups
This section contains basic facts about facial subgroups of W , which are defined
as the stabilizers of points of the Tits cone. Some of these facts are proved under
stronger assumptions in [4], [49], and [34].
2.1. A subset Π′ of Π is said to be a facial subset of Π, or said to be facial, if
Π′ = Π ∩ v⊥ for some v ∈ C . Obviously, Π = Π ∩ 0⊥ itself is facial. It is not clear
without additional assumptions on the root system if there are other facial subsets.
If Π′ is facial, then I = 〈 sα | α ∈ Π′ 〉 is said to be a facial subset of S and WI
is called a standard facial subgroup. Using that C is a cone, one sees that a finite
intersection of facial subsets of Π (resp., facial subsets of S, resp., standard facial
subgroups) is again a facial subset of Π (resp., facial subset of S, resp., standard
facial subgroup). A facial subgroup of W is defined to be to be a conjugate in W
of a standard facial subgroup.
Remarks. The facial subsets correspond naturally to the exposed faces (with respect
to the semidual pair of cones (R≥0Π,C )) of RΠ in the sense of Appendix A. Certain
subtleties in the notion of facial subsets reflect subtleties in the notion of exposed
faces. For instance, compare Remark 2.7 and Lemma 4.2(f) with the facts that, for
general semidual pairs of cones, exposed faces of exposed faces need not be exposed
faces, whereas this does hold for dual pairs of polyhedral cones. The notion of facial
subset, subgroup etc may change under restriction or extension of quadratic space.
2.2. For p ∈ V , let Wp denote the stabilizer of v in W . Then for all w ∈ W , one
has Wwp = wWpw
−1.
Lemma. Let q ∈ X . Let w ∈ W be such that p := w−1q ∈ C . Let J be the facial
subset of S with ΠJ = Π ∩ p⊥.
(a) Wp = WJ , χ(Wp) = J , ΦWp = Φ ∩ p⊥ and ΠWp = Π ∩ p⊥.
(b) Wq = wWJw
−1 with ΦWq = Φ ∩ q⊥.
Proof. By 1.10(c), Wp = WJ . The definition of χ(WJ) easily implies that J ⊆
χ(WJ). Hence χ(WJ) = J , since (see [4, Ch IV]) any set of Coxeter generators
of WJ , such as χ(WJ), is a minimal set of generators of WJ . From χ(WJ) = J ,
it follows by definition that ΠWp = ΠJ = Π ∩ p⊥. The assertion in (a) that
ΦWp = Φ ∩ p⊥, and (b), follow from 1.10(d). 
2.3. For a subset I of S, let C (I) := { v ∈ C | v⊥ ∩ Π = ΠI }, which is a cone in
V . A non-empty set of the form wC (I) with w ∈W and I ⊆ S is called a facet of
X . (Note that this conflicts in some situations with a common usage of the word
facet for a codimension one face of a cone; in general, wC (I) is not a face of X .)
For any φ ∈ V , and a relation ≺ on R which is one of the standard equality,
order or inequality relations =, ≤, <, ≥, >, or 6= let H≺φ := { v ∈ V | 〈 v, φ 〉 ≺ 0 }.
Basic properties of facial subgroups and facets are given in the following Lemma.
Lemma. (a) For I ⊆ S, C (I) 6= ∅ if and only if I is facial.
(b) Suppose that I, J are facial subsets of S and x, y ∈W . Then the intersection
xC (I)∩yC (J) is non-empty if and only if I = J and x−1y ∈WJ , in which
case yx−1 ∈ xWJx−1 = yWJy−1 fixes xC (I) = yC (J) pointwise.
(c) The stabilizers of the points of C (resp., X ) are exactly the standard facial
subgroups (resp., facial subgroups).
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(d) Any (standard) facial subgroup of W is (standard) parabolic.
(e) The cone X is the disjoint union of its facets.
(f) The facets of X are the non-empty intersections of the form ∩α∈Φ+H≺αα
such that for α ∈ Φ+, ≺α is one of the relations =, < or >, with only
finitely many α for which ≺α is equal to <.
(g) The conical hull of any finite union of facets of X meets only finitely many
facets. In particular, the conical hull of any finite subset of X meets only
finitely many facets.
Proof. Part (a) follows from the definition of facial subsets of Π, (b) follows from
Lemma 1.10, (c)–(d) follow from Lemma 2.2 and (e) follows from (b) (cf. [34]).
Now we prove (f). If v ∈ F := ∩α∈Φ+H≺αα , then for all α ∈ Φ+, one has
〈 v, α 〉 ≺α 0 and hence the relations≺α (amongst =, <, >) are uniquely determined.
This implies that the intersections as in (f) are pairwise disjoint, and they are
contained in X by Lemma 1.10. Let w ∈W . Choose relations ≺′α (amongst =, <,
>) satisfying 〈wv, α 〉 ≺′α 0. Note that ≺′α and ≺w−1α coincide if w−1(α) ∈ Φ+. If
w−1(α) ∈ Φ−, then ≺′α and ≺−w−1α are either both =, or one of them is < and
the other is >. It follows that w(∩α∈Φ+H≺αα ) = ∩α∈Φ+H≺
′
α
α . By Lemma 1.10, only
finitely many of the ≺′α are equal to <. This implies that the set of non-empty
intersections as in (f) is W -stable. Hence it will suffice to show that the facets of
X which contain a point of C are precisely the non-empty intersections F with all
≺α amongst =, >. But if v ∈ C , then the unique facet containing v is C (I) where
ΠI = {α ∈ Π | 〈 v, α 〉 = 0 } and the unique intersection as in (f) which contains
v is F := ∩α∈Φ+H≺αα where 〈 v, α 〉 ≺α 0 with ≺α either = or >. Consider a root
α =
∑
β∈Π cββ ∈ Φ with all cβ ≥ 0. Then ≺α is = if and only if cβ = 0 for all
β ∈ Π \ΠI . It is clear then that
F = { v ∈ C | 〈 v, α 〉 = 0 for all α ∈ ΠI } = C (I)
completing the proof of (f).
For the first claim of (g), let F1, . . . , Fn be facets. Write Fi = ∩α∈Φ+H≺α,iα as in
(f). It will suffice to show that there are only finitely many facets F = ∩α∈Φ+H≺αα
containing some point x =
∑n
i=1 λixi with xi ∈ Fi and all λi > 0. Assume x ∈ F ,
and let α ∈ Φ+. Clearly, ≺α is = if all ≺α,i are =, while ≺α is > if no ≺α,i is
< and at least one ≺α,i is >. There are only finitely many α ∈ Φ+ which do not
fall under one of those two cases, namely the α for which some ≺α,i is <, and for
each of these, there are at most three possibilities (=, <, >) for ≺α. It follows that
there are only finitely many possible families (≺α)α∈Φ+ and so only finitely many
possible F . This proves the first assertion of (g), and the second follows since each
point of X lies in some facet (in the case of two points, compare [4, Ch V, §4, Prop
6]). 
Remarks. If Π is linearly independent and (Φ,Π) on (V, 〈−,−〉) is ample (see
Remark 1.3(2)), then the classes of (standard) facial subgroups and (standard)
parabolic subgroups coincide.
2.4. Parts (a)–(c) at least of the following are trivial or well-known in case Π is
linearly independent (see [7, Proposition 3.3]).
Lemma. Let I be a facial subset of S. Fix a ∈ C such that ΠI = Π ∩ a⊥.Then
(a) R≥0Π ∩ a⊥ = R≥0Π ∩ RΠI = R≥0ΠI .
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(b) Φ ∩ a⊥ = Φ ∩ RΠI = WIΠI = ΦWI .
(c) Φ+ ∩ a⊥ = Φ+ ∩ RΠI = Φ+ ∩ R≥0ΠI = WIΠI ∩ Φ+ = ΦWI ,+.
(d) If k ∈ C , w ∈W and k − wk ∈ RΠI , then wk = w′k for some w′ ∈WI .
Proof. The statement obtained by replacing “=” by “⊇” in (a) is clear. For the
reverse inclusions, suppose that v =
∑
α∈Π cαα ∈ R≥0Π∩a⊥, where all cα ≥ 0. We
have 0 = 〈 v, a 〉 = ∑α∈Π cα〈α, a 〉. Since 〈α, a 〉 ≥ 0 for all α ∈ Π, we get cα = 0 if
〈α, a 〉 6= 0 i.e. if α 6∈ ΠI , which proves (a).
In (c), the first two equalities follow by intersecting each part of (a) with Φ+. It
is also clear that ΦWI ,+ = WIΠI ∩ Φ+ ⊆ Φ+ ∩ R≥0ΠI . For the reverse inclusion,
let β ∈ Φ+∩R≥0ΠI . Write β =
∑
α∈ΠI cαα with all cα ≥ 0. If β ∈ Π, then β ∈ ΠI ,
else 〈β,ΠI 〉 ⊆ R≤0 and
1 = 〈β, β 〉 =
∑
α∈ΠI
cα〈β, α 〉 ≤ 0.
We show that β ∈WIΠI in general by induction on l(sβ). Assume l(sβ) > 1. Using
[3, Proposition 3.4], choose γ ∈ Π with l(sγsβsγ) = l(sβ) − 2. and 〈 γ, β 〉 > 0. If
γ ∈ ΠS\I , then 〈β, γ 〉 =
∑
α∈ΠI cα〈α, γ 〉 ≤ 0, a contradiction. Hence γ ∈ ΠI .
Since β ∈ Φ+, γ ∈ Π and γ 6= β, we have sγβ ∈ Φ+. Hence
sγ(β) = β − 〈β, γ∨ 〉γ ∈ Φ+ ∩ RΠI = Φ+ ∩ R≥0ΠI .
By induction, sγ(β) ∈ WIΠI and so β ∈ WIΠI ∩ Φ+, completing the inductive
proof of (c). Part (b) follows easily from (c).
For (d), choose a reduced expression w = sα1 · · · sαn for w in W , with αi ∈ Π.
We have, using Lemma 1.13,
w(k)− k = −
n∑
i=1
〈 k, α∨i 〉βi
where βi := sα1 . . . sαi−1(αi). Therefore
0 = 〈wk − k, a 〉 = −
∑
i
〈 k, α∨i 〉〈βi, a 〉
where 〈 k, αi 〉 ≥ 0, and 〈βi, a 〉 ≥ 0 since βi ∈ Φ+. It follows that 〈βi, a 〉 = 0 for
any i with 〈 k, αi 〉 6= 0. If 〈 k, αi 〉 6= 0, then βi ∈ R≥0Π ∩ a⊥ = R≥0ΠI . Then
by (b), βi ∈ WIΠI ∩ Φ+ if 〈 k, αi 〉 6= 0 and so sβi ∈ WI for such i. Suppose that
〈 k, αi 〉 6= 0 for i = i1, . . . , im where 1 ≤ i1 < . . . < im ≤ n and that 〈 k, αi 〉 = 0 for
i 6∈ { i1, . . . , im }. Then
sβi1 · · · sβimw(k) = sα1 · · · ŝαii · · · ŝim · · · sαn(k) = k
where circumflexes denote factors omitted from the product, and therefore
w(k) = sβim · · · sβi1 (k) ∈WIk. 
2.5. Some of the results above hold for facial subgroups in general. Notably:
Corollary. Let W ′ be a facial subgroup of W , say W ′ = StabW (q) where q ∈X .
Then ΦW ′,+ = W
′ΠW ′ ∩ Φ+ = RΠW ′ ∩ Φ+ = R≥0ΠW ′ ∩ Φ = Φ+ ∩ q⊥.
Proof. Write q = wp where w ∈ W and p ∈ C , so W ′ = wWIw−1 where WI =
StabW (p) is standard facial. Assume without loss of generality that w ∈W I .
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By 1.7, ΠW ′ = wΠI and by Lemma 2.4(b), ΦI = WIΠI = RΠI ∩ Φ = Φ ∩ p⊥.
Hence
W ′ΠW ′ = ΦW ′ = w(ΦI) = Rw(ΠI) ∩ w(Φ) = RΠW ′ ∩ Φ.
Intersecting with Φ+ gives the first two equalities in the statement of the corollary.
The third holds since R≥0ΠW ′ ∩Φ ⊆ RΠW ′ ∩Φ+ = ΦW ′,+ ⊆ R≥0ΠW ′ ∩Φ. Lemma
1.10(d) gives ΦW ′ = Φ∩q⊥ and intersecting with Φ+ gives the remaining assertion.

2.6. Next we describe the intersections of reflection subgroups with (standard)
facial subgroups.
Proposition. Let W ′ be a reflection subgroup of W .
(a) Let J ⊆ S be facial. Then W ′′ := W ′ ∩WJ is a standard facial subgroup
of W ′, with R≥0ΠW ′′ = R≥0ΠW ′ ∩RΠJ , ΠW ′′ = ΠW ′ ∩ΦJ = ΠW ′ ∩RΠJ ,
ΦW ′′,+ = ΦW ′,+ ∩ ΦJ = ΦW ′,+ ∩ RΠJ and χ(W ′′) = χ(W ′) ∩WJ .
(b) If W ′′ is any facial subgroup of W , then W ′′′ := W ′ ∩ W ′′ is a facial
subgroup of W ′ with ΦW ′′′,+ = ΦW ′,+ ∩ ΦW ′′ = ΦW ′,+ ∩ RΠW ′′ .
Proof. To prove (a), suppose that WJ = Wp where p ∈ C . Then J = Π ∩ p⊥. We
have p ∈ CW ′ by 1.10(e), so by 2.2(a) applied to W ′, W ′′ = W ′ ∩Wp = (W ′)p is a
standard facial subgroup of W ′. By two applications of Lemma 2.4(a),
R≥0ΠW ′′ = R≥0ΠW ′ ∩ p⊥ = R≥0ΠW ′ ∩ (R≥0Π ∩ p⊥)
= R≥0ΠW ′ ∩ (R≥0Π ∩ RΠJ) = R≥0ΠW ′ ∩ RΠJ .
Clearly, ΠW ′′ ⊆ ΠW ′ ∩ΦJ ⊆ ΠW ′ ∩RΠJ and ΦW ′′,+ ⊆ ΦW ′,+∩ΦJ ⊆ ΦW ′,+∩RΠJ .
Intersecting R≥0ΠW ′′ = R≥0ΠW ′ ∩ RΠJ with ΠW ′′ and ΦW ′′,+ in turn shows that
the above inclusions are actually equalities. Finally for (a), note that
χ(W ′) = { sα | α ∈ ΠW ′′ } = { sα | α ∈ ΠW ′ ∩ ΦJ } = χ(W ′) ∩ ΦJ .
For (b), write W ′′ = Wq for some q ∈ X . By 1.10(e) and 2.2(b), W ′′′ =
W ′ ∩Wq = (W ′)q is a facial subgroup of W ′ with ΦW ′′′ = ΦW ′ ∩ q⊥. The rest of
(b) follows using Corollary 2.5. 
2.7. The preceding lemma implies that an intersection of two facial subgroups is
a facial subgroup of both of them. The next lemma shows in particular that the
intersections of two facial subgroups of W is a facial subgroup of W .
Lemma. (a) The stabilizer of a point x of X coincides with the pointwise
stabilizer of the facet of X containing x.
(b) The pointwise stabilizer of a finite subset Y of X is the stabilizer of some
point in the convex hull of Y .
(c) The intersection of finitely many (standard) facial subgroups of W is a
(standard) facial subgroup of W .
Remarks. This would follow from the previous lemma if it was known that a (stan-
dard) facial subgroup of a (standard) facial subgroup of W is a (standard) facial
subgroup of W , but it seems possible that this fails in this generality (see 4.2(f)
and Remark 2.1).
Proof. Part (a) follows from 2.3(b). For the proof of (b), denote the stabilizer in W
of x ∈X as Wx. It suffices to show that if x, y ∈X , then Wx∩Wy = Wz for some
z in the closed segment [x, y] = {tx+(1−t)y | t ∈ R, 0 ≤ t ≤ 1} (cf. the proof of [34,
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Lemma 2.1.2]). We may assume x 6= y. The set Γ := {α ∈ Φ+ | 〈x, α 〉〈 y, α 〉 < 0 }
is finite by Lemma 1.10(a). We may and do choose z = tx+(1−t)y with 0 < t < 1 in
[x, y] such that for all α ∈ Γ, 〈 z, α 〉 6= 0. Then for α ∈ Φ+, 〈 z, α 〉 = 0 implies that
〈α, x 〉 = 〈α, y 〉 = 0. By 1.10(d), we get Wz ⊆ Wx ∩Wy. The reverse inclusion
Wz ⊇ Wx ∩ Wy is clear, proving (b). Then (c) follows from (b) and 2.3(c) on
recalling that X (and C ) is convex. 
2.8. Slightly extending the terminology of [34], define a subgroup W ′′ of W to
be a parabolic closure (resp., facial closure) of a subset X of W if W ′′ is a para-
bolic (resp., facial) subgroup W , and any parabolic (resp., facial) subgroup of W
containing W ′ contains W ′′. Such a parabolic (resp facial) closure exists if and
only if the intersection of all parabolic (resp., facial) subgroups containing X is
parabolic (resp., facial), in which case it coincides with that intersection and so is
unique. From the above, it follows that X has a parabolic (resp., facial) closure
if it is contained in some finite rank parabolic (resp., facial) subgroup of W ; then
the parabolic (resp., facial) closure is the parabolic (resp., facial) subgroup of min-
imal rank amongst those containing X. Similarly, we define the standard parabolic
closure and standard facial closure of any subset of W . The standard parabolic
closure of any subset exists, and the standard facial closure of a subset X exists if
X is contained in a finite rank standard facial subgroup.
2.9. Well-known properties of finite subgroups of Coxeter groups and their para-
bolic closures are collected in the lemma below. For proofs, see for example [32],
[4] and [34, 1.2.6, 3.2].
Lemma. Let W ′ be a reflection subgroup of W and W ′′ be the reflection subgroup
of W with ΦW ′′ = RΠW ′ ∩ Φ.
(a) A subgroup of W is finite if and only if it is contained in some finite para-
bolic subgroup of W .
(b) The following conditions (i)–(iii) are equivalent:
(i) W ′ is finite
(ii) ΠW ′ is finite and the “Cartan matrix” (〈α, β 〉)α,β∈ΠW ′ is positive def-
inite.
(iii) RΠW ′ is finite dimensional and the restriction of 〈−,−〉 to RΠW ′ is
positive definite.
(c) If W ′ is finite, then ΠW ′ is linearly independent, W ′′ is finite, W ′′ has the
same rank as W ′ and W ′′ is the parabolic closure of W ′. Further, every
subset of ΠW ′ is facial in ΠW ′ (for the Coxeter group W
′).
Remarks. In particular, ΠW ′ is non-degenerate if W
′ is finite. In general, all parts
of (c) fail without finiteness of W ′.
2.10. The next result gives information on the facial subsets of S. The main facts
we require are (b) (which extends [49, Theorem 4] and [34, 2.2.4]) and (d) below.
Lemma. (a) Let τ ∈ C and I ⊆ S such that WI is finite. Let ∆ denote
the union of all components of ΠI which are not contained in τ
⊥. Then
τ ′ :=
∑
w∈WI wτ ∈ C and τ ′⊥ ∩Π = ΠI ∪ (Π ∩ τ⊥ ∩∆⊥)
(b) Let I, J be subsets of S such that J is facial, WI is finite, and I and J are
separated. Then I ∪J is facial. In particular, if ∅ is facial, then I is facial.
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(c) Let I be a facial subset of S and K be a subset of S such that WK is finite,
K is separated from I \K, and each component of K contains an element
of S \ I. Then I \K is facial.
(d) If I is a facial subset of S and J ⊆ S is W -conjugate to I, then J is a
facial subset of S.
Proof. First we prove (a). Let J ⊆ S with ΠJ = Λ := ΠI ∩ τ⊥. For α ∈ ΠI , we
have sατ
′ = τ ′ so 〈α, τ ′ 〉 = 0. Next, consider α ∈ Π \ ΠI . We have 〈 τ ′, α 〉 =∑
w∈WI 〈 τ, wα 〉. Since α ∈ −CI , we have w(α) ∈ α+R≥0ΠI by 1.13. In particular,
w(α) ∈ Φ+. Hence each term 〈 τ, wα 〉 ≥ 0, so it follows that 〈 τ ′, α 〉 ≥ 0. This
shows that τ ′ ∈ C . Further, 〈 τ ′, α 〉 = 0 if and only if 〈 τ, α 〉 = 0 and for each
w ∈WI , w(α)−α ∈ R≥0ΠI∩τ⊥ = R≥0Λ. By Lemma 2.9, Λ is facial in ΠI . Lemma
2.4(c) and 1.13 therefore show that w(α)− α ∈ R≥0Λ if and only if w(α) = w′(α)
for some w′ ∈ WJ . But for w′ ∈ WJ , Lemma 1.10 implies that w−1w′ ∈ WI
stabilizes α ∈ −CI if and only if w−1w′ ∈ WIα where ΠIα = ΠI ∩ α⊥. It follows
that (for α ∈ Π \ ΠI), 〈 τ ′, α 〉 = 0 if and only if 〈 τ, α 〉 = 0 and WI = WJWIα . By
Lemma 1.17, however, WI = WJWIα if and only if every component of ΠI which
is not contained in Λ (i.e. is not contained in τ⊥) is contained in ΠIα . That is, for
α ∈ Π \ ΠI , one has α ∈ (τ ′)⊥ if and only if α ∈ τ⊥ ∩ ∆⊥. Since it has already
been noted that ΠI ⊆ (τ ′)⊥, this completes the proof of (a).
For (b), choose τ ∈ C with τ⊥ ∩Π = ΠJ and let τ ′ ∈ C and ∆ be as in (a). We
have ∆ = ΠI since ΠI∩τ⊥ = ΠI∩ΠJ = ∅. Hence Π∩(τ ′)⊥ = ΠI∪(ΠJ∩Π⊥I ) = ΠI∪J
by (a), since ΠI and ΠJ are separated.
Next we prove (c). Let τ ∈ C with Π ∩ τ⊥ = ΠI . Set L := I \ K and J :=
I ∩ K. Note that Φ+ \ ΦK∪I and ΦL,+ are WK-invariant, and ΦI∪K = ΦK∪˙ΦL
since I ∪ K = K∪˙L where K and L are separated. We have 〈 τ, α 〉 > 0 for all
α ∈ Φ+ \ ΦI∪K and for all α ∈ ΦK,+ \ ΦJ , while 〈 τ, α 〉 = 0 for all α ∈ ΦL and all
α ∈ ΦJ . By 2.7(b), the set of points µ in the convex hull Y of {wτ | w ∈ WK }
with stabilizer Wµ = ∩w∈WKWwτ is non-empty, and it is clearly WK-stable. Since
V = XK = WKCK by finiteness of WK and Lemma 1.10(h), we may choose a point
µ ∈ Y ∩CK such thatWµ = ∩w∈WKWwτ . In particular, 〈µ, α 〉 ≥ 0 for all α ∈ ΦK,+.
We have also 〈µ, α 〉 > 0 for all α ∈ Φ+ \ΦI∪K and 〈µ, α 〉 = 0 for all α ∈ ΦL since
µ is in the convex closure of Y . We now show that 〈µ, α 〉 > 0 for α ∈ ΦK,+, which
will imply that µ ∈ C and Π ∩ µ⊥ = ΠL = ΠI\J as required to prove (c). Note
that by the assumptions and Lemma 1.16 applied to each component of K, each
WK-orbit on ΦK contains a point of ΦK,+ \ΦJ . Hence for α ∈ ΦK,+ there is some
w ∈WK and β ∈ ΦK,+ \ ΦJ with w−1α = β. We then have 〈wτ, α 〉 = 〈 τ, β 〉 > 0,
so sα 6∈Wwτ , sα 6∈Wµ by definition of µ, and hence 〈µ, α 〉 6= 0. But we’ve already
seen 〈µ, α 〉 ≥ 0, so 〈µ, α 〉 > 0 as required.
Finally we prove (d). Suppose that wWIw
−1 = WJ where I, J ⊆ S and I
is facial. Without loss of generality, we may assume that w is a minimal length
(WJ ,WI)-double coset representative. Then wΠI = ΠJ . Using induction, we may
assume by 1.15, that there exists α ∈ Π \ ΠI such that, setting s = sα ∈ S, the
connected component K of I∪{s} containing s is of finite type and w = wKwK\{s}.
Let t = wKswK . We have ΠI = ΠI\K ∪˙ΠK\{s} so
ΠJ = wΠI = w(ΠI\K) ∪˙w(ΠK\{s}) = ΠI\K ∪˙ΠK\{t}.
By (c), we conclude that I \K is facial. Since K \ {t} is separated from I \K and
is of finite type, we conclude from (b) that J = (I \K) ∪ (K \ {t}) is facial. 
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2.11. The following is an immediate corollary of part (d) of the preceding lemma.
Corollary. The standard facial subgroups of W are exactly the standard parabolic
subgroups of W which are facial.
2.12. The result below refines Lemma 2.7(c) and the well-known formula of Kil-
moyer (see e.g. [34, 1.3.5(d)]) for the intersection of two parabolic subgroups of
W .
Proposition. For any facial subsets I, J ⊆ S and shortest (WI ,WJ) double coset
representative d, then
WI ∩ dWJd−1 = WI∩dJd−1
is a standard facial subgroup of W .
Proof. Let W ′ = WI ∩dWJd−1, which by 2.7(c) is a facial subgroup of W . Clearly,
d is of minimal length in its cosets WId, dWJ and W
′d. By 1.6 and Proposition
2.6(a) we have χ(dWJd
−1) = dJd−1, χ(d−1WId) = d−1Id, χ(W ′) = dJd−1 ∩WI ,
and
d−1χ(W ′)d = χ(d−1W ′d) = χ(d−1WId ∩WJ) = d−1Id ∩WJ .
Hence χ(W ′) = χ(W ′) ∩ dχ(d−1W ′d)d−1 = I ∩ dJd−1. Since I ∩ dJd−1 ⊆ S, it
follows that W ′ = WI∩dJd−1 is a facial standard parabolic subgroup, and hence a
standard facial subgroup by Corollary 2.12. 
Remarks. Suppose that the standard facial subgroups and standard parabolic sub-
groups of W coincide (see Remark 2.3). Then the Proposition specializes to Kil-
moyer’s formula and the argument above simplifies since WI∩dJd−1 is obviously not
just parabolic, but standard parabolic. This affords a simple proof of Kilmoyer’s
formula (not needing 2.11).
2.13. The proof of the following observation is left to the reader. See also Lemma
8.5 for similar results under stronger hypotheses.
Lemma. Suppose that V = U ⊕U ′ is an orthogonal direct sum decomposition of V
such that Π = ∆∪˙∆′ where ∆ := Π∩U and ∆′ := Π∩U ′. Then the facial subsets of
Π are precisely the unions of facial subsets of ∆ (for the group W∆ acting naturally
either as reflection group on V or on U) and the facial subsets of ∆′ (for W∆′ as
reflection group on V or on U ′).
Remarks. Let ∆ be a non-empty finite subset of Π which is separated from ∆′ :=
Π \ ∆ and such that that the restriction of 〈−,−〉 to R∆ is non-singular. For
example, ∆ could be a finite union of finite type components of Π. Then the above
applies with U = R∆, U ′ = ∆⊥ and ∆′ = Π \∆
2.14. Part (c) of the following was also obtained in [42].
Lemma. (a) The intersection of any directed (by reverse inclusion) family of
reflection subgroups of W is a reflection subgroup.
(b) The pointwise stabilizer of a subset X of X is the reflection subgroup with
root system Φ ∩X⊥.
(c) Any intersection of parabolic subgroups is a reflection subgroup.
Proof. Following [20], we observe that for any reflection subgroup W ′ of W and
w ∈ W , we have w ∈ W ′ if and only if there exist n ∈ N and reflections t1, . . . , tn
of T such that, setting wi = ti . . . t1 for i = 0, 1, . . . , n (so w0 = 1W ), we have
IMAGINARY CONE AND REFLECTION SUBGROUPS 23
(i) wn = w
(ii) l(w0) < l(w1) < . . . < l(wn)
(iii) ti ∈W ′ ∩ T for all i.
In fact, w ∈ W ′ if and only if such ti exist with ti ∈ χ(W ′) for all i; then n =
l(W ′,χ(W ′))(w).
Suppose that D is a family of reflection subgroups of D which is directed by
reverse inclusion i.e. for W ′,W ′′ in D, there exists W ′′′ ∈ D with W ′′′ ⊆W ′ ∩W ′′.
Let W ′ := ∩U∈DU . Now for fixed w ∈ W , there are only finitely many tuples
(n, t1, . . . , tn) with ti ∈ T satisfying (i) and (ii) (since n ≤ l(w) and each wi lies
in the (finite) Bruhat interval [1, w]). It follows that w ∈ W ′ if and only if there
exists such a tuple (n, t1, . . . , tn) with ti ∈ U for all i = 1, . . . , n and all U ∈ D.
But then each ti ∈ W ′ ∩ T and w = wn = tn . . . t1 ∈ 〈W ′ ∩ T 〉. Hence W ′ is a
reflection subgroup as required to prove (a). We observe that that the argument
also shows that w ∈ χ(W ′) if and only if l(W ′,χ(W ′)(w) = 1 if and only if every
tuple (n, t1, . . . , tn) as above has n = 1 (in which case, such a tuple is unique).
Part (c) follows since the intersection of a family of parabolic subgroups is the
intersection of the (directed by reverse inclusion) family of their finite intersections,
and these finite intersections are (parabolic) reflection subgroups by Kilmoyer’s
formula. In (b), note that the pointwise stabilizer of X is the intersection of the
stabilizers of the points of X, which are parabolic (in fact, facial) subgroups. Hence
the pointwise stabilizer is a reflection subgroup by (c). The remaining assertions
are clear since a reflection sα fixes X pointwise if and only if it fixes each point of
X i.e. if and only if α is in X⊥. 
2.15. In [42], an example is given to show that an intersection of an arbitrary
family of parabolic subgroups of an infinite rank Coxeter system need not be a
parabolic subgroup. The following result gives a simple class of examples which
illustrates the ubiquity of this phenomenon.
Proposition. Let (W,S) be an infinite rank irreducible Coxeter system with locally
finite Coxeter graph. Then there is a family (Wn)n∈N, of parabolic subgroups of W
such that ∩n∈NWn is a non-parabolic reflection subgroup with |N| components, which
are all of type A1.
Remarks. In the example in [42], the parabolic subgroups involved, and their inter-
section, are all irreducible of type A∞, which, together with A∞,∞, is exceptional
amongst all irreducible Coxeter groups in some respects (see [16]).
Proof. By Lemma 1.19, there is a subset Π0 = {α0, α1, . . .} of Π such that for
i < j ∈ N, 〈αi, αj 〉 6= 0 if and only if j = i + 1. Let si := sαi for i ∈ N. It
is clear that there is a subset J of S with irreducible components Ji for i ∈ N
such that |Ji| = i + 1. For example, one could take J := ∪i∈NJi where Ji :=
{s2i2 , s2i2+1, . . . , s2i2+i}. By Lemma 1.16, there is a reflection ti ∈ WJi of length
l(ti) = 2i+1. Let Ki = {t0, t1, . . . , ti}∪
⋃
j>i Jj . Since 〈 tk 〉 is a parabolic subgroup
of WJk for k ∈ N, it follows that WKi is a parabolic subgroup of W (with χ(WKi) =
Ki as its set of canonical generators). Let W
′ = 〈 t0, t1, . . . 〉, which is a reflection
subgroup of W with χ(W ′) = R := {t0, t1, . . .} as canonical generators (since R is
both the set of all reflections of W ′ and a minimal generating set of W ′). Obviously,
W ′ has |N| components, all of type A1. We claim that ∩i∈NWKi = W ′. Clearly,
W ′ ⊆ ∩WKi since tj ∈WKi for all j, i ∈ N. For the reverse inclusion, let w ∈ ∩WKi .
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Set Ln := J1 ∪ . . . ∪ Jn. Note that w ∈ WJ = ∪n∈NWLn so w ∈ WLn for some
n ∈ N. Hence w ∈WLn ∩WKn = 〈 {t0, . . . , tn} 〉 ⊆W ′ as claimed.
To complete the proof, it suffices to show that R is not W -conjugate to any
subset of S. But since {l(t) | t ∈ R} is not bounded above, it follows that for any
u ∈W , {l(utu−1) | t ∈ R} is also not bounded above (since l(utu−1) ≥ l(t)−2l(u))
and so uRu−1 6⊆ S. 
2.16. Weakly facial subgroups and locally parabolic subgroups. Call a (re-
flection) subgroup of W weakly facial if it is an intersection of (possibly infinitely
many) facial subgroups, or equivalently, if it is the pointwise stabilizer of a subset of
the Tits cone. There is a natural Galois connection between the subsets of X and
subsets of W (cf. [34, 2.1]) with the weakly facial subgroups as the stable subsets of
W . Also, the set of weakly facial subgroups forms a complete lattice when ordered
by inclusion. Any subset X of W has a weakly facial closure, defined to be the
weakly facial subgroup obtained by intersecting all (weakly) facial subgroups con-
taining X. If W is finitely generated, the set of weakly facial subgroups is equal to
the set of facial subgroups. Some of the results on facial subgroups have analogues
for weakly facial subgroups; for example, intersections of weakly facial subgroups
are weakly facial, and (using 1.10(e)) the intersection of a weakly facial subgroup
of W with a reflection subgroup W ′ of W is a weakly facial subgroup of W ′.
In [42], a reflection subgroup W ′ of W is defined to be a locally parabolic sub-
group if every finite subset of its canonical generators χ(W ′) is W -conjugate to a
subset of S. It is shown in op. cit. that parabolic subgroups are locally parabolic,
and that arbitrary intersections of locally parabolic (e.g. parabolic) subgroups are
locally parabolic. Also, if S is finite, the notions of parabolic and locally parabolic
subgroups of W coincide.
In particular, weakly facial subgroups are locally parabolic, and if S is finite
and all parabolic subgroups are facial, the notions of parabolic, weakly facial and
locally parabolic subgroups coincide. It is not known for infinite S whether every
locally parabolic subgroup is equal to some intersection of parabolic subgroups (or
equivalently, if the weakly facial and locally parabolic subgroups coincide when
every parabolic subgroup is facial). We also leave open the question as to whether
there is a natural analogue of the notion of locally parabolic subgroups, reducing
to the facial subgroups for W of finite rank, in the general situation in which not
all parabolic subgroups are facial.
2.17. Parabolic closure of union of two special parabolic subgroups. The
following result extends to (possibly infinite rank) Coxeter groups a result estab-
lished for Weyl groups of Kac-Moody Lie algebras in [41, Theorem 4(b)].
Proposition. Let (W,S) be any Coxeter system.
(a) Suppose that J,K ⊆ S are special and d is of minimal length in its double
coset WJ∪J⊥dWK∪K⊥ . Then the parabolic closure of WJ ∪ dWKw−1 exists
and is equal to the standard parabolic closure WL of J ∪ {d} ∪K.
(b) In (a), WL is special.
(c) The union of a finite family of special parabolic subgroups has a parabolic
closure, which is itself a special parabolic subgroup.
Remarks. We do not know if, in arbitrary W , the union of finitely many parabolic
subgroups necessarily has a parabolic closure. Proposition 2.15 implies that in any
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infinite rank irreducible Coxeter group with locally finite Coxeter graph, there is a
denumerable family of parabolic subgroups (all of type A1) for which their union
does not have a parabolic closure.
Proof. By definition of standard parabolic closure, in part (a) one has L := J ∪K∪
{s1, . . . , sn} for some (and every) reduced expression d = s1 . . . sn. Clearly, WJ ∪
dWKd
−1 ⊆ WL. To show in (a) that WL is the desired parabolic closure of WJ ∪
dWKw
−1, it will suffice to show that if u ∈ W and M ⊆ S with WJ ∪ dWKw−1 ⊆
uWMu
−1, then WL ⊆ uWMu−1. For this, replace u by the minimal length element
of its coset uWM to assume without loss of generality that u ∈WM . Write u = u0u1
where u0 ∈WJ⊥∩dK⊥d−1 and u−11 ∈W J
⊥∩dK⊥d−1 . Since conjugations by elements
of WJ⊥∩dK⊥d−1 fix WJ ∪ dWKd−1 pointwise, WJ ∪ dWKw−1 ⊆ u1WMu−11 . Now
l(u) = l(u0) + l(u1), so u1 ∈ WM . This implies that ΠJ ⊆ u1ΠM , by 1.7. Hence
u−11 ΠJ ⊆ ΠM . Since all irreducible components of ΠJ are infinite, it follows by
Remark 1.15 that u1 ∈WJ⊥ and ΠJ ⊆ ΠM i.e. J ⊆M .
Now we also have WK ⊆ d−1u1WMu−11 d. Write d−1u1 = xw where x ∈WM and
w ∈ WM , so WK ⊆ xWMx−1. A similar argument to that just above shows that
ΠK ⊆ xΠM , x ∈ WK⊥ and K ⊆ M . Now we have w = x−1d−1u1 ∈ WM where
x−1 ∈WK⊥ , u−11 ∈W J
⊥∩dK⊥d−1
J⊥ and d
−1 ∈ K⊥W J⊥ (actually, (a)–(b) only require
this condition on d, not the stronger assumed condition d−1 ∈ K∪K⊥W J∪J⊥ , but
the two formulations are easily equivalent). By [9, Proposition 2.7] (for general
Coxeter groups), one has l(w) = l(x−1) + l(d−1) + l(u1). Since w ∈ WM , one has
x, d, u1 ∈ WM . Hence J ∪ {d} ∪ K ⊆ WM and therefore L ⊆ M . In case W is
of finite rank, we can shortcut the rest of the proof of (a) at this point by noting
that the above already shows that WL is a parabolic subgroup of minimal rank
containing WJ ∪ dWKw−1 and hence it is the parabolic closure as desired.
We continue the proof of (a) in general. The above shows that u1 ∈WM ∩WM =
{1} so u = u0 ∈ WJ⊥∩dK⊥d−1 . Let u = rk · · · r1, ri ∈ J⊥ ∩ dK⊥d−1, be a reduced
expression for u. Note u ∈WM ⊆WL. We claim that r1, . . . , rk ∈ L⊥ so u ∈WL⊥ .
This would imply uWMu
−1⊇uWLu−1 = WL, completing the proof of (a). To prove
the claim, it suffices to show that if r1, . . . , ri−1 ∈ L⊥ where 1 ≤ i ≤ k, then
ri ∈ L⊥. The hypothesis and u ∈ WL imply that rk · · · ri ∈ WL and so ri 6∈ L.
We have by definition ri ∈ J⊥ and rid = dr′i where r′i ∈ K⊥. Note d ∈ WL and
ri 6∈ WL, so {αr′i} = d−1{αri} and applying Theorem 1.15 shows that d has a
reduced expression involving only simple reflections in r⊥i ⊆ S \ {ri}. In particular,
r′i = ri, which gives K ⊆ r⊥i . This shows that Wr⊥i ⊇J ∪K ∪ {d} so L ⊆ r⊥i and
ri ∈ L⊥. This proves the claim and hence (a).
For the proofs of (b)-(c), consider first two parabolic subgroups aWJa
−1 and
bWKb
−1 where a, b ∈ W and J,K ⊆ S be special. Write a−1b = pdq where
p ∈ WJ∪J⊥ , q ∈ WK∪K⊥ and d is the shortest length double coset representative
in WJ∪J⊥a−1bWK∪K⊥ . Then
aWJa
−1 ∪ bWJb−1 = a(WJ ∪ pdqWK(pdq)−1)a−1 = ap(WJ ∪ dWKd−1)(ap)−1.
Letting WL be the parabolic closure of WJ ∪ dWKd−1, with L as in (a), we see
that aWJa
−1 ∪ bWKb−1 has a parabolic closure apWL(ap)−1. Also, if (b) holds
then apWL(ap)
−1 is special. Hence we need only prove (b) (for then (c) follows by
induction on the number of parabolic subgroups).
Finally we prove (b) (i.e. that WL is special in (a)) by induction on l(d). If
l(d) = 0, then L = J ∪K is clearly special since any component of J ∪K contains
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either a component of J or one of K, and hence is of infinite type because J and
K are special. Suppose l(d) > 0 and write d = sf where s ∈ L and l(f) < l(d).
Since d−1 ∈ W J∪J⊥ , we have s 6∈ J ∪ J⊥. Therefore, H := J ∪ {s} is connected,
necessarily of infinite type since it contains J . Since s ∈ L, the parabolic closure of
WH ∪dWKd−1 clearly exists and is clearly to WL also. Let e be the minimal length
double coset representative in WH∪H⊥dWK∪K⊥ . From above, WL is W -conjugate
to the parabolic closure WL′ of WH ∪ eWKe−1. Since f = sd is in the above double
coset, l(e) ≤ l(f) < l(d). By induction, WL′ is special and hence its conjugate WL
is special too (in fact, L′ = L by 1.15, though we don’t need this fact). 
3. The imaginary cone
3.1. For any reflection subgroup W ′ of W , define the W ′-invariant cone
YW ′ :=
⋂
w∈W ′
w(R≥0ΠW ′)
i.e. YW ′ is the set of all v ∈ V such that for each w ∈ W ′, w(v) is expressible as a
non-negative linear combination of positive roots α ∈ ΠW ′ .
For any subset X of V , let X∗ := { v ∈ V | 〈 v,X 〉 ⊆ R≥0 } (see Appendix A).
Lemma. Let W ′ be any reflection subgroup of W . Then
(a) YW ′ ⊆ YW .
(b) For any w ∈W , YwW ′w−1 = wYW ′ .
(c) If W ′ is facial, then YW ′ = YW ∩ RΠW ′ .
(d) If ΠW ′ is finite and 〈−,−〉 is non-singular, then R≥0ΠW ′ = C ∗W ′ and
YW ′ = X ∗W ′ .
Remarks. Even if 〈−,−〉 is non-singular, V is finite dimensional and Π is finite,
the cone R≥0ΠW ′ need not be closed if χ(W ′) is infinite.
Proof. Suppose that v ∈ YW ′ . For (a), we have to show that for w ∈ W , w(v) ∈
R≥0Φ+. Write w = w′w′′ where w′′ ∈ W ′ and N(w′−1) ∩W ′ = ∅. Since v ∈ YW ′ ,
we have w′′(v) ∈ R≥0ΠW ′ . But for α ∈ ΠW ′ , we have w′(α) ∈ Φ+ ⊆ R≥0Π so
w(v) = w′(w′′(v)) ∈ R≥0Π as required for (a). Part (b) follows readily from the
definitions on noting that ΠwW ′w−1 = xΠW ′ where x is the element of minimal
length in the coset wW ′.
To prove (c), write W ′ = wWIw−1 where WI is standard facial and w is of
minimal length in wWI . By (a) and the definitions,
YWI ⊆ YW ∩ R≥0ΠI ⊆ YW ∩ RΠI ⊆ R≥0Π ∩ RΠI = R≥0ΠI
where the last equality uses Lemma 2.4(a). Since YW and RΠI are WI -invariant,
so is YW ∩ RΠI and therefore YW ∩ RΠI ⊆ ∩w∈WIw(R≥0ΠI) = YWI . Hence
YWI = Y ∩ RΠI . Finally by (b) and 1.6–1.7,
YW ′ = wYWI = w(YW ∩ RΠI) = w(YW ) ∩ Rw(ΠI) = YW ∩ RΠW ′ ,
completing the proof of (c).
For (d), note that if ΠW ′ is finite and 〈−,−〉 is non-singular on V , then one has
(R≥0ΠW ′)∗ = CW ′ by definition and so R≥0ΠW ′ = C ∗W ′ by the duality theorem for
polyhedral cones (see Lemma A.10). This implies that
YW ′ =
⋂
w∈W ′
w(R≥0ΠW ′) =
⋂
w∈W ′
w(C ∗W ′) =
( ⋃
w∈W ′
w(CW ′)
)∗
= X ∗W ′
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is the dual cone of XW ′ . 
3.2. We now define a W -stable cone Z called the imaginary cone of W on V (see
[33, §5.3–5.4, 5.8] and 10.1) which is the basic object of study in this paper. It is a
W -stable subset of Y defined in terms of a natural fundamental domain K . It will
eventually be shown that, under mild finiteness conditions, Z contains the interior
of Y and satisfies analogues of the properties of Y stated in Lemma 3.1.
Define K = KW := R≥0ΠW ∩−CW and Z = ZW := ∪w∈Ww(KW ). Note that
any W -orbit on Z contains a unique point of K , since any W -orbit on X contains
a unique point of C .
Proposition. (a) Z = Y ∩ −X .
(b) K and Z are cones.
(c) If z, z′ ∈ Z , then 〈 z, z′ 〉 ≤ 0.
(d) Let Wi, for i ∈ I, denote the irreducible components of (W,S). Then
KW =
∑
iKWi and ZW =
∑
iZWi .
(e) For any reflection subgroup W ′ of W and any w ∈W , ZwW ′w−1 = wZW ′ .
If also w is the element of minimal length in wW ′, thenKwW ′w−1 = wKW ′ .
Proof. By 1.13, if k ∈ K and w ∈W , then
wk = (wk − k) + k ∈ R≥0Π + R≥0Π ⊆ R≥0Π.
Thus, Z ⊆ R≥0Π and since Z is W -stable, Z ⊆ Y . Also, since K ⊆ −C , we
have Z = WK ⊆W (−C ) = −X . This proves that Z ⊆ Y ∩−X . On the other
hand, let z ∈ Y ∩ −X . Since z ∈ −X , there is some w ∈ W with w−1z ∈ −C .
Since z ∈ Y , we have w−1z ∈ Y ⊆ R≥0Π and so w−1z ∈ R≥0Π∩−C = K . Hence
z = w(w−1z) ∈WK = Z . This shows Z ⊇ Y ∩ −X and proves (a).
Part (b) follows from the definitions and (a), using that R≥0Π, C , X and Y
are cones and that an intersection of cones is a cone.
To prove (c), choose w ∈ W with wz ∈ K . Then wz ∈ −C and wz′ ∈ Z ⊆
R≥0Π, so
〈 z, z′ 〉 = 〈wz,wz′ 〉 ∈ 〈R≥0Π,−C 〉 ⊆ R≤0.
Now we prove (d). If α ∈ Πi := ΠWi , then 〈α, β 〉 = 0 for all β ∈ Π \ Πi. This
implies that R≥0Πi∩−Ci = R≥0Πi∩−C where Ci := CWi . HenceKi := KWi ⊆ K
and
∑
iKi ⊆ K by (b). We also get Zi := WiKi ⊆WK = Z and
∑
iZi ⊆ Z .
For the other direction, let k ∈ K ⊆ R≥0Π. We may write k =
∑
i ki where
ki ∈ R≥0Πi and almost all ki = 0. For α ∈ Πi we have 〈α, ki 〉 = 〈α, k 〉 ≤ 0
and so ki ∈ Ki. So k ∈
∑
iKi. If z ∈ Z , choose w ∈ W with w−1z ∈ K , say
w−1(z) =
∑
i ki with all ki ∈ Ki and almost all ki = 0. Also, write w =
∏
i∈I wi
with wi ∈Wi, almost all wi = 1. We have wki = wiki ∈ Zi and
z = w(w−1z) =
∑
i
wki =
∑
i
wiki ∈
∑
i
Zi
as required for (d). Finally, the first part of (e) follows from (a), 1.10(g) and 3.1(b)
and the second follows from Lemma 1.11(a) and 1.6–1.7. 
3.3. For I ⊆ S, abbreviate YI := YWI KI := KWI , ZI = ZWI etc.
Lemma. (a) If I ⊆ S, then KI ⊆ K and ZI ⊆ Z .
(b) K = ∪IKI and Z = ∪IZI where in both unions, I ranges over the finite
subsets of S.
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Proof. First we prove (a). Let k ∈ KI . Then k ∈ R≥0ΠI and 〈 k,ΠI 〉 ⊆ R≤0. Since
ΠI ⊆ Π and 〈ΠI ,ΠS\I 〉 ⊆ R≤0, we get k ∈ R≥0Π and 〈 k,Π 〉 ⊆ R≤0 i.e. k ∈ K .
Hence KI ⊆ K , and therefore ZI = WIKI ⊆WK = Z proving (a).
To prove (b), let z ∈ Z . Choose w ∈ W such that wz = k ∈ K . We may
choose a finite subset I of S such that both w ∈ WI and k ∈ R≥0ΠI . Clearly,
〈 k,ΠI 〉 ⊆ 〈 k,Π 〉 ⊆ R≤0 so k ∈ KI and z = w−1k ∈WIKI = ZI . This shows that
Z ⊆ ∪IZI with union over finite I ⊆ S, and the reverse inclusion holds by (a).
Now if z ∈ K , we may take w = 1 in the above argument to see that z = k ∈ KI ,
hence K ⊆ ∪IKI with union over finite I ⊆ S, and the reverse inclusion holds by
(a) again.

3.4. In the case of a facial subset I of S, there is the following stronger connection
between imaginary cones of W and WI .
Lemma. Let I be a facial subset of S. Then
(a) KI = K ∩ RΠI = K ∩ R≥0ΠI .
(b) ZI = Z ∩ RΠI = Z ∩ R≥0ΠI .
Proof. It is enough to prove the first equality in each of (a)–(b), since KI ,ZI ⊆
R≥0ΠI . For (a), note that by Lemma 2.4,
K ∩ RΠI = { v ∈ R≥0Π | 〈 v, α 〉 ≤ 0 for all α ∈ Π } ∩ RΠI
= { v ∈ R≥0ΠI | 〈 v, α 〉 ≤ 0 for all α ∈ Π }
= { v ∈ R≥0ΠI | 〈 v, α 〉 ≤ 0 for all α ∈ ΠI } = KI
since for v ∈ R≥0ΠI , α ∈ ΠS\I we have 〈 v, α 〉 ≤ 0.
For (b), note first that using (a), we have
ZI =
⋃
w∈WI
w(KI) ⊆ RΠI ∩
⋃
w∈W
w(K ) = Z ∩ RΠI .
Conversely, suppose that z ∈ Z ∩ RΠI . Write z = wk where w ∈ W and k ∈ K .
We have z = (wk − k) + k where k and wk − k are in R≥0Π, using 1.13. Since
z ∈ R≥0Π ∩RΠI = R≥0ΠI and ΠI is facial, it follows that k,wk − k ∈ R≥0ΠI . By
2.4, wk = w′k for some w′ ∈ WI . Hence k ∈ K ∩ R≥0ΠI = KI and z = wk =
w′k ∈WIKI = ZI as required for (b). 
3.5. The next fact is an immediate corollary of 3.4 and 3.2(a), using the W action
and 1.6–1.7.
Lemma. Let W ′ be a facial subgroup of W . Then
(a) KW ′ = K ∩ RΠW ′ = K ∩ R≥0ΠW ′ .
(b) ZW ′ = Z ∩ RΠW ′ = Z ∩ R≥0ΠW ′ .
Remarks. (1) It is easy to see that, as W -subsets of RΠ, the cones Y , K and Z
are unchanged by extension or restriction of quadratic space.
(2) If Π is linearly independent, the lemma remains true with “facial” replaced by
“parabolic,” by taking an ample extension and using (1) and Remark 2.3. Similar
remarks apply to many other facts about the imaginary cone.
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3.6. We conclude this section with the following observations about the relation
of the general case to the case of linearly independent simple roots. Consider
V ′,Π′,Φ′,W ′, S′,Q′ and the linear map L : V ′ → V associated to V,Π,Φ,W, S,Q
as in 1.4. Attach to W ′ acting on V ′ the fundamental chamber C ′, Tits cone X ′,
imaginary cone Z ′ and its fundamental domain K ′ just as for W acting on V .
Proposition. (a) R≥0Π′ ∩ L−1({0}) = {0}.
(b) Q′ = L−1(Q), C ′ = L−1(C ), X ′ = L−1(X ), K ′ = R≥0Π′∩L−1(K ) and
Z ′ = R≥0Π′ ∩ L−1(Z ).
(c) L restricts to surjective maps R≥0Π′ → R≥0Π, K ′ → K and Z ′ → Z .
(d) L restricts to maps Q′ → Q, C ′ → C and X ′ → X ; these maps are
surjective if L is surjective.
Remarks. None of the maps in (c)–(d) are bijective in general, since their domains
and codomains are cones of possibly unequal dimension. There is also a map Y ′ →
Y induced by L, but it is not obvious whether it satisfies analogues of the above
properties.
Proof. Part (a) is equivalent to the assumed positive independence of Π. Part (b)
follows from the definitions using the properties of L stated in 1.4 and (c)–(d) then
follow using (b) and the fact L induces a bijection Π′ → Π. 
4. Finiteness and non-degeneracy conditions
4.1. Throughout Sections 4–11, the following conditions (i)–(iii) on (V, 〈−,−〉)
and (Φ,Π) are assumed except where explicitly indicated:
Assumption. (i) V is finite dimensional
(ii) 〈−,−〉 is non-singular
(iii) Π is finite.
We give V its standard topology as finite dimensional real vector space, and we
always consider subsets of V in the induced topology unless otherwise indicated.
We shall say that a subset ∆ of Φ, (usually of the form ∆ = ΠW ′ for some reflection
subgroup W ′) is non-degenerate if the restriction of 〈−,−〉 to R∆ is a non-singular
form.
Remarks. The remainder of this paper makes more extensive use of standard prop-
erties of polyhedral cones (the most frequently used properties are listed in A.10).
Some of the results and arguments below can be adapted to hold under more general
hypotheses.
4.2. Simple properties of R≥0Π and C are recorded below.
Lemma. (a) R≥0Π and C = (R≥0Π)∗ are dual polyhedral cones.
(b) The extreme rays of R≥0Π are the sets R≥0α for α ∈ Π.
(c) R≥0Π is salient and C has an interior point ρ.
(d) We have 〈 ρ, α 〉 > 0 for all α ∈ Π. The intersection of R≥0Π with the
affine hyperplane { v ∈ V | 〈 v, ρ 〉 = 1 } is a convex polytope P with vertices
〈 ρ, α 〉−1α for α ∈ Π. Further, P is a compact, convex base of R≥0Π.
(e) A subset Π′ of Π is facial if and only if it is a set of representatives of the
extreme rays of some face of R≥0Π.
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(f) If I is a facial subset of S and J ⊆ I, then J is a facial subset of I (for the
group WI with root system ΦI and simple roots ΠI)) if and only if J is a
facial subset of S.
(g) If Π is linearly independent, then any subset of Π is facial.
(h) If Π = Π1∪˙Π2 where RΠ = RΠ1 ⊕ RΠ2 (direct sum) then a subset ∆ of Π
is facial if and only if ∆∩Πi is facial for i = 1, 2. This applies in particular
if Π1 is the union of some of the non-degenerate components of Π.
Proof. Part (a) follows using the definitions from 1.3(ii) and finiteness of Π. Part
(b) holds since for α ∈ Π, 〈α, α 〉 > 0 while 〈α, β 〉 ≤ 0 for β ∈ Π \ {α} (i.e. the
hyperplane α⊥ weakly separates α from Π \ {α}). The first part of (c) follows
from 1.3(ii) and the second is well known to follow from the first (see A.11). Part
(d) follows from (b)–(c) (see A.11 more generally). Part (e) follows from (a), the
definition of facial subset of Π and the fact (A.10(d)), often taken as their definition,
that faces of polyhedral cones are exposed faces. Part (f) also follows from Lemma
A.10(d). Finally under the assumptions of (g), R≥0Π is a simplicial cone and so,
using (e), any subset of Π is facial as required. The straightforward proof of (h) is
omitted. 
4.3. The following lemma collects from the literature various consequences of the
above assumptions 4.1(i)–(iii).
Lemma. (a) W is discrete and closed in GL(V ).
(b) Φ is discrete and closed in V .
(c) The interior int(X ) of X consists of the set of all points x of X which
have finite stabilizer in W i.e. such that x⊥ ∩ Φ is finite.
(d) For any x, y ∈ int(X ) there are only finitely many α ∈ Φ+ such that α⊥
contains a point of the closed interval with endpoints x and y.
(e) For any N ∈ R>0 and ρ ∈ int(X ), there are only finitely many α ∈ Φ+
with 〈α, ρ 〉 ≤ N .
(f) There are only finitely many W -orbits of pairs (α, β) of roots such that
|〈α, β 〉| < 1. In fact, each such pair is in the W -orbit of such a pair lying
in the root system of finite standard parabolic subgroup of rank two.
(g) For any N ∈ R>1, there are only finitely many W -orbits of pairs (α, β) of
roots with 1 < |〈α, β 〉| ≤ N .
Remarks. If Φ contains a root system of affine type as a parabolic subsystem, then
there are infinitely many W -orbits of pairs (α, β) of roots with 〈α, β 〉 = 1.
Proof. We use [34] as a convenient source for proofs of most of these facts, though
(excepting (e) and (g)) most parts can be found in or easily deduced from [49]
or [4]. For (a), note that a discrete subgroup of a Hausdorff topological group is
closed and see [4, Ch V, §4, Cor 3]. For (b), argue using (a) as in the proof of
[34, Lemma 1.2.5]. For (c), see [34, Corollary 2.2.5]. Part (d) follows from (c) and
Proposition 2.3(g). For (e), see [34, Lemma 5.7.1]. Part (f) follows using [4, Ch
V, §4, Ex 2(d)] (or [34, Proposition 3.1(a)]) and Lemma 2.9 since 〈 sα, sβ 〉 is finite
when −1 < 〈α, β 〉 < 1. For (g), see [34, Proposition 6.6.2 ]. 
4.4. It will be convenient to fix an element ρ in the interior of C throughout the
remainder of Sections 4–11. Observe that the conditions (i)–(iii) on (V, 〈−,−〉) and
(Φ,Π) also are satisfied by (V, 〈−,−〉) and (ΦW ′ ,ΠW ′) for any finitely generated
reflection subgroup W ′ of W . Hence all consequences of these conditions for W ,
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including those in 4.3 and those given in the next lemma, apply to such reflection
subgroups W ′ as well as to W .
Lemma. (a) If v ∈ CW , then { v − wv | w ∈ W } is closed and discrete in
R≥0Π, or equivalently, the orbit Wv of v is closed and discrete in V .
(b) XW = { v ∈ V | v + tρ ∈XW for all t ∈ R>0 }.
(c) W has at most dim(RΠ) irreducible components.
(d) If W1, . . . , Wn are reflection subgroups of W (e.g. the components of W )
which satisfy Φ = ∪iΦWi , then XW = ∩ni=1XWi .
Proof. For (a), note that the closed polyhedral cone R≥0Π is, by 4.2(d), the union
of compact sets (in fact, pyramidal polytopes) { v ∈ R≥0Π | 〈 v, ρ 〉 ≤ N } for
N ∈ R>0. Clearly, every point in R≥0Π has a neighborhood (in R≥0Π) contained
in one of these sets. To prove (a), it will therefore suffice, by 1.13, to show that for
fixed v ∈ C and for all N ∈ R>0,
(4.4.1) { v − wv | w ∈W, 〈 v − wv, ρ 〉 ≤ N } is finite.
By 1.13, for fixed w ∈ W , v − wv = ∑ni=1〈 v, α∨i 〉βi where β1, . . . , βn ∈ Φ+ are
distinct, αi ∈ Π and 〈 v, αi 〉 ≥ 0. Let A := { 〈 v, α∨ 〉 | α ∈ Π } ∪ {0} ⊆ R≥0.
If A = {0}, then v = wv for all w ∈ W and we are done. Otherwise, let  :=
min(A \ {0}) > 0. Assume that 〈 ρ, v − wv 〉 ≤ N . Let Ψ be the finite (by 4.3(e))
set of positive roots β with 〈 ρ, β 〉 ≤ N/. Then for any i with 〈 v, αi 〉 6= 0, we have
〈 ρ, βi 〉 ≤ N/ i.e βi ∈ Ψ. It follows that v − wv =
∑
β∈Ψ cββ for some cβ ∈ A.
Since Ψ and A are finite, independent of w, there are only finitely many sums of
this form, and (a) is proved.
Since C ⊆ X , we have that ρ is an interior point of X and (b) follows (see
Lemma A.3 more generally).
Let W1, . . . ,Wn be distinct irreducible components of W . Choose αi ∈ ΠWi .
Then 〈αi, αj 〉 = δi,j so α1, . . . , αn are distinct and linearly independent in RΠ.
Hence n is at most dim(RΠ), proving (c).
Part (d) follows from (b) and Lemma 1.10(e)–(f), noting that ρ is also an interior
point of CWi ⊇ C for all i. 
4.5. Proofs of some results in the following sections proceed by reducing to the
case of irreducible W and considering cases depending on the type (finite, affine or
indefinite) of (W,S). The necessary background recalled below is from [49], though
we use the terminology of [33] and express the results in terms of the cones R≥0Π,
K and X .
Assume that W is finitely generated and irreducible. Let A denote the Π × Π
real matrix with entries Aα,β := 〈α, β 〉 for α, β ∈ Π. Then the matrix A is finite,
indecomposable, symmetric and has non-positive off-diagonal entries. In particular,
it satisfies the condition [33, (m1)–(m3)]. According to the classification there, A is
of finite, affine or indefinite type, and these types are mutually exclusive. In fact, A
is of finite type if and only if it is positive definite, and is of affine type if and only
if it is positive semi-definite of corank 1. Otherwise, it is of indefinite type. Define
the type of Φ (or Π) to be the same as that of A (i.e. finite, affine or irreducible).
The matrix A is of finite type if there is v ∈ R≥0Π of the form v =
∑
α∈Π cαα
with all cα > 0 such that 〈 v,Π 〉 ⊆ R≥0. Then (W,S) is an irreducible finite Coxeter
system, Π is linearly independent and if v =
∑
α∈Π cαα with all cα ∈ R satisfies
〈 v,Π 〉 ⊆ R≥0, then either v = 0 or all cα > 0. In particular, there is no non-zero
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v ∈ R≥0Π such that 〈 v,Π 〉 ⊆ R≤0. It follows from Lemma 1.10(h) that X = V ,
and from the properties above that K = 0, hence Z = 0 also.
The matrix A is of affine type if there is δ ∈ R≥0Π of the form δ =
∑
α∈Π cαα
with all cα > 0 such that 〈 δ,Π 〉 = {0}. The group W is an irreducible affine Weyl
group. Moreover, up to rescaling the roots (multiplying them each by a positive
scalar depending only on the W -orbit of the root), the root system Φ is the usual
affine root system (of real roots) attached to the (crystallographic) root system of
the corresponding finite Weyl group as in [33]. The set Π is linearly independent
and the form 〈−,−〉 restricted to RΠ is positive semi-definite with radical spanned
by δ. In particular, δ is uniquely determined up to multiplication by a positive
scalar. If v ∈ RΠ with 〈 v,Π 〉 ⊆ R≥0 then v ∈ Rδ and so 〈 v,Π 〉 = 0. From the
description of the untwisted affine root systems in [33], one has
X = { v ∈ V | 〈 v, δ 〉 > 0 } ∪ { v ∈ V | 〈 v,Π 〉 = 0 }.
Note here that 〈 v,Π 〉 = 0 implies 〈 v, δ 〉 = 0 so X ⊆ { v ∈ V | 〈 v, δ 〉 ≥ 0 }.
Moreover, { v ∈ RΠ | 〈 v,Π 〉 = 0 } = Rδ. These properties of affine type matrices
imply that K = −C ∩R≥0Π = R≥0δ and hence that Z = WK = R≥0δ also. Call
R≥0δ the isotropic ray of Π (or of Φ or of W ).
Now we describe the situation in case A is of indefinite type. There is then
some β ∈ V such that β = ∑α∈Π cαα with all cα > 0, and all 〈β, α 〉 < 0.
Any such element β is in the relative interior K 0 of K , and so RK 0 = RΠ. If
v =
∑
α dαα ∈ R≥0Π where all dα ≥ 0 and 〈 v,Π 〉 ⊆ R≥0 then all dα = 0. We do
not have any more explicit description of X or Z than that given by the general
results and definitions already given, though we shall give several other descriptions
of Z and one of K in the next section.
Define the type of Π, Φ, or W to be that of the matrix A above (so the type
is either finite, affine or indefinite). We shall say that A (or Π, or Φ, or W ) is of
infinite type if it is of affine type or indefinite type.
Remarks. (1) If (W,S) is infinite dihedral, then A above may be of either affine
or indefinite type, depending on the root system Φ. In any other (finite rank
irreducible) case, the type of A coincides with the type (finite, affine or indefinite)
of (W,S) in the usual sense.
(2) Assume that (W,S) is infinite irreducible of finite rank at least three. Then
(W,S) is of affine type if and only if it has a free abelian subgroup of finite index
in W , or equivalently, if “W is of polynomial growth” (that is, there exist C ∈ R>0,
k ∈ N such that |{w ∈W | l(w) ≤ n }| ≤ C(nk + 1) for all n ∈ N). Further, (W,S)
is of indefinite type if and only if it has a non-abelian free group as subgroup, or
equivalently, if “W is of exponential growth” (that is, there exist λ ∈ R>1 such that
|{w ∈W | l(w) ≤ n }| ≥ λn for all n ∈ N). See [11] and [36].
(3) If A is of infinite type, then X ∩ −X = C ∩ −C = { v ∈ V | 〈 v,Π 〉 = 0 }
by the argument of the proof of [31, Proposition 3.2] (see also [34], [49]).
5. The closed imaginary cone
In this section, we give several characterizations of the closed imaginary cone.
The analogous results for root systems and Weyl groups of Kac-Moody Lie algebras
were proved by Kac (see [33, Ch 5, especially Section 5.14]).
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5.1. We first show that (under the standing assumptions 4.1(i)–(iii)), the closure
of Z is the dual of the Tits cone (cf. [33, §5.8]).
Theorem. (a) The closures X and Z of X and Z are dual cones.
(b) Z = Y .
(c) If W ′ is a finitely generated facial subgroup of W , then ZW ′ = Z ∩RΠW ′ .
(d) Z =
∑n
i=1ZWi if W1, . . . ,Wn are finite rank reflection subgroups (e.g. the
components of W ) such that Φ = ∪ni=1ΦWi .
Proof. First we prove (a). We have Z ⊆ R≥0Π, so taking duals using Lemma
3.1(d) shows that C ⊆ Z ∗. Since Z is W -invariant, so is Z ∗ and hence X =
∪w∈WwC ⊆ Z ∗. Since Z ∗ = Z ∗ is closed, we get that X ⊆ Z ∗.
We shall prove the reverse inclusion first under the additional assumption that
(W,S) is irreducible. If Φ is of finite type, then X = V and Z = 0 so the result
holds. If Φ is of affine type, then X = { v ∈ V | 〈 v, δ 〉 ≥ 0 } and Z = R≥0δ, so
the result holds in this case also.
Now assume that Φ is of indefinite type. Choose β ∈ K and  > 0 such that
β =
∑
α∈Π dαα with dα > 0 and 〈β, α∨ 〉 < − for all α ∈ Π. Consider z ∈ Z ∗ and
γ ∈ Φ+. Write (by [3, Lemma 3.3]) γ∨ =
∑
α∈Π cαα
∨ where all cα ≥ 0 and some
cα ≥ 1. We have sγ(β) = β + sγ where
s = −〈β, γ∨ 〉 =
∑
α
cα(−〈β, α∨ 〉) > .
But β and sγ(β) are in Z , so by definition of Z ∗, we have 〈 z, β 〉 ≥ 0 and
〈 z, sγ(β) 〉 ≥ 0. Here, 〈 z, sγβ 〉 = 〈 z, β 〉 + s〈 z, γ 〉 so 〈 z, γ 〉 ≥ − 1s 〈 z, β 〉 ≥
−−1〈 z, β 〉. Hence for t ∈ R>0,
〈 z + tρ, γ 〉 ≥ −1

〈 z, β 〉+ t〈 ρ, γ 〉.
This implies that if 〈 z + tρ, γ 〉 < 0, then 〈 ρ, γ 〉 ≤ 1t 〈 z, γ 〉. For fixed t > 0, there
are only finitely many γ ∈ Φ+ satisfying this latter condition by Lemma 4.3(e), and
it follows by Lemma 1.10(a) that z + tρ ∈ X . Since t ∈ R>0 was arbitrary, we
get z ∈ X by Lemma 4.4(b). This completes the proof that Z ∗ = X if (W,S) is
irreducible.
To prove Z
∗
= X in general, let W1, . . . ,Wn be the irreducible components of
W . Then from above and the Lemmas 3.2(d) and 4.4(d), we have
Z
∗
= Z ∗ =
(∑
i
ZWi
)∗
=
⋂
i
Z ∗Wi =
⋂
i
ZWi
∗
=
⋂
i
XWi = X .
Part (b), (c) are restatements using (a) of Lemma 3.1(d),(c) while (d) follows by
taking dual cones in Lemma 4.3(a) using (a). Several other results from §3–4 admit
similar restatements using (a) which we shall not list explicitly. 
5.2. Subsections 5.3–5.6 give another description of the closure of Z (cf. [33,
Lemma 5.8 and Exercise 5.12]), using a topology on the set of rays in V which is
defined in this subsection.
Let R˜ := {R≥0α | α ∈ V \ {0} } denote the set of rays of V (see 1.1). For
any E ⊆ R˜, let ∪E := ∪e∈E e ⊆ V denote the union of the rays e in the set
E. If V = {0}, then R˜ = ∅, which we give its only possible topology. To avoid
trivialities, assume henceforward that V 6= {0}. Choose a compact convex body B
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(e.g. a closed ball) with 0 in its interior, and let B′ denote the boundary of B. The
map R˜→ B′ taking each ray to the unique point of B′ which the ray contains is a
bijection, and we topologize R˜ by declaring this map to be a homeomorphism. This
gives R˜ a topology, independent of the choice of B, in which it is homeomorphic
to the standard (dim(V )− 1)-sphere. Note that W acts naturally on R˜ as a group
of homeomorphisms; this action is faithful since if an element of w fixes all rays, it
cannot make any positive root negative and so must be the identity. One may find
in A.11–A.12 some useful well known facts concerning the subset of R which has
as its elements the rays contained in any fixed closed salient cone.
For any pointed, possibly non-convex cone X ⊆ V let ray(X) := {R≥0α | α ∈
X \{0} } ⊆ R˜ denote the set of rays of V through non-zero points of X, topologized
as a subspace of R˜. We call it the space of rays of X. In particular, R˜ = ray(V ).
For R ⊆ R˜, let ∪R ⊆ V be the possibly non-convex pointed cone arising as the
union of all rays in R. The maps X 7→ R := ray(X) and R 7→ X := ∪R define
inverse bijections between the set of pointed, possibly non-convex cones in V and
the power set of ray(V ).
5.3. Let Q := ray(Q) ⊆ ray(V ) denote the set all isotropic rays of V , R+ :=
{R≥0α | α ∈ Φ+ } ⊆ ray(V ) and R0 := R+ \ R+. Results closely related to the
following appear in [30].
Proposition. (a) R+ consists of positive rays and is discrete in ray(V ).
(b) R0 ⊆ Q and R0 is closed in ray(V ).
(c) R0 is the set of limit rays (i.e. limit points) of R+ i.e. R0 = Acc(R+).
Proof. Consider the set RΠ := ray(R≥0Π) ⊆ ray(V ) of rays of V contained in
R≥0Π. Since 〈 ρ, α 〉 > 0 for all α ∈ Π, we may define a map
τ : R≥0Π \ {0} → H := { v ∈ V | 〈 v, ρ 〉 = 1 }
by v 7→ 〈 v, ρ 〉−1v. The image of τ is the set P := { v ∈ R≥0Π | 〈 ρ, v 〉 = 1 },
which by Lemma 4.2(d), is a convex polytope in the affine hyperplane H, with the
points 〈 ρ, α 〉−1α for α ∈ Π as vertices. We may and do choose B above so that
P ⊆ B′. It follows that the map taking a ray in RΠ to its intersection with P
is a homeomorphism θ : RΠ
∼=−→ P , explicitly given by R≥0α 7→ τ(α) for non-zero
α ∈ R≥0Π. (This is essentially the realization of rays in R≥0Π used in [30], the
possible hyperplanes V1 “transverse” to Π used there are exactly the hyperplanes
H as above for varying ρ). Clearly, RΠ is closed (in fact, compact) and R+ ⊆ RΠ,
so R0 ⊆ R+ ⊆ RΠ also.
Now θ(R+) = τ(Φ+). The right hand side consists of all limit points of sequences
(τ(αn)) (in P ) for sequences (αn)n∈N of positive roots. Consider a limit point α ∈ P
of such a sequence. We may assume without loss of generality that the sequence
(τ(αn)) actually converges to α. We consider two possibilities. The first case is
that the sequence (pn) := (〈 ρ, αn 〉) is bounded. Then by Lemma 4.3(e), there are
only finitely many possibilities for each αn. In this case, the sequences (αn) and
(τ(αn)) must be eventually constant, and α = τ(αn) for all sufficiently large n.
This corresponds to an (obviously positive) limit ray θ−1(α) in R+. In the contrary
case, the sequence pn is unbounded, and passing to a subsequence we may assume
it has limit +∞. We have
〈α, α 〉 = lim
n→∞〈 τ(αn), τ(αn) 〉 = limn→∞ p
−2
n 〈αn, αn 〉 = lim
n→∞ p
−2
n = 0.
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This case yields an isotropic limit ray θ−1(α) ∈ R0. Observe that any limit of a
sequence of rays in R0 is obviously an isotropic ray and is contained in R+, so it
must be in R0. Therefore R0 is closed. From the above, R+ is discrete, as any
sequence in R+ which converges to an element of R+ is eventually constant (since
otherwise it converges to an isotropic ray). This completes the proof of (a)–(c). 
5.4. Now we show the closed imaginary cone is the conical closure of the union of
the limit rays of the set of rays spanned by positive roots.
Theorem. The imaginary cone Z satisfies Z = R≥0
(⋃
R0).
Proof. Maintain notation and assumptions from the proof of the preceding proposi-
tion. Since R0 is topologically closed, θ(R0) is a topologically closed, hence compact
subset of the polytope P . The conical closure F of
⋃
r∈R0 r∪{0} is equal to that of
θ(R0) ∪ {0}. Let K be the convex closure of θ(R0) in P ; it is compact since θ(R0)
is topologically closed. Clearly, F = {λk | λ ∈ R≥0, k ∈ K }, which is easily seen
to be closed in V .
To prove the theorem, we first reduce to the case that W is irreducible. Let
W1, . . . ,Wn be the irreducible components of W . Denote the analogues of R, R+
and R0 for Wi as RWi , RWi,+ and RWi,0 respectively. Since R+ = ∪iRWi,+ (disjoint
union) we have R+ = ∪iRWi,+. Note RWi,+ ∩ RWj ,0 = ∅ (since a ray cannot be
both positive and isotropic). Therefore R0 = ∪iRWi,0. If the theorem is known
for irreducible Coxeter groups, then the conical closure of ∪r∈RWi,0r ∪ {0} is ZWi
and hence the conical closure F of ∪r∈R0r∪{0} is
∑
iZWi . Now F is topologically
closed from above, so F is the topological closure of
∑
iZWi , which in turn is the
topological closure of Z as required by Lemma 3.2(d).
We now may and do assume that W is irreducible. If Φ is of finite type, then
R0 = ∅ since R+ is finite, and Z = 0 so the result holds in this case. If Φ is of
affine type, then using the standard description of the root system of affine Weyl
groups, one easily sees R0 = {R≥0δ} where δ is as in 4.5, and F = R≥0δ = Z as
required. Henceforward we assume that Φ is of indefinite type. Since F is a closed
cone, it will suffice by Theorem 5.3 to show that F ⊆ Z and F ∗ ⊆X .
We shall first show that θ(R0) ⊆ Z , which implies that F ⊆ Z . Fix β ∈ K and
 > 0 with 〈β, α∨ 〉 < − for all α ∈ Π. For any root γ ∈ Φ+, we may write γ∨ =∑
α∈Π cαα
∨ where all cα ≥ 0 and some cα ≥ 1. Then sγ(β) = β + sγ ∈ Z where
s = −〈β, γ∨〉 ≥  and 〈 ρ, β 〉 > 0. Hence 〈 ρ, sγ(β) 〉 = 〈 ρ, β 〉 + s〈 ρ, γ 〉 ≥ 〈 ρ, γ 〉.
One computes that
eγ := τ(γ)− τ(sγ(β)) = aγγ − bγβ
where
aγ =
〈 ρ, β 〉
〈 ρ, γ 〉〈 ρ, sγ(β) 〉 , bγ =
1
〈 ρ, sγ(β) 〉 .
Here,
0 ≤ 〈 ρ, aγγ 〉 ≤ 〈 ρ, β 〉
〈 ρ, γ 〉 , 0 ≤ 〈 ρ, bγβ 〉 ≤
〈 ρ, β 〉
〈 ρ, γ 〉 .
Let f ∈ θ(R0). Then there exists a sequence (γn)n∈N of positive roots with
limn→∞〈 ρ, γn 〉 = ∞ and limn→∞ τ(γn) = f . Note that aγnγn and bγnβ are in
R≥0Π while
lim
n→∞〈 ρ, aγnγn 〉 = 0 = limn→∞〈 ρ, bγnβ 〉.
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It follows that
lim
n→∞ aγnγn = 0 = limn→∞ bγnβ
and hence limn→∞ eγn = 0. Therefore
lim
n→∞ τ(sγn(β)) = limn→∞ τ(γn) = f.
Since τ(sγn(β)) ∈ Z , we deduce that f ∈ Z . This completes the proof that
θ(R0) ⊆ Z .
We have proved that F ⊆ Z . It remains to prove that F ∗ ⊆ X . For this, it
will suffice by Lemma 4.4(b) to show that if x ∈ V with 〈x, θ(R0) 〉 ⊆ R≥0, then
x + tρ ∈ X for all t ∈ R>0. If x + tρ 6∈ X for some t > 0, there is by Lemma
1.10(a) a sequence of distinct roots γn ∈ Φ+ with 〈x+tρ, γn 〉 < 0 for all n. Passing
to a subsequence, we may assume by Lemma 4.3(e) that limn→∞〈 ρ, γn 〉 =∞ and
limn→∞ τ(γn) = f ∈ θ(R0). We have 〈 ρ, f 〉 = 1, and by assumption on x, we have
〈x, f 〉 ≥ 0, and so 〈x+ tρ, f 〉 ≥ t > 0. On the other hand, from 〈x+ tρ, γn 〉 < 0
for all n, it follows that
〈x+ tρ, f 〉 = lim
n→∞〈x+ tρ, τ(γn) 〉 ≤ 0,
a contradiction which completes the proof. 
5.5. For each reflection subgroup W ′ of Φ, let RW ′,+ := {R≥0α | α ∈ ΦW ′,+ } and
RW ′,0 := RW ′,+ \RW ′,+. These are subsets of ray(R≥0Π′) ⊆ ray(R≥0Π) ⊆ ray(V ).
Corollary. Let W ′ be a reflection subgroup of W . Then
(a) RW ′,+ ⊆ R+.
(b) RW ′,0 ⊆ R0.
(c) RW ′,0 = ∅ if W ′ is finite.
(d) If W ′ is infinite dihedral, then RW ′,0 is a single W ′-orbit of rays and consists
of a set of one (resp., two) isotropic rays of V according as to whether W ′
is of affine or indefinite type.
(e) Z W ′ ⊆ Z .
Proof. Part (a) is obvious, and (b) holds since since RW ′,0 ⊆ R+ contains only
isotropic rays. Part (c) holds since RW ′,+ is finite (and hence closed) if W is finite,
and (d) is well known (see for instance [30]). For the proof of (e), assume without
loss of generality by Theorem 3.3(b) that W ′ is finitely generated. Then (e) follows
by taking closed convex hulls of the union of each side of (b) and using Theorem
5.3(a) (or from Lemma 3.1(a) and Theorem 5.1). 
5.6. The set of limit rays of rays spanned by positive roots has been independently
studied in [30], which contains, as well as some basic results not proved here, several
instructive examples (including diagrams in low rank). For use later in this paper
and in [21], we reformulate below in the framework of this paper a fundamental
fact proved in [30], which implies in particular that the set of limit rays of positive
roots is the closure of the union of the sets of limit rays of positive roots of dihedral
reflection subgroups. Let R′0 (resp., R
′′
0 ) denote
⋃
W ′ RW ′,0 where the union is
over the infinite dihedral reflection subgroups W ′ of W (resp., the infinite dihedral
reflection subgroups W ′ containing a simple reflection of W i.e. with ΠW ′ ∩Π 6= ∅).
Theorem. (a) R′′0 ⊆ R′0 ⊆ R0.
(b) ([30, Theorems 4.2 and 4.5]) R′′0 = R
′
0 = R0.
IMAGINARY CONE AND REFLECTION SUBGROUPS 37
(c) Z = R≥0(
⋃
R0) = R≥0(cl(
⋃
R′0)) = R≥0(cl(
⋃
R′′0 )).
Remarks. The validity of the weaker result in (b), that R′0 = R0, was raised as a
question in an earlier version of this paper.
Proof. Part (a) is obvious from Corollary 5.5. For (b), choose the convex body B
in 5.3 so that P := { v ∈ R≥0Π | 〈 v, ρ 〉 = 1 } is a subset of the boundary B′ of B
and thereby identify P as a compact subset of ray(V ). For a reflection subgroup
W ′, ΨW ′,+ := { ρ(α)−1α | α ∈ ΦW ′,+ } ⊆ P was called the set of normalized roots
of W ′ in [30]. Define E(W ′) := ΨW ′,+ \ ΨW ′,+, and E = E(W ). Also, let E2
(resp., E◦2 ) be the union of the sets E(W
′) for W ′ ranging over the infinite dihedral
reflection subgroups W ′ of W (resp., the infinite dihedral reflection subgroups W ′
with ΠW ′ ∩ Π 6= ∅). The cited results from [30] then are the statements that
E◦2 = E2 = E, which are obviously equivalent to (b) via the above identification.
From Lemma A.12, it follows from (b) that cl(
⋃
r∈R′0 r) = cl(
⋃
r∈R′′0 r) = R0, and
then (c) follows by Theorem 5.4. 
5.7. We introduce next some notation for several families of facial subsets of S
which we shall consider subsequently. Let Fall be the set of all facial subsets of
S and Fm be the set of all maximal proper facial subsets of S. Also, let Fm.ind
(resp., Finf) be the set of all elements I of Fm (resp., of Fall) such that ΠI has all its
irreducible components of indefinite type (resp., infinite type). Thus, Finf consists
of the special facial subsets of S.
5.8. We now give a description of K and Z which is special to the case of irre-
ducible W of indefinite type (see [33, Exercise 5.11]).
Proposition. Suppose that Π is irreducible of indefinite type. For each I ∈ Fall,
choose φI ∈ C such that ΠI = Π ∩ φ⊥I . Then
(a) K = { v ∈ −C ∩ RΠ | 〈 v, φI 〉 ≥ 0 for all I ∈ Fm.ind }.
(b) Z = { v ∈ −X ∩ RΠ | 〈 v, wφI 〉 ≥ 0 for all I ∈ Fm.ind and w ∈W }.
Proof. Recall the notation H≺φ of 2.3. We use below the fact that any polyhedral
cone of maximum possible dimensional in a finite dimension in real vector space
is the intersection of a unique minimal family of closed half-spaces (corresponding
naturally to the facets (maximal proper faces) of the cone). For R≥0Π in RΠ, this
gives R≥0Π =
⋂
I∈Fm(RΠ∩H
≥
φI
). Since−C = ∩φ∈−ΠH≥φ , the polyhedral coneK is
the intersection of the half-spaces RΠ∩H≥φ of RΠ for φ ∈ Γ := −Π∪{φI | I ∈ Fm }.
Since K is a full-dimensional polyhedral cone in RΠ, in order to prove (a), it will
suffice to show that for each I ∈ Fm \ Fm.ind, K is the intersection of the closed
half-spaces H≥φ ∩ RΠ of RΠ for φ ∈ ΓI := Γ \ {φI}.
Suppose to the contrary that z ∈ ∩φ∈ΓI (RΠ ∩ H≥φ ) \ K . Then 〈 z, φI 〉 < 0.
Since Π is of indefinite type, we may choose β =
∑
α∈Π cαα with all cα ∈ R>0 and
〈β, α 〉 < 0 for all α ∈ Π. In particular, 〈 z, φI 〉 < 0 and 〈β, φI 〉 > 0, so there
is a unique real number t with 0 < t < 1 such that z′ := tz + (1 − t)β satisfies
〈 z′, φI 〉 = 0. For all α ∈ Π, 〈 z, α 〉 ≤ 0 and 〈β, α 〉 < 0 so 〈 z′, α 〉 < 0. Since
〈 z, φJ 〉 ≥ 0 and 〈β, φJ 〉 > 0 for all J ∈ ΓI , we have 〈 z′, φJ 〉 > 0 for all such J ,
and 〈 z′, φI 〉 = 0 by choice of t. So z′ lies in the facet R≥0ΠI = R≥0Π∩φ⊥I of R≥0Π
but is in none of the other facets. Hence we may write z′ =
∑
α∈ΠI dαα with all
dα > 0. The above also showed that 〈 z′, α 〉 < 0 for all α ∈ ΠI . But by 4.5, this
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implies that each component of ΠI is of indefinite type and so I ∈ Fm.ind, contrary
to assumption. This proves (a).
For (b), first note that Z = Y ∩ −X by Lemma 3.2(a), so Z ⊆ −X . Also,
Z ⊆ RΠ and
Z ⊆ Y =
⋂
w∈W
w(R≥0Π) =
⋂
w∈W
I∈Fm
w(H≥φ ) =
⋂
w∈W
I∈Fm
H≥wφ ⊆
⋂
w∈W
I∈Fm.ind
H≥wφ
where the right hand side is closed and hence contains Z . Hence the inclusion “⊆”
in (b) holds. For the reverse inclusion, it suffices by Lemma 4.4(b) to show that if z
is in the right hand side, then z+ tρ is in Z for all t ∈ R>0. But since z ∈ −X and
−ρ is in the interior of −C ⊆ −X , we have z + tρ ∈ −X and so w(z + tρ) ∈ −C
for some w ∈ W . Now for I ∈ Fm.ind, we have 〈wz, φI 〉 ≥ 0 by assumption, and
we have 〈 twρ, φI 〉 ≥ 0 since twρ ∈ Z ⊆ R≥0Π. Hence 〈w(z+ tρ), φI 〉 ≥ 0, and by
(a) we conclude that w(z + tρ) ∈ K . Hence z + tρ ∈ Z for all t > 0 as required to
prove (b). 
5.9. Let us say that a subset U of V is totally isotropic if 〈U,U 〉 ⊆ {0}. Observe
that a cone in V is totally isotropic if and only if it is contained in Q i.e. contains
only isotropic vectors. Therefore, the notion of a totally isotropic subspace of V in
this sense coincides with the usual definition.
Lemma. (a) If x, y ∈ Z , then 〈x, y 〉 ≤ 0.
(b) Let n,m ∈ N, x1, . . . , xn, y1, . . . , ym ∈ Z , x = x1 + . . . + xn and y :=
y1 + . . .+ym. Then 〈x, y 〉 = 0 if and only if 〈xi, yj 〉 = 0 for all i = 1, . . . , n
and j = 1, . . . ,m.
(c) Let n ∈ N, x1, . . . , xn ∈ Z and x = x1 + . . . + xn. Then x is isotropic if
and only if R{x1, . . . , xn} is a totally isotropic subspace of RZ .
Proof. Part (a) follows directly from Proposition 3.2(c). Part (b) holds since
〈x, y 〉 = ∑i,j〈xi, yj 〉 where 〈xi, yj 〉 ≤ 0 for all i, j by (a). Finally, (c) follows
from (b) taking m = n and yi = xi for all i. 
5.10. Make assumptions as in 1.4 and 3.6 but assume that (Φ,Π) on (V, 〈−,−〉)
satisfies 4.1(i)–(iii) and V ′ is finite-dimensional. Note that the radical of 〈−,−〉′ is
ker(L), so (Φ′,Π′) on (V ′, 〈−,−〉′) does not necessarily satisfy 4.1(i)–(iii).
Let RW,+ = {R≥0α | α ∈ Φ+ } ⊆ ray(R≥0Π) and RW ′,+ = {R≥0α | α ∈
Φ′+ } ⊆ ray(R≥0Π′) denote the set of rays spanned by roots in Φ+ and Φ′+ re-
spectively, and let RW,0 = RW,+ \ RW,+ and RW ′,0 = RW ′,+ \ RW ′,+ denote the
corresponding sets of limit rays (i.e limit points). By Proposition 3.6(a), there is a
map L′ : ray(R≥0Π′)→ ray(R≥0Π), determined by L′(R≥0α) = R≥0L(α).
Proposition. (a) L′ restricts to a surjective map RW ′,0 → RW,0.
(b) L restricts to a surjective map Z W ′ → Z W .
Proof. Clearly, L′ is continuous and it surjective by Proposition 3.6(b). So L′ is
a continuous surjective map between compact Hausdorff spaces and is therefore a
closed map. By 1.9, L′ restricts to a bijection RW ′,+ → RW,+. This implies that
L′(RW ′,+) = L′(RW ′,+) = RW,+. Note that L′ preserves isotropic rays (and non-
isotropic rays), so it induces a surjection from the set of isotropic rays in RW ′,+ to
the set of isotropic rays in RW,+. That is, by Proposition 5.3, L
′(RW ′,0) = RW,0,
proving (a). By Proposition 3.6(c)), we have Z = L′(ZW ′) = L′(ZW ′) since L′
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is closed, proving (b). (An alternative proof of (b) could be given using (a) and
Theorem 5.4.) 
6. Imaginary cone of a reflection subgroup
6.1. In preparation for the proof of Theorem 6.3, we state two lemmas. The first
is of interest even apart from its role in the proof of the theorem. Recall that ρ
denotes an arbitrary but fixed element of the interior of C .
Lemma. Suppose that v ∈ Z . Then
(a) Wv ⊆ Z ⊆ R≥0Π.
(b) 0 ≤ λ := inf({ 〈x, ρ 〉 | x ∈Wv }).
(c) ∅ 6= Mv := {x ∈Wv | 〈x, ρ 〉 = λ }.
(d) Mv ⊆ K .
(e) Wv ∩K 6= ∅.
(f) If v is non-isotropic, or v ∈ Z \ {0}, then λ > 0.
Proof. Part (a) holds since Z is W -invariant (since Z is), Z ⊆ RΠ and R≥0Π is
closed (being a polyhedral cone). Part (b) follows from (a) since 〈 ρ,R≥0Π 〉 ⊆ R≥0.
One may choose a sequence (wn)n∈N in W with limn→∞〈 ρ, wnv 〉 = λ. Since
{ z ∈ R≥0Π | 〈 ρ, z 〉 ≤ λ + 1 } is compact, by passing to a subsequence we may
assume that the sequence (wnv) is convergent, say to x ∈Wv. Then x ∈Mv. This
proves (c). Now let x ∈ Mv be arbitrary. One may choose a sequence (wn) in W
such that (wnv) converges to x. To prove (d), it will suffice to show that x ∈ −C
(for then x ∈ −C ∩ R≥0Π ⊆ K ). Suppose to the contrary that 〈x, α 〉 = c > 0 for
some α ∈ Π. We have 〈 ρ, x 〉 = λ. Recall that 〈 ρ, α 〉 > 0. Since limn→∞ wnv = x,
we may choose n ∈ N sufficiently large that both 〈 ρ, wnv 〉 < λ + c〈 ρ, α 〉 and
d := 〈wnv, α∨ 〉 > 12 〈x, α∨ 〉 = c. Then since sα(wnv) ∈Wv, one has
λ ≤ 〈 ρ, sα(wnv) 〉 = 〈 ρ, wnv − dα 〉 < λ+ c〈 ρ, α 〉 − d〈 ρ, α 〉 < λ,
which is a contradiction proving (d). Part (e) is immediate from (c) and (d). In (f),
the case in which v ∈ Z follows since there is v′′ ∈Wv∩K and then ρ(v′′) ≥ ρ(v′)
for all v′′ ∈Wv, hence for all v′′ ∈Wv. Assume now that 〈 v, v 〉 6= 0 and let x ∈Mv.
One has 〈 y, y 〉 = 〈 v, v 〉 for all y ∈ Wv and hence for all y ∈ Wv. In particular,
〈x, x 〉 = 〈 v, v 〉. If 〈 v, v 〉 6= 0, then 〈x, x 〉 6= 0. This gives x ∈ R≥0Π \ {0} and so
λ = 〈 ρ, x 〉 > 0. 
6.2. The second lemma required in our proof of Theorem 6.3 is purely technical;
it follows from the theorem and Lemma 4.4(a).
Lemma. Let W ′ be a finitely-generated reflection subgroup of W and z ∈ ZW ′ .
Then the W -orbit Wz of z is discrete and closed in V .
Proof. Without loss of generality, we may assume that z = k ∈ KW ′ . It will suffice
to prove the following claim: if (wn)n∈N is a sequence in W such that the sequence
(wnz)n converges in V , say to x, then there is a subsequence (wnm)m∈N such that
wnmz = x for all sufficiently large m. We will show below equivalently that after
passing to a suitable subsequence of (wn), we have wnz = x for all n.
Now k lies in some face of the polyhedral cone R≥0ΠW ′ , say that corresponding
to the facial subset I ′ ⊆ S′ of S′ := χ(W ′). By Lemma 3.4(a), we have k ∈
R≥0ΠW ′
I′
∩KW ′ = KW ′
I′
. If the Lemma holds with W ′ replaced by W ′I′ , it holds
for W ′. Hence we may and do assume without loss of generality that I ′ = S′ i.e.
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k is a point of the relative interior of the cone RΠW ′ . It follows that there is an
expression k =
∑
α∈ΠW ′ cαα with all cα > 0, since ΠW ′ is a set of representatives of
the extreme rays of this cone. Let  = min({ cα | α ∈ ΠW ′ }) > 0. For any w ∈ W ,
we write w = w′′w′ where w′ ∈W ′ and w′′ ∈W satisfies N(w′′−1)∩W ′ = ∅ i.e. w′′
is the unique element of minimum length in the coset wW ′. Using Lemma 1.13(c),
write w′k =
∑
α∈Π′(cα + dw′,α)α where all dw′,α ≥ 0.
Note that the sequence (〈 ρ, wnk 〉)n is bounded above, say 〈 ρ, wnk 〉 ≤M where
M ∈ R≥0. We have
M ≥ 〈 ρ, wnk 〉 = 〈 ρ, w′′nw′nk 〉 = 〈 ρ,
∑
α∈Π′
(cα + dw′n,α)w
′′
nα 〉
≥ max({〈 ρ, w′′nα 〉 | α ∈ ΠW ′})
where all w′′n(α) ∈ Φ+. Hence 〈 ρ, w′′nα 〉 ≤ M/ for all n ∈ N and all α ∈ ΠW ′ .
By Lemma 4.3(e), there are only finitely many possibilities for the ΠW ′ -indexed
families (w′′nα)α∈ΠW ′ for n ∈ N. Replacing (wn) by a subsequence, we may assume
that the sequence of families (w′′nα)α∈ΠW ′ for n ∈ N is constant, so (w′′nα)α∈ΠW ′ =
(w′′0α)α∈ΠW ′ for all n ∈ N. Then
wnk =
∑
α∈Π′
(cα + dw′n,α)w
′′
nα =
∑
α∈Π′
(cα + dw′n,α)w
′′
0α
= w′′0
∑
α∈Π′
(cα + dw′n,α)α = w
′′
0w
′
nk
It follows that the sequence w′nk converges to w
′′−1
0 x and in particular, the
sequence 〈 ρ, w′nk − k 〉 for n ∈ N is bounded above. Recall that ρ is an interior
point of CW ′ , by 1.10(e). By (4.4.1) applied to W ′, we see that w′n(k) − k has a
constant subsequence. Passing to an appropriate subsequence of (wn) yet again,
we may therefore assume that w′nk is constant. Hence w
′
nk = w
′′−1
0 x for all n, and
wnk = x for all n as required to complete the proof.

6.3. The following is a main result of this work.
Theorem. Let W ′ be a reflection subgroup of W . Then ZW ′ ⊆ ZW .
Proof. Using 3.3(b), assume without loss of generality that W ′ is finitely generated.
It is clear from Theorem 5.1 and Lemma 3.1(a), that ZW ′ ⊆ ZW . Let z ∈ ZW ′ .
Then z ∈ Z , so by Lemma 6.1 there is a sequence (wn)n∈N in W such that the
sequence (wnz) converges to an element x ∈ K . By Lemma 6.2, wnz = x ∈ K for
all but finitely many n. Hence z = w−1n x ∈ Z for some n, as required. 
6.4. The final result in this section refines Proposition 2.6.
Corollary. Assume that W ′′ is a facial subgroup of W and W ′ is a finitely generated
reflection subgroup of W . Then W ′′′ := W ′ ∩W ′′ is a finitely-generated reflection
subgroup of W and ZW ′ ∩ZW ′′ = ZW ′′′ .
Proof. Note that W ′′′ is a finite rank reflection subgroup by 2.6. Assume first that
W ′′ is standard facial, say W ′′ = WJ for facial J ⊆ S. Then χ(W ′′) = J ′ :=
χ(W ′)∩WJ by 2.6. By Theorem 6.3, we have ZW ′′′ ⊆ ZW ′ ∩ZWJ . For the reverse
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inclusion, note that
ZW ′ ∩ZWJ ⊆
(
ZW ′ ∩ R≥0ΠW ′
) ∩ RΠJ
= ZW ′ ∩ R≥0ΠW ′
J′
= ZW ′
J′
.
Here, we use 2.6(a) to get the first equality, and Lemma 3.4(a) applied to W ′ to
get the second (recalling J ′ is facial in χ(W ′) by 2.6). This proves the Corollary
in the special case that W ′′ is a standard facial subgroup of W . The case of a
general facial subgroup W ′′ reduces easily to the special case just treated by writing
W ′′ = wWJw−1 for some facial J ⊆ S and using Lemma 3.2(e). 
7. Action on the closed imaginary cone
7.1. The following simple fact will prove useful.
Lemma. Suppose that Φ is irreducible infinite but not of affine type. If α ∈ R≥0Π
is non-zero, then α 6⊥ Π and aff(Wα) = R(Wα) = RΠ.
Proof. Write α =
∑
γ∈Γ cγγ for some (finite) Γ ⊆ Π where all cγ > 0. If Γ ( Π,
then, by irreducibility of Π, there is some β ∈ Π \ Γ with 〈Γ, β 〉 6= 0 and then
〈β, α 〉 < 0 also. Otherwise, Γ = Π and so 〈Π, α 〉 6= {0} since Π is not of affine type.
Hence α 6⊥ Π. By Lemma 1.13(d), R(Wα)⊇ aff(Wα) = α + RΠ = RΠ⊇R(Wα)
and equality must hold throughout. 
7.2. Recall from Section 5 the definitions of the set ray(V ) of rays of V (as topolo-
gized in 5.3) and its subsets R0⊇R′0⊇R′′0 of isotropic rays. The analogously defined
subsets for a reflection subgroup W ′ are denoted RW ′,0⊇R′W ′,0⊇R′′W ′,0.
Lemma. Suppose that Φ is irreducible and not of affine type and that α ∈ Z \{0}.
Let W ′ be a non-trivial reflection subgroup of W .
(a) There exists β ∈Wα ∩ −CW ′ such that β 6⊥ ΠW ′ .
(b) Assume further that W ′ is infinite irreducible and let β be as in (a). Then
there exists  > 0 such that Ψ := { γ ∈ ΦW ′,+ | 〈β, γ∨ 〉 < − } is infinite.
(c) Let assumptions be as in (b). Then there is a sequence (γn)n∈N of distinct
roots in Ψ such that (R≥0γn) converges in ray(V ) to a ray R≥0γ in RW ′,0.
Further, for any such sequence (γn), (R≥0sγn(β))n∈N then necessarily con-
verges in ray(V ) to R≥0γ.
Proof. First we prove (a). Without loss of generality, assume that α ∈ K ⊆ −CW ′ .
If α 6⊥ ΠW ′ , then β := α satisfies the requirements of (a). Henceforward, suppose
that α ∈ K ∩Π⊥W ′ . Set ∆ := Π ∩ α⊥. By Lemma 7.1, we have ∆ 6= Π.
For each γ ∈ ΠW ′ , choose a finite set Γγ ⊆ Π and scalars cγ,δ > 0 for δ ∈ Γγ
such that γ =
∑
δ∈Γγ cγ,δδ. We have 0 = 〈 γ, α 〉 =
∑
δ∈Γγ cγ,δ〈 δ, α 〉 where each
〈 δ, α 〉 ≤ 0 since α ∈ −C and 〈 δ, α 〉 < 0 if δ ∈ Π \∆. This implies that Γγ ⊆ ∆
and hence Γ := ∪γ∈ΠW ′Γγ ⊆ ∆. Note that ΠW ′ ⊆ RΓ. Also, Γ 6= ∅ since ΠW ′ 6= ∅
by the assumed non-triviality of W ′.
Using connectedness of the Coxeter graph of W , we may choose p ∈ N and a
sequence δ0, δ1, . . . , δp of simple roots with δ0 ∈ Π \ ∆, δp ∈ Γ and 〈 δi−1, δi 〉 6= 0
for i = 1, . . . , p. Suppose p and the sequence is chosen so p is minimal amongst
all such sequences. Then p ≥ 1, δ1, . . . , δp ∈ ∆ and δ0, . . . , δp−1 6∈ Γ. Moreover, if
0 ≤ i ≤ p− 2, then δi is not joined in the Coxeter graph of W to any element of Γ
and so δi ⊥ ΠW ′ .
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Set β := sδp−1 . . . sδ0(α) ∈ Wα. By Lemma 1.13(a), β = α + cτ where c =
−〈α, δ∨0 〉 > 0 (since δ0 6∈ ∆) and τ := sδp−1 . . . sδ1(δ0). Using Lemma 1.16(a), one
has β = α+ b0δ0 + . . .+ bp−1δp−1 for some b1, . . . , bp−1 ∈ R>0. Now for γ ∈ ΠW ′ ,
〈β, γ 〉 = 〈α+
p−1∑
i=0
biδi, γ 〉 = bp−1〈 δp−1, γ 〉 =
∑
δ∈Γγ
bp−1cγ,δ〈 δp−1, δ 〉.
Since δp−1 6∈ Γ and Γ⊇Γγ , it follows that 〈β, γ 〉 ≤ 0 and β ∈ −CW ′ . Moreover, one
has δp ∈ Γ, so δp ∈ Γγ for some γ ∈ ΠW ′ . Then 〈β, γ 〉 ≤ bp−1cγ,δp〈 δp−1, δp 〉 < 0
and so β 6∈ Π⊥W ′ . This proves (a).
For the proof of (b), choose γ0 ∈ ΠW ′ with  := −〈β, γ∨0 〉 > 0. Let W ′′ :=
WΠW ′\{γ0}. Let Ψ
′ := ΦW ′,+ \ ΦW ′′,+ which is infinite by Lemma 1.20(b). We
claim that Ψ′ ⊆ Ψ i.e. 〈β, τ∨ 〉 < − for all τ ∈ Ψ′. This may be regarded as a
statement purely in terms of inner products in the root system ΦW ′ , for the proof of
which we may assume ΠW ′ is linearly independent By Lemma 2.4, each element τ
of Ψ′ can be written in the form τ =
∑
γ∈ΠW ′ cγγ where all cγ ≥ 0 and cγ0 > 0. By
1.4 and a result of Brink (see [3, Lemma (3.3)]), one may choose the cγ so cγ0 ≥ 1.
Hence 〈β, τ∨ 〉 = 〈β,∑γ∈ΠW ′ cγγ∨ 〉 ≤ cγ0〈β, γ∨0 〉 < −. This proves (b).
Finally, we prove (c). Since Ψ is infinite, there exists an infinite sequence (γn)n∈N
of distinct elements of Ψ. Since W is of finite rank, ρ(γn)→∞ as n→∞ by (4.4.1).
Since ray(V ) is compact, by passing to a subsequence if necessary, we may assume
this sequence converges in ray(V ) to a ray R≥0γ ∈ RW ′,0, where γ ∈ R≥0Π \ {0}.
Now let (γn) be any sequence of distinct roots in Ψ with R≥0γn → R≥0γ. Then
〈 ρ, γn 〉−1γn → 〈 ρ, γ 〉−1γ and 〈 ρ, γn 〉 → ∞ as n → ∞. Now sγn(β) = β −
〈β, γ∨n 〉γn. Let cn := −〈β, γ∨n 〉−1〈 ρ, γn 〉−1. Since  < −〈β, γ∨n 〉 for all n, cn > 0
and cn → 0 as n → ∞. One has R≥0sγn(β) = R≥0δn where δn := cnsγn(β) =
cnβn+〈 ρ, γn 〉−1γn. Clearly, as n→∞, δn → 〈 ρ, γ 〉−1γ and so R≥0sγn(β)→ R≥0γ
as required. 
Remarks. (1) The proofs above of Lemma 7.1 and (a)–(b) hold in the framework in
Sections 1–3 (in particular, W need not be of finite rank). However, if W is finite
or of locally finite type, then Z = {0}, so no α as in the statement of the above
lemma exists.
(2) In the case W ′ is infinite dihedral, a simpler proof of (b) is as follows. Write
ΠW ′ = {δ, δ′}. Then ΦW ′,+ \ ΠW ′ ⊆ Ψ since, as is well known and easily checked,
for τ ∈ ΦW ′,+ \ΠW ′ , one has τ = cδ + dδ′ where c, d ≥ 1.
7.3. If w ∈W and Z 6= 0, then w has an eigenvector α in Z with strictly positive
eigenvalue equal to the spectral radius of w on RZ , by Perron-Frobenius theory
(see [48], [43]).
Lemma. Let α ∈ Z be an eigenvector of w ∈ W with (real) eigenvalue λ. So
α 6= 0, wα = λα and λ > 0. Let Vw,λ := { γ ∈ V | w(γ) = λγ } be the λ-eigenspace
of w on V
(a) If λ 6= 1, then Vw,λ ∩Z is a totally isotropic subset of V .
(b) If λ > 1, then 〈 ρ, wnα 〉 → ∞ and w−nα → 0 as n → ∞. Similarly, if
λ < 1, then wnα→ 0 and 〈 ρ, w−nα 〉 → ∞ as n→∞.
(c) If α′ and α′′ are linearly independent eigenvectors of w in ri(Z ) with cor-
responding eigenvalues λ′ and λ′′, then λ′ = λ′′ and there is an eigenvector
α′′ ∈ rb(Z ) of w with eigenvalue λ′.
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Proof. One has λ 6= 0 since w acts invertibly on RZ and λ 6< 0 since Z is salient.
Hence λ > 0. Assume λ 6= 1. If β, γ ∈ Vw,λ, then 〈β, γ 〉 = 〈wβ,wγ 〉 = λ2〈β, γ 〉
and so 〈β, γ 〉 = 0 since λ2 6= 1. Part (a) follows readily. Suppose now that
λ > 1. Then 〈 ρ, α 〉 6= 0 since α 6= 0, 〈 ρ, wnα 〉 = λn〈 ρ, α 〉 → ∞ and 〈 ρ, w−nα 〉 =
λ−n〈 ρ, α 〉 → 0 as n → ∞. Hence w−nα → 0 by Remark A.11. This proves the
first part of (b), and the second follows from it. Part (c) is a special case of [48,
Lemma 4.1]. 
7.4. For α ∈ Z \ {0}, set Eα := {R≥0β | β ∈ Wα } ⊆ ray(V ) and let E′α ⊆ Eα
be the set of limit points of Eα in ray(V ). One has E′α = E
′
α.
Lemma. If α ∈ (Z \ {0}) ∩ (Z ∪Q), then E′α ⊆ Q.
Proof. Note that if two rays R≥0x(α), R≥0y(α), where x, y ∈W and α ∈ Z \ {0},
are equal, then α is an eigenvector in Z of x−1y. Suppose that R≥0β, 0 6= β ∈
R≥0Π, is a limit ray of Eα. Then there is a sequence (wn)n∈N of elements of W
such that the rays R≥0wnα in Z are pairwise distinct and converge in ray(V ) to
R≥0β. That is, γn := 〈 ρ, wnα 〉−1wnα → 〈 ρ, β 〉−1β as n → ∞ in V . If α is
isotropic, then so is each wnα and so β is isotropic as required. If α ∈ Z , then,
since Wα ∩ −C 6= ∅, (4.4.1) implies that for any η > 0, there are only finitely
many γ ∈ Wα with 〈 γ, ρ 〉 < η. Hence as n → ∞, 〈 ρ, wnα 〉 → ∞ . Therefore
〈 γn, γn 〉 = 〈 ρ, wnα 〉−2〈wnα,wnα 〉 → 0 since 〈wnα,wnα 〉 = 〈α, α 〉. But also
〈 γn, γn 〉 → 〈 ρ, β 〉−2〈β, β 〉, so β is isotropic as claimed.

7.5. The main consequence of the next result is stated as Theorem 7.6.
Theorem. Assume W is irreducible.
(a) If α ∈ Z \ {0}, then R0 ⊆ Eα.
(b) If α ∈ Z \ {0}, then Z = cl(conv(⋃Eα)) = conv(cl(⋃Eα)).
Proof. If W is finite, then (a)–(b) hold vacuously and if W is affine, they hold
trivially since α spans the isotropic ray R≥0α = K = Z = Z and is fixed by W .
Henceforward assume W is of indefinite type. For the proof of (a), fix α ∈ Z \ {0}.
Let W ′ be any infinite dihedral reflection subgroup of W . By Lemma 7.2(c), there is
w ∈W such that the closure in ray(V ) of the W ′-orbit of R≥0wα contains a point
of RW ′,0. By Corollary 5.5(d), the closure of the W -orbit Eα of R≥0α contains
RW ′,0 for all infinite dihedral subgroups W
′ of W . That is, R′0 ⊆ Eα and hence
R0 = R′0 ⊆ Eα by Theorem 5.6(b). This proves the assertion of (a).
For (b), let α ∈ Z \ {0}. By Lemma 7.1, we have R(Wα) = RΠ. One
may therefore choose Γ ⊆ Wα ⊆ Z which is a basis for RΠ. Then R>0Γ ⊆
ri(R≥0Γ) ⊆ ri(Z ) = ri(Z ). Let α′ ∈ R>0Γ. By (a) and Theorem 5.3(a), it fol-
lows that Z ⊇ conv(∪Eα′)⊇ conv(∪R0) = Z . By Lemma A.12(b) and (d) this
gives Z = conv
(
cl(
⋃
w∈W R≥0w(α′))
)
= cl
(
conv(
⋃
w∈W R≥0w(α′))
)
. Since α′ ∈
conv(∪w∈WR≥0wα), this implies that
Z ⊇ cl(conv( ⋃
w∈W
R≥0w(α))
)⊇ cl(conv( ⋃
w∈W
R≥0w(α′))
)
= Z .
This establishes that Z = cl
(
conv(
⋃
Eα
)
). By Lemma A.12, cl
(
conv(
⋃
Eα
)
) =
Z = conv
(
cl(
⋃
Eα
)
), completing the proof of (b). 
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7.6. For finite W , Z = {0} is the only non-empty W -invariant cone contained in
R≥0Π, since any such cone is contained in R≥0Π∩wS(R≥0Π) = R≥0Π∩−R≥0Π =
{0} where wS is the longest element. For irreducible infinite W , one has instead:
Theorem. Suppose that W is irreducible and infinite. Then Z is the unique non-
zero W -invariant closed pointed cone contained in R≥0Π.
Proof. It has already been shown that Z has the properties listed. Let C be any
cone with these properties, and fix α ∈ C with α 6= 0. Then C ⊆ ∩w∈Ww(R≥0Π) =
Y = Z by Theorem 5.1. Hence α ∈ Z \ {0}. Therefore, by Proposition 7.5,
C⊇ cl(conv(∪w∈WR≥0wα)) = Z . 
7.7. If (W,S) is affine or dihedral of indefinite type, then Z has either one or two
extreme rays, which form a single W -orbit. This behavior is exceptional amongst
the infinite irreducible Coxeter groups.
Lemma. Suppose that (W,S) is irreducible of indefinite type and |S| ≥ 3. Then
(a) The W -orbit of any ray contained in Z is infinite.
(b) Z is not a polyhedral cone.
Proof. Suppose that 0 6= α ∈ Z and there are only finitely many distinct rays
in the W -orbit of R≥0α, say R≥0αi for i = 1, . . . , n. Let C := R≥0Γ, where
Γ = {α1, . . . , αn}, be the polyhedral cone spanned by these rays. Then C has the
properties listed in Theorem 7.6, so C = Z . Let W ′ be the pointwise stabilizer in
W of the set {R≥0αi | i = 1, . . . , n} of rays, so W ′ is a normal subgroup of W of
finite index. Each w ∈ W ′ has each element of Γ as an eigenvector. Since Γ spans
RΓ = RZ = RΠ and W acts faithfully on Φ ⊆ RΠ, it follows that W ′ is abelian.
By Remark 4.5(2), (W,S) is affine, a contradiction. Now (b) follows from (a) since
if Z is polyhedral, the W -orbit of an extreme ray of Z is contained in the (finite)
set of extreme rays of Z . 
7.8. Let Rext (resp., Rexp) denote the set of extreme (resp., exposed) rays of Z
and Z := ray(Z ) denote the set of rays of Z , so the set of rays of Z is ray(Z ) = Z
(where the latter closure is taken in ray(V )). Note that
(7.8.1) R0 ⊆ Z ∩Q
by Theorem 5.4 and Proposition 5.3 and
(7.8.2) Rexp ⊆ Rext ⊆ Rexp = Rext ⊆ Z
for general reasons (see Lemma A.11(b)).
Proposition. Let W be arbitrary. Then
(a) Z is the set consisting of (0 and) all sums y1 + . . . + yn where n > 0 and
all yi ∈ ∪Rext.
(b) Q ∩Z is the set consisting of (0 and) all sums y1 + . . .+ yn where n > 0,
all yi ∈ ∪Rext and 〈 yi, yj 〉 = 0 for i, j = 1, . . . , n.
Proof. Part (a) is a general property of the extreme rays of a closed salient cone
(see Lemma A.11(b)) and (b) follows from (a) and Lemma 5.9 
IMAGINARY CONE AND REFLECTION SUBGROUPS 45
7.9. For β ∈ Φ+, let Rβ,0 := Rβ,+ \ Rβ,+ ⊆ R0 where Rβ,+ := {R≥0γ | γ ∈
Φ+ ∩Wβ } ⊆ R+. Since Rβ,0 = Rβ,+ ∩R0, Rβ,0 is closed in ray(V ).
Corollary. Assume that W is irreducible and indefinite, α ∈ Z \{0} and β ∈ Φ+.
(a) ri(Z ) = ri(conv(∪Eα)) ⊆ conv(∪Eα)) ⊆ Z .
(b) If α ∈ ri(Z ), then conv(∪Eα) \ {0} = ri(Z ) and 〈α, α 〉 < 0.
(c) Rext ⊆ Eα ⊆ Z.
(d) Rext ⊆ Rβ,0 ⊆ R0 ⊆ Z ∩Q.
Remarks. (1) If W is irreducible affine, then, using the explicit description of Z ,
(a)–(d) hold with the following change: in (b), 〈α, α 〉 = 0.
(2) If W is irreducible indefinite of rank at least three, then Eα is infinite by
Lemma 7.7 and is contained in the compact set ray(R≥0Π), so E′α 6= ∅. Let 0 6=
β ∈ Z with R≥0β ∈ E′α. Since E′α is closed and W -invariant, one has Eβ ⊆ E′α.
By applying (c) to β instead of α, one gets Rext ⊆ Eβ ⊆ E′α ⊆ Z, which improves
(c) under these extra assumptions.
(3) From [30, Example 2.16], one sees that, even for the standard root system of
an irreducible finite rank Coxeter system, one may have Rext ( R0.
(4) It will be shown in [21] that (for any irreducibleW ) Rext = R0. This leads
to improvements in several results of this subsection and additional results not
discussed here. It has been asked by Hohlweg and Ripoll whether (for irreducible
W ) R0 = Z ∩Q.
Proof. In (a), the equality holds since ri(Z ) = ri(Z ) = ri(cl(conv(∪Eα))) =
ri(conv(∪Eα)), and the inclusions are trivial from the definitions. For (b), assume
α ∈ ri(Z ). Then ri(Z ) ⊆ conv(∪(Eα)) \ {0} by (a). On the other hand, since ∪Eα
is contained in the salient cone R≥0Π and
∪(Eα) \ {0} = {λw(α) | λ ∈ R>0, w ∈W } ⊆ ri(Z ),
one has conv(∪(Eα)) \ {0} = conv(∪(Eα) \ {0}) ⊆ ri(Z ). If also W is indefinite,
then there is some α′ ∈ K of the form α′ = ∑γ∈Π cγγ with all cγ > 0 and
〈α′,Π 〉 ⊆ R<0. Then α′ ∈ ri(K ) ⊆ ri(Z ) and 〈α′, α′ 〉 < 0. Using Lemma 5.9,
one has 〈 γ, γ 〉 < 0 for all γ ∈ conv(∪(Eα′) \ {0}) = ri(Z ) and so 〈α, α 〉 < 0. This
proves (b).
Since conv(∪Eα) = Z by Proposition 7.5, it follows from Lemma A.11(b) that
Eα⊇Rext. Taking closures gives Z⊇Eα⊇Rext, proving (c). In (d), Rβ,0 ⊆ R0 ⊆
Z ∩ Q has already been noted. Observe that since Wβ is infinite (by Proposition
1.18(a)), it follows that Rβ,+ has a limit point, which is necessarily in R0 and so
not in Rβ,+. Hence there is some ray R≥0γ ∈ Rβ,0. Taking α = γ in (c), shows (in
terms of the natural W -action on ray(V )) that Rext ⊆ Eα ⊆ WRβ,0 = Rβ,0 and
proves (d). 
7.10. We conclude this section with some miscellaneous properties of Z related
to its facial structure, about which much less is known than for Z . These facts
have interesting consequences which we do not go into here (but see §9 for some
applications to universal Coxeter groups).
Proposition. Let α ∈ Z . Denote the minimal face of Z containing α by Z α.
(a) Z ∩ α⊥ is a face of Z .
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(b) If α is isotropic, then Z α is a totally isotropic face of Z and α ∈ Z α ⊆
Z ∩ α⊥.
(c) If (wn)n∈N is any sequence in W , then F := {β ∈ Z | limn→∞ wnβ = 0 }
is a totally isotropic face of Z .
(d) Let W ′ be an irreducible reflection subgroup such that 〈ΠW ′ , α 〉 ⊆ R≥0 but
ΠW ′ 6⊆ α⊥. Then W ′ is finite.
Proof. In the terminology of Appendix A, (Z ,−Z ) is semidual pair of stable cones
with respect to 〈−,−〉 and Z ∩ α⊥ is an exposed face of Z with respect to this
semidual pair. In particular, (a) holds. Now assume that α is isotropic. It is trivial
that α ∈ Z α ⊆ Z ∩ α⊥. Recall from the Appendix that
Z α = {x ∈ Z | tx+ (1− t)y = α for some y ∈ Z and 0 < t < 1 }.
To show Z α is totally isotropic, it suffices to show that 〈x, x 〉 = 0 for all x ∈ Z α.
Choose y ∈ Z α and 0 < t < 1 with α = tx+ (1− t)y. Since α is isotropic, Lemma
5.9 implies that tx is isotropic and hence x is isotropic as required for (b).
To prove (c), note first that F is obviously a pointed cone contained in Z . To
show F is a face, suppose that x, y ∈ Z with x + y = β ∈ F . Since 〈 ρ, wnx 〉 +
〈 ρ, wn(y) 〉 = 〈 ρ, wnβ 〉 → 0 as n → ∞ with 〈 ρ, wnx 〉, 〈 ρ, wn(y) 〉 ≥ 0, it follows
that 〈 ρ, wnx 〉 → 0 and 〈 ρ, wn(y) 〉 → 0. By Lemma A.11, wnx→ 0 and so x ∈ F .
To see F is totally isotropic, it suffices to show it contains no non-isotropic vector.
This follows from Lemma 6.1(f).
Finally, we prove (d). Assume to the contrary that W ′ is infinite. Let ∆ :=
ΠW ′ ∩ α⊥ ( ΠW ′ . Lemma 1.10 gives StabW ′(α) = W∆, since α ∈ CW ′ . Hence
|W ′α| = |W ′/W∆| is infinite by Lemma 1.20. By (4.4.1), { 〈α−wα, ρ 〉 | w ∈W ′ } is
not bounded above. But for any w ∈W ′, wα ∈ Z ⊆ R≥0Π. Hence 〈α− wα, ρ 〉 =
〈α, ρ 〉 − 〈wα, ρ 〉 ≤ 〈α, ρ 〉, a contradiction which proves (d). 
7.11. This subsection formulates a result on limit points of W -orbits of ordered
tuples of rays spanned by roots or in the imaginary cone. Other related results can
be obtained by similar arguments.
Assume Φ is irreducible of indefinite type, m ∈ N≥1 and that α1, . . . , αm ∈
Φ∪(Z \{0}) are all non-isotropic (e.g. αi ∈ Φ∪ri(Z ) for all i). Consider the tuple
α := (R≥0α1, . . . ,R≥0αm) of rays as a point of (ray(V ))m = ray(V )× . . .× ray(V ),
which we equip with the product topology (which makes it compact) and diagonal
W -action. The W -orbit of α in (ray(V ))m is infinite since the W -orbit of each
ray R≥0αi is infinite (by Proposition 1.18, Lemma 7.7 and an easy direct check if
W is dihedral). Let (β1, . . . , βm) ∈ V m be such that β := (R≥0β1, . . . ,R≥0βm) is
a limit point of the W -orbit Wα in (ray(V ))m. Replacing some αi ∈ Φ by their
negatives and βi by suitable scalar multiples if necessary, we suppose without loss
of generality by 5.3–5.4 that βi ∈ Φ+ ∪ (Z \ {0}) for all i. Note that βi ∈ Z if
αi ∈ Z , and the rays R≥0βi need not be pairwise distinct even if the R≥0αi are.
Proposition. Let assumptions be as above. For some i with 1 ≤ i ≤ m, βi is
isotropic. For any i with βi isotropic, βi ∈ Z ∩ Q and H := RΠ ∩ β⊥i is a
supporting hyperplane of Z in RZ such that H contains all of {β1, . . . , βm}. In
particular, there is a proper face of Z containing all the βj which are isotropic.
Remarks. A more symmetric choice of supporting hyperplane with these properties
would be RΠ ∩ γ⊥ where γ ∈ Z ∩Q is the sum of all βi which are isotropic.
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Proof. There is some sequence (wn)n∈N in W such that the tuples wnα for n ∈ N
are pairwise distinct and wnα → β as n → ∞. Passing to a subsequence of (wn)
if necessary, we may suppose firstly that wnαi ∈ R≥0Π for all i and secondly, by
(4.4.1) and Lemma 4.3(d), that for some i with 1 ≤ i ≤ m, 〈 ρ, wnαi 〉 → ∞ as
n→∞. Now there is  > 0 such that 〈 ρ, wnαj 〉 >  for all j = 1, . . . ,m and all n
(for instance, using Lemma 1.21(b) for j with αj ∈ Φ and Lemma 6.1(f) for other
j). Note that for any j, k, 〈 ρ, wnαj 〉−1wnαj → 〈 ρ, βj 〉−1βj in V as n → ∞ and
hence, since 〈wnαj , wnαk 〉 = 〈αj , αk 〉,
〈 ρ, wnαj 〉−1〈 ρ, wnαk 〉−1〈αj , αk 〉 → 〈 ρ, βj 〉−1〈 ρ, βk 〉−1〈βj , βk 〉
in R as n → ∞. Since the αj are assumed non-isotropic, taking k = j shows that
βj is isotropic if and only if 〈 ρ, wnαj 〉 → ∞ as n→∞ (in particular, there exists
an isotropic βi from above). Also, for any isotropic βj , 〈βj , βk 〉 = 0 for all k. Now
fix i such that βi is isotropic. Obviously βi ∈ Z ∩Q since βi 6∈ Φ+. By Lemma 5.9,
〈βi,Z 〉 ⊆ R≤0 and by Lemma 7.1, RZ = RΠ 6⊆ β⊥i (recall that Π is irreducible
of indefinite type). Hence H := RΠ ∩ β⊥i is a supporting hyperplane of Z at βi as
required. 
7.12. For certain special irreducible Φ (for instance, Φ affine or Φ weakly hyper-
bolic as defined in §9), the non-zero isotropic faces of Z are one-dimensional (they
are rays). That this is not the case in general is shown by the following example.
Example. Consider the based root system (Φ,Π) in (V, 〈−,−〉) in [30, Example
5.8]. It has linearly independent simple roots Π = {α, β, γ, δ, }, where 〈α, β 〉 =
〈 δ,  〉 = −1, 〈β, γ 〉 = 〈 γ, δ 〉 = −1/2 and all inner products of other distinct simple
roots are 0. Assume V = RΠ. The form 〈−,−〉 has signature (3, 1, 1) and its
radical is spanned by α+ β− γ− δ. Note z := α+ β+ δ+  ∈ K ⊆ Z is isotropic.
Let J = {sα, sβ}, K := {sδ, s} and I := J ∪K so I, J,K ⊆ S and the components
of I are J , K, which are irreducible affine. Then since z⊥ = RΠI and I, J,K are
facial, Theorem 5.1 gives
Z ∩ z⊥ = Z ∩ RΠI = Z I = Z J +Z K = R≥0(α+ β) + R≥0(δ + ).
So F := Z ∩z⊥ = R≥0{α+β, δ+} ⊆ K ⊆ Z is a two-dimensional totally isotropic
face of Z . Clearly, RF is a maximal totally isotropic subspace of (RΠ, 〈−,−〉).
We claim that every ray in F is a limit ray of rays spanned by positive roots.
To see this, it suffices to show that for any fixed t ∈ R with 0 ≤ t ≤ 1, the
ray R≥0(t(α+ β) + (1− t)(δ + )) is a limit ray of rays spanned by positive roots.
For any k, l ∈ N, set α2k+1 := (sαsβ)k(α) := (2k + 1)α + 2kβ ∈ Φ+ and 2l+1 :=
(ssδ)
l() = (2l + 1)+ 2lδ ∈ Φ+. Since 〈α2k+1, 2l+1 〉 = 0, one has
sα2k+1s2l+1(γ) = γ − 〈 γ, α∨2k+1 〉α2k+1 − 〈 γ, ∨2l+1 〉2l+1 = γ + 2kα2k+1 + 2l2l+1
= γ + 2k(2k + 1)α+ 4k2β + 4l2δ + 2l(2l + 1) ∈ Φ+.
One may choose sequences (kn), (ln) in N with kn, ln → ∞ and k
2
n
k2n+l
2
n
→ t as
n→∞. It is easy to see from above that as n→∞,
1
4(k2n + l
2
n)
sα2kn+1s2ln+1(γ)→ t(α+ β) + (1− t)(δ + )
from which the claim follows readily.
Now define the quotient space (V ′, 〈−,−〉′) of (V, 〈−,−〉) by its radical, where
V ′ := V/R(α + β − γ − δ). Let L : V → V ′ be the natural map. Then (Φ,Π) on
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(V, 〈−,−〉) is a canonical lift of a based root system (Φ′,Π′) := (L(Φ), L(Π)) for
(V ′, 〈−,−〉′), with L as the associated canonical map (see 1.4 but note that the roles
of Φ and Φ′ are swapped here in relation to the notation there). From Proposition
5.10, L induces a surjective map RW,0 → RW ′,0 on corresponding sets of limit rays
of positive roots. This induced map sends all limit rays R≥0(t(α+β)+(1−t)(γ+δ))
with 0 ≤ t ≤ 1 to the same limit ray R≥0(L(α+ β)) and in particular the induced
map is not bijective. Hence the set of limit rays of positive roots can depend not
only on the Coxeter group W but also on the chosen root system for it, even for
irreducible W .
8. Supports
8.1. We say ∆ is a support of v ∈ R≥0Π (with respect to Π) if ∆ ⊆ Π and there
is an expression v =
∑
α∈∆ cαα where all cα > 0. The only support of 0 is ∅, but if
Π is linearly dependent, an arbitrary element v ∈ R≥0Π may have many supports.
Note that for any ∆ ⊆ Π, ∆ is a set of representatives for the extreme rays of the
polyhedral cone R≥0∆, which has as its relative interior the set of elements of R≥0Π
with ∆ as a support.
Define K c to be the subset of K of all non-zero elements with some connected
support, and Z c := ∪w∈WwK c.
Lemma. Let α, γ ∈ R≥0Π.
(a) The set of supports of α is closed under finite unions.
(b) If α, γ have connected supports ∆, ∆′ and ∆, ∆′ are not separated (e.g.
〈α, γ 〉 6= 0), then for any c, d ∈ R>0, cα + dγ has a connected support
∆ ∪∆′.
(c) If α has supports ∆ and ∆′, and ∆ and ∆′ are separated, then α is isotropic.
(d) If ∆ and ∆′ are connected supports of v and v is non-isotropic, then ∆∪∆′
is a connected support of v.
(e) If α is non-isotropic with some connected support, then the set of its con-
nected supports has an inclusion-maximal element.
(f) Let ∆ ⊆ Π and ∆′ := R∆ ∩ Π. Then each β ∈ ∆′ \ ∆ is joined to some
vertex of ∆. The number of connected components of ∆′ is no more than
the number of connected components of ∆; in particular, if ∆ is connected,
then ∆′ is connected.
(g) If ∆ is a support of α, and ∆ ⊆ ∆′ ⊆ R∆ ∩Π, then ∆′ is a support of α.
(h) Any β ∈ Φ+ has a connected support.
(i) Any element of Z c has a connected support. More precisely, if ∆ is a
connected support of k ∈ K c, then for any w ∈ W , wk has a connected
support ∆′ containing ∆.
(j) Let W ′ be a finitely generated reflection subgroup of W , and β ∈ R≥0ΠW ′
have a connected support with respect to ΠW ′ . Then β ∈ R≥0Π and β has
a connected support with respect to Π.
(k) Any element of K (resp., Z ) can be written as a sum of finitely many
pairwise orthogonal elements of K c (resp., Z c).
Remarks. (1) Except for (e) and (g), which require just finiteness of Π, the above
do not require the assumptions 4.1(i)–(iii).
(2) One might study along similar lines the properties of the support polytopes
{ (cα)α∈Π | all cα ∈ R≥0, v =
∑
α cαα } of elements v ∈ R≥0Π.
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Proof. We omit the simple proofs of (a)–(f). For (g), note that α is in the relative
interior of R≥0∆ and hence in that of R≥0∆′. We prove (h) by induction on
l(sβ). If l(β) = 1, then {β} is a connected support of β. Otherwise, there is some
γ ∈ Π with l(sγsβsγ) = l(sβ) − 2. Set δ := sγ(β) ∈ Φ+, which has connected
support by induction and satisfies c := −〈 δ, γ∨ 〉 > 0 by [3, Lemma 3.4]. By (c),
β = sγ(δ) = δ + cγ has a connected support.
For (i), let k ∈ K c with connected support ∆. We show z ∈Wk has a connected
support ∆′ containing ∆ by induction on the minimum value n of l(w) such that
z = wk with w ∈W . If n = 0, the result is trivial. Otherwise, write w = sαn . . . sα1
with α ∈ Π and n ≥ 1 minimal. By induction, z′ := sαn−1 . . . sα1k has a connected
support ∆′ ⊇ ∆. We claim that
c := 〈α∨n , z′ 〉 = 〈 sα1 · · · sαn−1(α∨n), k 〉 < 0.
For if c > 0, then sα1 · · · sαn−1(αn) ∈ Φ− since k ∈ −C , and sαn . . . sα1 couldn’t
be reduced by Lemma 1.13(b); if c = 0, then wk = sαn−1 · · · sα1k contrary to
minimality of n. Hence wk = z′ − cαn has a connected support ∆′ ∪ {αn} by (c)
since −c > 0. This proves (i).
Next, we prove (j). Write β =
∑
γ∈∆ cγγ where ∆ ⊆ ΠW ′ is connected and
each cγ > 0. Also write ∆ = {δ1, . . . , δn} where for each i with 1 ≤ i ≤ n, there
is some j < i with 〈 δj , δi 〉 6= 0. By (h), each δi has some connected support ∆i.
By repeated application of (c), it follows that ∆′i := ∆1 ∪ · · · ∪∆i is connected for
i = 1, 2, . . . , n. But ∆′n is clearly a support for β, and (j) follows.
To prove (k), write α ∈ K as α = ∑β∈∆ cββ for some ∆ ⊆ Π where all
cβ > 0. Let ∆1, . . . ,∆m be the components of ∆. Let αi :=
∑
β∈∆i cββ ∈ K , so
α = α1 + . . . + αm and 〈αi, αj 〉 = 0 if i 6= j. Then 〈αi, β 〉 = 〈α, β 〉 ≤ 0 for all
β ∈ ∆i and 〈αi,Π \ ∆i 〉 ⊆ R≤0 so αi ∈ K c. Now if γ ∈ Z , choose w ∈ W so
α := w−1γ ∈ K . Write α = α1 + . . .+αm as above. Then γ = γ1 + . . .+ γm where
γi := wαi ∈ Z c are pairwise orthogonal as required. 
8.2. By Lemma 8.1(a), any α ∈ R≥0Π has a maximum (under inclusion) support
∆. It is the set of representatives (in Π) of the extreme rays of the inclusion minimal
element of the set of faces of the polyhedral cone R≥0Π containing α. We call ∆
the facial support of α.
The following simple examples illustrate features of the above notion of supports
if Π is not linearly independent.
Example. Suppose that Π = {α, β, γ, δ} has irreducible affine components {α, β}
and {γ, δ} and that the space of linear relations amongst elements of Π is spanned
over R by the single relation α+ β − γ − δ = 0.
The non-isotropic element (root) v = sα(β) = 2α + β has a connected support
{α, β}, a disconnected support {α, γ, δ} (since v = α + γ + δ) and disconnected
facial support Π (since v = 32α+
1
2β +
1
2γ +
1
2δ).
The isotropic element v′ = α+ β = γ + δ spans the isotropic ray of both {α, β}
and {γ, δ}, which are its connected supports (and are separated from one another),
and it has disconnected facial support Π.
8.3. In this subsection, we do not use or assume the conditions 4.1(i)–(iii). More
generally than in the above example, let Φ be any root system with positive roots
Φ+ and simple roots Π in V as in 1.3. Suppose that U is a subspace of the radical
of 〈−,−〉 such that no non-zero non-negative combination of simple roots is in
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U . Then there is an induced bilinear form on V/U and the image of Φ in the
quotient V/U is a root system with simple roots given by the image Π′ of Π in V/U ,
and with Coxeter system (W ′, S′) naturally identified with that associated with
Π. The canonical epimorphism p : V → V/U induces a bijection of corresponding
root systems, positive root systems and systems of simple roots (cf. [34, 6.1]).
We remark that any root system (regarded as a subset of its linear span, with
the restriction of the ambient bilinear form) arises in this way by this process of
dividing out a suitable subspace of the radical of the ambient vector space of some
root system with linearly independent simple roots (see 1.4). We also remark that
this construction provides a “canonical support” of any positive root α in V/U ,
namely the image under p of the support of the unique positive root α˜ ∈ V with
p(α˜) = α. The canonical support need not coincide with the facial support; for
example, in Example 8.2, v has canonical support {α, β}.
In any case, one may construct similar examples to Example 8.2 involving W
with infinite type components by taking suitable Π and subspaces of the radical.
8.4. Return to the standing assumptions 4.1(i)–(iii). The next result concerns
supports of elements of K .
Lemma. Let 0 6= v ∈ K . Consider any expression v = ∑α∈∆ cαα with ∆ ⊆ Π
and with all cα > 0 (e.g. ∆ could be the facial support of v). Let ∆1, . . . ,∆n denote
the irreducible components of ∆ and set vi :=
∑
α∈∆i cαα.
(a) We have v = v1 + . . .+ vn where 〈 vi, vj 〉 = 0 if i 6= j and each vi ∈ K c.
(b) Either ∆i is of indefinite type (in which case 〈 v, vi 〉 = 〈 vi, vi 〉 < 0 and
there is some α ∈ ∆i with 〈 vi, α 〉 < 0) or of affine type (in which case
〈 v, vi 〉 = 〈 vi, vi 〉 = 0 and vi spans the isotropic ray of ∆i).
(c) v is isotropic if and only if all ∆i are of affine type.
(d) (cf. [33, Exercise 5.9]) For each i for which ∆i is of indefinite type, the
connected components of {α ∈ ∆i | 〈 vi, α 〉 = 0 } are all of finite type.
(e) If v is isotropic, then v has a connected support if and only if v spans
the isotropic ray of some irreducible (necessarily affine) component of the
facial support of v. In that case, any connected support of v is a connected
component of the facial support of v.
(f) If v is non-isotropic then it has a connected support if and only if there is
a unique component Γ of the facial support of v which is of indefinite type.
Then any connected support of v is contained in Γ.
Proof. Part (a) is from the proof of 8.1(a). We prove (b). We have 〈 v, α 〉 =
〈 vi, α 〉 ≤ 0 for all α ∈ ∆i. Since ∆i is connected, it is of either affine or indefinite
type; it is of affine type if and only if 〈 vi, α 〉 = 0 for all α ∈ ∆, in which case vi is
a representative of the isotropic ray of ∆i. We have
〈 vi, vi 〉 =
∑
α∈∆i
cα〈 vi, α 〉 ≤ 0
with equality if and only if ∆i is of affine type. This proves (b).
By (a) and (b), 〈 v, v 〉 = ∑i〈 vi, vi 〉 ≤ 0, with equality if and only if all ∆i are
affine, proving (c).
Part (d) may be deduced from Proposition 7.10(d). We provide instead the
following alternative argument. Let Γ be a connected component of {α ∈ ∆i |
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〈 vi, α 〉 = 0 }. By (b), we have Γ ( ∆i. Let vΓ :=
∑
γ∈Γ cγγ. Then for α ∈ Γ,
〈 vi, α 〉 = 0 so
〈 vΓ, α 〉 =
∑
γ∈Γ
cγ〈 γ, α 〉 = −
∑
γ∈∆i\Γ
cγ〈 γ, α 〉 ≥ 0.
Moreover, since ∆i is connected, there is some α ∈ Γ which is joined to some
γ ∈ ∆i \ Γ, and then 〈 vΓ, α 〉 > 0. By the classification [33] of matrices (see 4.5), it
follows that Γ is of finite type.
For the proofs of (e)–(f), choose the expression for v so ∆ is the facial support
of v. We may apply (a)–(c) above to both the facial support ∆ of v, and also some
arbitrary (possibly connected) support ∆′ of v. Necessarily, we have ∆′ ⊆ ∆. Each
irreducible component ∆′j of ∆
′ , for j = 1, . . . ,m, is contained in some irreducible
component ∆ij of ∆. Write v =
∑
j v
′
j where v
′
j has support ∆
′
j .
For (e), suppose v is isotropic. Then each ∆′j = ∆ij , since ∆
′
j ⊆ ∆ij are both
irreducible affine. In particular, if ∆′ is connected, then ∆′ = ∆′1 = ∆i1 and by
(b)–(c), v spans the isotropic ray of ∆′ = ∆i1 . Conversely, if v spans the isotropic
ray of ∆i, then ∆i is a connected support of v. This proves (e).
Now for (f), suppose that v is non-isotropic. If vi is non-isotropic, then ij = i
for some i, since otherwise 〈 vi, vi 〉 = 〈 v, vi 〉 =
∑
j〈 v′j , vi 〉 = 0. It follows that
the number of components ∆′j of ∆
′ is at least equal to the number of non-affine
components ∆i of ∆. If we take ∆
′ = ∆′1 to be any connected support of v, it cannot
be of affine type by (b). It follows that there is exactly one indefinite component
∆i1 of ∆, and ∆
′ ⊆ ∆i1 , proving (f). 
8.5. Here we supplement the information on facial subsets of Π given by Lemma
2.10 by additional facts under the assumptions 4.1(i)–(iii).
Lemma. (a) ([49, Theorem 4, 1)], [34, 2.2.4]). Any subset I of S such that all
irreducible components of ΠI are of finite type is facial.
(b) ([49, Theorem 4, 2)]). Let I be a subset of S such that I⊥ = ∅ and every
component of ΠI is of affine type. Then I is facial.
(c) Let I be a facial subset of S. Let M be a subset of I such that ΠM is a
union of irreducible components of ΠI and ΠM contains all the irreducible
affine components of ΠI . Then M is a facial subset of S.
(d) Let I ⊆ S. Then the facial closure of WI coincides with the standard facial
closure of WI .
Proof. Note that ∅ = Π ∩ ρ⊥ is facial in Π, so ∅ is facial in S and (a) follows from
2.10(b). In (b), let I1, . . . , Ip be the irreducible components of I (all of affine type),
and write KIi = R≥0δi. Then z := −(δ1 + · · · + δp) ∈ −KI ⊆ −K ⊆ C and
z⊥ ∩Π = ΠI since z ⊥ ΠI , ΠI is a support of −z and I⊥ = ∅. This proves (b).
Now we prove (c) (compare Proposition 2.13). Let vJ =
∑
α∈ΦJ,+ α where J ⊆ I
is such that ΠJ is the union of all finite type irreducible components of ΠI which
are not in ΠM . It is well known that 〈 vJ , α 〉 = 1 > 0 for all α ∈ ΠJ (this is easily
seen since sα(vJ) = vJ − 2α, using that sα permutes ΦJ,+ \ {α}). Let L ⊆ I be
such that ΠL is the union of all indefinite type components of ΠI which are not
in ΠM . Since each component of ΠL is indefinite, there is by 4.5 some element
vL ∈ V expressible as a strictly negative real linear combination of elements of ΠL
such that 〈 vL, α 〉 > 0 for all α ∈ ΠL. We have
〈 vL,ΠL 〉 ⊆ R>0, 〈 vL,ΠI\L 〉 ⊆ {0}, 〈 vJ ,ΠJ 〉 ⊆ R>0, 〈 vJ ,ΠI\J 〉 ⊆ {0}.
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Hence vJ + vL ∈ CI and ΠI ∩ (vJ + vL)⊥ = ΠM . By definition, M is a facial subset
of I (i.e. it is facial for (WI , I) with simple roots ΠI) and by 4.2(f), M is facial in
S as required.
Finally, we prove (d). For any I ⊆ S, let I∞ (resp., I0) denote the union of all
infinite type (resp., finite type) components of I, so I = I∞ ∪ I0 with I0 and I∞
separated. Assume first that I is special i.e. I = I∞. Write the facial closure of WI
as dWKd
−1 where K ⊆ S is facial and, without loss of generality, d ∈ WK . Then
ΠI ⊆ dΠK and hence d−1ΠI ⊆ ΠK . By Remark 1.15, it follows that d−1 ∈ WI⊥
and ΠI = d
−1ΠI ⊆ ΠK . Hence WK is a facial subgroup of minimal rank containing
WI (since WK⊇WI has the same rank as the facial closure dWKd−1 of WI) and
it is therefore the facial closure of WI . Finally, WK is the standard facial closure
of WI since WK is standard facial and the standard facial closure of any subset of
W contains the facial closure of that subset.
Now consider the case of general I ⊆ S. We proceed by downward induction on
|I|, the assertion to be proved being trivial if I = S. Suppose now that I ( S and
denote its facial closure as W ′. Let J ⊆ S, where J⊇I∞, be such that WJ is the
standard facial closure of WI∞ . Note that J is special, for I∞ ⊆ J∞, where J∞ is
a facial subset of S by (c), and so J = J∞. From the special case I = I∞ already
treated, WJ is the facial closure of WI∞ , so W
′⊇WJ and W ′ is the facial closure
of WJ∪I0 . Also, the standard facial closure of WI coincides with that of WJ∪I0 If
I ( J ∪ I0, then by induction, the standard facial closure WK of WJ∪I0 (and WI)
is equal to W ′ by induction. If I = J ∪ I0, then I∞ ⊆ J ⊆ I∞, I∞ = J is facial
and hence I = J ∪ I0 is facial by Lemma 2.9(c). In either case, we have the desired
conclusion. 
8.6. We next describe the relation of the imaginary cone to the facial subsets of
Π in the most general affine case.
In this subsection only, let Πi for i ∈ I be the irreducible components of Π,
and assume that all Πi are of affine type. Each set Πi is linearly independent.
Let Wi be the affine Weyl group corresponding to Πi. Write Ki = R≥0δi where
δi ∈ R≥0Πi ⊆ R≥0Π spans the isotropic ray of Πi. We have Zi := WiKi = Ki and
by 3.2(d) that Z =
∑
iZi =
∑
iKi = K which is a polyhedral cone. Note that
some of the δi may lie in the relative interior of faces of K of dimension greater
than 1 or may span the same extreme ray of K .
Lemma. (a) Let P be a face of the cone Z , and J = { i ∈ I | δi ∈ P }. For
i ∈ I, let ∆i ⊆ Πi be such that ∆i := Πi if i ∈ J , and ∆i is a proper subset
of Πi otherwise. Then ∆ := ∪i∈I∆i is a facial subset of Π.
(b) Each facial subset ∆ of Π arises as in (a) from a unique choice of face P
of Z and sets ∆i ⊆ Πi satisfying the conditions of (a).
Remarks. (1) It is easy to see that (up to linear isomorphism), any pair (C,U) of
a polyhedral cone C in a vector space U with C = RU is isomorphic to a pair
(Z ,RZ ) arising as above from some affine root system Φ. Moreover, given any
multiset R of rays in C including all the extreme rays of C with multiplicity at least
one, one could choose Φ so in addition, R corresponds under the isomorphism to
the multiset of isotropic rays of the irreducible components of Φ
(2) One obtains from Lemmas 8.6 and 2.13 a complete description of all the
facial subsets of Π when Π has only finite type and affine type components. In this
case, one easily sees that the faces of Z are in natural bijection with the special
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facial subgroups W ′ of W , via W ′ 7→ ZW ′ . We shall show this holds in general in
Section 10.
Proof. We first prove (b). Choose φ ∈ C and consider the corresponding facial
subset ∆ := Π ∩ φ⊥ of Π. We have 〈φ,Z 〉 ⊆ R≥0. Let P := Z ∩ φ⊥, which
is a face of Z . Let J := { i ∈ I | δi ∈ P } and ∆i := ∆ ∩ Πi. Note that δi is
a strictly positive linear combination of Πi and 〈φ,Πi 〉 ⊆ R≥0. If i ∈ J , then
〈φ, δi 〉 = 0, so it follows 〈φ,Πi 〉 = 0, Πi ⊆ ∆ and therefore ∆i = Πi in this case.
On the other hand, if i 6∈ J , then 〈φ, δi 〉 > 0 so ∆i ( Πi. Hence ∆ arises as in (a).
Clearly, ∆i = Πi ∩∆, J = { i ∈ I | ∆i = Πi }, and P =
∑
j∈J R≥0δj are uniquely
determined by ∆.
Conversely, let P , J , ∆i be as in (a). Choose Γi ⊆ Πi as follows. If i ∈ J ,
let Γi = Π
′
i where Π
′
i ⊆ Πi is the set of simple roots of the finite Weyl group
corresponding to Φi (in fact, we need only Π
′
i ⊆ Πi and |Πi \Π′i| = 1) . If i ∈ I \ J ,
let Γi be any subset of Πi such that |Πi \Γi| = 1 and ∆i ⊆ Γi. Note that Γ := ∪iΓi
has all components of finite type; hence it is facial and linearly independent and
the restriction of 〈−,−〉 to RΓ is positive definite by Lemmas 8.5(a) and 2.9(c). It
follows that RΠ = RΓ⊕RZ , an orthogonal direct sum with RZ as radical, where
RΠ is positive semidefinite. Choose, by non-degeneracy of 〈−,−〉, a subspace
U ′ ⊇ RΠ of V such that the restriction of 〈−,−〉 to U ′ is non-singular and such
that the codimension of RΠ in U ′ is equal to the dimension N of RZ . Write
(RΓ)⊥∩U ′ = RZ +U where U is a totally isotropic subspace of U ′ of dimension N .
Then the restriction of 〈−,−〉 to RZ +U is non-singular of signature (N,N, 0) (it
is a direct sum of N hyperbolic planes) and the induced bilinear form RZ ×U → R
is a perfect pairing. Choose ψ ∈ U such that 〈ψ,Z 〉 ⊆ R≥0 and P = Z ∩ ψ⊥, so
J = { j ∈ I | δj ∈ ψ⊥ }. Note that 〈ψ,Πi 〉 = 0 for i ∈ J and 〈ψ,Πi \ Γi 〉 ⊆ R>0
for i ∈ I \ J since δi is a strictly positive linear combination of all the elements
of Πi, |Πi \ Γi| ≤ 1 and 〈ψ,Γi 〉 = 0. For each i ∈ I \ J , choose γi ∈ RΓi such
that 〈 γi,∆i 〉 = 0 and 〈 γi,Γi \ ∆i 〉 ⊆ R>0 (which is possible since Γi is linearly
independent and 〈−,−〉 is positive definite on RΓi). Let φ := ψ + 
∑
i∈I\J γi
where  > 0. It is easy to see that for sufficiently small  > 0, 〈φ,Π 〉 ⊆ R≥0 and
Π ∩ φ⊥ = ∪i∈I∆i = ∆. Hence the set ∆ as in (a) is facial. 
8.7. From Proposition 3.2(a), we have 〈 z, z′ 〉 ≤ 0 for all z, z′ ∈ Z . Since each
element z′ ofZ c is W -conjugate to an element k ofK c, the result below determines
the pairs z, z′ ∈ Z c with 〈 z, z′ 〉 = 0 up to W -conjugacy.
Lemma. Let k ∈ K c and z ∈ Z c both be non-zero. Let Γ, ∆ be connected supports
of k and z respectively, chosen so ∆ contains some connected support of the unique
element of Wz ∩K (which is possible by Lemma 8.4(i)). Then 〈 z, k 〉 = 0 if and
only if one or both of the following two conditions holds:
(i) ∆ and Γ are separated.
(ii) Γ is of affine type and z, k both span the isotropic ray R≥0δ of Γ.
Proof. The “if” direction is trivial. For the converse, suppose 〈 z, k 〉 = 0. Note that
neither Γ nor ∆ is of finite type, by 8.5(b). Write z =
∑
α∈∆ cαα where all cα > 0.
We have
0 = 〈 k, z 〉 =
∑
α∈∆
cα〈 k, α 〉.
Since all cα > 0 and 〈 k, α 〉 ≤ 0, it follows that 〈 k, α 〉 = 0 for all α ∈ ∆. This
readily implies that either ∆ is separated from Γ or ∆ is contained in Γ. Suppose
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that (i) doesn’t hold, so ∆ ⊆ Γ. If Γ is of indefinite type, 8.4(d) implies that
every connected component of {β ∈ Γ | 〈β, k 〉 = 0 } is of finite type. Since ∆ is
contained in one of these components, we would have ∆ of finite type contrary to
above. Therefore Γ must be of affine type. Since ∆ is not of finite type and ∆ ⊆ Γ,
we have Γ = ∆ of affine type. But 〈−,−〉 restricted to R∆ is positive semi-definite
with radical Rδ. Since 〈 k, k 〉 = 〈 z, z 〉 ≤ 0 and k, z ∈ R≥0Γ, we conclude that (ii)
holds. 
8.8. The following description of isotropic rays in Z with connected support is an
immediate corollary (cf. [34, Prop 5.7]).
Corollary. Any non-zero element δ of Z c is isotropic if and only if it is W -
conjugate to a representative of the isotropic ray of some irreducible affine standard
parabolic subsystem of Φ.
9. Hyperbolic and Universal Coxeter groups
In this section, we discuss the imaginary cone and its closure in the case of
“hyperbolic” and “universal” root systems. These two classes of root system play
an important role in the study of the imaginary cone in general. We also mention
some open questions.
9.1. Consider the following conditions on (V, 〈−,−〉) and (Φ,Π).
(i) The restriction of 〈−,−〉 to RΠ has signature (n, 1, 0) for some n ∈ N≥1
(i.e. RΠ is the orthogonal direct sum of a positive definite subspace of
dimension n ≥ 1 and a negative definite subspace of dimension 1).
(ii) No non-empty proper facial subset of Π has all its irreducible components
of indefinite type.
(iii) Every proper facial subset of Π has each of its connected components of
finite or affine type.
(iv) Every proper facial subset of Π has each of its connected components of
finite type.
Clearly (iv) implies (iii) which in turn implies (ii). We shall say that the root
system Φ (or Coxeter group W ) is weakly hyperbolic if (i) holds (in case V = RΠ,
this was called hyperbolic in [34, 4.5–4.6] and [31]). We say that (W,S) is hyperbolic
if (i) and (iii) hold, and that (W,S) is compact hyperbolic if (i) and (iv) hold.
9.2. If W is weakly hyperbolic, let Π1, . . . ,Πm be the irreducible components of Π.
We have RΠ =
∑
iRΠi where RΠi ⊥ RΠj if i 6= j. Moreover, RΠi∩
∑
j 6=iRΠj is in
the radical {0} of 〈−,−〉 restricted to RΠ, so in fact RΠ = ⊕iRΠi, an orthogonal
direct sum. By considering signatures of the restrictions of 〈−,−〉 to RΠi, it follows
that all but one of the Πi are of finite type and one of them, say Π1, is of indefinite
type. By 8.5(c), Π1 is a facial subset of Π. If (ii) holds as well, then Π1 = Π i.e. Π
is irreducible. In particular, if W is hyperbolic, it is irreducible of indefinite type.
Note that if W is weakly hyperbolic, the Witt index (dimension of a maximal
totally isotropic subspace) of the restriction of 〈−,−〉 to RΠ is 1. This implies that
any non-zero totally isotropic face (cf. 7.10) of Z is one-dimensional (i.e. a ray),
which makes the structure of Z , R0 etc much simpler than in general.
Remarks. If V = RΠ, the notions of hyperbolic and compact hyperbolic above
essentially coincide with those in [4], [32] and [33] for those (special) root systems
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which are both of the type here and of the type considered in these sources (which
all assume in particular that simple roots are linearly independent).
9.3. The following corollary of Proposition 5.8 is required below.
Corollary. Suppose that (W,S) is irreducible and satisfies the condition 9.1(ii) (as
well as 4.1(i)–(iii)). Then K = −C ∩ RΠ and Z = −X ∩ RΠ.
Proof. Under the assumptions here, Fm.ind = ∅. Proposition 5.8(a) therefore gives
K = −C ∩ RΠ. Since WRΠ = RΠ, this implies
Z =
⋃
w∈W
w(−C ∩ RΠ) = RΠ ∩
⋃
w∈W
w(−C ) = RΠ ∩ −X . 
9.4. If W is weakly hyperbolic on V there is a basis x0, . . . , xn of V such that
〈xi, xj 〉 = 0 for i 6= j, 〈xi, xi 〉 = 1 for i = 1, . . . n and 〈x0, x0 〉 = −1.
Let L = {∑i λixi | λ0 > √∑ni=1 λ2i }; this is an open convex cone in V with
closure L = {∑i λixi | λ0 ≥ √∑ni=1 λ2i } satisfying L ∗ = −L . (These well-
known assertions follow readily from the Cauchy-Schwarz inequality). The cones
L and −L are the two connected components of { v ∈ V | 〈 v, v 〉 < 0 }. We have
0 6= Z ⊆ L ∪ −L . Replacing xn by −xn if necessary, assume Z ∩L 6= {0}.
Proposition. Let W be irreducible and weakly hyperbolic, and let L be as defined
above. Assume V = RΠ. Then L is W -invariant and
(a) ([37],[33, (5.10.2)], [31, Proposition 3.7(i)]) Z ⊆ L .
(b) ([37], [31, Proposition 3.7(ii)] −L ⊆X .
(c) (compare [33, Ex 5.15]) If the condition 9.1(ii) holds (e.g. W is hyperbolic),
then L ⊆ Z = −X ⊆ L and Z = −X = X ∗ = L ⊆ R≥0Π. Further,
Z \L is the set of all isotropic elements of Z .
(d) If W is compact hyperbolic, then Z = −X = L ∪ {0}.
Proof. Let L ′ := L \ {0}, so the connected components of L ′′ := { v ∈ V \ {0} |
〈 v, v 〉 ≤ 0 } are ±L ′. By Proposition 3.2, Z \ {0} is a connected subset of L ′′
which intersects L ′ nontrivially, so Z \{0} ⊆ L ′ and (a) is proved. The W -action
preserves L ′′ but cannot interchange the two components ±L ′ since it preserves
Z \ {0} ⊆ L ′. Therefore L ′ (and hence its interior L ) is W -invariant. Taking
duals in (a) gives −L ⊆ Z ∗ = X by Theorem 5.1. Hence the interior −L of −L
is contained in the interior of X , which is in turn contained in X since X is a
cone. This proves (b).
Assume from now that 9.1(ii) holds. The first part of (c) follows from (a)–(b),
Lemma 9.3 and Theorem 5.1 (together with the definition of Y ). The second part
of (c) is trivial since L \ L is the set of all isotropic elements of L . Now the
isotropic elements of Z are W -conjugate to the isotropic elements of K , which are
completely described in Lemma 8.4. In particular, there are no non-zero isotropic
elements of Z unless there is a (necessarily proper since W is of indefinite type)
facial subset I of S such that ΠI has only affine components. Hence (d) follows
from the definitions and (c). 
9.5. The imaginary cone ZW ′ of a reflection subgroup W ′ is not in general the
intersection of Z with RΠW ′ , as simple examples show. However, the next Lemma
describes some important special situations in which this is true (in addition to
those in Corollary 3.5).
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Corollary. Let W ′ be a finitely generated reflection subgroup of W which is either
finite, irreducible affine or hyperbolic (e.g. any dihedral reflection subgroup). Then
ZW ′ = Z ∩ RΠW ′ and ZW ′ = Z ∩ RΠW ′ .
Proof. Let L′W ′ := { z ∈ RΠW ′ | 〈 z, z 〉 ≤ 0 } and LW ′ := L′W ′ ∩ R≥0ΠW ′ . We first
prove that
(9.5.1) L′W ′ = LW ′ ∪ −LW ′ , ZW ′ = LW ′
by considering cases according to the type of W ′. If W ′ is finite, then ZW ′ = 0 by
4.5 and 3.2(d), while LW ′ = L
′
W ′ = 0 by Lemma 2.9. If instead W
′ is affine, then
by 4.4, ZW ′ = ZW ′ = R≥0δ (where δ spans the isotropic ray of W ′), LW ′ = R≥0δ
and L′W ′ = Rδ. Finally, if W ′ is of hyperbolic type, then (9.5.1) follows from
Proposition 9.4(c). Next, we claim that
(9.5.2) L′W ′ ∩ R≥0Π = LW ′ , KW ′ = −CW ′ ∩ LW ′ .
The first equation above follows directly from the first equation in (9.5.1), and the
second follows from the definitions and Proposition 3.2(c).
Now by Lemma 3.2(c), Z ∩ RΠW ′ ⊆ L′W ′ . We get from Theorem 6.3 that
ZW ′ ⊆ Z ∩ RΠW ′ ⊆ L′W ′ ∩ R≥0Π ⊆ LW ′ = ZW ′
by (9.5.1)–(9.5.2). Next, note that ZW ′ ⊆ Z ∩ RΠW ′ by 6.3 again. To prove
the reverse inclusion, let z ∈ Z ∩ RΠW ′ . Choose w ∈ W with wz ∈ K , and
let W ′′ := wW ′w−1 which is a reflection subgroup of W of the same type (finite,
irreducible affine or hyperbolic) as W ′. Using Proposition 3.2(c) for W , and (9.5.2)
for W ′′, we have
wz ∈ K ∩ RΠW ′′ = −C ∩ R≥0Π ∩ L′W ′′ ⊆ −CW ′′ ∩ LW ′′ = KW ′′ ⊆ ZW ′′
and so z ∈ w−1ZW ′′ = ZW ′ as required. 
9.6. Some questions. We next collect some (mostly open) questions which have
arisen in the course of this work or are suggested by study of examples. One
preliminary remark is that some properties of the closed imaginary cone which
hold for irreducible root systems fail trivially for reducible ones. Correspondingly,
even for irreducible W , points of this cones may fail to have some property of
interest if the point is conjugate to a point in the cone attached to a proper facial
parabolic subgroup (since the latter may be reducible). Therefore define the set of
generic points of Z to be
Z gen := {α ∈ Z | wα 6∈ ZI for all w ∈W and facial I ( S }.
(We don’t make a corresponding definition for Z since it just yields the relative
interior of Z , as follows from results in §10.)
The following definitions are more naturally formulated in terms of a compact
convex base of a closed salient cone as in Lemma 7.10, but for uniformity, we
continue in terms of cones. Let C be any closed salient cone in V . For p ∈ V ,
set C(p) := cone(C − p). Fix non-zero p ∈ rb(C). Call p a smooth boundary point
if there is a unique absolutely supporting linear hyperplane for C in RC which
contains p. Say that p is a round boundary point if there is some (necessarily
unique) linear hyperplane H in RC containing the line Rp such that C(p) is the
union of Rp with one of the two open halfspaces in R(C − p) determined by H.
Finally, say that p is a flat boundary point if it is in the relative interior of an
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exposed face of C of codimension 1. Note that round or flat boundary points are
smooth, but not conversely.
Question. Let (W,S) be an irreducible finite rank Coxeter system of indefinite
type.
(a) Is Z gen ⊆ Z ∪Q? More strongly, is every proper face F of Z such that
ri(F ) ∩Z gen 6= ∅ totally isotropic?
(b) (See 7.9) Is R0 = Z ∩ Q (raised by Hohlweg and Ripoll)? If not, is it at
least true that Z gen ∩Q ⊆ ∪R0?
(c) Is Z equal to the topological closure of the convex hull of the union of the
set of its round boundary points and {0}?
(d) Is every extreme ray of Z exposed (cf. Lemma A.11(b)). More generally,
is every face of Z exposed? Is it even true that (Z ,X ) is a dual pair of
stable cones (cf. Theorem 10.3)?
(e) Do any two distinct, maximal, totally isotropic faces of Z , such that each
of them contains some point of Z gen, intersect in {0}?
Remarks. (1) Results in [21] are relevant to the study of several of these questions.
It should not be difficult to settle some of them for hyperbolic groups (for example,
for hyperbolic Φ, one has Z ⊆ Z ∪ Q, more strongly than (a), by Proposition
9.4). See 9.18 for an example showing the necessity of restrictions in (a), (b), (e)
for non-hyperbolic Φ.
(2) There is considerable diversity even in the imaginary cones of rank three
universal Coxeter groups. Depending on the root system, rb(Z ) \ {0} may either
consist entirely of round boundary points and be a differentiable submanifold of V
or contain no round boundary point which has a neighborhood in rb(Z )\{0} which
is a differentiable submanifold of V . Similarly in this case, R0 may be topologically
a circle or a Cantor set.
9.7. It would be natural to study the dynamics of the action of special elements of
W and subgroups of W on the closed imaginary cone, the disposition of eigenvectors
and eigenspaces in relation to the faces etc. The following question in this vein is
suggested by Lemma 6.1(f).
Question. If Φ is irreducible of indefinite type and α ∈ Z gen ∩Q, is 0 ∈Wα.
The condition that α be generic is included to exclude possibilities like α =
α′+α′′ where α′ ∈ Z and α′′ ∈ Z ∩Q have separated facial supports and α′ spans
the isotropic ray of an affine standard parabolic subsystem; in such a case, 0 ∈Wα
is not possible.
9.8. Other natural questions involve ubiquity of reflection subgroups which are
universal Coxeter groups, and their properties. Note that the based root system
(Φ,Π) is the root system of a universal Coxeter group if and only if 〈α, β 〉 ≤ −1
for all distinct α, β ∈ Π. In this case, we also say that (Φ,Π) is universal. Using
[18] (see [13, Remark 3.12]), it is equivalent to require |〈α, β 〉| ≥ 1 for all α, β in Φ.
We shall say that (Φ,Π) is a generic universal based root system if 〈α, β 〉 < −1
for all distinct α, β ∈ Π. (Using Corollary 8.8, this is easily seen to be equivalent
to |〈α, β 〉| > 1 for all α, β ∈ Φ with β 6= ±α, but we shall not need this fact).
Assume that (W,S) is an irreducible Coxeter system of indefinite type and of
finite rank at least two. We define a metric on the set of non-zero closed pointed
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cones which are contained in R≥0Π by using a Hausdorff metric (see e.g. [51]) on
their intersections with { v ∈ R≥0Π | 〈 v, ρ 〉 = 1 } (which is a compact convex base
of R≥0Π).
Question. Does there exist a finite rank reflection subgroup W ′ of W such that
(ΦW ′ ,ΠW ′) is a generic universal based root system and RΠW ′ = RΠ. Is there a
sequence of such reflection subgroups W ′n, n ∈ N, such that both sequences R≥0ΠW ′n
and ZW ′n , for n ∈ N, converge to Z in the above metric?
This was established for hyperbolic groups in [22]. It will be shown in [21] that
the question has an affirmative answer; in fact, we will prove more general results
about approximation of non-zero faces of Z .
9.9. Generic universal root systems. Because of the general importance of
generic universal root systems in view of the affirmative answer in [21] to the pre-
vious question, we discuss some of their properties in the remainder of this section.
Assumption. In 9.10–9.17, it is assumed unless otherwise stated (in addition to the
standing assumptions 4.1(i)–(iii)) that (Φ,Π) is generic universal (i.e. 〈α, β 〉 < −1
for all a 6= β ∈ Π) and, to avoid trivialities, that |Π| ≥ 2.
Give the finite set Π the discrete topology and
∏
n∈N Π the product topology.
Let C the the closed (topological) subspace of
∏
n∈N Π consisting of all sequences
β = (βn)n∈N in Π with βi 6= βi+1 for all i. In general, C is a compact, totally
disconnected, metrizable space. If |Π| > 2, then C is perfect (i.e. has no isolated
points) and it is well known that these conditions then imply that C is a Cantor
space i.e. it is homeomorphic to the (standard, ternary) Cantor set. If |Π| = 2,
then C is a discrete two-point space. For any β = (βn)n∈N ∈ C, set
Fβ := { z ∈ Z | lim
n→∞ sβn−1 · · · sβ0z = 0 }.
The theorem below is our main result on generic universal root systems. It shows in
particular that Z \Z ⊆ Q and that the space of connected components of Z \Z
(its quotient space identifying the components to points) is homeomorphic to C.
Theorem. (a) Z ∩Q = {0} and Z \Z ⊆ Q.
(b) For β = (βn)n∈N ∈ C, Z \ Fβ = { z ∈ Z | limn→∞〈 ρ, sβn−1 · · · sβ0z 〉 =
+∞}.
(c) There is a well-defined function b : Z \Z → C defined by setting b(z) := β
if β ∈ C and z ∈ Fβ \ {0}.
(d) The fibers of b, namely the sets b−1(β) = Fβ \ {0}, for β ∈ C, are the
connected components of Z \Z .
(e) {Fβ | β ∈ C} is the set of all faces of Z which are maximal in the set of
faces F of Z satisfying F ∩ Z = {0}. It is also the set of all maximal
totally isotropic faces of Z .
(f) The map b is a quotient map. It factors as a composite b = qp where
p : Z \ Z → ray(Q ∩ Z ) is an open quotient map α 7→ R≥0α and where
q : ray(Q ∩Z )→ C is a closed quotient map given by R≥0α 7→ b(α).
Subsections 9.10-9.17 give the proof of the theorem, and related facts.
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9.10. Some of the following results, especially the early ones, can be generalized,
with more technical statements, to hold for all universal (Φ,Π). We shall find it
convenient to use again the notation H≺φ introduced in 2.3. Also, for any non-zero
v ∈ R≥0Π, write v̂ := 1〈 ρ,v 〉v where we have fixed ρ ∈ V with 〈 ρ,Π 〉 ⊆ R≥0. Set
ρ := min({ 〈 ρ, β 〉 | β ∈ Π }) > 0. Throughout the proof, whenever multiple root
systems are under consideration and it is necessary to indicate notationally the
dependence of some object we have defined on the root system (Φ,Π), we shall do
so by attaching a subscript Π (or W ).
For any distinct α and β in Π, write 〈α, β 〉 = − coshλ where λ = λα,β > 0. Let
uΠ(α, β) = u(α, β) := e
λα+β ∈ Q and u′Π(α, β) = u′(α, β) := (coshλ)α+β ∈ α⊥.
It is easily verified from our general results (or by direct computation using for
instance the discussion of dihedral root systems in [30]), that the imaginary cone
of W ′ = Wα,β = 〈 sα, sβ 〉 is ZW ′ = R>0{u(α, β), u(β, α)} ∪ {0}, with closure
Z W ′ = R≥0{u(α, β), u(β, α)} and the fundamental domain for W ′ on ZW ′ is
KW ′ = R≥0{u′(α, β), u′(β, α)}. Also define
K + := R≥0{u(α, β) | α, β ∈ Π, α 6= β } = R≥0
( ⋃
α 6=β∈Π
Z W{α,β}
)
⊆ Z .
It is important for our purposes to understand the relative position of the rays
through the points
x1 := α x2 := u(α, β) = e
λα+ β
x3 := u
′(α, β) = (coshλ)α+ β x4 := u′(β, α) = α+ (coshλ)β
x5 := u(β, α) = α+ e
λβ x6 := β
where α 6= β ∈ Π. Define the slope of u := aα+ bβ, where a, b ∈ R≥0 are not both
zero, as m(u) = ba ∈ R≥0 ∪ {∞}. Then
m(x1) = 0 < m(x2) = e
−λ < m(x3) =
1
coshλ
< m(x4) = cosh(λ) < m(x5) = e
λ < m(x6) =∞.
This implies that
(9.10.1) R≥0xj ⊆ R≥0xi + R≥0xk ⇐⇒ i ≤ j ≤ k, if 1 ≤ i ≤ k ≤ 6, 1 ≤ j ≤ 6.
Similar results are formulated in an affine setting in [30]; the condition in (9.10.1)
is equivalent to x̂j ∈ conv({x̂i, x̂j}) and the result is represented by the diagram
x̂1 x̂2 x̂3 x̂4 x̂5 x̂6
of points on the affine line spanned by the x̂i.
9.11. The lemma below describes basic relations between K , K +, Z and Q.
Lemma. (a) K = R≥0{u′(α, β) | α 6= β ∈ Π } = R≥0
(⋃
α6=β∈ΠKW{α,β}
)
.
(b) R≥0Π = K ∪˙
(⋃˙
α∈Π(R≥0Π ∩H>α )
)
.
(c) Z ∩Q = {0}.
(d) K ⊆ K + ⊆ Z .
(e) Z = ∪w∈W wK +.
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Proof. We first prove (a)-(b) assuming that Π is linearly independent. By definition,
K = R≥0Π ∩
⋂
α∈ΠH
≤
α . One easily checks
R≥0Π ∩H=α = R≥0{u′α,β | β ∈ Π \ {α} }.
Also, for any α ∈ Π, H<α does not contain α, and it contains u′(β, γ), where β 6= γ
in Π, if and only if β 6= α. It follows that {u′(α, β) | α, β ∈ Π, α 6= β } is a set
of representatives for the extreme rays of the polyhedral cone K , proving the first
equality in (a). The second equality in (a) is clear from the formulae in 9.10. Recall
that the facets of K are its codimension one faces. These are the cones
K ∩ R≥0(Π \ {α}) = R≥0{u′β,γ | β, γ ∈ Π \ {α}, β 6= γ }
for α ∈ Π (provided |Π| ≥ 3) and K ∩ α⊥ = R≥0Π ∩H=α for α ∈ Π. Moreover,
R≥0Π ∩H≥0α = R≥0({α} ∪ {u′α,β | β ∈ Π \ {α} })
for α ∈ Π. It is easy to see from these equations that (b) also holds. Next, to
prove (a)–(b) in general (if Π is is possibly linearly dependent) choose a canon-
ical lift (Φ′,Π′) in (V ′, 〈−,−〉′) of (Φ,Π) with canonical map L : V ′ → V as in
1.4. For any distinct α′, β′ ∈ Π′, one has L(u′Π′(α′, β′)) = u′Π(L(α′), L(β′)) since
〈L(α′), L(β′) 〉 = 〈α′, β′ 〉′. Part (a) follows directly by applying L to the formula
(a) for (Φ′,Π′) (known since Π′ is linearly independent) using Proposition 3.6. Part
(b) follows similarly using R≥0Π′ ∩ L−1(R≥0Π ∩H>L(α′)) = R≥0Π′ ∩H>α′ in V ′ and
L(R≥0Π′ ∩H>α′) = R≥0Π ∩H>L(α′) in V , for α′ ∈ Π′.
For (c), note K c = K \ {0} and Z c = Z \ {0} since any non-zero element of
R≥0Π has a connected support (in fact, any non-empty subset of Π is connected).
Since there are no irreducible affine standard parabolic subsystems of Φ, part (c)
holds by Corollary 8.8. In (d) the first (resp., second) inclusion holds since for all
α 6= β in Π, KWα,β ⊂ Z Wα,β (resp., Z Wα,β ⊆ Z ). From (d) and the definition
Z = ∪w∈Ww(K ), we have
Z = ∪w∈W wZ ⊇∪w∈W wK +⊇∪w∈W wK = Z
which proves (e). 
9.12. The next lemma establishes a crucial special fact about generic universal
root systems: the positive root cone is the union of the imaginary cone and certain
cones Dα \ {0}, indexed by simple roots α, the union of which contains all positive
roots and also the intersection of the positive root cone and isotropic cone. This
fact plays a significant role in the study of root systems of general Coxeter groups
in [21]. For any α ∈ Π, define
Dα = DΠ,α := R≥0({α} ∪ {u(α, β) | β ∈ Π \ {α}}) ⊆ R≥0Π
Lemma. (a) For α ∈ Π, Dα \ {0} ⊆ H>α ∩
⋂
β∈Π\{α}H
<
β . In particular,
Dα ∩Dβ = {0} if α 6= β in Π.
(b) There is a constant kρ > 0 (depending on ρ) such that if γ ∈
⋃
α∈ΠDα and
β ∈ Π then |〈 γ, β∨ 〉| ≥ kρ |〈 ρ, γ 〉|.
(c) There is a constant k′ρ > 0 such that if γ ∈ Dα and γ′ ∈ Dβ where α, β ∈ Π
are distinct, then 〈 γ, γ′ 〉 ≤ −k′ρ〈 γ, ρ 〉〈 γ′, ρ 〉.
(d) R≥0Π = Z ∪
(⋃
α∈ΠDα
)
.
(e) Φ+ ∪ ((Q ∩ R≥0Π) \ {0}) ⊆ R≥0Π \Z ⊆
⋃
α∈ΠDα.
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(f) Let γ ∈ R≥0Π \ Z . Then for α ∈ Π, 〈 γ, α 〉 ≥ 0 if and only if γ ∈ Dα if
and only if 〈 γ, α 〉 > 0. These conditions are satisfied by a unique α ∈ Π.
Proof. Part (a) holds since for α 6= β ∈ Π , one has 〈α, α 〉 > 0 and 〈α, u(α, β) 〉 > 0
while for γ ∈ Π \ {α}, one has 〈 γ, α 〉 < 0 and 〈 γ, u(α, β) 〉 < 0. For (b), note that
for any α, β ∈ Π and γ ∈ Dα \ {0}, one has |〈 γ, β∨ 〉| ≥ kα,β〈 γ, ρ 〉 by (a), where
kα,β := min
(
{ |〈β
∨, u 〉|
|〈 ρ, u 〉| | u ∈ {α} ∪ {u(α, γ) | γ ∈ Π \ {α} } }
)
.
Part (b) holds setting kρ := min({ kα,β | α, β ∈ Π }). The proof of (c) is similar to
that of (b) and we omit it.
In the proof of (d), assume first that Π is linearly independent. Using this
assumption, choose for each α ∈ Π an element φα ∈ V such that 〈φα, u(α, β) 〉 = 0
for all β ∈ Π \ {α} and 〈φα, α 〉 > 0. Let α 6= β in Π. It follows from (9.10.1)
that u(α, β) ∈ R>0{α, γ} for each γ ∈ {u′(α, β), u′(β, α), u(β, α), β}. It follows
that 〈φα, γ 〉 < 0 for such γ. That is, the hyperplane H=φa ∩ RΠ in RΠ strictly
separates α and γ. It follows that it also strictly separates α from Π \ {α} and
α from uγ,δ for any γ 6= δ in Π \ {α}. One easily checks that for any α ∈ Π,
R≥0Π ∩H=φα = R≥0{u(α, β) | β ∈ Π \ {α} }. An argument very similar to that in
the proof of Lemma 9.11(a) shows that K + = R≥0Π ∩
⋂
α∈ΠH
≤
φα
. The facets of
K + are the cones K + ∩ R≥0(Π \ {α}) = R≥0{uβ,γ | β 6= γ ∈ Π \ {α} } = K +Π\{α}
for α ∈ Π (provided |Π| ≥ 3) and K +∩H=φα = R≥0{uα,β | β ∈ Π\{α} } for α ∈ Π.
Also, Dα = R≥0Π ∩H≥φα . This makes it clear that R≥0Π = K + ∪
(⋃
α∈ΠDα
)
.
Now clearly R≥0Π⊇Z ∪
(⋃
α∈ΠDα
)
. We prove the reverse inclusion by induction
on n := |Π|. If n = 2, say Π = {α, β}, this follows easily from (9.10.1) (in fact,
the right hand side is a partition of the left hand side in this case). Now assume
n ≥ 3. From above, it suffices to show K + ⊆ Z ∪ (⋃α∈ΠDα). Let z ∈ K +. Now
clearly RK + = RΠ = RZ . Hence ri(K +) ⊆ ri(Z ) = ri(Z ) ⊆ Z . Therefore
if z ∈ ri(K +), then z ∈ Z as required. In the contrary case, z is in some facet
of K +. Now for α ∈ Φ, the facet K + ∩ H=φα = R≥0 ∩ H=φα is also a facet of
Dα. Hence we may assume that z is in a facet K
+
∆ of K
+ where ∆ := Π \ {α}
for some α ∈ Π. By induction, z ∈ Z∆ ∪ (
⋃
β∈∆D∆,β). By Remark 3.5(2),
Z∆ = Z ∩ R≥0∆. Also, D∆,β = R≥0({β} ∪ {uβ,γ | γ ∈ ∆ \ {β}}) = Dβ ∩ R≥0∆.
Therefore z ∈ Z ∪ (⋃β∈ΠDβ) as required to complete the proof of (d) in the case
of linearly independent Π.
If Π is linearly dependent, choose a canonical lift (Φ′,Π′) in (V ′, 〈−,−〉′) of
(Φ,Π) with canonical map L : V ′ → V as in 1.4. For any distinct α′, β′ ∈ Π′, one has
L(uΠ′(α
′, β′)) = uΠ(L(α′), L(β′)) since 〈L(α′), L(β′) 〉 = 〈α′, β′ 〉′. The definitions
therefore give L(DΠ′,α′) = DΠ,L(α′) for α ∈ Π′. By the linear independence of Π′
and the case previously treated, we therefore get
R≥0Π = L(R≥0Π′) = L(ZΠ′ ∪ (
⋃
α′∈Π′
DΠ′,α′)) = L(ZΠ′) ∪ (
⋃
α′∈Π′
L(DΠ′,α′))
= ZΠ ∪ (
⋃
α∈L(Π′)
DΠ,α) = ZΠ ∪ (
⋃
α∈Π
DΠ,α)
using Proposition 3.6, as required to complete the proof of (d) in all cases.
The second inclusion in (e) follows from (d). For the first, note that its left hand
side is contained in R≥0Π \ {0}. Hence it suffices to show that Φ+ ∩ Z = ∅ and
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Z ∩Q = {0}. The former is clear since 〈α, α 〉 = 1 for α ∈ Φ while 〈α, α 〉 ≤ 0 for
α ∈ Z by Proposition 3.2(c), while the latter holds by Lemma 9.11(b). Part (f)
follows from (a) and (e).

9.13. We shall define below a subset Z∞ of R≥0Π and a function b : Z∞ → C
(which will turn out to coincide with b in Theorem 9.9(a)). To do this, fix γ ∈ R≥0Π
and attempt to associate to γ a sequence b(γ) = (βn)n∈N ∈ C, using Lemma 9.11(b)
as follows. Set γ0 := γ. Then β0 is defined if and only if γ0 ∈ R≥0Π \K , in which
case β0 is defined to be the unique element of Π such that 〈β0, γ 〉 > 0. In general,
for m ∈ N, βm+1 is defined if and only if β0, . . . , βm are all defined and, further,
γm+1 := sβm · · · sβ0(γ) ∈ R≥0Π\K ; then we define βm+1 to be the unique element
of Π with 〈βm+1, γm+1 〉 > 0. Note βm+1 6= βm when they are both defined. Define
Z∞ to be the set of all γ ∈ R≥0Π such that βn is defined for all n ∈ N, and define
b : Z∞ → C by b(γ) := (βn)n∈N for any γ ∈ Z∞. Note that Z∞ is a possibly
non-convex, blunt cone and b is constant on R>0-orbits on Z∞.
Lemma. (a) b : Z∞ → C is continuous.
(b) For β = (βn)n ∈ C, b−1(β) = Z∞∩
⋂
i∈NH
>
β′i
where β′i := sβ0 · · · sβi−1(βi).
Proof. To prove (a), it will suffice to show that for n ∈ N and β0, . . . , βn ∈ Π with
βi−1 6= βi for i = 1, . . . , n, the set U := { γ ∈ Z∞ | (b(γ))i = βi for i = 1, . . . , n }
is open in Z∞. But from the definition of b, for any γ ∈ Z∞, one has γ ∈ U if and
only if
〈 γ, β0 〉 > 0, 〈 sβ0γ, β1 〉 > 0, . . . , 〈 sβn−1 · · · sβ0(γ), βn 〉 > 0.
This implies that U = Z∞ ∩
⋂n
i=0H
>
β′i
where β′i = sβ0 · · · sβi−1(βi) for i = 0, . . . , n.
This description shows U is open in Z∞, proving (a). A similar argument shows
that for γ ∈ Z∞ and β = (βn)n ∈ C, one has b(γ) = β if and only if 〈 γ, β′i 〉 > 0
for all i ∈ N, where β′i is as in (b). This completes the proof of (b). 
9.14. In order to describe and prove some further properties of the function b, it
is convenient to partially order V by v1 ≤ v2 if v2 − v1 ∈ R≥0Π, for v1, v2 ∈ V .
For γ ∈ R≥0Π \K and β ∈ Π, we have sβ(γ) < γ if 〈 γ, β 〉 > 0 and sβ(γ) > γ if
〈 γ, β 〉 < 0, these being the only possibilities (any coarser partial order on V with
these properties could be used in place of ≤ below).
Lemma. Let γ′ ∈ Z∞, b(γ′) = β′ = (β′n)n ∈ C and α = (αn)n ∈ C with α 6= β′.
Let m := max({n ∈ N | αj = β′j for j = 0, . . . , n− 1 }) ∈ N. For any n ∈ N, write
γ′n := sβ′n−1 · · · sβ′0(γ′) ∈ R≥0Π and set δn := sαn−1 · · · sα0(γ′).
(a) γ′0 > γ
′
1 > γ
′
2 . . ..
(b) δ0 > δ1 > . . . > δm and δm < δm+1 < δm+2 < . . ..
(c) γ′n = δn for n = 0, 1, . . . ,m and δn > γ
′
n for all n ≥ m+ 1.
(d) Z∞ = Z \Z .
(e) limn→∞ γ′n = 0 and γ
′ ∈ Q.
(f) 〈 ρ, δn 〉 → ∞ as n→∞.
(g) If z ∈ Z \ {0} and (wn)n∈N is any sequence of pairwise distinct elements
of W , then 〈 ρ, wnz 〉 → ∞ as n→∞.
Proof. For τ ∈ R≥0Π \K , there is a unique  ∈ Π such that 〈 τ,  〉 > 0, by Lemma
9.11, and for any ′ ∈ Π \ {}, one has s′τ > τ and s′τ ∈ R≥0Π \K . The claims
in parts (a)–(c) on γ′n, δn follow easily from these observations by induction on n.
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Next we prove (d). For any γ ∈ Z \Z ⊆ R≥0Π \K , there is a unique β ∈ Π
with 〈β, γ 〉 > 0 by Lemma 9.11(b); further, one has sβ(γ) ∈ Z \Z since Z \Z is
W -invariant. It follows by induction on n that for all n ∈ N, the simple root βn in
the construction of b(γ) above is defined, so b(γ) is defined and Z \Z ⊆ Z∞. For
the reverse inclusion, it will suffice by Theorem 5.1(b) and definition of Y to show
that γ′ 6∈ Z and w(γ′) ∈ R≥0Π for all w ∈ W (since γ′ ∈ Z∞ is arbitrary). Since
β′i 6= β′i+1 for all i, one has sβ′0 · · · sβ′k(β′k+1) ∈ Φ+ for all k ∈ N, and these roots are
pairwise distinct. Since 〈β′k+1, γ′k+1 〉 > 0, we have 〈 sβ′0 · · · sβ′k(β′k+1), γ′ 〉 > 0 for all
k. Lemma 1.10(a) implies that γ′ 6∈ −X and then Proposition 3.2(a) implies that
γ′ 6∈ Z . Now we let w ∈ W and show wγ′ ∈ R≥0Π. By choosing α appropriately,
we may assume without loss of generality that w = sαp−1 · · · sα0 where p ∈ N.
Then w(γ′) = δp ≥ γ′p ∈ R≥0Π by (a)–(c). By definition of ≤, we also have
w(γ′)− γ′p ∈ R≥0Π so w(γ′) ∈ R≥0Π as required. This completes the proof of (d).
For (e), let λ := inf({ 〈 ρ, wγ′ 〉 | w ∈ W }) ∈ R≥0. By (d) and Lemma 6.1,
there exists v ∈ Wγ′ ∩K with ρ(v) = λ and a sequence (wn)n∈N in W such that
wnγ
′ → v. For each n ∈ N, write wn = xnyn, where l(wn) = l(xn) + l(yn), as
follows. Take a reduced expression wn = sq . . . s0 (depending on n) with i ∈ Π,
and set p = max({n ∈ N | n ≤ q + 1, i = γ′i for i = 0, . . . , n− 1 }). Define
yn = sp−1 · · · s0 and xn = sq · · · sp . Also write mn := l(yn). By choosing α
appropriately depending on wn, (a)–(c) imply that γ
′ ≥ ynγ′ and wnγ′ ≥ ynγ′ for
all n. Hence λ ≤ 〈 ρ, ynγ′ 〉 ≤ 〈 ρ, wnγ′ 〉 for all n. As n→∞, 〈 ρ, wnγ′ 〉 → λ and so
〈 ρ, ynγ′ 〉 → λ also. But wnγ′ − ynγ′ ∈ R≥0Π and 〈wnγ′ − ynγ′, ρ 〉 → 0 as n→∞
imply that wnγ
′ − ynγ′ → 0 also. Since wnγ′ → v, we get ynγ′ → v as well. But
ynγ
′ = γ′mn . Since the sequence (〈 ρ, γ′n 〉)n in R≥0 is strictly monotonic decreasing
and 〈 ρ, γ′mn 〉 → λ as n → ∞, we must have, by definition of λ, mn → ∞ and〈 ρ, γ′n 〉 → λ as n → ∞. Now for any k with mk > n, we have γ′n − γ′mk ∈ R≥0Π.
Letting k →∞ gives γ′n− v ∈ R≥0Π. Since 〈 γ′n− v, ρ 〉 → λ− λ = 0 as n→∞, we
get γ′n → v as n→∞. Hence limn→∞ γ′n = v ∈ K .
We show next that v = 0. Suppose to the contrary that v 6= 0. Then 〈 ρ, γ′n 〉 ≥
λ > 0 for all n ∈ N. Since γ′ is in the W -invariant set Z \Z , and γ′n ∈ Wγ, we
get γ′n ∈ Z \ Z ⊆ ∪α∈ΠDα. Let γ′n ∈ Dτn , where τn ∈ Π. By Lemma 9.12(a)-
(b), 〈 γ′n, τ∨n 〉 ≥ kρ〈 ρ, γ′n 〉 ≥ λkρ > 0 and similarly 〈 γ′n, σ∨ 〉 ≤ −λkρ < 0 for
σ ∈ Π \ {τn}. Since γ′n → v as n → ∞, there is some τ ∈ Π such that τn = τ for
all sufficiently large n, and v ∈ Dτ . But then 〈 v, τ∨ 〉 ≥ kρ〈 ρ, v 〉 > 0 contrary to
v ∈ K . This shows that v = 0. Now wnγ′ → v and 〈 γ′, γ′ 〉 = 〈wnγ′, wnγ′ 〉 →
〈 v, v 〉 = 0 as n→∞ implies that γ′ is isotropic. This completes the proof of (e).
Now we prove (f). For any l ∈ N, δl+1 = sαl(δl) = δl − 〈 δl, α∨l 〉αl. Assume
l ≥ m. Then 〈 δl, α∨l 〉 < 0 since δl+l > δl, so −〈 δl, α∨l 〉 ≥ kρ〈 ρ, δl 〉 ≥ kρ〈 ρ, δm 〉
where kρ is as in Lemma 9.12, using δl − δm ∈ R≥0Π for the last inequality. Hence
〈 ρ, δl+1 − δl 〉 = −〈 δl, α∨l 〉〈 ρ, αl 〉 ≥ kρ〈 ρ, δm 〉〈 ρ, αl 〉 ≥ ρkρ〈 ρ, δm 〉.
Setting K := ρkρ〈 ρ, δm 〉 > 0, we get 〈 ρ, δN+m 〉 ≥ 〈 ρ, δm 〉 + NK for all N ∈ N
which implies (f) (the above estimates suffice for purposes here but are obviously
far from sharp).
For the proof of (g), we may assume without loss of generality that z ∈ K \{0}.
Hence v := −z ∈ C . Fix N ∈ R≥0. By 4.3(a), there are only finitely many x ∈Wz
with 〈 v− x, ρ 〉 ≤ N . By Lemma 1.10 and Lemma 9.11(e), StabW (v) is a standard
parabolic subgroup of W of rank 0 or 1, so it is finite. Hence for each x ∈Wz with
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〈 v−x, ρ 〉 ≤ N , there are only finitely many w ∈Wv with wv = x. This implies that
there are only finitely many w ∈W with 〈 v−wv, ρ 〉 ≤ N i.e. 〈wz, ρ 〉 ≤ N−〈 v, ρ 〉.
Since N ≥ 0 is arbitrary, this establishes (g). 
9.15. This section will establish that the fibers of b are all non-empty, which is
an important point in the proof of Theorem 9.9. Though not strictly necessary for
purposes here, we establish a stronger fact involving the dominance order  of Φ,
which is the partial order such that α  β if for all w ∈ W with w(β) ∈ Φ−, one
has w(α) ∈ Φ− (see [6], [2] or [31]). If α, β ∈ Φ+, one has α  β if and only if
〈α, β 〉 ≥ 1 and l(sα) ≤ l(sβ). The above two characterizations of dominance order
apply to arbitrary based root systems. For universal root systems (generic or not),
the second criterion immediately implies the following fact: for α, β ∈ Φ+, one has
α  β if and only if, writing (in the unique possible way) β = sβ1 . . . sβn−1(βn)
where all βi ∈ Π and l(sβ) = 2n − 1, one has α = sβ1 . . . sβm−1(βm) for some
1 ≤ m ≤ n.
Recall also the definitions from §5 of the set R+ of rays spanned by positive
roots and the set R0 = Acc(R+) of its limit rays in ray(V ). Note that, since limit
rays of the set of root rays are isotropic, (
⋃
R0) \ {0} ⊆ Z \Z = Z∞ by Lemmas
9.11 and 9.14. Since b : Z∞ → C has blunt, possibly non-convex cones as its fibers,
it determines a partition R0 = ∪˙β∈C(R0 ∩ ray(b−1(β) ∪ {0})) (except it is not yet
clear that all the sets on the right are non-empty). The following proposition gives
a condition for a sequence of positive root rays to have all its limit rays in one set
in this partition, and makes it clear that these sets are all non-empty.
Proposition. Fix β = (βn)n∈N ∈ C. Set β′n := sβ0 · · · sβn−1(βn) ∈ Φ+.
(a) Let αn ∈ Φ+ for all n ∈ N. Then Acc((R≥0αn)n) ⊆ R0∩ ray(b−1(β) ∪ {0})
if and only if for all m ∈ N, one has β′m  αn for almost all n ∈ N.
(b) Acc((R≥0β′n)n∈N) ⊆ ray(b−1(β) ∪ {0}). Hence b is surjective.
Proof. It is sufficient to prove (a) under the extra assumption that (R≥0αn)n has
a unique limit ray R≥0α i.e. {R≥0α} = Acc((R≥0αn)n) or equivalently, α̂ =
limn→∞ α̂n. First consider the case that α is non-isotropic. Without loss of gener-
ality, assume α ∈ Φ+. Then αn = α for almost all n. Moreover R≥0α 6∈ R0 and,
since each positive root dominates only finitely many positive roots and the βi are
pairwise distinct, there is some m ∈ N such that βm ≤ αn for no n ∈ N. Hence (a)
holds if α is non-isotropic. Now assume that α is isotropic. Then, since R≥0α is a
limit ray of the set of rays spanned by positive roots, one has α ∈ Z∞, as previously
noted, so b(α) is defined. In this case, we have R≥0α ∈ R0 ∩ ray(b−1(β) ∪ {0}) if
and only if b(α) = β. In the notation of Lemma 9.13(b), we have b(α) = (βn)n if
and only if for all m ∈ N, 〈α, β′m 〉 > 0.
We claim that this holds if and only if for all m, 〈αn, β′m 〉 > 0 for almost all n.
Fix m. Since α̂n → α̂, it is clear that 〈α, β′m 〉 > 0 implies 〈αn, β′m 〉 > 0 for almost
all n. Conversely, suppose that 〈αn, β′m 〉 > 0 for almost all n. Since α̂n → α̂,
it is clear that 〈 α̂, β′m 〉 ≥ 0 and we have to show equality cannot occur. Write
w := sβm−1 . . . sβ0 . We have to show that 〈 α̂, w−1βm 〉 6= 0 i.e. 〈wα̂, βm 〉 6= 0.
But 0 6= α̂ ∈ Z ∩Q and hence 0 6= wα̂ ∈ Z ∩Q ⊆ R≥0Π ∩Q. By Lemma 9.12,
|〈wα̂, β∨m 〉| ≥ kρ〈 ρ, wα̂ 〉 > 0. This proves the claim.
Thus, b(α) = β if and only if for all m, 〈αn, β′m 〉 > 0 for almost all n. Equiv-
alently since Φ is universal, b(α) = β if and only if for all m, 〈αn, β′m 〉 ≥ 1 for
almost all n. Since l(sαn)→∞ as n→∞, this is equivalent to the condition that
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for all m, β′m  αn for almost all n. This proves (a). Part (b) follows from (a) since
β′0 ≺ β′1 ≺ β′2 ≺ . . . (and any sequence of distinct root rays has at least one limit
ray). 
9.16. Proof of Theorem 9.9. The first part of 9.9(a) is already established as
Lemma 9.11(c). The second part of (a) follows from Lemma 9.14(d)–(e), since
γ′ ∈ Z∞ there is arbitrary.
Let β = (βn)n ∈ C and wn := sβn−1 . . . sβ0 ∈W . Then
(9.16.1) b−1(β) ∪ {0} ⊆ { z ∈ Z | lim
n→∞wnz = 0 }
by Lemma 9.14(e). Also,
(9.16.2) Z \ (b−1(β) ∪ {0}) ⊆ { z ∈ Z | lim
n→∞〈 ρ, wnz 〉 =∞}
To see this, note that Z \{0} is contained in the right hand side by Lemma 9.14(g),
and any point of Z \ (Z ∪ b−1(β)) is in b−1(β′) for some β′ 6= β in C and so is in
the right hand side by using Lemma 9.14(f). Now the left hand sides of (9.16.1)–
(9.16.2) form a partition of Z and the right hand sides are disjoint subsets of Z .
Hence the inclusions in (9.16.1)–(9.16.2) are actually equalities. By definition of
Fβ , this proves that b
−1(β) ∪ {0} = Fβ and that Theorem 9.9(b) holds. It also
implies that the sets Fβ \ {0} for β ∈ C form a partition of Z \Z , which proves
Theorem 9.9(c) and that the function b so defined coincides with the function b
defined in 9.13.
Note that for β ∈ C, Fβ is a totally isotropic face of Z by Lemma 7.10(c)
and Fβ ∩ Z = {0} by (a). Hence b−1(β) = Fβ \ {0} is a blunt cone, which is
non-empty by Proposition 9.15(b). So b−1(β) is non-empty and connected. Since
C is totally disconnected, its connected components are its singleton subsets and
therefore β−1(β) is a connected component of the domain Z \Z of b. This proves
Theorem 9.9(d).
Next we prove Theorem 9.9(e). Suppose β ∈ C. Let F be any face of Z such
that F ∩Z = {0} and F⊇Fβ . Then F \ {0} is a connected subset of Z \Z and it
contains the component Fβ \{0}, so by (b), F \{0} = Fβ \{0} and F = Fβ . On the
other hand, let G be any face of Z with the property G ∩Z = {0}. If G = {0},
then G ⊆ Fβ for all β ∈ C. Otherwise, G \ {0} is a non-empty connected subset of
Z \Z and is therefore contained in Fβ \ {0} for a unique β ∈ C. This completes
the proof of (e).
Before the proof of Theorem 9.9(f), we recall relevant generalities about quotient
maps. A map q : X → Y of topological spaces is said to be a quotient map if it
is surjective and a set U is open in Y if and only if q−1(U) is open in X. In that
case, any continuous map f : X → Z which is constant on each fiber q−1(y), for
y ∈ Y , factors uniquely as a composite f = f ′q where f ′ : Y → Z is continuous.
Any continuous, open (resp., closed), surjective map q : X → Y is a quotient map
and then given any subset Y ′ of Y , the restriction of q to a map q′ : X ′ → Y is also
an open (resp., closed) quotient map where X ′ := q−1(Y ′).
Consider the space ray(V ). For the part of the argument involving p, it is
convenient to identify ray(V ) with the unit sphere S in V (with respect to some norm
‖ ‖ on V induced by a positive definite inner product on V ) by the homeomorphism
R≥0α 7→ 1‖α‖α for 0 6= α ∈ V . The natural continuous map α 7→ R≥0α : V \ {0} →
ray(V ) then identifies with the map r : V \ {0} → S given by α 7→ 1‖α‖α. It is an
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open quotient map (in fact, it maps open balls in V \ {0} to open balls in S, where
the balls in S are defined with respect to the metric obtained by restriction of the
metric on V induced by ‖ ‖). It follows that for any subset X of V which is a union
of rays, the natural map X \ {0} → ray(X ∪ {0}) given by restriction of r is an
open quotient map, where X \ {0} (resp., ray(X)) is topologized as a subspace of
V (resp., ray(V )).
This applies in particular to the set X = Z ∩Q = Z∞ ∪ {0} = (Z \Z ) ∪ {0}.
It follows that b factors as b = qp where p, q are as in 9.9(f) except that q is so
far only known to be continuous. To show q is a closed quotient map, recall the
identification (used in the proof of Proposition 5.3) of ray(R≥0Π) with the polytope
P = conv(Π̂), where Π̂ := { α̂ | α ∈ Π }, in the affine hyperplane H = { v ∈ V |
〈 ρ, v 〉 = 1 }. The identification is given by R≥0α 7→ α̂ for 0 6= α ∈ R≥0Π. Under
this identification, ray(Q ∩ Z ) identifies with the closed, hence compact, subset
{ α̂ | α ∈ Z∞ } = Q ∩Z ∩H of P . Since q is a continuous map between compact
Hausdorff spaces, it is closed. Since b is surjective, so is q and therefore q is a
quotient map as claimed. As it is a composite of quotient maps, b is a quotient
map too.
9.17. Retain the identification ray(Q ∩ Z ) ⊆ ray(R≥0Π) = P from the end of
the preceding proof. (One can naturally identify ray(V ) itself with the boundary
of any convex polytope P ′ with P as a face and 0 as interior point, if desired.)
The identification induces an identification of ray(Z ) with a convex subset Z of P
and ray(Z ) with the compact convex set Z. Let Q := ray(Q). The fibers of q are
precisely the maximal isotropic faces (isotropic in the sense of being contained in Q)
of Z and they are also the connected components of Z∩Q. Further, C is a quotient
space of Z ∩ Q, identifying each connected component to a point. For arbitrary
generic universal based root systems, we leave the determination of the dimensions
of these connected components, description of their faces and face lattices etc as
an open problem. If however Φ is in addition assumed to be weakly hyperbolic,
the connected components of Z ∩Q reduce to points se questions can be answered
easily (see [21] for some properties of weakly hyperbolic root systems in general).
Corollary. Suppose that Φ is weakly hyperbolic and generic universal.
(a) Let β = (βn)n∈N ∈ C. Set β′n := sβ0 · · · sβn−1(βn) ∈ Φ+. Then the limit
limn→∞ R≥0β′n = R≥0zβ exists in ray(V ) and ray(b−1(β)∪{0}) = {R≥0zβ}.
(b) R0 = ray(Q ∩Z ).
(c) The map q : R0 → C is a homeomorphism.
Remarks. It is easily checked that a generic universal root system is weakly hyper-
bolic if it has rank three, or if it has rank at least four and all inner products of
distinct simple roots are (sufficiently close to) equal.
Proof. The isotropic face Fβ is one-dimensional (i.e. it is a ray) by the discussion in
9.2. Hence ray(Fβ) = {R≥0zβ} for any non-zero zβ ∈ Fβ . The sequence R≥0βn has
at least one limit point, and any such limit point must be in ray(Fβ) by Proposition
9.16. Part (a) follows. One has R0 ⊆ ray(Q ∩ Z ) in general and (a) implies the
reverse inclusion in (b). Finally, (a) implies that the fibers of the quotient map q
are singletons, so (c) follows from (b). 
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9.18. The proofs of the above results about generic universal root systems use
a number of ingredients which may be shown to have at least partial analogues
for general root systems, but the situation in general is far more complex. The
following example illustrates some of the subtleties which occur.
Example. Suppose (Φ,Π) is such that Π = {α, β, γ, δ,  } is linearly independent
and that 〈α, β 〉 and 〈 δ,  〉 are less than −1 while 〈β, γ 〉, 〈α, γ 〉, 〈 γ, δ 〉 and 〈 γ,  〉
are negative and the pairings of all other pairs of distinct roots are equal to zero.
Write {α, β, δ, } = ΠI where I ⊆ S. Since ΠI has two components ΠJ := {α, β}
and ΠK := {γ, δ}, our general results imply that Z ∩ RΠI = ZI = ZJ +ZK and
similarly Z ∩ RΠI = Z I = Z J +Z K .
Note (ΦI,ΠJ), (ΦK ,ΠK) are (dihedral) generic universal; use for them the nota-
tion introduced previously for such systems. ThenZJ = {0}∪R>0{u(α, β), u(β, α)}
and Z J = R≥0{u(α, β), u(β, α)}. So Z I = R≥0{u(α, β), u(β, α), u(δ, ), u(, δ)},
which is a four-dimensional simplicial cone, while
ZI = R>0{u(α, β), u(β, α), u(δ, ), u(, δ)}
∪˙R>0{u(α, β), u(β, α)} ∪˙R>0{u(δ, ), u(, δ)} ∪˙ {0}
is the union of the relative interior of Z I , the relative interiors of two opposite
two-dimensional faces of Z I and {0}. Note that Z I ∩ Q is the union of the
four two-dimensional faces of Z I whose relative interiors are not contained in ZI .
Hence the relative interiors of the facets of Z I consist of non-isotropic points; these
relative interiors are contained in Z but not in Z , so Z 6⊆ Z ∪Q even though W
is irreducible. The facets of Z I are faces of Z ; they are neither closures of faces
of Z , nor totally isotropic.
The set of limit rays of positive root rays from ΦI is
RWI ,0 = {R≥0u(α, β),R≥0u(β, α),R≥0u(δ, ),R≥0u(, δ)}.
This is properly contained in Z I ∩Q. On the other hand, computations like those
in Example 7.12 show that any ray in Z I ∩Q is an element of R0.
For generic choices of the inner products as above, the form 〈−,−〉 on RΠ
has Witt index 2 and the four above-mentioned two-dimensional faces of Z I are
therefore maximal totally isotropic faces of Z . Any one of the four extreme rays
of Z I is equal to an intersection of two of these faces, so not all pairs of distinct
faces from amongst these four maximal isotropic faces of Z intersect in {0}.
In particular, the example shows that the restriction to generic points in Question
9.6(a),(e) is necessary in general (it is not necessary in the generic universal case)
and that the restriction to irreducible Φ is necessary in Question 9.6(b).
10. Facial structure of the imaginary cone
10.1. Recall from 2.8 the notion of facial closure of a subset of W . The following
lemma collects properties of facial closures under the assumptions 4.1(i)–(iii).
Lemma. (a) A standard facial subgroup of a standard facial subgroup of W is
a standard facial subgroup of W .
(b) A facial subgroup of a facial subgroup of W is a facial subgroup of W .
(c) Any intersection of facial subgroups of W is facial.
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(d) The facial closure of any X ⊆ W exists. It is equal to the intersection of
all facial subgroups containing X. It is also the unique facial subgroup of
W containing X and of minimal rank amongst such facial subgroups.
(e) Let Wi for i ∈ I be reflection subgroups of W , all with no finite type com-
ponent. Then the facial closure W ′ of ∪iWi has no finite type components.
Proof. Part (a) follows from 4.2(f). For (b), let W2 be facial in W1 where W1 is
facial in W . Say W1 = yW
′
1y
−1 where y ∈W and W ′1 is standard facial in W . Then
y−1W2y is facial in y−1W1y = W ′1, say y
−1W2y = xW ′2x
−1 where W ′2 is standard
facial in W ′1. Then W2 = yxW
′
2(yx)
−1 where yx ∈W and W ′2 is standard facial in
W by (a). This proves (b). Parts (c)–(d) follow from the discussion in 2.8, since
W is assumed here to be of finite rank.
For (e), note first that W ′ is finitely generated since it is parabolic in W . Let
W ′′ ⊆ W ′ be the reflection subgroup of W ′ such that ΠW ′′ is equal to the union
of the infinite type components of ΠW ′ . By 8.5(c), W
′′ is facial in W . Now any
infinite type component of ΦWi is contained in some infinite type component of
ΦW ′′ and hence it is contained in one of the irreducible components of ΦW ′′ . It
follows that ΦWi ⊆ ΦW ′′ for all i and hence that Wi ⊆W ′′. Since W ′′ is facial, we
get W ′ ⊆W ′′ by definition of facial closure, hence W ′′ = W ′. 
10.2. The above implies that the set of facial subgroups of W , ordered by inclusion,
is a complete lattice. We now define a certain subposet W of this lattice, which
plays an important role in this section. The subposet is itself a complete lattice
with join given by restriction of the join in the family of facial subgroups.
Let W = {wWIw−1 | w ∈ W, I ∈ Finf } denote the set of all special facial sub-
groups of W i.e facial subgroups with no finite irreducible components. We always
consider W with partial order given by inclusion. For any parabolic subgroups
W ′ (W ′′ of W , the rank of W ′ is strictly less than that of W ′′. It follows than any
non-empty subset of W has at least one minimal element and at least one maximal
element, and any chain W0 ( . . . (Wn in W has length n bounded by the rank of
W .
Proposition. (a) The family W of subgroups of W forms a complete lattice.
(b) The join of a subset of W is the facial closure of its union.
(c) The meet of a family Wi for a I in any index set I is W
′, where W ′ ∈ W
is such that ΠW ′ is the union of all infinite type components of Π∩iWi .
Proof. Let Wi for i ∈ I be a family of elements of W . By Lemma 10.1(e), the facial
closure W ′ of ∪iWi is a facial subgroup which has no infinite type components;
clearly, W ′ is the minimum element of W containing all Wi. This proves that W
is a complete lattice with join as in (b). Now we consider the meet of the family
{Wi}i∈I . Note that W ′ as defined in (c) is in W by Lemma 10.1(c) and 8.5(c).
Clearly, W ′ ⊆ Wi for all i. If W ′′ ∈ W with W ′′ ⊆ Wi for all i, then W ′′ ⊆ ∩iWI .
Here, ∩iWi is a facial subgroup. Hence each (necessarily infinite type) component
of ΦW ′′ is contained in some (infinite type) component of Φ∩iWI , and hence it is
contained in ΦW ′ . This implies that ΦW ′′ ⊆ ΦW ′ and W ′′ ⊆ W ′. That is, W ′ is
the meet of {Wi}i∈I as required. 
Remarks. Given two elements of W each with a given expression as a conjugate
of a standard facial subgroup, one can compute a similar expression for their meet
and join in W . In fact, as in the proof of 2.17(c), one can reduce easily to the case
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in which the two subgroups are WJ and dWKd
−1 where J , K are special facial
subsets of J and d is of minimal length in WJ∪J⊥dWK∪K⊥ . Then by Kilmoyer’s
formula (Proposition 2.12) their meet is WL where L := (J ∩dKd−1)∞ is the union
of all infinite type components of J ∩ dKd−1. By Lemma 2.17 and Lemma 8.5,
their join is WM where WM is the standard facial closure of J ∪ {d} ∪K i.e. M is
the smallest standard facial subset of S containing J ∪K ∪ {s1, . . . , sn} for some
reduced expression d = s1 · · · sn of d. We do not know if the standard facial and
standard parabolic closures of J ∪ {d} ∪K coincide under these conditions.
10.3. Henceforward, extensive use will be made of the various notions of faces of
cones as described in Appendix A, and especially the notions of semidual and dual
pairs of pointed cones (A.6–A.9).
By Theorem 5.1, (Z ,X ) is a semidual pair of stable cones (with respect to the
pairing 〈−,−〉). It follows trivially that P = (Z ,X ) is also a semidual pair of
(pointed) cones for the same pairing, satisfying the condition A.9(i). Following A.6,
we define the Galois connection corresponding to P between the power sets P(Z )
and P(X ). It is specified by order-reversing maps
A 7→ A† := X ∩A⊥ : P(Z )→P(X )
and
B 7→ B# := Z ∩B⊥ : P(X )→P(Z ).
The complete lattices Ext 6=∅(Z ) and Ext6=∅(X ) of non-empty faces of Z and X
are defined as in A.3. They contain (as subposets) the complete lattices of stable
subsets (which we call stable faces) of Z and X for the above Galois connection.
For any reflection subgroup W ′ of W , define X (W ′) := X ∩ Π⊥W ′ = {x ∈ X |
x⊥ ∩ Φ ⊇ ΦW ′ }. Observe that for any x ∈ X , x⊥ ∩ Φ = ΦW ′′ for some facial
reflection subgroup W ′′. Hence x ∈XW ′ if and only if W ′′ ⊇W ′. The sets X (W ′)
are primarily of interest here for W ′ ∈ W .
The following theorem summarizes the main results of this section.
Theorem. (a) P = (Z ,X ) is a dual pair of cones in the sense of Definition
A.9.
(b) The map W ′ 7→ ZW ′ induces an isomorphism of complete lattices W →
Ext6=∅(Z ).
(c) The map W ′ 7→X (W ′) induces an isomorphism of complete lattices W →
Ext6=∅(X )op (where op indicates the opposite poset).
(d) For W ′ ∈ W , Z †W ′ = X (W ′) and X (W ′)# = ZW ′ .
The proof of the theorem will occupy 10.4–10.11.
Remarks. (1) For W ′ ∈ W , ZW ′ is both the imaginary cone of W ′ and a face of
Z . However, the Tits cone of W ′ is XW ′ ⊇X , whereas X (W ′) ⊆X is a face of
X .
(2) We discuss here the main known results in the Kac-Moody setting (these are
analogous to, but not consequence of, the results established about the Tits cone
here in the special case in which the simple roots are linearly independent). In the
Kac-Moody setting, [35] studied exposed faces of the Tits cone attached to special
standard parabolic subgroups, obtaining in particular formulae for their setwise
and pointwise stabilizers. In [45, Kapitel 6] (see also [46]) it was shown that the
exposed faces of the Tits cone are the W -translates of the special exposed faces
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defined in [35]. Amongst other results, [38, 4.1] (see also [40]) gave another proof
of this showing as well that any non-empty face (extreme subset) of the Tits cone
is exposed. An algebraic description of meet and join of two faces of the Tits cone
was given in [41, Theorem 4(b)] (the analogue here is given as Remark 10.2).
10.4. As in 5.7, Finf denotes the set of special facial subsets of S (i.e. with no finite
type components). For I ⊆ S, let I⊥ := { r ∈ S | r 6∈ I, rs = sr for all s ∈ I } and
let I˜ ⊆ I be such that ΠI˜ is the union of the infinite type components of ΠI .
Lemma. (a) For any facial subset I of S, I˜ is a facial subset of S, and ZI˜ =
ZI .
(b) The sets wZI where I ∈ Finf and w ∈W are faces of Z .
(c) If I ∈ Finf , there exists p ∈ KI such that the facial support of p is ΠI and
such that for any α ∈ Π, one has 〈 p, α 〉 = 0 if and only if either α is in an
affine component of ΠI or α ∈ ΠI⊥ .
(d) Let I, J ∈ Finf with I ⊆ J . Then the normalizer of WI is N(WI) =
WI∪I⊥ = WIWI⊥ = WI⊥WI and N(WI)N(WJ) = WI⊥WJ .
(e) If x, y ∈W and I, J ∈ Finf , the conditions (i)–(iii) below are equivalent:
(i) xZI ⊆ yZJ .
(ii) I ⊆ J and x−1y ∈ N(WI)N(WJ).
(iii) xWIx
−1 ⊆ yWJy−1.
Proof. Part (a) follows from 8.5(c) and 3.2(d). Now Z = ZS itself is a stable
face of Z . For any proper facial subset I ⊆ S, we have (with notation as in 5.8)
Z ⊆ R≥0Π ⊆ H≥0φI and Z ∩H=φI = Z ∩RΠI = ZI is a face (in fact, an absolutely
exposed face, in the terminology of Appendix A) of Z by 3.4(b). Since W acts on
Z , wZI is a stable face of Z for any w ∈W and facial I ⊆ S. By (a), wZI = wZI˜
proving (b).
Choose p ∈ KI to satisfy (c) as follows. Let I1, . . . , In be subsets of I such that
ΠIj are the irreducible components of ΠI . For each i = 1, . . . , n, choose by 4.5 some
0 6= pi ∈ Ki such that ΠIi is a support of pi and, if ΠIi is indefinite, 〈 pi, α 〉 < 0 for
all α ∈ ΠIi . If ΠIi is affine, then pi necessarily is a representative of its isotropic
ray. Set p = p1 + . . . + pn. Clearly, ΠI is a support of p; hence ΠI is the facial
support of p since I is facial. We have 〈 p, α 〉 ≤ 0 for all α ∈ Π \ΠI , with equality
if and only if sα ∈ I⊥. Summarizing, for any α ∈ Π, we have{
〈 p, α 〉 = 0, if α ∈ ΠI⊥ , or α ∈ ΠIi with ΠIi affine
〈 p, α 〉 < 0, otherwise.
This proves (c).
It is well known (see [7]) that for any reflection subgroup W ′, one has N(W ′) =
W ′NW (ΠW ′) where NW (ΠW ′) = {w ∈ W | wΠW ′ = ΠW ′ } (this also follows
from 1.6). Since all irreducible components of ΠI are of infinite type, it is an easy
consequence of 1.15 (see [16]) that if x ∈ W and x(ΠI) = ΠJ where J ⊆ S, then
I = J and x ∈ WI⊥ . Hence NW (ΠI) = WI⊥ , N(WI) = WIN(ΠI) = WIWI⊥ =
WI∪I⊥ and
N(WI)N(WJ) = WI⊥WIWJ⊥WJ = WI⊥WJ⊥WIWJ = WI⊥WJ
if I ⊆ J . This proves (d).
Next, we prove (e). To show (i) implies (ii), it will suffice to show that if ZI ⊆
yZJ , then I ⊆ J and y ∈ N(WI)N(WJ). Choose p as in (c). Then p ∈ ZI ⊆ yZJ =
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yWJKJ , so p = ywk for some w ∈ WJ and k ∈ KJ . Since KI ,KJ ⊆ K ⊆ −C
by Proposition 3.4(a), we get p, k ∈ −C . This implies by Lemma 1.10 that p = k
and yw ∈ WL where ΠL = {α ∈ Π | 〈 p, α 〉 = 0 }. Clearly WL ⊆ N(WI) so
yw ∈ N(WI). Therefore y = (yw)w−1 ∈ N(WI)WJ ⊆ N(WI)N(WJ). Also, since
p = k ∈ KJ , p has a support I, and J is facial, it follows that I ⊆ J . This completes
the proof that (i) implies (ii). It is easy to see that (ii) implies (iii). If (iii) holds,
then xZI = ZxWIx−1 ⊆ ZyWJy−1 = yZJ , by Proposition 3.4(a) and Theorem 6.3,
so (iii) implies (i). This proves (e). 
10.5. Partially order the power sets P(Z ) and P(X ) by inclusion.
Lemma. (a) The map W ′ 7→ ZW ′ : W
∼=−→ {ZW ′ | W ′ ∈ W } is a poset
isomorphism.
(b) The map W ′ 7→ X (W ′) : W op ∼=−→ {X (W ′) | W ′ ∈ W } is a poset isomor-
phism.
Proof. Observe that W = {wWIw−1 | w ∈ W, I ∈ Fall }. Therefore, (a) follows
directly from the equivalence of (i) and (iii) in Lemma 10.4(e). For (b), note that
for any facial subgroup W ′ of W , there exists z ∈ X such that Φ ∩ z⊥ = ΦW ′ . It
follows from this that for facial subgroups W ′,W ′′ of W , one hasX (W ′) ⊆X (W ′′)
if and only if W ′′ ⊆W ′. Restricting to W ′,W ′′ ∈ W gives (b). 
10.6. In 10.6–10.7, we fix W ′ ∈ W and let facial support of elements of R≥0ΠW ′
be taken with respect to ΠW ′ unless otherwise indicated.
Lemma. For any z ∈ ZW ′ , there are two mutually exclusive possibilities: either z
lies in ZW ′′ for some W ′′ ∈ W with W ′′ ( W ′, or wz has facial support ΠW ′ for
all w ∈W ′.
Proof. Using the W ′ action, assume without loss of generality that z = k ∈ KW ′ .
Observe that the facial support ∆ of k (with respect to ΠW ′) is of the form ∆ = ΠW ′′
for some W ′′ ∈ W with W ′′ standard parabolic (even standard facial) in W ′. In
fact, let ∆′ (resp., ∆′′) be the union of the infinite (resp., finite) type components
of ∆. Since ∆ is standard facial in ΠW ′ , and k ∈ K , it follows using Lemma 3.4,
Proposition 3.2(d) and 4.5 that
k ∈ R≥0∆ ∩KW ′ = KW∆ = KW∆′ +KW∆′′ = KW∆′ .
One has (e.g. by 2.13 and 2.9) that R∆ = R∆′ ⊕ R∆′′ (orthogonal direct sum)
where ∆′′ is linearly independent. This implies that any support of k is contained
in ∆′, so ∆′ = ∆ has no finite type components. Then W ′′ = W∆ ∈ W by Lemma
10.1(b). Now if W ′′ 6= W ′, then k lies in a proper face ZW ′′ of ZW ′ and has proper
facial support ∆ ( ΠW ′ in ΠW ′ On the other hand, if W ′′ = W ′, then wk has
facial support ΠW ′ for all w ∈W ′, since wk−k ∈ R≥0ΠW ′ by 1.10. It is clear from
the proof that the two possibilities mentioned in the statement of the Lemma are
mutually exclusive, and the proof of the Lemma is complete. 
10.7. The next lemma, in which for conciseness, C◦ := ri(C) for any cone C,
characterizes the relative interior of ZW ′ .
Lemma. Let W ′ ∈ W and z ∈ ZW ′ . Write z = wk with w ∈ W ′ and k ∈ KW ′
Then the following conditions are equivalent:
(i) z ∈ Z ◦W ′ .
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(ii) wz has facial support ΠW ′ for all w ∈W ′.
(iii) wz has facial support ΠwW ′w−1 with respect to ΠwW ′w−1 , for all w ∈W .
(iv) the facial support of k with resect to ΠW ′ is ΠW ′ .
Proof. Making use of the W ′-action, we may assume that z = k ∈ KW ′ . Since
no point of a proper face of ZW ′ is in Z ◦W ′ , the preceding Lemma shows that (i)
implies (ii). Clearly (ii) implies (iv). Conditions (ii) and (iii) are easily seen to be
equivalent using 1.6–1.7 and Proposition 3.2(e). To complete the proof, we show
that (iv) implies (i). Using the W ′-action, it will suffice to show that k ∈ Z ◦W ′ .
Now by definition of W , ΠW ′ has only infinite type components. Let Ω denote the
union of all indefinite type components of ΠW ′ and Γ denote the union of all other
(affine type) components of ΠW ′ . Write k =
∑
α∈ΠW ′ cαα where all cα > 0. By the
proof of 3.2(d), kΩ :=
∑
α∈Ω cαα ∈ KWΩ and kΓ :=
∑
α∈Γ cαα ∈ KWΓ . Further,
from Lemma 8.4, it follows that for each component Γ′ of Γ, kΓ′ :=
∑
α∈Γ′ cαα is a
representative of the isotropic ray KWΓ′ of WΓ′ . From 8.6, ZΓ = KΓ =
∑
Γ′KWΓ′
and so clearly kΓ ∈ Z ◦Γ . It will be enough to show that kΩ ∈ Z ◦Ω . For then
k = kΩ + kΓ ∈ Z ◦Ω +Z ◦Γ ⊆ Z ◦W ′ (using 3.2(d) and (A.3.14)).
To prove that kΩ ∈ Z ◦Ω , we may and do assume without loss of generality
that Π = ΠW ′ = Ω, so kΩ = k and ΠW ′ has only indefinite components. By
4.5, RZW ′ = RΠW ′ and by Lemma 8.4(d), ∆ := k⊥ ∩ ΠW ′ has only finite type
components. Let W ′′ := W∆. We choose an open neighborhood U of k in V
which does not intersect the hyperplane α⊥ for any α ∈ ΠW ′ \ ∆, and such that
U ′ := U ∩ RΠW ′ ⊆ R≥0ΠW ′ (which is possible since k ∈ (R≥0ΠW ′)◦). Since k
is W ′′-stable, we may assume without loss of generality that U (and hence U ′) is
W ′′-stable also. We have 〈ΠW ′ \∆, U 〉 ⊆ R<0 since 〈ΠW ′ \∆, k 〉 ⊆ R<0. We claim
that U ′ is an open neighborhood of k in RZW ′ with U ′ ⊆ ZW ′ . By construction,
U ′ is an open neighborhood of k in RZW ′ . To see that U ′ ⊆ ZW ′ , recall that
since W ′′ is finite, we have XW ′′ = ∪w∈W ′′wC = V by 1.10(h). So if u ∈ U ′,
there is u′ ∈ −CW ′′ and w ∈ W ′′ with u = wu′. By W ′′-invariance of U ′, we have
u′ ∈ U ′ also, so 〈ΠW ′ \∆, u′ 〉 ⊆ R<0. We have 〈u′,∆ 〉 ⊆ R≤0 since u′ ∈ −CW ′′ .
It follows that u′ ∈ R≥0ΠW ′ ∩ −CW ′ = KW ′ and u = wu′ ∈ W ′KW ′ = ZW ′ since
w ∈ W ′′ ⊆ W ′. This shows that U ′ ⊆ RZW ′ as claimed, and completes the proof
of the Lemma. 
10.8. The statement below uses the notation C (I) defined in 2.3.
Lemma. Let W ′ ∈ W , and write W ′ = wWIw−1 for some w ∈W and I ∈ Finf .
(a) Let z ∈ Z ◦W ′ . Then {z}† = (ZW ′)† = X ∩ (RΠW ′)⊥ = X (W ′).
(b) Choose v ∈ C (I). Then ZW ′ = (X (W ′))# = (wC (I))# = {wv}#.
(c) ZW ′ is a stable face of Z dual (with respect to the Galois connection from
P ) to the stable face X (W ′) of X .
Proof. In (a), it is obvious from the definitions that
{z}† ⊇ (ZW ′)† ⊇X ∩ (RΠW ′)⊥ = X (W ′).
Using the W -action, we may assume for the proof of the reverse inclusions that W ′
is standard facial, say W ′ = WI where I ∈ Finf . Let x ∈ {z}† = X ∩ z⊥. Choose
w ∈ W so wx ∈ C . Thus, wx ∈ (wz)⊥. By Lemma 10.7, wz = ∑α∈ΠwW ′w−1 cαα
with all cα > 0. It follows that wx ∈ (ΠwW ′w−1)⊥ and so x ∈ (ΠW ′)⊥ ∩X . This
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proves (a). In (b), we have v ∈ CI ⊆ C ∩Π⊥I ⊆X ∩Π⊥I = X (WI) and thus
ZWI ⊆ (X (WI))# ⊆ (C (I))# ⊆ {v}# = Z ∩ v⊥ =
Z ∩ R≥0Π ∩ v⊥ = Z ∩ R≥0ΠI = ZWI
where the first inclusion comes from (a) and the last equality from Lemma 3.4.
Hence equality holds throughout. Acting on the resulting equation by w gives (b).
Part (c) is immediate from (a)–(b) and the definitions. 
10.9. For W ′ ∈ W , let X ′(W ′) ⊆ X (W ′) denote the set of all x ∈ X such that
x⊥ ∩ Φ = ΦW ′′ where W ′′ is the facial reflection subgroup such that ΠW ′ is the
union of all infinite type components of ΠW ′′ . It is easy to see that for W
′ ∈ W ,
we have
X (W ′) =
⋃˙
W ′′∈W
W ′′⊇W ′
X ′(W ′′).
Lemma. If W ′ ∈ W , then X (W ′)◦ = X ′(W ′).
Proof. Since X ′(W ′′) is in the proper face X (W ′′) (and therefore in the relative
boundary) of X (W ′) for W ′′ ∈ W with W ′′ ) W ′, we have X (W ′)◦ ⊆ X ′(W ′).
Hence it remains to prove that if v ∈ X ′(W ′), there is an open neighborhood U
of v in X (W ′) such that U ⊆ X ′(W ′). Choose w ∈ W with x := wv ∈ C . Let
WI be the stabilizer of x in W and I˜ ⊆ I be as in 10.4. Then wW ′w−1 = WI˜ ,
x = wv ∈ wX ′(W ′) = X ′(WI˜) and wX (W ′) = X (WI˜).
Set J = I \ I˜, so WJ is finite and J is the union of the finite type connected com-
ponents of I. We have ΠI = x
⊥ ∩Π. Hence we may choose an open neighborhood
U ′ of x in V such that 〈U ′,Π \ΠI 〉 ⊆ R>0. Since WJ stabilizes x, we may assume
without loss of generality, that U ′ is WJ -invariant.
We claim that U ′′ := U ′ ∩X (WI˜) is an open neighborhood of x contained in
X ′(WI˜). Clearly, U
′′ is open in X (WI˜). Let p ∈ U ′′. Since WJ is finite, we
have XWJ = V 3 p, so there is some y ∈ WJ such that yp ∈ CWJ . This means
that 〈 yp,ΠJ 〉 ⊆ R≥0. Also, 〈 yp,Π \ ΠI 〉 ⊆ R>0 since yp ∈ U ′ by WJ -invariance
of U ′. We have p⊥ ∩ Φ = ΦW ′′′ for some facial reflection subgroup W ′′′. Since
p ∈ X (WI˜), we have W ′′′ ⊇ WI˜ . Hence (yp)⊥ ∩ Φ = yΦW ′′′ ⊇ yΦI˜ = ΦI˜ since
y ∈ WJ . This shows that 〈 yp,ΠI˜ 〉 = 0. Since Π = ΠJ ∪ (Π \ ΠI) ∪ ΠI˜ , we have
now seen that yp ∈ C ⊆ X with ΠI˜ ⊆ (yp)⊥ ∩ Π ⊆ ΠI . Hence yp ∈ X ′(WI˜) and
p ∈X ′(y−1WI˜y) = X ′(WI˜). We conclude that U ′′ ⊆X ′(WI˜) as claimed. Finally,
U := w−1U ′′ is an open neighborhood of w−1x = v in w−1(X (WI˜)) = X (W
′) such
that U ⊆ w−1(X ′(WI˜)) = X ′(W ′). This completes the proof. 
10.10. The following is the last lemma required for the proof of Theorem 10.3.
Lemma. (a) The sets X (W ′)◦ for W ′ ∈ W are pairwise disjoint and have
union X . Further, for W ′ ∈ W , we have
X (W ′) =
⋃˙
W ′′∈W
W ′′⊇W ′
X (W ′′)◦.
(b) The sets Z ◦W ′ for W
′ ∈ W are pairwise disjoint, and have union Z . Fur-
ther, for W ′ ∈ W ,
ZW ′ =
⋃˙
W ′′∈W
W ′′⊆W ′
Z ◦W ′′ .
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Proof. Part (a) follows directly from 10.9 and the definitions.
For (b), suppose first that z ∈ Z ◦W ′ ∩ Z ◦W ′′ where W ′,W ′′ ∈ ZW ′ . Without
loss of generality, W ′ 6⊆ W ′′. By Corollary 6.4, z ∈ ZW ′ ∩ ZW ′′ = ZW ′′′ where
W ′′′ ∈ W has ΠW ′′′ equal to the union of the infinite type components of ΠW ′∩W ′′ .
But then, since W ′′′ (W ′, it follows by Lemma 10.7 that z 6∈ Z ◦W ′ , a contradiction.
Hence the sets Z ◦W ′ for w
′ ∈ W are pairwise disjoint.
Now let z ∈ ZW ′ where W ′ ∈ W . Choose a minimal element W ′′ ∈ W with
W ′′ ⊆W ′ and z ∈ ZW ′′ . By Lemma 10.7 again, we have z ∈ Z ◦W ′′ . Hence
ZW ′ ⊆
⋃˙
W ′′∈W
W ′′⊆W ′
Z ◦W ′′ .
The reverse inclusion holds since for W ′′ ∈ W with W ′′ ⊆W ′, Z ◦W ′′ ⊆ ZW ′′ ⊆ ZW ′
by Theorem 6.3.

10.11. Proof of Theorem 10.3. Lemma 10.8(c) states that for W ′ ∈ W , ZW ′
is a stable face of Z dual to the stable face X (W ′) of X . Now by (A.3.6), Z
is the disjoint union of the relative interiors of its non-empty faces; comparing
with Lemma 10.10(b) shows that Ext6=∅(Z ) = {ZW ′ | W ′ ∈ W } and that every
non-empty face of Z is a stable face. Similarly, Lemma 10.10(b) implies that
Ext6=∅(Z ) = {XW ′ | W ′ ∈ W } and that every non-empty face of X is a stable
face. Together, these verify the condition A.9(ii), and validity of A.9(i) has already
been noted. This proves 10.3(a). Now 10.3(b)–(c) follow from Lemma 10.5(a)–(b)
and 10.3(d) follows from Lemma 10.8. This completes the proof of Theorem 10.3.
10.12. We conclude this section with the following observation.
Corollary. Let W ′ be a finitely generated reflection subgroup of W . Then the map
defined by F 7→ F∩ZW ′ : Ext6=∅(Z )→ Ext6=∅(ZW ′), for F a face of ZW , preserves
meets of arbitrary subsets of Ext6=∅(Z ).
Proof. This follows since for any non-empty face F of Z , F ∩ZW ′ is a non-empty
face of ZW ′ by Corollary 6.4 and the results of this section, and the meet of faces
in either lattice is given by their intersection. 
11. Facial closures of reflection subgroups
This subsection describes results which lead to certain algorithms for computing
facial closures of reflection subgroups. Since specification of general real numbers
in finite terms and and algorithmic computation with them is impossible, we shall
assume that oracles are available for performing arithmetic computations with arbi-
trary real numbers and determining their signs. By an R-algorithm, we shall mean
an algorithm with any necessary real arithmetic and sign or equality tests handled
by such oracles. We shall not be more precise, as we shall use this terminology only
for informal comments.
Under mild additional conditions (loosely, that (V, 〈−,−〉) and (Φ,Π) are de-
fined, in an obvious natural sense, over a subfield K of R with algorithmically
computable arithmetic operations and sign and equality tests), these R-algorithms
readily adapt to give bona-fide (finite, terminating) algorithms. The main point is
to replace statements involving the various subsets of V (especially V and cones
R≥0Π, C , X , K , Z ) appearing in the theory by statements involving the subsets
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of their K-points. We note that any finite extension field of Q in R is a “com-
putable” field in this sense, and each finite rank Coxeter group is associated to
some (V, 〈−,−〉) and (Φ,Π) defined over a suitable computable field K).
11.1. The first lemma gives rise to an R-algorithm which determines, for v ∈ C
(resp., v ∈ Z ) some w ∈W with wv ∈ C (resp., wv ∈ K ).
Lemma. For v ∈X , let nv := |{α ∈ Φ+ | 〈 v, α 〉 < 0 }| ∈ N.
(a) nv = 0 if and only if v ∈ C .
(b) If nv > 0, then there is α ∈ Π with 〈α, v 〉 < 0, and then sαv ∈ X with
nsαv = nv−1. If w′ ∈W with w′(sαv) ∈ C , then wv ∈ C where w = w′sα.
(c) Let v ∈ Z . Then −v ∈ X . Further, for w ∈ W , wv ∈ K if and only if
w(−v) ∈ C .
Proof. Parts (a)–(b) are assertions involved in a standard proof of 1.10(a) (see [33]);
the main point for (b) is that sα fixes the set Φ+ \ {α} of positive roots. Part (c)
follows readily from the definitions since wv ∈ R≥0Π for all w ∈W . 
11.2. There are standard R-algorithms of convex geometry which determine the
facial subsets of Π and the facial support of elements v ∈ R≥0Π (for any v specified
as a non-negative R-linear combination of elements of Π). Given a finitely generated
reflection subgroup W ′, specified by a finite set of reflections generating it, there
are algorithms to compute χ(W ′) in [17] and hence there are R-algorithms for
computing ΠW ′ . We will also use that for w ∈ W , algorithms based on 1.6-1.7
enable one to compute the minimal length element of W ′w for w ∈ W , and in
particular, compute χ(w−1W ′w) from χ(W ′).
Given ΠW ′ , standard R-algorithms of convex geometry enable one to compute
the polyhedral cone KW ′ (specified either by the inequalities defining its minimal
set of closed supporting half-spaces, or by a set of representatives of its extreme
rays). In turn from this, one may give an R-algorithm to determine a point of K ◦W ′
(as a sum of representatives of the all the extreme rays of KW ′ is in K ◦W ′). Since
K ◦W ′ ⊆ Z ◦W ′ , it follows that there is a R-algorithm to determine a point of Z ◦W ′ .
Generally, when we say that there is an R-algorithm to compute a finitely-
generated reflection subgroup W ′′ from certain data, we mean that there is a R-
algorithm to compute χ(W ′′) from that data. We will also use in 11.5 the fact that
there are R-algorithms to determine, from χ(W ′) for any any finitely-generated re-
flection subgroup W ′, a subset J ⊆ S and element x ∈W such that xWJx−1 is the
parabolic closure of W ′ ([20]). This latter algorithm is sophisticated (compared to
others discussed here), as it depends on the solvability of the conjugacy problem
for Coxeter groups, which was for some time an open problem (see [34]). A simpler
algorithm is known for computing parabolic closures of finite (reflection) subgroups
(see [34]), and this will suffice for the results through 11.4.
11.3. The next Lemma gives rise to an R-algorithm to determine, for v ∈ Z , the
element W ′ ∈ W with v ∈ Z ◦W ′ . It in fact determines an expression for W ′ as a
W -conjugate of a standard facial subgroup WI . Note from Lemma A.3 that ZW ′
is the minimum face of Z containing v.
Lemma. Let v ∈ Z . Choose w ∈ W with wv ∈ K , and let the facial support of
wv be ΠI where I ⊆ S is facial. Then W ′ := w−1WIw ∈ W and v ∈ Z ◦W ′ .
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Proof. By Lemma 8.4(b), I is special, so WI ,W
′ ∈ W . We have wv ∈ R≥0ΠI ∩
−C ⊆ R≥0ΠI ∩ −CI = KI . Since ΠI is the facial support of wv, we get wv ∈ Z ◦I
by Lemma 10.7 and so v ∈ w−1Z ◦I = Z ◦W ′ as required. 
11.4. The next result describes the minimal face of Z containing ZW ′ for a reflec-
tion subgroup W ′, and also the facial closure of W ′ in terms of this minimal face
and extra data determined from the root systems.
Proposition. Let W ′ be a finitely generated reflection subgroup of W . Let W ′′
be the reflection subgroup of W ′ such that ΠW ′′ is the union of all infinite type
components of ΠW ′ . Let U
′′′ be the reflection subgroup of W ′′ with ΠU ′′′ = ΠW ′ \
ΠW ′′ i.e. the components of ΠU ′′′ are the finite type components of ΠW ′ .
(a) Let p ∈ Z ◦W ′ . Choose U ′ ∈ W , so that p ∈ Z ◦U ′ . Then U ′ is the facial
closure of W ′′, and ZU ′ is the minimum face of Z containing ZW ′ .
(b) Z ◦W ′ ⊆ Z ◦U ′ .
(c) Every component of ΠU ′′′ is of finite type, and is either contained in RΠU ′
or is orthogonal to RΠU ′ .
(d) Let ∆ := ΠU ′′′ ∩ Π⊥U ′ . Then ∆ = ΠW ′ ∩ Π⊥U ′ and ∆ is the union of the
(finite type) components of ΠW ′ which are not contained in RΠU ′ .
(e) Let U ′′ denote the facial (equivalently, parabolic) closure of W∆. Then
ΦU ′′ = Φ ∩ R∆ ⊆ Π⊥U ′ and the facial closure U of W ′ satisfies ΠU =
ΠU ′∪˙ΠU ′′ . In particular, the facial closures of W ′ and W ′′ both have the
same infinite type components.
(f) Write U ′ = wWIw−1 where I ⊆ S is facial, w ∈ W and, without loss of
generality, N(w−1) ∩WI∪I⊥ = ∅. Then w−1∆ ⊆ ΦI⊥ .
(g) We may choose x ∈W⊥I and J ⊆ I⊥, so that the facial closure of w−1W∆w
is xWJx
−1 where without loss of generality, N(x−1) ∩ J = ∅. Then I, J
and I ∪ J are facial, and
U ′′ = wxWJ(wx)−1, U ′ = (wx)WI(wx)−1, U = (wx)WI∪J(wx)−1.
Remarks. The above leads to an R-algorithm for computing U , U ′ and U ′′ from
χ(W ′) as follows. First, compute p ∈ Z ◦W ′ by 11.2. Compute U ′ as in (a) and
express U ′ = w′WIw′−1 where I ⊆ S is facial and w ∈W , using 11.3. Compute the
minimal length element w−1 of WI∪I⊥w′−1; then U ′ = wWIw−1 as in (f). Compute
∆ = ΠW ′∩Π⊥U ′ as in (d). Since w−1W∆w is a finite reflection subgroup of WI⊥ , one
may by 11.2 compute x′ ∈WI⊥ and J ⊆ I⊥ with the parabolic closure of w−1W∆w
equal to x′WJx′−1. Let x−1 ∈WI⊥ be the minimal length element of WJx′−1. Then
x′WJx′−1 = xWJx−1 is the facial closure of w−1W∆w as in (g), since parabolic and
facial closures of finite (reflection) subgroups coincide by 8.5(a). Let z−1 be the
minimal length element of WI∪J(wx)−1. Then χ(U ′′) = zIz−1, χ(U ′) = zJz−1
and χ(U) = z(I ∪ J)z−1 using that I, J are separated.
Proof. Let ZX , with X ∈ W , denote the inclusion-minimal face of Z containing
ZW ′ = ZW ′′ . By Lemma A.3, (b) holds. It follows that U ′ = X, where U ′ is as
defined in (a), and (b) holds.
To complete the proof of (a), it remains to show that U ′ is equal to the facial
closure W ′′′ of W ′′. Certainly ZW ′ = ZW ′′ ⊆ ZW ′′′ . We have W ′′′ ∈ W by
10.1(e) and we conclude that U ′ = X ⊆ W ′′′ by definition of X. Conversely, let
us prove that W ′′′ ⊆ U ′. Since U ′ is facial, it will suffice to show that W ′′ ⊆ U ′.
Write U ′ = wWIw−1 as in (f). Let p ∈ Z ◦W ′ = Z ◦W ′′ . Since W ′′ has no finite
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type component, Lemma 10.7 implies that w−1p =
∑
α∈Πw−1W ′′w cαα where all
cα > 0. But by (b), w
−1p ∈ Zw−1U ′w = Z ◦WI ⊆ R≥0ΠI . Since ΠI is facial, we have
Πw−1W ′′w ⊆ RΠI ∩ Φ = ΦI . Hence w−1W ′′w ⊆ WI and W ′′ ⊆ wWiw−1 = U ′.
This completes the proof of (a).
Next we prove (c). Let w, I be as in (f). Since U ′′′ centralizes W ′′, it normalizes
the facial closure U ′ of W ′′. Therefore w−1U ′′′w normalizes w−1U ′w = WI . Note
that since all components of ΠI are of infinite type (since those of ΠU ′ are), 1.15
implies that the normalizer of WI is WIWI⊥ (cf. Remark 1.15). Hence w
−1U ′′′w ⊆
WIWI⊥ . Every root of, and hence every irreducible component of, Πw−1U ′′′w is
contained therefore in either ΦI or ΦI⊥ , since I and I
⊥ are separated. Since U ′ =
wWIw
−1, every irreducible component of ΠU ′′′ is contained in either RΠU ′ or Π⊥U ′ ,
proving (c). Then (d) is clear since every component of ΠW ′ is either of infinite type
(hence contained in RΠW ′′ ⊆ RΠU ′) or is a component of ΠU ′′′ . Part (f) is also clear
since from the above since w−1∆ ⊆ ΦI∪I⊥ = ΦI∪ΦI⊥ , and w−1∆ ⊆ w−1Π⊥U ′ ⊆ Π⊥I
implies w−1∆ ∩ ΦI = ∅.
Since w−1W∆w is finite, its facial closure coincides (by 8.5(a)) with its parabolic
closure, which is clearly contained in WI⊥ and so may be written as in (g). We
have already seen I is facial. Then J is facial and I ∪ J is facial by 8.5, since WJ
is finite. The formulae for U ′ in (g) holds since x centralizes WI . The formula for
the facial closure U ′′ of W∆ in (g) follows since w−1U ′′w is the facial closure of
w−1W∆w. Let us now prove the formula U = (wx)WI∪J(wx)−1 from (g). We have
ΠW ′ = ΠW ′′ ∪ΠU ′′′ ⊆ ΦU ′ ∪ΠU ′′′ = ΦU ′ ∪∆.
Hence
x−1w−1ΠW ′ ⊆ x−1w−1ΦU ′ ∪ x−1w−1∆ ⊆ x−1ΦI ∪ ΦJ ⊆ ΦI∪J .
In turn this implies that W ′ ⊆ wxWI∪J(wx)−1, so U ⊆ wxWI∪J(wx)−1. On
the other hand, ΦU ⊇ ΦW ′ ⊇ ΦW ′′ and U facial implies ΦU ⊇ ΦU ′ . Further,
ΦU ⊇ ΦW ′ ⊇ ΦU ′′′ ⊇ ∆ implies that ΦU ⊇ (R∆ ∩ Φ) by Corollary 2.5 since U is
facial. We have Rw−1∆ ∩ Φ = RxΠJ ∩ Φ from Lemma 2.9(c) and the definition of
J . Hence
(wx)−1ΦU ⊇ (wx)−1(ΦU ′ ∪ (R∆ ∩ Φ)) ⊇ x−1ΦI ∪ (RΠJ ∩ Φ) ⊇ ΦI ∪ ΦJ = ΦI∪J
since J ⊆ I⊥ and so U ⊇ wxWI∪J(wx)−1. This proves the formula for U in (g).
Finally, (e) follows from the formula for U ′′, U ′ and U in (g) noting I and J are
separated.

11.5. The above subsection provides a geometric algorithm for calculating the
facial closure of a finitely generated reflection subgroup. This subsection gives
an alternative, more algebraic algorithm for determining the facial closure of an
arbitrary finitely generated subgroup W ′ of W .
First, let X be a finite set of generators for the subgroup W ′. Let wWJw−1
denote the parabolic closure of X; suitable w ∈W and J ⊆ S may be computed by
an R-algorithm described in [20]. Using 1.15, one may compute all finitely many
standard parabolic subgroups, say WKi , for i = 1, . . . , n, which are conjugate to
WJ and determine xi ∈ W with Ki = xiJx−1i . Amongst all the standard facial
subgroups of W containing any of the sets Ki, choose one of minimal rank; say
L ⊆ S is facial L ⊇ Kj , and |L| ≤ |L′| for any facial L′ ⊆ S with L′ ⊇ Ki
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for some i. Then we claim that the facial closure W ′′ of W ′ is W ′′ = U where
U := wx−1j WLxjw
−1.
To see this, note first that U is a facial subgroup of W containing W ′. Write
W ′′ = yWMy−1 for some facial M ⊆ S and some y ∈ W . By Lemma 10.1(d),
it will suffice to show that the ranks |L| of U and |M | of W ′′ satisfy |L| ≤ |M |.
Now since W ′′ is parabolic and contains W ′, we have W ′′ ⊇ wWJw−1. Then
WM ⊇ y−1wWJw−1y. This implies that the right hand side is a parabolic subgroup
of WM , so it is conjugate in WM to some standard parabolic subgroup of WM ; this
standard parabolic is one of WK1 , . . . ,WKn , say WKi , since it is W -conjugate to
WJ . Since M ⊇ Ki, we have |M | ≥ |L| as required, by choice of L. We conclude
that W ′′ = U as claimed.
Remarks. The facial closure of a subgroup W ′ = 〈X 〉 of W , where X ⊆ W is not
necessarily finite, is the parabolic subgroup of maximal rank (necessarily bounded
by |S|) amongst the facial closures of subgroups 〈X ′ 〉 of W ′ such that X ′ ⊆ X is
finite. In case W ′ is a reflection subgroup, this can be made more precise as follows.
Let W ′′ be a finitely-generated reflection subgroup of W ′ such that RΠW ′′ = RΠW ′
(which is possible since V is finite dimensional). Then the facial closure U of W ′′
is equal to the facial closure U ′ of W ′. For obviously U ′ ⊇ U . On the other hand,
we have by 2.5 since U is facial that
ΦU = RΦU ∩ Φ ⊇ RΦW ′′ ∩ Φ = RΦW ′ ∩ Φ ⊇ ΦW ′
so U ⊇W ′ and hence U ⊇ U ′.
12. The imaginary cone in general
12.1. In this section, (W,S) is a general Coxeter system realized as in 1.3.
We first make some general comments about the relation of this general situation
to the more special case in which the additional assumptions 4.1(i)–(iii) hold.
An extension or restriction of quadratic space of a based root system, in the
sense of Remark 1.3, does not change the abstract group W , or the roots Φ, simple
roots Π, or cones Y , Z or K , (as subsets of RΠ) though in general it may change
X , X ∗, the set facial subsets of S etc. Recall also that any based root system
(Φ,Π) on (V, 〈−,−〉) has ample extensions in the sense of Remark 1.3(2); these
may even be chosen so the extended quadratic space is non-singular (and finite-
dimensional if V is finite-dimensional). On the other hand, if the form 〈−,−〉
on V is non-singular, then any finite dimensional subspace of V is contained in a
finite dimensional subspace U ′ such that the restriction of the form 〈−,−〉 to U is
non-singular. Then V = U ′ ⊕ U ′⊥.
These remarks imply that for the study of Z , there is no loss of generality in
assuming that the quadratic space is non-singular and ample. Further, if Π is finite,
there is no loss of generality for studying Z in assuming 4.1(i)–(iii).
12.2. With the above remarks in hand, we show Theorem 6.3 still holds under the
more relaxed assumptions here.
Theorem. (a) Z :=
⋃
W ′ ZW ′ where in the union, W
′ ranges over any cofinal
subfamily of the inclusion-ordered family of all finitely generated reflection
subgroups of W .
(b) For any reflection subgroup W ′ of W , we have ZW ′ ⊆ Z .
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Proof. Observe that ZW ′ ⊆ ZW ′′ for any finitely generated reflection subgroups
W ′ ⊆W ′′ of W , by reducing to the case in which 4.1(i)—(iii) hold using the above
remarks and using Theorem 6.3.
Write the family of reflection subgroups in (a) as W ′j for j in an index set J , and
let G be the family of finite subsets of S. For each j ∈ J , there is some finite Ij ∈ G
with W ′j ⊆ WIj , since W ′j is finitely generated. Also, since {W ′j}j∈J is cofinal in
the family of finitely generated reflection subgroups, there is for each I ∈ G there
is some jI ∈ J with WI ⊆W ′jI . By the above remarks, we have Zj ⊆ ZIj for j ∈ J
and ZI ⊆ ZWjI for I ∈ G. Hence
∪j∈JZW ′j = ∪I∈GZI = Z
by Lemma 3.3, proving (a).
To prove (b), let H be the family of all finitely generated reflection subgroups of
W . By (a) applied successively to W ′ and W , we have that
ZW ′ =
⋃
W ′′∈H
W ′′⊆W ′
ZW ′′ ⊆
⋃
W ′′∈H
ZW ′′ = Z
as required. 
12.3. We have not investigated the facial structure of Z in general. However, as
a corollary of the results of this section, the relative interior of Z may be described
under more general assumptions than those of Sections 4–11.
Corollary. Let W ′ be a subgroup of W such that RZW ′ is finite dimensional. Let
G be the family of all finitely generated reflection subgroups W ′′ of W such that
RZW ′′ = RZW ′ . Let Y := ∪W ′′∈GZ ◦W ′′ . Then
(a) G is cofinal in the family of all finite rank reflection subgroups of W ′.
(b) Z ◦W ′ = Y .
Proof. By Theorem 12.2, we have ZW ′ = ∪W ′′⊆W ′ZW ′′ where the union is over all
finite rank reflection subgroups W ′′ of W ′. From this and Theorem 12.2, one gets
(a). For W ′′ ∈ G, Z ◦W ′′ is an open subset of RZW ′′ = RZW ′ and is contained in
ZW ′ . Hence Y is an open subset of RZW ′ contained in ZW ′ and it follows that
Y ⊆ Z ◦W ′ . For the reverse inclusion, let α ∈ Z ◦W ′ . Then there is a (finite) basis Γ
of RZW ′ such that Γ ⊆ ZW ′ and α ∈ R>0Γ. Using (a) and Theorem 12.2, there is
some W ′′ ∈ G such that Γ ⊆ ZW ′′ . Then α ∈ R>0Γ ⊆ Z ◦W ′′ ⊆ Y , completing the
proof. 
12.4. Finally, we return to the assumptions of Sections 4–11 and describe the
minimal face of ZW containing ZW ′ for an arbitrary (not necessarily finite rank)
reflection subgroup W ′ of W .
Corollary. Assume that the conditions 4.1(i)–(iii) hold. Let W ′ be an arbitrary
reflection subgroup of W and let U denote the facial closure of W ′.
(a) ZU is the minimum face of Z which contains ZW ′ .
(b) Z ◦W ′ ⊆ Z ◦U .
Proof. Suppose first that W ′ is finitely generated. Let W ′′, U ′, U ′′ be as in 11.4. By
11.4, ZU ′ = ZU is the minimal face of Z containing ZW ′′ = ZW ′ , and Z ◦W ′ ⊆ Z ◦U .
In general, note that the family G′ of finite rank reflection subgroups W ′′′ of
W ′ with RΠW ′′′ = RΠW ′ and RZW ′′′ = RZW ′ is cofinal in the family of all finite
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rank reflections subgroups of W . Any W ′′′ ∈ G′ has U as facial closure by Remark
11.5, and ZW ′′′ ⊆ ZU . Both (a)–(b) now follow easily from the special case in
the previous paragraph, using that ZW ′ = ∪W ′′′∈G′ZW ′′′ by Theorem 12.2 and
Z ◦W ′ = ∪W ′′′∈G′Z ◦W ′′′ by Corollary 12.3.

Appendix A. Facial structure of cones
This section discusses (largely without proof) some mostly standard facts con-
cerning purely algebraic aspects of facial structure of cones, which are used in this
paper or may be helpful in understanding the main results. These facts can be
found scattered in various sources between which there is not always agreement
on terminology and conventions, and for the readers convenience, we record them
here in a uniform way. Though, strictly, these results are only applied in this pa-
per in finite dimensional spaces, so the reader may consider such spaces if desired,
we discuss many of them them more generally to clarify the role played by finite
dimensionality and since the general versions may be useful in possible extensions
of this work. As references for this material, see [5] and [1] for general real vector
spaces, and, for finite dimensional spaces, [44], [51], [47], [23], [8] and [27]. For
background on partially ordered sets, lattices, directed sets, Galois connections etc
which is also used here and elsewhere in the paper, see for instance [10]. In this
paper, the only Galois connections which occur are those between power setsP(X)
and P(Y ), associated to a relation R ⊆ X × Y as in [10, 7.22].
A.1. In this section, all vector spaces are endowed with a standard topology, which
we call the finest locally convex topology (flc topology, for short) defined below.
Though some of the properties stated in the following subsections hold for all locally
convex (Hausdorff) vector topologies (see [5] for details), many do not.
A subset C of a real affine space V is said to be algebraically open if for all affine
lines l of V , the intersection l ∩ C is an open subset of l (in the topology obtained
by transferring the standard topology on R to l by an affine isomorphism R → l).
The flc topology on V is the (Hausdorff) topology on V so the open subsets are the
unions of algebraically open convex subsets of V . The flc topology on V is clearly
invariant under all affine automorphisms of V . It is easily seen ([1, (3.3), Problem
4]) that if V is a vector space, the flc topology is the finest topology making V a
locally convex topological vector space. (By [5, Ch II, §4, no. 2, 2], the flc topology
coincides with the topology determined by the family of all seminorms on V .) Other
easily checked properties of flc topology are as follows. If V is finite dimensional,
the flc topology is the standard topology on V (defined for example by the norm
associated to a positive definite inner product on V ). In general, any affine subset
U of V is closed (hence each affine function V → R is continuous) and (if U 6= ∅)
the subspace and flc topology on U coincide. The flc topology on a product V1×V2
of real affine spaces V1, V2 is the product of the flc topologies on V1 and V2. See [1],
[5, Ch II] for more details and further properties.
A.2. In the remainder of this section, let V be a real vector space, in its flc topology.
Fix a convex set Y ⊆ V . A point v of Y is called an algebraically interior point of
Y in V if for each affine line l of V with v ∈ l, the point v is in the interior (with
respect to l) of l ∩ Y (see [1, Ch II, (1.5)]). It is easily shown that ri(Y ) is the
set of all algebraically interior points of Y in aff(Y ). Using [5, Ch II, §2, no. 6,
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Proposition 16 and Corollaire 1] together with cl(Y ) ⊆ aff(Y ) (which holds since
we use flc topology) shows
(A.2.1) if x ∈ ri(Y ) and y ∈ Y , then tx+ (1− t)y ∈ ri(Y ) for 0 < t < 1,
(A.2.2) if ri(Y ) 6= ∅, then ri(Y ) = Y and ri(Y ) = ri(Y ).
(For examples of non-empty cones without any relative interior points in the flc
topology, see [1, Ch II, (1.4)] and [27, Proposition 11.1]).
A.3. A subset C of Y is said to be a face or an extreme subset of Y if it is convex
and for all c ∈ C , y1, y2 ∈ Y and t ∈ (0, 1) with c = ty1 + (1 − t)y2, one has
y1, y2 ∈ C . See [1] for general background on faces. A face C of Y is proper if
C 6= Y . Any intersection or directed union of faces of Y is a face of Y , and a
face of a face of Y is an face of Y . In particular, the set of faces of Y , ordered by
inclusion, forms a complete lattice Ext(Y ), called here the face lattice of Y . The
proof of [44, Theorem 18.1] shows
(A.3.1) if C ∈ Ext(Y ),Z ⊆ Y ,Z is convex and C ∩ ri(Z ) 6= ∅, then Z ⊆ C .
Combining the proofs of [47, (2.4.4)] and [51, Theorem 2.6.2] shows that if C ⊆ Y ,
(A.3.2) C ∈ Ext(Y ) ⇐⇒ ( Y \ C is convex and C = aff(C ) ∩ Y ).
Since aff(C ) is closed in V , it follows that any face of Y is closed in Y .
For any K ⊆ Y , there is an inclusion minimal face YK of Y containing K ,
namely the intersection of all faces of Y which contain K . If also K ′ ⊆ Y , one
clearly has YK ∪K ′ = YK ∨ YK ′ where ∨ denotes join in Ext(Y ). For y ∈ Y let
Yy := Y{y} and Uy = aff(Yy). From (A.3.2), Yy = Y ∩ Uy and by [5, Ch II, §7,
Ex3], Uy is the inclusion-largest affine subset U of V containing {y} such that y is
an algebraically interior point of U ∩ Y in U . In particular, y ∈ ri(Yy). It follows
from this and (A.3.1) that any convex set Z ⊆ Y with a relative interior point y
is contained in Yy. Since any face Z of Y which contains y is convex and contains
Yy, one has
(A.3.3) {Yy | y ∈ Y } = {Z ∈ Ext(Y ) | ri(Z ) 6= ∅ }
Similarly, for y, y′ ∈ Y , one has
(A.3.4) Yy′ = Yy ⇐⇒ y′ ∈ ri(Yy) ⇐⇒ ri(Yy′) = ri(Yy)
and
(A.3.5) ri(Yy′) ∩ rb(Yy) 6= ∅ ⇐⇒ Yy′ ⊆ rb(Yy) ⇐⇒ Yy′ ( Yy.
Hence
(A.3.6) {ri(Yy) | y ∈ Y } is a partition of Y into relatively open convex subsets.
and
(A.3.7) Y ∩ (rbY ) =
⋃
C∈Ext(Y )
C 6=Y
C =
⋃
C∈Ext(Y )
C 6=Y
ri(C ).
Note that
(A.3.8) C ∈ Ext(Y ) =⇒ C =
⋃
y∈C
Yy (directed union)
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since for y ∈ C , Yy ⊆ C and for all y, y′ ∈ C , one has Yy ∨ Yy′ = Y{y,y′} = Yy′′
where y′′ := 12y+
1
2y
′ ∈ C . Recall that F ∈ Ext(Y ) is said to be lattice-compact if
whenever F ⊆ ∨G∈I G where I ⊆ Ext(Y ), one has F ⊆ ∨G∈I′ G for some finite
I ′ ⊆ I. Using (A.3.1) and (A.3.8), one easily shows that
(A.3.9) the set of lattice-compact elements of Ext(Y ) is {Yy | y ∈ Y } ∪ {∅}.
By definition (see [10]), (A.3.8)–(A.3.9) show that Ext(Y ) is an algebraic lattice.
Let U be any finite dimensional affine subset of V . By (A.3.2),
(A.3.10) if C ⊆ Ext(Y ) ∩P(U) is totally ordered, then |C| ≤ dim(U) + 2
since dim(U) + 2 is the maximum cardinality of a flag of affine subsets of U . Let
C ∈ Ext(Y )∩P(U). In (A.3.8), each Yy is contained in Ext(Y )∩P(U). It follows
that if C 6= ∅, then C = Yy for some y ∈ C and so ri(C ) 6= ∅. Taking U = V , one
recovers the well-known fact (see [44, Theorem 6.2]) that
(A.3.11) if dim(V ) is finite, any convex set Y 6= ∅ has a relative interior point.
Then (A.3.3) implies that
(A.3.12) if dim(V ) is finite, Ext(Y ) = {∅} ∪ {Yy | y ∈ Y }.
Two other facts we shall use (see [44, Theorem 6.5, Corollary 6.6.2]) are the
following. Let C1, C2 be convex subsets of V where V is finite dimensional. Then
(A.3.13) ri(C1 ∩ C2) = ri(C1) ∩ ri(C2) if ri(C1) ∩ ri(C2) 6= 0
(A.3.14) ri(C1 + C2) = ri(C1) + ri(C2)
The proof of the following lemma is left to the reader.
Lemma. Suppose that dim(V ) is finite and Y ⊆ V is a convex set. Let C be a
non-empty convex subset of Y .
(a) The following conditions (i)–(iii) on F ∈ Ext(Y ) are equivalent:
(i) C ⊆ F
(ii) ri(C) ⊆ F .
(iii) ri(C) ∩ F 6= ∅.
(b) The following conditions (i)–(iv) on F ∈ Ext(Y ) are equivalent:
(i) F is minimal with C ⊆ F .
(ii) ri(F )⊇ ri(C)
(iii) ri(F ) ∩ ri(C) 6= ∅.
(iv) F is maximal with ri(F ) ∩ C 6= ∅.
Moreover, there is a unique F satisfying (i)–(iv).
A.4. Assume now that Y is a cone, as will be the case in all applications in this
paper. Then a subset C of Y is a face if and only if it is a cone and for all c ∈ C
and y1, y2 ∈ Y with c = y1 + y2, one has y1, y2 ∈ C (see [27, Lemma 10.2(a),(c)]).
For C ∈ Ext(Y ), C and Y \ C are cones and if C 6= ∅, then aff(C ) = lin(C ). For
K ⊆ Y , one has
(A.4.1) YK = Ycone(K ) and, if K is a cone, YK = (K − Y ) ∩ Y
as is easily checked (see [27, Lemma 10.2(e)] in case K = R>0x). If 0 ∈ Y , then
every non-empty face C of Y contains 0, and Ext 6=∅(Y ) := Ext(Y ) \ {∅} is itself
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a complete lattice in which meets and joins of its (possibly infinite) subsets are the
same as in Ext(C ). A ray which is a face of Y is called an extreme ray of Y .
The next result is easily proved from (A.2.1)–(A.2.2).
Lemma. Suppose Y ⊆ V is a cone and ρ ∈ ri(Y ). Then
(a) cl(Y ) = { z ∈ V | z + tρ ∈ Y for all t ∈ R>0 }.
(b) ri(Y ) = { z + tρ | z ∈ ri(Y ), t ∈ R>0 } = { z + tρ | z ∈ Y , t ∈ R>0 } =
{ z + tρ | z ∈ cl(Y ), t ∈ R>0 }.
A.5. For the rest of this section, fix a bilinear map 〈−,−〉 : V ×U → R where V ,
U are real vector spaces.
In general, if A ⊆ V , B ⊆ U , write 〈A,B 〉 for { 〈 a, b 〉 | a ∈ A, b ∈ B }. Partially
order the power setsP(V ),P(U) by inclusion. Define maps C 7→ C∗ and C 7→ C⊥
from P(V )→P(U) by
(A.5.1) C∗ := {u ∈ U | 〈C, u 〉 ⊆ R≥0 }, C⊥ := {u ∈ U | 〈C, u 〉 ⊆ {0} }
for each subset C of V . By symmetry, define maps D 7→ D∗ and D 7→ D⊥ from
P(U) → P(V ) (we rely on context rather than a more elaborate notation to
distinguish the meaning of C⊥, C∗, and also wcl(C) as defined below, if C ⊆ U∩V ).
Note C∗ is a pointed cone in U ; in fact, C∗ contains the right radical V ⊥ of
〈−,−〉. If C is a cone, C∗ is called the dual cone of C. It is easy to see that the pair
of order-reversing maps C 7→ C∗ : P(V ) → P(U) and D 7→ D∗ : P(U) → P(V )
define a Galois connection between P(U) and P(V ) (see [10]). General properties
of Galois connections imply the following. For C ⊆ V , one has C ⊆ C∗∗; further,
C = C∗∗ if and only if C = D∗ for some D ⊆ U . If C = C∗∗, C is said to be a
stable cone in V . The map C 7→ C∗ defines an inclusion-reversing bijection from
the set of stable cones of V to the set of stable cones of U .
Remarks. (1) The weak topology on V is defined to be the weakest topology on V
so all linear maps 〈−, u 〉 : V → R for u ∈ U are continuous (it is Hausdorff if and
only if the left radical U⊥ of 〈−,−〉 is zero). Denote the weak closure operator on
V as wcl. It follows from the bipolar theorem (see [5, Ch II, S6, no. 3, The´ore`me 1
and Proposition 4(ii)] or [1, (5.3)]) that for C ⊆ V ,
(A.5.2) C∗∗ = wcl(R≥0C)
and that the stable cones in V are the non-empty weakly closed cones in V .
(2) Similarly, the maps ⊥ between P(V ) and P(V ) determine a Galois connec-
tion with the weakly closed subspaces of U and V as the stable sets.
A.6. Let Y ,Z be cones in V and U respectively such that 〈Y ,Z 〉 ⊆ R≥0 i.e.
Z ⊆ Y ∗ or, equivalently, Y ⊆ Z ∗. Such a pair of cones will be called a semidual
pair of cones. There is then a transpose semidual pair P tr := (Z ,Y ) with respect
to the bilinear map 〈−,−〉 ◦ ι : U × V → R where ι : U × V → V × U is the
isomorphism (u, v) 7→ (v, u). If (Y ,Z ) is a semidual pair with respect to 〈−,−〉,
so is (Y ,Z ∗∗). If (Y ,Z ) is a semidual pair such that Z = Y ∗ and Y = Z ∗, then
(Y ,Z ) is said to be a semidual pair of stable cones. For any Y ⊆ V , (Y ∗∗,Y ∗) is
a semidual pair of stable cones.
Assume below that P = (Y ,Z ) is a semidual pair of cones. Let z ∈ Z . Then
z∗⊇Z ∗ = Y ∗∗⊇Y . If z⊥ 6= V and z⊥ ∩ Y 6= ∅, then z∗ is called a supporting
(homogeneous) half-space of Y and z⊥ = rb(z∗) is called a supporting (linear)
hyperplane of Y . Any subset of Y which is either equal to Y or of the form
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Y ∩ z⊥ for an arbitrary z ∈ Z is a face of Y . Such a face will be called an exposed
face of Y . Thus the intersections of Y with its supporting hyperplanes are the
proper, non-empty exposed faces of Y , and possibly Y itself. Note that
(A.6.1) if z, z′ ∈ Z , (Y ∩ z⊥) ∩ (Y ∩ z′⊥) = Y ∩ (z + z′)⊥ where z + z′ ∈ Z .
Hence the set of exposed subsets of Y forms a meet semilattice ExpP (Y ) with
maximum element Y . It is not necessarily a complete meet semilattice.
An arbitrary (possibly empty) intersection of exposed faces of Y is called a
semi-exposed face of Y . A ray R≥0α which is a face (resp., an exposed face,
semiexposed face ) of a (pointed) cone Y is called an extreme ray (resp., exposed ray,
semiexposed ray) of Y . The set of all semi-exposed subsets of Y forms a complete
lattice SExpP (Y ) with maximum element Y . Define the order-reversing maps
Y 7→ Y † : P(Y )→P(Z ) given by Y † := Z ∩Y ⊥ and Z → Z# : P(Z )→P(Y )
given by Z# := Y ∩ Z⊥. Since Y ⊆ Z# if and only if 〈Y, Z 〉 ⊆ {0} if and only if
Z ⊆ Y †, these maps also define a Galois connection. The stable subsets of Y for
this Galois connection are the subsets Y of Y with Y = Y †# or, equivalently, with
Y = Z# for some Z ⊆ Z . Note that for all z ∈ Z , z# = Y ∩ z⊥ ∈ ExpP (Y )
is an exposed face of Y and that for Z ⊆ Z , Z# = ∩z∈Zz#. Hence the stable
subsets of Y are precisely its semi-exposed subsets. Similar results hold for Z by
symmetry. Standard properties of Galois connections imply that the maps Z 7→ Z#
and Y 7→ Y † restrict to mutually inverse, inclusion-reversing bijections between the
stable subsets of Y and Z i.e. between SExpP (Y ) and SExpP (Z ).
Any semi-exposed face is a (weakly closed and hence closed in flc topology) face
of Y , and it contains 0 if 0 ∈ Y (since this is readily checked for exposed subsets
z# = Y ∩ z⊥, where z ∈ Z ). For any Z ⊆ Z , Z# = Z#†# = ⋂z∈Z#† z# is (by
(A.6.1) and the fact that Z #† is a cone) the intersection of the directed downwards
(by inclusion) family of exposed subsets z# of Y , for z ∈ Z #†. Using (A.3.10) now
shows that if V is finite dimensional, then any semi-exposed face of Y is exposed.
Hence
(A.6.2) if dim(V ) is finite, ExpP (Y ) = SExpP (Y ) is a complete lattice.
For z ∈ Z , one has z ⊆ z#† where the right hand side is an exposed subset, and
hence in particular z#† is a weakly closed face of Z . It follows that
(A.6.3) z ∈ ri(Zz) ⊆ Zz ⊆ cl(Zz) ⊆ wcl(Zz) ⊆ z#†.
Applying the inclusion reversing map # to this and using z# = z#†# shows that
(A.6.4) z# = (ri(Zz))
# = (Zz)
# = (cl(Zz))
# = (wcl(Zz))
#.
Remarks. Using (A.6.4), the above Galois connection between subsets of Y and Z
can be described in terms of a Galois connection between subsets of the “quotient”
sets Y ′ := { ri(Yy) | y ∈ Y } and Z ′ := { ri(Zz) | z ∈ Z } of Y , Z (of relative
interiors of the non-empty lattice-compact faces of Y , Z ) as follows. There are
order-reversing maps f : P(Y ′)→P(Z ′) defined by
f(Y ) := { z ∈ Z ′ | 〈 z, y 〉 ⊆ {0} for all y ∈ Y }
for Y ⊆ Y ′ and g : P(Z ′)→P(Y ′) defined analogously by symmetry. It is easy
to see that f and g define a Galois connection between P(Y ′) and P(Z ′). Define
the natural surjection (“quotient map”) pi : Y → Y ′ by y 7→ ri(Yy), and define
ρ : Z → Z ′ similarly by z 7→ ri(Zz). Then for Y ⊆ Y , one has Y † = ρ−1(f(pi(Y )))
and for Z ⊆ Z , one has Z# = pi−1(g(ρ(Z)).
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A.7. In the specially important case that U = HomR(V,R) is the dual space of
V , 〈−,−〉 : Y ×Z → R is the canonical evaluation pairing, and Z := Y ∗ is the
dual cone of Y , supporting half-spaces and hyperplanes of Y , and exposed and
semi-exposed faces of Y , will be distinguished by the adjective “absolute.” These
absolute notions are completely determined by Y as a subset of the vector space
V alone. Denote the set of absolutely semi-exposed (resp., absolutely exposed)
faces of Y by ASExp(Y ) (resp., AExp(Y )). Note that for a semidual pair (Y ,Z )
associated to an arbitrary bilinear map 〈−,−〉, one has AExp(Y ) ⊆ Exp(Y ) and
therefore SExp(Y ) ⊆ ASExp(Y ), but equality need not hold in general if the map
u 7→ 〈−, u 〉 : U 7→ HomR(V,R) is not surjective (e.g. 〈−,−〉 is zero) or if Z ( Y ∗
(e.g. Z = {0} 6= Y ∗).
Special properties of the absolute notions are as follows (cf. [47, (3.6.5)] for the
key fact (a) in the finite dimensional setting).
Lemma. (a) If ri(Y ) 6= ∅, then for any y ∈ Y ∩ rb(Y ), there is a proper
absolutely exposed face C ( Y of Y with Yy ⊆ C .
(b) If ri(Y ) 6= ∅, then Y ∩ rb(Y ) is the union of the proper, absolutely exposed
faces of Y .
(c) If dim(V ) is finite and C is a non-empty proper face of Y , there is a
sequence C = C0, . . . ,Cn = Y of faces of Y such that for i = 1, . . . , n,
Ci−1 is a proper, absolutely exposed face of Ci.
Proof. The proof of (a) easily reduces to the case in which aff(Y ) = V . Then
Y has an algebraically interior point u. By (A.3.4) and [1, Corollary 1.7], there
is an affine hyperplane which separates ri(Yu) and ri(Yy) i.e some non-zero f ∈
HomR(V,R) and a ∈ R such that f(ri(Yy)) ⊆ R≤a and f(ri(Yu)) ⊆ R≥a. Since
ri(Yu) is algebraically open, we have f(ri(Yu)) ⊆ R>a Also, f(cl(Yy)) ⊆ R≤a and
f(cl(Yu)) ⊆ R≥a since f is continuous. Since 0 ∈ cl(Yy)) ⊆ cl(Yu)), this gives
a = 0, f(Yy) = {0} and {0} 6= f(Yu) ⊆ R≥0. Hence C := Y ∩ ker f is as required
for (a). Part (b) follows from (a) and (A.3.7). Part (c) follows from (a) using
(A.3.10)–(A.3.12). 
A.8. Suppose henceforward in this section that U, V are finite dimensional and
that 〈−,−〉 is non-singular. The flc and weak topologies on V , U are therefore
their standard topologies as finite dimensional real vector spaces.
Consider a semidual pair P = (Y ,Z ) of pointed cones with respect to 〈−,−〉.
Then Ext6=∅(Y )⊇ASExp(Y )⊇SExpP (Y ). Here, ASExp(Y ) = AExp(Y ) and
SExpP (Y ) = ExpP (Y ) by (A.6.2). If Z = Y
∗, then (using the the natural
isomorphism U → HomR(V,R) given by u 7→ 〈−, u 〉 to identify U with the dual
space of V ), one sees that ASExp(Y ) = SExpP (Y ), but trivial examples show one
may have ASExp(Y ) 6= SExpP (Y ) if Z ( Y ∗.
The following example, which arises by homogenizing a standard example (see
[51, Fig 2.11]) of a convex set with an extreme point which is not exposed, shows
that even if Z = Y ∗ and Y = Z ∗, one may have Ext 6=∅(Y ) 6= ASExp(Y ).
Example. Let U = V = R3 with 〈−,−〉 given by the standard (dot) inner product.
Let Y := { (x, y, 1) ∈ R3 | −1 ≤ y ≤ 1,−1 −
√
1− y2 ≤ x ≤ 1 +
√
1− y2 }, Y :=
R≥0Y , Z := { (x, y, 1) ∈ R3 | −(1 − y2) ≤ 2x ≤ 1− y2 } and Z := R≥0Z. Then
one can check that (Y ,Z ) is a semidual pair of stable salient cones (so Y = Z ∗
and Z = Y ∗), that Ext6=∅(Z ) = SExpP tr(Z ) and that Ext 6=∅(Y ) 6= SExpP (Y ).
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A.9. Condition (ii) in the following definition isolates a rather subtle special prop-
erty of a semidual pair of cones which plays an important role in Section 11.
Definition. A semidual pair P = (Y ,Z ) of pointed cones (with respect to 〈−,−〉)
is a dual pair of cones if the following conditions hold:
(i) Y ∗ = Z ∗∗ (equivalently, Z ∗ = Y ∗∗).
(ii) Ext6=∅(Y ) = SExpP (Y ) and Ext6=∅(Z ) = SExpP tr(Z ).
The discussion in A.8 shows that if P is a dual pair, then Ext6=∅(Y ) = ASExp(Y )
and Ext6=∅(Z ) = ASExp(Z ). Example A.8 shows that even a semidual pair
(Y ,Z ) of stable (i.e closed) cones need not be a dual pair in the above sense.
In our principal applications, Y and Z are not necessarily closed.
A.10. A cone Y in V is said to be polyhedral if Y = R≥0Γ for some finite subset
Γ ⊆ V . Standard properties of polyhedral cones show they provide examples of
dual pairs of stable cones.
Lemma. Let Y be a polyhedral cone in V . Then
(a) Z := Y ∗ is a polyhedral cone with Z ∗ = Y .
(b) Y and Z are closed and have finitely many faces.
(c) Every face of Y or Z is a polyhedral cone.
(d) Every face of Y is an exposed face and every face of a face of Y is a face
of Y . Similarly for Z .
(e) If Y , Z are pointed, then (Y ,Z ) is a dual pair of stable cones.
Proof. Parts (a)–(d) are standard, and they imply (e) by the definition of a dual
pair of cones. 
A.11. Part (a) of the Lemma below recalls a standard correspondence between
compact convex sets and closed salient cones, while part (b) states analogues for
cones of Minkowski’s and Straszewicz’ Theorems on compact convex sets.
Lemma. Let Y be a non-empty cone in V .
(a) The following conditions are equivalent:
(i) Y is closed and salient.
(ii) Y is closed and Y ∗ is generating..
(iii) Y is closed and Y ∗ has an interior point in U .
(iv) Y = Z ∗ for some Z ⊆ U which has an interior point in U .
(v) There is an affine subset H of V with 0 6∈ H such that H ∩ Y is a
compact (necessarily convex) base of Y .
(vi) There exists some compact convex base B of Y .
(b) Let Y be a closed salient cone in V . Then Y = R≥0Γ = cl(R≥0Γ′) where Γ
(resp., Γ′) is the union of the extreme (resp., exposed) rays of Y . Further,
Γ is the minimum (under inclusion) union of rays of Y with Y = R≥0Γ.
Remarks. If V 6= 0 and Z is as in (a)(iii), then (iv) is satisfied by taking H to be
the affine hyperplane H = { v ∈ V | 〈 v, u 〉 = 1 }, where u is any interior point of
Z . In that case, the sets U := { v ∈ Y | 〈 v, u 〉 <  } form a basis of neighborhoods
of 0 in Y , with compact closures U = { v ∈ Y | 〈 v, u 〉 ≤  }.
Proof. For (a), [23, Exercise 2.13], [1, 8.6], and [5, Ch II, §7, no. 3, esp. Exemples
1]. For (b), take a base B = H ∩ Y as in (a)(v). Then the extreme rays of Y
are the rays spanned by the extreme points of B (see [1, 8.4]), and the assertions
IMAGINARY CONE AND REFLECTION SUBGROUPS 87
involving them follows from Minkowski’s theorem (i.e. the sharp form of the finite
dimensional Krein-Milman theorem; see [1, Thorem (3.3)]). The other part of
(b) follows similarly from Straszewicz’ Theorem (see [51, Theorem 2.6.21] and [23,
Exercise 3.14]). 
A.12. Let Y be a closed salient cone in V and let B be a compact convex base
of Y . The map U → K := U ∩ B induces a bijection between the subsets of Y
which are pointed, possibly non-convex cones, and the subsets K of B. The inverse
bijection is given by K 7→ U = R≥0K. Useful properties of this correspondence
are listed below.
Lemma. Let U ⊆ Y be a pointed, possibly non-convex cone, and set K := U ∩B.
(a) cl(U ) is a pointed, possibly non-convex cone satisfying cl(U )∩B = cl(K).
(b) conv(U ) = R≥0U is a pointed cone satisfying R≥0U ∩B = conv(K).
(c) K ′ := cl(conv(K)) = conv(cl(K)).
(d) U ′ := cl(R≥0U ) = R≥0 cl(U ).
(e) U ′ ∩K = K ′.
Proof. The straightforward proofs of (a)–(b) are omitted. Compactness of cl(K) ⊆
B implies, by a standard consequence ([1, Ch I, Corollary (2.4)]) of Carathe´odory’s
theorem, that conv(cl(K)) is compact. The second equality in (c) therefore holds
since both its sides are the inclusion-smallest closed convex set containing K. By
(a)–(b), cl(R≥0U ) and R≥0 cl(U ) are pointed cones in Y . By (a)–(c), these two
cones have the same intersection K ′ with K. The rest of the lemma follows. 
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