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a b s t r a c t
A certifying algorithm for a problem is an algorithm that provides a certificate with each
answer that it produces. The certificate is an evidence that can be used to authenticate
the correctness of the answer. A Hamiltonian cycle in a graph is a simple cycle in which
each vertex of the graph appears exactly once. The Hamiltonian cycle problem is to
determine whether or not a graph contains a Hamiltonian cycle. The best result for the
Hamiltonian cycle problem on circular-arc graphs is an O(n2 log n)-time algorithm, where
n is the number of vertices of the input graph. In fact, the O(n2 log n)-time algorithm can
be modified as a certifying algorithm although it was published before the term certifying
algorithms appeared in the literature. However, whether there exists an algorithm whose
time complexity is better than O(n2 log n) for solving the Hamiltonian cycle problem on
circular-arc graphs has been opened for two decades. In this paper, we present an O(∆n)-
time certifying algorithm to solve this problem, where∆ represents the maximum degree
of the input graph. The certificates provided by our algorithm can be authenticated in O(n)
time.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
1.1. Certifying algorithms
The study of certifying algorithms ismotivated by software engineering, software reliability and the insight that software
is often not bug-free. Although an algorithm has been always proved to be correct, its implementation may contain bugs.
Thus, it is desirable to have tools for knowingwhether the output of an implementation of an algorithm is correct or returned
due to a bug. Obviously, there is no way to guarantee by the design and analysis of an algorithm that its implementations
are bug-free. Nevertheless, certifying algorithm design may support software reliability.
The name ‘‘certifying algorithm’’ was coined in [32]. A certifying algorithm for a problem is an algorithm that provides
a certificate together with each answer it gives. An authentication algorithm is a separate algorithm that confirms the
validity of the answer by checking the certificate; it takes the input, the output, and the certificate produced by the original
algorithm, and verifies (independently of the original algorithm) whether the output is correct. Bug-free implementation
of the authentication algorithm is crucial, and hence authentication should be simple. For example, an implementation of
a certifying algorithm testing whether an input graph is bipartite provides an odd cycle as a certificate whenever it claims
that the input graph is not bipartite and provides two disjoint independent vertex sets as a certificate if it claims that the
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input graph is bipartite. An authentication algorithm can verify the correctness of an answer claiming the input graph is
not bipartite by checking whether the certificate is an odd cycle of the input graph indeed; and verify the correctness of an
answer claiming that the input graph is bipartite by checkingwhether the certificate does consist of twodisjoint independent
sets whose union is the vertex set of the input graph.
In general, we prove the correctness of our algorithm after we design it. However the purpose of a certificate produced
by a certifying algorithm is not to prove the correctness of the algorithm. It is for the implementation of an algorithm.When
we implement a valid algorithm, we are not sure whether the implementation is bug-free. One way to see the correctness
of the implementation is to output a certificate for each answer that it produces and let an authentication program verify
the correctness of the answer by checking the certificate. The certificate has practical value when the implementation of an
algorithm for solving the problem from scratch is difficult but the implementation of the authentication algorithm is easier.
For more background on certifying algorithms, we refer the readers to [19,20,31,33]. We also refer the readers to the recent
survey paper [41] for a detailed discussion on certifying algorithms.
A recognition algorithm is an algorithm that decides whether a given input (graph, geometrical object, picture, etc.) has
a certain property. Such an algorithm accepts the input if it has the property or rejects it if it does not. Some certifying
recognition algorithms have appeared in the literature recently [9,18,19,31,33,42]. In fact some recognition algorithms
published before the term certifying algorithms appeared were certifying algorithms already. To the best of our knowledge,
most published certifying algorithms are recognition algorithms for special classes of graphs. Recently, we presented linear-
time certifying algorithms for the path cover and Hamiltonian cycle problems on interval graphs [28].
1.2. Our results
All graphs considered in thepaper are finite andundirected,without loops ormultiple edges. Throughout this paper, letm,
n, and∆ denote the number of edges, the number of vertices, and themaximum degree of a graph, respectively. For any two
setsX and Y , letX−Y denote the set of elements ofX that are not in Y . AHamiltonian cycle in a graph is a simple cycle inwhich
each vertex of the graph appears exactly once. A Hamiltonian path in a graph is a simple path with the same property. The
Hamiltonian cycle (resp., path) problem involves testing whether or not a graph contains a Hamiltonian cycle (resp., path). A
graph is said to be hamiltonian if it contains a Hamiltonian cycle. TheHamiltonian problems include the Hamiltonian path and
Hamiltonian cycle problems. They have numerous applications in different areas, including establishing transport routes,
production launching, the on-line optimization of flexiblemanufacturing systems [2], computing the perceptual boundaries
of dot patterns [43], and pattern recognition [3,44,47]. It is well known that the Hamiltonian problems are NP-complete for
general graphs [16,30]. The same holds true for bipartite graphs [34], split graphs [17], circle graphs [10], undirected path
graphs [4], and grid graphs [29]. However, polynomial time non-certifying algorithms exist for the Hamiltonian cycle or
Hamiltonian path problem on some special classes of graphs, such as interval graphs [1,7], permutation graphs [14,45],
cocomparability graphs [11,13], distance–hereditary graphs [21,24,26], and circular-arc graphs [46]. A path cover of a graph
G is a family of vertex-disjoint paths that cover all vertices of G. A minimum path cover of a graph G is a path cover with
minimum cardinality, denoted by π(G). The path cover problem is to find a minimum path cover of a graph G. This problem
is NP-hard for general graphs [16] since it contains the Hamiltonian path problem as a special case.
A graph G = (V , E) is called an intersection graph for a finite family F of nonempty sets if there is a one-to-one
correspondence between F and V such that two sets in F have a nonempty intersection if and only if their corresponding
vertices in V are adjacent. We call F an intersection model of G. For an intersection model F , we use G(F ) to denote the
intersection graph for F . If F is a family of intervals on a real line, then G is called an interval graph for F and F is called
an interval model of G. If F is a family of arcs on a circle, then G is called a circular-arc graph for F and F is called a circular-
arc model of G. If there exists a point on the circle such that no arc in a circular-arc model F passes through, then G(F ) is
also an interval graph. Thus, circular-arc graphs form a superclass of interval graphs. Interval graphs and circular-arc graphs
have a variety of applications involving traffic light sequencing, VLSI design, scheduling [17], and genetics [49]. Kratsch et al.
[33] presented a linear-time certifying recognition algorithm for interval graphs and McConnell [40] gave a linear-time
non-certifying recognition algorithm for circular-arc graphs.
Shih et al. presented an O(n2 log n)-time algorithm for the Hamiltonian cycle problem on circular-arc graphs [46]. If the
given graph does not contain a Hamiltonian cycle, their algorithm can produce a proof either through the deletion of an
appropriate cut set or through the failure to obtain a specific type of Hamiltonian cycle. Thus, it is not difficult to modify the
algorithm in [46] to provide a supporting evidence for its answer, and hence their algorithm is a certifying algorithm already.
However, whether there exists an efficient algorithm whose time complexity is better than O(n2 log n) for the Hamiltonian
cycle problem on circular-arc graphs has been open for two decades. In this paper, we present an O(∆n)-time certifying
algorithm for the Hamiltonian cycle problem on circular-arc graphs. If the input graph is hamiltonian, our algorithm outputs
a Hamiltonian cycle for it. Otherwise, it provides a certificate for this answer that can be authenticated in O(n) time. Let F
be the input circular-arc model. The certificate C(F) of non-hamiltonian provided by our algorithm is a pair ⟨Cˆ, Fˆ⟩ such that
G(Fˆ) = G(F) or G(Fˆ) is obtained by removing some edges from G(F), G(Fˆ) is hamiltonian if and only if G(F) is hamiltonian,
Cˆ is a set of arcs in Fˆ , and G(Fˆ − Cˆ) contains at least |Cˆ | + 1 connected components. By the pigeonhole principle, it is
easily verified that G(F) is not hamiltonian. Thus, C(F) can be served as a certificate showing that the input graph G(F)
is not hamiltonian. The authentication algorithm can verify in O(n) time the correctness of an answer claiming the input
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graph is not hamiltonian by checking whether the certificateC(F) satisfies the above properties; and verify in O(n) time the
correctness of an answer claiming the input graph is hamiltonian by checking whether the output cycle is a Hamiltonian
cycle of the input graph indeed.
1.3. Related works
Previous related works are summarized below. Arikati and Rangan presented an O(n + m)-time algorithm to solve the
path cover problem on interval graphs [1]. Manacher et al. gave an O(n log log n)-time algorithm for the Hamiltonian cycle
problem on a set of sorted intervals [38]. Chang et al. proposed O(n)-time algorithms for both the Hamiltonian cycle and
path cover problems on interval graphs given an interval model with n sorted intervals [7]. In [28], we showed that their
algorithms can be modified as certifying algorithms whose provided certificates can be authenticated in O(n) time.
Damaschke presented an O(n5)-time algorithm to solve the Hamiltonian path problem on circular-arc graphs [12]. Shih
et al. proposed an O(n2 log n)-time algorithm for the Hamiltonian cycle problem on circular-arc graphs [46]. The algorithm
proposed by Bonuccelli and Bovet [5] for solving the path cover problem on circular-arc graphs contains a flaw which was
pointed out in [46]. In the past, some researchers [6,36,37] claimed that O(n)-time algorithms exist for the Hamiltonian
cycle problem and the path cover problem on circular-arc graphs given a circular-arc model with n sorted arcs, but they
have not yet succeeded in proving the correctness of their algorithms. In [27], we presented an O(n)-time approximation
algorithm for the path cover problem on circular-arc graphs. We showed that the cardinality of the path cover found by our
approximation algorithm is at most one more than the optimal one. By using the result, we reduced the path cover problem
on circular-arc graphs to the Hamiltonian cycle problem on the same class of graphs in O(n) time. Thus, the time complexity
of the path cover problem on circular-arc graphs coincides with that of the Hamiltonian cycle problem on the same class
of graphs. In this paper, we present an O(∆n)-time certifying algorithm for the Hamiltonian cycle problem on circular-arc
graphs. The certificate provided by our algorithm can be authenticated in O(n) time. This result improves the previous best
known algorithm which is an O(n2 log n)-time algorithm in [46] for the Hamiltonian cycle problem on circular-arc graphs.
1.4. Road map
The rest of this paper is organized as follows. In Section 2, we establish the basic notations and related terminology.
We also review the certifying algorithm in [28] for the path cover problem on interval graphs. In Section 3, we present an
efficient non-certifying algorithm for the Hamiltonian cycle problem on circular-arc graphs. Section 4 shows the correctness
of our non-certifying Hamiltonian cycle algorithm and analyzes its complexity. In Section 5, we show that the proposed
non-certifying Hamiltonian cycle algorithm can be modified as a certifying algorithm through the proof of correctness of
our non-certifying algorithm. In Section 6, we introduce a technique to reduce the related problems to the Hamiltonian cycle
problem on circular-arc graphs. Finally, we conclude the paper and discuss possible future works in Section 7.
2. Preliminaries
2.1. Notations
We start with some basic notations used throughout the paper. Let G = (V , E) be a graph with vertex set V and edge set
E. A path P of length |P| − 1 in G, denoted by v1 → v2 → · · · → v|P|−1 → v|P|, is a sequence (v1, v2, . . . , v|P|−1, v|P|) of
vertices such that (vi, vi+1) ∈ E for |P| > i ⩾ 1. The first and last vertices visited by P are called the path-start and path-end
of P , denoted by start(P) and end(P), respectively. We will use vi ∈ P to denote ‘‘P visits vi’’. In addition, we use P to refer
to the set of vertices visited by path P if it is understood without ambiguity. On the other hand, a path is called the reversed
path, denoted by P rev, of P if it visits the vertices of P from end(P) to start(P) sequentially; that is, the reversed path P rev of
P = v1 → v2 → · · · → v|P|−1 → v|P| is v|P| → v|P|−1 → · · · → v2 → v1.
Let G = (V , E) be a graph with vertex set V and edge set E. For a subset S ⊆ V of vertices, we write G[S] for the subgraph
of G induced by S, G− S for the subgraph G[V − S], i.e., the subgraph induced by V − S. For a vertex v in G, we write G− v
instead of G−{v}. Let S and C be two disjoint subsets of vertices in G such that S is nonempty. We say that S is an island with
respect to C in G or an island in G− C if no vertex in S is adjacent to any vertex of V − (C ∪ S) in G. By the above definition,
an island S with respect to C in G is not empty and it contains at least one connected component in G − C . A subset C of
vertices of G is called a cut set if the removal of C from G disconnects G. We call C a connecting set of G if C is a cut set of G
and the removal of C from G disconnects G into at least |C | + 1 connected components.
Since each connected subgraph needs to be covered by at least one path, the following proposition can be easily verified
by the pigeonhole principle.
Proposition 2.1 ([46]). Let C be a cut set of a connected graph G and let g be the number of connected components in G − C.
Then, π(G) ⩾ g − |C |.
For C ⊆ V , let E(C) denote the set of edges of E that join two vertices in C . The following two propositions are very
important in proving the correctness of our algorithm and can be easily verified by the pigeonhole principle.
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Fig. 1. An interval model I of twelve endpoint-sorted intervals.
Proposition 2.2. Let C be a cut set of a connected graph G and let g be the number of connected components in G−C. If g > |C |,
then G has no Hamiltonian cycle.
Proposition 2.3. Let C be a cut set of a connected graph G and let g be the number of connected components in G− C such that
g = |C |. Then, G = (V , E) is hamiltonian if and only if G′ = (V , E− E ′) is hamiltonian, where E ′ is any nonempty subset of E(C).
2.2. A certifying algorithm for the path cover problem on interval graphs
Arikati andRangan [1] gave anO(n+m)-time algorithm for thepath cover problemon interval graphs.Manacher et al. [38]
gave an O(n log log n)-time for the Hamiltonian path problem on interval graphs given a set of n endpoint-sorted intervals.
They used the same greedy approach independently. It is assumed that the input graph is given by an interval model I that is
a set of n endpoint-sorted intervals labeled by 1, 2, . . . , n in increasing order of their right endpoints. Notice that we do not
distinguish an interval from its label. The left endpoint of interval x is denoted by left(x) and the right endpoint by right(x).
Interval x is denoted by (left(x), right(x)). Interval x intersects interval y if and only if they share a point on a real line. An
interval x is said to contain another interval y if every point of y falls within the interior of (left(x), right(x)). For convenience,
we introduce the following notations.
(1) For two distinct intervals x, y in I , x is smaller than y (or y is larger than x), denoted by x < y, if right(y) is to the right of
right(x), and y is to the right of x, denoted by x ≪ y, if left(y) is to the right of right(x).
(2) s(I) denotes the interval in I with the leftmost right endpoint; that is, s(I) ⩽ x for x ∈ I .
We have shown in [28] that the algorithm in [1] for the path cover problem on interval graphs can be modified as a
certifying algorithm. We first review Procedure GP that is the key procedure used in the algorithm in [1] for the path cover
problem. Given an interval model I , Procedure GP uses a greedy principle to obtain a path Z as follows. Initially, Z visits s(I)
only, i.e., Z = s(I). Repeatedly extend Z to visit the one with the leftmost right endpoint among neighbors of end(Z) not
visited by Z until all neighbors of end(Z) are visited by Z . Then it outputs path Z and stops. For instance, given a set of 12
endpoint-sorted intervals shown in Fig. 1, Procedure GP outputs the path Z = i1 → i2 → i3 → i4 → i6 → i5.
For interval model I , define a path cover PC(I) of G(I) recursively as follows: If I = ∅, then PC(I) = ∅. Otherwise, let
PC(I) = {Z} ∪ PC(I ′), where Z is the path output by Procedure GP given I and I ′ = I − Z . For instance, PC(I) = {Z1 =
i1 → i2 → i3 → i4 → i6 → i5, Z2 = i7 → i8 → i9 → i10 → i12 → i11}, where I is the set of intervals shown in Fig. 1, Z1
and Z2 are the paths obtained by Procedure GP from I and I − Z1, respectively.
Arikati and Rangan [1] proved by induction that PC(I) is a minimum path cover of G(I). Chang et al. [7] showed that
PC(I) can be computed in O(n) time and O(n) space given a set of n endpoint-sorted intervals. Our certifying algorithm in
[28] for the path cover problem on interval graphs works as follows. It computes PC(I) as both a minimum path cover of
G(I) and a certificate showing that PC(I) is indeed a minimum path cover of G(I). The length of PC(I) is O(n).
Let Z be a path of G(I). Define L(Z) to be the set of intervals in Z which are larger than end(Z), i.e., L(Z) = {x|x ∈ Z and
end(Z) < x}. Let
Z = z1 → z2 → · · · → zk
be the path obtained by Procedure GP from interval model I . Notice that x ≠ z1 if x ∈ L(Z). A path Z is called a monotone
path if and only if L(Z) = ∅. Recursively define the greedy connecting set C(Z) of path Z as follows. If L(Z) is the empty set,
then C(Z) = ∅; otherwise, let C(Z) = C(Z ′) ∪ {zi}, where i is the index such that zi ∈ L(Z) and zj ∉ L(Z) for i < j ⩽ k and
Z ′ = z1 → z2 → · · · → zi−1. For instance, let Z = i1 → i2 → i3 → i4 → i6 → i5 be the path obtained by Procedure GP
given the interval model shown in Fig. 1 and we have C(Z) = {i6}. The following two lemmas were given in [27] and will be
used in proving the correctness of our algorithm.
Lemma 2.4 ([27]). Suppose that Z is a path in PC(I). The following statements then hold true:
(1) an interval x is in Z if and only if left(x) is to the left of right(end(Z));
(2) if intervals x and y do not intersect and x, y ∈ Z, then Z visits x before y if and only if x ≪ y;
(3) an interval x is in L(Z) if and only if x contains right(end(Z)); and
(4) an interval x is in L(Z) if and only if x contains end(Z).
Lemma 2.5 ([27]). Suppose that Z is the path output by Procedure GP given a set I of sorted intervals. Let C(Z) = {c1, c2, . . . , ck}
be the greedy connecting set of path Z and let R(Z) = Z − C(Z) = {Z1, Z2, . . . , Zk+1}, where Z = Z1 → c1 → Z2 → c2 →
· · · → ck → Zk+1. The following statements then hold true:
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(1) every path in R(Z) is a monotone path;
(2) L(Z) ⊆ C(Z);
(3) Z1, Z2, . . . , Zk+1 are islands with respect to C(Z) in G(I);
(4) intervals visited by Zj are to the right of intervals visited by Zi if and only if 1 ⩽ i < j ⩽ k+ 1;
(5) if I − Z ≠ ∅, then I − Z is an island with respect to L(Z) in G(I) and x ≪ y for x ∈ Z − L(Z) and y ∈ I − Z; and
(6) interval ci contains every interval of Zi+1 for 1 ⩽ i ⩽ k.
Proof. Statements (1)–(5) have been proved in [27]. Now, we prove Statement (6). By the definition of C(Z), end(Zi+1) < ci.
By Statement (1), Zi+1 is a monotone path. Hence, x < ci for x ∈ Zi+1. By Statement (3), no interval of Zi intersects any
interval of Zi+1. Since Z visits ci right after end(Zi), end(Zi) intersects ci. By Statement (4), every interval in Zi+1 is to the right
of any interval in Zi. Then, left(ci) is to the left of left(x) for x ∈ Zi+1. Thus, interval ci contains interval x for x ∈ Zi+1. 
Suppose PC(I) = {Z1, Z2, . . . , Zk}. Define C(I) = ki=1 C(Zi). For example, C(I) = {i6, i12} for the interval model I
shown in Fig. 1, where PC(I) = {Z1 = i1 → i2 → i3 → i4 → i6 → i5, Z2 = i7 → i8 → i9 → i10 → i12 → i11},
C(Z1) = {i6}, and C(Z2) = {i12}. The following lemma was given in [1,27,28].
Lemma 2.6 ([1,27,28]). There are |PC(I)| + |C(I)| connected components in G(I − C(I)).
It follows from Lemma 2.6 and Proposition 2.1 that PC(I) is a minimum path cover of G(I). Now we describe the
authentication algorithm in [28] as follows. Given PC(I), the algorithm first checks whether PC(I) is a path cover of G(I)
and then computes C(I) to test whether G(I −C(I)) has |PC(I)| + |C(I)| connected components. WhetherPC(I) is a path
cover of G(I) can be checked in O(n) time. Given PC(I), C(I) can be computed in O(n) time. Given a sorted interval model
I and C(I), the number of connected components in G(I − C(I)) can be determined in O(n) time. Thus the running time of
the authentication algorithm is O(n) and we have the following theorem.
Theorem 2.7 ([28]). There is an O(n)-time certifying algorithm for the path cover problem on sorted interval models. The
optimality of the output of this algorithm can be authenticated in O(n) time.
In [28], we also proposed an O(n)-time certifying algorithm for the Hamiltonian cycle problem on interval graphs and
gave the following theorem.
Theorem 2.8 ([28]). There is an O(n)-time certifying algorithm for the Hamiltonian cycle problem on sorted interval models. The
length of the certificate provided by this algorithm is O(n) and the authentication algorithm runs in O(n) time.
3. A non-certifying algorithm for the Hamiltonian cycle problem on circular-arc graphs
Circular-arc graphs are simple generalization of interval graphs. However, circular-arc graphs have rich structure, and
there is a long history for the recognition problem. Tucker presented an O(n3)-time algorithm for testing whether a graph is
a circular-arc graph [48]. Hsu proposed an O(mn)-time algorithm to recognize circular-arc graphs [23]. Eschen and Spinrad
proposed an O(n2)-time recognition algorithm for circular-arc graphs [15]. In 2003, McConnell presented an O(n + m)-
linear-time recognition algorithm for circular-arc graphs [40]. A circular-arc model F can be obtained by these recognition
algorithms in the affirmative case. Thus, researchers studying circular-arc graphs sometimes assumed that a set of arcs with
endpoints sorted is given [7,8,22,25,39]. Throughout the remainder of the paper, we assume that the input graph is given
by a circular-arc model F that is a set of n endpoint-sorted arcs.
3.1. Definition and conversion
Somenotations are defined in the subsection. In addition,wewill introduce a conversion thatmaps F into a set of intervals
in clockwise or counterclockwise direction. An arc x in F that begins with endpoint p and ends at endpoint q in clockwise
direction is denoted by (p, q). We call p the head, denoted by h(x), and q the tail, denoted by t(x), of arc x = (p, q). The
contiguous part of the circle that begins with an endpoint c and ends at an endpoint d in the clockwise direction is referred
to as segment (c, d), denoted by seg(c, d), of the circle. We use ‘‘arc ’’ to refer to a member of F and ‘‘segment ’’ to refer to a
part of the circle between two endpoints. A point y on the circle is said to be contained in arc (or segment) (p, q) if it falls
within the interior of seg(p, q). An arc or segment x is said to contain another arc or segment y if x contains every point of
y. Two arcs, or two segments, or an arc and a segment intersect if and only if they share a point. Note that if a point on the
circle is not contained in any arc of F then G(F) is an interval graph. Without loss of generality, we will assume that (1) all
endpoints are distinct, (2) no arc covers the entire circle, and (3) an arc (segment) does not include its two endpoints, i.e., it
is an open segment of the circle.
Definition 3.1. For a point q on the circle, let Bp(q) denote the set of all arcs in F containing point q. For an arc x in F , let
Ba(x) denote the set of all arcs in F that contain arc x.
Definition 3.2. Let q be a point on the circle. An arc v containing point q can be divided into two open segments (h(v), q)
and (q, t(v)), called the head portion and tail portion of arc v with respect to q, respectively, by removing q from v. The head
portion and tail portion of arc v with respect to q are denoted by head(v, q) and tail(v, q), respectively. For a set B of arcs
containing q, let head(B, q) = {head(v, q)|v ∈ B} and tail(B, q) = {tail(v, q)|v ∈ B}.
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Fig. 2. A circular-arc model F of eleven sorted arcs.
Fig. 3. Fc(Ba(a1), h(a1)) for the set F of arcs shown in Fig. 2, where the dashed lines of arcs indicate the removed portions of arcs from F .
Fig. 4. Fcc(∅, t(a6)) for the set F of arcs shown in Fig. 2, where the dashed lines of arcs indicate the removed portions of arcs from F .
Definition 3.3. For a point q on the circle and a subsetB of Bp(q), let Fc(B, q) = (F−Bp(q))∪tail(B, q)∪head(Bp(q)−B, q)
and Fcc(B, q) = (F − Bp(q)) ∪ head(B, q) ∪ tail(Bp(q)−B, q), where the subscript ‘c ’ (resp., ‘cc ’) of Fc (resp., Fcc) indicates
the ‘clockwise’ (resp., ‘counterclockwise’) mapping of F starting from point q.
Let v be an arc in F . If v ∈ B, then tail(v, q) ∈ Fc(B, q) (resp., head(v, q) ∈ Fcc(B, q)); otherwise, either v ∈ Fc(B, q)
or head(v, q) ∈ Fc(B, q) (resp., tail(v, q) ∈ Fcc(B, q)). We refer to the portion of arc v in Fc(B, q) and Fcc(B, q) as arc v in
Fc(B, q) and Fcc(B, q), respectively. For instance, given a set F of arcs shown in Fig. 2, Fc(Ba(a1), h(a1)) and Fcc(∅, t(a6)) are
shown in Figs. 3 and 4, respectively, where Bp(h(a1)) = {a2, a5, a6, a11} and Ba(a1) = {a2, a5, a6}.
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Fig. 5. The clockwise labeling by Procedure ArcToI given F shown in Fig. 2, endpoint q = h(a1), andB = Ba(a1).
Fig. 6. The interval model Ic(Fc(Ba(a1), h(a1))) of Fc(Ba(a1), h(a1)) shown in Fig. 3.
Since no arc in Fc(B, q) and Fcc(B, q) contains point q, G(Fc(B, q)) and G(Fcc(B, q)) are interval graphs. Apparently,
G(Fc(B, q)) and G(Fcc(B, q)) are spanning subgraphs of G(F). We can convert arcs in Fc(B, q) into a set Ic(Fc(B, q)) of
intervals in the clockwise direction starting from point q on the circle such that G(Ic(Fc(B, q))) and G(Fc(B, q)) are isomor-
phic and the left endpoints of intervals corresponding to arcs in tail(B, q) are the leftmost endpoints in Ic(Fc(B, q)). We
call Ic(Fc(B, q)) to be the interval model of G(Fc(B, q)) and refer to such a conversion as clockwise conversion starting from
point q. By the same conversion, we can convert arcs in Fcc(B, q) into a set Icc(Fcc(B, q)) of intervals in the counterclock-
wise direction starting from point q on the circle such that G(Icc(Fcc(B, q))) and G(Fcc(B, q)) are isomorphic and the left
endpoints of intervals corresponding to the arcs in head(B, q) are the leftmost endpoints in Icc(Fcc(B, q)). We refer to such
a conversion as counterclockwise conversion starting from point q. The conversion procedure is formally presented as follows.
Procedure ArcToI
Input: A set F of n sorted arcs, an endpoint q of an arc in F , and a subsetB of Bp(q).
Output: A set Ic(Fc(B, q)) (resp., Icc(Fcc(B, q))) of n sorted intervals that is isomorphic to G(Fc(B, q)) (resp., G(Fcc(B, q))).
Method:
1. starting from point q, label the endpoints of arcs of F in the clockwise (resp., counterclockwise) direction; that is, the
endpoint located on point q is labeled by 1;
2. let ℓ(p) denote the label of endpoint p;
3. for each arc x ∉ B, x is converted to interval Ic(x) = (h(x), t(x)) if ℓ(t(x)) > ℓ(h(x)) (resp., Icc(x) = (t(x), h(x)) if
ℓ(h(x)) > ℓ(t(x))) and to interval Ic(x) = (h(x), t(x)+ 2n) (resp., Icc(x) = (t(x), h(x)+ 2n)) otherwise;
4. for each arc x ∈ B, x is converted to interval Ic(x) = (1, t(x)) (resp., Icc(x) = (1, h(x)));
5. let Ic(Fc(B, q)) = {Ic(x)|x ∈ F} (resp., Icc(Fcc(B, q)) = {Icc(x)|x ∈ F}) and output Ic(Fc(B, q)) (resp., Icc(Fcc(B, q))).
For instance, given F shown in Fig. 2, endpoint q = h(a1), andB = Ba(a1), Procedure ArcToI first labels the endpoints of
arcs of F (as shown in Fig. 5) in the clockwise direction starting from h(a1). Then, it converts F into a set Ic(Fc(Ba(a1), h(a1)))
of intervals as shown in Fig. 6. We can see that G(Ic(Fc(Ba(a1), h(a1)))) is isomorphic to G(Fc(Ba(a1), h(a1))) shown in Fig. 3.
We call Ic(Fc(Ba(a1), h(a1))) to be the intervalmodel of Fc(Ba(a1), h(a1)). On the other hand, ProcedureArcToI constructs the
intervalmodel Icc(Fcc(∅, t(a6))) (as shown in Fig. 7) of Fcc(∅, t(a6)) (as shown in Fig. 4). Careful implementation of Procedure
ArcToI takes O(n) time and O(n) space.
It is not difficult to see that there is a one-to-one mapping between the sets of arcs of F and Fc(B, q) (resp., F and
Fcc(B, q)). There is also a one-to-one mapping between the set Fc(B, q) of arcs and the set Ic(Fc(B, q)) of intervals (resp.,
Fcc(B, q) and Icc(Fcc(B, q))). Therefore there is a one-to-one mapping between the set F of arcs and the set Ic(Fc(B, q)) of
intervals (resp., F and Icc(Fcc(B, q))).
For simplicity, we define the following notations.
Definition 3.4. Let q be a point on the circle, B be a subset of Bp(q), and let F ′ be either Fc(B, q) or Fcc(B, q). Let I ′ be the
interval model of F ′ constructed by Procedure ArcToI. Let x be an arc in F and let X be a subset of F . We use F ′(x) to denote
the portion of arc x in F ′ and use F ′(X) to denote {F ′(x)|x ∈ X}. We write I ′(x) for the interval corresponding to arc x in I ′
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Fig. 7. The interval model Icc(Fcc((∅, t(a6))) of Fcc(∅, t(a6)) shown in Fig. 4.
and write I ′(X) for {I ′(x)|x ∈ X}. Let y be an interval in I ′ and let Y be a a subset of I ′. We use F(y) and F ′(y) to denote the
arcs in F and F ′, respectively, corresponding to y. In addition, we write F(Y ) and F ′(Y ) for {F(y)|y ∈ Y } and {F ′(y)|y ∈ Y },
respectively. For an arcw ∈ F ′, F(w) and I ′(w) denote the arc in F and the interval in I ′, respectively, corresponding tow.
For a path Z and a path cover PC in G(I ′), F(Z) and F(PC) denote the path and path cover in G(F) corresponding to Z and PC ,
respectively. Moreover, we will use x to refer to an arc x in F , F ′(x), and I ′(x), use Z to refer to a path Z in G(I ′), F ′(Z), and
F(Z), and use PC to refer to a path cover PC in G(I ′), F ′(PC), and F(PC) if they are understood without ambiguity.
3.2. The Hamiltonian cycle algorithm
In this subsection, we will present an O(∆n)-time non-certifying algorithm to solve the Hamiltonian cycle problem
on circular-arc graphs, where ∆ and n represent the maximum degree and the number of vertices of the input graph,
respectively. In Section 4, we will prove the correctness of the algorithm and analyze its complexity. In Section 5, we
will show that the algorithm can be modified as a certifying algorithm. It is assumed that the input graph is given by a
circular-arc model F that is a set of n sorted arcs. Our algorithm reduces the problem to the Hamiltonian cycle and the
path cover problems on interval graphs. The reduction repeats at most∆ times. By Theorems 2.7 and 2.8, there exist O(n)-
time certifying algorithms for the path cover and the Hamiltonian cycle problems on interval graphs. The algorithm hence
runs in O(∆n) time. We first sketch our algorithm for the Hamiltonian cycle problem on a set F of sorted arcs as follows.
Take an arc µ of F that does not contain any other arc in F . Compute Fc(Ba(µ), h(µ)) and construct the interval model
Ic(Fc(Ba(µ), h(µ))) of Fc(Ba(µ), h(µ)) by calling Procedure ArcToI that is a clockwise conversion starting from h(µ). For
simplicity, let Fc = Fc(Ba(µ), h(µ)) and let Ic = Ic(Fc(Ba(µ), h(µ))). Call Procedure GP to obtain path P from Ic . Let
P = P1 → c1 → P2 → · · · → ck−1 → Pk → ck → Pk+1, where C(P) = {c1, c2, . . . , ck} is the greedy connecting set of path
P . Let υ and υP be the arcs corresponding to end(P1) and end(P), respectively, i.e., υ = F(end(P1)) and υP = F(end(P)). If
µ ∈ Bp(t(υP)), then output ‘‘P → start(P)’’ as a Hamiltonian cycle of G(F). Otherwise, compute Fcc(∅, t(υ)) and construct
the interval model Icc(Fcc(∅, t(υ))) of Fcc(∅, t(υ)) by calling ProcedureArcToI that is a counterclockwise conversion starting
from t(υ). For simplicity, let Fcc = Fcc(∅, t(υ)) and let Icc = Icc(Fcc(∅, t(υ))). Call Procedure GP to obtain path Q from
Icc . If Q is not a Hamiltonian path of G(Icc), then output ‘‘G(F) has no Hamiltonian cycle’’. If Q is a Hamiltonian path
of G(Icc) and arc F(start(Q )) intersects arc F(end(Q )), then output ‘‘Q → start(Q )’’ as a Hamiltonian cycle of G(F). In
the following consider that Q is a Hamiltonian path of G(Icc) and arc F(start(Q )) does not intersect arc F(end(Q )). Let
z and ω be the arcs corresponding to start(Q ) and end(Q ), respectively, i.e., z = F(start(Q )) and ω = F(end(Q )). Let
R = {r ∈ F |r ∈ Bp(h(ω))− F(L(Q ))}. Notice that every arc in R contains arc z. While R ≠ ∅, repeat the following steps:
• Let s be an arc of R such that right(Icc(s)) is the smallest in Icc(R) and let Is be the set of intervals obtained by removing
Icc(s) from Icc .
• Call Procedure GP to obtain path Qs from Is. Notice that start(Qs) = start(Q ) = z.
• If Qs is the Hamiltonian path of G(Is) and arc s intersects arc F(end(Qs)), then output ‘‘s → Qs → s’’ as a Hamiltonian
cycle of G(F) and stop; Else let R = R− {s}.
At last, the algorithm determines whether G(Icc) has a Hamiltonian cycle or not. If G(Icc) has a Hamiltonian cycle, then a
Hamiltonian cycle of G(Icc) is also a Hamiltonian cycle of G(F); otherwise output ‘‘G(F) has no Hamiltonian cycle’’. The al-
gorithm is formally presented as follows.
Algorithm HC-Arcs
Input: F , a set of sorted arcs.
Output: A Hamiltonian cycle of G(F) if it is hamiltonian; otherwise, G(F) has no Hamiltonian cycle.
Method:
1. pick an arc µ of F that does not contain any other arc;
2. compute Fc = Fc(Ba(µ), h(µ));
3. construct the interval model Ic of Fc by calling Procedure ArcToI that is a clockwise conversion starting from h(µ), i.e.,
Ic = Ic(Fc);
4. call Procedure GP to obtain path P from Ic ;
5. let P = P1 → c1 → P2 → · · · → ck−1 → Pk → ck → Pk+1, where C(P) = {c1, c2, . . . , ck};
6. let υ and υP be the arcs corresponding to end(P1) and end(P), respectively, i.e., υ = F(end(P1)) and υP = F(end(P));
7. if µ ∈ Bp(t(υP)), then output ‘‘P → start(P)’’ as a Hamiltonian cycle of G(F);
8. compute Fcc = Fcc(∅, t(υ));
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Fig. 8. A set F of arcs used in Example 2.
9. construct the interval model Icc of Fcc by calling Procedure ArcToI that is a counterclockwise conversion starting from
t(υ), i.e., Icc = Icc(Fcc);
10. call Procedure GP to obtain path Q from Icc ;
11. if Q is not a Hamiltonian path of G(Icc), then output ‘‘G(F) has no Hamiltonian cycle’’;
12. let z and ω be the arcs corresponding to start(Q ) and end(Q ), respectively, i.e., z = F(start(Q )) and ω = F(end(Q ));
13. if arc z and arc ω intersect, then output ‘‘Q → start(Q )’’ as a Hamiltonian cycle of G(F);
14. let R = {r ∈ F |r ∈ Bp(h(ω))− F(L(Q ))};
15. while R ≠ ∅ do // iteration step
16. let s be an arc of R such that right(Icc(s)) is the smallest in Icc(R), i.e., Icc(s) ⩽ Icc(x) for x ∈ R;
17. let Is be the set of intervals obtained by removing Icc(s) from Icc , i.e., Is = Icc − {Icc(s)};
18. call Procedure GP to obtain path Qs from Is;
19. if Qs is the Hamiltonian path of G(Is) and arc s intersects arc F(end(Qs)), then output ‘‘s → Qs → s’’ as a
Hamiltonian cycle of G(F);
20. else let R = R− {s};
21. if G(Icc) is hamiltonian, then output the Hamiltonian cycle found in G(Icc);
22. else output ‘‘G(F) has no Hamiltonian cycle’’.
We now give the following two examples to illustrate Algorithm HC-Arcs.
Example 1. Let F be the set of arcs shown in Fig. 2. The algorithm first picks arcµ = a1 that does not contain any other arc.
It computes Fc = Fc(Ba(a1), h(a1)) (as shown in Fig. 3) and constructs the interval model Ic of Fc by a clockwise conversion
starting from h(a1) (as shown in Fig. 6). The path P output by Procedure GP given Ic is a1 → a2 → a3 → a5 → a4 →
a6 → a9 → a7 → a10 → a8. It is straightforward to verify that the greedy connecting set of P is C(P) = {a9, a10} and
P1 = a1 → a2 → a3 → a5 → a4 → a6. Then, υ = F(end(P1)) = a6 and υP = F(end(P)) = a8. Clearly,µ = a1 ∉ Bp(t(a8)).
The algorithm then computes the set Fcc = Fcc(∅, t(a6)) (as shown in Fig. 4) and constructs the interval model Icc of Fcc by a
counterclockwise conversion starting from t(a6) (as shown in Fig. 7). Call Procedure GP given Icc to obtain path Q = a4 →
a6 → a3 → a5 → a1 → a11 → a10 → a8 → a9 → a7 → a2. It is easy to see that Q is a Hamiltonian path of G(Icc),
z = F(start(Q )) = a4, andω = F(end(Q )) = a2. Then, R = {r ∈ F |r ∈ Bp(h(a2))− F(L(Q ))} = {a6}. In this time, s = a6. Let
Is = Icc − {Icc(a6)}. Call Procedure GP given Is to obtain Qs = a4 → a5 → a3 → a2 → a1 → a11 → a10 → a8 → a9 → a7.
It is straightforward to verify that Qs is a Hamiltonian path of G(Is) but arc s = a6 does not intersect arc F(end(Qs)) = a7.
Then, R = R − {a6} = ∅. By calling the Hamiltonian cycle algorithm in [28] to test whether G(Icc) is hamiltonian, we find
that a4 → a6 → a3 → a2 → a1 → a11 → a10 → a8 → a9 → a7 → a5 → a4 is a Hamiltonian cycle of G(Icc). It is also a
Hamiltonian cycle of G(F).
Example 2. Let F be the set of arcs shown in Fig. 8 and let arcµ = a5. The set Ic of intervals converted from F by a clockwise
conversion starting from h(a5) is shown in Fig. 9. The path P output by Procedure GP given Ic is a5 → a4 → a6 → a7 →
a1 → a2 → a3 → a8. It is straightforward to verify that C(P) = L(P) = ∅, υ = F(end(P1)) = a8, and υP = F(end(P)) = a8.
Clearly, µ = a5 ∉ Bp(t(a8)). The set Icc of intervals converted from F by a counterclockwise conversion starting from t(a8)
is shown in Fig. 10. The path obtained by Procedure GP from Icc is Q = a3 → a2 → a8 → a6 → a7 → a1 → a5 → a4. It is
easy to see thatQ is a Hamiltonian path ofG(Icc), z = F(start(Q )) = a3, andω = F(end(Q )) = a4.We can see that arc z = a3
does not intersect arcω = a4. Then, R = {r ∈ F |r ∈ Bp(h(a4))− F(L(Q ))} = {a8}. In this time, s = a8. Let Is = Icc−{Icc(a8)}.
Call Procedure GP given Is to obtain path Qs = a3 → a2 → a1 → a7 → a6 → a4 → a5. It is straightforward to verify that
Qs is a Hamiltonian path of G(Is) but arc s = a8 does not intersect arc F(end(Qs)) = a5. Then, R = R − {a8} = ∅. By calling
the Hamiltonian cycle algorithm in [28] to test whether G(Icc) is hamiltonian, we get that G(Icc) has no Hamiltonian cycle.
Thus, the algorithm outputs that G(F) has no Hamiltonian cycle.
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Fig. 9. The set Ic of intervals converted from F shown in Fig. 8 by a clockwise conversion starting from h(a5).
Fig. 10. The set Icc of intervals converted from F shown in Fig. 8 by a counterclockwise conversion starting from t(a8).
4. The correctness and complexity of Algorithm HC-arcs
In the section, wewill prove the correctness of AlgorithmHC-Arcs given a set F of sorted arcs and analyze its complexity.
Let µ be an arc of F that does not contain any other arc, and let υP be the arc corresponding to end(P), i.e., υP = F(end(P)),
where P is the path output by ProcedureGP given Ic . We first consider the case ofµ = υP , i.e., start(P) = end(P). In this case,
G(F) and G(Icc) are isomorphic [27]. Hence, G(F) is an interval graph. If G(Icc) is hamiltonian, then the algorithm constitutes
a Hamiltonian cycle and terminates at line 13 or line 21. Suppose that G(Icc) is not hamiltonian. If Q is not a Hamiltonian
path of G(Icc), i.e., |PC(Icc)| > 1, then by Lemma 2.6 and Proposition 2.2, G(Icc) is not hamiltonian, and, hence, G(F) is not
hamiltonian and the algorithm terminates at line 11. Otherwise, it terminates at line 22. Thus, Algorithm HC-Arcs is correct
when µ = υP . Next, we consider that µ ≠ υP . Suppose µ ∈ Bp(t(υP)). In [27], we showed that P is a Hamiltonian path of
G(Ic). Hence, ‘‘P → start(P)’’ is a Hamiltonian cycle of G(F) and the algorithm terminates at line 7. Thus, AlgorithmHC-Arcs
is correct when µ ≠ υP and µ ∈ Bp(t(υP)).
We have proved the correctness of Algorithm HC-Arcswhenµ = υP orµ ∈ Bp(t(υP)). Throughout the remainder of the
section, we assume that µ ≠ υP and µ ∉ Bp(t(υP)). The following lemma was given in [27] and will be used in proving the
correctness of our algorithm.
Lemma 4.1 ([27]). Assume that µ ≠ υP and µ ∉ Bp(t(υP)). The following statements then hold true:
(1) seg(h(µ), t(υP)) contains t(µ);
(2) Bp(t(υP)) ⊆ F(L(P)) ∪ Ba(µ);
(3) path P visits Ic(x) if and only if either x = µ or arc x intersects seg(t(µ), t(υP)); and
(4) if L(P) ≠ ∅ and P = P1 → c1 → P2 → · · · → ck−1 → Pk → ck → Pk+1, where C(P) = {c1, c2, . . . , ck} is the greedy
connecting set of path P and υ = F(end(P1)), then every arc of F(P − (P1 ∪ C(P))) is contained in seg(t(υ), t(υP)) and no
arc of F(Pi) intersects any arc of F(Pj) for i ≠ j and k+ 1 ⩾ i, j ⩾ 2.
The relative locations of arcs µ, υ, υP on the circle are depicted in Fig. 11 when µ ≠ υP and µ ∉ Bp(t(υP)). Fig. 11 also
shows the relative locations of arcs visited by P1, P2, . . . , Pk+1 on the circle. In addition, the relative locations of intervals of
Icc corresponding to arcs of F(P1), F(P2), · · ·, F(Pk+1), and F − F(P) are shown in Fig. 12. We first prove the following lemma.
Lemma 4.2. Let P = P1 → c1 → P2 → · · · → ck−1 → Pk → ck → Pk+1 where C(P) = {c1, c2, . . . , ck}. Assume that
L(P) ≠ ∅. Then, arc F(ci) contains every arc of F(Pi+1) for k ⩾ i ⩾ 1.
Proof. Let ci be an interval of C(P) and let x be an interval of Pi+1 for k ⩾ i ⩾ 1. By Statements (1) and (4) of Lemma 4.1,
any arc of F(P − (P1 ∪ C(P))) does not intersect arc µ, and, hence, arc F(x) does not intersect arc µ. By the definition of Fc ,
Fc(x) = F(x). By Statement (6) of Lemma 2.5, interval ci contains interval x. Thus, Fc(ci) contains Fc(x). By the definition of
Fc , either Fc(ci) = F(ci) or Fc(ci) = tail(F(ci), h(µ)) depending on whether F(ci) ∈ Ba(µ). Thus, F(ci) contains Fc(ci). Since
F(ci) contains Fc(ci), Fc(ci) contains Fc(x), and Fc(x) = F(x), we get that F(ci) contains F(x). Thus, the lemma holds true. 
The following lemma shows that arcs containing t(υ) are in F(C(P)) ∪ Ba(µ).
Lemma 4.3. Let υ = F(end(P1)) and let X be the set of arcs that contain t(υ). Then, X ⊆ F(C(P)) ∪ Ba(µ), i.e., Bp(t(υ)) ⊆
F(C(P)) ∪ Ba(µ).
Proof. If L(P) = ∅, then υ = υP and hence Bp(t(υ)) ⊆ F(L(P))∪ Ba(µ) ⊆ F(C(P))∪ Ba(µ) by Statement (2) of Lemma 4.1.
Suppose that L(P) ≠ ∅. Then, υ ≠ υP . We refer the readers to Fig. 11 for the relative locations of arcs µ, υ , and υP .
By the definition of Ic , right(Ic(x)) corresponds to t(x) for x ∈ F(P). By Statement (3) of Lemma 4.1, either υ = µ or υ
intersects seg(t(µ), t(υP)). Obviously, t(υ) ∉ seg(t(υP), t(µ)). Otherwise, Ic(υ) will be in L(P). Thus, t(υ) is contained in
seg(t(µ), t(υP)) ifυ ≠ µ. Let x1 be an arc in F−F(P) and let x2 be an arc in F(P−(P1∪C(P))). By Statement (3) of Lemma 4.1,
x1 is contained in seg(t(υP), t(µ)) and, hence, it is contained in seg(t(υP), t(υ)). Thus, x1 ∉ Bp(t(υ)). By Statement (4) of
Lemma 4.1, x2 is contained in seg(t(υ), t(υP)). Thus, x2 ∉ Bp(t(υ)). On the other hand, we consider that there exists an arc
x3 in F(P1)− {µ, υ}. Then, υ ≠ µ. By Statement (1) of Lemma 2.5, P1 is a monotone path. Thus, Ic(µ) < Ic(x3) < Ic(υ) and,
hence, t(x3) is contained in seg(t(µ), t(υ)). If x3 ∈ Bp(t(υ)), then arc x3 contains seg(t(υ), t(µ)) and hence it contains arc
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Fig. 11. The relative locations of arcs µ, υ , υP , and arcs corresponding to intervals of Ic in P1, P2, . . . , Pk+1 on the circle when µ ≠ υP and µ ∉ Bp(t(υP ))
[27].
Fig. 12. The relative locations of intervals of Icc corresponding to arcs of F(P1), F(P2), . . . , F(Pk+1), and F − F(P)when µ ≠ υP and µ ∉ Bp(t(υP )).
µ, i.e., x3 ∈ Ba(µ). We have shown that no arc of (F − F(P))∪ F(P − (P1 ∪ C(P))) contains t(υ) and arcs of F(P1) containing
t(υ) are in Ba(µ). Thus, the lemma holds true. 
To verify the correctness of AlgorithmHC-Arcs, we first consider that Q is not a Hamiltonian path of G(Icc) and prove the
following claim.
Claim 1. G(F) is not hamiltonian if Q is not a Hamiltonian path of G(Icc), i.e., |PC(Icc)| > 1 (line 11).
Consider that Q is a Hamiltonian path of G(Icc). It is not difficult to see that Algorithm HC-Arcs is correct if arc z =
F(start(Q )) and arc ω = F(end(Q )) intersect (line 13). In the following assume that Q is a Hamiltonian path of G(Icc) and
arc z does not intersect arc ω. The following proposition can be easily verified from the definition of υ and z.
Proposition 4.4. υ = υP if L(P) = ∅, and υ ∈ Ba(z) if z ≠ υ .
Note that R = {r ∈ F |r ∈ Bp(h(ω)) − F(L(Q ))}. By the definition of Icc , Icc(υ) ∉ L(Q ) and hence υ ∉ F(L(Q )). We then
give the following lemma.
Lemma 4.5. Assume that Q is a Hamiltonian path of G(Icc) and arc z does not intersect arc ω. Then, υ ∉ Bp(h(ω)) if and only if
R = ∅.
Proof. It is not difficult to verify that if υ ∈ Bp(h(ω)) then R ≠ ∅. Thus, if R = ∅ then υ ∉ Bp(h(ω)). In the following,
we will prove that if υ ∉ Bp(h(ω)) then R = ∅. Suppose that υ ∉ Bp(h(ω)). Since υ ∉ Bp(h(ω)), seg(h(υ), h(ω))
contains arc υ . If ω ∈ Bp(t(υ)), then ω ∈ Ba(υ) and hence ω ∈ Ba(z) by Proposition 4.4, a contradiction occurs. Thus,
ω ∉ Bp(t(υ)). By the definition of Fcc , Fcc(ω) = ω. Then, Icc(ω) = (t(ω), h(ω)). Let arc x ∈ Bp(h(ω)). Consider that
x ∉ Bp(t(υ)). By the definition of Fcc , Fcc(x) = x, and, hence, Icc(x) = (t(x), h(x)). Since arc x contains h(ω), Icc(x)
contains right(Icc(ω)). By Statement (3) of Lemma 2.4, Icc(x) ∈ L(Q ). On the other hand, consider that x ∈ Bp(t(υ)). If
h(x) ∈ seg(t(υ), h(ω)), then x ∈ Ba(υ), Fcc(x) = tail(x, t(υ)), Icc(x) = (t(x), h(x)+2n), Icc(ω)≪ Icc(x), and, hence, Q is not
a Hamiltonian path of G(Icc), which is a contradiction. Thus, h(x) ∉ seg(t(υ), h(ω)). Then, arc x contains seg(t(υ), h(ω)).
By the definition of Fcc , Fcc(x) = tail(x, t(υ)), and, hence, Icc(x) = (t(x), h(x) + 2n). Since Icc(x) = (t(x), h(x) + 2n),
Icc(ω) = (t(ω), h(ω)), and arc x contains h(ω), we have that Icc(x) contains right(Icc(ω)). By Statement (3) of Lemma 2.4,
Icc(x) ∈ L(Q ). In any case, Icc(x) ∈ L(Q ) and hence x ∈ F(L(Q )). By the above arguments, if x ∈ Bp(h(ω)) then x ∈ F(L(Q )).
Thus, R = {r ∈ F |r ∈ Bp(h(ω))− F(L(Q ))} = ∅. 
By the above lemma, if R ≠ ∅ then υ ∈ Bp(h(ω)) and υ ∈ R. Obviously, ω ∈ Bp(t(υ)) if and only if υ ∈ Bp(h(ω)). We
then have the following proposition.
Proposition 4.6. If R ≠ ∅, then υ ∈ Bp(h(ω)) and ω ∈ Bp(t(υ)).
It follows from the above lemma and proposition that the iteration step (lines 15–20) of Algorithm HC-Arcs is executed
only if υ ∈ Bp(h(ω)) and ω ∈ Bp(t(υ)). We then prove the following claim.
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Fig. 13. The relative positions of arcs µ, υ , ω, and arcs in Ba(µ), Bp(t(υ)), F(L(Q )), and F − F(Q )when L(P) = ∅ and F − F(Q ) ≠ ∅ [27].
Claim 2. Assume that Q is a Hamiltonian path of G(Icc), arc z does not intersect arc ω, and R ≠ ∅. Then, G(F) is hamiltonian if
Qs is the Hamiltonian path of G(Is) and arc s intersects arc F(end(Qs)) (line 19).
Next, we prove the correctness of the iteration step. Suppose that R ≠ ∅ and the algorithm does not terminate at line 19.
We remove tail(s, h(ω)) from F to obtain a new arc family Fˆ . That is, Fˆ = (F − {s})∪ head(s, h(ω)). Then, we will prove the
following claim.
Claim 3. Assume that Q is a Hamiltonian path of G(Icc), arc z does not intersect arc ω, R ≠ ∅, and that Qs is not a Hamiltonian
path of G(Is) or arc s does not intersect arc F(end(Qs)). Then, G(F) is hamiltonian if and only if G(Fˆ) = G((F−{s})∪head(s, h(ω)))
is hamiltonian (line 20).
By Claim 3, we can obtain an arc family Fˆ such that it preserves the hamiltonicity property of G(F). Thus, if the
algorithm does not terminate before line 21, then no arc of Fˆ except Fˆ(L(Q )) = F(L(Q )) contains h(ω), where Fˆ = F or
Fˆ = (F − {s}) ∪ head(s, h(ω)) for all s ∈ R. Thus, we finally prove the following claim.
Claim 4. Assume that Q is a Hamiltonian path of G(Icc), arc z does not intersect arc ω, and R = ∅. Then, G(F) is hamiltonian if
and only if G(Icc) is hamiltonian (lines 21–22).
In the following subsections, we will prove the correctness of the above claims.
4.1. The correctness of Claim 1
In this subsection, we will prove the correctness of Claim 1 that G(F) is not hamiltonian if Q is not a Hamiltonian path of
G(Icc), i.e., |PC(Icc)| > 1.Wewill find a cut set CˆN ofG(F) such thatG(F−CˆN) contains at least |CˆN |+1 connected components.
By Proposition 2.2, G(F) has no Hamiltonian cycle and hence the claim holds true. First, we consider that L(P) = ∅. Then,
υ = υP . For the case of L(P) = ∅ and |PC(Icc)| > 1, the following lemma was given in [27].
Lemma 4.7 ([27]). Assume that |PC(Icc)| > 1 and L(P) = ∅. Let Q be the path output by Procedure GP given Icc and let
ω = F(end(Q )). The following statements then hold true:
(1) either µ = ω or seg(t(υ), h(µ)) contains h(ω);
(2) Bp(t(υ)) ∪ Bp(h(ω)) = F(L(Q ));
(3) an arc x is in F − F(Q ) if and only if seg(t(υ), h(ω)) contains arc x; and
(4) if L(Q ) ≠ ∅, then G(F(Q − C(Q ))) contains at least |C(Q )| connected components.
We refer the readers to Fig. 13 for the relative locations of arcs in Lemma 4.7. Using Lemmas 4.1 and 4.7, we prove the
following lemma.
Lemma 4.8. Assume that |PC(Icc)| > 1 and L(P) = ∅. Then, G(F − C(Q )) contains at least |C(Q )| + 1 connected components.
Proof. Since |PC(Icc)| > 1, F−F(Q ) ≠ ∅. Since L(P) = ∅, we get that C(P) = ∅ and υ = υP . By Statement (1) of Lemma 4.1
and Statement (1) of Lemma 4.7, seg(h(µ), t(υ)) properly contains arc µ and seg(h(ω), t(υ)) contains seg(h(µ), t(υ)). By
Statement (3) of Lemma 4.7, we have that (1) an arc x is in F − F(Q ) if and only if it is contained in seg(t(υ), h(ω)), and (2)
an arc y is in F(Q ) if and only if y intersects seg(h(ω), t(υ)). Hence, F−F(Q ) is an island with respect to Bp(t(υ))∪Bp(h(ω))
in G(F). By Statement (2) of Lemma 4.7, Bp(t(υ)) ∪ Bp(h(ω)) = F(L(Q )). Therefore, F − F(Q ) is an island with respect to
F(L(Q )) in G(F). If L(Q ) = ∅, then Bp(t(υ))∪Bp(h(ω)) = C(Q ) = ∅, G(F) is disconnected, and, hence, G(F −C(Q )) contains
at least two connected components. Suppose that L(Q ) ≠ ∅. By Statement (4) of Lemma 4.7, G(F(Q − C(Q ))) contains at
least |C(Q )| connected components. Thus, G(F − C(Q )) contains at least |C(Q )| + 1 connected components. 
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Next, we consider L(P) ≠ ∅ under that |PC(Icc)| > 1. Let P = P1 → c1 → P2 → · · · → ck−1 → Pk → ck → Pk+1 be the
path output by Procedure GP given Ic , where C(P) = {c1, c2, . . . , ck} is the greedy connecting set of path P . Let Iccp denote
Icc(P1 ∪ (F − F(P))). That is, Iccp is obtained from Icc by removing all intervals of P − P1. The relative locations of intervals of
Iccp and Icc − Iccp are shown in Fig. 12. By Statement (3) of Lemma 4.1, all arcs in F − F(P) are contained in seg(t(υP), t(µ)).
We first give the following lemma.
Lemma 4.9. Assume that |PC(Icc)| > 1 and L(P) ≠ ∅. Let H1 be the path output by Procedure GP given Iccp. Then, either
end(H1) = Icc(µ) or Icc(µ) < end(H1).
Proof. Consider that end(H1) ≠ Icc(µ). Suppose that right(end(H1)) is contained in interval Icc(µ). By Statement (3) of
Lemma 2.4, Icc(µ) ∈ L(H1). By Statement (6) of Lemma 2.5, Icc(µ) contains at least one interval of Iccp. It contradicts that
arc µ does not contain any other arc of F . Thus, right(end(H1)) is not contained in Icc(µ). On the other hand, suppose that
end(H1) ≪ Icc(µ). It is easy to see that H1 ⊂ Icc(P1). Then, Icc(P1) − H1 contains Icc(µ), and, hence, Icc(P1) − H1 ≠ ∅. By
Statements (1)–(3) of Lemma2.5, there exists a greedy connecting set C(H1) of pathH1 such that C(H1) ⊂ H1, L(H1) ⊆ C(H1),
and the removal of C(H1) from H1 results in |C(H1)|+1 nonempty and disjoint sub-paths and each of them is an island with
respect to C(H1) in G(Iccp). By Statement (5) of Lemma 2.5, Iccp − H1 is also an island with respect to C(H1) in G(Iccp). Since
Icc(P1)−H1 ⊆ Iccp−H1 and Icc(P1)−H1 ≠ ∅, no interval in Icc(P1)−H1 intersects intervals ofH1−C(H1). Thus, Icc(P1)−H1 is an
island inG(Icc(P1)−C(H1)). In otherwords, there are |C(H1)|+2disjoint islandswith respect toC(H1) inG(Icc(P1)). Therefore,
the removal of C(H1) from G(Icc(P1)) results in at least |C(H1)|+2 connected components. By Proposition 2.1, G(Icc(P1)) has
no Hamiltonian path. But, G(Icc(P1)) has a Hamiltonian path which is the reversed path of P1, a contradiction occurs. Hence,
Icc(µ) is not to the right of end(H1). It follows from the above arguments that Icc(µ) < end(H1) if end(H1) ≠ Icc(µ). Thus,
the lemma holds true. 
Let PC(Iccp) = {H1,H2, . . . ,Hh} be the minimum path cover of G(Iccp) produced by the algorithm in [28], C(Hi) be the
greedy connecting set of path Hi for h ⩾ i ⩾ 1, and let C(Iccp) = ∪h⩾i⩾1C(Hi). Let Cˆccp = F(C(Iccp)) ∪ F(C(P)). The following
lemma shows that G(F − Cˆccp) contains at least |Cˆccp| + 1 connected components.
Lemma 4.10. Assume that |PC(Icc)| > 1 and L(P) ≠ ∅. Let Iccp = Icc(P1 ∪ (F − F(P))), PC(Iccp) = {H1,H2, . . . ,Hh},
C(Iccp) = ∪h⩾i⩾1C(Hi), and let Cˆccp = F(C(Iccp))∪F(C(P)), where C(Hi) is the greedy connecting set of path Hi. Then, G(F− Cˆccp)
contains at least |Cˆccp| + 1 connected components.
Proof. Consider the following two cases:
Case 1: |PC(Iccp)| > 1. By the definition of Iccp, if F − F(P) = ∅, then Iccp = Icc(P1) and hence |PC(Iccp)| = 1.
Thus, F − F(P) ≠ ∅. Let R(Iccp) = PC(Iccp) − C(Iccp) = ∪h⩾i⩾1(Hi − C(Hi)). By Lemma 2.6, G(Iccp − C(Iccp)) contains
|R(Iccp)| = |PC(Iccp)| + |C(Iccp)| connected components. We claim that F(R(Iccp)) and F(P2), F(P3), . . . , F(Pk), F(Pk+1)
are islands with respect to Cˆccp in G(F). Then, G(F − Cˆccp) contains at least |R(Iccp)| + k connected components. Since
|R(Iccp)| = |PC(Iccp)| + |C(Iccp)|, |C(P)| = k, |Cˆccp| = |C(Iccp)| + |C(P)|, and |PC(Iccp)| > 1, we get that G(F − Cˆccp)
contains more than |Cˆccp| connected components. Then the lemma holds true.
We then prove the above claim as follows. Note that Iccp = Icc(P1 ∪ (F − F(P))) andR(Iccp) ⊆ Iccp. By Statement (4) of
Lemma 4.1, every arc of F(P2 ∪ P3 ∪ · · · ∪ Pk ∪ Pk+1) is contained in seg(t(υ), t(υP)). By Statement (3) of Lemma 4.1, all arcs
in F − F(P) are contained in seg(t(υP), t(µ)), and, hence they are contained in seg(t(υP), t(υ)). Thus, no arc of F − F(P)
intersects arcs of F(P2 ∪ P3 ∪ · · · ∪ Pk ∪ Pk+1). We refer the readers to Fig. 11 for the relative positions of these arcs. Let
γ be an arc of F(P1) such that it intersects seg(t(υ), t(υP)). By the definition of Ic , right(Ic(υ)) corresponds to t(υ). Since
P1 is a monotone path in G(Ic), Ic(γ ) ⩽ Ic(υ) and hence right(Ic(γ )) corresponds to t(γ ). Then, either γ = υ or t(γ ) is
contained in seg(h(µ), t(υ)). Since γ intersects seg(t(υ), t(υP)) andµ ∉ Bp(t(υP)), arc γ contains both t(υP) and arcµ. By
the definition of Icc , Icc(µ) = (t(µ), h(µ)), Icc(υP) = (t(υP), h(υP)), and Icc(γ ) = (t(γ ), h(γ )) or Icc(γ ) = (t(γ ), h(γ )+2n)
depending on whether γ ∈ Bp(t(υ)). Thus, Icc(γ ) contains both left(Icc(υP)) and Icc(µ). By Lemma 4.9, Icc(µ) ⩽ end(H1),
where H1 is the first greedy path in PC(Icpp). Since |PC(Iccp)| > 1, end(H1) ≪ Icc(υP). Since Icc(γ ) contains Icc(µ),
Icc(µ) ⩽ end(H1), end(H1) ≪ Icc(υP), and Icc(γ ) contains left(Icc(υP)), we get that Icc(γ ) contains right(end(H1)). By
Statement (3) of Lemma 2.4, Icc(γ ) ∈ L(H1) and hence γ ∈ Cˆccp. Thus, no arc of F(R(Iccp)) intersects seg(t(υ), t(υP)).
By Statement (4) of Lemma 4.1, every arc of F(P2 ∪ P3 ∪ · · · ∪ Pk ∪ Pk+1) is contained in seg(t(υ), t(υP)). Then, no arc of
F(R(Iccp)) intersects arcs of F(P2 ∪ P3 ∪ · · · ∪ Pk ∪ Pk+1). This proves the above claim.
Case 2: |PC(Iccp)| = 1. In this case, PC(Iccp) = {H1}. Assume by contradiction that end(H1) intersects Icc(υP). Then,
H1 → P revk+1 → Icc(ck)→ P revk → Icc(ck−1)→ P revk−1 → Icc(ck−2)→ · · · → Icc(c2)→ P rev2 → Icc(c1) is a Hamiltonian path of
G(Icc), where P revi is the reversed path of Pi for k+ 1 ⩾ i ⩾ 2. It contradicts the assumption of the lemma that |PC(Icc)| > 1,
i.e., G(Icc) has no Hamiltonian path. Thus, end(H1) does not intersect Icc(υP). By similar arguments in proving Case 1, we can
show that G(F − Cˆccp) contains at least |Cˆccp| + 1 connected components. 
It immediately follows from Lemmas 4.8 and 4.10 that the following lemma holds true.
Lemma 4.11. Assume that |PC(Icc)| > 1. Let CˆN = F(C(Q )) if L(P) = ∅; otherwise, let CˆN = F(C(Iccp)) ∪ F(C(P)), where
C(Iccp) is defined in Lemma 4.10. Then, G(F − CˆN) contains at least |CˆN | + 1 connected components.
By Proposition 2.2 and Lemma 4.11, G(F) has no Hamiltonian cycle when |PC(Icc)| > 1 (line 11 of Algorithm HC-Arcs).
Thus, Claim 1 holds true.
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Fig. 14. An illustration for the proof of Lemma 4.12, where (a) t(χ) is contained in seg(t(υ), h(ω)), (b) the relative locations of intervals
Icc(υ), Icc(z), Icc(ω), Icc(χ) when t(χ) is contained in seg(t(υ), h(ω)), and (c) t(χ) is contained in seg(h(ω), t(υ)). Note that the dashed line of arc χ
indicates the possible extended portion.
4.2. The correctness of Claim 2
In this subsection, we will prove the correctness of Claim 2 that ‘‘s → Qs → s’’ is a Hamiltonian cycle of G(F) if Q is
a Hamiltonian path of G(Icc), arc z does not intersect arc ω, R ≠ ∅, Qs is a Hamiltonian path of G(Is), and arc s intersects
arc F(end(Qs)). Note that υP = F(end(P)), υ = F(end(P1)), z = F(start(Q )), ω = F(end(Q )), and s ∈ R = {r ∈ F |r ∈
Bp(h(ω))− F(L(Q ))}. We first prove that R ⊆ Ba(z) in the following lemma.
Lemma 4.12. Assume that |PC(Icc)| = |{Q }| = 1, arc z does not intersect arcω, and R ≠ ∅. Then, Bp(h(ω)) ⊆ F(L(Q ))∪Ba(z).
Proof. By Proposition 4.6, υ ∈ Bp(h(ω)) and ω ∈ Bp(t(υ)). By Proposition 4.4, υ ∈ Ba(z). By assumption of the lemma, arc
z does not intersect arc ω. Then, seg(t(z), t(υ)) contains both h(ω) and seg(h(ω), t(υ)), seg(t(υ), h(z)) contains t(ω), and
seg(t(υ), h(ω)) contains arc z. The relative positions of arcs υ, ω, z on the circle are depicted in Fig. 14. Suppose that arc
χ ∈ Bp(h(ω)) but χ ≠ υ . Consider the following two cases:
Case 1: t(χ) is contained in seg(t(υ), h(ω)). Since χ ∈ Bp(h(ω)), arc χ contains seg(h(ω), t(υ)) and hence χ ∈ Bp(t(υ)).
By the definition of Fcc , Fcc(χ) = tail(χ, t(υ)) and Fcc(ω) = tail(ω, t(υ)). By the definition of Icc , Icc(χ) = (t(χ), h(χ)+2n)
and Icc(ω) = (t(ω), h(ω) + 2n). Since χ ∈ Bp(h(ω)), Icc(χ) contains right(Icc(ω)). By Statement (3) of Lemma 2.4,
Icc(χ) ∈ L(Q ). We refer the readers to Fig. 14(a)–(b) for this case.
Case 2: t(χ) is contained in seg(h(ω), t(υ)). If χ ∈ Bp(t(υ)), then arc χ contains seg(t(υ), h(ω)) and hence it contains
arc z, i.e., χ ∈ Ba(z). Consider that χ ∉ Bp(t(υ)). Since t(χ) is contained in seg(h(ω), t(υ)) and seg(t(z), t(υ)) contains
seg(h(ω), t(υ)), t(χ) is contained in seg(t(z), t(υ)). By the definition of Fcc , Fcc(z) = z and Fcc(χ) = χ . By the definition of
Icc , Icc(z) = (t(z), h(z)) and Icc(χ) = (t(χ), h(χ)). Since seg(t(z), t(υ)) contains t(χ), left(Icc(χ)) is to the left of left(Icc(z)).
Since Icc(z) = start(Q ), Icc(z) < Icc(χ) and hence right(Icc(χ)) is to the right of right(Icc(z)). Thus, Icc(χ) contains Icc(z),
and, hence arc χ contains arc z. That is, χ ∈ Ba(z). We refer the readers to Fig. 14(c) for this case.
It follows from the above cases that χ ∈ F(L(Q )) ∪ Ba(z). In addition, υ ∈ Ba(z). Therefore, Bp(h(ω)) ⊆ F(L(Q )) ∪
Ba(z). 
We then use the above lemma to prove the correctness of Claim 2 as follows.
Lemma 4.13. Assume that |PC(Icc)| = |{Q }| = 1, arc z does not intersect arcω, and R ≠ ∅. If |PC(Icc−{Icc(s)})| = |{Qs}| = 1
and arc s intersects arc F(end(Qs)), then ‘‘s → Qs → s’’ is a Hamiltonian cycle of G(F).
Proof. By Lemma 4.12, s ∈ Ba(z). It is not difficult to see that z = F(start(Q )) = F(start(Qs)). Then, arc s intersects both
F(start(Qs)) and F(end(Qs)). Thus, ‘‘s → Qs → s’’ is a Hamiltonian cycle of G(F). 
4.3. The correctness of Claims 3 and 4
In this subsection, we will prove the correctness of Claim 3 and Claim 4. We first prove Claim 3. Assume that Q is a
Hamiltonian path of G(Icc), arc z = F(start(Q )) does not intersect arc ω = F(end(Q )), R = {r ∈ F |r ∈ Bp(h(ω)) −
F(L(Q ))} ≠ ∅, and that Qs is not a Hamiltonian path of G(Icc − {Icc(s)) or arc s does not intersect arc F(end(Qs)). Let
Fˆ = (F − {s}) ∪ head(s, h(ω)), i.e., Fˆ is obtained from F by removing portion tail(s, h(ω)). We will show that G(F) is
hamiltonian if and only if G(Fˆ) is hamiltonian. We prove it by finding a cut set C˜ of G(F) such that s ∈ C˜ , G(F − C˜) contains
at least |C˜ | connected components, and no arc of F − C˜ intersects tail(s, h(ω)). By Proposition 2.3, edges in G(F) but not in
G(Fˆ) can not be in any Hamiltonian cycle of G(F), and, hence the claim holds true.
By Proposition 4.6, υ ∈ Bp(h(ω)) andω ∈ Bp(t(υ)). Clearly, υ ∉ F(L(Q )). Thus, υ ∈ R. By Proposition 4.4, υ ∈ Ba(z). Note
thatR = Bp(h(ω))−F(L(Q )) and s is an arc ofR such that Icc(s) ⩽ Icc(x) for x ∈ R.We consider that either Icc(s) ⩽ Icc(υ) or not.
For the case of Icc(s) > Icc(υ), the claim can be proved by using the similar arguments in proving the case of Icc(s) ⩽ Icc(υ)
and is shown in Lemma 4.26. In the following we will assume that Icc(s) ⩽ Icc(υ). Then, either s = υ or Icc(s) < Icc(υ). It is
not difficult to see that s ∉ Bp(t(υ)) if s ≠ υ . Otherwise, s will be in F(L(Q )). Thus, υ ∈ Ba(s) if Icc(s) < Icc(υ). Combining
with Lemma 4.12, we have the following proposition.
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Fig. 15. An illustration for the proof of (a) Lemma 4.15 and (b) Lemma 4.16, where the dashed lines of arcsωs and s˜ indicate the possible extended portions.
Proposition 4.14. Assume that |PC(Icc)| = |{Q }| = 1, arc z does not intersect arc ω, and R ≠ ∅. If Icc(s) < Icc(υ), then
s ∈ Ba(z) and υ ∈ Ba(s).
Since the removal of one vertex Icc(s) in a path Q will increase the number of paths by at most one, we get that
1 ⩽ |PC(Icc − {Icc(s)})| ⩽ 2. Thus, we consider the following two cases:
Case I: |PC(Icc − {Icc(s)})| = |{Qs}| = 1 but arc s does not intersect F(end(Qs));
Case II: |PC(Icc − {Icc(s)})| = 2.
For the case that |PC(Icc − {Icc(s)})| = |{Qs}| = 1 and arc s intersects F(end(Qs)), we have proved in Lemma 4.13
that ‘‘s → Qs → s’’ is a Hamiltonian cycle of G(F). We will prove the correctness of Claim 3 under Case I and Case II in
Lemmas 4.18 and 4.24, respectively. For Case I (resp., Case II), we compute a cut set C˜I (resp., C˜II) of G(F) such that it contains
arc s. Let C˜ = C˜I or C˜ = C˜II. We then show that G(F − C˜) contains at least |C˜ | connected components and no arc of F − C˜
intersects tail(s, h(ω)). By Proposition 2.3, the removal of tail(s, h(ω)) preserves the hamiltonicity property of G(F ). We first
consider Case I. It needs the following three lemmas to verify its correctness.
Lemma 4.15. Assume that |PC(Icc)| = 1, arc z does not intersect arc ω, and R ≠ ∅. If |PC(Icc − {Icc(s)})| = |{Qs}| = 1 but
arc s does not intersect ωs = F(end(Qs)), then Icc(ωs) < Icc(ω) and ω ∈ Ba(ωs).
Proof. By Lemma 4.12, s ∈ Ba(z). By Proposition 4.6, υ ∈ Bp(h(ω)) andω ∈ Bp(t(υ)). By the definition of s, s ∈ Bp(h(ω)) and
hence arc s intersects arc ω. Thus, h(ω) is contained in seg(t(z), t(s)) and arc ω contains t(s). The relative locations of arcs
z, s, υ, ω, ωs on the circle are shown in Fig. 15(a). Since arc s intersects arc ω but it does not intersect arc ωs, ωs ≠ ω. Thus,
seg(t(s), h(s)) contains arcωs and hence seg(h(ω), h(s)) contains arcωs. By the definition of Icc , Icc(ω) = (t(ω), h(ω)+ 2n),
and either Icc(ωs) = (t(ωs), h(ωs)) or Icc(ωs) = (t(ωs), h(ωs)+2n) depending onwhetherωs ∈ Bp(t(υ)). Then, right(Icc(ω))
is to the right of right(Icc(ωs)). That is, Icc(ωs) < Icc(ω). By Statements (1) and (3) of Lemma 2.4, Icc(ω) contains right(Icc(ωs))
and Icc(ω) ∈ L(Qs). By Statement (4) of Lemma2.4, Icc(ω) contains Icc(ωs). Thus, arcω contains arcωs. That is,ω ∈ Ba(ωs). 
For convenience, we define B(z, s) = {x|x ∈ Ba(z) and Icc(s) < Icc(x)}.
Lemma 4.16. Assume that |PC(Icc)| = 1, arc z does not intersect arc ω, and R ≠ ∅. If |PC(Icc − {Icc(s)})| = |{Qs}| = 1 but
arc s does not intersect ωs = F(end(Qs)), then B(z, s) ⊆ F(C(Qs)).
Proof. Since |PC(Icc)| = |{Q }| = 1 and Icc(ω) = end(Q ), we get that |PC(Icc−{Icc(ω)})| = 1. By Lemma 4.12, s ∈ Ba(z). By
Lemmas 2.4 and 4.15, Icc(ω) ∈ L(Qs). Assume by contradiction that there exists an arc s˜ in B(z, s) such that s˜ ∉ F(C(Qs)). Let
Qs1 be the first path component of Qs − C(Qs). Then, z = F(start(Q )) = F(start(Qs1)). By the definition of Fcc , Fcc(z) = z. By
Proposition 4.4,υ ∈ Ba(z). By the definition ofB(z, s), s˜ ∈ Ba(z) and Icc(s) < Icc(s˜).We can see that Ic(s˜) ∈ P1 and either s˜ = υ
or t(s˜) is contained in seg(t(z), t(υ)). Otherwise, Ic(υ) < Ic(s˜) and it contradicts that P1 is a monotone path. We refer the
readers to Fig. 15(b) for the relative locations of arcs z, s, s˜, υ, ω on the circle. By the definition of Icc , Icc(z) = (t(z), h(z)) and
Icc(s˜) = (t(s˜), h(s˜)). Then, Icc(s˜) contains Icc(z), and, hence Icc(s˜) intersects Icc(z). By Statement (3) of Lemma 2.5, Icc(s˜) ∈ Qs1 .
By the greedy rule of Procedure GP, Icc(s) < Icc(s˜) ⩽ end(Qs1). Hence, no interval of Qs1 ∪{Icc(s)} intersects intervals of other
connected components of Icc − C(Qs). By Statement (3) of Lemma 2.5, there are at least |C(Qs)| + 1 connected components
in G(Icc − (C(Qs) ∪ {Icc(s)})). Since Icc(ω) ∈ C(Qs) and Icc(s) intersects no interval of connected components except Qs1
of Icc − C(Qs), removing C(Qs) − {Icc(ω)} from Icc − {Icc(ω)} results in at least |C(Qs)| + 1 connected components. By
Proposition 2.1, G(Icc − {Icc(ω)}) has no Hamiltonian path. It contradicts that |PC(Icc − {Icc(ω)})| = 1. Thus, such an arc s˜
does not exist. That is, B(z, s) ⊆ F(C(Qs)). 
Lemma 4.17. Assume that |PC(Icc)| = 1, arc z does not intersect arc ω, R ≠ ∅, and that |PC(Icc − {Icc(s)})| = |{Qs}| = 1
but arc s does not intersect ωs = F(end(Qs)). Let Qs = Qs1 → f1 → Qs2 → · · · → fℓ−1 → Qsℓ → fℓ → Qsℓ+1 , where
C(Qs) = {f1, f2, . . . , fℓ} is the greedy connecting set of path Qs. The following statements then hold true:
(1) Bp(h(ω)) ⊆ F(C(Qs)) ∪ {s};
(2) if arc x intersects seg(h(ω), h(ωs)), then x ∈ F(C(Qs)) ∪ {s}; and
5366 R.-W. Hung, M.-S. Chang / Theoretical Computer Science 412 (2011) 5351–5373
Fig. 16. The relative locations of arcs z, s,ω,ωs = F(end(Qs)), and arcs in F(Qs1 ), F(Qs2 ), . . . , F(Qsℓ+1 ) on the circlewhen the conditions given in Lemma 4.17
are satisfied, where ω ∈ F(C(Qs)) = {f1, f2, . . . , fℓ} and the dashed arrow indicates the removed portion tail(s, h(ω)) of arc s from F .
(3) F(Qs1), F(Qs2), . . . , F(Qsℓ+1) are islands with respect to F(C(Qs)) in G(F − {s}).
Proof. By assumption of the lemma, arc ω does not intersect arc z and arc s does not intersect arc ωs. By Lemma 4.15,
ω ∈ Ba(ωs). By the definition of R, s ∈ Bp(h(ω)) − F(L(Q )). By Lemma 4.12, s ∈ Ba(z). Hence, both h(ω) and t(s) are
contained in seg(t(z), h(ωs)), t(s) is contained in seg(h(ω), h(ωs)), and s ∈ Ba(z). The relative locations of arcs z, s, ω, and
ωs on the circle are depicted in Figs. 15(a) and 16.
We first prove Statement (1). By Lemma 4.12, Bp(h(ω)) ⊆ F(L(Q )) ∪ Ba(z). By Lemma 4.15, Icc(ωs) < Icc(ω). By
the definition of L(Q ), Icc(ω) < Icc(x) for x ∈ F(L(Q )). Hence, an arc in F(L(Q )) is also in F(L(Qs)). That is, F(L(Q )) ⊆
F(L(Qs)) ⊆ F(C(Qs)). By the definition of R, R = Bp(h(ω)) − F(L(Q )). By the definition of B(z, s), R − {s} ⊆ B(z, s). By
Lemma 4.16, B(z, s) ⊆ F(C(Qs)). Then, R − {s} ⊆ F(C(Qs)) and hence R = Bp(h(ω)) − F(L(Q )) ⊆ F(C(Qs)) ∪ {s}. Thus,
Bp(h(ω)) ⊆ F(C(Qs)) ∪ {s} ∪ F(L(Q )) = F(C(Qs)) ∪ {s}.
Next, we prove Statement (2). By Statement (1), Bp(h(ω)) ⊆ F(C(Qs)) ∪ {s}. Hence, if arc x ∈ Bp(h(ω)) then x ∈
F(C(Qs))∪{s}. Consider that x ∉ Bp(h(ω)) and x intersects seg(h(ω), h(ωs)). Assume by contradiction that arc x is contained
in seg(h(ω), h(ωs)). If υ ∈ Ba(x), then Icc(x) < Icc(z) and hence it contradicts that Icc(z) is the interval with the leftmost right
endpoint in Icc . Hence, υ ∉ Ba(x). Since ω ∈ Bp(t(υ)), x is contained in seg(h(ω), h(ωs)), and υ ∉ Ba(x), we have that t(υ)
is contained in seg(h(ω), h(ωs)). If x ∈ Bp(t(υ)), then Fcc(x) = tail(x, t(υ)); otherwise, Fcc(x) = x. If ωs ∈ Bp(t(υ)), then
Fcc(ωs) = tail(ωs, t(υ)); otherwise, Fcc(ωs) = ωs. By the definition of Icc , left(Icc(x)) = t(x) and right(Icc(ωs)) = h(ωs). Since
x is contained in seg(h(ω), h(ωs)), left(Icc(x)) is to the right of right(Icc(ωs)) andhence Icc(ωs)≪ Icc(x). Hence,G(Icc−{Icc(s)})
has no Hamiltonian path. It contradicts the assumption that |PC(Icc − {Icc(s)})| = 1. Therefore, arc x is not contained in
seg(h(ω), h(ωs)). Since x ∉ Bp(h(ω)), x intersects seg(h(ω), h(ωs)), and x is not contained in seg(h(ω), h(ωs)), we get that
x ∈ Bp(h(ωs)) and h(x) is contained in seg(h(ω), h(ωs)). In this time, Icc(x) contains right(Icc(ωs)). By Statement (3) of
Lemma 2.4, Icc(x) ∈ L(Qs). Hence, x ∈ F(C(Qs)).
Finally we prove Statement (3). Since s ∈ Ba(z) and arc ωs does not intersect arc s, arc ωs does not intersect arc z. Since
υ ∈ Ba(z) and ωs does not intersect arc z, ωs ∉ Ba(υ). Clearly, υ ∉ Ba(ωs). Note that υ ∈ Bp(h(ω)). Two cases arise from the
location of t(υ) as follows:
Case 1: t(υ) is contained in seg(h(ω), h(ωs)). By Statement (2), υ ∈ F(C(Qs))∪{s}. Let x be an arc in F(Qsi), 1 ⩽ i ⩽ ℓ+1.
By Statement (1), x ∉ Bp(h(ω)). Then, arc x is contained in seg(h(ωs), h(ω)). Thus, x ∉ Bp(t(υ)). By the definition of Fcc ,
Fcc(x) = x.
Case 2: t(υ) is contained in arc ωs. In this case, arc υ intersects seg(h(ω), h(ωs)) and υ ≠ s since s does not intersect
ωs. By Proposition 4.14, s ∈ Ba(z) and υ ∈ Ba(s). By Statement (2), υ ∈ F(C(Qs)). Let y ∈ F(Qsi) for 1 ⩽ i ⩽ ℓ. Assume by
contradiction that y ∈ Bp(t(υ)). If y ∈ Ba(υ), then y intersects seg(h(ω), h(ωs)), y ∈ F(C(Qs)) by Statement (2), and, hence
a contradiction occurs. Hence, both ωs and y do not contain υ and they contain t(υ). By the definition of Icc , Icc(y) intersects
Icc(ωs). It contradicts that no interval of Qsi , 1 ⩽ i ⩽ ℓ, intersects intervals of Qsℓ+1 by Statement (3) of Lemma 2.5. Note
that Icc(ωs) ∈ Qsℓ+1 . Hence, y ∉ Bp(t(υ)). By the definition of Fcc , Fcc(y) = y. By Statement (2), no arc of F(Qsℓ+1) ∪ F(Qs1)
intersects seg(h(ω), h(ωs)). Hence, no arc of F(Qsℓ+1) intersects arcs of F(Qsi) for 1 ⩽ i ⩽ ℓ.
It follows from the above two cases that Icc(x) intersects Icc(y) if and only if arc x intersects arc y for x, y ∈ F(Qs1 ∪ Qs2 ∪· · · ∪ Qsℓ+1). By Statement (3) of Lemma 2.5, Qs1 , Qs2 , . . . ,Qsℓ+1 are islands with respect to C(Qs) in G(Icc − {Icc(s)}). Hence,
F(Qs1), F(Qs2), . . . , F(Qsℓ+1) are islands with respect to F(C(Qs)) in G(F − {s}). 
The following lemma uses Lemma 4.17 to prove the correctness of Claim 3 in Case I that |PC(Icc−{Icc(s)})| = |{Qs}| = 1
but arc s does not intersect arc F(end(Qs)).
Lemma 4.18. Assume that |PC(Icc)| = 1, arc z does not intersect arc ω, R ≠ ∅, and that |PC(Icc − {Icc(s)})| = |{Qs}| = 1
but arc s does not intersect ωs = F(end(Qs)). Then, G(F) is hamiltonian if and only if G(Fˆ) is hamiltonian, where Fˆ =
(F − {s}) ∪ head(s, h(ω)).
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Proof. Let C˜I = F(C(Qs))∪{s}. Since an arc of Fˆ is either an arc of F or arc head(s, h(ω)), G(Fˆ) is a spanning subgraph of G(F).
Let E and Eˆ be the edge sets of G(F) and G(Fˆ), respectively. We prove this lemma by showing that G(F − C˜I) contains at least
|C˜I| connected components and every edge in E− Eˆ connects two arcs of C˜I. By the pigeonhole principle (see Proposition 2.3),
no edges in E − Eˆ can be in any Hamiltonian cycle of G(F).
By Statement (3) of Lemma 4.17, G(F − C˜I) contains at least |C˜I| connected components. By Statement (2) of Lemma 4.17,
an arc intersecting seg(h(ω), h(ωs)) is in C˜I. The relative locations of arcs z, s,ω,ωs, and arcs in F − C˜I on the circle are shown
in Fig. 16. Since s ∈ Bp(h(ω)), s does not intersect ωs, and ω ∈ Ba(ωs) by Lemma 4.15, we get that seg(h(ω), h(ωs)) contains
seg(h(ω), t(s)) = tail(s, h(ω)). Hence, no arc of F − C˜I intersects tail(s, h(ω)). By Proposition 2.3, C˜I is a cut set of G(F) for
showing that G(F) is hamiltonian if and only if G(Fˆ) is hamiltonian. 
Next, we consider Case II of |PC(Icc − {Icc(s)})| = 2. It is assumed that Icc(s) ⩽ Icc(υ). We first claim that if L(P) = ∅
then |PC(Icc − {Icc(s)})| = 1. Thus, L(P) ≠ ∅ if |PC(Icc − {Icc(s)})| = 2. We prove the above claim by showing that
|PC(Icc − {Icc(υ)})| = 1 and |PC(Icc − {Icc(α)})| = 1 for Icc(α) < Icc(υ) in the following two lemmas.
Lemma 4.19. Assume that |PC(Icc)| = 1, arc z does not intersect arcω, and R ≠ ∅. If L(P) = ∅, then |PC(Icc −{Icc(υ)})| = 1.
Proof. Since L(P) = ∅, C(P) = ∅ and υ = υP . By Proposition 4.6, υ ∈ Bp(h(ω)) and ω ∈ Bp(t(υ)). By Lemma 4.3,
ω ∈ Ba(µ). By the definition of Fcc , Fcc(ω) = tail(ω, t(υ)) and Fcc(µ) = µ. By the definition of Icc , Icc(ω) contains Icc(µ).
Since |PC(Icc)| = |{Q }| = 1 and Icc(ω) = end(Q ), we get that |PC(Icc − {Icc(ω)})| = 1, i.e., G(Icc − {Icc(ω)}) contains a
Hamiltonian path. Since the removal of interval Icc(υ) from Icc − {Icc(ω)} increases the number of paths by at most one, we
get that |PC(Icc − {Icc(ω), Icc(υ)})| ⩽ 2. Consider the following two cases:
Case 1: |PC(Icc − {Icc(ω), Icc(υ)})| = 1. Let PC(Icc − {Icc(ω), Icc(υ)}) = {Q˜ }. If end(Q˜ ) does not intersect Icc(ω), then
end(Q˜ ) ≪ Icc(µ) since Icc(ω) contains Icc(µ), and it contradicts |PC(Icc − {Icc(ω), Icc(υ)})| = 1. Hence, end(Q˜ ) intersects
Icc(ω). Then, Q˜ → Icc(ω) is a Hamiltonian path of G(Icc − {Icc(υ)}). Hence, |PC(Icc − {Icc(υ)})| = 1.
Case 2: |PC(Icc − {Icc(ω), Icc(υ)})| = 2. Let PC(Icc − {Icc(ω), Icc(υ)}) = {Q˜1, Q˜2} such that end(Q˜1) < end(Q˜2), and let
ω˜1 = F(end(Q˜1)). Since L(P) = ∅, P = P1 is the first path inPC(Ic). By the definition of Icc , two intervals in P1 intersect if and
only if they intersect in G(Icc). Since Ic(υ) = end(P1), G(Icc(P1 − {Ic(υ)})) contains a Hamiltonian path that is the reversed
path of path P1 − {Ic(υ)}. We claim that Icc(ω) intersects Icc(ω˜1). By Statement (5) of Lemma 2.5, Icc(ω˜1) ≪ start(Q˜2).
By the definition of Icc , Icc(ω) = (t(ω), h(ω) + 2n) and left(start(Q˜2)) = t(F(start(Q˜2))). Since ω ∈ Bp(t(υ)) and Icc(ω)
intersects Icc(ω˜1), Icc(ω) also intersects start(Q˜2). Then, Q˜1 → Icc(ω)→ Q˜2 is a Hamiltonian path of G(Icc − {Icc(υ)}). Thus,
|PC(Icc − {Icc(υ)})| = 1 and the lemma holds true.
Now, we prove the above claim that Icc(ω) intersects Icc(ω˜1). Assume by contradiction that Icc(ω) does not intersect
Icc(ω˜1). Notice that Icc(ω) contains Icc(µ) and seg(h(µ), t(υ)) contains arcµ. Since Icc(ω)does not intersect Icc(ω˜1) and Icc(ω)
contains Icc(µ), Icc(ω˜1)≪ Icc(µ). Hence, arc ω˜1 is contained in seg(t(µ), t(υ)). By the definition of Fcc and Icc , Fcc(ω˜1) = ω˜1
and Icc(ω˜1) = (t(ω˜1), h(ω˜1)). By Statement (1) of Lemma 2.4, the left endpoint of every interval in Q˜1 is to the left of
right(Icc(ω˜1)). Thus every arc xwith Icc(x) ∈ Q˜1 intersects seg(t(µ), t(υ)). By Statement (3) of Lemma4.1, Ic(x) ∈ P1−{Ic(υ)}
for x ∈ F(Q˜1). Since Icc(ω˜1)≪ Icc(µ), Icc(µ) ∉ Q˜1. Then, Icc(µ) is in Icc(P1 − {Ic(υ)})− Q˜1. Thus, Icc(P1 − {Ic(υ)})− Q˜1 ≠ ∅.
By Statements (1)–(3) of Lemma 2.5, there exists a set C(Q˜1) such that C(Q˜1) ⊂ Q˜1, L(Q˜1) ⊆ C(Q˜1), and the removal of
C(Q˜1) from Q˜1 results in |C(Q˜1)|+1 nonempty and disjoint sub-paths and each of them is an island with respect to C(Q˜1) in
G(Icc−{Icc(υ)}). By Statement (5) of Lemma 2.5, (Icc−{Icc(υ)})−Q˜1 is also an islandwith respect to C(Q˜1) inG(Icc−{Icc(υ)}).
Since Icc(P1 − {Ic(υ)}) − Q˜1 ⊂ (Icc − {Icc(υ)}) − Q˜1 and Icc(P1 − {Ic(υ)}) − Q˜1 ≠ ∅, no interval of Icc(P1 − {Ic(υ)}) − Q˜1
intersects intervals of Q˜1 − C(Q˜1). Thus, Icc(P1 − {Ic(υ)}) − Q˜1 is an island with respect to C(Q˜1) in G(Icc(P1 − {Ic(υ)})). In
other words, there are |C(Q˜1)| + 2 disjoint islands with respect to C(Q˜1) in G(Icc(P1 − {Ic(υ)})). Therefore, the removal of
C(Q˜1) from G(Icc(P1−{Ic(υ)})) results in at least |C(Q˜1)|+2 connected components. By Proposition 2.1, G(Icc(P1−{Ic(υ)}))
has no Hamiltonian path. A contradiction occurs. Hence, Icc(ω) intersects Icc(ω˜1). 
Lemma 4.20. Assume that |PC(Icc)| = 1, arc z does not intersect arcω, and R ≠ ∅. Letα be an arc in F such that Icc(α) < Icc(υ).
If L(P) = ∅, then |PC(Icc − {Icc(α)})| = 1.
Proof. By Lemma 4.19, |PC(Icc − {Icc(υ)})| = 1. Let Qυ be the only path in PC(Icc − {Icc(υ)}). We partition Qυ into
three sub-paths S1, Icc(α), S2 such that Qυ = S1 → Icc(α) → S2. By the definition of Fcc , Fcc(υ) = υ and Fcc(z) = z.
By Proposition 4.4, υ ∈ Ba(z). Thus, Icc(υ) contains Icc(z). Obviously, start(S1) = Icc(z). Since Icc(υ) contains Icc(z),
Icc(α) < Icc(υ), and Icc(α) intersects both end(S1) and start(S2), we have that Icc(υ) intersects both end(S1) and start(S2).
By replacing Icc(α) with Icc(υ) from Qυ , we obtain a path S1 → Icc(υ)→ S2 that is a Hamiltonian path of G(Icc − {Icc(α)}).
Hence, |PC(Icc − {Icc(α)})| = 1. 
It immediately follows from Lemmas 4.19 and 4.20 that the following lemma holds true.
Lemma 4.21. Assume that |PC(Icc)| = 1, arc z does not intersect arc ω, and R ≠ ∅. If L(P) = ∅ and Icc(s) ⩽ Icc(υ), then
|PC(Icc − {Icc(s)})| = 1.
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By Lemma 4.21, L(P) ≠ ∅ or Icc(s) > Icc(υ)when Case II of |PC(Icc−{Icc(s)})| = 2 holds. Note that B(z, s) = {x|x ∈ Ba(z)
and Icc(s) < Icc(x)}. We first give the following lemma.
Lemma 4.22. Assume that |PC(Icc)| = 1, arc z does not intersect arc ω, and R ≠ ∅. IfPC(Icc − {Icc(s)}) = {Q 1s ,Q 2s } such that
end(Q 1s ) < end(Q
2
s ), then B(z, s) ⊆ F(C(Q 1s )).
Proof. Let Q 1.1s be the first path component of Q
1
s − C(Q 1s ), where C(Q 1s ) is the greedy connecting set of Q 1s . Assume
by contradiction that there exists an arc sˆ such that sˆ ∈ B(z, s) but sˆ ∉ F(C(Q 1s )). Obviously, z = F(start(Q 1s )) and
Icc(z) ∈ Q 1.1s . Since Icc(sˆ) contains Icc(z), Icc(sˆ) ∉ C(Q 1s ), and Icc(s) < Icc(sˆ), we get that Icc(s) < Icc(sˆ) ⩽ end(Q 1s ).
Hence, no interval of Q 1.1s ∪ {Icc(s)} intersects intervals of other connected components of Icc − C(Q 1s ). By Statements (3)
and (5) of Lemma 2.5, C(Q 1s ) disconnects Icc into |C(Q 1s )| + 2 connected components. By Proposition 2.1, G(Icc) has no
Hamiltonian path. It contradicts the assumption of the lemma that |PC(Icc)| = 1. Thus, such an arc sˆ does not exist. That is,
B(z, s) ⊆ F(C(Q 1s )). 
We then prove the correctness of Claim 3 in the case of |PC(Icc − {Icc(s)})| = 2 and Icc(s) ⩽ Icc(υ). By Lemma 4.21,
L(P) ≠ ∅. Let P = P1 → c1 → P2 → · · · → ck−1 → Pk → ck → Pk+1, where C(P) = {c1, c2, . . . , ck} is the greedy
connecting set of path P . Since L(P) ≠ ∅, |C(P)| = k ⩾ 1. We refer the readers to Fig. 11 for the relative locations of arcs
in F(P1), F(P2), . . . , F(Pk+1), F − F(P). On the other hand, the relative locations of intervals of Icc corresponding to arcs of
F(P1), F(P2), . . . , F(Pk+1), and F − F(P) are depicted in Fig. 12. We first give the following lemma.
Lemma 4.23. Assume that |PC(Icc)| = 1, arc z does not intersect arc ω, R ≠ ∅, and that Icc(s) ⩽ Icc(υ). IfPC(Icc −{Icc(s)}) =
{Q 1s ,Q 2s } with end(Q 1s ) < end(Q 2s ), then Icc(µ) ⩽ end(Q 1s ).
Proof. We first prove that G(Icc(P1) − {Icc(s)}) contains a Hamiltonian path. Since Icc(υ) = end(P1), G(Icc(P1) − {Icc(υ)})
contains a Hamiltonian path that is the reversed path of P1 − {Ic(υ)}. Suppose that s ≠ υ . By Proposition 4.14, υ ∈ Ba(s)
and hence Icc(υ) contains Icc(s). Let the Hamiltonian path of G(Icc(P1)− {Icc(υ)}) be S1 → Icc(s)→ S2, where S1 and S2 are
two sub-paths of this path. Since Icc(υ) contains Icc(s), S1 → Icc(υ)→ S2 is a Hamiltonian path of G(Icc(P1)−{Icc(s)}). Thus,
G(Icc(P1)− {Icc(s)}) contains a Hamiltonian path.
Consider that end(Q 1s ) ≠ Icc(µ). Assumeby contradiction that right(end(Q 1s )) is contained in interval Icc(µ). By Statement
(3) of Lemma 2.4, Icc(µ) ∈ L(Q 1s ). By Statement (6) of Lemma 2.5, Icc(µ) contains at least one interval of Icc − {Icc(s)}. It
contradicts that arc µ does not contain any other arc of F . Thus, right(end(Q 1s )) is not contained in Icc(µ). Further, assume
by contradiction that end(Q 1s ) ≪ Icc(µ). It is easy to see that Q 1s ⊂ Icc(P1) − {Icc(s)}. Then, (Icc(P1) − {Icc(s)}) − Q 1s
contains Icc(µ), and, hence (Icc(P1) − {Icc(s)}) − Q 1s ≠ ∅. By Statements (1)–(3) of Lemma 2.5, there exists a set C(Q 1s )
such that C(Q 1s ) ⊂ Q 1s , L(Q 1s ) ⊆ C(Q 1s ), and the removal of C(Q 1s ) from Q 1s results in |C(Q 1s )| + 1 nonempty and disjoint
sub-paths and each of them is an island with respect to C(Q 1s ) in G(Icc(P1) − {Icc(s)}). By Statement (5) of Lemma 2.5,
(Icc(P1)− {Icc(s)})− Q 1s is also an island with respect to C(Q 1s ) in G(Icc(P1)− {Icc(s)}). In other words, there are |C(Q 1s )| + 2
disjoint islands in G((Icc(P1) − {Icc(s)}) − C(Q 1s )). Therefore, the removal of C(Q 1s ) from G(Icc(P1) − {Icc(s)}) results in at
least |C(Q 1s )| + 2 connected components. By Proposition 2.1, G(Icc(P1) − {Icc(s)}) has no Hamiltonian path. It contradicts
that G(Icc(P1) − {Icc(s)}) contains a Hamiltonian path. Hence, Icc(µ) is not to the right of end(Q 1s ). We have proved that
right(end(Q 1s )) is not contained in interval Icc(µ) and Icc(µ) is not to the right of interval end(Q
1
s ) when end(Q
1
s ) ≠ Icc(µ).
Thus, Icc(µ) < end(Q 1s ) if end(Q
1
s ) ≠ Icc(µ). Then, Icc(µ) ⩽ end(Q 1s ). 
Suppose that PC(Icc − {Icc(s)}) = {Q 1s ,Q 2s } with end(Q 1s ) < end(Q 2s ), and Icc(s) ⩽ Icc(υ). By Lemma 4.21, L(P) ≠ ∅.
We next give the following lemma for showing the correctness of Claim 3 under Case II that |PC(Icc − {Icc(s)})| = 2 and
Icc(s) ⩽ Icc(υ).
Lemma 4.24. Assume that |PC(Icc)| = 1, arc z does not intersect arc ω, R ≠ ∅, Icc(s) ⩽ Icc(υ), and that PC(Icc − {Icc(s)}) =
{Q 1s ,Q 2s } with end(Q 1s ) < end(Q 2s ). Then, G(F) is hamiltonian if and only if G(Fˆ) is hamiltonian, where Fˆ = (F − {s}) ∪
head(s, h(ω)).
Proof. Let P = P1 → c1 → P2 → · · · → ck−1 → Pk → ck → Pk+1, where C(P) = {c1, c2, . . . , ck} is the greedy
connecting set of path P . We refer the readers to Fig. 11 for the relative locations of arcs in F(P) and F − F(P), and to
Fig. 12 for the relative locations of intervals in Icc(P) and Icc − Icc(P). By Lemma 4.21, L(P) ≠ ∅. Thus, |C(P)| = k ⩾ 1
and P − (P1 ∪ C(P)) = {P2, P3, . . . , Pk, Pk+1} ≠ ∅. Let ω1 be the arc corresponding to end(Q 1s ), i.e., ω1 = F(end(Q 1s )).
The relative positions of arcs µ, υ, s, z, ω, ω1 on the circle are shown in Fig. 17. Let D = Q 1s ∩ Icc(P − (P1 ∪ C(P))) and let
C˜II = F(C(Q 1s )) ∪ F(C(P)− Q 1s ) ∪ {s}, where C(Q 1s ) is the greedy connecting set of path Q 1s . We claim that C˜II is a cut set of
G(F) for showing that G(F) is hamiltonian if and only if G((F −{s})∪ head(s, h(ω))) is hamiltonian. We show that the claim
holds true in the following two cases:
Case 1: D = ∅. Let Z˜ = Icc((P1 − {Ic(s)}) ∪ (F − F(P))) − Q 1s , where Z˜ may be empty. By Statement (4) of Lemma 4.1,
seg(t(υ), t(υP)) contains arc υP . Since arcµ does not contain any other arc and υ is the arc with the largest right endpoint in
P1, seg(h(µ), t(υ)) contains arc µ. By Lemma 4.23, Icc(µ) ⩽ Icc(ω1). Since D = ∅, Icc(ω1) ≪ Icc(υP). Thus, seg(t(υP), t(υ))
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contains h(ω1) and seg(h(ω1), t(υ)) contains arc µ. The relative locations of arcs υ,µ, ω1, υP , and F(Z˜) are depicted in
Fig. 17(a).
By Statement (4) of Lemma 4.1, every arc of F(P − (P1 ∪ C(P))) is contained in seg(t(υ), t(υP)). By Lemmas 2.4 and
2.5, every interval of Q 1s − C(Q 1s ) is not larger than Icc(ω1) in G(Icc). Thus, every arc of F(Q 1s − C(Q 1s )) is contained in
seg(t(ω1), t(υ)). Let β be an arc of F(Z˜). By Statement (5) of Lemma 2.5, Icc(ω1) ≪ Icc(β). Assume by contradiction that
β ∈ Bp(t(υP)). By the definition of Z˜ , β ∉ F(L(P)). By Statement (2) of Lemma 4.1, β ∈ Ba(µ). Since Icc(µ) ⩽ Icc(ω1), Icc(β)
intersects Icc(ω1) and it contradicts that Icc(ω1) ≪ Icc(β). Thus, β ∉ Bp(t(υP)). Then, β is contained in seg(t(υP), h(ω1))
and hence every arc of F(Z˜) is contained in seg(t(υP), h(ω1)). By the above arguments, we have that
(1) no arc of F(Z˜) intersects arcs of F(P − (P1 ∪ C(P))) and F(Q 1s − C(Q 1s )), and
(2) no arc of F(Q 1s − C(Q 1s )) intersects arcs of F(P − (P1 ∪ C(P))).
We can see that C(P)−Q 1s = C(P)−L(Q 1s ) and |C(P)−L(Q 1s )| ⩽ k = |C(P)|. Then, C˜II = F(C(Q 1s ))∪F(C(P)−Q 1s )∪{s} =
F(C(Q 1s )) ∪ F(C(P) − L(Q 1s )) ∪ {s}. The sets F(Q 1s − C(Q 1s )), F(Z˜), and F(P − (P1 ∪ C(P))) are islands with respect to C˜II
in G(F), where Z˜ may be empty. The relative positions of arcs in F(Q 1s − C(Q 1s )), F(Z˜), F(Pk+1), F(Pk), . . . , F(P3), F(P2) are
shown in Fig. 17(a). Thus, G(F − C˜II) contains at least |C˜II| connected components. By Lemma 4.22, B(z, s) = {x|x ∈ Ba(z)
and Icc(s) < Icc(x)} ⊆ F(C(Q 1s )). By the definition of arc s, s is an arc in Bp(h(ω)) − F(L(Q )) such that Icc(s) ⩽ Icc(y)
for all y ∈ Bp(h(ω)) − F(L(Q )). Thus, the arc of F(Q 1s ) containing h(ω) must be in F(C(Q 1s )). Then, no arc of F(Q 1.1s )
contains h(ω), where Q 1.1s is the first path component in Q
1
s − C(Q 1s ). Let r be the arc of F(P2) with the largest right
endpoint in Icc(P2). Then, no arc of F(P2) contains h(r). Thus, no arc of F − C˜II intersects seg(h(ω), h(r)). Since s ∈ Bp(h(ω)),
Ic(s) ∈ P1, and Ic(s) does not intersect Ic(r), we get that t(s) is contained in seg(h(ω), h(r)) and hence seg(h(ω), h(r))
contains seg(h(ω), t(s)) = tail(s, h(ω)). Fig. 17(a) also depicts the relative locations of arcs s, ω, r . Hence, no arc of
F − C˜II intersects tail(s, h(ω)). By Proposition 2.3, C˜II is a cut set of G(F) for showing that G(F) is hamiltonian if and only
if G((F − {s}) ∪ head(s, h(ω))) is hamiltonian.
Case 2: D ≠ ∅. Let D = {Icc(Pk+1), Icc(Pk), . . . , Icc(Pk−j+3), Icc(P∗k−j+2)}, where P∗k−j+2 ⊆ Pk−j+2 and P∗k−j+2 ≠ ∅. Since
D ≠ ∅, |C(P)| = k ⩾ j ⩾ 1. Let Zˆ = Icc(Pk−j+2)− Icc(P∗k−j+2), where Zˆ may be empty. Since |PC(Icc − {Icc(s)})| > 1, Zˆ ≠ ∅
if j = k. Let Q 1s = Q 1.1s → g1 → Q 1.2s → · · · → gt−1 → Q 1.ts → gt → Q 1.(t+1)s , where C(Q 1s ) = {g1, g2, . . . , gt} is the
greedy connecting set of path Q 1s . By Lemma 4.2, F(ci) contains every arc of F(Pi+1) for k ⩾ i ⩾ 1. Thus, Icc(ci) contains every
interval of Icc(Pi+1) for k ⩾ i ⩾ k − j + 1. By Lemma 2.4, Icc(ci)’s are in Q 1s for k ⩾ i ⩾ k − j + 1. Thus, |Icc(C(P)) ∩ Q 1s | ⩾
k − (k − j + 1) + 1 = j. Then, |Icc(C(P)) − Q 1s | ⩽ k − j. By Statements (3) and (5) of Lemma 2.5, Q 1.1s ,Q 1.2s , . . . ,Q 1.(t+1)s ,
Q 2s are islands with respect to C(Q
1
s ) in G(Icc), where Q
2
s = (Icc(C(P))− Q 1s ) ∪ Zˆ ∪ Icc(Pk−j+1 ∪ Pk−j ∪ · · · ∪ P3 ∪ P2). Then,
C˜II = F(C(Q 1s )) ∪ F(C(P)− Q 1s ) ∪ {s}. By Statement (4) of Lemma 4.1, no arc of F(Px) intersects arcs of F(Py) for x ≠ y and
Px, Py ∈ {Zˆ, Pk−j+1, Pk−j, . . . , P3, P2}. Hence, F(Q 1.1s ), F(Q 1.2s ), . . . , F(Q 1.(t+1)s ), F(Zˆ), F(Pk−j+1), F(Pk−j), . . . , F(P3), F(P2) are
islands with respect to C˜II in G(F). The relative positions of arcs in F(Q 1s − C(Q 1s )), F(Zˆ), F(Pk−j+1), F(Pk−j), . . . , F(P3), F(P2)
are shown in Fig. 17(b). Since |Icc(C(P)) − Q 1s | ⩽ k − j, |C˜II| = |C(Q 1s )| + |Icc(C(P)) − Q 1s | + 1 ⩽ t + (k − j) + 1. Thus,
G(F − C˜II) contains at least |C˜II| connected components.
Let r be the arc of F(P2)with the largest right endpoint in Icc(P2).We can see that no arc of F(P2) intersects seg(h(ω), h(r)).
By Lemma 4.22, B(z, s) ⊆ F(C(Q 1s )). Thus, no arc of F(Q 1.1s ) contains h(ω) and intersects seg(h(ω), h(r)). Since s ∈ Bp(h(ω)),
Ic(s) ∈ P1, and Ic(s) does not intersect Ic(r), we get that t(s) is contained in seg(h(ω), h(r)) and, hence, seg(h(ω), h(r))
contains seg(h(ω), t(s)) = tail(s, h(ω)). Therefore, no arc of F − C˜II intersects seg(h(ω), t(s)) = tail(s, h(ω)). Let Fˆ =
(F − {s}) ∪ head(s, h(ω)), and let E and Eˆ be the edge sets of G(F) and G(Fˆ), respectively. By Proposition 2.3, no edges in
E − Eˆ can be in any Hamiltonian cycle of G(F). Thus, G(F) is hamiltonian if and only if G(Fˆ) is hamiltonian. 
It follows from Lemmas 4.18 and 4.24 that we have the following lemma.
Lemma 4.25. Assume that |PC(Icc)| = 1, arc z does not intersect arcω, R ≠ ∅, and that Icc(s) ⩽ Icc(υ). If |PC(Icc−{Icc(s)})| >
1 or |PC(Icc − {Icc(s)})| = |{Qs}| = 1 but arc s does not intersect F(end(Qs)), then G(F) is hamiltonian if and only if G(Fˆ) is
hamiltonian, where Fˆ = (F − {s}) ∪ head(s, h(ω)).
We have proved the correctness of Claim 3 when Icc(s) ⩽ Icc(υ). Now, we proved the correctness of Claim 3 for the case
of Icc(s) > Icc(υ) as follows.
Lemma 4.26. Assume that |PC(Icc)| = 1, arc z does not intersect arc ω, R ≠ ∅, and that |PC(Icc − {Icc(s)})| > 1 or
|PC(Icc − {Icc(s)})| = |{Qs}| = 1 but arc s does not intersect F(end(Qs)). If s = υ and R− {υ} ≠ ∅, then G(F) is hamiltonian if
and only if G(Fˆ) is hamiltonian, where Fˆ = (F − {r˜}) ∪ head(r˜, h(ω)), r˜ ∈ R− {υ}, and Icc(υ) < Icc(r˜).
Proof. By Proposition 4.4, υ ∈ Ba(z). By Proposition 4.6, υ ∈ Bp(h(ω)) and ω ∈ Bp(t(υ)). By assumption of the lemma, arc
z does not intersect arc ω and R ≠ ∅. Then, seg(t(z), t(υ)) contains h(ω). By definition of r˜ , r˜ ∈ Bp(h(ω)) − F(L(Q )) and
Icc(υ) < Icc(r˜). Then, arc r˜ contains h(υ). The relative locations of arcs µ, z, υ, ω, r˜ on the circle are depicted in Fig. 18(a).
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Fig. 17. An illustration for the proof of Lemma 4.24, where (a) the relative locations of arcs of F(Q 1s − C(Q 1s )), F(Z˜), F(Pk+1), F(Pk), . . . , F(P3), F(P2) for the
case of D = ∅, and (b) the relative locations of arcs of F(Q 1s − C(Q 1s )), F(Zˆ), F(Pk−j+1), F(Pk−j), . . . , F(P3), F(P2) for the case of D ≠ ∅.
Fig. 18. An illustration for the proof of Lemma 4.26, where (a) the relative positions of arcs µ, z, υ, ω, r˜ , and the dashed line of arc r˜ indicates the possible
extended portion, and (b) the relative locations of intervals Icc(µ), Icc(z), Icc(υ), Icc(ω), Icc(r˜)when t(r˜) is contained in seg(t(υ), h(ω)).
Assume by contradiction that t(r˜) is contained in seg(t(υ), h(ω)). Since r˜ ∈ Bp(h(ω)), arc r˜ contains seg(h(ω), t(υ)) and
hence r˜ ∈ Bp(t(υ)). By the definition of Fcc , Fcc(r˜) = tail(r˜, t(υ)) and Fcc(ω) = tail(ω, t(υ)). By the definition of Icc ,
Icc(r˜) = (t(r˜), h(r˜)+2n) and Icc(ω) = (t(ω), h(ω)+2n). Since r˜ ∈ Bp(h(ω)), Icc(r˜) contains right(Icc(ω)). Fig. 18(b) depicts
the relative locations of intervals Icc(µ), Icc(z), Icc(υ), Icc(ω), Icc(r˜)when t(r˜) is contained in seg(t(υ), h(ω)). By Statement
(3) of Lemma 2.4, Icc(r˜) ∈ L(Q ). It contradicts that r˜ ∉ F(L(Q )). Thus, t(r˜) is not contained in seg(t(υ), h(ω)). Then, t(r˜)
is contained in seg(h(ω), t(υ)). Since r˜ ∈ Bp(h(ω)), we get that tail(υ, h(ω)) contains tail(r˜, h(ω)). Consider the following
two cases:
Case 1: |PC(Icc − {Icc(υ)})| = |{Qυ}| = 1. By Lemma 4.16, r˜ ∈ F(C(Qυ)). Let C˜I = F(C(Qυ)) ∪ {υ}. Then, r˜ ∈ C˜I. By the
proof of Lemma 4.18, G(F − C˜I) contains at least |C˜I| connected components and no arc of F − C˜I intersects tail(υ, h(ω)).
Since tail(υ, h(ω)) contains tail(r˜, h(ω)), no arc of F − C˜I intersects tail(r˜, h(ω)). By Proposition 2.3, C˜I is a cut set of G(F) for
showing that G(F) is hamiltonian if and only if G((F − {r˜}) ∪ head(r˜, h(ω))) is hamiltonian.
Case 2: |PC(Icc − {Icc(υ)})| = |{Q 1υ ,Q 2υ }| = 2. Without loss of generality, assume that end(Q 1υ ) < end(Q 2υ ). By
Lemma 4.22, r˜ ∈ F(C(Q 1υ )). Let C˜II = F(C(Q 1υ )) ∪ F(C(P) − Q 1υ ) ∪ {υ}. Then, r˜ ∈ C˜II. By the proof of Lemma 4.24,
G(F − C˜II) contains at least |C˜II| connected components and no arc of F − C˜II intersects tail(υ, h(ω)). Since tail(υ, h(ω))
contains tail(r˜, h(ω)), no arc of F− C˜II intersects tail(r˜, h(ω)). By Proposition 2.3, C˜II is a cut set of G(F) for showing that G(F)
is hamiltonian if and only if G((F − {r˜}) ∪ head(r˜, h(ω))) is hamiltonian. 
It immediately follows from Lemmas 4.25 and 4.26 that Claim 3 holds true. Finally, we will prove the correctness of
Claim 4 in the following lemma.
Lemma 4.27. Assume that |PC(Icc)| = 1, arc z does not intersect arc ω, and R = ∅. Then, G(F) is hamiltonian if and only if
G(Icc) is hamiltonian.
Proof. Since G(Icc) is a spanning subgraph of G(F), G(F) is hamiltonian if G(Icc) is hamiltonian. Now we prove that G(F) is
not hamiltonian if G(Icc) is not hamiltonian. Since R = ∅, Bp(h(ω)) − F(L(Q )) = ∅. Clearly, υ ∉ F(L(Q )). By Lemma 4.5,
υ ∉ Bp(h(ω)) and ω ∉ Bp(t(υ)). Suppose that L(Q ) = ∅. Then, Bp(h(ω)) = ∅. Thus, no arc of F contains h(ω) and hence
G(F) and G(Icc) are isomorphic. Hence, if G(Icc) is not hamiltonian then G(F) is not hamiltonian. On the other hand, suppose
that L(Q ) ≠ ∅. Let Q = Q1 → d1 → Q2 → · · · → dη−1 → Qη → dη → Qη+1, where C(Q ) = {d1, d2, . . . , dη} is a
greedy connecting set of path Q . Since L(Q ) ≠ ∅, |C(Q )| = η ⩾ 1. By Statement (3) of Lemma 2.5, Q1,Q2, . . . ,Qη,Qη+1
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are islands with respect to C(Q ) in G(Icc). By the definition of Fcc , Fcc(x) = x for x ∈ F − F(C(Q )) since they do not contain
t(υ). Thus, F(Q1), F(Q2), . . . , F(Qη), F(Qη+1) are islands with respect to F(C(Q )) in G(F). Then, G(F − C(Q )) contains at
least |C(Q )| + 1 connected components. By Proposition 2.2, G(F) has no Hamiltonian cycle. Thus, G(F) is not hamiltonian if
G(Icc) is not hamiltonian. 
4.4. The complexity of Algorithm HC-Arcs
In the subsection, we will analyze the complexity of Algorithm HC-Arcs. The algorithm is assumed that the input graph
is given by a circular-arc model F that is a set of n sorted arcs. Computing an arc µ of F that does not contain any other arc
can be easily done in O(n) time. From now on, we will assume that such an arc µ is given.
Manacher et al. proposed a Hamiltonian cycle algorithm on interval graphs [38]. Chang et al. implemented the algorithm
in O(n) time if a set of n sorted intervals is given [7]. Hence, testing whether or not G(Icc) is hamiltonian can be done in O(n)
time. Clearly, Procedure GP and Procedure ArcToI run in O(n) time. In addition, finding a greedy connecting set of path P
or path Q can be done in O(n) time. Thus, the algorithm runs in O(n) time if it terminates at either line 7, line 11 or line 13.
Therefore, the time complexity of AlgorithmHC-Arcs isO(n) if it terminates before line 14. Consider that AlgorithmHC-Arcs
does not terminate before line 14. Let ∆ω be the number of arcs in Bp(h(ω)). Clearly, ∆ω ⩽ ∆, where ∆ is the maximum
degree of G(F). Let R = {r ∈ F |r ∈ Bp(h(ω))−F(L(Q ))}. In each iteration step (lines 15–20), |R| is decreased by 1. Obviously,
|R| ⩽ ∆ω . Therefore, iteration step is repeated at most |R| times, and, hence it is iterated at most∆ω times. Since every line
of the iteration step can be implemented in O(n) time, the time complexity of iteration step is O(∆n). Thus we conclude the
following theorem.
Theorem 4.28. Given a circular-arc model F with n sorted arcs, Algorithm HC-Arcs solves the Hamiltonian cycle problem on
G(F) in O(∆n) time, where∆ is the maximum degree of G(F).
5. A certifying algorithm for the Hamiltonian cycle problem on circular-Arc graphs
In this section, wewill show that AlgorithmHC-Arcs can bemodified as a certifying algorithm. Let F be the input circular-
arc model. The certifying algorithm, called Algorithm Certifying-HC-Arcs, works as follows. If Algorithm HC-Arcs outputs a
Hamiltonian cycleC , then it outputsC as a certificate. Suppose that AlgorithmHC-Arcsoutputs thatG(F)has notHamiltonian
cycle. Then, Algorithm Certifying-HC-Arcs provides a certificate for this answer. The certificate C(F) of non-hamiltonian
provided by the algorithm is a pair ⟨Cˆ, Fˆ⟩ and is computed as follows. Consider the following two cases:
Case 1: Q is not a Hamiltonian path of G(Icc) (line 11 of Algorithm HC-Arcs). Let Fˆ = F . Let CˆN be a cut set of G(F) defined
in Lemma 4.11, and let Cˆ = CˆN . By Lemma 4.11, G(Fˆ − Cˆ) contains at least |Cˆ | + 1 connected components.
Case 2: Q is a Hamiltonian path of G(Icc). Let Cˆ = F(C(Q )). If R ≠ ∅, then let Fˆ = (F − {s}) ∪ head(s, h(ω)) for all s ∈ R;
otherwise, let Fˆ = F . By Lemmas 4.25–4.27, G(Fˆ − Cˆ) contains at least |Cˆ | + 1 connected components.
It follows from Proposition 2.1 that C(F) = ⟨Cˆ, Fˆ⟩ can be served as a certificate showing that G(F) is not hamiltonian.
The certificate provided by Algorithm Certifying-HC-Arcs is either a Hamiltonian cycle of G(F) or a pair C(F) = ⟨Cˆ, Fˆ⟩
showing that G(F) is not hamiltonian. Now, we are ready to describe our authentication algorithm as follows. Given a
hamiltonian certificate which is a cycle C = v1 → v2 → · · · → vn → v1, the authentication algorithm first tests whether
the number of distinct vertices in the cycle C equals to n. It then checks whether the cycle C is indeed a Hamiltonian cycle
of G(F) by testing that (vi, vi+1), 1 ⩽ i ⩽ n− 1, and (vn, v1) are edges in G(F). The size of this certificate is O(n) and the time
to authenticate it is O(n). For a non-hamiltonian certificate C(F) = ⟨Cˆ, Fˆ⟩, the authentication algorithm checks whether
G(Fˆ − Cˆ) contains at least |Cˆ | + 1 connected components. The size of this certificate is O(n), and testing whether G(Fˆ − Cˆ)
contains at least |Cˆ |+ 1 connected components takes O(n) time. Thus, the authentication algorithm runs in O(n) time. Then
we conclude the following theorem.
Theorem 5.1. Given a circular-arc model F with n sorted arcs, Algorithm Certifying-HC-Arcs is a certifying algorithm for solving
the Hamiltonian cycle problem in O(∆n) time, where∆ is the maximum degree of G(F). The certificates provided by the algorithm
can be authenticated in O(n) time.
6. Reduction
In [27], we proposed an O(n)-time approximation non-certifying algorithm for the path cover problem on a circular-
arc graph G(F). Let π ′ be the cardinality of the path cover found by the approximation algorithm. We showed that
π ′ ⩽ π(G(F))+1 [27]. Then, the path cover problem on G(F) can be solved by reducing it to the Hamiltonian cycle problem
as follows. If π ′ = 1, then π(G(F)) = π ′. Otherwise, π(G(F)) = π ′ − 1 if and only if G(F) ⊗ Kπ ′−1 is hamiltonian, where
Kπ ′−1 is a complete graph ofπ ′−1 vertices,G(F) and Kπ ′−1 are disjoint, andG(F)⊗Kπ ′−1 is the graph obtained by connecting
every vertex of G(F)with all vertices of Kπ ′−1. Apparently, G(F)⊗ Kπ ′−1 is also a circular-arc graph. Let∆ be the maximum
degree of G(F). Then, the maximum degree of G(F) ⊗ Kπ ′−1 is ∆ + (π ′ − 1) ⩽ O(n). By using the above reduction and
Algorithm Certifying-HC-Arcs, an O(n2)-time certifying algorithm for solving the path cover problem on G(F) can be easily
obtained. Thus, we have the following corollary.
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Corollary 6.1. Given a circular-arc model F with n sorted arcs, there exists an O(n2)-time certifying algorithm to solve the path
cover problem on G(F), where its certificates can be authenticated in O(n) time.
It is well known that the Hamiltonian cycle and Hamiltonian path problems on circular-arc graphs can be reduced to
each other [27,35]. Thus, the Hamiltonian path problem on circular-arc graphs can be solved by an algorithm whose time
complexity is the same as that of themost efficient algorithm for the Hamiltonian cycle problem on the same class of graphs.
Therefore, we have the following corollary.
Corollary 6.2. Given a circular-arc model F with n sorted arcs, there exists an O(∆n)-time certifying algorithm to solve the
Hamiltonian path problem on G(F), where its certificates can be authenticated in O(n) time.
7. Concluding remarks
In this paper, we present an O(∆n)-time certifying algorithm to solve the Hamiltonian cycle problem on circular-arc
graphs. This improves the best known result in [46] for this problemwhich is an O(n2 log n)-time (certifying) algorithm. The
certificates provided by our algorithm can be authenticated in O(n) time. Using a general reduction technique in [27] and
[35], an O(∆n)-time certifying algorithm for solving the Hamiltonian path problem on circular-arc graphs can be obtained.
On the other hand, using the reduction technique in [27] and the certifying Hamiltonian cycle algorithm presented in the
paper, an O(n2)-time certifying algorithm for solving the path cover problem on circular-arc graphs can be constructed. It is
interesting to knowwhether the approach used in the paper can be applied to design efficient certifying algorithms for other
classes of graphs. Further, given a circular-arc model F with n sorted arcs, whether there exists an O(n)-time (certifying)
algorithm to solve the Hamiltonian cycle or Hamiltonian path problem remains open.
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