Abstract. The goal of this paper is to derive some error estimates for the numerical discretization of some optimal control problems governed by semilinear elliptic equations with bound constraints on the control and a finitely number of equality and inequality state constraints. We prove some error estimates for the optimal controls in the L ∞ norm and we also obtain error estimates for the Lagrange multipliers associated to the state constraints as well as for the optimal states and optimal adjoint states.
Introduction
In this paper we study an optimal control problem governed by a semilinear elliptic equation, the control being distributed in Ω. Bound constraints on the control and finitely many equality and inequality state constraints are included in the formulation of the problem. Integral constraints on the state falls into this formulation. The aim is to consider the numerical approximation of this problem by using finite element methods. We prove that under certain assumptions the discrete problems have optimal solutions. We also prove that these solutions converge uniformly towards solutions of the infinity dimensional problem. By making a qualification assumption we deduce the existence of Lagrange multipliers associated with the state constraints for the continuous and discrete problems. These Lagrange multipliers are unique and the discrete ones converge to the continuous ones. In order to derive the order of these convergences, the sufficient second order optimality conditions for the control problem are required. We prove that any local solution of the continuous control problem which is qualified and satisfies the sufficient second order optimality conditions can be uniformly approximated by discrete controls which are qualified local solutions of the discrete problems. Finally we obtain the order of these approximations.
First and second order optimality conditions play a crucial role in the numerical analysis of the control problems. Meanwhile the first order optimality conditions are known from long time ago, the second order conditions for optimal control problems governed by partial differential equations is a topic still under study, Keywords and phrases: Distributed control, state constraints, semilinear elliptic equation, numerical approximation, finite element method, error estimates.
with some recent advances, but with a lot of work to be done yet. For this question the reader is referred to [4, 5, 7-11, 16, 21] .
There are no many papers devoted to the study of error estimates for the numerical discretization of control problems governed by partial differential equations. Let us mention two early papers devoted to linear-quadratic control problems by Falk [14] and Geveci [15] . A significant change when studying control problems with a nonlinear equation or a non quadratic functional is the necessity of using the sufficient second order optimality conditions to derive these error estimates. Recently Arada et al. [1] followed this procedure to get the error estimates for the same problem studied in this paper except by the fact that there were no state constraints. They derived the same L ∞ error estimates than we obtain here. However in some cases they could take advantage of the absence of these constraints to deduce stronger L 2 error estimates than in this paper. This paper continues the research started in [1] by adding many finitely state constraints to the control problem. It is well known that this introduces a big difficulty in the approximation of the control problem and much extra work is necessary to deal with the state constraints. An essential assumption in this study is the qualification hypothesis (3.1) first used by Casas and Tröltzsch [8] .
With respect to the optimality of the error estimates for the control, we can say that they seem to be optimal in the case of two dimensional domains, or in dimension three if the triangulation is of nonnegative type; see the final comments of the paper. To achieve these good estimates we have extended an idea of Malanowski et al. [18] , also used in [1] . This idea leads to the definition of a variational inequality (6.27 ) close enough to that satisfied by the optimal control which appears in the first order optimality conditions. This variational inequality is compared with the one satisfied by the discrete optimal controls also deduced from the first order optimality conditions. See for instance [2] for a different method overestimating the error. In this paper the definition of the variational inequality (6.27) has required some new ideas and some extra work because of the presence of the state constraints.
The plan of the paper is as follows. In Section 2 the control problem is defined and the assumptions are listed. Also we summarize the differentiability results of the functionals involved in the problem. In Section 3 the first and second order optimality conditions are given without proofs. Some references are provided to check the proofs. The finite dimensional approximating problem is formulated in Section 4. In this section we prove that qualified controls for the continuous problem can be approximated conveniently for feasible discrete controls. The existence of solutions for the final dimensional control problems is proved, whose main difficulty lies in proving that the set of feasible controls is non empty. First and second order optimality conditions for the discrete problems are stated in Section 5. Finally Section 6 is devoted to the study of the convergence of the discretization. The main results of the paper are presented in Section 4 and Section 6, in particular Theorem 6.8 is the main goal of this work.
The control problem
Let Ω be an open convex set in R n (n = 2 or 3), Γ its boundary of class C 1,1 and A an elliptic operator of the form
where the coefficients a ij ∈ C 0,1 (Ω) satisfy
a ij (x)ξ i ξ j ∀ξ ∈ R n and ∀x ∈ Ω for some λ A > 0, and a 0 ∈ L ∞ (Ω), with a 0 (x) ≥ 0. Let f : Ω × R 2 → R and L : Ω × R 2 −→ R be Carathèodory functions. Given nonnegative integers n e and n i , for every 1 ≤ j ≤ n e + n i we consider a function
The control problem is formulated as follows
where −∞ < α < β < +∞ and y u is the solution of the state equation
Let us state the assumptions on the functionals F j , L and f .
(A1) f is of class C 2 with respect to the second variable,
(A2) L : Ω × R × R −→ R is of class C 2 with respect to the second and third variables, L(·, 0, 0) ∈ L 1 (Ω), and
L denotes the second derivative of L with respect to (y, u). Moreover we assume that there exists λ L > 0 such that
, for p > n fixed; and for every M > 0 there exists C j,M > 0 such that for every 1 ≤ j ≤ n e + n i and y i C(Ω) ≤ M (i = 1, 2)
Typical state constraints defined by the functions F j are the integral constraints
Under the previous assumptions it is easy to prove the existence of a solution of Problem (P) assuming that the set of feasible controls is not empty. In the proof it is essential the convexity of L with respect to the control. In (A2) we have assumed that L is strictly convex with respect to u, which will be useful to prove the strong convergence of the discretizations. Therefore this strong convexity is not a too restrictive assumption if we want to have a well posed problem in the sense that it has at least one solution. However there is a situation which is interesting in practice and it is not included in our formulation. This is the case of a function L depending only on the variables (x, y), but not on u. The optimal control problem is typically bang-bang in this situation.
It is an open problem for us the derivation of the error estimates in the bang-bang case.
Among the functionals included in our problem, we can consider those of the type
with N > 0 is of this type.
We finish this section by recalling some results about the differentiability of the functionals involve in the control problem. For the detailed proofs the reader is referred to Casas and Mateos [5] . 
3)
The W 2,p (Ω) regularity is an immediate consequence of our assumptions; see Grisvard [17] . The rest can be obtained by using the implicit function theorem.
Theorem 2.2. Let us suppose that (A1) and (A2) hold. Then the functional
and
where
is the unique solution of the problem
where A * is the adjoint operator of A and
This theorem follows from Theorem 2.1 and the chain rule. 
First and second order optimality conditions
We start this sections by reformulating problem (P) with the help of the functionals G j = F j • G introduced in Theorems 2.1 and 2.3.
In order to state the optimality conditions for a local solution of (P) we introduce some notation. Fixed a feasible controlū and given ε > 0, we denote the set of ε-inactive constraints by
We say that a feasible controlū is regular if the following assumption is fulfilled
where 
Proof. Let ε < εū, then by extending the functions {w j } j∈I0 given in (3.1) by zero to R n and making the convolution with a regularizing sequence we get functions 
Denoting by m the number of elements of I 0 and using this convergence, we can deduce the existence of k 0 such that
From these inequalities we deduce that the vectors {(G i (ū)w jk ) i∈I0 } j∈I0 ⊂ R m are linearly independent. Indeed let us take scalars {c j } j∈I0 such that
Assuming c l = 0, from this identity and (3.2) it follows
which is a contradiction, therefore c l = 0. Consequently we have that the linear mapping
is an isomorphism. Therefore if we denote by {e j } j∈I0 the canonical base of R m , then we deduce the existence of vectors c
we have that G i (ū)w jk = δ ij and {w jk } j∈I0 satisfies the requirements of the lemma.
Associated with problem (P) we consider the usual Lagrangian function L :
Obviously (3.1) is equivalent to the linear independence of the derivatives {G j (ū)} j∈I0 in L 1 (Ω εū ). Under this assumption we can derive the first order necessary conditions for optimality in a qualified form. For the proof the reader is referred to Bonnans and Casas [3] or Clarke [13] ; see also Mateos [19] . such thatλ
Denoting byφ 0 andφ j the solutions of (2.6) and (2.1) corresponding toū and settinḡ
we deduce from Theorems 2.2 and 2.3 and the definition of L that
From (3.4) we deduce that
x ∈ Ω where α <ū(x) < β, ≥ 0 for a.e. x ∈ Ω whereū(x) = α, ≤ 0 for a.e. x ∈ Ω whereū(x) = β.
Remark 3.3. From (3.4, 3.7) and assumption (3.1) we get
which implies the uniqueness of the Lagrange multipliers provided in Theorem 3.2.
Associated with d we set
by Theorem 3.2, we define the cone of critical directions
(Ω) satisfying (3.11) and v(x) = 0 for a.e. x ∈ Ω 0 } (3.10)
Now we are ready to state the second order necessary optimality conditions. 
4). Then the following inequality is satisfied
For the proof see Casas and Tröltzsch [9] and Casas and Mateos ([5] , Th. 3.3 and Prop. 3.6). The sufficient optimality conditions can be formulated as follows:
Theorem 3.5. Letū be an admissible control for problem (P) satisfying the regularity assumption (3.1) and (3.3-3.4) for someλ j , j = 1, . . . , n i + n e . Let us suppose also that
Taking into account that the Hamiltonian of problem (P) is
and according to the Assumption (A2)
then Theorem 3.5 is an immediate consequence of [5] (Th. 4.3).
The gap between the necessary and sufficient optimality conditions for problem (P) is minimal. In fact, strictly speaking, there is no gap because wheneverū is a strict local solution of (P) (in the sense of Th. 3.5), then (3.13) holds. To deduce this it is enough to notice thatū is a local solution of the problem
and to apply Theorem 3.4 to this problem and to use that
In particular we have obtained that condition (3.13) implies that
By using Theorem 4.4 of [5] , we have even more: Theorem 3.6. Letū be an admissible control for problem (P) that satisfies (A1-A3), the regularity assumptions (3.1) and (3.3, 3.4) . Then (3.13) is equivalent to the existence ofμ > 0 andτ > 0 such that
We finish this section by providing a characterization of the optimal controlū.
Theorem 3.7. Suppose thatū is a local solution of (P) and assumptions (A1-A3) and (3.1) are satisfied.
Then, for all x ∈Ω, the equation
has a unique solutiont =s(x). The mappings :Ω −→ R is Lipschitz. Moreoverū ands are related by the formulaū
andū also belongs to C 0,1 (Ω).
The proof of the existence and uniqueness of a solution of (3.15) is a consequence of ( 
Finite-element approximation of (P)
Here we define a finite-element based approximation of the optimal control problem (P ). To this aim, we consider a family of triangulations {T h } h>0 ofΩ. This triangulation is supposed to be regular in the usual sense that we state exactly here. With each element T ∈ T h , we associate two parameters ρ(T ) and σ(T ), where ρ(T ) denotes the diameter of the set T and σ(T ) is the diameter of the largest ball contained in T . Define the size of the mesh by h = max T ∈T h ρ(T ). We suppose that the following regularity assumptions are satisfied.
(i) There exist two positive constants ρ and σ such that
hold for all T ∈ T h and all h > 0.
(ii) Let us take Ω h = ∪ T ∈T h T , and let Ω h and Γ h denote its interior and its boundary, respectively. We assume that Ω h is convex and that the vertices of T h placed on the boundary of Γ h are points of Γ. From [20] (estimate (5.2.19)) we know
Now, to every boundary triangle T of T h , we associate another triangleT ⊂ Ω with curved boundary as follows: the edge between the two boundary nodes of T is substituted by the part of Γ connecting these nodes and forming a triangle with the remaining interior sides of T . We denote by T h the family of these curved boundary triangles along with the interior triangles to Ω of T h , so thatΩ = ∪T ∈ T hT . Let us set
where P 1 is the space of polynomials of degree less or equal than
where a :
In other words, y h (u) is the approximate state associated with u. Notice that y h = z h = 0 onΩ \Ω h , hence the last integral is equivalent to integration on Ω h . The finite dimensional approximation of the optimal control problem is defined by
. Then problem (P h ) can be written as follows
We start the study of problem (P h ) by analyzing the differentiability of the functions involved in the control problem. Let us collect the differentiability results analogous to those of Section 2.
Theorem 4.2. Let us suppose that (A1) and (A2) hold. Then the functional
Theorem 4.3. Let us suppose that (A1) and (A3) hold. Then for each j, the functional
Our next goal is to study the existence of a solution of (P h ). The difficulty consists in proving that the set of admissible discrete controls
is not empty. To deal with this question we will use the classical approximation operator Π h :
for every T ∈ T h . Due to the state constraints, we do not have, as usual, that the projections Π h u of feasible controls u for (P) are feasible controls for (P h ). The regularity assumption (3.1) plays an essential role in this approximation analysis. Another crucial point is the study of the convergence of the discretization of the state and adjoint state equations. Here we will use the following two results whose proofs can be found in [1] and [6] . 
n, M) is a positive constant independent of h, and σ = 1 if the triangulation is of nonnegative type or σ = 2 − n/2 in other case.
The reader is referred to Ciarlet [12] for the definition and properties of triangulations of nonnegative type.
The next theorem establishes that U had is non empty for every h small enough and that the regular controls u can be approximated by elements of U had .
Theorem 4.6. Let us assume thatū
is a feasible control of problem (P) for which (3.1) holds. Then there exist h 0 > 0, a sequence {u h } 0<h<h0 , with u h ∈ U had , and a constant C = C(Ω, n,
where σ is as in Lemma 4.4.
We state two lemmas before proving this theorem.
Lemma 4.7. Letū ∈ C 0,1 (Ω) and let {w} j∈I0 be given by (3.1). Then there exists a family
thereforew j (x ) = 0 for every x ∈ T and every j ∈ I 0 , consequentlyw hj|T = 0, in particularw hj (x) = 0 for every j ∈ I 0 .
Analogously we can prove that ifū(x) < α +εū/2, then w hj (x) = 0 for all h ≤ h 1 and every j ∈ I 0 . Finally, ifw j ∈ C 0,1 (Ω), then it is well known [12] that
which concludes the proof.
Lemma 4.8. Letū ∈ C 0,1 (Ω) be a feasible and regular control of (P) and let
Proof. Let {w hj } j∈I0 be the family obtained in Lemma 4.7. We set for every j ∈ I 0
Then the support of eachw hj is contained in Ω εū/2 ∩ Ω h,εū /4 as required. It is clear that
, we have that the Lebesgue measure of X h tends to zero when h → 0. On the other hand,
We can argue as in the proof of Lemma 3.1 to deduce the existence of h 2 > 0 such that the linear mapping
is an isomorphism for every h ≤ h 2 . Therefore if we denote by {e j } j∈I0 the canonical base of R m , then we deduce the existence of vectors c we have that G hi (u h )w hj = δ ij and using the convergence S h → Identity we deduce that
which proves thatw hj →w j , for every j ∈ I 0 . Thus {w hj } j∈I0 satisfies the requirements of the lemma.
Let us prove the last part of Lemma. Sinceū ∈ C(Ω), by using Lemma 3.1, we can assume that {w j } j∈I0
From this inequality and (4.15) we get
, then (3.1) implies that S coincides with the identity in R m . Therefore from the above inequality we deduce
From here we deduce that
This estimate along with Lemma 4.7 lead to
Proof of Theorem 4.6. Let us apply Lemma 4.8 to the functions u h = Π hū . Let us take h 3 > 0 satisfying that h 3 ≤ min{h 1 , h 2 }, with h 1 and h 2 given in Lemmas 4.7 and 4.8 respectively, and such thatc max{ρ(T ) :
we deduce the existence of ε > 0 such that 
·
It is immediate that Ψ h → Ψ and DΨ h → DΨ uniformly over compact subsets of R m . Furthermore DΨ(0) = Identity, then taking ε sufficiently small we can assume that Ψ :
is also a diffeomorphism if h < h 4 < h 3 for some h 4 small enough. From the definition of I 0 and Ψ we know that Ψ(0) = 0, then it is easy to deduce that there exists a unique c h ∈ B ε/2 (0) such that Ψ h (c h ) = 0 for every h < h 5 ≤ h 4 , with h 5 > 0 small enough. Moreover we have that c h → 0. This along with (4.17) imply that
hjwhj (4.18) belongs to U had for every h < h 0 , assumed that 0 < h 0 < h 5 has been chosen in such a way that G hi (u h ) < 0 for every j ∈ I 0 and h < h 0 , which is obviously possible. Finally, let us prove the estimate (4.14). By using Lemma 3.1, we can assume that {w j } j∈I0 ⊂ C 0,1 (Ω), then Lemma 4.8 applied to the sequence {Π hū } h>0 implies that
Using the definition of u h (4.18), it is clear that (4.14) follows from the estimates
In order to prove these estimates, we first notice that (2. 
DΨ(c) − DΨ h (c) ≤ C r h and sup
for every r > 0. Let us take r ≤ ε/2. Second relation of (4.20) implies that
On the other hand, for every i ∈ I 0 we apply the mean value theorem 
which proves c h ≤ Ch σ as required.
As an immediate consequence of Theorem 4.6 we get that if (P) has a regular controlū ∈ C 0,1 (Ω), then (P h ) has feasible controls for every h small enough and consequently (P h ) has at least one solution because U had is a nonempty compact set and J h is continuous in U h .
Analogously to (3.1), we will say that a discrete controlū h ∈ U had is regular if
Lemma 4.8 states that ifū ∈ C 0,1 (Ω) is a regular feasible control of (P) and u h →ū in L p (Ω), then u h is a regular control of (P h ) for every h small enough. Indeed it is sufficient to notice that the convergence u h →ū implies that I h0 ⊂ I 0 for every h small enough and to extract the functions {w hj } j∈I 0h from the family provided by Lemma 4.8. The next theorem summarizes the results obtained in this section. Theorem 4.9. Ifū ∈ C 0,1 (Ω) is a feasible and regular control for problem (P), then there exist h 0 > 0 and controls {ū h } h<h0 such thatū h ∈ U had is a regular control for problem (P h ) and (4.14) holds. Moreover (P h ) has at least one solution for every h < h 0 .
It is easy to prove that the existence of a feasible regular controlū ∈ C(Ω) implies the existence of feasible regular controls in C 0,1 (Ω) close toū.
Characterization of solutions of (P h )
The aim of this section is to characterize the solutions of problem (P h ) similarly as we did in Section 3 for problem (P).
In the rest of the sectionū h will denote a local solution of (P h ) which is regular in the sense of (4.23). We define the Lagrangian function associated with (P h ) by
Analogously to Section 2 we have the following results:
Theorem 5.1. Let us assume thatū h is a local solution of (P h ) and (4.23) holds. Then there exist real numbers
such thatλ
Denoting byφ h0 andφ hj the solutions of (4.7) and (4.10) corresponding toū h and settinḡ
hjφhj , 
hj
for every T ∈ T h .
Remark 5.2. From (5.2, 5.5) and assumption (4.23) we get
which implies the uniqueness of the Lagrange multipliers provided in Theorem 5.1.
Associated with d h we set
Given {λ hj } ne+ni j=1
by Theorem 5.1, we define the cone of critical directions
(5.9)
Now we are ready to state the second order necessary and sufficient optimality conditions. 
Theorem 5.3. Let us assume thatū h is a local solution of (P

2). Then the following inequality is satisfied
We finish this section with a result analogous to Theorem 3.7.
Theorem 5.5. Suppose thatū h is a local solution of (P h ) and assumptions (A1-A3) and (4.23) are satisfied. Then, for all T ∈ T h , the equation
has a unique solutiont =s T . The mappings h ∈ U h , defined bys h|T =s T , is related toū h by the formulā
Convergence results
In this section we will prove that the solutions of discrete problems (P h ) converge strongly in L 2 (Ω) and L ∞ (Ω) to solutions of problem (P). Also we will see that any regular local minimum of (P) satisfying the sufficient optimality conditions can be approximated by regular local minima of the problems (P h ). Finally we study the order of the approximations of these regular local minima. Now we have the first result of the section.
Theorem 6.1. Let us assume that (P) has at least one regular solution (in the sense of (3.1)) and let {ū h } h>0 be any sequence of solutions of (P h ). Then there exist weakly * -converging subsequences in L ∞ (Ω) (still indexed by h). If the subsequence {ū h } h>0 is converging weakly
* toū, thenū is a solution of (P) and
Furthermore ifū is a regular control of (P), then there exists h 0 > 0 such thatū h is regular for (P h ) for each h < h 0 and Proof. The existence of subsequences weakly * convergent in L ∞ (Ω) is an obvious consequence of the fact that −∞ < α ≤ū h ≤ β < +∞ for every h. Any limit pointū satisfies α ≤ū ≤ β and, using Lemma 4.5, F j (yū) = lim h→0 F j (y h (ū h )) = 0 for every 1 ≤ j ≤ n e and ≤ 0 for n e + 1 ≤ j ≤ n e + n i . Thereforeū is a feasible control for problem (P). Letũ be a regular solution of problem (P). From Theorems 3.7 and 4.6 we obtain a sequence {u h } 0<h<h0 , with u h ∈ U had and u h →ũ in L ∞ (Ω). Then using Lemmas 4.4 and 4.5 along with the fact thatū h is solution of (P h ), u h ∈ U had andū is a feasible control for (P), we get
which proves thatū is a solution of (P) and the first convergence of (6.1). The second limit can be obtained from the hypothesis (∂ 2 L)/(∂u 2 )(x, y, u) ≥ λ L > 0 assumed in (A2) in the same way than in the proof of [6] (Th. 12).
Let us assume now thatū is a regular control of (P). The strong convergence of {ū h } h>0 in L 2 (Ω) and the uniform boundedness imply the strong convergence in every L r (Ω) for r < ∞. 
We conclude the proof by establishing the strong convergence of the discrete optimal controls in L ∞ (Ω). Due to Theorems 3.7 and 5.5, there exist functionss ∈ C 0,1 (Ω) ands h ∈ U h such that
From (6.4), we deduce that for every T ∈ T h , there exists x T ∈ T such that
Suppose that T ∈ T h is fixed, and select an arbitrary x ∈ T . By making the difference between (6.3) and (6.5), and due to the assumptions made in A2, it follows that
We know from the regularity yū, ϕū ∈ W 2,p (Ω) that these functions are Lipschitz, hence
Invoking Lemma 4.4, the convergenceλ h →λ and the definitions
hj ϕ hj (ū h ),
Let now take an arbitraryT ∈ ∂T h , and let T ∈ ∂T h be the corresponding boundary triangle satisfyingT ⊃ T (here ∂T h and ∂T h denote the sets of boundary triangles inT h and T h ). Forx ∈T \ T let x be its projection on the boundary Γ h of Ω h . Taking into account the Lipschitz continuity ofū, we obtain
which completes the proof.
The following theorem proves that the local minimaū of (P) which are regular and satisfy the sufficient optimality conditions are in somehow attractors. More precisely, there exists a neighbourhood of each one of these points such that the problems (P h ) have local minima in this neighbourhoods which are regular points of (P h ) and converge uniformly toū. Therefore if we solve numerically the discrete problem (P h ), we can approximateū in the L ∞ (Ω) norm if we start the iterations in the mentioned neighbourhood ofū. In the sequel B ρ (u) will denote the L ∞ (Ω)-ball of center u and radius ρ.
Theorem 6.2.
Letū be a local minimum of (P) satisfying the regularity condition (3.1) and the sufficient optimality condition (3.13). Then there exist ρ > 0 and h 0 > 0 such that the problem (P h ) has a local minimum u h in B ρ (ū) for every h < h 0 . Furthermore everyū h is regular in the sense of (4.23) and the convergences (6.2) hold.
Proof. Letε > 0 be given by Theorem 3.5 and for every 0 < ρ ≤ε let us consider the problems
According to Theorem 3.5,ū is the unique solution of (P ρ ). From Theorem 3.7, we know thatū ∈ C 0,1 (Ω) and Theorem 4.6 states the existence of h 0 > 0 and a sequence {u h } h<h0 converging toū in L ∞ (Ω) and such that u h ∈ U had . From the convergence ū − u h L ∞ (Ω) → 0 we also know that u h ∈ B ρ (ū) if h 0 is chosen small enough. Therefore (P hρ ) has feasible controls for h < h 0 and consequently it has at least one solutionū h for every h < h 0 . We can argue as in the first part of the proof of Theorem 6.1 to deduce that ū −ū h L 2 (Ω) → 0 when h → 0. Moreover, since {ū h } h<h0 is uniformly bounded in L ∞ (Ω), then the convergenceū h →ū holds in L r (Ω) for all r < ∞. Let us see that the convergence is also fulfilled in L ∞ (Ω).
Let {w hj } j∈I0 be given by Lemma 4.8 and let us define {w hj } j∈I0 as follows
Let us set
If we prove that |A h | → 0 when h → 0, then we will obtain the convergencew hj − w hj → 0 in L r (Ω) for every r < +∞ and consequently w hj →w j in L r (Ω) for every j ∈ I 0 . Here |A h | denotes the Lebesgue measure of A h . Letc be the Lipschitz constant ofū and let us assume that h 0 has been chosen satisfyingch 0 < ρ/2. Thus if
as required. Now we can proceed as in the proof of Lemma 3.1 to deduce the existence of a family
, then I h0 ⊂ I 0 for h < h 0 , with h 0 small enough. Henceū h is a regular local minimum for problem (P hρ ). Then we can deduce the first order optimality conditions similar to those of Theorem 5.1. So there exist real numbers {λ hj } ne+ni j=1
such that
Using Remarks 3.3 and 5.2 and arguing as in the proof of the previous theorem, we deduce thatλ h →λ. On the other hand, if we denote u α (x) = max{α,ū(x) − ρ} and u β (x) = min{β,ū(x) + ρ}, Theorem 5.5 is still valid replacing (5.13) bȳ
Now we can repeat the proof of Theorem 6.1 to deduce that ū −ū h L ∞ (Ω) → 0 and thereforeū h ∈ B ρ (ū) for every h smaller than a certain h 0 .
In the sequel,ū will denote a local solution of (P), which is regular in the sense of (3.1) and satisfies the sufficient optimality conditions (3.13). Lets ∈ C 0,1 (Ω) be given by Theorem 3.7. We also have the sequence {ū h } h<h0 of local solutions of (P h ) provided by Theorem 6.2. Associated to the functions (s,ū,ū h ) we define
Now we take
wherew j is introduced in (3.1) and
Now we deduce the following lemma from Theorem 3.6:
Proof. Thanks to Theorem 3.6, it is enough to prove thatū h −ũ h ∈ Cτ u to deduce (6.9). Let us check this inclusion. Ifū(x) = α, thenw j (x) = 0 for every j ∈ I 0 , and consequently 
Therefore T d h (x) dx > 0. Using (5.5) we deduce thatū h (x) =ū h|T = α. Also we have that d(x) > 0 implies u(x) = α. From the definition ofũ h , it follows thatũ h (x) =ū(x) = α too. Collecting all this, we deduce that (ū h −ũ h )(x) = 0. Analogously we can argue in the case of d(x) < −τ to arrive to the same conclusion, which completes the proof.
The next lemma provides an error estimate for the termū −ũ h :
Lemma 6.4. For every h < h 0 the following inequalities hold
where σ is taken as in Lemma 4.4. Proof. Let us start proving a estimate forū −û h . Using the definition ofû h , the representation ofū provided by (3.16 ) and the well known interpolation error estimates in the Sobolev spaces, see Ciarlet [12] , we get
The same estimate is obviously fulfilled when the L 2 (Ω h )-norm is used. On the other hand, from (4.1) we get
Inequalities (6.12) and (6.13) lead to
Let us estimate the terms α hj . First of all, let us write
From (6.12) and (6.13) we deduce
Making a Taylor development we get 17) with v hj =ū + θ hj (ū h −ū) for some 0 < θ hj < 1. If j ∈Î h and j ≤ n i orλ j = 0, then G hj (ū h ) = 0 for every h small enough becauseū h is feasible for (P h ) and either the j-restriction is an equality or it is an inequality with a positive Lagrange multiplierλ hj →λ j . Using this along with (6.17) it comes
By using the error estimates in the approximation y h (u h ) of y u h , see Casas and Mateos [6] , we get
In the case of j ∈Î h , with j > n i ,λ j = 0 and α hj > 0, we have to distinguish two situations. First we assume that G j (ū)(ū h −ū) ≤ 0, then (6.14) and (6.15) lead to
In the second situation we assume that G j (ū)(ū h −ū) > 0. Since j > n i , we have that G hj (ū h ) ≤ 0. Using these two facts, the identity G j (ū) = 0, equations (6.15) and (6.17) obtain
Collecting the inequalities (6.18, 6.19) and (6.20), we deduce that
for every j ∈Î h . Finally, from the definition ofũ h , the estimates (6.12) and (6.14) and those ones obtained for α hj we deduce (6.10) and (6.11).
The next two lemmas are required to prove the error estimates forū −ū h . Their proof is an exercise which follows easily from the assumptions (A1-A3) along with the expressions for (∂ 
where σ is given as in Lemma 4.4.
Given u h by (6.6) and {w hj } j∈I0 by Lemma 4.8, we define
From Remark 3.3, Lemma 4.8 and the fact that
with ϕ h0 (u h ) and ϕ hj (u h ) being the solutions of (4.7) and (4.10) respectively corresponding to u = u h . Finally we introduce the function ζ h ∈ U h as follows
Taking into account Lemma 4.4 and the estimates (6.22) and (6.23), the proof follows the same lines as the corresponding one of [1] . From the definition of λ h , d h and ζ h we easily deduce that
We are ready to prove our first error estimate.
Theorem 6.7.
Under the assumptions (A1-A3) and supposing thatū is a regular local minimum of (P) satisfying the sufficient second order optimality condition (3.13), then the following estimate holds
where σ is given by Lemma 4.4 Proof. Taking v h =ū h in (6.27) and making the addition with (5.2) we get
which can be written
We still add a new term
Now using mean value theorem we get for
From here we deduce
Taking into account (6.26) it comes
Let us estimate each of the three terms of the left hand side. For the first term we use (6.9) as follows
From (6.10) and (6.22) we obtain the estimate
which along with the previous inequality and Young's inequality lead to
Thus we conclude our first estimate
To get the second estimate we use Lemma 6.5 and the inequality
To obtain the third estimate it is enough to use Lemma 6.6, equations (6.22, 6.23, 6 .33) and the definition of
Combining the estimates (6.29, 6.32, 6.34) and (6.35) and taking into account that (6.2, 6.22) and (6.23) imply that
we deduce that for h smaller than a certain h 0 > 0 we havē
Inserting (6.33) in this inequality it follows from Young's inequality and taking h 0 small enough that 
we get
|λ j −λ hj ||G j (ū)(ũ h −ū h )|. (6.39) It remains to estimate the terms |λ j −λ hj ||G j (ū)(ũ h −ū h )|. According to Lemma 6.3, all these terms are zero except for those j > n e , such that G j (ū) = 0,λ j = 0 andλ hj > 0. In this case it follows from (5.1) that G hj (ū h ) = 0. By using a Taylor development we get
and thanks to (4.13)
Using once again (6.38) it turns out
Finally (6.36, 6.37) and (6.39) along with the above inequality lead to (6.28).
We finish by proving the error estimates for the Lagrange multipliers as well as for the controls in the L ∞ (Ω) norm.
Theorem 6.8. Under the assumptions of Theorem 6.7, then the following estimate holds
λ −λ h + ū −ū h L ∞ (Ω) ≤ Ch σ ,(6.
40)
where σ is given by Lemma 4.4 Proof. First of all let us notice that the estimate for the Lagrange multipliers follow from (6.38) and (6.28). Let us derive the error estimates in the L ∞ norm for the controls. The following inequalities were stated in the proof of Theorem 6.1
(6.41) From (4.13, 6.28) and the estimates already proved for the Lagrange multipliers we get
Using once again (4.13) we deduce (6.40) from (6.41) and the above inequality. 
E. CASAS
Finally let me say that the error estimates seem to be optimal in the cases where σ = 1. This opinion is based on the fact that the interpolation error of functions of C 0,1 (Ω) by piecewise constant functions is of order h. For σ = 1/2 we do not know if the estimates can be improved. The difficulty appears when studying the L ∞ error estimates of the approximations of the state equations by finite element methods; see Casas and Mateos [6] .
