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Izhodišče za magistrsko delo je članek [3], v katerem je predstavljena metodologija
dvonivojskega modeliranja podatkov v športu, pri čemer na prvem nivoju modeli-
ramo moči ekip, na drugem pa povezavo med močjo ekip in izidom tekme. Metodo-
logijo posplošite tako, da lahko:
• na obeh nivojih uporabimo poljuben model,
• uporabimo poljubno transformacijo moči ekipe pred uporabo na drugem ni-
voju,
• na drugem nivoju vključimo neodvisne spremenljivke.
Predlagano posplošitev implementirajte. Njeno uspešnost eksperimentalno ovredno-
tite na množicah podatkov iz različnih športov (košarka, nogomet) in jo primerjajte
z osnovnim pristopom, ki ne modelira negotovosti na prvem nivoju. Implementirane
algoritme združite v paket za programski jezik R in ga ustrezno dokumentirajte.
Osnovna literatura
[3] A. Dimitriev in E. Štrumbelj, Bayesian binary and ordinal regression with
structured uncertainty in the inputs, Slovenian Conference on Artificial Intel-
ligence : proceedings of the 19th International Multiconference Information




Dvonivojsko modeliranje lastnosti ekip in napovedovanje izidov športnih
tekem
Povzetek
V delu se osredotočamo na problem napovedovanja izidov športnih tekem s pomo-
čjo strojnega učenja. Pri napovedovanju izida neke športne tekme imamo na voljo
podatke o preteklih tekmah, ki vsebujejo izmerjene lastnosti sodelujočih ekip. Naša
naloga je pretvoriti izmerjene lastnosti ekip v količine, ki opisujejo moči ekip. Te
nato uporabimo v učni in testni množici strojnega učenja. Klasični pristopi za vre-
dnosti v učnih in testnih vektorjih uporabijo kar povprečja izmerjenih lastnosti ekip.
Izkaže se, da taki pristopi povzročijo preveliko prileganje modelov in posledično slabe
napovedi, še posebej, ko imamo malo podatkov. Klasični pristopi namreč ne upošte-
vajo, da je v športnih podatkih prisoten šum, ki povzroči, da so izračunana povprečja
nezanesljiva in posledično vzrok slabega napovednega modela. V delu predlagamo
pristop dvonivojskega modeliranja, pri katerem prvi nivo modelira zvezo med la-
stnostmi ekip in njihovo močjo, drugi nivo pa zvezo med močmi ekip in izidi tekem.
Namesto da v učnih in testnih vektorjih uporabljamo povprečja izmerjenih lastnosti
ekip, le-te modeliramo s porazdelitvami. To nam omogoči vzporedno učenje več na-
povednih modelov, pri čemer končne napovedi dobimo s povprečenjem. Cilj uporabe
pristopa dvonivojskega modeliranja je zmanjšanje vpliva šuma v podatkih in izbolj-
šanje napovedi modelov. Poleg opisanega pristopa ponudimo paket v programskem
jeziku R, ki vsebuje modularno ogrodje za uporabo pristopov dvonivojskega modeli-
ranja na športnih (in športu podobnih) podatkih. V eksperimentalnem vrednotenju
pristopa dvonivojskega modeliranja pokažemo, da le-ta vidno izboljša rezultate na-
povedovanja v primerjavi s klasičnimi pristopi in predstavlja obetavno metodologijo
za nadaljnje raziskave.
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Two-level modeling of team attributes and prediction of sport match
outcomes
Abstract
We focus on the problem of predicting outcomes of sport matches using machine
learning. We predict outcomes of sport matches based on data from past matches.
Our task is to transform this data into quantities that describe team strengths
which are then used as features in training and test data sets. Standard approaches
use averages of team past performance data as features. When our data set size
is small, the use of these approaches leads to overfitting and consequently poor
predictions. Standard approaches do not take into account the uncertainty in sports
data, which is the cause of calculated averages being unreliable. We propose a two-
level approach of modeling team attributes. The first level models the connection
between team past performance data and their strengths. The second level contains
prediction models, which model the connection between team strengths and match
outcomes. The first level allows us to train multiple second level prediction models.
We obtain final predictions by averaging the predictions from all prediction models.
The goal of two-level modeling is to reduce the influence of noise in sports data and
to improve predictions of machine learning algorithms. As a part of our work, we
offer a package in the R programming language, which contains a modular framework
for two-level modeling. In the empirical evaluation of two-level modeling, we show
that it clearly improves predictions compared to standard approaches and offers a
promising methodology for further research.
Math. Subj. Class. (2010): 68T02
Ključne besede: strojno učenje, Bayesova statistika, šport, modeliranje, šum, pre-
veliko prileganje




Napovedovanje športnih izidov dobiva veliko pozornosti na raziskovalnem in eko-
nomskem področju [19]. Problem napovedovanja športnih tekem ponuja možnosti
za razvoj storitev za športno javnost, kot je na primer rangiranje športnih ekip ali
igralcev. Sistemi za rangiranje igralcev se uporabljajo na področju iskanja športnih
talentov (angl. scouting) [7] in pri spletnih igrah (npr. v platformi Xbox Live), kjer
je njihova naloga iskati igralce podobnih kvalitet [9, 14].
Največ pozornosti problem napovedovanja športnih izidov dobiva v kontekstu
stavništva. Napovedi strokovnjakov so pogosto pristranske in netočne [5], razisko-
valci pa se poslužujejo bolj sistematičnih in uspešnejših pristopov, ki vključujejo:
• Uporabo lestvic kot sta npr. FIFA World Cup Ranking za nogomet [11] in
lestvica ATP za tenis [13].
• Uporabo matematičnih oz. statističnih modelov, ki se učijo na podatkih pre-
teklih tekem [1, 12, 16].
• Uporabo stavniških kvot [21].
Številne raziskave kažejo, da je stavniški trg najboljši vir napovedi izidov [19]. Veliko
del je usmerjenih v razvoj napovednih metod z namenom premagati stavniške kvote.
V kolikor je cilj pri razvijanju napovednih metod dobiček, ni dovolj le premagati
stavniške kvote, pač pa morajo biti naše napovedi boljše za dovolj veliko prednost.
Razlog za to so marže, ki jih stavnice v kvote vključujejo zaradi dobička [18]. Tudi
če se ne oziramo na marže, se napovedi stavnic v večini primerov izkažejo za najbolj
točne [18], kar Shi in drugi [16] pripisujejo dejstvu, da ima stavniški trg pri določanju
kvot na razpolago več podatkov kot raziskovalci (npr. podatke o poškodovanih
igralcih). Kljub temu je problem napovedovanja športnih izidov še vedno aktualen,
saj bi v realističnih modelih lahko upoštevali podatke, ki jih uporabljene podatkovne
zbirke ne vsebujejo. Tako bi lahko zgradili modele, ki bi se približali napovedni
točnosti stavnic, ali jih celo premagali.
Napovedovanje športnih izidov je problem nadzorovanega strojnega učenja s spe-
cifično strukturo. Športni podatki vsebujejo časovno komponento - kvaliteta ekip
oz. tekmovalcev se spreminja skozi čas. Večina športnih tekmovanj je razdeljenih na
sezone, česar posledica so nezveznosti v kvalitetah ekip. Problem na začetkih sezon
je, da imamo zelo malo podatkov o dejanski kvaliteti ekip. Razlog za to je, da se
v večini športov po končanih sezonah (in tudi vmes) zamenja veliko igralcev. Spre-
minjanje kvalitet ekip ima negativen vpliv na napovedno uspešnost modelov, čemur
se v nekaterih člankih avtorji izognejo tako, da napovednih modelov ne testirajo na
vseh tekmah sezone, pač pa le na izbranih tekmah - npr. na tekmah v drugi polovici
sezone [12].
Športni podatki imajo dvonivojsko strukturo - na voljo imamo tekme, na kate-
rih sodelujejo ekipe. Ko napovedujemo izid neke tekme, moramo za vsako izmed
sodelujočih ekip oceniti njeno kvaliteto na podlagi preteklih tekem. Najpogosteje
uporabljen pristop je izračun povprečja lastnosti, ki opisujejo uspešnost ekip na
preteklih tekmah [16]. Če so ta povprečja izračunana na podlagi majhnega števila
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podatkov, potem vsebujejo precej negotovosti, kar privede do slabih napovednih
modelov in posledično slabih napovedi.
V delu se ukvarjamo z dvonivojskim modeliranjem lastnosti ekip, ki ga omo-
goča dvonivojska struktura podatkov. Ideja izhaja iz dela [3], kjer avtorji problem
napovedovanja izidov športnih tekem razdelijo na dva nivoja:
• Modeliranje zveze med lastnostmi ekipe na preteklih tekmah in njeno močjo
ter
• modeliranje zveze med močmi ekip na neki tekmi in izidom te tekme.
Razlog za delitev modeliranja na dva nivoja je praktičnost. Lahko bi namreč iz
izmerjenih lastnosti ekip direktno modelirali izide tekem, vendar se to izkaže za
računsko in analitično zahtevno ter posledično nepraktično [3].
Za realizacijo dveh nivojev modeliranja lahko uporabimo različne pristope iz
strojnega učenja in statistike. Cilj dvonivojskega modeliranja je upoštevati nego-
tovost v podatkih in izboljšati napovedi izidov tekem. Pristop je soroden vrečenju
(angl. bagging), za katerega je značilno, da iz ene zbirke podatkov generira več zbirk
podatkov s samovzorčenjem [2]. Pri vrečenju na generiranih zbirkah podatkov vzpo-
redno učimo več napovednih modelov. Končno napoved izračunamo kot povprečje
napovedi preko vseh napovednih modelov. Pristop dvonivojskega modeliranja za
razliko od klasičnega vrečenja ne uporablja samovzorčenja, pač pa izkoristi dvoni-
vojsko strukturo podatkov. Prvi nivo modelira lastnosti ekip s porazdelitvami. Na
ta način generiramo poljubno število modelov podatkov (recimo n), ki jih uporabimo
za gradnjo n učnih in n testnih množic podatkov. Na generiranih učnih množicah
podatkov učimo n napovednih modelov, ki predstavljajo model drugega nivoja. Z
vsakim izmed napovednih modelov napovedujemo na vsaki izmed n testnih mno-
žic podatkov in dobimo n2 napovedi, ki jih s povprečenjem pretvorimo v eno samo
napoved.
Problem modeliranja lastnosti ekip in problem modeliranja zveze med lastnostmi
in izidi sta ključna vidika napovedovanja športnih izidov. V izhodiščnem delu [3] se
avtorji na prvem nivoju modeliranja omejijo na modeliranje števnih podatkov s Pois-
sonovo porazdelitvijo, medtem ko na drugem nivoju uporabljajo logistično in ordi-
nalno regresijo. V delu ponudimo posplošitev dvonivojskega modeliranja na uporabo
poljubnih modelov na obeh nivojih. Rezultat posplošitve je paket matchForecast
v programskem jeziku R, ki ponuja ogrodje za implementacijo pristopov dvonivoj-
skega modeliranja. Podpira enostavno uporabo klasičnih bayesovskih modelov na
prvem nivoju modeliranja, obenem pa je strukturiran modularno in omogoča upo-
rabo poljubnih modelov. Model na drugem nivoju je poljuben in prepuščen izbiri
uporabnika. Cilj dela je tudi pokazati, na kakšen način in v kolikšni meri lahko z
uporabo dvonivojskega modeliranja izboljšamo napovedi izidov športnih tekem. V
delu eksperimentalno ovrednotimo uporabo dvonivojskega modeliranja pri napove-
dovanju izidov košarke in nogometa. Hkrati odgovorimo na vprašanja o prednostih
uporabe različnih modelov prvega nivoja na teh domenah. V primerjavi z izho-
diščnim delom [3] natančneje formaliziramo pristop dvonivojskega modeliranja in
razširimo eksperimentalno vrednotenje z več pristopi.
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2 Formalen opis problema
2.1 Opis podatkov
Pristop dvonivojskega modeliranja lastnosti in napovedovanja, ki ga v delu preuču-
jemo, zahteva podatke s posebno strukturo. Na področju športa imamo na voljo
podatke o tekmah. Vsaka tekma ima datum, ki predstavlja časovno komponento.
Na vsaki tekmi sodeluje en ali več objektov (ekip oz. tekmovalcev). Vsi objekti
imajo lastnosti enakih tipov, ki jih obravnavamo kot slučajne spremenljivke. La-
stnosti objektov se na vsaki tekmi izmerijo. Na izmerjene lastnosti gledamo kot
na realizacije slučajnih spremenljivk, ki jih v nadaljevanju imenujemo observacije.
Strukturo podatkov, ki jo zahteva pristop dvonivojskega modeliranja, formalno opi-
šemo s sledečimi pojmi.
• Imamo o ≥ 0 objektov indeksiranih z i,
• imamo m ≥ 1 tekem, indeksiranih z j, vsaka tekma ima izid yj ∈ R, čas tj ≥ 0
in kovariate zj ∈ Rv (npr. sezona),
• na tekmi j sodeluje k objektov, kar zakodiramo z vektorjem aj ∈ {1, ..., o}k,
• vsaka ekipa ima u lastnosti,
• vsaka tekma ima observacije sodelujočih objektov: xj,1, xj,2, ..., xj,k, kjer je
xj,l ∈ Ru za l ∈ {1, ..., k}.
Poudarimo, da parameter u predstavlja število lastnosti objektov. Pri klasičnem
problemu strojnega učenja nimamo dvonivojske strukture (nimamo objektov). For-
malen opis problema klasičnega strojnega učenja je poseben primer zgornjega opisa,
pri čemer velja o = 0, k = 0, u = 0, imamo v atributov, obenem pa nimamo časovne
komponente.
Ilustrirajmo zgornji opis podatkov in sodelujoče pojme na primeru podatkov košarke.
Želimo napovedati izid košarkarske tekme med ekipama Real Madrid in Fenerbahce,
ki se je odvila 20.05.2018. Pri tem imamo na voljo podatke preteklih tekem:
dom. ekipa gost. ekipa zmaga čas xh xa št. gled.
Real Madrid Fenerbahce Fenerbahce 02.03.2018 (34, 18, 29) (34, 14, 29) 11385
Fenerbahce Real Madrid Real Madrid 28.12.2017 (43, 20, 33) (33, 22, 28) 12918
Real Madrid CSKA Real Madrid 19.10.2017 (30, 12, 35) (45, 17, 45) 11077
Fenerbahce CSKA Fenerbahce 16.03.2018 (29, 22, 32) (44, 25, 21) 12947
Tabela 1: Primer oblike podatkov preteklih tekem, na katerih se učimo.
Stolpec xh vsebuje vektorje observacij domačih ekip, xa pa vektorje observacij go-
stujočih ekip. V zgornjem primeru so komponente vektorjev števci metov iz igre,
zadetih metov in skokov.
3
Formalni zapis zgornjega primera:
• Imamo tri objekte - ekipe (o = 3),
• imamo štiri pretekle tekme (m = 4),
• na vsaki tekmi sodelujeta dve ekipi (k = 2),
• vsak objekt ima tri lastnosti - števce (u = 3),
• imamo en kovariat - število gledalcev na tekmi (v = 1).
Uporabna notacija
Pogosto nas zanimajo observacije lastnosti nekega objekta in časi tekem, na katerih
sodeluje objekt. Sledi formalen opis teh količin. Z m(i) označimo število tekem
objekta i.






⎤⎥⎦ , Xi ∈ Rm(i)×u,
za vse pare indeksov (j, l), pri čemer je aj,l = i (l-ta komponenta vektorja aj,
ki kodira objekte sodelujoče na tekmi j). En stolpec matrike Xi predstavlja
observacije ene lastnosti objekta i.






⎤⎥⎦ , t̄i ∈ Rm(i),
za j, pri katerih i ∈ aj.
V nadaljevanju uporabimo tudi zapise:
















za j ∈ {1, ...,m}.
• Vektor izhodnih spremenljivk (izidov): y = [y1, ..., ym]T .
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2.2 Opis problema
Problem dvonivojskega modeliranja lastnosti in napovedovanja, s katerim se ukvar-
jamo v delu, opišemo s pomočjo notacije iz poglavja 2.1. Osredotočimo se na pro-
blem napovedovanja ene tekme. Pri tem imamo dane učne podatke: X, A, Z, y, t
in podatke o novi tekmi (testni množici), katere izid napovedujemo:
• a∗ - vektor, ki kodira sodelujoče objekte,
• z∗ - kovariate tekme,
• t∗ - čas tekme.
Za poenostavitev notacije vse zgornje podatke o novi tekmi označimo z ∗. Pri tem
poudarimo, da je število tekem v testni množici 1 (m∗ = 1), število objektov pa
k (o∗ = k). Z y∗ označimo izid tekme, ki ga želimo napovedati. Problem napove-
dovanja izida neke tekme je ekvivalenten iskanju porazdelitve preko možnih izidov
p(y∗|X, y,A, Z, t, ∗).
Pristop, s katerim se ukvarjamo, uporablja dva nivoja modeliranja:
1. Prvi nivo s parametričnim modelom modelira zvezo med observacijami objek-
tov in njihovo močjo. Parametre modela prvega nivoja označimo z Λ.
2. Drugi nivo predstavlja parametričen napovedni model izražen s parametri θ,
ki modelira zvezo med močjo objektov in izidi tekem.
Porazdelitev preko možnih izidov tekme zapišemo z marginalizacijo preko Λ in θ:
p(y∗|X, y,A, Z, t, ∗) =
∫ ∫
p(y∗, θ,Λ|X, y,A, Z, t, ∗)dθdΛ
=
∫ ∫
p(y∗|θ,Λ, X, y,A, Z, t, ∗)p(θ|Λ, X, y,A, Z, t, ∗)p(Λ|X, y,A, Z, t, ∗)dθdΛ. (2.1)
Pri tem izpostavimo, da je zgornji zapis mogoč le, če imamo parametričen napovedni
model, kar pomeni, da omogoča izračun porazdelitve po parametrih θ. Integral (2.1)
poenostavimo z uporabo sledečih predpostavk:
1. Verjetje p(y∗|θ,Λ, X, y, a, z, t, ∗) za novo tekmo je pogojno neodvisno od X, y,
a in z, če poznamo θ in Λ,
2. model θ je neodvisen od lastnosti trenutne tekme in pogojno neodvisen od X,
če poznamo Λ,
3. model Λ je neodvisen od lastnosti trenutne tekme.
Prva predpostavka zgoraj izhaja iz dejstva, da učne podatke (X, y, a in z) upora-
bimo le za računanje modela Λ, ne pa tudi za napovedovanje. Druga predpostavka
izhaja iz tega, da pri učenju modela drugega nivoja ne uporabimo prvotnih učnih
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podatkov X, pač pa model Λ, zgrajen na podlagi X. Tretja predpostavka je očitna.
Z upoštevanjem teh predpostavk se integral (2.1) poenostavi v
p(y∗|X, y,A, Z, t, ∗) =
∫ ∫
p(y∗|θ,Λ, ∗)p(θ|Λ, y, A, Z, t)p(Λ|X, y,A, Z, t)dθdΛ.
(2.2)
Integral (2.2) je običajno neizračunljiv in ga zato aproksimiramo z metodo Monte
Carlo. Pri aproksimaciji Monte Carlo sekvenčno vzorčimo parametre modelov pr-
vega nivoja iz p(Λ|X, y,A, Z, t) in nato parametre modelov drugega nivoja iz
p(θ|Λ, y, A, Z, t). Z Λi in θi označimo i-te izvlečene parametre modela prvega ni-
voja in i-te izvlečene parametre modela drugega nivoja (pogojno na izvlečeni model
prvega nivoja). Končno porazdelitev napovedi tako dobimo s povprečenjem





Pri tem privzamemo, da imamo končno mnogo izidov, zato so porazdelitve
p(y∗|θi,Λi, ∗) izračunljive.
Rezultat magistrskega dela je obenem tudi paket matchForecast v programskem
jeziku R, ki omogoča dvonivojsko modeliranje lastnosti in napovedovanje. Glavna
funkcionalnost paketa je implementacija metode Monte Carlo iz enačbe (2.3) za
računanje integrala aposteriorne porazdelitve napovedi. V naslednjem poglavju sledi
opis paketa matchForecast.
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3 Paket za napovedovanje izidov športnih tekem
Paket za programski jezik R z imenom matchForecast omogoča strukturirano ogrodje
za uporabo pristopa dvonivojskega modeliranja lastnosti in napovedovanja. Paket je na
voljo na repozitoriju Github 1. Mogoče ga je namestiti neposredno preko konzole R z
ukazom:
dev too l s : : i n s t a l l_g i thub (" f o r tuna r /matchForecast ")
Paket vsebuje standardno dokumentacijo R in uvod v uporabo v obliki vinjete R (angl.
vignette). Paket se osredotoča na funkcionalnost modeliranja na prvem nivoju, ki je po-
sebnost našega pristopa, medtem ko je drugi nivo implementiran modularno in prepuščen
uporabniku. Sledi opis implementacije modeliranja prvega nivoja.
3.1 Implementacija modela prvega nivoja
Modeliranje na prvem nivoju je pri športu posebnost, saj imajo vsi objekti v športu la-
stnosti (slučajne spremenljivke) enakih tipov. Model prvega nivoja Λ implementiramo kot
unijo med seboj neodvisnih modelov objektov. Pri tem izgubimo nekaj splošnosti, saj
objektov ne modeliramo hkrati. Porazdelitev p(Λ|X, y,A, Z, t) v enačbi (2.2) je pogojno





pri čemer so λi parametri modela prvega nivoja objekta i.
Iz porazdelitve p(Λ|X,A,Z, t) vzorčimo tako, da vzorčimo iz porazdelitev p(λi|Xi, t̄i).
Vzorčenje parametrov modelov prvega nivoja se prevede na vzorčenje parametrov modelov





pri čemer so λ̂i izvlečeni parametri iz p(λi|Xi, t̄i).
Osnovni gradniki modela prvega nivoja so torej modeli objektov, ki so predstavljeni s
parametri λi za i ∈ {1, ..., o}. Poudarimo, da so vsi modeli objektov enakih tipov. Upo-
rabnikova naloga je torej, da določi, kako želi modelirati matrike observacij Xi, pri čemer
ima na voljo tudi t̄i.
V paketu podpiramo uporabo poljubnih modelov, obenem pa tudi enostavno uporabo
nekaterih bayesovskih modelov [6]:
• Univariatni model Poisson–gama za modeliranje števnih lastnosti,
• univariatni model Bernoulli–beta za modeliranje binarnih lastnosti,
• univariatni normalni model z vzorčno varianco za modeliranje numeričnih lastnosti,




• model multivariatna normalna–inverzna porazdelitev Wishart za multivariatno mo-
deliranje numeričnih lastnosti.
Univariatne modele na zgornjem seznamu uporabnik uporablja tako, da za vsako lastnost
objektov določi tip modela (lahko za vsako lastnost drugačnega). Našteti bayesovski mo-
deli podpirajo uporabo apriornih informacij, ki so specifične za vsak objekt. Podajanje
apriornih informacij je naloga uporabnika, ki lahko z njimi doseže, da v modele objektov
vnese informacije drugih objektov. Uporabnik lahko na primer poveča apriorno kvaliteto
ekipe, ki ima težek razpored, ali pa veliko igra v gosteh.
Primer modeliranja na prvem nivoju
Ilustrirajmo modeliranje prvega nivoja na enem objektu iz primera v poglavju 2.1. Recimo,
da želimo modelirati lastnosti ekipe Real Madrid. Računamo torej parametre modela
objekta i označene z λi iz pripadajoče matrike observacij Xi. Čas t̄i pri tem zanemarimo,
oziroma prispevke tekem utežimo uniformno. Matriko observacij Xi zapišemo z vrednostmi
stolpcev xh in xa iz tabele 1, ki pripadajo ekipi Real Madrid:




Tabela 2: Primer observacij lastnosti ekipe Real Madrid.
Vse lastnosti (stolpci v tabeli 2) so števnega tipa. Recimo, da jih modeliramo z univaria-
tnimi modeli Poisson–gama, ki so primerni za modeliranje števnih podatkov. Več o modelu
Poisson–gama je na voljo v [6]. Zaradi preprostosti privzemimo, da je i indeks ekipe Real
Madrid. En nabor parametrov λi predstavljajo parametri treh porazdelitev Poisson, ki
modelirajo stolpce tabele 2. Parametre razmerij (angl. rates) porazdelitev Poisson izvle-
čemo iz porazdelitev gama, katerih parametre izračunamo iz stolpcev matrike observacij.
Vzorčenje parametrov razmerij iz porazdelitve gama je analog vzorčenju iz p(λi|Xi, t̄i) iz
enačbe (3.1).
Če na analogen način modeliramo tudi druge ekipe, potem množica parametrov mode-
lov vseh ekip predstavlja en nabor parametrov prvega nivoja Λ̂ iz enačbe (3.2). V primeru
zgoraj bi lahko iz porazdelitev gama izvlekli poljubno število parametrov razmerij in tako
dobili poljubno število parametrov modelov ekipe Real Madrid. Enako lahko storimo za
ostale ekipe in s tem dobimo poljubno število parametrov modela prvega nivoja, ki apro-
ksimirajo porazdelitev po parametrih prvega nivoja p(Λ|X,A,Z, t) iz enačbe (3.1).
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3.2 Implementacija modela drugega nivoja
Problema učenja oz. napovedovanja modela drugega nivoja sta enakovredna iskanju poraz-
delitev p(θ|Λ, y, A, Z, t) in p(y∗|θ,Λ, ∗) iz enačbe (2.2). Pri uporabi paketa implementacijo
drugega nivoja prepuščamo uporabniku, ki pa ni omejen na uporabo parametričnega na-
povednega modela (več v poglavju 2.2). Porazdelitev napovedi iz enačbe (2.2) se zato
poenostavi:
p(y∗|X, y,A, Z, t, ∗) =
∫
f(Λ, ∗)p(Λ|X, y,A, Z, t)dΛ, (3.3)
kjer klic funkcije f(Λ, ∗) predstavlja napoved nekega napovednega modela na testnih po-
datkih ∗ pri znanih parametrih modela Λ. Zapis s funkcijo f implicitno zajema učenje
in napovedovanje modela drugega nivoja. Pri vhodu v model drugega nivoja si želimo
fleksibilnosti, zato uvedemo funkcionalnost transformacije, ki jo opišemo v nadaljevanju.
Transformacija
Transformacija je način, ki uporabniku omogoči, da kot vhod v model drugega nivoja upo-
rabi kaj drugega kot pa parametre modela Λ. V praksi si lahko želimo v vektorjih učne oz.
testne množice namesto parametrov porazdelitev neke druge lastnosti porazdelitev (npr.
povprečja, variance, kvantile itd.). V paketu za izračun poljubnih lastnosti porazdelitev
uvedemo pojem transformacije. V poglavju 3.1 pojasnimo, da model Λ implementiramo
kot množico modelov objektov enakih tipov. Posledično tudi transformacija deluje na
modelih objektov, ki so parametrizirani z λi za i ∈ {1, ..., o}. Transformacija je enaka
za vse objekte. Izhod transformacije je numeričen vektor, ki predstavlja moč objekta.
Uporabniku paketa omogočamo, da uporabi poljubno transformacijo, obenem pa za vse
podprte modele na prvem nivoju (navedeni v poglavju 3.2) omogočamo enostavno uporabo
transformacije povprečja.
3.3 Implementacija aproksimacije napovedne porazdelitve
V tem poglavju opišemo glavno funkcionalnost paketa - implementacijo aproksimacije
Monte Carlo iz enačbe (2.3). V poglavju 3.2 pojasnimo, da paket matchForecast ne
zahteva parametričnega napovednega modela na drugem nivoju. To pomeni, da je naloga
paketa vzorčenje modelov prvega nivoja, ne pa tudi parametrov modelov drugega nivoja.
Zaradi tega se Monte Carlo aproksimacija iz enačbe (2.3) poenostavi v





kjer je Λi i-ta izvlečena množica parametrov modela prvega nivoja iz porazdelitve
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Slika 3: Shema delovanja paketa matchForecast, ki simulira aproksimacijo Monte
Carlo iz enačbe (3.4).
Shema na sliki 3 prikazuje delovanje paketa matchForecast. Vhod v algoritme, ki upo-
rabljajo paket, so učni in testni podatki s strukturo opisano v poglavju 2.1. Pričakovan
format podatkov je opisan v dokumentaciji paketa.
Pri uporabi paketa določimo, koliko modelov prvega nivoja želimo izvleči iz
p(Λ|X, y,A, Z, t). Število modelov prvega nivoja določa, koliko učnih in testnih množic
podatkov bomo uporabili za učenje in napovedovanje. V enačbi (3.4) tako velja N = n2.
Prvi korak delovanja paketa je modeliranje prvega nivoja, katerega rezultat je n modelov
prvega nivoja. Vektorje, ki predstavljajo moči objektov dobimo tako, da na dobljenih mo-
delih objektov prvega nivoja uporabimo transformacijo. Rezultate transformacij združimo
glede na tekme v prvotni testni in učni množici in dobimo n učnih in n testnih množic
podatkov. Na dobljenih množicah učnih podatkov nato učimo modele drugega nivoja, če-
sar rezultat je n napovednih modelov. Na koncu z vsakim izmed n naučenih napovednih
modelov napovedujemo na vsaki izmed n dobljenih testnih množic podatkov in dobimo n2
napovedi, ki jih nato povprečimo v eno samo napoved.
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4 Empirično vrednotenje
Cilj empiričnega vrednotenja je ugotoviti, kako uporaba dvonivojskega modeliranja lastno-
sti ekip vpliva na uspešnost napovedovanja športnih tekem. Pristope, ki jih vrednotimo v
tem poglavju, primerjamo z izhodiščnim pristopom (oznaka means), ki se pogosto pojavlja
v literaturi [16]. Izhodiščni pristop ne uporablja modela na prvem nivoju in ne naslavlja
problema negotovosti, ki je prisoten v športnih podatkih. Pri pristopu means učne in testne
vektorje zgradimo z uporabo povprečij observacij objektov s preteklih tekem. Posledično
učimo le en model strojnega učenja, poleg tega pa imamo za vsako tekmo, katere izid
napovedujemo, na voljo le en testni vektor (n = 1 v razdelku 3.3).
V okviru empiričnega vrednotenja poleg izhodiščnega pristopa med seboj primerjamo
pristope, ki uporabljajo bayesovske modele na prvem nivoju. Ti se med seboj razliku-
jejo glede na tip podatkov in cilj, ki ga želimo pokazati. V nalogi vrednotimo pristope
na košarkarskih podatkih lige NBA in nogometnih podatkih petih evropskih lig. Sledi
opis podrobnosti empiričnega vrednotenja v odvisnosti od tipa podatkov za uporabljeni
podatkovni zbirki.
4.1 Posebnosti vrednotenja pri košarki
Pristope napovedovanja izidov pri košarki vrednotimo na tekmah lige NBA v sezonah
od 2002 do 2018. Na voljo imamo podatke o tekmah, kjer ima vsaka sodelujoča ekipa
izmerjene lastnosti v obliki števcev. Primeri števcev so npr. število zadetih metov za dve
točki, število zadetih metov za tri točke, število ukradenih žog itd. Pri implementiranih
pristopih števce na prvem nivoju modeliramo glede na vprašanje, na katerega s pristopom
odgovarjamo. Podrobnosti modeliranja na prvem nivoju zato razložimo skupaj s cilji v
razdelku 4.3.
Pri košarki v vseh implementiranih pristopih po modeliranju števcev na prvem nivoju
uporabimo transformacijo povprečja. To pomeni, da za izračun numeričnih vektorjev, ki
predstavljajo moči ekip, uporabimo povprečja modeliranih porazdelitev. Pred napovedo-
vanjem dobljena povprečja transformiramo v t.i. štiri faktorje (angl. four factors), ki so
znani kot dober povzetek kvalitete ekipe [10].
Izhodna spremenljivka pri košarki je binarna in določa, katera ekipa zmaga na tekmi.
Od tipa izhodne spremenljivke je odvisno, kateri model uporabimo na drugem nivoju. Ker
se želimo v empiričnem vrednotenju osredotočati predvsem na merjenje vpliva modeliranja
na prvem nivoju, je na drugem nivoju pri vseh implementiranih pristopih uporabljen enak
napovedni model – logistična regresija. Prav tako je od izhodne spremenljivke odvisen
način merjenja napovedne uspešnosti. Pri košarki uporabljamo logaritmično napako (angl.
log-loss), ker je minimiziranje logaritmične napake enakovredno maksimiziranju verjetja
(angl. likelihood) [8], česar si v praksi navadno želimo pri problemih z diskretno izhodno
spremenljivko.
11
4.2 Posebnosti vrednotenja pri nogometu
Pristope napovedovanja izidov pri nogometu vrednotimo na tekmah petih evropskih lig v
sezonah od 2009 do 2018. Na voljo imamo podatke angleške Premier League, italijanske
Serie A, nemške Bundeslige, francoske Ligue 1 in španske La Lige. Podatki nogometnih
tekem vsebujejo
• števce strelov na gol, strelov mimo gola, prekrškov in odvzetih žog,
• gol razliko, ki je celo število,
• posest žoge in natančnost podaj, ki sta vrednosti med 0 in 1.
Podrobnosti modeliranja na prvem nivoju, tako kot pri košarki, razložimo skupaj s cilji v
razdelku 4.3. Po modeliranju na prvem nivoju tako kot pri košarki uporabimo transforma-
cijo povprečja.
Pri nogometu imamo tri možne izide: zmago domače ekipe, neodločen izid in zmago
gostujoče ekipe. Med njimi velja ureditev, zato je tip izhodne spremenljivke ordinalen.
Kot napovedni model uporabljamo ordinalno regresijo. Za merjenje napovedne uspešnosti
pristopov uporabljamo RPS (angl. ranked probability score), ki je primeren za probleme
z ordinalno izhodno spremenljivko, saj upošteva urejenost med izhodnimi razredi pri ka-
znovanju napačnih napovedi [8].
4.3 Rezultati
Način vrednotenja in predstavitve rezultatov
Pristope pri obeh športih vrednotimo s postopkom drsečega okna za vsako sezono posebej.
Drseče okno se premika po tekmovalnih dneh. Vsako sezono začnemo s po eno tekmo vsake
ekipe v učni množici. V rezultatih nas zanimajo povprečne napake pristopov in napake
v odvisnosti od časa. Povprečne napake predstavimo v obliki grafa napak. Pri košarki
grafi napak prikazujejo napake pristopov preko vseh sezon. Pri nogometu grafi napak
prikazujejo napake pristopov, povprečene preko vseh lig in vseh sezon v ligah. Odvisnost
napak od časa prikažemo v obliki grafa napak po tekmovalnih dneh (angl. match days).
Napaka pristopa na tekmovalnem dnevu je povprečna napaka pristopa preko vseh tekem,
ki so se zgodile na ta dan. Pri košarki grafi napak skozi čas prikazujejo napake pristopov
na istoležnih tekmovalnih dneh, povprečenih preko vseh sezon. Pri nogometu napake
pristopov na istoležnih tekmovalnih dneh povprečimo še med ligami.
Organizacija rezultatov
Rezultati so organizirani po vprašanjih, na katera odgovorimo s testiranjem pristopov na
obeh podatkovnih zbirkah - košarki in nogometu. Želimo odgovoriti na naslednja vprašanja,
med katerimi je najpomembnejše prvo, ki je že delno odgovorjeno v [3].
1. Ali z dvonivojskim modeliranjem lastnosti ekip izboljšamo napovedi in koliko?
2. Ali z uporabo apriornih informacij iz prejšnje sezone izboljšamo napovedi?
3. Ali je bolje uporabiti specifične apriorne informacije ekip ali povprečno apriorno
informacijo?
4. Ali je bolje, če števce modeliramo z modelom Poisson–gama, ali z normalnim mode-
lom z vzorčno varianco?
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Prvo vprašanje je temeljno in želimo z njim potrditi delovanje pristopa dvonivojskega
modeliranja. Pri ostalih vprašanjih nas zanima, kako različni tipi modelov na prvem nivoju
vplivajo na napovedno uspešnost. Pri drugem in tretjem vprašanju nas zanima, kako lahko
z dodatnimi informacijami o kvalitetah ekip izboljšamo napovedi. Z zadnjim vprašanjem
želimo preveriti, kako uporaba različnih veljavnih parametričnih predpostavk o lastnostih
ekip vpliva na napovedno uspešnost.
Pred odgovori na zgornja vprašanja so pri vsakem vprašanju opisani modeli prvega
nivoja v primerjanih pristopih. Vse, razen modelov prvega nivoja, je v pristopih enako in
je opisano v razdelkih 4.1 in 4.2. Sledi analiza, ki odgovarja na zgornja vprašanja.
Ali z dvonivojskim modeliranjem lastnosti ekip izboljšamo napovedi in
koliko?
Vprašanje naslovimo s primerjavo pristopov, ki na različen način uporabljajo model prvega
nivoja. Pri košarki za modeliranje števcev uporabimo univariatne modele Poisson–gama.
Pri nogometu imamo podatke različnih tipov. Števne podatke modeliramo z univariatnim
modelom Poisson–gama. Gol razliko, ki je celo število, modeliramo z univariatnim normal-
nim modelom z vzorčno varianco. Posest žoge in natančnost podaj, ki zavzemata vrednosti
med 0 in 1, modeliramo s porazdelitvijo beta.
Na vprašanje odgovorimo s primerjavo petih pristopov na obeh podatkovnih zbirkah.
V oznakah pristopov pripona flm označuje model prvega nivoja (angl. first level model).
rel_freq Napovedovanje glede na relativno frekvenco razredov. Pri košarki v ligi NBA
je verjetnost zmage domače ekipe približno 0.6 [4, 15]. Pri nogometu so frekvence
razredov zmage domače ekipe, neodločenega izida in zmage tuje ekipe približno 0.52,
0.22 in 0.26 [17].
means Izhodiščni pristop z uporabo povprečnih observacij ekip v učnih in testnih podatkih.
Ne upošteva negotovosti v podatkih.
test_flm Uporaba modela na prvem nivoju za testne podatke in učenje na povprečnih
observacijah ekip. Pristop upošteva negotovost v testnih podatkih.
train_flm Uporaba modela na prvem nivoju za učne podatke in napovedovanje na testnih
vektorjih zgrajenih iz povrečnih observacij ekip. Pristop upošteva negotovost v učnih
podatkih.
train_test_flm Uporaba modela na prvem nivoju za učne in testne podatke. Pristop










































Slika 4: Povprečna logaritmična
napaka pristopov pri košarki re-
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Slika 5: Logaritmična napaka pristopov




































Slika 6: Povprečen RPS pristopov
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Slika 7: RPS pristopov pri nogometu skozi
čas relativno na pristop rel_freq.
14
Grafa na slikah 4 in 6 prikazujeta povprečno logaritmično napako in RPS pristopov pri
košarki in nogometu relativno na pristop means. Razlog za tak prikaz je, da nas zanima
napovedna uspešnost pristopov z uporabo modeliranja na prvem nivoju v primerjavi s
standardnim pristopom iz literature [16]. Iz grafov povprečnih napak lahko vidimo, da vsi
pristopi, ki uporabljajo model prvega nivoja, izboljšajo rezultat naivnega pristopa means
pri obeh podatkovnih zbirkah. Iz grafa na sliki 6 vidimo, da če uporabljamo klasičen pristop
means, je povprečen RPS pri nogometu večji, kot če bi napovedovali glede na relativno
frekvenco razredov. Oba grafa povprečnih napak kažeta na to, da je najbolje uporabiti
model prvega nivoja za obe množici (testno in učno), saj pristop train_test_flm na
obeh podatkovnih zbirkah doseže najboljši rezultat. Obenem je iz obeh grafov povprečnih
napak razvidno, da je pristop train_flm uspešnejši kot test_flm. Ta rezultat nakazuje,
da uporaba modela prvega nivoja bolj pomaga pri učni množici, kot pa pri testni množici.
Sliki 5 in 7 prikazujeta grafe napak skozi čas relativno na pristop rel_freq za obe
podatkovni zbirki. Razlog za tak prikaz je, da nas zanima, kako se pristopi (z modeliranjem
na prvem nivoju in brez) obnesejo skozi sezone. Z obeh grafov napak skozi čas lahko
vidimo, da je napaka pristopov največja na začetku sezon, ko imamo malo podatkov o
močeh ekip. Pri obeh grafih se na začetkih sezon najslabše obnese pristop means, ki ima
precej večjo napako od ostalih pristopov. Pri košarki je do približno štiridesetega igralnega
dneva bolje uporabljati pristop rel_freq kot pa pristop means. Tekom sezone, ko imamo
na voljo čedalje več podatkov, se napaka pristopa means izenači s pristopi, ki uporabljajo
model prvega nivoja. Vsekakor se najbolje obnese uporaba modela na prvem nivoju za obe
množici, testno in učno, ker je krivulja napake pristopa train_test_flm skozi čas najnižja
oz. poravnana z drugimi pristopi. Pri košarki napaka pristopov v zadnjem delu redne
sezone zraste, ker ekipe začnejo igrati drugače.
• Ekipe, ki nimajo možnosti za končnico, imajo pa možnost biti na zadnjem mestu,
začnejo namenoma izgubljati, saj imajo s tem naslednje leto boljši položaj na naboru
igralcev.
• Ekipe, ki se borijo za končnico, začnejo igrati po svojih najboljših močeh.
• Ekipe, ki so že uvrščene v končnico taktizirajo, da bi dobile čim lažje nasprotnike.
Tudi za tekme končnice je znano, da ekipe na njih igrajo drugače in da postanejo bolj
pomembne obrambne kvalitete [20]. Vse te spremembe kvalitet ekip in karakteristik igre
proti koncu sezone škodijo našim napovednim modelom, ker ti upoštevajo informacije iz
začetka sezone.
Odgovor na zastavljeno vprašanje je, da z dvonivojskim modeliranjem vidno izboljšamo
napovedi pristopov. Poudarimo, da je uporaba modela na prvem nivoju koristna pri obeh
množicah - učni in testni. Najbolj nam uporaba dvonivojskega modeliranja pomaga na
začetku sezone, ko imamo malo podatkov o kvalitetah ekip.
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Ali z uporabo apriornih informacij iz prejšnje sezone izboljšamo napo-
vedi?
Zastavljeno vprašanje naslovimo s primerjavo pristopa train_test_flm z identičnim pri-
stopom, ki za modeliranje na prvem nivoju v vsaki sezoni uporablja šibko apriorno in-
formacijo iz prejšnje sezone. Napake pristopa z uporabo apriorne informacije so pri tem
vprašanju prikazane relativno na napako pristopa train_test_flm. Moč apriorne infor-
macije je empirično določena in enaka 10% tekem sezone. Apriorna informacija se izračuna
za vsako ekipo posebej. Pri obeh športih se lahko zgodi, da ekipe v prejšnji sezoni ni bilo
v ligi (npr. ekipa napreduje iz nižje lige v višjo). Za take ekipe uporabimo povprečno



































Slika 8: Povprečna logaritmična





























Slika 9: Logaritmična napaka skozi čas




















   
   












Slika 10: Povprečen RPS pristopa






















Slika 11: RPS skozi čas pristopa pri nogo-
metu, ki uporablja apriorno informacijo.
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Iz grafov povprečnih napak 8 in 10 vidimo, da uporaba apriorne informacije pri napovedo-
vanju izidov košarke izboljša rezultat napovedovanja, medtem ko pri nogometu izboljšave
ne zaznamo. Enako je razvidno tudi iz grafov napak skozi čas na slikah 9 in 11. Iz grafa
napak skozi čas pri košarki na sliki 9 vidimo, da uporaba apriorne informacije pomaga
napovedni uspešnosti na začetku sezone, na koncu pa ji škodi. Ta rezultat je pričakovan,
saj je kvaliteta ekipe v prejšnji sezoni bolj podobna kvaliteti ekipe na začetku sezone kot
na koncu. Negativen rezultat uporabe apriorne informacije pri nogometu najverjetneje
nakazuje na to, da se kvalitete ekip med sezonami tako močno spremenijo, da uporaba
informacije iz prejšnje sezone škodi napovednim modelom.
Odgovor na zastavljeno vprašanje je, da je korist uporabe apriorne informacije odvisna
od domene. Domnevamo, da če se kvalitete ekip med sezonami ne spremenijo veliko, potem
uporaba apriornih informacij izboljša napovedi, sicer pa jih poslabša.
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Ali je bolje uporabiti specifične apriorne informacije ekip ali povprečno
apriorno informacijo?
Za odgovor na prejšnje vprašanje smo v vsaki sezoni uporabili apriorne informacije iz prej-
šnje sezone, izračunane za vsako ekipo posebej. Pri tem vprašanju nas zanima, ali se
specifične apriorne informacije ekip obnesejo bolje kot uporaba skupne apriorne informa-
cije, ki je povprečena preko vseh ekip. Primerjali smo pristop train_test_flm_priors s
pristopom train_test_flm_priors_avg, ki apriorno informacijo povpreči med vsemi eki-
pami v prejšnji sezoni. Poudarimo, da imamo pri pristopu train_test_flm_priors_avg




























Slika 12: Povprečna napaka pristopa, ki uporablja povprečno apriorno informacijo.
Slika 12 prikazuje grafe povprečnih napak pristopa train_test_flm_priors_avg relativno
na pristop train_test_flm_priors za obe podatkovni zbirki. Vidimo, da pri košarki ne
zaznamo razlike med napovedno uspešnostjo obeh primerjanih pristopov. Pri nogometu
je bolje uporabiti povprečno apriorno informacijo. Oba rezultata lahko povežemo z dej-
stvom, da se moči ekip med sezonami spremenijo, sicer bi se pristop s specifično apriorno
informacijo obnesel bolje.
Odgovor na zastavljeno vprašanje je, da je izbira primernejše apriorne informacije od-
visna od domene. Domnevamo, da če se kvalitete ekip med sezonami izrazito spremenijo,
potem je bolje uporabiti povprečno apriorno informacijo.
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Ali je bolje, če števce modeliramo z modelom Poisson–gama, ali z nor-
malnim modelom z vzorčno varianco?
Vprašanje si zastavimo, ker nas zanima, ali z različnimi modeli na prvem nivoju, ki lahko
modelirajo količine enakih tipov, dosežemo različne rezultate napovedovanja. Primer-
jamo pristop train_test_flm, ki števce modelira z modelom Poisson–gama in pristop


























Slika 13: Povprečna napaka pristopa, ki števne lastnosti ekip modelira z normalnim
modelom z vzorčno varianco.
Slika 13 prikazuje grafe povprečnih napak pristopa train_test_flm_normal relativno na
pristop train_test_flm za obe podatkovni zbirki. Z grafa napak lahko razberemo, da je
števce pri košarki bolje modelirati z normalnim modelom kot pa z modelom Poisson–gama.
Pri nogometu velja ravno obratno. Razlog za to je lahko, da imamo pri košarki dosti višje
števce kot pri nogometu. Prednosti modeliranja s Poissonovo porazdelitvijo se pri modeli-
ranju visokih števcev izgubijo, saj postane Poissonova porazdelitev zelo podobna normalni.
Poleg tega s Poissonovo porazdelitvijo ne moremo modelirati variance v podatkih, ker je
parametrizirana le s povprečjem (parameter razmerja).
Odgovor na zastavljeno vprašanje je, da sama oblika števnih podatkov določa, kako jih
je bolje modelirati. Visoke števce je bolje modelirati z normalno porazdelitvijo, medtem
ko je nizke števce bolje modelirati z modelom Poisson–gama.
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5 Diskusija in zaključek
V nalogi smo se ukvarjali z dvonivojskim modeliranjem lastnosti ekip in napovedovanjem
športnih izidov. Klasični pristopi strojnega učenja pri napovedovanju športnih izidov upo-
rabljajo povprečja izmerjenih lastnosti ekip na preteklih tekmah. Če imamo malo podat-
kov, ta povprečja vsebujejo veliko negotovosti, ki povzroči, da so naši naučeni modeli slabi.
Dvonivojsko modeliranje lastnosti ekip izkorišča dvonivojsko strukturo športnih podatkov
- na voljo imamo tekme, na katerih sodelujejo ekipe. Dvonivojska struktura nam omogoča,
da problem negotovosti naslovimo z uporabo modela na prvem nivoju, ki modelira zvezo
med izmerjenimi lastnostmi ekip na preteklih tekmah in močjo ekip. Model na drugem
nivoju (napovedni model) modelira zvezo med močmi ekip in izidi tekem.
Naloga je nadgradnja dela [3]. V primerjavi z izhodiščnim delom smo natančneje for-
malizirali pristop dvonivojskega modeliranja. Formalizirali smo tudi strukturo podatkov,
ki je potrebna za uporabo pristopa. Prav tako smo posplošili dvonivojsko modeliranje na
uporabo poljubnih modelov na prvem in drugem nivoju. Razvit formalizem in posplošitve
smo pretvorili v implementacijo ogrodja za dvonivojsko modeliranje, ki je na voljo kot
paket z imenom matchForecast v programskem jeziku R
V nalogi smo nadgradili empirično vrednotenje dvonivojskega modeliranja iz izhodišč-
nega dela [3]. Potrdili smo, da je upoštevanje negotovosti v športnih podatkih ključno pri
napovedni uspešnosti modelov. Z uporabo modela na prvem nivoju dosežemo večjo napo-
vedno uspešnost kot s klasičnim pristopom iz literature, ki v učnih oz. testnih vektorjih
uporablja povprečne observacije ekip. Pokažemo tudi, da se uporaba modela prvega nivoja
izplača pri obeh množicah podatkov - učni in testni. Več k izboljšanju rezultata napovedo-
vanja doprinese uporaba modela na prvem nivoju za učno množico, vendar tudi prispevek
pri testni množici ni zanemarljiv. Napaka napovedovanja je pri vseh pristopih največja na
začetkih sezon, ko imamo malo podatkov o kvalitetah ekip. V rezultatih pokažemo, da
je nekaj časa na začetku sezone bolje napovedovati glede na relativno frekvenco izhodnih
razredov, kot pa s klasičnim pristopom s povprečnimi observacijami. Pokažemo tudi, da
uporaba modela na prvem nivoju najbolj izboljša napovedi ravno na začetkih sezon. Te-
kom sezone se napovedna uspešnost pristopov z uporabo modela na prvem nivoju izenači z
napovedno uspešnostjo klasičnega pristopa. Pristopi z dvonivojskim modeliranjem v vseh
trenutkih delujejo vsaj tako dobro kot klasični pristop. Posledično lahko sklepamo, da
se uporaba dvonivojskega modeliranja v problemih z dvonivojsko strukturo vsestransko
izplača. Raziskovali smo tudi, kako različni načini modeliranja na prvem nivoju vplivajo
na napovedno uspešnost. Pokazali smo, da je uspešnost načinov modeliranja na prvem
nivoju odvisna od podatkovne domene. Možna izboljšava modela na prvem nivoju je upo-
raba apriornih informacij iz prejšnje sezone. Pri košarki je na začetkih sezon napaka pri
pristopu, ki uporablja apriorne informacije, vidno manjša. Preverjali smo tudi, ali je bolje
uporabiti apriorne informacije specifične za ekipe ali pa povprečno apriorno informacijo
(preko vseh ekip). Pri košarki razlik v napovedni uspešnosti med pristopoma ne zaznamo,
medtem ko se pri nogometu bolje obnese pristop s povprečno apriorno informacijo. Rezul-
tat kaže na to, da se kvalitete ekip med sezonami bolj izrazito spremenijo pri nogometu, kot
pri košarki. Na koncu nas je zanimalo še, ali je števne podatke bolje modelirati z modelom
Poisson–gama ali z normalnim modelom. Ugotovimo, da je pri košarki bolje uporabiti nor-
malni model, medtem ko je pri nogometu bolje uporabiti model Poisson–gama. Razlog za
tak rezultat je najverjetneje, da pri košarki modeliramo večje števce kot pri nogometu. Pri
večjih vrednostih števcev se prednosti modeliranja s Poissonovo porazdelitvijo v primerjavi
z normalno porazdelitvijo izgubijo.
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Če primerjamo naše empirično vrednotenje s tistim iz izhodiščnega članka [3], smo se v
rezultatih bolj jasno osredotočili na vrednotenje uporabe modela na prvem nivoju, saj smo
na drugem nivoju povsod uporabili enake modele. S primerjavo vseh kombinacij uporabe
modela na prvem nivoju (za učne in testne podatke) smo nazornejše potrdili hipotezo iz iz-
hodiščnega članka, da uporaba dvonivojskega modeliranja izboljša rezultat napovedovanja
v primerjavi s klasičnim pristopom. Na drugi strani smo razširili vrednotenje dvonivoj-
skega modeliranja s primerjavo več domensko specifičnih različic modeliranja na prvem
nivoju, ki odpirajo zanimiva vprašanja za nadaljnje raziskave.
Pristop dvonivojskega modeliranja ponuja mnogo možnosti za nadaljnje delo. Paket
matchForecast lahko nadgradimo s poljubnimi modeli prvega nivoja. Perspektivna iz-
boljšava (predvsem z vidika športnih podatkov) je na primer implementacija modeliranja
lastnosti ekip z Gaussovimi procesi, ki omogočajo časovno modeliranje. Paket trenutno,
razen v omejeni obliki z uporabo apriornih informacij, ne podpira odvisnega modeliranja
ekip. Možna razširitev funkcionalnosti paketa je podpora odvisnega modeliranja ekip brez
omejitve na uporabo apriornih informacij. Poleg nadgradnje paketa bi lahko v nadaljnjih
raziskavah razširili nekatere dele empiričnega vrednotenja dvonivojskega modeliranja. Pri
testiranju uporabe apriorne informacije bi za bolj jasno potrditev o koristih njene uporabe
bile potrebne dodatne raziskave na več podatkovnih zbirkah. Lahko bi na primer merili
spremembe kvalitet ekip med sezonami in njihovo korelacijo z uspešnostjo napovedovanja
pri uporabi različnih tipov apriornih informacij. Zanimiva tema na področju dvonivoj-
skega modeliranja je tudi modeliranje določenega tipa podatkov z različnimi modeli. V
nalogi smo preverjali, ali je števce z vidika napovedne uspešnosti bolje modelirati z mode-
lom Poisson - gama ali z normalnim modelom. Da bi na to vprašanje odgovorili povsem
natančno, bi morali izvesti analizo empiričnih porazdelitev lastnosti ekip in jih povezati z
rezultati napovedovanja. Podobno vprašanje bi si lahko zastavili tudi za druge tipe podat-
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