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LIMIT THEOREMS FOR FAST-SLOW
PARTIALLY HYPERBOLIC SYSTEMS
JACOPO DE SIMOI AND CARLANGELO LIVERANI
Abstract. We prove several limit theorems for a simple class of partially hy-
perbolic fast-slow systems. We start with some well know results on averaging,
then we give a substantial refinement of known large (and moderate) devia-
tion results and conclude with a completely new result (a local limit theorem)
on the distribution of the process determined by the fluctuations around the
average. The method of proof is based on a mixture of standard pairs and
transfer operators that we expect to be applicable in a much wider generality.
1. Introduction
In this paper we analyze various limit theorems for a class of partially hyperbolic
systems of the fast-slow type. Such systems are very similar to the ones studied
by Dolgopyat in [20]: in such paper the fast variables are driven by an hyperbolic
diffeomorphism or flow (see also [4, 3, 38, 45, 27] for related results), here we consider
the case in which they are driven by an expanding map. Notwithstanding the fact
that we are not aware of an explicit treatment of the latter case, the difference
is not so relevant to justify, by itself, a paper devoted to it. In fact, we chose to
deal with one dimensional expanding maps only to simplify the exposition. The
point here is that, on the one hand, we propose a different approach and, more
importantly, on the other hand, we show that by such an approach it is possible to
obtain much sharper results: a Moderate and Large Deviation Theorem and a Local
Limit Theorem. To the best of our knowledge, this is the first time a rate function
is computed with such a precision to yield moderate deviations of the paths and
a local limit type theorem is obtained for a deterministic evolution converging to
a diffusion process with non constant diffusion. Admittedly, the present is not the
most general case one would like to deal with, it is just a primer. However, it shows
that local limit results are attainable with an appropriate combination/refinement
of present days techniques (see the discussion below on how general our approach
really is).
The importance of local limit theorems hardly needs to be emphasized but, for
the skeptical reader, it is nicely illustrated in [12, 14]. Indeed, in such papers
the present large and moderate deviations and local limit results are used in a
fundamental way to obtain a precise understanding of the statistical properties
(e.g. existence and properties of the SRB measure, decay of correlations, meta-
stability etc. . .) for the same class of systems for a small, but fixed, rate between
the speeds of the slow and fast motions. This provides a class of partially hyperbolic
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systems for which very precise quantitative statistical properties can be established.
In addition, contrary to other cases, our results apply to an open set of systems (in
the C4 topology).
For partially hyperbolic fast-slow systems several results concerning limit laws
have already been obtained. In [4, 37] it is proven that the motion converges in
probability to the motion determined by the averaged equation (morally a law of
large numbers). In [20] there are important results on the fluctuations around the
average (at a given time). In particular, both large deviations and converges in law
to a diffusion for the fluctuation field (morally a central limit theorem) are obtained.
In [4, 3] one can find very sharp results on normal fluctuation and moderate devia-
tion at a given time. In particular, in [3] Bakhtin provides Cramer asymptotics for
the distribution of the slow variable at a fixed time for a system with fast motion
given by a mixing hyperbolic attractor. Such Cramer asymptotics gives estimates
for moderate deviation, at a fixed time, sharper than the one obtained here, but
they do not provide directly a rate function in path space, they hold only under the
assumption that the dynamics is Cr for a very large r (contrary to our C4 assump-
tion) and they are not sufficient to establish a local central limit theorem. In [38]
more general large deviation results (in path space) are obtained. In particular, a
variational formula for the rate function is established. Yet, Kifer’s results are not
precise enough to treat moderate deviations. To obtain a rate function for moder-
ate deviations it is necessary to compute the exponential momenta with a precision
considerably higher than the o(1) achieved in [38]. Here we present independent
proofs of the above facts (or, better, of the aforementioned substantial refinements
of the above facts) and, most importantly, we make a further step forward by ad-
dressing the issue of the local central limit theorem, a result out of the reach of all
previous approaches.
The lesson learned from [20] is that the standard pair technique is the best
suited to investigate these type of partially hyperbolic systems.1 Nevertheless, in
the uniformly hyperbolic case, techniques based on the study of the spectrum of
the transfer operator are usually much more efficient. It is then tempting to try to
mix the two points of view as much as possible. This was partially done already in
[3] and is also one of the goals of our work. To simplify matters, we carry it out it
in the simplest possible setting (one dimensional expanding maps). Nevertheless,
we like to remark that extending many of the present results to hyperbolic maps or
flows is just a technical, not a conceptual problem. Indeed, till the recent past the
use of transfer operators was limited to the expanding case (or could be applied only
after coding the system via Markov partitions, greatly reducing the effectiveness
of the method). Yet, recently, starting with [9] and reaching maturity with [29,
6, 30, 43, 51, 24, 16, 17, 22, 23, 26], it has been clarified how to fully exploit the
power of transfer operators in the hyperbolic, partially hyperbolic and piecewise
smooth setting. Accordingly, it is now totally reasonable to expect that any proof
developed in the expanding case can be extended to the hyperbolic one, whereby
making the following arguments of a much more general interest.2
The structure of the paper is as follows: we first describe the class of systems
we are interest in, and state precisely the main results. Then we discuss in detail
the standard pair technology. This must be done with care as we will need higher
1 In particular, as far as we know, it represents the most efficient way to “condition” with
respect to the past in a field (deterministic systems) where conditioning poses obvious conceptual
problems.
2 The only exception being the “Dolgopyat estimate” necessary to compute the error term in
the local limit theorem which still poses a conceptual challenge in the general hyperbolic case, but
see [50] for recent progresses.
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smoothness as well as complex standard pairs, which have not been previously con-
sidered. In the following section we use the tools so far introduced to establish an
averaging theorem. As already explained this result is not new, but it serves the
purpose of illustrating the generals strategy to the reader and the proof contains
several facts needed in the following arguments. Section 5 is devoted to the pre-
cise computation of the logarithmic moment generation function. This allows, in
section 6, to establish the large and moderate deviations of our dynamics from the
average. We compute with unprecedented precision the rate function of the large
deviation principle. We stop short of providing a full large and moderate devia-
tions theory only to keep the exposition simple and since it is not needed for our
later purposes. Nevertheless, we improve considerably on known results. Finally
in Section 8 we build on the previous work and prove a local limit result for our
dynamics. The proof is a bit lengthy but it follows the usual approach: compute
the Fourier transform of the distribution. This computation is very similar to the
one in section 5 only now we want to compute the expectation of a complex expo-
nential rather then a real one, also we aim at a better precision. Yet, the strategy
is essentially the same: we divide the time interval in shorter blocks (this is done
in Section 9), then estimate carefully the contribution of each block (this is done
in Sections 10 and 11) and we conclude by combining together the contributions of
the single blocks (done in section 13). Some fundamental technical tools needed to
perform such computations are detailed in the appendices. Appendix A contains
a manifold of results on transfer operators and their perturbation theory. In fact,
not only it collects, for the reader convenience, many results scattered in the liter-
ature, but also provides some new results. In addition, it contains a discussion of
the genericity of various conditions used in the paper including the, to us, unex-
pected results that for smooth maps aperiodicity and not being cohomologous to a
constant are equivalent. Appendix B provides a detailed discussion of transfer op-
erators associated to semiflows that, although essentially present in the literature,
was not in the form needed for our needs (in particular we need uniform results for
a one parameter family of systems). Finally, Appendix C contains some simple and
uneventful, but a bit lengthy, computations needed in the text.
Notation. Through the paper we will use C# and c# to designate an arbitrary
positive constant, depending only on our dynamical system, whose value can change
form an occurrence to the next even in the same line. We will use Ca,b,··· to designate
arbitrary constants that depend on the quantities a, b, · · · while constants with other
decorations (e.g. numbers as subscript) stand for a fixed specific value.
Also we write O(X) to denote a number which is bounded by C#X for any
ε < ε#, where ε# depends only on the dynamics (note that X might not depend
on ε, so that the second requirement becomes empty). While we will use OB(X),
where (B, ‖ · ‖B) is a Banach space, to denote an element of B with norm bounded
by C#‖X‖B, again for all ε ≤ ε#. We will always assume ε to be so small that this
condition is met for every instance of the expression O(·).
Finally, for a ∈ R we will use ⌊a⌋ to designate its integer part, that is the largest
integer that is smaller or equal to a.
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2. The system and the results
For ε > 0 let us consider the map Fε ∈ C4(T2,T2) defined by
(2.1) Fε(x, θ) = (f(x, θ), θ + εω(x, θ)),
where ‖ω‖C4 = 1. We assume that the fθ = f(·, θ) are uniformly expanding, i.e.:
(2.2) inf
(x,θ)∈T2
∂xf(x, θ) ≥ λ,
for some λ > 1; indeed by considering a suitable iterate of Fε, we will assume
without loss of generality that λ > 2.
This fact is well known to imply that each f(·, θ) has a unique invariant proba-
bility measure that is absolutely continuous with respect to the Lebesgue measure.
We denote this measure (often called the SRB measure) by µθ. Also, we assume
that, for every θ ∈ T, ω is not fθ-cohomologous to a constant function, i.e.
(A1) For any θ ∈ T there exist no measurable3 function gθ : R→ R and constant
aθ ∈ R so that ω(x, θ) = gθ(f(x, θ)) − gθ(x) + aθ.
Note that the latter equation can hold only if for any invariant probability mea-
sure µ of fθ, µ(ω(·, θ)) = µ(aθ) = aθ. In particular, if ω(·, θ) has different averages
along two different periodic orbits of fθ, then (A1) is satisfied. It is then fairly
easy to check such a condition. In particular note that the assumption above holds
generically (see Section A.5 for a more complete discussion of these issues).
Given (x, θ) ∈ T2, let us define the trajectory (xn, θn) = Fnε (x, θ) for any n ∈ N.
Here we describe a sequence of increasingly sharper results on the behavior of the
dynamics for times of order ε−1.4 We start with well known facts, but we provide
complete proofs both for the reader’s convenience and because they are a necessary
preliminary to tackle our main results.
2.1. The skew product case. For the reader convenience, we first give a brief,
impressionistic, discussion of the case in which ∂θf = ∂θω = 0. In this case the
map Fε is a skew product: Fε(x, θ) = (f(x), θ + εω(x)). This case is fairly well
understood as it can be reduced to the study of the statistical properties of the
map f , let us recall why.
We are interested in the evolution of the slow variable θn. Clearly we must wait
for a time at least ε−1 in order for a change of order one to be possible. It is then
natural to rescale the time and introduce the macroscopic time t = εn. The idea is
then to fix some arbitrary T > 0 and then define, for all t ∈ [0, T ],
θε(t) = θ⌊tε−1⌋ + (tε−1 − ⌊tε−1⌋)[θ⌊tε−1⌋+1 − θ⌊tε−1⌋] mod 1.
Note that θε ∈ C0([0, T ],T). The point here is twofold: on the one hand it is clear
that we cannot expect, at first, to control the behavior of θn for arbitrarily large n.
Hence we fix a time horizon Tε−1, T being arbitrary but independent on ε. On the
other hand, it is natural to introduce a continuous interpolation of the evolution
of θn since |θ⌊tε−1⌋ − θ⌊sε−1⌋| ≤ |t− s|‖ω‖∞ hence, once rescaled, the trajectory is
Lipschitz on εZ and it is then naturally interpolated by a Lipschitz function on R.
Since
Fnε (x, θ) =
(
fn(x), θ + ε
n−1∑
k=0
ω(fk(x))
)
3 It is well known by the Livsˇic Theorems that if gθ is measurable, it is actually as smooth as
the map fθ (see also the proof of Lemma A.16).
4 In some cases it is also possible to obtain information for times of the order ε−2 (see [20]).
Yet, as far as we currently see, not of the quantitative type we are interested in.
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it follows that ∣∣∣∣∣∣θε(t)− t⌊ε−1t⌋
⌊ε−1t⌋−1∑
k=0
ω(fk(x)))
∣∣∣∣∣∣ ≤ C#ε.
By the Birkhoff Ergodic Theorem, the sum converges almost surely with respect
to each invariant measure. This raises the issue of which measures to consider. In
general this is an issue open to debate, however here we take the point of view
that the fast variable x is originally distributed according to a probability measure
absolutely continuous with respect to Lebesgue and with a smooth density. This
means that we are interested in the so called physical measures. It is then well
known that the distribution of x will tend exponential fast to the unique absolutely
continuous invariant measure of f , call it µ, hence, x almost surely,5
θ¯(t) = lim
ε→0
θε(t) = tµ(ω) =: tω¯ =: θ¯(t).
That is, the limit satisfies the autonomous differential equation ˙¯θ = ω¯.
Next, one is interested in the deviations from such a limit. This leads us to the
study of large deviations for an ergodic average. Such a problem has been intensively
studies starting with [52] and the situation can be summarized as follows: consider
the initial condition θ = θ0 and x distribute as above, then γε(·) = θε(·) − θ0 can
be considered a random variable in C0∗([0, T ],T) = {γ ∈ C0 : γ(0) = 0}. Let Pε be
its law, then for a sufficiently regular set Q ∈ C0∗([0, T ],T)
Pε(Q) ∼ e−ε−1 infγ∈Q I (γ)
where the rate function I is defined as
I (γ) =
®−∞ if γ is not Lipschitz∫ T
0
Z(γ′(t))dt otherwise
Z(b) = − sup
ν∈Mθ(b)
{hKS(ν) − ν(log f ′θ)},
M(b) = {ν ∈ M : ν(ω) = b}, M denotes the set of (ergodic) f -invariant
probability measures, and hKS(ν) is the Kolmogorov-Sinai entropy of the measure
ν. The above formula is very suggestive: if the statistics of a point x is described
by an invariant measure ν, then it will give rise to a trajectory θε with velocity
ν(ω); moreover points that start in a e−c#Tε
−1
neighborhood will have essentially
the same trajectory for a time Tε−1, hence the probability of order e−c#Tε
−1
for
such a trajectory. Unfortunately, the formula for Z is not very handy to compute.
However the connection between the pressure and the maximal eigenvalue of the
Ruelle transfer operator [5] allows to compute the rate function for smooth γ in a
small neighborhood of tω¯ yielding
I (γ) ∼ 1
2
∫ T
0
σ−2 [γ′(s)− ω¯]2 ds,
where, setting ωˆ = ω− ω¯, σ2 = µ (ωˆ2)+2∑∞m=1 µθ (ωˆ ◦ fmωˆ) is the variance of ωˆ.
The above formula suggests that typical deviations are of order
√
ε. It is then
natural to study the fluctuations ζε(t) = ε
− 12 [θε(t) − θ¯(t)]. This corresponds to
the Central Limit theorem and its refinements (Local CLT, Berry-Essen estimates
etc.). The CLT in this context states that
E(ϕ(ζε(t)) ∼
∫
ϕ(x)
e−x
2/2σ2
σ2
√
2π
.
5 Note that, by the uniform Lipschitz property of the θε it suffices to control the limit on
countably many t to control it for all t.
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Of course, for the applications it is essential to know quantitatively what the ∼ in
the previous equations really means, that is we need an explicit estimate of the
error. This is the task of the present paper as is explained shortly in the general
case in which f, ω depend on the slow variable.
The basic idea used to extend results like the above to the general case is that the
fast variable goes to its equilibrium (i.e. the physical measure) at an exponential
speed. Hence in a times interval of size εα for some α ∈ (1, 0), the slow variable
is almost constant and so is the dynamics. Since the invariant measure changes
smoothly with the dynamics (linear response), then the statistical properties of the
fast variable are more or less the same in the considered interval and large deviation
results and LCLT hold. One can then use the Markov properties of the dynamics
(here expressed in the formalism of standard families) to extend the result to longer
times.
Note however that, while carrying out the above program, one must keep track
of the mistakes in the various approximations and this is rather taxing. Especially
if one needs to obtain very precise results like the ones achieved here. In fact,
to understand if such error terms could be efficiently controlled was one of the
motivations of the present paper. Finally, we should remark that most of our
results are new even in the trivial skew product case discussed here.
2.2. The Law of Large Numbers. If we take the formal average with respect to
the SRB measure of (2.1) we obtain the following first order differential equation
dθ¯
dt
= ω¯(θ¯) θ¯(0) = θ0,(2.3)
where ω¯(θ) = µθ(ω(·, θ)). For future use, let us also define the function ωˆ(x, θ) =
ω(x, θ)− ω¯(θ).
Remark. Note that, since Fε ∈ C4, we can apply [29, Theorem 8.1] with the Banach
spaces {Ci}si=0, s = 3 and obtain that ω¯ ∈ C3−α, for any α > 0.
Accordingly, the above equation has a unique solution, which we denote by
θ¯(t, θ0). This can be generalized: let d ∈ N, B = (B1, · · · , Bd−1) ∈ C2(T2,Rd−1),
and fix ζ0 = 0; for any k ∈ N let us define
(2.4) ζk+1 = ζk + εB(xk, θk).
This equation describes the evolution of a passive quantity and it is relevant in
many situations (see e.g. [12, 14]). Then ζk should be close (in a sense that will be
detailed shortly) to ζ¯(εk, θ0), the unique solution of
dζ¯(t, θ0)
dt
= B¯(θ¯(t, θ0)) ζ¯(0, θ0) = 0,(2.5)
where we introduced the averaged function B¯(θ) = µθ(B(·, θ)). It is then convenient
to introduce the variables z = (θ, ζ) ∈ Rd (for convenience we have lifted θ to its
universal cover) and A = (A1, · · · , Ad) ∈ C3(T2,Rd), with A1(x, θ) = ω(x, θ) and
Ai+1 = Bi for i ∈ {1, · · · , d − 1}. Then the evolution of the variables (x, z) is
described by the map
(2.6) Fε(x, z) = (f(x, θ), z + εA(x, θ));
again we set (xk, zk) = F
k
ε (x, z), for k ∈ N. A first relevant fact is that the above
averaging approximation can be justified rigorously. These type of results are well
known and go back, at least, to Anosov [1]. Fix T > 0 and, for t ∈ [0, T ], let
(2.7) zε(t) = (θε(t), ζε(t)) = z⌊tε−1⌋ + (tε−1 − ⌊tε−1⌋)[z⌊tε−1⌋+1 − z⌊tε−1⌋].
Observe that in the above definition we scale t in such a way that the slow variable
moves of O(1) for times t of order one. This in turns corresponds to study the Fnε
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for n ∼ tε−1. In fact, given T > 0, we will study the evolution of Fε up to iterates of
order Tε−1. Then zε ∈ C0([0, T ],Rd), and we can consider it as a random element
of C0([0, T ],Rd), the randomness being determined by the distribution of the initial
condition.
Theorem 2.1 (Averaging). Let θ0 ∈ T1 and x0 be distributed according to a
smooth distribution µ; then for all T > 0:
lim
ε→0
zε = z¯(·, θ0)
where z¯(·, θ0) = (θ¯(·, θ0), ζ¯(·, θ0)) and the limit is in probability with respect to the
measure µ and the uniform topology in C0([0, T ],Rd).
The proof is more or less standard. We provide it in Section 4 for reader’s
convenience. Indeed, our proof contains, in an elementary form, some of the ideas
that will be instrumental in the following. The reader not very familiar with the
transfer operator or standard pairs technology is advised to read Sections 3 and 4
first.
2.3. Large and Moderate Deviations. We will consider d and A ∈ C3(T2,Rd),
A1(x, θ) = ω(x, θ), to be fixed throughout the paper and to be data associated to
the dynamical systems; although many quantities will depend on A, we do not add
subscripts emphasize this dependence. In particular constants indicated with C#
or c# may indeed depend on A.
We find convenient to define γε to be the random element of C
0([0, T ],Rd) ob-
tained by subtracting to zε its (random) initial condition zε(0), i.e. we let
γε(t) = zε(t)− zε(0);(2.8)
similarly, we define
γ¯(t, θ) = z¯(t, θ)− z¯(0, θ).(2.9)
The next natural question concerns the behavior of deviations from the average. To
this end it is more convenient to consider the fundamental probability space to be
the classical Wiener space C0([0, T ],Rd) endowed with the Borel σ-algebra and the
probability measure given by Pµ,ε = (γε)∗µ, where µ is the distribution of initial
conditions on T2; in other words Pµ,ε is the law of γε under µ.
Note that the paths γε are all Lipschitz with Lipschitz constant bounded by
‖A‖C0 . To obtain stronger results we need some extra hypotheses:
(A1’) for any θ ∈ T and σ ∈ Rd, the function 〈σ,A(·, θ)〉 is not fθ-cohomologous
to a constant (in particular, this implies (A1)).
Note that such condition is implied by the existence of d + 1 periodic orbits for
which the differences of the averages of A span Rd. In particular, condition (A1’)
is generic.
Given this assumption, we prove upper and lower bounds for the probability of
large and moderate deviations. The result we are after is much sharper than the
one contained in [38]. It is of a more quantitative nature (in the spirit of [20] where
the rate function is only estimated near zero and in a much rougher manner). In
particular, we provide bounds on the rate function that allow to treat both large
and moderate deviations for all ε small enough (not just asymptotically for ε→ 0).
We refrain from developing a more complete theory6 because on the one hand it
would not change substantially the result, on the other hand it would increase the
length of an already long paper and, finally, since the results presented here already
6 For example, we do not strive for optimal results (such as the equivalence of the lower and
upper bounds for all possible events in all the regimes under discussion, or the best possible
estimate of the error terms).
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more than suffices for our purposes (i.e. both for our later use and to pedagogically
illustrates some ideas used in the following). In fact, the theorem that we state
next does not contain even the full force of what we prove in Section 6, nevertheless
its statement requires already quite a bit of preliminary notations. We advise the
reader that wants a quick, but sub-optimal, idea of the type of results that can be
obtained to jump directly to the Corollaries 2.6 and 2.7.
The first objects we need, as in any respectable large deviation theory, are rate
functions. Their precise properties will be specified in detail in Section 6.1; here we
summarize some basic facts. For any θ ∈ T we define the set7
D(θ) = {µ(A(·, θ)) : µ is a fθ − invariant probability}.
In other words D(θ) is the set of all possible averages of A with respect to fθ-
invariant measures. Observe that D(θ) can be determined with arbitrary precision
by studying the periodic orbits of the dynamics (see Lemma 6.8 for details). The
set D(θ) is a compact convex subset of Rd; it is also non-empty, since for any θ ∈ T,
A¯(θ) ∈ D(θ), where A¯(θ) = µθ(A(·, θ)) (observe that A¯(θ) is deterministic, i.e. it
is a non-random vector). Additionally, condition (A1’) implies (see Lemma 6.2 for
details) that A¯(θ) ∈ intD(θ) for any θ ∈ T. Let us now define the d× d matrix
Σ2(θ) =µθ
Ä
Aˆ(·, θ)⊗ Aˆ(·, θ)
ä
+
∞∑
m=1
µθ
Ä
Aˆ(fmθ (·), θ)⊗ Aˆ(·, θ)
ä
+
∞∑
m=1
µθ
Ä
Aˆ(·, θ)⊗ Aˆ(fmθ (·), θ)
ä
,
where Aˆ = A− A¯. Then Σ ∈ C1(T,Md),8 where Md is the space of d×d symmetric
non negative matrices. If (A1’) holds, then Σ is invertible (see Lemma A.16).
In the following statement (and in the rest of the paper) we adopt the convention
that inf ∅ = +∞ (resp. sup ∅ = −∞).
Proposition 2.2 (Asymptotic Large Deviation Principle). Let θ ∈ T, µ be a
measure with smooth density on T and Pµ,ε = (γε)∗(µ × δθ). There exists a lower
semicontinuous function Iθ : C
0([0, T ],Rd) → R≥0 ∪ {+∞} (see (6.17) for an
explicit definition) so that Pµ,ε satisfies the Large Deviation Principle with rate
function Iθ, that is: given any event Q ⊂ C0([0, T ],Rd) we have
− inf
γ∈intQ
Iθ(γ) ≤ lim inf
ε→0
ε logPµ,ε(Q)
≤ lim sup
ε→0
ε logPµ,ε(Q) ≤ − inf
γ∈Q
Iθ(γ).
(2.10)
Note that Iθ is not necessarily convex, yet it satisfies the following properties:
(a) the effective domain D(Iθ) := {γ ∈ C0([0, T ],Rd) : Iθ(γ) <∞} consists
of Lipschitz paths such that γ(0) = 0 and, for almost all t ∈ [0, T ], the
vector9 γ′(t) ∈ D(θγ(t)), where θγ(t, θ) = θ + (γ(t))1.10 In particular, this
implies ‖γ′‖L∞ ≤ ‖A‖L∞ for any γ ∈ D(Iθ).
7 For any A ∈ C0(T,Rd) and measure µ on T we define µ(A) to be the vector (µ(Ai)) ∈ R
d,
where µ(Ai) =
∫
T
Ai(x)µ(dx).
8 It follows from the fact that Σ can be seen as the second derivative of the eigenvalue of an
appropriate transfer operator (A.12b), which, in turn is differentiable by Lemma A.9.
9 Recall that by Rademacher’s Theorem, any Lipschitz function is a.e. differentiable.
10 Here (γ(s))1 is the first component of the vector γ(s): the one that corresponds to the
θ motion. Also remark that, to ease notation, we will often suppress the θ dependency if no
confusion arises.
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(b) for any γ ∈ D(Iθ), the rate function Iθ satisfies the following expansion:∣∣∣∣∣Iθ(γ)− 12
∫ T
0
〈γ′(s)− A¯(θγ(s)), [Σ2(θγ(s))]−1 [γ′(s)− A¯(θγ(s))]〉ds∣∣∣∣∣
≤ C#‖γ′ − A¯ ◦ θγ)‖3L3 .
(2.11)
The above is the usual asymptotic large deviation principle, similar to what can
be found in [38], although in a different setting. We are, however, interested in
stating estimates valid for all, sufficiently small, ε not just in the limit ε→ 0.
In order to properly state results in the needed generality, we define, for each θ0 ∈
T, a set Pε(θ0) of good probability measures that are supported in a ε-neighborhood
of θ0. We refer to Section 3, in particular (3.23), for the precise definition, but, as
an example, µ× δθ0 ∈ Pε(θ0) where µ is a measure on T with a smooth distribution
ρ, and the derivative of log ρ is bounded by some fixed constant. Here is a useful,
but minimal, example of the kind of results we are after.
Proposition 2.3. There exists Tmax, ε0 ∈ (0, 1), C¯, c⋆ > 0 such that, for all
ε ≤ ε0, T ∈ [ε−40 ε, Tmax], R ≥ C¯
√
εT and θ∗0 ∈ T, if we set
QR = {γ ∈ C0([0, T ],Rd) : ‖γ(·)− γ¯(·, θ∗0)‖C0 ≥ R},
then, for any µ ∈ Pε(θ∗0) and recalling Pµ,ε = (γε)∗µ, we have
Pµ,ε(QR) ≤ exp
[−c⋆ε−1T−1R2] .
Proposition 2.3 is similar to [20, Theorem 6(b)], although in a different setting:
our goal is to obtain stronger results encompassing the above ones. In particular,
the previous results will be mere byproducts (see Section 7.5).
In order to properly present such result we introduce a slightly modified rate
functions and we will state the result by saying that the probability of an event is
controlled from above by the inf of the rate function on a slightly larger set and
from below by the inf on a slightly smaller set. Also, if an event describes a small
deviation from the average, then we can obtain effective bounds only if it is not too
wild on a small given scale. Unfortunately, it is a bit tricky to make quantitatively
precise these notions, so we ask for the reader patience.
First, for any ∆∗ > 0, we introduce functionals I ±θ0,∆∗ so that I
−
θ0,∆∗
≤ Iθ0 ≤
I
+
θ0,∆∗
but agree with Iθ0 outside a ∆∗ neighborhood of ∂D(Iθ0).
11 Remark
that we consider D(Iθ0) as a subset of the Lipschitz functions with the associated
topology, see Remark 6.14 for more details. In Lemma 6.15 we prove
lim
∆∗→0
I
−
θ0,∆∗
= Iθ0 ≤ I +θ0 = lim∆∗→0I
+
θ0,∆∗
,
where I +θ0 agrees with Iθ0 everywhere apart from ∂D(Iθ0) where it has value +∞.
Second, let θ0 ∈ T, γˆ(t) = γ(t)− γ¯(t, θ0) and define R± : C0([0, T ],Rd)→ R≥0 by
R−(γ) = ε
1
2 R+(γ) = C∆∗,T
¶
ε1/7‖γˆ‖5/7L∞ +
√
ε
©
,(2.12)
for some appropriate constant C∆∗,T . Then, for each Q ⊂ C0([0, T ],Rd) let
(2.13) Q− = {γ ∈ Q : B(γ,R−(γ)) ⊂ Q} ; Q+ =
⋃
γ∈Q
B(γ,R+(γ))
where B(γ, r) is the standard C0-ball in C0([0, T ],Rd). Obviously Q− ⊂ intQ ⊂
Q ⊂ Q+. Finally, we want to make precise what do we mean by event that are not
11 Essentially I+
θ0,∆∗
=∞ in a ∆∗-neighborhood of ∂D(Iθ0 ) while I
−
θ0,∆∗
<∞ in the same
neighborhood, see (6.16), (6.17), Section 6.1 and Lemma 6.6 for precise definitions.
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too wild on a given scale. Let
̺(θ0, Q) = inf
γ∈Q
‖γˆ‖∞,
CLip(γ) = T
−11/7ε−2/7‖γˆ‖11/7L∞
ς(γ) =
√
ε
Å
T 2ε
‖γˆ‖2L∞
ã1/14
.
(2.14)
Given a measure P on C0, we call an event a Q ⊂ C0 P-regular if for P-almost all
γ ∈ Q we have
(2.15) |s− s′| ≤ ς(γ)
2CLip(γ)
=⇒ ‖γ(s)− γ(s′)‖ ≤ ς(γ)
4
.
In other words, for each β ∈ (0, 1], points at a distance βς(γ)2CLip(γ) yield a Lipschitz
constant bounded by CLip(γ)/(2β).
We are now ready to state our first main result. Essentially, it is a quantitative
version Proposition 2.2 which allows to, rather precisely, estimate the probability
of events when ε is small, but non zero. In particular, it provides bounds for the
speed at which the limits in Proposition 2.2 take place.
Theorem 2.4 (Large and Moderate deviations). Let T > 0; for all ∆∗ > 0, ε small
enough (depending on T and ∆∗), θ0 ∈ T, µ ∈ Pε(θ0), and for any Pµ,ε-regular
event Qε (possibly depending on ε), we have
Pµ,ε(Qε) ≤ e−ε
−1
î
(1−C∆∗,T ε1/7̺(θ0,Qε)−2/7) infγ∈Q+ε I
−
θ0,∆∗
(γ)
ó
Pµ,ε(Qε) ≥ e−ε
−1
î
(1+C∆∗,T ε
1/2) inf
γ∈Q−ε
I
+
θ0,∆∗
(γ)+C∆∗,T ε
1/8
ó
.
(2.16)
The proof can be found in Section 7.4.
Remark 2.5. Note that Pµ,ε almost surely the paths have Lipschitz constant bounded
by ‖A‖L∞. Hence, if ̺(θ0, Q) ≥ C#ε2/11 (that is, the deviation is large enough)
then Qε is always Pµ,ε regular.
Also, if infγ∈Q+ε I
−
θ0,∆∗
(γ) ≤ C∆∗,T
√
ε, then it must be ̺(θ0, Qε) ≤ C∆∗,T
√
ε (see
Lemma 6.16), and the coefficient in front of the rate function in the first of the
(2.16) becomes positive, therefore making the estimate empty.
Finally, note that, using the results of Section 6 (in particular Lemmata 7.2 and 7.5)
one could state the theorem in the case of a small T depending on ε. This is in
fact not necessary: indeed any event in C0([0, C#εα],Rd), α ∈ [0, 1), can be seen
as an event in C0([0, T ],Rd). One can then check, using (2.11), that times larger
than C#ε
α do no contribute to the inf, since any such event contains trajectories
for which γ′ = A¯ for all t ≥ C#εα.
The statement of Theorem 2.4, due to its precise quantitative nature, may feel
a bit cumbersome. To help the reader understand its force we spell out few easy
consequences in a form of corollaries. Their proof can be found in Section 7.5.
We already mentioned that Theorem 2.4 implies Proposition 2.2; yet the finite
size version provided by Theorem 2.4 implies much more. Also note that, although
the statement of Proposition 2.2 looks very clean, it is not very easy to use since
the inf involved is often very hard to compute, even for a simple event like Q =
{γ ∈ C0([0, T ],Rd) : ‖γ(s) − γ¯(s, θ0)‖ ≥ Cs, s ∈ [0, T ]}. For deviations that are
not too large, one can get some more explicit estimates using the expansion of Iθ0
stated in (2.11). The following corollary provides precise asymptotic estimates for
paths that deviate from the average by at most C#ε
β, where β ∈ (0, 1/2).
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Corollary 2.6 (Moderate deviations). Let T > 0 and ε0 small enough. For each
ε ≤ ε0, θ0 ∈ T, β ∈ (0, 12 ) and Lipschitz bounded set Q ⊂ C0([0, T ],Rd), i.e. the
Lipschitz constant is uniformly bounded, define12
Qε = {εβγ(·) + (1 − εβ)γ¯(·, θ0)}γ∈Q.
Then, for all µ ∈ Pε(θ0), Pµ,ε = (γε)∗µ, we have
lim sup
ε→0
ε1−2β logPµ,ε(Qε) ≤ − inf
γ∈Q
ILin,θ0(γ),
where
ILin,θ0(γ) =
1
2
∫ T
0
〈γ′(s)− A¯(θ¯(s, θ0)),Σ2(θ¯(s, θ0))−1
[
γ′(s)− A¯(θ¯(s, θ0))
]〉ds.
If, additionally, β < 116 then
13
lim inf
ε→0
ε1−2β logPµ,ε(Qε) ≥ − inf
γ∈intQ
ILin,θ0(γ).
In fact, Theorem 2.4 allows to estimate the probability of even smaller deviations,
up to the scale of the Central Limit Theorem, whereby providing a strong refinement
of Proposition 2.3.
Corollary 2.7 (Small deviations). For each T > 0 and ϑ ∈ (0, 1) there exists
ε0, C∗ > 0 such that, for each ε ∈ (0, ε0), µ ∈ Pε(θ0), Pµ,ε = (γε)∗µ, Lips-
chitz bounded event Q ⊂ C0([0, T ],Rd) such that ̺(θ0, Q) ≥ C∗ and setting Qε =
{ε 12 γ(·) + (1− ε 12 )γ¯(·, θ0)}γ∈Q, we have
Pµ,ε(Qε) ≤ e−ϑ infγ∈Qˆ+ ILin,θ0 (γ),
where Qˆ+ =
⋃
γ∈QB(γ, ϑ‖γ − γ¯(·, θ0)‖∞).
2.4. Local Central Limit Theorem. Given that in many cases we have seen that
the upper bound in Proposition 2.3 is sharp, one expects that typical deviations are
of order
√
εT . It is then natural to wonder about their distribution. It is possible
to prove (see e.g. [20, Theorem 5], where a related class of systems is investigated,
or [13] for a pedagogical exposition of the present case) that the deviation of zε
from the average, when rescaled by ε−
1
2 , converges towards a diffusion process. To
simplify matters we will discuss only the case d = 1, but similar results hold for
any d.
Let us describe the above statement more precisely. Once again fix θ∗0 , let x be
random and define ∆ε(t) = ε−1/2
[
θε(t)− θ¯(t, θ∗0)
]
. Then, as ε → 0, the deviation
∆ε(t) converges weakly to ∆(t), the solution of:
d∆(t) = ω¯′(θ¯(t, θ∗0))∆ℓ(t)dt+ σˆ(θ¯(t, θ
∗
0))dB(t)
∆(0) = 0,
(2.17)
where B(t) is a standard Brownian motion and14
(2.18) σˆ
2
(θ) = µθ
(
ωˆ2(·, θ) + 2
∞∑
m=1
ωˆ(fmθ (·), θ)ωˆ(·, θ)
)
.
Our next result provides a dramatic sharpening of the above statement.
12 Hence there exists C > 0 such that, if γ ∈ Qε, then ‖γ − γ¯‖L∞ ≤ Cε
β .
13 Our techniques should allow to establish a similar lower bound also for β ∈ [1/2, 1
16
], but at
the price of further work. As is, if Q is open, we have only log Pµ,ε(Qε) ≥ −C#ε
−7/8, for β ≤ 1
2
.
14 Observe that this is nothing else that the matrix element Σ21,1, which appeared in the
moderate deviations.
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Theorem 2.8. For any T > 0, there exists ε0 > 0 so that the following holds.
For any β > 0, compact interval I ⊂ R, real numbers κ > 0, ε ∈ (0, ε0) and
t ∈ [ε1/2000, T ], any fixed θ∗0 ∈ T1 and µ ∈ Pε(θ∗0), we have:∣∣∣∣∣Pµ,ε(∆ε(t) ∈ ε1/2I + κ)√ε − e−κ
2/2σ2t (θ
∗
0)
σt(θ∗0)
√
2π
Leb I
∣∣∣∣∣ ≤CT,βε1/2−7βLeb I
+ CT,βε
1/2−β,
(2.19)
where Pµ,ε = (γε)∗µ and the variance σ2t (θ) is given by
(2.20) σ2t (θ) =
∫ t
0
e
2
∫ t
s
ω¯′(θ¯(r,θ))dr
σˆ
2
(θ¯(s, θ))ds.
Note that the Gaussian in equation (2.19) is indeed the solution of (2.17).15 The
proof of Theorem 2.8 is given in Section 8.2.
Remark 2.9. If an Edgeworth expansion for (2.19) would hold, then one would
expect the next term to be O(ε1/2LebI), see [25]. Thus our error term is just slightly
bigger than the expected first term in the Edgeworth expansion. In fact, with the
technology put forward in this paper it should be possible to obtain such a correction
to the CLT at the price of explicitly computing the main contribution of some terms
that we have just estimated and considered errors. Unfortunately this, although
feasible, is computationally heavy and we decided to avoid it to keep the length and
readability of the paper (somewhat) under control.
3. Standard pairs and families
In this section we introduce standard pairs and families for our system. As
mentioned in the introductory section, this tool proved quite powerful in obtaining
quantitative statistical results in systems with some degree of hyperbolicity. The
first step is thus to establish some hyperbolicity result.
3.1. Dominated splitting.
Let us start with a preliminary inspection of the geometry of our system: for
γu, γc > 0 to be specified later, let us define the unstable cone and the center cone
as, respectively:
Cu = {(ξ, η) ∈ R2 : |η| ≤ εγu|ξ|} Cc = {(ξ, η) ∈ R2 : |ξ| ≤ γc|η|}.(3.1)
We claim that there exist γu, γc such that, if ε is small enough, dFεC
u ⊂ Cu and
dF−1ε Cc ⊂ Cc. In fact, let us compute the differential of Fε:
(3.2) dFε =
Å
∂xf ∂θf
ε∂xω 1 + ε∂θω
ã
;
consequently, if we consider the vector (1, εu)
dpFε(1, εu) = (∂xf(p) + εu∂θf(p), ε∂xω(p) + εu+ ε
2u∂θω(p))
= ∂xf(p)
Å
1 + ε
∂θf(p)
∂xf(p)
u
ã
· (1, εΞp(u))(3.3)
where
(3.4) Ξp(u) =
∂xω(p) + (1 + ε∂θω(p))u
∂xf(p) + ε∂θf(p)u
,
from which we obtain our claim, choosing for instance
γu = 2‖∂xω‖∞ and γc = 2‖∂θf‖∞.(3.5)
15 If in doubt, see [13] for details.
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In fact, for any λ′ so that λ > λ′ > 3/2, we can choose ε so small that if |u| < γu:
|Ξp(u)| < ‖∂xω‖∞ + |u|
λ′
< γu,
which proves invariance of Cu under dFε. Invariance of C
c can be similarly estab-
lished. Hence, for any p ∈ T2 and n ∈ N, we can define the quantities υ+n , un, sn, υcn
as follows:
dpF
n
ε (1, 0) = υ
+
n (1, εun) dpF
n
ε (sn, 1) = υ
c
n(0, 1)(3.6)
with |un| ≤ c and |sn| ≤ K−1. Notice that dpFε(sn(p), 1) = υcn/υcn−1(sn−1(Fεp), 1);
therefore, there exists a constant b such that:
(3.7) exp[−bε] ≤ υ
c
n
υcn−1
≤ exp[bε] .
Furthermore, define Γn =
∏n−1
k=0 ∂xf ◦ F kε , and let
a = c
∥∥∥∥∂θf∂xf
∥∥∥∥
∞
.
Clearly
(3.8) Γn exp[−aεn] ≤ υ+n ≤ Γn exp[aεn] .
3.2. Standard pairs: definition and properties.
We now proceed to define standard pairs for our system: we begin by introducing
real standard pairs (which are just special probabilities measures), and then proceed
to extend our definitions to complex standard pairs.
3.2.1. Real standard pairs. Let us fix a small δ > 0, and D1, D
′
1 > 0 large to be
specified later; for any c1 > 0 let us define the set of functions
Σc1 = {G ∈ C3([a, b],T1) : a, b ∈ T1, b− a ∈ [δ/2, δ],
‖G′‖ ≤ εc1, ‖G′′‖ ≤ εD1c1, ‖G′′′‖ ≤ εD′1c1}.
Let us associate to each G ∈ Σc1 the map G(x) = (x,G(x)) whose image is a curve
–the graph of G– which will be denoted by γG; such curves are called standard
curves. For any c2, c3 > 0 define the set of (c2, c3)-standard probability densities
on the standard curve γG as
DRc2,c3(G) =
®
ρ ∈ C2([a, b],R>0) :
∫ b
a
ρ(x)dx = 1,
∥∥∥∥ρ′ρ
∥∥∥∥ ≤ c2, ∥∥∥∥ρ′′ρ
∥∥∥∥ ≤ c3
´
.
A real (c1, c2, c3)-standard pair ℓ is given by ℓ = (G, ρ) where G ∈ Σc1 and ρ ∈
DRc2(G). A real standard pair ℓ = (G, ρ) induces a probability measure µℓ on T
2
defined as follows: for any Borel-measurable function g on T2 let
µℓ(g) :=
∫ b
a
g(x,G(x))ρ(x)dx.
We define16 a standard family L = ({ℓj},ν) as a (finite or) countable collection
of standard pairs {ℓj} endowed with a finite factor measure ν, i.e. we associate
to each standard pair ℓj a positive weight νℓj so that
∑
ℓ∈L νℓ < ∞. A standard
family L naturally induces a finite measure µL on T
2 defined as follows: for any
Borel-measurable function g on T2 we let
µL(g) :=
∑
ℓ∈L
νℓµℓ(g).
16 We remark that this is not the most general definition of standard family, yet it suffices for
our purposes and it allows to greatly simplify our notations.
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A standard family is a standard probability family if the induced measure is a
probability measure (i.e. if ν is itself a probability measure). Let us denote by ∼
the equivalence relation induced by the above correspondence i.e. we let L ∼ L′ if
and only if µL = µL′ .The key property of the above objects is that the pushforward
of a standard family is a standard family [12, Proposition 5.2].
Unfortunately, to study large deviations we will need to consider a more general
pushforward in which the density is first multiplies by some real positive function
(called weight, which logarithm is called potential) and then pushforwarded (see
equation (3.11)). This is analogous to the use of twisted transfer operators so
useful in the analytic approach to the statistical properties of dynamical systems
[5]. Yet, for the study of the CLT not even this suffices: we need to multiply the
density by a complex phase. It is then necessary to generalize the above concepts to
the complex setting. As the proofs for complex and real weights are essentially the
same, we proceed directly in introducing complex potentials and prove the needed
generalization of [12, Proposition 5.2] : Proposition 3.3.
3.2.2. Complex standard pairs. We now proceed to introduce complex standard
pairs. Let us first define the set of complex standard densities:
DCc2,c3(G) =
®
ρ ∈ C2([a, b],C∗) :
∫ b
a
ρ(x)dx = 1,
∥∥∥∥ρ′ρ
∥∥∥∥ ≤ c2, ∥∥∥∥ρ′′ρ
∥∥∥∥ ≤ c3
´
,(3.9)
where we denote C∗ = C \ {0}. Yet, this time, for technical reasons, we cannot
chose the length fixed once an for all. So we will consider standard curves ΣCc1
made of curves of length b − a ∈ [δC/2, δC] for some δC ∈ (0, δ). We then require
c2δC ≤ π/10. A complex standard pair is then given by ℓ = (G, ρ) where G ∈ ΣCc1
and ρ ∈ DCc2,c3(G); a complex standard pair induces a natural complex measure
on T2. A complex standard family L is defined as its real counterpart, but now
we allow ℓj ’s to be complex standard pairs and ν to be a complex measure so that∑
ℓ∈L |νℓ| < ∞. Clearly, a complex standard family naturally induces a complex
measure on T2.
We will say that b − a is the length of the standard pair and we will say that a
family L has length δC if each ℓ ∈ L has length bℓ − aℓ ∈ [δC/2, δC].
Lemma 3.1 (Variation). Let G ∈ ΣCc1 be a standard curve and ρ ∈ DCc2,c3(G); if δ
is sufficiently small we have:
Range ρ ⊂ {z = reiϑ ∈ C : e−2c2δC < r(b − a) < e2c2δC , |ϑ| < c2δC}.
Proof. Observe that, by definition of standard density we have ‖(log ρ)′‖ ≤ c2;
since we are assuming c2δC ≤ π/10, we can unambiguously define the function
log ρ, which is contained in a square S ⊂ C of side c2δC. Thus, Range ρ ⊂ expS,
which is an annular sector. The normalization condition
∫
ρ = 1 and the mean value
theorem imply that expS must non-trivially intersect the sets {Re z = (b − a)−1}
and {Im z = 0}; these two conditions immediately imply that expS ⊂ {reiϑ ∈ C :
|ϑ| < c2δC}. It is then immediate to show that
expS ⊂
ß
reiϑ : e−c2δC < r(b − a) < 1
cos(c2δC)
ec2δC
™
,
which concludes the proof. 
Remark 3.2. The above lemma also implies a uniform C2 bound on standard
densities given by ‖ρ‖C2 ≤ e2c2δCc3δ−1C . Moreover, we have
|µℓ| < e2c2δC ,(3.10)
where |µℓ| is the standard total variation norm.
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The key property of the class of real standard pairs is its invariance under push-
forward by the dynamics; we are now going to prove a more general result. Let
P ⊂ C2(T2,C) be a family of smooth functions with uniformly bounded C2-norm;
we denote by ‖P‖Cr = supΩ∈P ‖Ω‖Cr . For any Ω ∈ P define the operator Fε∗,Ω
acting on a complex measure µ as follows: for any measurable function g of T2
(3.11) [Fε∗,Ωµ] (g) := µ(eΩ · g ◦ Fε).
We call Fε∗,Ω the weighted push-forward operator with potential Ω; observe that
Fε∗,0 = Fε∗ is the usual push-forward.
Proposition 3.3 (Invariance). Given a family of complex potentials P, there
exist c1, c2, c3 and δ such that the following holds. For any Ω ∈ P and complex
(c1, c2, c3)-standard family L of length δC ≤ min{δ, π/(10 c2)}, the complex measure
Fε∗,ΩµL can be decomposed in complex (c1, c2, c3)-standard pairs, i.e. there exists
a complex (c1, c2, c3)-standard family L
′
Ω, of length δC, such that Fε∗,ΩµL = µL′Ω .
We say that L′Ω is a (c1, c2, c3)-standard decomposition of Fε∗,ΩµL and we write
–with a little abuse of notation– L′Ω ∼ Fε∗,ΩL. Moreover, the constant c1 does not
depend on P, whereas the constants c2 and c3 (and consequently δ) can be chosen
as follows:
c2 ≥ C#(1 + ‖P‖C1) c3 ≥ C#(1 + ‖P‖C2 + ‖P‖2C1).(3.12)
Proof. For simplicity, let us assume that L is given by a single complex standard
pair ℓ; the general case does not require any additional ideas and it is left to the
reader.
Let then ℓ = (G, ρ) be a complex (c1, c2, c3)-standard pair. For any sufficiently
smooth function A on T2, by the definition of standard curve, it is trivial to check
that:
‖(A ◦G)′‖ ≤ ‖dA‖(1 + εc1)(3.13a)
‖(A ◦G)′′‖ ≤ ε‖dA‖D1c1 + ‖dA‖C1(1 + εc1)2(3.13b)
‖(A ◦G)′′′‖ ≤ ε‖dA‖D′1c1 + ‖dA‖C2(1 + ε(1 +D1)c1)3.(3.13c)
Let us then introduce the maps fG = f ◦ G, ωG = ω ◦ G and ΩG = Ω ◦ G. We
will assume ε to be small enough (depending on our choice of c1) so that f
′
G
≥
λ − εc1‖∂θf‖ > 3/2; in particular, fG is an expanding map. Provided δ has been
chosen small enough, fG is invertible. Let ϕ(x) = f
−1
G
(x). Differentiating we obtain
ϕ′ =
1
f ′
G
◦ ϕ ϕ′′ = − f
′′
G
f ′3
G
◦ ϕ ϕ′′′ = 3f
′′2
G
− f ′′′
G
f ′
G
f ′5
G
◦ ϕ.(3.14)
Then, by definition, for any measurable function g:
Fε∗,Ωµℓ(g) = µℓ(eΩ · g ◦ Fε)
=
∫ b
a
g(fG(x), G¯(x)) · eΩG(x)ρ(x)dx,
where G¯(x) = G(x) + εωG(x). Then, fix a partition (mod 0) [fG(a), fG(b)] =⋃
j∈J [aj , bj ], with bj − aj ∈ [δC/2, δC] and bj = aj+1. We can thus write:
(3.15) Fε∗,Ωµℓ(g) =
∑
j
∫ bj
aj
g(x,Gj(x))ρ˜j(x)dx,
provided that Gj = G¯ ◦ ϕj and ρ˜j(x) = eΩG◦ϕj · ρ ◦ ϕj · ϕ′j , where ϕj = ϕ|[aj ,bj ].
In order to conclude our proof it suffices to show that (i) there exists c1 large
enough so that if G ∈ Σc1 , then Gj ∈ Σc1 , and (ii) there exist c2, c3 large enough
LIMIT THEOREMS 17
and δ small enough so that if ρ ∈ DCc2,c3(G), ρ˜j can be normalized to a complex
standard density belonging to DCc2,c3(Gj).
Item (i) follows from routine computations: differentiating the above definitions
and using (3.14) we obtain
G′j =
G¯′
f ′
G
◦ ϕj(3.16a)
G′′j =
G¯′′
f ′2
G
◦ ϕj −G′j ·
f ′′
G
f ′2
G
◦ ϕj(3.16b)
G′′′j =
G¯′′′
f ′3
G
◦ ϕj − 3G′′j ·
f ′′
G
f ′2
G
◦ ϕj −G′j ·
f ′′′
G
f ′3
G
◦ ϕj(3.16c)
Using (3.16a), the definition of G¯ and (3.13a) we obtain, for small enough ε:
‖G′j‖ ≤
∥∥∥∥G′ + εω′Gf ′
G
∥∥∥∥ ≤ 23(1 + ε‖dω‖)εc1 + 23ε‖dω‖ ≤ 34εc1 + εD1
where D1 =
2
3‖dω‖. We can then fix c1 large enough so that the right hand side
of the above inequality is less than c1. Next we will use C∗ for a generic constant
depending on c1, D1, D
′
1 and C# for a generic constant depending only on Fε. Then,
we find17
‖G′′j ‖ ≤
3
4
ε[c1D1 + C#] + ε
2C∗ ;
‖G′′′j ‖ ≤
3
4
ε [c1(D
′
1 +D1C# + C#) + C#] + ε
2C∗.
We can then fix c1, D
′
1 sufficiently large and then ε sufficiently small to ensure that
the Gj’s are c1-standard pairs. We now proceed with item (ii); by differentiating
the definition of ρ˜j we obtain
ρ˜′j
ρ˜j
=
ρ′
ρ · f ′
G
◦ ϕj − f
′′
G
f ′2
G
◦ ϕj + Ω
′
G
f ′
G
◦ ϕj(3.17a)
ρ˜′′j
ρ˜j
=
ρ′′
ρ · f ′2
G
◦ ϕj − 3
ρ˜′j
ρ˜j
· f
′′
G
f ′2
G
◦ ϕj − f
′′′
G
f ′3
G
◦ ϕj+(3.17b)
+ 2
ρ′Ω′
G
ρf ′
G
2
◦ ϕj + Ω
′
G
2
f ′
G
2
◦ ϕj + Ω
′′
G
2
f ′
G
2
◦ ϕj .
From the first of the above expressions and (3.13a) we gather:∥∥∥∥∥ ρ˜′jρ˜j
∥∥∥∥∥
C0
≤ 2
3
∥∥∥∥ρ′ρ
∥∥∥∥
C0
+D + C#‖Ω‖C1 ,
where D is a uniform constant related to the distortion of the maps f(·, θ), which
can be obtained using our uniform bounds on ‖G′j‖ and ‖G′′j ‖. The above expression
implies that we can choose c2 = O(1 + ‖Ω‖C1) so that if ‖ρ′/ρ‖C0 ≤ c2, then
‖ρ˜′j/ρ˜j‖C0 ≤ c2. A similar computation, using (3.17b), yields:∥∥∥∥∥ ρ˜′′jρ˜j
∥∥∥∥∥ ≤ 49
∥∥∥∥ρ′′ρ
∥∥∥∥+ C#(‖Ω‖C2 + ‖Ω‖2C1 + c2(‖Ω‖C1 +D) +D′),
where, once again, D′ is uniformly bounded thanks to our bounds on ‖G′j‖, ‖G′′j ‖
and ‖G′′′j ‖. As before, this implies the existence of c3 = O(1 + ‖Ω‖C2 + ‖Ω‖2C1) so
that if ‖ρ′′/ρ‖C0 ≤ c3, then ‖ρ˜′′j /ρ˜j‖C0 ≤ c3.
17 The reader can easily fill in the details of the computations.
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We are now left to show that, using our requirement on δC:
(3.18) νj :=
∫ bj
aj
ρ˜jdx 6= 0;
this implies that ρj := ν
−1
j ρ˜j ∈ DCc2,c3(Gj), which concludes our proof: in fact,
define the standard family L′Ω given by ({ℓj},ν), where νℓj = νj ; then we can
rewrite (3.15) as follows:
Fε∗,Ωµℓ(g) =
∑
ℓ˜∈L′
Ω
νℓ˜µℓ˜(g) = µL′Ω(g).
The proof of (3.18) follows from arguments similar to the ones used in the proof of
Lemma 3.1: in fact δC is sufficiently small so that the function log ρ˜j can be defined
and it is contained in a square of side c2δC. Therefore, Range ρ˜j is contained in an
annular sector of small aperture, whose convex hull is bounded away from 0; this
implies that νj 6= 0. 
Remark 3.4. Assume L to be a standard probability family and Ω ∈ C2(T2,R):
then L′Ω is also a real standard family. Moreover, L
′
0 is a standard probability
family.
Remark 3.5. A quick inspection to the proof of Proposition 3.3 shows that we can
choose the standard family L′Ω to be of length
3
2δC, provided
3
2δC ≤ min{δ, π/(10 c2)}.
Remark 3.6. Note that if ℓ = (G, ρ) is a complex standard pair, then ℓR =
(G, |ρ|) is also a complex standard pair, and indeed is a regular standard pair
if δC = δ. Moreover form the arguments in the proof of Proposition 3.3 it fol-
lows that, for δ small enough, if LΩ = {ℓ}, calling L′Ω = {{ℓ′}ℓ′∈L′Ω ,νℓ′} and
L′Re(Ω) = {{ℓ′R}ℓ′∈L′Ω ,νR,ℓ′} the family obtained applying Proposition 3.3 to {ℓR} we
have |νℓ′ | ≥ c#νR,ℓ′ .
We say that ℓ is a P-standard pair if c1, c2, c3 and δC are so that Proposition 3.3
holds with respect to the family P. Given a P-standard pair ℓ and a sequence
of potentials (Ωk)k∈N = Ω ∈ PN, we denote (again with an abuse of notation)
by L
(n)
ℓ,Ω a standard decomposition of F
(n)
ε∗,Ωµℓ = Fε∗,Ωn−1 · · ·Fε∗,Ω0µℓ, which we
obtain by iterating the above proposition. By definition, therefore, we have, for
any sufficiently smooth function g of T2:
(3.19) F
(n)
ε∗,Ω µℓ(g) =
∑
ℓ˜∈L(n)
ℓ,Ω
νℓ˜µℓ˜(g) = µℓ
(
eSnΩg ◦ Fnε
)
,
where we have defined the “Birkhoff sum” SnΩ =
∑n−1
k=0 Ωk ◦ F kε . In particu-
lar, (3.19) implies that µℓ
(
eSnΩ
)
=
∑
ℓ˜∈L(n)
ℓ,Ω
νℓ˜.
Remark 3.7. The proof of Proposition 3.3 allows to define, for any ℓ˜ ∈ L(n)ℓ,Ω
the corresponding characteristic function 1ℓ˜, that is a random variable on ℓ which
equals 1 on points which are mapped to ℓ˜ by Fnε and 0 elsewhere. This allows to
write:
νℓ˜ = µℓ
(
eSnΩ1ℓ˜
)
(3.20a)
µℓ˜(g) = ν
−1
ℓ˜
µℓ
(
eSnΩ1ℓ˜ · g ◦ Fnε
)
,(3.20b)
Observe that (3.20a) and (3.10) immediately implies that, for any n ∈ N:
(3.21)
∑
ℓ˜∈L(n)
ℓ,Ω
|νℓ˜| ≤ exp
[
n−1∑
k=0
maxReΩk + 2c2δC
]
.
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Moreover,
(3.22)
∑
ℓ1∈L(n)ℓ,Ω
∑
ℓ2∈L(n)ℓ1,snΩ
· · ·
∑
ℓm∈L(n)
ℓm−1,s
n(m−1)
Ω
m∏
j=1
|νℓj | ≤ e
∑nm−1
k=0
maxReΩke2c2δC ,
where s is the one-sided shift acting naturally on PN. In fact, the above is just
a special choice of standard decomposition for F
(nm)
ε∗,Ω µℓ, indexed by a m-tuple of
standard pairs (ℓ1, · · · , ℓm−1) selected at intermediate steps of length n.
Remark 3.8. Given a standard pair ℓ = (G, ρ), we will interpret (xk, θk) as random
variables defined as (xk, θk) = F
k
ε (x,G(x)), where x is distributed according to ρ.
We would like do the same for complex standard pairs. Of course, in this case
(xk, θk) will be random variables under Re(ρ) only, so we will simply say that they
are functions distributed according to ρ, or, for brevity, functions on ℓ.
Finally, let us define the set “good probability measures” mentioned in Section 2.
Fix C⋆ > 0 large enough; given θ
∗
0 ∈ T, we define
(3.23) Pε(θ∗0) = {µL : µL(Gℓ) = θ∗0 , sup
ℓ∈L
|Gℓ−θ∗0 | ≤ C⋆ε, L ∈ standard families},
where µL(Gℓ) :=
∑
ℓ∈L νℓ
∫
T
Gℓ(x)ρℓ(x)dx.
4. Averaging
This section is devoted to the proof of Theorem 2.1. The aim of this section is
mostly notational and didactic; therefore, we keep things as simple as possible we
provide the proof only for the variable θ since the argument for z is exactly the
same.
In the following, given a standard pair ℓ = (G, ρ), we will use the notation
θ∗ℓ = µℓ(θ0) and θ¯
∗
ℓ,k = θ¯(εk, θ
∗
ℓ )(4.1)
where, according to Remark 3.8, we consider θ0 = G to be a random variable on the
standard pair ℓ and we denote with θ¯(t, θ∗) the unique solution of (2.3) for initial
condition θ¯(0) = θ∗.
Remark 4.1. We find it convenient to prove the theorem for slightly more general
initial condition: standard pairs ℓε s.t. µℓε ∈ Pε(θ0). In the following we will drop
the subscript ε in the standard pair since this does not create confusion.
4.1. Deterministic approximation.
First, we provide a preliminary useful approximation result, which allows to com-
pare the true dynamics with a fixed one for times of order ε−1/2: for fixed θ∗ ∈ T1,
let us introduce18 the map F∗(x, θ) = (f∗(x), θ), where f∗(x) = f(x, θ∗).
Lemma 4.2. Consider a standard pair ℓ = (G, ρ) and fix θ∗ ∈ T1 at a distance
at most ǫ from the range of G.19 For any n ∈ N so that ǫn + n2ε ≤ C#, there
exists a diffeomorphism Yn : [a, b] → [a∗, b∗] such that (xn, θn) = Fnε (x,G(x)) =
(fn∗ (Yn(x)), θn) = F
n
∗ (Yn(x), θn). In addition, for all k ∈ {0, · · · , n} and setting
18 The reader should not confuse the notation F∗, which is a map of T2, with the push-forward
Fε∗ introduced in the previous section.
19 We will typically apply this Lemma to the case θ∗ = θ∗ℓ .
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x∗k = f
k∗ (Yn(x)), ∥∥∥∥∥∥θk − θ∗ − ε
k−1∑
j=0
ω(x∗j , θ
∗)
∥∥∥∥∥∥
C0
≤ C#[ǫ+ ε2k2],∥∥∥∥∥∥x∗k − xk + ε
n−1∑
j=k
Λ∗k,j∂θf(x
∗
j , θ
∗)
j−1∑
l=0
ω(x∗l , θ
∗)
∥∥∥∥∥∥
C0
≤ C#[ǫ+ ε2k2],
∥∥∥∥∥1− Y ′n
n−1∏
k=0
f ′∗(x∗k)
∂xf(xk, θk)
∥∥∥∥∥
C0
≤ C#nε,
where we defined Λ∗k,j =
∏j
l=k f
′
∗(x
∗
l )
−1 = (f j−k+1∗ )′(x∗k)
−1 ≤ λk−j−1 and ‖ · ‖C0
denotes the usual sup-norm of the random variables seen as functions of x ∈ [a, b].
Proof. Let us denote with πx : T
2 → T the canonical projection on the x coordinate;
then, for x, z ∈ T and ̺ ∈ [0, 1], define
Hn(x, z; ̺) = πxFn̺ε(x, θ∗ + ̺(G(x) − θ∗))− fn∗ (z).
Note that, Hn(x, x; 0) = 0, in addition, for any x, ̺:
∂zHn(x, z; ̺) = −(fn∗ )′(z) 6= 0.
Accordingly, by the implicit function theorem, for any n ∈ N and ̺ ∈ [0, 1], there
exists a diffeomorphism Yn(·; ̺) such thatHn(x, Yn(x; ̺); ̺) = 0; from now on Yn(x)
stands for Yn(x; 1). Observe moreover that
Y ′n =
(πxF
n
ε ◦G)′
(fn∗ )′ ◦ Yn
=
(1−G′sn)υ+n
(fn∗ )′ ◦ Yn
,(4.2)
where we have used the notations introduced in (3.6).
Next, we want to estimate to which degree {(x∗k, θ∗)}nk=0 shadows the true tra-
jectory. Observe that
θk = ε
k−1∑
j=0
ω(xj , θj) + θ0
thus |θk − θ∗| ≤ C#εk + ǫ. Accordingly, let us set ξk = x∗k − xk; then by the mean
value theorem we obtain, for some x, θ ∈ T:
|ξk+1| = |f ′∗(x) · ξk + ∂θf(xk, θ) · (θk − θ∗)| ≥ λ|ξk| − C#(θk − θ∗)
which, by backward induction, using the fact that ξn = 0 and our previous estimates
on |θk − θ∗|, yields |ξk| ≤ C#(ǫ + εk). We thus obtain:
θk − θ∗ = θ0 − θ∗ + ε
k−1∑
j=0
ω(x∗j , θ
∗) +O(ε(ǫk + εk2))
ξk = −
n−1∑
j=k
Λ∗k,j∂θf(x
∗
j , θ
∗)
(
ε
j−1∑
l=0
ω(x∗l , θ
∗) +O(ǫ + ε2j2)
)
.
Finally, recalling (4.2), (3.8) and using invariance of the center cone, we have
e−c#εn
n−1∏
k=0
∂xf(xk, θk)
f ′∗(x∗k)
≤
∣∣∣∣(1−G′sn)υ+n(fn∗ )′
∣∣∣∣ ≤ ec#εn n−1∏
k=0
∂xf(xk, θk)
f ′∗(x∗k)
.
Accordingly, Yn is invertible with uniformly bounded derivative, since we assume
nǫ+ n2ε ≤ C#.20 
20 On the contrary, the reader can easily check that ‖Y ′′n ‖∞ ∼ λn.
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4.2. Proof of the Averaging Theorem.
Let us now ready to prove our first result.
Proof of Theorem 2.1. Let ℓ be a standard pair; recall that we defined ωˆ(x, θ) =
ω(x, θ)− ω¯(θ); for any t, h > 0 define H = H(t, h) = ⌊(t+ h)ε−1⌋− ⌊tε−1⌋; observe
that |H(t, h)− ⌊hε−1⌋| ≤ 1. Let us start by computing
µℓ
Öε ⌊(t+h)ε−1⌋−1∑
k=⌊tε−1⌋
ωˆ(xk, θk)
2
è
=
∑
ℓ1∈L(⌊tε
−1⌋)
ℓ
H−1∑
k=0
ε2νℓ1µℓ1(ωˆ
2 ◦ F kε )+
+
∑
ℓ1∈L(⌊tε−1⌋)ℓ
2
H−1∑
j=0
H−1∑
k=j+1
∑
ℓ2∈L(j)ℓ1
ε2νℓ1νℓ2µℓ2(ωˆ ◦ F k−jε · ωˆ),(4.3)
where we repeatedly used Proposition 3.3 and the notation introduced before (3.19)
without Ω, since in this case Ω = 0.
Next, using Lemma 4.2 we introduce, for any standard pair ℓ˜ = (G˜, ρ˜), the
diffeomorphisms Y = YH and let [a
∗, b∗] = Y ([a, b]). Let us call ρ∗ = ρ˜◦Y
−1
Y ′◦Y −1 the
push-forward of ρ˜ by Y , also let θ∗
ℓ˜
= µℓ˜(θ). For any functions ϕ, g ∈ C1(T2) and
k ∈ N, Lemma 4.2 implies
µℓ˜(g ◦ F kε · ϕ) =
∫ b∗
a∗
ρ∗(x)ϕ(Y −1(x), θ∗
ℓ˜
) · g(fkθ∗
ℓ˜
(x), θ∗
ℓ˜
)dx+O(kε‖g‖C1‖ϕ‖C1)
=
∫ b
a
ρ˜(x)ϕ(x, θ∗
ℓ˜
) · g(fkθ∗
ℓ˜
(x), θ∗
ℓ˜
)dx+O(k2ε‖g‖C1‖ϕ‖C1).
To continue we introduce one of the main tools in the study of hyperbolic systems:
the transfer operator (for now, without potential). Let
Lθg(x) =
∑
y∈f−1
θ
(x)
g(y)
f ′θ(y)
.
The basic properties of these operators are well known (see e.g. [5]) but in the
following we need several quite sophisticated facts that are either not easily found
or absent altogether in the literature. To help the reader we have collected all
the needed properties in Appendix A.21 We can thus estimate the quantity in the
second line of (4.3) as
µℓ2(ωˆ ◦ F lε · ωˆ) =
∫
[Llθ∗
ℓ2
(1[a,b]ρωˆ)](x, θ
∗
ℓ2) · ωˆ(x, θ∗ℓ2)dx +O(l2ε) =
=
∫
T1
hθ∗
ℓ2
(x)ωˆ(x, θ∗ℓ2)dx
∫ b
a
ρ(x)ωˆ(x, θ∗ℓ2)dx+O(l2ε+ τ l) =
= O(l2ε+ τ l),
where we used the fact that µθ(ωˆ(·, θ)) = 0 by construction and τ ∈ (0, 1) where
1− τ is a lower bound on the spectral gap of Lθ for any θ ∈ T
21 For the time being we need only that
∫
gLθφ =
∫
g◦fθφ and that, seen as an operator acting
on BV , Lθ has 1 as a maximal eigenvalue, a spectral gap, and hθ (the eigenfunction associated to
the eigenvalue 1) is the Cr−1 density of the unique absolutely continuous invariant measure of fθ.
In other words Lθ has the spectral decomposition Lθg = hθ
∫
g + Rg, where the spectral radius
of R is smaller that some τ ∈ (0, 1).
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Collecting all the above considerations we obtain
µℓ
Öε ⌊(t+h)ε−1⌋−1∑
k=⌊tε−1⌋
ωˆ(xk, θk)
2
è
≤ C#ε2
H−1∑
k=0
[
1 +
H−k−1∑
j=1
{τ j + j2ε}
]
(4.4)
≤ C#[εh+ ε−1h4] ≤ C#ε5/3,
where at the very last step we have chosen h = ε2/3, which optimizes the estimate.
Recall now the definition of the random element θε ∈ C0([0, T ],R), defined in (2.7).
As previously observed, the functions θε are uniformly Lipschitz of constant ‖A‖C0 .
Using the Cauchy–Schwarz inequality and (4.4):
µℓ
(∣∣∣∣∣θε(t)− θε(0)−
∫ t
0
ω¯(θε(s))ds
∣∣∣∣∣
2)
≤ ⌊th−1⌋
⌊th−1⌋−1∑
r=0
µℓ
(∣∣∣∣∣θε((r + 1)h)− θε(rh) −
∫ (r+1)h
rh
ω¯(θε(s))ds
∣∣∣∣∣
2)
≤ ⌊th−1⌋
⌊th−1⌋−1∑
r=0
µℓ
Ö∣∣∣∣∣∣ε ⌊(r+1)hε−1⌋−1∑k=⌊rhε−1⌋ ωˆ(xk, θk) +O(εh)
∣∣∣∣∣∣
2
è
≤ C#t2[εh−1 + ε−1h2 + ε] ≤ C#t2ε 13 ,
where at the very last step we have chosen h = ε2/3. Chebyshev inequality then
implies, for any t ≤ T :
(4.5) µℓ
Ç®∣∣∣∣∣θε(t)− θε(0)− ∫ t0 ω¯(θε(s))ds
∣∣∣∣∣ ≥ C#ε1/8
´å
≤ C#T 2ε1/3ε−1/4.
Let us partition the interval [0, T ] in N = ⌊Tε−1/24⌋ intervals of endpoints
0 = t0 < t1 < · · · < tN = T,
where for any k ∈ {0, · · · , N − 1} we have ε1/24 ≤ tk+1 − tk < 2ε1/24. Since θε is
uniformly Lipschitz and using (4.5), we conclude:
µℓ
Ç®
sup
t∈[0,T ]
∣∣∣∣∣θε(t)− θε(0)−
∫ t
0
ω¯(θε(s))ds
∣∣∣∣∣ ≥ C#ε1/24
´å
≤ µℓ
(
N−1⋃
k=0
®∣∣∣∣∣θε(tk)− θε(0)− ∫ tk0 ω¯(θε(s))ds
∣∣∣∣∣ ≥ C#ε1/24
´)
≤ C#T 3ε1/24.
(4.6)
Since θε are a uniformly Lipschitz family of paths, they form a compact set by
Ascoli–Arzela` Theorem. Consider then any converging subsequence θεj ; choosing
ε = εj and taking the limit of (4.6) for j → ∞ it follows that all accumulation
points of θε are solutions of the integral version of (2.3). Since such differential
equation admits a unique solution, we conclude that the limit exists and it is given
by the solution of (2.3).
If we consider now the initial conditions of the Lemma, which allow to consider
all random variables on the same probability space, we immediately have the result
for θ. The results for z is more of the same. 
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Remark 4.3. Note that it may be possible to obtain this result almost surely rather
than in probability. We do not push this venue since it is irrelevant for our pur-
poses.22
Remark 4.4. The bound (4.6) was obtained by estimating the second moment.
This gave us a simple argument, but not sufficient for our later needs. To get
sharper bounds we will need to estimate the exponential moment, which is tanta-
mount to studying large deviations.
5. Moment generating function
We now begin the study of deviations from the average behavior described in
the previous section. We start with the problem of investigating large and moderate
deviations. It is well known that such information can be obtained from precise
estimates of the exponential moment generating function. Hence our next goal is
the study of this object. In order to do so it turns out to be helpful to have an
approximate description of the dynamics that is more refined than the one presented
in Lemma 4.2. This is achieved in the next subsection.
5.1. Random approximation.
In order to obtain our main results Theorem 2.4 and Theorem 2.8, we will need to
control deviations from the average with resolution up to order ε; this requires very
fine bounds which we proceed to obtain in this subsection.
For later reference, we find convenient to state such estimates in a slightly more
general form than needed for our immediate purposes; we introduce two different
notions of deviation from the average: let ℓ be a standard pair; recall the nota-
tion θ¯∗ℓ,k = θ¯(εk, θ
∗
ℓ ) introduced in (4.1), where θ
∗
ℓ = µℓ(Gℓ). Let us also define
the functions θ¯k(θ) = θ¯(εk, θ) (observe that θ¯
∗
ℓ,k = θ¯k(θ
∗
ℓ )). Then we define two
corresponding notions of deviation:
∆∗ℓ,k(x, θ) = θk(x, θ) − θ¯∗ℓ,k(5.1a)
∆k(x, θ) = θk(x, θ) − θ¯k(θ).(5.1b)
Since |θk − θ0| ≤ C#εk, |θ¯∗ℓ,k − θ∗ℓ | ≤ C#εk, |θ¯k − θ| ≤ C#εk and |θ0 − θ∗ℓ | ≤ C#ε,
we trivially find
|∆∗ℓ,k| ≤ C#ε(k + 1) |∆k| ≤ C#εk.(5.2)
Moreover, observe that
θk+1 − θk = εω¯(θk) + εωˆ(xk, θk)
θ¯∗ℓ,k+1 − θ¯∗ℓ,k = εω¯(θ¯∗ℓ,k) +
1
2
ε2ω¯′(θ¯∗ℓ,k)ω¯(θ¯
∗
ℓ,k) +O(ε3),
θ¯k+1 − θ¯k = εω¯(θ¯k) + 1
2
ε2ω¯′(θ¯k)ω¯(θ¯k) +O(ε3),
where, recall ω¯(θ) = µθ(ω(·, θ)) and ωˆ(·, θ) = ω(·, θ) − ω¯(θ). The above equations
yield the difference equations:
∆∗ℓ,k+1 −∆∗ℓ,k = εωˆ(xk, θk) + εω¯′(θ¯∗ℓ,k)∆∗ℓ,k+
+
ε
2
ω¯′′(θ¯∗ℓ,k)(∆
∗
ℓ,k)
2 − ε
2
2
ω¯′(θ¯∗ℓ,k)ω¯(θ¯
∗
ℓ,k) +O(ε(∆∗ℓ,k)3 + ε3).(5.3a)
∆k+1 −∆k = εωˆ(xk, θk) + εω¯′(θ¯k)∆k+
+
ε
2
ω¯′′(θ¯k)(∆k)2 − ε
2
2
ω¯′(θ¯k)ω¯(θ¯kk) +O(ε(∆k)3 + ε3).(5.3b)
22 But see [38] for a discussion of possible counterexamples.
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Define now the auxiliary functions:
H∗ℓ,k =
k−1∑
j=0
Ξ∗ℓ,j,k
[
ωˆ(xj , θj)− ε
2
ω¯′(θ¯∗ℓ,j)ω¯(θ¯
∗
ℓ,j)
]
,(5.4a)
Hk =
k−1∑
j=0
Ξj,k
[
ωˆ(xj , θj)− ε
2
ω¯′(θ¯j)ω¯(θ¯j)
]
,(5.4b)
where
Ξ∗ℓ,j,k =
k−1∏
l=j+1
[
1 + εω¯′(θ¯∗ℓ,l)
]
Ξj,k =
k−1∏
l=j+1
[
1 + εω¯′(θ¯l)
]
.(5.5)
We are now finally ready to state and prove the needed approximation. The fol-
lowing lemma is a refinement of Lemma 4.2.
Lemma 5.1. For any T > 0, 0 ≤ k ≤ Tε−1 and standard pair ℓ, we have
∆∗ℓ,k − εH∗ℓ,k = ε
k−1∑
j=0
Ξ∗ℓ,j,k
ñ
ω¯′′(θ¯∗ℓ,j)
2
(∆∗ℓ,j)
2 +O((∆∗ℓ,j)3 + ε2)
ô
(5.6a)
+ Ξ∗ℓ,−1,k∆
∗
ℓ,0
∆k − εHk = ε
k−1∑
j=0
Ξj,k
ï
ω¯′′(θ¯j)
2
(∆j)
2 +O((∆j)3 + ε2)
ò
.(5.6b)
Proof. Observe that (5.4a) implies |H∗ℓ,k| ≤ C#k. Also, it is immediate to check
that, by definition, H∗ℓ,k satisfies the following recurrence equation:
H∗ℓ,k+1 = ωˆ(xk, θk) + (1 + εω¯
′(θ¯∗ℓ,k))H
∗
ℓ,k −
ε
2
ω¯′(θ¯∗ℓ,k)ω¯(θ¯
∗
ℓ,k).
Hence, by (5.3a),
∆∗ℓ,k+1 − εH∗ℓ,k+1 = (1 + εω¯′(θ¯∗ℓ,k))
[
∆∗ℓ,k − εH∗ℓ,k
]
+
ε
2
ω¯′′(θ¯∗ℓ,k)(∆
∗
ℓ,k)
2
+O(ε(∆∗ℓ,k)3 + ε3).
The first statement of the lemma then follows by induction, since H∗ℓ,0 = 0. The
second statement follows by identical computations and the observation that, by
definition, we have ∆0 = 0. 
5.2. Computation of the exponential moment.
We can now proceed to the main result of this section, which is the precise compu-
tation of the exponential moment. The goal is to compute it with an error much
smaller than currently available in the literature. This will allow to obtain precise
information not only on large, but also on moderate deviations, as will be shown
in the next two sections.
In this section, given a (c1, c2, c3)-standard pair ℓ = (G, ρ), we will call it simply
a c2-standard pair, since c1 will be always fixed (as in the rest of the paper) and c3 is
irrelevant for the estimates in this section. Recall that we fixed A = (A1, · · · , Ad) ∈
C3(T2,Rd), with A1 = ω; we also introduced the notation A¯(θ) = µθ(A(·, θ)) and
Aˆ = A − A¯. Recall that θ∗ℓ = µℓ(G) =
∫ b
a
ρ(x)G(x)dx (hence it belongs to the
range of the standard pair ℓ). Moreover, recall that we are under the standing
assumption (A1’).
Remark 5.2. In this section we will use the notation BV([0, T ],Rd) to denote the
space of functions in Rd whose components are bounded variation functions. Recall
LIMIT THEOREMS 25
that, given a L1 function ϕ : I → Rd, its BV-norm is defined as:
‖ϕ‖BV(I) = ‖ϕ‖L1(I) + VI(ϕ),
where VI(ϕ) is the total variation of ϕ on the interval I, given by:
VI(ϕ) = sup
ψ∈C1
c
(I,Rd)
‖ψ‖∞=1
∫
I
〈ϕ(x), ψ′(x)〉dx,
where C1
c
(I) is the space of C1 functions that are 0 in a neighborhood of the boundary
of I. Moreover in this section, given I ⊂ R, we will denote ‖f‖L∞ = supx∈I |f(x)|.
As usual, if the set I is not specified, it is understood to be the domain of the
function.
Remark 5.3. Before giving the main result of this section (an estimate for the
logarithmic moment generating functional), as an attempt to illustrate its state-
ment, let us consider the following simple example. Let us fix ε > 0; consider a
(non-stationary) Markov chain on the state space S described at time n by the
transition matrix Pn; assume that (in an appropriate sense) Pn+1 is ε-close to Pn.
Let us fix an arbitrary observable A ∈ RS (which we identify with a column vector
A(x) = Ax) and x ∈ S we can define the logarithmic moment generating func-
tional of A associated to the Markov chain with initial state x (denoted by Λ) as
follows: for any function σ ∈ BV([0, T ],R)
Λx(σ) = ε logEx
ñ
exp ε−1
∫ T
0
σ(s)A(X⌊ε−1s⌋)ds
ô
.
where Xn is a realization of the Markov chain with initial state X0 = x and Ex
denotes the expectation conditioned to having initial state x. If σ were a con-
stant and Pn = P for all n, then it would be possible to express this expectation
as follows: let PσA be the transition matrix twisted with potential σA, that is
[PσA]
xy = [P ]xy exp(σAy). Then
Ex
exp
Ñ
⌊Tε−1⌋−1∑
n=0
σA(Xn)
é = ∑
y∈S
[
P
⌊Tε−1⌋
σA
]xy
.
The leading contribution to the logarithmic moment generating functional is thus
given by the spectral radius of the matrix PσA, that is, its leading eigenvalue e
χA(σ).
We then obtain
Λx(σ) = ⌊Tε−1⌋χA(σ) +Rx
where R is a remainder term that hopefully can be neglected. If, on the other hand,
σ and P are not constant, then, heuristically, we can choose ε ≪ h ≪ T and
assume σ and P to be constant in each block of length h in [0, T ]. Arguing in this
way we can expect
Λx(σ) =
∫ T
0
χA(σ(s), ⌊sε−1⌋)ds+Rx
where eχA(σ,n) is the leading eigenvalue of the transition matrix Pn twisted with the
potential σA and Rx is a remainder term which remains to be estimated.
The main result of this section is the proof of a formula similar to the above, for
our deterministic system. The Markov chain will be replaced by the fast dynamics,
which changes in time according to the evolution of the slow variable.
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The first object that we need to define is the class of transfer operators associated
to the function A ∈ C2(T2,Rd) and a parameter σ ∈ Rd. These will play the role
of the PσA in the example of Remark 5.3. For any C1 (or BV) function g, define
[Lθ,〈σ,A〉 g](x) :=
∑
fθ(y)=x
e〈σ,A(y,θ)〉
f ′θ(y)
g(y) = e〈σ,A¯(θ)〉[Lθ,〈σ,Aˆ〉 g](x),(5.7)
where, recall, we have defined A¯(θ) = µθ(A(·, θ)), Aˆ = A − A¯ and µθ denotes the
unique absolutely continuous invariant probability of fθ. The above operators are
of Perron–Frobenius type when acting on C1 (see Lemma A.1), and the same is true
for sufficiently small σ when acting on BV (see Remark A.11). In other words, they
have a simple maximal eigenvalue and a spectral gap. Let eχA(σ,θ) and eχˆA(σ,θ) be
their maximal eigenvalues, respectively. By (5.7) it follows
χA(σ, θ) = 〈σ, A¯(θ)〉 + χˆA(σ, θ).(5.8)
Moreover, it is well known (see e.g. [5, Remark 2.5]) that
χA(σ, θ) = Ptop(fθ, 〈σ,A〉 − log f ′θ),
where Ptop denotes the topological pressure. Also the results of Appendices A.2
and A.3 imply χA ∈ C2(Rd × T,R).
Given σ ∈ BV([0, T ],Rd), and n ∈ N, we introduce the notation
(5.9) σn = ε
−1
∫ ε(n+1)
εn
σ(s)ds;
observe that for any s ∈ [εn, ε(n+ 1)] we have |σ(s)− σn| ≤ ‖σ‖BV([εn,ε(n+1)]).
For any standard pair ℓ, ε > 0, T > 0 and σ ∈ BV([0, T ],Rd), we now proceed
to obtain some information on the logarithmic moment generating functional
Λℓ,ε(σ) = ε logµℓ
exp
Ñ
⌊Tε−1⌋−1∑
n=0
〈σn, A ◦ Fnε 〉
é .(5.10)
Remark 5.3 suggests that Λℓ,ε(σ) ∼
∫ T
0
χA(σ(s), θ¯(s, θ
∗
ℓ ))ds; it is therefore natural
to define the quantity:
Rℓ,ε(σ) = Λℓ,ε(σ)−
∫ T
0
χA(σ(s), θ¯(s, θ
∗
ℓ ))ds.(5.11)
The main result of this section is a bound on the remainder term defined above.
Proposition 5.4. There exists ε0 > 0, such that, for any ε ∈ (0, ε0), L ∈
î
1
ε0
, ε0√
ε
ó
and T ∈ [εL, Tmax],
(a) for any σ ∈ BV([0, T ],Rd) we have
|Rℓ,ε(σ)| ≤ C#
(
εL‖σ‖BV + εLT
+
[
L−1 +min{T, ‖σ‖L1 + εL‖σ‖BV}
] ‖σ‖L1);
(b) there exists σ∗ = σ∗(Tmax) > 0 so that, if ‖σ‖L∞ < σ∗, then
|Rℓ,ε(σ)| ≤ C#
(
ε‖σ‖BV + εLT + ε(L+ T−1)‖σ‖L1 + ‖σ‖2L1 + L−1‖σ‖2L2
)
.
The proof of the Proposition 5.4 relies on the spectral properties of the transfer
operators (5.7). It is then natural that our ability to bound the size of the remainder
term R depends on the size of σ. Without any assumption on σ we cannot use
perturbation theory of the associated transfer operators. This allows only a rough
bound, which is stated in item (a). On the other hand, if ‖σ‖L∞ is sufficiently
small, then the corresponding transfer operators are guaranteed to be of uniform
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Perron–Frobenius type and can be treated using perturbation theory. This enables
us to give the much sharper bounds stated in (b).
As hinted in Remark 5.3, the main (quite standard) idea of the proof is to
introduce a block decomposition: consider a partition of the set {0, · · · , ⌊Tε−1⌋} in
K blocks of length L, where K = ⌊Tε−1⌋L−1 (in Remark 5.3 we have h ∼ Lε).23
By (3.19), we have that, for any g ∈ L∞(T2,R),24
µℓ
Å
e
∑⌊Tε−1⌋−1
n=0
〈σn,A◦Fnε 〉g ◦ F ⌊Tε−1⌋ε
ã
=
∑
ℓ1∈LLℓ
· · ·
∑
ℓK∈LLℓK−1
K∏
i=1
νℓiµℓK (g),(5.12)
where, to ease the notation, we dropped the subscript potentials 〈σk, Aˆ ◦ F kε 〉 from
the symbols for standard families. To further shorten notation, given a standard
pair ℓ, we use ρℓ, Gℓ, aℓ and bℓ to denote the corresponding data.
Recall from Section 3.2 that ρℓ is a C2 probability density over [aℓ, bℓ]; yet for
our future purposes it is more convenient to deal with functions that are defined
on the whole T1; to this end we introduce the extension ρ˚ℓ of ρℓ to T
1 which we
indicate by the (slightly abusing) notation ρ˚ℓ = 1[aℓ,bℓ]ρℓ.
Remark 5.5. Observe that if ρℓ is a c∗-standard density, then ρ˚ℓ is a BV function
and its BV norm is bounded by:
‖ρ˚ℓ‖BV ≤ ‖ρ˚ℓ‖L1 + sup
ψ∈C1(T,R)
‖ψ‖∞=1
∣∣∣∣∫ ψ′(x)ρ˚ℓ(x)dx∣∣∣∣ ≤ 1 + 2‖ρℓ‖L∞ + c∗
≤ (1 + 2|bℓ − aℓ|−1)ec∗ .
The next lemma, whose proof we briefly postpone, is our basic computational
tool: it contains an estimate of the contribution of each of the blocks of length L
appearing in (5.12).25
Lemma 5.6. There exists ε0 > 0, such that, for any ε ∈ (0, ε0), any standard pair
ℓ, L ∈ [ε−10 , ε0ε−1/2], σ ∈ BV([0, εL],Rd) and Φ ∈ C2(T,R):
(a) the following bound holds
Leb
 ∑
ℓ′∈LL
ℓ
νℓ′ ρ˚ℓ′(·)eε−1Φ◦Gℓ′
 = eε−1Φ(θ¯(εL,θ∗ℓ ))+∑L−1j=0 χA(σj ,θ¯(εj,θ∗ℓ ))eε−1S(σ)
where
|S(σ)| ≤C#
(
εL‖σ‖BV([0,εL]) + L−1‖σ‖L1([0,εL]) + ε2L2
+ ε‖Φ‖C2
[
1 + Lmin{1, ε−1L−1‖σ‖L1([0,εL]) + ‖σ‖BV([0,εL]) + ‖Φ‖C2}
] )
.
Recall that eχA(σ,θ) denotes the maximal eigenvalue of Lθ,〈σ,A(·,θ)〉.
23 For simplicity of notation we ignore that K may not be an integer, as such a problem can
be fixed trivially.
24 In this section we will use (5.12) only in the case g = 1; yet in Section 7.3 this more general
formulation will be needed.
25 The {σ0, · · · , σL−1} in Lemma 5.6 correspond to an arbitrary block {σjL, · · · , σ(j+1)L−1}
in equation (5.12). Recall that σj is defined in (5.9).
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(b) There exists σ¯∗ > 0 so that if ‖σ‖L∞ + 2‖Φ‖C2 ≤ σ¯∗, then∑
ℓ′∈LL
ℓ
νℓ′ ρ˚ℓ′(x)e
ε−1Φ(Gℓ′(x)) = h∗(x)
·m∗
(
ρ˚ℓ(·)eε
−1Φ(θ¯(εL,Gℓ(·)))+
∑L−1
j=0
χA(σj ,θ¯(εj,Gℓ(·)))
)
eε
−1S(σ,x)
where
‖S(σ, ·)‖L∞ ≤C#
(
ε‖σ‖BV([0,εL]) + ε2L2(1 + ‖Φ‖C2) + Lε‖σ‖L1([0,εL])
+ L−1‖σ‖2L2([0,εL]) + ‖Φ‖C2
(
εL‖Φ‖C2 + ‖σ‖L1([0,εL])
) )
,
where h∗ is the right eigenvector of the transfer operator Lθ∗1 ,〈σ∗1 ,Aˆ(·,θ∗1)〉
and m∗ is the left eigenvector of Lθ∗2 ,〈σ∗2 ,Aˆ(·,θ∗2)〉, where θ
∗
1 , θ
∗
2 can be chosen
arbitrarily with |θ∗ℓ − θ∗i | ≤ C#εL and σ∗1 , σ∗2 can be chosen arbitrarily in
the essential range26 of σ.
Proof of Proposition 5.4. For k ∈ {0, · · · ,K} and θ ∈ T, T = KεL, define
Φk(θ) =
∫ εKL
εkL
χA(σ(s), θ¯(s− εkL, θ))ds.
It follows from equation (A.22d) that Φk ∈ C2(T,R). Also (A.11a) implies that,
for any k, we have ‖Φk‖C2 ≤ C#‖σ‖L1([0,T ]). First of all notice that, by definition
Λℓ,ε(σ) = Φ0(θ
∗
ℓ ) +Rℓ,ε(σ).
Moreover, let us define Jk = [εkL, ε(k + 1)L] and recall (A.22a), (A.11) together
with Remark 5.2; then
Φk(θ)−Φk+1(θ¯(εL, θ)) =
∫
Jk
χA(σ(s), θ¯(s− εkL, θ))
=
(k+1)L−1∑
j=kL
∫ ε(j+1)
εj
χA(σ(s), θ¯(ε(j − kL), θ)) +O(ε‖σ‖L1(Jk))
= ε
L−1∑
j=0
χA(σj+kL, θ¯(εj, θ)) +O(ε‖σ‖BV(Jk)),
which is the quantity appearing in Lemma 5.6.
We first proceed to prove item (a): let us fix conventionally ℓ0 = ℓ. Con-
sider (5.12) with g = 1 and isolate the last term:
µℓ
(
e
∑
KL−1
n=0
〈σn,A◦Fnε 〉
)
=
∑
ℓ1∈LLℓ0
· · ·
∑
ℓK−1∈LLℓK−2
K−1∏
k=1
νℓkLeb
 ∑
ℓ′∈LL
ℓK−1
νℓ′ ρ˚ℓ′
 .
We then apply Lemma 5.6-(a) with Φ = ΦK = 0 to the term in brackets and obtain:
µℓ
(
e
∑
KL−1
n=0
〈σn,A◦Fnε 〉
)
=
∑
ℓ1∈LLℓ0
· · ·
∑
ℓK−1∈LLℓK−2
K−1∏
k=1
νℓkLeb(ρ˚ℓK−1)e
ε−1ΦK−1(θ
∗
ℓK−1
)
eε
−1S˜(σ)
=
∑
ℓ1∈LLℓ0
· · ·
∑
ℓK−2∈LLℓK−3
K−2∏
k=1
νℓkLeb
 ∑
ℓ′∈LL
ℓK−2
νℓ′ ρ˚ℓ′e
ε−1ΦK−1◦Gℓ′
 eε−1S˜(σ)
26 Recall that the essential range of a function σ is the “range modulo null sets”, i.e. the
intersection of the closure of the image of all functions which agree a.e. with σ.
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where S˜ stands for an arbitrary function on BV([0, T ]) satisfying the bound
|S˜(σ)| ≤ C#
(
εL‖σ‖BV(JK−1) + L−1‖σ‖L1(JK−1) + ε2L2
)
.
Also, we used the fact that Leb(ρ˚ℓK−1) = 1 and Lemma A.10 to change the argu-
ment in ΦK−1. We now apply Lemma 5.6-(a) to the term in brackets and iterate.
This proves item (a) since, recalling that K = Tε−1L−1, we obtain
µℓ0
(
e
∑KL−1
n=0
〈σn,A◦Fnε 〉
)
= eε
−1Φ0(θ
∗
ℓ0
)+O(L‖σ‖BV+ε−1L−1‖σ‖L1+LT)
· e‖σ‖L1O(Tε−1L−1+min{Tε−1,(1+T )ε−1‖σ‖L1+L‖σ‖BV}).
To prove item (b) note that, if we assume (1 + C#T )σ∗ < σ¯∗, it possible
to obtain a sharper estimate using Lemma 5.6-(b) and carefully keeping track
of the error terms. More precisely: for any k ∈ {0, · · · ,K − 1} define mℓk =
mθ∗
ℓk
,〈σ(k+1)L,Aˆ(·,θ∗ℓk)〉
. For each standard pair ℓ, (A.31) and Remark 5.5 yield
|mℓk(ρ˚ℓ)− Leb(ρ˚ℓ)| ≤ C#|σ(k+1)L| ≤ C#(T−1‖σ‖L1 + ‖σ‖BV).(5.13)
Then we claim that for any k ∈ {1, · · · ,K}:
µℓ
(
e
∑KL−1
n=0
〈σn,A◦Fnε 〉
)
=
∑
ℓ1∈LLℓ0
· · ·
∑
ℓk∈LLℓk−1
k∏
i=1
νℓimℓk−1
Ä
ρ˚ℓke
ε−1Φk(Gℓk(·))
ä
· eε−1Sk(σ)
(5.14)
where
|Sk(σ)| ≤C#
(
ε‖σ‖BV([εkL,εKL]) + (K − k)L2ε2(1 + ‖σ‖L1) + L−1‖σ‖2L2([εkL,εKL])
+ Lε‖σ‖L1([εkL,εKL]) + ε‖σ‖2L1L(K − k) + ‖σ‖L1‖σ‖L1([εkL,εKL])
+ εT−1‖σ‖L1 + ε‖σ‖BV
)
.
Let us give an inductive proof of (5.14). The base case is k = K: choosing g = 1
in (5.12) yields
µℓ
(
e
∑
KL−1
n=0
〈σn,A◦Fnε 〉
)
=
∑
ℓ1∈LLℓ0
· · ·
∑
ℓK∈LLℓK−1
K∏
i=1
νℓiLeb (ρ˚ℓK )
and (5.14), for k = K, follows by (5.13) (i.e. ‖SK‖L∞ ≤ C#(εT−1‖σ‖L1+ε‖σ‖BV)).
Next, we proceed by backward induction to prove (5.14) for k < K. Suppose
that the estimate holds for k + 1 ≤ K, then we need to compute∑
ℓk+1∈LLℓk
νℓk+1mℓk
(
ρ˚ℓk+1e
ε−1Φk+1(Gℓk+1(·))
)
=(5.15)
= mℓk
Ö ∑
ℓk+1∈LLℓk
νℓk+1 ρ˚ℓk+1e
ε−1Φk+1(Gℓk+1(·))
è
.
Apply Lemma 5.6-(b) with Φ = Φk+1, m
∗ = mℓk−1 and h
∗ = hθ∗
ℓk
,〈σ(k+1)L,Aˆ(·,θ∗ℓk )〉
.
Since by design mℓk(h
∗) = 1, we obtain (5.14) at step k, which concludes the proof
of (5.14) for any k ∈ {1, · · · ,K}.
In particular, choosing k = 1 we have:
µℓ
(
e
∑
KL−1
n=0
〈σn,A◦Fnε 〉
)
= mℓ0
Ö ∑
ℓ1∈LLℓ0
νℓ1 ρ˚ℓ1e
ε−1Φ1(Gℓ1(·))
è
· eε−1S1(σ).(5.16)
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We now apply once again Lemma 5.6-(b) with Φ = Φ1, m
∗ = mℓ0 and h∗ =
hθ∗
ℓ0
,〈σL,Aˆ(·,θ∗ℓ0)〉
. We conclude that
µℓ
(
e
∑
KL−1
n=0
〈σn,A◦Fnε 〉
)
= mℓ0(ρ˚ℓ0(·)eε
−1Φ0(Gℓ0(·)))eε
−1S0(σ).
Since ‖Φ0‖C2 = C#‖σ‖L1 and ℓ0 is a standard pair, we conclude that ‖Φ0(Gℓ(·))−
Φ0(θ
∗
ℓ )‖ < ε‖σ‖L1 ; hence, using once again (5.13) to estimate mℓ0(ρ˚ℓ0) we obtain:
µℓ
(
e
∑KL−1
n=0
〈σn,A◦Fnε 〉
)
= eε
−1(Φ0(θ
∗
ℓ )+S0(σ))
which concludes the proof of item (b). 
Proof of Lemma 5.6. For any standard pair ℓ = (G, ρ) supported on [a, b], recall
that we consider xj and θj to be random variables on ℓ. Let g ∈ C0(T1,R≥0) be an
arbitrary non-negative test function; using (3.19), we can write:∑
ℓ′∈LL
ℓ
νℓ′µℓ′
Ä
g eε
−1Φ◦Gℓ′
ä
= µℓ
(
g(xL)e
ε−1Φ(θL)e
∑
L−1
j=0
〈σj ,A(xj ,θj)〉
)
=
∫ b
a
g(xL(x))ρ(x)e
ε−1Φ(θL(x))+
∑
L−1
j=0
〈σj ,A(xj(x),θj(x))〉dx.(5.17)
First of all, observe that, if θ0 is distributed according to ℓ, then
(5.18) |Φ(θ0)− Φ(θ∗ℓ )| ≤ ‖Φ‖C1ε.
Next, let us define the random variable θ¯j = θ¯(εj, θ0); and recall the notation
θ¯∗ℓ,j = θ¯(εj, θ
∗
ℓ ). Observe that ∥∥θ¯j − θ¯∗ℓ,j∥∥C0 ≤ C#ε
Also, by Lemma 5.1 (more precisely (5.6b)) we have, for any j ∈ {0, · · · , L− 1},
(5.19) ‖θj − θ¯j − εHj‖ ≤ C#j3ε3.
Hence, we conclude that (recall the definition of Ξ∗ℓ given in (5.5):
ε−1Φ(θL(x)) = ε−1Φ(θ¯L(x)) + ε−1Φ′(θ¯L(x)) · (θL − θ¯L) +O(‖Φ‖C2εL2)
= ε−1Φ(θ¯L(x)) + Φ′(θ¯L) ·
L−1∑
j=0
Ξj,Lωˆ(xj , θj) +O(‖Φ‖C2εL2).
= ε−1Φ(θ¯L(x)) + Φ′(θ¯∗ℓ,L) ·
L−1∑
j=0
Ξ∗ℓ,j,Lωˆ(xj , θj) +O(‖Φ‖C2εL2).
We now proceed to incorporate the first term of the above expression in the density;
the second term will be incorporated as a potential and the third term is small
enough to be considered as an error term. Let us introduce the notation
ΓΦ,j = Φ
′(θ¯∗ℓ,L)(Ξ
∗
ℓ,j,L, 0) ∈ Rd
and let:
ρΦ(x) = ρ(x)e
ε−1[Φ(θ¯L(x))−Φ∗] where Φ∗ = ε log
ñ∫ b
a
ρ(x)eε
−1Φ(θ¯L(x))
ô
.
Observe that ρΦ is a (c2 + C#‖Φ‖C2)-standard probability density and that
(5.20) |Φ∗ − Φ(θ¯∗ℓ,L)| ≤ C#‖Φ‖C2ε.
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We can then rewrite (5.17) as∑
ℓ′∈LL
ℓ
νℓ′µℓ′
Ä
g eε
−1Φ◦Gℓ′
ä
=eε
−1Φ∗+O(‖Φ‖C2εL2)
×
∫ b
a
ρΦ(x)g(xL)e
∑L−1
j=0
[〈σj ,A(xj ,θj)〉+〈ΓΦ,j ,Aˆ(xj ,θj)〉]dx.(5.21)
It is then convenient to defined
ΩΦ,j(x, θ) = 〈σj , A(x, θ)〉 + 〈ΓΦ,j , Aˆ(x, θ)〉(5.22)
= 〈σj , A¯(θ)〉 + 〈σj + ΓΦ,j , Aˆ(x, θ)〉.
To estimate the integral in (5.21) we use Lemma 4.2 and write, using the notations
introduced there,27 for some θ∗, |θ∗ − θ∗ℓ | < C#εL, to be chosen later:28∫ b
a
ρΦ(x)g(xL)e
∑L−1
j=0 [〈σj ,A(xj,θj)〉+〈ΓΦ,j,Aˆ(xj,θj)〉]dx
=
∫ b
a
ρΦ(x)g(xL)e
∑L−1
j=0
ΩΦ,j(x
∗
j ,θ
∗)+O(L‖Φ‖C2+ε−1‖σ‖L1 )εLdx
=
∫ b∗
a∗
ρΦ ◦ Y −1(x)
Y ′ ◦ Y −1(x) g ◦ f
L
∗ (x)e
∑L−1
j=0
ΩΦ,j(f
j
∗(x),θ
∗)+O(εL2‖Φ‖C2+L‖σ‖L1)dx.
(5.23)
Next, we let σΦ,j = σj + ΓΦ,j and write ΩΦ,j(x, θ) = Ω¯j(θ) + Ω̂Φ,j(x, θ), where
Ω¯j(θ) = 〈σj , A¯(θ)〉 Ω̂Φ,j(x, θ) = 〈σΦ,j , Aˆ(x, θ)〉.(5.24)
It is then natural to introduce the BV-function
σΦ(s) = σ(s) + ΓΦ,⌊sε−1⌋
so that σΦ,j = ε
−1 ∫ ε(j+1)
εj
σΦ(s)ds. Observe that the definition of ΓΦ,j and our
upper bound on L imply, if ε is sufficiently small:
‖σΦ − σ‖L∞ ≤ ‖Φ‖C2(1 + εL) ≤ 2‖Φ‖C2(5.25a)
‖σΦ‖BV([εj,εj′ ]) ≤ ‖σ‖BV([εj,εj′ ]) + C#‖Φ‖C2ε|j′ − j|(5.25b)
‖σΦ‖L1([εj,εj′ ]) ≤ ‖σ‖L1([εj,εj′ ]) + C#‖Φ‖C2ε|j′ − j|.(5.25c)
Combining (5.23) and (5.21) and using the above definitions we can thus write:∑
ℓ′∈LL
ℓ
νℓ′µℓ′
Ä
g eε
−1Φ◦Gℓ′
ä
= e
ε−1Φ∗+
∑
L−1
j=0
Ω¯j(θ¯
∗
ℓ,j)
·
∫ b∗
a∗
ρΦ ◦ Y −1(x)
Y ′ ◦ Y −1(x) g(f
L(x, θ∗))e
∑
L−1
j=0
Ω̂Φ,j(f
j(x,θ∗),θ∗)
dx(5.26)
· eO(εL2‖Φ‖C2+L‖σ‖L1),
where, in the above estimate, we also used:
L−1∑
j=0
Ω¯j(θ
∗) =
L−1∑
j=0
Ω¯j(θ¯
∗
ℓ,j) +O(L‖σ‖L1).
The problem with expression (5.26) is that Y ′ has a very large derivative (see foot-
note 20) and hence it cannot be effectively treated as a BV function. In Section 11
27 Choosing n = L and setting Y = YL.
28 To ease notation, for the duration of the proof L1 will denote L1([0, εL]) (and similarly for
BV, L∞ and L2) unless a different domain is explicitly written.
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we will deal with this problem in a more sophisticated way; here it suffices the
following rough estimate based, again, on Lemma 4.2:
1
Y ′
= eO(εL)
L−1∏
j=0
∂xf(x
∗
j , θ
∗)
∂xf(xj , θj)
= e
O(εL)+
∑L−1
j=0
[log ∂xf(x∗j ,θ
∗)−log ∂xf(xj ,θj)] = eOL∞(εL
2).(5.27)
Also note that, setting
ρ˜Φ =
ρΦ ◦ Y −1
ρ∗Φ
1[a∗,b∗] =
ρΦ 1[a,b]
ρ∗Φ
◦ Y −1 where ρ∗Φ =
∫ b∗
a∗
ρΦ ◦ Y −1,(5.28)
we have that ρ˜Φ is a C#(c2 + ‖Φ‖C2)-standard probability density and ‖ρ˜Φ‖BV ≤
C#‖ρΦ‖BV. Observe moreover that (5.27) implies that ρ∗Φ = eO(εL
2). Collecting
the above estimate together with (5.27) and (5.26) we have∑
ℓ′∈LL
ℓ
νℓ′µℓ′
Ä
g eε
−1Φ◦Gℓ′
ä
=e
ε−1Φ∗+
∑
L−1
j=0
Ω¯j(θ¯
∗
ℓ,j)
·
∫
T
ρ˜Φ(x)g(f
L(x, θ∗))e
∑
L−1
j=0
Ω̂Φ,j(f
j(x,θ∗),θ∗)
dx(5.29)
· eO(εL2(1+‖Φ‖C2 )+L‖σ‖L1).
Such integrals can be computed by introducing the weighted transfer operators
[L
θ,Ω̂Φ,j
g](x) =
∑
fθ(y)=x
eΩ̂Φ,j(y,θ)
f ′θ(y)
g(y),
which allow to rewrite the integral in (5.29) as∫
T
ρ˜Φ(x)g(f
L(x, θ∗)) exp
[
L−1∑
j=0
Ω̂Φ,j(f
j(x, θ∗), θ∗)
]
dx
= Leb
(
gL
θ∗,Ω̂Φ,L−1
· · · L
θ∗,Ω̂Φ,0
[ρ˜Φ]
)
.
(5.30)
Such a quantity can be computed in terms of χˆθ,ΩΦ,j = χθ,Ω̂Φ,j
, the logarithm of
the maximal eigenvalue of L
θ,Ω̂Φ,j
when acting on C1. Observe that by definition,
remembering (5.8), (5.24), and by (A.19a), Lemma A.1 we can write29
χˆθ,ΩΦ,j = χˆA(σΦ,j , θ) = χˆA(σj , θ) +
∫ 1
0
mθ,〈σj+sΓΦ,j ,Aˆ〉(〈ΓΦ,j , Aˆ〉hθ,〈σj+sΓΦ,j ,Aˆ〉)ds
= χˆA(σj , θ) +O(‖Φ‖C2).
Also, by Lemma A.7 and since mθ,0(Aˆ(·, θ)hθ,0) = 0, we have, for ‖σΦ,j‖ small,
mθ,〈σj+sΓΦ,j ,Aˆ〉(〈ΓΦ,j , Aˆ〉hθ,〈σj+sΓΦ,j ,Aˆ〉) = O(‖σΦ,j‖‖Φ‖C2).
Collecting the above facts, yields
χˆθ,ΩΦ,j = χˆA(σj , θ) +O(min{1, ‖σΦ,j‖}‖Φ‖C2).(5.31)
Remark. We will now adopt the following strategy: we first obtain a rather crude
bound for (5.30) (see (5.34)): this bound will be valid for arbitrary σ and Φ. We
then proceed to obtain a sharper bound, which is however valid only for σ with a
relatively small L∞ norm; the sharper bound will enable us to improve the previously
found rough bound to obtain item (a) and to prove (b).
29 Also recall the normalization m
θ,〈σj+sΓΦ,j,Aˆ〉(hθ,〈σj+sΓΦ,j,Aˆ〉
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We obtain the rough bound by replacing the potential Ω̂Φ,j for j ∈ {0, · · · , L−1}
with a fixed Ω̂∗Φ = Ω̂Φ,j∗ for some j
∗ ∈ {0, · · · , L− 1} chosen arbitrarily. Notice in
fact that, for g ≥ 0 and any j ∈ {0, · · · , L− 1}:
L
θ∗,Ω̂Φ,j
g = eOL∞(‖σΦ,j−σΦ,j∗‖)L
θ∗,Ω̂∗
Φ
g = eOL∞(‖σΦ‖BV)L
θ∗,Ω̂∗
Φ
g,(5.32)
whence:
L
θ∗,Ω̂Φ,L
· · · L
θ∗,Ω̂Φ,0
[ρ˜Φ] = e
OL∞(L‖σΦ‖BV ([0,εL]))LL
θ∗,Ω̂∗
Φ
[ρ˜Φ].(5.33)
Since ρ˜Φ is a BV function and σ can be arbitrarily large, we cannot guarantee that
L
θ∗,Ω̂∗
Φ
is of Perron–Frobenius type (see Remark A.11). We thus proceed as follows:
recall that ρ˜Φ is supported on an interval [a
∗, b∗] of size at least δ/4; since f(·, θ∗)
is uniformly expanding there exists q0 ∼ log δ = O(1) so that f([a∗, b∗], θ∗) ⊃ T1;
by definition of L
θ∗,Ω̂∗
Φ
:
e−C#(1+‖Φ‖C2+q0‖Ω̂
∗
Φ‖C0) ≤ Lq0
θ∗,Ω̂∗
Φ
ρ˜Φ ≤ eC#(1+‖Φ‖C2+q0‖Ω̂∗Φ‖C0 ).
By positivity of the transfer operator, and since it is of Perron–Frobenius type when
acting on C1 densities (here we want to apply it to the constant functions), we can
apply LL−q0
θ∗,Ω̂∗
Φ
to the previous inequalities and, by (A.4), obtain
LL
θ∗,Ω̂∗
Φ
[ρ˜Φ] = e
L χˆθ∗,Ω∗
Φ
+O(1+‖Φ‖C2+‖Ω̂∗Φ‖C1)h¯
θ∗,Ω̂∗
Φ
,
where h¯
θ∗,Ω̂∗
Φ
is the eigenfunction associated to the maximal eigenvalue and nor-
malized so that Leb(h¯
θ∗,Ω̂∗
Φ
) = 1. Thus, using (5.33),
LebL
θ∗,Ω̂Φ,L
· · · L
θ∗,Ω̂Φ,0
[ρ˜Φ] = e
L χˆθ∗,Ω∗
Φ
+O(L‖σΦ‖BV+‖σΦ‖L∞+1+‖Φ‖C2 ),(5.34)
where we used that ‖Ω̂∗Φ‖C1 ≤ ‖σΦ‖L∞ . This is our announced preliminary rough
bound, which holds for any σ and Φ.
In order to obtain a sharper bound we need to subdivide {0, · · · , L − 1} into
smaller sub-blocks and replace Ω̂Φ,j on each sub-block with a potential that is
constant on the corresponding sub-block.
Let us now assume ‖σ‖L∞ + 2‖Φ‖C2 < σ¯∗ (hence ‖σΦ‖L∞ < σ¯∗) for some fixed
σ¯∗ ≤ σ2 (from Lemma A.13) sufficiently small to be chosen shortly.
Observe that, by definition (5.24), we have that ‖Ω̂Φ,j‖ < C#σ¯∗ for any j ∈
{0, · · · , L − 1} and thus each L
θ,Ω̂Φ,j
is a perturbation of the Perron–Frobenius
operator Lθ,0.
Lemma A.1 implies that can fix Q ∈ N such that q = O(1) and LQθ,0 = P˜θ + Q˜θ
where P˜θ is a projector, P˜θQ˜θ = Q˜θP˜θ = 0 and ‖Q˜θ‖C1 ≤ 14 .
As announced, we now partition {0, · · · , L − 1} in L′ = LQ−1 sub-blocks30 of
length Q. Let us fix arbitrarily q∗ ∈ {0, · · · , Q − 1}; for any l ∈ {1, · · · , L′} define
Ω˜∗Φ,l = Ω̂Φ,(l−1)Q+q∗ and let L˜θ,l = LQθ,Ω˜∗
Φ,l
. Then in each sub-block, for any g ≥ 0,
similarly to (5.32):
L
θ∗,Ω̂Φ,lQ−1
· · · L
θ∗,Ω̂Φ,(l−1)Q
[g] = eOL∞(‖σΦ‖BV([ε(l−1)Q,εlQ−1]))L˜θ,l[g](5.35)
By Lemma A.1, each L˜θ,l has a simple maximal eigenvalue, which we denote
eχ˜θ,l . Observe that by definition χ˜θ,l = Qχθ,Ω˜∗
Φ,l
. Moreover, we can write L˜θ,l =
eχ˜θ,l P˜θ,l + Q˜θ,l where P˜2θ,l = P˜θ,l, P˜θ,lQ˜θ,l = Q˜θ,lP˜θ,l = 0 and the theory of
30 Once again we ignore the issue that L′ may not be an integer.
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Section A.2 implies that ‖Q˜θ,l‖C1 ≤ 12eχ˜θ,l , provided that σ¯∗ is sufficiently small
and Q has been chosen large enough. Let us write P˜θ,lg = hθ,lmθ,l(g), normalized
as in Lemma A.6.
The main advantage in defining the iterated operators L˜θ,l is that the bound
on the norm of Q˜ (as opposed to the bound on the mere spectral radius which is
available for the operator Q acting on a single iterate) makes them well behaved
under composition.
Sub-lemma 5.7. Using the above notation, if σ¯∗ > 0 is sufficiently small and
‖σΦ‖L∞ < σ¯∗:
L˜θ,L′ · · · L˜θ,1[ρ˜Φ] = hθ,L′(x)mθ,1(ρ˜Φ)e
∑L′
l=1
χ˜θ,leOL∞(‖σΦ‖BV).
The above sub-lemma, whose proof is postponed after the end of the current
proof, allows to refine the rough estimate (5.34). Observe that, using (A.17a)
and (A.31):
Leb(hθ,L′) = e
O(‖σΦ‖L∞ )
|mθ,1ρ˜Φ| = Leb ρ˜Φ +O(‖σΦ‖L∞(1 + ‖Φ‖C2)) = eO(‖σΦ‖L∞ (1+‖Φ‖C2 ));
moreover, by (A.11a):
L′∑
l=1
χ˜θ,l = Lχˆθ,Ω∗
Φ
+O(L‖σΦ‖BV).
We thus conclude that if ‖σΦ‖L∞ < σ¯∗, using (5.35):
LebL
θ∗,Ω̂Φ,L
· · · L
θ∗,Ω̂Φ,0
[ρ˜Φ] = e
Lχˆθ∗,Ω∗
Φ
+O(L‖σΦ‖BV+‖σΦ‖L∞ (1+‖Φ‖C2 )).
Combining the above equation with (5.34), we conclude that for arbitrary σΦ:
LebL
θ∗,Ω̂Φ,L
· · · L
θ∗,Ω̂Φ,0
[ρ˜Φ] = e
Lχˆθ∗,Ω∗
Φ
+O(L‖σΦ‖BV+‖σΦ‖L∞+min{1,‖σΦ‖L∞}‖Φ‖C2 ).
Applying (5.31) we thus obtain
LebL
θ∗,Ω̂Φ,L
· · · L
θ∗,Ω̂Φ,0
[ρ˜Φ] = e
LχˆA(σj∗ ,θ
∗)+O(Lmin{1,‖σΦ‖L∞}‖Φ‖C2+L‖σΦ‖BV+‖σΦ‖L∞).
At last, setting g = 1 and substituting the latter equation in (5.30) and (5.29), ∑
ℓ′∈LL
ℓ
νℓ′µℓ′
Ä
eε
−1Φ◦Gℓ′
ä e−ε−1Φ∗−∑L−1j=0 Ω¯j(θ¯∗ℓ,j) = eLχˆA(σj∗ ,θ∗)
· eO(Lmin{1,‖σΦ‖L∞}‖Φ‖C2+L‖σΦ‖BV+‖σΦ‖L∞+εL2(1+‖Φ‖C2 )+L‖σ‖L1 ).
Choosing θ∗ = θ¯∗ℓ,j∗ and taking the geometric mean of the above expressions for
j∗ ∈ {0, · · · , L− 1}, we conclude∑
ℓ′∈LL
ℓ
νℓ′µℓ′
Ä
eε
−1Φ◦Gℓ′
ä
= e
ε−1Φ∗+
∑
L−1
j=0
χA(σj ,θ¯
∗
ℓ,j)
· eO(Lmin{1,‖σΦ‖L∞}‖Φ‖C2+L‖σΦ‖BV+‖σΦ‖L∞+εL2(1+‖Φ‖C2 )+L‖σ‖L1 ).
Item (a) then follows using (5.25), (5.20) and ‖σ‖L∞ ≤ (εL)−1‖σ‖L1 + ‖σ‖BV.
We now proceed to the proof of item (b), which follows from a more careful
application of Sub-Lemma 5.7.
Recall that, by definition, hθ,L′ = hθ,Ω̂∗
Φ,L′
, where Ω̂∗Φ,L′ = 〈σΦ,(L′−1)Q+q∗ , Aˆ(·, θ)〉.
Then, notice that for any σ∗1 in the essential range of σ we have, using bounds (5.25),
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that σ∗1 − σΦ,(L′−1)Q+q∗ ≤ ‖σ‖BV([0,εL]) + ‖Φ‖C2εL2. By (A.17a) and (A.22b) we
thus conclude that for any θ∗1 so that |θ∗1 − θ| < C#εL :
(5.36) h∗ = hθ∗1 ,〈σ∗1 ,Aˆ(·,θ∗1)〉 = hθ,L
′eOL∞(‖σ‖BV([0,εL])+‖Φ‖C2 εL
2+εL).
Likewise, for any σ∗2 in the essential range of σ, using (A.30) we gather,
(5.37) m∗(ρ˜Φ) = mθ,〈σ∗2 ,Aˆ(·,θ)〉(ρ˜Φ) = mθ,1(ρ˜Φ)e
O(‖σ‖BV([0,εL])+‖Φ‖εL2).
Also, by (A.11a) and using (5.31) and (5.25) we obtain
L′∑
l=1
χ˜θ,l = Q
L′∑
l=1
χˆθ,Ω˜∗
Φ,l
=
L−1∑
j=0
χˆθ,ΩΦ,j +O(‖σΦ‖BV([0,εL]))
=
L−1∑
j=0
χˆA(σj , θ) +O(‖σ‖BV([0,εL]) + L‖Φ‖C2(ε+ ε−1L−1‖σ‖L1 + ‖Φ‖C2))
and using (A.22a):
L−1∑
j=0
χˆA(σj , θ) =
L−1∑
j=0
χˆA(σj , θ¯
∗
j ) +O(‖σ‖2L2L).
Hence, using Sub-Lemma 5.7 and equations (5.35), (5.36), (5.37), we conclude:
L
θ∗,Ω̂Φ,L−1
· · · L
θ∗,Ω̂Φ,0
[ρ˜Φ] = h
∗m∗(ρ˜Φ)e
∑L−1
j=0
χˆA(σj ,θ¯
∗
j )(5.38)
· eOL∞(‖σ‖BV+εL2‖Φ‖C2+‖Φ‖C2 (‖Φ‖C2L+ε−1‖σ‖L1)+εL+‖σ‖2L2L).
In order to proceed we need to comparem∗(ρ˜Φ) withm∗(ρ˚Φ). Recall that by (5.28),
ρ˜Φ = (ρ˚Φ ◦ Y −1)/ρ∗Φ, where ρ˚Φ = ρΦ 1[a,b] and ρ∗Φ = 1 +O(εL2). We claim that
m∗(ρ˚Φ ◦ Y −1) = m∗(ρ˚Φ)eO(εL
2+‖σ‖BV([0,εL])+ε−1L−1‖σ‖2L2).(5.39)
Observe that substituting (5.39) into (5.38), item (b) follows by (5.30) and (5.29)
since g is arbitrary. In order to conclude, we therefore only need to prove (5.39).
First of all, recall that ρΦ is a (c2 + C#‖Φ‖C2)-standard probability density and
that, by hypotheses, ‖Φ‖C2 ≤ C#σ¯∗; hence Remark 5.5 implies that ‖ρ˚Φ‖BV ≤ C#.
Hence, if σ¯∗ is sufficiently small and since Leb ρ˚Φ = 1, Lemma A.14 yields:
m∗(ρ˚Φ) = eO(σ¯∗| log σ¯∗ |).
Let us proceed to estimatem∗(ρ˚Φ◦Y −1−ρ˚Φ): if σ¯∗ is sufficiently small, Lemma A.14
ensures that
m∗(ρ˚Φ ◦ Y −1 − ρ˚Φ) = Leb(ρ˚Φ ◦ Y −1 − ρ˚Φ) + ‖ρ˚Φ ◦ Y −1 − ρ˚Φ‖L1O(‖σ∗2‖| log ‖σ∗2‖ |)
+O(‖σ∗2‖2‖ρ˚Φ‖BV)
≤ ‖ρ˚Φ ◦ Y −1 − ρ˚Φ‖L1 (1 +O(‖σ∗2‖| log ‖σ∗2‖ |))
+O(‖σ∗2‖2‖ρΦ‖BV)
Next, we proceed to estimate the L1 norm; recall that for any bounded ψ:
‖ψ‖L1 = sup
ϕ∈L∞
‖ϕ‖L∞=1
∫
ψϕ = sup
ϕ∈C0
‖ϕ‖C0=1
∫
ψϕ,
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where in the last equality we used the fact that continuous functions are dense in
L1. For any ϕ ∈ C0 we have∣∣Leb(ϕ [ρ˚Φ ◦ Y −1 − ρ˚Φ])∣∣ = ∣∣∣∣∫
T
[ϕ(Y (x)) · Y ′(x)− ϕ(x)] ρΦ(x)dx
∣∣∣∣
=
∣∣∣∣∫
T
[ϕ ◦ Y − ϕ]′(x)ρ˚Φ(x)dx
∣∣∣∣
≤ ‖ρ˚Φ‖BV‖ϕ ◦ Y − ϕ‖C0 ,
where ϕ′ = ϕ on [0, 1]. Since |Y − Id|∞ ≤ C#εL2 (by (5.27)), and ‖ρ˚Φ‖BV ≤ C#,
we conclude that |Leb(ϕ[ρ˚Φ ◦ Y −1 − ρ˚Φ])| ≤ C#‖ϕ‖C0εL2, which implies
‖ρ˚Φ ◦ Y −1 − ρ˚Φ‖L1 ≤ C#εL2.
Accordingly, putting together the above estimates:
m∗(ρ˚Φ ◦ Y −1) = m∗(ρ˚Φ)eO(εL2+‖σ∗2‖2).
Observe that
‖σ∗2‖2 =
1
εL
∫ εL
0
‖σ(s) + σ∗2 − σ(s)‖2 ≤
1
εL
‖σ‖2L2 + 4σ¯∗‖σ‖BV([0,εL]),
and thus we have
m∗(ρ˚Φ ◦ Y −1) = m∗(ρ˚Φ)eO(εL
2+‖σ‖BV([0,εL])+ε−1L−1‖σ‖2L2).
which gives (5.39) and concludes the proof of the Lemma. 
Proof of Sub-lemma 5.7. First of all observe that, using (A.17a) and (A.30),
‖hθ,l − hθ,l+1‖ ≤ Rθ,l+1(5.40a)
|mθ,l(g)−mθ,l+1(g)| ≤ Rθ,l+1‖g‖BV(5.40b)
where31
Rθ,l+1 = CQmin
{‖σΦ‖BV([ε(l−1)Q,ε(l+1)Q]), ε−1‖σΦ‖L1([ε(l−1)Q,ε(l+1)Q])}(5.41)
where the first term in the min comes from comparing the potential in one block
to the potential in the next one and the second term comes from comparing the
potential in each block with the zero potential. We assume conventionallyRθ,0 = 1.
Let ρ(0) = ρ˜Φ and define for l ∈ {1, · · · , L′}:
ρ(l) := L˜θ,lρ(l−1);
observe in particular that ρ(L′) = L˜θ,L′ · · · L˜θ,1[ρ˜Φ].
Let us now define γl = ml(ρ(l)) ≥ 0 and ϕl = (1−P˜l)ρ(l) so that ρ(l) = γlhl+ϕl;
in particular ‖ρ(l)‖BV ≤ C#γl + ‖ϕl‖BV and ml(ϕl) = 0. Then
γl+1 = ml+1(ρl+1) = e
χ˜θ,l+1ml+1(ρl)(5.42a)
= eχ˜θ,l+1
(
γl −ml(ρ(l)) +ml+1(ρ(l))
)
= eχ˜θ,l+1γl + e
χ˜θ,l+1 [ml+1 −ml](ρ(l)) ;
ϕl+1 = ρ(l+1) − γl+1hl+1 = L˜θ,l+1(ρ(l) −ml+1(ρ(l))hl+1)(5.42b)
= Q˜θ,l+1(ρ(l) −ml+1(ρ(l))hl+1).
31 The proposed estimate of Rθ,l may seem a bit cumbersome. The reason is that the second
possibility is good locally to verify the condition Rl ≤ 2Qσ¯∗ below but is otherwise a bad choice
since it gives a too large cumulative mistake.
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By (5.40b) we have |[ml+1 −ml](ρ(l+1))| ≤ C#Rl+1‖ρ(l+1)‖BV. Accordingly, since
‖Q˜θ,l‖BV < 12eχ˜θ,l and setting α = log 2:
γl+1 = e
χ˜θ,l+1γl +O(eχ˜θ,l+1Rl+1‖ρ(l)‖BV)(5.43a)
= eχ˜θ,l+1+O(Rl+1)γl +O(eχ˜θ,l+1Rl+1‖ϕl‖BV) ;
‖ϕl+1‖BV ≤ eχ˜θ,l+1−α‖ρ(l) −ml+1(ρ(l))hl+1‖BV(5.43b)
≤ eχ˜θ,l+1−α‖ml(ρ(l))hl + ϕl −ml+1(ρ(l))hl+1‖BV
≤ eχ˜θ,l+1−α [‖ϕl‖BV + C#Rl+1‖ρ(l)‖BV]
≤ eχ˜θ,l+1−α [eC#Rl+1‖ϕl‖BV + C#Rl+1γl] .
Next, we prove, by induction, that there exists C∗ > 1 such that, for any l ∈
{1, · · · , L′}
(5.44) ‖ϕl‖BV ≤ C∗γl
l∑
j=0
e−(l−j)α/2Rj .
Since ρ(0) is a standard density we have γ0 = m0(ρ(0)) ≥ C#‖ρ(0)‖BV ≥ C#‖ϕ0‖BV,
thus the relation is satisfied for l = 0 provided C∗ is chosen large enough. Next,
combining (5.43a) with (5.44) and observing that for any j we have by definition
Rj ≤ 2Qσ¯∗, we obtain:
γl+1 ≥ eχ˜θ,l+1−C#Rl+1γl − C#eχ˜θ,l+1Rl+1
[
C∗γl
l∑
j=0
e−(l−j)α/2Qσ¯∗
]
≥ eχ˜θ,l+1−C#Qσ¯∗−C#C∗Q2σ¯2∗γl.
Plugging the above estimate into (5.44) and combining with (5.43b) yields,
‖ϕl+1‖BV ≤ e−α+C#Qσ¯∗+C#Q2C∗σ¯2∗γl+1C∗
l∑
j=0
e−(l−j)α/2Rj + C#Rl+1γl+1
≤ C∗γl
l+1∑
j=0
e−(l+1−j)α/2Rj
provided C∗ is chosen large enough and C#Qσ¯∗ + C#C∗Q2σ¯2∗ ≤ α2 , which can
always be satisfied by choosing σ¯∗ small enough. This concludes the proof of (5.44).
Combining this estimate with (5.41) we conclude that
‖ϕL′‖BV ≤ C#γL′‖σΦ‖BV.
Finally, substituting again (5.44) into (5.43a) implies
γL′ = e
χ˜θ,L′+O(RL′)γl = e
∑L′
l=1
[χ˜θ,l+O(Rl)]γ0.
since γ0 = m0(ρ(0)) = m0(ρ˜Φ), we gather that
ρ(L′)(x) = e
∑
L′
l=1
[χ˜θ,l+O(Rl)]m0(ρ˜Φ)(hL′(x) + C#‖σΦ‖BV).
Hence, recalling, from Lemma A.1 (or more precisely (A.2)) that hL′ ≥ ec# , we can
conclude the proof of the sub-lemma, since
∑L′
l=1Rθ,l ≤ C#‖σΦ‖BV. 
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5.3. Regularizing moment generating functional.
The discussion of the previous section tells us that, provided the error termRℓ,ε(σ)
is somewhat under control, the logarithmic moment generating function Λℓ,ε(σ) is
well described by
∫ T
0
χA(σ(s), θ¯(s, θ
∗
ℓ ))ds. Proposition 5.4, however, shows that
any kind of control on the remainder term Rℓ,ε(σ) might fail if the BV-norm of
σ is much larger than its L1-norm (i.e. for rapidly oscillating functions). We will
then need to consider regularizations of σ whose BV-norm is controlled by their
L1-norm.
Given a step size h = T/Nh, for Nh ∈ N suitably large, define the projector Π(h)
given by averaging on each interval of size h:
[Π(h)σ](t) = h−1
∫ h(⌊th−1⌋+1)
h⌊th−1⌋
σ(s)ds.(5.45)
We collect in the following sub-lemma the basic properties of Π(h); their proof is
elementary and it is left to the reader.
Sub-lemma 5.8. The operator Π(h) satisfies the following properties
(a) Π(h)1 = 1
(b)
∫
f ·Π(h)σ = ∫ Π(h)f · σ;
(c) Π(h) is a contraction in the BV and Lp-norms if p ∈ [1,∞];
(d) ‖Π(h)σ‖BV ≤ C#h−1‖σ‖L1.
We then proceed to define the regularized moment generating functional as
Λ
(h)
ℓ,ε = Λℓ,ε ◦Π(h)(5.46)
and as in the previous section we can define
R(h)ℓ,ε (σ) = Λ(h)ℓ,ε (σ)−
∫ T
0
χA(σ(s), θ¯(s, θ
∗
ℓ ))ds(5.47)
Lemma 5.9. There exists ε0 > 0, such that if ε ∈ (0, ε0), L ∈
[
ε−10 , ε0ε
−1/2] and
T ∈ [εL, Tmax]:
(a) for any σ ∈ BV([0, T ],Rd), the following upper bound holds:
R(h)ℓ,ε (σ) ≤ C#(εLT+
+
[
εLh−1 + h+ L−1 +min{T, (1 + εLh−1)‖σ‖L1}
] ‖σ‖L1);
(b) there exists σ∗ = σ∗(Tmax) > 0 so that if ‖σ‖L∞ < σ∗, the following upper
bound holds:
R(h)ℓ,ε (σ) ≤ C#
(
εLT + ε[L+ T−1 + h−1 + hε−1]‖σ‖L1 + ‖σ‖2L1 + L−1‖σ‖2L2
)
.
Proof. Observe that, by definition
R(h)ℓ,ε (σ) = Rℓ,ε(Π(h)σ) +
∫ T
0
χA(Π
(h)σ(s), θ¯(s, θ∗ℓ ))ds−
∫ T
0
χA(σ(s), θ¯(s, θ
∗
ℓ ))ds.
But since χA(·, θ) is convex, Jensen inequality yields:
(5.48)
∫ T
0
χA(Π
(h)σ(s), θ¯(s, θ∗ℓ ))ds ≤
∫ T
0
ds
∫ h(⌊sε−1⌋+1)
h⌊sε−1⌋
χˆA(σ(r), θ¯(s, θ
∗
ℓ ))
h
dr.
Next, by (A.21a), (A.5) and since, by Lemma A.1, mθ is a measure, holds the
normalization mθ(hθ) = 1 and |h′θ| ≤ C#‖σ‖hθ, we have
|χˆA(σ, θ¯(s, θ))− χˆA(σ, θ¯(r, θ))| ≤ C#h‖σ‖.
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Hence∫ T
0
χA(Π
(h)σ(s), θ¯(s, θ∗ℓ ))ds ≤
∫ T
0
[Π(h)χA(σ(·), θ¯(·, θ∗ℓ ))](s)ds + C#h‖σ‖L1
≤
∫ T
0
χA(σ(s), θ¯(s, θ
∗
ℓ ))ds+ C#h‖σ‖L1,
where we used items (a-b) of Sub-lemma 5.8 to conclude that
∫
Π(h)f =
∫
f . The
lemma readily follows from items (c-d) of Sub-lemma 5.8 and Proposition 5.4. 
6. Deviations from the average: the rate function
Here we study the deviations from the average behavior described in Section 4.
Remark 6.1. The results in Sections 6 and 7 are in the spirit of [20] although
more precise, insofar in [20] only a rough upper bound on the rate function is
provided. Regarding the classical Large Deviations Principle, the exact rate function
was derived in [38], but with an estimate of the error largely insufficient to handle
moderate deviations, as the function was computed with a mistake of order o(1).
Here we estimate the error much more precisely and we are therefore able to study
accurately also deviations of order εα, with α < 1/2. In addition, contrary to [20],
we derive not only an upper bound but a lower bound as well, at least for deviations
larger than ε1/96. We refrain from obtaining completely optimal results (which may
be obtained using the techniques developed later in this paper) only to keep the length
of the paper (somewhat) under control.
Recall that we fixed d ∈ N and A = (A1, · · · , Ad) ∈ C2(T2,Rd), with A1(x, θ) =
ω(x, θ). Recall moreover that we are always under the standing assumption (A1’).
Finally, note that, for convenience, we will often implicitly lift θ ∈ T to its universal
cover R.
The fundamental object in the theory of large deviations is the rate function.
Because its definition is a bit involved, we start by discussing it in some detail. The
reader that is not familiar with the meaning and the use of such a function may
want to review the discussion in Sections 2.1, 2.3 and have a preliminary look at
Section 7 where it is made clear the role of the rate function in the statements of
the various large and moderate deviations results.
6.1. Definition and properties: the preliminary rate function.
We start by discussing a rate function that is expressed in terms of the averaged
trajectory of θ and therefore turns out to be accurate only for short times. However
its discussion entails all the quantities and ideas needed for the general case.
Recall that eχA(σ,θ) (resp. eχˆA(σ,θ)) denotes the maximal eigenvalue of the trans-
fer operator Lθ,〈σ,A〉 (resp. Lθ,〈σ,Aˆ〉) which has been introduced in Section 5.2. Re-
call also that χA(σ, θ) = 〈σ, A¯(θ)〉+ χˆA(σ, θ); finally, observe that (A.12a), (A.12b)
and Lemma A.16, together with assumption (A1’) imply that χA(·, θ) is a strictly
convex function.
For any σ, b ∈ Rd and θ ∈ T1, define
(6.1) κ(σ, b, θ) = 〈σ, b〉 − χA(σ, θ) = 〈σ, b − A¯(θ)〉 − χˆA(σ, θ),
and define the function Z : Rd × T→ R ∪ {+∞} as
(6.2) Z(b, θ) = sup
σ∈Rd
κ(σ, b, θ).
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Observe that Z(·, θ) is the Legendre transform of χA(·, θ). We are now able to give
a first preliminary definition of the rate function; for any θ∗ ∈ T, let
Ipre,θ∗ : C0([0, T ],Rd)→ R ∪ {+∞}
Ipre,θ∗(γ) =
®
+∞ if γ is not Lipschitz, or γ(0) 6= 0∫ T
0
Z(γ′(s), θ¯(s, θ∗)) ds otherwise.(6.3)
Our next task is to investigate the properties of Ipre,θ∗ or, equivalently, of Z.
Let D(θ) = {b ∈ Rd : Z(b, θ) < +∞} be the effective domain of Z(·, θ),
Lemma 6.2. Assume (A1’) (i.e. for all σ ∈ Rd and θ ∈ T1, 〈σ, Aˆ(·, θ)〉 is not an
fθ-coboundary). Then the following properties hold:
(0) Z(·, θ) is a convex lower semi-continuous function; in particular D(θ) is
convex.
(1) let D∗(θ) = ∂σχA(Rd, θ); then D∗(θ) = intD(θ); in particular D∗(θ) is
convex;
(2) let U = {(b, θ) : θ ∈ T, b ∈ D∗(θ)}; Z ∈ C2(U,R≥0) and it is analytic in b;
(3) D(θ) contains a neighborhood of A¯(θ);
(4) Z(A¯(θ), θ) = 0, ∂bZ(A¯(θ), θ) = 0, ∂θZ(A¯(θ), θ) = 0, and Z ≥ 0;
(5) ∂2bZ(b, θ) > 0, and setting
[
∂2bZ(A¯(θ), θ)
]−1
= Σ2(θ) we have
Σ2(θ) = µθ
Ä
Aˆ(·, θ)⊗ Aˆ(·, θ)
ä
+ 2
∞∑
m=1
µθ
Ä
Aˆ(fmθ (·), θ) ⊗ Aˆ(·, θ)
ä
.
Proof. Item (0) follows since, for each θ, Z(·, θ) is the (convex) conjugate function of
a proper function, hence a convex lower semi-continuous function (see [48, Theorems
10.1, 12.2]).
Since χA is a strictly convex function, ∂σχA in an injective map and hence, by
the theorem of Invariance of Domain, we conclude that D∗(θ) is open. The equality
intD(θ) = D∗(θ) follows then from [48, Theorem 23.4, Corollary 26.4.1]. We have
thus proved item (1).
Observe now that if b ∈ D∗(θ), then Z(b, θ) = κ(σ¯, b, θ) where σ¯ = σ¯(b, θ) is the
unique solution of b = ∂σχA(σ¯(b, θ), θ). Item (2) follows by the implicit function
theorem and the perturbation theory results collected in Appendix A.2 and A.3.
By (A.11a) ∂σχA(σ, θ) = νθ,〈σ,A〉(A(·, θ)), where νθ,〈σ,A〉 is the invariant prob-
ability measure associated to the operator (5.7); in particular ν0,θ = µθ. Then
∂σχA(0, θ) = A¯(θ), which implies that A¯(θ) ∈ D∗(θ), hence proving item (3).
Next, let us prove item (4). First Z(A¯(θ), θ) = 0 and Z(b, θ) ≥ −χˆA(0, θ) = 0.
Also, a direct computation shows that
(6.4) ∂bZ(b, θ) = σ¯(b, θ);
in particular ∂bZ(A¯(θ), θ) = 0. Next, (∂θZ)(A¯(θ), θ) = −∂θχˆA(0, θ) = 0 by (A.22a).
Finally, by [48, Theorem 26.5], ∂2bZ(b, θ) = [∂2σχA(a(b, θ), θ)]−1. This and (A.12a)
imply item (5). 
Remark 6.3. Arguing as in (A.11a) it follows that ‖∂σχA‖∞ ≤ ‖A‖∞, thus D∗(θ)
is uniformly (in θ) bounded. It follows that if b ∈ D∗(θ) and σb is the solution of
(6.5) b = ∂σχA(σ, θ),
then
(6.6) Z(b, θ) = κ(σb, b, θ),
and ∂bZ(b, θ) = σb.
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Remark 6.4. Using the above facts, it would be possible to show that Ipre,θ∗ is lower
semi-continuous with respect to the uniform topology. We refrain from proving it
here because the proof will be given later in Lemma 6.11.
We conclude this subsection with a useful estimate.
Lemma 6.5. Fix θ ∈ T and let b, σ ∈ Rd so that b = ∂σχˆA(σ, θ); then there exists
C∗∗ > 1 so that
(a) ‖b‖ ≤ C∗∗‖σ‖
(b) C−1∗∗ min{‖σ‖, ‖σ‖2} ≤ 〈σ, b〉 ≤ C∗∗min{‖σ‖, ‖σ‖2}.
Proof. The first item follows by the definition, equations (A.11) and the fact that
∂σ2 χˆA(·, θ) is bounded (as a quadratic form). We proceed to prove the second item.
Let σˆ = ‖σ‖−1σ; then, by definition:
〈σ, b〉 =
∫ ‖σ‖
0
〈σ, ∂2σχˆA(λσˆ, θ)σˆ〉dλ.(6.7)
Moreover, (A.12b) and (A1) imply that ∂2σχˆA(·, θ) ≥ C−1# 1 (as quadratic forms)
for ‖σ‖ ≤ σ# for some σ# sufficiently small. Observe that σ# depends on f and A
only. Hence by (6.7) we gather
〈σ, b〉 ≥ C−1#
∫ min{‖σ‖,σ#}
0
〈σ, σˆ〉dλ ≥ C−1# min{‖σ‖, ‖σ‖2},
which gives the lower bound.
On the other hand, since b = ∂σχˆA(σ, θ), we have b ∈ D∗(θ); hence, by Re-
mark 6.3, b is uniformly bounded and thus we obtain 〈σ, b〉 ≤ C#‖σ‖.
Moreover, using once again (6.7) and since ∂2σχˆA is locally bounded from above
(see (A.12)), 〈σ, b〉 ≤ C#‖σ‖2, for all σ ≤ σ#, which concludes the proof. 
6.2. Entropy characterization.
As already mentioned, Z can also be expressed in terms of entropy (see e.g. [38]).
Lemma 6.6. For any θ ∈ T1 and b ∈ Rd, letMθ(b) = {ν ∈ Mθ : ν(A(·, θ)) = b},
where Mθ denotes the set of fθ-invariant probability measures. Then:
Z(b, θ) = − sup
ν∈Mθ(b)
{hKS,θ(ν) − ν(log f ′θ)},(6.8)
where hKS,θ(ν) is the Kolmogorov-Sinai metric entropy of the measure ν with respect
to the map fθ. In particular
32, D(θ) = {b ∈ Rd : Mθ(b) 6= ∅}.
Proof. It is well known (see e.g. [5, Remark 2.5]), that
χA(σ, θ) = sup
ν∈Mθ
{hKS,θ(ν) + ν(〈σ,A〉 − log f ′θ)}
= hKS,θ(νθ,〈σ,A〉) + νθ,〈σ,A〉(〈σ,A〉 − log f ′θ)
(6.9)
where νθ,〈σ,A〉(g) = mθ,〈σ,A〉(g hθ,〈σ,A〉) and mθ,〈σ,A〉 and hθ,〈σ,A〉 are respectively
the left and right eigenvectors of Lθ,〈σ,A〉 corresponding to the eigenvalue eχA(σ,θ),
normalized so that νθ,〈σ,A〉 is a probability measure. We record, for future use,
some properties of the entropy: since each fθ is expanding, hKS,θ is (as a function
of ν) an upper-semicontinuous function with respect to the weak topology (see [35,
Theorem 4.5.6]). Also, hKS,θ is a convex affine function
33 by [35, Theorem 3.3.2].
32 Recall that we adopt the convention sup ∅ = −∞.
33 i.e. it is both convex and concave.
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Incidentally, this implies that the sup in (6.9) would be the the same if taken only
on ergodic measures, see [35, Theorem 4.3.7]. Then, using the definition (6.2):
Z(b, θ) = sup
σ∈Rd
®
〈σ, b〉 − sup
ν∈Mθ
[hKS,θ(ν) + ν(〈σ,A〉 − log f ′θ)]
´
≤ sup
σ∈Rd
®
〈σ, b〉 − sup
ν∈Mθ(b)
[hKS,θ(ν) + ν(〈σ,A〉 − log f ′θ)]
´
≤ − sup
ν∈Mθ(b)
{hKS,θ(ν)− ν(log f ′θ)}.(6.10)
In particular, the above implies that if Z(b, θ) =∞, then (6.8) holds. We may thus
assume that Z(b, θ) <∞. Observe that:
Z(b, θ) = sup
σ∈Rd
{−hKS,θ(νθ,〈σ,A〉) + νθ,〈σ,A〉(〈σ, b −A〉) + νθ,〈σ,A〉(log f ′θ)} .
Note that the first term on the right hand side is bounded by the topological entropy
[35, Theorem 4.2.3], while the last term is bounded because f ′θ > 1. Thus, since
Lemma 6.2(4) implies that Z ≥ 0 and we assume Z(b, θ) <∞, we conclude that
sup
σ∈Rd
|νθ,〈σ,A〉(〈σ, b −A〉)| <∞.(6.11)
For any λ ∈ R consider the functionKλ ∈ C0(Rd,Rd) defined byKλ(σ) = νθ,λ〈σ,A〉(b−
A). Since νθ,λ〈σ,A〉 is a probability measure, we have Kλ(Rd) ⊂ B = {x ∈ Rd :
‖x‖ ≤ ‖b − A‖∞}. By Brouwer fixed-point theorem it follows that there exists
σλ ∈ B such that Kλ(σλ) = σλ. Accordingly, for any non-negative sequence (λj)
with λj → +∞:
〈λjσλj , νθ,〈λjσλj ,A〉(b−A)〉 = λj‖νθ,〈λjσλj ,A〉(b− A)‖2 ≥ 0.
Since the left hand side is bounded, see (6.11), limj→∞ νθ,〈λjσλj ,A〉(b−A) = 0. By
passing to a subsequence {jk} we can assume, setting σ¯k = λjkσλjk , that νθ,〈σ¯k,A〉
weakly converges to a measure ν∗. Moreover, for any k ∈ N
Z(b, θ) ≥ −hKS,θ(νθ,〈σ¯k,A〉) + νθ,〈σ¯k,A〉(log f ′θ).
Since hKS,θ is upper-semicontinuous, we conclude that
Z(b, θ) ≥ − lim sup
k→∞
[
hKS,θ(νθ,〈σ¯k,A〉)− νθ,〈σ¯k,A〉(log f ′θ)
] ≥ −hKS,θ(ν∗) + ν∗(log f ′θ).
Finally, notice that ν∗ ∈ Mθ and ν∗(b−A) = 0, hence ν∗ ∈Mθ(b). Thus we have
Z(b, θ) ≥ − sup
ν∈Mθ(b)
{hKS,θ(ν) − ν(log f ′θ)},
which together with (6.10) concludes the proof of the lemma. 
The entropy characterization allows to add two useful properties to those listed
in Lemma 6.2.
Lemma 6.7. The following properties hold:
(6) D(θ) is a compact set for all θ ∈ T;
(7) The map θ 7→ D(θ) is Lipschitz in the Hausdorff metric.
Proof. If {bn} ⊂ D(θ), then there exists {νn} ⊂ Mθ such that νn(A) = bn. Since
Mθ is compact in the weak topology, by extracting a convergent subsequence,
item (6) follows.
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To prove item (7), note that all the maps fθ are topologically conjugated to f0
by a homeomorphism ξ(·, θ) = ξθ(·) with the property34
‖ξθ − ξθ′‖C0 + ‖ξ−1θ − ξ−1θ′ ‖C0 ≤ C#|θ − θ′|.
Accordingly, using the notation of Lemma 6.6, M(θ) = (ξθ)∗M(0). Hence, for
each θ, θ′ ∈ T and b ∈ D(θ) there exist ν ∈ M(0) such that b = ν(A¯(ξθ(·), θ)) and
b′ = ν(A¯(ξθ′(·), θ′)) ∈ D(θ′). Then
‖b− b′‖ ≤ ‖ν(A¯(ξθ(·), θ))− ν(A¯(ξθ′(·), θ′))‖ ≤ C#|θ − θ′|.
Thus b must belong to a C#|θ− θ′| neighborhood of D(θ′) and exchanging the role
of θ, θ′, the item follows. 
Lemma 6.6 allows to specify exactly the effective domain of Ipre,θ∗ :
D(Ipre,θ∗) = {γ ∈ C([0, T ]) : Ipre,θ∗(γ) <∞}.
In fact Ipre,θ∗(γ) <∞ if and only if γ(0) = 0, γ is Lipschitz andMθ¯(t,θ∗)(γ′(t)) 6= ∅
for almost all t ∈ [0, T ]. Having fixed θ∗ ∈ T, we will call s-admissible the paths
such that γ ∈ D(Ipre,θ∗). To use effectively this definition, it would be convenient
if one could characterize s-admissibility in terms of periodic orbits. To this end,
given a periodic orbit p, let νp the measure determined by the average along the
orbit of p.
Lemma 6.8. Given θ ∈ T and b ∈ Rd, b ∈ intD(θ) if and only if there exist d+ 1
periodic orbits {pi} of fθ such that the convex hull of νpi(b − A(·, θ)) contains a
neighborhood of zero. Also if there exists n ∈ N such that
inf
x∈T
∣∣∣∣∣〈b, b− 1n
n−1∑
k=0
A(fkθ (x), θ)〉
∣∣∣∣∣ > 0,
then b 6∈ D(θ).
Proof. If the convex hull contains a neighborhood of zero, then there exists δ > 0
such that, for all b′ ∈ Rd, ‖b−b′‖ < δ, there exists {αi}d+1i=1 ⊂ R≥0,
∑d+1
i=1 αi = 1 such
that
∑d+1
i=1 αiνpi(A(·, θ)) = b′, hence b′ ∈ D(θ) and b ∈ D∗(θ). On the other hand if
b ∈ D∗(θ) then there are {bi}d+1i=1 ⊂ D∗(θ) such that b belongs to the interior of their
convex hull. Hence there exists νi ∈ Mθ(bi) such that their convex combination
gives an element of Mθ(b). Since the measures supported on periodic orbits are
weakly dense inMθ (see35 [46]) it is possible to find periodic orbits {pi} such that
the convex hull of νpi(A(·, θ)) contains a neighborhood of b, hence the necessity of
the condition.
To prove the other necessary condition, note that, by (A.11a), (6.5) reads
(6.12) b = νθ,〈σ,A〉(A(·, θ)).
Thus b ∈ D∗(θ) if and only if (6.12) has a solution. If the second condition in the
lemma is satisfied, then for each invariant measure ν we have |〈b, b−ν(A(·, θ))〉| > 0,
hence equation (6.12) cannot be satisfied. Moreover, the same conclusion holds for
any b′ in a small neighborhood of b, hence the claim. 
34 This is folklore, e.g. it can be proven using shadowing and keeping track of the constants.
35 In fact the proof in [46] is for the invertible case but it applies almost verbatim to the
present one.
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6.3. An equivalent definition.
Unfortunately, in our subsequent discussion, the rate function will appear first in
a much less transparent form, a priori different from the definition (6.3). Namely, re-
call the notation (6.1); then for any σ ∈ Rd and any Lipschitz path γ ∈ C0([0, T ],Rd),
we introduce the shorthand notation
κγ,θ∗(σ, s) = κ(σ, γ
′(s), θ¯(s, θ∗)).(6.13)
Remark 6.9. For further use remark that Lemmata 6.10, 6.11 and 6.12 hold ver-
batim if in the above definition of κγ,θ∗(σ, s) one substitutes θ¯(s, θ
∗) with some other
continuous function of s.
Also let us fix C ≥ 2‖A‖C0 and define:
LipC,∗ = {γ ∈ C0([0, T ],Rd) : γ(0) = 0, ‖γ(t)− γ(s)‖ ≤ C|t− s| ∀ t, s ∈ [0, T ]},
Then, the functional Iθ∗ : C0([0, T ],Rd)→ R ∪ {+∞} will appear naturally, where
(6.14) Iθ∗(γ) =
+∞ if γ 6∈ LipC,∗sup
σ∈BV
∫ T
0
κγ,θ∗(σ(s), s)ds otherwise.
It is the task of this subsection to show that the two definitions (6.3) and (6.14)
coincide. At a superficial level, it amounts to prove that we can bring the sup inside
the integral. This will be proved essentially via a compactness argument.
First, observe that Iθ∗ is convex, because it is the conjugate function of a proper
function. Moreover, Iθ∗ ≥ 0 (just consider σ = 0 in the sup) and since χˆA ≥ 0
we obtain Iθ∗(γ¯(·, θ∗)) = 0, where recall that γ¯(s, θ) (defined in (2.9)) satisfies the
equation γ¯′(t, θ) = A¯(θ¯(t, θ)). Our first task is to show that we can replace the sup
on σ ∈ BV with the sup on σ ∈ L1.
Lemma 6.10. Let γ ∈ LipC,∗; then:
Iθ∗(γ) = sup
σ∈L1
∫ T
0
κγ,θ∗(σ(s), s)ds.
Proof. First, notice that (A.11a) implies that ‖∂σκ¯γ,θ∗(σ, s)‖ ≤ C#(C + 1) (and
consequently ‖κγ,θ∗(σ, s)‖ ≤ C#(C+1)‖σ‖) for all s ∈ [0, T ]. It follows that, for all
γ ∈ LipC,∗ the functional σ 7→
∫ T
0
κγ,θ∗(σ(s), s)ds is continuous in the L
1 topology.
Let σ ∈ L1; since BV is dense in L1, [40, Theorem 2.16], for any ǫ > 0 there
exists σǫ ∈ BV such that ‖σ − σǫ‖L1 < ǫ and thus∫ T
0
κγ,θ∗(σ(s), s)ds ≤ C#ǫ+
∫ T
0
κγ,θ∗(σǫ(s), s)ds
≤ C#ǫ+ sup
σ¯∈BV
∫ T
0
κγ,θ∗(σ¯(s), s)ds.
Taking the limit ǫ → 0 first and then sup on σ ∈ L1 we have that the sup on BV
equals the sup on L1, proving the lemma. 
Lemma 6.11. The functional Iθ∗ is lower semi-continuous on C0([0, T ],Rd).
Proof. Consider a sequence {γn} ⊂ C0([0, T ],Rd) converging uniformly to γ. If
lim infn→∞ Iθ∗(γn) = +∞, then obviously lim infn→∞ Iθ∗(γn) ≥ Iθ∗(γ). Otherwise,
there exists a subsequence {γnj}, M > 0 and j0 ∈ N such that
lim inf
n→∞ Iθ
∗(γn) = lim
j→∞
Iθ∗(γnj ),
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and Iθ∗(γnj ) ≤ M for all j ≥ j0. This implies that if j ≥ j0, then γnj ∈ LipC,∗;
hence, we also conclude that γ ∈ LipC,∗. This implies that, for any σ ∈ L1,
lim
j→∞
∫ T
0
〈σ, γ′nj 〉 =
∫ T
0
〈σ, γ′〉.
In fact, for any ǫ > 0 there exists σǫ ∈ C1, such that ‖σ − σǫ‖L1 ≤ ǫ, [40, Theorem
2.16]. Then∣∣∣∣∣
∫ T
0
〈σ, γ′nj 〉 −
∫ T
0
〈σ, γ′〉
∣∣∣∣∣ ≤ 2Cǫ+
∣∣∣∣∣
∫ T
0
〈σ′ǫ, γnj − γ〉
∣∣∣∣∣+ |〈σǫ(T ), γnj (T )− γ(T )〉|.
We conclude that, for any σ ∈ L1,
lim inf
n→∞ Iθ
∗(γn) ≥ lim
j→∞
∫ T
0
î
〈σ(s), γ′nj (s))〉 − χA(σ(s), θ¯(s, θ∗))
ó
ds
=
∫ T
0
[〈σ(s), γ′(s)〉 − χA(σ(s), θ¯(s, θ∗))] ds.
The proof follows by taking the sup on σ. 
We can finally show that the definition of Iθ∗ given in the current section coin-
cides with (6.3).
Lemma 6.12. For any θ∗ ∈ T, let γ ∈ C0([0, T ],Rd), then:
Iθ∗(γ) = Ipre,θ∗(γ).
Proof. If γ(0) 6= 0 or γ is not Lipschitz, we have Ipre,θ∗(γ) = ∞ = Iθ∗(γ); we can
thus assume γ to be a Lipschitz function so that γ(0) = 0. Recall that in this case
Ipre,θ∗(γ) =
∫ T
0
Z(γ′(s), θ¯(s, θ∗))ds.
If γ 6∈ LipC,∗, then, provided C has been chosen large enough, there is a positive
measure set in which γ′(t) 6∈ D(θ¯(t, θ∗)) and hence ∫ T
0
Z(γ′(s), θ¯(s, θ∗))ds = ∞,
which coincides with Iθ∗ . We can then assume γ ∈ LipC,∗.
Observe that by definition we have Iθ∗(γ) ≤ Ipre,θ∗(γ); it just suffices to prove
the reverse inequality.
Suppose first that Ipre,θ∗(γ) = ∞: we want to show that Iθ∗(γ) = ∞. Define
z∗(s) = Z(γ′(s), θ¯(s, θ∗)); by assumption z∗ 6∈ L1[0, T ]. Let us fix arbitrarily M >
0; by Lusin Theorem and Lebesgue monotone convergence Theorem there exists
λ > 0 and a compact set E such that γ′ and min{λ, z∗(t)} are continuous on E and∫
E
min{λ, z∗(t)}dt ≥ M . Then for t ∈ E let σλ(t) be such that κγ,θ∗(σλ(t), t) ≥
1
2 min{λ, z∗(t)}. Since κγ,θ∗(σλ(t), s) is continuous in s ∈ E, it follows that, for all
t ∈ E, there exists and open set U(t) ∋ t such that κγ,θ∗(σλ(t), s) ≥ 14 min{λ, z∗(s)}
for all s ∈ U(t)∩E. We can then extract a finite sub cover {U(ti)} of E and define
σ¯λ(s) =
®
σλ(tk(s)) if s ∈ E, where k(s) = inf{i : s ∈ U(ti)}
0 if s 6∈ E.
By construction σ¯λ ∈ L∞ and κγ,θ∗(σ¯λ(t), t) ≥ 14 min{λ, z∗(t)} for each t ∈ E.
Accordingly, setting zλ(t) = 1E(t) ·min{λ, z∗(t)}, by Lemma 6.10 we have
Iθ∗(γ) ≥
∫ T
0
κγ,θ∗(σ¯λ(s), s)ds ≥ 1
4
∫ T
0
zλ(s)ds ≥ M
4
.
By the arbitrariness of M it follows Iθ∗(γ) = +∞.
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On the other hand, if z∗ ∈ L1, then by Lemma 6.10
(6.15) Iθ∗(γ) = sup
σ∈L1
∫ T
0
κ(σ(s), γ′(s), θ¯(s, θ∗))ds ≤
∫ T
0
z∗(s)ds < +∞,
and γ′(s) ∈ D(θ¯(s, θ∗)) for almost every s ∈ [0, T ]. For ̺ ∈ (0, 1) and s ∈ [0, T ] let
us define the convex combination
γ̺(s) = (1− ̺)γ(s) + ̺γ¯(s, θ∗).
Since γ¯′(s, θ∗) = A(θ¯(s, θ∗)) ∈ intD(θ¯(s, θ∗)) it follows that, for any ̺ ∈ (0, 1)
and s ∈ [0, T ], there exists a compact set K(̺, s) ⊂ D∗(θ¯(s, θ)), such that γ′̺(s) ∈
K(̺, s) for almost all s ∈ [0, T ]. By Lemma 6.7 such compacts depend continuously
on s. Since the inverse of ∂σχA(·, θ) is a continuous function with depends continu-
ously on θ, it follows that the preimages of K(̺, s) are all contained in a fixed com-
pact set K̺. Hence, there exists σ̺ ∈ L∞ such that γ′̺(s) = ∂σχA(σ̺(s), θ¯(s, θ∗))
for almost all s ∈ [0, T ].
Iθ∗(γ) = lim
̺→0
(1− ̺)Iθ∗(γ) ≥ lim inf
̺→0
Iθ∗(γ̺) ≥ lim inf
̺→0
∫ T
0
κ(σ̺(s), γ
′
̺(s), θ¯(s, θ
∗))ds
= lim inf
̺→0
∫ T
0
Z(γ′̺(s), θ¯(s, θ∗))ds ≥
∫ T
0
lim inf
̺→0
Z(γ′̺(s), θ¯(s, θ∗))ds
≥
∫ T
0
Z(γ′(s), θ¯(s, θ∗))ds = Ipre,θ∗(γ),
where we have used the convexity of Iθ∗ first, then Lemma 6.10, then equation (6.6),
then Fatou’s Lemma and finally Lemma 6.2(0). The above concludes the proof. 
6.4. Definition and properties: the rate function.
Lemma 6.8 tells us that it might be difficult to exactly determine the boundary of
the effective domain of the rate function, i.e. to distinguish between impossible and
almost impossible paths. To circumvent this problem it is convenient to thicken
the boundary of the effective domain by slightly modifying the rate function.
For any ǫ > 0 let ∂ǫD(θ) = {b ∈ Rd : dist(b, ∂D(θ)) < ǫ} and define
Z+ǫ (b, θ) =
®
Z(b, θ) if b 6∈ ∂ǫD(θ)
+∞ otherwise,
Z−ǫ (b, θ) =
®
Z(b, θ) if b 6∈ ∂ǫD(θ)
Z(A¯(θ) + ̺b,θ(b− A¯(θ)), θ) otherwise,
(6.16)
where ̺b,θ = sup{̺ > 0 : A¯(θ)+̺(b−A¯(θ)) ∈ D(θ)\∂ǫD(θ)}. We will conveniently
assume that ǫ is so small that for any θ ∈ T1 and b ∈ ∂ǫD(θ) we have ̺b,θ > 1/2.
Note that, by Lemma 6.8, the set ∂ǫD(θ) can be explicitly determined for arbitrarily
small ǫ by computing longer and longer periodic orbits and ergodic averages (see
[11] for a discussions on the speed of such approximation). Moreover, for any ǫ′ < ǫ
we have:
Z−ǫ < Z−ǫ′ < Z < Z+ǫ′ < Z+ǫ .
Remark 6.13. Note that Lemmata 6.2 and 6.6 show that D(θ) is a convex compact
non-empty set (in fact, (6.8) implies supθ∈T1 supb∈D(θ)Z(b, θ) < ∞). Moreover,
they characterize ∂D(θ) as those values that can be attained as averages of A with
respect to an invariant measure which is not associated to a transfer operator of
type (5.7). Hence, again by Lemma 6.2, there exists Σ+ > Σ− > 0 (as quadratic
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forms) such that, for any ǫ small enough,
Z+ǫ (b, θ) ≥ 〈b− A¯(θ),Σ−(b − A¯(θ))〉
Z−ǫ (b, θ) ≤ 〈b− A¯(θ),Σ+(b − A¯(θ))〉.
The rate function defined in the previous sections would suffice to describe de-
viations from the average behavior for relatively short times. If we want to study
longer times, then we must consider slightly different rate functions. That is, for
any θ∗ ∈ T and γ ∈ C0([0, T ];Rd), let θγ(s, θ∗) = θ∗ + (γ(s))1 (where recall that
(γ(s))1 denotes the first component of the vector γ(s)). Then for any ǫ > 0:
Iθ∗(γ) =
®
+∞ if γ 6∈ Lipschitz, or γ(0) 6= 0∫ T
0
Z(γ′(s), θγ(s, θ∗)) ds otherwise;
I
±
θ∗,ǫ(γ) =
®
+∞ if γ 6∈ Lipschitz, or γ(0) 6= 0∫ T
0
Z±ǫ (γ′(s), θγ(s, θ∗)) ds otherwise.
(6.17)
Finally, we define
I
±
θ∗(γ) = limǫ→0
I
±
θ∗,ǫ(γ).(6.18)
We stress the important difference with the definition of Iθ which comes from the
fact that the function Z is now calculated along the actual path θγ rather than the
averaged path θ¯.
Remark 6.14. Note that, in general, Iθ∗ is not convex. The effective domain
D(Iθ∗) = {γ ∈ C0 : Iθ∗(γ) <∞} is given by those paths γ that are C-Lipschitz,
γ(0) = 0 and such that Mγ1(t)(γ′(t)) 6= ∅ for almost all t ∈ [0, T ]. By lower
semicontinuity (which we prove shortly) D(Iθ∗) is closed, and hence compact by
Ascoli-Arzela`, in C0; however it has empty interior. It is therefore more convenient
to consider D(Iθ∗) as a subset of the Lipschitz functions with the associated topol-
ogy. Then the interior and the boundary are non trivial and this is the topology
we will always consider for the effective domains otherwise differently stated. The
effective domain of I +θ∗ is given by intD(Iθ∗). If γ ∈ D(I +θ∗) we say that γ is
admissible. Note that the two functionals only differ on ∂D(Iθ∗).
Lemma 6.15. For any θ∗ ∈ T and ǫ sufficiently small, the rate functions Iθ∗ ,I −θ∗,ǫ
are lower-semicontinuous and Iθ∗ = I
−
θ∗ . Also, ∂D(Iθ∗) has empty interior
and, for each γ ∈ ∂D(Iθ∗), there exists a sequence {γn} ⊂ intD(Iθ∗) such that
limn→∞ Iθ∗(γn) = Iθ∗(γ).
Proof. Let {γn} ∈ C0([0, T ],Rd) be a converging sequence and call γ∗ its limit. We
start proving that:
lim inf
n→∞ Iθ
∗(γn) ≥ Iθ∗(γ∗).
If the left hand side equals +∞, then the statement is obviously true; if not, then
there exists a subsequence such that {γnj} ⊂ LipC,∗, hence γ∗ ∈ LipC,∗. From now
on the proof follows very closely the argument in Section 6.3 (recall Remark 6.9):
for γ ∈ LipC,∗ define
Iθ∗,pre(γ) = sup
σ∈L1
∫ T
0
〈σ(s), γ′(s)〉 − χA(σ(s), θγ(s))ds
Then arguing as in Lemma 6.11 it follows that Iθ∗,pre is lower semicontinuous.
The only difference being in the last display of the proof, since now the second
argument of χA depends on γ, which can be controlled using Lemma A.10. Then
the equivalent of Lemma 6.12 holds verbatim whereby establishing Iθ∗,pre = Iθ∗ .
The argument for I −θ∗,ǫ (for arbitrary ǫ > 0) is more of the same.
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Next, by the convexity of Z(·, θ), I −θ∗,ǫ ≤ I −θ∗ and I −θ∗,ǫ(γ) =
∫ T
0
Z(γ′ǫ, θγ),
where limǫ→0 ‖γ′ǫ − γ′‖C0 = 0. Fatou Lemma and the lower semicontinuity of
Z(·, θ) then imply that Iθ∗ = I −θ∗ .
Further, suppose γ ∈ ∂D(Iθ∗). Fix an arbitrary δ > 0 and, for all α > 1 we
define the path γα as the unique solution of the ODE
γ′α(s) = (1 − δe−α(T−s))γ′(s) + δe−α(T−s)A¯(θγα(s))
γα(0) = 0.
Then ‖γα − γ‖C0 ≤ 2Cδα−1e−α(T−s) and ‖γ′α − γ′‖C0 ≤ 2Cδe−α(T−s). Also, by
Lemma 6.7,
d(γα, ∂D(θ
γα(s))) ≥ d(γα, ∂D(θγ(s)) − c42Cδα−1e−α(T−s).
On the other hand by Lemma 6.2-(3) and Lemma 6.7 the distance between A¯(θγ(s))
and ∂D(θγ(s)) is continuous and strictly positive, hence it has a minimum τ > 0.
Accordingly, provided δ is small enough,36
d(γα, ∂D(θ
γ(s))) ≥d((1 − δe−α(T−s))γ′(s) + δe−α(T−s)A¯(θγ(s)), ∂D(θγ(s)))
− C#δ2α−1e−α(T−s) ≥ C#τδe−α(T−s).
Thus, by choosing α large enough, we have d(γα, ∂D(θ
γα(s))) ≥ cT δ. Accordingly,
γα ∈ D(Iθ∗) \ ∂D(Iθ∗), thus int ∂D(Iθ∗) = ∅.
Finally, by (6.6), (6.1), Lemma A.10 and Lemma 6.5, setting λ(s) = δe−α(T−s)
and choosing α large enough, we have
Iθ∗(γα) =
∫ T
0
〈σα, γˆ′α〉 − χˆA(σα, θγα)
≤
∫ T
0
(1 − λ)〈σα, γˆ′〉 − χˆA(σα, θγ) + C#min{‖σ2α‖, ‖σα‖} ‖γ − γα‖
≤
∫ T
0
〈σα, γˆ′〉 − χˆA(σα, θγ)− C#min{‖σ2α‖, ‖σα‖}
[
λ− C#λα−1
]
≤ sup
σ∈L1
∫ T
0
〈σ, γ′〉 − χA(σ, θγ) = Iθ∗(γ).
The then lemma follows by the lower semicontinuity of Iθ∗ . 
We conclude this section with a useful estimate:
Lemma 6.16. For any θ ∈ T and γ ∈ LipC,∗([0, T ],Rd):
I
±
θ,ǫ(γ) ≥ C#‖γ′ − A¯(θγ(·, θ))‖2L2 .(6.19)
Proof. Let us fix γ and introduce the shorthand notation χˆA(σ) = χˆA(σ(·), θγ(·));
let γˇ be so that γˇ′ = γ′(s)− A¯(θγ(s)). Observe that if I ±θ,ǫ(γ) =∞ then the state-
ment trivially holds; hence let us assume that this is not the case and fix s ∈ [0, T ]
so that Z−ǫ (γ′(s), θγ(s)) < ∞. Then, for any ̺ ∈ [0, 1/2), by the definition (6.16)
of Z−ǫ and the smallness condition on ǫ, we can define σ¯̺(s) to be the solution of
̺γˇ′(s) = ∂σχˆA(σ¯̺(s)). Define, moreover
ϕ(s, ̺) = 〈σ¯̺(s), ̺γˇ′(s)〉 − χˆA(σ¯̺(s)).
Observe that σ¯0 = 0 and ∂̺ϕ(s, ̺) = 〈σ¯̺(s), γˇ′(s)〉, finally:
∂2̺ϕ(s, ̺) = 〈∂̺σ¯̺(s), γˇ′(s)〉 = 〈∂̺σ¯̺(s), ∂2σχˆA(σ¯̺)∂̺σ¯̺(s)〉 ≥ 0.
36 Just note that D(θγ(s)) must contain a right triangle with vertexes γ′(s) and A¯(θγ (s)) and
base of length at least τ .
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In particular ϕ(s, ·) is increasing; hence, using once again the definition (6.16) of
Z−ǫ and the smallness condition on ǫ, we conclude that Z−ǫ (γ(s), θγ(s)) ≥ ϕ(s, 1/2).
Recall moreover there exists c > 0 such that inf‖σ‖≤1 ∂2σχˆA(σ) ≥ c1 (as quadratic
forms). Let
̺0 = max{̺ ∈ [0, 1/2] : ‖σ¯̺′(s)‖ ≤ 1 for all ̺′ ∈ [0, ̺]}.
Since γ ∈ LipC,∗([0, T ],Rd) we have c‖∂̺σ¯̺(s)‖ ≤ ‖γˇ′(s)‖ ≤ 2C for all ̺ ∈ [0, ̺0].
Hence, either ̺0 = 1/2 or, otherwise, 1 = ‖σ¯̺0(s)‖ ≤ 2Cc−1̺0. In any case we have
̺0 ≥ C#. We thus conclude:
ϕ(s, 1/2) ≥ ϕ(s, ̺0) =
∫ ̺0
0
d̺
∫ ̺
0
dν〈γˇ′(s), ∂2σχˆA(σ¯ν(s))−1γˇ′(s)〉 ≥ C#‖γˇ′(s)‖2.
Since I −θ,ǫ(γ) <∞ we conclude that s can be chosen in a full-measure set in [0, T ];
hence the above estimate holds a.e., which concludes the proof of our lemma since
I
+
θ,ǫ ≥ I −θ,ǫ. 
Note that a similar, but simpler, argument shows that
Iθ(γ) ≥ C#‖γ′ − A¯(θ¯(·, θ))‖2L2 .(6.20)
7. Deviations from the average: Large Deviations
We are now at last ready to precisely state and prove our Large Deviations
results.
Let us recall the definition (2.8) of the random element γε(t); observe that equiv-
alently, we have:
(7.1) γε(t) = ε
⌊tε−1⌋−1∑
j=0
A ◦ F jε (x, θ) + (t− ε⌊tε−1⌋)A ◦ F ⌊tε
−1⌋
ε (x, θ).
Recall that γε ∈ C0∗([0, T ],Rd) := {γ ∈ C0([0, T ],Rd) : γ(0) = 0}; moreover
γε(t) = (θε(t) − θ, ζε(t)) and the family {γε} is uniformly Lipschitz of constant
‖A‖C0 : in fact it is differentiable at all t 6∈ εZ.
Given a standard pair ℓ we can consider γε as a random element of C0∗([0, T ],Rd)
by assuming that (x, θ) are distributed according to ℓ. In fact, as already men-
tioned in Section 2, it is more convenient to work directly in the probability space
C0([0, T ],Rd) endowed with the probability measure Pℓ,ε determined by the law of
γε under ℓ, that is Pℓ,ε = (γε)∗µℓ. In particular, for any function g ∈ C0(Rd,R),
k ∈ N and standard pair ℓ:37
Eℓ,ε(g ◦ γ(kε)) = µℓ(g(γε(kε)) = µℓ(g ◦ Fkε)
where Eℓ,ε is the expectation associated to the probability Pℓ,ε and Fε is defined
in (2.6).
Remark 7.1. By the above mentioned Lipschitz property of the paths γε and since
γε ∈ C0∗([0, T ];Rd) we conclude that the support of Pℓ,ε is contained in a com-
pact set that is independent on ε and ℓ; in particular the family {Pℓ,ε : ε >
0, ℓ standard pair} is tight. More precisely, for any C > ‖A‖C0 we have that
Pℓ,ε(LipC,∗) = 1 where
LipC,∗ = {γ ∈ C0∗([0, T ],Rd) : ‖γ(t)− γ(s)‖ ≤ C|t− s| ∀ t, s ∈ [0, T ]}.
37 According to the usual probabilistic notation γ(t) stands both for the numerical value of
the path γ at time t and for the evaluation functional γ(t) : C0([0, T ],Rd) → Rd defined by
γ(t)(γ˜) = γ˜(t), for all γ˜ ∈ C0([0, T ],Rd).
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For any standard pair ℓ recall (see (4.1)) that we defined θ∗ℓ =
∫ b
a
ρ(x)G(x)dx, to
be the average of the random variable θ0. If we let ε→ 0 and consider standard pairs
ℓε (each standard with respect to the corresponding ε) with fixed θ
∗
ℓ , Theorem 2.1
implies that Pℓε,ε converges, as ε → 0, to a measure supported on the single path
γ¯(t) defined in (2.9). The goal of this section is to establish estimates for the
deviations from this path.
We begin with Sections 7.1 and 7.2 where we establish large deviations results
that are optimal only for relatively short times. Then in Section 7.3 we use such pre-
liminary results to prove Theorem 2.4; finally in Section 7.5 we prove the remaining
propositions stated in Section 2.
7.1. Upper bound for arbitrary sets (short times).
For any γ ∈ C0([0, T ];Rd), let B(γ, r) denote the C0-ball of radius r centered at
γ.38 For each measurable set (event) Q ⊂ C0([0, T ],Rd) define QC,∗ = Q ∩ LipC,∗.
By Remark 7.1, we conclude that for any C sufficiently large:
(7.2) Pℓ,ε(Q \QC,∗) = 0.
Lemma 7.2 (Upper bound). There exist C0 > 0 and ε0, Tmax ∈ (0, 1] such that,
for all ε ≤ ε0, T ∈ [ε−40 ε, Tmax], and Q ⊂ C0([0, T ],Rd), for any θ ∈ T and standard
pair ℓ with θ∗ℓ = θ.
ε logPℓ,ε(Q) ≤ − inf
γ∈Qε,+
Iθ(γ),
where Iθ is defined in (6.14), Qε,+ =
⋃
γ∈QB(γ,Rε(γ)) with
Rε(γ) = C0max
¶
(ε1/4T−1/4 + T )‖γˆ‖L∞ ,min
¶
ε1/4T 3/4, (εT )1/6‖γˆ‖2/3L∞
©
,
√
εT
©
and γˆ = γ − γ¯(·, θ), the latter being defined in (2.9).
Proof. For any linear functional ϕ ∈Md([0, T ]) = C0([0, T ],Rd)′ = [C0([0, T ],R)′]d,
recalling (7.2), we have
Pℓ,ε(Q) ≤ Eℓ,ε
Ä
1QC,∗e
ϕ−infγ∈QC,∗ ϕ(γ)
ä
(7.3)
≤ exp
ñ
− inf
γ∈QC,∗
ϕ(γ)
ô
Eℓ,ε (e
ϕ) ,
where Eℓ,ε(e
ϕ) denotes the expectation of γ 7→ exp(ϕ(γ)) with respect to the prob-
ability Pℓ,ε. Let Λℓ,ε be the logarithmic moment generating function and Λ
∗
ℓ,ε be
its convex conjugate function, i.e.:39
Λℓ,ε(ϕ) = ε logEℓ,ε (e
ϕ) ; Λ∗ℓ,ε(γ) = sup
ϕ∈Md([0,T ])
(εϕ(γ)− Λℓ,ε(ϕ)).(7.4)
Note that |Λℓ,ε(ϕ)| ≤ εC#‖ϕ‖ < ∞, hence Λℓ,ε is a proper convex function.40
Since Λℓ,ε(0) = 0, we have Λ
∗
ℓ,ε ≥ 0. Moreover Λ∗ℓ,ε : C0([0, T ],Rd)→ R ∪ {+∞} is
38 We prefer not to write the explicit dependence of B on T since this can be recovered by the
fact that γ ∈ C0([0, T ],Rd).
39 We will see shortly, in (7.8), that Λℓ,ε agrees with the previous definition (5.10), hence
justifying the abuse of notations (in one case we have a functional on measures, in the other a
functional on BV).
40 The first assertion follows by (7.2) which implies ‖γ‖∞ ≤ CT , Pℓ,ε-a.s.. The second follows
from the Ho¨lder inequality since, for all t ∈ [0, 1], and ϕ, ϕ′ ∈M([0, T ]),
Λℓ,ε(tϕ+ (1− t)ϕ
′) = ε logEℓ,A,ε
Ä
[eϕ]t[eϕ
′
]1−t
ä
≤ ε log
[
Eℓ,A,ε (e
ϕ)t Eℓ,A,ε
Ä
eϕ
′
ä1−t]
= tΛℓ,ε(ϕ) + (1− t)Λℓ,ε(ϕ
′).
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convex as well and lower semi-continuous (with respect to the C0 topology), since
it is the conjugate function of a proper function. We can then follow the strategy
of [15, Exercise 4.5.5]. Note that (ϕ, γ) 7→ εϕ(γ)− Λℓ,ε(ϕ) is a function concave in
ϕ, continuous in γ with respect to the C0 topology, also it is convex in γ for any
ϕ ∈ M([0, T ]). Finally, QC,∗ is compact in C0. Thus, the Minimax Theorem ([49],
but see [39] for an elementary proof) guarantees that
sup
ϕ∈Md
inf
γ∈QC,∗
[εϕ(γ)− Λℓ,ε(ϕ)] = inf
γ∈QC,∗
sup
ϕ∈Md
[εϕ(γ)− Λℓ,ε(ϕ)].
The above implies, taking the inf on ϕ in (7.3),
ε logPℓ,ε(Q) ≤ − inf
γ∈QC,∗
sup
ϕ∈Md
εϕ(γ)− Λℓ,ε(ϕ)
≤ − inf
γ∈QC,∗
Λ∗ℓ,ε(γ).
(7.5)
The above estimate looks indeed quite promising, but unfortunately it is completely
useless without sharp information on Λ∗ℓ,ε.
We are thus left with the task of computing Λ∗ℓ,ε. It turns out to be convenient
to associate to ϕ the function σ defined as:
σ(s) = εϕ((s, T ]),(7.6)
where the right hand side is interpreted by applying the Jordan Decomposition to
ϕ. Note that, by definition, σ = (σ1, · · · , σd) with σi ∈ BV, thus σ ∈ BVd, that we
will simply call BV to ease notation. By definition ‖ϕ‖ = ε−1‖σ‖BV and, for any
γ ∈ LipC,∗,
(7.7) ϕ(γ) = ε−1
∫ T
0
〈σ(s), γ′(s)〉ds.
On the other hand, for each σ ∈ BV there exists ϕ ∈ Md([0, T ]) such that (7.7)
holds, see [21, Section 5.1, Theorem 1]. Moreover (recall definition (7.1)):41
ϕ(γε) = ε
−1
∫ T
0
〈σ(s), γ′ε(s)〉ds
=
⌊Tε−1⌋−1∑
k=0
〈ε−1
∫ (k+1)ε
kε
σ(s)ds,A ◦ F kε 〉 =
⌊Tε−1⌋−1∑
k=0
〈σk, A ◦ F kε 〉.
where, as in Section 5.2, we introduced the notation
σn = ε
−1
∫ (n+1)ε
nε
σ(s)ds.
Hence, we conclude that for any ϕ ∈ Md and for the corresponding σ ∈ BV:
Λℓ,ε(ϕ) = ε logµℓ
Å
e
∑⌊Tε−1⌋−1
k=0
〈σk,A◦Fkε 〉
ã
= Λℓ,ε(σ)
=
∫ T
0
χA(σ(s), θ¯(s, θ
∗
ℓ ))ds +Rℓ,ε(σ).(7.8)
where Rℓ,ε(σ) (which is defined by the equation above, see (5.11)) satisfies the
estimates given in Proposition 5.4.
41 As we often do in this work, we are neglecting the contribution of the fact that Tε−1 may
not be an integer.
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The above implies (recall (7.4), (7.7) and the definition (6.13) of κγ,θ):
Λ∗ℓ,ε(γ) = sup
σ∈BV
ñ∫ T
0
〈σ(s), γ′(s)〉 − Λℓ,ε(σ)
ô
= sup
σ∈BV
ñ∫ T
0
κγ,θ∗
ℓ
(σ(s), s)ds −Rℓ,ε(σ)
ô
.
(7.9)
Formula (7.9) closely resembles the definition of rate function given in (6.14). Un-
fortunately there is an obvious obstacle: we need to ensure that the first term
dominates Rℓ,ε(σ). As already observed in Subsection 5.3, this can be taken care
of by some regularization procedure for σ; we will now describe the dual procedure,
i.e. a regularization procedure for the paths γ.
Given γ and h = T/Nh, for Nh ∈ N suitably large to be chosen later, we denote
with γh =
Π
(h)γ the polygonalization of γ over a mesh of size h. In other words,
we define γh ∈ C0∗([0, T ],Rd) so that γ′h = Π(h)(γ′) where Π(h) has been defined
in (5.45). Recall (see (7.2)) that it suffices to consider paths γ ∈ LipC and thus,
since Π(h) is a contraction in L∞ (see Sub-lemma 5.8), we conclude that γh ∈ LipC,∗.
Moreover, for t ∈ [nh, (n+ 1)h], we have
(7.10) |γh(t)− γ(t)| ≤
∫ (n+1)h
nh
|γ′h(s)− γ′(s)|ds ≤ 2
∫ (n+1)h
nh
|γ′(s)|ds,
which implies that γh ∈ Qh = ⋃γ∈QC,∗ B(γ, 2Ch). Then, by (7.4) and recalling the
definition of Λ
(h)
ℓ,ε given in (5.46):
Λ∗ℓ,ε(γ) ≥ sup
σ∈BV
ñ∫ T
0
〈Π(h)σ(s), γ′(s)〉 − Λ(h)ℓ,ε (σ)
ô
≥ sup
σ∈BV
ñ∫ T
0
〈σ(s), γ′h(s)〉 − Λ(h)ℓ,ε (σ)
ô
= Λ
(h)∗
ℓ,ε (γh)
where Λ
(h)∗
ℓ,ε is the Legendre transform of the regularized moment generating func-
tional Λ
(h)
ℓ,ε . In particular, we have Λ
(h)∗
ℓ,ε ≥ 0 because Λ(h)ℓ,ε (0) = 0.
Hence, we conclude that
(7.11) inf
γ∈QC,∗
Λ∗ℓ,ε(γ) ≥ inf
γ∈Qh
Λ
(h)∗
ℓ,ε (γ).
Observe that, by (5.47),
(7.12) Λ
(h)∗
ℓ,ε (γ) = sup
σ∈BV
ñ∫ T
0
κγ,θ∗
ℓ
(σ(s), s)ds −R(h)ℓ,ε (σ)
ô
,
where R(h)ℓ,ε satisfies the estimates obtained in Lemma 5.9. The aim of the above
regularization is to gain control on R(h)ℓ,ε even for very rough σ. This is the content
of the next sub-lemma.
Sub-lemma 7.3. There exists C˜0 > 0 and ε0, Tmax ∈ (0, 1], such that, for all
ε ∈ [0, ε0], T ∈ [ε−40 ε, Tmax] and γ ∈ LipC,∗([0, T ],Rd), we have for any θ ∈ T and
standard pair ℓ with θ∗ℓ = θ, setting h =
√
εT :
Λ
(h)∗
ℓ,ε (γ) ≥ inf
γ˜∈B(γ,R˜ε(γ))
Iθ(γ˜)(7.13)
where we define
R˜ε(γ) = C˜0max
¶
(ε1/4T−1/4 + T )‖γˆ‖L∞ ,min
¶
ε1/4T 3/4, (εT )1/6‖γˆ‖2/3L∞
©
,
√
εT
©
and recall, γˆ = γ − γ¯(·, θ).
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Observe that, together with (7.5) and (7.11), the above sub-lemma immediately
allows to conclude the proof of Lemma 7.2 choosing C0 = C˜0 + 2C. 
Proof of Sub-Lemma 7.3. Let us fix C˜0 > 1 large enough to be specified later;
we begin by observing that if ‖γˆ‖L∞ < C˜0
√
εT , then B(γ, R˜ε(γ)) ∋ γ¯, which
implies that inf γ˜∈B(γ,R˜ε(γ)) Iθ(γ˜) = Iθ(γ¯) = 0 and the sub-lemma holds trivially
since Λ
(h)∗
ℓ,ε (γ) ≥ 0. In the rest of the proof, we will therefore always assume that
‖γˆ‖L∞ ≥ C˜0
√
εT provided
(7.14) R˜ε(γ) ≥ C˜0
√
εT .
Recall (7.12):
Λ
(h)∗
ℓ,ε (γ) = sup
σ∈BV
ñ∫ T
0
κγ,θ∗
ℓ
(σ(s), s)ds −R(h)ℓ,ε (σ)
ô
,
and that, by definition (6.14) (since γ ∈ LipC,∗):
Iθ(γ) = sup
σ∈BV
∫ T
0
κγ,θ(σ(s), s)ds,
where, by definition (6.13),
κγ,θ(σ(s), s) = 〈σ(s), γ′(s)〉 − χA(σ(s), θ¯(s, θ))
= 〈σ(s), γˆ′(s)〉 − χˆA(σ(s), θ¯(s, θ)).
(7.15)
We will proceed as follows: by convexity of the rate function, in any ball B(γ)
around γ, we can find paths which are more likely than γ itself; in particular
inf Iθ(B(γ)) < Iθ(γ) (the inequality is strict since γ 6= γ¯). The idea is then to take
the ball B to be so large that the decrease in the rate function compensates for the
remainder term R(h)ℓ,ε . Of course, by choosing larger balls, we obtain worse bounds
for the error in the final estimate: the key technical point of the sub-lemma rests
exactly in finding a good compromise for the size of B.
For any ̺ ∈ [0, 1], let us define the convex interpolation γ̺ = (1−̺)γ+̺γ¯; since
Iθ(γ̺=1) = Iθ(γ¯) = 0 and by convexity of Iθ, we conclude that Iθ(γ̺) is decreasing
in ̺. Hence we want to find ̺ sufficiently large so that the decrease compensates
for the remainder term. The choice of ̺ will in fact depend on the distance of γ
from γ¯, that is on ‖γˆ‖L∞ . We carry out the estimate using two different strategies
as they yield optimal bounds in different regimes.
Case I: non-perturbative estimate
Note that, since γˆ ′̺ = (1− ̺)γˆ′, we have
(7.16) κ(σ, γ′, θ) = κ(σ, γ′̺, θ) + ̺〈σ, γˆ′〉.
Collecting (7.12), (7.15) and (7.16) we obtain, for any σ ∈ BV and ̺ ∈ [0, 1],
Λ
(h)∗
ℓ,ε (γ) ≥
∫ T
0
κ(σ(s), γ′̺(s), θ¯(s, θ))ds+ ̺
∫ T
0
〈σ(s), γˆ′(s)〉ds −R(h)ℓ,ε (σ).(7.17)
We then use the estimate for R(h)ℓ,ε given by Lemma 5.9-(a) with the choice
L = T 1/4ε−1/4 ∈ [ε−10 ,min{ε−1T, ε0ε−1/2}],
where the inclusion follows from our conditions on ε, T and noticing that [ε−40 ε, Tmax]
is empty for ε > Tmaxε
4
0. Recalling that h =
√
εT we obtain:
R(h)ℓ,ε (σ) ≤ C12
î
T 5/4ε3/4 + [T−1/4ε1/4 +min{T, ‖σ‖L1}]‖σ‖L1
ó
.(7.18)
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Let us fix C10 > 0 large to be specified later and let
(7.19) ̺0 = C10{ε1/4T−1/4 + 2T }.
To fix ideas, we may assume ε0, Tmax to be so small that ̺0 ≤ 13 . Let us first examine
the possibility I(γ̺0 ) =∞; in this case we claim that Λ(h)∗ℓ,ε (γ) =∞, which trivially
implies the sub-lemma. In fact: let us fix arbitrarily M > 1; by (6.14), since
γ ∈ LipC,∗, there exists σ¯M ∈ BV such that
M ≤
∫ T
0
κ(σ¯M (s), γ
′
̺0(s), θ¯(s, θ))ds
=
∫ T
0
〈σ¯M (s), γˆ′̺0(s)〉 − χˆA(σ¯M (s), θ¯(s, θ))ds.
(7.20)
By the properties of χˆA it follows
42 that if ‖σ‖ ≥ σ∗, then
χˆA(σ, θ) ≥ C#‖σ‖.
Define the set ΣM = ΣM (̺0,M) = {s ∈ [0, T ] : ‖σ¯M (s)‖ ≥ σ∗}. Then
M ≤
∫ T
0
〈σ¯M , γˆ′̺0〉 − C#
∫
ΣM
‖σ¯M‖ ≤
∫ T
0
〈σ¯M , (1 − ̺0)γˆ′〉 − C#(‖σ¯M‖L1 − Tσ∗).
Assuming M ≥ C#
√
T to be sufficiently large, it follows
(7.21)
∫ T
0
〈σ¯M , γˆ′〉 > M
2
+ C#‖σ¯M‖L1 .
Using (7.17), (7.18) together with (7.20) and (7.21) yields
Λ
(h)∗
ℓ,ε (γ)−M ≥ ̺0
∫ T
0
〈σ¯M , γˆ′〉 − C12
ñ
ε3/4T 5/4 +
®
ε1/4
T 1/4
+ T
´
‖σ¯M‖L1
ô
(7.22)
≥ 0,
provided ε is small enough, M is large enough, and C10, thus ̺0, is large enough.
By the arbitrariness of M it follows Λ
(h)∗
ℓ,ε (γ) =∞.
We can therefore assume that I(γ̺0) < ∞: since I(γ̺) is decreasing in ̺, this
implies that I(γ̺) <∞ for any ̺ ∈ [̺0, 1]. In particular, recalling also Lemma 6.7,
for each ̺ ∈ (̺0, 1] and θ ∈ T, s ∈ [0, T ] there exists an open set s ∈ U ⊂ [0, T ] and
a compact set K = K(θ, ̺, s) ⊂ ∩s′∈UD∗(θ¯(s′, θ)) such that γ ′̺ (s′) ∈ K for almost
all s′ ∈ U and thus that (1 − ̺)γˆ′ = γˆ′̺(s) = ∂σχˆA(σ) has a (unique) solution for
almost all s ∈ [0, T ], which we denote with σ¯̺. Since ∂σχˆA is a homeomorphism,
see the proof of Lemma 6.2, we have σ¯̺ ∈ L∞.
By construction, σ¯̺ realizes the sup in (6.14); in particular (7.17) reads:
Λ
(h)∗
ℓ,ε (γ)− Iθ(γ̺) ≥ ̺
∫ T
0
〈σ¯̺(s), γ′(s)〉ds−R(h)ℓ,ε (σ¯̺).
Let us assume ̺ ∈ (̺0, 12 ]. Define the set Σ∗ = Σ∗(̺) = {s ∈ [0, T ] : ‖σ¯̺(s)‖ ≥ σ∗}
and let us denote by Σc∗ = [0, T ] \ Σ∗ its complement. Then, plugging (7.18) into
the above inequality and recalling Lemma 6.5, we find:
Λ
(h)∗
ℓ,ε (γ)− Iθ(γ̺) ≥ C#̺
ñ∫
Σ∗
‖σ¯̺‖+
∫
Σc∗
‖σ¯̺‖2
ô
− C12
î
T 5/4ε3/4 +
¶
ε1/4T−1/4 +min{T, ‖σ¯̺‖L1}
©
‖σ¯̺‖L1
ó
.(7.23)
42 Equations (A.11) and (A.12b) imply that χˆA(·, θ) is convex and has its minimum in σ = 0
where χˆA(0, θ) = 0
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First, we claim that:
(7.24) min{T, ‖σ¯̺‖L1}‖σ¯̺‖L1 ≤ 2T
∫
Σ∗
‖σ¯̺‖+ 2T
∫
Σc∗
‖σ¯̺‖2.
In fact, assume that
∫
Σ∗
‖σ¯̺‖ ≥
∫
Σc∗
‖σ¯̺‖; then ‖σ¯̺‖L1 ≤ 2
∫
Σ∗
‖σ¯̺‖ and
min{T, ‖σ¯̺‖L1}‖σ¯̺‖L1 ≤ 2T
∫
Σ∗
‖σ¯̺‖.
If, on the other hand,
∫
Σ∗
‖σ¯̺‖ ≤
∫
Σc∗
‖σ¯̺‖, we have
min{T, ‖σ¯̺‖L1}‖σ¯̺‖L1 ≤ T
∫
Σ∗
‖σ¯̺‖+ 2
ñ∫
Σc∗
‖σ¯̺‖
ô2
≤ T
∫
Σ∗
‖σ¯̺‖+ 2T
∫
Σc∗
‖σ¯̺‖2.
Which proves (7.24). Plugging it into (7.23) we obtain:
Λ
(h)∗
ℓ,ε (γ)− I(γ̺) ≥ C#̺
ñ∫
Σ∗
‖σ¯̺‖+
∫
Σc∗
‖σ¯̺‖2
ô
− C12
[
ε3/4T 5/4+
+ {ε1/4T−1/4 + 2T }
∫
Σ∗
‖σ¯̺‖+ (εT )1/4
ñ∫
Σc∗
‖σ¯̺‖2
ô1/2
+ 2T
∫
Σc∗
‖σ¯̺‖2
]
≥ C#̺
ñ∫
Σ∗
‖σ¯̺‖+
∫
Σc∗
‖σ¯̺‖2
ô
− C12
[
ε3/4T 5/4 + (εT )1/4
ñ∫
Σc∗
‖σ¯̺‖2
ô1/2]
,
provided C10 has been chosen large enough (recall (7.19) and that ̺ ≥ ̺0).
We conclude that,
if
∫
Σc∗
‖σ¯̺‖2 ≥ C#̺−2ε1/2T 1/2
or
∫
Σ∗
‖σ¯̺‖ ≥ C#̺−1max
{
ε3/4T 5/4, (εT )1/4
ñ∫
Σc∗
‖σ¯̺‖2
ô1/2}
,
then Λ
(h)∗
ℓ,ε (γ)− I(γ̺) ≥ 0. Otherwise,∫
Σc∗
‖σ¯̺‖2 ≤ C#̺−2(εT )1/2
∫
Σ∗
‖σ¯̺‖ ≤ C#̺−1max
{
ε3/4T 5/4, (εT )1/4
ñ∫
Σc∗
‖σ¯̺‖2
ô1/2}
≤ C#̺−2(εT )1/2,
(7.25)
provided ε is small enough. Note that Lemma 6.5 implies that ‖γˆ ′̺ (s)‖ ≤ C∗∗‖σ¯̺(s)‖;
then estimates (7.25) and definition (7.19) imply, since ̺ > ̺0,
‖γˆ‖L∞ ≤ 2‖γˆ′̺‖L1 ≤ 2C∗∗‖σ¯̺‖L1(7.26)
≤ 2C∗∗
[∫
Σ∗
‖σ¯̺‖+
ñ
T
∫
Σc∗
‖σ¯̺‖2
ô1/2]
≤ C#̺−1ε1/4T 3/4.
Hence, if we choose C10 sufficiently large and
(7.27) ̺ = max{2̺0, 2C10ε1/4T 3/4‖γˆ‖−1L∞},
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then (7.26) cannot hold true and necessarily Λ
(h)∗
ℓ,ε (γ) ≥ I(γ̺). Thus, we ob-
tain (7.13), provided that R˜ε(γ) > ̺‖γˆ‖L∞ .
Case II: perturbative estimate
In this case we plan to apply the more refined estimate given in Lemma 5.9-(b); yet
it may not be possible to do so with the path γ̺ since in general Σ∗ 6= ∅. In order
to circumvent this problem we define another path that is sufficiently close to γ̺
and to which we can apply the mentioned estimate. Let γ ∈ LipC,∗ so that γ(0) = 0
and γ′(s) = γ¯′(s) for s ∈ Σ∗ and γ′(s) = γ′(s) otherwise. Define γ̺ = (1−̺)γ+̺γ¯,
hence
(7.28) γˆ′
̺
= (1− ̺)γˆ′ = 1Σc∗ γˆ′̺.
Let us now choose
̺ = C10max{(εT )1/6‖γˆ‖−1/3L∞ , ε1/4T−1/4 + 2T }.(7.29)
Then, either Λ
(h)∗
ℓ,ε (γ) ≥ I(γ̺) (and then (7.13) holds provided R˜ε(γ) ≥ ̺‖γˆ‖L∞),
or estimates (7.25) hold; in the latter case Lemma 6.5 yields
‖γ̺ − γ̺‖L∞ ≤
∫
Σ∗
‖γˆ′̺(s)‖ds ≤ C∗∗
∫
Σ∗
‖σ¯̺(s)‖ds ≤ C#̺−2(εT )1/2.(7.30)
In particular, ‖γ− γ
̺
‖L∞ ≤ ̺‖γˆ‖L∞ +C#̺−2(εT )1/2. Observe that, assuming C10
large enough, (7.29) implies that (this justifies the choice of the first term in (7.29),
which optimizes the above inequality)
‖γ − γ
̺
‖L∞ ≤ 2̺‖γˆ‖L∞ .(7.31)
Let σ̺(s) be the unique solution of γˆ
′
̺
(s) = ∂σχˆA(σ, θ¯(s, θ)). By definition,
(7.32) σ̺(s) = 1Σc∗(s)σ¯̺(s) ≤ σ∗;
in particular, σ̺(s) satisfies the hypotheses of Lemma 5.9-(b). Also it satisfies the
first inequality of (7.25). We can now proceed as before but using the path γ
̺
:
more precisely, equations (7.12), (7.15), (7.28), (7.32) and Lemma 6.5 imply
Λ
(h)
ℓ,ε (γ) ≥
∫ T
0
κγ,θ∗
ℓ
(σ̺(s), s)ds−R(h)ℓ,ε (σ̺)
=
∫ T
0
κγ
̺
,θ(σ̺(s), s)ds+
̺
1− ̺
∫ T
0
〈σ̺(s), γˆ′̺(s)〉 − R
(h)
ℓ,ε (σ̺)
≥ I(γ
̺
) + C#̺‖σ̺‖2L2 −R(h)ℓ,ε (σ̺).
Before continuing note that, choosing R˜ε(γ) ≥ 3̺‖γˆ‖L∞ , we can ensure that (7.13)
trivially holds if ̺ > 1/3. Hence we can assume ̺ ≤ 1/3. Next, we claim that
(7.33)
C˜0C∗∗
3
√
ε ≤ ‖σ̺‖L2 ≤ C#C−110
√
T .
Indeed, by the first of (7.25) and recalling the choice (7.29) ‖σ̺‖L2 ≤ C#C−110
√
T .
Moreover, recall that we are assuming that ‖γˆ‖L∞ ≥ C˜0
√
εT and ̺ ≤ 1/3, which
by (7.31) yields ‖γˆ
̺
‖L∞ ≥ (C˜0/3)
√
εT ; in turn, by Lemma 6.5, this implies that
‖σ̺‖L2 ≥ C˜0C∗∗3
√
ε.
We now make the choice L = C#‖σ̺‖L2(εT )−1/2. Let us check when it satisfies
the hypotheses of Lemma 5.9-(b). By (7.33), choosing C˜0 and C10 sufficiently large,
we have L ∈ [ε−10 , ε0ε−1/2]. On the other hand the condition εL ≤ T is satisfied
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only if C#‖σ̺‖L2 ≤ T 3/2ε−1/2, which is automatically ensured only if T ≥
√
ε,
provided C10 is sufficiently large.
Thus, if T ≤ √ε, then our choice it is not good. In such a case we make the
choice L = ε0ε
−1T . Again, we have L ∈ [ε−10 , ε0ε−1/2], and εL ≤ T , thus the
hypotheses of Lemma 5.9-(b) are satisfied.
We are now ready to estimate R(h)ℓ,ε using Lemma 5.9-(b), recall our choices
h =
√
εT and T ∈ (εL, Tmax). We have to treat the two above regimes separately.
If T ≥ √ε, then, using Schwarz inequality,
R(h)ℓ,ε (σ̺) ≤ C12
[
5
√
ε ‖σ̺‖L2 + 2T ‖σ̺‖2L2
]
.(7.34)
We thus conclude, assuming C10 in (7.29) to be sufficiently large:
Λ
(h)
ℓ,ε (γ)− I(γ̺) ≥ C#̺‖σ̺‖2L2 − 5C12
√
ε‖σ̺‖L2 .(7.35)
Since Lemma 6.5 implies C∗∗
√
T‖σ‖L2 ≥ ‖γˆ‖L∞ ≥ C˜0
√
εT , the first term in the
max of (7.29) implies that (7.13) holds by choosing R˜ε(γ) = 3̺‖γˆ‖L∞ .
Next, we consider the case T ≤ √ε and apply again Lemma 5.9-(b):
R(h)ℓ,ε (σ̺) ≤ C12
î
T 2C
−1/2
12 + 4
√
ε‖σ̺‖L2 + 2εT−1‖σ̺‖2L2
ó
≤ C12
[
5
√
ε ‖σ̺‖L2 + 2εT−1‖σ̺‖2L2
]
,
(7.36)
where we have chosen C12 large enough and, in the last line, we have used (7.33).
Then (7.13) follows again since, on the one hand, ε1/4T−1/4 ≥ εT−1, and, on the
other hand, (εT )1/6‖γˆ‖−1/3L∞ ‖σ̺‖L2 ≥ C#
√
ε is implied, again, by C∗∗
√
T‖σ̺‖L2 ≥
‖γˆ‖L∞ and ‖γˆ‖L∞ ≥ C˜0
√
εT . The sub-lemma then follows by recalling (7.14), that
̺ must be larger than ̺0, defined in (7.19), as well as larger than either (7.27)
or (7.29), and provided that we choose C˜0 ≥ 3C10. 
Remark 7.4. The above Lemma is based on a trade-off: for small deviations (up
to the ones predicted by the Central Limit Theorem) it gives very rough estimates,
but up to times of order one; while for larger deviations it provides much sharper
results although only for short times. Obtaining sharper results for small deviations
would entail more work, in particular a sharper version of Lemma 5.4 (which can be
achieved by using the techniques that we will employ in the next sections to prove a
local CLT). On the other hand, in order to extend the above sharp results to longer
times one can simply divide the time interval in shorter ones and use Lemma 7.2
repeatedly (see Theorem 2.4 for an implementation of this strategy).
7.2. Lower bound for balls (short times).
In this section we proceed to obtain a lower bound for short times. It turns out that
in [12] we need this type of estimates only in the case of large deviations; therefore
we do not insist here in obtaining optimal bounds for all moderate deviations,
since this would require considerable additional work. On the other hand, we can,
and will, obtain results for deviations that are not exceedingly small at essentially
no extra cost. Also, in an attempt to simplify the exposition, we will consider
trajectories that are not arbitrarily close to being impossible, i.e. so that their
derivatives belong to the domains Dǫ(θ) = D(θ) \ ∂ǫD(θ) for some arbitrarily small,
but fixed, ǫ.
Lemma 7.5 (Lower bound). For any δ ∈ (0, 14 ) there exists εδ,Kδ, Tmax > 0 such
that, for any θ ∈ T, ε ≤ εδ, γ ∈ LipC,∗([0, T ]), with γ′(s) ∈ Dδ(θ¯(s, θ)) for almost
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all s ∈ [0, T ], and for any standard pair ℓ so that θ∗ℓ = θ:
ε logPℓ,ε(B(γ, h)) ≥ −Iθ(γ)− cδ(T
»
ε/h+ T 2 + T R¯T /h))
R¯T = Kδ[T
3/2 +max{ε1/4T 3/4,K−1/2δ T (ε/h)1/4}]
provided T ∈ [ε−1δ ε, Tmax], h ∈ [R¯T , T ].
Proof. Before describing the core of the proof we need some preparation: we must
define a new reference path having several special properties. To this end we first
perform the same polygonalization done just before (7.10), with step h = T/Nh,
Nh ∈ N and h ≥ 2ε. Let γh the resulting path. Clearly ‖γ − γh‖C0 ≤ Ch ≤ δ/4,
provided h is small enough, but it also has another important property.
Sub-lemma 7.6. For all δ > 0 and γ ∈ LipC,∗([0, T ]), with γ′(s) ∈ Dδ(θ¯(s, θ))
for almost all s ∈ [0, T ], there exists hδ ∈ (0, T ] such that, for all h ≤ hδ, γ′h(s) ∈
Dδ/4(θ¯(s, θ)) for almost all s ∈ [0, T ].
Proof. By Lemma 6.7, D(θ¯(s, θ)) varies continuously, in the Hausdorff topology,
with respect to s. Hence, for each δ > 0 there exists hδ > 0 such that Dδ(θ¯(s
′, θ)) ⊂
Dδ/2(θ¯(s, θ)) ⊂ Dδ/4(θ¯(s′, θ)) for all |s′ − s| ≤ hδ. Accordingly, for all h ≤ hδ,
k ∈ {0, · · · , Nh} and s ∈ (kh, (k + 1)h) we have γ′(s) ∈ Dδ/2(θ¯(kh, θ)). By the
convexity of the set it follows γ′
h
(s) ∈ Dδ/2(θ¯(kh, θ)) ⊂ Dδ/4(θ¯(s, θ)), hence the
sub-lemma. 
The above sub-lemma implies that the equation γ′
h
(s) = ∂σχA(σ(s), θ¯(s, θ)) has
a unique solution σh(s) ∈ BV. Moreover, from Lemmata 6.7, 6.2 it also follows
that there exists Rˆδ > 0 such that ∂σχA(B(0, Rˆδ), θ¯(s, θ)) ⊃ Dδ/4(θ¯(s, θ)) for all
s ∈ [0, T ]. This allows to obtain also some regularity of the function σh ∈ BV.
Indeed, for k ∈ {0, · · · , Nh} and s ∈ (kh, (k + 1)h) we have
0 = ∂2σχA(σh(s), θ¯(s, θ))σ
′
h(s) + ∂θ∂σχA(σh(s), θ¯(s, θ))A¯(θ¯(s, θ).
Since ‖σh‖L∞ ≤ Rˆδ and inf‖σ‖≤Rˆδ,s ∂2σχA > 0, there exists Cδ > 0 such that
‖σ′h(s)‖ ≤ Cδ.
We have thus obtained a path with a controlled regularity. Unfortunately, we
have a further problem: it is not obvious how to compare effectively the rate func-
tion computed on the regularized path and the rate function computed on the orig-
inal one. To this end it turns out to be convenient to further modify the path in a
special way: consider a path γh ∈ C0([0, T ],Rd) such that γh(kh) = γ(kh) = γh(kh)
for all k ∈ {0, · · · , Nh} with the following extra property: a) γh is Lipschitz, b) the
equation γ′h(s) = ∂σχA(σ(s), θ¯(s, θ)), which by (a) is well defined for almost every
s ∈ [0, T ], has a solution σh which is constant in each interval [nh, (n+ 1)h).
The reason for the above construction lies in item (c) of the next lemma.
Sub-lemma 7.7. There exists hδ > 0 such that, for all h ≤ hδ ∈ (0, T ], the above
defined path γh is well defined and unique. In addition,
(a) γ′h(s) ∈ Dδ/8(θ¯(s, θ)) for almost all s ∈ [0, T ];
(b) ‖γ − γh‖C0 ≤ 2Ch ;
(c) Iθ(γ) ≥ Iθ(γh).
Proof. We can change the path interval by interval. Assume that we have a path
γh,k that has the wanted properties in the interval [0, kh] and that agrees with γh in
the interval (kh, T ], and let us consider the the interval Jk = (kh, (k+1)h]. Define
the function Ξk : L
∞([0, T ])× Rd+1 → L∞(Jk)× R given by
Ξk(η, ζ, β) =
Ç
γ′
h
(s) + η(s)− ∂σχA(ζ + (1 − β)σh(s), θ¯(s, θ)),
∫
Jk
η(s)ds
å
.
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By definition we have Ξk(0, 0, 0) = 0. We want to apply the implicit function
theorem, hence we have to study the differential
∂η,ζΞk =
Å
1 −∂2σχA(ζ + (1− β)σh(s), θ¯(s, θ))
Leb 0
ã
.
Using Lemmata A.1, A.16, A.9, a direct computation shows that, provided ‖ζ‖ ≤
2Rˆδ, ‖(∂η,ζΞk)−1‖ ≤ Cδ. We can then apply the Implicit Function Theorem and
obtain a solution (η(β, s), ζ(β)) of Ξk(η, ζ, β) = 0. Such a solution is differentiable
and satisfies
∂βη(s)− ∂2σχA(ζ + (1− β)σh(s), θ¯(s, θ))[∂βζ − σh(s)] = 0∫
Jk
∂βη(s)ds = 0.
Integrating the first and using the second equation yields
∂βη(s) = B(s, ζ, β)[∂βζ − σh(s)]
∂βζ =
ñ∫
Jk
B(s′, ζ, β)ds′
ô−1 ∫
Jk
B(s′, ζ, β)σh(s
′)ds′
B(s, ζ, β) = ∂2σχA(ζ + (1 − β)σh(s), θ¯(s, θ)).
Recalling that ‖σ′h(s)‖ ≤ Cδ (which was the point of introducing the regularized
path γ
h
in the first place), we have ‖B(s, ζ, β)−B(kh, ζ, β)‖ ≤ Cδh. Thus,∥∥∥∥∂βζ − h−1 ∫
Jk
σh(s)ds
∥∥∥∥ ≤ Cδh ≤ Rˆδ
‖∂βη(s)‖ ≤ Cδh ≤ δ/8.
provided h is small enough. Accordingly, γ′
h
(s) + η(β, s) ∈ Dδ/8(θ¯(s, θ)) for all
β ≤ 1. The above shows that γh,k+1 and hence, by induction, γh is uniquely
defined and point (b) of the lemma follows as well for δ small enough. To prove
(c), we use Lagrange multipliers to find the local minimum among all the paths
γ ∈ C0([0, T ],Rd) such that γ(kh) = γ(kh). This amount to finding the stationary
points of the functional
IL(γ, φi) = I(γ) +
h−1T∑
k=1
〈φk, γ(kh)− γ(kh)〉.
By (6.3) and (6.4) it follows that, for each γ such that I(γ) <∞, we have, for each
α ∈ Lip, α(0) = 0,
∂γIL(γ)(α) =
∫ T
0
〈σ(s), α′(s)〉ds+
h−1T∑
k=1
〈φk, α(kh)〉 =
∫ T
0
〈(σ(s) − σφ(s)), α′(s)〉ds
where γ′(s) = ∂σχA(σ(s), θ¯(s, θ)) and σφ(s) = −∑h−1Tj=k φj for s ∈ [(k − 1)kh, kh).
Hence it must be σ = σφ, that is σ is piecewise constant. But only γh has such a
property, thus the convex function t : R→ Iθ(tγh+(1−t)γ) has a unique stationary
point that must be a minimum, hence point (c) of the sub-lemma. 
Note that, by the above sub-lemma, the equation γ′h(s) = ∂σχA(σ(s), θ¯(s, θ))
has a unique solution σh(s) ∈ BV, ‖σh‖L∞ ≤ Cδ, ‖σh‖BV ≤ Cδh−1T . Also, if
Ch > R¯T , then we have
(7.37) B(γ, 3Ch) ⊃ B(γh, R¯T ).
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This concludes our preparation; the rest of the proof follows the strategy strategy
for proving the lower bound. Consider the linear functional ϕh ∈ Md([0, T ]) defined
by
(7.38) ϕh(γ) = ε
−1
∫ T
0
〈σh(s), γ′(s)〉ds,
and introduce the measure Pϕh,ℓ,ε on C0([0, T ],Rd) defined by
Eϕh,ℓ,ε(ψ) =
Eℓ,ε(e
ϕhψ)
Eℓ,ε(eϕh)
,
for any continuous functional ψ ∈ C([0, T ],Rd)′.
Sub-lemma 7.8. There exists εδ,Kδ, Tmax > 0 such that for any 0 < ε ≤ εδ:
Pϕh,ℓ,ε(B(γh, R¯T )) ≥
1
2
,
provided T ∈ [ε−1δ ε, Tmax], R¯T ≥ Kδ[T 3/2 + max{ε1/4T 3/4,K−1/2δ T (ε/h)1/4}] and
h ∈ [R¯T /(3C), T ].
Proof. The idea is to cover the complement of B(γh, R¯T ) in the support of Pϕh,ℓ,ε
with finitely many sufficiently small balls whose measure we can estimate using the
upper bound obtained in Lemma 7.2. In order to do so, let us partition the interval
[0, T ] in subintervals of length c#rε, rε < h, so that any path in the support of the
measure (and hence C-Lipschitz) can vary in any given subinterval by at most 2rε.
This means that there exists a finite set Γ = {γi} ⊂ C0([0, T ],Rd) of cardinality
|Γ| = exp(c#r−1ε T ) so that43
suppPϕh,ℓ,ε ⊂
⋃
γi∈Γ
B(γi, rε).
Define Γ∗ = {γi ∈ Γ : ‖γh − γi‖∞ ≥ R¯T /2}: then, by definition,
Pϕh,ℓ,ε(B(γh, R¯T )) ≥ 1−
∑
γi∈Γ∗
Pϕh,ℓ,ε(B(γi, rε)).
Let rε ∈ [K2δ R¯−2T εT 2, R¯T /8]; observe that the interval is not empty provided R¯T ≥
2ε1/3T 2/3K
2/3
δ , which always holds if εδ is small enough. We claim that, for all
γi ∈ Γ∗,
Pϕh,ℓ,ε(B(γi, rε)) < e
−Cδε−1R¯2TT−1 .(7.39)
Observe that the above estimate suffices to prove the sub-lemma: in fact, using our
estimate on the cardinality of Γ, we have∑
γi∈Γ∗
Pϕh,ℓ,ε(B(γi, rε)) ≤ e−C#([Cδ−c#K
−2
δ
]ε−1R¯2TT
−1 ≤ 1
2
,
provided we choose Kδ large enough.
We thus proceed to prove (7.39). Using (7.4) we gather
Pϕh,ℓ,ε(B(γi, rε)) = e
−ε−1Λℓ,ε(ϕh)Eℓ,ε
(
eϕh1B(γi,rε)
)
≤ e−ε−1Λℓ,ε(ϕh)+ϕh(γi)+ε−1rε‖σh‖BVPℓ,ε (B(γi, rε)) ,
43 In fact, consider a lattice of size rǫ
√
4/d in Rd. If a path γ is in the support of the measure
and γ(s) belongs to the lattice, by the Lipschitz property γ(s+c#rε) belongs to the union of balls
of radius rε centered at finitely many points of the lattice.
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where in the second line we used the fact that, for any γ ∈ B(γi, rε), we have by
definition (7.38) (recall Remark 5.2),
|ϕh(γ)− ϕh(γi)| = ε−1
∣∣∣∣∫ 〈σh, γ′ − γ′i〉∣∣∣∣ ≤ ε−1‖σh‖BV‖γ − γi‖L∞
≤ ε−1‖σh‖BV rε.
(7.40)
Then, using (7.7) and (7.8):
Pϕh,ℓ,ε(B(γi, rε)) ≤ eε
−1[−Rℓ,ε(σh)+rε‖σh‖BV]
· eε
−1
î∫
T
0
〈σh(s),γ′i(s)〉−χA(σh(s),θ¯(s,θ))ds
ó
Pℓ,ε (B(γi, rε)) .(7.41)
Next, let us set Ξi = infγ∈B(γi,R¯T /4) Iθ(γ); we claim that
Pℓ,ε (B(γi, rε)) ≤ e−ε−1Ξi .(7.42)
In fact, if ‖γˆi‖∞ ≥ 2CT , then ‖γˆ‖∞ ≥ 3/2CT for all γ ∈ B(γi, rε), hence their
Lipschitz constant must be larger than C and hence Pℓ,ε (B(γi, rε)) = 0. Other-
wise (7.42) follows from Lemma 7.2, provided that Rε(γi)+ rε < R¯T /4. This holds
since one can check that Rε(γi) ≤ C#{ε1/4T 3/4 + T 2}, hence Rε(γi) ≤ R¯T /8 by
choosingKδ sufficiently large. Substituting (7.42) in (7.41), recalling (6.1), (6.2), (6.3),
Sub-Lemma 6.12 and Remark 6.3:
Pϕh,ℓ,ε(B(γi, rε)) ≤ eε
−1[−Rℓ,ε(σh)+rε‖σh‖BV]
· eε−1 supγ∈B(γi,R¯T /4)∩Lip
∫
T
0
[〈σh(s),γ′i(s)〉−χA(σh(s),θ¯(s,θ))−Z(γ′(s),θ¯(s,θ))]ds
≤ eε−1[−Rℓ,ε(σh)+rε‖σh‖BV]
· eε−1 supγ∈B(γi,R¯T /4)
∫
T
0
[〈σh(s),γ′(s)−γ′h(s)〉+Z(γ′h(s),θ¯(s,θ))−Z(γ′(s),θ¯(s,θ))]ds.(7.43)
Next, we proceed to estimate the argument of the sup appearing on the last line:
note that we only need to consider paths γ so that s 7→ Z(γ′(s), θ¯(s, θ)) is integrable
on [0, T ], hence γ′(s) ∈ D for almost all s. Then, for any ̺ ∈ [0, 1], let us define the
interpolating function
H(̺, s) := 〈σh(s), ̺(γ′(s)− γ′h(s))〉
− Z(γ′h(s) + ̺(γ′(s)− γ′h(s)), θ¯(s, θ)) + Z(γ′h(s), θ¯(s, θ)).
Let σ̺ be the solution of γ
′
h + ̺(γ
′ − γ′h) = ∂σχˆA(σ̺, θ¯(·, θ)), which exists, for all
̺ < 1, by the convexity of D. In addition, note that, if ̺ ≤ 1/2, then γ′h+̺(γ′−γ′h) ∈
Dδ/16. Note that H(0, s) = 0 and
∂̺H(0, ·) = 〈σh − σ¯, γ′ − γ′h〉 − 〈σ¯, ∂bZ(γ′h(s), θ¯(s, θ)), γ′ − γ′h〉 = 0,
∂̺̺H(̺, ·) = −〈[∂2σχˆA(σ̺)]−1(γ′ − γ′h), γ′ − γ′h〉 ≤ 0,
∂̺̺H(̺, ·) ≤ −Cδ‖γ′ − γ′h‖2 for all ̺ ≤ 1/2.
Thus
〈σh, γ′ − γ′h〉 − Z(γ′, θ¯(·, θ)) + Z(γ′h, θ¯(·, θ)) = H(1) ≤ −Cδ‖γ′ − γ′h‖2.
The term containing Rℓ,ε can be estimated by Proposition 5.4-(a); by our bounds
on σh and choosing L = ε
−1/2h1/2 we obtain, since
√
εh ≤ T ,
(7.44) |Rℓ,ε(σh)| ≤ c−1∗ CδεLh−1T +Cδ(L−1+T +εLh−1T )T ≤ Cδ(T
»
ε/h+T 2).
Thus,
Pϕh,ℓ,ε(B(γi, rε)) ≤ e−Cδε
−1
[
infγ∈B(γi,R¯T /4) ‖γ
′−γ′h‖2L2−Cδ(T
√
ε/h+T 2)−rε‖σh‖BV
]
.
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To conclude, note that, for γi ∈ Γ∗, if γ ∈ B(γi, R¯T /4) we have
R¯T /4 ≤ ‖γ − γh‖L∞ ≤ ‖γ′ − γ′h‖L1 ≤ ‖γ′ − γ′h‖L2
√
T ,
which, by choosing Kδ large and rε = K
2
δ R¯
−2
T εT
2, proves (7.39). 
To conclude the proof of Lemma 7.5 it suffices to compare the measures Pϕh,ℓ,ε
and Pℓ,ε. By Sub-Lemma 7.8, equations (7.4), (7.8), and using (7.44), and arguing
like in (7.40) we have
1
2
≤ Pϕh,ℓ,ε(B(γh, R¯T )) =
Eℓ,ε
Ä
eϕh1B(γh,R¯T )
ä
Eℓ,ε(eϕh)
≤ C#eε
−1
î∫
T
0
〈σh,γ′h〉−χA(σh,θ¯(s,θ))ds+Cδ(T
√
ε/h+T 2)
ó
Eℓ,ε
Ä
eϕh−ϕh(γh)1B(γh,R¯T )
ä
≤ C#eε
−1
[
Iθ(γh)+Cδ(T
√
ε/h+T 2)+‖σh‖BVR¯T
]
Pℓ,ε(B(γh, R¯T )).
By (7.37), Sub-Lemma 7.7-(c) and h, R¯T as in Sub-Lemma 7.8 we have
Pℓ,ε(B(γ, 3Ch)) ≥ Pℓ,ε(B(γh, R¯T )) ≥ e−ε−1(I(γh)+cδ(T
√
ε/h+T 2+TR¯T /h)).
The Lemma follows by choosing R¯T as small as allowed and renaming 3Ch as h. 
7.3. Large and moderate deviations for balls: long times.
Lemmata 7.2 and 7.5 are the basic ingredients to prove Theorem 2.4. Their major
drawback is that they are really effective only for short times. In order to proceed
and obtain a Large Deviation estimate for times of order 1 with the announced
small error, we will subdivide a trajectory in shorter subintervals and apply the
mentioned lemmata to each subinterval. To this end, some type of Markov-like
property is needed. Before stating it in Lemma 7.9, we need to introduce a bit of
notation.
For any J ⊂ J ′ ⊂ [0, T ], γ ∈ C0(J ′,Rd) and r > 0, we introduce the notation
(7.45) B|J (γ, r) =
{
γ ∈ C0([0, T ],Rd) : ‖γ − γ‖L∞(J) < r
}
,
where ‖γ‖L∞(J) = sups∈J ‖γ(s)‖. In other words, B|J(γ, r) is a set of paths in
C0([0, T ],Rd) that are r-close to γ¯ on J , but are otherwise arbitrary on [0, T ] \ J .
Naturally, if J = [0, T ], the set B(γ, r) = B|[0,T ](γ, r) is the standard C0-ball of
radius r around γ.
Let us fix θ ∈ T; consider a path γ ∈ C0([0, T ],Rd) and a number r > 0. For any
standard pair ℓ = (G, ρ) and t ∈ [0, T ] we define 1±θ,γ,r(ℓ, t) as follows:
1
−
θ,γ,r(ℓ, t) =
®
1 if infx{|Gℓ(x)− θγ(t)|} < r
0 otherwise
(7.46a)
1
+
θ,γ,r(ℓ, t) =
®
1 if supx{|Gℓ(x) − θγ(t)|} < r
0 otherwise,
(7.46b)
where we used the previously introduced notation θγ(s) = θγ(s, θ) = θ+γ(s)1, and
γ(s)1 denotes the first component of the vector γ(s). Observe that, by construction,
1
+
θ,γ,r(ℓ, t) ≤ 1−θ,γ,r(ℓ, t). Finally, for any interval E = [s, t] ⊂ [0, T ], let
P−(E, θ, γ, r) = sup
{ℓ : 1−
θ,γ,r
(ℓ,s)=1}
Pℓ,ε(B|[0,t−s](γ(s+ ·)− γ(s), r)),
P+(E, θ, γ, r) = inf
{ℓ : 1+
θ,γ,r
(ℓ,s)=1}
Pℓ,ε(B|[0,t−s](γ(s+ ·)− γ(s), r));
(7.47)
observe that by construction P+(E, θ, γ, r) ≤ P−(E, θ, γ, r).
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Lemma 7.9. For T > 0, k ∈ {0, · · · ,K − 1} and τ = TK−1 ≥ ε let Ek =
[kτ, (k + 1)τ ]. Then, for any θ∗ ∈ T and standard pair ℓ0 with θ∗ℓ0 = θ∗ we have:
K−1∏
k=0
P+(Ek, θ
∗, γ, r − C#ε) ≤ Pℓ0,ε(B(γ, r)) ≤
K−1∏
k=0
P−(Ek, θ∗, γ, r + C#ε),
where the first inequality holds for γ ∈ C0, while the second for γ ∈ suppPℓ0,ε.44
Proof. For each k ∈ N let L(k)ℓ0,0 be a standard family representing (F kε )∗µℓ0 , see
Proposition 3.3 and Remark 3.7 for exact definitions. Let πz : T
2×Rd−1 → T×Rd−1
be the projection on the last d (i.e. slow) coordinates. Let ℓ′ ∈ L(k)ℓ,0 , by Remark
3.7, definition (2.6) and the expansivity of the x dynamics, it follows that, for all
j ≤ k,
sup
x,x′
∥∥1ℓ′(x)1ℓ′(x′)[πzFj(x,Gℓ(x), 0)− πzFj(x′, Gℓ(x′), 0)]∥∥
= sup
x,x′
∥∥∥∥∥1ℓ′(x)1ℓ′(x′)ε
j−1∑
m=0
[A ◦ Fm(x,Gℓ(x)) −A ◦ Fm(x′, Gℓ(x′))]
∥∥∥∥∥
≤ C#ελ−k+j .
(7.48)
Let us define, for j, k ∈ N, ℓ′ ∈ L(k)ℓ,0 , E = [jε, (j + k)ε], 1−B|E(γ,r)(ℓ, ℓ′) = 1 if
sup
m≤k
inf
x
‖1ℓ′(x)[γ(ε(j +m))− γ(εj) + (Gℓ(x), 0)− πzFm(x,Gℓ(x), 0)]‖ ≤ r,
while 1−B|E(γ,r)(ℓ, ℓ
′) = 0 otherwise. Note that, 1−B|[0,t](γ,r)(ℓ, ℓ
′) ≤ 1−θ∗
ℓ
,γ,r+C#ε
(ℓ′, t).
Also, 1−B|[0,t](γ,r+C#ε)(ℓ, ℓ
′) ≥ 1−θ∗
ℓ
,γ,r(ℓ
′, t) since, if 1−θ∗
ℓ
,γ,r(ℓ
′, t) = 1, then, by (7.48),
sup
m≤k
sup
x
‖1ℓ′(x)[γ(ε(j +m))− γ(εj) + (Gℓ(x), 0) − πzFm(x,Gℓ(x), 0)]‖ ≤ r + C#ε.
Setting γ
k
(s) = γ(kτ + s)− γ(kτ), by Proposition 3.3 and (7.47) it follows that
Pℓ0,ε
(
B(γ, r)
) ≤ µℓ0
Ñ
ε−1T∏
k=0
1B|{kε}(γ+(θ0,0),r) ◦ Fkε
é
≤
∑
ℓ′∈LKτ/ε
ℓ0,0
νℓ′1
−
B|[0,Kτ](γ,r)(ℓ0, ℓ
′)
≤
∑
ℓ′∈L(K−1)τ/ε
ℓ0,0
νℓ′1
−
B|[0,(K−1)τ](γ,r)(ℓ0, ℓ
′)Pℓ′,ε(B|[0,τ ](γK−1, r + C#ε))
≤
∑
ℓ′∈L(K−1)τ/ε
ℓ0,0
νℓ′1
−
B|[0,(K−1)τ](γ,r)(ℓ0, ℓ
′)P−(EK−1, θ∗, γ, r + C#ε).
(7.49)
Iterating, and arguing similarly for the lower bound, the lemma follows.45 
We are finally ready to prove our main Large Deviations result; the proof is
divided in two steps; the first step is to obtain upper and lower bounds for the
probability of a small ball around a trajectory of length of order 1 and it is given
by Lemma 7.10 below. The second will be carried out in the proof of Theorem 2.4.
44 In particular, γ, is C-Lipschitz and piecewise linear in each interval [kε, (k + 1)ε].
45 Note that if γ ∈ suppPℓ0,ε, then in the first line of (7.49) holds equality.
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Lemma 7.10. Let T > 0, θ ∈ T, γ ∈ C0([0, T ],Rd) and, recalling the notation
in (2.12), R+(γ) = Cǫ,T
¶
ε1/7‖γˆ‖5/7L∞ +
√
ε
©
, where γˆ = γ − γ¯(·, θ); let moreover
ς = (T 1/7‖γˆ‖−1/7L∞ ε4/7), ς− = ε
1
2 . Then for any ǫ > 0, if ε is sufficiently small, we
have, for any ℓ0 with θ
∗
ℓ0
= θ∗:
ε logPℓ0,ε(B(γ, ς/3)) ≤ −
[
1− Cǫ
Ç
T 2ε
‖γˆ‖2L∞
å1/7]
inf
γ∈B(γ,R+(γ))
I
−
θ∗,ǫ(γ).(7.50a)
ε logPℓ0,ε(B(γ, ς−)) ≥ −(1 + Cǫε1/2)I +θ∗,ǫ(γ)− Cǫ,T ε1/8.(7.50b)
Proof. In accordance with our conventions we will use Cǫ or CT to designate an
arbitrary constant depending only on the values of ε or T , respectively.
We begin by estimating the upper bound (7.50a). First of all observe that if
‖γˆ‖L∞ ≤ C4ǫ,T
√
ε, then R+(γ) > ‖γˆ‖L∞ and therefore γ¯ ∈ B(γ,R+(γ)), which
implies that (7.50a) holds trivially, since Iθ∗,ǫ(γ¯) = 0. Hence we can assume that
‖γˆ‖L∞ ≥ C4ǫ,T
√
ε and, provided Cǫ,T has been chosen large enough, ς ≤ √ε.
As mentioned, we will divide [0, T ] in time intervals of length τ ≤ cǫ. Although,
for convenience, most of the following argument is done for arbitrary τ satisfying
said inequalities, we will eventually choose46
(7.51) ς =
√
ετ that is τ =
Ç
T 2ε
‖γˆ‖2L∞
å1/7
.
Note that if B(γ, ς)∩LipC,∗([0, T ],Rd) = ∅, then Pℓ0,ε(B(γ, ς)) = 0 and (7.50a) is
trivially true. We can then assume that there exists γ˜ ∈ B(γ, ς)∩LipC,∗([0, T ],Rd).
We then consider the piecewise linear path γ such that γ(kε) = γ˜(kε) for all k ∈ N.
Since ‖γ˜ − γ‖L∞ ≤ Cε, B(γ, ς) ⊂ B(γ, 3ς). We can thus assume, without loss of
generality, that γ = γ by substituting ς to ς/3.
LetE = [0, τ ] and recall the notationEk = [kτ, (k + 1)τ) introduced in Lemma 7.9.
By Lemma 7.9, we gather that, provided ε is sufficiently small,
Pℓ0,ε
(
B(γ, ς)
) ≤ K−1∏
k=0
P−(Ek, θ∗, γ, 2ς)(7.52)
where recall that
(7.53) P−(E, θ∗, γ, r) = sup
{ℓ : 1−
θ∗,γ,r
(ℓ,kτ)=1}
Pℓ,ε(B|E(γk, r)),
and γ
k
∈ LipC,∗(E,Rd) is the translation of the path γ defined by:
γ
k
(s) = γ(kτ + s)− γ(kτ).
Let us fix arbitrarily k ∈ {0, · · · ,K − 1} and let θk = θγ(kτ, θ∗); fix also ℓ so that
1
−
θ∗,γ,ς(ℓ, kτ) = 1, i.e. we have |θ∗ℓ − θk| ≤ C#ς .
Let us define the shorthand notations θ¯ℓ : E → T as θ¯ℓ(·) = θ¯(·, θ∗ℓ ) and corre-
spondingly z¯ℓ : E → Rd as z¯ℓ = z¯(·, θ∗ℓ ) (i.e. z¯ℓ satisfies the differential equation
z¯′ℓ(s) = A¯(θ¯ℓ(s)) with initial condition z¯ℓ(0) = (θ
∗
ℓ , 0)). For convenience, remem-
bering (2.9), let us also introduce, for any γ ∈ LipC,∗(E,Rd),
γ¯ℓ(s) = z¯ℓ(s)− (θ∗ℓ , 0)
γˆℓ = γ − γ¯ℓ.(7.54)
46 We do not claim this choice to be optimal; its motivation is to simplify (7.70).
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Our first step is to estimate Pℓ,ε(B|E(γk, 2ς)). For further use let us introduce the
notations (recall definitions (6.2), (6.3), (6.16) and (6.17)):
Iθ|E(γ) =
®
+∞ if γ(0) 6= 0 or γ 6∈ Lip∫
E
Z(γ′(s), θ¯(s, θ)) ds otherwise.
I
±
θ,ǫ|E(γ) =
®
+∞ if γ(0) 6= 0 or γ 6∈ Lip∫
E
Z±ǫ (γ′(s), θγ(s, θ)) ds otherwise.
(7.55)
Of course, we have Iθ = Iθ|[0,T ] and I ±θ,ǫ = I ±θ,ǫ|[0,T ].
Next, we apply Lemma 7.2 in the interval E: assume
√
ετ ≥ ς , τ ≥ ε−40 ε, let
(7.56)
Rk,ℓ = C
′
0max
¶
((ε/τ)1/4 + τ)‖γˆ
k,ℓ
‖L∞ ,min
¶
ε1/4τ3/4, (ετ)1/6‖γˆ
k,ℓ
‖2/3L∞
©
,
√
ετ
©
where γˆ
k,ℓ
= γ
k
− γ¯ℓ, C′0 = C11C0, C0 was introduced in Lemma 7.2 and the
constant C11 is chosen so large that C
′
0
√
ετ ≥ C0√ετ + 2ς , then
ε logPℓ,ε(B|E(γk, 2ς)) ≤ − infγ∈B|E(γ
k
,Rk,ℓ)
Iθ∗
ℓ
|E(γ).(7.57)
We now proceed to relate the rate function Iθ∗
ℓ
|E appearing in (7.57) with the
modified rate function I −θ,ǫ/2|E .
Sub-lemma 7.11. For each ǫ > 0 there exists ε0, cǫ > 0 such that, for all ε < ε0,
cǫ ≥ τ > 0, E = [0, τ ], standard pair ℓ such that 1−θ∗,γ,ς(ℓ, kτ) = 1, and γ ∈
LipC,∗(E,R
d),
I
−
θ
k
,ǫ/2|E(γ) ≤ (1 + Cǫτ)Iθ∗ℓ |E(γ) + Cǫς2.
Proof. Since ‖ · ‖L1(E) ≤
√
τ‖ · ‖L2(E), for any γ ∈ LipC,∗(E,Rd) we have
‖θ¯ℓ − θγ(·, θk)‖L∞(E) ≤
∫
E
‖A¯(θ¯ℓ(s)) − γ′(s)‖ds+ C#ς
≤ √τ‖A¯(θ¯ℓ)− γ′‖L2(E) + C#ς
which yields, recalling (6.20):
‖θ¯ℓ − θγ(·, θk)‖L∞(E) ≤ C#
»
τIθ∗
ℓ
|E(γ) + C#ς.(7.58)
Similarly, we have:
‖θ¯ℓ − θγ(·, θk)‖L∞(E) ≤
∫
E
‖A¯(θ¯ℓ(s))− A¯(θγ(s, θk))‖+ ‖A¯(θγ(s, θk))− γ′(s)‖ds+ C#ς
≤ C#τ‖θ¯ℓ − θγ(·, θk)‖L∞(E) + ‖A¯(θγ(s, θk))− γ′(s)‖L1(E) + C#ς.
Then, provided C#τ ≤ 1/2, Lemma 6.16 implies
(7.59) ‖θ¯ℓ − θγ(·, θk)‖L∞(E) ≤ C#
√
τI −θk,ǫ/2|E(γ) + C#ς.
Notice that if Iθ∗
ℓ
|E(γ) = ∞, then the sub-lemma holds trivially. We can then
assume that, for a.e. s ∈ E we have Z(γ′(s), θ¯ℓ(s)) < ∞, i.e. γ′(s) ∈ D(θ¯ℓ(s)).
Hence, if τ is sufficiently small (with respect to ǫ), since |θ¯ℓ(·)− θγ(·, θk)| ≤ C#
√
τ ,
by Lemma 6.7 we conclude that γ′(s) ∈ D(θγ(s, θk)) ∪ ∂ǫ/2D(θγ(s, θk)), that is,
Z−ǫ/2(γ′(s), θγ(s, θk)) <∞. Thus, by definition (6.16), we have that, for any s ∈ E,
Z−ǫ/2(γ′(s), θγ(s, θk)) = Z(b̺(s), θγ(s, θk))
where b̺(s) = A¯(θ
γ(s, θk))+̺(s)(γ
′(s)−A¯(θγ(s, θk))) and ̺(s) ∈ [0, 1] is the largest
̺ such that b̺ 6∈ ∂ǫ/2D(θγ(s, θk)). Let b¯̺(s) = A¯(θ¯(s, θ∗ℓ ))+̺(s)(γ′(s)−A¯(θ¯(s, θ∗ℓ )));
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observe that, by definition, ‖b¯̺ − b̺‖ < C#|θ¯ℓ − θγ(·, θk)|. By Lemma 6.2-(2) we
can expand Z to second order obtaining:47
Z(b̺(s), θγ(s, θk))−Z(b¯̺(s), θ¯ℓ(s)) = Z(b̺(s), θγ(s, θk))−Z(b̺(s), θ¯ℓ(s)))
+ Z(b̺(s), θ¯ℓ(s))−Z(b¯̺(s), θ¯ℓ(s))
= ∂θZ(b̺(s), θ¯ℓ(s))(θγ(s, θk)− θ¯ℓ(s)) + ∂bZ(b¯̺(s), θ¯ℓ(s))(b̺ − b¯̺)
+ CǫO(|θγ(s, θk)− θ¯ℓ(s)|2).
Next, we can expand ∂θZ and ∂bZ around the point (A¯(θ¯ℓ(s)), θ¯ℓ(s)). Recalling
Lemma 6.2-(2),(4) we obtain:
|∂θZ(b̺(s), θ¯ℓ(s))| ≤ Cǫ‖A¯(θ¯ℓ(s))− b̺‖ ≤ C#ǫ‖A¯(θ¯ℓ(s)) − b¯̺‖+ ‖b¯̺ − b̺‖
≤ Cǫ‖A¯(θ¯ℓ(s))− γ′(s)‖+ Cǫ|θγ(s, θk)− θ¯ℓ(s)|.
|∂bZ(b¯̺(s), θ¯ℓ(s))| ≤ Cǫ‖A¯(θ¯ℓ(s))− b¯̺‖ ≤ Cǫ‖A¯(θ¯ℓ(s))− γ′(s)‖.
Since Lemma 6.2-(0),(2),(4) imply that Z(b¯̺(s), θ¯ℓ(s)) ≤ Z(γ′(s), θ¯ℓ(s)), we con-
clude that
Z−ǫ/2(γ′(s), θγ(s, θk)) ≤ Z(γ′(s), θ¯ℓ(s))
+ Cǫ
î
‖A¯(θ¯ℓ(s))− γ′(s)‖‖θγ(·, θk)− θ¯ℓ‖L∞(E) + ‖θγ(·, θk)− θ¯ℓ‖2L∞(E)
ó
.
Integrating the above expression over E yields
I
−
θ
k
,ǫ/2|E(γ) ≤ Iθ∗ℓ |E(γ) + Cǫ
[
‖A¯(θ¯ℓ(s))− γ′‖L1(E)‖θγ(·, θk)− θ¯ℓ‖L∞(E)
+ τ‖θγ(·, θk)− θ¯ℓ‖2L∞(E)
]
.
Finally, using (7.58), the relation ‖ · ‖L1(E) ≤
√
τ‖ · ‖L2(E) and (6.20) we obtain
I
−
θ
k
,ǫ/2|E(γ) ≤ (1 + Cǫτ)Iθ∗ℓ |E(γ) + Cǫς
»
τIθ∗
ℓ
|E(γ) + Cǫς2τ.
Since 2ab ≤ a2 + b2, this concludes the proof of the sub-lemma. 
By (7.57) and Sub-Lemma 7.11 it follows that for each standard pair ℓ such that
1
−
θ∗,γ,ς(ℓ, kτ) = 1, and cǫ ≥ τ ≥ ε−1ς2,
(7.60) ε logPℓ,ε(B|Ek(γk, 2ς)) ≤ − infγ∈B|Ek(γk,Rk,ℓ)
(1− Cǫτ)I −θk,ǫ/2|Ek(γ) + Cǫς
2.
We have now obtained an estimate for each of the terms appearing in the product
on the right hand side of (7.52) (see also (7.53)). Next, we must join the above
estimates for different time intervals Ek. This can be done in various ways: we
choose to control the trajectories at the endpoint of the intervals so that the paths
corresponding to different time intervals will join naturally into a continuous path.
To this end, for each γ˜ ∈ C0([0, T ],Rd) and r > 0, let us define the sets
B∗|E(γ˜, r) = {γ ∈ B|E(γ˜, r) : γ(0) = 0 ; γ(τ) = γ˜(τ)}.
Then, for any γ ∈ B|E(γk, Rk,ℓ) with γ(0) = 0, we define γ∗ ∈ B∗|E(γk, 2Rk,ℓ) as:
γ∗(s) = γ(s) +
γ
k
(τ) − γ(τ)
τ
s.
Our next goal is to relate I −θk,ǫ/2|E(γ) with I
−
θ
k
,ǫ|E(γ∗).
47 Notice that all second derivatives of Z are uniformly bounded by some constant that depends
on ǫ, which we denote with Cǫ.
LIMIT THEOREMS 67
Sub-lemma 7.12. There exist cǫ > 0 such that, for all cǫ > τ > c
−1
ǫ ε,
I
−
θ
k
,ǫ/2|E(γ) ≥
Ñ
1− Cǫmax
( ετ )1/4 + τ,
(
ε
I
−
θ
k
,ǫ|E(γ∗)
)1/6
é
I
−
θ
k
,ǫ|E(γ∗)−Cǫε,
provided ε is small enough.
Proof. Again, it suffices to consider the case I −θ
k
,ǫ/2|E(γ) < ∞ (hence γ′(s) ∈
D(θγ(s, θk)) for all s ∈ E), the other case being trivial. Observe that ‖γˆk,ℓ‖ ≤ 2Cτ
hence, by definition, Rk,ℓ ≤ ǫτ/4 provided C#ǫ−2ε ≤ τ ≤ C#ǫ2. Accordingly, for
a.e. s ∈ E.
‖(γ∗)(s)− γ(s)‖ ≤ Rk,ℓ
‖(γ∗)′(s)− γ′(s)‖ = ‖γ
k
(τ) − γ(τ)‖/τ ≤ Rk,ℓ/τ ≤ ǫ
4
.
(7.61)
Since D(θ) varies continuously (see Lemma 6.7) it follows that, for ε small enough,
if, for all s, γ′(s) 6∈ ∂3ǫ/4D(θγ(s, θk)), then (γ∗)′(s) 6∈ ∂ǫ/2D(θγ
∗
(s, θk)). We start to
discuss such case as we will see that the other possibility can be essentially reduced
to the present one.
We expand Z to first order at (γ∗′, θγ∗(s, θk)) using Lemma 6.2-(2) and obtain
|Z(γ′(s), θγ(s, θk))−Z((γ∗)′(s), θγ
∗
(s, θk)| ≤ ‖∂bZ((γ∗)′, θγ(s, θk))‖
Rk,ℓ
τ
+ |∂θZ((γ∗)′, θγ∗(s, θk))|Rk,ℓ + Cǫ(Rk,ℓ/τ)2.
Once again, expanding the derivatives to the first order at (A¯(θγ
∗
(s, θ)), θγ
∗
(s, θ))
and using Lemma 6.2-(4) we conclude
|Z(γ′(s), θγ(s, θk))−Z((γ∗)′(s), θγ
∗
(s, θk)|
≤ Cǫ
Ä
‖(γ∗)′ − A¯(θγ∗(s, θ))‖Rk,ℓ/τ + (Rk,ℓ/τ)2
ä
.
(7.62)
Integrating over E, it follows that
I
−
θk,ǫ/2
|E(γ) = I −θk,ǫ/2|E(γ
∗) + CǫO
Ç
Rk,ℓ
τ
∫
E
‖(γ∗)′ − A¯(θγ∗(s, θ))‖ + R
2
k,ℓ
τ
å
and, by Lemma 6.16 and Remark 6.13,
≥ I −θ
k
,ǫ|E(γ∗)− Cǫ
Ç
Rk,ℓ√
τ
√
I
−
θ
k
,ǫ|E(γ∗) +
R2k,ℓ
τ
å
.(7.63)
Then, recalling that γˆ
k,ℓ
= γ
k
− γ¯ℓ and (7.54), (7.61),
‖γˆ
k,ℓ
‖L∞ ≤ ‖γk − γ∗‖L∞ + ‖γ∗ − γ¯ℓ‖L∞ ≤ 2Rk,ℓ + ‖γ∗ − γ¯ℓ‖L∞ ,
using the same argument as in (7.59) and since Rk,ℓ ≥ ς , we have
(7.64) ‖γˆ
k,ℓ
‖L∞ ≤ 3Rk,ℓ + C#
√
τI −θk,ǫ|E(γ∗).
Before continuing, note that if Rk,ℓ ≥ ‖γˆk,ℓ‖L∞/4, then the value of Rk,ℓ cannot
be given by (ε1/4τ−1/4 + τ)‖γˆ
k,ℓ
‖L∞ . If Rk,ℓ = min
¶
ε1/4τ3/4, (ετ)1/6‖γˆ
k,ℓ
‖2/3L∞
©
,
then (ετ)1/6‖γˆ
k,ℓ
‖2/3L∞ ≥ ‖γˆk,ℓ‖L∞/4 implies ‖γˆk,ℓ‖L∞ ≤ 43
√
ετ . In turn, the later
inequality implies, provided ε is small enough,
(ετ)1/6‖γˆ
k,ℓ
‖2/3L∞ ≤ 42
√
ετ ≤ ε1/4τ3/4.
68 JACOPO DE SIMOI AND CARLANGELO LIVERANI
We have thus seen that
√
ετ ≤ Rk,ℓ ≤ C#√ετ and substituting it in (7.63) yields
I
−
θ
k
,ǫ/2|E(γ) ≥
1− Cǫ
Ñ[
ε
I
−
θ
k
,ǫ|E(γ∗)
]1/2éI −θk,ǫ|E(γ∗)− C#ε.(7.65)
We are thus left considering the case Rk,ℓ < ‖γˆk,ℓ‖L∞/4. By (7.64):
‖γˆ
k,ℓ
‖L∞ ≤ C#
√
τI −θk,ǫ|E(γ∗).
Accordingly, we have:
Rk,ℓ ≤ C#max
{
(ε1/4τ−1/4 + τ)
√
τI −θk,ǫ|E(γ∗), ε
1/6τ1/2I −θk,ǫ|E(γ
∗)
1/3
,
√
ετ
}
.
If the first term realizes the max, then by (7.63) we conclude
I
−
θ
k
,ǫ/2,E(γ) ≥ (1− CǫO(ε1/4τ−1/4 + τ))I −θk,ǫ,E(γ
∗).
Otherwise, if the second term realizes the max, (7.63) gives:48
I
−
θ
k
,ǫ/2|E(γ) ≥
1− Cǫ
Ñ[
ε
I
−
θ
k
,ǫ|E(γ∗)
]1/6éI −θ
k
,ǫ|E(γ∗)− Cǫε.
Finally, if the third term realizes the max, then we have (7.65) again. This proves
the sub-lemma in the case under consideration.
We are thus left with the case that, for some s, we have γ′(s) ∈ ∂3ǫ/4D(θγ(s, θk)).
Let Sγ 6= ∅ be the collection of such s. Then we define b̺(s) = ̺(s)γ′(s) +
(1 − ̺(s))A¯(θ¯(s, θk)) where ̺(s) ∈ [0, 1] is zero on the complement of Sγ and
such that b̺(s) belongs to the boundary of D(θ¯(s, θk)) \ ∂3ǫ/4D(θ¯(s, θk)) other-
wise. Also, we define b∗̺(s) = ̺(s)(γ
∗)′(s) + (1 − ̺(s))A¯(θ¯(s, θk)). Note that
b̺(s) 6∈ ∂ǫ/2D(θ¯γ̺(s, θk)) and b∗̺(s) 6∈ ∂ǫ/2D(θ¯γ
∗
̺ (s, θk)) but, for s ∈ Sγ , b∗̺(s) ∈
∂ǫD(θ¯
γ∗̺ (s, θk)). By (7.61) we have ‖b̺ − b∗̺‖L∞ ≤ Rk,ℓ/τ and
I
−
θ
k
,ǫ/2|E(γ) ≥
∫
E
Z(b̺(s), θ¯γ(s, θk))ds∫
E
Z(b∗̺(s), θ¯γ
∗
(s, θk))ds ≥ I −θ
k
,ǫ|E(γ∗).
We can then conclude by expanding Z as in (7.62) and, using the above relations,
we obtain again
I
−
θ
k
,ǫ/2|E(γ) ≥ I −θk,ǫ|E(γ
∗)− Cǫ
Ç
Rk,ℓ√
τ
√
I
−
θk,ǫ
|E(γ∗) +
R2k,ℓ
τ
å
.
The argument is then concluded exactly in the same manner as before. 
Using equations (7.52), (7.53), (7.60) and Sub-Lemma 7.12 we obtain:
ε logPℓ0,ε(B(γ, ς)) ≤ −(1−Kǫ,ε,τ )
[∑
k
inf
γ∈B|E(γ
k
,Rk)
I
−
θ
k
,ǫ|E(γ∗)
]
+ Cǫ
Å
Tε
τ
ã1/6 [∑
k
inf
γ∈B|E(γ
k
,Rk)
I
−
θ
k
,ǫ|E(γ∗)
]5/6
+ Cǫ
Tε
τ
Kǫ,ε,τ = Cǫ(ε
1/4τ−1/4 + τ),
(7.66)
48 Just consider the two possibilities I−
θ
k
,ǫ,E
(γ∗) > ε and I−
θ
k
,ǫ,E
(γ∗) < ε.
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where, in the second line, we have used Ho¨lder inequality, the assumption ς2 ≤ ε
and
Rk = 2 sup
{ℓ : 1−
θ∗,γ,2ς
(ℓ,kτ)=1}
Rk,ℓ ; R = max
k
{Rk}.
Next, we must compute the sum in the square brackets. Let us define the sets
B∗k = B
∗|E(γk, Rk). For each set of paths {γ˜k}k∈{0,··· ,K−1}, γ˜k ∈ B
∗
k, we can “glue
them together” defining γ˜(s) = γ˜k(s−kτ)+γ(kτ) for s ∈ Ek. Clearly γ˜ ∈ B(γ,R).
In addition, I −θ∗,ǫ(γ˜) =
∑
k I
−
θ
k
,ǫ|E(γ˜k), which yields∑
k
inf
γ∈B|E(γ
k
,Rk/2)
I
−
θ
k
,ǫ|E(γ∗) ≥
∑
k
inf
γ∈B∗
k
I
−
θ
k
,ǫ|E(γ) ≥ inf
γ∈B(γ,R)
I
−
θ∗,ǫ(γ) =: J∗,R.
Note that the right hand side of (7.66) is bounded by C#C
5
ǫ ετ
−1T and the maxi-
mum is achieved for
∑
k infγ∈B|E(γ
k
,Rk) I
−
θ
k
,ǫ|E(γ) proportional to Cǫετ−1T . Hence,
for J∗,R ≥ Cǫετ−1T , the right hand side of (7.66) is a decreasing function of the
quantity in square brackets. Accordingly, by eventually increasing the value of Cǫ,
(7.67) ε logPℓ0,ε(B(γ, ς)) ≤ −(1− Kǫ,ε,τ)J∗,R+ + Cǫ
Å
Tε
τ
ã1/6
J
5/6
∗,R+ + Cǫετ
−1T,
provided that R+ := R+(γ) ≥ R = maxk{Rk}. Further,
‖γˆ
k,ℓ
(s)‖ = ‖γ(kτ + s)− γ(kτ)− z¯(s, θ∗ℓ ) + (θ∗ℓ , 0)‖
≤ ‖γˆ(kτ + s)‖ + ‖γˆ(kτ)‖ + ‖z¯(kτ + s, θ∗ℓ0)− z¯(kτ, θ∗ℓ0)− z¯(s, θ∗ℓ ) + (θ∗ℓ , 0)‖
≤ 2‖γˆ‖L∞ +
∥∥∥∥∫ s
0
[
A¯(θ¯(s′, θ¯ℓ0(kτ))) − A¯(θ¯(s′, θ∗ℓ ))
]
ds′
∥∥∥∥ .
By continuity with respect to the initial conditions and recalling the assumption
‖γˆ‖L∞ ≥ Cǫ,T√ε, hence ‖γˆ‖L∞ ≥ C#ςτ , it follows
(7.68) ‖γˆ
k,ℓ
‖L∞ ≤ C#‖γˆ‖L∞ .
Also, by Lemma 6.16, for each γ ∈ B(γ,R+) we have ‖γˆ‖L∞ ≤ 2‖γˆ‖L∞ ≤
C#
»
TI−θ∗,ǫ(γ). Hence ‖γˆ‖2L∞ ≤ C#TJ∗,R+ and, by (7.67),
(7.69)
ε logPℓ0,ε(B(γ, ς)) ≤ −
[
1−Kǫ,ε,τ − Cǫ
Ç
T 2ε
τ‖γˆ‖2L∞
å1/6
− Cǫ T
2ε
τ‖γˆ‖2L∞
]
J∗,R+ .
To validate (7.69) we still need to verify that R+ ≥ R. To this end, notice (see
the beginning of the proof of Lemma 7.12) that Rk ≤ τ , provided τ ≤ Cǫ, which is
implied by (7.51) when ‖γˆ‖L∞ ≥ Cǫ,T√ε. Thus, using (7.56), (7.68) and the choice
(7.51), we have
Rk ≤ CT max
{
‖γˆ‖15/14L∞ ε3/14
T 1/14
+ ‖γˆ‖5/7L∞T 2/7ε1/7, ‖γˆ‖13/21L∞ T 1/21ε4/21,
ε4/7T 1/7
‖γˆ‖1/7L∞
}
.
One can then check that
Rk ≤ CT
î
‖γˆ‖5/7L∞ε1/7 +
√
ε
ó
.
The above implies the claimR+ ≥ R and R+ ≤ max{‖γˆ‖L∞ , Cǫ,T√ε}. Substituting
the choice (7.51) in equation (7.69), yields
(7.70) ε logPℓ0,ε(B(γ, ς)) ≤ −
[
1− Cǫ
Ç
T 2ε
‖γˆ‖2L∞
å1/7]
J∗,R+ .
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To obtain the lower bound (7.50b) we argue along the same lines (with a different
choice of ς and τ), but the argument turns out to be a bit simpler. To further sim-
plify our discussion we are not going to pursue optimal results. We use Lemma 7.5
with ς− = h = K−2δ T and T = τ =
√
ε, and δ = ǫ to write
(7.71) ε logPℓ,ε(B|E(γk, ς−)) ≥ −Iθ∗ℓ (γk)− cδε5/8.
Next, we claim that, for all ℓ such that 1+θ∗,γ,ς−(ℓ, kτ) = 1,
I
+
θk,ǫ
|E(γk) ≥ (1 − Cǫτ)Iθ∗ℓ |E(γk)− Cǫς2−.(7.72)
The above relation is trivial if the left hand side is infinite. Otherwise, recall-
ing (6.17) and (6.16), it can be proven along the lines of Sub-Lemma 7.11. Accord-
ingly, Lemma 7.9 implies
ε logPℓ,ε(B(γ, ς−)) ≥ −(1 + Cǫ
√
ε)
K−1∑
k=0
I
+
θ
k
,ǫ|E(γk)− CǫTε1/8
= −(1 + Cǫ
√
ε)I +θ∗,ǫ(γ)− CǫTε1/8. 
7.4. Large and moderate deviations for general sets.
This subsection contains the second step of our argument that leads to the proof
of our main Large Deviations result. Concretely, we show how Theorem 2.4 follows
from Lemma 7.10. For the upper bound, we use a relatively standard combinatorial
argument which allows to obtain an estimate for the probability of an arbitrary
event by covering it with balls; for the lower bound, we simply bound it from below
with the measure of a ball contained in the event.
Proof of Theorem 2.4. Let ℓ0 be a standard pair so that |θ∗ℓ0 − θ0| ≤ ε and let
ǫ = ∆∗. Clearly, it suffices to prove the theorem for such standard pairs.
Our goal is to estimate, from above and below, the probability of the event Qε.
We start with the lower bound, let Q−ε = {γ ∈ Qε : B|[0,T ](γ, ε1/2) ⊂ Qε}.
Then, for each γ ∈ Q−ε , inequality (7.50b) implies
Pℓ0,ε (Qε) ≥ Pℓ0,ε
Ä
B(γ, ε1/2)
ä
≥ e−ε−1[(1+Cǫε1/2)I+θ0,ǫ(γ)+Cǫ,T ε1/8].
We can then conclude the argument by taking the sup for γ ∈ Q−ε .
To obtain the upper bound, first recall that suppPℓ0,ε ⊂ LipC,∗([0, T ],Rd) hence,
setting Q = Qε ∩ Lip2C,∗([0, T ],Rd) holds
Pℓ0,ε(Qε) = Pℓ0,ε(Q).
We will construct a class of coverings of Q and use Lemma 7.10 to estimate the
probability of each elements of these coverings. Let us first recap some notations.
For any set Q˜ ⊂ C0([0, T ],Rd) let ̺(Q˜) = ̺(θ0, Q˜) = infγ∈Q˜ ‖γ − γ¯(·, θ0)‖∞, and
Q+ :=
⋃
γ∈Q
B(γ,R+(γ)) ⊃ Q
where R+(γ) = Cǫ,T min
¶
ε1/7‖γˆ‖5/7L∞ + ε1/2
©
. Note that if ̺(Q) ≤ Cǫ,T√ε, then
γ¯ℓ0(·) = γ¯(·, θ0) ∈ Q+, hence the statement of the theorem is trivially true. We can
thus assume ̺(Q) ≥ Cǫ,T√ε.
We want to estimate the measure of Q by covering it with balls of the type
B(γ, ς⋆), for some ς⋆ > 0. To this end we must construct a (ς⋆/2)-net. To do so,
subdivide the interval [0, T ] in sub-intervals of equal lengths Jj = [sj , sj+1), where
sj = jς⋆/(1+6C) =: sj−1+∆s and recall that C is an upper bound on the Lipschitz
constant of all paths that are in the support of Pℓ0,ε. Denote with Z = T/∆s, so
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that49 sZ = T . Let a = {al}l∈{0,··· ,Z−1} be a (finite) sequence with values in 12√dZd
and let γa be the unique (Lipschitz) continuous path in C
0([0, T ],Rd) that, for each
k, satisfies (for a.e. s ∈ [0, T ]) the equation
γ′
a
(s) = A¯(θγa(s, θ0)) + aj for s ∈ Jj
with initial condition γa(0) = 0. Let A = {a : ‖aj‖ < 2C for all j}; observe that,
by construction, A is a finite set (indeed #A < ec#Tς
−1
⋆ ) and since suppPℓ0,ε ⊂
LipC,∗([0, T ],Rd) we conclude that if B(γa, ς⋆) ∩ suppPℓ0,ε 6= ∅, then a ∈ A . We
now claim that
⋃
a∈A γa is a ς⋆-net for the support of Pℓ0,ε, i.e.
⋃
a∈A B(γa, ς⋆) ⊃
suppPℓ0,ε. In fact, for each a ∈ A and k ∈ {0, · · · , Z}, ∂ajγa(sj+1) = ς⋆1+O(ς2⋆ ),
by the smooth dependence of a solution from the vector field. Thus for any path
γ ∈ LipC,∗([0, T ],Rd), provided ε is small enough, there exists a ∈ A so that50
‖γ(sj)− γa(sj)‖ < 3
8
∆s for any j ∈ {0, · · · , Z}.
By the Lipschitz property, for any j ∈ {0, · · · , Z} and s ∈ Jj ,
‖γ(s)− γa(s)‖ < 3
8
∆s + 3C∆s < ς⋆/2.
This proves our claim and concludes the construction of a ς⋆-net of paths.
Next, let us define Qk = {γ ∈ Q | ‖γˆ‖L∞ ∈ [2k̺(Q), 2k+1̺(Q)). By our current
assumption ̺(Q) ≥ Cǫ,T√ε and the fact that ‖γ‖L∞ ≤ CT , we have
Q ⊂
c# log ε
−1⋃
k=0
Qk.
Let us fix some k. Then, by hypothesis, for Pℓ0,ε-almost all γ ∈ Qk we have
(see (2.14)) CLip(γ) ≤ T−11/7ε−2/7̺(Q)11/7211k/7 =: CLip(k), ς(γ) ∈ [ςk2−1/7, ςk],
ςk =
√
ε
Ä
T 2ε
̺(Q)2
ä1/14
2−k/7 and, for each |s− s′| ≤ ςk2CLip(k) =: h⋆,
‖γ(s)− γ(s′)‖ ≤ ςk/4
Hence, if max {‖γa(jh⋆)− γ(jh⋆)‖, ‖γa((j + 1)h⋆)− γ((j + 1)h⋆)‖} ≤ ςk/2 then we
have, for each s ∈ [0, h⋆]
‖(1− sh−1⋆ )γa(jh⋆) + sh−1⋆ γa((j + 1)h⋆)− γ(jh⋆ + s)‖ ≤ 3ςk/4.
Accordingly, we need only C# paths to describe all possible behaviors in an interval
[h⋆, (j + 1)h⋆] with a precision ςk. This implies that there exists AQk ⊂ A such
that
⋃
a∈AQk B(γa, ςk) ⊃ Qk and #AQk ≤ e
c#Th
−1
⋆ = ec#Tς
−1
k
CLip(k).
Accordingly, Lemma 7.10 implies
Pℓ0,ε (Q) ≤
c# log ε
−1∑
k=0
Pℓ0,ε (Qk) ≤
c# log ε
−1∑
k=0
∑
a∈AQk
Pℓ0,ε (B(γa, ςk))
≤
c# log ε
−1∑
k=0
#(AQk) exp
ñ
−ε−1
Ç
1− Cǫ T
2/7ε1/7
̺(Qk)2/7
å
inf
γ∈Q+
k
I
−
θ0,ǫ
(γ)
ô
.
(7.73)
49 Once again we disregard the possibility that Z is not a natural number.
50 Recall that the lattice 1
2
√
d
Zd is a r-net for Rd for any r ≥ 1/4.
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Note that, since ρ(Qk) ≥ Cǫ,T√ε, we have ρ(Q+k ) ≥ 12ρ(Qk). Then, by Lemma
6.16, (6.17) and Remark 6.13, we have
ρ(Qk)
2 ≤ CǫT inf
γ∈Q+
k
I
−
θ0,ǫ
(γ) ≤ CǫT inf
γ∈Qk
∫ T
0
‖γˆ′(s)‖2ds ≤ CǫT 2CLip(k)2
≤ CǫT−8/7ε−4/7̺(Qk)22/7.
(7.74)
Hence, εCLip(k)T ς
−1
k ≤ Cǫ T
2/7ε1/7
̺(Qk)2/7
infγ∈Q+
k
I
−
θ0,ǫ
(γ). Accordingly,
(7.75) Pℓ0,ε (Q) ≤
c# log ε
−1∑
k=0
exp
ñ
−ε−1
Ç
1− Cǫ T
2/7ε1/7
̺(Qk)2/7
å
inf
γ∈Q+
k
I
−
θ0,ǫ
(γ)
ô
.
Next, let us define the sequence k0 = 0, kj+1 being the smallest integer k such
that 2k ≥ Cε(̺(Q)2/(T 2ε))2/72 117 kj . By (7.74) it follows infγ∈Q
k
+
j+1
I
−
θ0,ǫ
(γ) ≥
2 infγ∈Q+
kj
I
−
θ0,ǫ
(γ). One can check by induction that kj ≤ ec⋆j log(̺(Q)2/ε) for
some constant c⋆ > 0, depending on T . Using again (7.74), we can finally conclude:
Pℓ0,ε (Q) ≤
∞∑
j=0
ec⋆j log(̺(Q)2/ε) exp
ñ
−ε−1
Ç
1− CǫT
2/7ε1/7
̺(Q)2/7
å
2j inf
γ∈Q+
I
−
θ0,ǫ
(γ)
ô
≤
∞∑
j=0
exp
ñ
−ε−1
Ç
1− Cǫ,T ε
1/7
̺(Q)2/7
å
2j inf
γ∈Q+
I
−
θ0,ǫ
(γ) + c#j
ô
≤
∞∑
j=1
exp
ñ
−jε−1
Ç
1− Cǫ,T ε
1/7
̺(Q)2/7
å
inf
γ∈Q+
I
−
θ0,ǫ
(γ)
ô
≤ exp
ñ
−ε−1
Ç
1− Cǫ,T ε
1/7
̺(Q)2/7
å
inf
γ∈Q+
I
−
θ0,ǫ
(γ)
ô
. 
7.5. Proof of Propositions 2.2, 2.3 and Corollaries 2.6, 2.7.
We conclude this section by proving the propositions and corollaries that were
stated in Section 2 without a proof.
Proof of Proposition 2.2. We start by proving (2.10). Fix R > 0 and ∆∗ > 0; by
Lemma 6.6 for any C > ‖A‖L∞ if γ is not C-Lipschitz, then Iθ0(γ) = ∞. Hence
we can assume that all elements of Q are C-Lipschitz paths; this in particular
implies that R+(γ) < C∆∗,T ε
1/8 (recall that R+ was defined in (2.12)). Now
let Q+R =
⋃
γ∈QB(γ,R) and Q
−
R = {γ ∈ Q : B(γ,R) ⊂ Q}. For ε small
enough, Q−R ⊂ Q− and, Q+ ⊂ Q+R (see (2.13) for the definition of Q−, Q+) and,
by Theorem 2.4, taking first lim inf and lim sup as ε → 0 and then the liminf for
R→ 0:
− inf
γ∈intQ
I
+
θ0,∆∗
(γ) ≤ lim inf
ε→0
ε logPµ,ε(Q) ≤ lim sup
ε→0
ε logPµ,ε(Q) ≤ − inf
γ∈Q
I
−
θ0,∆∗
(γ),
the only non-obvious inequality being the last one. To prove it note that if ρ(θ0, Q) =
0, then the inequality is trivially true, we can then assume ρ(θ0, Q) > 0, hence,
for ε small enough Q is Pµ,ε-regular (see Remark 2.5). Next, let us define β =
lim infR→0 infγ∈Q+
R
I
−
θ0,∆∗
(γ). Then for each δ > 0 there exists Rδ < δ and
γδ ∈ Q+Rδ such that I −θ0,∆∗(γδ) ≤ β + δ. Since the C-Lipschitz function are com-
pact, there exists a subsequence δj → 0 such that γδj → γ∗ ∈ Q¯. The claim follows
by the lower semicontinuity of I −θ0,∆∗ (see Lemma 6.15).
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Next, we want to take the limit ∆∗ → 0 and prove (2.10), that is
− inf
γ∈intQ
Iθ0(γ) ≤ lim inf
ε→0
ε logPµ,ε(Q)
≤ lim sup
ε→0
ε logPµ,ε(Q) ≤ − inf
γ∈Q
Iθ0(γ).
(7.76)
If η = infγ∈intQ Iθ0(γ) = ∞, then the first inequality is trivially true. Otherwise,
by Lemma 6.15, for each δ > 0 there exists γδ ∈ intQ ∩ intD(Iθ) such that
η + δ > Iθ0(γδ). Accordingly, there exists ∆∗ such that
η + δ ≥ Iθ0(γδ) = I +θ0,∆∗(γδ) ≥ infγ∈intQI
+
θ0,∆∗
(γ)
by the arbitrariness of δ the first inequality of (7.76) follows.
To prove the last inequality of (7.76) let η = lim∆∗→0 infγ∈Q I
−
θ0,∆∗
(γ). If
η = ∞, then Q ∩D(I −θ0 ) = ∅ hence the inequality follows. Otherwise, for each δ
there exists ∆δ > 0 such that, for all ∆∗ ≤ ∆δ, there exists γ∆∗ ∈ Q∩D(I −θ0 ) such
that η+δ ≥ I −θ0,∆∗(γ∆∗) ≥ I −θ0,∆δ(γ∆∗), where the last inequality follows form the
definition of I −θ0,∆∗ . By taking a subsequence we can assume that γ∆∗ converges
to γ ∈ Q ∩D(I −θ0 ). We can then establish (2.10) by taking first the limit ∆∗ → 0
followed by δ → 0 and applying Lemma 6.15 twice.
Item (a) follows from Lemma 6.6 and Remark 6.14 while item (b) is a direct
consequence of the properties of Z detailed in Lemma 6.2. 
Proof of Proposition 2.3. By Lemma 6.6 , for any θ ∈ T, Z(·, θ) (defined in (6.2))
is finite only in a compact set on which it is bounded. Then Lemma 6.2 implies
that there exists c > 0 such that Z(b, θ) ≥ c(b − ω¯(θ))2 for all θ ∈ T. Hence,
(7.77) Iθ∗
0
(γ) =
∫ T
0
Z(γ′(s), θ¯(s, θ∗0))ds ≥ c
∫ T
0
∥∥γ′(t)− A¯(θ¯(s, θ∗0))∥∥2 dt,
where we assumed that γ is Lipschitz (otherwise Iθ∗
0
(γ) =∞ by definition). Hence,
for each γ ∈ Q⋆ = {‖γˆ‖∞ ≥ 12R},
R ≤
∫ T
0
‖γ′(t)− γ¯′(t, θ∗0)‖dt ≤
»
c−1TIθ∗0 (γ),
We can now apply Lemma 7.2. Note that, for Tmax small enough and C¯ large
enough, Rε(γ) ≤ ‖γˆ‖∞/2. This implies thatQε,+ ⊂ Q⋆ and the Lemma follows. 
Proof of Corollary 2.6. Let us start with the upper bound. For any γ ∈ Q, let γε =
εβγ+(1− εβ)γ¯. Since Q is bounded, we have ‖γε− γ¯‖C0 < CQεβ and in particular
(recall the definitions of R+ given in (2.12) and of ρ, ς, CLip in (2.14)) R
+(γε) ≤
CT ε
1/7+5β/7, ρ(θ0, Qε) = ε
βρ(θ0, Q), CLip(γε) = ‖γˆ‖11/7L∞ T 11/7ε−2/7+11β/7. Thus
CLip ≤ C only if β ≥ ε2/11, in such a case
‖γε(s)− γε(s′)‖ ≤ εβ‖γ(s)− γ(s′)‖ ≤ C#εβ|s− s′| ≤ CQε−4β/7+2/7ς(γε) ≤ ς(γε)
4
since β < 12 , that is the events Qε are always Pµ,ε-regular. In addition, since
1
7 +
5
7β > β, it follows that, for all R > 0, for all ε small enough we have Q
+
ε ⊂
{εβγ(·) + (1 − εβ)γ¯(·, θ0)}γ∈Q+
R
=: Q+ε,R where Q
+
R =
⋃
γ∈QB(γ,R). Also, for ε
small enough, Q+ε,R ⊂ intD(Iθ0). In particular, for any ǫ > 0 and sufficiently
small ε, I ±θ0,ǫ(γε) = Iθ0(γε) for any γ ∈ Q+ε,R (recall the definition of I ±θ0,ǫ given
in (7.55)). Also by (2.11) and the smoothness of Σ, since Q is Lipschitz bounded,
Iθ0(γε) =
ε2β
2
∫ T
0
〈γ′(s)− A¯(θ¯(s)),Σ(θ¯(s))−1 [γ′(s)− A¯(θ¯(s))]〉ds+ o(ε2β).
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We then apply Theorem 2.4 and the above estimate. Taking the lim sup as ε → 0
followed by the limits R→ 0 yields the wanted result. The lower bound follows by
similar arguments. 
Proof of Corollary 2.7. Let C∗ large enough and set γε = ε
1
2 γ−(1−ε 12 )z¯. For each
γ ∈ Q we have (recall the definition of R+ given in (2.12)) R+(γε) ≤ ϑ‖γˆ‖∞√ε
and that Qε is Pµ,ε-regular. Thus, in the notation of Theorem 2.4, (Qˆ
+)ε ⊃ Q+ε .
Since (2.11) implies
Iθ0(γε) = εILin(γ) +O(ε
3
2 )
the result follows directly by Theorem 2.4. 
8. Local Limit Theorem
The results of the previous section allow to study deviations ∆∗ℓ,n = θn−θ¯(εn, θ∗ℓ )
from the average of order larger than
√
ε, but give no information on smaller fluc-
tuations, except for the fact that with very high probability the fluctuations are
of order
√
ε or smaller. In fact, in [20], it is proven that the fluctuations from the
average, once renormalized by the multiplicative factor ε−1/2, converge in law to a
diffusion process. Here we go one (long) step forward and we prove Theorem 2.8
which is the equivalent of a Local Central Limit Theorem with error terms for the
above convergence.
Remark 8.1. As already mentioned before the statement of Theorem 2.8, although
we will restrict our discussion to fluctuations of the variable θ, the same type of
arguments would yield corresponding results for z.
A standard technique to prove local CLT type results for a dynamical systems
leads to the study of the leading eigenvalue of a suitable transfer operator (see,
e.g., [31]). While this idea works quite well for uniformly hyperbolic systems, it
is much harder to implement for partially hyperbolic systems. Here we will use
the standard pair technology to reduce our problem to a slowly varying uniformly
hyperbolic system. This will be achieved in several steps.
The first step consists in expressing the fluctuation in terms of a more explicit
random variable A: this is done in Section 8.1. Then, in Section 8.2, we first show
how Theorem 2.8 follows rather easily once one has computed the characteristic
function of the random variable A†, which is a suitable mollification of εA. We then
discuss which technical estimates are necessary to compute the Fourier transform
defining the characteristic function of A† and we use the standard pair formalism to
recast them in a form to which, in the next sections, it will be possible to apply the
transfer operator technique, effectively reducing the problem to one similar to the
skew-product case. The difference being that the fast dynamics is slowly varying
rather than a constant. Hence, instead of having a power of a single transfer
operator we will have to deal with a product of similar, but different, operators.
Let T > 0 be the one appearing in the statement of Theorem 2.8 and consider
t ∈ [ε1/2000, T ] to be fixed. In the following we will find convenient to work with a
definition of “deviation” that is independent of the standard pair language. This
definition has been already introduced in (5.1b), but we report it here for the
reader’s convenience. Recall the notation θ¯k = θ¯(εk, θ); then let
(8.1) ∆k(x, θ) = θk(x, θ) − θ¯k(θ)
where, as usual, (xk, θk) = F
k
ε (x, θ) and θ¯(t, θ) is the unique solution of
˙¯θ = ω¯(θ¯),
with initial condition θ¯(0) = θ. On the other hand, the deviation ∆ε(t), which
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appears in the statement of Theorem 2.8 is related to the initial measure µ;51 the
first goal of this section is to obtain an explicit relation between the two definitions.
Remark 8.2. In the following we will need to iterate complex standard pairs. The
basic tool to do so will be a generalization of Proposition 3.3 where the potentials
that appear are proportional to σ. This means that we will need c2 ≥ C#|σ| in order
for Proposition 3.3 to apply. Accordingly, by the condition c2δC ≤ π/10, stated just
after (3.9), we will need to consider δC ≤ C#|σ|−1. On the other hand we will see
shortly that we need worry only about |σ| ≤ ε−1/2−2δ∗ for some conveniently chosen
small constant δ∗ > 0 . Due to this, we are going to consider complex standard
pairs with δ ≥ δC ≥ δc = c∗ε1/2+2δ∗ for some conveniently chosen small constant
c∗. We will call short complex standard pairs the ones for which δC = δc and long
complex standard pairs the ones for which δC = δ.
Due to the above remark it is necessary to write a standard pair ℓ0 as a family of
short complex standard pairs. Recall that ℓ0 = (Gℓ0 , ρℓ0), Gℓ0 : [aℓ0 , bℓ0 ]→ T2, has
length |bℓ0−aℓ0 | ∈ [δ/2, δ], where, as in the previous sections, δ is some fixed number
independent on ε. Hence we must cut [aℓ0 , bℓ0 ] in δδ
−1
c pieces [αi, αi+1] of length
between δc/2 and δc. We can then define the complex standard pairs ℓ
c
i = (Gℓ0,i, ρi),
whereGℓ0,i = Gℓ0 |[αi,αi+1] and ρi = Z−1i ρℓ01[α,αi+1], Zi =
∫ αi+1
αi
ρℓ0 .
52 Remark that
Zi ∼ ε1/2+2δ∗ and ∑i Zi = 1. Clearly, for each continuous function B,
(8.2) µℓ0(B) =
∑
i
Ziµℓc
i
(B).
Let (x, θ) be distributed according to a measure in Pε(θ∗0), we can apply to each
standard pair in the family the decomposition (8.2). We can thus write
(8.3) ∆ε(t) = ε−1/2
∑
i
1ℓc
i
î
θε(t)− θ¯(t, θ∗ℓc
i
)
ó
− 1ℓc
i
î
θ¯(t, θ∗0)− θ¯(t, θ∗ℓc
i
)
ó
.
In addition, for any α > 0, except for a set of exponentially small probability, the
relation between the random variable in (8.1) and ∆εℓc
i
(t) = ε−1/2[θε(t)− θ¯(t, θ∗ℓc
i
)],
under ℓci , is given by:
∆εℓc
i
(t) = ε−1/2[θε(t)− θ¯(t, θ)] +O(ε1−2δ∗)
= ε−1/2
{
∆⌊tε−1⌋ + (tε−1 − ⌊tε−1⌋)[∆⌊tε−1⌋+1 −∆⌊tε−1⌋]
}
+O(ε1−2δ∗)
= ε−1/2∆⌊tε−1⌋ + ε1/2(tε−1 − ⌊tε−1⌋)ωˆ(x⌊tε−1⌋, θ⌊tε−1⌋) +O(ε1−2δ∗),(8.4)
where we have argued as in (5.3a) and used our large deviation results.53
Remark 8.3. In the following we will consider only values of t such that ⌊tε−1⌋ =
tε−1, i.e. we will assume t ∈ εN ∩ [0, T ]. As the formula above shows, the general
case can be treated by modifying the last term in the sum defining H0,k in (8.8)
below. We refrain from doing so explicitly to alleviate our notation. Note however
that if one wanted to compute the first term of the Edgeworth expansion, then one
would need to treat explicitly all times and even use a formula slightly more precise
than (8.4), which anyhow also follows from the arguments used in (5.3a).
51 Recall the definition of the random variable ∆ε(t) = ε−1/2
[
θε(t) − θ¯(t, θ∗0)
]
where θε(t) is
defined in (2.7) by θε(t) = θ⌊tε−1⌋ + (tε
−1 − ⌊tε−1⌋)[θ⌊tε−1⌋+1 − θ⌊tε−1⌋], µ ∈ Pε(θ
∗
0).
52 The reader should not be confused by the fact that the ℓci are real: the adjective “complex”
here refers to the fact that they satisfy all the conditions for complex standard pairs, in particular
the one stated in Remark 8.2 concerning their length.
53 See the arguments around equation (8.10) for more details.
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8.1. Reduction to a Birkhoff sum.
As it is often done in the study of sums of weakly dependent random variables (and
already several times in this paper), we need to divide the time interval [0, t] in
blocks. For technical reasons it turns out to be convenient to allow such blocks to
be of variable length. We thus consider a number R of blocks of length identified
by the sequence {Lk}R−1k=0 and set
Sk =
k∑
j=0
Lj, S−1 = 0
so that SR−1 = tε−1. In our situation, it suffices to consider the case in which all
the blocks are equal except the last one. More precisely: let us fix54
δ∗ ∈ (1/99, 1/32),(8.5)
to be specified later, let L∗ = ε−3δ∗ and define the lengths Lk as follows:
Lk = L∗ for all k ∈ {0, · · · , R− 2}.
L∗ ≤ LR−1 ≤ 2L∗.(8.6)
Remark 8.4. The estimates in this section are sharper than needed for our pur-
poses, given our choice of L∗. Yet, they are instructive as they show, at very little
extra cost, how to proceed if one wants to obtain a full Edgeworth expansion.
Lemma 8.5. For any ε > 0, let t ∈ εN ∩ [0, T ] and {Lk}R−1k=0 ⊂ N as above:
∆tε−1 =
R−1∑
k=0
[
Dk +O(∆3Lk)
] ◦ FSk−1ε
Dk = Ξ̂(t− εSk, θ¯Lk)
ï
∆Lk +
1
2
P (t− εSk, θ¯Lk)∆2Lk
ò
Ξ̂(s, θ) = exp
ï∫ s
0
ω¯′(θ¯(τ, θ))dτ
ò
; P (s, θ) =
∫ s
0
Ξ̂(τ, θ)ω¯′′(θ¯(τ, θ))dτ.
(8.7)
Proof. Note that
∆tε−1 = θtε−1 − θ¯tε−1 = θtε−1−L0 ◦ FL0ε − θ¯(t− εL0, θ¯L0)
= ∆tε−1−L0 ◦ FL0ε − θ¯(t− εL0, θ¯L0) + θ¯(t− εL0, θL0)
= ∆tε−1−L0 ◦ FL0ε + ∂θ θ¯(t− εL0, θ¯L0)∆L0 +
1
2
∂2θ θ¯(t− εL0, θ¯L0)∆2L0
+O(∆3L0).
Next, note that, by the smooth dependence on initial data of the solutions of
ordinary differential equations, the functions η1 = ∂θ θ¯, η2 = ∂
2
θ θ¯ solve, respectively,
the differential equations η˙1 = ω¯
′(θ¯)η1, η1(0) = 1 and η˙2 = ω¯′(θ¯)η2 + ω¯′′(θ¯)η21 ,
η2(0) = 0. That is, ∂θθ¯(s, θ) = Ξ̂(s, θ) and ∂
2
θ θ¯(s, θ) = Ξ̂(s, θ)P (s, θ). Iterating the
above formulae yields the lemma. 
Next, we want to write the random variables Dk, associated to the k-th block,
in terms of the (more explicit) random variables defined in (5.4b): recall that
54 The choices of 1/32 and 1/99 are both arbitrary and largely irrelevant; in fact one could
work with values of δ∗ arbitrarily small (see Footnote 77) .
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Hk = H0,k +H1,k:
H0,k =
k−1∑
j=0
Ξj,kωˆ(xj , θj); H1,k = −ε
2
k−1∑
j=0
Ξj,kω¯
′(θ¯j)ω¯(θ¯j)(8.8)
where Ξj,k =
k−1∏
l=j+1
[
1 + εω¯′(θ¯l)
]
.
Lemma 8.6. There exists ε0 such that, for all k ∈ {0, · · · , R − 1}, ε ∈ [0, ε0],
j ∈ {0, · · · , Lk}, α ∈ (0, δ∗] and standard pair ℓ we have
µℓ
Ä¶
|∆j | ≥ εL1/2+αk
©ä
≤ e−c#Lαk
µℓ
({|εHj −∆j | ≥ ε3L2+2αk }) ≤ e−c#Lαk
µℓ
Ä¶∣∣(εH0,j)2 −∆2j ∣∣ ≥ ε3L3/2+αk ©ä ≤ e−c#Lαk .
Proof. By Lemma 5.1 (or, more precisely, (5.6b))
∆j − ε[H0,j +H1,j ] = ε
j−1∑
l=0
Ξl,j
ï
ω¯′′(θ¯l)
2
∆2l +O(∆3l + ε2)
ò
.(8.9)
Next, let us define Bα,j = {(x, θ) ∈ T2 : |∆∗ℓ,j | ≥ εj
1
2+α}. By Proposition 2.3
(8.10) µℓ(Bα,j) ≤ e−c#j2α .
Hence, for all j ≤ C#
√
Lk, |∆j | ≤ εL1/2k , while for j ∈ [C#
√
Lk, Lk], since we have
|∆∗ℓ,j −∆j | ≤ C#ε, (8.10) implies
µℓ
Ä¶
|∆j | ≥ εL1/2+αk
©ä
≤ e−c#j2α ≤ e−c#Lαk
from which the first assertion of the Lemma follows. Next, we have∣∣∣∣∣∣ε
min{j,c#
√
Lk}−1∑
l=0
Ξl,j
ï
ω¯′′(θ¯l)
2
∆2l +O(∆3l + ε2)
ò∣∣∣∣∣∣ ≤ ε3L3/2k .
This proves the second assertion for j ≤ C#
√
Lk, while, for j ∈ [C#
√
Lk, Lk],
(8.11) µℓ
({|ε[H0,j +H1,j ]−∆j | ≥ ε3j2+2α}) ≤ e−c#Lαk ,
which yields the second assertion in the general case, recalling the constraints (8.6)
on Lk. The last assertion follows analogously since ∆
2
j = (εH0,j)
2 + 2(∆j −
εH0,j)∆j − (∆j − εH0,j)2, and, for j ≤ Lk,
µℓ
Ç®
sup
0≤j≤⌊tε−1⌋
|(εH0,j)2 −∆2j | ≥ ε3j3/2+α
´å
≤ e−c#Lαk ,
where we used the fact that ∆j −H0,j = O(H1,j) = O(ε2j). 
The above Lemma, which is even sharper than necessary, suggests to define
Mk = Ξ̂(t− εSk, θ¯Lk)
[
H0,Lk +H1,Lk +
ε
2
P (t− εSk, θ¯Lk)(H0,Lk)2
]
.(8.12)
Then, for α ≤ δ∗ < 1/32, Lemmata 8.5, 8.6 and equations (8.7), (8.10) yield
µℓ0
({|∆tε−1 − εA| ≥ C#ε2L1+2α∗ }) ≤ e−c#ε−3αδ∗
A =
R−1∑
k=0
Mk ◦ FSk−1ε .
(8.13)
Since ε2L1+2α∗ ≤ ε3/2+δ∗ , ∆tε−1 − εA is o(ε3/2) with probability almost one.
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Thanks to (8.13) we have reduced ourselves to computing the distribution of
the random variable εA. The rest of the paper will therefore mostly deal with the
problem of obtaining a local CLT for the variable A.
8.2. Proof of the Local CLT.
In this subsection we will obtain a LCLT for the random variable εA, defined in
(8.13), assuming the validity of several propositions that will be proven later on.
Using this result we will be able to prove the LCLT for ∆ε(t).
Our first problem is that the random variable A may have a very rough density
(if it has a density at all): it is then convenient to introduce a regularization
procedure.55 To this end let Z be a bounded, independent, zero average random
variable so that |Z| ≤ 1 with smooth density ψ ∈ C∞. We can then consider
the random variable A† = εA + εβ∗Z, where β∗ = 32 + δ∗ and recall that δ∗ ∈
(1/99, 1/32). The random variable A† indeed admits a density, which we denote
with Nµ,A† (where µ denotes the distribution of initial conditions). In fact, denote
by ψ̂ the Fourier transform of ψ:
Nµ,A†(y) =
1
2π
∫
R
e−iξyE(eiξA
†
)dξ
=
1
2πε
∫
R
e−iσε
−1yµ(eiσA)ψ̂(εβ∗−1σ)dσ.(8.14)
The above discussion motivates us to prove the following result
Proposition 8.7. For any T > 0 there exists ε0 so that the following holds. For
any real numbers ε ∈ (0, ε0), t ∈ [ε1/1000, T ] so that tε−1 = ⌊tε−1⌋, any θ∗ ∈ T and
any short complex standard pair ℓc so that θ∗ = Re(µℓc(θ)),56 we have:
(8.15) Nℓc,A†(y) =
e−y
2/(2εσ2t (θ
∗))
σt(θ∗)
√
2πε
+O(ε−7δ∗),
where σt(·) is given by (2.20); in particular it is a differentiable function so that
|σ′t| ≤ C#.
Let us postpone the proof of Proposition 8.7 and see immediately how it implies
our main result.
Proof of Theorem 2.8. Let us remind once again the reader that we will give
the proof only in the case tε−1 = ⌊tε−1⌋ (see Remark 8.3). By equations (8.3)
and (8.4), given any I = [a, b] and κ ∈ R, we have
Pµ,ε(∆
ε(t) ∈ ε1/2I + κ) =
∑
i
ZiPµℓc
i
,ε(∆
ε
ℓc
i
(t) ∈ ε1/2I + κ+ τi)
≤
∑
i
ZiPµℓc
i
,ε(ε
−1/2∆tε−1 ∈ ε1/2I+ + κ+ τi) + C#e−ε
−c#
where τi = ε
−1/2[θ¯(t, θ∗0) − θ¯(t, θ∗ℓc
i
)] and I+ = [a− C#ε1−δ∗ , b+ C#ε1−δ∗ ]. By the
same token
Pµ,ε(∆
ε(t) ∈ ε1/2I + κ) ≥
∑
i
ZiPµℓc
i
,ε(ε
−1/2∆tε−1 ∈ ε1/2I− + κ+ τi)− C#e−ε
−c#
where I− = [a + C#ε1−δ∗ , b − C#ε1−δ∗ ]. From now on we follow only the upper
bound, the lower bound being more of the same.
55 This is not the only way to handle the problem, it is just the one we find more convenient,
see Remark 8.14 for a standard alternative.
56 This generalizes (4.1) to the case of complex standard pairs.
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By (8.13) and the definition of A† (see the beginning of this subsection) we have
Pµ,ε(∆
ε(t) ∈ ε1/2I + κ) ≤
∑
i
ZiPµℓc
i
,ε(ε
−1/2
A
† ∈ ε1/2I+ + κ+ τi) + C#e−ε
−c#
.
We can now use Proposition 8.7 to obtain
Pµ,ε(∆
ε(t) ∈ ε1/2I + κ) ≤
∑
i
Zi
∫
κ+τi+ε1/2I+
e−η2/(2σ2t (θ∗ℓci ))
σt(θ∗ℓc
i
)
√
2π
+ C#ε
1/2−7δ∗
 dη
=
∫
T
∫
κ+ε1/2I+
ñ
e−(η−ε
−1/2[θ¯(t,θ∗0)−θ¯(t,θ)])2/(2σ2t (θ)))
σt(θ)
√
2π
Nµ(dθ) + C#ε1/2−7δ∗
ô
dη,
(8.16)
where Nµ is the law of θ under µ. The obvious analog holds for the lower bound.
The above formula is valid for any standard family, but if µ ∈ Pε(θ∗0), since by
definition |θ¯(t, θ∗0)− θ¯(t, θ)| ≤ C#ε, we can obtain the simplified expression:
ε−1/2Pµ,ε(∆ε(t) ∈ ε1/2I + κ) = Leb I ·
ñ
e−κ
2/2σ2t (θ
∗
0)
σt(θ∗0)
√
2π
+O(ε1/2−7δ∗)
ô
+O(ε1/2−δ∗).
This proves the theorem. 
Our task is then reduced to the proof of Proposition 8.7.
Proof of Proposition 8.7. It suffices to compute the integral (8.14) when µ =
µℓc is a short complex standard pair. To do so, we find convenient to split the
integral in five different regimes: let us fix σ0 > 0 small enough and C1 > 0 large
enough to be determined later; also let κ = β∗−1+δ∗ = 12+2δ∗.57 Recall moreover
that we have chosen L∗ = ε−3δ∗ ; we consider then the partition R =
⋃4
k=0 Jk, where
J0 = {|σ| ≤ C1ε2L∗}, J1 = {C1ε2L∗ < |σ| ≤ εδ∗},
J2 = {εδ∗ < |σ| ≤ σ0}, J3 = {σ0 < |σ| ≤ ε−κ},
J4 = {ε−κ < |σ|}.
Correspondingly, we can rewrite (8.14) as
Nµ,A† = I0 + I1 + I2 + I3 + I4,
where each Ij denotes the contribution of Jj to the integral on the right hand side
of (8.14). Recall that we are allowed to neglect contributions that are of order
ε−7δ∗ ; we will now show that the main contribution to (8.14) is given by I1, as
the contributions of all other terms are, in fact, negligible. First notice that the
contribution of I0 can be neglected; in fact:
(8.17) |I0| ≤ 1
2πε
∫
σ≤C1ε2L∗
∣∣∣ψ̂(εβ∗−1σ)∣∣∣ dσ ≤ C#εL∗‖ψ‖L1 ≤ C#ε1−3δ∗
The contribution of I4 can also be neglected, since, for each r ∈ N, by Cauchy–
Schwarz:
|I4| ≤ ε
−β∗
2π
∫
σ≥εβ∗−1−κ
∣∣∣ψ̂(σ)∣∣∣ dσ
≤ C#ε−β∗‖ψ(r)‖L2
ñ∫
σ≥ε−δ∗
σ−2rdσ
ô1/2
≤ C#‖ψ(r)‖L2ε2rδ∗−δ∗−β∗ .
(8.18)
57 Informally, σ0 specifies the region in which we can use perturbation theory, while C1 and
ε−κ specifies the regions that can be bounded trivially, see equations (8.17), (8.18).
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If we take r large enough, depending on the choice of δ∗, we can thus conclude
that |I4| ≤ C#‖ψ(r)‖L2ε100 ≤ C#ε−7δ∗ . We are then left with the estimate of
the contributions of I1, I2 and I3. We will (impressionistically) call J1 the small
(frequencies) regime, J2 the intermediate regime and J3 the large regime.
The basic tool to compute these integrals is described by Lemma 8.9, which will
be stated below. Before giving its statement, however, it is convenient to introduce
a systematic notation for the many correlation terms that will appear in the sequel.
It will turn out that, for the level of precision needed for our current investigation,
the exact form of such terms is irrelevant. It will thus suffice to consider the
following, very rough, bookkeeping strategy.
Notation 8.8. Let C∗ > 1 be some fixed constant sufficiently large. Given a
standard pair ℓ, we will use the symbol Ck,pℓ,l,ı¯ to denote a coefficient which depends
only on the averaged trajectory θ¯(t, θ∗ℓ ), indexed by ı¯ = (i1, · · · , il) ∈ {−1, · · · , Lk−
1}l (or ı¯ = ∅ if k = 0)58 and which satisfies the estimates |Ck,pℓ,l,ı¯| ≤ (C∗)l, and∑
ı¯ |Ck,pℓ,l,ı¯| ≤ (C∗)lLpk.
We will use Aj,ı¯, ij ≥ 0, as a placeholder for an arbitrary C2(T2,C) function
possibly explicitly depending on ℓ such that ‖Aj,ı¯‖C1(T2,C) ≤ C∗, and we assume
conventionally that Aj,ı¯ = 1 if ij = −1. Finally, we will use the notation
K
k,p
ℓ,l =
∑
ı¯
C
k,p
ℓ,l,ı¯
l∏
j=1
Aj,ı¯ ◦ F ijε .
For obvious reasons we will call such expressions correlation terms. Note that
K
k,p
ℓ,l K
k,p′
ℓ,l′ = K
k,p+p′
ℓ,l+l′ . Finally, observe that K
k,p
ℓ,l can also be written as K
k,p
ℓ,m for
any m ≥ l (just set Ck,pℓ,m,ı¯ = 0 if ij 6= −1 for all j > l).
Also let us introduce the potentials (recall that the value of t is fixed)
̟kℓ,j(x, θ) = Ξ̂(t− εSk, θ¯∗ℓ,Lk)Ξ∗ℓ,j,Lk ωˆ(x, θ)(8.19)
where Ξ∗ℓ,j,k is defined in (5.4a), Ξ̂ is defined in (8.7) and, generalizing (4.1):
(8.20) θ∗ℓ = Re(µℓ(θ)) ; θ¯
∗
ℓ,k = θ¯(εk, θ
∗
ℓ ).
Let us fix q ∈ N sufficiently large to be specified later; associated with the above
potentials, choosing a standard pair ℓ, k ∈ {0, · · · , R − 1}, Ck,0ℓ,0,∅ and (Kk,2sℓ,3s )q−1s=1 ,
we define an operator59 Tk: the operator Tk acts on complex measures over T2 as
a “weighted Lk-push-forward with correlation terms up to q points”, according to
the following formula
Tkµ(g) = eiσCℓ(ε)µ
(
e
iσ
∑
Lk−1
j=0
̟kℓ,j◦F jε
[
1 +
q−1∑
s=1
(iσε)sKk,2sℓ,3s
]
g ◦ FLkε
)
,(8.21)
where Cℓ(ε) is a constant depending only on ℓ and ε. Observe that when q = 1
and Cℓ(ε) = 0, we recover the push-forward operator with complex potential (8.19)
defined in (5.35) . The key fact is that the action of such operators on complex stan-
dard families can still be described in the standard pair language, as the following
lemma shows.
58 We use the convention that, for any set A, A0 = {∅}.
59 To be precise T should have a lot of indexes ({ℓ, k, q,Ck,0
ℓ,0,∅,̟
k
ℓ,j , (K
k,2s
ℓ,3s
)q−1s=1}), we drop all
of them (except k) for readability.
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Lemma 8.9. There exists ε0 > 0 such that, for each k ∈ {1, · · · , R}, σ ∈ R, short
complex standard pair ℓ and g ∈ L∞(T2,C) there exist a family of short standard
pairs Lkℓ such that, provided |σ| ≤ ε−1/2−2δ∗ and Lk ≤ ε−1/4+δ∗ , we have
µℓ
(
eiσMkg ◦ FLkε
)
=
∑
ℓ′∈Lk
ℓ
νk,ℓ,ℓ′µℓ′(g) +O
Ä
εqσqL2qk + σε
2δCL
2
k
ä
· |µℓ|(|g ◦ FLkε |),
where
∑
ℓ′∈Lk
ℓ
νk,ℓ,ℓ′µℓ′(g) = Tkµℓ(g) and Tk is given by (8.21) with Cℓ(ε) = εCk,1ℓ,0,∅.
Moreover, if |σ| ≤ σ0, we can take {ℓ} and/or Lkℓ to consist of long standard pairs.
In addition, if we define iteratively the standard families L0ℓ0 = {ℓ0} = {ℓ} and Lkℓk
where, for all ℓk ∈ Lk−1ℓk−1 , Lkℓk is defined as above, then, for each k ∈ {0, · · · , R−1},
if q ≥ 4 and L∗ ≤ Cε−1/4+δ∗+(3/4+δ∗)/(2q−1) for sufficiently small C, we have
(8.22)
∑
ℓ1∈L0ℓ0
· · ·
∑
ℓk+1∈Lkℓk
k∏
j=0
|νj,ℓj,ℓj+1 | ≤ C#.
The proof of the above lemma will be given in the next subsection. We now show
how to conclude the proof of Proposition 8.7: Lemma 8.9 and (8.13) allow to write
the expectation µ(eiσA) = µℓc(e
iσA) appearing in (8.14) as (recall R = O(ε−1L−1∗ )):
(8.23) µℓc(e
iσA) =
∑
ℓ1∈L0ℓc
· · ·
∑
ℓR∈LR−1ℓR−1
R−1∏
j=0
νj,ℓj ,ℓj+1 +O(εq−1σqL2q−1∗ + σεδCL∗).
Remark 8.10. Note that the above decomposition depends on the choice of δC
which, in turns, depends on σ. From now on we will talk only of “complex standard
pairs” and it will be understood that the families Lkℓk are made of short standard
pairs for σ ∈ J3 and long standard pairs if σ ∈ J1 ∪ J2.
Note that the estimate given by (8.22) is very crude as it completely ignores
possible cancellations among complex phases. Our next step are the following –
much sharper– results which take into consideration such cancellations.
Proposition 8.11 (Large σ regime). For any δ∗ ∈ (0, 1/32), σ ∈ J3, let L∗ ≤
LR−1 ≤ 2L∗. Then, for any complex standard pair ℓR−1 ∈ LR−2ℓR−2 :∣∣∣∣∣∣∣
∑
ℓR∈LR−1ℓR−1
νR−1,ℓR−1,ℓR
∣∣∣∣∣∣∣ = O(ε2−9δ∗).
The proof of the above proposition will be given in Section 10.
Proposition 8.12 (Intermediate σ regime). For any δ∗ ∈ (1/99, 1/32) and σ ∈ J2,
let L∗ ≤ LR−1 ≤ 2L∗. Then, for any complex standard pair ℓR−1 ∈ LR−2ℓR−2 :∣∣∣∣∣∣∣
∑
ℓR∈LR−1ℓR−1
νR−1,ℓR−1,ℓR
∣∣∣∣∣∣∣ = O(ε2−9δ∗).
The proof of the above proposition can be found in Section 11. As mentioned
previously, the above propositions imply that the main contribution to the inte-
gral (8.14) is given by I1. The next proposition estimates precisely this contribu-
tion
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Proposition 8.13 (Small σ regime). For δ∗ ∈ (1/99, 1/32), σ ∈ J1, q ≥ 5 and
Lk = L∗, 0 ≤ k < R− 1:
µℓc(e
iσA) = e−
2
εσ
2
σ
2
t (θ
∗
ℓ ) + E(σ, ε),
where recall (see (2.20) and (2.18)) that
σt(θ) =
∫ t
0
e
2
∫
t
s
ω¯′(θ¯(s′,θ))ds′
σˆ
2(θ¯(s, θ))ds
and E is a small remainder term in the sense that
1
ε
∫
J1
|E(σ, ε)|dσ = O(L2∗ log ε−1).
The proof of Proposition 8.13 can be found in Section 13.
Let us now fix q = 7 and recall that L∗ = ε−3δ∗ . We can now compute the
integral (8.14) by using estimates (8.17), (8.18), Lemma 8.9 and (8.23) in the first
line below, while using Propositions 8.11–8.13 and (8.22) in the second line:
Nℓc,A†(y) =
∑
ℓ1∈L0ℓ0
· · ·
∑
ℓR∈LR−1ℓR−1
∫
|σ|≤ε− 12−2δ∗
e−iσε
−1y
2πε
R−1∏
j=1
νj−1,ℓj−1,ℓj ψ̂(ε
β∗−1σ) +O(1)
= O(ε−6δ∗ log ε−1) + 1
2π
√
ε
∫
R
ψ̂(η
√
ε)e−iε
−1/2ηy− 12 η2σ2t (θ∗ℓ0))dη
= O(ε−6δ∗ log ε−1) + e
−y2/(2εσ2t (θ∗ℓ ))
σt(θ∗ℓ )
√
2πε
,
where we have used that |ψ̂(s)− 1| ≤ C#s2, since Z has zero average. 
Remark 8.14. In alternative to the above strategy we can choose N to be the
distribution of a Gaussian random variable with density N ′ = 1√
2πεσt
e−x
2/2σ2tε
and apply [25, Lemma 2, Chapter XVI.3] with T = ε−β∗
|NA(x)−N (x)| ≤ 1
π
∫ ε−β∗
−ε−β∗
∣∣∣∣∣ “NA(ξ)− “N (ξ)ξ ∣∣∣∣∣ dξ +O(εβ∗− 12 ),
where NA is the distribution of the random variable A. The above integral can
be computed, and shown to be small, using Propositions 8.11, 8.12 and 8.13 as
we have done in the proof of Proposition 8.7. Note however that this would yield
weaker results, as far as we are concerned, since the errors in the distribution
function translate badly on errors for probability of small intervals (which represent
our current interest).
8.3. Standard pairs decomposition.
To complete our argument we need to provide the proofs of the previously stated
Propositions. Such proofs turn out to be rather laborious and to them is devoted
the rest of the paper.
We start first with a generalization of Proposition 3.3.
Lemma 8.15. There exists a constant C∗ ∈ (0, 1) such that, for each short com-
plex standard pair ℓ, K ∈ N, |σ| ≤ ε−1/2−2δ∗ , imaginary potential families Ω =
(iσ̟j)
K−1
j=0 , ̟j defined as in (8.19), finite index set A and functions B = (Ba)a∈A,
‖Ba‖C1 ≤ C∗, and times {ka}a∈A ⊂ {0, · · · ,K − 1}, ka = ka′ =⇒ a = a′, for any
ϑ ∈ (0, C∗3−♯A) there exists a short complex standard family LK,Ω,B such that, for
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all A ∈ L∞(T2,C):
νB,ℓ(A) := µℓ
(
A ◦ FKε eiσ
∑
K−1
j=0
̟j◦F jε
[
1 + ϑ
∏
a∈A
Ba ◦ F kaε
])
=
∑
ℓ˜∈L
K,Ω,B
νℓ˜µℓ˜(A).
In addition, we have
|νℓ˜| ≥ C# exp(−c#K)(8.24)
for some uniform C#, c#.
Finally, if |σ| ≤ σ0 and K ≥ C log ε−1, for some C large enough, then the
above holds also requiring that the family LK,Ω,B or/and ℓ consists of long complex
standard pairs.
Proof. We will use a baby cluster expansion like strategy. Note that, provided C∗
is small enough, πa = log(1 + Ba) are allowed potentials for both short and long
standard pairs. Then, calling ♯A the cardinality of A, P(A) the power set of A and
Sc = A \ S, we have∏
a∈A
Ba ◦ F kiε =
∏
a∈A
(Ba ◦ F kaε + 1− 1) =
∑
S∈P(A)
(−1)♯Sc
∏
a∈S
eπa◦F
ka
ε .
Then, if we set π¯S,k = 0 if k 6∈ {ka}a∈S and π¯S,ka = πa otherwise, we can write
νB,ℓ(A) = µℓ
(
A ◦ FKε eiσ
∑K−1
j=0
̟j◦F jε
)
+ ϑ
∑
S∈P(A)
(−1)♯Scµℓ
(
A ◦ FKε e
∑K−1
j=0
[iσ̟j+π¯S,j ]◦F jε
)
.
We can now use Lemma 3.3 on each term of the above sums. Note that the decom-
position in complex standard curves does not depend on the details of the potential
but only on |σ| and the dynamics. In particular, we can write
νB,ℓ(A) =
∑
ℓ′∈L
ν
0
ℓ′µℓ′ (A) + ϑ
∑
S∈P(A)
(−1)♯Sc
∑
ℓ′∈LS
νS,ℓ′µℓ′ (A)
where L = {(Gj, ρ0j ),ν0} and, for each S ⊂ A, LS = {(Gj, ρS,j),νS}. Note that, if
ℓ′j = (Gj , ρS,j),
|νS,ℓ′
j
| =
∣∣∣∣∣µℓ
(
1ℓ′
j
e
iσ
∑K−1
j=0
̟j◦F jε
∏
a∈S
(1 +Ba) ◦ F kaε
)∣∣∣∣∣
≤ (1 + C∗)♯S |µℓ|
Ä
1ℓ′
j
ä
,
see Remark 3.7 for an explanation of the notation 1ℓ. Next, notice that, by the
usual distortion arguments
|supp1ℓ′
j
|
∣∣∣∣∣∣ ddx
K−1∑
j=0
̟j ◦ F jε (x)
∣∣∣∣∣∣ ≤ C#δC
K−1∑
j=0
λ−K+j ≤ C#δC.
Thus
|µℓ|
Ä
1ℓ′
j
ä
≤ C#
∣∣∣∣µℓ (1ℓ′jeiσ∑K−1j=0 ̟j◦F jε )∣∣∣∣ ,
hence
|νS,j| ≤ C#(1 + C∗)♯S |ν0j |.
The above implies
ϑ
∑
S∈P(A)
|νS,j| ≤ ϑC#|ν0j |
∑
S∈P(A)
(1 + C∗)♯S = ϑC#(2 + C∗)♯A|ν0j | ≤
|ν0j |
2
,
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provided C∗ is small enough.
We can then define the standard family LK,Ω,B = {(Gj , ρj),νj} where
νj = ν
0
j + ϑ
∑
S∈P(A)
(−1)♯ScνS,j ; ρj = ν−1j
ν0jρ0j + ϑ ∑
S∈P(A)
(−1)♯ScνS,jρS,j
 ,
which concludes the first part of Lemma (see also Remark 3.6).
If |σ| ≤ σ0, then the above argument works verbatim in the case in which ℓ is
a long standard pair. If ℓ is a short complex standard pair, then, by Remark 3.5
we can, at each step, use complex standard pairs of length 32 longer than the ones
at the previous step, provided the length stays smaller than δ. Thus, at most after
C# log ε
−1 steps we have families that consist of long complex standard pairs. 
Proof of Lemma 8.9. Recall that, by (8.12) and (8.8), we have
Mk = Ξ̂(t− εSk, θ¯Lk)
{
Lk−1∑
j=0
Ξj,Lk
[
ωˆ(xj , θj)− ε
2
ω¯′(θ¯j)ω¯(θ¯j)
]
+ εCk
}
Ck =
1
2
P (t− εSk, θ¯Lk)
[
Lk−1∑
j=0
Ξj,Lk ωˆ(xj , θj)
]2
.
We would like to argue by using Proposition 3.3. Unfortunately, the above random
variables are not of a form suitable to play the role of a potential since they contain
products of functions computed at different times (that is correlation terms). We
will solve this problem in three steps. First we will express the averaged trajectory
θ¯k in terms of one starting from an initial condition that depends only on the
standard pair, so that the averaged trajectory becomes deterministic. Then we will
develop in series the exponential and finally we will show how to deal, in general,
with the type of objects so obtained (using Lemma 8.15).
Arguing as at the end of Lemma 8.5 we have, for any function ϕ ∈ C2,60
ϕ(θ¯k) = ϕ(θ¯
∗
ℓ,k) + ϕ
′(θ¯∗ℓ,k)Ξ̂(εk, θ
∗
ℓ )(θ0 − θ∗ℓ ) +O(ε2δ2C ).
Using (8.20) and Notation 8.8 we can (see Appendix C for a detailed explanation
on how to perform these, and similar, computations) rewrite (8.12) as
Mk = M
∗
ℓ,k + εK
k,2
ℓ,3 +O(ε2δCL2k)
M
∗
ℓ,k = Ξ̂(t− εSk, θ¯∗ℓ,Lk)
{
Lk−1∑
j=0
Ξ∗ℓ,j,Lk
[
ωˆ(xj , θj)− ε
2
ω¯′(θ¯∗ℓ,j)ω¯(θ¯
∗
ℓ,j)
]}
.
(8.25)
By equations (8.25), (8.19) and the Taylor expansion
eiσMk = eiσ[M
∗
ℓ,k+εK
k,2
ℓ,3 ] +O(σε2δCL2k)
= e
iσ
[
εCk,1
ℓ,0,∅
+
∑Lk−1
j=0
̟kℓ,j◦F jε
] [
1 + C∗ℓ,k,q
]
+ Eℓ,k,q
C
k,1
ℓ,0,∅ = −
1
2
Ξ̂(t− εSk, θ¯∗ℓ,Lk)
Lk−1∑
j=0
Ξ∗ℓ,j,Lk ω¯
′(θ¯∗ℓ,j)ω¯(θ¯
∗
ℓ,j)
C
∗
ℓ,k,q =
q−1∑
s=1
(iσε)sKk,2sℓ,3s ; Eℓ,k,q = O(εqσqL2qk + σε2δCL2k),
(8.26)
60 In this section we use the shorthand notation O(·) = OL∞ (·).
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where we used Notation 8.8. Set
ϑ :=
q−1∑
s=1
∑
ı¯
∣∣∣(σε)sCk,2sℓ,3s,ı¯∣∣∣
and notice that
ϑ ≤ Cq
q−1∑
s=1
(|σ|εL2∗)s ≤ Cq|σ|εL2∗ ≤ C#εδ∗ .
The above shows that, for ε small enough, (8.26) is a sum of terms to which we can
apply Lemma 8.15, plus a small remainder; in fact61
[
1 + C∗ℓ,k,q
]
= ϑ−1
q−1∑
s=1
∑
ı¯
|(σε)sC2k,sℓ,3s,ı¯|
[
1 + ϑ
3s∏
j=1
Aj,ı¯ ◦ F ijε
]
.
We have thus written eiσMk as a weighted sum of terms which satisfy the hypotheses
of Lemma 8.15, also the analogous of Remark 3.6 applies. Note that, again, the
decomposition in standard curves can be chosen to be exactly the same for all
terms. We can then define the standard family Lkℓ exactly as it was done at the end
of the proof of Lemma 8.15. By (8.24) we conclude that the total weight of each
standard pair differs uniformly from zero, which allows to normalize the densities.
This proves the first part of the lemma.
To conclude the proof we need to prove (8.22); notice that, by the first part of
the lemma and using the same notation as in Remark 3.7,62 for any 0 ≤ r ≤ s ≤ R,
we have63
µℓr
Å
e
iσ
∑
s
j=r
Mj◦FSj−1−Sr−1ε
1ℓs+1 ◦ FSs−1−Sr−1ε · · ·1ℓr+2 ◦ FSr−Sr−1ε 1ℓr+1
ã
= µℓr
Åï
e
iσ
∑s
j=r+1
Mj◦FSj−1−Srε
1ℓs+1 ◦ FSs−1−Srε · · ·1ℓr+2
ò
◦ FLrε · eiσMr1ℓr+1
ã
= νr,ℓr,ℓr+1µℓr+1
Å
e
iσ
∑
s
j=r+1
Mj◦FSj−1−Srε
1ℓs+1 ◦ FSs−1−Srε · · ·1ℓr+2
ã
+O(εqσqL2qr + σε2δCL2r)|µℓr |(1ℓs+1 ◦ FSs−1−Sr−1ε · · ·1ℓr+1).
Iterating the above equation yields, for all r ≤ s,
µℓr
Å
e
iσ
∑s
j=r
Mj◦FSj−1−Sr−1ε
1ℓs+1 ◦ FSs−1−Sr−1ε · · ·1ℓr+1
ã
=
s∏
l=r
νl,ℓl,ℓl+1 +O(εqσqL2q∗ + σε2δCL2∗)
×
s∑
j=r
j−1∏
l=r
|νl,ℓl,ℓl+1| |µℓj |
(
1ℓs+1 ◦ FSs−1−Sr−1ε · · ·1ℓj+1
)
.
(8.27)
In particular, choosing s = r we conclude that there exists C2 > 0 such that:,
(8.28)
∑
ℓr+1∈Lrℓr
|νr,ℓr,ℓr+1 | ≤
∑
ℓr+1∈Lrℓr
C# |µℓr |
(
1ℓr+1
) ≤ C2.
61 Note that we have absorbed the sign of σCk,s
ℓ,3s,¯ı
into some Aj,¯ı, which is always possible
since the Aj,¯ı are names for arbitrary functions.
62 Below we consider 1ℓj to be a function defined on the standard pair ℓj−1. Also notice that
1ℓj can be written, if needed, as the restriction to ℓj−1 of ϕℓj−1,ℓj ◦ F
Lj−1
ε , for some function
ϕℓj−1,ℓj ∈ L
∞(T2,R).
63 We use the convention that
∑b
j=a
cj = 0 and
∏b
j=a
cj = 1 if b < a.
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To conclude we prove, by induction on m = s− r, that
(8.29)
∑
ℓr+1∈Lrℓr
· · ·
∑
ℓs+1∈Lsℓs
s∏
j=r
|νj,ℓj ,ℓj+1 | ≤ 2C2
Equation (8.28) shows that (8.29) holds for each r and m = 0. Let us suppose
it holds for each r and n ≤ m for some m ∈ {0, · · ·R − 2}. Let s = r + m + 1.
Then, recalling (3.10), the fact that |σ|δC ≤ C# and the condition on L∗, we can
use (8.27) to write:
∑
ℓr+1∈Lrℓr
· · ·
∑
ℓs+1∈Lsℓs
s∏
j=r
|νj,ℓj,ℓj+1 | ≤ |µℓr |+ C# |µℓr | (εqσqL2q∗ + σε2δCL2∗)
+ C#
s∑
j=r+1
∑
ℓr+1∈Lrℓr
· · ·
∑
ℓj∈Lj−1ℓj−1
j−1∏
l=r
|νl,ℓl,ℓl+1 | |µℓj | (εqσqL2q∗ + σε2δCL2∗)
≤ C2 + (m+ 1)C22C#(εqσqL2q∗ + σε2δCL2∗) ≤ 2C2,
provided ε is small enough and q ≥ 4. 
The remaining sections of the paper are devoted to the proofs of Propositions 8.11, 8.12
and 8.13 although we first need a preparatory technical section.
9. One block estimate: technical preliminaries
Our next step consists in transforming the sums on the standard pairs associated
to each of the R blocks into an expression involving transfer operators related to a
cocycle over the (slowly varying) averaged dynamics. This will at last allow us to
perform the needed computations by functional analytic means.
Let us start by defining the slowly varying dynamics. Let ℓ = (G, ρ) be a
complex standard pair; recall that we introduced the notations θ∗ℓ = Re(µℓ(θ0)),
θ¯∗ℓ,k = θ¯(εk, θ
∗
ℓ ) in (8.20), where θ¯(t, θ) is the unique solution of (2.3) with initial
condition θ¯(0, θ) = θ. Recall also that we defined (in (5.1a)) ∆∗ℓ,k = θk − θ¯∗ℓ,k and
that, for real standard pairs, we will regard xk and ∆
∗
ℓ,k as functions on ℓ (see
Remark 3.8).
Let us define the shorthand notations f¯ℓ,k = f(·, θ¯∗ℓ,k), f¯ (n)ℓ = f¯ℓ,n−1 ◦ · · · ◦
f¯ℓ,0; consider the map F¯ε(x, θ) = (f(x, θ), θ¯(ε, θ)). Observe that (f¯
(k)
ℓ (x), θ¯
∗
ℓ,k) =
F¯ kε (x, θ
∗
ℓ ), i.e. the first component of F¯ε yields our wanted slowly varying dynamics.
Finally, let us define the function
Λ¯j,k =
k∏
r=j
(∂xf)
−1 ◦ F¯ rε (·, θ∗ℓ )(9.1)
Notice that, by definition, Λ¯j,k < λ
−(k−j)−1 and for any x ∈ T:∣∣∣∣ ddx Λ¯0,j(x)
∣∣∣∣ ≤ C#Λ¯0,j(x) j−1∑
l=0
Λ¯0,l(x)
−1 ≤ C#.(9.2)
9.1. Error in the slowly varying dynamics approximation.
Our first task is to obtain sufficiently good estimates on the difference between F kε
and F¯ kε when k is not too large.
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Lemma 9.1. Fix a complex standard pair ℓ = (Gℓ, ρℓ) of length δc and L ∈ N so
that L ≤ C#ε−1/2. There exists a diffeomorphism Υℓ,L : [a, b] → [a¯, b¯] such that
(xL, θL) = F
L
ε ◦Gℓ(x) =
Ä
f¯
(L)
ℓ ◦Υℓ,L(x), θL
ä
with
(9.3)
dΥℓ,L
dx
= (1−G′sL)υ+LΛ0,L−1
where υ+L was defined in (3.6) and Λk,j = Λ¯k,j ◦ Υℓ,L. Moreover Υℓ,L satisfies the
following estimates:
‖Υℓ,L − 1‖C0 ≤ C#εmin{1, L2δc}
dΥℓ,L
dx
= 1 +R1,2ℓ(9.4)
where the notation Rp,qℓ denotes an arbitrary differentiable function of x that sat-
isfies the bounds
‖Rp,qℓ ‖C0 ≤ C#εpLq
∣∣∣∣dRp,qℓdx
∣∣∣∣ ≤ C#Λ−10,L−1.(9.5)
Additionally, for any k ∈ {0, · · · , L}, let us introduce the functions
ξ¯ℓ,k = xk ◦Υ−1ℓ,L − x¯k ∆¯∗ℓ,k = ∆∗ℓ,k ◦Υ−1ℓ,L
where we introduced the shorthand notation x¯k = f¯
(k)
ℓ (·). Recall the definition of
the quantities Ξ∗ℓ,j,k given in (5.5); then let
W ℓ,k = ε
−1Ξ∗ℓ,−1,k∆¯
∗
ℓ,0 +
k−1∑
j=0
Ξ∗ℓ,j,kωˆ(x¯l, θ¯
∗
ℓ,l)(9.6a)
Wℓ,k = −
L−1∑
l=k
Λ0,l−k∂θf(x¯l, θ¯∗ℓ,l)W ℓ,l(9.6b)
Moreover define:
W ℓ,k,2 =
k−1∑
j=0
[
∂xωˆ(x¯j , θ¯
∗
ℓ,j)Wℓ,j + ∂θωˆ(x¯j , θ¯
∗
ℓ,j)W ℓ,j −
1
2
ω¯′(θ¯∗ℓ,j)ω¯(θ¯
∗
ℓ,j)
]
Wℓ,k,2 = −
L−1∑
l=k
Λ0,l−k
ï
∂θf(x¯l, θ¯
∗
ℓ,l)W ℓ,l,2 +
1
2
∂2θf(x¯l, θ¯
∗
ℓ,l)W
2
ℓ,l
+
1
2
∂θ∂xf(x¯l, θ¯
∗
ℓ,l)W ℓ,lWℓ,l +
1
2
∂2xf(x¯l, θ¯
∗
ℓ,l)W
2
ℓ,l
ò
.
Then the following bounds hold true
∆¯∗ℓ,k = εW ℓ,k + ε
2W ℓ,k,2 +R
3,3
ℓ ξ¯ℓ,k = εWℓ,k + ε
2Wℓ,k,2 +R
3,3
ℓ ,(9.7)
where the notation R
p,q
ℓ is analogous to R
p,q
ℓ but with Λ replaced by Λ¯ in (9.5).
Remark 9.2. Note that the above lemma is essentially a series expansion in which
we only keep the first few terms. More precise formulae can be obtained, if needed,
at the price of more work.
Remark 9.3. The approximation formulae obtained in the previous lemma are
close, in spirit, to the ones obtained earlier in Lemma 5.1, but differ from them
because they are written in terms of the averaged dynamics (x¯k, θ¯
∗
ℓ,k), rather than
the real dynamics (xk, θk).
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Remark 9.4. Observe that the random variables ξ¯ℓ,k and ∆¯
∗
ℓ,k (defined in the pre-
vious lemma) do depend on L (through Υℓ,L). In order to make the notation precise
their symbols should thus have indices L. Since it will not create any confusion, we
omit some of the indices to ease notation. Similarly, we will suppress the indices
in Υ as well when no confusion arises,
Proof of Lemma 9.1. The lemma follows from a variation on the proof given for
Lemma 4.2. Let us recall that we denote with πx : T
2 → T the projection on the
x-coordinate and define, for ̺ ∈ [0, 1],
H¯ℓ,L(x, z; ̺) = πxFL̺ε(x, θ∗ℓ + ̺(G(x) − θ∗ℓ ))− πxF¯L̺ε(z, θ∗ℓ ).
As in the proof of Lemma 4.2, observe that H¯ℓ,L(x, x; 0) = 0, and moreover
∂zH¯ℓ,L = −∂z(πxF¯L̺ε(·, θ∗ℓ )) < −λL. Therefore the implicit function theorem
implies that for any ̺ ∈ [0, 1] there exists a diffeomorphism Υℓ,L(·; ̺) so that
H¯ℓ,L(x,Υℓ,L(x; ̺); ̺) = 0. Define Υℓ,L(x) = Υℓ,L(x, 1); then πxFLε ◦ Gℓ = xL =
f¯
(L)
ℓ ◦Υℓ,L. The expression (9.3) then immediately follows using the notation and
discussion of Subsection 3.1. Let us postpone the derivation of (9.4) to the end of
the proof and first obtain the bounds (9.7). Using (5.6a) yields
∆¯∗ℓ,k = Ξ
∗
ℓ,−1,k∆¯
∗
ℓ,0 + ε
k−1∑
j=0
Ξ∗ℓ,j,k
[
ωˆ(xj , θj)− ε
2
ω¯′(θ¯∗ℓ,j)ω¯(θ¯
∗
ℓ,j)
]
+O
(
ε
k−1∑
j=0
(∆¯∗ℓ,j)
2 + ε3k
)
= Ξ∗ℓ,−1,k∆¯
∗
ℓ,0 + ε
k−1∑
j=0
Ξ∗ℓ,j,k
[
ωˆ(x¯j , θ¯
∗
ℓ,j) + ∂xωˆ(x¯j , θ¯
∗
ℓ,j)ξ¯j + ∂θωˆ(x¯j , θ¯
∗
ℓ,j)∆¯
∗
ℓ,j
− ε
2
ω¯′(θ¯∗ℓ,j)ω¯(θ¯
∗
ℓ,j)
]
+O(ε3k3) +
k−1∑
j=0
O(εξ¯2j )
(9.8)
where we have used (5.2). In addition, we can consider the Taylor expansion
ξ¯k+1 = f(xk, θk)− f(x¯k, θ¯∗ℓ,k)
= ∂xf(x¯k, θ¯
∗
ℓ,k)ξ¯k + ∂θf(x¯k, θ¯
∗
ℓ,k)∆¯
∗
ℓ,k +
1
2
∂2θf(x¯k, θ¯
∗
ℓ,k)(∆¯
∗
ℓ,k)
2
+
1
2
∂θ∂xf(x¯k, θ¯
∗
ℓ,k)∆¯
∗
ℓ,k ξ¯k +
1
2
∂2xf(x¯k, θ¯
∗
ℓ,k)ξ¯
2
k +O((∆¯∗ℓ,k)3 + ξ¯3k).
(9.9)
From the first line of (9.9) we have |ξ¯k+1| ≥ λ|ξ¯k| − C#|∆¯∗ℓ,k|. Recalling that, by
definition, ξ¯L = 0, we can conclude that
(9.10) |ξ¯k| ≤ C#
L−1∑
j=k
λk−j |∆¯∗ℓ,j| ≤ C#ε(k + 1).
Moreover, by the above estimates, we have
∆¯∗ℓ,k = εW ℓ,k +O(ε2k2).(9.11)
A more precise result can now be obtained by (backward) iteration of (9.9):
ξ¯k = −
L−1∑
j=k
j∏
l=k
(∂xf(x¯l, θ¯
∗
ℓ,l))
−1 [∂θf(x¯j , θ¯∗ℓ,j)∆¯∗ℓ,j +O(ξ¯2j + (∆¯∗ℓ,j)2)]
= −
L−1∑
j=k
Λk,j∂θf(x¯j , θ¯
∗
ℓ,j)∆¯
∗
ℓ,j +O(ε2L2) = εWℓ,k +O(ε2L2).
(9.12)
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Finally, we can get a sharper estimate for ∆¯∗ℓ,k by substituting (9.12) and (9.11)
in (9.8):
∆¯∗ℓ,k = εW ℓ,k + ε
2
k−1∑
j=0
[
∂xωˆ(x¯j , θ¯
∗
ℓ,j)Wℓ,j + ∂θωˆ(x¯j , θ¯
∗
ℓ,j)W ℓ,j
− 1
2
ω¯′(θ¯∗ℓ,j)ω¯(θ¯
∗
ℓ,j)
]
+O(ε3L3) = εW ℓ,k + ε2W ℓ,k,2 +O(ε3L3);
(9.13)
and a sharper estimate for ξ¯k by writing (9.9) as
ξ¯k+1 = ∂xf(x¯k, θ¯
∗
ℓ,k)ξ¯k + ε∂θf(x¯k, θ¯
∗
ℓ,k)W ℓ,k + ε
2∂θf(x¯k, θ¯
∗
ℓ,k)W ℓ,k,2
+
ε2
2
∂2θf(x¯k, θ¯
∗
ℓ,k)W
2
ℓ,k
+
ε2
2
∂θ∂xf(x¯k, θ¯
∗
ℓ,k)W ℓ,kWℓ,k +
ε2
2
∂2xf(x¯k, θ¯
∗
ℓ,k)W
2
ℓ,k +O(ε3L3),
(9.14)
which, iterating backward as before, yields the wanted result. The bound on the
derivatives of the error terms, that is needed to write O(ε3L3) as R3,3ℓ , follows by
definition of ∆¯∗ℓ,k and ξ¯k, (9.2) and the fact that |Υ′ℓ,L| ≤ C#, which in turn follows
from the second bound in (9.4).
In order to conclude the proof we now proceed to prove the two bounds of (9.4),
which will be obtained by a careful analysis of (9.3). Recall the definition (3.6) of
the quantities υ+k and uk; by the discussion of Subsection 3.1 (see (3.3)) we have
υ+L =
L−1∏
k=0
[∂xf(xk, θk) + ε∂θf(xk, θk)uk]
uk+1 =
∂xω(xk, θk) + (1 + ε∂θω(xk, θk))uk
∂xf(xk, θk) + ε∂θf(xk, θk)uk
, εu0 = G
′(x).
(9.15)
As already noted we have |uk| ≤ c1 (one can also see this using Proposition 3.3,
since εuk is the slope of a standard curve). The above immediately implies, us-
ing (9.3), (9.10) and (5.2):
dΥℓ,L
dx
= (1 +O(ε)) exp
[
L−1∑
j=0
log ∂xf(xj , θj)− log ∂xf(x¯j , θ¯∗ℓ,j) +O(ε)
]
= eO(εL
2).(9.16)
which yields the C0-bound of the right expression in (9.4). Integrating in dx yields
the bound on the left, since by (9.10), we know a priori that |Υℓ,L(x0) − x0| =
|ξ0| ≤ C#ε.
At last we want to estimate the second derivative Υ′′ℓ,L; differentiating (9.3) we
obtain
d2Υℓ,L
dx2
=
d
dx
(1−G′sL)υ+LΛ0,L−1 + (1−G′sL)
ï
d
dx
(υ+L )Λ0,L−1 + υ
+
L
d
dx
(Λ0,L−1)
ò
.
The last term on the right hand side is bounded by C#υ
+
L using (9.2) and (9.16).
The second term can be estimated by differentiating the first of (9.15), which gives:∣∣∣∣∣dυ+Ldx
∣∣∣∣∣ ≤ C#υ+L
L−1∑
k=0
ï∣∣∣∣dxkdx ∣∣∣∣+ ∣∣∣∣dθkdx ∣∣∣∣+ ε ∣∣∣∣dukdx ∣∣∣∣ò
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To continue, notice that (3.6) implies
∣∣∣dxkdx ∣∣∣ ≤ C#υ+k and ∣∣∣dθkdx ∣∣∣ ≤ C#ευ+k . Moreover,
by the second one of (9.15), we gather∣∣∣∣dukdx
∣∣∣∣ ≤ C#υ+k + C# ∣∣∣∣duk−1dx
∣∣∣∣ ≤ C#υ+k .
Hence, the second term is also bounded by C#υ
+
L . To conclude, we need an estimate
for the first term on the right hand side.
Sub-lemma 9.5. We have∣∣∣∣ ddx (1−G′sL)
∣∣∣∣ ≤ C#εLec#εL
Proof. From (3.6) it follows, for all n ∈ N
υcn+1(0, 1) = dpF
n
ε
Å
∂xf ∂θf
ε∂xω 1 + ε∂θω
ã
(sn+1, 1)
= (1 + ε(∂θω + ∂xωsn+1))dpF
n
ε
Å
∂θf + ∂xfsn+1
1 + ε(∂θω + ∂xωsn+1)
, 1
ã
.
Since υcn(0, 1) = dpF
n
ε (sn, 1), it follows that υ
c
n+1(1 + ε(∂θω + ∂xωsn+1))
−1 = υcn
and
sn =
∂θf + ∂xfsn+1
1 + ε(∂θω + ∂xωsn+1)
.
Inverting the above formula yields
sL−k(xk) =
sL−k−1(xk+1)(1 + ε∂θω(xk, θk))− ∂θf(xk, θk)
∂xf(xk, θk)− ε∂xω(xk, θk)sL−k−1(xk+1) .
In order to estimate the derivatives of sj we proceed by induction. Note that
s0(xL) = 0. Next, suppose |∂xsL−k−1| ≤ C(L − k − 1)eCε(L−k−1)
∣∣∣∂xk+1∂x ∣∣∣; then
|∂xsL−k| ≤ C#
∣∣∣∣∂xk∂x
∣∣∣∣+ |∂xsL−k−1| eC#ε ∣∣∣∣ ∂xk∂xk+1
∣∣∣∣ ≤ C#(L− k)ec#ε(L−k) ∣∣∣∣∂xk∂x
∣∣∣∣ ,
provided C# is large enough. Since ‖G′‖C1 = O(ε), we conclude the proof by using
the above formula with k = 0. 
We conclude that ∣∣∣∣d2Υℓ,Ldx2
∣∣∣∣ ≤ C#υ+L ≤ C#Λ0,L−1,
which gives the needed bound on the derivatives of R1,2ℓ in (9.4) and concludes the
proof of our lemma. 
9.2. Transfer operator representation.
We are now ready to write the contribution of the standard pairs belonging to one
block in terms of a product of transfer operators. This is made explicit by (9.18) in
the statement of the next proposition. Unfortunately, in the following we will need
rather detailed information on the error terms present in (9.18) which therefore
must be painstakingly reported in the statement of the proposition, making it
rather unpleasant. Yet, the reader can skip such details and come back to them
later when they are needed, and recalled.
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Notation 9.6. In the sequel we will use notation similar to Notation 8.8 where, in
addition, we introduce symbols for correlations terms computed along the averaged
dynamics which will be denoted with
K¯
k,p
ℓ,l =
∑
ı¯
C
k,p
ℓ,l,ı¯
l∏
j=1
Aj,ı¯ ◦ F¯ ijε .
Observe that, according to Notation 9.6, we can write:
W ℓ,k = K¯
k,1
ℓ,1 Wℓ,k = K¯
k,1
ℓ,1 W ℓ,k,2 = K¯
k,2
ℓ,3 Wℓ,k = K¯
k,2
ℓ,5
hence we gather, for any 0 ≤ j ≤ L:
∆¯∗ℓ,j = εK¯
k,1
ℓ,1 + ε
2K¯
k,2
ℓ,3 +R
3,3
ℓk ξ¯j = εK¯
k,1
ℓ,2 + ε
2K¯
k,2
ℓ,5 +R
3,3
ℓk(9.17)
Proposition 9.7. For any complex standard pair ℓ0, let {Lkℓk}R−1i=1 be the com-
plex standard families obtained in Lemma 8.9, of length δc, and assume |σ| ≤
ε−1/2−2δ∗ . For any Φ ∈ C2(T,C), so that64 Re(Φ) ≤ C#, ε‖Φ′‖C0L∗ ≤ C#, any
k ∈ {0, · · · , R− 1} and ̺ > 0, we have∑
ℓk+1∈Lkℓk
νk,ℓk,ℓk+1e
Φ◦Gℓk+1 ρ˚ℓk+1 = E∗ℓk(9.18)
+ e
iεσCk,1
ℓk,0,∅Lℓk,k,Lk−1 · · · Lℓk,k,0
î
Ψℓk,qe
Φ(θ¯ℓk,Lk )ρ˜̺
ó
,
where ρ˚ℓ = 1[aℓ,bℓ]ρℓ (as introduced in Section 5.2) θ¯ℓ,j(x) = θ¯(εj,Gℓ(x)), and
(a) Lℓ,k,j is the weighted transfer operator defined by
[Lℓ,k,jg](x) =
∑
y∈f¯−1
ℓ,j
(x)
eΩ
k,Φ
ℓ,j
(σ,y,θ¯∗ℓ,j)
f¯ ′ℓ,j(y)
g(y),
Ωk,Φℓ,j (σ, x, θ) = iσ̟
k
ℓ,j(x, θ) + εΦ
′(θ¯∗ℓk,Lk)Ξ
∗
ℓ,j,Lk ωˆ(x, θ)
(9.19)
with θ¯∗ℓ,j = θ¯(εj, θ
∗
ℓ ), f¯ℓ,j(·) = f(·, θ¯∗ℓ,j) and ̟kℓ,j defined in (8.19);
(b) Ψℓk,q is defined by
Ψℓk,q =
[
1 +
q−1∑
s=1
(iσε)sK¯k,2sℓk,3s + (iσε)
sεK¯
k,2(s+1)
ℓk,3(s+1)
]
× exp
î
iσεK¯k,2ℓk,3 + iσε
2K¯
k,3
ℓk,6
+ εK0
ó
,
where K0 is a K¯k,2ℓk,2-type term which satisfies the following extra bound:
Leb
[
ρ˚ℓk − eεK0 ρ˜̺
]
= O(ε2L3k + ̺);
(c) E∗ℓk satisfies the bounds
‖E∗ℓk‖L1 ≤ C#eΦ
+ [‖Φ′‖C1ε2L2k + ε2L3k + ̺]
‖E∗ℓk‖BV ≤ C#eΦ
+
[1 + |σ|]
where Φ+ = max Re(Φ);
(d) finally ρ˜̺ ∈ C∞(T1,R) is a positive function that is close to ρℓk in the sense
‖ρ˜̺ − ρ˚ℓk‖L1 = O(εmin{δ−1C , L2}+ ̺),(9.20)
and such that, for any r ∈ N, ‖ρ˜̺‖W r,1 ≤ C#̺−r+1δ−rC .
64 The reader should think of Φ as a function whose real part is negative and has very large
absolute value
92 JACOPO DE SIMOI AND CARLANGELO LIVERANI
Proof. Recall (see Remark 3.8) that, for a given ℓ = (G, ρ) and for any n, we have
(xn, θn) = F
n
ε (G(x)); in other words, we consider xn and θn to be random variables
on ℓ. In particular, we have, for any smooth test function g : T→ R:∑
ℓk+1∈Lkℓk
Leb
Ä
g · νk,ℓk,ℓk+1eΦ◦Gℓk+1 ρ˚ℓk+1
ä
=
∑
ℓk+1∈Lkℓk
νk,ℓk,ℓk+1µℓk+1
Ä
g(x0)e
Φ(θ0)
ä
.
Using (8.21) and the definition of νk,ℓk,ℓk+1 (see Lemma 8.9), we gather:∑
ℓk+1∈Lkℓk
Leb
Ä
g · νk,ℓk,ℓk+1eΦ◦Gℓk+1 ρ˚ℓk+1
ä
=
∫
T
[geΦ] ◦ FLkε ◦Gℓk eiσ
[
εCk,1
ℓk,0,∅
+
∑
Lk−1
j=0
̟kℓk,j
◦F jε
]
ρ˚ℓk
+
q−1∑
s=1
(iσε)s
∫
T
[geΦ] ◦ FLkε ◦Gℓk · eiσ
[
εCk,1
ℓk,0,∅
+
∑
Lk−1
j=0
̟kℓk,j
◦F jε
]
K
k,2s
ℓk,3s
ρ˚ℓk .
(9.21)
In the following we will find convenient to use x¯ = Υℓk,Lk(x), rather than x, as our
fundamental random variable.65 This can be done using Lemma 9.1: indeed, the
change of variable formula yields that the pushforward of the density is given by
(9.22) Υ∗ρ˚ℓk = (Υ
−1)
′ · ρ˚ℓk ◦Υ−1.
For any smooth function ϕ of the random variables {(xi, θi)}Lk−1i=0 , under µℓk , we
can write ϕ˜(x) = ϕ({F iε ◦Gℓk(x)}), where x is distributed according to ρ˚ℓk . Then
our change of variable corresponds to looking at the random variable ϕ¯(x¯) = ϕ({F iε◦
Gℓk ◦Υ−1ℓk,Lk(x¯)}) under Υ∗ρ˚ℓk . In particular,
‖ϕ¯′‖∞ ≤ C#‖ϕ‖C1Λ¯−10,Lk .
The above considerations would suffice to treat the small terms in (9.21), but,
unfortunately, are not adequate to treat the main term since we only have an
exponentially large bound on the derivative of Υ∗ρℓk (see the last of (9.4)) which
would create serious problems in our subsequent arguments, unless they can be
discarded by some a priori estimate. In order to deal with this problem, we first
need to introduce some notation. Let
(9.23) ρ∗ =
ρ˚ℓk
[1−G′sL] ◦Υ
−1;
observe that Sub-Lemma 9.5 implies that ‖ρ∗‖BV ≤ C#δ−1C . We can now state a
more useful bound for (9.22) whose proof is, for convenience, postponed to the end
to this section.
Lemma 9.8. The following formula holds true
Υ∗ρ˚ℓk = ρ∗ exp[εK0] +R
2,3
ℓk
ρ˚ℓk .
Next, we proceed to eliminate the explicit dependence on xj and θj : first ob-
serve that, by definition, for any smooth function A(x, θ). Observe that we have
∆¯∗ℓk,j , ξ¯j = R
1,1
ℓk
; hence we can write
[A(xj , θj)] ◦Υ−1 = A(x¯j , θ¯∗ℓk,j) + ∂xA(x¯j , θ¯∗ℓk,j)ξ¯j + ∂θA(x¯j , θ¯∗ℓk,j)∆¯∗ℓk,j
+
1
2
[
∂θθA(∆¯
∗
ℓk,j)
2 + ∂θxA ∆¯
∗
ℓk,j ξ¯j + ∂xxA ξ¯
2
j
]
+R
3,3
ℓk .
65 In the rest of the proof we will often suppress the subscripts ℓk, Lk in Υℓk,Lk , and related
quantities, when this does not create any confusions.
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In particular, using (9.17) we gather
Lk−1∑
j=0
̟kℓk,j(xj , θj) =
Lk−1∑
j=0
̟kℓk,j(x¯j , θ¯
∗
ℓk,j
) + εK¯k,2ℓk,3 + ε
2K¯
k,3
ℓk,6
+R
3,4
ℓk
;
(iσε)sKk,2sℓk,3s = (iσε)
s
∑
ı¯
C
k,2s
ℓk,3s,ı¯
3s∏
j=1
î
Aj,ı¯(x¯ij , θ¯
∗
ℓk,ij ) + εK¯
k,1
ℓk,3
+R
2,2
ℓk
ó
= (iσε)sKk,2sℓi,3s,∗ + (iσε)
sεK¯k,2s+1ℓk,3(s+1) + σ
sR
s+2,2s+2
ℓk .
The above will suffice to estimate the error terms. However, to deal with Φ(θLk) we
will need a more explicit formula. By definition (5.1b) we have θLk = θ¯ℓk,Lk +∆Lk ;
by (8.9), and using (9.7) we conclude that
θLk = θ¯ℓk,Lk + ε
Lk−1∑
j=0
Ξ∗ℓ,j,kωˆ(x¯l ◦Υ, θ¯∗ℓ,l) +R2,2ℓ(9.24)
We can now collect all the above relations to write (9.21) in terms of the slowly
varying dynamics∑
ℓk+1∈Lkℓk
∫
T
g · νk,ℓk,ℓk+1eΦ◦Gℓk+1 ρ˚ℓk+1 =
=
∫
T
g(xLk)e
iσ
[
εCk,1
ℓk,0,∅
+
∑Lk−1
j=0
̟kℓk,j
◦F jε
]
+Φ(θ¯ℓk,Lk )+εΦ
′(θ¯∗ℓk,Lk
)
∑Lk−1
j=0
Ξ∗ℓ,j,kωˆ(x¯l,θ¯
∗
ℓ,l)ρ˚ℓk
+ ‖Φ′‖C1eΦ
+
∫
T
g(xLk)R
2,2
ℓk
ρ˚ℓk
+
q−1∑
s=1
isσsεs
∫
T
[geΦ] ◦ FLkε ◦Gℓk · eiσ
[
εCk,1
ℓk,0,∅
+
∑
Lk−1
j=0
̟kℓk,j
◦F jε
]
K
k,2s
ℓk,3s
ρ˚ℓk
=
∫
T
g ◦ F¯Lkε · eiσεC
k,1
ℓk,0,∅
+
∑
Lk−1
j=0
Ωk,Φ
ℓk,j
◦F¯ jεΨℓk,q e
Φ(θ¯ℓk,Lk )ρ∗(x¯)dx¯
+ eΦ
+
∫
T
g ◦ F¯Lkε · e
∑Lk−1
j=0
Ωk,Φ
ℓk,j
◦F¯ jε
î
‖Φ′‖C1R2,2ℓk +R
2,3
ℓk
ó
Υ∗ρℓkdx¯,
(9.25)
where we have used the fact that, by hypothesis, ε2L3k ≤ min{|σ|ε3L4k, σ2ε4L4k} and
by definition Rp,qℓ ◦Υ−1 = R
p,q
ℓ . Since the above equation holds for all g, we have∑
ℓk+1∈Lkℓk
νk,ℓk,ℓk+1e
Φ◦Gℓk+1 ρ˚ℓk+1 = e
iσεCk,1
ℓk,0,∅Lℓk,k,L−1 · · · Lℓk,k,0Ψℓk,q eΦ(θ¯ℓk,Lk )ρ∗
+ eΦ
+Lℓk,k,L−1 · · · Lℓk,k,0
î
‖Φ′‖C1R2,2ℓk +R
2,3
ℓk
ó
Υ∗ρℓk ,(9.26)
where we used the fact that, by definition,∫
T
g ◦ F¯Lkε · e
∑
Lk−1
j=0
Ωk,Φ
ℓk,j
◦F¯ jεϕ(x)dx =
∫
T
gLℓk,k,L−1Lℓk,k,L−2 · · · Lℓk,k,0ϕ.
In the sequel we will need to deal with smooth density functions. We can obtain
this by a mollification procedure; (see, e.g. [44, Lemma B.1]): for each ̺ > 0 there
exists a ρ˜̺ such that
(9.27) ‖ρ˜̺ − ρ∗‖L1 ≤ C#̺ and ‖ρ˜̺‖W r,1 ≤ C#̺−r+1δ−rC .
Note that ‖Lℓ,k,j‖L1 ≤ ec#ε‖Φ′‖∞ . Moreover, by iterating (A.2), we have, for each
ϕ ∈ W 1,1,
(9.28)
∥∥∥∥ ddxLℓk,k,Lk−1 · · · Lℓk,k,0ϕ
∥∥∥∥
L1
≤ C#
[‖Λ¯0,Lkϕ′‖L1 + (1 + |σ|)‖ϕ‖L1] .
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We also have
‖Lℓk,k,Lk−1 · · · Lℓk,k,0Ψℓk,qeΦ(θ¯ℓk,Lk )[ρ˜̺ − ρ∗]‖L1 ≤ C#̺
‖Lℓk,k,Lk−1 · · · Lℓk,k,0Ψℓk,qeΦ(θ¯ℓk,Lk )ρ˜̺‖W 1,1 ≤ C#(1 + |σ|)
(9.29)
By the lower semicontinuity of the variation [21, Section 5.2.1, Theorem 1], since
ρ˜̺ → ρ∗ in L1 as ̺→ 0, we have
‖Lℓk,k,Lk−1 · · · Lℓk,k,0Ψℓk,qeΦ(θ¯ℓk,Lk )[ρ˜̺ − ρ∗]‖BV
= lim
̺′→0
‖Lℓk,k,Lk−1 · · · Lℓk,k,0Ψℓk,qeΦ(θ¯ℓk,Lk )[ρ˜̺ − ρ˜̺′ ]‖W 1,1 ≤ C#(1 + |σ|)
By a similar argument, estimating the remainder terms of (9.26), follows part (c)
of the proposition. Finally, to prove (d), recall that |G′sL| ≤ C#ε. Then, by (9.23)
and (9.27):
‖ρ˜̺ − ρ˚ℓk‖L1 ≤ ‖ρ˚ℓk − ρ˚ℓk ◦Υ−1‖L1 + C#(̺+ ε) ≤ C#(εmin{L2, δ−1C }+ ̺)
where in the last step we used the first bound in (9.4). 
We conclude with the missing proof.
Proof of Lemma 9.8. By Lemma 9.1, equations (9.22), (9.23), (9.3) we gather
Υ∗ρℓk = ρ∗ exp
[
L−1∑
j=0
log
ñ
∂xf(xj , θj)
∂xf(x¯j , θ¯∗ℓk,j)
+ ε
∂θf(xj , θj)
∂xf(xj , θj)
uj
ô
+O(ε2L)
]
= ρ∗ exp
[
ε
L−1∑
j=0
∂θxf(x¯j , θ¯
∗
ℓk,j
)W j + ∂xxf(x¯j , θ¯
∗
ℓk,j
)Wj + ∂θf(x¯j , θ¯
∗
ℓk,j
)uj
∂xf(x¯j , θ¯∗ℓk,j)
]
+R
2,3
ℓk
ρ˚ℓk ,
(9.30)
where the second needed property of R
2,3
ℓk
follows immediately from (9.4). Note
that the exponent in (9.30) is, at most, of size C#εL
2 ≤ C#ε6δ∗ (recall (8.6)), and
it is of correlation type. It is then natural to expand the exponential in Taylor
series and to use Notation 9.6. We can then write
L−1∑
j=0
∂θxf(x¯j , θ¯
∗
ℓk,j
)
∂xf(x¯j , θ¯∗ℓk,j)
W j = K¯
k,2
ℓk,2
.
In order to show that also the second term in the exponent can be treated as a
correlation term, let us set for convenience α(x¯, θ¯) = ∂xxf(x¯,θ¯)
∂xf(x¯,θ¯)
, then
L−1∑
j=0
∂xxf
∂xf
◦ F¯ jε ·Wj = −
L−1∑
j,s=0
α ◦ F¯ jε · ωˆ ◦ F¯ sε
L−1∑
l=max{j,s+1}
Ξ∗s,l · Λ0,l−j∂θf ◦ F¯ lε
= −
L−1∑
j≥s+1
A1,j,s ◦ F¯ sε · α ◦ F¯ jε −
L−1∑
j<s+1
ωˆ ◦ F¯ sεA2,j,s ◦ F¯ jε
where
A1,j,s = Ξ
∗
0,l−sωˆ
L−1∑
l=j
Λ0,l−j∂θf ◦ F¯ l−sε
A2,j,s = α
L−1∑
l=s+1
Ξ∗s−j,l−jΛ0,l−j∂θf ◦ F¯ l−jε
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(recall that we dropped the subscript ℓ from Ξ∗). A direct computation shows that
supθ¯ ‖Ai,j,s(·, θ¯)‖C1 ≤ C#. In order to deal with the third term in the exponential,
we need to define the auxiliary variables
u˜k+1 =
∂xω(xk, θk) + u˜k
∂xf(xk, θk)
, εu˜0 = G
′
ℓ(x).
By (9.15) it is immediate to observe that
uk+1 − u˜k+1 = uk − u˜k
∂xf(xk, θk) + ε∂θf(xk, θk)uk
+O(ε)
from which it follows uk = u˜k +O(ε). We can thus replace uk with u˜k in the third
term in the exponential and computations similar to the previous ones yield that
also the third term in the exponential can be interpreted as a correlation term.
Recalling (9.23), the above discussion implies that we can write
(9.31) Υ∗ρℓk = ρ∗ exp
î
εK¯k,2ℓk,2
ó
+R
2,3
ℓk
ρ˚ℓk .
Finally, we claim that the term K¯k,2ℓk,2 can be written as K0. In order to see this, it
suffices to integrate the above relation to obtain
(9.32) 1 = Leb(ρ˚ℓk) = Leb
[
e
εK¯k,2
ℓk,2 ρ∗
]
+O(ε2L3k),
which implies our requirement by taking into account (9.27). 
10. One block estimate: the large σ regime
In the large σ regime it suffices to estimate the contribution of the last block. To
this end we first need an estimate on the product of the transfer operators defined
in (9.19). To ease notation, in this section we will omit the indices ℓR, ℓR−1 and
R − 1, referring to the last block, as no confusion can arise: in particular Lj will
stand for LℓR−1,R−1,j and L will stand for LR−1. Also, the transfer operators are
defined with respect to the purely imaginary potentials iσ̟kℓ,j, where̟
k
ℓ,j is defined
in (8.19), i.e. we have Φ ≡ 0 in (9.19).
Lemma 10.1. There exists C3 > 0 and τ1 ∈ (0, 1) such that, for all n ∈ [C3 log ε−1, L−
1] and j ∈ [0, L− 1− n], any g ∈ C1(T) we have
(10.1) ‖Lj+n · · · Ljg‖C1 ≤ τn1 ‖g‖C1.
Proof. We begin with a preliminary estimate on ‖Lj+n · · · Ljg‖C1 ; as already no-
ticed, the potentials are purely imaginary, thus for any 0 ≤ n ≤ L − 1 and
0 ≤ i ≤ L− 1 we have66
‖Lni ‖C0→C0 ≤ C#.(10.2)
Observe that by the same token
‖Li+n · · · Li‖C0→C0 ≤ C#.(10.3)
Using the Lasota-Yorke inequality (A.2) we gather
‖Li+n · · · Lig‖C1 ≤ C#λ−n‖g‖C1 + C#
n∑
k=0
λ−k(1 + |σ|)‖Li+n−k−1 · · · Lig‖C0
≤ C#(1 + |σ|)‖g‖C1(10.4)
We continue with an estimate of ‖LL−1 · · · L0‖C1→C0 . Since ωˆ is not a coboundary,
̟j is not a coboundary, and the potentials (̟j) satisfy UUNI (see Corollary B.4).
66 This follows since |Lig| ≤ |Li,σ=0g|, therefore ‖L
n
i g‖C0 ≤ ‖L
n
i 1‖C0‖g‖C0 ≤ C#‖g‖C0 .
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We can thus apply Theorem B.5, that implies that there exists τ ∈ (0, 1) such that,
for any i ∈ {0, · · · , L− 1},
(10.5) ‖Lni ‖C1→C1 ≤
®
C#(1 + |σ|) for n < nε = ⌊C3 log ε−1⌋
τn for n ≥ nε.
Note that we can choose C3 as large as needed. Also we have the following trivial
estimate for the difference of operators with potentials Ωi:
‖Lθ,Ω1 − Lθ,Ω2‖C0 ≤ C#‖Ω1 − Ω2‖C0‖Lθ,Ω1‖C0 ,
and, by (A.6), we have, for all g ∈ C1,
‖Lθ1,Ωg − Lθ2,Ωg‖ ≤ C#|θ1 − θ2| sup
θ∈[θ1,θ2]
[‖Lθ,0|g′|‖C0 + ‖Lθ,0(1 + ‖Ω‖C1)|g|‖C0 ]
≤ C#|θ1 − θ2| [‖g‖C1 + (1 + ‖Ω‖C1)‖g‖C0 ] .
Accordingly, using the explicit formula (9.19) we have, for each 0 ≤ i < k < L,
(10.6) ‖(Lk − Li)g‖C0 ≤ C#ε(k − i) [‖g‖C1 + (1 + |σ|)‖g‖C0 ] .
Observe moreover that we can write
Li+n · · · Li = Ln+1i +
n∑
k=1
Li+n · · · Li+k+1(Li+k − Li)Lki .
Thus, for n ∈ [nε, 3nε] and i ∈ {0, · · · , L − n − 1}, we can use (10.3), (10.6) and
(10.5) to write
‖Li+n · · · Lig‖C0 ≤
n−1∑
k=0
‖Li+n · · · Li+k+2(Li+k+1 − Li)Lk+1i g‖C0 + τn+1‖g‖C1
≤ (C#(1 + |σ|)εn2ε + τnε) ‖g‖C1 ≤ C#|σ|εn2ε‖g‖C1,
provided C3 in the definition of nε has been chosen large enough and since σ ≥ σ0.
Note that, for |σ|εn3ε < 1, we can bootstrap the above estimate by writing, for
n ∈ [3nε, 4nε],
‖Li+n · · · Lig‖C0 ≤
nε∑
k=0
‖Li+n · · · Li+k+2(Li+k+1 − Li)Lk+1i g‖C0 + 2τnε‖g‖C1
≤
nε∑
k=0
C#|σ|εn2ε‖Li+n−nε−1 · · · Li+k+2(Li+k+1 − Li)Lk+1i g‖C1 + 2τnε‖g‖C1
≤ C#
nε∑
k=0
(ε|σ|n2ε
[
λ−nε |σ|+ C#ε|σ|n2ε
]
+ τnε)‖g‖C1 ≤ C#ε2|σ|2n5ε‖g‖C1
where we have chosen, again, C3 large enough and, in the last line, we have used
the Lasota–Yorke inequality (A.2).
Finally, note that, by using the Lasota–Yorke inequality again, it follows, for all
n ∈ [3nε, 4nε],
‖Li+n · · · Lig‖C1 ≤ C#λ−n‖g‖C1 + C#
n−1∑
k=0
λ−k|σ|‖Li+n−k−1 · · · Lig‖C0
≤ C#
[
λ−nε |σ|+ ε2|σ|3n6ε
] ‖g‖C1
≤ τn1 ‖g‖C1
for some τ1 ∈ (τ, 1), provided, again, C3 has been chosen large enough and since
ε2|σ|3n6ε ≤ ε1/4 for ε small enough. 
We are now able to provide the proof of the main result of this section.
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Proof of Proposition 8.11. Observe that, by definition and by Proposition 9.7,
with Φ ≡ 0, we have67∑
ℓR∈LR−1ℓR−1
νR−1,ℓR−1,ℓR = Leb
∑
ℓR∈LR−1ℓR−1
νR−1,ℓR−1,ℓR ρ˚ℓR
= LebLL−1 · · · L0 [Ψqρ˜̺] + Leb E∗.
Recall that |σ| ≤ ε− 12−2δ∗ and δ∗ ∈ (1/99, 1/32). By Proposition 9.7(c), we have
|Leb E∗| ≤ ‖E∗‖L1 ≤ C#{ε2−9δ∗ + ̺}.
Next, note that for each r < L/(3nε)− 2, by (10.1), (10.3) and (10.4) we obtain
‖LL−1 · · · LirAr,ir · · · Li1A1,i1 · · · L0ρ˜ℓ,̺‖C0 ≤ Cr#τL/r+11 ̺−1δ−2C ε−r/2−2rδ∗
since at least one string of operators must be longer than L/(r + 1) ≥ 3nε. This
allows to estimate the contribution of ΨℓR−1,q by expanding is series the exponential.
We thus obtain∣∣∣∣∣∣∣
∑
ℓ˜∈LL
ℓ,Ω
νℓ˜ρℓ˜1[aℓ˜,bℓ˜]
∣∣∣∣∣∣∣ = O(ε2−9δ∗ + ̺+ ε−1τL/(c#q)1 ̺−1δ−2C ε−q/2−2qδ∗).
Thus, the proposition follows by choosing ̺ = ε2−9δ∗ . 
11. One block estimate: the intermediate σ regime
The following two cases require a much more accurate description of the one-
block contribution, which can only be obtained for small σ. It will be achieved
thanks to the technical lemmata contained in this section.
The argument is similar to the one of the previous section, only a different idea
is needed to compute the norms of the relevant operators: provided σ0 is small
enough, such norms can be computed via perturbation theory.
11.1. The Transfer operators product formula.
Our task here is to study the transfer operators defined in (9.19) and then their
products in the perturbative regime.
Lemma 11.1. Let σ0 be chosen small enough. For any σ ∈ J1 ∪ J2 and k ∈
{0, · · · , R−1}, j ∈ {0, · · · , Lk−1} and Φ satisfying the hypotheses of Proposition 9.7
and, additionally, so that ε‖Φ′‖C1 supj≤Lk ‖Ξ∗ℓ,jωˆ‖C1 ≤ σ0 we have:
(a) Lℓk,k,j is of Perron–Frobenius type, i.e. we can write Lℓk,k,j = eχℓk,k,jPℓk,k,j+
Qℓk,k,j, where eχℓk,k,j is the maximal eigenvalue of Lℓk,k,j (as an operator
acting on C1,W 1,1 or BV), Pℓk,k,j ,Qℓk,k,j are such that P2ℓk,k,j = Pℓk,k,j,Pℓk,k,jQℓk,k,j = Qℓk,k,jPℓk,k,j = 0, the operators Pℓk,k,j are rank one, and
there exists τ ∈ (0, 1) so that
(11.1) ‖Qnℓk,k,j‖C1,W 1,1,BV ≤ C#τn|enχℓk,k,j | ; ‖Pℓk,k,j‖C1,W 1,1,BV ≤ C#.
(b) If, additionally, Φ satisfies ε‖Φ′‖C0 ≤ C#εσ2(R−1−k)L∗, then there exists
a twice differentiable function χ(σ, T, s, ϕ, θ), smooth in σ, with derivatives
67 Recall that we are suppressing the subscripts ℓR, ℓR−1, R− 1, R, when this does not create
confusion.
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with respect to ϕ, θ, s uniformly bounded by C#|σ|, such that
χℓk,k,j = χ(σ, t − εSk−1, εj, θ∗ℓk , θ¯∗ℓk,j) +O
(
σ2ε2L∗ + σ3ε(R− 1− k)L∗
)
(11.2a)
χ(σ, T, s, ϕ, θ) = −σ
2
2
Ξ̂(T − s− ε, θ¯(s+ ε, ϕ))2σˆ2(θ) +O(σ3)
≤ −σ
2
4
Ξ̂(T − s− ε, θ¯(s+ ε, ϕ))2σˆ2(θ)(11.2b)
where θ∗ℓk , θ¯
∗
ℓk,j
are defined in (8.20), σˆ
2 ∈ C1(T,R≥0) is given by the Green–
Kubo formula (2.18) and Ξ̂ is defined in (8.7).
Proof. We will use indifferently the notation introduced in Proposition 9.7 and the
one used in Appendix A. Such notations are connected by the relation Lℓk,k,j =
Lθ¯∗
ℓk,j
,Ωk,Φ
ℓk,j
, where Ωk,Φℓk,j is defined in (9.19). In order to apply the results of Appen-
dix A, let us consider the transfer operator given by Lθ¯∗
ℓ,j
,ςΩk,Φ
ℓ,j
, for ς ∈ [0, 1]. Since
the operator, for ς = 0, has 1 as a simple maximal eigenvalue and a spectral gap
(in any of the above mentioned spaces), it follows that we can choose σ0 such that,
for any σ ∈ [0, σ0], the operator for ς ∈ [0, 1] has still a simple maximal eigenvalue
and a spectral gap (assuming ε to be sufficiently small). Observe that, since the
resolvent is continuous in θ, σ0 can be chosen uniformly in θ and, consequently,
since we have a uniform control on all terms appearing in ̟kℓk,j , σ0 can be chosen
to be uniform in k, ℓk, j and Φ as well. This proves item (a).
We now prove item (b); note that the definition of ̟kℓk,j in (8.19) implies
̟kℓk,j = Ξ̂(t− εSk, θ¯∗ℓk,Lk)Ξ∗ℓk,j,Lk ωˆ
= exp
∫ t−εSk
0
ω¯′(θ¯(s+ εLk, θ∗ℓk))ds+
Lk−1∑
l=j+1
∫ (l+1)ε
lε
ω¯′(θ¯(s, θ∗ℓk))ds+O(ε2Lk)
 ωˆ
= exp
ñ∫ t−εSk−1
(j+1)ε
ω¯′(θ¯(s, θ∗ℓk))ds +O(ε2Lk)
ô
ωˆ
= Ξ̂(t− ε[Sk−1 + j + 1], θ¯∗ℓk,j+1)ωˆ +O(ε2Lk)ωˆ.
(11.3)
It is then natural to introduce the potentials
(11.4) Ω(T, s, ϕ, x, θ) = Ξ̂(T − s− ε, θ¯(s+ ε, ϕ))ωˆ(x, θ)
so that
(11.5) ̟kℓk,j(x, θ) = Ω(t− εSk−1, εj, θ∗ℓk , x, θ) +O(ε2L∗)ωˆ(x, θ);
in particular, by definition of Ωk,Φℓk,j we gather
iσΩk,Φℓk,j = iσΩ(t− εSk−1, εj, θ∗ℓk , x, θ) +O(ε2L∗ + σ2ε(R − 1− k)L∗)ωˆ(x, θ).
Let, eχ(σ,T,s,ϕ,θ) be the maximal eigenvalue of the operator associated to the po-
tential iσΩ(T, s, ϕ, ·, θ) and dynamics f(·, θ). Then, by (A.19), we have
χℓk,k,j = χ(σ, t − εSk−1, εj, θ∗ℓk , θ¯∗ℓk,j) +O(σε2L∗ + σ2ε(R− 1− k)L∗)
∫ 1
0
m̺(ωˆh̺)d̺,
where m̺ = mθ¯∗
ℓk,j
,Ω̺ , and h̺ = hθ¯∗ℓk,j ,Ω̺
with
Ω̺ = iσ[(1− ̺)Ω(t− εSk−1, εj, θ∗ℓk , x, θ) + ̺Ωk,Φℓk,j.]
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Then Lemma A.7 implies
χℓk,k,j = χ(σ, t − εSk−1, εj, θ∗ℓk , θ¯∗ℓk,j)
+O
(
(σε2L∗ + σ2ε(R − 1− k)L∗)mθ¯∗
ℓk,j
,0(ωˆhθ¯∗
ℓk,j
,0)
)
+O (σ2ε2L∗ + σ3ε(R− 1− k)L∗) .
The above implies the first equation of (11.2) since ωˆ has zero average by construc-
tion. Next, we use (A.11a), (A.12a) with ς = 0 and (A.13) to obtain:
eχ(σ,T,s,ϕ,θ) = 1− σ
2
2
µθ
Ä
Ω(T, s, ϕ, ·, θ)2
ä
− σ2
∞∑
m=1
µθ
(
Ω(T, s, ϕ, f¯mℓ,θ(·), θ)Ω(T, s, ϕ, ·, θ)
)
+O(σ3)
= e−
σ2
2 [µθ(Ω
2)+2
∑∞
m=1
µθ(Ω◦f¯mℓ,θ·Ω)]+O(σ3)
(11.6)
where we have used the the decay of correlations implied by item (a). The second
equation of (11.2) follows immediately, provided σ0 has been chosen small enough.

Remark 11.2. As we will use the results below for all blocks, not just the last
one, we are interested in all the operators Lℓk,k,j. Yet, since all our computations
are uniform in k and ℓk, there is no harm in dropping, again, the subscripts k, ℓk
when this does not create confusion. Thus from now to the end of the section, to
ease notation, k, ℓk are fixed and implicit. For the same reason we will write L
rather than Lk. Moreover, to further ease our notation let us set Ωj = Ω
k,Φ
ℓk,j
and
θ¯∗j = θ¯
∗
ℓk,j
. Also, χj = χθ¯∗
j
,Ωj , mj = mθ¯∗j ,Ωj and hj = hθ¯∗j ,Ωj .
Remark that, since Pj is a one dimensional projector, it can be written as Pj =
hj ⊗mj , where we choose to normalize hj and mj according to Lemma A.6. Also,
for future reference, we define
(11.7) Ei := mi+1(hi − hi+1).
We are now ready to derive a formula for the products of transfer operators in the
perturbative regime.
Lemma 11.3. There exists ε0, C1 > 0 such that, for any i, n ∈ {0, · · · , L}, ε ≤ ε0,
|σ| ∈ [C1ε2L∗, |σ0| ] and ε‖Φ′‖C0 ≤ C#σ2 we have, for any g ∈ BV,∥∥∥∥∥∥L̂i+n · · · L̂ig − exp
[
n−1∑
j=0
Ei+j
]
hi,n ·mi,ng
∥∥∥∥∥∥
BV
≤ C#‖g‖L1ε2n2
+ C#
[
e−c#n + n2ε2 + (log |σ|)2|σ|ε] ‖g‖BV ,
where
hi,n =
n∑
k=0
“Qi+n · · · “Qi+k+1hi+k mi,n = n∑
k=0
mi+k“Qi+k−1 · · · “Qi,
with L̂j = e−χjLj , “Qj = e−χjQj.
Proof. Let us define
Xi,n = exp
[
n∑
j=0
χi+j
]
,(11.8)
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and introduce the auxiliary operators68
←−L j = eχjhj+1 ⊗mj +Qj ←−L i,n =←−L i+n←−L i+n−1 · · ·←−L i.(11.9)
Observe that, by construction:
Li+n · · · Li −←−L i,n =
n∑
k=0
eχi+kLi+n · · · Li+k+1(hi+k − hi+k+1)⊗mi+k←−L i,k−1,
(11.10)
and one can check, by induction, that
←−L i,n = hi+n+1 ⊗
[
n∑
k=0
e
∑
n
j=k
χi+jmi+kQi+k−1 · · · Qi
]
+Qi+n · · ·Qi
= Xi,n
¶
hi+n+1 ⊗mi,n + “Qi+n · · · “Qi© .(11.11)
In order to continue we need to compare adjacent operators; this can be done using
perturbation theory.
Sub-lemma 11.4. For any i ∈ {0, · · · , L} we have:
|χi+1 − χi| ≤ C#ε|σ|.
‖hi+1 − hi‖C1 ≤ C#ε.
The same bounds hold for mi+1 −mi as a functional on W 2,1. Yet, we also have
the bound, for any g ∈ BV:
|mi+1(g)−mi(g)| ≤ C#ε|σ|(log |σ|)2‖g‖BV.
Finally, we have
(11.12) |Ei| ≤ C#ε|σ|.
Remark. The estimate (11.12) reported above suffices for the present level of pre-
cision. Yet, if one wanted to compute the first term of the Edgeworth expansion,
then it would be necessary to introduce the function
Ek(σ, s, ϕ) = mθ¯(s+ε,ϕ),Ω˜k(σ,s+ε,ϕ,·)
(
h
θ¯(s,ϕ),Ω˜k(σ,s,ϕ,·) − hθ¯(s+ε,ϕ),Ω˜k(σ,s+ε,ϕ,·)
)
,
where
Ω˜k(σ, s, ϕ, x, θ) = iσΩ(t− εSk−1, s, ϕ, x, θ)
+ εΦ′(θ¯(Lkε, ϕ))Ξ̂(Lkε− s, θ¯(s+ ε, ϕ))ωˆ(x, θ).
One could then use Appendix A.3 to show that Ei = Ek(σ, εi, θ
∗
ℓk
) + O(ε2L∗) and
‖Ek(σ, ·, ·)‖C1 ≤ C#ε|σ|. So one can keep Ek in the definition of Φr¯ in Section 13.
Proof of Sub-lemma 11.4. We will have to vary both the dynamics and the
potentials. This makes convenient to use, at times, the heavier, but more precise,
notation introduced in Appendix A. In this notation Lj = Lℓk,k,j = Lθ¯∗
ℓk,j
,Ωk,Φ
ℓk,j
.
Note that ‖Ωj‖C2 ≤ C#(|σ| + ε‖Φ′‖C0). Also, recall that mθ¯∗
j
,0 = Leb and hence
Leb(hθ¯∗j ,0) = 1. Next, observe that, although mi is a distribution, it is almost a
measure: indeed using Lemma A.13 with n = C#|σ|−1 implies
(11.13) |mi(g)| ≤ C#‖g‖L1 + C# exp
[−c#|σ|−1] ‖g‖BV.
68 In this section we use the standard conventions that, given any sequence of operators {Ai},
AjAj−1 · · ·Ai+1Ai = 1 if j < i.
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In turn, this implies that “Qi satisfies a Lasota–Yorke inequality as well. In order
to see this, recall equations (A.2) and (A.27) and note that, if σ0 is small enough,
then there exists λ1 ∈ (1, λ) such that
‖“Qig‖BV ≤ ‖himi(g)‖BV + ‖L̂ig‖BV ≤ λ−11 ‖g‖BV + C#‖g‖L1.(11.14)
By Lemma A.9 we have
|χθ¯∗
i−1,Ωi
− χθ¯∗
i
,Ωi | ≤ C#|σ|ε
‖hθ¯∗
i−1,Ωi
− hθ¯∗
i
,Ωi‖C2 ≤ C#ε
|mθ¯∗
i−1,Ωi
(g)−mθ¯∗
i
,Ωi(g)| ≤ C#ε|σ|‖g‖W 2,1 .
(11.15)
It turns out that the third of the above estimates is not very convenient owing to
the higher derivative in the right hand side. However, Lemma A.15 implies
(11.16) |mθ¯∗
i−1,Ωi
(g)−mθ¯∗
i
,Ωi(g)| ≤ C#(log |σ|)2|σ|ε‖g‖BV.
Next, equations (9.19) and (8.19) imply
‖Ωi+1 − Ωi‖C1 ≤ C#ε|σ|.(11.17)
We can then use (A.19) and argue as in (A.20) to obtain,69 for i ≤ L,
|χθ¯∗
i−1,Ωi−1
− χθ¯∗
i−1,Ωi
| ≤ C#ε|σ|
‖hθ¯∗
i−1,Ωi−1
− hθ¯∗
i−1,Ωi
‖C1 ≤ C#|σ|ε
|mθ¯∗i−1,Ωi−1(g)−mθ¯∗i−1,Ωi(g)| ≤ C#|σ|ε‖g‖BV,
(11.18)
Collecting the above facts, yields the first three inequalities of the Lemma.
Next, by the third of equations (11.15), using that hθ¯∗
i−1,Ωi−1
∈ C2, see Re-
mark A.4, and (11.18), we can write
mi(hi−1 − hi) = mi(hi−1)− 1
=
î
mθ¯∗
i
,Ωi −mθ¯∗i−1,Ωi−1
ó
(hθ¯∗
i−1,Ωi−1
)
=
î
mθ¯∗i−1,Ωi −mθ¯∗i−1,Ωi−1
ó
(hθ¯∗i−1,Ωi−1) +O(ε|σ|) = O(ε|σ|),
which concludes the proof of the Sub-lemma. 
We also need a bound on products of “Qi’s which is rather obvious but a bit
lengthy to prove.
Sub-lemma 11.5. There exists n∗ ∈ N such that, for all k ∈ {0, · · · , L− n∗}, we
have
‖“Qk+n∗ · · · “Qk‖BV ≤ e−1.
Proof. Note that, by Lemma 11.1, there exist C4 > 0 such that supk,j ‖“Qjk‖BV ≤
C4. We are now going to prove, by induction, that there exists CQ ≥ C4 such that
for any NQ > 0, there exists ε0, σ0 such that, for all ε ≤ ε0 and |σ| ≤ σ0, we have
sup
k
sup
j≤NQ
‖“Qk+j · · · “Qk‖BV ≤ CQ.(11.19)
The claim is trivially true for NQ = 0. Suppose it is true for all j ≤ NQ − 1 for
some σ0, ε0. Possibly by decreasing σ0 assume that σ
2
0NQ ≤ 1 and note that, since
we assume ε‖Φ′‖C0 ≤ C#σ2:
|Leb(L̂ig)| ≤ ‖L̂ig‖L1 ≤ e−χiLeb(eRe(Ω
k,Φ
ℓk,j
)|g|) ≤ eC#σ2‖g‖L1.
69 The formula (A.20b) holds also with the BV norm on the left hand side due to the lower
semicontinuity of the variation [21, Section 5.2.1, Theorem 1].
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Together with Sub-Lemma 11.4, the above inequality implies
‖“Qk+j · · · “Qkg‖L1
≤ ‖L̂k+j“Qk+j−1 · · · “Qkg‖L1 + C#|(mk+j −mk+j−1)(“Qk+j−1 · · · “Qkg)|
≤ ec#σ2‖“Qk+j−1 · · · “Qkg‖L1 + C#(log |σ|)2|σ|ε‖“Qk+j−1 · · · “Qkg‖BV.
Iterating the above argument, since σNq ≤ 1, and by the inductive hypothesis:
‖“Qk+j · · · “Qkg‖L1 ≤ C#‖g‖L1 + C#(log |σ|)2|σ|ε j−1∑
l=0
‖“Qk+l · · · “Qkg‖BV
≤ C#‖g‖L1 + C#(log |σ|)2|σ|εjCQ‖g‖BV.(11.20)
We can now use (11.14) to write
‖“Qk+j · · · “Qkg‖BV ≤ λ−11 ‖“Qk+j−1 · · · “Qkg‖BV + C#‖“Qk+j−1 · · · “Qkg‖L1
≤ [(λ−11 + C#(log |σ|)2|σ|εj)CQ + C#]‖g‖BV
from which the claim follows.
Next, by Sub-Lemma 11.4,
‖(“Qk+j − “Qk)g‖L1 ≤ ‖(L̂k+j − L̂k)g − (hk+j ⊗mk+j − hj ⊗mj)g‖L1
≤ C#(log |σ|)2|σ|εj‖g‖BV.
(11.21)
Using Lemma 11.1 once again, there exists m∗ ∈ N, independent of ε and σ,
such that, for all k ∈ {0, · · · , L}, ‖“Qm∗k ‖BV ≤ (2eCQ)−1 and λm∗1 ≥ 8eC2Q. We
will use the above claim with NQ = m∗. Note that, in particular, this implies that
σ20m∗ ≤ 1.
Then, using equations (11.14), (11.19), (11.20) and (11.21):
‖(“Qk+2m∗ · · · “Qk − “Qk+2m∗ · · · “Qk+m∗+1“Qm∗k+m∗)g‖BV
≤ (λ−m∗1 + C#(log |σ|)2|σ|εm∗CQ)‖(“Qk+m∗ · · · “Qk − “Qm∗k+m∗)g‖BV
+ C#‖(“Qk+m∗ · · · “Qk − “Qm∗k+m∗)g‖L1
≤ 2CQ(λ−m∗1 + C#(log |σ|)2|σ|εm∗CQ)‖g‖BV
+ C#
m∗∑
j=1
‖“Qjk+m∗(“Qk+m∗−j − “Qk+m∗)“Qk+m∗−j−1 · · · “Qkg‖L1
≤ [2λ−m∗1 + C#(log |σ|)2|σ|εm2∗]C2Q‖g‖BV ≤ 12e‖g‖BV
provided ε0, σ0 have been chosen small enough. Hence
‖“Qk+2m∗ · · · “Qk‖BV ≤ ‖“Qk+2m∗ · · · “Qk − “Qk+2m∗ · · · “Qk+m∗+1“Qm∗k+m∗)‖BV
+ ‖“Qk+2m∗ · · · “Qk+m∗+1“Qm∗k+m∗‖BV ≤ 12e + CQ(2eCQ)−1 ≤ e−1.
We have thus proved our claim, with n∗ = 2m∗. 
We can now use Sub-Lemmata 11.4 and 11.5 to continue the argument that we
left at (11.11): we immediately obtain∥∥∥X−1i,n←−L i,n − hi+n+1 ⊗mi,n∥∥∥
BV
≤ C#e−c#n
|mi,n(g)−mi(g)| ≤
i+n∑
k=1
|(mi+k −mi+k−1)(“Qi+k−1 · · · “Qig)|
≤ C#(log |σ|)2|σ|ε‖g‖BV.
(11.22)
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At this point we can write, using repeatedly (11.10):
Li+n · · · Li −←−L i,n =
n∑
k=0
eχi+kLi+n · · · Li+k+1(hi+k − hi+k+1)⊗mi+k←−L i,k−1,
=
n∑
k=0
eχi+k
←−L i+k+1,n−k−1(hi+k − hi+k+1)⊗mi+k←−L i,k−1(11.23)
+
n∑
k=0
n−k−1∑
j=0
eχi+k+χi+k+j+1Li+n · · · Li+k+j+2(hi+k+j+1 − hi+k+j+2)
⊗mi+k+j+1←−L i+k+1,j−1(hi+k − hi+k+1)⊗mi+k←−L i,k−1.
Note that, by (11.22) and (11.13) we have
‖X−1i,j
←−L i,j‖BV ≤ C#.
Then, the first line of (11.23), together with Sub-Lemma 11.4, suffices to write
∥∥∥Li+n · · · Li −←−L i,n∥∥∥
BV
≤ C#ε
n−1∑
k=0
‖Li+n · · · Li+k+1‖BV |Xi,k−1| .
From the above it follows by induction:
(11.24) ‖Li+n · · · Li‖BV ≤ C#|Xi,n|.
Recall that Lemma A.14, implies that, for any j ∈ {0, · · · , n},
|mi,j(g)|+ |mi+j(g)| ≤ C#‖g‖L1 + C#|σ|100‖g‖BV = C#‖g‖BVσ ,
where we have introduced the shorthand notation ‖g‖BVσ = ‖g‖L1 + |σ|100‖g‖BV.
Note that (11.11) and the definition of mi,k in the statement of Lemma 11.3 imply
mi+k
←−L i,k−1 = Xi,k−1
¶
mi,k−1 +mi+k“Qi+k−1 · · · “Qi©
= Xi,k−1mi,k.
Given the above, we can now use the full force of (11.23) and Sub-Lemma 11.4,
using (11.11):
Li+n · · · Lig =←−L i,ng +
n∑
k=0
Xi,k
←−L i+k+1,n−k−1(hi+k − hi+k+1) ·mi,k(g)
+ Xi,n‖g‖BVσOC1(ε2n2)
=
←−L i,ng + Xi,n(hi+n − hi+n+1) ·mi,n(g)
+ Xi,n
n−1∑
k=0
hi+n+1 ·mi+k+1,n−k−1(hi+k − hi+k+1) ·mi,k(g)
+ Xi,n
n−1∑
k=0
“Qi+n · · · “Qi+k+1hi+k ·mi,k(g)
+ Xi,n‖g‖BVσOC1(ε2n2).
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Finally, by definition of hi,n,mi,n, (11.22), Sub-Lemmata 11.4, 11.5, since L
2ε < 1
and recalling (11.7) we have70
L̂i+n · · · L̂ig = hi+n+1mi,n(g) + (hi+n − hi+n+1) ·mi,n(g)
+
n−1∑
k=0
“Qi+n · · · “Qi+k+1hi+k ·mi,n(g)
+
n−1∑
k=0
mi+k+1(hi+k − hi+k+1)hi,n ·mi,n(g)
+ ‖g‖BVσOC1(ε2n2) + ‖g‖BVOC1(e−c#n + (log |σ|)2|σ|ε)
= exp
[
n−1∑
k=0
Ei+k
]
hi,n ·mi,n(g) + ‖g‖L1OC1(ε2n2)
+ ‖g‖BVOC1(e−c#n + ec#n|σ|εn2ε2|σ|2 + (log |σ|)2|σ|ε).

11.2. Main result for the intermediate regime.
Lemma 11.3 is the basic tool to conclude the proof of the Local Central Limit
Theorem. In this subsection we see how to use the lemma to prove the results we
are interested in for the (easier) intermediate regime. The case of the small regime
will be dealt with in the next section.
Proof of Proposition 8.12. First of all recall (see Remark 8.10 that in this regime
we are considering only families of long standard pairs. Let us apply Proposition 9.7
with Φ ≡ 0: we have, choosing ̺ = ε2 and recalling that L∗ = O(ε−3δ∗):∑
ℓR∈LR−1ℓR−1
νR−1,ℓR−1,ℓR = Leb
∑
ℓR∈LR−1ℓR−1
νR−1,ℓR−1,ℓR ρ˚ℓR
= e
iσεCk,1
ℓR−1,0,∅LebLℓR−1,R−1,LR−1−1 · · · LℓR−1,R−1,0[Ψqρ˜ℓR−1,̺]
+O(ε2−9δ∗).
Next, we analyze each of the terms separately. Lemma 11.3 and Sub-Lemma 11.4
imply∥∥∥îLℓR−1,R−1,LR−1−1 · · · LℓR−1,R−1,0 − X∗ℓR−1h0,LR−1−1 ⊗m0,LR−1−1ó ρ˜ℓR−1,̺∥∥∥BV ≤
≤ C#
∣∣X0,LR−1−1∣∣ ε,
where
X
∗
ℓR−1 = exp
LR−1∑
j=0
χj + Ej
 .
Notice that Lemma 11.1 and (11.12) allow to write:
logX∗ℓR−1 = −
σ2
2
LR−1∑
j=0
Ξ̂(t− ε[SR−2 + j + 1], θ¯∗ℓR−1,j)2σˆ2(θ¯∗ℓR−1,j)
+O(σ3 + σ2ε2LR−1 + σεLR−1),(11.25)
and the same estimate holds for X0,LR−1 . The above implies that for |σ| ∈ [εδ∗ , σ0],
given the choice L = ε−3δ∗ , we have X∗ℓR−1 = O(e−c#ε
−δ∗
), and the same for
70 Here we use repeatedly that Q̂jhj−1 = Q̂j(hj−1 − hj) and the similar relation for mj .
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X0,LR−1 . Also, by similar arguments, the correlation terms will give a smaller
contribution since 9δ∗ < 1. It follows that∣∣∣∣∣∣∣
∑
ℓR∈LR−1ℓR−1
νR−1,ℓR−1,ℓR
∣∣∣∣∣∣∣ ≤ C#ε2−9δ∗ . 
12. One block estimate: the small σ regime
As already mentioned, in the small σ regime the contraction of a single block is
not sufficient for our needs; we thus need to combine together several blocks. To this
end, in this section, we provide a suitable description of the one block contribution.
Given a complex standard pair ℓ = (Gℓ, ρℓ), recall the notation ρ˚ℓ = ρℓ1[aℓ,bℓ].
Proposition 12.1. Let σ ∈ J1, ̺ = ε2, k ∈ {0, · · · , R − 1} and Φ ∈ C2(T,C)
such that Φ+ = maxRe(Φ) ≤ C#, ‖Φ′‖C0 ≤ C#min{σ2(R−1−k)L∗, ε−1L−1∗ } and
ε‖Φ′‖C1 sup0≤j≤Lk ‖Ξ∗ℓ,jωˆ‖C1 ≤ σ0. Then71 we have the estimates:∑
ℓk+1∈Lkℓk
eΦ◦Gℓk+1νk,ℓk,ℓk+1 ρ˚ℓk+1 = X
∗∗
ℓk
h0,Lk−1m0,Lk−1
î
eΦ(θ¯ℓk,Lk )ρ˚ℓk
ó
(12.1)
+ E∗∗ℓk,1 + E∗∗ℓk,2
where hi,n and mi,n are defined in Lemma 11.3,
X
∗∗
ℓk
= exp
ñ
ε−1
∫ εLk
0
Gk(θ∗ℓk , s, σ)ds
ô
Gk(θ, s, σ) = χ(σ, t− εSk−1, s, θ, θ¯(s, θ)),
(12.2)
χ being defined just below (11.5). Finally
‖E∗∗ℓk,1‖L1 ≤ C#eΦ
+
(ε2L3k + |σ|εL2k + (R − k)|σ|3εL2k) ;
‖E∗∗ℓk,2‖L1 ≤ C#eΦ
+
εL2k ; |Leb(E∗∗ℓk,2)| ≤ eΦ
+
C#(|σ|εL3k + ε2L3k)
‖E∗∗ℓk,1‖BV ≤ C# ; ‖E∗∗ℓk,2‖BV ≤ C#,
Proof. First let us apply Proposition 9.7 to the left hand side of (12.1), obtaining:∑
ℓk+1∈Lkℓk
eΦ◦Gℓk+1νk,ℓk,ℓk+1 ρ˚ℓk+1 =e
iσεCk,1
ℓk,0,∅Lℓk,k,Lk−1 · · · Lℓk,k,0[Ψℓk,qeΦ(θ¯ℓk,Lk )ρ˜ℓk,̺]
+ E∗ℓk .(12.3)
Then observe that, by definition
|eiσεC
k,1
ℓk,0,∅ − 1| ≤ C#ε|σ|Lk.
Next, we rewrite the first term on the right hand side of (12.3)
Lℓk,k,Lk−1 · · · Lℓk,k,0[Ψℓk,qeΦ(θ¯ℓk,Lk )ρ˜ℓk,̺]
= Lℓk,k,Lk−1 · · · Lℓk,k,0
ß
[Ψℓk,q − eεK0 ]ρ˜ℓk,̺ + [eεK0 ρ˜ℓk,̺ − ρ˚ℓk ]
™
eΦ(θ¯ℓk,Lk )
+ Lℓk,k,Lk−1 · · · Lℓk,k,0ρ˚ℓkeΦ(θ¯ℓk,Lk ).
(12.4)
71 Recall (see Remark 8.10) that in this regime we are dealing with families of long standard
pairs.
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We can now apply Lemma 11.3 to each term separately:∥∥∥îLℓk,k,Lk−1 · · · Lℓk,k,0 − X∗ℓke−ELk−1h0,Lk−1 ⊗m0,Lk−1ó eΦρ˚ℓk∥∥∥BV
≤ C#eΦ+ |X0,Lk−1|L2kε2
X
∗
ℓk
= exp
[
Lk∑
j=0
χℓk,k,j + Ej
]
= exp
ñ
ε−1
∫ εLk
0
Gk(θ∗ℓk , s, σ)ds
ô
+O(|σ|εLk + |σ|3ε(R− k)L2k),
(12.5)
where we used the fact that ‖eΦ(θ¯ℓk,Lk )‖BV ≤ C#ε‖Φ′‖C0 ; in the second line, we
have used the definition (11.8) and, in the last line, we have used Lemma 11.1-(b)
and (11.12).
Next, we want to compute the correlation terms. They are sum of terms of the
following type (possibly expanding in series the exponential), with s ≤ q which,
recall, has been fixed q = 7:
‖Lℓk,k,Lk−1 · · · Lℓk,k,0
s∏
i=1
A ◦ F¯ isε eΦ(θ¯ℓk,Lk )ρ˜ℓ,̺‖BV =
= ‖Lℓk,k,Lk−1 · · · Lℓk,k,is+1As,ı¯Lℓk,k,is · · ·A1,ı¯Lℓk,k,i1 · · · Lℓk,k,0eΦρ˜ℓ,̺‖BV
≤ (C#)q,
where we have used equations (11.24) and (11.2) (which implies |Xi,n| ≤ e−c#σ2n).
Thus, by Proposition 9.7-(b), Notation 8.8 and since, by hypothesis, ‖Lℓk,k,j‖L1 ≤
ec#L
−1
∗ ,
‖Lℓk,k,Lk−1 · · · Lℓk,k,0[Ψℓk,q − eεK0 ]eΦρ˜ℓk,̺‖L1 ≤ C#eΦ
+
ε|σ|L2k
‖Lℓk,k,Lk−1 · · · Lℓk,k,0[Ψℓk,q − eεK0 ]eΦρ˜ℓk,̺‖BV ≤ C#.
(12.6)
Finally, we compute the remaining term on the left hand side of (12.4). Since
Proposition 9.7-(d) implies
(12.7) ‖eεK0 ρ˜ℓk,̺ − ρ˚ℓk‖L1 ≤ C#εL2k,
a brute force estimate, as the one above, yields
‖Lℓk,k,Lk−1 · · · Lℓk,k,0 eΦ[eεK0 ρ˜ℓk,̺ − ρ˚ℓk ]‖L1 ≤ C#eΦ
+
εL2k
‖Lℓk,k,Lk−1 · · · Lℓk,k,0 eΦ[eεK0 ρ˜ℓk,̺ − ρ˚ℓk ]‖BV ≤ C#.
(12.8)
Unfortunately, inequalities (12.8) yields a mistake is too large for our needs. We
must be a bit more careful and compute the term in more detail.72 It happens that
a more precise estimate of the average with respect to Lebesgue will suffice. Let us
us call Lℓ,k,j,0 the transfer operator Lℓ,k,j computed for σ = 0. Then, by standard
perturbation theory,
(12.9) ‖Lℓk,k,Lk−1 · · · Lℓk,k,0 − Lℓk,k,Lk−1,0 · · · Lℓk,k,0,0‖L1 ≤ C#Lk|σ|.
72 Note that this could be done also for other terms, hence allowing for smaller errors.
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Thus, since LebLℓk,k,j,0 = Leb, by equations (12.7), (12.9) and Proposition 9.7-(b)
we have
Leb
¶
Lℓk,k,Lk−1 · · · Lℓk,k,0 eΦ(θ¯ℓk,Lk )[eεK0 ρ˜ℓk,̺ − ρ˚ℓk ]
©
= Leb eΦ(θ¯ℓk,Lk )
{
eεK0 ρ˜ℓk,̺ − ρ˚ℓk
}
+ eΦ
+O(σL3kε)
= eΦ(θ¯
∗
ℓk,Lk
)Leb
{
eεK0 ρ˜ℓk,̺ − ρ˚ℓk
}
+ eΦ
+O(σL3kε+ ε2L2k)
= eΦ
+O(σL3kε+ ε2L3k).
(12.10)
The proposition then follows by collecting the previous inequalities, setting E∗∗ℓk,2 =
Lℓk,k,Lk−1 · · · Lℓk,k,0 eΦ(θ¯ℓk,Lk )[eεK0 ρ˜ℓk,̺− ρ˚ℓk ] and putting all the other error terms
in E∗∗ℓk,1. 
13. Combining many blocks: main result for the small regime
This section contains the proof of Proposition 8.13, which follows by iterating
the one block estimates obtained in the previous section (i.e. Proposition 12.1); we
also rely on the results detailed in Appendix A. The proof essentially follows from
the next technical lemma. Before stating it let us fix and recall some notation.
Let t ∈ R+ be fixed. Given (x, θ) ∈ T2, recall the definitions (xj , θj) = F jε (x, θ),
θ¯∗ℓ,k = θ¯(εk, θ
∗
ℓ ), θ
∗
ℓ = Re(µℓ(θ)), while θ¯ℓ,εk(x) = θ¯(εk,Gℓ(x)); finally recall that,
as defined in Section 8.1, we defined Sk =
∑k
j=0 Lj with S−1 = 0 and εSR−1 = t.
Moreover, for convenience, let us define, for 0 ≤ r¯ ≤ R− 1:
(13.1) Sr¯,ℓr¯ =
∑
ℓr¯+1∈Lr¯ℓr¯
· · ·
∑
ℓR∈LR−1ℓR−1
R∏
j=r¯+1
νj−1,ℓj−1,ℓj .
Note that, by (8.23) and since, by hypotheses q ≥ 5:
(13.2) µℓ0(e
iσA) = S0,ℓ0 +O(σεL∗).
Also we define, for 1 ≤ r¯ ≤ R,
(13.3) Φr¯(θ) = ε
−1
∫ εSR−1−εSr¯−1
0
Gr¯(θ, s, σ)ds
where Gr¯ is defined in (12.2). We will also use the operators defined in (9.19), with
the potentials Ω
r¯,Φr¯+1
ℓr¯,j
= iσ̟r¯ℓr¯,j + εΦ
′
r¯+1(θ¯
∗
ℓr¯,Lr¯
)Ξ∗ℓr¯ ,j,Lr¯ ωˆ, where ̟
r¯
ℓr¯,j
is defined
in (8.19) (but see (11.5) for a more convenient expression). As in the previous
section we will use indifferently the notations Lℓr¯ ,r¯,j = Lℓr¯,j = Lθ¯∗
ℓr¯ ,j
,Ω
r¯,Φr¯+1
ℓr¯,j
for
such operators and similarly for all the corresponding related quantities. To simplify
notations, let73
hℓr¯ =
Lr¯−1∑
k=0
“Qℓr¯,Lr¯−1 · · · “Qℓr¯,k+1hθ¯∗
ℓr¯,k
,Ω
r¯,Φr¯+1
ℓr¯ ,k
mℓr¯ =
Lr¯−1∑
k=0
m
θ¯∗
ℓr¯,k
,Ω
r¯,Φr¯+1
ℓr¯ ,k
“Qℓr¯,k−1 · · · “Qℓr¯,0,
Γ(θ, σ) = Lebhθ,iσωˆ,
(13.4)
where “Qℓr¯,k are the operators introduced in Lemma 11.1 with the normalization
specified in Lemma 11.3. Remark that, by (A.21b), (A.25) and Lemma A.6, Γ ∈ C2
73 This is just a more convenient notation, limited to the present context, for the objects
h0,Lk−1 and m0,Lk−1 defined in Lemma 11.3.
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and
(13.5) |∂θΓ|+ |∂2θΓ| ≤ C#|σ|.
Lemma 13.1. There exists ε0 > 0 such that, for all ε ∈ (0, ε0), L ≤ C#ε−3δ∗,
σ ∈ J1, q ≥ 3, r¯ ∈ {0, · · · , R− 1}, R ≤ C#ε−1L−1∗ , and εσ2L(SR−1 − Sr¯−1) ≤ C#
(13.6) Sr¯,ℓr¯ = mℓr¯
(
eΦr¯◦Gℓr¯ ρ˚ℓr¯
)
Γ(θ¯∗ℓr¯,SR−1−Sr¯−1 , σ) + E r¯,ℓr¯ ,
where E r¯,ℓr¯ is a remainder term satisfying the following bound:74
|E r¯,ℓr¯ | ≤ C#
R−1∑
k=r¯
e−(SR−1−Sk−1)σ
2
σˆ
2
−
∑
ℓr¯+1∈Lr¯ℓr¯
· · ·
∑
ℓk∈Lk−1ℓk−1
k∏
j=r¯+1
|νj,ℓj ,ℓj+1 |
× (|σ|εL3∗ + ε2L3∗ + εL2∗|σ|3(R− r¯)) ,
with σˆ
2
− = minθ σˆ
2
(θ).
Proof. Let Φ+r¯ (θ) = maxθ ReΦr¯(θ); then (11.2b) implies that
Φ+r¯ ≤ −c#σ2σˆ2−(SR−1 − Sr¯−1).(13.7)
Next, we proceed to prove (13.6) by backward induction. The base step r¯ = R− 1
follows from Proposition 12.1, with Φ = ΦR = 0. Indeed,
SR−1,ℓR−1 = Leb
∑
ℓR∈LR−1ℓR−1
νR−1,ℓR−1,ℓR ρ˚ℓR
= X∗∗ℓR−1LebhℓR−1mℓR−1 ρ˚ℓR−1 + Leb[E∗∗ℓR−1,1 + E∗∗ℓR−1,2](13.8)
= LebhℓR−1mℓR−1
Ä
X
∗∗
ℓR−1 ρ˚ℓR−1
ä
+O(ε2L3R−1 + |σ|εL3R−1).
Next, using the orthogonality relations between eigenvector and the operators “Q:
LebhℓR−1 = Lebhθ¯∗
ℓR−1,LR−1−1
,ΩR−1,0
ℓR−1,LR−1−1
+
LR−1−2∑
k=0
Å
Leb −mθ¯∗
ℓR−1,LR−1−1
,ΩR−1,0
ℓR−1,LR−1−1
ã “QℓR−1,LR−1−1
× · · · “QℓR−1,k+1 Åhθ¯∗
ℓR−1,k
,ΩR−1,0
ℓR−1,k
− hθ¯∗
ℓR−1,k+1
,ΩR−1,0
ℓR−1,k+1
ã
,
(13.9)
Recalling definitions (9.19) and (8.19) we see that ΩR−1,0ℓR−1,LR−1−1 = iσωˆ. Then, by
equations (13.4),(13.9), Sub-Lemmata 11.4, 11.5 and (A.17b), we have
(13.10) LebhℓR−1 = Γ(θ¯
∗
ℓR−1,LR−1−1, σ) +O(|σ|ε).
In addition, by (12.2) we have
X
∗∗
ℓR−1 = exp
î
ΦR−1(θ∗ℓR−1)
ó
+O(|σ|εLR−1).
On the other hand, since ΦR−1 is the integral of χ(t−SR−2, s, θ∗ℓR−1, θ¯(s, θ∗ℓR−1)),75
and since Ω is zero-average with respect to the SRB measure (see (11.4)), we can
use (A.22a) to obtain:
(13.11) ‖∂θχ(σ, T, s, ϕ, θ)‖ ≤ C#σ2.
74 We use the convention that the inner sums equal 1 when k = r¯.
75 Which is the logarithm of the maximal eigenvalue associated to the potential iσΩ(t −
SR−2, s, θ∗ℓR−1 , ·, θ¯(s, θ
∗
ℓR−1
)) with respect to the dynamics fθ¯(s,θ∗
ℓR−1
)(·), see (11.4) and related
comments.
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On the other hand, (A.19a) and Lemma A.7 similarly imply
(13.12) ‖∂ϕχ(σ, T, s, ϕ, θ)‖ ≤ C#σ2.
The above equations yield, for any x ∈ [aℓR−1 , bℓR−1 ],
|ΦR−1(θ∗ℓR−1)− ΦR−1 ◦GℓR−1(x)| ≤ C#LR−1σ2ε,
hence
(13.13) X∗∗ℓR−1 = exp
[
ΦR−1 ◦GℓR−1
]
+O(σεLR−1).
Collecting equations (13.8), (13.10) and (13.13) proves the case r¯ = R− 1.
Next, let us assume that (13.6) holds for r¯ + 1 ≤ R − 1, then
Sr¯,ℓr¯ =
∑
ℓr¯+1∈Lr¯ℓr¯
νr¯,ℓr¯,ℓr¯+1Sr¯+1,ℓr¯+1 =
∑
ℓr¯+1∈Lr¯ℓr¯
νr¯,ℓr¯,ℓr¯+1
×mℓr¯+1
(
exp
[
Φr¯+1 ◦Gℓr¯+1
]
ρ˚ℓr¯+1
)
Γ(θ¯∗ℓr¯+1,SR−1−Sr¯ , σ)
+
∑
ℓr¯+1∈Lr¯ℓr¯
νr¯,ℓr¯,ℓr¯+1E r¯+1,ℓr¯+1 .
To continue, it is necessary to remove the dependence of mℓr¯+1 and Γ on ℓr¯+1 in
such a way that we can apply Proposition 12.1. This will be done in two steps:
first notice that for (x, θ) in the support of µℓr¯ ,
76
(13.14) |θLr¯ − θ¯(εLr¯, θ∗ℓr¯)| ≤ C#εLr¯.
Accordingly, using (13.5),
|Γ(θ¯∗ℓr¯+1,SR−1−Sr¯ , σ)− Γ(θ¯∗ℓr¯,SR−1−Sr¯−1 , σ)| ≤ C#ε|σ|Lr¯,
thus
Sr¯,ℓr¯ = eΦ
+
r¯+1O(ε|σ|Lr¯) +
∑
ℓr¯+1∈Lr¯ℓr¯
νr¯,ℓr¯,ℓr¯+1E r¯+1,ℓr¯+1
+
∑
ℓr¯+1∈Lr¯ℓr¯
mℓr¯+1
(
exp
[
Φr¯+1 ◦Gℓr¯+1
]
νr¯,ℓr¯,ℓr¯+1 ρ˚ℓr¯+1
)
Γ(θ¯∗ℓr¯,SR−1−Sr¯−1 , σ).
(13.15)
Before continuing we need a bound on Φr¯.
Sub-lemma 13.2. For any j ∈ {0, · · · , R− 1} we have
‖Φ′j‖C0 ≤ C#σ2(SR−1 − Sj−1)
‖Φ′j‖C1 ≤ C#|σ|(SR−1 − Sj−1).
Proof. By equations (13.12) and (13.11) it follows
|Φ′j(θ)| ≤ C#ε−1
∫ εSR−1−εSj−1
0
|∂θχ(σ, t − s− εSj−1, θ¯(s, θ), θ¯(s, θ))|ds
+ C#ε
−1
∫ εSR−1−εSj−1
0
|∂ϕχ(σ, t− s− εSj−1, θ¯(s, θ), θ¯(s, θ))|ds
C#σ
2(SR−1 − Sj−1).
This proves the first inequality, the second is obtained similarly by using the above
formulae, (A.19) and Lemma A.9 (in particular (A.22d)). 
76 In fact, using large deviations, it is possible to have a better estimate with large probability.
We will not push this possibility as it is not needed for the level of precision we are currently after.
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Note that Lemma 11.1(b) implies that Φ+r¯ ≤ −C#σ2(R− r¯)L∗. Moreover, Sub-
Lemma 13.2, together with our hypotheses on r¯, implies that the hypotheses of
Proposition 9.7, Lemma 11.3 and Lemma 12.1, are all satisfied for Φ = Φr¯. We can
therefore apply all such results to the present situation.
Observe, moreover, that Sub-Lemma 13.2 and the definition of Ω
r¯+1,Φr¯+2
ℓr¯+1,k
imply:
‖Ωr¯+1,Φr¯+2ℓr¯+1,k − Ω
r¯+1,Φr¯+2
ℓr¯+1,k−1 ‖C1 ≤ C#(ε|σ|+ ε2σ2L∗(R− r¯))
≤ C#ε|σ|,
where we used the fact that by definition (R − r¯) < R = ε−1L−1∗ and that since
σ ∈ J1 we have σ2 < |σ|. Similarly, using (11.3) we have
‖Ωr¯+1,Φr¯+2ℓr¯+1,0 − Ω
r¯,Φr¯+1
ℓr¯,Lr¯−1‖C1 ≤ |σ|
∣∣∣Ξ̂(t− εSr¯, θ∗ℓr¯+1)− Ξ̂(t− εSr¯, θ¯∗ℓr¯,Lr¯)∣∣∣ ‖ωˆ‖C1
+ C#(ε
2|σ|L∗ + ε2|σ|L2∗(R− r¯))
≤ C#(ε|σ|L∗ + ε2|σ|L2∗(R − r¯))
≤ C#ε|σ|L∗
We can now take care of mℓr¯+1 : observe that, by applying (A.20b) and recalling
footnote 69 and Lemma A.15
mℓr¯+1(ϕ) = mθ¯∗
ℓr¯+1,0
,Ω
r¯+1,Φr¯+2
ℓr¯+1,0
(ϕ)
+
Lr¯+1−1∑
k=1
Å
m
θ¯∗
ℓr¯+1,k
,Ω
r¯+1,Φr¯+2
ℓr¯+1,k
−m
θ¯∗
ℓr¯+1,k−1
,Ω
r¯+1,Φr¯+2
ℓr¯+1,k−1
ãÄ“Qℓr¯+1,k−1 · · · “Qℓr¯+1,0ϕä
= m
θ¯∗
ℓr¯+1,0
,Ω
r¯+1,Φr¯+2
ℓr¯+1,0
(ϕ) +O(ε|σ|(log σ)2)‖ϕ‖BV;
and applying once again (A.20b) and Lemma A.15 together with (13.14)
mℓr¯+1(ϕ) = mθ¯∗
ℓr¯,Lr¯−1
,Ω
r¯,Φr¯+1
ℓr¯ ,Lr¯−1
(ϕ) +O(ε|σ|(log σ)2L∗)‖ϕ‖BV.(13.16)
We can now continue with the estimate we left at (13.15) and obtain
Sr¯,ℓr¯ = eΦ
+
r¯+1O(ε|σ|(log σ)2Lr¯) +
∑
ℓr¯+1∈Lr¯ℓr¯
νr¯,ℓr¯,ℓr¯+1E r¯+1,ℓr¯+1
+m
θ¯∗
ℓr¯,Lr¯−1
,Ω
r¯,Φr¯+1
ℓr¯,Lr¯−1
Ñ ∑
ℓr¯+1∈Lr¯ℓr¯
eΦr¯+1◦Gℓr¯+1νr¯,ℓr¯,ℓr¯+1 ρ˚ℓr¯+1
é
× Γ(θ¯∗ℓr¯,SR−1−Sr¯−1 , σ).
Finally we can apply Proposition 12.1 with s¯ = SR−1 − Sr¯−1:
Sr¯,ℓr¯ =eΦ
+
r¯+1O (|σ|(log σ)2εLr¯)+ ∑
ℓr¯+1∈Lr¯ℓr¯
νr¯,ℓr¯,ℓr¯+1E r¯+1,ℓr¯+1
+ e
ε−1
∫
εLr¯
0
Gr¯(θ∗ℓr¯ ,s,σ)dsΓ(θ¯∗ℓr¯,SR−1−Sr¯−1 , σ)
×m
θ¯∗
ℓr¯,Lr¯−1
,Ω
r¯,Φr¯+1
ℓr¯ ,Lr¯−1
(hℓr¯)mℓr¯
Ä
eΦr¯+1(θ¯ℓr¯,Lr¯ )ρ˚ℓr¯
ä
+O
Å
m
θ∗
ℓr¯
,Ω
r¯,Φr¯+1
ℓr¯,Lr¯−1
(E∗∗ℓr¯,1)
ã
+O
Å
m
θ∗
ℓr¯
,Ω
r¯,Φr¯+1
ℓr¯,Lr¯−1
(E∗∗ℓr¯,2)
ã
,
LIMIT THEOREMS 111
where Gr¯ is defined in (12.2). Observe that, by definition:
Φr¯+1(θ¯ℓr¯ ,Lr¯) = ε
−1
∫ ε(SR−1−Sr¯)
0
χ(σ, t − s− εSr¯), 0, θ¯(s, θ¯ℓr¯ ,Lr¯), θ¯(s, θ¯ℓr¯,Lr¯)ds
= ε−1
∫ ε(SR−1−Sr¯−1)
εLr¯
χ(σ, t − s′ − εSr¯−1, 0, θ¯(s′, Gℓr¯ ), θ¯(s′, Gℓr¯))ds′
Hence, using 11.1(b), we can write
Φr¯+1(θ¯ℓr¯ ,Lr¯) + ε
−1
∫ εLr¯
0
Gr¯(θ∗ℓr¯ , s, σ)ds
= ε−1
∫ ε(SR−1−Sr¯−1)
εLr¯
χ(σ, t − s− εSr¯−1, 0, θ¯(s,Gℓr¯ ), θ¯(s,Gℓr¯ ))ds
+ ε−1
∫ εLr¯
0
χ(σ, t − s− εSr¯−1, 0, θ¯(s,Gℓr¯ ), θ¯(s,Gℓr¯ ))ds+O(ε|σ|Lr¯)
= Φr¯ ◦Gℓr¯ +O(ε|σ|L∗).
Finally, recalling (13.4),
m
θ¯∗
ℓr¯,Lr¯−1
,Ω
r¯,Φr¯+1
ℓr¯,Lr¯−1
(hℓr¯) = 1
from which the lemma readily follows by using Lemma A.14 (observe77 that σ100 <
σε since δ∗ > 1/99 and |σ| < εδ∗) and the bounds on E∗∗ℓr¯,i provided in Proposi-
tion 12.1. 
We are now, finally, ready to prove the very last missing piece in our argument.
Proof of Proposition 8.13. The basic idea is to apply Lemma 13.1. Unfortu-
nately, Lemma 13.1 holds only under the additional hypothesis εσ2L∗(SR−1 −
Sr¯−1) ≤ C#. Note that if |σ| ≤ ε2δ∗ , then
εσ2L∗(SR−1 − Sr¯−1) ≤ C#ε4δ∗−3δ∗ ≤ C#εδ∗ .
Yet, if |σ| ∈ [ε2δ∗ , εδ∗ ], we can apply Lemma 13.1 only for
(13.17) (SR−1 − Sr¯−1) ≤ C#ε−1+δ∗ .
So, choose r¯ε such that SR−1 − Sr¯ε−1 = C#ε−1+δ∗ . Then, for |σ| ∈ [ε2δ∗ , εδ∗ ], we
can rewrite (8.23), with q ≥ 5, and (13.1) as follows
µℓ0(e
iσA) =
∑
ℓ1∈L0ℓ0
· · ·
∑
ℓr¯ε∈Lr¯ε−1ℓr¯ε−1
r¯ε∏
j=1
νj−1,ℓj−1,ℓjSr¯ε,ℓr¯ε +O(εσL∗).
Hence, by (8.22), we can bound∣∣∣µℓ0(eiσA)∣∣∣ ≤ sup
ℓr¯ε
∣∣Sr¯ε,ℓr¯ε ∣∣+ C#|σ|εL∗.
We can now apply Lemma 13.1 and (11.2) to write∣∣Sr¯ε,ℓr¯ε ∣∣ ≤ C#e−c#(SR−1−Sr¯ε−1)σ2 + |E r¯ε,ℓr¯ε | ≤ C#e−c#ε−1+3δ∗ + |E0,ℓ0 |.
Collecting the above facts yields
|µℓ0(eiσA)| ≤ E0,ℓ0 +O
Ä
εσL∗ + e−c#ε
−1+3δ∗
ä
≤ E0,ℓ0 +O (εσL∗) .
77 Since the choice of the power 100 in Lemma A.14 is arbitrary (see Footnote 85), one could
in principle work with values of δ∗ smaller than 1/99, if needed.
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In particular, since for |σ| ∈ [ε2δ∗ , εδ∗ ]:
exp
ï
−σ
2
2ε
σ
2
t (θ0)
ò
≤ C#e−c#ε−1+4δ∗ ≤ C#ε|σ|L∗,
we have:
µℓ0(e
iσA) = exp
ï
−σ
2
2ε
σ
2
t (θ0)
ò
+ E0,ℓ0 +O (εσL∗) .(13.18)
Next, we consider the case |σ| ≤ ε2δ∗ , hence Lemma 13.1 holds with r¯ = 0. Ac-
cordingly, since q ≥ 5, we can apply (13.2) that implies:
µℓ0(e
iσA) = mℓ0(e
Φ0◦Gℓ0 ρ˚ℓ0)Γ(θ¯
∗
ℓ0,tε−1
, σ) + E0,ℓ0 +O(σεL∗).
Note that definition (13.3) and equations (13.11), (13.12), using 13.2, give
‖Φ0 ◦Gℓ0 − Φ0(θ∗ℓ0)‖C1 ≤ C#σ2 ≤ C#ε2δ∗
and, by (11.2) and recalling definitions (8.7) and (2.20),
εΦ0(θ
∗
ℓ0) = −
σ2
2
∫ t
0
Ξ̂(t− ε− s, θ¯(s+ ε, θ∗ℓ0))2σˆ2(θ¯(s, θ∗ℓ0))ds+O(σ3)
= − σ
2
2
σ
2
t (θ0) +O(σ3 + σ2ε).
In addition, by computations similar to (13.16) and using Lemma A.14, we have
mℓ0 ρ˚ℓ0 = mθ∗
ℓ0
,Ω
0,Φ0
ℓ0,L0−1
(ρ˚ℓ0) +O(εσ(log σ)2L∗) = Leb(ρ˚ℓ0) +O(σ log |σ|−1).
Also, recalling the definition (13.4) and using Lemma A.6 we have
Γ(θ¯∗ℓ0,tε−1 , σ) = 1 +O(σ).
Accordingly, recalling (13.18), for all σ ∈ J1 we have
µℓ0(e
iσA) = exp
ï
−σ
2
2ε
σ
2
t (θ0)
ò (
1 +O(σ3ε−1 + σ2 + σ log |σ|−1))+ E0,ℓ0 +O(σεL∗).
Note that
1
2πε
∫
J1
exp
ï
−σ
2
2ε
σ
2
t (θ0)
ò
(σ3ε−1 + σ2 + σ log |σ|−1)dσ
=
1
2π
∫
R
exp
ï
−η
2
2
σ
2
t (θ0)
ò
(η3 + ε1/2η2 + η log |ηε1/2|−1)dη = O(log ε−1).
To conclude the proof of the proposition it then suffices to estimate the integral of
E0,ℓ0 . This is easily done by noting that, for all p, q ∈ N,
1
2πε
∫
J1
R−1∑
k=0
e−c#σ
2(R−k)L(R− k)qLq|σ|pdσ ≤ C#
ε
R∑
k=1
∫
R
e−c#η
2 |η|p
(kL)(p+1)/2−q
dη
≤ C#
εL(p+1)/2−q
R∑
k=1
k−(p+1)/2+q.
Thus∫
J1
R−1∑
k=0
|σ|p(R− k)qLq
2πε exp[c#σ2(R− k)L]dσ ≤

C#ε
−2−q+(p+1)/2L−1 for p < 1 + 2q
C#ε
−1L−1 log(ε−1) for p = 1 + 2q
C#ε
−1Lq−(p+1)/2 for p > 1 + 2q.
We can now apply the above estimates to compute the integrals of the various
contributions to E0,ℓ0
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1
2πε
∫
J1
R−1∑
k=0
e−c#σ
2(R−k)L[σεL3∗]dσ = O(L2∗ log ε−1) (p, q) = (1, 0)
1
2πε
∫
J1
R−1∑
k=0
e−c#σ
2(R−k)L[ε2L3∗]dσ = O(ε1/2L2∗) (p, q) = (0, 0)
1
2πε
∫
J1
R−1∑
k=0
e−c#σ
2(R−k)L[σ3εL2∗(R− r¯)]dσ = O(log ε−1) (p, q) = (3, 1)
which prove the proposition. 
Appendix A. Spectral theory for transfer operators: a toolbox
In this appendix we collect some known and less known (or possibly unknown)
results on transfer operators that are used in the main part of this paper. Let
us fix r ≥ 3 and let f(·, θ) = fθ ∈ Cr(T,T), with θ ∈ T, be a one parameter
family of orientation preserving expanding maps (i.e., there exists λ > 1 such that
infx,θ f
′
θ(x) ≥ λ). Let Ω(·, θ) = Ωθ ∈ Cr(T,C) be a family of potentials. We further
assume some regularity78 in θ; more precisely we require that f ∈ Cr(T2,T) and
that ∂xΩ ∈ Cr−1(T2,C). For any ς ∈ R we can then consider the family of operators
Lθ,ςΩ defined as:
(A.1) [Lθ,ςΩ g] (x) =
∑
y∈f−1
θ
(x)
eςΩθ(y)
f ′θ(y)
g(y).
It is well know that the spectrum of such operators depends drastically on the space
on which they act. We will be interested in BV, W s,1 and Cs, for s ≤ r − 1.
Remark. We will use Cs (and similarly for the other spaces) as a shorthand nota-
tion for Cs(T) (which in turn is a shorthand notation for Cs(T,R)). When we need
to consider functions defined on T2 we will write explicitly Cs(T2).
A.1. General facts.
Let us start with a useful result for the case of real potentials.
Lemma A.1. If Ω is real, then for any ς ∈ R, θ ∈ T, the operator Lθ,ςΩ : C1 → C1
is of Perron–Frobenius type. That is, it has a simple maximal eigenvalue eχθ,ςΩ
with left and right eigenvectors that we denote with mθ,ςΩ and hθ,ςΩ (respectively),
normalized so that mθ,ςΩ(hθ,ςΩ) = 1.
In addition, mθ,ςΩ is a positive measure; hθ,ςΩ > 0 and
‖(log hθ,ςΩ)′‖∞ ≤ C#(|ς |‖Ω′θ‖∞ + 1).
Also, the spectral gap is continuous in ς, θ and the leading eigenvalue and eigenpro-
jector are analytic in ς and differentiable in θ.
Proof. The statement could be proven by reducing the system to symbolic dynamics
and then using results on the induced transfer operator. Yet, a much more efficient
and direct proof can be obtained by the Hilbert metric technique used, e.g., in [41,
Section 2] or [42]. Namely, consider the cone Ka = {g ∈ C1 : |g′(x)| ≤ ag(x), ∀x ∈
T}. Since
(A.2)
d
dx
Lθ,ςΩg = Lθ,ςΩ
Ç
g′
f ′θ
+ ς
gΩ′θ
f ′θ
− gf
′′
θ
(f ′θ)
2
å
,
78 The requirements on regularity are not optimal, but rather reflect our case of interest.
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it follows that ∣∣∣∣ ddxLθ,ςΩg
∣∣∣∣ ≤ λ−1{a+ |ς |‖Ω′θ‖∞ + λC#}Lθ,ςΩg.
Hence, for any ̺ ∈ (λ−1, 1), Lθ,ςΩKa ⊂ K̺a provided
(A.3) a ≥ (̺λ− 1)−1(|ς |‖Ω′θ‖∞ + λC#).
A simple computation shows that the diameter ∆, computed in the Hilbert metric Θ
determined by Ka, of the image is bounded by 2 1+̺1−̺ea.79 From this fact and Birkhoff
Theorem [41, Theorem 1.1] it follows that Lθ,ςΩ contracts the Hilbert metric by a
factor tanh ∆4 . Also, notice that if f − g, f + g ∈ Ka, then ‖f‖L∞ ≥ ‖g‖L∞.
Accordingly, [41, Lemma 1.3] implies that, if ‖f‖L∞ = ‖g‖L∞, then
‖f − g‖L∞ ≤
Ä
eΘ(f,g) − 1
ä
‖f‖L∞.
Next, let f, g ∈ Ka with Leb(f) = Leb(g) = 1. Then e−a ≤ f, g ≤ ea hence
e−aLnθ,ςΩ1 ≤ Lnθ,ςΩf,Lnθ,ςΩg ≤ eaLnθ,ςΩ1. This means that, for any n ∈ N, there
exists αn ∈ [e−a, ea] such that
‖Lnθ,ςΩf − αnLnθ,ςΩg‖L∞ ≤ C#Θ(Lnθ,ςΩf,Lnθ,ςΩg)‖Lnθ,ςΩ1‖L∞(A.4)
≤ C#∆
ï
tanh
∆
4
òn
‖Lnθ,ςΩ1‖L∞.
Let eχθ,ςΩ , be the maximal eigenvalue of Lθ,ςΩ when acting on C1. The above
displayed equations, together with (A.2), imply that Lθ,ςΩ, when acting on C1, has
a simple maximal eigenvalue and a spectral gap of size at least eχθ,ςΩ
(
1− tanh ∆4
)
.
Accordingly, there exists hθ,ςΩ ∈ C1 and a distribution mθ,ςΩ ∈ (C1)′ such that
Lθ,ςΩ(g) = eχθ,ςΩhθ,ςΩmθ,ςΩ(g) +Qθ,ςΩ(g) =: eχθ,ςΩPθ,ςΩ(g) +Qθ,ςΩ(g),
where, for any n ∈ N, ‖Qnθ,ςΩ‖C1→C1 ≤ Cθ,ςΩeχθ,ςΩnτnθ,ςΩ, with τθ,ςΩ ∈ (0, 1 −
tanh ∆4 ], Qθ,ςΩPθ,ςΩ = Pθ,ςΩQθ,ςΩ = 0 and mθ,ςΩ(hθ,ςΩ) = 1. Moreover, by stan-
dard perturbation theory all the above quantities are analytic in ς .
We now show that mθ,ςΩ is not just an element of (C1)′, as follows automatically
from the general theory, but indeed a measure (i.e. an element of (C0)′). We have
seen that
eaLeb(hθ,ςΩ) ≥ hθ,ςΩ = e−nχθ,ςΩLnθ,ςΩhθ,ςΩ ≥ e−ae−nχθ,ςΩLnθ,ςΩ1.
Thus, for any n ∈ N and g ∈ C1, g ≥ 0,
0 ≤ e−nχθ,ςΩLnθ,ςΩg = hθ,ςΩmθ,ςΩ(g) + Cθ,ςΩτnθ,ςΩ‖g‖C1
which shows that mθ,ςΩ is a positive functional and hence a measure.
Finally, the perturbation theory in [29, Section 8] implies that χθ,ςΩ and Pθ,ςΩ =
hθ,ςΩ⊗mθ,ςΩ are differentiable in θ (the latter with respect to the L(C2, C0) topol-
ogy) and that Cθ,ςΩ, τθ,ςΩ can be chosen to be continuous in θ.
80 Indeed, a direct
computation shows that, setting
Dθ,ςΩ(g) = −
ï
∂θfθ
f ′θ
g
ò′
+ ς
ï
∂θΩθ − ∂θfθ
f ′θ
Ω′θ
ò
g,(A.5)
79 It suffices to compute the distance of a function from the constant function and recall that,
for f, g ∈ Ka, Θ(f, g) is defined as log
µ
λ
where µ is the inf of the α such that αf − g ∈ Ka and λ
is the sup of the β such that f − βg ∈ Ka.
80 The Banach spaces Bi in [29, Section 8] here are taken to be Ci.
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we have
Lθ+s,ςΩ = Lθ,ςΩ +
∫ θ+s
θ
Lϕ,ςΩDϕ,ςΩdϕ = Lθ,ςΩ(1+ sDθ,ςΩ) + s
2
2
Rθ,s,ςΩ,(A.6)
where Rθ,s,ςΩ =
2
s2 [Lθ+s,ςΩ − Lθ,ςΩ(1− sDθ,ςΩ)]. Moreover, for any 0 < k ≤ r − 2
we have:81
‖Lnθ,ςΩ‖Ck ≤ Cθ,ςΩenχθ,ςΩ
‖Lθ+s,ςΩ − Lθ,ςΩ‖Ck+1→Ck ≤ |s| sup
θ′∈[θ,θ+s]
‖Lθ′,ςΩ‖Ck+1‖Dθ′,ςΩ‖Ck+1→Ck
≤ Cθ,ςΩ|s|(1 + ‖Ωθ‖Ck+1 + ‖∂θΩθ‖Ck)
‖Rθ,s,ςΩ‖Ck+2→Ck ≤ Cθ,ςΩ(1 + ‖Ωθ‖Ck+2 + ‖∂θΩθ‖Ck+1 + ‖∂2θΩθ‖Ck).
(A.7)
Hence the hypotheses of [29, Theorem 8.1] are satisfied and the resolvent 1z−Lθ,ςΩ,
viewed as an operator from C2 to C0, is differentiable in θ. This implies the same
for all spectral data, since they can be recovered by integrating the resolvent over
the complex plane. 
In the case of arbitrary complex potentials it is also possible to obtain information
on the spectrum, as described in the following result.
Lemma A.2. For ς ∈ R, θ ∈ T, let eτθ,ςΩ be the spectral radius of Lθ,ςΩ as an
element of L(C0, C0). Then the spectral radius eχθ,ςΩ of Lθ,ςΩ as an element of
L(C1, C1) is bounded by eτθ,ςΩ . In addition, the essential spectral radius is bounded
by λ−1eτθ,ςΩ . Finally, the spectrum outside the disk of radius λ−1eτθ,ςΩ is the same
when Lθ,ςΩ acts on all Ck, k ∈ {1, · · · , r − 1}.
Proof. Note that the computation yielding (A.2) also holds for any power fnθ ; this
gives:
(A.8)
d
dx
Lnθ,ςΩg = Lnθ,ςΩ
Ç
g′
(fnθ )
′ + ς
gΩ′θ,n
(fnθ )
′ −
g(fnθ )
′′
[(fnθ )
′]2
å
where Ωθ,n =
∑n−1
k=0 Ωθ ◦ fkθ . Then a direct computation yields
‖Lnθ,ςΩg‖C1 ≤ ‖Lnθ,ςΩ‖C0→C0
[
λ−n‖g‖C1 + C#(|ς |‖Ω′θ‖C0 + 1)‖g‖C0
]
.(A.9)
We conclude that the spectral radius of Lθ,ςΩ as an element of L(C1, C1) is bounded
by eτθ,ςΩ . In addition, it follows from the usual Hennion’s argument [33] that
the essential spectral radius is bounded by λ−1eτθ,ςΩ . To conclude note that, by
differentiating (A.8) one see that the essential spectral radius on Ck is bounded
by λ−keτθ,ςΩ . On the other hand, an eigenvalue in Ck is also an eigenvalue in C1.
To prove the contrary, define the smoothing operator Qǫg(x) =
∫
ǫ−1q(ǫ−1(x −
y))g(y)dy, where q is a bump function: q ∈ C∞0 (R,R≥0) with
∫
q = 1. Define
Lǫ = QǫLθ,ςΩ. By the perturbation theory in [36] the spectrum of Lǫ and Lθ,ςΩ are
close on each Ck. On the other hand Lǫ is a compact operator and its spectrum is
the same on each Ck since each eigenvalue belongs to C∞. 
Note that, in general, it could happen that the spectral radius of Lθ,ςΩ on C1
is smaller than λ−1eτθ,ςΩ . In this case, the second part of the above lemma is of
limited interest.
81 To get the first inequality, use the spectral decomposition together with (A.2) and its obvious
analog for higher derivatives.
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Remark A.3. If Ω is real, then the spectral radii of Lθ,ςΩ on C1 and C0 coincide;
in fact, for each τ < τθ,ςΩ and χ > χθ,ςΩ, there exists n¯ ∈ N and g ∈ C0 such that,
for all n ≥ n¯,
eτn‖g‖C0 ≤ ‖Lnθ,ςΩg‖C0 ≤ ‖Lnθ,ςΩ1‖C1‖g‖C0 ≤ eχn‖g‖C0.
The claim then follows by Lemma A.2.
It is worth stressing the fact that the functional mθ,ςΩ is guaranteed to be a
measure only provided that the potential Ωθ is real: this is essentially due to the
fact that, because of cancellations of complex phases, the spectral radius on C1
might be smaller than the spectral radius on C0 if the potential has a non-zero
imaginary part.
Remark A.4. Note that, by arguments similar to the one described in this subsec-
tion, Lθ,ςΩ is a well defined operator also on Cr−1 or W r−1,1 and, on such spaces,
it has essential spectrum bounded by λ−r+1. In particular hθ,ςΩ ∈ Cr−1 and for any
1 ≤ s < r, we have
‖hθ,ςΩ‖Cs ≤ C#(1 + |ς |‖Ωθ‖Cs)s+1.(A.10)
A.2. Perturbation Theory with respect to ς.
In this and the following subsections we will consider only the case in which there
is a unique maximal eigenvalue eχθ,ςΩ which is simple. Hence mθ,ςΩ and hθ,ςΩ are
well defined, except for their normalization, which is not determined by the spectral
projector Pθ,ςΩ = hθ,ςΩ⊗mθ,ςΩ associated to eχθ,ςΩ . Note that χθ,0 = 0; moreover,
for ς = 0 there exists a natural normalization for mθ,0 and hθ,0 so that mθ,0 is the
Lebesgue measure and hθ,0 is the density of the invariant SRB probability measure
µθ. There is, however, no natural normalization for ς 6= 0; we thus proceed to define
one that is particularly suitable to our purposes.
Remark A.5. Recall that the spectral data is analytic– in ς in a neighborhood of
zero. Standard perturbation theory implies that such neighborhood contains the ς
such that, for all θ ∈ T we have ‖Ωθ‖C1 |ς | ≤ σ1 for some fixed σ1 ∈ (0, 1) small
enough. From now on we will assume ς in this set unless otherwise specified; in
this regime we are guaranteed that Lθ,ςΩ is a Perron–Frobenius operator.
Let us differentiate the relation mθ,ςΩLθ,ςΩhθ,ςΩ = eχθ,ςΩ with respect to ς and
obtain
(A.11a) ∂ςχθ,ςΩ = νθ,ςΩ(Ωθ)
where νθ,ςΩ(g) = mθ,ςΩ(ghθ,ςΩ); observe that νθ,ςΩ(1) = 1. Let us introduce the
renormalized operators L̂θ,ςΩ = e−χθ,ςΩLθ,ςΩ. Notice that L̂θ,ςΩ = Pθ,ςΩ + “Qθ,ςΩ,
where “Qθ,ςΩ = e−χθ,ςΩQθ,ςΩ. Then by (A.11a) and the definition of Lθ,ςΩ we obtain
∂ς L̂θ,ςΩ(g) = L̂θ,ςΩ(Ωθ,ςΩg)
with Ωθ,ςΩ = Ωθ − νθ,ςΩ(Ωθ). Thus, differentiating the relations L̂θ,ςΩhθ,ςΩ = hθ,ςΩ
and mθ,ςΩ(L̂θ,ςΩg) = mθ,ςΩ g yields
∂ςhθ,ςΩ = [1− “Qθ,ςΩ]−1L̂θ,ςΩ(Ωθ,ςΩhθ,ςΩ)− C(θ, ς)hθ,ςΩ(A.11b)
∂ςmθ,ςΩ(g) = mθ,ςΩ(Ωθ,ςΩ[1− “Qθ,ςΩ]−1g˜) + C(θ, ς)mθ,ςΩ(g)(A.11c)
where g˜ = (1−Pθ,ςΩ)g = g−hθ,ςΩmθ,ςΩ(g) and C(θ, ς) depends on the normaliza-
tion of hθ,ςΩ and mθ,ςΩ. Using the above expressions, and differentiating (A.11a),
it is immediate to obtain
(A.11d) ∂2ς χθ,ςΩ = mθ,ςΩ(Ωθ,ςΩ[1− “Qθ,ςΩ]−1(1+ L̂θ,ςΩ)Ωθ,ςΩhθ,ςΩ),
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which yields
∂2ς χθ,ςΩ = νθ,ςΩ(Ω
2
θ,ςΩ) + 2
∞∑
k=1
νθ,ςΩ(Ωθ,ςΩ ◦ fkθ Ωθ,ςΩ) =(A.12a)
= lim
n→∞
1
n
νθ,ςΩ
Ñ[
n−1∑
k=0
Ωθ,ςΩ ◦ fkθ
]2é
(A.12b)
where we used the identity mθ,ςΩ(g1L̂kθ,ςΩg2) = mθ,ςΩ(g1 ◦ fkg2), which is obtained
directly by definition of the Transfer operator Lθ,ςΩ. Observe that (A.12b) shows
that χθ,ςΩ is (for real potentials) a convex function of ς .
By further differentiation of (A.11d) it is simple to show that
∂3ς χθ,ςΩ = νθ,ςΩ(Ω
3
θ,ςΩ) + 3
∞∑
k=1
νθ,ςΩ(Ωθ,ςΩ ◦ fkθΩ2θ,ςΩ +Ω2θ,ςΩ ◦ fkθ Ωθ,ςΩ)+
+ 6
∞∑
k=1
∞∑
j=k+1
νθ,ςΩ(Ωθ,ςΩ ◦ f jθΩθ,ςΩ ◦ fkθΩθ,ςΩ),
which implies the useful estimate
(A.13) |∂3ς χθ,ςΩ| ≤ C#‖Ωθ‖3C1 .
Next, for all n ∈ N,
(A.14) νθ,ςΩ(φg ◦ fnθ ) = mθ,ςΩ(L̂nθ,ςΩ(φg ◦ fnθ hθ,ςΩ)) = mθ,ςΩ(gL̂nθ,ςΩ(φhθ,ςΩ)).
The above and the iteration of (A.2) imply, setting g = 1 and taking the limit
for n → ∞, that νθ,ςΩ is a measure provided that L̂θ,ςΩ is power bounded as an
operator on C0. In addition, taking φ = 1 we see that, in general, it is an invariant
distribution for fθ.
Lemma A.6. There exists a normalization for hθ,ςΩ and mθ,ςΩ so that mθ,0 = Leb
and the corresponding C(θ, ς) is identically 0, that is:
∂ςhθ,ςΩ = [1− “Qθ,ςΩ]−1L̂θ,ςΩ(Ωθ,ςΩhθ,ςΩ)(A.15a)
∂ςmθ,ςΩ g = mθ,ςΩ(Ωθ,ςΩ[1− “Qθ,ςΩ]−1[g − hθ,ςΩmθ,ςΩ g]),(A.15b)
provided Ω is real or, for arbitrary potentials, if ‖Ωθ‖C1 |ς | ≤ σ1 (see Remark A.5).
Proof. Let us temporarily fix a normalization which defines h¯θ,ςΩ and m¯θ,ςΩ so
that Leb(h¯θ,ςΩ) = 1 for any ς . Note that for real potentials this can always be
done since hθ,ςΩ > 0 due to Lemma A.1. For arbitrary potentials it is possible
only if Leb(Pθ,ςΩ(φ)) 6= 0 for some φ ∈ C0. This is the case for small ς due to
Leb(Pθ,0(φ)) = Leb(φ) and the continuity of Pθ,ςΩ.
Using (A.11b) and differentiating this normalization condition with respect to ς
we obtain
(A.16) C¯(θ, ς) = Leb([1− “Qθ,ςΩ]−1L̂θ,ςΩ(Ωθ,ςΩh¯θ,ςΩ)).
Define α(θ, ς) =
∫ ς
0
C¯(θ, ς1)dς1 and choose a new normalization so that hθ,ςΩ =
eα(θ,ς)h¯θ,ςΩ (and consequently mθ,ςΩ = e
−α(θ,ς)m¯θ,ςΩ). Then, an immediate com-
putation shows that hθ,ςΩ and mθ,ςΩ satisfy equations (A.15). 
We now fix once and for all the normalization of hθ,ςΩ and mθ,ςΩ to be the one
constructed in Lemma A.6 and refer to it as the standard normalization.
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Lemma A.7. For any g ∈ W 1,1 and under the assumptions described in Re-
mark A.5, we have
‖∂ςhθ,ςΩ‖C1 ≤ C#‖Ωθ‖C1(A.17a)
|∂ςmθ,ςΩ g| ≤ C#‖Ωθ‖C1‖g‖W 1,1(A.17b)
and, moreover,
|mθ,0 hθ,ςΩ − 1| ≤ C#ς2‖Ωθ‖2C1 |mθ,ςΩ(hθ,0)− 1| ≤ C#ς2‖Ωθ‖2C1 .(A.18)
Proof. Since all the quantities are analytic in ς and ς belongs to a fixed compact
set, we have uniform bounds on ‖hθ,ςΩ‖C1 and ‖mθ,ςΩ‖(W 1,1)′ . Thus, by (A.15a),
taking the C1-norm, we obtain:
‖∂ςhθ,ςΩ‖C1 ≤ ‖[1− “Qθ,ςΩ]−1L̂θ,ςΩ(Ωθ,ςΩhθ,ςΩ)‖C1 ≤ C#‖Ωθ‖C1 .
which implies ‖hθ,ςΩ‖C1 ≤ C#(1 + |ς |‖Ωθ‖C1). Similar computations yield the
corresponding result for mθ,ςΩ.
Finally, in order to obtain equations (A.18), observe that mθ,0 hθ,ςΩ − 1 =
mθ,0(
∫ ς
0
dς1∂ςhθ,ς1Ω); then, since mθ,0 ∂ςhθ,0 = 0 we can write
|mθ,0 hθ,ςΩ − 1| ≤
∫ ς
0
dς1
∫ ς1
0
dς2
∥∥∥∂ς ([1− “Qθ,ς2Ω]−1L̂θ,ς2Ω(Ωθ,ς2Ωhθ,ς2Ω))∥∥∥C0
from which follows the first of (A.18); a similar computation yields the second
estimate, which concludes the proof. 
We now deal with transfer operators weighted with two different families of
potentials, which we denote by Ω(0) and Ω(1). If ‖Ω(0) − Ω(1)‖C1 is small enough,
we can once again use perturbation theory to compare spectral data. Until the end
of this subsection we assume θ to be fixed and we will drop it from our notation
since it will not cause any confusion. Also, we assume that either both Ω(0) and Ω(1)
are real, or ‖Ω(0)‖C1 and ‖Ω(1)‖C1 to be sufficiently small (i.e. smaller than σ1) so
that we can assume ς = 1 and still be in the perturbative regime (see Remark A.5).
For ̺ ∈ [0, 1], let us define the convex interpolation Ω(̺) = Ω(0) + ̺(Ω(1) − Ω(0)),
and let δΩ = ∂̺Ω
(̺) = Ω(1) − Ω(0); consider the transfer operators L̺ = Lθ,Ω(̺) ;
similarly let h̺ = hθ,Ω(̺) and m̺ = mθ,Ω(̺) . Then, by arguments analogous to the
ones leading to equations (A.11), we obtain
∂̺χ̺ = m̺(δΩh̺)(A.19a)
∂̺h̺ = [1− “Q̺]−1L̺̂(δΩ̺̂h̺)− C(̺)h̺(A.19b)
∂̺m̺g = m̺(δΩ̺̂[1− “Q̺]−1(g − h̺m̺g)) + C(̺)m̺g.(A.19c)
where we defined δΩ̺̂ = δΩ − m̺(δΩh̺) and the function C(̺) depends on the
normalization for h̺ and m̺.
Lemma A.8. For any g ∈ W 1,1 and under the assumptions described in Re-
mark A.5, and choosing the standard normalization we have
‖∂̺h̺‖Ck ≤ C#‖δΩ‖Ck(A.20a)
|∂̺m̺g −m̺(δΩ̺̂[1− “Q̺]−1(g − h̺m̺g))| ≤ C#‖Ω(0)‖C1‖δΩ‖C1‖g‖W 1,1 .(A.20b)
Proof. As in the proof of Lemma A.6, let us denote by h¯̺ the eigenvector normalized
so that Leb(h¯̺) = 1, let C¯(̺) be the corresponding normalization in (A.19). Then a
direct computation (differentiating the normalization condition and using (A.19b))
shows that
C¯(̺) = Leb
(
[1− “Q̺]−1L̺̂δΩ̺̂h¯̺) .
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Moreover, let C¯̺(ς) be defined as in (A.16) with the choice Ω = Ω
(̺); then
C(̺) = C¯(̺) −
∫ 1
0
∂̺C¯̺(ς)dς.
Note that, setting g̺,ς = [1− “Qθ,ςΩ(̺) ]−1L̂θ,ςΩ(̺)(Ω̺̂,ς h¯θ,ςΩ(̺)), where Ω̺̂,ς = Ω(̺)−
mθ,ςΩ(̺)(Ω
(̺)hθ,ςΩ(̺)),
C¯̺(ς) = Leb(g̺) = mθ,ςΩ(̺)(g̺,ς)−
∫ ς
0
∂ς1mθ,ς1Ω(̺)(g̺,ς)dς1.
Note that the first term of the rightmost hand side of the equation above is identi-
cally zero, hence, by (A.15b), we conclude that
C¯̺(ς) = −
∫ ς
0
mθ,ς1Ω(̺)(Ω̺̂,ς1 [1− “Qθ,ς1Ω(̺) ]−1ĝ̺,ς)dς1
where ĝ̺,ς = g̺,ς −mθ,ς1Ω(̺)(g̺,ς)hθ,ς1Ω(̺) ; this implies |C¯̺(ς)| ≤ C#‖Ω(0)‖2C1 and,
since (A.19) implies that each derivative with respect to ̺ of the eigenvectors or
operators yields an extra factor ‖δΩ‖C1 , |∂̺C¯̺(ς)| ≤ C#‖Ω(0)‖2C1‖δΩ‖C1 . By sim-
ilar arguments we obtain |C¯̺(ς)| ≤ C#‖Ω(0)‖C1‖δΩ‖C1, which then implies equa-
tions (A.20). 
A.3. Perturbation Theory with respect to θ.
Recalling the notation and computations at the end of the proof of Lemma A.1
and by argument analogous to the ones leading to equations (A.11), but differenti-
ating with respect to θ, we gather:
∂θχθ,ςΩ = mθ,ςΩ (Dθ,ςΩhθ,ςΩ)(A.21a)
∂θhθ,ςΩ = [1− “Qθ,ςΩ]−1L̂θ,ςΩ‹Dθ,ςΩhθ,ςΩ −D(θ, ς)hθ,ςΩ(A.21b)
∂θmθ,ςΩ g = mθ,ςΩ(Dθ,ςΩ[1− “Qθ,ςΩ]−1g˜) +D(θ, ς)mθ,ςΩ g(A.21c)
where ‹Dθ,ςΩg = Dθ,ςΩg−hθ,ςΩmθ,ςΩ(Dθ,ςΩg), and recall that g˜ = g−hθ,ςΩmθ,ςΩ(g)
and Dθ,ςΩ is defined in (A.5). Once againD(θ, ς) is a function which depends on the
normalization for hθ,ςΩ and mθ,ςΩ. Note that we cannot, in general, assume that
D = 0; since mθ,0 = Leb, it is however true that D(θ, 0) = 0 for any θ. Similarly,
since χθ,0 = 0, we have ∂θχθ,0 = 0.
Lemma A.9. There exists σ0 ∈ (0, σ1) such that, if
‖∂2θΩ‖C1(T2) + ‖∂xΩ‖C2(T2) + ‖Ω‖C2(T2) ≤ σ0
we have, for any 1 ≤ k < r − 1 and using the standard normalization:
|∂θχθ,Ω − ∂θLeb(Ωθhθ,0)| ≤ C#‖Ω‖2C1(T2).(A.22a)
‖∂θhθ,Ω‖Ck ≤ C#(1 + ‖Ωθ‖Ck+1 + ‖∂θΩθ‖Ck)(A.22b)
|∂θmθ,Ω g| ≤ C#‖Ω‖C2(T2)‖g‖W 2,1(A.22c) ∣∣∂2θχθ,Ω∣∣ ≤ C#(‖∂2θΩ‖C1(T2) + ‖∂xΩ‖C2(T2) + ‖Ω‖C2(T2)).(A.22d)
Additionally, ∂ςhθ,ςΩ, ∂ςmθ,ςΩ and ∂
2
ς χθ,ςΩ are differentiable in θ.
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Proof. Plugging (A.15b), (A.15a) and (A.5) in (A.21a), we have:
∂θχθ,Ω = Leb(Dθ,Ωhθ,Ω) +
∫ 1
0
mθ,ςΩ
(
Ωθ,ςΩ[1− “Qθ,ςΩ]−1‹Dθ,Ωhθ,Ω) dς
= Leb
Å
∂θΩθ · hθ,0 − ∂θfθ
f ′θ
Ω′θhθ,0
ã
− Leb
Ç
Ωθ,0[1− “Qθ,0]−1 ï∂θfθ
f ′θ
hθ,0
ò′å(A.23)
+O(‖Ω‖2C1(T2)),
where the term having a derivative in (A.5) disappears by integration by parts
against Lebesgue. Next, note that (A.21b) implies
∂θLeb(Ωθhθ,0) = Leb(∂θΩθhθ,0) + Leb(Ωθ[1− “Qθ,0]−1“Qθ,0‹Dθ,0hθ,0)
= Leb(∂θΩθhθ,0)− Leb
Ç
Ωθ[1− “Qθ,0]−1 ï∂θfθ
f ′θ
hθ,0
ò′å
+ Leb
Ç
Ωθ
ï
∂θfθ
f ′θ
hθ,0
ò′å
+O(‖Ω‖2C1(T2)).
In addition,
Leb
Ç
[Ωθ,0 − Ωθ][1− “Qθ,0]−1 ï∂θfθ
f ′θ
hθ,0
ò′å
= Leb(Ωθhθ,0)
× Leb
Ç
[1− “Qθ,0]−1 ï∂θfθ
f ′θ
hθ,0
ò′å
= Leb(Ωθhθ,0)Leb
Çï
∂θfθ
f ′θ
hθ,0
ò′å
= 0.
where the last term disappears again by integration by part against Lebesgue.
Combining the above expressions with (A.23) yields (A.22a). Next, recall that,
by the construction of the standard normalization given in Lemma A.6 we have
set hθ,ςΩ = e
α(θ,ς)h¯θ,ςΩ, where h¯θ,ςΩ is normalized so that Leb(h¯θ,ςΩ) = 1 and
α(θ, ς) =
∫ ς
0
C¯(θ, ς1)dς1, C¯ being given by (A.16). Observe that, differentiating
the normalization condition for h¯θ,ςΩ with respect to θ, we obtain, using equa-
tions (A.21):
D¯(θ, ς) = Leb([1− “Qθ,ςΩ]−1L̂θ,ςΩ‹Dθ,ςΩh¯θ,ςΩ).
Then, by definition of hθ,ςΩ we get:
D(θ, ς) = D¯(θ, ς)− ∂θα(θ, ς).
Thus, by the definition of α(θ, ς) and using the hypothesis on ‖Ω‖C0 , a direct
computation, which is left to the reader, yields
(A.24) |∂θα(θ, ς)| ≤ C#‖Ω‖C1(T2).
The proof of (A.22b) immediately follows from (A.21b) using the definition (A.5).
In order to prove (A.22c), one has to examine D¯ in more detail. By (A.5) we have
D¯(θ, 1) = −Leb
Ç
[1− “Qθ,Ω]−1L̂θ,Ω®ï∂θfθ
f ′θ
h¯θ,Ω
ò′
− hθ,Ωmθ,Ω
Çï
∂θfθ
f ′θ
h¯θ,Ω
ò′å´å
+O(‖Ω‖C1(T2)).
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Let ĝ = [1 − “Qθ,Ω]−1L̂θ,Ω ß[∂θfθf ′
θ
h¯θ,Ω
]′
− hθ,Ωmθ,Ω
Å[
∂θfθ
f ′
θ
h¯θ,Ω
]′ã™
and observe
that mθ,Ω(ĝ) = 0 and ‖ĝ‖BV ≤ C#; then, (A.17b) implies
|Leb(ĝ)| ≤ |mθ,Ω(ĝ)|+
∣∣∣∣∣
∫ 0
1
∂ςmθ,ςΩ(ĝ)dς
∣∣∣∣∣ ≤ C#‖Ωθ‖C1‖ĝ‖W 1,1 .
It follows that
(A.25) |D(θ, 1)| ≤ C#‖Ω‖C1(T2).
We thus obtain (A.22c) by (A.25) and applying to (A.21c) similar arguments. In
order to prove (A.22d), observe that differentiating (A.21a) yields
∂2θχθ,ςΩ = (∂θmθ,ςΩ) (Dθ,ςΩhθ,ςΩ) +mθ,ςΩ ((∂θDθ,ςΩ)hθ,ςΩ) +mθ,ςΩ (Dθ,ςΩ(∂θhθ,ςΩ)) .
Substituting (A.21c), (A.5) and (A.21b) in the above expression we get
∂2θχθ,Ω = mθ,Ω (A
′ +B)
where A,B are two functions that (using (A.10) and our assumptions on Ω) satisfy
‖A′‖W 1,1 ≤ ‖A‖C2 ≤ C#
‖B‖C1 ≤ C#(‖∂2θΩ‖C1(T2) + ‖∂xΩ‖C2(T2) + ‖Ω‖C2(T2))
To conclude the proof, we use (A.15b) as in the proof of (A.22a) which yields the
result since Leb(A′) = 0 by integration by parts. Finally, the last statement follows
from the above considerations and the formulae (A.15) and (A.11d). 
We conclude the subsection with a non-perturbative result
Lemma A.10. Assume that Ω is real and Leb(Ωh0,θ) = 0, then
‖∂θχθ,Ω‖ ≤ C#min{‖Ω‖C1 + 1, ‖Ω‖2C1}.
Proof. If ‖Ω‖C0 ≤ σ0, the estimate follows from (A.22a). In the non-perturbative
regime, i.e. for potentials of larger norm, recall that mθ,Ω is a positive measure (see
Lemma A.1), and therefore (A.21a) with (A.5) imply
|∂θχθ,Ω| ≤ C#mθ,Ω(‖Ω‖C1hθ,Ω + |h′θ,Ω|).
The claim then follows by recalling the normalization 1 = mθ,Ω(hθ,Ω) and that,
using once again Lemma A.1:
|h′θ,Ω(x)| ≤ C#(‖Ω‖C1 + 1)hθ,Ω(x) 
A.4. Results for functions of bounded variation.
In certain parts of the paper it is convenient to consider transfer operators acting
on the Sobolev Space W 1,1 or on the space of function of bounded variations BV.
Since W 1,1 ⊂ BV, with the same norm, we will limit our discussion to the second,
more general, case.
For functions of bounded variation, the Lasota–Yorke inequality reads as follows:
for any ψ ∈ C1 and any n ∈ N, setting Ωθ,n =∑n−1k=0 Ωθ ◦ fkθ ,∣∣∣∣∫ ψ′Lnθ,ςΩg∣∣∣∣ = ∣∣∣∣∫ geςΩθ,n(ψ′) ◦ fnθ ∣∣∣∣
≤
∣∣∣∣∣
∫
g
ï
eςΩθ,nψ ◦ fnθ
(fnθ )
′
ò′∣∣∣∣∣+ C# ∫ |ψ|Lnθ,0 îeςRe(Ωθ,n)(1 + |ς |‖Ω′θ‖C0)|g|ó .(A.26)
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Thus, setting
χ˜n = log ‖Lnθ,ςRe(Ωθ,n)‖L1 = log ‖eςRe(Ωθ,n)‖L1
τn = log
∥∥∥∥∥eςRe(Ωθ,n)(fnθ )′
∥∥∥∥∥
L∞
we have
(A.27) ‖Lnθ,ςΩg‖BV ≤ eτn‖g‖BV + C#eχ˜n(1 + |ς |‖Ωθ‖C1)‖g‖L1.
By the usual Hennion argument [33], the spectral radius of Lθ,ςΩ is bounded by
eχ˜n/n and the essential spectral radius by eτn/n. Note that (A.26) also implies82
(A.28) ‖Lnθ,ςΩg‖BV ≤
ï
eτn + C#(1 + |ς |‖Ωθ‖C1)
∫
eςRe(Ωθ,n)
ò
‖g‖BV.
In addition, calling Hn the set of inverse branches of fnθ , we have, by standard
distortion estimates,∫
T1
eςRe(Ωθ,n) =
∫
T1
Lnθ,0eςRe(Ωθ,n)
=
∑
h∈Hn
∫
T1
eςRe(Ωθ,n)◦h(x)h′(x)dx ≥ C#eτn .
(A.29)
Thus our bound on the spectral radius is larger or equal than our bound on the
essential spectral radius. Nevertheless, these are just estimates: the real values
could be much smaller.
Remark A.11. For real potentials and ς ≥ 0, more can be said. If χ denotes the
spectral radius of Lθ,ςΩθ as an operator on C1 and eχ its maximal eigenvalue, then83
e−c#|ς|enχ ≤
∫
T1
Lnθ,ςΩθ1 =
∫
T1
eςΩθ,n =
∫
T1
Lnθ,ςΩθ1 ≤ ec#|ς|enχ.
This, together with (A.28) and (A.29), implies that the spectral radius of Lθ,ςΩ
on BV coincides with the spectral radius on C1 and, moreover, e−χLθ,ςΩθ is power
bounded on BV. This does not, however, imply that Lθ,ςΩ is a Perron–Frobenius
operator also when acting on BV: in fact, for large ς, the essential spectral radius
could a priori coincide with the spectral radius. Nevertheless, we can find a simple
condition that prevents this pathological behavior. Let OscΩθ := supΩθ − inf Ωθ;
then
eτn ≤ log [λ−neς supΩθ,n] ≤ log [λ−nenςOscΩθ ∥∥eςΩθ,n∥∥
L1
]
.
The above implies that if |ς |OscΩθ < logλ, then the essential spectral radius is
strictly smaller than the spectral radius.
Remark A.12. No such general bounds are available for arbitrary complex po-
tentials and we must then rely on perturbation theory. If the potential is purely
imaginary, then (A.27) implies that the essential spectral radius is smaller than
λ−1. Since the point spectrum is independent on the space on which the operators
act,84 it follows that the spectrum outside the disk {|z| ≤ λ−1} on BV coincides
with the spectrum on C1.
82 Recall that, in one dimension, ‖g‖L∞ ≤ ‖g‖BV.
83 Since mθ,ςΩL
n
θ,ςΩhθ,ςΩ = e
nχθ,ςΩ and mθ,ςΩ is a measure (see Lemma A.1), then there
exists x∗ ∈ T such that Lnθ,ςΩhθ,ςΩ(x∗) = e
nχθ,ςΩ , then the claim follows recalling (A.3).
84 This can be proven as in Lemma A.2.
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We conclude this brief discussion with a number of estimates on the left eigen-
vector; observe first that by definition and by the analytic dependence of all objects
on ς , we have, for ‖Ωθ‖C1 < σ1 that |mθ,Ωg| ≤ C#‖g‖BV, and using (A.15b) we
thus conclude that, similarly to (A.17b):
|∂ςmθ,ςΩ(g)| ≤ C#‖Ωθ‖C1‖g‖BV,(A.30)
in particular:
|mθ,ςΩ(g)− Leb(g)| < C#‖Ωθ‖C1‖g‖BV.(A.31)
We now proceed to obtain a refinement of the above estimates.
Lemma A.13. There exists σ2, C5 > 0 such that, provided ‖Ωθ‖C1 < σ2 and Ω is
either real or it satisfies the estimate ‖Ωθ‖C1 exp
[−C5‖Ωθ‖−1C1 ] ≤ ‖Ωθ‖C0 , for any
g ∈ BV and n ∈ N, we have
|mθ,Ω g| ≤ C#ec#n‖Ωθ‖C0 ‖g‖L1 + C#e−c#n‖g‖BV.(A.32)
Proof. First of all we choose σ2 ≤ σ1 so that Lθ,Ω is of Perron–Frobenius type and
let hθ,Ω⊗mθ,Ω be the eigenprojector associated to its maximal eigenvalue eχθ,Ω . In
particular we have, for any n > 0
L̂nθ,Ωg = hθ,Ωmθ,Ω(g) + “Qnθ,Ω(g)
and therefore there exists τ ∈ (0, 1) such that:
|mθ,Ω g| ≤
∣∣∣∣∣Leb L̂nθ,ΩgLebhθ,Ω
∣∣∣∣∣+ C#τn‖g‖BV
≤ C#Leb
∣∣eΩθ,n−nχθ,Ωg∣∣+ C#τn‖g‖BV.(A.33)
Observe that if Ω is real, then Lemma A.1 states that mθ,Ω is a measure. There-
fore (A.11a) implies that
|χθ,Ω| < C#‖Ωθ‖C0 .(A.34)
We claim that the same estimate holds also for complex potentials satisfying the
assumption given in the statement. In fact, a priori |χθ,Ω| < C#‖Ωθ‖C1 , thus (A.33)
implies
|mθ,Ω g| ≤ C#en‖Ωθ‖C1‖g‖L1 + C#τn‖g‖BV.
We can then choose n = ‖Ωθ‖−1C1 and apply the resulting bound to (A.11a), obtain-
ing the better estimate:
(A.35) |χθ,Ω| ≤ C#‖Ωθ‖C0 + C#e−c#‖Ωθ‖
−1
C1 ‖Ωθ‖C1 ≤ C#‖Ωθ‖C0 ,
where we have used the hypotheses of the lemma choosing C5 = | log τ |. We can
thus use again (A.33) and obtain (A.32), concluding the proof of the lemma. 
Lemma A.14. Under the assumptions of Lemma A.13, for any g ∈ BV:
|∂ςmθ,ςΩ g| ≤ C#‖Ωθ,ςΩ‖C0 log ‖Ωθ‖−1C1 ‖g‖L1 + C#‖Ωθ‖100C1 ‖g‖BV(A.36)
in particular:85
(A.37) |mθ,Ω g − Leb g| ≤ C#‖Ωθ,Ω‖C0 log ‖Ωθ‖−1C1 ‖g‖L1 + C#‖Ωθ‖100C1 ‖g‖BV.
85 Our choice of the power 100 is clearly arbitrary: one could substitute it with any sufficiently
large number at the expense of increasing the constants.
124 JACOPO DE SIMOI AND CARLANGELO LIVERANI
Proof. Again we choose σ2 ≤ σ1 so that Lθ,Ω is of Perron–Frobenius type and let
hθ,Ω ⊗mθ,Ω denote the eigenprojector associated to its maximal eigenvalue eχθ,Ω .
Combining (A.15b) and (A.32) with the choice n = ‖Ωθ‖−1C0 we obtain:
|∂ςmθ,ςΩ| ≤ C#‖(Ωθ,ςΩ[1− “Qθ,ςΩ]−1g˜)‖L1
+ C#‖Ωθ‖C1 exp
[−c#‖Ωθ‖−1C0 ] ‖g‖BV(A.38)
where recall that g˜ = g − hθ,ςΩmθ,ςΩ g. On the other hand, for any K ∈ N
‖Ωθ,ςΩ[1− “Qθ,ςΩ]−1g˜‖L1 ≤ ∞∑
k=0
‖Ωθ,ςΩL̂kθ,ςΩg˜)‖L1
≤ C#‖Ωθ,ςΩ‖C0
[
K‖g‖L1 +K|mθ,ςΩ g|+ τK‖g˜‖BV
](A.39)
since L̂θ,ςΩ is power bounded in L1 and where τ ∈ (0, 1) is determined by the
spectral gap in BV. Note that in the considered range of ς we can assume τ to
be independent on ς . We can now choose K = C log ‖Ωθ‖−1C1 . By Lemma A.13,
with the choice n = ‖Ωθ‖−1C0 , we can substitute (A.39) in (A.38) to obtain (A.36),
provided that C has been chosen large enough. Integrating (A.36) with respect to
ς from 0 to 1 yields (A.37). 
Lemma A.15. Under the hypotheses of Lemma A.13, for any θ, θ′ ∈ T sufficiently
close, we have
|mθ,Ω(g)−mθ′,Ω(g)| ≤ C#[log ‖Ω‖C0]2|θ − θ′|‖Ω‖C1‖g‖BV.
Proof. We choose σ2 so that the operators Lθ,Ω are of Perron–Frobenius type for
all θ (see Remark A.12). Accordingly, there exists τ ∈ (0, 1) such that86 for any
N ∈ N
|mθ,Ω(g)−mθ′,Ω(g)| ≤
∣∣∣∣∣Leb(L̂Nθ,Ωg)Leb(hθ,Ω) − Leb(L̂
N
θ′,Ωg)
Leb(hθ′,Ω)
∣∣∣∣∣+ C#τN‖g‖BV.
In addition, by (A.21b), (A.25) and (A.17b) we have
|Leb(hθ,Ω)− Leb(hθ′,Ω)| ≤
∫ θ′
θ
dϕ
∣∣∣(Leb−mϕ,Ω)([1− “Qϕ,Ω]−1L̂ϕ,Ω‹Dϕ,Ωhϕ,Ω)∣∣∣
+O(|θ − θ′|‖Ω‖C1) = O(|θ − θ′|‖Ω‖C1),
where recall ‹Dθ,Ωg = ‹Dθ,Ωg − hθ,Ωmθ,Ω(Dθ,Ωg) and Dθ,Ω is defined in (A.5). Also
note that
Leb(L̂Nθ′,Ωg)
Leb(hθ,Ω)
− Leb(L̂
N
θ′,Ωg)
Leb(hθ′,Ω)
=
Leb(L̂Nθ′,Ωg)
Leb(hθ′,Ω)
ï
Leb(hθ′,Ω)
Leb(hθ,Ω)
− 1
ò
=mθ′,Ω(g)O(|θ − θ′|‖Ω‖C1) +O(τN‖g‖BV)
=O(|θ − θ′|‖Ω‖C1)
(‖g‖L1 + C# exp[−c#‖Ωθ‖−1C0 ] ‖g‖BV)+O(τN‖g‖BV)
86 By perturbation theory the spectral gap varies continuously in θ, hence by compactness
there exist an uniform spectral gap.
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where we have used Lemma A.13 with the choice n = ‖Ωθ‖−1C0 . We can then choose
N = C log ‖Ω‖−1C0 for C large enough and continue our estimate to write87
|mθ,Ω(g)−mθ′,Ω(g)| ≤ C#
N∑
k=1
∫ θ′
θ
∣∣∣Leb(L̂N−kθ,Ω L̂ϕ,ΩDϕ,ΩL̂k−1θ,Ω g)dϕ∣∣∣
+ C#[log ‖Ω‖−1C0 ]|θ − θ′|‖Ω‖C1‖g‖L1 + C#‖Ω‖100C0 ‖g‖BV
≤
N∑
k=1
∫ θ′
θ
∣∣∣∣Leb([e∑N−kj=0 Ωθ◦f¯jℓ,θ◦f¯ℓ,ϕ+Ωϕ − 1]Dϕ,ΩL̂k−1θ,Ω g) dϕ∣∣∣∣
+ C#[log ‖Ω‖−1C0 ]|θ − θ′|‖Ω‖C1‖g‖L1 + ‖Ω‖100C0 ‖g‖BV,
which, integrating by parts, yields the lemma.k 
A.5. Generic conditions.
Here we discuss some conditions that prevent non generic behavior of the transfer
operator. They are arranged by (apparent) increasing strength. Yet, we will see
at the end of the section that, although in general they are all different, in the
particularly simple case we are considering, they are in fact all equivalent to the
weaker condition: the potential should not be cohomologous to a constant. As
the latter condition holds generically, all the conditions stated below also hold
generically.
Lemma A.16. Let θ, ς be values for which L̂θ,ςΩ has a spectral gap, mθ,ςΩ is a
measure and |hθ,ςΩ| > 0. If ∂2ς χθ,ςΩ is zero, then Ωθ is cohomologous to a constant,
i.e. there exists β ∈ R and φ ∈ C1 such that
Ωθ = β + φ− φ ◦ fθ.
Proof. Note that if the second derivative is zero for some θ and ς then, by the
computation implicit in (A.12b), it follows that the sequence
∑n−1
k=0 Ωθ,ςΩ ◦ fkθ is
uniformly bounded in L2(T,mθ,ςΩ) and hence weakly compact.
88 Let
∑nj−1
k=0 Ωθ,ςΩ◦
fkθ be a weakly convergent subsequence and let φ ∈ L2 be its limit. Hence, for any
ϕ ∈ L2 holds
lim
j→∞
νθ,ςΩ
(
ϕ
nj−1∑
k=0
Ωθ,ςΩ ◦ fkθ
)
= νθ,ςΩ(ϕφ).
87 Remember (A.6), from which ∂θL̂θ,Ω = L̂θ,ΩDθ,Ω − L̂θ,Ω∂θ logχθ,Ω, and (A.22a). Also, in
the second line, we use (A.11a) to exchange χθ,Ω with 1.
88 Indeed, recalling (A.12a),
νθ,ςΩ
Ç
n−1∑
k=0
Ωθ,ςΩ ◦ f
k
θ
å2
= n
{
νθ,ςΩ(Ω
2
θ,ςΩ) + 2
n−1∑
j=1
νθ,ςΩ
(
Ωθ,ςΩ ◦ f
j
θ
Ωθ,ςΩ
)}
− 2
n−1∑
j=1
jνθ,ςΩ
(
Ωθ,ςΩ ◦ f
j
θ
Ωθ,ςΩ
)
= −2
∞∑
j=n
νθ,ςΩ
(
Ωθ,ςΩ ◦ f
j
θ
Ωθ,ςΩ
)
− 2
n−1∑
j=1
jνθ,ςΩ
(
Ωθ,ςΩ ◦ f
j
θ
Ωθ,ςΩ
)
which is bounded by (A.14) and the spectral gap of L̂θ,ςΩ.
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It follows that, for any ϕ ∈ C1,
νθ,ςΩ(ϕ[Ωθ,ςΩ − φ+ φ ◦ fθ]) =
= νθ,ςΩ(ϕΩθ,ςΩ) + lim
j→∞
nj−1∑
k=0
νθ,ςΩ(ϕ[Ωθ,ςΩ ◦ fθ − Ωθ,ςΩ] ◦ fkθ )
= lim
j→∞
νθ,ςΩ(ϕΩθ,ςΩ ◦ fnjθ ) = limj→∞mθ,ςΩ(Ωθ,ςΩL̂
nj
θ,ςΩ(ϕhθ,ςΩ))
= νθ,ςΩ(ϕ)νθ,ςΩ(Ωθ,ςΩ) = 0.
Since C1 is dense in L2, it follows that
(A.40) Ωθ,ςΩ = φ− φ ◦ fθ , mθ,ςΩ − a.s.
A function with the above property is called a coboundary, in this case an L2
coboundary. In fact, more is true: φ ∈ C1. Indeed, recalling that νθ,ςΩ(φ) = 0,
L̂θ,ςΩ(Ωθ,ςΩ hθ,ςΩ) = L̂θ,ςΩ(φhθ,ςΩ)− φhθ,ςΩ = −(1− L̂θ,ςΩ)(φhθ,ςΩ).
Note that the above equation has a unique L2(T,mθ,ςΩ) solution.
89 Hence
φ = −h−1θ,ςΩ(1− L̂θ,ςΩ)−1L̂θ,ςΩ(Ωθ,ςΩ hθ,ςΩ) ∈ C1.
The proof then follows recalling that Ωθ,ςΩ = Ωθ − νθ,ςΩ(Ωθ) and setting β =
νθ,ςΩ(Ωθ). 
Remark A.17. Note that the above lemma applies in particular to the case of real
potentials (since mθ,ςΩ is a measure and hθ,ςΩ > 0 by Lemma A.1) and for ς = 0.
Following [32] we introduce
Definition A.18. A real function A ∈ C1 is called aperiodic, with respect to the
dynamics f , if there is no BV function β and ν0, ν1 ∈ R such that A+ β ◦ f − β is
constant on each domain of invertibility of f , and has range in 2πν1Z+ ν0.
Also in the following we will need the, seemingly stronger, condition.
Definition A.19. A real function A ∈ C1 is called c-constant, with respect to the
dynamics f , if there is a BV function β such that A+β ◦ f −β is constant on each
domain of invertibility of f .
We conclude with the announced proof that all the above properties are equiv-
alent in our case of interest.
Lemma A.20. If f ∈ C2(T,T) and expanding, then any c-constant zero average
function A ∈ C1(T,R) is necessarily a coboundary.
Proof. By definition there exists β ∈ BV such that α = A + β ◦ f − β where α
is constant on the invertibility domains of f . If we apply the normalized transfer
operator L̂ to the previous relation we have β = (1−L̂)−1L̂(α−A). Note that, by
hypothesis, L̂k(α−A) is C1 except for at most one point (the common image of the
boundary points of invertibility domains), for each k > 0. Thus β has at most one
(jump) discontinuity, which we assume without loss of generality to be at x = 0.
Since A is smooth on T, calling P the partition of invertibility domains, we have:
0 =
∫ 1
0
A′dx =
∑
p∈P
∫
p
(β′ − (β ◦ f)′)dx = (1− d)(β(1−)− β(0+))
89 Assume otherwise that the equation L̂θ,ςΩψ = ψ has more than one solution in L
2. But for
any such solution let {ψε} ⊂ C1 be a sequence that converges to ψ in L2, then it converges in L1,
moreover mθ,ςΩ(|L̂
n
θ,ςΩ
(ψ−ψε)|) ≤ mθ,ςΩ |ψ−ψε|. Thus, ψ = L̂
n
θ,ςΩ
ψε + o(1) = hθ,ςΩmθ,ςΩ ψ+
o(1). Hence ψ = hθ,ςΩmθ,ςΩ ψ.
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where d is the number if invertibility domains of f , i.e. its topological degree. We
thus conclude that β is in fact continuous on T and therefore α has to be constant
on T (hence identically zero). Consequently, β must be smooth and correspondingly
A is then a C1-coboundary. 
A.6. Non perturbative results.
In this section we collect some results that hold when ς is large, i.e. well outside the
perturbative regime. Such results hold under the generic conditions discussed in the
previous section. Even though we have proven that all the conditions are equivalent,
we will state the next lemmata under the conditions that are most natural in the
proof (and for which the lemma might naturally hold in greater generality).
Lemma A.21. If iΩθ is real, of zero average with respect to νθ,0 and is aperiodic,
then, for all ς 6= 0, the spectral radius of Lθ,ςΩ when acting on both C1 and BV is
strictly less than 1 and varies continuously with ς unless it is smaller than λ−1.
Proof. We start by noticing that, for ς = 0, the maximal eigenvalue is 1 and all other
eigenvalues have modulus strictly smaller than 1. As pointed out in Remark A.12
the relevant spectrum on C1 and BV is the same. Hence, for small ς we can
apply perturbation theory and the first and last of (A.11) imply that χθ,ςΩ =
−Σ(θ)2 ς2 +O(ς3) for some Σ(θ) > 0. Note that Σ(θ) is continuous in θ,90 hence, by
Lemma A.16 and Lemma A.20, infθ Σ(θ) > 0. This yields the results for small ς . On
the other hand, suppose by contradiction that for ς ∈ R \ {0}, Lθ,ςΩh∗ = eiϑh∗ for
some h∗ ∈ C1(T,C) and ϑ ∈ [0, 2π). Then |h∗| ≤ Lθ,0|h∗|, but
∫
[Lθ,0|h∗|− |h∗|] = 0
implies |h∗| = Lθ,0|h∗|, so |h∗| = h0, the maximal eigenvector of Lθ,0. Accordingly,
h∗ = eiβh0 where β is some real-valued function. Note that we can choose β so
that it is smooth a part, at most, a jump of 2πn, for some n ∈ N, at a fixed point
of fθ. Next, notice that
h0 = e
−iβ−iϑLθ,ςΩh∗ = Lθ,0
Ä
ei(−iςΩθ+β−β◦fθ−ϑ)h0
ä
.
If we set α = −iςΩθ + β − β ◦ fθ − ϑ and we take the real part of the above we get
0 = Lθ,0 ([1− cosα]h0) .
Since the function to which the operator is applied is non negative the range of α
must be a subset of 2πZ and can have discontinuities only at the preimages of the
discontinuity of β.
Finally, the continuity of the maximal eigenvalue follows from standard pertur-
bation theory [34] unless the essential spectral radius coincides with the spectral
radius. 
The above theorem implies that the spectral radius is smaller than 1 but does not
provide any uniform bound. Since we will need a uniform bound, more information
is necessary. This, as already noticed in [7, 28], can be gained by using Dolgopyat’s
technique [18].
Lemma A.22. If iΩθ is real, of zero average with respect to νθ,0 and is a non
c-constant function with respect to fθ, then for each ς0 > 0 there exists τ ∈ [0, 1),
such that, for any ς 6∈ [−ς0, ς0] and θ ∈ T1, the spectral radius of Lθ,ςΩ, when acting
on C1, is less than τ .
Proof. By Lemma B.2 and Theorem B.5 of Appendix B, there exists ς1, A > 0 and
τ ∈ (0, 1) such that for all ς 6∈ [−ς1, ς1], n ≥ A log |ς | and θ ∈ T1,
(A.41) ‖Lnθ,ςΩ‖1,ς ≤ τn
90 This follows from (A.12b) and the perturbation theory in [36].
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where ‖f‖1,ς = |f |∞ + |ς |−1|f ′|∞. Next, by Lemma A.21, the spectral radius of
Lθ,ςΩ, for |ς | ∈ [ς0, ς1] is uniformly smaller than one, hence (A.41) is valid also in
such a range perhaps modifying A and τ accordingly. Also note that (A.2) implies,
for all n ∈ N, ‖Lnθ,ςΩ‖1,ς ≤ C#‖Ω‖C1. In particular, by expanding via the Newman
series, for any z ∈ C, τ < |z| ≤ 1:
(A.42) ‖(1z − Lθ,ςΩ)−1‖1,ς ≤ C#
®
‖Ω‖C1A log |ς |
|z|A log |ς| +
(τ |z|−1)A log |ς|
1− τ |z|−1
´
.
Hence the spectral radius is bounded by τ while (A.2) implies that the essential
spectral radius is bounded by λ−1. 
Appendix B. Dolgopyat’s theory
In this appendix we prove a bound for the transfer operator for large ς . The
proof is after the work of Dolgopyat on the decay of correlation in Anosov flows [18].
Unfortunately, we need uniform results in θ, so we cannot use directly the results
in [47, 8, 2]. Although the results below can be obtained by carefully tracing the
dependence on the parameters in published proofs, e.g., in [2, 8], this is a non trivial
endeavor. Therefore we believe the reader will appreciate the following presentation
that collects a variety of results and benefits from several simplifications allowed
by the fact that we treat smooth maps (even though the arguments can be easily
upgraded to cover all the results in the above mentioned papers).
B.1. Setting.
Let f ∈ Cr(T2,T1) and ω ∈ Cr−1(T2,R), r ≥ 2. We will consider the one parameter
family of dynamics fθ(x) = f(x, θ), of potentials Ωθ(x) = ω(x, θ) and the associated
Transfer Operators
Lθ,iςΩθg(x) =
∑
y∈f−1
θ
(x)
eiςΩθ(y)g(y)
f ′θ(y)
.
Also, we assume that there exists λ > 1 such that infx,θ f
′
θ(x) ≥ λ (uniform ex-
pansivity). It is convenient to fix a partition Pθ = {Ii} of T1, such that each Ii is
a maximal invertibility domain for fθ. We adopt the convention that the leftmost
point of the interval I1 is always zero, which we assume to be a fixed point for
every fθ.
91 Note however that all the following is independent of such a choice of
the partition.
Remark B.1. Since the maps fθ are all topologically conjugate (by structural sta-
bility of smooth expanding maps), there is a natural isomorphism between P0 and
Pθ, θ ∈ T1. From now on we will implicitly identify elements of the partitions (and
their corresponding inverse branches) for different θ via this isomorphism and will
therefore drop the subscript θ when this does not any create confusion.
At last we require that the Ωθ satisfies a condition (in general, although not
in the present context, see Appendix A.5) stronger than aperiodicity; namely we
assume it is not c-constant (see Definition A.19).
Let Hn be the collection of the inverse branches of fnθ as defined by the partition
P . Note that an element of Hn can be written as h1 ◦ · · · ◦ hn where hi ∈ H1, thus
Hn is isomorphic to Hn1 . It is then natural to define H∞ = HN1 .
91 Note that this latter assumption does not imply a loss of generality only if the lines of fixed
points of fθ are homotopic to {(0, θ)}θ∈T. If not, one can simply consider a finite open cover of
the torus (in the θ variable), and make the following argument for each element of the covering.
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B.2. Uniform uniform non integrability (UUNI).
The first goal of this section is to prove the following fact.
Lemma B.2. In the hypotheses specified in Subsection B.1 there exist C6 > 0 and
n0 ∈ N such that, for each n ≥ n0 and θ ∈ T1,
(B.1) sup
hθ,κθ∈Hn
inf
x∈T1
∣∣∣∣ ddx (Ωn,θ ◦ hθ)(x) − ddx (Ωn,θ ◦ κθ)(x)
∣∣∣∣ ≥ C6,
where, Ωn,θ :=
∑n−1
k=0 Ωθ ◦ fkθ .
Remark B.3. Condition (B.1), when referred to a single map, is commonly called
uniform non integrability (UNI for short) and has been originally introduced by
Chernov in [10], a remarkable paper which constituted the first breakthrough in the
quantitative study of decay of correlations for flows. The difference here is due to
the fact that we have a family of dynamics, rather that only one, and we require a
further level of uniformity. The relation between UNI and not being cohomologous
to a piecewise constant function was first showed in [2, Proposition 7.4]. The above
Lemma constitutes a not very surprising extension of the aforementioned proposi-
tion.
Proof of Lemma B.2. Suppose the lemma to be false, then given a ∈ N large
enough to be chosen later, there exist sequences {nj , θj}, λ−nj < 1−λ−12ja , such that
for each h, κ ∈ Hθj ,nj there exists xj,h,κ ∈ T1 such that∣∣∣∣ ddx(Ωnj ,θj ◦ h)(xj,h,κ)− ddx(Ωnj ,θj ◦ κ)(xj,h,κ)
∣∣∣∣ ≤ 1ja .
Start by noting that if h ∈ Hn, then h = h1 ◦ · · · ◦ hn with hi ∈ H1, and
Ωn,θ ◦ h =
n∑
k=0
Ωθ ◦ hk+1 ◦ · · · ◦ hn.
Note that all the Ωn,θ◦h belong to Cr−1(T1\{0},R). For further use, given h ∈ H∞,
let us define, for each n ∈ N,
(B.2) Ξθ,n,h(x) =
n∑
k=0
Ωθ ◦ hk ◦ · · · ◦ hn(x)−
n∑
k=0
Ωθ ◦ hk ◦ · · · ◦ hn(x0),
for some fixed x0 ∈ T1. We remark that, by usual distortion arguments, for each
h ∈ H∞, we have ‖Ξθ,n,h‖C1 ≤ C#. For each h ∈ Hn and k ≤ n let h¯k := fkθ ◦ h.
Next, for each j ∈ N and pj ≤ nj , let ℓ ∈ Hθj ,pj . Then, for each h, κ ∈ Hθj ,nj−pj ,
letting xj,h◦ℓ,κ◦ℓ = z,
1
ja
≥
∣∣∣∣ ddx (Ωnj ,θj ◦ h ◦ ℓ)(z)− ddx(Ωnj ,θj ◦ κ ◦ ℓ)(z)
∣∣∣∣
=
∣∣∣∣∣∣
nj−pj∑
k=0
Ω′θj ◦ h¯k ◦ ℓ(z) · (h¯k ◦ ℓ)′(z)− Ω′θj ◦ κ¯k ◦ ℓ(z) · (κ¯k ◦ ℓ)′(z)
∣∣∣∣∣∣
≥
∣∣∣∣ ddx (Ωnj−pj ,θj ◦ h)(ℓ(z))− ddx (Ωnj−pj ,θj ◦ κ)(ℓ(z))
∣∣∣∣Λ−pj ,
where Λ = supθ,x |f ′θ(x)|. Accordingly, setting Pθ,n = {h(T1)}h∈Hn , for each I ∈
Pθj,pj we have
sup
x∈I
∣∣∣∣ ddx (Ωnj−pj ,θj ◦ h)(x)− ddx (Ωnj−pj ,θj ◦ κ)(x)
∣∣∣∣ ≤ Λpjja + C#λ−pj .
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Thus, setting n¯j = nj − pj, choosing pj = C# log j and provided that a has been
chosen large enough, we have that for each h, κ ∈ Hθj ,n¯j ,∥∥∥∥ ddx(Ωn¯j ,θj ◦ h)− ddx (Ωn¯j ,θj ◦ κ)
∥∥∥∥
∞
≤ C#
j
.
Next, for hθ,1, · · · , hθ,m ∈ H1, let Cm = supθ sup{hθ,i} ‖∂θ[hθ,1◦· · ·◦hθ,m]‖∞. Then
∂θ[hθ,1◦· · ·◦hθ,m] = [∂θhθ,1]◦hθ,2 · · ·◦hθ,m+h′θ,1◦hθ,2 · · ·◦hθ,m ·{∂θ[hθ,2 · · ·◦hθ,m]}
implies Cm ≤ C# + λ−1Cm−1, that is Cm ≤ C#. This implies that
‖∂θ∂x [Ωn,θ ◦ hθ] ‖∞ ≤ C#.
We can then consider a subsequence {jk} such that {θjk} converges, let θ¯ be its limit.
Also, without loss of generality, we can assume that jk ≥ 2C#k and|θjk − θ¯| ≤ k−1.
Thus, for k large enough and for each h, κ ∈ Hn¯jk θ¯, we have
(B.3)
∥∥∥∥ ddx (Ωn¯jk ,θ¯ ◦ h)(x) − ddx (Ωn¯jk ,θ¯ ◦ κ)
∥∥∥∥
∞
≤ 1
k
.
We are now done with the preliminary considerations and we can conclude the
argument. Let Ξk,h = Ξθ¯,njk ,h
. Since
|Ωθ ◦ hk+1 ◦ · · · ◦ hn(x)− Ωθ ◦ hk+1 ◦ · · · ◦ hn(x0)| ≤ ‖ d
dx
Ωθ ◦ hk+1 ◦ · · · ◦ hn‖∞
≤ C#λ−n+k,
it follows that the limit Ξh = limk→∞ Ξk,h exists in the uniform topology. Note
that, since the derivative of Ξk,h are uniformly bounded, Ξ is Lipschitz in T
1 \ {0}.
In addition, since Ξh(x0) = 0, equation(B.3) implies, for each h, κ ∈ Hθ¯,∞,∥∥∥∥ ddx [Ξk,h − Ξk,κ]
∥∥∥∥
∞
≤ 2
k
.
It follows that Ξh = Φ is independent of h. Finally, choose h ∈ H1 and h¯ ∈ H∞
such that h¯ = h ◦ h ◦ · · · , then, if x ∈ h−1(T1),
Ξθ,n,h¯ ◦ fθ(x)− Ξθ,n,h¯(x) = Ωθ − Ωθ(hn(x)).
Since fθ has exactly one fixed point xI in each I ∈ Pθ, lim
n→∞h
n(x) = xI , where
I = h(T1). From the above considerations it follows
Φ ◦ fθ¯ − Φ = Ωθ¯ +Ψ
where Ψ is constant on the elements of Pθ¯ and Φ ∈ BV. That is, Ωθ¯ is c-constant,
contrary to the hypothesis. 
It is now easy to obtain the result we are really interested in.
Corollary B.4. In the hypotheses specified in Subsection B.1, there exists n1 ∈ N
and h, κ ∈ Hn1 such that, for each n ≥ n1, θ ∈ T1 and ℓ ∈ Hn−n1
(B.4) inf
x∈T1
∣∣∣∣ ddx (Ωn,θ ◦ ℓ ◦ h)(x)− ddx (Ωn,θ ◦ ℓ ◦ κ)(x)
∣∣∣∣ ≥ C62 ,
Proof. Let n1 ≥ n0. Then, for h ∈ Hn1 and ℓ ∈ Hn−n1
Ωn,θ ◦ ℓ ◦ h = Ωn1,θ ◦ h+Ωn−n1,θ ◦ ℓ ◦ h.
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Thus, by Lemma B.2, we can choose h, κ so that
inf
x∈T1
∣∣∣∣ ddx (Ωn,θ ◦ ℓ ◦ h− Ωn,θ ◦ ℓ ◦ κ) (x)
∣∣∣∣ ≥ 34C6 − C#(|h′|∞ + |κ′|∞)
≥ 3
4
C6 − C#λ−n1 .
The result follows by choosing n1 large enough. 
B.3. Dolgopyat inequality.
In order to investigate the operator Lθ,iςΩθ for large ς it is convenient to use slightly
different norms and operators. The reason is that on the one hand, the main esti-
mate is better done in a ς dependent norm and, on the other hand, it is convenient
to have operators that are contractions. Let ρ := hθ,0[
∫
hθ,0]
−1 be the invariant
density of the operator Lθ,0 and define
Lˇθ,iςΩθ (g) = ρ−1Lθ,iςΩθ (ρg) , ‖g‖1,ς = ‖g‖C0 +
‖g′‖C0
|ς | ,
Then we have92
‖Lˇθ,iςΩθ (g)‖C0 ≤ ‖g‖C0, ‖Lˇθ,iςΩθ (g)‖L1ρ ≤ ‖g‖L1ρ,(B.5)
as announced. Moreover, by (A.2), it follows that, for ς ≥ ς0, with ς0 > 0 large
enough, and n ∈ N,
(B.6) ‖Lˇnθ,iςΩθ(g)‖1,ς ≤ C#λ−n‖g‖1,ς +B0‖g‖C0,
for a fixed constantB0. Fix λ¯ ∈ (λ, 1) and choose n2 ∈ N such that C#λ−n2 ≤ λ¯−n2 .
Also, for future use, we chose n2 so that λ¯
−n2 ≤ 12 . Iterating the above inequalities
by steps of length n3 ∈ N, n3 ≥ n2, we have
(B.7) ‖Lˇkn3θ,iςΩθ(g)‖1,ς ≤ λ¯−kn3‖g‖1,ς +B0
k−1∑
j=0
λ¯−(k−j−1)n3‖Lˇjn3θ,iςΩθ (g)‖C0 .
Theorem B.5. If condition (B.4) is satisfied, then there exists A,B > 0, and
γ < 1 such that for all |ς | ≥ B and n ≥ A log |ς |, we have
sup
θ∈T1
‖Lˇnθ,iςΩθ‖1,ς ≤ γn.
Remark B.6. In fact, Theorem B.5, for fixed θ, is a special case of [8, Theorem
1.1]. To be precise, [8, Theorem 1.1] is stated for a single map and with strictly
positive roof functions (a role here played by Ωθ). The latter can easily be arranged
by multiplying the transfer operator by ei2‖Ωθ‖, which does not change the norm.
In addition, a careful look at the proof should show that A,B, γ depend on the map
and potential only via n1, C6 of (B.4) and ‖f ′θ‖∞, ‖(f ′θ)−1‖∞, ‖f ′′θ (f ′θ)−1‖∞, ‖Ωθ‖C2
which, in the present case, are all uniformly bounded. Nevertheless, we think the
reader may appreciate the following simpler, self-contained, proof rather than being
referred to the guts of [8].
Proof of Theorem B.5. For each g ∈ C1 set gk = Lˇkn3θ,iςΩθg, with n3 ≥ n1 from
Corollary B.4 and n3 ≥ n2 as in equation (B.7). The basic idea, going back to
Dolgopyat [19], is to construct iteratively functions uk ∈ C1(T1,R≥0) such that
|gk(x)| ≤ uk(x) for all k ∈ N and x ∈ T1 and on which one has good bounds. More
precisely:
92 The first follows trivially from |Lˇθ,iςΩθg| ≤ ‖g‖L∞ Lˇθ,01 and Lθ,0ρ = ρ. The second from
the standard ‖Lθ,iςΩθ (g)‖L1 ≤ ‖g‖L1 .
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Lemma B.7. There exists constants K,β,B1, ς0 > 1, τ > 0, n3 ≥ max{n1, n2}
and, for all g ∈ C1 with ‖g′‖C0 ≤ β|ς |−1‖g‖C0, functions {Γg,k}k∈N ∈ C1(T1, [4/5, 1])
such that, for all |ς | ≥ ς0 and k ∈ N,
(B.8) ‖Γ′g,k‖L∞ ≤ B1|ς |,
and, setting u0 = ‖g‖∞ + β−1|ς |−1‖g′‖∞ and uk+1 = Lˇn3θ,0(Γg,kuk), we have, for
any x ∈ T1,
max{|u′k(x)|, |g′k(x)|} ≤ β|ς |uk(x) , |gk(x)| ≤ uk(x)
and, for any I = [a1, a2] ⊂ T1 so that |a2 − a1| ≥ 4K|ς |−1:∫
I
Lˇn3θ,0Γ2g,k ≤ e−3τ |I|.
Let us postpone the proof of Lemma B.7 and see how it implies the wanted
result. First of all, note that if ‖g′k‖C0 ≥ β|ς |−1‖gk‖C0 , then equation (B.7) implies
‖gk+1‖1,ς ≤ γ‖gk‖1,ς , provided β has been chosen large enough. We can thus
assume ‖g′‖C0 ≤ β|ς |−1‖g‖C0 without loss of generality.
Next, note that, for any j0 ∈ N, by equation (A.2) and choosing λ¯ as in equa-
tion (B.7), we can write∣∣∣∣ ddx Lˇj0n3θ,0 (uk)
∣∣∣∣ ≤ λ¯−j0n3 Lˇj0n3θ,0 (|u′k|) +BLˇj0n3θ,0 (uk) ≤ (λ¯−j0n3β|ς |+B)Lˇj0n3θ,0 (uk).
By eventually increasing ς0, we can choose j0 so that, for all ς ≥ ς0,
(B.9)
∣∣∣∣ ddxρ îLˇj0n3θ,0 (uk)ó2∣∣∣∣ ≤ τ |ς |4K ρ îLˇj0n3θ,0 (uk)ó2 .
Thus, given any partition {pm} of T1 in intervals of size between 3K|ς |−1 and
4K|ς |−1 we have∫
T1
u2k+j0ρ ≤
∫
T1
¶
Lˇn3θ,0[Γk+j0−1(Lˇ(j0−1)n3θ,0 uk)]
©2
ρ ≤
∫
T1
ρLˇn3θ,0Γ2k+j0−1 · Lˇj0n3θ,0 u2k
≤
∑
m
∫
pm
Lˇn3θ,0Γ2k+j0−1
eτ
|pm|
∫
pm
ρLˇj0n3θ,0 u2k
≤ e−2τ
∫
T1
ρLˇj0n3θ,0 u2k = e−2τ
∫
T1
u2k ρ,
where in the second inequality of the first line we have used Schwarz inequality with
respect to the sum implicit in Lˇn3θ,0 and Lˇn3(j0−1)θ,0 ; the second line follows from (B.9);
the first inequality of the third line follows from the last assertion of Lemma B.7,
while the last inequality follows from the well known contraction of Lˇθ,0 in L1ρ.
Finally, iterating the above equation, we obtain
‖ukj0‖L2ρ ≤ e−kτ‖u0‖L2ρ.
Accordingly, there exists A > 0 such that, for all n ≥ A2 log |ς | we have λ¯ ≤ |ς |−2
and
‖gn‖L2ρ ≤ ‖un‖L2ρ ≤ |ς |−4‖u0‖L2ρ.
The above equation together with (B.7) and the fact that, for all g˜ ∈ C1,93
‖g˜‖∞ ≤ ‖g˜‖
1
2
L2ρ
î
‖g˜‖L2ρ + 2‖g˜′ρ−1‖∞
ó 1
2
yields ‖Lˇnθ,iςΩθg‖1,ς ≤ |ς |−1‖g‖1,ς for all n ∈ [A log |ς |, 2A log |ς |] ∩ N. The latter
readily implies Theorem B.5. 
93 Indeed, |g˜(x)|2 ≤ ‖g˜‖2
L2ρ
+ 2
∫
T1
|g˜| |g˜′|.
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Proof of Lemma B.7. Since u0 = ‖g‖∞+β−1|ς |−1‖g′‖∞, trivially, max{|u′0|, |g′0|} ≤
β|ς |u0 and |g0(x)| ≤ u0(x) for all x ∈ T1. Suppose, by induction, that max{|u′k|, |g′k|} ≤
β|ς |uk, and |gk(x)| ≤ uk(x) for all x ∈ T1, then (A.2) implies
|g′k+1(x)| ≤ λ¯−n3(Lˇn3θ,0|g′k|)(x) +B|ς |(Lˇn3θ,0|gk|)(x)
≤ β|ς | [λ¯−n3 +Bβ−1] (Lˇn3θ,0uk)(x) ≤ β|ς |54 [λ¯−n3 +Bβ−1]uk+1(B.10)
where we have assumed the existence of the wanted Γg,k that remains to be con-
structed. By choosing β large enough it follows
|g′k+1(x)| ≤ β|ς |uk+1.
The proof of the analogous inequality for uk being similar, but it uses B.8.
Next, let h∗, κ∗ ∈ Hn3 be two branches satisfying (B.4), whose existence follows
by Corollary B.4, and let us define the set “H = Hn3 \ {h∗, κ∗}. Then,
(B.11) |gk+1(x)| ≤
∑
h∈Ĥ
(ukρ) ◦ h(x)
ρ(x)(fn3θ )
′ ◦ h(x) +
∣∣∣∣∣∣
∑
h∈{h∗,κ∗}
eiςΩn3,θ◦h(x)(ρgk) ◦ h(x)
ρ(x) (fn3θ )
′ ◦ h(x)
∣∣∣∣∣∣ .
To conclude we need a sharp estimate for the second term in (B.11), where a
cancellation may take place. To this end it is helpful to introduce a partition of
unity. This can be obtained by a function φ ∈ C2(R≥0, [0, 1]) such that φ(x) = 1
for |x| ≤ 12 and φ(x) = 0 for |x| ≥ 1 and 1 =
∑
n∈N φ(x − n), for all x ∈ R. We
then define Lς = ⌊K−1|ς |⌋, ψm(x) = φ(Lςx − m). Note that, by construction,∑Lς−1
m=0 ψm = 1 (here we are interpreting the ψm as functions on T
1). Let Im =
suppψm and let xm be its middle point. Note that
K
|ς| ≤ |Im| ≤ 2K|ς| .
To continue, for each m ∈ {1, · · · , Lς − 1}, we must consider two different
cases. First suppose that there exists h¯m ∈ {h∗, κ∗} such that gk(h¯m(xm)) ≤
1
2uk(h¯m(xm)). Note that, for z ∈ h(Im),
e−2Kλ
−n3βuk(z) ≤ uk(h(xm)) ≤ e2Kλ−n3βuk(z)
hence
|g′k(z)| ≤ β|ς |uk(z) ≤
3
2
β|ς |uk(h¯m(xm))
provided Kλ−n3β ≤ 18 . Which implies, for all x ∈ Im,
(B.12) |gk ◦ h¯m(x)| ≤ 4
5
|uk ◦ h¯m(x)|,
provided Kλ−n3β ≤ 190 .
Second, suppose that, for each h ∈ {h∗, κ∗}, |gk(h(xm))| ≥ 12uk(h(xm)). Then
|g′k(z)| ≤ β|ς |uk(z) ≤ 2β|ς |uk(h(xm)) ≤ 4β|ς | |gk(h(xm))|.
The above implies 12 |gk(h(xm))| ≤ |gk(z)| ≤ 2|gk(h(xm))| provided Kλ−n3β ≤ 18 .
Thus, setting Ah =
(ρgk)◦h(x)
ρ(x) (f
n3
θ
)′◦h(x) , we have
|A′h(x)| ≤ C#(h′(x)2β|ς |+ h′(x))|uk(h(x))| ≤ C#(h′(x)2β|ς |+ h′(x))|gk(h(x))|
≤ C#(h′(x)β|ς |+ 1)|Ah(x)|.
Defining Ah = e
iθhBh, with θh, Bh real and Bh ≥ 0, we have
|A′h| ≥
1√
2
(|θ′hBh|+ |B′h|) .
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The above implies that, given β, we can chose n3 and ς0 large enough so that
|θ′h(x)| ≤ C#(h′(x)β|ς | + 1) ≤
C6|ς |
32π
,
|B′h(x)| ≤
C6|ς |
32π
Bh(x).
Hence, setting Θ := Ωn3,θ ◦ h∗ − Ωn3,θ ◦ κ∗ + |ς |−1(θh∗ − θκ∗),
C# ≥
∣∣∣∣ ddxΘ
∣∣∣∣ ≥ C64 .
In turns, this implies that the phase Θ has at least one full oscillation in Im provided
K ≥ 8πC6 . Also, infIm Bh ≥ 12 supIm |Bh|, provided K ≤ 10πC6 . Next, suppose that
‖Bh∗‖∞ ≥ ‖Bκ∗‖∞, (hence 4|Bh∗(x)| ≥ |Bκ∗(x)|), and set h¯m = κ∗, the other case
being treated exactly in the same way (interchanging the role of h∗ and κ∗, hence
setting h¯m = κ∗). Given the above notation, the last term of (B.11) reads
|Bh∗ − eiςΘBκ∗ | =
[
B2h∗ +B
2
κ∗ − 2Bh∗Bκ∗ cos ςΘ
]1
2 .
It follows that there exists a constant C7 > 0 and intervals J ⊂
◦
Im,
4π
C6|ς| ≥ |J | ≥ C7|ς|
on which cos ςΘ ≥ 0. Then, on each such interval J ,
|Bh∗ − eiςΘBκ∗ | ≤
[
B2h∗ +B
2
κ∗
] 1
2 ≤ Bh∗ +
4
5
Bκ∗ .
We can then define Ξm ∈ C∞(Im, [ 45 , 1]) such that Ξm(x) = 1 outside the intervals
J , Ξm(x) =
4
5 on the mid third of each J and ‖Ξm‖C1 ≤ C#|ς |. It follows
|Bh∗ − eiςΘBκ∗ | ≤
∣∣∣∣ (gkρ) ◦ h∗(ρfn3θ )′ ◦ h∗
∣∣∣∣+ Ξm ∣∣∣∣ (gkρ) ◦ κ∗(ρfn3θ )′ ◦ κ∗
∣∣∣∣
≤ (ukρ) ◦ h∗
(ρfn3θ )
′ ◦ h∗ + Ξm
(ukρ) ◦ h¯m
(ρfn3θ )
′ ◦ h¯m .
(B.13)
We can finally define the function Γg,k ∈ C1(T1, [0, 1]) as
Γg,k(x) =
Lς−1∑
m=0
ψm ◦ fn3(x)Γk,m(x).
where
Γk,m(x) =
®
1 if x ∈ h(Im), h 6= h¯m,
Ξm ◦ fn3(x) if x ∈ h¯m(Im).
Note that with the above definition, condition (B.8) is satisfied. Also, by equa-
tions (B.12) and (B.13), it follows |gk+1| ≤ uk+1.
Finally, we must check the last claim of the Lemma. Note that it suffices to
consider intervals I of size between 4K|ς |−1 and 8K|ς |−1.∫
I
Lˇn3θ,0Γ2g,k ≤
∑
m
∫
I
ψm · Lˇn3θ,0(Γ2k,m)
≤
∑
m
 ∑
h∈Hn3/{h¯m}
∫
I
ψm
ρ ◦ h · h′
ρ
+
∫
I
ψmΞ
2
m
ρ ◦ h¯m · h¯′m
ρ
 .
Note that there exists at least one m∗ such that Im∗ ⊂ I. Moreover, at least C73K
of Im∗ (hence at least
C7
24K of I) is covered by intervals J on which Ξm∗ = 4/5 and
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ψm∗ = 1. Let J∗ be the union of such intervals. Since
ρ(x)
ρ(y) ≤ eC#|x−y|, for each
η ∈ (0, 1),∫
I
ψm∗Ξm∗
ρ ◦ h¯m∗ · h¯′m∗
ρ
≤
∫
I\J∗
ψm∗
ρ ◦ h¯m∗ · h¯′m∗
ρ
+
16
25
∫
J∗
ρ ◦ h¯m∗ · h¯′m∗
ρ
≤ (1− η)
∫
I\J∗
ψm∗
ρ ◦ h¯m∗ · h¯′m∗
ρ
+
Å
η
|I|
|J∗| +
16
25
ã ∫
J∗
ψm∗
ρ ◦ h¯m∗ · h¯′m∗
ρ
.
Thus, choosing η = 9C725(C7+24K) we have∫
I
ψm∗Ξm∗
ρ ◦ h¯m∗ · h¯′m∗
ρ
≤ (1− η)
∫
I
ψm∗
ρ ◦ h¯m∗ · h¯′m∗
ρ
.
Also note that there exists M > 0 such that, for all h ∈ Hn3 and m ∈ {1, · · · , Lς −
1}, ∫
I
ψm
ρ ◦ hh′
ρ
≤M
∫
I
ψm∗
ρ ◦ h¯m∗ h¯′m∗
ρ
.
Moreover, note that I can intersect at most 9 intervals Im. By an argument similar
to the above it then follows that there exists τ > 0 such that∫
I
Lˇn3θ,0Γ2g,k ≤ e−3τ
∑
m
∑
h∈Hn3
∫
I
ψm
ρ ◦ h · h′
ρ
= e−3τ
∫
I
Lˇn3θ,01 = e−3τ |I|. 
Appendix C. A tedious computation
Here we perform explicitly the computations that lead to (8.25). These are
simple but tedious computations that, in subsequent occasions, will be left to the
reader. We provide this appendix so that the reader can see precisely how such
computations are done and be able to reproduce them when equally detailed proofs
are not provided.
Let us recall the starting point (see (8.12)):
Mk = Ξ̂(t− εSk, θ¯Lk)
{
Lk−1∑
j=0
Ξj,Lk
[
ωˆ(xj , θj)− ε
2
ω¯′(θ¯j)ω¯(θ¯j)
]}
+ εCk
Ck =
1
2
Ξ̂(t− εSk, θ¯Lk)P (t− εSk, θ¯Lk)
[
Lk−1∑
j=0
Ξj,Lk ωˆ(xj , θj)
]2
.
Recall, as already observed in Section 2, that ω¯ ∈ C3−α for any α > 0. Let us
compute term by term.
Ξ̂(t− εSk, θ¯Lk)
Lk−1∑
j=0
Ξj,Lk ωˆ(xj , θj) = Ξ̂(t− εSk, θ¯∗ℓ,Lk)
Lk−1∑
j=0
Ξ∗ℓ,j,Lk ωˆ(xj , θj)
+ ∂θΞ̂(t− εSk, θ¯∗ℓ,Lk)∂θ θ¯(εLk, θ∗ℓ )
Lk−1∑
j=0
Ξ∗ℓ,j,Lk ωˆ(xj , θj)(θ0 − θ∗ℓ )
+ εΞ̂(t− εSk, θ¯∗ℓ,Lk)
Lk−1∑
j=0
Lk−1∑
l=0
Ξ∗ℓ,j,LkÄ
1 + εω¯′(θ¯∗ℓ,l)
ä ω¯′′(θ¯∗ℓ,l)∂θ θ¯(εl, θ∗ℓ )ωˆ(xj , θj)(θ0 − θ∗ℓ )
+O(ε2δ2
C
Lk + ε
3−δ∗δ2−δ∗
C
L2k),
where we have used that |θ0 − θ∗ℓ | ≤ C#εδC, by ∂θΞ̂ we mean the derivative with
respect to the second variable and we have used the definition (8.8) of Ξi,j . Now
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note that the term on the second line of the previous equation is of type (recall
Notation 8.8)
εKk,1ℓ,2 = ε
∑
i1,i2
C
k,1
ℓ,2,(i1,i2)
A1,i1A2,i2
where we have Ck,1ℓ,2,(i1,i2) = 0, if i1 6= 0, and A1,0(x, θ) = ε−1 · (θ− θ∗ℓ ) while A2,i2 =
ωˆ(x, θ). Note that, provided C∗ has been chosen large enough, ‖Aj,ij‖C1 ≤ C∗, as
required. In fact, the terms has the extra property ‖Kk,1ℓ,2 ‖C0 ≤ C∗δCLk, but we will
not use this in the following. Similar arguments show that the term on the third
line is of type ε2Kk,2ℓ,3 : we can thus subsume both terms as a εK
k,1
ℓ,3 term.
Next,
− ε
2
Ξ̂(t− εSk, θ¯Lk)Ξj,Lk
Lk−1∑
j=0
ω¯′(θ¯j)ω¯(θ¯j)
=− ε
2
Ξ̂(t− εSk, θ¯∗ℓ,Lk)Ξ∗ℓ,j,Lk
Lk−1∑
j=0
ω¯′(θ¯∗ℓ,j)ω¯(θ¯
∗
ℓ,j)
− ε
2
∂θΞ̂(t− εSk, θ¯∗ℓ,Lk)∂θ θ¯(εLk, θ∗ℓ )Ξ∗ℓ,j,Lk
Lk−1∑
j=0
ω¯′(θ¯∗ℓ,j)ω¯(θ¯
∗
ℓ,j)(θ0 − θ∗ℓ )
− ε
2
Ξ̂(t− εSk, θ¯∗ℓ,Lk)Ξ∗ℓ,j,Lk
Lk−1∑
j=0
[
ω¯′′(θ¯∗ℓ,j)ω¯(θ¯
∗
ℓ,j) + ω¯
′(θ¯∗ℓ,j)
2
]
∂θ θ¯(εj, θ
∗
ℓ )(θ0 − θ∗ℓ )
+O(L2kε3δC + ε3−δ∗δ2−δ∗C Lk).
The terms in the second and third line are of type ε2Kk,1ℓ,1 , which is a bound smaller
that the one for the correlation terms already obtained. Finally, for the last term
we have
Ck =
1
2
Ξ̂(t− εSk, θ¯∗ℓ,Lk)P (t− εSk, θ¯∗ℓ,Lk)
[
Lk−1∑
j=0
Ξ∗ℓ,j,Lk ωˆ(xj , θj)
]2
+
1
2
∂θΞ̂(t− εSk, θ¯∗ℓ,Lk)∂θ θ¯(εLk, θ∗ℓ )P (t− εSk, θ¯∗ℓ,Lk)
[
Lk−1∑
j=0
Ξ∗ℓ,j,Lk ωˆ(xj , θj)
]2
(θ0 − θ∗ℓ )
+
1
2
∂θΞ̂(t− εSk, θ¯∗ℓ,Lk)P (t− εSk, θ¯∗ℓ,Lk)∂θ θ¯(εLk, θ∗ℓ )
[
Lk−1∑
j=0
Ξ∗ℓ,j,Lk ωˆ(xj , θj)
]2
(θ0 − θ∗ℓ )
+O(L3kε2δC + ε2L2kδ2C ).
Note that the first two lines can be interpreted as a Kk,2ℓ,3 term; also, any previous
correlation term can be interpreted as a term of this type. Collecting the above
facts, and recalling the constraints on L∗ and δC, we obtain (8.25).
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