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VOLTERRA EVOLUTION ALGEBRAS AND THEIR GRAPHS
IZZAT QARALLEH AND FARRUKH MUKHAMEDOV
Abstract. In this paper, we introduce Volterra evolution algebras which are
evolution algebras whose structural matrices are described by skew symmetric
matrices. A main result of the present paper gives a connection between such
kind of algebras with ergodicities of Volterra quadratic stochastic operators.
Furthermore, some of properties of the considered algebras such as nilpotency,
derivations have been studied as well.
Mathematics Subject Classification: 17D92, 17D99, 39A70, 47H10.
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1. Introduction
There exist several classes of non-associative algebras (baric, evolution, Bern-
stein, train, stochastic, etc.), whose investigations have provided a number of sig-
nificant contributions to theoretical population genetics [23,30]. These classes have
been defined in different times by several authors, and all algebras belonging to
such classes are generally called genetic (see [30, 32]). In [10] it was introduced
the formal language of abstract algebra to the study of the genetics. On the other
hand, problems of population genetics can be traced back to Bernstein’s work [1]
where evolution operators were studied which naturally define genetic algebras
(see [5, 20]). Notice that such kind of evolution operators are described by qua-
dratic stochastic operators (QSO) [15, 20]. Dynamics of QSO is closely related to
the investigation of certain algebraic properties of the evolution algebras (see [7]).
In [27] a new type of evolution algebra has been introduced. Thereafter, in [28]
the foundations of these algebras have been established. These types of algebras
lie between algebras and dynamical systems. Although, evolution algebras do not
form a variety (they are not defined by identities), algebraically, their structure
has table of multiplication, which satisfies the conditions of commutative algebra.
Dynamically, they represent discrete dynamical systems. In this context, an evo-
lution algebra is nothing but a finite-dimensional algebra E provided with a basis
B = {ei : i ∈ Λ} , such that eiej = 0 whenever i 6= j (such a basis is said to be
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natural), and e2i =
∑n
k=1 aikek. The coefficients aik define the structure matrix AE
of E relative to B that codifies the dynamic structure of E. These kind of algebras
have numerous connections with other mathematical filed such as graph theory,
group theory, Markov chains, dynamical systems, knot theory, 3-manifolds and the
study of the Riemann-Zeta function (see [28]).
In [3, 6, 16, 19, 22, 24] certain properties(such as nilpotency, derivations) of evo-
lution algebras have been investigated. In [8] nilpotency of evolution algebras has
been studied by means of graphs. Recently, many author have studied evolution
algebras, whose structural matrices are identified by the coefficients of inheritance
of some quadratic stochastic operators (see for instance [4,7,18,22,24,26] ). How-
ever, they have studied the properties of such algebra from algebraic point of view,
and has no implementation of dynamical behavior of such kind of operators even
some dynamical properties have been carried out. Therefore, it is very natural to
find some connections between the evolution algebra and the associated dynamical
system ( see [25,26]). In the present paper, we are gong to clarify this issue in the
class of Volterra evolution algebras which we are going to be introduced. Namely,
by looking some properties of Volterra evolution algebras, we could predict dy-
namical behavior of associated Volterra QSO. We notice that every Volterra QSO
defines a genetic algebra (in sense of [20]) whose some properties have been inves-
tigated in [13,14]. We point out that our new algebra is not related to these types
of algebras.
The paper is organized as following. In section 2. we introduce Volterra evolution
algebras, and prove that such kind of algebras are not nilpotent. We notice that
in the literature mostly nilpotent evolution algebras have been investigated [3, 6].
In section 3, we describe isomorphism of some Volterra evolution algebras which
will allow us to find a connect to the prediction of dynamical behavior of Volterra
QSO. It is known that every Volterra QSO is associated to some weighted graph.
Furthermore, in section 4 we study the associated weighted graphs and Volterra
evolution algebras, and prove that the graphs are isomorphic if and only if the
corresponding Volterra algebras are isomorphic. Moreover, in the final section 5,
we prove that derivation of Volterra evolution algebras whose graph is complete,
is trivial. Moreover, the description of all derivations on 3-dimensional Volterra
evolution algebras is provided.
2. Voltera Quadratic Stochastic Operators
In this section we recall a definition and some basic properties of Volterra qua-
dratic stochastic operators. Let
Sm−1 = {x = (x1, x2, ..., xm) ∈ R
m : xi ≥ 0,
m∑
i=1
xi = 1}
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be the m− 1 dimensional simplex. A mapping V : Sm−1 → Sm−1 defined by
(V x)k :=
m∑
i,j=1
pij,kxixj , ∀k = 1, m (2.1)
is said to be a quadratic stochastic operator (QSO) where pij,k ≥ 0,
∑m
k=1 pij,k and
pij,k = pji,k ∀i, j = 1, m.
A QSO (2.1) is called Volterra if pij,k = 0 whenever k /∈ {i, j} for any i, j ∈
{1, m}.
We notice that a biological meaning of the Volterra condition is obvious, i.e. the
offspring repeats one of its parents genotype.
It is known [13] that any Volterra QSO can be written in the following form
(V x)k := xk
(
1 +
m∑
i=1
akixi
)
, k = 1, · · · , m, (2.2)
where Am = (aki)
m
k,i=1 is a skew-symmetric matrix with |aki| ≤ 1. Dynamics of such
kind of operators was studied in [13]. We refer to [15] for general review about the
theory of QSO.
On the basis of numerical calculations Ulam conjectured [29] that the ergodic
theorem holds for any QSO V , that is, the
lim
n→∞
1
n
n−1∑
k=0
V kx
exists for any x ∈ Sm−1. In 1977 Zakharevich [31] proved that this conjecture is
false, in general. He constructed an example of Volterra QSO which is not ergodic.
Later on, in [11], this result has been extended to general Volterra QSO in S2 given
by
V :


x′1 = x1(1 + ax2 − bx3)
x′2 = x2(1− ax1 + cx3)
x′3 = x3(1 + bx1 − cx2)
(2.3)
Namely, the following result has been established.
Theorem 2.1. [11] If the parameters a, b, c for the Volterra quadratic stochastic
operator (2.3) have the same sign and each of them non-zero, then the ergodic
theorem will fail for this operator.
Unfortunately, up to now, there is no general theorem to clarify the non-ergodicity
of any Volterra QSO in higher dimensions. Some particular cases (in low dimen-
sions) have been investigated in [12]. Therefore, it would be natural at least to
predict non-ergodic behavior of Volterra QSO in higher dimensions.
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3. Volterra Evolution Algebra
Let us first recall the definition of evolution algebra.
Definition 3.1. Let E be a vector space over a field K with multiplication · and a
basis {e1, e2, ..., en} such that
ei · ej = 0, i 6= j,
ei · ei =
n∑
k=1
aikek, i ≥ 1,
then E is called evolution algebra and basis {e1, e2, ..., en} is said to be natural
basis.
From the above definition it follows that evolution algebras are commutative
(therefore, flexible).
The matrix A = (aij)
n
i,j=1 is called matrix of the algebra E in natural basis
{e1, . . . , en}. If A = (aij)
n
i,j=1 is a skew symmetric matrix, then this kind of evolu-
tion algebra is called Voltera evolution algebra. Let E be a vector space over a field
K. In what follows, we always assume that K has characteristic zero. The conical
form of the table of multiplication of Volterra evolution algebra E w.r.t. natural
basis {e1, e2, ..., en} is given by
ei · ej = 0, i 6= j; (3.1)
ei · ei = −
i−1∑
k<i
akiek +
n∑
k>i
aikek. (3.2)
We note that if i = 1 then the first part of (3.2) is zero.
In what follows, by A = (aij)
n
i,j=1 we mean the matrix of the structural constants
of the finite-dimensional Volterra evolution algebra E, which is skew symmetric.
Obviously, rankA = dim(E · E). Hence, for finite-dimensional evolution algebra
the rank of the matrix does not depend on choice of natural basis. An Volterra
evolution algebra is non-degenerate if eiei 6= 0 for any i. In what follows, we will
consider non-trivial Voltera evolution algebra and for convenience, we write uv
instead u · v for any u,v ∈ E and we shall write E2 instead E · E.
A linear map ψ : E1 → E2 is called an homomorphism of evolution algebras if
ψ(uv) = ψ(u)ψ(v) for any u,v ∈ E1. Moreover, if ψ is bijective, then it is called
an isomorphism. In this case, the last relation is denoted by E1 ∼= E2.
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4. Nilpotency of Volterra Evolution Algebras
In this section we are going to establish that any Volterra Evolution Algebra is
not nilpotent. We notice that many existing results are devoted to nilpotent on
evolution algebras (see for example, [4, 8, 16]).
Given a non-associative algebra E, we introduce the following sequences of sub-
spaces:
E
<1> = E, E<k+1> = E<k>E;
E
1 = E, Ek+1 =
k∑
i=1
E
i
E
k+1−i.
Definition 4.1. An algebra E is called
(i) right nilpotent if there exists n ∈ N such that E<n> = 0, and the minimal
such number is called the index of right nilpotency;
(ii) nilpotent if there exists n ∈ N such that En = 0, and the minimal such
number is called the index of nilpotency.
Remark 4.2. A commutative algebra is right nilpotent if and only if it is nilpo-
tent (see [32, Chapter 4, Proposition 1]). This applies, in particular, to evolution
algebras.
Definition 4.3. Let E be an algebra. Consider the chain of ideals anni(E), i ≥ 1,
where:
• ann1(E) := ann(E) := {x ∈ E : xE = Ex = 0},
• anni(E) is defined by anni(E)/ anni−1(E) := ann(E/ anni−1(E)).
The chain of ideals:
0 = ann0(E) ⊆ ann1(E) ⊆ · · · ⊆ annr(E) ⊆ · · ·
is called the the upper annihilating series.
As for Lie algebras, a nonassociative algebra E is nilpotent if and only if its upper
annihilating series reaches E. That is, if there exists r such that annr(E) = E.
In the following result shows that any Voltera evolution algebra is not nilpotent.
Theorem 4.4. Let E be a Volterra evolution algebra then E is not nilpotent.
Proof. Let BE = {e1, e2, . . . , en} be a natural basis of E. If E is non-degenerate then
e2i 6= 0 for any 1 ≤ i ≤ n accordingly, ann(E) = 0. We next claim ann
r(E) = 0 for
any r ∈ N. The proof is by induction on r. For r = 2, using the fact ei ∈ ann
2(E)
if and only if e2i ∈ ann(E), but e
2
i 6= 0 for any i, consequently ei /∈ ann
2(E) for all
1 ≤ i ≤ n, so ann2(E) = 0.
For r = k, we suppose our claim is true that is annk(E) = 0, again by keeping
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in the mind the fact ei ∈ ann
(k+1)(E) if and only if e2i ∈ ann
k(E) since E is non-
degenerate, i.e, e2i 6= 0 for any i. Hence, ei /∈ ann
(k+1)(E), for any 1 ≤ i ≤ n, then
we deduced that annr(E) = 0 for any r ∈ N. Therefore, in the considered case E
is not nilpotent .
Now let us assume that E is degenerate, then there is 1 ≤ i0 ≤ n such that
e2i0 = 0 Hence, ei0 ∈ ann(E). Let us define the following set
M (r) := {i : ei ∈ ann
r(E)}
Since E is non-trivial then there is k such that e2k 6= 0 so ek /∈ ann(E) but A
is skew symmetric matrix, that is ai0k = −aki0 = 0 for any i0 ∈ M
(1). We claim
ek /∈ ann
r(E) for any r ∈ N. Let us proof it by induction, for r = 2 suppose by
contrary ek ∈ ann
2(E) then e2k ∈ ann(E) This means that e
2
k =
∑
i∈M (1) αiei so
n∑
j /∈M (1)
akjej =
∑
i∈M (1)
αiei
We obtain akj = 0 for any j /∈ M
(1) keep in your mind aki0 = 0 for any i0 ∈ M
(1)
Then we have e2k = 0 which is contradiction to our assumption. Therefore, ek /∈
ann2(E). Suppose our claim is true for r = k, i.e. ek /∈ ann
k(E). Let r = k+1 and
suppose by contrary ek ∈ ann
(k+1)(E) then we must have e2k ∈ ann
k(E) This implies
that e2k =
∑
i∈M (k) αiei keep in your mind ai0k = −aki0 = 0 for any i0 ∈M
(k). Then
n∑
j /∈M (k)
akjej =
∑
i∈M (k)
αiei
Thus, akj = 0 for any j /∈ M
(k) consequently, e2k = 0 which is contradiction.
Therefore, ek /∈ ann
(k+1)(E). Then there is no r ∈ N such that annr(E) = E.
Which means that E is not nilpotent, this completes the proof. 
5. Isomorphism of Some Volterra Evolution Algebras
In this section we study isomorphisms of Volterra evolution algebras.
Proposition 5.1. Let E1,E2 be two Volterra evolution algebras which are given by
the following structural matrices
AE1 =


0 a12 . . . 0 . . . a1n
−a12 0 . . . 0 . . . a2n
...
...
. . .
...
...
...
0 0 . . . 0 . . . 0
...
...
...
...
...
...
−a1n −a2n . . . 0 . . . 0


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where aij 6= 0 for all i 6= j, i, j 6= k
AE2 =


0 a′12 . . . a
′
1,k+1 . . . 0
−a′12 0 . . . a
′
2,k+1 . . . 0
...
...
. . .
...
...
...
−a′1,k+1 −a
′
2,k+1 . . . 0 . . . 0
...
...
...
...
...
...
0 0 . . . 0 . . . 0


where a′ij 6= 0 for all 1 ≤ i 6= j < n. Then E1
∼= E2
Proof. Let us defined ψ : E2 → E1 as follows
ψ(fi) =


ei
a12
if i 6= m, 1 ≤ i < n;
en
a12
if i = m;
em
a12
if i = n.
Then it obviously ψ is an isomorphism between E1 to E2. 
Proposition 5.2. Let E1,E2 be two Voltera evolution algebras which are given be
the following structural matrices
E1 =


0 0 . . . a
0 0 . . . b
...
...
. . .
...
−a −b . . . 0


where ab 6= 0.
E2 =


0 1 . . . 0
−1 0 . . . b′
...
...
. . .
...
0 −b′ . . . 0


where b′ 6= 0. Then E1 ∼= E2
Proof. Let us defined ψ : E2 → E1 as follows
ψ(fi) =


ei
a
if i 6= 2, 1 ≤ i < n;
en
a
if i = 2;
e2
a
if i = n.
Then it obviously ψ is an isomorphism between E1 to E2. 
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Now, let us turn to the main aim of this paper which sheds some light into a
relation between Volterra evolution algebra and dynamics of Volterra QSO.
Let A be an n × n skew symmetric matrix. Let us define the following block
skew symmetric matrices m ×m of A. Let Am×m be the leading principle matrix
of order m. By A
[i,i]
[j,j] we denote m×m a skew symmetric matrix, which is obtained
from Am×m by deleting i
th row and column, and adding jth row and column from
A to the mth row and column, respectively, to the obtained one.
Suppose that we have n−dimensional Volterra evolution algebra E with struc-
tural matrix AE with rank(A) = m, and let aij 6= 0 for any 1 ≤ i 6= j ≤ n. Fix k
such that m < k ≤ n. Then
e2k = A
(k)
1 e
2
1 + A
(k)
2 e
2
2 + . . .+ A
(k)
m e
2
m,
where
A
(k)
i =
√√√√ det(A[i,i][k,k])
det(Am×m)
Remark 5.3. Since rank(A) = m then there is a least one skew symmetric matrix
of order m such that its determinate not zero, hence without loss of generality, we
may always assume det(Am×m)) 6= 0.
Let us consider some concrete example.
Example 1. Let A6×6 be a skew symmetric matrix with rank 4. Then the leading
principle skew symmetric matrix of order 4 as follows
A4×4 =


0 a12 a13 a14
−a12 0 a23 a24
−a13 −a23 0 a34
−a14 −a24 −a34 0


Now, A
[1,1]
[5,5] is a 4 × 4 skew symmetric matrix, which is obtained from A4×4 by
deleting 1th row and column and adding the rest entries from 5th row and column
of A6×6 as follows
A
[1,1]
[5,5] =


0 a23 a24 a25
−a23 0 a34 a35
−a24 −a34 0 a45
−a25 −a35 −a45 0


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Now, if we have 6− dimensional Voltera evolution algebra with rank of A is 4, then
we can write e25 = A
(5)
1 e
2
1 + A
(5)
2 e
2
2 + A
(5)
3 e
2
3 + A
(5)
4 e
2
4 where
A
(5)
1 =
√√√√det(A[1,1][5,5])
det(A4×4)
, A
(5)
2 =
√√√√det(A[2,2][5,5])
det(A4×4)
,
A
(5)
3 =
√√√√det(A[3,3][5,5])
det(A4×4)
, A
(5)
4 =
√√√√det(A[4,4][5,5])
det(A4×4)
.
Theorem 5.4. Let E1 and E2 be two Volterra evolution algebras with aijblm 6= 0
for any 1 ≤ i 6= j ≤ n, 1 ≤ l 6= m ≤ n. Then E1 ∼= E2 if and only if
aij
bij
= alm
blm
.
Proof. (⇒) This part of proof is divided into two cases depending on the rank of
the structural matrix of E1. Suppose by contrary, there are i0, j0, l0, m0 such that
ai0j0
bi0j0
6=
al0m0
bl0m0
.
Case 1: Let rank(E1) = n, as E1 ∼= E2 then there is an isomorphism from E1
onto E2 defined as follows: fi =
∑n
j=1 αijej . For any i 6= j one has fifj = 0, this
implies that
∑n
k=1 αikαjke
2
k = 0. Due to rank(E1) = n we obtain αikαjk = 0 for all
1 ≤ k ≤ n. Then without loss of generality, we may assume that αii 6= 0 for any
1 ≤ i ≤ n. So, one gets fi = αiiei, which yields
f 2i = α
2
ii
(
n∑
j<i
−ajiej +
n∑
j>i
aijej
)
Then α2iiaij = αjjbij . From f
2
j = α
2
jje
2
j we obtain α
2
jjaij = αiibij , this implies that
αii = αjj for any 1 ≤ i 6= j ≤ n. Since α
2
iiaij = αjjbij then we have αii =
bij
aij
.
Now, let i = i0, j = j0 we have αi0i0 = αj0j0 =
bi0j0
ai0j0
. Next i = l0, j = m0
one finds αl0l0 = αm0m0 =
bl0m0
al0m0
. Moreover, αi0i0 = αl0l0 since αii = αjj for any
1 ≤ i 6= j ≤ n. This gives
bi0j0
ai0j0
=
bl0m0
al0m0
which contradicts to our assumption.
Therefore, in considered case if E1 ∼= E2 then
aij
bij
= alm
blm
.
Case 2: Let rank(E1) = m < n, and x =
∑n
i=1 αiei be a zero divisor in E1 with∏n
i=1 αi 6= 0, i.e. there exists a non zero element y =
∑n
i=1 βiei in E1 such that
xy = 0. This together with the fact e2k =
∑m
j=1A
(k)
j e
2
j , (for any m < k ≤ n) yields
that
αiβi +
n∑
l=m+1
αlβlA
(l)
i = 0 (5.1)
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Since y is non-zero, then we conclude that at least one of A
(l)
i is non zero. According
to E1 ∼= E2 then there is an isomorphism ψ : E1 → E2, hence we have ψ(xy) =
ψ(x)ψ(y) =
∑n
i=1 αiβi(ψ(ei))
2 = 0, this gives the following system
αiβi +
n∑
l=m+1
αlβlB
(l)
i = 0 (5.2)
From (5.1) and (5.2) one finds
A
(p)
i
B
(p)
i
=
A
(q)
i
B
(q)
i
for any m < p 6= q ≤ n. This is possible
only when
aij
bij
= alm
blm
for all 1 ≤ i 6= j ≤ n, 1 ≤ l 6= m ≤ n but this contradicts to
our assumption. Therefore, in considered case if E1 ∼= E2 then
aij
bij
= alm
blm
.
(⇐) By the following change of basis fi =
aij
bij
ei, and tby means of the hypothesis
we obtain E1 ∼= E2. This completes the proof. 
Corollary 5.5. Let E1 and E2 be two Volterra evolution algebras with the following
structural matrices
AE1 =

 0 a1 −b1−a1 0 c1
b1 −c1 0

 , AE2 =

 0 a2 −b2−a2 0 c2
b2 −c2 0


respectively, where a1b1c1 6= 0, a2b2c2 6= 0. Then E1 ∼= E2 if and only if
a2
a1
= b2
b1
=
c2
c1
.
The following theorem yields a relation between isomorphism of Volterra evolu-
tion algebra and the ergodicity of Voltera QSO in two dimensional setting.
Theorem 5.6. Let E1 and E2 be 3-dimensional two isomorphic Volterra evolution
algebras given as in corollary 5.5. Then the corresponding Volterra QSOs are either
ergodic or non ergodic.
Proof. Since E1 ∼= E2 then by Theorem 5.5, we have
a2
a1
= b2
b1
= c2
c1
. This implies that
their structural matrices of either have the same signs or different signs. Hence,
Theorem 2.1 yields the required assertion. 
From this theorem, we may formulate the following conjecture.
Conjecture 5.7. Let E1 and E2 be two n−dimensional isomorphic Voltera evo-
lution algebras. Then the corresponding Volterra QSOs are either ergodic or non
ergodic.
In [12] it has been described dynamical behavior of all extremal Volterra QSO on
low dimensional simplexes (up to dimension 5). Now, the last conjecture allows to
predict dynamical behavior of other kinds of Volterra QSO which are isomorphic
to extremal ones. The next result supports this conjecture.
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Example 2. Let us consider the following structural matrix of Volterra evolution
algebra E1:
AE1 =


0 1 1 −1
−1 0 1 1
−1 −1 0 1
1 −1 −1 0


in [12], it has been showed that Volterra QSO associated with above given matrix
is non-ergodic. Now let us consider another Volterra evolution algebra E2 with the
following structure matrix
AE2 =


0 a a −a
−a 0 a a
−a −a 0 a
a −a −a 0


where 0 6= |a| < 1. From Theorem 5.4 we find that E1 ∼= E2. Now, we are going to
show that the corresponding Volterra QSO (to E2) is not ergodic. Indeed, due to
(2.2) the Volterra QSO has the following form:
VAE2 :=


x′1 = x1(1 + ax2 + ax3 − ax4)
x′2 = x2(1− ax1 + ax3 − ax4)
x′3 = x3(1− ax1 − ax2 − ax4)
x′4 = x4(1 + ax1 − ax2 − ax3)
(5.3)
Introducing new variables x = x1, y = x2 + x3, z = w, one can see that the last
QSO (5.3) reduces to
V˜AE2 :=


x′ = x(1 + ay − az)
y′ = y(1− ax+ az)
z′ = z(1 + ax− ay)
(5.4)
Then by Theorem 2.1 we conclude that V˜AE2 is not ergodic. Hence, VAE2 is not
ergodic.
Hence, the formulated conjecture allows us to predict dynamical behavior of
Volterra QSO by examining algebraic structure of the corresponding Volterra evo-
lution algebras.
6. Graphs of Volterra Evolution Algebras
In this section, we are going to find a relation between the isomorphism of two
Voltera evolution algebras and the isomorphism of the associated weighted graphs.
Definition 6.1. Let E be an evolution algebra with a natural basis B = {e1, . . . , en}
and matrix of structural constants A =
(
αij
)
.
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• A graph Γ(E, B) = (V,E), with V = {1, . . . , n} and E = {(i, j) ∈ V × V :
αij 6= 0}, is called the graph attached to the evolution algebra E relative
to the natural basis B.
• The triple Γw(E, B) = (V,E, ω), with Γ(E, B) = (V,E) and where ω is the
map E → F given by ω
(
(i, j)
)
= αij, is called the weighted graph attached
to the Volterra evolution algebra E relative to the natural basis B.
Definition 6.2. If every two vertices of a graph is connected by an edge, then such
a graph is called complete. A complete graph with n vertices is denoted by Kn.
Definition 6.3. Let Γ1 = (V1, E1, w1) and Γ2 = (V2, E2, w2) be two weighted
graphs. We call Γ1 and Γ2 are w−isomorphic (∼=
w) if the following conditions
hold:
(i) The corresponding unweighted graphs (V1, E1) and (V2, E2) are isomorphic,
i.e. there is a bijection pi : V1 → V2 with w1(i, j) 6= 0, w2(pi(i), pi(j)) 6= 0
for all i, j ∈ V1;
(ii) For non zero weights one has w1(i,j)
w2(pi(i),pi(j))
= w1(l,m)
ω2(pi(l),pi(m))
, i, j, l,m ∈ V1.
Remark 6.4. We stress that the w− isomorphism is an equivalence relation. In-
deed, it is enough tp prove the transitive property i.e, if Γ1 ∼=
w Γ2 and Γ2 ∼=
w Γ3
then we have to show that Γ1 ∼=
w Γ3. Due to Γ1 ∼=
w Γ2 then there is pi1 : V1 → V2
such that w1(i,j)
w1(l,m)
= w2(pi1(i),pi1(j))
ω2(pi1(l),pi1(m))
, and from Γ2 ∼=
w Γ3 there is pi2 : V2 → V3 such that
w2(pi1(i),pi1(j))
ω2(pi1(l),pi1(m))
= w3(pi3(i),pi3(j))
ω3(pi3(l),pi3(m))
, where pi3 = pi2◦pi1. This implies
w1(i,j)
w1(l,m)
= w3(pi3(i),pi3(j))
ω3(pi3(l),pi3(m))
Hence, Γ1 ∼=
w Γ3.
Theorem 6.5. Let E1 and E2 be two n− dimensional Volterra evolution algebras
given as in theorem 5.4 with associated weighted graphs Γ1,Γ2 respectively. Then
the following statements are equivalent:
(i) Γ1 ∼=
w Γ2;
(ii) E1 ∼= E2.
Proof. (i)⇒ (ii) Let pi : Γ1 → Γ2 be an isomorphism. Let us do the following
change of basis: f ′i =
bpi(i)
api(i)
epi(i). Then one can see the obtained evolution algebra E
′
we have
f ′i
2
=
(
bpi(i)
api(i)
)2
e2pi(i)
which is clearly Volterra evolution algebra. Now, we are going to show that E′ ∼= E2,
to end this job take the following change of basis
fi = f
′
pi−1(i)
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So by these change of basis we have E′ ∼= E2. Therefore, E1 ∼= E2
(i)⇐ (ii) Since aij 6= 0 and bij 6= 0 for any 1 ≤ i 6= j ≤ n then the as-
sociated weighted graphs are completed graphs with the same number of ver-
tices, this means that the corresponding unweighed graphs are isomorphic. From
w1(i,j)
w2(pi(i),pi(j))
= w1(l,m)
ω2(pi(l),pi(m))
, we obtain
aij
bij
= alm
blm
, for any 1 ≤ i 6= j ≤ n, 1 ≤ l 6= m ≤
n, which, by Theorem 5.4, yields the assertion. This completes the proof. 
Corollary 6.6. Let E1 and E2 be three dimensional Volterra evolution algebras, if
their graphs are isomorphic as a graphs and one has
1 2
3
a3
a1
a2
,
1 2
3
b3
b1
b2
then the corresponding Volterra evolution algebras are isomorphic. Here a1, a2, a3
have the same sign and b1, b2, b3 have the same sign.
7. Derivation of Volterra evolution algebras and the associated
graphs
It is well known [2] that the derivation of any evolution algebra with non-singular
matrix is zero. As any skew symmetric matrix always has an even rank, therefore,
if n is odd then the maximal rank of our structural matrix could be n− 1. In this
section, we are going to describe derivation of n-dimensional Volterra evolution
algebras whose associated graphs is complete.
In what follows, we need the following auxiliary fact.
Lemma 7.1. Let D : E → E be a derivation and suppose that the rank(AE) = m
where m is even, then the following statements hold true
(i) The subspace E1 = E ⊖ ∪
n
j=m+1〈ej〉 is invariant under D if dij = 0 for all
1 ≤ i ≤ m.
(ii) The subspace E2 = E ⊖ ∪
m
i=1〈ei〉 is invariant under D if dji = 0 for all
m+ 1 ≤ j ≤ n.
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Proof. Let x ∈ E1 then x =
∑m
i=1 αiei. Then
D(x) =
m∑
i=1
αiD(ei) =
m∑
i=1
αi
n∑
k=1
dikek =
n∑
k=1
(
m∑
i=1
αidik
)
ek.
Due to dij = 0 for all 1 ≤ i ≤ m, we have
D(x) =
m∑
k=1
(
m∑
i=1
αidik
)
ek,
which implies D(x) ∈ E1. Hence E1 is invariant under D. The proof of (ii) can be
proceeded by the same argument as in (i). This completes the proof. 
Proposition 7.2. Let E be a Volterra evolution algebra with structural matrix AE
such that rank(AE) = n − 1. If the associated weighted graph Γ is complete, then
any derivation of E is trivial.
Proof. First note that after suitable change of basis, we may assume that the
first n − 1 rows are linearly independent. So, e2n =
∑n−1
i=1 αie
2
i and due to the
completeness of Γ, one has
∏n−1
i=1 αi 6= 0. Assume that D is a derivation of E. By
apply the derivation rule to eien, where i 6= n, we have
D(eien) = dine
2
n + dnie
2
i = 0.
Now plugging the value of e2n into the last expression, one finds
din
(
n−1∑
i=1
αie
2
i
)
+ dnie
2
i = 0
which gives the following system
αidin + dni = 0, αldin = 0, l 6= i
According to
∏n−1
i=1 αi 6= 0, we obtain din = dni = 0. Now, from (i) of Lemma 7.1, it
follows that E1 = E⊖ < en > is invariant under D. Since rank(AE1) = n− 1 then
det(AE1) 6= 0 this implies that DE1 is trivial. So, spec(d) = {dnn}. Due to e
2
n 6= 0,
we conclude that 2dnn is an eigenvalue of D, hence, spac(d) = {dnn} = {2dnn},
which is possible if D = 0. This proves the proposition. 
Now we are ready to prove a main result of this section.
Theorem 7.3. Let E be a Volterra evolution algebra with structural matrix AE. If
the associated weighted graph Γ is complete, then any derivation of E is trivial.
Proof. Since Γ is completed graph then deg(vi) = n−1. Hence the entries of struc-
tural matrix of constant AE are non-zero for any i 6= j. Suppose that rank(AE) = n,
it follows that det(AE) 6= 0 consequently, the derivation of E is trivial [2].
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If rank(AE) = m < n, as AE is a skew symmetric matrix then m must be even.
Therefore, after suitable permutation of the basis, we may assume that the first m
rows are linearly independent. So, if m < j ≤ n one can write
e2j = α1e
2
1 + α2e
2
2 + . . .+ αme
2
m/ (7.1)
Take into account Theorem 6.5 one gets
∏m
i=1 αi 6= 0. If D is a derivation of E,
then we have
D(eiej) = dije
2
j + djie
2
i = 0, 1 ≤ i ≤ m < j ≤ n.
Putting (7.1) into the last expression, one has
dij(α1e
2
1 + α2e
2
2 + . . .+ αme
2
m) + djie
2
i = 0
Therefore, we get the following system
αidij + dji = 0, αldji = 0, 1 ≤ l ≤ m, l 6= i.
This implies that dij = dji = 0. Let us define E1 = E⊖
⋃n
j=m+1〈ej〉. It is clear that
E1 has rank m hence det(AE1) 6= 0 thus the derivation of E1 is trivial. Using (ii)
of Lemma 7.1 we have DE1 = 0. So, spec(d) = {djk : m+ 1 ≤ i, k ≤ n}. Next, we
define E2 = E⊖
⋃m
i=1〈ei〉 then the structural matrix AE2 is an n−m× n−m skew
symmetric matrix and by (ii) of Lemma 7.1 if n − m = 1 then the rank(AE) =
n − 1 so, by Proposition 7.2 we conclude that d(E) is trivial. Now, consider
n −m > 1 then repeating the same process for E1 many times until we reach to
Ek = E2 ⊖ ∪
n−2
p=1 〈ep〉 whose the structural matrix AEk is a 2 × 2 skew symmetric
matrix, and det(AEk) 6= 0. Hence DEk is trivial. Consequently, Compiling all
information together, we infer that D is trivial, which proves the theorem. 
We notice that in [9] other classes of evolution algebras are discussed whose
derivations are trivial.
Remark 7.4. From the last result we conclude that if the graph is completed then
the derivation of the corresponding algebra is trivial. It would be interesting to
know: if the graph is not completed, does there exist a non-trivial derivation on
this algebra.
Now, let us turn to a particular case in order to describe full derivation in terms
of graphs.
The next result describes derivation of three dimensional Volterra algebra in
terms of graphs.
Theorem 7.5. Let E be a 3-dimensional Volterra evolution algebra then its deriva-
tion aa in the following table:
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Graph Derivation dim(Annihilator)
1 2
3 a3
a1
a2
Trivial 0
1 2
3
a1
a2 
 2α 0 00 α 3aα
0 −3a2α α

, or Trivial 0
1 2 3
1

 0 0 00 0 0
0 0 α

 1
Proof. Let E be a three dimension Volterra evolution algebra with structural matrix
of constant given by
AE =

 0 a1 a2−a1 0 a3
−a2 −a3 0


as AE is a skew symmetric matrix, then its rank is 2. Then by proposition 5.2 this
algebra is isomorphic to
A′
E
=

 0 1 a−1 0 b
−a −b 0


From this algebra one can easily find that e23 = be
2
1 + ae
2
2. Consider D(e1e2) =
d12e
2
2+ d21e
2
1 = 0 due to the linearity independence of e
2
1, e
2
2 we have d12 = d21 = 0.
Now, compute D(e1e3) = (−bd13+ d31)e
2
1+ ad13 = 0, hence we have −bd13 + d31 =
0, ad13 = 0. By the same argument, one can find from D(e2e3) that ad23+d32 = 0,
−bd23 = 0. So, we have the following system

bd13 + d31 = 0;
ad23 + d32 = 0;
ad13 = 0, bd23 = 0.
(7.2)
Let us consider some cases
Case 1: If ab 6= 0, the from (7.2) one gets d23 = d32 = d13 = d31 = 0. One can
compute D(e21) = 2d11(e2 + ae3). On the other hand D(e
2
1) = d(e2) + ad(e3) =
d22e2+ad33e3, hence one finds d22 = d33 = 2d11. Furthermore, evaluating D(e
2
2) we
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have d11 = d33 = 2d22, and compiling all these information, we obtain d11 = d33 =
d22 = 0. Thus, in this case the derivation is trivial.
Case 2: If ab = 0, and a = b = 0. Then from (7.2) we have d31 = d32 = 0.
Considering D(e21) = d11e2, and from other side D(e
2
1) = d(e2) = d22e2 + d23e3, we
get d23 = 0, d22 = 2d11. Similarly evaluating D(e
2
2) one gets d(e
2
2) = −d22e1, and
moreover, one has D(e22) = −d(e1) = −d11e1 + d13e3, which implies d13 = 0, d11 =
2d22. So, finally we have d11 = d22 = 0. Hence the derivation in this case has the
form as in the last row of the above table.
Case 3: If ab = 0, and one of a and b is no zero. Then due to Proposition
5.2 we may assume that a 6= 0. Then from system (7.2) one gets d13 = d31 = 0,
ad23 + d32 = 0. By evaluating D(e
2
i ) for all 1 ≤ i ≤ 3, we obtain

d22 + ad32 = 2d11;
d23 + ad33 = 2ad11;
ad23 + d32 = 0;
2d11 = d22 = d33.
(7.3)
Now the system (7.3) has non-trivial solution if and only if a3 + 1 = 0, So, if
a3 + 1 6= 0 then the derivation is zero . If a3 + 1 = 0 then by solving (7.3) we get
the derivation as in row two of the above table. This completes the proof 
Remark 7.6. The converse of Theorem 7.3 is not true, for example the table in
Theorem 7.5 shows the existence trivial derivation, but the graph is not complete.
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