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Gas Electron Multiplier (GEM) technology is being considered for the forward muon upgrade of the Compact Muon Solenoid (CMS) experiment in
Phase II of the CERN LHC. The first GEM Endcap (GE1/1) is going to be
installed in the 1.5 <| η |< 2.2 region of the muon endcap mainly to control
muon level-1 trigger rates after the second long LHC shutdown. A GE1/1 tripleGEM detector is read out by 3,072 radial strips with 453 µrad pitch arranged
in eight η-sectors. A meter-long GE1/1 prototype-III was assembled at Florida
Tech and tested in 20-120 GeV hadron beams at Fermilab using Ar/CO2 70:30
and the RD51 Scalable Readout System (SRS). Four GEM detectors with 2-D
readout and an average measured azimuthal resolution of 36µrad provided precise reference tracks. Construction of this GE1/1 prototype-III detector and its
performance in the test beam are described. Strip cluster parameters, detection efficiency, and spatial resolution are studied with position and high voltage
scans. The plateau detection efficiency is [97.80 ± 0.2 (stat)]%. The azimuthal
resolution is found to be [123.5 ± 1.6 (stat)] µrad when operating in the center
iii

of the efficiency plateau and using full pulse height information. The CMS upgrade design calls for readout electronics with binary hit output. When strip
clusters are formed correspondingly without charge-weighting and with fixed
hit thresholds, a position resolution of [136.8 ± 2.5 stat] µrad is measured, con√
sistent with the expected resolution from strip-pitch/ 12 = 131.3 µrad. The
eight η-sectors of the detector show a similar response and performance. VFAT3
electronics are being considered for the readout system of GE1/1 detectors. The
charge that is induced on the GE1/1 readout strips by minimum-ionizing particles is an important parameter that informs the design of the amplifier-shaper
input stage of the VFAT3 chip. To estimate the input charge range for these
electronics, the most probable value, mean value, and 99th percentile value of
the Landau distribution of the charge induced on a single strip are measured
and found to be 4 fC, 11 fC, and 115 fC, respectively.
√
∗
The Z/γ → τ τ cross section in proton-proton collisions at s = 13 TeV is
measured, using data recorded by the CMS experiment at the LHC during 2015
−1
and corresponding to an integrated luminosity of 2.3 fb . The product of the
cross section and branching fraction is measured in the dimuon final state to
be 1967 ± 121 (stat.) ± 92 (syst.) ± 37 (lumi.) pb, in agreement with the standard model expectation, computed at next-to-next-to-leading order accuracy in
perturbative quantum chromodynamics.
A search for Standard Model (SM) Higgs bosons decaying into pairs of tau
leptons and then to two muons plus (anti)-neutrinos is performed using the
−1
data collected by the CMS detector in 2016 with 35.9 fb of integrated luminosity. The upper limits on the cross section relative to SM prediction are
calculated in three event categories with different jet multiplicities focusing on
Higgs boson signal events produced via gluon-gluon fusion and vector boson
fusion. A multivariate analysis with Boosted Decision Trees (BDT) is used
to suppress the large Drell-Yan background. The di-tau mass is reconstructed
using a Secondary-Vertex fit (SVFit) algorithm using a maximum likelihood
approach. Experimental limits are presented in all three categories extracted
from the maximum likelihood fit of reconstructed di-tau mass and the visible
mass of the dimuon system. The signal strength for the combination of all three
categories is estimated as -1.0 ± 1.7. The expected and observed upper limits
iv

with 95% CL is at 3.2 and 2.7, respectively, with respect to the SM cross section
times branching fraction.

v
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Chapter 1
Introduction
Currently the Large Hadron Collider (LHC) at CERN, the European Organization for Nuclear Research, is running in the Run II era of its first phase.
The Compact Muon Solenoid (CMS) experiment is taking proton-proton (pp)
√
collision data at a center-of-mass energy s = 13 TeV. For Phase II of the
LHC, several upgrades are planned in different detector systems. In Phase II,
LHC will have increase its instantaneous luminosity and will be referred to as
the High Luminosity (HL)-LHC. Several upgrades will take place during the
second long LHC shutdown (LS2) beginning in 2019. One of the major CMS
upgrade projects is the upgrade of the muon endcap (ME) which introduces
the new Gaseous Electron Multiplier (GEM) endcap stations. GEM detectors
4

5

will be used for this upgrade achieve high gain on the order of 10 - 10 . Also,
they exhibit good timing resolution. Due to their high spatial resolution, these
detectors can provide very accurate tracking. This installation will overall improve the performance of muon triggerig and tracking. The GEM detectors will
be read out using VFAT3 front-end chips, which provide binary hit information.
1

Strip charge measurements are carried out to determine the required electronic
input charge range for this front-end chip.
Also, during HL-LHC in addition to the GEM station installation, several
other muon detector upgrades are planned [1]. These upgrades are necessary to
keep the muon trigger and data acquisition as efficient as in Run I and Run II.
This GEM station installation will make a positive impact not only on the trigger information but ultimately also on several physics analyses, including Higgs
physics. This motivates us to study Higgs decay. In the H → τ τ analysis,
Drell-Yan (DY) events are a very important background and hence, it is important to study and model this background carefully. The background estimation
methods are established by measuring the Z cross section using decays into the
τ leptons. This dissertation focuses on the µµ final state of the τ decays. Other
groups in the CMS collaboration have studied the other hadronic and leptonic
tau decays. Due to the similar background model, the background estimation
in this channel helps to estimate the background for the H → τ τ → µµ decay.
In this physics analysis, a boosted decision tree (BDT) multivariate method
is employed to separate the signal from the background. This BDT training
focuses on the DY background, as other backgrounds have a very small effect
on the signal extraction. A BDT has been trained separately on 2015 data for
Z cross section measurements and on 2016 data for the Higgs measurement.
In the case of the Higgs analysis, BDTs are trained separately for three event
categories based on the jet multiplicity in the final state. Finally, the signal
strength in the cross section relative SM to the prediction is estimated as well
as the expected and observed upper limit on the cross section times branching
ratio for this channel is determined.
2

This dissertation explains in detail the GEM upgrade work as well as the
two physics analyses. The structure of the dissertation is as follows:
1. This first chapter gives the overall idea and structure of the dissertation.
2. The second chapter introduces the LHC and the CMS experiment. The
details of the CMS sub-detectors are explained.
3. Chapter three summarizes the Phase II upgrade of the muon endcap and
describes measurement of overall performance characteristics of GE1/1
prototype detectors, which include gain, strip charge, detection efficiency,
and spatial resolution.
4. In chapter four, the dissertation makes a transition from the hardware
project to physics analysis. The basic theory of electroweak interaction is
explained along with the Higgs production processes and decay modes.
5. Chapter five describes the basic physics objects needed for the analyses
and their reconstruction methods used in CMS.
6. In chapter six, the BDT analysis for the signal extraction and the cross
section measurement for Z boson in the Z → τ τ → µµ channel is explained in detail.
7. Chapter seven describes the H → τ τ → µµ analysis including the BDT
methods for signal extraction.
8. Lastly, chapter eight summarizes the hardware development and physics
analysis results and give an outlook towards potential future work.

3

Chapter 2
The CMS Experiment at the
LHC
2.1

The Large Hadron Collider

The LHC [2] is the world’s largest and most powerful accelerator. It is a circular
hadron-hadron collider situated about 100 m underground, with an accelerator
ring that spreads over 27 km in the circumference. The LHC was built inside
the tunnel formally used for the Large Electron-Positron (LEP) collider and its
construction was finished in early 2008. One of the main purpose of designing
this collider was to look for the scalar boson particle predicted by the standard
model (SM) and also to reveal the physics behind it. This collider was initially
√
designed to collide beams at a center-of-mass energy ( s) of 14 TeV. The LHC
√
is currently taking data in the last stage of Phase I with s = 13 TeV with an
34

instantaneous luminosity of about 1.5 × 10

−2

cm

−1

s . The LHC consists of

superconducting magnets with many accelerating structures to boost the energy
4

of the colliding particles. The LHC supports proton-proton (pp) collision along
with heavy ion collisions. Details on the LHC machine can be found in [3]. The
number of events generated per second in LHC collisions are given as:

Nevent = L σevent ,

(2.1)

where σevent is the cross section of the process and L is the nominal LHC luminosity. The instantaneous luminosity of the LHC depends on several beam
parameters, and their relation is given by [4].

L=

N1 N2 nb frev γr
F
4πϵn β∗

(2.2)

The beam parameters used in the above equation are as follows:
• N1,2 is the number of particles per bunch in beams 1 and 2
• nb is the number of bunches per beam
• frev is the revolution frequency
• γr is the Lorentz factor
• ϵn is the normalized transverse beam emittance
• β∗ is the beta function at the collision point
• F is the reduction factor due to the crossing angle of the two beams.
A schematic diagram of the LHC accelerator complex and its underground
layout is given in Figure 2.1. There are seven experiments at the LHC that use
its collision data and they are all distinct and characterized by their detectors.
5

(a) The schematic diagram of the position of the LHC.

Experiments at the LHC are run by the largest collaboration of scientists from
all over the world. ATLAS and CMS are the general purpose experiments
and are also the largest among them. Their data are used to study all the
different possible physics concepts. The LHCb (Large Hadron Collider beauty)
experiment uses the b quark properties to mainly study the matter-antimatter
a symmetry, while ALICE focuses on the strong interaction physics in heavy-ion
collision. These four detectors are situated at the four different colliding points
at the LHC. The three smallest experiments are TOTEM, LHCf, and MoEDAL.
Information about these experiments can be found in [5].
Phase I of the LHC will be ending in 2022 and Phase II, referred as the High
6

(b) Underground layout of the LHC.

Figure 2.1: The LHC accelerator complex.
Luminosity (HL) era, will start in 2023. For Phase II, there are several upgrades
proposed in different experiments, which will be taking place during the Second
and Third Long Shutdown (LS2, LS3) of the LHC. After the third shutdown,
the instantaneous luminosity will exceed the current maximum by ultimately a
factor of five. The work presented in this dissertation is conducted within the
CMS collaboration. The details of the CMS experiment are described in detail
in the following sections.

7

2.2

The CMS Experiment

The CMS experiment is one of the largest and most general purpose experiments at the LHC. The compact muon solenoid name comes from its relatively
compact size, considering the complexity of the experiment as well as from
its powerful solenoid coil and its sophisticated muon detection system. A 3-D
cross-sectional view of the CMS detector is shown in Figure 2.2. The CMS
detector is 28.7 m long and 15 m in height with a weight of more than 14,000
tons. The CMS experiment has one of the strongest large magnets in the world
with a field strength of about 3.8 Tesla. The sub-detectors of the CMS are
located in the inner cylindrical region, followed by the outer barrel region and
sandwitched by the two endcaps. The CMS experiment place the origin of its
right-handed Cartesian Coordinate system at the point of nominal collisions.
The x-axis points towards the center of the LHC, the y-axis points up in the
vertical direction, and finally the z-axis is along the beam direction.
The polar angle θ is measured from the z-axis, while the azimuthal angle ϕ is
measured from the x-axis in the x-y plane. The geometry of the CMS experiment
is often discussed in terms of the azimuthal angle and pseudo-rapidity η. Since
a difference in rapidities of particles remains invariant under a Lorentz boost
along the z-direction, using the pseudo-rapidity is preferred over the polar angle.
The definition of pseudo-rapidity is given as:

η = − ln tan

(θ)
2

,

(2.3)

where as the rapidity of a particle of energy E and momentum p⃗ is expressed

8
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as:
y=

1 ( E + pz )
ln
.
2
E − pz

(2.4)

In the η-ϕ plane, the angular separation between two particles is given by:
√
′
2
′
2
∆R = (ϕ − ϕ) + (η − η)

(2.5)

The sub-detectors of the CMS from the innermost to outermost parts are given
as follows:
• The Inner Tracker System reconstructs the secondary vertices particle
decays and estimates charged particle trajectories.
• The Electromagnetic Calorimeter (ECAL) estimates the energy of
particles that interact electromagnetically, such as electrons and photons.
• The Hadronic Calorimeter (HCAL) absorbs hadrons and measures
their energy.
• The Solenoid is a magnet with a field strength of about 3.8 T that is used
to bend the tracks of charged particles for momentum measurements.
• The Muon System tracks and measures the momentum of muons.
In addition, the trigger system is developed to select the data relevant to interesting physics scenarios. Details on the CMS sub-detector systems can be
found in [6]. This dissertation focuses on the upgrade of the muon endcap, and
on H and Z decays in the τ channel, specifically those that further decay into
muons. For these physics analyses, the important measurements come from the

10

tracker and muon system; hence these subsystems are detailed in the following
subsections.

Inner Tracker Detectors
The innermost subsystem of the CMS detector is composed of the inner tracker
detectors. These silicon trackers are cylindrical in shape with a 2.5 m diameter
and a length of 5.8 m. Since these detectors are very close to the collision point,
these systems are bombarded by a large number of particles. The primary
purpose of these detectors is to reconstruct the charged particles from their track
measurements and to estimate the momentum associated with them. Due to the
very high particle density environment, it is essential to have high granularity.
This will help to separate the hard collision events from the pileup events. For
every bunch crossing there are more than one collision occur that know as the
pileup. For better reconstruction performance, one should limit phenomena
such as multiple scattering, bremsstrahlung, photon conversion, and nuclear
interactions. The only way it is possible to limit these effects is by reducing the
material interaction. Due to these requirements, the best suited technology to
use for this system is silicon detector technology.
The sectional view of the tracker is shown in Figure 2.3 [7]. The core of
the tracker detector consists of the silicon pixel detectors surrounded by silicon
2

microstrip detectors. The size of the silicon pixels is 100 × 150 µm ; they are
arranged in three cylindrical barrels and two endcap disk layers. The silicon
microstrip detectors are arranged in ten (4 + 6) barrel layers parallel to the
beam axis and radially in 3 + 9 layers in the endcap. The total tracker systems
can reconstruct the 3-dimensional vertex with a spatial resolution of about 1511

Figure 2.3: Sectional view of the CMS tracker detector.
20 µm and transverse momentum with an accuracy of about 2%. In total, the
2

tracker detector represents a 200 m active silicon area with 75 million readout
channels.

Muon Detector
CMS has a sophisticated muon system, which provides measurement of the
transverse momentum and the charge of muons with great precision as well as
triggering. A quadrant of the R-z cross section view of the CMS detector is
shown in Figure 2.4. The muon sub-detectors rely on three gaseous detector
technologies just outside the magnet solenoid: (1) Drift Tubes (DT) in the barrel region cover the acceptance up to |η| <1.2 and (2) Cathode Strip Chambers
(CSC) are installed in the endcap covering the region of 1.0 < |η| < 2.4. Additional Resistive Plate Chambers (RPC) are installed in both barrel and endcap
region covering an acceptance up to |η| < 1.6. A detailed explanation of the
muon system can be found in [8]. These detectors are operated with various gas
12
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Figure 2.4: A quadrant of the R-z plane of the CMS sub-detector systems, as
it will appear after the second long LHC shutdown in 2019.
mixture. Muons entering these detector ionize the gas mixtures. Ions produced
in this process pass through the internal electric fields and produce an avalanche
of secondary electron-ion pairs.
The DT provides a very high reconstruction efficiency for muon hits. Each
chamber has a resolution of about 100 µm in the r-ϕ plane. The CSCs are
trapezoidal multiwire proportional chambers with six anode wire planes, which
provide a fine spatial resolution of 50 µm for muon tracks. Unlike the DT, the
CSC can operate in a high-rate neutron induced background with a very high
and non-uniform magnetic field. The RPCs provide excellent time resolution
and are only used at the trigger level. They are double-gap chambers operated
in avalanche mode for high-rate operations.
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Trigger
At the LHC, bunches cross with 40 Hz frequency. In each bunch crossing ∼20 pp
collisions occur. It is an impossible task to store all the data coming from these
events; therefore CMS uses a two-stage trigger process to store data only from
events whose kinematics are relevant to specific physics analyses. The first stage
trigger is the Level-1 (L1) trigger [9]. This trigger uses fast information from
calorimeters and muon systems about local objects such as photons, electrons,
miss

jets, and muons. It also uses the global sum of ET and ET . The maximum
design trigger output rate for L1 is about 100 kHz. At this rate, the rejection of
4

unwanted events is on the order of 10 . In the second step, this large trigger rate
is further reduced to a few hundred Hz by using the High Level Trigger (HLT).
The complete information about the HL trigger can be found in [10]. The HLT
is based on software techniques that store only the relevant event information;
full readout information can also be accessed during this stage. The events that
pass the HLT requirements are kept in storage, which bears the information
about the reconstruction of objects and events passing the criteria.
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Chapter 3
Development of GEMs for
Phase II Upgrade of Muon
Endcap
3.1

Gaseous Electron Multiplier Detectors

A Gas Electron Multiplier (GEM) [11], a type of Micro-Pattern Gas Detector
(MPGD), was introduced by Fabio Sauli in 1997 to find an alternative option
for micro-strip gas chambers (MSGC) [12]. The MSGC had limitations on its
gas gain due to the restriction on the maximum voltage that could be applied.
As the gain of the detector increases with applied voltage, so does the risk
of sparking and discharge. GEM technology helps to overcome this issue by
providing one or more stages of pre-amplification in the gas. This helps to
achieve a high gain by allowing the operation of the micro-strip readout at
lower applied voltage. Consequently, it reduces the risk of sparking caused by
15

the ionizing particles.
A typical GEM detector consists of a GEM foil placed between the drift and
the readout structure. The GEM foil is a 50 µm polymer foil such as kapton
that is clad on both sides by a layer of copper and chemically perforated by high
density holes. Typically, these holes are 70 µm in diameter and 140 µm apart
from each other as shown in Figure 3.1 [11]. Double-sided etching gives doubleconical shape to the holes. For small GEM foils, the double-mask manufacturing
method is used while for large area foils the single-mask technique is used. The
complete manufacturing process can be found in [13]. The voltage difference
between the two metallic surfaces of the GEM foil produces a high electric
field in the holes. As a result, electron multiplication occurs when the electron
generated in the primary ionization enters the hole. Figure 3.2 [14] shows electric
field lines in the amplification region in a GEM foil.
Amplifications process in the GEM foils along with small strip pitch preserve
good spatial resolution. High density holes in the foils help to keep the gas
gain unaffected in high radiation flux by maintaining the stable high voltage
across the hole. These advantages are very important for tracking particles in
high energy physics experiments. Another advantage of this technology is the
freedom to choose the pattern of the charge collection and readout plane as
required by the experiment. The pattern of the readout plane can be strips,
pads, or a combination of the two. Figure 3.3 shows different readout strip
patterns. Figure 3.3 (a) shows the 1-dimension (1-D) straight strip readout, (b)
shows the 1-D zigzag strips while (c) show the 2-D straight strip readout.
For GEM detectors, larger gain can be achieved by cascading multiple GEM
foils. The most popular and reliable configuration is a triple-GEM detector in
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Figure 3.1: Electron microscope view of a GEM foil. The hole diameter and
pitch are 70 µm and 140 µm, respectively.
which three GEM foils are placed between the drift and readout plane. The
schematic diagram of the triple-GEM is shown in Figure 3.4 [15]. GEM detectors can use various gas mixtures based on the performance requirement. For
example, for a Cherenkov ring imagining application, pure carbon tetrafluoride
gas is one of the factor to achieve a very high gain. A gas mixture with CF4
also can reach a time resolution better than 5 ns, which is essential for a high
rate collider such as the Large Hadron Collider (LHC) [16]. At Florida Institute
of Technology (Florida Tech), a non-flammable Ar/CO2 70:30 mixture is used
typically. With this mixture, GEM detectors can reach high particle detection
4

efficiency close to 100% [17] as well as a gain in the range of 10 . In the following sections, various characteristics measurements of detector, such as detector
gain, efficiency, cluster size and spatial resolutions are discussed in detail. The
17

Figure 3.2: Electric field lines in a GEM foil. The dotted ring indicates the
region of highest charge density.
muon group in the Compact Muon Solenoid (CMS) experiment is implementing
one of the upgrades of the muon endcap in early phase II by introducing the
a GEM endcap station officially know as GE1/1 station. All details of the full
muon endcap phase II upgrade can be found in [18] and for the GE1/1 upgrade,
details can be found in the technical design report [14].

3.1.1

Gain Measurements With Different GEM Readouts

GEM detectors require higher gain to produce a large enough signal to allow
detection of the single electron entering the GEM cascade [19]. In gaseous detectors, GEM detectors can provide higher gain with lower drift voltage. In this
18

(a)

(b)

(c)

Figure 3.3: Optical microscope view of the different GEM readout planes: (a)
1-D straight strips, (b) 1-D zigzag strips, (c) 2-D straight strip.

Figure 3.4: Schematics of a Triple-GEM detector.
section, the gain of the triple-GEM detector is measured with different readout
sizes, patterns, as well as with two different internal gap structures. The 10 cm
× 10 cm and the 30 cm × 30 cm size triple-GEM detectors are constructed using 3/2/2/2 mm internal gap configuration. The numbers represent the spacing
between the drift, three GEM foils, and the readout: ED , ET 1 , ET 2 , EI as shown
in Figure 3.4, respectively. In the 1-m long GE1/1 prototype GEM detector,
the internal gap configuration is 3/1/2/1 mm. Mini-X x-ray source with gold
(Au) anode is used for the measurements. The gain measurement is performed
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in three steps. The first step is an energy calibration to obtain the operating
x-ray energy. In the second step, the event rate is measured for different voltages and a rate plateau is obtained. In the final step, the gain of the detector
is calculated by measuring the anode current directly from the readout.
sub

3.1.2

Experimental Setup

The 10 cm × 10 cm triple-GEM detector used in this measurement has a readout
board with 84 zigzag strips with a 2 mm pitch. The 84 zigzag strips are divided
into two sections as shown in Figure 3.5, one with 48 fine strips and the other
48 with coarser strips. An Ar/CO2 gas mixture is used in 70:30 proportion.
The x-ray source is operated at 10 kV voltage with 5 µA current without any
filters. The entire experimental setup, as shown in Figure 3.6, is shielded in a
large lead box for radiation safety. A Panasonic connector with 128 channels is
used to read the signal from the readout board. As shown in Figure 3.6, four
different positions on the detector are considered, namely fine near end, fine far
end, coarse near end, and coarse far end. The readout signal is amplified using
a charge sensitive pre-amplifier and a linear amplifier. The amplified signal is
fed to the a multi-channel analyzer (MCA) and scalar for energy calibration
and count rate measurement, respectively.

Energy Calibration
55

An Fe source is used for energy calibration. The exact energy value of the x-ray
is required for accurate gain measurements. The photo peak energy (5.9 keV)
and argon escape peak energy (3.1 keV) of
20

55

Fe are used to calibrate the MCA

Figure 3.5: Zigzag readout board with 84 strips divided into two sections, left
with fine strips and right with coarser strips.

Figure 3.6: Experimental setup in the lead box for gain measurements.
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scale. From the calibrated scale, the exact x-ray energy at all four reference
points is calculated. Figure 3.7 shows the energy spectrum of the

55

Fe source

and x-ray source at the fine near end position.

(a)

(b)
55

Figure 3.7: (a) Fe energy spectrum with photo peak (5.9 keV) and escape
peak (3.1 keV), (b) x-ray energy spectrum with energy peak at 6.155 keV.
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Rate Plateau and Gain Measurements
The gain measurement requires the event rate at the voltage on the rate plateau.
The event rate measured for different voltages varies from 3700 V to 4200 V
in the interval of 50 V. The rate plateau is achieved above 4100 V for all four
reference points as shown in Figure 3.8. Hence, the rate at 4150 V is used for
the gain calculation. The gain of the detector is defined as the ratio of charges
detected by the readout board to primary charges and mathematically expressed
as follows:
Gain =

I
R × nprimary × e

,

(3.1)

where R is the particle rate, e is the electron charge and nprimary =

Ex−ray
;
Wi

here,

Ex−ray is the energy of the x-rays and Wi is the effective average energy required
to produce one ion-electron pair in the gas. In a 10 cm × 10 cm triple-GEM
detector, an Ar/CO2 70:30 gas mixture is used. Therefore, in this particular
case, the number of the primary ion-electron pairs for ionization are calculated
by
nprimary

Ex−ray
= Ex−ray
=
Wi
Ar

For the Ar/CO2 gas mixture Wi

(

0.7
Ar

Wi

+

CO2

= 25 eV and Wi

0.3

)

CO2

Wi

(3.2)

=34 eV.

Using Equation 3.2, the nprimary is calculated for all four reference points, and
using these values, the gain of the 10 cm × 10 cm GEM detector is calculated.
3

4

The calculated gain is on the order of 10 - 10 , as shown in Figure 3.9.

23

Figure 3.8: The rate plateau for the four reference points starts at 4100 V.

3

4

Figure 3.9: Gain of the 10 cm × 10 cm GEM detector ion the order of 10 - 10 .
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30 cm × 30 cm Triple-GEM Detector with 2D Straight Strip Readout
A 30 cm × 30 cm triple-GEM detector is assembled using internal mechanical
foil stretching. The same technique is used for the CMS GE1/1-III prototype
detector. The details are discussed later in Section 3.3.1. Each GEM foil has
10 high voltage sectors and the readout has a 2D structure. The signal is read
out from a total of 1536 readout strips, 768 each in X- and Y-direction. For
this measurement, the x-ray source is used with copper (Cu) filters and placed
at a distance of 6.9 cm from the drift, as shown in Figure 3.10.

The mini-X

Figure 3.10: Experiment setup for gain measurement of a 30 cm × 30 cm tripleGEM detector with a 2D straight strip readout board.
x-ray source is operated at 49.7 kV voltage with 20.1 µA current. Due to the
larger thickness of the drift of this detector, a higher setting on the mini-X
x-ray is used for the signal detection. Since this detector has a 2D readout
plane, the X-direction is considered in the vertical plane and Y-direction in the
25

Figure 3.11: Beam profile of the x-ray source at position (X2,Y2).

Figure 3.12: Rate plateau and gain of the 30 cm × 30 cm GEM detector on the
3
4
order of 10 - 10 .
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horizontal plane. The beam profile of the x-ray source at position (X2,Y2) is
shown in Figure 3.11. The gain measurement is done using the same procedure
as followed for the 10 cm × 10 cm detector. Each plane of the detector has 6
Panasonic connectors, connected to APV25 hybrid chip. The scalable readout
system (SRS) developed by RD51 collaboration [20] is used for data taking.
SRS used with GEM detector typically consists of the Front-End Concentrator
(FEC) which is built around a configurable FPGA with event buffer, Gigabit
ethernet, I/O for trigger and clocks, and I/O for adapter cards such as ADCs.
The rate plateau and gain measurement of the detector at (X2,Y2) position are
3

4

shown in Figure 3.12. The gain of the detector is on the order of 10 - 10 .

1-m Long Trapezoidal Triple-GEM Detector with Zigzag Strips Readout
Finally, the gain of the 1-m long trapezoidal triple-GEM detector is measured
using a zigzag radial strip readout as well as with a radial straight strip readout.
The x-ray source with no filters is used with 10 kV accelerating voltage for the
rate measurement, the signal is read out from the bottom of the third GEM
foil. The gain is calculated again using Equation 3.1 and it is on the order of
4

10 . Figure 3.13 shows the gain of the 1 m long triple-GEM detector with the
radial zigzag readout board [21].
Due to the high gain, good spatial resolution, and fast timing resolution,
this detector is getting more popular in high energy physics experiments. For
phase II upgrade of the muon endcap of the CMS experiments, the muon group
is planning to install a GEM station (GE1/1) in the forward region. For this
project, several prototypes of 1 m long triple-GEM detectors have been designed
27

Figure 3.13: Rate and gain vs. Vdrift measured at the center of the zigzag GEM
detector with Ar/CO2 70:30.
and tested in several beams. At Florida Tech, a GE1/1 prototype-III was built
and tested in a test beam at Fermilab. The characteristics were studied using
the test beam data. These studies are detailed in the following sections.

28

3.2

Overview of the GEM Endcap

The CMS collaboration is going to install large-area GEM detectors in the
forward muon endcap in the high-η region 1.5 <| η |< 2.2. Figure 3.14 [22] shows
the quadrant of the muon system, where installation of GE1/1, GE2/1, and
ME0 detectors is proposed. After the LS2, the LHC will approach instantaneous
34

luminosity of 2 × 10

−2 −1

cm s . This upgrade is important to maintain the high

level performance and acceptable L1 trigger rate for muons without addition
efficiency loss in endcaps as compared to the Run 1 and 2. This installation will
help to restore redundancy for tracking and triggering in the muon system, as
the GEM detectors provide very precise tracking information due to the high
2

spatial resolution. They can also sustain high particle rates up to MHz/cm .
CSC alone misidentify lower pT muons as high pT muons, because they undergo
multiple scattering in the steel absorbers.

Figure 3.14: A quadrant of the CMS muon system with proposed upgrade
(dashed box), showing different subsystems. GE1/1 is highlighted in red dashed
box.
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This problem can be overcome by using the GEM detectors with the CSC
system as shown in Figure 3.15 [23], since there is only air between GE1/1 and
ME1/1. Together they provide an accurate measurement of the muon bending
angle unaffected by multiple scattering. This discriminates lower pT muons
from higher pT muons and reduces the soft muon rate at the level-1 trigger, as
shown in Figure 3.16 [24]. This will help to control the muon trigger rate at
HL-LHC.

Figure 3.15: GEM and CSC systems enlarge the lever arm for the bending angle
measurements.

In the GEM endcap, there will be 72 ”super-chambers”, each super-chamber
is composed of two individual GE1/1 chambers, installed to complement the
existing Muon Endcap (ME1/1) detectors to maximize the detection efficiency.
◦

Since each super-chamber covers a ≈ 10 sector, there will be 36 super-chambers
installed in each endcap. In each endcap long (1.55 <| η |< 2.18) and short
(1.61 <| η |< 2.18) versions of these super-chambers alternate in the azimuthal
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Figure 3.16: (a) Simulation of the bending angle measurement in the first endcap
station (GE1/1-ME1/1) for soft (∼5 GeV) and hard (∼20 GeV) muons. (b)
Simulation of the inclusive muon trigger rate expected for the LHC Phase II as
a function of the Level-1 pT trigger threshold for 1.6 <| η |< 2.1.
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direction (ϕ). The design of the super-chambers and their placement in the
endcap is shown in Figure 3.17. The details about GE1/1 design and electronics

Figure 3.17: Left: Super-chamber. Right: Long and short GEM chambers in
one endcap.
can be found in [14].
A third generation GE1/1 prototype GEM detector was constructed at
Florida Tech and tested in a hadron beam at Fermilab. Its performance characteristics, such as strip cluster parameters, detection efficiency, and spatial
resolution, have been studied using pulse height information and binary hit reconstruction. In the following section, the construction, experimental setup, and
performance characteristics of the GE1/1 prototype-III detector with Fermilab
test beam data are explained.
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3.3
3.3.1

Fermilab Test Beam Analysis
Construction of a GE1/1 GEM Detector Prototype

The GE1/1-III prototype detector is a trapezoidal triple-GEM detector with
2

an approximately 99×(28-45) cm active surface area. This detector has a
3/1/2/1mm (drift, transfer 1, transfer 2, readout) internal electrode gap configuration. The GEM foils used in this detector are produced by a single-mask
etching technique at CERN. These three GEM foils are mounted on the drift
electrode and enclosed by the readout board. This detector is constructed using
the internal mechanical stretching method [25] introduced in 2011. Each GEM
foil is divided into 35 high voltage sectors that are transverse to the direction of
the readout strips. There is a total of 3072 radial readout strips with a 455 µrad
pitch along the length in the ϕ-direction and distributed over eight η-sectors. In
each of the η-sectors, induced signals are read out via 384 radial strips through
vias in the readout board to radial strips. Figure 3.18 [14] shows cross section through inner and outer chamber frames along with GEM foils and Figure
3.19 shows the main steps involved in the assembly of the GE1/1-III prototype
detector by the author.
As shown in Figure 3.19 (a), the first step in the construction is to produce
the stack of the three GEM foils. Using the inner frame pieces one foil is placed
on the top of the other. The thickness of the inner frame pieces is chosen in
such a manner that the internal gap configuration is maintained as 3/1/2/1
mm. Inner frame screws are used to hold the inner frame pieces and foils
together. Once the stack is complete, excess kapton foil along the outer edge of
the inner frames is removed and the foil stack is transferred to the drift board.
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Figure 3.18: Cross section through inner and outer chamber frames and GEM
foils that shows how the GEM foils are mounted within the GE1/1 chamber
so that they can be mechanically tensioned against the brass pull-out posts
without deforming the drift or readout boards. The materials of all chamber
components are specified.
In second step, outer frame screws are inserted horizontally in an outer frame
which is attached to the drift board, to connect to the inner frame pieces of the
GEM stack. Foils are then stretched first along the long sides of the detector
by tightening the outer frame screws evenly. Uneven stretching can affect the
charge uniformity of the detector. Hence, it is very important to provide proper
tension along all sides. Figure 3.19 (b) shows the stretching step. In the third
step detector is closed by mounting the readout board on the drift. The outer
frame on the drift has an o-ring on the surface to make the detector gas tight.
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(a)

(b)

(c)

Figure 3.19: Construction of the 1m-long large-area GE1/1-III prototype in
three steps: (a) Step I: GEM foil assembly with inner frames. (b) Step II: GEM
foils stretching. (c) Step III: Closed GEM detector with readout.
Again, it is important to provide proper tension while closing the detector as
uneven tension can change the gap between the drift, foils, and the readout
and eventually affect electric fields and ultimately the gain of the detector. By
measuring gas flow difference in the output and input gas line, gas tightness can
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be checked. It is important to flush the detector with nitrogen gas at least for
4 volume exchanges to make sure the foils are moisture free. The gas is then
swapped with the Ar/CO2 gas mixture. It is important to wait again at least 4
times volume gas exchange before applying the high voltage.

3.3.2

Test Beam Setup

The GE1/1-III prototype detector was tested in a 32 GeV hadron beam at
the Fermilab test beam facility in October 2013 as shown in Figure 3.20. For
tracking studies, this detector was positioned on a movable table between four
2-D readout GEM detectors. Three of them were 10 cm ×10 cm GEM detectors
and one was 50 cm × 50 cm detector with an active 10 cm ×10 cm area.
These 2D GEM detectors contained 256 straight strips along each horizontal
(y-coordinate) and vertical (x-coordinate) plane with a 0.4 mm pitch. The data
were collected using RD51 scalable readout system (SRS) [26] with the external
trigger provided by scintillators in coincidence. During this beam test all the
detectors used an Ar/CO2 gas mixture with a 70:30 ratio.

3.3.3

Beam Test Results

Performance Characteristics
The performance characteristics of the GE1/1 detector were studied using high
voltage and position scan data. Figure 3.21 shows the detector with eight
η-sectors, number from smaller side to longer side. The three row of APV25
are referred as Upper, Middle, and Lower APV rows for position scan. In a
high voltage scan, the beam was focused on η-sector 5 and drift the voltage
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CMS GE1/1-III Prototype detector

Trackers

Trackers

Figure 3.20: Experimental setup in the beam line at Fermilab. The zoomed
picture show the GE1/1 detector placed on the moveable table between the
four tracker detectors.
of the GE1/1 detector varied from 2900 V to 3350 V, whereas voltages of all
tracker detectors were kept fixed in such a way that the efficiency was on plateau
throughout all measurements. The charge collected from group of strips are referred as the cluster charge. Figure 3.22 shows the cluster charge distribution for
η-sector 5 at 3250 V. The distribution is fitted with a Landau function and the
Most Probable Values (MPV) obtained from this fitting are used for obtaining
the uniformity results for the GE1/1 detector.
The number of strips fired in strip clusters define the strip multiplicity of
strip clusters. For the GE1/1 detector, distribution of the strip multiplicity in
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Figure 3.21: A GE1/1-III triple-GEM prototype detector with 24 APV25 hybrids connected to strips via 24 Panasonic connectors.

Figure 3.22: Cluster charge distribution at 3250 V fitted with Landau function.
strip clusters is shown in Figure 3.23 with the average strip multiplicity (cluster
size) of 2.4 strips. Figure 3.24 shows that the strip multiplicity increases with
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high voltage, i.e. with the gas gain.

Figure 3.23: Strip multiplicity in strip clusters size at 3250 V in the η-sector 5.
Performance results of the GE1/1 detector are presented in three sections.
Section one explains the charge measurement performed for the electronics upgrade. Efficiency results are described in the section two and finally, in section
three tracking results are explained in details:

Measurement of the Charge Induced on the Readout Strips of a
GE1/1 Detector
For the GE1/1 system, the CMS experiment proposes VFAT3 readout electronics, which produce binary hit output for each readout strip. Similar to APV25
hybrid, VFAT3 front-end chip also has 128 channels. The chip provides ”fast
39

Figure 3.24: Strip cluster size increases with high voltage.
OR” fixed-latency trigger information and full granularity tracking information.
The details about the VFAT3 and overall readout electronics for the GE1/1 system can be found in [14]. The matching of the dynamic range of the induced
charge to the dynamic range of the chip input determines the quality with which
the signal is read from each strip. Consequently, it is important to optimize the
dynamic range of the chip with respect to the expected input charge. Following
sections describe measurements of the most probable values (MPV), mean strip
th

charges and cluster charges, as well as the 99

percentile of the charge distri-

bution to determine the requirement on the dynamic range of the input charge
for the VFAT electronics.
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Charge Conversion from ADC to fC
To calculate the dynamic range for VFAT electronics, the charge must be converted from ADC counts to femto-Coulombs (fC). For the precise conversion
from ADC to fC, the APV25 calibration data, shown in Figure 3.25 [27], is
used. The APV25 shows a linear charge response up to around 800 ADC counts,
and exponential response for higher ADC counts. For precise conversion, it is
important to apply the non-linear correction for higher ADC counts (≥800).

Figure 3.25: Charge-to-ADC count calibration for APV25 chip.
Figure 3.26 shows how the calibration data are split into two parts, one
for the linear correction for lower ADC counts (<800 ) and the other for the
non-linear correction for higher ADC counts (≥800).
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(a)

(b)

Figure 3.26: (a) ADC-to-fC conversion for lower ADC counts with linear fit.
(b) ADC to fC conversion for higher ADC counts with exponential fit.
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From the linear and exponential fit parameters, the ADC-to-fC conversions
can be expressed as follows:

Q (in fC) = 0.03719 × ADC

for ADC < 800

(3.3)

Q (in fC) = exp[1.8 + (0.0018 × ADC)]

for ADC ≥ 800

(3.4)

These factors give precise conversion values. Conversion factors are used in the
following charge distribution studies to express the charge in both raw ADC
counts and fC units.

Charge Distribution Measurements
The high voltage scan data is used for the charge distribution studies. For each
voltage starting from 2900 V to 3350 V, the charge distribution is plotted and
fitted with a Landau function. Fit parameters such as Most Probable Value
(MPV), mean, and sigma are used for determining the range of the charges.
The charge distribution is plotted for two cases, an individual strip charge and a
total cluster charge. The strip multiplicity of the cluster is selected to compare
the strip charge distribution as follows: all strip clusters, ≥2-strips, 4-strip,
3-strip, 2-strip, and 1-strip clusters. Similarly, for the total cluster charge,
all strips cluster, ≥2-strips cluster, and 1-strip cluster were used for plotting
th

the distribution. Finally, the 99

percentile of the maximum charge of the

strip charge distribution is plotted to determine the required full dynamic input
charge range for the VFAT electronics.
The cluster charge distribution is studied for this large-area triple GEM detector with two different readout designs, one with radial straight-strip readout
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and the other with radial zigzag strips. A radial zigzag strip readout board
[21] for a one-meter-long GEM detector was designed by Florida Tech for the
Electron-Ion Collider (EIC) experiment. In the Fermilab test beam, the readout
board of the GE1/1-III detector was replaced with this radial zigzag strip readout and its performance was tested again. As shown in Figure 3.27, this readout
board has 1,072 radial zigzag strips distributed along the eight η-sectors with
128 strips per sector and the signal can be read out from the entire chamber
using only eight APV25 hybrids. This readout board design is cost-effective because it reduces the number of channels for the readout electronics by a factor
of three.

Figure 3.27: A large-area GEM detector with radial zigzag strips read out with
eight APV hybrids connected to eight η-sectors through Panasonic connectors.

The total number of electrons produced in the ionization process follows
the Landau distribution and the total charge produced in the detector can be
characterized using its distribution parameters.
Figure 3.28 (a) shows the total strip cluster charge distribution for all strip
clusters at the operating voltage of the detector, i.e. at 3250 V. The distribu44

(a)

(b)

Figure 3.28: Charge distribution measured with GE1/1-III detector and fitted
with a Landau function: (a) Total cluster charge distribution. (b) Individual
strip charge distribution.
tion is fitted with a Landau function and the mean charge value is found to
be 671.9 ADC counts, which is equivalent to 25 fC. For Ar/CO2 70:30 gas, the
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total mean number of primary electrons in the 3 mm drift gap is < Ntot > = 29
electrons. This prototype detector was operated at a gain of around 8000 giving
an expected mean charge (< Ntot > × Gain) of 232,000 e, equivalent to 37 fC
or 964 ADC counts. The measured mean cluster charge is within 27% of the
theoretical value, which is acceptable. The individual strip charge distribution
is shown in Figure 3.28 (b). In this distribution, APV saturation is observed
around 1600 ADC counts and these saturated events are excluded from the calth

culation of the 99

percentile of the maximum charge, which determines the

dynamic range of the input charge for VFAT electronics. Similarly, the charge
distribution is plotted for the GEM detector with the zigzag readout board.
Figure 3.29 shows the total cluster charge and the individual strip charge distributions. These distributions are again fitted with the Landau function and the
resulting mean, sigma, and MPV variable are plotted against the drift voltage.
Since Ar/CO2 gas is used in the same proportion and with the same drift and
transfer gaps in the detector as above, the calculation of the expected mean
charge for this configuration is the same i.e. 37 fC. From the Landau distribution of the total cluster charge, the measured mean charge for this detector at
the operating voltage is about 26 fC, similar to the result for the straight strips.
In Figure 3.29 (b) saturation of APVs is again seen to be around 1600 ADC
counts and these events are again excluded from the analysis.

Mean Charge Distribution
The mean strip charge at operating voltage can be taken as the typical charge
input for the electronics. A mean of the charge distribution for the above
mentioned range of the drift voltages is plotted using different cuts on the
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(a)

(b)

Figure 3.29: Charge distribution of the GEM detector with radial zigzag strip
readout fitted with the Landau function: (a) Total cluster charge distribution.
(b) Individual strip charge distribution.
cluster strip multiplicities. Figures 3.30 and 3.31 show mean charges for the
GE1/1 detector in ADC counts and fC units for the total cluster charge and
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individual strip charge. At 3250 V, the measured mean cluster charge is 25 fC,
while the overall mean strip charge is 11 fC.
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Figure 3.30: GE1/1 Detector: Means of the total cluster charge distribution
counts vs. drift voltage (a) in ADC. (b) in the fC unit.
Similarly, mean charge values from Landau fits are plotted against the drift
voltages of the GEM detector with radial zigzag strip readout. The mean of
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Figure 3.31: GE1/1 Detector: Means of the individual strip charge distribution
counts vs. drift voltage (a) in ADC. (b) in the fC unit.
the total cluster charge and mean of the individual strip charge are shown in
Figures 3.32 and 3.33, respectively. The mean charge value increases with higher
drift voltage i.e higher gas gain. In Figure 3.33 (b), the mean strip charge is
∼26 fC at the operating voltage. The mean cluster charge is similar to what

49

Mean Total Charge [ADC Counts]

Mean Total Charge vs. High Voltage
Mean_Total_Charges
All_Strips
>=2_strips
1_strip

2000
1800
1600
1400
1200
1000
800
600
400
200
0
2950

3000

3050

3100

3150

3200

3250

3300

3350

3400 3450
Voltage [V]

(a)

Mean Total Charge [fC]

Mean Total Charge vs. High Voltage
240

Mean_Total_Charges
All_Strips
>=2_strips
1_strip

220
200
180
160
140
120
100
80
60
40
20
0
2950

3000

3050

3100

3150

3200

3250

3300

3350

3400 3450
Voltage [V]

(b)

Figure 3.32: GEM detector with zigzag readout: Means of the total cluster
charge distribution counts vs. drift voltage (a) in ADC. (b) in the fC unit.
is observed with the radial straight-strip readout, while the mean strip charge
value for radial strips is higher than the straight-strip readout because more
charge is induced on an individual zigzag strip due to its larger width.
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Mean Strip Charge vs. High Voltage
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Figure 3.33: GEM detector with zigzag readout: Mean of the individual strip
charge distribution counts vs. drift voltage (a) in ADC. (b) in the fC unit.
MPV and Sigma Distributions
In this section, all Landau MPV and Landau sigma value plots for the total
cluster charge and the individual strip charge distribution are summarized for
reference. Figures 3.34 and 3.35 show MPV and sigma vs. drift voltage for the
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GE1/1 detector, while Figures 3.36 and 3.37 summarize the corresponding plots
for the GEM detector with the radial zigzag strip readout.
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Figure 3.34: GE1/1 Detector: MPV of the total cluster charge distribution
counts vs. drift voltage (a) in ADC. (b) in the fC unit. MPV of the individual
strip charge distribution counts (c) in ADC. (d) in the fC unit from Landau fit.
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Figure 3.35: GE1/1 Detector: Sigma of the total cluster charge distribution
counts vs. drif voltage (a) in ADC. (b) in the fC unit. Sigma of the individual
strip distribution vs. drift voltage (c) in ADC. (d) in the fC unit from Landau
fit.
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Figure 3.36: GEM Detector with the radial zigzag strip readout: MPV of the
total cluster charge distribution counts vs. drift voltage (a) in ADC. (b) in the
fC unit. MPV of the individual strip charge distribution (c) in ADC (d) in the
fC unit from Landau fit.
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Figure 3.37: GEM detector with radial zigzag strip readout: Sigma of the total
cluster charge distribution (a) in ADC (b) in the fC unit. Sigma of the individual
strip distribution (c) in ADC (d) in the fC unit from Landau fit.
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th

99

Percentile of the Maximum Charge of the Individual Strip Dis-

tribution
th

Finally, the 99

percentile of the strip charge distribution is calculated to find

the maximum charge that can be expected at the input of a VFAT3 chip. For
each voltage, the strip charge distribution is plotted with different cuts on the
strip multiplicity of the clusters. Due to the limited dynamic range of the
APV readout system, saturation of signal pulses is again observed causing the
th

curves to flatten out at high drift voltages. Figure 3.38 (b), shows that the 99

percentile charge at the operating voltage is about 43 fC. The maximum range
for strip charges is estimated by extrapolating a linear fit to compensate for the
APV saturation at large operating voltages. With this approach, a maximum
strip charge of 78 fC is estimated at 3350 V. To cover the extreme case, the fit
to the 4-strips cluster data is extrapolated, which gives a maximum strip charge
of 140 fC at 3350 V. Hence, the GE1/1 readout electronics should be prepared
to have a dynamic range up to 140 fC for the input charge on one channel.
th

The 99

percentile of the maximum charge for the GEM detector with

the zigzag strip readout is calculated in a similar way. The only difference in
this case is that there are no 3-strip and 4-strip clusters due to the saturation
effect. Figure 3.39 shows the 99

th

percentile of the maximum charge in ADC as

well as in the fC units. The 58fC charge is estimated as 99% of the maximum
charge for all strips at operating voltage and 75fC for the 2-strips cluster. These
curves appear to be close to saturation for basically all drift voltages and are
consequently only of limited value.
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Figure 3.38: The GE1/1 Detector: 99 percentile of strip charge distribution
(a) in ADC (b) in fC unit with linear extrapolation of data that suffers little
APV saturation.
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Figure 3.39: The GEM detector with radial zigzag strip readout: 99 percentile
of strip charge distribution (a) in ADC (b) in the fC unit.
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Efficiency Measurements
Detection efficiency is obtained as

ϵ=

N1
N − N2

(3.5)

where, N = Total number of triggered events; N1 = Number of events with
Cluster Multiplicity (CM) ≥ 1 for given sector; N2 = Number of events with
Cluster Multiplicity (CM) ≥ 1 for other sectors. A few strips from neighboring
sectors are sometimes triggered due to scattering of particles or due to beam
focus on the edge of the given sector. To obtain accurate efficiency of the given
sector, it is required to eliminate such events from the total number. The overall
detection efficiency of the detector is measured using four threshold cuts on a
pedestal width, namely 3σ, 4σ, 5σ, and 6σ, where σ is the mean of RMS value
of the noise distribution for all strips. Figure 3.40 shows efficiency curves fitted
with a sigmoid function for these threshold cuts. The efficiency curves show a
long plateau for higher voltages and are not affected by different threshold cuts.
Detection efficiency of the GE1/1 detector with a 5σ cut on the pedestal width
is [97.80 ± 0.2 (stat)]%.
The position scan is used to measure the uniformity response of the detector
for all η-sectors at an operating drift voltage 3250 V. The scan was performed for
three APV positions, as mentioned earlier, namely Upper, Middle, and Lower
APV position. For each sector, the charge uniformity was measured using the
MPV of the Landau fit from the charge distribution. Figure 3.41 shows the
uniformity response for the first seven sectors. The response varies by ∼25%
in different sectors. The variation in outer sectors 6 and 7 can be improved in
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Figure 3.40: Detection efficiency with different cuts on pedestal width.

Figure 3.41: Response uniformity in seven η-sectors for three different APV
positions, i.e., Upper, Middle, and Lower at 3250 V.
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Figure 3.42: Charge uniformity for different η-sectors at 3250 V using singlestrip, single-cluster events.
future assemblies by paying particular attention to stretching foils in that region.
The response uniformity of the detector is again calculated by considering only
single-strip single-cluster events. Figure 3.42 shows the uniformity response of
the η-sectors of the detector.

Tracking Analysis
Overall performance characteristics of the GE1/1-III prototype detector were
studied using a 32GeV mixed-hadron beam. Beam profiles can be obtained
using 2D hit maps of the reference tracker detectors. The beam profile for the
secondary 32 GeV mixed-hadron beam is oval, while the beam profile for the
120 GeV proton beam is circular and much tighter, as shown in Figure 3.43.
The tracking analysis is done in three steps to study the spatial resolution of
the GE1/1 detector. The first step is alignment, which itself is executed in two
steps. The first one is to shift all tracker detectors so that their origins in the
x-y coordinate coincide and their residuals are centered at zero. In the second
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(a)

(b)

Figure 3.43: Beam profiles: (a) 32 GeV hadron beam, (b) 120 GeV proton
beam.
step of alignment, the three downstream tracking detectors are rotated with
respect to the first tracker detector by using initial shift parameters from step
one. The rotating angle for each detector is optimized such that the residual
width of each detector is minimized.
The next important step in the tracking analysis is a transformation from
Cartesian (x,y) co-ordinates to polar (r, ϕ) co-ordinates, as the GE1/1 detector
measures the azimuthal ϕ-coordinate with radial strips. Figure 3.44 shows correlated event hits in η-sector 5 of the GE1/1 detector and in the first tracker
detector.
In the final step of the tracking analysis, both inclusive and exclusive trackhit residuals are calculated. The definition of an inclusive (exclusive) residual
is the residual calculated by including (excluding) the probed detector in the
track fitting. The spatial resolution of the detector is calculated from the geometric mean [28] of the widths of the inclusive and the exclusive residuals, i.e.
√
σ = σinc × σexc [29]. The geometric mean method has one drawback that it
does not consider effect of Coulomb multiple scattering and results into esti-
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Figure 3.44: Correlation of the GE1/1 detector hits with hits in the first tracker
detector.

(a)

(b)

Figure 3.45: Residuals for tracker 1 in φ : (a) Inclusive residual with width
σ = 21 µrad and (b) Exclusive residual with width σ = 75 µrad.
mating the resolution too optimistically by 10-50%. The accuracy in this measurement can be gained by considering the presence of the multiple Coulomb
scattering [30]. Figure 3.45 shows both residual widths for the first tracker detector. The inclusive residual is σinc = 21 µrad and the exclusive residual is
σexc = 75 µrad, with a geometric mean of ∼40 µrad. Similarly, the resolution
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Figure 3.46: Angular resolution of the tracking detectors.
of the other two 10 cm×10 cm tracker detectors are calculated. Figure 3.46
summarizes the resolutions for all tracker detectors.
The resolution of the GE1/1-III prototype GEM detector is calculated using
two different methods for obtaining the hit position. The barycentric method [31]
uses the full pulse height information to find the strip cluster barycenter which
∑n
is calculated as sb = i=1 qiq·isi , where si and qi are the strip number and charge
of the i

th

strip, respectively. The binary method uses the reconstructed binary

hits to emulate the VFAT [32] results. The results are presented in the following
sections.
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The Barycentric Method
Figures 3.47 and 3.48 show the inclusive and the exclusive residuals of the
GE1/1 detector at the center of η-sector 5 at 3250 V using a 5σ cut on the
pedestal width. The inclusive residual is 110.7 µrad and the exclusive residual
is 137.9 µrad in the azimuthal (ϕ) direction; this corresponds to 208.1 µm and
259.3 µm respectively at R = 1880.5 mm. The resolution of the GE1/1 detector
using pulse height analog readout is [123.3 ± 1.6 (stat)] µrad, i.e. 27% of the
strip pitch. Residuals for η-sector 5 plotted against the different voltages are
shown in Figure 3.49. The best resolution is obtained on the efficiency plateau
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Figure 3.47: Inclusive GE1/1 residual with σ = 110.7 µrad using full pulse
height information.
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Figure 3.48: Exclusive GE1/1 residual with σ = 137.9 µrad using full pulse
height information.
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Figure 3.49: Resolutions of the GE1/1 detector at the center of sector 5 for
different voltages using full pulse height information.
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The Binary Method (Emulated VFAT threshold)
During this test beam, all data was collected using an APV25 [33] hybrid chip
that provides the analog signal, whereas CMS upgrade electronics will use the
VFAT3 chip [1] that produces a binary output for each readout strip (charge
above or below threshold). Hence, it is important to study the characteristics of
the GE1/1 detector using the binary hit method. By applying a fixed threshold
cut on the pedestal width, binary hits are reconstructed offline from the pulse
height data. The detector efficiency is calculated again by applying fixed cuts
of 0.8fC, 0.98fC, and 1.2fC, which are equivalent to “10VFAT”, “12VFAT”, and
“15VFAT” units, where “1VFAT” unit = 0.08fC. The efficiency curve is again
fitted with the sigmoid function and from one of the fit parameters the efficiency
of the detector is calculated which is [96.9 ± 0.2 (stat)]% on plateau.

Figure 3.50: Detection efficiency using VFAT-like binary hit data with three
different thresholds.
71

Frequency

-4

-3

-2

-1

0

1

number of strips
3
4

2

residualEta5_phi_X_-1858.2_Y_-29.0_angle_-0.000107

600

Entries

500

5052

Mean

-9.383e-005

RMS

0.0002128

χ2 / ndf

400

46.24 / 71

Prob

0.99
603.5 ± 11.2

Primary Constant

300

Primary Mean

-0.0001012 ± 0.0000019

Primary Sigma

0.0001228 ± 0.0000016
5.897 ± 1.129

Background Constant

200

Background Mean
Background Sigma

100
0
-0.002 -0.0015 -0.001 -0.0005

0

0.0005

0

1

2.421e-005 ± 5.654e-005
0.0007549 ± 0.0001061

0.001 0.0015 0.002
Residual in φ [rad]

(a)

Frequency

-4

-3

-2

-1

500

2

number of strips
3
4

residualEta5_phi_X_-1858.2_Y_-29.2_angle_-0.000107

Entries

400

5052

Mean

-2.114e-005

RMS

0.0002475

χ2 / ndf

58.51 / 77

Prob

300

0.9423

Primary Constant
Primary Mean
Primary Sigma

200

Background Constant

100
0
-0.002 -0.0015 -0.001 -0.0005

0

482.7 ± 9.0
-3.158e-005 ± 2.356e-006
0.0001525 ± 0.0000020
5.568 ± 1.104

Background Mean

9.35e-005 ± 6.11e-005

Background Sigma

0.0008229 ± 0.0001103

0.0005

0.001 0.0015 0.002
Residual in φ [rad]

(b)

Figure 3.51: (a) Inclusive GE1/1 residual σ = 122.8 µrad and (b) Exclusive
GE1/1 residual σ = 152.5 µrad using binary hit reconstruction.
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Finally the inclusive and exclusive residuals are calculated. Figure 3.51 (a)
shows that the inclusive residual width of the detector is 122.8 µrad (228.1 µm)
and (b) shows that the exclusive residual width is 152.5 µrad (283.3 µm) with
binary hits. The geometric mean of these widths is 136.8 µrad (254.2 µm),
√
which is consistent with the expectation from pitch/ 12 = 131.3 µrad. Total
radiation length in the test beam setup is about ∼14% with ∼147 µrad RMS
of the multiple scattering angle. This value is not negligible as it is within the
range of the expected residual widths of the detector.

3.3.4

Correction of Non-linear Strip Response

The motivation for implementing this correction for the barycentric method is to
further improve the spatial resolution of the GE1/1 detector. In this study, cluster positions are reconstructed in the detector based on the barycenter method.
The η-correction factor was developed to correct the barycenter position in the
GE1/1 detector. For a cluster with strip multiplicity greater than 1, η is de∑n
fined as η = sb − smax [34], where sb = i=1 qiq·isi ti gives the barycenter position
in terms of strip numbers where si and qi are the strip number and charge of
th

the i

strip respectively; smax is the strip number with the maximum charge.

This correction is done mostly for 2, 3, and 4-strip clusters. Figure 3.52 (a)
and (b) show the scatter plots of the exclusive residual against η for 2-strips
and 3-strips clusters, respectively. Both showed different behaviors and hence
are fitted with different functions. Finally, the corrected resolution is obtained
for the GE1/1 detector after subtracting the value of the fitted function at η
from the original resolution. Figure 3.52 (c) shows the scatter plot for 2- 3-strip
clusters before correcting the resolution and (d) shows the corrected resolution
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for these strip clusters.

(a)

(b)
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(c)

(d)

Figure 3.52: (a) and (b) Scatter plots of exclusive residual vs. η for 2-strip and
3-strip clusters respectively for combined HV scan data. (c) and (d) Scatter
plots of exclusive residual vs.η for all strip cluster multiplicities before and after
correction, respectively.
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For a high voltage scan, the strip correction factor changes negligibly for
the entire voltage range and hence, all HV scan data are combined before implementing the strip correction for more statistics. However, strip correction is
performed individually on each sector for the position scan. Figure 3.53 shows
the corrected resolutions for the high voltage scan. Since the readout of the
GE1/1 detector has fine strip segmentation, the overall improvement factor is
small (less than 8%, i.e., within ∼10 µrad) compared to detectors having coarse
readout strips.

(a)
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(b)

(c)

Figure 3.53: (a) Resolution after correction for 2-strip clusters, (b) Resolution
after correction for 3-strip clusters, (c) Resolution after correction for 2-strip,
3-strip, and 4-strip clusters for the high voltage scan.
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3.3.5

Summary and Conclusion

A CMS GE1/1-III prototype GEM detector was successfully built and tested
at Florida Tech and Fermilab, respectively, in 2013. The charge distribution is
studied to estimate the expected input charge range for VFAT3 readout electronics for the GE1/1 detector of the muon endcap upgrade of the CMS experiment. The linear and non-linear conversion factors are used for converting
charges from ADC counts to an fC unit for the analog readout system (APV25)
used in the study. The expected mean charge in the GE1/1 detector is 37 fC at
3250 V drift voltage, which is calculated from the number of total electron-ion
pairs in the drift region and from the gas gain. A direct measurement of this
charge from the mean total cluster charge distribution using a Landau fit gives
25 fC, which is within 27% of the calculated charge value. When operating 50V
above the start of the efficiency plateau in an Ar/CO2 70:30 gas mixture, i.e.
with 3250V applied to the drift electrode, the most probable value, mean value,
th

and 99

percentile value of the Landau distribution of the charge induced on

a single strip are found to be 4 fC, 11 fC, and 115 fC, respectively. Measurements for the highest charges are somewhat hampered by the saturation of the
APV chip. The largest input charge range for the VFAT readout electronics is
estimated to be 140 fC based on an extrapolation of the 99

th

percentile of the

individual measured strip charge distribution in 4-strip clusters. Therefore, the
VFAT3 front-end chip should be designed in such a way that they can comfortably handle input charges over a range of 0-140 fC. Studies done for the same
GEM detector equipped with a radial zigzag strip readout give similar results.
The detector performed well in terms of detector efficiency, which is greater
than 97% with both methods for determining hit positions. It shows good
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charge uniformity for all η-sectors except for sectors 6 and 7. The uniformity
should be improved in future assemblies by making sure that all the foils have
the same tension in all eight η-sectors. The spatial resolution of the GE1/1
detector is ∼123 µrads for the barycentric method and ∼136 µrads with the
binary method, which meets the value of resolution expected from the pitch of
the strip. The spatial resolution of the detector is improved by ∼10 µrad after
correcting for a non-linear strip response. In conclusion, the GE1/1 detector
meets performance expectations for use in a CMS muon endcap upgrade.
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Chapter 4
The Standard Model and Higgs
Boson
4.1

The Standard Model of Particles

In particle physics, the interaction between particles is described by the standard model (SM). According to the SM, all matter is composed of three kinds of
elementary particles: leptons, quarks, and mediators [35]. Leptons and quarks
are fermions with spin 1/2, whereas the mediators are bosons with an integer spin. Overall, there are six leptons and six quarks that are distinguished
by their charge, mass, and in the case of leptons by lepton number; they are
then categorized into three generations. There are six leptons: electrons (e),
muon (µ), tau (τ ), and their corresponding neutrinos. Their classification is
given in Table 4.1.
For each of these leptons, there exists an anti-lepton with an opposite charge.
Similar to leptons there are six flavors of quarks, which are also classified into
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Table 4.1: Leptons classified in three generations.
Generation

Leptons

Charge (Q)

Mass (MeV)

Lifetimes (s)

First

electron (e)
electron neutrino (νe )

−1
0

0.51099
≃0

∞
∞

Second

muon (µ)
muon neutrino νµ

−1
0

105.67
≃0

2.20 × 10
∞

third

tau (τ )
tau neutrino ντ

−1
0

1776.99
≃0

2.91× 10
∞

−6

−13

three generations as shown in Table 4.2. Again, for each quark, there is an
antiquark with an opposite charge. Each quark comes in three colors; therefore,
in total there 36 quarks and anti-quarks.
Table 4.2: Three generations of quarks with their corresponding charge and
mass.
Generations

Quarks

Charge (Q)

Mass

First

up (u)

2/3

2.3−0.5 MeV

down (d)

-1/3

4.8−0.3 MeV

Second

charm (c)
strange (s)

2/3
-1/3

1.275 ± 0.025 GeV
95± 5 MeV

Third

top (t)
bottom (b)

2/3
-1/3

173.21±0.51±0.71 GeV
4.66±0.03 GeV

+0.7
+0.5

Table 4.3: Fundamental forces with interacting mediators.
Interaction
Strong

Range

Relative Strength

Mediator

−15

1

Gluons (g)

10

Electromagnetic

∞

Weak

−18

Gravitational

10

m

−3

Photon (γ)

−14

W ,Z

−43

Graviton (?)

10
m

10

∞

10
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±

Finally, the mediator spin-1 particle explains the interaction between the
elementary particles. These fundamental forces are given in Table 4.3. The
±

electromagnetic interaction takes place via photons (γ), whereas the W and Z
bosons are the mediators of the weak interaction. The strong interaction is
mediated by eight colored gluons.

4.2

The SM Scalar Sector

The gauge symmetry of SU(3)C × SU(2)L × U(1)Y can perfectly describe the
standard model, where C refers to color, L is the left chiral nature of SU(2)
couplings, and Y is the weak hypercharge. In this case, SU(3)C describes the
strong interaction and SU(2)L × U(1)Y explains the electroweak interactions.
The total Lagrangian for the SM can be expressed in terms of gauge, fermion,
Yukawa, and scalar Lagrangians:

LSM = Lgauge + Lf + LY uk + Lϕ .

(4.1)

The gauge Lagrangian term regroups the gauge field for all three symmetries.
The fermion Lagrangian describes the nature of the kinetic energy associated
with leptons and quarks, whereas the Yukawa Lagrangian describes
⎛
⎞ the in+
⎜ ϕ ⎟
teractions between the fermions and the scalar doublet ϕ = ⎝
⎠, which
0
ϕ
are responsible for the fermion masses. The Yukawa coupling introduces the
Cabbibo-Kobayashi-Masakawa (CKM) mixing matrix that leads to creating a
large number of free parameters in the SM. The scalar Lagrangian focuses on
the kinematic and potential component of the scalar field, as well as explain82

ing the spontaneous electroweak symmetry breaking, which gives masses to the
Wand Z bosons. The scalar Lagrangian is written as:
µ

†

Lϕ = (D ϕ) Dµ ϕ − V (ϕ).

(4.2)

The potential term can be further expressed as:
2 †

†

2

V (ϕ) = µ ϕ ϕ + λ(ϕ ϕ) .

(4.3)

2

For electroweak symmetry breaking to occur, µ has to be negative and real, and
λ should have a positive value as well. The covariant derivative Dµ is defined
as
′

⃗ µ + ig Bµ .
Dµ = ∂µ + ig T⃗ · W
2

(4.4)

′

where g and g are coupling strength of electromagnetic and weak interaction,
respectively. This choice of parameters gives a potential with a shape known
as “Mexican hat,” where the local maximum is at zero and the minimum has
a non-zero value. Details on the spontaneous symmetry breaking via the Higgs
mechanism can be found in [36]. The Brout-Englert-Higgs field couples universally to all quarks and leptons with a strength proportional to their masses and
to gauge bosons with a strength proportional to the square of their masses [37].

4.2.1

Higgs Boson Production Mode at the LHC

At the LHC, Higgs boson production takes place via the following four processes
and they are presented in the Feynman diagrams shown in Figure 4.1 [38].
• Gluon-Gluon Fusion (ggH) is the main Higgs production process at
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Figure 4.1: Feynman diagram for the SM Higgs production mode: (a) GluonGluon Fusion (ggH), (b) Vector Boson Fusion (VBF), (c) Vector Boson Association Production (VH), and (d) in Association with a pair of Top Quarks.
the LHC because it has the largest cross section. In this process, two
incoming gluons fuse to produce a Higgs boson through a triangular top
quark loop.
• Vector Boson Fusion (VBF) has the second largest production cross
section at the LHC. In this process, the Higgs boson is produced via a
vector boson (W or Z) interaction. These vector bosons are emitted by two
interacting quarks, which further hadronize and produce high energy jets
in the forward direction. The forward jets in the final state characterize
this production process.
• Vector Boson Associated Production (VH) is also known as “Higgsstrahlung.” The Higgs boson is produced via the interaction of the vir84

∗

tual boson V . The cross section of this production is very small compared
to ggH and VBH production modes. The discrimination of the scalar boson H from the background is easily possible in the V H process due to the
presence of additional leptons and quarks coming from the vector boson
decay.
• Production in Association with a Pair of Top Quarks (ttH) has
the smallest production cross section. In Run I, there was no evidence of
this production, but Run II has a higher luminosity and increased centerof-mass energy which is expected to benefit this mode. In October 2017,
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Figure 4.2: The Higgs production cross section at the LHC.
The cross sections of the different Higgs boson production modes depend
on the mass of the Higgs boson and the center-of-mass energy. Figure 4.2 [40]
shows the expected production modes with respect to the different mass ranges
and the center-of-mass energies.
The Higgs boson immediately decays into bosons or fermions. Figure 4.3
shows various Higgs decays with respective branching fractions. Bosonic Higgs
+

−

decay channels are γγ, ZZ, and W W , whereas fermionic decay channels are
+ −

+

−

bb, τ τ , µ µ , and so forth. The branching fractions can be computed using
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Figure 4.3: The branching ratios for the decay of the SM Higgs boson with
respect to different masses.
the prescription explained in [41] and are given as:
Γ(H → XX)
.
Y ∈SM (H → Y Y )

B(H → XX) = ∑
+ −

The bb and τ τ

(4.5)

channels are very important for understanding the Higgs

interaction with the fermions. The bb channel has the largest branching ratio
due to the high mass of this fermion, but the measurements of this channel
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+ −

suffer a lot due to the large expected QCD background. The τ τ

channel has

the second highest fermionic branching ratio, and due to effectivet background
suppression, this channel is very promising to study. The fermionic SM Higgs
boson coupling is directly proportional to the fermion masses, and its partial
decay width can be expressed quantitatively using the Born approximation as
follows:
ΓBorn (H → f f ) =

GF NC
√ mH m2f βf3 ,
4 2π

(4.6)

where mf is the fermion mass, mH is the mass of the Higgs boson, and NC is
the QCD color factor; β is the velocity of the fermion in the final state which
can be expressed as,
√
β=

4

1−

4mf
2

mH

,

(4.7)

and finally, GF is the Fermi coupling constant,
′

GF
πg
√ =
2
2
2 .
2
2mW (1 − mW /mZ )

(4.8)

Here, mW and mZ are the masses of W and Z bosons, respectively. If the Higgs
boson decays specifically into a pair of quarks, then the partial decay width is
given as:
[
(
2 )]
3GF
4 gs 9 3 mq
2
ΓN LO (H → qq ) ≃ √ mH mq 1 +
+ ln
,
3 π 4 2 m2H
4 2π

(4.9)

where mq is the mass of the quark.
This dissertation focuses on a fermionic Higgs decay, specifically into a pair
of τ leptons, which further decay into a pair of muons. This Higgs decay,
+ −

H → τ τ , is henceforth referred to as H → τ τ and a pair of tau decay with
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dimuon in the final state will be referred as τ µ τ µ . Together with the τ e τ e
channel, the τ µ τ µ channel is the final state with the smallest branching factor.
The branching fractions of all tau lepton pairs are given in Table 4.4.
Table 4.4: The branching fraction of the τ τ decay.
Decay mode
τ hτ h
τ eτ h
τ µτ h
τ eτ µ
τ eτ e
τ µτ µ

4.3

BR in %
42
23
23
6
3
3

Drell-Yan Process

The Drell-Yan (DY) process is a process where a quark and anti-quark pair
annihilates in a hadron-hadron collision annihilates by creating a virtual photon
∗

(γ ) or Z boson which further decays into oppositely charged leptons:
∗

q + q → Z/γ → ℓ + ℓ

(4.10)

The Feynman tree-level diagram for this process is shown in
Figure 4.4 [42]. At the LHC, both the Drell-Yan channels with electrons or
muons in the final state are being studied. Measurement of the Drell-Yan production cross section allows for example the extraction of the quark structure.
∗

At LHC, the Z/γ → µµ is a very clear channel to study and often is referred
to as the “Golden Channel” whereas the electron channel is very sensitive due
to high background. The Drell-Yan process is explained in great detail in
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Figure 4.4: Feynman diagram for Drell-Yan process where quark and antiquark annihilate by creating either virtual photon (electromagnetic process)
or Z (electroweak process) which further decays into a muon and anti-muon
pair.

Refs. [43, 44]. This Drell-Yan process is the dominant and irreducible background in the Z → τ τ and H → τ τ analyses and especially in the final state
with a dimuon. Hence, in this dissertation this process has been intensively
studied.
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Chapter 5
Physics Objects and Analysis
Tools
5.1

Particle Objects and Reconstruction

In CMS, particle identification and reconstruction is performed using a particleflow (PF) algorithm [45, 46, 47, 48] that combines the information from all of
the CMS sub-detectors to identify and reconstruct each particle emerging from
proton-proton collisions. These particles are classified as charged hadrons, neutral hadrons, photons, muons and electrons. By combining these PF objects,
high-level objects such as jets, hadronic τ , or missing transverse momentum
miss

(ET ) are reconstructed. The positions of reconstructed vertices of pp interactions fall within 24 cm of the nominal detector center and the radial coordinates
within 2 cm from the beam spots, these vertices are referred to as primary vertices. The hard interaction vertex has the maximum |p⃗T | sum of all the tracks
associated with it. All other vertices with lower pT are coming from soft scat91

tering and they are referred as the pile-up (PU) events.

5.1.1

Muons

In the CMS detector, the muon reconstruction is first done independently in
the muon chambers (CSC, DT, and RPC) using standalone tracks, and in the
inner silicon trackers using the tracker tracks [49]. “Local reconstruction” is the
first step of the reconstruction where the muons are reconstructed within one
chamber. A combination of the reconstructed tracks within the muon chambers
with inner tracker tracks is referred to as the “global muon reconstruction”. A
detailed description of the local and global muon reconstruction can be found
in [49] and [50], respectively. Standalone muons are fitted with Kalman-filter
techniques [51]. So-called tracker muons are built “inside-out” by propagating
the tracks from the inner tracker to the muon system by matching tracks to DT
and CSC segments. The global muons are built “outside-in”, starting from standalone muons and extrapolating them to the inner tracks that match geometrically. During Run II, two specific reconstruction procedures are added to keep
the muon reconstruction and isolation efficiency as high as possible in a high
pile-up environment. In the first procedure, to increase the track hit efficiency,
inner tracks identified as tracker muons are refitted by relaxing some quality
constraints. In the second procedure, standalone muons with pT > 10 GeV
that fulfill a minimal set of quality requirements are used to seed an outside-in
inner tracking reconstruction step. To reject muons from light hadron decays,
one of the best variables is muon isolation which is the sum of the energy in
√
2
2
trackers and calorimeters in a geometrical cone (∆R = ∆ϕ + ∆η ) surround2

ing the muons. The other variable based on the muon reconstruction is χ of
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the track fit, number of hits on the track or the degree of matching between the
inner and the standalone tracks. In different analyses, different identification
working points are used such as “Loose”, “Medium”, “Tight”, “Soft”, or “High
momentum” muon IDs. In this Run II analysis, the Medium muon ID [52] has
been used. Medium muons are loose muons which are either global or tracker
muons, reconstructed using the PF algorithm and have a segment compatibility probability between the tracker and muon tracks larger than 0.451. They
also have well reconstructed tracker tracks with a strict requirement on the χ

2

matching as well as segment compatibility.
The isolation of the muons can be measured relative to their transverse
µ

momentum, pT , by summing over the transverse momenta of all PF particles
within the ∆R cone around the muons. Equation 5.1 shows the mathematical
expression for muon isolation.
∑
µ

I ≡

)
( ∑
∑
1
p
−
p
p
+
max
0,
neutral T
charged, PU T
charged T
2
µ

pT

.

(5.1)

In the Z → τ τ analysis, the following muon ID and Isolation cuts were used:

Table 5.1: Muon ID and Isolation Cut used in the Z → τ τ analysis.

Identification Criteria

Isolation Criteria

Medium PF muon

Iµ < 0.15 · pT

µ

Table 5.2 referred to identification and isolation criteria used in the H → τ τ
analysis.
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Table 5.2: Muon ID and Isolation Cut used in the H → τ τ analysis.
Identification Criteria
2016 (ICHEP) Medium muon
(For Single Muon dataset Run B-F)

Isolation Criteria
µ

Iµ < 0.15 · pT

Medium PF muon
( For MC and Single Muon dataset Run G & H)

5.1.2

Taus

The τ leptons are third generation leptons with a mass of 1776.86 ± 0.12 MeV,
heavier than e and µ leptons. The lifetime of the τ leptons is very short
(290.3 × 10

−15

s) and hence, it decays immediately into lighter particles. In

two-thirds of cases, τ leptons decay hadronically, mostly into one or three mesons
along with neutral pions and ντ . In the other third, they decay either into muon
or electron along with respective neutrinos. Table 5.3 summarizes the tau decays with respective branching ratios. From now onwards, leptonic τ decay, i.e.
τ → eνe ντ and τ → µνµ ντ are represented by symbols τ e and τ µ respectively,
and hadronic τ decays are represented as τ h . Muons originating from τ decays
are reconstructed with methods described in Section 5.1.1. The hadronically decaying tau is reconstructed with the hadron plus strip (HPS) algorithm [53, 54],
which is seeded with the anti-kT [55] jets.
The HPS algorithm is carried out in two steps: reconstruction and identification. In the first step, the tau leptons, which decay hadronically are reconstructed from the tracks and ECAL strips in the η − ϕ plane with energy
deposits in various hadronic decay modes. In Run I, the size of the strips was
fixed, while in Run II, it is now allowed to vary dynamically to account for
interaction between the tracker material and the low-pT secondary particle. In
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a second identification step, particles that can be misidentified as a hadronic
tau are rejected. In the latter case, these particles are usually quark or gluon
jets, electrons or muons. Multivariate (MVA) base discriminators are used to
identify the quark or gluon jets from the identified hadronic tau candidates.
Misidentified electrons and muons are rejected using MVA-based and cut-based
discriminators, respectively.
Table 5.3: Tau decay modes with respective branching fractions B and the
intermediate resonances. Here h stand for kaons or pions.
Decay mode
leptonic
hadronic

5.1.3

Resonance
−

−

τ → e νe ντ
−
−
τ → µ νµ ντ
−
−
τ → h ντ
−
− 0
τ → h π ντ
−
− 0 0
τ → h π π ντ
−
− + −
τ → h h h ντ
−
− + − 0
τ → h h h π ντ
Other hadronic modes

ρ(770 MeV)
a1 (260 MeV)
a1 (260 MeV)

B[%]
17.8
17.4
11.5
26.0
10.9
9.8
4.8
1.8

Jets

The quark and gluon jets produced during collisions are reconstructed using the
anti-kT clustering algorithm [55] implemented in the fastjet library [56, 57].
The jets are built using the PF objects. One can summerize the definition of
the algorithm by redefining the distance measured between two entities, such
as particles and pseudojets. Lets dij be the distance between these two entities
th

i

(particle) and j

th

th

(pseudojet). diB be the distance between the particle i
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and the beam (B), then

dij =

2
−2
−2 ∆ij
min(kti , ktj ) 2 ,

−2

diB = kti ,

R

th

where kti and ktj are the transverse momenta of i and j
2

2

th

(5.2)

entities, respectively.

2

∆ij = (ϕi − ϕj ) + (ηi − ηj ) and R is the chosen cone parameter. In the
Run I, this parameter cone was 0.5, but in the Run II it is set to be 0.4. If
the smaller distance between the entities is of dij -type, then the two entities
are combined to form a new entity, but if the smaller distance is of type diB ,
th

then the i

entity is considered a jet and is removed from the list of entities.

This procedure continues until the entity list becomes empty. The anti-kT jet
algorithm produces jets with a conical shape with radius R. The jet boundary
in the algorithm is flexible with respect to hard radiation compared to soft
radiation. The jet energies are corrected to have uniform response in η and
absolute calibration in pT . An offset correction is applied to jet energies to take
into account the contribution from additional pp interactions within the same
or nearby bunch crossings. The energy of a jet is calibrated based on simulation
and data through correction factors, formally know as Jet-Energy Corrections
(JEC) [58]. Analyses in this dissertation use jets that are required to have
pT > 30 GeV and |η| < 4.7. These jets should be separated from the selected
leptons at least by ∆R > 0.5. The following table displays the global tags used
to apply the JEC to 2015 and 2016 data, and corresponding simulated events
used in the analyses.
The combined secondary vertex (CSV) algorithm is used to identify jets
that are likely to originate from a b quark (“b-jets”). The algorithm uses the
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Table 5.4: Global tags used to apply jet energy corrections to 2015 and 2016
data and corresponding simulated events.
Event type
2015 Data
Simulation
2016 data

Global tag
76X dataRun2 16Dec2015 v0
76X mcRun2 asymptotic RunIIFall15DR76 v1
80X dataRun2 2016SepRepro v7

track-based lifetime information along with secondary vertices associated with
the jet to provide a likelihood ratio discriminator for the b-jet identification.
A set of pT -dependent correction factors are applied to MC events to account
for differences in the b-tagging efficiency between data and simulation. This
algorithm selects real b-jets with an efficiency of 70% using the working points
given by the JETMET POG [59] and only about 1% of light-flavor quark jets
are being misidentified as b-jets.

5.1.4

Missing Transverse Energy

Neutrinos are not detected by the CMS detector, but information about their
presence can be collected by studying the momentum imbalance in the transverse plane to the beam axis. The details of the measurement of the missmiss

ing transverse energy (ET ) can be found in [60]. The measurement strongly
depends on the reconstruction of all physics objects. Also pile-up interaction,
misidentification of physics objects, and detector malfunctioning can affect these
miss

measurements. There are two types of reconstruction methods of ET
miss

are used in the Run II analyses. The first method is PF ET

that

in which trans-

verse momenta of all visible PF particles are used in reconstruction. The second
miss

method is referred to as MVA ET , which is designed to reduce the influence of
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miss

the pile-up interaction. In this dissertation, the MVA ET
miss

section measurements, whereas the PF ET

was used in Z cross

was used in the H → τ τ → µµ
miss

analysis. The bias in the measurement of ET

is reduced by correcting the

pT of the jets with jet energy correction as mentioned in Section 5.1.3. This
correction is formally known in the CMS as a “Type-I correction”.

5.1.5

Di-τ Mass Reconstructions

The invariant mass of a pair of τ leptons (mτ τ ) is reconstructed using the Secondary Vertex Fit (SVFit) algorithm. The details on the di-τ mass calculation
can be found in [61]. The mτ τ is computed by reconstructing kinematic quantities, momenta of the visible decay products of the τ leptons, and reconstructed
miss

ET

and its resolution, event-by-event using the Dynamic Likelihood Method

(DLM) [62, 63]. The kinematics of the leptonic tau decays is defined by these
three variables:
• the fraction X, of the tau lepton energy in the lab frame carried by the
visible decay products,
• the angle ϕ, between the tau lepton vector and the momentum vector of
the visible tau decay product,
• and the invariant mass mνν , of the neutrino system produced in the decay.
In case of the τ µ τ µ channel, the likelihood formalism depends on six kinematic
parameters of two muons and transverse components of the missing transverse
miss

momentum (Ex

miss

, Ey

) which constrain the momenta of the 4 neutrinos.

Figure 5.1 shows the reconstructed di-τ mass distribution and the visible dimuon
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mass distribution in the H → τ τ decay. Due to the missing transverse energy,
the visible mass distribution peaks at lower mass range compared to the di-τ
mass distribution.

Figure 5.1: Reconstructed di-τ mass with SVFit algorithm and visible dimuon
mass in the H → τ τ decay using simulated 125 GeV Higgs Decays.
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5.2

Boosted Decision Trees

A decision tree is an event classifier with binary tree structure where events
are classified as signal-like or background-like based on a single discriminating
variable at each node until a stop criterion is achieved. A schematic diagram
of the decision tree is shown in Figure 7.18 [64]. All events split into several
regions until they reach the final leaf node, classified as a signal or background.
With boosting, this concept is extended from a single tree to several trees,
eventually creating a forest. At the end, all trees are combined into single
classifier, which is given by an average of the individual decision trees. The
boosting can enhance the performance of each single tree by stabilizing the
response of the decision tree with respect to fluctuations in the training samples
as well as improves the separation performance compared to the single decision
tree. During training a decision tree, higher events weights are assigned to
the misclassified events. Therefore subsequent tree is trained using a modified
event sample where weights of previously misclassified events are multiplied by
a common boost weight. This is the idea behind the boosting. Based on this
concept, the boosted decision tree (BDT) classifier is defined. In the following
chapters, the gradient boost is used for training the decision trees; a detailed
explanation of the gradient boost is described in the following section.

5.2.1

Gradient Boost

The simple additive expansion concept is used to estimate a function through the
boosting method. Lets consider the function F(x) which is a weighted sum of the
parametrized functions f (x; am ) characterized by parameters a = {a1 , a2 , .., am },
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Figure 5.2: Schematic view of a decision tree. Starting from the root node, a
sequence of binary splits using the discriminating variables xi is applied to the
data. Each split uses the variable that at this node gives the best separation
between signal and background when being cut on. The same variable may thus
be used at several nodes, while others might not be used at all. The leaf nodes
of the tree are labeled “Sig” for signal and “Bkg” for background depending on
the majority of events that end up in the respective nodes in training sample
with known background and signal events.
also referred as “weak learners”, then the function can be expanded as follows:

F (x; P ) =

M
∑

M

βm f (x; am ); P ∈ {βm ; am }0 .

m=0
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(5.3)

where βm is boost weight. While boosting, the parameters P are adjusted such
that the loss function L(F, y) obtained from the training sample is minimized. A
2

simple loss function in boosting is given by L(F, y) = (F (x)−y) , where y is the
true value obtained from the training sample. In the case of the GradientBoost
method, the algorithm uses a more robust binomial log-likelihood loss function
for classification:
(
−2F (x)y )
L(F, y) = ln 1 + e

(5.4)

Since, the minimization of the loss function is not a very straight forward
method, one has to adopt the steepest-descent approach. This is done by calculating the current gradient of the loss function and then growing a regression
tree whose leaf values are adjusted to match the mean value of the gradient
in each region defined by the tree structure. The desired set of trees can be
achieved by iterating this procedure to minimize the loss function. If the gradient calculation is feasible, then the GradientBoost can be adapted to any loss
function.

5.2.2

TMVA and Boosted Decision Trees

The Toolkit for Multivariate Analysis (TMVA) [64] software package provides
an integrated ROOT [65] environment for each type of the multivariate analyses.
It provides training, testing, and a performance evaluation algorithm for each of
the multivariate methods. This document focuses only on the Boosted Decision
Tree (BDT) method. Various configurations and cuts can be applied to improve
the performance of the training. These cuts can be found in the TMVA manual
guide [64].
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The ranking of each variable is based on how often that variable is used
at each node for determining the maximum separation between the signal and
the background. The variable that is used the maximum amount of times is referred as the best-ranked variable. The detailed performance of this multivariate
method for the di-tau analyses is described in the Chapters 6 and 7.

5.3

Statistical Analysis Using Combine Tools

Statistical inferences are used in high energy physics to express the results of
searches for a particle into a statement about the evidence. By defining how well
the signal, backgrounds, and uncertainties are modeled in the given analysis,
statistical significances can be estimated. At the LHC, the statistical methodology for Higgs Boson searches have been developed by the ATLAS and CMS
collaborations, formally know as the LHC Higgs Combination Group [66]. In
the following section the statistical methods used for the Z cross section measurement as well as for the searches of the SM Higgs Boson decay in the di-tau
channel are explained. The likelihood is introduce to described the systematic
uncertainties. The maximum likelihood fit is applied to obtain the final value
of the parameter of the interest (POI), such as the cross section or the signal strength. Also, the consistency of the background modeling with the data,
2

the goodness-of-fit (GOF) is studied. It is basically a χ test to measure the
agreement between the observed and expected signal.
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5.3.1

Likelihood

The likelihood is defined as the estimation of the combined probability density
function (PDF) of all measurements in the data. The agreement between expectation and observation in a simple counting experiment can be quantified by
the likelihood as:
−b n

e b
L(n|b) =
n!

(5.5)

where n is the number of observed events and b is the number of expected
events. If the data are binned, i.e if a histogram with N independent bins are
considered, then the likelihood in this case can be defined as the product of the
likelihood of the individual bins of the distribution:

L(⃗n|⃗b) =

N
−b n
∏
e ib i
i

i=0

(5.6)

ni !

here ⃗n is the vector of the observed data in various individual bins and ⃗b is the
vector of corresponding expected events. If the data are not binned and instead
described by some PDF fb (x) with some observable x, then the likelihood can
express as follows [67]:

L(⃗x|b, fb (x)) = k

−1

k
∏

bfb (xi )e

−b

(5.7)

i=0

where k is the number of events observed and b is the corresponding expected
number of events in the full range of x.
In a physics analysis, systematic uncertainties are considered as nuisance
parameters that impact the normalization and shape of the distribution. The
following are examples of different sources of uncertainties considered in the
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analyses discussed in the later chapters.
1. Theoretical uncertainties on cross section or parton distribution function
uncertainties,
2. Statistical uncertainties in background estimate due to limited number of
events in MC simulations or in observed events in a control region,
3. Experimental uncertainties on luminosity or trigger efficiency measurements.
If these uncertainties are included in the likelihood, then for L nuisance parameters it can be expressed as:

L(⃗n|⃗b) =

N
−b n L
∏
e ib i ∏
i

i=0

ni !

p(θ̄j |θj )

(5.8)

j=0

In Equation 5.8, p(θ̄j |θj ) represents the PDF for nuisance parameter θ, where θ̄
is considered the default value of the parameter and reflects the degree of belief
on what the real value of parameter θ is. According to Bayes’ theorem, the
Bayesian probability p(θ̄j |θj ) can be expressed as a function of the frequentist
probability ρ(θ|θ̄), common choice [66] is usually a log-normal PDF with κ, the
width of the log-normal distribution:
(
2)
(ln(θ|θ̄)) 1
1
exp −
ρ(θ|θ̄) = √
2
θ
2π ln(κ)
2(ln κ)

(5.9)

Therefore, the likelihood function is the product of Poisson probabilities for all
the bins in the range of x.
The uncertainties that affect the shape of the distribution of the POI [68]
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can be model with a linear extrapolation method [69]. In CMS, these uncertainties are implemented by providing two alternating shapes and by varying the
nuisance parameter by ± 1 standard deviation. If N shape nuisance parameters
are modeled with the parameter θ⃗ = (θ1 , θ2 , ..., θN ), then the distribution as a
function of the shape nuisance parameters θ⃗ is given as [37]:

⃗ = h0 +
h(θ)

n
∑

−

+

(a(θj )hj + b(θj )h0 + c(θj )hj )

(5.10)

j=0

+

where h0 is the nominal histogram distribution, hj is the histogram with a
variation of +1 standard deviation of the j

th

−

nuisance parameter, and hj is

the histogram with a variation of −1 standard deviation of the j

th

nuisance

parameter, and
⎧
⎪
⎪
θ(θ + 1)/2 if |θ| ≤ 1
⎪
⎪
⎪
⎨
a(θ) = 0
if θ < −1,
⎪
⎪
⎪
⎪
⎪
⎩θ
if θ > +1

b(θ) =

⎧
⎪
⎨ − θ2

(5.11)

if |θ| ≤ 1
(5.12)

⎪
⎩ − (|θ| − 1) if |θ| > 1,
⎧
⎪
⎪
θ(θ + 1)/2 if |θ| ≤ 1
⎪
⎪
⎪
⎨
c(θ) = 0
if θ > +1.
⎪
⎪
⎪
⎪
⎪
⎩ |θ|
if θ < −1

(5.13)

Bin-by-bin (bbb) [70] uncertainties are used to determined the shape uncertainties on the number of MC events in every bin of the distribution.
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Maximum Likelihood Fit
A maximum likelihood fit is performed to find the POI which gives the best
agreement between the expected and observed values. Two common scenarios considered while fitting are the background-only-fit and the signal-plusbackground-fit. In the first case, the nuisance parameters acting on the expected
ˆ
background distribution are varied to the value θ⃗ that maximize the likelihood
⃗ In the latter case, the nuisance parameters and a freely floatfunction L(⃗n|⃗b, θ).
ing signal strength µ of expected signal distribution are varied to their optimal
⃗ The variations of the nuisance
values to maximize the likelihood L(⃗n|µ⃗s + ⃗b, θ).
parameters after computing the maximum likelihood fit are called pulls, which
describe the coherence between the signal and background modeling.

5.3.2

Limits

The confidence interval (CI) method [71] is used in CMS physics analyses to
set an upper limit boundary on the production cross section of a signal when
no excess in data over expected background is observed. The profile likelihood
ratio (PLR) used to obtained the CI on the POI is given as:
ˆ
L(⃗n|µ⃗s + ⃗b, θ⃗µ )
, with a constraint 0 ≤ µ̂ ≤ µ.
qµ = −2 ln
⃗
L(⃗n|µ⃗s + ⃗b, θ)

(5.14)

In this test statistic, signal strength is fixed in the numerator and the nuisance
parameters are allowed to float to maximize the likelihood, whereas, in the
denominator, both the signal strength and the nuisance parameters are allowed
ˆobs
ˆobs
to freely float to maximize the likelihood. If f (qµ |⃗b, θ⃗0 ) and f (qµ |µ⃗s +⃗b, θ⃗µ ) are
the probability density functions that represent the test-statistic distributions
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for the background-only and signal-plus-background hypotheses, respectively,
obs

with corresponding nuisance parameters θ0

obs

and θµ , then the probabilities to

obtain the observations with both hypotheses can be defined as:

pµs+b = P (qµ ≥

obs
qµ |signal-plus-background)

∫
=

∞

obs
qµ

ˆobs
f (qµ |µ⃗s + ⃗b, θ⃗µ )dqµ ,
(5.15)

and

1 − pb = P (qµ ≥

obs
qµ |background-only)

∫
=

∞

obs
qµ

ˆ0
f (qµ |⃗b, θ⃗µ )dqµ ,

(5.16)

The ratio of these probabilities gives the CI value.

CI(µ) =

pµs+b
1 − pb

(5.17)

Equation 5.17 gives conservative limits, but this non-conventional definition
allows to test cases, where the signal is very small and both hypothesis are
compatible with the observation or where the signal strength is negative due
to a deficit in data. To obtain the expected median limit, and the ±1, and ±2
standard deviation bands, a large number of pseudo-datasets for backgroundonly expectation (Asimov dataset) is generated and µ, the signal strength is
computed until CI = 0.05. Then cumulative distribution functions can be built
and the following limits can be extracted: median (50% quantile), ±1σ (16%
and 84% quantile) band, and ±2σ (2.5% and 97.5% quantile) band. The Asimov
dataset can be used to extract the observed rate corresponding to the expected
2

in terms of χ distribution using the asymptotic limits [72].
The local probability (p-value) for the background-only hypothesis is calcu108

lated if an excess is observed in data over the predicted background. The p-value
corresponds to the probability that the fluctuating background creates excess
events as large or larger than the observed events. This is usually converted
into an equivalent significance.

5.3.3

Goodness of Fit

A GOF [73] test is a test of the null hypothesis when the alternative hypothesis is not specified. A likelihood ratio can be built independently without the
parameters from the original model; such a model is referred as a “saturated
model”. In this model, the alternate hypothesis has exactly the same observed
data in each bin of the distribution and the likelihood corresponds to Lsat (⃗n|⃗n).
To test the compatibility of the expected and observed signal, likelihoods for the
toy MC pseudo-datasets are generated for the given hypothesis. By minimizing
the maximum likelihood, the minimal test statistic qµ is obtained for each toy
MC pseudo-dataset. If the observed values remain within the bulk of the distribution, then there is a good agreement between the data and expected events.
However, if the observed values lie in the tail region, it indicates a mismodeling
of the expected events.
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Chapter 6
Cross Section Measurements of
the Z Boson in the
∗

Z/γ → τ τ Decay Channel
6.1

Introduction
∗

The DY production of Z boson and its decay into τ pairs (q q̄ → Z/γ → τ τ )
plays an important role in the LHC physics studies. A cross section measurement of the Z boson is performed to validate the analysis techniques used later
∗

in the SM H → τ τ analysis. The process Z/γ → τ τ is used to study reconstruction and identification efficiencies of hadronic τ decays. In addition, the
∗

Z/γ → τ τ is a dominant background to SM H → τ τ analysis and the re∗

ducible backgrounds in the Z/γ → τ τ analysis are also relevant in the H → τ τ
analysis.
In this chapter, the analysis focuses on the τ µ τ µ decay channel and the
110

cross section is measured at

√

−1

s = 13 TeV center-of-mass energy, using 2.3 fb

of LHC Run 2 data recorded by the CMS experiment in 2015. The CMS and
∗

ATLAS collaboration results on the Z/γ → τ τ cross section measurement using
√
LHC Run 1 data at s = 7 and 8 TeVcan be found in Refs [74, 75]. Other
decay channels i.e. τ e τ h , τ µ τ h and τ e τ µ have been studied by different groups
in the CMS collaboration. The final cross section times branching fraction
∗

measurements for the Z/γ → τ τ process is obtained by combining individual
cross sections measured in each decay channel.

6.2

CMS Data Samples and Monte Carlo Simulations

This analysis uses the data collected in the beginning of the Run II period
√
in 2015 at a center of mass energy of s = 13 TeV and with an integrated
−1

luminosity of 2.3 fb . The bunch crossing period is 25 ns and on average there
are approximately 20 inelastic pp interactions (pileup) taking place in each
bunch crossing period. Events recorded with single muon triggers are used in
this analysis. Only data taking periods with all detector systems are included
are considered. The dataset corresponding JSON file:
Cert 13TeV 16Dec2015ReReco Collisions15 25ns JSON.txt [76] used in this
analysis are shown in Table 6.1. The data have been reconstructed and analyzed
using CMSSW version CMSSW 7 6 x.
The Monte Carlo (MC) simulated samples used in this analysis are summarized in Table 6.2.
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Table 6.1: Datasets used in the τ µ τ µ channel with JSON file used to apply a
good-run selection.

Dataset Name
SingleMuon (Run2015D)

τ µ τ µ channel
Run-range

−2 −1

Luminosity [cm s ]

256630–260627

2.26
∗

Table 6.2: List of MC samples used to model the Z/γ → τ τ signal and
∗
∗
Z/γ → ee, Z/γ → µµ, W+jets, tt, single top quark, and diboson background
processes. Mass ranges for DY events are given as (a) 10 < mµµ < 50 GeV and
(b) mµµ > 50 GeV.
Process
∗
a
Z/γ → µµ
∗
b
Z/γ → µµ
∗
b
Z/γ → τ τ → µµ
W+jets
tt
Single top quark
ST tW top
ST tW antitop
ST t-channel top
ST t-channel antitop
WW
WZ
WZ
WZ
WZ
ZZ
ZZ
H → ττ
GluGluHToTauTau (M125)
VBFHToTauTau (M125)
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Cross section [pb]
22634.0
5765.4
1967
61526.7
831.8
35.6
35.6
44.1
26.2
50.0
5.6
5.3
3.1
10.7
3.2
1.2
2.8
0.2

6.3

BDT Analysis

A multivariate discriminant based on BDT is used to suppress the dominant
∗

∗

Z/γ → µµ background from the Z/γ → τ τ → µµ signal. The BDT cut is
chosen by optimizing the signal-over-background ratio. The BDT analysis is
performed using the TMVA package. The following variables are used as inputs
to the BDT:
• The ratio of the pT of the dimuon system to the scalar sum of
∑
the pT of the two muons, pT (2µ)/ pT (µ)
The transverse momentum of the dimuon system is given as:
√
+
− 2
+
− 2
pT (2µ) = (px + px ) + (py + py )
+

−

+

(6.1)

−

where px (px ) and px (px ) are the x and y components of the positive
(negative) muon momentum, respectively. The scalar sum of the pT of
∑
the two muons with opposite charge is given as
pT (µ). This sum is
∗

larger for the Z/γ → µµ events since the muons produced in this process
∗

have larger pT than the muons produced in the Z/γ → τ τ → µµ signal
events as shown Figure 6.2 (a). Hence, this variable can be useful to
differentiate the background events from the signal.
• The pseudo-rapidity of the dimuon system, η2µ
The pseudo-rapidity of the dimuon system is defined as:

η2µ

1
= × ln
2

(

| p(2µ) | + pz (2µ)
| p(2µ) | − pz (2µ)

)
(6.2)

where | p(2µ) | is the magnitude of the three-momentum of the dimuon
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system and it is obtained as:
√
+
− 2
+
− 2
+
− 2
| p(2µ) |= (px + px ) + (py + py ) + (pz + pz )

(6.3)

where px and py are transverse momenta of muons and pz is the z component along the beam line. The z component of the momentum of the
dimuon system is calculated as:
+

−

pz (2µ) = pz + pz .

(6.4)

The eta of the dimuon system is inversely proportional to the missing
transverse energy and the distribution is roughly symmetrical around the
origin. In the signal events, the amount of momentum carried by the
missing transverse energy is higher, hence, the distribution is more narrow
compared to the background (Figure 6.2 (b)).
miss

• The ET

reconstructed in the event

The missing transverse energy is calculated as explained in Section 5.1.4.
For the signal events, the τ decay products are mostly collinear, hence,
miss

they produce more observable ET

compared to the background events.

In background events most of the transverse moment is carried by the
two muons. Therefore, background events have a slightly lower and more
narrow distribution (Figure 6.2 (c)).
• The Pζ variable
The Pζ variable is defined as the difference in the projection of the visible
transverse momentum of the τ decay products plus the missing transverse
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momentum and the visible transverse momentum of the τ decay products
on the ζ⃗ axis, which is the angle bisector of the visible muon momenta
vis

as shown in the Figure 6.1 The linear combination of Pζ − 1.85 · Pζ

is

Figure 6.1: The Pζ variable.
used as a discriminant to suppress the tt background from signal events.
vis

Mathematically Pζ and Pζ

Pζ =

(

e
p⃗T

+

µ
p⃗T

+

miss
p⃗T

)

·

can be expressed as follows:
ζ⃗
⃗
|ζ|

and

( e
ζ⃗
vis
µ)
Pζ = p⃗T + p⃗T ·
⃗
|ζ|

(6.5)

The distribution for signal and background events are shown in Figure 6.2 (d).
• The azimuthal angle between the direction of the three-momentum
miss

of the positively charged muon and the p
⃗T

+

miss

vector, ∆ϕ(µ , p
⃗T
∗

The τ decay products are collinear as compared to the Z/γ → µµ decay.
∗

In the Z/γ → µµ decay, two muons are produced back to back, therefore
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)

+

miss

produce a flat distribution as shown in Figure 6.2 (e). The ∆ϕ(µ , p⃗T )
−

miss

and ∆ϕ(µ , p⃗T ) angles are strongly anti-correlated and show an identical
discriminating power to separate signal and background events. There+

miss

fore, only one angle ∆ϕ(µ , p⃗T ) is used in the BDT analysis.
∗

The above mentioned variables help to separate the Z/γ → τ τ → µµ
∗

signal events from the Z/γ → µµ background events. Their level of
separation in the signal and background events is shown in Figure 6.2
produced by the TMVA package.

BDT Response
The BDT is constructed using the above input variables in terms of their separation power. The BDT method-specific ranking of the variables is displayed in
Table 6.3. The variable with the higher separating power is ranked as the best
variable. In this case, the Pζ variable is ranked as the best variable followed by
∑
miss
∗
ET and pT (2µ)/ pT (µ). The BDT response using for the Z/γ → τ τ signal

Table 6.3: The BDT method-specific ranking of the input variables. The top
variable is the best ranked variable

Rank

Variable

Variable Importance
−1

2.980 ×10

1

Pζ

2

ET

3

pT (2µ)/

4

∆ϕ(µ , p⃗T )

1.238 ×10

5

η2µ

4.631 ×10

−1

miss

2.878 ×10
+

∑

pT (µ)

−1

2.858 ×10

−1

miss

−3
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Figure 6.2: Variables used as inputs to the BDT that separate the Z/γ → τ τ
∗
∗
signal from the Z/γ → µµ background. Simulated Z/γ → τ τ signal events
∗
are shown in red and simulated Z/γ → µµ background events in blue. All
distributions are normalized to unity.
∗

and the Z/γ → µµ background is shown in Figure 6.3. The BDT response for
signal and background is calculated using the GradientBoost algorithm which
uses the binomial log-likelihood loss response as defined in equation 5.4. The
MVA classifier response using GrandientBoost has a range of {-1, +1}. A small
value of the BDT response indicates background-like events whereas a large
√
value indicates signal-like events. The signal-over-background ratio (S/ B) is
maximized by optimizing the cut on the BDT response. The optimized BDT
cut for this analysis is BDT response > 0.5.
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Figure 6.3: The BDT response plotted using TMVA for the Z/γ → τ τ signal
∗
and the Z/γ → µµ background.

6.4

Event Selection

Events used in this analysis are recorded during the pp collision in stable beam
condition, as well as when all the sub-detectors are fully operational. This provides the generic data-quality requirement. The event selection for this channel
is based on two criteria, the generic data-quality requirement and the channelspecific selection criteria. The specific selection criteria based on the HLT trigger
selection for the process and conditions defined to suppress the specific background.
The generic data-quality criteria applied to all channels are as follows:
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• Events selected in the data are required to pass a good-run selection,
depending on the JSON file given in Table 6.1.
• The JetMET group [77] has developed filters which reject significantly
noisy events, beam background, and detector malfunctioning. Such“event
cleaning” should be applied to data.
• In the 2015 data taking period, on average there was ≈15 vertices were
reconstructed in the given pileup condition. The event vertex in hard∑ 2
scattering with the highest
pT of tracks is considered as a primary
vertex (PV) and this PV is reconstructed by the“deterministic annealing” algorithm [78] with NDoF ≥ 4 (degrees of freedom) and position
−24 < zvtx < +24 cm, |r| < 2 cm.
In the τ µ τ µ channel, events are selected using a signal muon HLT trigger with
the threshold of pT > 18 GeV that is not pre-scaled. The HLT trigger and the
L1 seed used in this channel are given in Table 6.4.
Table 6.4: Trigger paths used by the τ µ τ µ channel in data. The path given in
the table remained un-prescaled during the entire data taking period.

HLT Path
HLT IsoMu18 v*

L1 Seed
L1 SingleMu16

Luminosity
2.26 fb

−1

Table 6.5: Trigger paths in simulated events, used by the τ µ τ µ channel.
HLT Path

L1 Seed

HLT IsoMu18 v2

L1 SingleMu16
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Channel-specific event selection is as follows:
• The event should pass the single-muon trigger as given in Tables 6.4 and
6.5 for the data and MC simulations, respectively.
• The two muons should have opposite charge and an invariant mass of
mµµ < 80 GeV.
• Muons with pT > 10 GeV and |η| < 2.4 must pass the medium PF muon
µ

identification criteria with a tight isolation of Iµ < 0.15 · pT , computed by
Equation 5.1.
• At least one muon is required to satisfy pT > 20 GeV and to be matched
to an HLT muon object within ∆R < 0.5.
∗

• The BDT multivariate method is used to discriminate the Z/γ → µµ
∗

background events from the Z/γ → τ τ → µµ signal events as discussed
in detail in Section 6.3. The output of the BDT discriminator is required
to exceed 0.5.

6.5

Corrections applied to MC

6.5.1

Muon identification and isolation efficiency
∗

The Z/γ → µµ sample events in the data and simulations are used to measure
the muon identification and isolation efficiencies using the “Tag-and-Probe”
technique [79]. Events in the single-muon trigger dataset are selected that
have two muons with opposite charges and that fall within the mass window
60 < mµµ < 120 GeV. To select the tag muon, cuts are applied on pT and |η|
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variables, where pT > 20 GeV and |η| < 2.1. In addition to these cuts, muons
are required to pass the particle identification and isolation criteria described in
Section 5.1.1. For probe muons, the required conditions for transverse momentum and pseudorapidity are pT > 10 GeV and |η| < 2.1. Additional cuts are
applied depending on whether identification or isolation efficiency is measured.
For identification, muons are required to be reconstructed as RECO muons and
for isolation, the criteria is described in Section 5.1.1. The ratio of particle
identification and isolation efficiencies measured in the data and simulation as
calculated in Table 6.6 [80] is applied as an event weight to the simulated signal
and background events.
Table 6.6: Measured efficiencies for muons to pass the identification and isolation criteria applied in the τ µ τ µ channel compared to MC predictions.
Muon identification and isolation efficiency corrections
Kinematic range
Data
Simulation
Data/Simulation
19 < pT < 25 GeV |η| < 0.9
0.813 ± 0.025 0.827 ± 0.017
0.983 ± 0.037
25 < pT < 30 GeV |η| < 0.9
0.861 ± 0.021 0.877 ± 0.015
0.982 ± 0.028
30 < pT < 40 GeV |η| < 0.9
0.915 ± 0.016 0.928 ± 0.011
0.986 ± 0.020
40 < pT < 60 GeV |η| < 0.9
0.952 ± 0.014 0.965 ± 0.009
0.986 ± 0.018
pT > 60 GeV
|η| < 0.9
0.964 ± 0.012 0.976 ± 0.007
0.987 ± 0.015
19 < pT < 25 GeV 0.9 < |η| < 1.2 0.836 ± 0.023 0.849 ± 0.019
0.986 ± 0.034
25 < pT < 30 GeV 0.9 < |η| < 1.2 0.873 ± 0.021 0.884 ± 0.017
0.987 ± 0.031
30 < pT < 40 GeV 0.9 < |η| < 1.2 0.926 ± 0.019 0.935 ± 0.012
0.990 ± 0.020
40 < pT < 60 GeV 0.9 < |η| < 1.2 0.961 ± 0.016 0.971 ± 0.010
0.990 ± 0.017
pT > 60 GeV
0.9 < |η| < 1.2 0.968 ± 0.013 0.978 ± 0.010
0.989 ± 0.015
19 < pT < 25 GeV |η| > 1.2
0.871 ± 0.021 0.891 ± 0.016
0.978 ± 0.029
25 < pT < 30 GeV |η| > 1.2
0.903 ± 0.020 0.918 ± 0.015
0.983 ± 0.026
30 < pT < 40 GeV |η| > 1.2
0.938 ± 0.017 0.951 ± 0.011
0.987 ± 0.020
40 < pT < 60 GeV |η| > 1.2
0.966 ± 0.015 0.979 ± 0.009
0.986 ± 0.017
pT > 60 GeV
|η| > 1.2
0.973 ± 0.013 0.984 ± 0.009
0.989 ± 0.015
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6.5.2

Muon Trigger Efficiency
∗

The efficiency of the single-muon trigger is measured using Z/γ → µµ events.
Selected events have two muons with opposite charges with a mass range
60 < mµµ <120 GeV. The tag muon is required to pass the single muon trigger
with pT > 25 GeV and |η| < 2.1. The probe muon is required to satisfy the
condition where pT > 19 GeV and |η| < 2.1. Both muons are requires to pass
the particle identification and isolation criteria as mentioned above. The trigger
efficiency is measured separately for the data and simulated events as a function
of the pT in bins of η. The trigger efficiencies for τ µ τ µ channel are summarized
in Table 6.7 [80]. Signal and background events produced by the MC simulation
are weighted by the ratio of the trigger efficiencies measured in the data and
simulated events.

6.5.3

miss
ET
resolution and response
miss

The discrepancy between the data and simulated MC events for the ET

variable is corrected using the method described in [81]. It is a data-driven
∗

method. The hadronic recoil in Z/γ → µµ events in the data is used to determine the corrections. These corrections are then applied to the simulated
∗

∗

Z/γ → τ τ → µµ signal events as well as to the Z/γ → µµ background
events. These corrections are referred to as “Z-recoil corrections”.

6.5.4

b-tag efficiency and mistag rate

Correction factors and tools for the Btag efficiencies and the mistag rate are
provided by the b-tag and Vertexing Physics Object Group (BTV POG) [82].
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Table 6.7: The efficiencies of the single-muon trigger used in the τ µ τ µ channel
and related correction factors applied to simulated events.

Kinematic
19 < pT < 22 GeV
22 < pT < 25 GeV
25 < pT < 28 GeV
28 < pT < 31 GeV
31 < pT < 34 GeV
34 < pT < 37 GeV
37 < pT < 40 GeV
pT > 40 GeV
19 < pT < 22 GeV
22 < pT < 25 GeV
25 < pT < 28 GeV
28 < pT < 31 GeV
31 < pT < 34 GeV
34 < pT < 37 GeV
37 < pT < 40 GeV
pT > 40 GeV
19 < pT < 22 GeV
22 < pT < 25 GeV
25 < pT < 28 GeV
28 < pT < 31 GeV
31 < pT < 34 GeV
34 < pT < 37 GeV
37 < pT < 40 GeV
pT > 40 GeV

Single-muon trigger efficiency
range
Data
|η| < 0.9
0.842 ± 0.012
|η| < 0.9
0.879 ± 0.012
|η| < 0.9
0.898 ± 0.011
|η| < 0.9
0.909 ± 0.011
|η| < 0.9
0.919 ± 0.011
|η| < 0.9
0.925 ± 0.010
|η| < 0.9
0.928 ± 0.010
|η| < 0.9
0.931 ± 0.010
0.9 < |η| < 1.2 0.843 ± 0.012
0.9 < |η| < 1.2 0.867 ± 0.012
0.9 < |η| < 1.2 0.884 ± 0.012
0.9 < |η| < 1.2 0.882 ± 0.011
0.9 < |η| < 1.2 0.889 ± 0.011
0.9 < |η| < 1.2 0.889 ± 0.010
0.9 < |η| < 1.2 0.893 ± 0.010
0.9 < |η| < 1.2 0.895 ± 0.010
|η| > 1.2
0.809 ± 0.012
|η| > 1.2
0.836 ± 0.012
|η| > 1.2
0.858 ± 0.012
|η| > 1.2
0.870 ± 0.011
|η| > 1.2
0.883 ± 0.011
|η| > 1.2
0.886 ± 0.010
|η| > 1.2
0.894 ± 0.010
|η| > 1.2
0.903 ± 0.010

corrections
Simulation
0.889 ± 0.012
0.921 ± 0.012
0.933 ± 0.011
0.942 ± 0.011
0.948 ± 0.010
0.950 ± 0.010
0.954 ± 0.010
0.956 ± 0.010
0.896 ± 0.012
0.916 ± 0.011
0.923 ± 0.011
0.927 ± 0.011
0.931 ± 0.011
0.930 ± 0.010
0.932 ± 0.010
0.933 ± 0.010
0.851 ± 0.012
0.878 ± 0.012
0.893 ± 0.012
0.900 ± 0.011
0.909 ± 0.011
0.917 ± 0.010
0.921 ± 0.010
0.928 ± 0.010

Data/Simulation
0.947 ± 0.019
0.954 ± 0.018
0.963 ± 0.017
0.965 ± 0.016
0.970 ± 0.015
0.973 ± 0.015
0.973 ± 0.015
0.974 ± 0.014
0.940 ± 0.018
0.946 ± 0.017
0.957 ± 0.017
0.951 ± 0.016
0.955 ± 0.016
0.956 ± 0.015
0.958 ± 0.015
0.959 ± 0.014
0.951 ± 0.020
0.952 ± 0.019
0.961 ± 0.018
0.966 ± 0.017
0.972 ± 0.016
0.967 ± 0.016
0.971 ± 0.015
0.973 ± 0.014

The discrepancy between the data and the MC simulations in the efficiency of
the c-jets and b-jets to pass the Working Point (WP) of the CSV algorithm [83],
as well as the difference in the mistag rate for lighter flavor (u,d,s) quarks and
the gluon jets have been corrected by reclassifying jets in the MC events as a
function of pT and η.
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6.5.5

Rochester correction

There is a discrepancy between the data and the MC simulations of the Z
mass spectrums and pT spectrum. Rochester corrections help to resolve this
discrepancy. The details of these corrections can be found in [84].

6.6

Background Estimation

The dominant background for this analysis is DY production of the muon pair
and it it taken from MC. The W+jets, single top quark, and diboson contributions together are considered as an “electroweak” background. The accuracy of
the background estimate is improved by determining the contributions of the
main backgrounds from the data as well as from backgrounds that are challenging to the model through the MC simulation. In particular, the background
from multijet production is derived from the data and it is relevant in this channel. The normalization of the tt background is determined from the data, using
a control region that contains events with a muon and one or more b-tagged
jets. The tt normalization factor obtained from this control region is applied
to this channel. Last, the negligible background contribution from the Higgs
boson with a mass of mH = 125 GeV, produced at the rate and with branching
fractions predicted in the SM, is considered. The expected contributions from
background processes are summarized in Table 6.8. The uncertainties noted in
the table are derived as the quadratic sum of statistical and systematic sources.
For signal extraction, these uncertainties are used as inputs to the maximum
likelihood (ML) fit.
To prepare for the SM H → τ τ analysis, the validation of the background
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Table 6.8: Expected number of background events in the τ µ τ µ channels in the
−1
data corresponding to an integrated luminosity of 2.3 fb . The numbers are
rounded to a precision of two significant digits on the uncertainty.
Process
Z → µµ+jets
tt
Multijet
Electroweak
SM H
Total expected background

τ µτ µ
7 650 ± 300
1 370 ± 110
740 ± 140
312 ± 34
18 ± 4
10 100 ± 390

estimation is further tested using event categories based on the jet multiplicities, pT of the τ lepton pairs, and on the multiplicity of b jets in the event.
Details on the background estimation using event categories are summarized in
Section 6.7.1.

6.6.1

DY Background

The event yield for DY background in this analysis is calculated from the mτ τ
distribution after applying the BDT > 0.5, mass cut mµµ > 80 GeV, and all
other required selection criteria as listed in Section 6.4.

6.6.2

Multijet Background

The contributions from the multijet background in the Signal Region (SR) are
estimated using control regions containing events with two muons of the same
charge. An estimate for the contribution from multijet events in the SR is
obtained by scaling the yield of the multijet background in the same sign (SS)
control region by a suitably chosen extrapolation factor, defined by the ratio
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of µµ pairs with the opposite charge to those with the same charge. For this
channel the extrapolation factor determined from the simulation is 2.06 ± 0.33.
The latter is measured in events in which at least one lepton passes an inverted
ℓ

isolation criterion of Iℓ > 0.15 pT . This event sample is referred to as an isolation
ℓ

sideband region (SB). The requirement Iℓ > 0.15 pT ensures that the SB does
not overlap with the SR. A complication arises from the fact that the ratio of
opposite sign (OS) to SS pairs depends on the isolation criterion applied in the
SB and on the lepton kinematics. The nominal OS/SS ratio is measured in an
isolation sideband region (SB1) defined by requiring both leptons to satisfy a
ℓ

relaxed isolation criterion of Iℓ < 0.60 pT , with at least one lepton passing the
ℓ

condition Iℓ > 0.15 pT . The systematic uncertainty in the OS/SS ratio that
arises from the choice of the upper limit on Iℓ applied in SB1 is estimated by
taking the difference between the OS/SS ratio computed in SB1 and the ratio
computed in a different isolation sideband region (SB2). The latter is defined by
ℓ

requiring at least one lepton to pass the condition Iℓ > 0.60 pT , without setting
an upper limit on Iℓ in the SB2 region. The criteria to select events in the
isolation sidebands are optimized to ensure high statistics for the measurement
of the OS/SS extrapolation factor independent of lepton kinematic variables
and at the same to minimize differences in the lepton kinematic distributions
between the SR and the SB. In both isolation sidebands, the OS/SS ratio is
′

measured as function of pT of the two leptons ℓ and ℓ and of their separation
√
2
2
′
∆R(ℓ, ℓ ) = (ηℓ − ηℓ′ ) + (ϕℓ − ϕℓ′ ) in the η-ϕ plane. The contributions to
SB1 and SB2 from backgrounds other than multijet production are subtracted
based on the MC simulation.
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6.6.3

tt Background

The event yield of the tt background in the SR is determined from data using
the CR dominated by the tt background, whereas the mτ τ distribution for the
tt background is obtained from the MC simulation. The ratio of the tt event
yield measured in data to the MC prediction is applied as a scale factor to
simulated tt events to correct the tt background. The scale factor derived from
the yeild observed in the control region is 1.01 ± 0.07 for this channel.

6.7

Systematic Uncertainties

Various imprecisely known or simulated effects can alter the normalization and
∗

the invariant mass distribution of the τ lepton pair of the Z/γ → τ τ signal and
of background processes. The systematic uncertainties are categorized based on
what factor affects the mτ τ distribution. They are as follows:
• Normalization Uncertainties: Affect the number of signal or background events.
• Shape Uncertainties: Affect the number of signal or background events
in individual bins of the mτ τ distribution. Changes in normalization, given
by the sum of signal or background events in all bins, are possible.
Most of the systematic uncertainties are represented by normalization uncertainties. An additional uncertainty arises from limited statistics available to
model the shape of the mτ τ distribution for some of the backgrounds. These
systematic and statistical uncertainties are explained as follows:
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• Trigger, identification, and isolation efficiency µ
The uncertainties on muon trigger, identification, and isolation efficiencies
∗

are measured using Z/γ → µµ events with the “tag-and-probe” method
with an accuracy of 2% or muons of all pT and η. The uncertainty in the
efficiency of the single-muon trigger is about 2%.
• Muon Energy Scale µ ES
The energy scales for muons are calibrated using J/ψ → µµ, Υ → µµ, and
∗

Z/γ → µ events and have an uncertainty of 1%. The µ ES uncertainty
∗

affects the acceptance for the Z/γ → τ τ signal by less than 1%.
miss

• ET

resolution and response
miss

The ET

resolution and response are known within uncertainties of a
∗

∗

few percent from studies performed using Z/γ → µµ, Z/γ → ee, and
γ+jets events [85]. The effect on the distribution in mτ τ is small. Uncermiss

tainties related to the modeling of the ET
∗

affect the acceptance for the

miss

Z/γ → τ τ signal because of the use of ET

and Pζ as input variables

∗

∗

in the BDT that separate the Z/γ → τ τ signal from the Z/γ → µµ
background. The change in signal acceptance is < 1%.
• Background yields
The uncertainty on the dominant background contributions is given by
the statistical and systematic uncertainties of the data-driven background
estimation methods. In the multijet background, the uncertainty is dominated by the OS/SS ratio and its contribution is about 20%. The CR in
the tt background dominates the uncertainty defined in the normalization.
For this channel, uncertainty in the tt normalization is 7%. In addition,
129

the shape uncertainties for this background are estimated by changing the
weights applied to the tt MC samples to improve the modeling of the top
quark pT distribution, within no reweighting and the reweighting applied
twice. The uncertainties in the single top quark and diboson background
are estimated by uncertainties in the luminosity and on the cross section
of the respective backgrounds. For both backgrounds, the uncertainty is
15%. Similarly, the 15% contribution comes from the yield of the W+jets
background. Uncertainties on the background directly taken from [80].
The SM Higgs yield is assigned an uncertainty of 30%. This uncertainty
is directly taken from the experimental uncertainty in the overall H → τ τ
√
rate measured at s = 13 TeV [86].
• Signal acceptance
The theoretical uncertainty in the product of signal acceptance and effi∗

ciency for the Z/γ → τ τ signal is ≈ 2%. This uncertainty includes the
effect of missing higher order perturbative expansions, estimated through
independent changes in the renormalization and factorization scales by
factors of two and an half relative to their nominal equal values [87, 88], uncertainties in the NNPDF3.0 set of parton distribution functions (PDFs),
estimated following the recommendations given in [89], and the uncertainties in the modeling of parton showers (PS) and the underlying event (UE).

• Luminosity
The uncertainty on the integrated luminosity amounts to 2.6% [90].
Table 6.9 [91] summarizes the systematic uncertainties. It also quantifies the
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percent change in cross section when these uncertainties are fluctuated in the
range of one standard deviation relative to their nominal values. The ML fit
is used for the signal extraction. The impacts are calculated for the nuisance
parameters obtained from this fit. The uncertainty in the integrated luminosity,
in the cross section of the DY production of a muon pair has an impact of about
1.5%. The sizable impact of the systematic uncertainty in the production rate
∗

∗

of Z/γ → ee and Z/γ → µµ background processes is caused by the small
∗

statistical uncertainty in the Z/γ → µµ background.
Table 6.9: Effect of experimental and theoretical uncertainties in the measure∗
ment of the Z/γ → τ τ cross section.
Source
Integrated luminosity
Muon ID and trigger
µ ES
miss
ET response and resolution
∗
2
Norm. Z/γ → µµ
Norm. and distr. of multijet
Norm. tt
Distr. tt
Norm. SM H
Norm. single top quark
Norm. diboson
Norm. W+jets
PDF
Scale dependence
UE and PS

Applies to
Simulation
Simulation
Simulation
Simulation
∗
2
Z/γ → µµ
Multijet
tt
tt
SM H
Single top quark
Diboson
W+jets
Signal
Signal
Signal
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Change in A
or yield
2.3%
2%
< 1%
1 − 10%
unconstrained
20%
7%
1 − 6%
30%
15%
15%
15%
1%
< 6%
1%

Impact
1.9%
1.6%
< 0.1%
0.2%
1.8%
0.2%
1.0%
< 0.1%
< 0.1%
< 0.1%
0.2%
< 0.1%
1.0%
0.5%
1.0%

6.7.1

Event categorization

The validity of the background estimation described in Section 6.6 is checked
in event categories that are relevant for the SM H → τ τ analysis as well as in
searches for new physics.
Event categories based on jet multiplicity, pT of the τ lepton pair, and on
the multiplicity of b jets are defined by the conditions given in Table 6.10.
Table 6.10: Event categories used to study the modeling of backgrounds. Similar
categories have been used in previous H → τ τ analyses at the LHC.
Category

Selection

0-jet
1-jet, low Z boson pT

No jets and no b jets
1
2
Z
At least one jet , no b jets , pT < 50 GeV,
and event not selected in 2-jet VBF category
1
2
Z
At least one jet , no b jets , 50 < pT < 100 GeV,
and not selected as 2-jet VBF
1
2
Z
At least one jet , no b jets , pT > 100 GeV,
and not selected as 2-jet VBF
1,3
2
At least one pair of jets , no b jets
2
Exactly one b jet
2
Exactly two b jets

1-jet, medium Z boson pT
1-jet, high Z boson pT
2-jet VBF
1 b jet
2 b jet

1

2

1

With pT > 30 GeVand |η| < 4.7
With pT > 20 GeV, |η| < 2.4, and identified by the CSV algorithm as originating from the hadronization of b quarks
3
Satisfying mjj > 500 GeVand ∆ηjj > 3.5
2

Z

The transverse momentum of the Z boson (pT ) is reconstructed by adding
the momentum vectors from the visible τ decay products and the reconstructed
miss

p⃗T

in the transverse plane. The observables mjj and ∆ηjj are used to select

signal events produced through the fusion of virtual vector bosons (VBF) in the
SM H → τ τ analysis, and refer, respectively, to the mass and to the separation
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in pseudorapidity of the two jets of highest pT in events containing two or more
jets.
The contributions of background processes that are modeled in the MC
simulation to the different categories are affected by uncertainties in the jet
energy scale and resolution. The energy scale of jets is measured using the
∗

∗

pT balance of jets with Z bosons and photons in Z/γ → ee and Z/γ → µµ
and γ+jets events and the pT balance between jets in dijet events as described
in [92]. The uncertainty in the jet energy scale is a few percent and depends
on pT and η. The impact of jet energy scale and resolution uncertainties on
the yields of background processes is evaluated by varying the jet energy scale
and resolution within their uncertainties, redetermining the multiplicity of jets
and b jets, and reapplying the event categorization conditions given in Table
6.10. The distribution of the mτ τ mass in given event categories are shown in
Figures 6.4 and 6.5.

6.8

Cross Section Measurements
∗

The cross section times branching fraction of the Z/γ → τ τ process is obtained
using a simultaneous ML fit to the mτ τ distribution in all five decay channels,
namely, τ e τ h , τ µ τ h , τ h τ h , τ e τ µ , and τ µ τ µ and can be expressed as follows:
fit

1 Nsig (1 − fout )
,
σ(pp → Z/γ +jets) × B(Z/γ → τ τ ) =
Bτ
AεL
∗

∗

(6.6)

where the symbol Bτ represents the branching fraction for the τ pair to defit

cay into one of the final states mentioned above. The Nsig is the number of
∗

Z/γ → τ τ signal events passing the selection criteria as described in Section 6.4.
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Figure 6.4: Distributions of mτ τ in different jet categories:
(b) 1-jet low, (c) medium, and (d) high Z boson pT .
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Figure 6.5: Distributions of mτ τ in different jet categories: (a) 2-jet VBF,
(b) 1 b jet, and (c) 2 b jet.
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Table 6.11: Branching fraction Bτ , signal acceptance A, selection efficiency ε,
and mass window correction factor fout for τ µ τ µ final state.
Branching fraction Bτ
Acceptance A
Selection efficiency ε
Mass window correction fout

τ µτ µ
0.0318
0.1111
0.1434
0.0465

∗

The fraction of Z/γ → τ τ signal events with pT > 24 GeV and | η |< 2.1 cuts
on the generator level quantities give the signal acceptance A for the τ µ τ µ
channel. ε is the selection efficiency, which is defined as the number of events
that simultaneously pass the acceptance cut as mentioned above as well as the
selection criteria as mentioned in Section 6.4. Finally, L is the integrated luminosity of the analyzed dataset. The signal acceptance A and selected efficiency
are obtained using the MC simulations and by considering only events that are
gen

generated within the mass range 60 < mτ τ < 120 GeV. The factor fout is also
obtained from MC simulations and it is a correction factor that is applied to the
gen

events generated outside the mass range 60 < mτ τ < 120 GeV and also passes
the selection criteria as mentioned above. The branching fractions Bτ for the
different τ pair decay channels are directly taken from [93]. The values of Bτ ,
A, ε, and fout for the τ µ τ µ channel are given in Table 6.11.
The systematic uncertainties described in the earlier Section 6.7 can affect
all the quantities mentioned in Equation 6.6. The likelihood function described
in Section 6.3 depends on the cross section times the branching fraction and
uses it as the parameter of interest (POI) ξ in the fit. In this fit, the systematic
uncertainties derived in the earlier section are treated as the nuisance parameters
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θk . Hence, in this case, the likelihood function can be written as

L (data | ξ, Θ) =

∏

P (ni |ξ, Θ)

i

∏

(
)
ρ θ˜k |θk .

(6.7)

k

where index i denotes each separate bin of the mτ τ distribution in each of
the five final states. The set of all nuisance parameters θk is denoted by the
symbol Θ.
The best fit value ξˆ of the POI is the value that maximizes the likelihood
L (data | ξ, Θ) in Equation 6.7. A 68% confidence interval (CI) on the POI is
obtained using the profile likelihood ratio (PLR) [67, 94, 95]:
(
)
L data | ξ, Θ̂ξ
) .
λ (ξ) = (
ˆ Θ̂
L data | ξ,

(6.8)

The symbol Θ̂ξ denotes the values of nuisance parameters that maximize the
likelihood for a given value of ξ. The combination of ξˆ and Θ̂ correspond to the
values of ξ and Θ for which the likelihood function reaches its maximum. The
68% CI is defined by the values of ξ for which −2 ln λ (ξ) increases by one unit
relative to its minimum. To quantify the individual effects of statistical uncertainties, the uncertainty in the integrated luminosity of the analyzed data, and
other systematic uncertainties, we ignore some single sources of uncertainties at
a time and recompute the 68% CI. The nuisance parameters θk , corresponding
to uncertainties that are ignored, are fixed at the values θ̂k that yield the best
fit to the data. The square root of the quadratic difference between the CI,
computed for all sources of uncertainties in the fit, and for the case that some
given source is ignored, reflects the estimate of the uncertainty in the POI re137
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Figure 6.6: Dependence of the profile likelihood ratio −2 ln λ (ξ) on the cross
section ξ for DY production of τ pairs. The PLR is computed for the simultaneous ML fit to the observed mτ τ distributions in the τ e τ h , τ µ τ h , τ h τ h , τ e τ µ ,
and τ µ τ µ channels. The three curves correspond to the case that statistical uncertainties, the uncertainty in the integrated luminosity, and other systematic
uncertainties are included in the fit and when the nuisance parameters corresponding to the integrated luminosity and to other systematic uncertainties are
successively fixed in the ML fit. The horizontal line represents the value of
−2 ln λ (ξ) that is used to determine the 68% CI on ξ.
sulting from a single source. The procedure is illustrated in Figure 6.6 [91] for
the combined fit of all five final states. Correlations among different sources of
uncertainty are estimated through this procedure.

6.9

Results and Summary

Figure 6.7 [91] shows the post ML fit mτ τ distribution for the τ µ τ µ channel.
∗

The post ML fit yields in the Z/γ → τ τ signal and in background contributions
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Figure 6.7: Distributions of mτ τ in inclusive events selected in the τ µ τ µ channel. Signal and background contributions are shown for the values of nuisance
parameters obtained from the ML fit to the data.
are summarized in Table 6.12.
The observed cross section for this channel is given in equation 6.9.
∗

∗

σ(pp → Z/γ +X) × B(Z/γ → τ τ ) =
1967 ± 121 (stat.) ± 92 (syst.) ± 37 (lumi.) pb .

(6.9)

The total uncertainty in the cross section is derived from the statistical uncertainties, uncertainty in the integrated luminosity of the analyzed dataset, and
the systematic uncertainties described in Section 6.7.
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∗

Table 6.12: Yields in Z/γ → τ τ signal events and backgrounds in the τ µ τ µ
channel, obtained from the ML fit. The analyzed data corresponds to an inte−1
grated luminosity of 2.3 fb .
Process
∗
Z/γ → τ τ
∗
Z/γ → µµ
tt
Multijet
Electroweak
SM H
Total expected background
Total SM expectation
Observed data

τ µτ µ
2 067 ± 34
8 010 ± 170
1 239 ± 79
710 ± 110
293 ± 30
18 ± 4
10 270 ± 120
12 340 ± 120
12 327

Finally, all five final states τ e τ h , τ µ τ h , τ h τ h , τ e τ µ , and τ µ τ µ of the
∗

Z/γ → τ τ decay are combined and simultaneously fitted to obtain the cross
section:
∗

∗

σ(pp → Z/γ +X) × B(Z/γ → τ τ ) =
1848 ± 12 (stat.) ± 57 (syst.) ± 35 (lumi.) pb .

(6.10)

The results are compatible with the theory prediction as well as with the
cross section measured by CMS for DY production and decay into electron and
muon pairs. The theory prediction is computed at NNLO accuracy [96] by using,
+12

NNPDF3.0 PDF set and it is predicted as 1845−6 (scale)±33 (PDF) pb. These
results are summarized in Figure 6.8 [91]. The inner black error bars represent
the statistical uncertainties and the outer blue error bars illustrate the quadratic
sum of the statistical, systematic, and integrated luminosity uncertainties.
In conclusion, the cross section of the Z/γ
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∗

→ τ τ process is measured
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Figure 6.8: Cross section σ(pp → Z/γ +X) × B(Z/γ → τ τ ) measured in
individual channels and in the combination of all final states, compared to
the theoretical prediction and to the cross section measured by CMS for DY
production of electron and muon pairs.
for the τ µ τ µ channel using pp collisions recorded by the CMS experiment at
√
−1
s = 13 TeV at the LHC with an integrated luminosity of 2.3 fb . The mτ τ
distribution is used to determine the signal yield. The measured cross section
for the τ µ τ µ channel is 1967 ± 121 (stat.) ± 92 (syst.) ± 37 (lumi.) pb, whereas
the total cross section using all five decay channels: τ e τ h , τ µ τ h , τ h τ h , τ µ τ µ , and
∗

∗

τ e τ µ is measured as σ(pp → Z/γ +X) × B(Z/γ → τ τ ) = 1848 ± 12 (stat.) ±
57 (syst.) ± 35 (lumi.) pb. The measured cross section is in agreement with the
standard model expectation computed at next-to-next-to-leading order (NNLO)
accuracy.
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Chapter 7
Search for Neutral Higgs Boson
Decays in the
H → τ τ → µµ Channel
7.1

Introduction

In the SM, the existence of a neutral scalar particle, namely the Higgs Boson
(H), was predicted by the Brout-Englert-Higgs mechanism through electroweak
symmetry breaking, as explained in detail in Chapter 4. During Run I of the
LHC, both the ATLAS and CMS experiments observed this boson in ZZ, γγ,
and WW decay channels. The pp collision data was recorded in 2011 and 2012
√
at center-of-mass energies s = 7 and 8 TeV, respectively. Combined ATLAS
and CMS results can be found in [97, 98, 99]. The mass of the Higgs Boson
is measured with precision to be 125.09 ± 0.21(stat.) ± 0.11(syst.) GeV, from
a combination of ATLAS and CMS measurements [100]. Fermions gain mass
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due to the Yukawa coupling of the Higgs field to fermions. Therefore, fermionic
decays of the Higgs Boson play an important role in understanding the prop+ −

erties of this newly discovered neutral Higgs Boson. The H → τ τ

decay is

the most accessible leptonic decay due to a higher event rate compared with
+

−

other leptonic decays, e.g. µ µ , and a comparatively smaller background con+ −

tribution than the bb decay channel. The SM branching ratio of B(H → τ τ )
is 6.3% for a mass of 125.09 GeV. The tau leptons decay further hadronically
and leptonically. This chapter focuses on one of the leptonic decays in which
+ −

H → τ τ

further decays into a pair of muons. Henceforth, this particular

decay channel will be referred as the τ µ τ µ channel. The τ µ τ µ channel has a
very low branching fraction (∼ 3% of all H → τ τ decays) and a very high
DY background. These challenges and low sensitivity of the channel make this
analysis difficult.
The CMS experiments showed evidence for H → τ τ coupling at 3.2σ [101]
in Run I of the LHC, while ATLAS and CMS observed the coupling at 5.5σ
−1

[102] and in Run II with an integrated luminosity of 35.9 fb at center-of√
mass energy s = 13 TeV H → τ τ signal is established with a significance of
4.9 standard deviation [103]. In this chapter, the detailed measurement of the
H → τ τ coupling in the τ µ τ µ channel is discussed using Run II data taken
√
in pp collisions in 2016 at the center-of-mass energy s = 13 TeV with an
−1

integrated luminosity of 35.9 fb . This analysis, considers Higgs production
via the gluon-gluon fusion (ggH) and the vector boson fusion (VBF) production
mechanisms.
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7.2

Simulated Samples and Run II Datasets

In this analysis, the SingleMuon trigger dataset is used. Only collision runs
for which entire detector system is working are considered. These datasets are
certified by the CMS collaboration in the JSON selection file:
Cert 271036-284044 13TeV 23Sep2016ReReco Collisions16 JSON.json.
The collision datasets with corresponding run ranges and integrated luminosities
are summarized in Table 7.1.
Table 7.1: List of datasets included in the analysis.

Dataset
/SingleMuon/Run2016B-03Feb2017-ver2-v2/MINIAOD
/SingleMuon/Run2016C-03Feb2017-v1/MINIAOD
/SingleMuon/Run2016D-03Feb2017-v1/MINIAOD
/SingleMuon/Run2016E-03Feb2017-v1/MINIAOD
/SingleMuon/Run2016F-03Feb2017-v1/MINIAOD
/SingleMuon/Run2016G-03Feb2017-v1/MINIAOD
/SingleMuon/Run2016H-03Feb2017-ver2-v1/MINIAOD
/SingleMuon/Run2016H-03Feb2017-ver3-v1/MINIAOD

Run range
272007–275376
275657–276283
276315–276811
276831–277420
277772–278808
278820–280385
280919–284044
280919–284044

Integrated
Luminosity
5.788 /fb
2.573 /fb
4.248 /fb
4.009 /fb
3.102 /fb
7.540 /fb
8.606 /fb
see above

Table 7.2: List of Monte Carlo signal samples included in the analysis.

Signal MC sample
/GluGluHToTauTau M110 13TeV powheg pythia8
/GluGluHToTauTau M120 13TeV powheg pythia8
/GluGluHToTauTau M125 13TeV powheg pythia8
/GluGluHToTauTau M130 13TeV powheg pythia8
/GluGluHToTauTau M140 13TeV powheg pythia8
/VBFHToTauTau M110 13TeV powheg pythia8
/VBFHToTauTau M120 13TeV powheg pythia8
/VBFHToTauTau M125 13TeV powheg pythia8
/VBFHToTauTau M130 13TeV powheg pythia8
/VBFHToTauTau M140 13TeV powheg pythia8
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Production
cross section
57.90 pb
52.22 pb
48.58 pb
45.31 pb
36.00 pb
4.434 pb
3.935 pb
3.782 pb
3.637 pb
3.492 pb

H → τ τ branching
fraction
0.0791
0.0698
0.0627
0.0541
0.0360
0.0791
0.0698
0.0627
0.0541
0.0360

Signal and background processes are modeled using simulated MC events
centrally by CMS Higgs group. The Higgs signal samples of the ggH and VBF
production processes are generated at next-to-leading order (NLO) in perturbative quantum chromodynamics (pQCD) using the powheg 2.0 [104, 105, 106,
107, 108] generator. The production cross sections and branching ratios for the
ggH and VBF signal processes, as well as the uncertainties related to them, are
taken directly from [109, 110, 111]. The signal samples used in this analysis are
given in Table 7.2.
Table 7.3: MC background samples generated for pp collisions at a center-ofmass energy of 13 TeV. Samples used in this analysis are reconstructed and
stored in miniAOD format. A k-factor of 1.16 is considered for the Z+jets
samples and 1.21 for the W+jets samples. All of these MC samples belong
to the central CMS Summer16 production, with Moriond Premix conditions.
When available, all sample extensions are used.
Background MC simulations
/DYJetsToLL M-50 TuneCUETP8M1 13TeV-madgraphMLM-pythia8
/DY1JetsToLL M-50 TuneCUETP8M1 13TeV-madgraphMLM-pythia8
/DY2JetsToLL M-50 TuneCUETP8M1 13TeV-madgraphMLM-pythia8
/DY3JetsToLL M-50 TuneCUETP8M1 13TeV-madgraphMLM-pythia8
/DY4JetsToLL M-50 TuneCUETP8M1 13TeV-madgraphMLM-pythia8
/DYJetsToLL M-150 TuneCUETP8M1 13TeV-madgraphMLM-pythia8
/DYJetsToLL M-10to50 TuneCUETP8M1 13TeV-madgraphMLM-pythia8
/TT TuneCUETP8M1 13TeV-powheg-pythia8
/WJetsToLNu TuneCUETP8M1 13TeV-madgraphMLM-pythia8
/W1JetsToLNu TuneCUETP8M1 13TeV-madgraphMLM-pythia8
/W2JetsToLNu TuneCUETP8M1 13TeV-madgraphMLM-pythia8
/W3JetsToLNu TuneCUETP8M1 13TeV-madgraphMLM-pythia8
/W4JetsToLNu TuneCUETP8M1 13TeV-madgraphMLM-pythia8/
/ST tW antitop 5f inclusiveDecays 13TeV-powheg-pythia8 TuneCUETP8M1
/ST tW top 5f inclusiveDecays 13TeV-powheg-pythia8 TuneCUETP8M1
/ST t-channel antitop 4f leptonDecays 13TeV-powheg-pythia8 TuneCUETP8M1
/ST t-channel top 4f leptonDecays 13TeV-powheg-pythia8 TuneCUETP8M1
/WZTo1L3Nu 13TeV amcatnloFXFX madspin pythia8
/WZTo1L1Nu2Q 13TeV amcatnloFXFX madspin pythia8
/WZTo2L2Q 13TeV amcatnloFXFX madspin pythia8
/WWTo1L1Nu2Q 13TeV amcatnloFXFX madspin pythia8
/VVTo2L2Nu 13TeV amcatnloFXFX madspin pythia8
/ZZTo2L2Q 13TeV amcatnloFXFX madspin pythia8
/ZZTo4L 13TeV-amcatnloFXFX-pythia8
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Cross section [pb]
4954.0 (LO)
1012.5 (LO)
332.8 (LO)
101.8 (LO)
54.8 (LO)
6.657 (LO)
18610 (LO)
831.76 pb
50380 (LO)
9644.5 (LO)
3144.5 (LO)
954.8 (LO)
485.6 (LO)
35.6
35.6
80.95
136.02
3.05
10.71
5.595
1.212
11.95
3.22
1.212

The Z + jets and W + jets processes are simulated at leading order (LO)
with MLM jet matching and merging [112] with the MG5 aamc@nlo generator. The diboson samples are produced using the same generator at NLO with
FxFx jet matching and merging [113]. The tt and single top quark production
events are simulated with the powheg 2.0 and 1.0 generators, respectively. The
decay of the τ leptons and the parton showering and fragmentations are modeled by interfacing respective generators with pythia 8.212 [114] with setting
CUETP8M1 tune [115]. The MC background simulation processes and their
respective cross sections used in this analysis are summarized in Table 7.3.
The simulated MC samples include the pile-up effect observed in the pp
collisions; this effect is generated using the pythia generator. The number of
pileup interactions generated in the MC matches the number of interactions in
data that are measured from the instantaneous luminosity for each bunch crossing. In Run II, approximately 27 interactions on average occurred per bunch
crossing. All the generated events are processed through the CMS detector
simulation based on geant 4 [116].

7.3

Event Weights and Data/MC Corrections

The PF algorithm is used for reconstruction of the observed and simulated
events. Reconstruction of the PF objects, such as charged hadrons, neutral
miss

hadrons, photons, and muons, as well as the higher-level objects like ET

and

jets are explained in detail in Chapter 5. For better agreement between the
data and MC events, various event corrections and weights are applied. These
corrections are explained in detail in the following sections.
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Generated Events
The generator event weights are applied to MC simulated samples on an eventby-event basis. These weights are scaled to the number of expected yield for
each simulated signal and background sample, using its cross-section and the
integrated luminosity of the corresponding data. The amc@nlo generator produces both positive and negative weights. Negative weights can reduce the
effective statistics for the respective sample; this case is observed for diboson
samples.

Pile-up Reweighting
In Run II, CMS uses the luminosity-based pile-up (PU) estimate, where the PU
interactions are measured from the luminosity for each bunch crossing. The PU
reweighting is applied to the MC simulated events in order to match the number
of PU interactions in the data. A minimum-bias cross section of 69.2 mb is used
with the number of primary vertices ranging from 0 to 80 with 800 bins.

Lepton ID/Isolation Scale Factors
The lepton ID and isolation efficiencies in this channel are measured using the
Z → µµ events, in bins of muon pT and |η|. The “tag and probe” technique
is used to derive the efficiency ratio ϵdata /ϵM C . This ratio is applied as a scale
factor to correct the simulated events on an event-by-event basis . For probe
muons, the pT binning, pT = [10, 15, 20, 25, 30, 40, 60, >60] GeV is used,
while the binning in η is taken as |η| = [0.0, 0.9, 1.2, 2.1, 2.4]. The ID/isolation
criteria for muons are given in Section 5.1.1.
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Trigger Efficiency
In this analysis, the SingleMuon trigger dataset with HLT IsoMu22 trigger is
used. The efficiency is again calculated using the “tag and probe method”.
The procedure is similar to the one used for the ID/isolation scale factor, with
an additional requirement that both the “tag and probe” muons are required
to pass the ID/isolation criteria. The MC samples used in this analysis do not
reflect the trigger requirements and hence, the trigger efficiencies in MC samples
are considered equal to one. Therefore, the trigger efficiencies only in the data
are used as scale factors.

Reweighting of LO Madgraph DY
The generator-level Z pT , dimuon mass mµµ , and dimuon-η distributions show
disagreement in the data/MC simulations due to mismodeling of these variables
in the LO DY madgraph samples. Weights are extracted from the dimuon region
using the three-dimensional distribution created by these variables. In this
particular analysis, these weights are derived separately for each event category,
i.e. 0-jet, boosted, and VBF, as defined in Section 7.4. The event selection
criteria used here are described in Section 7.5. The weights are computed in such
a manner that there is good agreement in the three-dimensional distributions of
the Z pT , dimuon mass mµµ , and dimuon-η in the data and MC samples. This
reweighting affects only the DY shape distribution, but not the normalization
and hence, only shape uncertainties are introduced for each event category for
this reweighting.
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Recoil Corrections
⃗miss
The mismodeling of ET in the simulated samples for single boson production
such as Z+Jets, W+Jets, and Higgs production are rectified by applying recoil
corrections. These corrections are applied on the vectorial difference between
miss

the measured ET

and the total transverse momentum of the neutrino system

originated from these boson decays. In the case of leptonic decays, the variable
can be given as:
⃗ = −pT,B
U
⃗ − H⃗T ,

(7.1)

where pT,B
⃗ is the leptonic recoil, i.e. the transverse momentum of the leptonically
decaying Z, W, or Higgs Boson, and H⃗T is transverse momentum of the hadronic
recoil. The projection of the hadronic recoil onto the transverse momentum of

Figure 7.1: Illustration of hadronic recoil.
⃗ as shown in Figure 7.1.
the boson is represented by U
The recoil correction is measured using Z → µµ events, as there are no neutrinos in leptonic recoil and the four-momentum of the Z boson can be calculated
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precisely. Events are selected as described later in Section 7.5. In addition, all
data/MC corrections discussed previously are applied to the selected events.
The mean value of the U1 projection and the resolution of the U1,2 projections
are calculated in both the Z → µµ data and MC events. Corrections to U1,2
variables are calculated as a function of ZpT and jet-multiplicity, given by:
′

U1 = ⟨U1 ⟩data + (U1 − ⟨U1 ⟩M C )

σ(U1 )data
σ(U1 )M C

(7.2)

and
′

U2 = U2

σ(U2 )data
.
σ(U2 )M C

(7.3)

The mean value of U1 and the resolution of both the parallel and perpendicular
components of the recoil projection are shown in Figures 7.2–7.4 [117]. In this
analysis, these recoil corrections are applied to the DY, W+Jets, and Higgs
production MC samples on the event by event basis. The effect of the recoil
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Figure 7.2: Mean value of U1 in the data and simulation as a function of Z pT
and jet multiplicity.

150

15

20
15

10
5

MC

20

40

60

80

0
0

100

20

10
Njets=1, PF MET

5

Data

25

15

10
Njets=0, PF MET

30

1

25

1

20

0
0

30

σ(U ) [GeV]

σ(U ) [GeV]

25

1

σ(U ) [GeV]

30

MC

20

40

60

Z p [GeV]

80

Njets>=2, PF MET

5

Data

0
0

100

Data
MC

20

40

60

Z p [GeV]

T

(a) Njets = 0

80

100

Z p [GeV]

T

T

(c) Njets ≥ 2

(b) Njets = 1

20
15

MC

20

40

60

80

100

0
0

MC

20

40

60

80

Njets>=2, PF MET

5

Data

Z p [GeV]

100

0
0

Data
MC

20

40

60

Z p [GeV]

T

(a) Njets = 0

20

10
Njets=1, PF MET

5

Data

25

15

10
Njets=0, PF MET

5
0
0

20
15

10

30

2

25

2

25

30

σ(U ) [GeV]

σ(U ) [GeV]

30

2

σ(U ) [GeV]
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Figure 7.5: Effect of applying recoil corrections to the ET distribution in the
Z → µµ selection. The recoil corrections improve the agreement between the
data and MC samples.

Top pT Reweighting
The top pT reweighting is applied only to the tt events, as the top pT distribution in the data is softer than in MC events. This mismodeling is rectified
by applying the reweighting. The uncertainties associated with the reweighting
are contained within the parameter itself.
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7.4

Event Categorization

Final limits on the signal cross section times branching ratio are derived in three
exclusive event categories based on the jet multiplicity. The signal is extracted
independently for each category based on the fitting of a two-dimensional mass
distribution. These three jet categories are 0-jet, Boosted, and VBF.
• 0-jet: This category classifies the events with zero jet multiplicity and
focuses on the Higgs production via gluon fusion. Events with jets with
pT > 30 GeV and |η| < 4.7 and reconstructed with loose PF identification criteria are excluded. Though this Higgs production has the largest
cross section rate at the LHC, the measurements suffer due to the very
large background contribution, especially the irreducible DY background.
Measurements in this category are useful in constraining the backgrounds
with large statistics.
• Boosted: This category contains events where Higgs events are produced
via boosted gluon fusion with recoiling one or more jets. VBF Higgs events
with one jet or with low di-jet mass (< 300 GeV ) are also included.
• VBF: Lastly, the VBF category is defined VBF Higgs production with
two jets. Again, these two jets are required to pass the threshold of
pT > 30 GeV and |η| < 4.7 with loose PF identification. These events are
also required to have di-jet mass greater than 300 GeV.
Henceforth, the analysis results are estimated independently for these three
categories and finally, results for all three categories are combined statistically
to extract the signal strength and limits on the SM Higgs cross section.
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7.5

Event Selections

In the τ µ τ µ channel, the events are selected based on the trigger requirement
and the offline baseline selections. This channel uses the single-muon HLT triggers in the Run II analysis. The events are recorded using the HLT IsoMu24 v*
single muon trigger during the 2016 Run (B-H) era. The selected muon must
match the HLT muon within ∆R < 0.5.
The offline event selection requirements for the τ µ τ µ channels are as follows:
• The event should pass the single-muon trigger for the data.
• The two muons should have opposite charge and an invariant mass of
mµµ > 20 GeV.
• Muons with pT > 10 GeV and |η| < 2.4 must pass the 2016 (ICHEP)
medium PF muon identification criteria for the Run B-F single muon
datasets, and the standard medium PF muon ID criteria for the Run G-H
datasets and the simulated MC events.
• The ∆β-corrected relative isolation should be Iµ < 0.15 for the isolated
cone, ∆R <0.4. This is referred to as the tight isolation and it is computed
by Equation 5.1.
• At least one muon is required to satisfy pT > 24 GeV and to match an
HLT muon object within ∆R < 0.5.
• The distance of the closest approach of each muon to the primary vertex
must be within |dz |

< 0.2 cm along the beam direction and

|dxy | < 0.045 cm in the transverse plane.
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• b-jets are excluded from the analysis.
The kinematic plots for the leading and sub-leading muons are shown inn Figures 7.6-7.8 and impact parameters are shown in Figures 7.9-7.11. Currently
due to the mismodeling of the impact parameter in data, these variables are not
included in the BDT analysis. In the future, after correcting the discrepancies,
the impact parameters can be used in the BDT analysis to improve the sensitivity of the signals. In Section 7.10, the impact of these variables on the signal
extraction is explained in detail.
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(a) leading µ pT

(b) sub-leading µ pT

(c) leading µ η

(d) sub-leading µ η

Figure 7.6: Kinematic plots for 0-jet category
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(a) leading µ pT

(b) sub-leading µ pT

(c) leading µ η

(d) sub-leading µ η

Figure 7.7: Kinematic plots for boosted category
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(a) leading µ pT

(b) sub-leading µ pT

(c) leading µ η

(d) sub-leading µ η

Figure 7.8: Kinematic plots for VBF category
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(a) leading µ impact parameter in transverse plane (b) sub-leading µ impact parameter in transverse
plane

(c) leading µ impact parameter in longitudinal (d) sub-leading µ impact parameter in longitudinal
plane
plane

Figure 7.9: impact parameter in 0-jet category
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(a) leading µ impact parameter in transverse plane (b) sub-leading µ impact parameter in transverse
plane

(c) leading µ impact parameter in longitudinal (d) sub-leading µ impact parameter in longitudinal
plane
plane

Figure 7.10: impact parameter in boosted category
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(a) leading µ impact parameter in transverse plane (b) sub-leading µ impact parameter in transverse
plane

(c) leading µ impact parameter in longitudinal (d) sub-leading µ impact parameter in longitudinal
plane
plane

Figure 7.11: impact parameter in VBF category
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7.6

Multivariate Techniques to Reduce the DrellYan Background

This section describes the multivariate BDT method used to suppress the largest
and irreducible DY background for this τ µ τ µ channel. BDTs are trained separately for each category using simulated H → τ τ signal and DY (including
both Z → µµ and Z → τ τ events according to their relative branching ratios)
background MC samples. There are six common input discriminants used in all
three categories:
• the pseudo-rapidity of the dimuon system, η2µ ,
• the ratio of the pT of the dimuon system to the scalar sum of the pT of
∑
the two muons, pT (2µ)/ pT (µ),
miss

• the ET ,
• the Pζ variable,
• the azimuthal angle between the direction of the three-momentum of the
miss

positively charged muon and the p⃗T

+

miss

vector, ∆ϕ(µ , p⃗T ), and

∗

• the decay angle θ of the positively charged muon in the rest frame of the
∗

dimuon system, cos θ .
The first five variables are explained in detail in Section 6.3. The last vari∗

able, cos θ , is added in this analysis, as it helps to discriminate the Z → µµ
from the Z/H → τ τ events. In the rest frame of the dimuon system, the two
muons coming from the Z decay are back to back, creating an angle for the
positive muon to be either 0 or π, in the rest frame of the dimuon system.
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For training the BDTs for the boosted category, an additional discriminating variable, the total pT of the dimuon system, is introduced whereas in the
VBF category, an additional di-jet mass variable is introduced, as the category
definition is based on this mass cut. This BDT method is formally referred to
as the “Single-BDT method”, since BDTs are only trained once.
The variables used as a BDT input are shown in Figure 7.12-7.14. In BDT,
the variables are ranked based on their performance to separate the signal events
∑
from the background. For the 0-jet category, pT (2µ)/ pT (µ) variable is the
best-ranked variable. The Pζ variable is top ranked in the boosted category,
miss

while ET

performs best ifor the VBF category. The medium BDT cuts are

used in each category for reducing computational time when calculating the
SVFit di-τ mass. The details on the reconstruction of this mass are explained
in Section 5.1.5. The medium cuts used in the SVFit mass calculations are
shown in Table 7.4.
Table 7.4: Medium BDT cuts used in each event category for SVFit di-τ mass
calculation.
Event Category
0-jet
boosted
VBF

BDT ResponseCuts
> 0.2
> 0.0
> 0.8
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+

(a) η2µ

miss

(b) ∆Φ(µ , pT

)

miss

(c) Dζ

(d) ET

∗

+

(e) cos(θ )

−

(f) pT (2µ)/(pT (µ ) + pT (µ ))

Figure 7.12: BDT discriminant inputs for 0-jet category
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(a) η2µ
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(c) Dζ

(d) ET

∗

+

(e) cos(θ )

−

(f) pT (2µ)/(pT (µ ) + pT (µ ))
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tot

(g) pT

Figure 7.13: BDT discriminant inputs for boosted category

+

(a) η2µ

miss

(b) ∆Φ(µ , pT

miss

(c) Dζ

(d) ET
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)

∗

+

(e) cos(θ )

−

(f) pT (2µ)/(pT (µ ) + pT (µ ))

(g) mjj

Figure 7.14: BDT discriminant inputs for VBF category
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Figure 7.15: BDT response by TMVA package for 0-jet category. Blue represents H → τ τ and red represents the DY background.

Figure 7.16: BDT response by TMVA package for boosted category. Blue represents H → τ τ and red represents the DY background.
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Figure 7.17: BDT response by TMVA package for VBF category. Blue represents H → τ τ and red represents the DY background.
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Figure 7.18: BDT response in data and simulated events for 0-jet category.
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Figure 7.19: BDT response in data and simulated events for boosted category.
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Figure 7.20: BDT response in data and simulated events for VBF category.
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The BDT responses evaluated by TMVA are shown in Figure 7.15-7.17 and
the responses in the data and the MC samples are shown in Figures 7.18-7.20.
These BDT cuts are optimized by maximizing the signal to the square-root of
the background ratio in the two-dimensional distribution of the dimuon mass
and SVFit mass, and also by minimizing the expected limits on the expected
SM cross section of the respective Higgs production. These optimized cuts for
signal extraction are shown in Table 7.5. The ROC curves for each category are
shown in Figure 7.21-7.23.
Table 7.5: Final optimized BDT cuts used in each event category for signal
extraction.
Event Category

Optimized BDT Response Cuts

0-jet

+0.270

boosted

+0.085

VBF

+0.920

Figure 7.21: ROC curve for 0-jet category.
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Figure 7.22: ROC curve for boosted category.

Figure 7.23: ROC curve for VBF category.
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7.7

Signal Extraction

The 1D invariant visible mass of dimuons and reconstructed invariant SVFit ditau mass distribution after applying all required cuts and corrections are shown
in Figures 7.24 and 7.25, respectively. The final results are extracted with a
maximum likelihood fit based on the 2D distributions of the dimuon mass mµµ
and SVFit mass mτ τ in each category for events that pass the final BDT cuts.
The 2D distribution can separate the signal from the background due to
the separation in the resolution of the mass peaks. This can be confirmed by
observing the mass distribution for the signal and background cases as shown
in Figures 7.26-7.28. Signal and backgrounds peak in different bins in these
distributions.
For bin-by-bin (bbb) fitting purpose, the 2D distributions are “unrolled”
into 1D histograms. The prefit distributions for each category are shown in
Figures 7.29-7.31 and the corresponding background event yields are summarized in Table 7.6.
Table 7.6: Expected pre-fit numbers of background events in the τ µ τ µ channel
−1
in the data corresponding to an integrated luminosity of 35.9 fb for the three
jet categories. The numbers are rounded to a precision of two significant digits
on the uncertainty.
Process
Z → µµ
Z → ττ
Multijet
Electroweak
tt
Total Expected Background
Signal H → τ τ
Observed in Data

0-jet
28 886 ± 93
20 502 ± 16
1 900 ± 15
560 ± 7
111 ± 7
312 495 ± 561
86 ± 3
308 013
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boosted
2 027 ± 37
2 585 ± 37
182 ± 36
240 ± 7
1 266 ± 23
6 336 ± 80
28 ± 2
6 342

VBF
155 ± 11
171 ± 12
22 ± 10
16 ± 2
60 ± 5
425 ± 21
6±0
405

(a) 0-jet category

(b) Boosted category

(c) for VBF category

Figure 7.24: Invariant dimuon mass (mµµ ) for three event jet categories.
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(a) 0-jet category

(b) Boosted category

(c) VBF category

Figure 7.25: Invariant di-tau mass (mτ τ ) for three event jet categories.
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(a) ggH → τ τ signal distribution

(b) All background distribution dominated by Z →
µµ

(c) Z → µµ background

(d) Z → τ τ background

Figure 7.26: 2D mass distribution for simulated signal and background events
in the 0-jet category.
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(a) ggH → τ τ signal distribution

(b) All background distribution dominated by Z →
µµ

(c) Z → µµ background

(d) Z → τ τ background

Figure 7.27: 2D mass distribution for simulated signal and background events
in the boosted category.
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(a) qqH → τ τ signal distribution

(b) All background distribution dominated by Z →
µµ

(c) Z → µµ background

(d) Z → τ τ background

Figure 7.28: 2D mass distribution for simulated signal and background events
in the VBF category.
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Figure 7.29: The prefit 2D mass distribution for the 0-jet category.

Figure 7.30: The prefit 2D mass distribution for the boosted category.
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Figure 7.31: The prefit 2D mass distribution for the VBF category.
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7.8

Systematic Uncertainties

Before the 2D mass distribution can be used to extract the signal strength uncertainties with a maximum likelihood fit, the uncertainties must be quantified as
they enter into the fit as nuisance parameters. Details on the statistical strategies are discussed in Section 5.3. There are several factors which can affect the
shape or normalization of the 2D distributions. The systematic uncertainties
for the τ µ τ µ channel are described by the following points.
• Object reconstruction and identification
The uncertainty in the trigger efficiency for this channel is about 2%. Similarly, the uncertainties on the identification and isolation of muons are
measured with an accuracy of 2%. The uncertainties of the muon momentum scale reflects the 1% uncertainty in its measurement with Z → µµ
events. Overall, the signal acceptance for the H → τ τ events is not affected by this uncertainty. The change in the signal acceptance is even
miss

less than 1%. The uncertainties in the ET

modeling directly affects the

signal strength as it propagates through the mτ τ mass distribution and
through the other three discriminant inputs used in the BDT that depend
miss

on the ET

contribution. The effect of these uncertainties on the overall

mass distribution is very small, but it introduces about 10% uncertainty
in the signal acceptance. The uncertainty on the jet-energy scale depends
on pT and η of the jets and is reflected in the jet multiplicity in the events.
Hence, these uncertainties affect the categorization of the events between
the three categories. Also, it can affect the estimation of the di-jet mass,
which is used as an additional BDT input for the VBF category. Uncer183

tainties in discarding b-jet events in the tt background are very small for
this channel and uncertainties in the mistagging rate of gluon and lightflavor jets are also negligible.

• Background yields
The uncertainties in the QCD multijet backgrounds are dominated by the
OS/SS ratio and their contribution is about 20%. The uncertainty in
the tt normalization is about 7% and the shape uncertainties are introduced by varying the applied weight with either no reweighting or with
the reweighting applied twice. The normalization uncertainties from the
event yields for single top, W+ jets, and diboson backgrounds are about
15%. Shape uncertainties due to DY reweighting are introduced by applying 1.1 times the corrections and they are correlated within the categories
Uncertainties are directly taken from [118].
• Other
The uncertainty in the integrated luminosity is about 2.5%.

7.9

Final ML Fit and Results

The final result for this channel is extracted using the maximum likelihood fit
based on the 2D distribution of masses by combining all three event categories.
The uncertainties mentioned above are treated as nuisance parameters in the
binned likelihood function given by Equation 5.8. The nuisance parameters affecting the normalization are considered as a log-normal PDF while the ones
affecting the shape are represented with a Gaussian PDF. The 2D mass distri184

butions post ML fit are shown in Figures 7.32-7.34. The signal and background
events obtained from the ML fit for each category are summarized in Table 7.7.
Table 7.7: Post-fit yields in H → τ τ signal events and respective background
events in the τ µ τ µ channel with data corresponding to an integrated luminosity
−1
of 35.9 fb . The numbers are rounded to a precision of two significant digits
on the uncertainty.
Process
Z → µµ
Z → ττ
Multijet
Electroweak
tt
Total Background

0-jet
28 397 ±
20 851 ±
1 973 ±
550 ±
110 ±
308 032 ±

533
14
45
23
11
56

boosted
2 044 ± 45
2 585 ± 51
194 ± 14
229 ± 15
1 248 ± 35
6 332 ± 80

VBF
134 ± 12
167 ± 13
26 ± 5
16 ± 4
59 ± 8
402 ± 20

Figure 7.32: The post-fit 2D mass distribution for the 0-jet category.
Using these ML fit values, the expected and the observed limits are extracted. The detailed method is explained in Section 5.3.2. The upper limits
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Figure 7.33: The post-fit 2D mass distribution for the boosted category.
at 95% CL on the signal strength for mH = 125 GeV are displayed in Table 7.8
and Figure 7.35 show these limits for mass range 110-140 GeV.
Table 7.8: Upper limits at 95% CL on the signal strength relative to standard
model prediction in the τ µ τ µ channel.
Category
0-jet
boosted
VBF
Combination

-2σ
12.7
2.8
2.1
1.7

-1σ
17
3.8
2.8
2.3

exp.
23.8
5.3
4.0
3.2

+1σ
33.6
7.4
5.7
4.6

+2σ
45.8
10.0
8.0
6.2

observed
34.9
4.0
4.2
2.7

The Goodness-of-Fit (GOF) test is performed in each category using the
saturated model, as explained in Section 5.3.3. Figures 7.36 show the GOF test
responses in each category. The values from the ML fit are used to study the
pulls and impacts of the various nuisance parameters on the signal strengths.
These pulls and impacts are given in Figures 7.37-7.39.
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Figure 7.34: The post-fit 2D mass distribution for the VBF category.
Using the maximum likelihood fits of the signal and background to the data,
the signal strength for Higgs production in the τ µ τ µ channel can be estimated
relative to the SM model cross section expectation times the branching ratio for
the given decay channel. In this case the signal strength for the combination
of all categories is estimated as -1.0 ± 1.7. The signal strength for individual
categories is tabulated as follows:
Table 7.9: Measurement of H → τ τ → µµ signal strength relative to the
expected SM cross section times branching fraction.
Category
0-jet
boosted
VBF
Combination

Best Fits
12.1 ± 13.0
−2.28 ± 2.81
0.41 ± 1.92
−1.05 ± 1.67
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Figure 7.35: The expected and the observed limits on the signal strength for
different Higgs masses
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Figure 7.36: GOF using the saturated model for the VBF category.
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categories.
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Figure 7.38: Pulls and impacts of second 30 nuisance parameters for combined
categories.
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Figure 7.39: Pulls and impacts of nuisance parameters 61-89 for combined categories.
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7.10

Future Work

The results of the H → τ τ → µµ analysis using Run II data are comparable
with Run I results [101]. Compared to the Run I analysis procedure, in Run II,
two major changes occurred. The first change is the exclusion of the distance of
closet approach (DCA) parameters. In Run II, the misalignment in the tracker
detectors affects the measurement of the impact parameters. The mismodeling of these variables in the data causes a high discrepancy in the data/MC
agreement; this discrepancy is propagated in the measurement of the DCA parameter. Figure ?? shows this distribution for the 0-jet category events in the
transverse plane and Figure 7.41 shows distribution in the longitudinal plane.
In this analysis, the QCD multijet background is derived from the data events.
DCA parameters are crucial parameters in this analysis, especially the dz that
is defined in the direction of the beam. They have the highest discriminating
power to separate the Higgs decay from the Z decay due to their kinematics;
this eventually improves the overall expected limit. Due to the mismodeling
of the DCA variable in the MC, this variable is excluded from the analysis.
This affects the overall expected and observed limits. To quantify this effect,
the multivariate analysis is performed using the mismodeled impact variables
and the limits are extracted using the same method to quantify the potential
improvement. With the mismodeled parameters, the limits improve by about
10-15%. In conclusion, the result of this analysis can be improved in the future
by using the corrected impact parameters in the multivariate analysis.
The second difference is the approach used for the multivariate analysis. In
the Run II analysis, the single-BDT method, is used, whereas in Run I, two
separate BDT’s were used. In the double BDT approach, the first BDT is eval193

(a) Leading muon distribution

(b) Sub-leading muon distribution

Figure 7.40: DCA significance of the two muon tracks in the transverse plane
in the data and simulated MC events for the 0-jet category.
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(a) Leading muon distribution

(b) Sub-leading muon distribution

Figure 7.41: DCA significance of the two muon tracks in the longitudinal plane
in the data and simulated MC events for the 0-jet category.
195

uated by training the Higgs samples against the Z → µµ background. For the
second BDT, the Higgs sample selected by the first BDT is trained against the
Z → τ τ samples. A new discriminant is constructed by combining these two
BDT variables. Double BDT approach improves the observed significance for
Run II analysis but shows statistical constrained while obtaining the pulls and
impact. To have a robust method, one needs to optimize these two BDT’s simultaneously. This procedure is time consuming and due to the time constraint
it was not possible to do this in this dissertation.
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Chapter 8
Summary
This doctoral dissertation focuses on a CMS hardware upgrade for the HLLHC as well as a physics analysis with Run II 2015-2016 CMS data. For the
Phase II upgrade of the CMS muon endcap, GEM technology is selected and
the installation of the GE1/1 station will start during LS2 in 2019. For the
approval of this technology, several test beam efforts took place to thoroughly
study the performances and characteristics of the triple-GEM detectors and
over a period of time several updated versions of the detectors evolved. This
dissertation focuses on the GE1/1-III prototype triple-GEM detector, built at
Florida Tech and tested in the Fermilab test beam in 2013. The main studies
involved the gain response, charge measurements, and the spatial resolution.
The GE1/1-III prototype detector performed very well by providing a detection
efficiency greater than 97% for the barycentric and binary hit-position determi4

nation methods. Typically, the gas gain of this detector is on the order of 10 ,
which provides a mean expected charge of 37 fC at operating drift voltage 3250
V. The measured charge using the Landau fit is within 25% of the calculated
197

charge value. These charge measurements are used to determine the dynamic
charge range for the VFAT3 electronic readout system of this detector. The
estimated charge input range is found to be upto 140 fC based on the extrapolation of the 99

th

percentile of the individual measured strip charge for the

highest strip cluster size (i.e. 4-strip). This detector system will provide precise
tracking of muons along with the CSC as it provides a good spatial resolution
∼ 23 µrads for the barycentric method and about ∼136 µrads with the binary
method, which is comparable to the estimation of the resolution from the pitch
of the strips. The overall spatial resolution is improved after applying a correction for the non-linear strip response. In conclusion, the GE1/1 detector meets
the performance expectation for this upgrade.
My contribution towards the GEM upgrade project is as follows: I have
assembled a 1-m long GE1/1 prototype III detector at Florida Tech. This is
the first long detector built outside the CERN. After successfully assembling
this detector, I made all the necessary preparation for the Fermilab beam test
that included successfully assembling and testing 10 cm × 10 cm GEM detectors for tracking purposes. I played a essential role in the Fermilab beam test.
This project responsibility included the beam line assembly of the detectors,
data taking and analyzing. I presented performance characteristic and tracking results in annual meetings, national, and international conferences such as
American Physical Society (APS) and NSS IEEE. The conference precedings
was submitted to the IEEE conference record. The results of this beam test
contributed towards the Technical Design Report (TDR) for the GE1/1 GEM
upgrade. I have also studied the performance characteristics of this 1-m long
detector with zigzag readout designed at Florida Tech by former post-doc Aiwu
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Zhang. These results were published in the NIM journal.
The latter part of the dissertation focuses on the Higgs physics analysis,
where the SM neutral Higgs boson decays into a pair of τ leptons and further into two muons. This decay channel is especially challenging due to its
low branching fraction and very high irreducible DY background. To study
this important DY background and to make sure that it has been modeled
correctly in the analysis, the DY process and its cross section measurements
were studied in detail. The BDT multi-variate method is implemented to sup∗

press the Z/γ → µµ background in the cross section measurements of the
∗

Z/γ → τ τ → µµ channel. The modeling of this background is good practice for the Higgs measurements, as both analyses have similar backgrounds.
For this particular channel, the Z cross section times branching ratio is 1967 ±
121 (stat.) ± 92 (syst.) ± 37 (lumi.) pb measured with 2015 Run II CMS data
√
at the center-of-mass energy mbox s = 13 TeV with an integrated luminosity
−1

of 2.3 fb . The total cross section using all five decay channels: τ e τ h , τ µ τ h ,
∗

∗

τ h τ h , τ µ τ µ , and τ e τ µ is measured as σ(pp → Z/γ +X) × B(Z/γ → τ τ ) =
1848 ± 12 (stat.) ± 57 (syst.) ± 35 (lumi.) pb, which is in good agreement with
the SM prediction.
In the overall Z → τ τ cross section measurement, my contribution was towards the τ µ τ µ channel. I successfully analyzed CMS 2015 Run II data and
provided all the necessary measurements to the Higgs group for cross section
calculation. A highlight of this analysis is the suppression and precision estimation of the irreducible Z → µµ background using BDT multivariate techniques.
I contributed in writing the τ µ τ µ sections in the the paper and analysis note
for this cross section times branching fraction measurements. This paper will
199

be submitted to EPJC journal on 12 December 2017. For the physics analysis,
I initiated the collaboration with the CMS group at DESY, Hamburg.
Finally, the methods developed using the Z cross section measurements were
used to estimate the backgrounds in the H → τ τ → µµ decay channel. The
measurements in this channel are carried out using the CMS 2016 Run II data
√
at the center-of-mass energy s = 13 TeV with an integrated luminosity of
−1

35.9 fb . Again, to suppress the DY background, the BDT multivariate method
is used. In this particular case, the BDT was trained using MC Higgs signal
∗

∗

samples and DY (Z/γ → τ τ and Z/γ → µµ) background samples in ratios
according to their branching fractions. In this analysis, the signal is extracted
independently in three event categories: 0-jets, boosted, and VBF based on
the jet multiplicity in the final state. All corrections and BDT responses are
evaluated separately for each category. At the end, all categories are combined
to place an upper limit on the cross section as well as to determine the signal
strength relative to SM cross section time branching fraction for this particular
decay channel. For the H → τ τ → µµ channel, the signal strength for a
combination of all categories is obtained as -1.0 ± 1.7 with the expected and
observed upper limits with 95% CL at 3.2 and 2.7, respectively, with respect to
the SM cross section times branching fraction.
I successfully analyzed the CMS 2016 data to obtain the results for the
H → τ τ → µµ decay channel. I tested different BDT approaches for gaining
sensitivity in this channel. The above results are derived using the “SingleBDT” approach. This complete analysis is performed by me with help of the
CMS and DESY H → τ τ collaboration.
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