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1. INTRODUCTION 
The subject of this thesis is part of an experiment to study n+p, K+p and pp 
collisions at an incident beam momentum of 25O GeV/c. The experiment has been 
earned out by the NA22 Collaboration* in the North Experimental Area of the 
Super Proton Synchroton (SPS) at the European Centre for Nuclear Research 
(CERN). In the experiment the European Hybrid Spectrometer (EHS) has been 
exposed to a tagged meson enriched beam. As a vertex detector a rapid cycling 
bubble chamber (RCBC) has been used. The data have been collected in two 
running periods, period A from July 20 to July 28, I982 and period В from 
August 't to August 16, І98З· A total number of 7*105 triggers have been 
registered on magnetic tape and photographic film. 
Events from 3-5*10s triggers used for the analysis in this thesis, have been 
scanned, measured and merged with the electronic counter information 
Following this merge step, the data are processed through a chain of 
reconstruction programs After the application of a number of quality 
criteria, we remain with 31009 п+р, 38093 K+p and 6201 pp collisions fully 
reconstructed with respect to particle momenta. 
* The NA22 Collaboration: Aachen6- Antwerp/Brussels'3- Berlin(Zeuthen)c-
Helsinki - Krakow6- Moscow - Nijmegen**- Rio de Janeiro - Serpukhov1-
Warsaw^- Yerevan 
a
 III. Physikalisches Institut В, RWTH, Aachen, Fed. Rep. Germany 
Universitaire Instelling Antwerpen, Wilrijk and Inter-University 
Institute for High Energies, VUB/ULB, Brussels, Belgium 
c
 Institut für Hochenergiephysik der Akademie der Wissenschaften der DDR, 
Berlm-Zeuthen, German Dem. Rep. 
Department of High Energy Physics, Helsinki University, Helsinki, Finland 
e
 Institute of Physics and Nuclear Techniques of the Academy of Mining and 
Metallurgy and Institute of Nuclear Physics, Krakow, Poland 
Moscow State University, Moscow, USSR 
ε
 University of Nijmegen and NIKHEF-H, Nijmegen, The Netherlands 
Centro Brasileiro de Pesquisas Físicas, Rio de Janeiro, Brazil 
1
 Institute for High Energy Physics, Serpukhov, USSR 
3
 University of Warsaw and Institute of Nuclear Problems, Warsaw, Poland 
k
 Institute of Physics, Yerevan, USSR 
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The first aim of the experiment is a study of the influence of parton 
structure of hadrons on low transverse momentum hadron-hadron collisions. With 
Quantum Chromo Dynamics, the theory for strong interactions, one sofar cannot 
make predictions for the results presented in this thesis. However, there are 
QCD inspired phenomenological models giving numerical predictions. In this 
thesis we will concentrate on the comparison of three models, LUND, DPM and 
Fritiof, which provide a Monte Carlo event generator in addition to a 
conceptual framework. In these models one succesfully uses the concept of 
strings, spanned e.g. between a quark and an antiquark, similarly for all 
types of collision, like е е , lepton-hadron, hadron-hadron, hadron-nucleus 
and even nucleus-nucleus. The similar treatment facilitates a comparison of 
the different types of collision, and, therefore, contributes towards a common 
understanding of all of them. 
At present, a lot of effort is invested into the design and construction of 
new accelerators and detectors. In this, low cross section phenomena, like 
quark or lepton substructure, supersymmetric particles, Higgs or heavier field 
particles, play an important role. To be able to control the background at 
these very high energies, the energy dependence of the "bulk" of interactions 
has to be well understood. Together with data from the ISR and Collider 
experiments, the high quality data from NA22 turn out to be very useful in 
that respect. (Todays discoveries are tomorrows calibration). For the further 
aims of the experiment, like strangeness flow, strangeness correlations and 
collisions on nuclei, we refer to future theses and publications of the 
collaboration. 
This thesis is organized as follows. The experimental set-up is described in 
chapter 2, the reconstruction process in chapter 3· I n chapter 4 we present 
the multiplicity distributions and topological cross sections. An introduction 
to the models (Monte Carlo programs) is given in chapter 5· In chapter 6, we 
present the characteristics of charged particle production in π ρ, Κ ρ and pp 
collisions at 25O GeV/c. In chapter 7, the forward л" production is presented, 
a study of ρ and ω resonance production in the forward hemisphere in chapter 
8. In chapter 6, 7 and 8, the data are compared to predictions from the Monte 
Carlo programs described in chapter 5· 
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2. EXPERIMENTAL SET-UP 
The experiment with codename NA22 has been performed in the North Area (N.A.) 
of CERN. At the end of the H2 beam-line of the SPS accellerator a set of 
detectors is placed, called the European Hybrid Spectrometer (EHS). The word 
hybrid reflects the use of a bubble chamber target and vertex detector 
combined with a set of electronic counters. The advantage of using a bubble 
chamber as target is the Ίπ angular acceptance, the good track resolution 
around the interaction point (vertex), the good momentum resolution of slow 
tracks and the identification of low momentum tracks from ionization. Other 
strong points of EHS are: 
- the possibility of using a tagged and enriched meson beam 
- a good momentum resolution (^<3%) for charged particles over the whole 
momentum range 
- the presence of particle identification detectors covering the whole 
momentum range 
- the presence of both electromagnetic and hadronic calorimeters with an 
acceptance covering the forward CMS hemisphere. 
The EHS set-up has been used for the charm search experiments NA16 and NA27, 
the diffraction dissociation experiment NA23 and the experiment NA22. 
In the NA22 experiment, collisions are studied from beam pions, kaons and 
protons on protons of the liquid hydrogen inside the bubble chamber. In 
addition two thin metallic foils of Au and Al, respectively, are mounted as a 
target inside the bubble chamber to allow a study of reactions on nuclei. 
In this chapter we will describe the following components : 
2.1 General layout of EHS 
2.2 Beam 
2.3 Trigger 
2Λ Target system 
2.5 Magnets and wire chambers 
2.6 Charged particle identification devices 
2.7 Neutral particle detectors. 
A general reference to EHS is the proposal [1] and the first EHS publication 
[2]. References to parts of EHS are [5.7,9]· 
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2.1 GENERAL LAY-OUT OF EHS 
Fig.2.1 shows a schematic drawing of the EHS set-up. The beam particles come 
in from the left. Their direction is determined by the two small wire chambers 
Ul and U3. From the collision point inside the rapid cycling bubble chamber 
(RCBC) about 63% of the produced particles will enter the downstream part of 
the spectrometer. The fast ones (typically with momentum pi30 GeV/c) will go 
through the aperture of the magnet M2 to the so-called second lever arm. 
The code names used in the drawing and to be used in the subsequent paragraphs 
stand for 
Ul U3 W2 - Multi wire proportional chambers 
Dl to D6 - Drift chambers 
Ml M2 - Magnets 
RCBC - Rapid Cycling Bubble Chamber 
SAD - Silicon Aerogel Detector 
ISIS - Identification of Secondaries by Ionization Sampling 
FC - Forward Cherenkov 
TRD - Transition Radiation Detector 
IGD/FGD - Intermediate/Forward Gamma Detector 
INC/FNC - Intermediate/Forward Neutral Calorimeter 
IH (ITH.ITV) - Hodoscopes (horizontal and vertical) 
A right handed coordinate system is used, with its origin at the center of 
RCBC. The positive χ axis points in the direction of the beam, the positive у 
axis points upward. The magnetic field of Ml points into the negative ζ 
direction, that of M2 in the same (opposite) direction for period A (B). 
European Hybrid Spectrometer 
Ul U3 Ul W2 D1 
RCBC SAD 
HI 100 ИС 
Ы IH 
D9 De 
З- В-Б-
I Chorad partióle тепютЬдл ¿«tarmlnatlen III Neutral parlici· dvtactlon 
I Chorçed portici· MantHleodOfl V Triggw hodoacop«! 
Fig.2.1 The Set-up of the European Hybrid Spectrometer as used by the NA22 
Collaboration. See text for description of the components. 
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2.2 BEAM 
"Primary" protons, extracted from the SPS with an energy of 1»00 GeV/c, hit a 
beryllium target ~600 meters upstream of EHS. The beam optics is laid out to 
select positive secondary particles of momentum 250 GeV/c, with a statistical 
spread of -^ =0.3J! and an uncertainty in the nominal value of -^=0.5^. This 
secondary beam is filtered through 5-5ш of polyethylene to enrich its meson 
content. Table 2.1 gives the beam contents after the enrichment. 
Table 2.1. Hadronic beam contents behind 
Ρ 46 % 
n
+
 39 % 
κ
+
 15 % 
5-5 ш of polyethylene 
The hadronic component of the beam is 732 of the total, the remaining 27% is u 
background. The identification of the beam particles is described in subsect. 
2.3 Behind the polyethylene filter, the beam is focussed in the ζ direction 
in such a way that the minimum width is obtained at 12.5 meters behind RCBC 
There, a hodoscope finger is positioned, which is used as a trigger element. 
In Fig.2.2, the beamprofile in the z-direction is given at both the position 
of the bubble chamber and the finger hodoscope. The focus in the ζ direction 
is clearly seen. 
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The intensity of the secondary beam at RCBC is =20.000 particles/sec. To 
minimize the number of tracks passing through the bubble chamber, a kicker 
magnet is used, deflecting the beam after a collision trigger has taken place. 
On average, 2 to 3 beam particles can still arrive after the recognized 
collision. The typical timegate during which the bubble chamber is sensitive 
is 500 (1000) us, for part A (B) of the run. To reduce the background in the 
insensitive time, a rotating cylinder with a small sleeve in it (a so-called 
chopper), is placed in the beam. Its rotation frequency is synchronized with 
the bubble chamber frequency and its position in the y-z plane is such that 
the beam particles can only pass during the sensitive time of the bubble 
chamber. Further details on the beam can be found in ref. [3]. 
2.3 TRIGGER 
The weighted probability for a beam particle (π+, K + or p) to collide in RCBC 
is -132. The differences for the different beam particles can be calculated 
from table 2.2 and from the total collision length of 110cm (85cm for lU plus 
an equivalent of 20cm H2 for the windows and 5cm ^ for the foils). 
Table 2.2. Cross-section and collision length for n+p, K+p and pp 
cross-section 
π ρ 24 mb 
K+p 20 mb 
pp ΊΟ mb 
coll. length in H2 
ЭЛ m 
IIA m 
5-7 m 
NA22 trigger setup (schematic) 
τι тг wz 
V1+V2 RCBC 
™=a~-1"l· 
Fig.2.3 The lay-out of the trigger components. See text for description of 
the logic. 
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To reduce the scanning task, an interaction trigger is introduced, 
discriminating non-interacting beam particles from Interactions in RCBC 
Fig.2.3 shows a schematic drawing of the essential components of the trigger 
The trigger used consists of four levels with a hierarchical structure 
О-І-2-3. The dead time for the levels 0-1-2 are 170ns, lOOus and 2.5ms, 
respectively [4]. 
A short description of the levels is: 
level 0: Tl * T2 * (V1+V2) * EXP. READY 
The experiment ready signal is given if all essential detectors and the 
readout system are ready. The four scintillation counters Tl, T2, VI and V2 
are placed along the beamlme upstream of the bubble chamber; together they 
compose the beam trigger. 
level 1: ITV(2) + ITH(nà2) 
The first level trigger, with the components ITH (an array of horizontal 
scintillator strips) and ITV(2) (a vertical scintillator strip, 20 mm wide) is 
positioned 12.5 m downstream from the bubble chamber center, at the horizontal 
focus of the beam. It accepts reactions with at least two charged particles in 
ITH or no particle in ITV(2). 
Level 2: ITH(n>l) * Σ W2{n<3) * (CI + C2) 
1,6 
The second level trigger is added to veto interactions downstream of W2 (1.6m 
behind RCBC). It gives a veto signal if the sum of hits in ITH is larger than 
1 and the sum of hits in the planes 1 and 6 of W2 is smaller than 3· 
Also added at level 2 (because the signals arrive too late for level 0 and 1) 
are CI and C2, representing the CEDAR (differential Cherenkov) signals. The 
position of the CEDARs is -I50 meters upstream of RCBC. The pressure of one of 
the CEDARs is adjusted to give a signal for a pion of 250 GeV/c. The other 
CEDAR is adjusted for kaons of the same momentum. A small part of the data has 
been taken with one of the CEDARs adjusted for protons of 250 GeV/c. 
Note: a passing particle would also have been accepted if both CEDARs had 
given a signal. However, this situation never occurred. Consequently the 
discrimination efficiency was 100%. The detection efficiency was -75% during 
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the main part of the run. 
Level 3! Not more than 20 hits (corresponding to about that number of primary 
tracks) should be seen by the optical fiducial volume trigger [5]. This 
trigger is applied to obtain clean pictures without biasing the sample. This 
level has not been used in running period B. 
20. 
О 
15. 
10. 
5 5 t 
о 
CL 
> 0 
- 5 . 
-10. 
-15. 
- 4 - 2 0 2 
Ζ POSITION AT ITV 
4 
CM 
80 120 160 200 240 
P,, GeV/c 
Fig^.í* Beamprofile in the yz plane at the position of ITV(2) (using the 
non-interacting beams). The boundaries of ITV(2) are superimposed. 
Fig.2.5 The region of the Ρ
χ
Ρ
ζ
 plane where losses due to a veto from the 
finger hodoscope ITV(2) can be expected is shaded (beams with Ρ =0.0 
are assumed). 
The most effective part of the trigger is ITV(2). This can be seen from 
Fig.Z.k, which shows the ITV(2) boundaries in the y,z plane, superimposed on a 
scatter plot of the hits from non-interacting beam tracks. Less than 5% of the 
beam tracks are outside the finger. 
Ik 
The shaded area in Fig.2.5 indicates the region in the Ρ
χ
Ρ
ζ
 plane for which 
secondary tracks (from a beam with Ρ =0.0 GeV/c) may hit the ITV(2) finger and 
therefore may cause a veto. It gives a first idea of the bias introduced by 
this element. The correction procedure for trigger losses will be discussed in 
the chapters 4 and 6. 
2.4 TARGET SYSTQt 
RCBC acts both as a target and as a vertex detector. Individual targets are 
either protons in the liquid hydrogen of RCBC or nuclei in the two thin foils 
made of gold and aluminium, respectively. These two foils are mounted inside 
RCBC, 15·5 cm behind the entrance window. If an event is triggered, stereo 
pictures are taken with 3 cameras and recorded on film. Fig.2.6 shows a 
picture of an event from running period В as seen by camera 1. To disentangle 
the outgoing tracks in a high multiplicity event, we rely on the enormous 
capability of the human eye to recognize patterns and on the power of the 
digitizing devices to accurately register what is necessary. The visibility of 
the vertex in RCBC makes it possible to have a precise knowledge of the 
position of the vertex (accuracy is ix=90im, Ау=40цт, Az=260um) and of the 
number of outgoing charged particles. Together with the 2 Tesla magnetic field 
of Ml, it also provides the momentum of the charged particles (see 2.5). 
Likewise, one can determine the vertex position and the track momenta for 
neutral and charged particle decays and Τ conversions seen inside RCBC. If the 
vertices for decays and conversions are outside the visible region of the 
bubble chamber other methods have to be used (see chapter 3 for details on the 
reconstruction). 
Some characteristics of the bubble chamber system are given in Table 2.3· 
The camera axes are at angles of about 16' with respect to the magnetic field 
axis. This allows an optimal curvature measurement of the charged tracks. 
The accuracy of the momentum determination and the use of the bubble chamber 
as a particle identification device are discussed in section 2.5 and 2.6, 
respectively. 
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Fig.2.6 A typical picture of an RCBC event made with camera 1. 
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Table 2.3. Bubble chamber characteristics 
diameter 
depth 
exit window 
vacuum tank window 
sensitive time of bubble chamber 
running frequency 
average # of beam tracks/expansion 
average bubble size 
two track resolution 
average # of bubbles per cm 
distance camera-bubble chamber 
demagnification 
separation of camera's 
(stereo base) 
85 cm 
'tO cm 
1.6 mm stainless steel 
1 mm Al and 2 mm GRP 
(glass-reinforced-plastic) 
O.5 msec (Run A) 
1.0 msec (Run B) 
15 Hz 
10 
25O um 
O.5 mm (2 bubbles) 
10 
1.5 m 
16 
70 cm giving 
a 21° stereo angle 
2.5 MAGNETS AND WIRE CHAMBERS 
2.5.I Momentum Determination of Charged Tracks 
In the reconstruction program, the three variables ρ, Φ and A are used to 
describe the momentum vector. These variables are defined in the following 
way: p=|p|, Φ is the angle in the xy plane between ρ and the χ axis, A is 
xy 
the (dip) angle between ρ and the xy plane. 
The beam direction is determined by the vertex position in RCBC and the MWPC's 
Ul and U3 to an accuracy of typically 0.05 mrad. for A* and ДА. The beam 
momentum is fixed to 250 GeV/c (see sect. 2.2). 
The momentum resolution of the secondary tracks depends on the number of 
detector element hits available for the fits (see Fig.2.7). 
For low momentum tracks, typically pá3 GeV/c, length and direction of the 
momentum vector at the collision-point can be well determined from RCBC placed 
in Ml. On the other hand, tracks with pi3 GeV/c have a very good chance to 
enter the so-called 1st lever arm. This is defined by the group of 4 wire 
chambers W2. Dl, D2 and D3 placed between the two magnets Ml and M2. Fast 
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tracks, typically p>50 GeV/c, have a good chance to go in addition through the 
gap of the magnet M2 and enter the 2nd lever arm, consisting of the 3 drift 
chambers 04, D5 and D6. The downstream angular acceptance (from the center of 
the fiducial volme) is 30°x^0 (θ,,χθ ). The expected geometrical acceptance of 
У
 z 
the two lever arms is given in Fig.2.7, together with the measured acceptance. 
The difference between the two can partly be explained by the losses of 
track-hits due to secondary interactions of the outgoing particles. Before 
entering Dl, the tracks pass about 5% of an interaction length. 
О) 
u 
с 
D 
a. 
о 
υ 
υ 
о 
1. 
08 
ν 0.6 
P. 0.4 •• 
0.2 -Ι­
Ο. 
measured acceptance 1st lever arm 
expected acceptance 1st lever arm 
measured acceptance 2nd lever arm 
expected acceptance 2nd lever arm 
40 80 120 160 200 240 
GeV/c 
Fig.2.7 Acceptance of the first and second lever arm, measured and expected. 
The spectrometer is designed to have a momentum resolution -^ ІЗ?· for secondary 
charged particles. Fig.2.8a shows the resolution experimentally obtained for 
our PMAX sample (see Chapter 3 for the sample definitions). In the regions of 
point clustering (arrows 1 to 6), the momentum is determined from hits in the 
following detectors: 
1: RCBC, Ml and range-momentum relation (the latter is possible for stop­
ping protons and it allows for a very accurate momentum determination) 
2: RCBC and Ml 
3: RCBC, Ml, W2, Dl, D2 and D3 
4: RCBC, Ml, W2, Dl. D2, D3 and 04 
5: RCBC, Ml, W2, Dl, D2. D3, D'i, D5 and D6 (for Run B) 
6: RCBC, Ml, W2, Dl, D2, D3, D'i, D5 and D6 (for Run A) 
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i a) The momentum resolution Δρ/ρ vs P^jj (see text for comments on the 
clusters and arrows). 
The angular resolution for b) ΔΦ vs ρ and c) Δλ vs ρ 
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The points outside these clusters are due to a failure of the geometry 
program, or to the lacking of track data. The last is unavoidable e.g. in case 
of a secondary interaction of an outgoing track. 
The precision of the angle measurements is limited by multiple scattering to 
=0.05 mrad. Fig.2.8b and Fig.2.8c show ΔΦ and ΔΑ versus p. 
2.5.2 Magnets and Wire Chambers 
2.5.2.1 Magnets 
The vertex magnet Ml consists of two independent superconducting coils 
supported by an external iron frame. This frame weighs I50 tons and is 
necessary to absorb the dynamical forces and the vibrations created by the 
chamber expansion system. Operating with a maximum current of UOOOA, Ml has a 
central field of 3T. To increase the acceptance of the downstream 
spectrometer, for the NA22 experiment the current was reduced to 2600A, giving 
a central field of 2T (total bending power 2 Tm, starting from x=0). The field 
of Ml points in the (negative) ζ direction. This is quite useful for the 
pattern recognition in the wire chamber system (see 3.3-2.1 and Fig.3-10, 
where the concept of each track staying in one "page" is illustrated.) 
M2 is a conventional C-shaped magnet. In run A, the magnetic field of M2 was 
parallel to the field of Ml, with a strength of =1.5T (1000 Amp current). In 
Run В it was turned in the opposite direction and had a strength of =0.75 T. 
This change was made to improve the acceptance in the 2nd lever arm for tracks 
in the momentum range 30 GeV/c<p<80 CeV/c. In the Hun A situation, many of the 
tracks in this momentum range pass through the aperture of M2 (40x100 cm!) and 
reach D4 but not D5 (cluster 4 in Fig.2.8a). The total bending power of M2 was 
-3·3 Tm for run A and -1.6 Tm for run B. The fact that Δρ/ρ stays near 1% for 
run В tracks (cluster 5)1 indeed justifies this choice. 
2.5.2.2 The Wire Chambers 
For the NA22 experiment, EHS was equipped with the 3 multiwire 2 r o P o r t i o n a l 
chambers (MWPC) Ul, U3 and W2 and the 6 driftchambers (DC) Dl to D6. In both 
types of chamber, anode and cathode wires are spanned in a gasfilled 
enclosure. When a charged particle passes through, it ionizes the gas along 
its path and the electrons drift to the anode (sense) wires. In a DC, the 
electrons drift with a constant drift velocity and an avalanche multiplication 
takes place very close to the anode. The drift time can be measured and from 
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this an estimate of the position where the particle passes through the wire 
chamber can be determined. 
In a MWPC many anode wires are placed near each other (pitch 2 mm compared to 
48 mm for a DC), so even with one particle passing, a few of them are "hit". 
The "center of gravity" of those hits can be calculated to give the position 
of passing. The advantage of DCs is that they can give the position more 
accurately and with fewer readout channels. The advantage of MWPC's is that 
they are better suited for trigger purposes and for operation m magnetic 
fields. 
An important feature of the downstream wire chambers is that the wire angles 
of the k wire planes in a chamber meet the condition of the "butterfly" 
configuration. This configuration minimizes the ambiguities in point 
reconstruction [6]. 
In Table 2 Λ the main parameters of the wire chambers are given with the 
following conventions: 
A : The relative distance of the sense wire plane from the physical 
centre of the chamber 
S : The inclination of the wires with respect to the y axis. 
2.6 CHARGED PARTICLE IDENTIFICATION DEVICES 
EHS provides the possibility to identify charged particles over the whole 
momentum region. The subjects studied in this thesis require no special 
emphasis on particle identification (PI), except for the pion/proton 
separation in the backward hemisphere. Therefore, only a very short 
description of the devices will be given in section 2.6.2. An extensive 
description of the devices can be found in the references [7] of this section 
and a description of correction procedures and results in the thesis of F. 
Meijers [8]. 
2.6.1 Particle Identification with RCBC 
Low momentum tracks have an ionization strength in RCBC different for 
electrons, pions, kaons and protons. This can be seen in Fig.2.9 where the 
ionization is given (relative to that of a minimum ionizing particle), for 
various particles and as a function of momentum. A relative ionization down to 
1.4 can be visually separated from the minimum ionization. So, meson/proton 
separation is possible up to ~1.3 GeV/c. 
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Table 2.4. Parameters of the wire chambers. 
Chamber Plane Number A (cm) 0( •) Number of wires 
Ul 
(26x36)· 
из 
(26x36) 
W2 
(120x215) 
Dl-3 
(210x425) 
D4-D6 
(130x200) 
1 
2 
3 
4 
5 
1 
2 
3 
4 
5 
1 
2 
3 
4 
5 
6 
7 
1 
2 
3 
4 
1 
2 
3 
4 
-4.0 
-2.0 
0.0 
2.0 
4.0 
-4.0 
-2.0 
0.0 
2.0 
4.0 
-6.5 
-3-9 
-1.3 
1.3 
3-9 
6.5 
(9.5)" 
-6.5 
-2.2 
2.2 
6.5 
-6.0 
-2.0 
2.0 
6.0 
150 
150 
90 
30 
30 
60 
60 
0 
120 
120 
0 
60 
79 
101 
120 
0 
90 
73 
84 
-84 
-73 
-73 
-84 
84 
73 
64 
64 
128 
64 
64 
128 
128 
64 
128 
128 
448 (640)** 
960 
960 
960 
960 
640 
0 (448)** 
92 
84 
84 
92 
48 
44 
44 
48 
Surface of the sensitive area: horizontal χ vertical dimensions in cm. 
for running period В only. 
Note A number of the DC wires broke during the runs. The wires were oxidated 
due to chlorine coming free in a combination of glue and solder liquid 
by an electro chemical process. After avoiding this component and glue­
ing and soldering all wires again, this problem was solved. 
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Fig.2.9 Relative ionization vs momentum for π, К and ρ as indicated. 
After the events are measured and reconstructed, a special ionization scan is 
done for positive tracks with pil.3 GeV/c. In Fig.2.10a we show the resulting 
distribution for the particles identified as e +, n+, K+ and p. 
The class of ambiguous particles is divided among these four particle types, 
proportionally to the number of particles with a "unique" type. In Fig.2.10b 
the same is done, but now the classes e π ambiguous, e and π are treated ач 
one "unique" type. In Fig.2.10c e , π and К are treated as one particle type 
"e π К ". The main change for the number of protons is in the high momentum 
region, where the number of ambiguities between kaon and proton mass gets 
larger. The level of the ambiguities can be seen in Fig.2.11. The number of 
uniquely identified particles 13 divided by the number of uniquely plus 
ambiguously identified particles and plotted as a function of momentum. In 
subfigures a, b, с and d, the particle types are e , К , e π and ρ, 
respectively. We see that the proton efficiency gets smaller for p>1.2 GeV/c. 
On the basis of this observation we continue the scanning for particles with 
p<1.2 GeV/c. From Fig.2.11 we also see that the unique K+ identification 
efficiency is very low. At the scanning and measuring stage, possible and 
definite protons can be identified from their heavy ionization and/or their 
short range in H2. 
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Fig.2.10 The number of identified particles as a function of momentum. The 
ambiguous ones are divided proportionally among the uniquely 
identified particles. In b) e and n are grouped together and in c) 
e , π and К are grouped together. 
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Fig.2.11 Efficiency of the ionization scan. As a function of momentum the 
ratio is plotted of the number of uniquely identified particles and 
the number of unique plus ambiguous particles. In a), b), c), d), the 
particle types are e +, K+, e +n + and proton, respectively. 
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Furthermore, for tracks with p<700 MeV, a n/p decision can be made by 
comparing the probabilities of the mass dependent trackfits (resulting from 
the geometrical reconstruction program). 
So, even without the information from the ionization scan, a considerable 
number of protons can be recognized. In sect.6.1.1 a comparison of results 
from this type of "automatic scan" and the ionization scan is given. 
2.6.2 Particle Identification with SAD, ISIS, FC and TRD 
In Fig.2.1, the x-positions are given for SAD, ISIS, FC and TRD. The Silica 
Aerogel Detector (SAD) is a Cherenkov counter consisting of 18 modules filled 
with silica aerogel. Each module has a sensitive area of 23x55 cm2 . The silica 
aerogel has a refractive index of n=1.031 and thus allowes particle 
identification up to ΒΤ-4. The thresholds for n/K/p are 0.56, 2.0, 3.8 GeV/c, 
respectively. SAD has a central hole of 80x100 cm2 to allow the passage of 
particles with momenta pih GeV/c into the spectrometer. 
ISIS (Identification of Secondaries by Ionization Sampling) is a large 
pictorial driftchamber (5.12x4x2m3). It is divided into two drift spaces by a 
single horizontal wire plane of alternating anode and cathode wires at half 
the chamber height, 15 cm above the beam axis. Ionization electrons 
originating from a track passing through ISIS drift in a uniform field of 
500V/m. The signals are amplified on 640 anode wires connected in pairs to 320 
channels of multi-hit electronics. The arrival time and the amount of charge 
deposited are recorded. With the information of the arrival time, the pattern 
recognition program SPIRES groups the signals (hits) into ISIS tracks. These 
ISIS tracks are used in the geometrical reconstruction program to veto or 
confirm tracks reconstructed from the hits in the wire chambers. The amount of 
charge deposited on the various wires by a given track (ionization samplings) 
is used to determine the probability for this track to be an е/п/К/р. A 
reasonable efficiency is obtained for e/n separation for momenta from 2 to 25 
GeV/c, for n/K separation for Ί to 30 GeV/c and for p/K separation from 7 to 
30 GeV/c [7b]. 
The Forward Cherenkov (FC) is a 12.5 m long Cherenkov counter filled with 
helium at a temperature of 300'С and pressure of 1 atm. The filling has a 
refractive index of 1+18.10 , leading to thresholds of about 20, 80, 160 
GeV/c for π, К and p, respectively. The Cherenkov radiation is collected in l'l 
identical mirrors arranged in a 1.0x2.0 m2 matrix. 
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The Transition Radiation Detector (TRD) (3.5x1x2 mJ) is composed of 20 
sampling units containing carbon fibres as radiator. Each unit is followed by 
a Xenon proportional wire chamber to register the TR photons. The wire 
chambers each have 32 triplets of horizontal wires with a spacing of 5-7 cm. 
Like in the case of ISIS, the signals from this detector are both used for 
particle identification and for the confirmation of reconstructed charged 
track candidates. The separation of n/Kp is possible for p=80 GeV/c and 
becomes better for higher momenta. 
In Table 2.5 we give the percentages of interaction length and radiation 
length seen by particles traversing the four detectors. 
Table 2.5. Percentages of an interaction and a radiation length for 
the particle identification detectors 
Interaction length Radiation length 
SAD 1.8 % 5-6 % 
ISIS 2.0 7.0 
FC 1.8 4.6 
TRD 8.0 I5.O 
2.7 NEUTRAL PARTICLE DETECTORS 
2.7.I Electromagnetic Calorimeters 
To detect gammas, two electromagnetic calorimeters are used in EHS, the 
intermediate gamma detector (IGD) and the forward gamma detector (FGD). 
IGD is placed before the magnet M2. It has a central hole to allow fast 
particles to pass into the second lever arm. FGD covers this hole at the end 
of the spectrometer. The IGD (see Fig.2.12) has been designed to measure both 
position and energy of a shower in a two-dimensional matrix of lead-glass 
counters, each of them connected to a photomultiplier (PM). A granularity of 
5x5 cm2 has been chosen as a compromise between spatial resolution and 
detector complexity. The array of 1136 counters covers a surface of 195x160 
cm2 with a central aperture of 35x90 cm2 (35x80 cm2 for run B) matching the 
gap of the magnet M2. The energy-resolution has been obtained by exposing IGD 
to electron beams of various energies. It is described by 
27 
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The spatial coordinate precision Is given by 0=8.2 mm/\|E GeV ' 
IGD FGD 
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-+ •-
ŒAD-GLASS THREE SCINT LEAD-GLASS 
CONVERTER WALL HODOSCOPES ABSORBER WALL 
Fig.2.12 The Intermediate Gamma Detector. 
Fig.2.13 The three sections of the Forward Gamma Detector. 
The FGD consists of three separate sections (see Fig 2.13) The first section 
is the converter, a lead glass wall, to initiate the electromagnetic shower 
The second section, the position detector, is a three-plane scintillator 
hodoscope with a finger width of 1.5 cm. The third section is the absorber, a 
lead-glass matrix deep enough (60 rad length) to totally absorb showers up to 
the highest available energies (-250 GeV). The energy is measured by adding 
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the contributions of both converter and absorber. The measured energy 
resolution (again determined in an electron beam) is 
ДЕ 0.10 
— = __.. + 0.02 (FWHM, E in GeV) 
E JE 
The coordinate precision is given by σ =o =2.5 mm. 
χ y 
In Table 2.6 some further characteristics of IGD and FGD elements are given. 
Table 2.6. Properties and dimensions of the lead glass blocks and the 
hodoscope scintillator 
No of elements Дх.Ду.Дг or Rad. length (i°) 
Δχ, width in cm 
FGD converter 28 15. 15. 60. 4.7x3.2=15. 
hodoscope 
planes 
80 
ΙΊΟ 
155 
1. 
1. 
1. 
1.5 
1.5 
1.5 
0 
90° 
k5° 
absorber 112 central 8x8 60. 15.02 15.12 24x2.5=60.0 
cells others 40. 15.02 I5.12 16x2.5=40.0 
IGD ІІЗ6 42. 5.0 5.0 15x2.8=42.0 
Δχ, Ay and Az are the dimensions of the lead glass blocks 
Ax and width are the dimensions of the hodoscope scintillators. 
B° is the angle with respect to the y-axis. 
Both IGD and FGD have a large number of PM's. It is essential to keep the 
variations in the gain of these PM's under control. To minimize the time for 
calibration with an electron beam, a laser based monitor system has been used. 
In this system, laser light is distributed almost equally over all counters 
via optical fibers. Consequently all counter gains can be adjusted very 
quickly. 
Further information on the performance of the detector (using e.g. the n° mass 
distribution as criterium) will be given in chapter 7 and can be found in 
reference [9]. 
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2.7.2 The Neutral Caloriseters 
The two neutral calorimeters are placed behind the two electromagnetic 
calorimeters. The intermediate neutral calorimeter (INC) is placed just 
upstream of M2. It consists of 3 layers of 48 blocks each made of 
iron-scintillator sandwiches with a total length of 1 m. It covers 200x165 cm2 
with a central 40x96 cm2 opening for the fast particles. 
The forward neutral calorimeter (FNC) is placed behind the FGD. It consists of 
200 blocks (15x15 cm') made of iron-scintillator sandwiches with a total 
length of 114 cm. The total surface is 150x300 cm2. To analyze the NC data, 
showers have to be combined with those found in IGD and FGD and cleaned from 
the showers caused by the charged tracks found in the spectrometer. In this 
thesis the data of the NC's are not used. We refer for more information on the 
performance and use of these detectors to the thesis of L. Scholten [10]. 
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3. DATA REDUCTION AND RECONSTRUCTION 
"De vloer moet geboend" 
In this chapter is described the process of transforming about 200 high 
density magnetic tapes and about l^ O km of RCBC-film, together comprising the 
raw data of our experiment, to 6 data summary tapes (DST's). 
One part of this data reduction process is to digitize the useful information 
available on the RCBC film. This phase of scanning, measuring and 
output/ionization scan is done in the 11 laboratories of our collaboration and 
will be discussed in sect.3.1. 
In sect.3.2 the calibration of the detectors is discussed. This essential step 
has to be taken before the data merged from bubble chamber and electronic 
devices can be used to reconstruct an interaction (= event). 
A simplified scheme of the reconstruction chain is given in Fig.3.1. The steps 
are further explained in the text. For simplicity, the calibration programs 
are not included in this scheme. The reconstruction programs are discussed in 
sect.3.3· 
3.1 SCANNING AND MEASURING 
In this section we discuss the steps to be taken to obtain the necessary 
information from the RCBC film. These steps are Scanning, Measuring and 
Output/Ionization-Scan. 
The scanning box in Fig.3.1 represents two independent scans followed by a 
comparison of the results and, if they differ, a third decisive scan. The 
scanning is done in a restricted fiducial volume, with a length of 70 cm. Each 
frame, consisting of 3 stereo views, is scanned on at least 2 views. 
The first step in the scanning process is to look for an interacting beam 
track around the y position predicted from the hits in the upstream wire 
chambers. The window in the y direction is only ¿y=±0.07 mm on film. So, the 
ambiguity that an other beam track might have caused "a trigger" is small. 
This ambiguity is one of the sources of a bad match between bubble chamber 
measurements and upstream wire chamber hits. This non biasing sample of 
spurious events amounts to 10% of all events measured and is rejected after 
geometrical reconstruction. 
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Fig.3.1 A simplified scheme of the reconstruction chain. The steps are 
explained in the text. 
* In an early stage the program HANG was run in a separate chain. 
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The second step is to decide if the event will be accepted for measurement 
Reasons to reject the event are too many tracks in the neighbourhood, too 
faint or missing picture, etc.. 
The third step of the scanning process is to determine the event topology 
(number of secondary tracks, gammas, decays, etc.) and to register the 
positions of fiducials and vertices. The exact rules and formats are described 
in [1], where also the other reasons are given on the basis of which a frame 
can be rejected. In Nijmegen, the scanning was started on "SHIVA's"* with 
magnification 15, 20 and ΊΟ for views 1, 2 and 3. respectively and on 
"ABEL's"* with magnification 50 on all views. In a later stage, the third scan 
has always been done on the "ABEL's". 
An interaction is measured directly after the third scan if it is considered 
too difficult for the (semi-)automatic measuring device PEPR. If it is 
considered "easy" (e.g.: having a low topology on a clean picture), an Imago 
Plane Digitization is done of a number of points needed to guide PEPR. About 
50?· of our events are measured on PEPR. In principle, the measurements are 
done for all three views. The registered information contains: 
for each interaction: 
- roll & frame number 
for each view: 
- the coordinates of 18 selected fiducials, given in the same coordinate 
system as 
- the coordinates of the vertices and on average 20 points on the tracks 
- special labels for distinguished tracks and vertices e.g.: 
- Ρ stopping tack 
- R n-u-e decay 
- E electron 
- V neutral decay 
- I interaction on a charged track 
- N interaction on a neutral track 
A description of the measurement rules is given in [2]. 
After the measurements are synchronized with the electronic data and the 
events are reconstructed, the resulting event is compared with the event on 
film once more. This so-called "output/ionization scan" has two purposes· 
* SHIVA's are scanning devices, ABEL's are scanning and handmeasuring devices 
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The first is to compare the relative ionization of tracks with p<1.2 GeV/c to 
that expected on the basis of various mass hypotheses in the geometry program. 
The second purpose is to clean the event sample and to understand the biases 
introduced by shortcomings of the reconstruction program. Important decisions 
to be made at this stage are: 
- event should be remeasured 
- classify event as not measurable 
- change or give labels where necessary (end points, neutral decays, Dalitz 
pairs, etc. not seen in the earlier scans) 
Ref. [3] gives the complete description plus a list of necessary decisions and 
the formats in which they can be added to the data. 
A summary of the Nijmegen scanning and measuring quality is given in Table 
3.І; the average RMS values for fiducials and tracks (on film in um) as well 
as the scanning efficiency for Vo's and the percentage of 2-prong events are 
compared with the results of Serpukhov, the laboratory where half of the NA22 
data are scanned and measured. 
Table 3·1· Summary of Nijmegen and Serpukhov scanning and measuring quality 
Nijm. 
Serp. 
ABEL 
PEPR 
<RMS>(um) 
fiducials 
5.1±0.3 
з.з±о.з 
3.2±0.3 
<RMS>(um) 
tracks 
4.11.2 
3.2І.4 
2.2±.2 
(Y-V) 
scan eff. 
952 
972 
pere.of 
2-prongs 
11.6±0.62 
12.010.6?! 
3.2 CALIBRATION OF THE SET-UP 
At several stages of the reconstruction chain so-called "titles" (constants, 
e.g.: positions and dimensions of detectors) are needed. In most cases, these 
constants are first determined by the constructors or, as in the case of 
spacial positions in the EHS coordinate system, are measured by the CERN 
surveyors. 
Before the scanning can start two types of constants are needed in order to 
find the triggering beam among those present on one picture. These are the 
constants for the upstream wire chambers (Ul and U3) and a reasonable first 
approximation for the optical constants. 
After the measuring phase, the constants for the reconstruction programs have 
to be determined [4]. The number of those constants is very large. Therefore, 
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we will only give examples of calibration steps, which are necessary before 
the full reproduction chain of programs can be run. We emphasize that these 
are given as an illustration of the calibration process and not as a full 
description. In particular, the determination of constants for particle 
identification and those for neutral calorimeter analyses are not discussed. A 
description of those will be given in the theses of F. Meijers and L. 
Scholten, respectively. 
3.2.1 Wire chamber titles 
The relative χ positions of the wire planes, the wire spacings and the angles 
of the wires in the different planes are given by the constructors. The 
accuracy of the wire positioning perpendicular to their direction is <30 urn. 
On the wire chamber some high-precision marks (pin-holes) are defined. CERN' 
surveyors measure the coordinates of these pin-holes with respect to the EHS 
coordinate system, with a typical accuracy of 1mm. As the accuracy of the wire 
position is crucial for pattern recognition and for solving ambiguities in the 
reconstruction program, more accurate values have to be calculated for the 
wire positions in the EHS system. 
An impact (= "hit") coordinate of a track on a wire plane is described by its 
radial distance ρ from a reference axis perpendicular to the plane (see 
Fig.3.2). 
Fig.3.2 Wire chamber coordinate system. The ρ axis is perpendicular to the 
wires and p" is defined as the distance from the origin to wire 
number 1, increased by one wire spacing. 
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The distance between this axis and wire no.l, increased by one wire spacing, 
is called p' (see Fig.3.2). Using the program SURVEY, the p" value of each 
plane is determined with respect to the EHS reference system. In fact, using 
non-interacting beam tracks a simultaneous fit of ρ", Τ (start of the drift 
time) and v^ (drift velocity) is performed. From each roll containing -8000 
triggers, about 1000 beam tracks can be used to determine these constants. 
From these, the p' value can be determined to an accuracy of -lOOum. The 
values for each roll are compared to those for other rolls, grouped in sets of 
titles and compiled onto the database used by the reconstruction program. 
As an example of the accuracy and uniformity obtained throughout the entire 
drift space, we plot in fig.3-3 <Ap> versus the drift distance for plane 2 of 
D3. Here, Αρ is the difference between the ρ value predicted from the 
extrapolation of the upstream track and the ρ value calculated from the 
reconstructed wire multiplet. 
β
β <Ч> «Ou ^ 0 "»β 
-24. -12. 0. 12. 24. 
drift distance mm 
FiS'3.3 The average difference between the predicted and measured ρ value 
versus the drift distance for plane 2 of D3. 
Figure 3.3 is obtained by the program CHEFF which is used to monitor the 
quality of the wire chambers and their efficiencies. For non-interacting beam 
tracks, passing all chambers, the detection efficiency per plane is ~9&%, 
equally for W2 as for the drift chambers Dl through D6. 
3-2.2 Field shape and current of the magnets 
The shape of the magnetic field has been determined in two ways. For run A, 
measurements of the magnetic field of Ml and M2 in x, y and ζ have been 
performed by the use of Hall probes. The resulting values have been fitted to 
polynomials. For run B, a new coil has been used for M2 and the field has been 
calculated from the exact currents and iron positions. 
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Fig. 3.4 The Др" values plotted versus the magnet current 
a) Run A for Ml b) Run A for M2 
c) Run В for Ml d) Run В for M2 
the two lines correspond to wire chajnbers Dp, D, and De, Dg 
respectively. 
To check the results, this procedure is also applied for run A. We obtain 
compatible results for the shape, but a slight discrepancy (0.5Í) for the 
overall normalization. 
The following procedure is used to determine the normalization. The wire 
chamber pc values are determined from so-called "nofield" tracks (magnets off) 
as well as from "field on" tracks. For the "field on" tracks, the current I is 
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varied around its nominal value. In Fig.3·'t, we plot as a function of I, the 
difference Δρ" between the p' value determined from the magnet current I minus 
the p0 value determined for the "nofield" tracks. The solid line corresponds 
to D2 in case of Ml and D5 in case of M2, the dashed line to D3 and D6, 
respectively. The value of the current at the intercept of the lines is used 
in the reconstruction program. The resulting values are 
for RunA 26OOA for Ml, 995A for M2 (average of the D5 - D6 intercept values) 
RunB 259OA for Ml, 6OOA for M2 
3.2.3. Optical titles 
For the transformation of measured point and track coordinates from film to 
space, the RCBC optical parameters are needed. A number of parameters are 
first measured on the bubble chamber itself. Examples of these are thickness 
and refractive index of all lenses and other media, and the position of a set 
of 29 fiducials. These are fixed points located on 3 parallel planes on front 
and back sides of RCBC. To calculate the other optical parameters, like 
distortions of lenses, and to improve the measured ones, the following 
constraints are used: 
vw 1 vw 2 vw 3 
Fig-3.5 The space curve residuals of the reconstructed beam tracks for the 
three views. 
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fiducials should lie on the proper places (extra constraint: all of them 
should lie on their corresponding plane, 
a selection of well defined space points other than the fiducials, should 
have reasonable reconstruction accuracy 
beam tracks predicted by the upstream spectrometer should give the predicted 
curvature in RCBC space. The latter is the strongest constraint. 
M»M ItOKENTIM 
350 m ISO 500 
GeV/c 
A detailed description of the RCBC 
optics software is given in ref. [5]. 
As can be seen in Fig.3.5 for the three 
views, a typical accuracy of 20 urn is 
obtained for the space curve residuals 
of the beam tracks. As a further 
example of the optics accuracy (and an 
example of the momentum determination 
by the RCBC/M1 combination alone), we 
plot the reconstructed momentum for non 
interacting beam tracks in Fig.3.6. The 
average momemtum obtained is 
26l±7GeV/c, only I.5 standard deviation 
from the nominal beam momentum. 
Fig.3.6 The momentum for 
non-interacting beam tracks 
from reconstruction in RCBC 
I only. 
3.2.4 Rotation matrices 
The orientation of the bubble chamber with respect to the EHS coordinate 
system is determined with the help of the program FITROT. This program 
"aligns" non-interacting beam tracks, one part of which is measured and 
reconstructed in the bubble chamber, the other in the upstream spectrometer. 
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Combining these two parts we can calculate iy and 
Az (the differences in y and ζ of these parts at 
a fixed χ), as well as Δβ and ΔΥ (the differences 
β z-x 
( \^ in the angles around the у and ζ axes, see 
fig.3.7)· The difference in the angle around the 
»- χ axis. Δα is calculated by using pairs of beam 
tracks.* 
Fig. 3.7 The angles «, В and Τ in the EHS 
coordinate system. 
As shown on Fig.3-8, the RMS values for Ay and Az are 220um and 390 um, 
respectively, for Δ«, AP and AT we find 4.0, 0.6 and 0.1 mrad, respectively. 
The x-shift Ax is checked by aligning bubble chamber and down-stream parts of 
large angle tracks from events taken with the magnetic field off. However, the 
resolution of Ax^lcm obtained is such that the surveyors determination can not 
be improved. 
Other constants used for the reconstruction program are the position of ISIS 
and TRD. These detectors are shortly discussed in section 2.6. The procedure 
of determining their rotation matrix is to select tracks reconstructed by the 
geometry program with ISIS and/or TRD information. The ISIS and TRD rotation 
matrices are then determined by minimizing the differences Ax, Ay, Az, Δα, AB 
and Αϊ in the same way as it is described above for the bubble chamber 
rotation matrix. It should be mentioned that several of the foregoing steps 
and programs have to be used in an iterative way before the required accuracy 
is obtained. 
3.2.5. The Τ detector titles 
The Τ detectors IGD and FGD include a system of I65I photomultipliers for 
which calibration and monitoring is essential. A short description is given in 
sect. 2.7, a more extensive description can be found in [6]. The position of 
the IGD and FGD are determined by the CERN survey group, but a 
check/improvement has to be applied on the basis of the reconstructed results. 
* Beam tracks are almost parallel to the χ axis, the angle α (around the 
x-axis) is determined by the difference vector between the two impacts at 
fixed χ of two beam tracks. 
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Fig.3-8 The differences Ay, Az between the y,z position predicted for beam 
tracks from the upstream reconstruction and the bubble chamber 
reconstruction, in subfigs. a,b respectively. 
In c,d,e the differences AT, AB, Αα for the angles are plotted. 
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The y-2 position of the entrance point of charged tracks into the gamma 
detector can be predicted with good precision from the drift chamber 
information. The distribution of the differences Ay and Δζ between the 
predicted charged track position and the associated shower position should be 
centered at 0.0 . 
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In Fig.3.9 we give the Лу and Δζ distributions for IGD and FGD after the 
necessary adjustments. In table 3-2 we give <Ay>, <Δζ> and the corresponding 
variances 0 and o_ for a sample of IGD showers and two samples of FGD 
у
 z 
showers. For complete FGD showers the information from converter, hodoscopes 
and absorber is combined. 
Table 3·2 Averages of Ay, Δζ and σ , σ for several samples of showers. 
у ζ 
<Ay>(cm) <Az>(cm) oy(cm) oz(cm) 
IGD showers -0.05±0.03 0.07±0.03 1.9 I.9 
FGD complete showers -0.02±0.01 -0.02±0.01 0.7 0.7 
FGD incomplete showers 0.6 ±0.04 0.2 ±0.03 3-7 3-7 
Note that the resolution obtained from the sample with incomplete showers is 
much worse than that obtained from the other two samples. Only complete 
showers are, therefore, used for the final determination of the FGD position 
as well as for the further analysis. 
З.З RECONSTRUCTION SOFTWARE 
We will describe the main tasks of the programs on the basis of Fig.3·1· When 
necessary, also the main steps of a program are given and results are quoted. 
3.3-1 Programs prior to geometrical reconstruction 
The first program in the chain, PREDIC, predicts the y-z position of a 
triggering beam-track in space at a fixed χ position (x=-28.28 cm, at the 
entrance of the chamber). From the projection of this point onto the three 
views and from the magnification of the scanning table, the program calculates 
the у position of the beam track on all three views, again at в f-'xed χ 
position. This position is used as the starting point for the scanning process 
(see sect. 3-1)· 
After the events are measured, the results are synchronized with the "N0RD100" 
data tapes. These tapes contain the information from the electronic detectors. 
A selection of the available data in NORD format [7] is transformed into HYDRA 
format [8] used throughout the whole EHS reconstruction chain. 
3^ 
The program SPIRES performs the pattern recognition for the ISIS data. The 
reconstructed ISIS tracks are added to the HYDRA structure for later use in 
GEOHYB. 
З.З.2.1. The geonetrical reconstruction program GEOHYB 
The main task of the program is the geometrical reconstruction of the 
"vertices" (interaction, decay and stopping points) and tracks, in RCBC and in 
the spectrometer. 
The main flow of the program is given in the parts Α-F below. 
part A: A pure bubble chamber part, with the following steps: 
- Making use of the measured fiducials, the measurements on all views are 
transformed to a common reference plane parallel to the film plane. 
- The position of each vertex is reconstructed in space from its three 
stereoscopic images. 
- For each track image on a view, a fit is performed to determine parameters 
like curvature, closest point to and angle at the originating vertex, RMS of 
the measured points etc. These track image fits are used to improve the 
vertex position and, later, to hook (associate) a spectrometer track with a 
bubble chamber track. 
part B: The beam track is reconstructed (upstream part). 
part C: The reconstruction of the downstream spectrometer tracks 
We first define the procedure of stringing repeatedly used in the 
reconstruction of the downstream tracks: 
The hits in the wire chamber planes are combined into multiplets, 
characterized by a position (x,y,z) and an approximation of the tangents 
(Ту, Tz), with respect to the χ axis in the xy and xz plane, respectively. 
The multiplets from different chambers are further combined into strings. 
The pattern recognition step of forming strings is simplified by looking 
for combinations of multiplets within one "page" only. Here, a page is 
defined as the plane spanned by a line parallel to the y-axis and the 
connecting line from the vertex to the multiplet (see Fig.3.10). If such a 
string is not vetoed by ISIS and/or TRD and if it can be associated with a 
bubble chamber track image on at least 2 views, a "hybrid" track fit is 
performed. 
Finally, the various ambiguities, e.g. different spectrometer tracks 
hooking to the same bubble chamber track, are resolved. 
1)Ц 
Fig.3.10 Illustration of each track staying in its own "page" 
absence of a y component of the magnetic field. 
due to the 
- This procedure is first tried for tracks traversing the entire spectrometer. 
For this first pass, the driftchamber D6 is the "pivot module", i.e. the 
chamber from which the procedure starts. After "cleaning" (i.e. marking the 
used hits in the wire chambers), the procedure is repeated, this time for 
all tracks reaching at least drift chamber D5. In this second pass, also 
tracks going through only 2 chambers of the second lever arm can be 
reconstructed. 
- For the 1st lever arm, the procedure of stringing is then used three times, 
with D3, D2 and Dl as pivot module, respectively. For some cases the 
reconstruction is easy, because the hits of the fast tracks have already 
been removed in the previous passes. For other cases it is more difficult, 
because many tracks remain causing more ambiguities. If a 1st lever arm 
track can in principle be extrapolated into the 2nd lever arm, a search for 
unused hits is performed near the extrapolation. If the search is succesful, 
the 1st lever arm fit is followed by a two lever arm fit. 
Part of the above part С is repeated to form so-called "hanging" tracks. These 
are acceptable spectrometer tracks to which no bubble chamber track images 
could be associated. 
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part D: Start reconstructing tracks from the bubble chamber 
- Bubble chamber track images without associated spectrometer strings are then 
used to reconstruct tracks. For tracks having a momentum lower than -2 
GeV/c, mass dependent fits are applied. For tracks stopping in RCBC, the 
momentum is determined from the range-momentum relation. 
- The track fits are obtained in several passes in which we require first all 
3 track images corresponding to the 3 views to match within small 
tolerances, then 3 track images within larger tolerances, and finally 2 
track images. At each pass ambiguities are solved. These arise if same track 
image is used in two different track fits. 
- Swim procedure: Non associated bubble chamber tracks are extrapolated to the 
wire chambers in the first lever-arm. The hits in the neighbourhood of the 
extrapolation are picked up and a fit is tried with somewhat larger 
tolerances than in part C. 
- "Rescue procedure": the last procedure is to associate the extrapolated 
tracks with a hanging track and try a hybrid fit for such a combination. 
Although the number of tracks originating from the last two rescue steps is 
small, the influence on the quality of the event sample is considerable. 
Note, that if a single fast track is reconstructed in the bubble chamber 
only, it can "spoil" the entire event, e.g. if the wrong charge is 
associated with it. 
part E: The HANGAR procedure 
- A large part of the program GEOHYB is repeated under the assumption that 
tracks originate from a vertex not in, but downstream of the bubble chamber. 
The spectrometer tracks found in this way are used in the HANG program to 
fit V' 's either not seen in the bubble chamber or decaying outside the 
bubble chamber (see note [9])· 
part F: The output structure: 
- The output structure is set-up as described in the note [10]. The results 
are stored on a geometry summary tape (GST). 
3.3-2.2. HANG 
The program HANG is used to find additional neutral decays or conversions 
outside the bubble chamber. If two hanging tracks are compatible with coming 
from one common (decay) vertex, kinematic fits are performed with different 
mass-assignments (see [9])· 
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3.3·3 Post-Geometry Programs 
As can be seen in Fig.3-1, GEOHYB is not "the end of the line". A quality 
program QUAL follows, closely connected with what has been calculated in 
GEOHYB. On QUAL output the programs GAMIN, KINEM, PARTID and NC are run. In 
these kinematic fitting is performed and the information on particle 
identification and calonmetry is handled. 
3-3·3·1 The quality program QUAL 
The two main functions of the quality program QUAL are: 
Function A: To take decisions left open by GEOHYB: E.g. in case that a "swim" 
and/or "rescue" track is made in GEOHYB, the bubble chamber track is also 
kept. A decision has to be taken which track fit to abandon. For more detail 
see the note on fixup/quality [11]. 
Function B: The events are "improved" and quality factors are assigned and 
stored for beam, main vertex and all tracks. 
The improvements are applied to increase the number of acceptable events. 
There are two kinds of improvement. One is to drop a bad or very suspicious 
track, if the number of outgoing tracks is larger than the number of measured 
tracks. The other improvement is to flip the charge of a track in an event 
with wrong charge balance. This is only allowed if the curvature of the track 
has an error allowing for ambiguous charge assignment. 
The quality factors are assigned so as to facilitate the physics analysis. In 
the analysis programs, one can choose the desired criteria and the 
events/vertices/tracks satisfying these criteria are easily found. 
The danger of using unphysical events/vertices/tracks becomes smaller or at 
least more transparent when determining the quality. In particular, the 
necessary uniformity between labs will be easier to achieve, if the way to 
judge events/vertices/tracks is standardised. Of course, one has to be very 
carefull in the selection of the physics sample, in order not to introduce a 
bias by too stringent or not stringent enough selection. 
The decisions of QUAL are made on 3 levels 
level 1: the beam quality 
level 2: the track quality 
level 3: the vertex quality. 
The first level is independent of the other two. However, the vertex quality 
depends on the quality of the tracks leaving that particular vertex. The 
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criteria for the track quality and the logics used to determine the vertex 
quality are described in note [11] and summarized in appendix ЗА. 
On the basis of the quality factors, a number of samples are defined, e.g. in 
the order of decreasing quality: 
1. POBAD: all tracks leaving the primary vertex have a "good" qualification. 
2. PMAX: a limited number of lower quality tracks are allowed in each event, 
but the events are still considered to be trustworthy. 
3. CTOPOK: the charge balance is correct (= +2) and the numbers of measured 
and reconstructed tracks coincide. 
k. BEAMOK: the beam is "good" (events where a different beam might have caused 
the interaction are dropped). 
Samples 1,2 and 3 amount to 30%, 86% and 90?!, of sample 4, respectively. 
The biases introduced by these reductions are discussed in chapter 6. 
3.3·3-2 GAMIN, the shower reconstruction program for the gamma detectors 
The program GAMIN first performs a shower search separately in the Y detectors 
IGD and FGD. It then combines the showers to form possible n0's. The small 
block size of IGD allows one to calulate the coordinates of the incoming 
particles as well as their energy. These are determined by fitting the signals 
of the counters. In this fit, a shower parametrization is used to describe the 
lateral development of the showers. 
For FGD, the procedure consists of the following steps: 
step A. Hodoscope part 
i) search for clusters in each of the three hodoscope planes 
ii) combine the clusters from the three planes (only the five largest 
clusters in each plane are used) 
iii) reject spurious combinations by using triangular constraints. 
step B. Compute the shower energies and coordinates in the absorber by a fit 
to the lead-glass signals. An empirical formula for the lateral development of 
the shower is used. 
step C. If possible, the clusters from the hodoscope and the shower in the 
absorber are combined and the corresponding converter energy is added. 
step D. The possible association of the showers with charged hadrons is 
investigated. 
The cuts and selection criteria in forming the n0 combinations will be 
discussed in sect. 7.1. 
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3.3-3.3 KINEM 
The program KINEM performs kinematical fits for neutral and charged decays and 
for low topology primary vertices. The precise kinematical hypotheses used 
will be described in the thesis of L. Scholten. 
3.3.3.4 PARTID 
For each track passing through at least one of the particle identification 
devices, a confidence level is calculated for each of several mass hypotheses. 
For these confidence levels, a priori probabilities (or particle densities) in 
the specific kinematic region are used. Extensive details on this program will 
be given in the thesis of F. Meijers. 
3.3.3.5. DSIMAKER 
This program produces a data summary tape (DST) a reduction of the GST by a 
factor 10. On this level the ionization scan information is added. 
This finishes the chapter on the "dirty" work. In addition to what is written 
in this chapter, there is a nearly endless list of details concerning the 
topics discussed here, some of them are described in referenced notes others 
deeply hidden in the programs. And now, on to the physics!!! 
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Appendix ЗА. Summary of the QUALITY cuts 
A full description of cuts and decision procedures in the program QUAL is 
given in reference [11]. Here we describe the tracks and events accepted in 
the PMAX sample used for the analysis in chapters 6, 7 and 8. Other samples, 
more or less "restrictive" than PMAX, are briefly discussed in chapter 6. 
The criteria for the PMAX sample are: 
1. Only so-called 'good' beams are used; this means the beam track has to 
satisfy the following criteria: 
- The track must have a hybrid fit and at least 2 bubble chamber track 
images must be used in the fit. 
- The fit probability parameter must be MO"-1 (note that this parameter is 
not the probability itself). 
- the RMS of the track must be <i»00 um. 
2. The topology of an event must be the same from scanning and reconstruction. 
One "very bad" extra track is allowed to be dropped, but no tracks must be 
lost. 
3. Events must not have an identified electron or positron coming from the 
primary vertex. 
4. The sum of charges of outgoing tracks must be +2. 
Note, if it is +4 or 0 and it can be restored to +2 by flipping the charge 
of a track with a badly determined curvature, then the event is also 
accepted. 
5. For events with η™.>8, at most three tracks may have a doubtful quality 
factor q (q goes from -1000 to 1000 and the criterium for doubtful is q>ll 
or q<-12). For 2, 4, 6 and 8 prong events, the number of doubtful tracks 
may be at most 0, 1, 2 and 2 respectively. These tracks are not used in the 
analyses. See chapter 6 for corrections for this loss. 
The criteria for tracks depend on the type of track. 
- The recognized heavy ionized tracks (track labels S,P), are doubtful if the 
charge is negative and -^>10?ί, п-ц-е decays (R) and recognized electron 
tracks (E) are never considered doubtful. 
- The interaction (I), decay (D) and confused region (X) tracks are accepted 
if (аБ<102) or (te<25% and sagitta >'t.5*RMS). 
- The remaining tracks are accepted if ^ <^10Jí and criteria concerning track 
RMS, probability and number of used track images are fullfilled (or if 
-^ <25/ü with somewhat stricter criteria). 
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Due to the hybrid nature of the setup, the criteria are more involved than 
those for a "simple" bubble chamber experiment. Still, the ™ cut often used 
by other experiments is of major importance. Note that 91?> of the tracks have 
-^<25# and the average value for -^ is 2%. 
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4. CHARGED MULTIPLICITY DISTRIBUTIONS AND CROSS SECTIONS [28] 
4.1 INTRODUCTION 
First information on a particle collision can be obtained from the number of 
particles produced in this collision. This number is difficult to obtain, 
since particles decaying via strong and electromagnetic interactions are not 
observed before they decay and since neutral particles cannot be observed by 
ionization. In a bubble chamber, for example, one can detect charged decay 
products of resonances, but not the resonances themselves, and one can detect 
charged particles, but no neutral particles. A particle decaying via the weak 
interaction (half life in general larger than 10 sec) lives long enough to 
leave a track in the bubble chamber. The charged multiplicity η of a final 
state is therefore defined as the number of tracks leaving the interaction 
point in the bubble chamber or other visual vertex detector. An example for an 
event with charged multiplicity 12, a so-called 12 prong, is given in fig.2.6. 
For hadron-hadron collisions, the hypothesis of Feynman scaling [1] had led to 
the idea of so-called KNO scaling [2] predicting the function 
<n>oT, 
Ψ(η/<η>) = — S (1) 
Σ σ
η 
(with σ
η
 being the cross section for multiplicity n) to be independent of 
energy at large enough energies. In spite of the observed deviations from 
Feynman scaling, KNO scaling was believed to be reached at ISR energies [3] 
for non-single-diffractive hadron-hadron collisions. Approximate KNO scaling 
had further been observed for hadronic production in deep inelastic 
lepton-hadron scattering [4] and in e e~ annihilation [5]· 
An extension of exact and approximate KNO scaling was proposed by Golokhvastov 
(KNO-G scaling, see Appendix 4C and 4D). 
Recent results from the UA5 collaboration [6,7] demonstrate the violation of 
KNO scaling up to /s=900 GeV. While the observed violation has been predicted 
from increasing multi-chain contributions in DTU models [θ], the exact shape 
of the distribution can be nicely described by a negative binomial 
distribution [7,9]. 
n+k-1 ñ/k n i k 
P(n;ñ.k) = [ ] (--"-) (-----) 
k-1 1+n/k 1+n/k 
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The results obtained by the UA5 collaboration show that the parameters of the 
negative binomial (NB) distribution obey a very simple dependence on the CMS 
energy /s. On the basis of this empirical relation one can 
- predict multiplicity distributions at still higher energies (useful for the 
planning of future accelerators), 
- search for theories which support such a relation and see what other 
consequences they have (e.g. in more differential properties), 
- study, whether this relation is also true for other beams and targets. 
In section 4.2 we present the charged multiplicity distribution for π ρ, Κ ρ 
and pp collisions at 250 GeV/c, as well as the corrections applied to our data 
to obtain these distributions. 
The conversion to topological cross sections and the comparison of the 
distributions for the different beam particles is discussed in section 4.3. 
A study of the energy dependence of the multiplicity distribution and its 
moments is presented in section 4.4. This section includes a discussion of a 
number of subjects connected with KNO scaling. In section 4.4 we also show 
that the empirical formula for the energy dependence of the NB parameter к 
also holds for e e~ and lepton proton interactions. 
The conclusions are summarized in Section 4.5· 
The topological cross sections given in this chapter (also in [27] and [28]) 
are used to normalize the results in the following chapters. 
4.2. THE DATA SAMPLE 
4.2.1 Scanning 
The analysis is based on about 100k pictures of running period A and 200k 
pictures of running period В of the experiment. These pictures are scanned in 
a fiducial volume with a length of 70 cm. The upstream chambers Ul and U3 are 
used to predict the position in the vertex detector with a tolerance of ±1.2 
mm, corresponding to ±0.07 тш on film. Due to this prediction, the scanning 
efficiency for a primary interaction is practically 100%. 
In order to minimize losses in two prongs and biases in the event topology 
(V0,s, kinks, multiplicity etc.), two independent scans are performed plus a 
decision scan in case of disagreement. Furthermore, a cross-check between the 
different institutions is made. 
The following classes of picture are rejected: non-interacting beams, upstream 
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interactions, bad quality pictures (too dark or too faint etc.) and pictures 
with an event inside a small area around the Al and Au foils. 
The scan of the present sample yields 30,3^8 ιτ+ρ, 38,450 K*p and 5.872 pp 
collisions. The division over the different charge multiplicities (the raw 
multiplicity distribution) is given in column 2 of Table 4.1, h.2 and 4.3 for 
π
+
ρ, Κ ρ and pp collisions, respectively. 
Ц .2.2 Corrections 
To the raw multiplicity distribution the following corrections are applied: 
(a) Odd Topologies: 
As can be seen from column 2 of Table 4.1, 4.2 and 4.3, there is a 1% 
contribution from odd topologies. Reasons for odd topologies can be: 
i) A Dalitz pair with only one identified electron: If an electron is 
identified in addition to an odd topology, a Dalitz pair is assumed and the 
topology is reduced to even. (This correction is already done before entering 
column 2.) 
ii) The decay Κ +π η τΓ of the К beam particle, leading to 3 prongs: The 
expected number of К decays (30) is subtracted from the 3-prong multiplicity. 
The remaining percentage of 3 prongs (0.12%) is in agreement with that in the 
π ρ collisions. 
iii) An unobserved short proton and 
iv) secondary interaction close to the vertex. 
Reason (iii) would suggest to add odd topology events to the next higher 
(even) topology. On the other hand, with an average multiplicity n=4 for 
secondary interactions, reason (iv) would require reduction of an odd 
multiplicity by 3· Because of the low number of odd topology events the 
difference between the two corrections stays within statistical errors. Since 
the probability for iii) is larger for low than for high multiplicities, and 
the probability for iv) is larger for high multiplicities, correction for iii) 
is applied in case of nS7, and correction for iv) in case of nâ9. 
(b) Dalitz Pairs 
To estimate the fraction of unseen Dalitz pairs Τ , the data on π 0 production 
in π~ρ collisions at 250 GeV/c [11] are used to calculate the expected 
percentage of events containing a Dalitz pair. This correction is given in 
column 2 of Table 4.4. 
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Table 4.1 
Topological cross sections and multiplicity moments for л ρ 
collisions at 25О GeV/c. 
Number of 
charged prongs 
2 
3 
I 
11 
12 
ÌÌ 
11 
20 
21 
22 
11 
11 
il 
г 30 
Total 
Total i n e l a s t i c 
Observed 
of events 
3397 
ñ 
49Й 
54qé 
Ц8 
35g 
щ 
2 
1 
91 
37 
11 
1 
3 
30348 
number Corrected number 
of events 
e l a s t i c 4796.8 
ine las t ic 2199.5 
5118.9 
5594.6 
5738.4 
5008.5 
3539.0 
2100.1 
ІО77.З 
466.2 
238.7 
68.0 
32.2 
9.0 
0.6 
3.0 
35990.6 
ЗІ19З.9 
Cross 
(mb) 
Ы 
3.44 
3.76 
3.85 
3.36 
2.38 
1.41 
O.72 
0.31 
0.16 
0.046 
0.022 
0.006 
Section 
0.0004± 
0.00221 
24.16 
20.94 
± 
± 
0.12 
О.3О 
0.20 
0.15 
0.08 
O.O5 
0.04 
0.04 
0.03 
0.02 
0.02 
0.007 
O.OO5 
О.ООЗ 
0.0008 
0.0022 
O.03 
0.12 
+ 
π ρ 
<n> = 8.31 ± 0.10 
D = 4.О3 ± 0.05 
<n>/D = 2.06 ± 0.05 
f2 = 7.9 ± 0.5 
TÍ = ó.59 ± 0.03 
y\ = 3.15 ± 0.07 
(c) V' Decays and Τ Conversions Close to the Vertex 
To correct for Vo decays and Τ conversions close to the vertex, the fraction 
of unseen V decays, Y is obtained from an extrapolation of V0+Y rates at 
large distances down to the vertex. The extrapolation is fitted for three 
multiplicity regions (ná6, 8-10, 12-14). The fraction Y for individual 
multiplicities obtained by an interpolation of the three fits is given in 
column 3 of Table 4.4. 
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Table 4.2 
Topological cross sections and multiplicity moments for Κ ρ collisions 
at 250 GeV/c. 
Number of 
charged prongs 
2 
I 
I 
18 
11 
12 
i3 
Ü 
20 
21 
22 
¡3 
Ρ 
2é 
гзо 
Total 
Total inelastic 
Observed 
of events 
4465 
Ц6\1 
6298 
69$ 
6169 
2 P 
1439 616 
11 
2 5 l 
109 
6 
1 
6 
1 
38450 
number Corrected number 
of events 
elastic 5704.9 
inelastic 3048.7 
658О.5 
7О66.7 
7ЗЗ6.З 
6349.7 
438О.9 
2635.0 
1346.8 
550.5 
223.0 
91.4 
22.0 
4-5 
5-9 
1.0 
ЗШ 
Cross Í 
(mb) 
2.55 ± 
1.36 ± 
2.94 ± 
З.16 ± 
З.28 ± 
2.84 ± 
I.96 ± 
I.I8 ± 
0.60 ± 
О.25 ± 
0.10 ± 
0.042± 
0.010± 
0.002± 
0.003± 
0.0005± 
20.27 ± 
17.7a ± 
Section 
0.10 
О.3О 
0.20 
0.15 
0.08 
0.05 
0.04 
0.03 
0.02 
0.02 
0.01 
O.OO5 
О.ООЗ 
О.ООІЗ 
О.ООІЗ 
O.OOO5 
0.04 
0.11 
<n> = 8.21 ± 0.12 
D = 4.00 t 0.06 
n>/D = 2.05 ± 0.06 
f, = 7.8 ± 0.6 
T? = 6.56 ± 0.03 
τί = ЗЛО ± 0.07 
(d) Misidentified Secondaries 
The numbers N s in column 2 of Tables 4.1, 4.2 and 4.3 contain a very small 
contribution from interactions of the fast particle of non-observed upstream 
elastic scatters, i.e. where the interacting particle is not the beam particle 
itself. Since these interactions have approximately the same energy as those 
of the primary beam, their multiplicity distribution can be assumed identical 
to that of the primary collisions. The correction can therefore be absorbed in 
the normalization. 
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Table 4.3 
Topological cross sections and multiplicity moments for pp collisions 
at 25O GeV/c. 
Number 
charged 
2 
I 
I 
I 
,1 
11 
12 
\l 
il 
Й 
¿8 
21 
22 
11 
PR 26
Total 
Total : 
of 
1 prongs 
inelast ic 
Observed 
of events 
880 
78І 
9 7
δ 
982 
eg 
3 3 E 
214 
98 
18 
2 
Ï 
3 
1 
5872 
number Corrected number 
of events 
e l a s t i c 1290.7 
ine las t i c 588.5 
1122.2 
1143.9 
ІОЗ5.7 
867-9 
63О.6 
ЗІ6.2 
21З.З 
86.2 
40.2 
15.6 
5-8 
2.7 
0 .9 
m.i 
Cross Section 
(mb) 
6.89 ± 
3.14 ± 
5-99 ± 
6.11 ± 
5.5З ± 
4.63 ± 
З.З7 ± 
I.69 ± 
1.14 ± 
0.46 ± 
0.21 ± 
0.0831 
0.030± 
0.014± 
0.005± 
Ш ì 
Ш 
0.28 
0.25 
0.19 
0.16 
0.14 
0.10 
0.08 
0.06 
0.04 
0.03 
0.014 
0.009 
0.005 
0.02 
0.10 
<n> = 7.88 ± O.O9 
D = 4.10 ± 0.05 
<n>/D = I.92 ± 0.03 
f, = 9.0 ± 0.5 
Tf = 0.71 ± 0.04 
ТІ = З.ЗЗ ± 0.14 
(e) Trigger Efficiencies 
The topological trigger efficiencies ε
η
 given in columns 4, 5 and 6 of Table 
4.4 for n+p, K+p and pp, respectively, are obtained from tracking Monte-Carlo 
generated events through the EHS set-up. 
Elastic events are generated according to a do/dt distribution with varying 
slope [12,27]. The efficiencies obtained for elastic n+p, K+p and pp events 
are given in the first line of Table 4.4. For the purpose of this paper they 
are important for the determination of the inelastic 2-prong cross-section. 
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Table 4.4 Corrections for π+ρ, K+p and pp collisions 
Topology ïD(X) YV(^) с(п+р) ε(Κ+ρ) ε(ρρ) 
2
el 
2inel 
4 
6 
8 
10 
12 
in 
16 
18 
20 
0.00 
2.26 
2.94 
3.62 
4.29 
t.97 
5.65 
6.33 
7.01 
7.69 
8.37 
0.0 
0.0 
о.З 
0.8 
1.3 
1.8 
2.3 
2.8 
з.з 
3.8 
4.3 
0.420 
0.69 
0.74 
0.92 
0.98 
0.982 
0.989 
0.993 
0.995 
0.997 
1.000 
0.437 
0.70 
0.73 
0.92 
0.98 
0.982 
0.989 
0.993 
0.995 
0.997 
1.000 
0.398 
0.68 
0.72 
0.88 
0.98 
0.982 
0.989 
0.993 
0.995 
0.997 
1.000 
As a check of the values of Table 4.4 we extrapolate the t distribution of 
geometrically reconstructed elastic events to low t values. The ratio of the 
events reconstructed and obtained from the extrapolation agree within errors 
with the trigger efficiency calculated by the more precise Monte Carlo method. 
Diffractive channels are generated according to an exponential in It'tminli a 
mass distribution suitable for each channel and an isotropic decay 
distribution. The contribution to the different reaction cross sections from 
diffractive channels is calculated according to the parametrization of Ref. 
[12], further details can also be found in Ref. [27]. 
For non-diffractive events, both Lund and DTU Monte Carlo programs [13, 14] 
are used. The difference in the trigger efficiencies obtained from the two 
models are small and are absorbed in the quoted error limits. The trigger 
efficiencies c
n
 given in Table 4.4 for the topologies 2
і п е 1 , 4 and 6 are 
weighted averages of the diffractive and non-diffractive efficiencies. 
(f) Scanning Efficiency 
The topological scanning efficiencies oi
n
 are assumed to be equal to unity for 
multiplicities n>2, since a prediction of the beam coordinates is given for 
each event. For n=2 there is a possibility of loosing events with short 
protons. From a comparison of a Monte Carlo prediction and the reconstructed 
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number of 2 prongs, this loss is estimated to be 2.5% of all triggered 2 prong 
events, giving an ау'Э!·5% on top of the trigger efficiency. 
4.2.3 The Multiplicity Distribution 
The corrected multiplicity distribution is obtained by solving the set of 
equations of Appendix 4.A for the N . The distribution is given in column 3 of 
Tables 4.1, 4.2 and 4.3 for n+p, K+p and pp collisions, respectively. 
4.3. TOPOLOGICAL CROSS SECTIONS 
4.3.I The Normalization 
While the charged multiplicity is best seen in a bubble or streamer chamber as 
vertex detector, total and elastic cross sections are more easily measured in 
counter experiments. To normalize our topological cross sections we, 
therefore, use total and elastic cross sections obtained from these 
specialized experiments. 
The total cross sections are estimated by a logarithmic interpolation of data 
[15] for pil75 GeV/c. The values obtained in this way for 250 GeV/c are 
otot(TT
+p) = 24.16 ± 0.03 mb 
o t o t(K
+p) = 20.27 ± 0.04 mb 
otot(pp) = 39.29 ± 0.02 mb. 
It has been verified that a second order logarithmic interpolation of data 
with p>100 GeV/c does not change these values more than within the given 
errors. 
For the elastic cross section no л or К -proton data exist above 200 GeV/c. A 
logarithmic extrapolation (interpolation for pp) of the elastic cross sections 
for pi50 GeV/c gives for 250 GeV/c 
σ
β
ι( π +ρ) = 3 · 2 2 ± 0 · 1 2 тЪ 
o
el(K
+p) = 2.55 ± 0.10 mb 
"elÍPP) = 6.89 ± 0.09 mb. 
The total inelastic cross sections are obtained by subtraction: 
σ
ίηθ1<Π+Ρ> = 20-эЦ i 0 · 1 2 m b 
o i n e l(K
+p) = 17.72 ± 0.11 mb 
o i n e l(pp) = 32.40 ± 0.09 mb. 
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4.3.2 The Multiplicity Distributions 
Using these values, we obtain from our corrected multiplicity distributions 
the topological cross sections given in column 4 of Tables Ί.1, 4.2 and 4.3-
For n>8 the errors quoted are statistical only. For nS8 they include an 
estimate of the systematic uncertainties. In Appendix 'tB the consistency of 
our inelastic 2 prong cross section with that at other energies is discussed. 
The normalized multiplicity distributions Ρ
η
=σ
η/σχηθ1 a r e plotted in Fig.4.1. 
The K+p distribution can be compared to that of n+p collisions in terms of the 
moments in Tables Ί.1 and 4.2. Given are the average charged multipicity <n), 
the dispersion D=(<n >-<n> ) ' , their ratio <n>/D, the integrated correlation 
parameter f0=0 -<n>, the skewness Υ1=<(η-<η>)3>/ϋ3 and the kurtosis 
Ï2=<(n-<n>) >/D . No differences are seen between these two sets of moments. 
We do, however, see a systematic difference of pp from meson-proton (M p) 
multiplicity distributions (see Table 4.3). We conclude that the pp data show 
a lower <n> and higher D than the M+p data. The same trend has earlier been 
observed for other energies by A. Wrôblewski [19]. 
4.3.3 The Shape of the Multiplicity Distribution 
In the attempt to understand the shape of multiplicity distributions, negative 
binomial distributions [9] have recently received increased attention. These 
distributions appear to be particularly successful in describing the 
non-single-diffractive collider data [6,7] as well as e+e~ data [10]. 
The full line histograms in Fig.4.la correspond to a fit of the negative 
binomial distribution (see Appendix 4C) to our 25Ο GeV/c data. Since it is 
expected to describe only non-single-diffractive multiparticle production, the 
fit is only performed for n>6. The dotted part of the histogram corresponds to 
an extrapolation of the fitted negative binomial distribution to the lower 
multiplicities. The two parameters of the fit are given in Table 4.5 together 
with X'/ND. From the latter (and from Fig.4.la) one can see that the negative 
binomial distribution describes well the high multiplicity (n>6) Μ ρ data, but 
that the distributions are narrower (lower 1/k) for the Μ ρ data than for the 
pp data at our energy. 
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Fig.4.1 The multiplicity distribution P
n
 for π+ρ, K*p and pp collisions at 250 
GeV/c. The lines are fits using the following parametrizations: a) the 
negative binomial (full line for n>6 and dotted for the extrapolation 
of this fit to n<6) b) Buras (dash dot), KN0-G (dashed). 
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In Fig.4.lb we give the best results we could obtain from various kinds of 
generalized KNO scaling functions. These are the two parametrizations of Buras 
et al. [21] (dash-dotted) and Szwed and Wrochna [22] (dashed hi stogram), 
given in Appendix 40 together with the parametrization of Wróblewski [20]. The 
parameters and x*/ND values are given in Table 4.5· From these one can see 
that at 250 GeV/c the Buras parameterization describes the multiplicity 
distributions equally well as negative binomials, but the other 
parameterizations are somewhat less good. Generalized KNO functions have the 
advantage that they describe the full distribution. 
Table 4.5 Parameters and X2/ND values for several KNO type fits 
t ype of f i t n1 
a l l η 
N e g a t i v e Binomial 
ñ= 
1/k-
X2 /ND= 
8.43±.04 
O.lOOt.003 
94.0/12 
Wróblewski 
a l = 
a2= 
х
г/то= 
Buras 
a l = 
a 2 = 
a 3 = 
a,,« 
Х
г
 /ND= 
KNO-G 
a l = 
X2/ND= 
0.921.02 
0.95±·01 
24.3/12 
1.7±.5 
0.19±.10 
-0.521.2 
0.90±.06 
16.4/10 
0.73±.02 
26.9/13 
Ρ 
n>6 
9 . Ш . 0 8 
0.060±.005 
7.0/9 
0.93±.03 
0.95±.02 
15.4/9 
8.9±4.6 
-0.441.1 
O.621.7 
O.661.I 
6.0/7 
0.741.02 
19.З/ІО 
K* 
a l l η 
8.38±.04 
О.0951.ООЗ 
87.5/12 
O.921.02 
O.941.OI 
20.8/12 
I.51.5 
0.231.16 
-О.571.З 
0.901.06 
12.7/10 
0.721.02 
24.3/13 
Ρ 
n>6 
9.141.09 
O.0571.OO5 
8.9/9 
O.921.03 
0.94i.02 
12.5/9 
6.113.7 
-0.381.2 
О.ЗЗ1.5 
O.721.I 
6.4/7 
О.731.02 
16.4/10 
a l l η 
7.851.08 
0.1551.008 
38.6/12 
0.821.02 
0.891.02 
62.0/12 
2.71.6 
0.121.06 
0.341.2 
0.5бі.Об 
15.7/10 
0.551.03 
16.8/13 
PP 
n>6 
8.841.19 
0.0841.013 
9.1/9 
О.731.03 
0.84i.02 
IO.5/9 
15.5110. 
-O.561.2 
1.41.5 
O.371.I 
9.0/7 
O.551.04 
12.0/10 
We conclude that, at our energies, negative binomial distributions and 
generalized ΚΝ0 functions can be used. The former apply to 
non-single-diffractive multiplicities only, while the latter describe the full 
distribution. In all cases, the M+p distributions tend to be narrower than the 
pp distribution. 
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4.4. ENERGY DEPENDENCE 
4.4.1 The Average Multiplicity 
The s dependence of <n> can be described by 
(i) <n> = a + b I n s + c (Ins) 
(ii) <n> = a' + b' In s + с' s" 1 / 2 + d,s"1/2lns 
(iii) <n> = a" + b" s c" 
with the parameters for π ρ, K+p and pp collisions with pì5 GeV/c, given in 
Table 4.6a. At the lower energies, the rise for Κ ρ is slightly steeper than 
that for η ρ, as can be expected from a beam particle mass effect. 
Table 4.6a Parameters 
fit (i) 
a 1.88 ± 0.11 
b 0.34 ± 0.06 
с 0.12 ± 0.01 
d 
X'/ND = 44.4/15 
fit (i) 
a 1.06 ± O.19 
b 0.59 ± 0.11 
с 0.09 ± 0.02 
d 
X'/ND = I5.6/IO 
fit (i) 
a 1.12 ± 0.08 
b О.ЗЗ ± 0.04 
с 0.13 ± 0.01 
d 
X'/ND = 7I.I/25 
of 
n* 
K4 
15. 
the s dependence 
'p for pi5 GeV/c 
fit (ii) 
-5.96 ± 1.63 
2.14 ± 0.21 
7.О9 ± O.7O 
2.83 ± І.34 
45.4/14 
"p for pi5 GeV/c 
fit (ii) 
-3.96 ± 2.75 
1.87 ± 0.35 
5.37 ± 0.11 
1.18 t 2.31 
.1/9 
pp for pà5 GeV/c 
fit (ii) 
-7.79 ± О.69 
2.37 ± 0.83 
8.50 ± 0.31 
3.06 ± О.63 
62.8/24 
of <n> 
f i t 
-1.58 
3.15 
0.19 
(iii) 
± 0.43 
± 0.37 
±0.01 
44.6/15 
f i t 
-4.66 
5.49 
0.14 
16.4/10 
fit 
-3.44 
4.06 
0.17 
94.4/25 
(iii) 
± 1.40 
± 1.27 
± 0.02 
(iii) 
± 0.28 
± 0.24 
± 0.01 
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Indeed, the curves obtained from fits where J^s is replaced by the available 
energy E =\Js-(m,+mt) coincide for π* and K
+
 results at high energies. In 
Fig.4.2 the E' dependence of the average multiplicity is shown and in Tabic 
4.6b the parameters are given. 
Note that in Table 4.6 (and 4.7) the X'/ND values are rather high. This is 
probably due to the effect of too small systematic errors for many 
experiments. As can be seen in Fig.4.2, the points are situated on both sides 
of the fitted line. 
Table 4.6b Parameters 
fit (i) 
a 2.94 ± 0.04 
b 0.18 t 0.03 
с 0.12 t 0.01 
d 
χί/ND = 44.2/15 
fit (i) 
a 2.41 ± 0.07 
b 0.31 ± 0.05 
с 0.11 ± 0.01 
d 
X2/ND = 15.4/10 
fit (i) 
a 2.42 ± 0.02 
b 0.16 ± 0.02 
с 0.13 ± 0.01 
d 
X'/ND = 66.7/25 
of the E | dependence of 
n
+p for pi5 GeV/c 
fit (ii) 
-4.26 ± 0.85 
1.92 ± 0.12 
6.94 ± 0.68 
2.24 ± О.52 
47.2/14 
K+p for p25 GeV/v 
fit (ii) 
-3.98 t І.38 
1.87 ± 0.19 
6.21 ± 1.13 
1.93 i 0.83 
I5.I/9 
pp for pì5 GeV/c 
fit (ii) 
-6.81 ± 0.40 
2.25 ± 0.05 
8.78 ± 0.33 
3.20 ± 0.26 
61.8/24 
<n> 
fit (iii) 
1.20 ± 0.14 
1.56 ± 0.11 
0.26 ± 0.01 
47.O/I5 
19. 
fit (iii) 
-0.12 ± О.36 
2.36 ± О.32 
0.21 ± 0.02 
.1/10 
fit (iii) 
O.29 ± 0.08 
I.90 ± 0.07 
0.23 ± 0.01 
141.6/25 
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Table 4.7 Parameters of the D=A<n>+B f i t 
A 
В 
Χ* /ND= 
π ρ and Κ ρ 
pi5 GeV/c 
О.5Ч5 ± О.ООЗ 
-O.57 ± 0.02 
296/29 
ΡΡ 
PÌ5 GeV/c 
0.584 ± 0.003 
-0.56 ± 0.01 
124/24 
Κ·ρ 
this вир I J 
0 I 'il I 1 1 1 ι 1 nil 1 nini I ι ι 111111I ι 1 mil Mini ι 1 nini ι ι 111111I 1 1111I 
1 10 io 2 io 3 10 10 2 ю"5 io io 2 10 3 
E.1 GeV 
Fig.4.2 The average multiplicity <n> as a function of the squared available 
energy E^ (for pà5 GeV/c). The lines are results of the fits as 
indicated. 
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4.'t.2 The Higher Moments 
The ratio <n>/D, the correlation parameter fo, the asymmetry of the 
distribution measured by the skewness T^ and the kurtosis ^2 a r e compared to 
lower energy data in Fig.4.3. The n+p and K+p data are higher in <n>/D than pp 
data at our energy. The correlation parameter ^2 continues to rise and T, and 
τ2 are approximately flat. 
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FiK-'t.S The ratio <n>/D, the integrated two-particle correlation function f2, 
the skewness Tl and the kurtosis ^2 a s a function of the squared 
total CMS energy s, for n+p, K+p and pp collisions with pS5 GeV/c. 
Fig.4.4 gives the dispersion D as a function of the average multiplicity <n> 
for л+р, K+p and pp collisions of pà5 GeV/c. Our 25О GeV/c points are in 
agreement with a linear dependence [20] 
D = A<n> + В . 
The parameters A and В are given in Table 4.7· Using the parameters from one 
type of interaction and calculating the X1 /ND values for another type of 
interaction, we find that π ρ and Κ ρ collisions are in reasonable agreement 
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with each other, but not with the pp collisions. 
In Table Ί.7 we therefore give the Μ ρ results combined. It can be verified 
from Fig.'4.4 that the large X2/ND values come from an underestimation of the 
experimental uncertainties in a number of experiments, and not from a 
systematic deviation from a straight line. From a comparison of the two fits, 
one can deduce that the intercept В is the same for all three while the slope 
A is flatter for M+p than for pp collisions. 
Fig.h.k The dispersion D as a function of the average multiplicity <n> for 
experiments with pi5 GeV/c. The solid line in the π ρ and Κ ρ plots 
is the result of a linear fit to the combined η ρ and Κ ρ data. The 
line in the pp plot is a fit to the pp collisions. 
4.4.3 The Shape of the Multiplicity Distribution 
Recently the generalization of KNO-scaling proposed by Golokhvastov (KNO-G 
scaling, see Appendix 4C and 4D) has been tested by Szwed and Wrochna [22]. 
Using all available pp multiplicity data, the authors obtain a good fit with 
only one free parameter (X2/ND=377/299). 
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Using the same function as the authors of ref.[22]. we fit n+p, K+p and pp 
data. We restrict ourselves to data with <n>s4 where the relation <ñ>=<n>+l is 
applicable (for a definition of η see Appendix 40). In Fig.lt.5 we show S 
versus (2)» and the fitted KNO-G function. The resulting parameters are 
Άι
=0.823±0.004. O.75O±O.O06 and 0.623±0.005 for π +
Ρ
, К
+
Р
 and pp. respectively 
Our value for pp collisions agrees very well with the one from ref.[22] 
(О.6276 ± 0.0041). 
Г
5
 I I I I I I V' I 
Fig.4.5 The summed probabilities S
n
 of the multiplicity distribution as a 
function of z* with z=(n-2)/(<n>-l), for n+p. K+p and pp collisions 
with <η>ϊ4 (the filled circels are our 250 GeV/c points). The solid 
lines are fits using the Szwed-Wrochna parametnzation. The dotted 
line is a fit to the combined n+p and K+p data. 
From Fig.4.5 the following observations can be made 
- the difference between n+p and K+p is small, the dashed line in Fig.4.5 is 
the result of a combined fit with a1=0.801±0.004. However, the one-parameter 
fit is particularly sensitive to small differences and it cannot be excluded 
that the Κ ρ line is between the pp and n+p lines. 
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- There is a clear difference between the M+p and the pp data. 
It should be mentioned that the KNO-G scheme has among its appoximations: 
- the Wróblewski relation D=A(<n>-l) rather than the exact KNO relation 
D=A<n>. 
- The improved KNO scaling, using a shifted argument z=(n-l)/(<n>-l) rather 
than exact KNO scaling, using z=n/<n>. 
As the authors of ref.[22] point out, however, the UA5 (pp) data do not follow 
the same KNO-G function as the lower energy pp data. 
In a comparison to lower energy pp* data, the UA5 collaboration [7] finds a 
In\)s dependence of the negative binomial parameter 1/k, like 
1/k = a + b In \Js . 
In Fig.').6a, we compare 1/k values obtained from fits to existing n>6 pp data 
[18] to 1/k values obtained from e+e" data [5,10,24]. 
-0.04 
x/s ,GeV 
Fig.4.6 The parameter 1/k of the negative binomial distributions fit to the 
n>6 n+p, K+p and pp data with ρέ30 GeV/c and to nì2 e+e" [5,10,24], 
nal up [4] and п*2 vp data with W=\|s>4 GeV [26]. The solid line is 
taken from ref.[7], the dashed lines are fits to the e+e" and ip 
points, respectively, 
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The solid line represents the ln\js dependence of ref.[7] with a slope 
b=0.058±0.001. The dashed line is a linear fit to the e +e _ points at \)з>4 GeV 
giving b=0.СЛбіО.ООг. The e+e" collisions lead to lower 1/k values, but the 
increase with \Js is not much lower than for pp collisions. 
If hadron production in Mp collisions resembles that in lepton-hadron 
collisions, M +p and Jtp data are expected to lie between pp and e e" data. To 
extract the behaviour of the Μ ρ data, we apply negative binomial fits to the 
available M +p cross sections for n>6 [16,17]. In Fig.4.6b, the resulting 1/k 
values are compared to the 1/k line of UA5. The M +p points are indeed somewhat 
lower than the pp points, in particular when restricting ourselves to 
experiments determining pp as well as Μ ρ data from the same experimental 
set-up (see Table 4.8). The origin of this difference is studied on more 
differential data In Ref.[25]. Because of the rapidity gap dependence of 1/k 
[7], it is due to the difference in rapidity range populated in Μ ρ and pp 
collisions at the same energy. 
Table 4.8 Values of 1/k parameter of negative binomial fits. 
n*p K+p pp 
ρ 1/k X2/ND 1/k X*/ND 1/k )C2/ND 
50 -.015 ± 0.011 2.8/3 -018 t .051 9.1/3 
60 -.016 ± 0.020 1.2/3 --014 i .033 2.8/3 
100 .013 ± 0.014 4.6/5 .033 ± .015 3-5/5 
147 -046 ± 0.007 11.6/7 0.053 ± 0.02 6.4/6 .O65 i .008 14.0/8 
250 .060 ± 0.005 7.O/9 0.057 ± 0.005 8.9/9 .084 ± .013 9.1/9 
The energy dependence of 1/k for ip collisions has been extracted from the 
published multiplicity distributions for vp and up collisions [4,25]. The 
dashed line is a linear fit to the чр and up points with a slope Ь=0.0б2 ± 
0.002. As do the e +e" points, the lp points in general lie well below the M+p 
points. If this trend is confirmed by future e +e" and lp data, the 1/k 
behaviour for Jtp collisions is consistent with that for e +e" and not with that 
for M +p data. Note that the fits have been performed on pure data, without 
correction for leading particles. 
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4.5. CONCLUSIONS 
The topological cross sections and the multiplicity distribution is given for 
π ρ , Κ ρ and pp collisions at 250 GeV/c. The shape of the distribution is the 
same for π ρ and Κ ρ data, but pp data show a lower <n> and higher D than Μ ρ 
data. 
For n>6, negative binomial distributions describe the shape well, but 
generalized KNO functions are equally good at our energy and also describe the 
full distribution. In both cases, the functions are narrower for Μ ρ than for 
pp collisions. 
The average multiplicity grows quadratically with Ins, with nearly identical 
parameters for η ρ and Κ ρ collisions, if the square of the available energy 
is used instead of s. The dependence of D on <n> continues to be linear. The 
intercept is the same for all three types of collision, but the slope is 
flatter for Μ ρ than for pp collisions. Up to our energy, generalized KNO 
functions describe the energy dependence of the shape of the multiplity 
distribution with one parameter for Μ ρ and one for pp collisions. 
If interpreted in terms of negative binomials, the parameter 1/k tends to be 
slightly lower for M+p than for pp data. For both types of hadron-hadron 
collision, 1/k is larger than for e e~ and Xp collisions. 
Appendix 4A The Set of Equations for Corrected Number of Events 
To estimate the corrected number of events per topology (=chargc 
multiplicity), the following set of equations is inverted and solved for the 
N
n
: 
Nf = cf 1«! 1 Nf1 + c f e l 4nel Nf 6 1 - e,, T2 NÌnel 
ε 6 ^ Ν4 + сц Y2 N Ì n e l 
• « 
ε
η + 2
 γ
η
 Ν
η
 + ε
η
 γ
η - 2 Ν η-2 
f o r η = 6, 8, 10 e t c . 
NS = e,, Ν. 
't Ν 4 
η η 
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with the following definition of the symbols 
N® = number of scanned events of topology (=charge multiplicity) η 
N = corrected number of events 
ε = trigger efficiency for topology η 
α = scanning efficiency for topology η (for triggered events) 
Τ = (τη+γη) = f r a c t i o n of events of topology η which have a V o 
or 7 close to the vertex or a Dalitz pair, so that they will be 
scanned as topology η + 2. 
Appendix ΊΒ Consistency of the Two-Prong Cross Sections 
For two-prongs the correction factors are large. To check our result, a 
comparison is made with two other methods of determining the inelastic 
two-prong cross section. 
a) A double logarithmic extrapolation (interpolation for pp collisions) is 
performed from lower energy data (ρ£3·5 GeV/c) [16-18] according to 
o£ n e l = a • bp-n 
This gives the following values at 250 GeV/c: 
o£nel(n+p) = 1.85 ± 0.09 mb 
o|nel(K+p) = 1.2k t 0.06 mb 
02nel(PP) = 3.05 t 0.07 mb 
b) An extrapolation is performed to the portion Ρ = "n^ If/'inel ^  e v e n t s with 
multiplicity nik [29-31]· for the inelastic meson-proton two-prongs this gives 
the following values at 250 GeV/c: 
о 
i n e l(n +p) = I.91 ± 0.11 mb 
o£nel(K+p) = І.35 ± 0.17 mb 
The proton-proton value is expected to be the same as that derived from the 
interpolation in method a). 
We see that our results for the inelastic two-prong cross section, 
σ£ η Θ ΐ(π +ρ) = 1.48 ± О.3О mb 
o3jnel(K+p) = І.36 ± О.3О mb 
<^
nel(pp) = 3.14 ± 0.35 mb . 
are compatible within errors with those obtained by the two extrapolation 
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methods. In the comparison with other data we therefore use the values 
determined by this experiment. 
Appendix ^C The Functions Used to Describe the Multiplicity Distributions 
function/distribution value variable 
1. Negative binomial [9] 
n+k-1 ñ/k n i η 
ρ - г "ir ; "] - ρ 
η
 к-1 1+й/к (l
+
H/k)k n ' 
where the average over the distribution ñ is approximately 
equal to the average multiplicity <n>. 
2 . Wróblewski [20] 
-a-,w 1 (n - a ) 2 л n-oc 2 
*(w)= a e ¿ = - P n . w=-( ) , « = 1 
1 π (<n>-a) n 4 <n>-a 
3 . Buras e t a l . [21] 
• (x)= ( a 1 + a 2 x ) e x p [ - ( a 3 z + a l t x 2 ) ] = (<n>-«)P n . x = ? n J - â · « = 0.9 
4 . KNO-G [ 2 2 , 2 3 ] 
η n-2 
ρ
 =
 φ( ) . φ( )
 =
 ρ 
n
 <η>-1 <η>-1 n 
Φ(2)= - ( 1 - C 2 ) e " a l 2 í with С = \)п \ | a 1 - 2 a 1 
n-2 
S
n
 = -Ф(2) = Σ P. , 2 = 
n
 i=n :L <n>-l 
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Appendix Ίθ The KNO-G Assumption and the Variables 
KNO-G scaling [22,23] needs the assumption, that there exists a probability 
distribution P(ñ) and that it is a continuous function of a continuous 
parameter fi. The discrete probability Pn for η negative particles measured in 
an experiment is then defined in the following way: 
n+1 (n+l)/<ñ> 
Pn = ƒ P(fl) dñ = J *(2)dg , 
η n/<ñ> 
1 ñ ñ · 
P(ft) = — •< — ) , (ζ = — , <ñ> = ƒ ñ P(ñ) dñ * <n>+0.5) 
<ñ> <ñ> <ñ> 0 
where ΨίΖ) is a scaling function normalized by the equations 
ƒ *(2) d2 = ƒ 2 *(2) d2 = 1 
0 0 
In the KNO-G scheme, the data at different energies were found to scale when 
sums S are plotted versus ζ (= n/<ñ>) or 2г with 
5„ = 2 Ρ, = I *(2) d2 = -Φ(2), if Φ(·)=0 
n
 i=n 1 n/<ñ> 
It was found that Φ(2)=-(l-a2)e with a=\Jn\Jb-2b gives a good description of 
the pp data. 
Note: In Appendix 4C we use n=nçH as a variable instead of n=n~ used in 
Ref.[22] and in this Appendix. In this case the definition of 2 becomes 
n" iW-2 npH-2 
2 = —_ = ..mit. B „es: 
<ft"> «^c^ - 2 <nCH>"1 
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5. HONTE CARLO MODELS FOR LOW MOMENTUM TRANSFER PROCESSES 
"Hoe dikker de saus, des te smakelijker" 
In this chapter, an introduction is given to three models for which a Monte 
Carlo (MC) program is available. In the subsequent chapters, predictions made 
with these MC programs (LUND, DPM, Fritiof) will be compared to NA22 data. 
5.1 INTRODUCTION 
A complete description of hadron-hadron (hh) collisions is quite complicated. 
As we have seen in chapter 4, they form a many body problem, and, contrary to 
e+e" collisions, the incident particles are not pointlike. There is a theory 
for strong interactions QCD, Quantum Chromo Dynamics, which in principle 
describes hh collisions. However, low momentum transfer (low pt) processes are 
not (yet) calculable. There are, however, QCD inspired phenomenological models 
giving numerical predictions [1-5]· 
- In general these models are limited to the prediction of inclusive 
distributions, i.e., to the prediction of one characteristic of the events 
averaging over all the other variables. These variables will be defined in 
sect. 6.1.1. 
- Often the predictions are limited to the beam or target fragmentation 
region. The particles in this region are thought to carry remnants (e.g. 
quark flavour) of the incident particles. 
- In some cases, only yields for directly produced particles are predicted. 
Since the amount of decay products from resonances is large (up to -75% for 
pions), this is a severe restriction. 
A comprehensive review of the parton model for low p t physics has been given 
by Fia^kowski and Kittel [6]. In this chapter we will restrict ourselves to 
three models, which provide a MC program in addition to a conceptual 
framework. 
With respect to other phenomenological models there are several advantages in 
using MC programs to compare to our NA22 hh data: 
- Experimental cuts on certain variables can be taken into account, as well as 
experimental restrictions such as limited particle identification or limited 
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momentum resolution. 
- Any distribution calculated for the data, can immediately be calculated for 
the MC events. In fact, in Nijmegen we use the same analysis programs for 
both. 
- The same longitudinal fragmentation scheme of the LUND model is used in the 
description of the different types of collision, e+e~. Ih and hh. The 
possible universality of the fragmentation scheme in these processes can be 
studied. Assuming this universality one can use the parameters determined 
from e e" and Ih data for the fragmentation and study the dynamics of hh 
collisions. In particular, the three hh MC programs LUND, DPM and Fritiof 
applied in this thesis, use the same version (6.1) of the LUND jet 
fragmentation. 
In addition to the advantages mentioned for the present analysis, the MC 
programs can be used to make predictions for collisions at energies much 
higher than presently available, at least if the description of the energy 
dependence is reasonable. Constructors of future detectors can then use the 
generated "background" events to "build" their "paper detector" in such a way 
that it has the required resolution, e.g. to reveal the so far hidden 
"Super-Zoo". 
In using these MC programs, one should keep in mind that the program is not 
necessarily identical to the conceptual framework. One can imagine that, among 
the large number of adjustable parameters, the set reproducing a certain 
effect may not be unique and that an other set may be found to describe the 
same effect equally well. A good example of this type of problem is the origin 
of the seagull effect to be discussed in section 6.2.5-
The three models, MC predictions of which will be compared to the data in this 
thesis, differ in the assumptions for the interaction dynamics. This can be 
seen in Fig.5.1 where the quark lines, in this case for Κ ρ collisions are 
shown. In LUND one single string is stretched. In DPM and Fritiof two strings 
are stretched, but in different ways. These differences are not essential for 
the fragmentation region, because only one string is effective in that region. 
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Fig.5.1 Production graphs for K+p interactions according to the 
a) LUND model 
b) DPM model (dominant lowest order graph is the 2 chain 
graph) 
c) New Lund model (Fritiof) 
On the right hand side the string configurations are sketched 
("Sausage diagrams") 
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A difference may show up in the central region. In view of the development of 
colliders for hh physics, where the central region gets enlarged as compared 
to the fragmentation region, the study of the central dynajnics is important. 
In section 5·2, 5-3 and 5Λ we will give a short description of the three 
models and their implementation into a MC program. In section 5-5. a first 
confrontation with the data is presented in terms of the multiplicity 
distributions shown in chapter 4. 
5.2 THE LUND MODEL 
In the Lund model it is assumed that the hadron-hadron (hh) induced 
fragmentation can be described as a two-step process. In the first step, one 
of the hadron's valence quarks or antiquarks, carrying a relatively small 
fraction of the total momentum, interacts with a quark from the other hadron 
(quark "held-back" effect). In the second step, the "hadron remainder", 
carrying most of the inital momentum, and obviously the quantum numbers of the 
remaining valence quark(s), fragments into a jet-like final hadron state. The 
fragmentation is similar to that of the corresponding quark(s) separated from 
the other in e+e~ or lepton-hadron (Ih)collisions. 
In reference [7], the LUND group proposes a phenomenological model which 
relates this universal fragmentation behaviour to the properties of the 
coloured force field between quarks. For the process e e~-»qq the picture is 
that of a quark q and antiquark q being separated by the available energy and 
of a colour flux tube (string) being stretched between them. 
To simulate the dynamics of the q or q-jet fragmentation, a probability is 
introduced for the string to break up into two pieces, corresponding to the 
production of a q'q' pair in the field. Several breakups may take place this 
way, and the qi from one such q^q^ pair then combines with the ^ from the 
adjacent qoqp pair to form a q j ^ c o l o u r singlet meson. 
Some details about the qq pair creation are: 
- The actual choice of the qq pair to be produced is governed by the 
distribution 
Π—Ζ ^«2 π«Ζ 
—-ШІ. —-m —Dì. 
β
 κ t
 ж e
 к
 e KPt (V.l) 
where к =1 GeV/fm =0.2 GeV'is the energy density along the field, m the mass 
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of the produced quark and p^ its transverse momentum. 
This formula implies a suppression of heavy quark production for a soft 
hadronization process and a Gaussian suppression of transverse momentum. 
Suppression factors for the production of uu, 3d, is, cc are 1:1:0.3:10 , 
respectively. 
- Instead of a qq pair, a diquark-antidiquark pair (qq-qq, colour 3"3) can be 
produced. The suppression factors can be calculated from the assumptions on 
the masses. The following values are used [1]: 
m(ud)0 = 420 MeV 
m(us)Q = 590 MeV (The index denotes the spin 
m(uu)1 = mfud)]^ = 490 MeV of the diquark) 
m{us)1 = 640 MeV 
m(ss)1 = 790 MeV 
- The ratio of scalar meson to vector meson production, expected to be 1/3 
from spin statistics is set to one for n/p and 2/3 for K/K*, to achieve 
agreement with the data. In the original version, tensor meson production is 
suppressed. 
Additional information on the function used to describe the breakups and many 
other details involving the simulation process can be found in Refs.[l,8] and 
references cited therein. The first reference also gives a full discussion of 
the physical ideas behind the model. 
The MC version of the model has been very succesful in describing e+e~ and Ih 
collisions [6]. In both cases, the formation of a single string is natural. 
For hh collisions this is not the case. There, the position of the initial 
valence quarks on the string, relevant for the results, are incorporated by 
rather arbitrary assumptions concerning their momentum distributions (see 
Fig.5.la). This is especially true for the "held-back" quarks. In the models 
described in sect. 5-3 and sect. 5·4 one tries to improve this situation. 
In the π ρ, Κ ρ and pp collisions being studied in this thesis, the beam 
particles differ with respect to quark content. In the л the u and 3 quark 
are treated in a symmetric way. In the standard version of the program the u 
and s quark in the K + are equally often "held back". A better description of 
the data is obtained if the u quark is held-back twice as often as the I 
quark. The quarks in the proton are treated as a quark-"diquark" system in 
which the quark is always the one that is "held-back". However, the "diquark" 
quarks are also spread out and the "diquark" concept is only active if the 
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quarks recombine into a baryon. 
In the standard version, valence quarks are allowed to recombine into beam-
end target-like particles. It will be shown that this mechanism is not 
supported by our data. 
З.З THE DUAL PARTON MODEL (DPM) HONTE CARLO VERSION 
It seemed desirable to find a model in which the assumed momentum distribution 
of the string ends followed from some independent reliable considerations. 
This inspired the construction of quark fragmentation models based on dual 
topological unitarisation (DTU) (See e.g. [2] for a detailed description). 
References to other similar approaches are given in [6]. 
In the Orsay version [2] of the model, it is assumed that the interaction 
separates the valence quarks of each incident proton into, a quark and a 
diquark. In the case of a meson, quark and antiquark are separated. To 
neutralize these coloured parton systems, two multiparticle chains are formed 
between beam and target partons. The model predicts how the energy is 
distributed among the two chains [9]·* For a K+p interaction, the stretching 
of the two chains from the K+ to the proton is shown in Fig.5.lb. 
For high energies (top-ISR and higher ) more chains are predicted and needed 
to describe the rise of the rapidity "plateau", the forward-backward 
correlations and other "central region phenomena". 
The DPM-scheme has been implemented into Monte Carlo programs by several 
authors [10], [11] and recently also an Orsay version is available. We will 
use a version similar to the one described and used in [11]. 
The prescription for slow ("held-back") valence quarks given in [2] is: 
f5.d <*> - Á и-*)" ( л > 
With χ being a reduced momentum to be defined in section 6.1.1. This form has 
been used for incident protons as well as for pion and kaon beams. The 
* In the version used for this thesis, the two chain configuration is chosen 
if the energy of each string is larger than 1.6 GeV, otherwise the 1 string 
configuration is made. This happens for 30X of the events. 
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parameter « can be derived in the DPM scheme and is equal to 1.5· 1·33ι -0.5 
for ρ, Κ , π respectively. The probability for a non-strange valence quark to 
be "slow" is now given by formula (V.l). 
5.4 FRITIOF. A MC VERSION OF THE NEH LUND MODEL 
In ref. [12] an extended scenario of the LUND model for hadronic collisions is 
presented. Especially the string connection problem is solved in a way 
different from both the "Old" LUND model of sect. 5.2 and the DPM approach of 
sect. 5·3· 
One assumes that during the interactions when their colour fields overlap, the 
partons of the colliding hadrons exchange, momentum via multiple soft gluon 
exchange. This exchange can give a sizeable excitation of each hadron, even if 
no individual collision is hard enough to distort the field configuration, 
causing e.g. a breakup and subsequent recoupling of the strings. So, for 
ordinary low-pt collisions high mass excitation, but no exchange of colour 
quantum numbers is assumed for the colliding hadrons. 
The two excited systems are assumed to behave like strings in e e~ 
annihilation or deep inelastic lepton hadron scattering. 
As in e e and Ih scattering, it is possible to radiate a gluon acting as a 
kink in the colour field, and showing up as a third jet. This single gluon 
emission process is included according to the perturbative QCD rules. 
The masses M and M' of the excited hadrons are generated according to the 
probability distribution 
dM2 dM'2 
Prob . (V.2) 
M2 M'2 
The kinematically allowed region is determined by Mim^, M'imp and M+M'</s with 
m-, 2 being a cutoff mass as e.g. the lowest mass particle with the proper 
quantum numbers. In practice the p(K*) mass is used instead of the π(Κ) mass 
in π(Κ) excitation. 
The authors state in [12] that "The basic motivation for our assumptions is 
the success of the ensuing model". 
Some remarks about Fritiof: 
1. The main differences from the old LUND model are the fragmentation of two 
strings, with masses given by formula V.2, and the possibility of gluon 
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emission. 
2. A further difference is the occurence of small excited masses e.g. m <M<1.2 
GeV/c* for an incoming proton. In this case, the generated event is 
adjusted so that M equals the initial mass m . The probability for such 
events to occur is adjusted to the experimentally observed cross section 
for diffractive excitation. For л+ excitation the limit is 1 GeV/c2. 
Note: The so-called diffractive events can be recognized afterwards and 
their influence can be studied. 
3. Hard parton-parton scattering is neglected, so the model is expected to be 
valid to describe minimum bias events up to the ISR energy region, but not 
above. 
k. The model can be extended in a natural way to hadron-nucleus and 
nucleus-nucleus collisions (not used in this thesis). 
5. In case of a π or К beam particle, there is a choice to be made whether 
the u quark or the 3(s) antiquark is leading. As in the other MC programs 
LUND and DPM we choose u in 50% (33-3%) of the cases for a n+ (K+) beam. 
5.5 DIFFERENCES BETWEEN THE THREE MODELS AND A FIRST CONFRONTATION 
The main differences between LUND, DPM and Fritiof are: 
- the way the strings are stretched, 
- the parton positions on the strings, 
- inclusion of "diffraction" in Fritiof, but not in LUND and DPM, 
- the possibility of a recombination mechanism for valence quarks in LUND, 
absent in DPM (for the two string configuration) and only present to form 
"diffractive" events in Fritiof, 
- the possibility for gluon-radiation in Fritiof, 
- the possibility for a large number of strings in DPM. 
In all versions the same "standard values" for the string fragmentation 
parameters have been used. However, the scheme has been extended by the 
introduction of tensor mesons. One of the following tensor mesons a2(1320), 
f2(1270), к2(11*30) or f2(1525) can be chosen if the necessary energy and the 
appropriate q or q flavour is available. For the percentages of 
scalar:vector:tensor mesons (50:50:0%, in standard Lund) 50:32.5:17.5% have 
been chosen. The "real" percentages of mesons produced differ from these 
values. In the Fritiof MC we find that for pp collisions at /s=22 GeV they are 
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58:31:11#· The reason for this extra suppression of heavier mesons is that the 
energy available in the string sometimes is not high enough to produce a 
tensor or vector meson. 
In the subsequent chapters we will study how sensitive these MC programs are 
to some of the mentioned (and other) differences and how well they can 
describe the data of the NA22 experiment. 
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In this section we will compare the predictions to the multiplicity 
distributions already presented in chapter Ц. In Fig.5.2, P
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plotted versus n, for inelastic π ρ, Κ ρ and pp events together with the model 
predictions. 
As stated above, LUND and DPM do not include diffraction dissociation 
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contributing to the lower multiplicities in the data. The two models are, 
therefore, normalized to the total non-single-diffractive cross-sections, 
where 0diff=3-75, 3-06 and 6.9^ mb is used for n*p, K+p and pp collisions 
respectively. As a consequence, a difference is expected to be visible for 
n=2, 4 and 6. As one can see from the full lines in fig.5.2, Lund does not 
describe the data at all. DPM is better, but the two-string version used here 
fails to describe the high multiplicities. 
The prediction from Fritiof, where a "diffractlve" component is included, can 
reproduce the low, but not the high multiplicities. The curve is normalized to 
the total inelastic cross-sections, "inei· The lack of high multiplicities is 
therefore compensated by too high expectations for 6 and 8 prongs. 
In conclusion, none of the three models describes simple multiplicity 
distributions as well as the negative binomial distribution used in fig.4.1. 
One could stop here and try to understand the reason for the success of the 
negative binomial from more basic principles and see how far the success can 
be carried to more differential distributions of the data. This approach will 
be followed in the thesis of F. Meijers [13]· 
Here, we want to follow the alternative line of tracing the shortcomings of 
the models in more differential data, with the aim to point out where existing 
models can be improved or which important ingredients should not be missed in 
new ones. 
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6. CHARACTERISTICS OF CHARGED PARTICLE PRODUCTION AT 250 GeV/c 
In this chapter we present several characteristic properties of charged 
particle production, e.g. those displayed by the inclusive and semi-inclusive 
distributions. For n*p and K+p, these distributions so far have only been 
studied in experiments with lower beam energy (see e.g. the papers by the 58 
GeV/c ACCMOR [1], the 70 QeV/c BEBC [2] and the ΙΊ? GeV/c IHS [3] 
collaborations). For pp (pp) collisions data at much higher energy (ISR and 
SppS) are available. There, the inclusive distributions have mostly been 
studied with a limited acceptance, however, since the data are usually 
restricted to the central region of the collision. Of course, even in limited 
acceptance regions a comparison of our precise data (/s=22 GeV) to the much 
higher energy data (/s=5it0 GeV) of the SppS will be interesting. In 
particular, this large lever-arm in energy has proven to be useful in studying 
the energy dependence of the negative binomial parameters ñ and к for 
multiplicity distributions in limited rapidity intervals (see thesis of F. 
Meijers). (The difference between pp and pp collisions, mainly due to 
annihilation is expected to be negligible in the central region at these high 
energies.) 
We will start by presenting in Sect. 6.1 the variables, sample selection 
criteria and the correction procedures for the reconstructed л ρ, Κ ρ and pp 
collisions obtained at a beam momentum of 25O GeV/c. The sample on which the 
analysis is based comprises, after application of the cuts, 30970 л ρ, 36232 
Κ ρ and 5836 pp collisions. In Sect. 6.2 we will extend the studies started on 
lower energy n+p and K+p collisions to our energy and compare our pp data to 
higher energy data on pp and pp collisions. In addition to this comparison, 
the effect of acceptance limitations on the average transverse momentum versus 
multiplicity is studied. In Sect. 6.2 we will show predictions from the Monte 
Carlo programs LUND, DPM and Fritiof discussed in chapter 5· In all cases the 
experimental bias due to particle misidentification is incorporated into the 
models.* In Sect. 6.3 we give the conclusions. 
* For particles with p<0.6 GeV/c the proper mass is used. For particles with 
p>1.2 GeV/с the pion mass is taken. For 0.6<p<1.2 GeV/с a linear transition 
in probability is made between using the proper mass and the pion mass. 
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6.1 VARIABLES, SAMPLE SELECTION AND CORRECTION PROCEDURES 
6.1.1 Introduction 
The full kinematics of an η-body final state is described 
by 3n-4 variables and therefore quite involved. One, therefore, often limits 
oneself to the study of one single particle С in the so-called "inclusive" 
reaction 
A+B •» C+X . 
In this reaction, X stands for whatever else is produced besides C. At given 
cms energy Ja, and given mass т^, particle С is described by its three 
momentum components. One of the components is usually chosen along the beam 
direction (the longitudinal momentum pii) , the other two lie in the plane 
transverse to the beam direction (transverse momentum 2-vector). If the 
incoming particles are not polarized, there is symmetry around the beam 
direction, and the length p t of the transverse momentum 2-vector is 
sufficient. 
In hadron-proton collisions, generally the average transverse momentum is 
almost energy independent at <pt>=0.4 GeV/c, while the average longitudinal 
momentum grows like 
<IP//I> ' /s / <n> « /s/lns. 
In comparing data at different energies, one therefore often uses a reduced 
longitudinal (Feynman-x) variable 
2pJ pj 
—"• or x
u
 = —
a
-
P* 
F
 "7r F 
with pji and Рщад being the cms longitudinal momentum and its maximum possible 
value. 
In the two variables (xp, p t ) , inclusive single particle production can be 
desribed by the cross section 
d'o 
or i t s Lorentz-invariant form (s tructure function) 
dxpdp^ 
2E* dJ о 
njs dxpdpi 
Because of the small and constant value of <Pt>, these distributions can, for 
a first analysis, be further integrated over p^ .. For the Lorentz-invariant 
form, this becomes 
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r 2Е* d'o 
f(xF) = -7- ------ Ή 
Of course, instead of integration over pi, integration over Xp is possible, 
and the corresponding pi (or p t) distributions will be studied. 
In both cases, correlations between Xp and p t are lost. We shall see in 
Sect.6.2 that they not only exist, but also represent a more severe 
restriction on models than the integrated distributions. 
In addition to Xp, one can use 
- the rapidity y=l/2 ln[ (E+p//)/(E-p;/) ], which has the nice feature that a 
longitudinal Lorentz transformation results in a simple shift of the axis 
(if ï=cosh(u) у^Уі+и), 
- the pseudo-rapidity Ti=-ln(tge)=-ln(pt/p//) , which is a good approximation of 
y if p;/>>pt>m. This latter variable is used in experiments, where only 
angles, but no momenta can be measured. 
Note that y and η are not strictly longitudinal variables, they contain also a 
P t part. They will be calculated using the CMS momenta. 
6.1.2 Sample selection criteria 
At several stages of the reconstruction chain losses occur. These losses and 
the selection criteria for the event sample PMAX used in this chapter are 
described in appendix 6A. 
Consistency checks have been made with a slightly less restricted sample 
(CTOPOK) in which no cuts have been applied on tracks and with an even more 
restrictive sample (POBAD) consisting of events with no bad tracks at all. 
These samples are 4% larger and 43¡i¡ smaller respectively. We find that the 
full CTOPOK sample is not usable for a precise pt study. However, the very 
strict cuts of the POBAD sample are not necessary. In Fig.6.la and b the 
ratios of the normalized pt and xp spectra are plotted for the PMAX/CTOPOK 
samples and the POBAD/PMAX samples. In Fig.6.1c we show the ratios of pt and 
Xp spectra for PMAX with the described track criteria and PMAX with very loose 
criteria for the track quality. Including these tracks with a low quality 
would bias the pt distribution for large p t values. 
By normalizing the event samples per multiplicity to the topological 
cross-sections of Sect.4.3 we correct for multiplicity dependent losses. We 
neglect here other phase-space dependent losses. 
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Fig.6.1 The ratios of the normalized p t and Xp spectra are plotted for the 
following samples a) "PMAX" divided by "CTOPOK". b) "POBAD" divided 
by "PMAX", c) PMAX (with strict track quality criteria) divided by 
PMAX (with loose track quality criteria). 
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These can occur from the measuring and reconstruction errors (A and В from 
appendix 6A). 
From Fig.6.1, we see that there is a p t dependence of the quality constraints 
D and E for tracks with a large p t. The cut on the beam hybridization (C) is 
clearly not phase-space dependent. 
Our study will concentrate on inelastic particle production. The elastic 
events are removed by a kinematic fit and in addition by a simultaneous cut on 
the missing p t (100 MeV/c) and on the missing longitudinal momentum (9 GeV/c). 
Using these criteria, 5% of the events are excluded as "elastic". 
The LUND and DPM MC programs furthermore, do not include diffraction 
dissociation. In some cases, diffractive events are therefore removed by the 
requirement that no track with |xp|>0.88 must occur in an event with паб 
tracks. This criterium is satisfied by 12A% of the events. 
6.1.3 The correction-procedure for event and track losses 
To correct for event losses, we first apply a "trigger" weight depending on 
the event topography. Then we correct for the event losses discussed in 
appendix 6A by normalizing to the topological cross sections given in Sect. 
4.3. 
A full description of the trigger logic is given in Sect. 2.3 and in Fig.2Л a 
schematic view of all the trigger components is shown. 
щ--
m 
W2(6) 
W2(1) 
Fig.6.2 The components of the interaction trigger. 
The "trigger" weight corrects for the loss of those inelastic events which do 
not fulfil the level 1 or level 2 trigger criteria of Sect.2.3. The biasing 
part of these levels is given by: 
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m 
[ITH>2 + ІТ (2)] (level 1) 
ITH(n>l) · Σ W2(n<3) (level 2) 
1,6 
In Fig.6.2 we show the components which cause a bias by excluding certain 
event topographies. The recipe for the trigger weight calculation and a check 
of this procedure is given In appendix 6B. 
To correct for the tracks rejected in an event due to the quality criteria of 
Sect.6.1.2, we apply a weight depending on the charge of the track and the 
topology of the event. It is defined as 
0 tracks (of given charge and multiplicity) 
W = 
# accepted tracks (of given charge and multiplicity) 
The final corrections for the π ρ sample including diffractive, but excluding 
elastic events are given in tabel 6.1. 
Tabel 6.1. 
Charge 
+ 
The Charge and 
2 4 6 
1.001 1.07 1.09 
1.07 1-07 
Multiplicity dependent weights 
Multiplicity 
8 10 12 14 16 
1.07 1-08 1.08 1.07 1.07 
1.07 1.07 1.07 1.07 1.08 
18 
1.07 
1.07 
¿20 
1.07 
1.06 
The percentages of events with 1, 2 and 3 tracks rejected are 30#, 11% and 2%, 
respectively. 
6.1.4 Mass-assignements 
To calculate the CMS momentum one has to know the mass of the particle, in 
addition to its momentum. 
The appropriate mass is used for particles which are clearly recognized (like 
electrons or positions spiraling in RCBC or pions decaying via the chain 
п-ц-е). For tracks with lab momentum p<1.2 GeV/c, the ionization scan results 
are used if they are available (36X of the data). If no ionization results are 
present, we use an "automatic" ionization measure. This results in the proton 
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mass being used for positive tracks if: 
- a track with р^дра1.2 GeV/c is flagged as a proton candidate at the 
measuring stage (either because its endpoint is in the bubble chamber or 
because of its high bubble density) and the proton GEOHYB massfit is 
present; or 
- if the momentum for the proton hypothesis is smaller than 700 MeV/c and the 
"probability" difference between the proton and pion fit is larger than 5% 
(note that it is not really a probability but a connected estimator for 
which the cutoff value of 5% has been tuned). 
In all other cases we use the pion-mass. 
A comparison between the ionization results and the results of the "automatic" 
procedure (table 6.2) shows disagreement for less than 52 of the events. 
Detailed notes on the quality assignments of tracks and vertices, the cuts and 
rules used for the choice of a specific mass hypothesis are given in [4]. 
Table 6.2 Compar: 
automatic 
scan results 
proton 
pion 
rest 
ison between ionization scan 
Ionization scan results 
Unique 
proton 
5221 (30.8%) 
196 (1.1%) 
0 
Ambiguous 
proton/ 
meson 
235 UM) 
319 (1.9%) 
0 
and "automatic" 
10 
Unique 
meson 
643 
,066 
5 
(3.85!) 
(59-3%) 
scan 
Neither 
meson/ 
proton 
28 
3t 
21Í» 
(0.2*) 
(0.2%) 
(1.3%) 
6.2 CHARACTERISTICS OF HADRON-PROTON COLLISIONS AT 250 GEV/C 
6.2.1. The Longitudinal Distributions 
In Fig.6.3, the structure function f(xp) is given for negative particle C" 
production in n+p, K+p and pp collisions, respectively. In these collisions 
negative particles represent the production of particles better than 
positives. In the latter, the influence of the (positive) incident particles 
is difficult to isolate. Furthermore, misidentification of protons distorts 
the distribution of positives, but not that of negatives. 
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Fig.6.3 The structure functions f(xF) for negative partiele production in 
n+p, K+p and pp collisions at 250 GeV/c. The K+p data are compared to 
the 32 GeV/c data. The π+ρ data are compared to the predictions of 
the three MC programs described in the text. 
Our K+p data in Fig.6.3b are compared to those at 32 GeV/c [5]. From this 
comparison one can see the two properties of single particle production 
already observed at lower energies: 
1. scaling (i.e. energy independence) in the fragmentation region (χρϊΟ.3) 
2. non-scaling, more precisely a rise of f(xp) with increasing /s in the 
central region (xp=0.0). 
This second property is also nicely seen in Fig.6.4 where the do/dy 
distribution is shown for K+p experiments. We see the effect of the larger 
available phase space (У
ш а х
=
 l n (У3/01)) at 250 GeV/c and the rise of the 
rapidity plateau with energy. 
For the case of n+p collisions in Fig.6.3a, we show the predictions from the 
three MC programs described in chapter 5· All three MC programs describe the 
general trend of the data, namely a maximum at xp=0.0 and a fast fall-off on 
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both sides. In more detail, LUND predicts too low a cross section at xp=0.0 
(see also Fig.6.4) and too fast a fall-off for Xp>0. For DPM and Fntiof, the 
agreement at xF=0.0 is better, but in Fntiof the fall-off is too slow at 
xF<-0.3. 
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Fig.6.1» The do/dy distribution for K+p-»C"X for 32 GeV/c and 250 GeV/c. The MC 
predictions are shown for 250 GeV/c. 
For positive particles, the g| distribution is strongly influenced by the 
contribution from diffraction dissociation. This is clearly seen for |хр|к1 in 
Fig.6.5· There we break up the distributions into the contributions from 
individual charge multiplicities n, so-called semi-inclusive distributions. As 
we have already seen in Fig.5.2, the MC programs do not reproduce the 
multiplicity distribution. The predictions in Fig.6.5 are, therefore, 
normalized to the corresponding topological cross-sections of Sect.4.3· 
As pointed out before, LUND and DTU are not expected to reproduce these peaks. 
We also see that the so-called diffractive events from Fntiof do not give the 
same sharp diffractive peak at |хр|А1 as the data. 
97 
-О 
E 
χ 
b 
•о 
_ 2-PRONGS 
10 
10 
LUND 
DPM 
Fritiof 
. 4-PRONGS r 
j ι ι ι ι ι L 
I 6-PRONGS 
10 
j ι ι ι ι ι ' 
. ^8-PRONGS 
- 1 . 0. 1. 
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with MC predict ions as indicated. 
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Our pp data can be compared to the non-diffractive data at /ε=5^0 GeV of the 
UA5 collaboration [6]. Since no momenta can be measured in that experiment, 
the pseudo-rapidity τι in the cms has to be used. 
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^ 3. 
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PSEUDO-RAPIDITY η 
Fig.6.6 The l/o(do/dn) distribution for non-diffractive pp collisions at 
Js=22 GeV compared to the UA5 data /s=5/)0 GeV [7]. 
As can be seen in Fig.6.6, the difference in plateau height in the density 
distribution 
p(n) = l/oND«do/dn 
is enormous. Yet, as shown in Fig.6.7. a nice form of visual scaling emerges 
[7] if R
n
=p
n
(0)/p(0) is plotted as a function of n/<n> [with 
P
n
(0)=l/o
n
'do
n
/dn|n=0 and ρ(0)=ΣΡ
η
Ρ
η
(0)]. The same diffractive cut as to the 
data is applied to the events generated by the MC programs. The MC 
predictions, also shown in Fig.6.7 are too high for the low multiplicity 
region. 
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Fig.6.7 Values of pn(0)/p(0) plotted versus n/<n> at 200, 540 and 900 GeV 
(pp) UA5 and 22 GeV π+ρ (NA22), with MC predictions as indicated. 
6.2.2. Bean Effects 
In our experiment, we can, furthermore, look for the influence of the beam 
particle on single particle production, by comparing the distributions from 
n ρ, Κ ρ and pp collisions. We will limit ourselves to the do/dxj,. 
distributions. These are better suited to give detailed information on the 
fragmentation region, where the differences between the π ρ, Κ ρ and pp 
collisions are to be expected. In Fig.6.8a, the ratio К p+C~X/n p-»C~X is 
plotted and in Fig.6.8b the ratio рр-»С~Х/тт+р->С"Х. (Note that from an 
experimental point of view plotting ratios has the advantage that certain 
systematic biases are cancelled.) 
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Fig.6.8 a) The ratio R(xp) of the do/dxF distribution for K
+p-»C"X to that for 
тт
+
р+СГХ; b) The same ratio R(xF) for pp->C"X to that of n
+p->C~X, with 
MC predictions as indicated. 
In both. Fig.6.8a and b, the ratio stays close to unity in the proton 
fragmentation region Xp<0.0. This observation suggests that target proton 
fragmentation does not depend on the beam. In the beam fragmentation region 
(xp>0), both ratios drop quickly with increasing Xp. In both, K + fragmentation 
and ρ fragmentation, negative particle production is less forward (softer) 
than in pion fragmentation. From this we can deduce that the s anti-quark in 
the К meson is more leading than the 3 anti-quark in the pion and, using a 
diquark picture for the proton, that one of the partons in the proton (the 
diquark) is more leading than the single quark in the pion. The precise amount 
differs from one model to the other and is determined e.g. in the Fritiof MC 
program by a parameter a. This parameter a is equal to the fraction of events 
with a leading s quark. In Fig.6.8a we show the three MC curves for <κ=0.67 for 
all three models. Varying « shows that this is a reasonable value to describe 
the data at our energy. 
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6.2.3 The Inclusive p t Distribution 
Our results on the do/dp^. distribution for the reactions n+p*C"X. K+p->C"X, 
pp-»C"X and я+р-»СХ, K+p+CX, pp+CX are shown in Fig.6.9. The do/dp2,, spectra can 
be described by a sum of two exponentials 
do/dp»^ (expl-pyb^+R exp(-p!t/b2)) (VI.1) 
The resulting values for R, bj and b2 are given in Table 6.3 and the fits are 
shown in Fig.6.9 for Κ ρ and pp collisions. A comparison to lower energy data 
[2] shows that the difference of the two slopes increases with energy. 
p? (GeV/c)1 
Fig.6.9 The do/dpi distribution for our three beam types and all as well as 
negative outgoing particles. For π ρ collisions, the MC predictions 
are given. For Κ ρ and pp collisions the fits to the form VI.1 is 
plotted. 
In fact, our fits suggest that a two slope parametrization is not sufficient. 
Due to acceptance limitations, experiments at higher energy (ISR and collider) 
usually have to use a cut on p t around 150 MeV/c. In calculating the average 
P t they cannot use formula VI.1 for an extrapolation to low pi values, because 
of the increase of the difference between the two slopes. Instead, they 
usually correct for this cut by extrapolating the result of the l/pt(do/dpt) 
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distribution to the single slope fit of formula VI.2 [8] 
l/pt(do/dpt = A 1 exp (-Pt/b1) (VI.2) 
By applying this parametrization they ignore the cry of despair from Hagedorn 
[9. page kO]: "If drastic approximations must be made, ехр[-\](рі+тг )/T] not 
only covers the Gaussian and the linear exponential, it also is the physically 
best motivated one". He adds in a footnote: "I have been trying to propagate 
this simple consideration for about 15 years; it seems to be in vain". We 
apply both formulae VI.2 and VI.3 to fit the l/pt (do/dpt) distribution. 
Fig.6.10 The l/pt (do/dpt) distribution for our three beam types. The MC 
predictions for n+p collisions and the results of fits to the forms 
VI.2 and 3 for the K+p and pp collisions are also plotted. 
The fit results for 
l/pt(do/dpt) = A1 exp[-^(p
!
t+m»)/T] (VI.3) 
are obtained by using Τ and m as fit parameters. In ref. [9] it is assumed 
that VI.3 is a thermal distribution with m representing the mass of the 
particles at temperature T. Also the fit results for formulae VI.2 and VI.3 
are given in table 6.3. both for an interval 0.025<pt<l. GeV/c and an interval 
0.025<pt<2. GeV/c. 
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Table 6.3. Parameters from fits to do/dp!t (VI.1) and l/pt(do/dpt) (VI.2,3) 
Formula/ ii+p->C"X n+p+CX K+p->C"X K+p->CX pp->c"X pp+cX 
parameters 
VI. 1 Plt<3.0 
R 0.117±0.00't 0.135±0.004 0.11810.004 0.138±0.004 0.10110.005 0.119±0.005 
bj^  0.07 ±0.01 0.08 ±0.01 0.07 ±0.01 0.08 ± 0.01 0.09 ±0.01 0.09 ± 0.01 
b 2 0.44 ±0.01 0.48 ±0.02 0.45 iO.01 0.49 ± 0.02 О.38 ±0.02 0.45 ± 0.02 
X!/NDF 2.0 I.9 2.5 1.9 1.3 2.4 
VI.2 0.025<pt<l. GeV/c 
b-L 0.173±0.001 0.183±0.001 0.173±0.001 0.185±0.001 0.168±0.001 0.182±0.001 
X2/NDF 1.8 1.8 1.8 1.6 1.0 1.4 
VI.2 0.025<pt<2. GeV/c 
b-L 0.17110.001 0.181±0.001 0.17210.001 0.l84±0.001 0.172±0.002 0.18210.002 
)t2/NDF 1.2 1.5 1.9 1.6 1.6 1.6 
VI.3 0.025<pt<l. GeV/c 
m 0.14910.14 0.15б±0.020 0.14210.014 0.15210.013 0.14810.020 0.16010.020 
Τ 0.15610.002 0.166±0.002 0.158±0.O02 0.16910.002 0.154l0.002 0.16510.003 
X'/NDF 0.2 0.2 О.З 0.2 0.2 0.3 
VI.3 0.025<p t<2. GeV/c 
m O.O981O.OI5 O.IO81O.OI O.O8510.O2 0.098±0.02 0.112±0.02 0.110±0.02 
Τ 0.166±0.002 0.176±0.001 0.168±0.002 0.l80±0.001 О.І621О.ООЗ 0.17410.002 
X2/NDF 0.9 0.9 LT 1.1 О.? 1.2 
A comparison of the X!/ND values shows that indeed formula (VI.3) gives the 
best description of our data. In Fig.6.10 we show fitted curves for Κ ρ and pp 
collisions in the interval 0.025<pt<2.0 GeV/c. 
We compare the predictions of LUND, DPM and Fritiof to our n+p data in Fig.6.9 
and 6.10. The first two models fall off too fast, i.e. fail to describe the 
large p t tail. Fritiof, in principle including gluon radiation, does 
considerably better there and probably can be tuned to a correct description. 
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6.2Λ The <pt> and its Dependence on Multiplicity 
The transverse momentum averaged over all charged particles for я+р, K+p and 
pp collisions at Js=22 GeV is <pt>=367±3. 371±3 and Зб7±4 MeV/c, respectively. 
At lower energies <pt> is not very different, but as the energy increases, 
<pt> starts to rise. At 5^0 GeV, a value of <pt>=424±10 MeV/c has been 
measured [10]. A more detailed study of this constancy at lower energies and 
rise of <pt> for higher energies can be performed on the multiplicity 
dependence of <pt>. Indeed, in very high energy collisions a strong 
correlation between <pt> and the charged multiplicity η has been observed 
[10]. This correlation can be attributed to several sources: 
- A thermodynamic p t generation mechanism, with the interesting prediction 
that the traces of a transition to a quark gluon plasma might be observable 
in a flattening of the <pt> vs η curves (an alternative could be that this 
flattening seen in the UA1 data is just due to kinematics) [11]. 
(900 GeV) 
0 55 
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Fig.6.11 Average transverse momentum <pt> as a function of the charged 
multiplicity for the jet and no-jet samples in pp collisions at 
\Js=900 GeV. [12]. 
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Fig.6.12 Linear approximation of <pt> vs charged mult ip l ic i ty for various 
energies. 
a) pp at /s=900 GeV b) pp at /5=63 GeV 
c) n+p at /s= 22 GeV d) K+p at /s=ll GeV 
e) K+p at Js= 8 GeV 
- The effect of a hard scattering component on top of the soft-scattering 
component. However, a splitting of these two components (performed by the 
UA1 experiment, see Fig.6.11) still shows a large correlation for the "soft" 
component, whereas the "hard" or "jet" component shows less correlation 
[12]. 
- In a recent paper [13], the authors describe this rise in the DPM framework 
by using two indistinguishable semihard mechanisms, either adding hard 
gluons or extra p t for the partons on the ends of the strings. This 
correlation has also been observed at ISR [8], although not as strong as at 
collider energies. It may be interesting to note that a stronger correlation 
is seen if a cut on p t is applied [14]. 
Comparing in Fig.6.12 the highest available energy data to some intermediate 
and low energy data, we see that <Pt> is approximately energy independent for 
low multiplicities. The slope is becoming larger for higher energies. Thns 
I I I I I I I I 
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leads to a fast increase of <Pt> with energy for high multiplicities. However, 
the values compared here have been obtained with different cuts applied to the 
corresponding data. 
- The UA1 data have |η|<2.5 and are corrected for a pt>150 MeV/c cut. 
- The ISR data have |y|<2 and are corrected for a pt>150 MeV/c cut. 
- The NA22 data have no cuts, all particles are used. 
- The BEBC and Mirabelle data have no cuts. All protons in the backward 
region, р,дд<1.2 GeV/c are identified. 
To see the effect of some of these cuts, we use the NA22 data for η ρ, K+p and 
pp together. This is possible, since no serious beam-dependence has been 
observed. In Fig.6.13. the effect of using a restricted rapidity interval is 
shown. In Fig.6.14, the effect of a cut on p t is shown for the rapidity 
intervals |y|<0.25, 0.5 and 2.0. In addition, the effect of using |n| instead 
of |y| can be seen from the fifth row. 
The conclusions to be drawn from figures 6.13 and 6.14 (for our energy region) 
are: 
1. The difference between using л or у intervals amounts to a shift of <pt> of 
about 10 MeV (Note that the UA1 data from Fig.6.10 would be in even better 
agreement with the other data points at the low multiplicity region if this 
shift was applied). The average transverse momentum at multiplicity n=2 
would be <pt>=385 MeV/c, in agreement with our value. 
2. For larger cuts on p t, the slope of <Pt> vs η gets larger. In addition, we 
can see that this effect gets larger for smaller rapidity spans. 
3. The use of dn/dy as an absolute measure of the density [8] seems wrong. As 
we can see in Fig.6.13, the slope of <Ρ»-> vs η does not change much when we 
go from -líyál to -0.5äy£0.5 (both intervals are in the central "plateau 
like" region). However, because of lower dn/dy in the former, the slope of 
<p1.> vs dn/dy will change by a factor 2! 
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Fig.6.l4 The dependence of the shape of <pt> versus charged multiplicity for 
the following selection criteria: horizontally, 3 different rapidity 
regions and vertically, Ί different values of a p t cutoff. The fifth 
row contains the same p t cutoff as the second row (150 MeV/c) but 
here pseudo rapidity instead of rapidity intervals are used. The MC 
predictions are given for LUND, DPM and Fritiof (solid dash 
dash-dot). 
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The plots are of interest, because the mechanisms proposed to explain/describe 
the collider data may already be needed to describe our lower energy data, 
especially when cuts on p^ are applied. In Fig.6.14 we show that indeed 
without special p t adjustments, neither the DPM nor the LUND MC can describe 
the correlations for the plots with a large p t. Although Fritiof gives a 
reasonable description of the overall p t distribution (see Fig.6.9 and 6.10), 
the addition of gluon radition clearly overestimates the correlation between 
<pt> and multiplicity in the limited rapidity intervals. 
From results shown above, it seems obvious that if an (acceptance) cut on p^ . 
is applied, the results should also be given for the uncorrected <pt> data. 
Applying these cuts may prove to be even interesting in itself because the 
correlation between <pt> and η is larger in this case. 
6.2.5 The Sea-Gull Effect. 
In Fig.6.15, the correlation between Xp, and p t is shown in the form of the 
invariant average <Pt>E
 a s a
 function of Xp. Because of its characteristic dip 
at Xp^O, the distribution is known as the "sea-gull". Although the correlation 
was already observed in I960 in a cosmic ray experiment [15], the effect has 
recently regained attention because of the spectacular rise of the sea-gull 
wings in e e , vip and up collisions [16] with increasing energy. There, the 
introduction of hard and soft gluons is used to explain and describe the 
effect in the LUND fragmentation framework. 
From Fig.6.15 it is clear that a rise of the wings is not only present in 
e e~, vp and up, but also in hp collisions. As shown in Fig.6.16, there is not 
much difference between the different types of hp collision, except that the 
height of the wing is smaller in meson than in proton fragmentation. There is, 
furthermore, only little difference between the distributions for all 
inelastic and for non-diffractive events (Fig.6.17)· 
As can be seen on Fig.6.17, none of the MC programs can simultaneously explain 
the dip at Xp=0 and the height of the sea-gull wings at our energy. To see 
whether the failure is a mere reflection of the failure to describe the 
multiplicity distribution of Fig.5.2, we compare the sea-gull in individual 
multiplicities in Fig.6.18. Indeed, the wings are higher in the large 
multiplicities. This trend is not followed by the MC programs. 
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We conclude that neither the multiplicity distribution nor the sea-gull of hh 
collisions at Js=22 GeV are well reproduced by the MC programs described in 
chapter 5· The MC programs fail to describe both, the large cross-sections and 
high transverse momenta in the sea-gull wings of high multiplicity events. 
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Fig.6.18 The multiplicity dependence of <Pt>E versus x F for K
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indicated. 
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A detailed improvement of the Monte Carlo programs, with respect to both 
effects, needs a balanced menu of many free adjustable parameters, among which 
we mention the following: 
- the ratio of vector/pseudo scalar production 
- the amount of tensor mesons 
- the value of the average transverse momentum <qt.> of quarks in the string 
- extra transverse momentum for the end quarks of a string 
- hard effects, like hard gluons 
- cumulative effects of soft gluons 
The multitude of possible parameters and recipies shows that one needs other 
constraints to tune the programs. These constraints can be found in detailed 
event shape distributions like in Sphericity, Thrust, Pt(in)' pt(out) etc., 
but also in the correlation between the leading particles and in the p t 
balance plots. Of course one also has to reduce the freedom present in the 
production mechanisms (e.g. one, two or more strings). 
A detailed study of this topic is underway, both from an experimental and a 
phenomenological point of view [17]. 
6.2.6 Forward Backward Correlations, Charge Flow and the Rapidity Gap 
Distribution 
For the distributions studied so far we have seen some differences between the 
three MC programs. In this section we will discuss distributions which are 
also sensitive (or expected be so) to the differences in the dynamics used, in 
particular to the question of one or two strings and to the way in which 
strings are spanned. 
a) The first of these is the distribution displaying the forward-backward (FB) 
correlations. In Fig.6.19, the average number of particles in the forward 
hemisphere (xp>0) is plotted versus the number of particles in the backward 
hemisphere (xp<0). The FB correlation is typical for hadron-hadron 
collisions, it is not seen for e+e~ collisions at Js=29 GeV [18]. Indeed, 
from Fig.6.19 the single chain LUND model, very succesful in the 
description of the e+e~ data, can definitely be excluded for hh collisions. 
The two-chain models DPM and Fritiof predict an average number of forward 
particles <np> increasing with nB, but in particular DPM is too high at the 
low Пд side. We have drawn points for the MC programs together with 
eye-guiding lines to show the typical saw-tooth pattern for the LUND and 
Fritiof points. As in DPM, this pattern is present only for the low η data. 
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Fig.6.19 The average number of forward particles versus the number of backward 
particles for π ρ, Κ ρ and pp collisions, with MC predictions, as 
Indicated. 
In Fig.6.20a the FB correlations are given for the different charge 
combinations (—), (+-) and (++). The strongest correlation is seen m the 
(+-) combination and can for a large part be attributed to local charge 
conservation. All three MC versions predict the right slope for this type of 
correlation. The (--) and (++) FB correlation of the LUND and the DPM MC are 
in disagreement with the data, whereas Fritiof shows a reasonable agreement. 
Note that the LUND MC predicts an anti-correlation for both like charge 
combinations. If the LUND (1 string) MC gives a good description of e+e~ 
collisions in this respect, we can say that the statement "there is no FB 
correlation in e e -" does not mean that particle production in the forward 
and backward hemisphere are independent, but that the dynamical 
charge-charge FB correlations are such that they cancal kinematic effects at 
^3=29 GeV' A determination of the charge charge FB correlations has, to our 
knowledge, not yet been performed for e+e" collisions. In Fig.6.20b the same 
correlations are shown, but now using particles with |y|>0.5 to exclude 
short range effects. Although the FB correlations are still present, they 
are clearly less than those in Fig 6.20a. 
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MC predictions, as indicated. 
b) The same, but now only particles with |y|>0.5 are used. 
b) A related topic is the charge flow dQ/dy shown in Fig.6.21 for data and MC 
programs. The position of the charge at the moment of the collision is 
indicated by arrows at y=-3.1 (target) and y=+5-0, 3-8 and 3.1 for the n+, 
K+ and proton beam, respectively. After the collision, the charge is 
smeared out over the full rapidity range by the position of the chain ends 
and their fragmentation. Clearly, LUND underestimates the smearing of the 
charge. The predictions of the two two-chain models are almost identical 
and agree with the data. 
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Fig.6.21 The Charge flow, dQ/dy for n+p, K+p and pp collisions compared to the 
MC predictions. The arrows indicate the y position of the incoming 
particles. 
c) To distinguish further between the two-chain MC programs DPM and Fritiof, 
we have to consider Fig.5.lb and c. From there one can see that the models 
differ in the way the two chains are spanned. In the case of DPM the two 
chains always overlap, in Fritiof there can be a gap in rapidity between 
the two chains. At the Seewinkel conference it has, therefore, been 
suggested by Artru [19] that a nice way of showing that DPM is closer to 
the data than Fritiof is to look at the distribution of the biggest 
rapidity gap Ay
m a x
 between two (charged) particles in an event. Artru 
predicted that this would be bigger in average in Fritiof. 
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BIGGEST RAPIDITY-GAP Дуы„ 
Fig.6.22 The maximum rapid i ty gap for non-single-diffractive n+p c o l l i s i o n s . 
a) for 2 prongs, b) for Ц prongs, c) for 6 prongs, d) for η ϊ 8 . The MC 
predictions are also given. 
Excluding the "di f f ract ive" events both in the MC programs and in the data 
we show in Fig.6.22 the results for 2, 4, 6 and i8 prongs separate ly . 
Indeed, the average tends to be higher for F r i t i o f than for DPM, a t l e a s t 
for the lower m u l t i p l i c i t i e s . I t can be varyfied that the s ingle-chain LUND 
model, already abandoned on the basis of FB correlat ions above, a l so f a i l s 
to describe the maximum rapidity gap d i s t r i b u t i o n . 
An advantage of F r i t i o f i s that i t includes di f f ract ion d i s soc ia t ion in a 
very natural way. This allows for a comparison to the ful l i n e l a s t i c data 
sample and therefore avoids the arbitrary cuts connected with the exclusion 
of di f f ract ion-dissociat ion (see S e c t . 6 . 1 ) . In Fig.6.23, the maximum 
rapidi ty gap d i s t r i b u t i o n s are, therefore, given for the i n e l a s t i c data and 
the ful l MC samples. As expected, F r i t i o f follows the trend of the data 
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b e t t e r than DPM, but further tuning wi l l be needed for dif fraction 
d i s soc ia t ion. A deta i led study of this phenomenon in our data i s on the way 
[20] . 
• 10 - 3 
6 8 0 2 4 6 8 10 
BIGGEST RAPIDITY-GAP Ay^ 
Fig.6.23 The maximum r a p i d i t y gap for π ρ c o l l i s i o n s , including di f f ract ion. 
a) for 2 prongs, b) for 't prongs, c) for 6 prongs, d) for n i 8 . 
The MC predict ions are also given, in case of Fr i t io f , predictions 
including "d i f f rac t ive" events. 
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6.3 CONCLUSIONS 
We have presented a number of characteristic properties of charged particle 
production in π ρ, Κ ρ and pp collisions at 25О GeV/c and have compared these 
to predictions from the Monte Carlo programs LUND, DPM and Fritiof. The main 
results can be summarized as follows: 
- In the longitudinal distributions for K+p*C~X we confirm scaling in the 
fragmentation regions and a rise of the central plateau with increasing \Js. 
The MC programs DPM and Fritiof give a reasonable description of the f(xp) 
distribution, whereas the LUND MC program is too high at xp^O.O. In hp+C+X, 
the so-called diffractive events from Fritiof do not give the same sharp 
diffractive peak near xp=l as it is observed in the data. 
- The dependence of the K
n
=PTl(0)/p(0) on n/<n> is the same for all energies in 
the region /s=22-900 GeV. The MC programs do not follow the trend of the 
data at low multiplicities. 
- A good description of the (l/pt) (do/dpt) distribution is given by 
A^ exp [-\|(p^ +m! )/T] [9]. This form gives a much better description of the 
low p t region than the form 
Aj exp [- Pt/b]^. 
- The MC programs LUND and DPM fail to describe the large p t tail, whereas 
Fritiof gives a good description of the overall p t distribution. 
- The slope of <pt> vs multiplicity increases with increasing pt-cutoff 
values. The dependence on the (pseudo) rapidity interval is important for 
the fragmentation region, but not in the plateau region. The MC programs 
LUND and DPM do not describe the rise of <pt> with multiplicity at larger 
Pt-cutoff values. Fritiof gives far too large <Pt
>
 values for higher 
multiplicities. 
- The seagull effect is also present in hp collisions and cannot be described 
by any of the three MC programs. 
- A comparison between MC predictions and data for the FB correlations, the 
dQ/dy distribution and the maximum rapidity gap distribution definitely 
exclude the LUND MC with one string. The two-string models DPM and Fritiof 
do much better, although both of them have their deficiencies. 
119 
Appendix 6А. Sample Selection Criteria 
For our analyses we use the so-called PMAX sample. This sample remains after 
the following cuts are applied. (See also Sect. 3·3·3·1 and appendix 3 A for 
a more detailed description.) 
A. Of all scanned events 6% are not measured, mainly because the corresponding 
pictures are not clean enough. (Too many other beam tracks close to the 
predicted beam track, too faint tracks to measure etc.) 
B. Losses in the reconstruction programs are at the level of 1%. Among the 
causes are: memory space is too small, program failures, failures in 
bookkeeping etc. 
C. If the beam is not or badly hybridized the event is rejected (=10Ji). 
D. As we use a bubble chamber with good visibility of the vertex region, we 
can apply the following cut: the reconstructed events should have their 
total charge equal to the total incoming charge (ZQ=+2), and the number of 
tracks "measured" should be the same as the number of tracks reconstructed 
at the primary interaction point. The loss due to this cut is 10%. In 
addition, events with one or more tracks identified as electron (or 
positron) are rejected in order to exclude Dalitz pairs (-0.W). 
E. Further quality requirements are made on the track level. Each track gets a 
quality depending on its errors, the RMS values, the reconstruction history 
etc. If the quality is too bad this track is not used in the analysis. 
We reject a complete event if it contains more than three bad tracks or if 
the percentage of bad tracks is larger than 30%. This cut gives a loss of 
Ц% of the events and for the remaining events J% of the tracks is lost. 
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Appendix 6В. The Trigger Weight 
For each event, the trigger weight is determined in the following steps: 
First, the number of tracks which could have hit the hodoscope ITH ("fast" 
tracks) is counted. With the trigger levels 1 and 2 in mind, we than use 
different procedures to calculate the weight, depending on the number of 
tracks we find. 
1) If this is zero, four or more the weight is 1.0. 
2) If it is one, than a weight depending on p t and Xp of this one track is 
used. The weight is determined by a Monte Carlo program in which the 
probability is calculated that a track of (xp., p t) hits the finger ITV(2) 
and thereby vetoes the event. 
3) For 2 "fast" tracks in ITH, a weight to correct for the W2 veto is 
calculated. A configuration of these in W2 is given by the azimuthal angle 
ΔΦ around the beam and Ay defined as the distance in у of the two tracks at 
the χ pos. of W2. The probability Ρ for a given configuration to be found 
is the minimum of Ay/s and 1.0, with s being the effective strip size of 
W2. The weight for this configuration is taken 1/P, with a cutt-off value 
of 10.0 to take into acount a lOJi interaction prob, for the two tracks. The 
weight for this pair of tracks is determined by averaging over all 
configurations obtained from the original one by a rotation in Φ. 
h) In the case that 3 "fast" tracks remain, the minimum weight of the three 
pairs is used. 
This correction procedure has also been applied to LUND events. By following 
the tracks through the spectrometer, these events have been divided into a 
triggered and an untriggered sample. From these, the acceptance of the trigger 
is shown as a function of xp and p t of the positive tracks for several 
topologies in Fig.6.2k (dotted line). The phase space dependence is rather 
clear, especially for the region of large Xp and small p t. The effect of the 
ITH and the ITV separately is shown in [21] for various multiplicities and (by 
using so-called lego plots) simultaneously for p t and Xp. 
In Fig.6.24 we also plot the ratio of the corrected (triggered) and the 
complete LUND sample (solid line). Note that interactions of secondary tracks 
and the presence of V 's are only partly taken into account by introducing a 
cutoff value for the weights. 
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Fig.6.24 The interaction trigger efficiency for multiplicity 2, 4, 6 and 8 and 
all multiplicities as a function of Xp (first column, dashed) and p,. 
(second column, dashed). The solid line shows the weighted 
efficiency. 
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7. NEUTRAL PION PRODUCTION IN THE FORWARD HQUSPHERE [30] 
In this chapter we present data on forward n' production in the inclusive 
reactions 
л
+
р •» n'X, K+p •» π·Χ and pp •» n'X 
at 25О GeV/c. The data are obtained from the two gamma-detectors, IGD and FGD 
[1] of EHS. The combined acceptance allows us to study π0 production in the 
region of xF>0.025. 
Earlier studies of π+ρ·»π,Χ [2,3,'t] and Κ+ρ-»π0Χ [5-11] at lower energies either 
suffer from low statistics or from more restricted acceptance. The reaction 
ρρ·»π
0
Χ has already been studied with EHS at 36О GeV/c and is compared to other 
energies in Ref. [12]. 
The statistics used for this chapter is the same as that for chapter 6. In 
sect.7·!. we describe the experimental procedure. In sect.7.2, the data are 
presented and compared to those at other energies. In sect.7.2 we, 
furthermore, present a comparison of the data to predictions from the LUND, 
DPM and Fritiof MC programs. 
7.I EXPERIMENTAL PROCEDURE 
For the underlying events, we use the event selection criteria already 
described in sect.6.1. The two parts of the photon detection system have been 
described in sect. 2.6 and the procedure to obtain showers from the raw data 
in sect. 3.3.3.2. 
Showers reconstructed by the program GAMIN are characterized by the position 
of the shower in x,y,z and the deposited energy E. From these, the momentum 
vector can be calculated under the assumption that the shower has originated 
from the primary vertex. Additional information on the shower is given in the 
form of the following three parameters: 
1) The variance В'=<у2>-<у>г and D'=<z2>-<z>1 of the energy deposition in the 
у ζ 
two transverse directions (y,z) with respect to the beam. Here, <y> denotes 
energy-weighted average <y>=2Eiyi/ZEi with Ei the energy deposited in block 
i centred at (y., z i). 
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2) The ratio of converter to absorber energy (only given for FGD showers) 
3) The distance from the shower to the nearest charged track. 
Since the π· decays into two T's, we use shower positions and energies 
together with the position of the primary vertex to reconstruct the invariant 
mass of TT pairs (see Fig.7.1). The τιβ can be seen as a signal in the obtained 
mass distribution. The signal to background ratio can be improved by several 
cuts: 
Of primary importance is the exclusion of hadronically initiated showers. To 
obtain this, we use cuts on the parameters 1-3, in addition to an energy 
cutoff. The details of this procedure are described in Appendix 7A. 
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F i g . 7 . 1 The invar iant two gamma n a s s - d i s t r i b u t i o n for x F > 0 . 0 2 5 , x F > 0 . 1 , 
xp>0.2 and χρ>0.5· 
125 
In the selection procedure, each n' obtains a weight, in order to correct for 
acceptance losses, gamma conversions, Dalitz pair production (n'-^ e e~T), 
shower reconstruction losses and losses due to rejection of showers close to a 
charged hadron. These correction factors are discussed in Appendix 7B· 
The n' signal is extracted by fitting the Μγγ-distribution to the sum of a 
Gaussian and a background of the form А(М-М
к11)
а
 exp (-BM-CM2 -DM3 ). In Appendix 
7C we discuss the dependence of the resulting cross-section on mass, width, 
boundaries and function used in the fit. 
In Fig.7-1 we show for the case of л ρ reactions, the Μγγ spectrum for the 
regions Xp>0.025, Χρ>0.1, xp>0.2 and Xp>0.5, with cuts and weights and the 
result of the fit. A clear ti' signal is seen in all four plots. In addition, 
we see that although the Gaussian width is larger for large xp values, the 
signal to background ratio improves. 
7.2 PRODUCTION CHARACTERISTICS OF NEUTRAL PIONS IN THE FORWARD HEMISPHERE 
The η' distributions described in this section are obtained by fitting the 
weighted π0 signal in the Myy-spectrum as described in 7·1, but now separately 
for each "bin" of the corresponding variable. 
7.2.1 Longitudinal Distributions 
The differential cross-section do/dxp and the structure function f(x) are 
displayed in Fig.7.2 and Fig.7.3t together with data points from other 
experiments : 
ii'p at 58 GeV/c [l'i] 
K"p at 58 GeV/c [14] 
K+p at 70 GeV/c [Ί] 
pp at 360 GeV/c [12] 
We obtain cross section higher than those at 70 GeV/c and 360 GeV/c in 
Fig.7.2, but systematically lower than those at 58 GeV/c in Fig.7.3. The do/dy 
distribution for our data is shown in Fig.7•4. In Figs.7.2 and JA we also 
give MC predictions. DPM gives a reasonable description of the data, in shape 
and normalization. 
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The do/dxp distribution for the reactions π+ρ •» п'Х (a), Κ+ρ •> л0Χ 
(b) and pp -> π"X (с) at 250 GeV/c. Also shown are data at 70 GeV/c 
[5] and 36О GeV/c [12] and ИС predictions at 250 GeV/c, as indicated. 
The invariant distribution f(xF) for (a) n
+p -> n'X, (b) K+p * n^X.fc) 
pp •> n0X at 25О GeV/c, compared to K"p and π"ρ data at 58 GeV/c [14]. 
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LUND is too low in the central region, Fritiof gives a high tail for large xF, 
not observed in the data. This tail is probably due to diffraction 
dissociation, not yet tuned correctly for meson-proton collisions. 
Fig.7.4 The rapidity distribution for the reactions n+p •» n0X, K+p + n0X and 
pp •» n'X, with MC predictions as indicated. 
7.2.2 Inclusive π· Cross-sections 
As pointed out at the beginning of this chapter, the combined acceptance of 
IGD and FGD allows to study π0 production in the region xF>0.025. However, 
assuming the same smooth do/dy behaviour for π' 's as for charged pions, the 
total forward inclusive cross-section o(y>0)=o(xp>0) can be obtained from a 
small extrapolation of the do/dy distribution down to y=0. For this purpose, 
the Μγγ spectrum is fitted according to section 7.1 over y>0.8 and the 
extrapolation integrated according to Fig.7.4 is added. The cross-section 
σ(χρ>0) is given in table 7.1, together with o(xp>0.025) and o(xF>0.05). For 
the latter two cases, a Μγγ fit has been applied to the the full respective xp 
range. The values obtained from addition of the results shown in Fig.7.2 are 
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given in brackets and agree within errors. 
Having o(x>0), the total л" cross-section can be obtained for pp collisions 
from the symmetry of these collisions. An estimate for the total л" 
cross-section for K+p and n+p collisions is then obtained by using the value 
σ(χ<0)=σ(χ>0) from pp collisions and scaling it by the ratio of the total 
inelastic cross-sections. The corresponding total л" cross-sections are given 
in the last line of table 7.1 
Table 7.1 Integrated n0 cross-sections 
n
+p •» л ^ K+p -> л'Х pp -> л'Х 
o(xF>0.025) 31.7±1.0 (31 8±1.3) 22.0±1.0 (23.7±1.3) ^±4 (ЦЦ±5) 
o(xF>0.05) 20.9±0.7 (22.Oil.0) 15.4±0.7 (15.1»±1.0) 25±3 (29±3) 
o(xF>0.0) 49.0±2.0 Зб.0±2.0 58±6 
o(xF>-l) 86.5±5.0 67.7±5.0 116±12 
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Fig.7.5 The n" cross section in K+p •» n0X as a function of ρ for several cuts 
on Xp(n0). Lines are to guide the eye. 
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In Fig.7-5 we show the energy dependence of <'(хр^х
си
 ) ^ o r ^ Ρ reactions. We 
see that the rate of increase is slower for larger x
c u t values. A logarithmic 
rise seems sufficient to describe the rise for xp>0.025, but not that of the 
forward я' cross-section o(x>0) and the total π0 cross-section. 
7.2.3 Average n* Multiplicity аз a Function of Charged Multiplicity 
The n" cross-sections for Xp>0.025 are given in table 7-2 for different 
charged particle multiplicities η u. In Fig.7.6 we show the average number of 
i^'s, <n(n")> for x>0.025 as a function of n
c h. The increase of <n(n')> with 
n
ch * s aPPfoxircately linear and the same (within errors) for all three 
reactions. As expected, the rise is slower than it would be for the total 
xp-region [4]. 
Table 7.2. The л· cross sections for xF(n
0)>0.025 as a function of the 
charged particle multiplicity. 
multiplicity o(mb) 
η
 h π
+
ρ K+p pp 
2 
4 
6 
8 
10 
12 
14 
16 
18 
20 
22-24 
>2H 
l.lt±0.3 
3.3 ±0.3 
ц.э ±0.3 
6.2 ±0.3 
5.9 iOA 
4.4 ±0.3 
2.7 ±0.3 
1.4 ±0.2 
0.6 ±0.1 
0.42±0.08 
0.17±0.07 
0.05±0.03 
0.7 ±0.2 
2.2 ±0.3 
3.8 ±0.3 
4.4 ±0.3 
3.8 ±0.4 
3.1 ±0.3 
2.0 ±0.3 
0.8 ±0.2 
0.6 ±0.1 
0.18±0.06 
0.09±0.04 
0.02±0.01 
3.611.9 
4.511.6 
6.511.6 
7.611.3 
7.411.5 
6.211.2 
3.511.1 
2.110.9 
1.510.7 
O.710.5 
0.310.2 
total 31.I ±1.0 21.7 ±1.0 43.9±3.0 
7-2.4 Transverse Momentum Distributions and the Seagull Effect 
The transverse momentum squared distributions do/dp^. for Xp>0.025 are given in 
Fig.7.7a. The do/dpi spectra are well described by a sum of two exponentials 
with the parameters given in table 7-3· 
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Fig.7.6 The average π" multiplicity <η(π0)> as a function of n.^ for 
xF(r
l,)>0.025. for n+p + n'X, K+p * n»X and pp + n«X at 250 GeV/c. 
p? (GeV/c)a 
Fig.7.7 The do/dp^ distributions for n» 's with xF(n')>0.025 at 250 GeV/c. 
Curves in a) are fits to the sum of two exponentials with parameters 
given in Table 7.3; b) are MC predictions for π ρ + π'Χ. 
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Within errors, the values for the exponential slopes b·^  and b2, respectively, 
are similar for our three reactions. The same holds for the ratio ^ of the 
contributions from the two exponentials. 
As an example, the MC predictions are shown in Fig.7.7b for π p+n'X. As for 
charged particles, DPM and LUND are too low at high p^, while Fritiof gives a 
reasonable description of the high p^ . tail. 
The dependence of the weighted average transverse momentum <Pt>E
 o n XF ;LS 
shown in Fig.7.8. For Xp>0.1 the MC predictions fall significantly below the 
data. The comments made in 6.2.5 on the "sea-gull" for charged particles, 
therefore, also hold here. 
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Fig.7.8 The π" average transverse momentum weighted with energy as a function 
of xp in reactions n+p + n'X, K +p •» n0X and ρρ -> π'Χ at 250 GeV/c, 
with MC predictions as indicated. 
7.2.5 Beam Dependence 
In Fig.7.9 we show the ratio R of the structure functions f(xp) for π p+i^X 
and K+p-»nQX. This ratio is of special interest since it is free from the 
possible systematic errors in the normalization. Our data are compared to the 
ratio Ft measured by the ACCM0R Collaboration [l'i] at Xp>0.1». 
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Table 7·3· Fits of do/dp^. distributions for π" with x(nll)>0.025 in n +p. K +p 
and pp reactions at 250 GeV/c, to the form AWexpf-pl/b,) + A2exp(-pL/b2) ) . 
Reaction 
p+p 
K+p 
PP 
p| .-interval 
(GeV/c)2 
0-2.5 
0-2.5 
0-2.5 
A2 
0.12+0.02 
0.12+0.02 
0.12+0.03 
(GeV/сГ 
О.ІЗ+О.О^ 0.43+0.05 
0.14+0.04 0.40+0.04 
0.18+0.09 0.36+0.05 
X'/ND 
0.14 
0.19 
0.10 
08 
a) 
• К*/"* FOR 250 GeV/c 
Π К*/тт* FOR 58 GeV/c 
b) LUND 
DPM 
Fritiof 
Fig.7.9 (a) The ratio R of the invariant f(xp) functions for the reections 
K +p + π'Χ and n +p + i^X at 250 GeV/c compared to the ratio R for the 
reactions K _p •> n'X and іГр + л'Х at 58 GeV/c [14]. The straight line 
is the result of a fit to the form R(xp)=N(l-ocxF) . 
(b) MC predictions (see text), for ratio R and in the insert the 
ratio of s and u-quark fragmentation functions to n0 in the Lund 
fragmentation MC. 
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Indeed, better agreement is observed than in Fig.7.3· 
Quark combinatorics predicts for large Xp a ratio 
R = - j — = 1/2 
since both quarks of the pion beam, but only the non-strange quark of the kaon 
beam can combine with a sea-quark into a "prompt" n0. The data agree with this 
expectation for Xp=0.5. but fall below R=l/2 for larger Xp values. 
At χρ=0, π' production is expected to be beam independent. There, R indeed 
approaches a value of Rs0.8, about equal to the ratio of the inelastic 
cross-sections. 
To investigate the meaning of the xp dependence of R, we calculate the 
inclusive n" spectrum D resulting from fragmentation of single quarks (s, u, 
3), using the LUND MC. In Fig.7.9b (insert) we plot the ratio of the 
"quark-decay" functions Dg (xp) and D" (xp) for s and u-quarks with energy 
equal to the CM. energy of the beam-particle. The ratio is equal to unity at 
Xp=0 and drops almost linearly to zero for Xp-»1. This different Xp-dependence 
of D| (X F) and Dy (xp) is found to be induced by the the first rank 
pseudo-scalar vector and tensor mesons, which have different quark contents in 
I and u-jets. The kinematics of strange and non-strange resonance decays 
disfavours large-xp n''s in s-jets, as compared to those in u-jets. 
Assuming an incoherent superposition of (3,u) and (s,u) quark jets in n+p and 
Κ ρ collisions, respectively, we can write 
< % ) n V 1 / 2 D u D ( x F > + 1 / 2 D d 0 < * F > « * < % ) к , < ( х Р , + ( 1 - в < ( , , Р ) 
If we assume DJJ =Ό^ and parametrize the ratio of D| (xp) and D" (xF) with 
(1-Xp) , the ratio R(xp) of (a|-)K+p and (з|-)п+р can be written as 
R(xF)=N(l-«xF) 
where N=0.846 is the ratio of the inelastic cross-section of the two 
reactions. A fit with this formula gives o<=0.8±0.1. The result from this fit 
is the straight line in Fig.7.9a. 
In Fig.7.9a we also show results of the Fritiof MC for various values of a. 
Apart from a possible small systematic shift, the agreement with the data is 
good for «-values in the range 0.6-1.0. 
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RW 
1.6 
Fig.7.10 The ratio R of the do/dxp functions for the reactions pp •» n°X and 
π ρ •» π"X. The MC predictions are also given. 
In Fig.7.9b we compare the data to the LUND ,DPM and Fritiof predictions with 
«=2/3· Both DPM and LUND describe the general trend of our data, while Fritiof 
is in agreement with the ACCMOR results. 
In Fig.7.10 we show the ratio R of the structure functions f(xp) for π+ρ->πιιΧ 
and ρρ-»π0Χ. We also show the LUND, DPM and Fritiof M.C. predictions, which are 
in reasonable agreement with the data. 
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7.2.6 Ratio of n and π· 
In Fig.7.1 a small л signal is seen for the very forward region, Xp>0.5· 
Estimating the cross-section we find a(xF>0.5)=0.28±0.13 and 0.l6±0.09 for n
+p 
and Κ p. respectively. This gives a ratio of n/n" production of 0.33±0.l8 and 
0.4010.25 for xF>0.5· The MC predictions for the ratio of η to n" production 
in π ρ collisions are 0.42 and 0.38 for DPM and Fritiof, respectively, and 
О.62 and O.5I for K+p collisions. Within the errors, the agreement is 
reasonable for both types of collision although the MC predictions are 
somewhat higher than the data. 
7.3 CONCLUSIONS 
We have presented experimental data on inclusive τι' production for 
xp(n0)>0.025 in π*ρ, K+p and pp interations at 250 GeV/c. The main results can 
be summarized as follows: 
- The ratio of the i\' inclusive Xp-spectra in K+p and n+p reactions at 25О 
GeV/c exhibits a strong Xp-dependence which contradicts the expectations of 
the statistical quark model of Anisovich and Shekhter [15]· The 
Xp-dependence is, in general, consistent with the predictions of the various 
quark fragmentation models. 
- The n" transverse momentum distributions for Xpfn*)>0.025 are described by a 
sum of two exponentials with slopes independent of the incident particle. 
- The Xp-dependence of the n* average transverse momentum exhibits a 
"sea-gull" effect which is similar to that of charged particles. The MC 
programs fail to reproduce the average transverse momentum at intermediate 
and large Feynman-xp. 
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Appendix 7A. Shower Selection 
Several cuts have been applied to remove hadron initiated showers. 
1. Hadronic showers usualy have large lateral dimensions and/or deposit only a 
small amount of the available hadronic energy in the lead glass blocks. So, 
a first step is a cut in the lateral dimension of the shower. We reject TGD 
showers with variance D'>l'tcm! , D^l'icm' or D2 =D;+01,>20стг . IGD showers 
with energy E<0.7 GeV or FGD showers with E<1».0 GeV are rejected. 
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IGD FGD type 9 showers FGD type 4 showers 
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DISTANCE SH0WER-DTF (cm) 
Fig.7.11 The distance between a shower and the closest charged track for 
a) IGD, b) FGD type 9 showers, c) FGD type 4 shower. 
2. In FGD, hadronic showers often start in the absorber blocks, whereas 
showers initiated by an electron or a photon start in the converter. The 
shower is used if the association between the signals in converter, 
hodoscopes and absorber can be made (type 9)· Showers only reconstructed 
from the absorber information (type 4) are rejected. As can be seen in 
Figs.3.8 and 7-llt type 4 showers also have a poorer position estimate than 
type 9 showers. So, using them would lead to problems at high energies. 
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3. In Fig.7.11, the distribution is plotted of the distance from the closest 
charged track to the shower, for a) IGD, b) FGD type 9 showers, c) FGD type 
Ц showers. We reject showers with a distance d<5 cm in IGD and d<4 cm in 
FGD. Note, as charged tracks we not only use hybridized and normal hanging 
tracks, but also hanging tracks reconstructed from hits in the second lever 
arm of the spectrometer (see 3·3·2.1). 
Appendix 7B. Correction Procedure 
The event weight used is that described in chapter 6.1.1. It includes the 
topological and topographical correction factor. 
The additional π' weight is a product of weights to correct for the 
- n' acceptance 
- Dalitz pair production (n*+e e~T) 
- Gamma conversion 
- Shower reconstruction losses 
- Losses due to rejecting showers close to a charged hadron. 
We will discuss them in this order: 
- Acceptance weights have been calculated for points of a two-dimensional grid 
in (χρ,ρ^.), with step sizes smaller for small xp and p^ ., where the weight 
changes faster than at large Xp and pL. The weight used for a particular π" 
is a linear interpolation of the values at the 4 closest grid points. In the 
MC program used to calculate the weights, the detector dimensions have been 
adjusted to include the edge effects due to the lateral extension of 
showers. We, furthermore, include the vertex distribution in RCBC, the beam 
angular characteristics and the cuts on energy, described in Appendix 7A. 
- The Dalitz correction factor I.OI98 is taken from the particle data booklet. 
It accounts for n" losses due to the decay n"+e e~T. 
- Gamma-conversions far upstream from the detector in general give rise to two 
separate showers in the detector. The total percentage of a radiation length 
is 11.Uj! in front of IGD and 21.7?! in front of FGD. These percentages 
exclude corrections for conversions in the bubble chamber. Those depend on 
the vertex position and are calculated for each n" separately. 
- Showers in the FGD need an extra weight to correct for reconstruction 
losses. For showers with p<20 GeV/c, a momentum dependent correction has 
been used. This has been determined from a comparison of the fitted 
cross-sections obtained for various FGD cutoff energies. These cross-section 
values should be independent of the cutoff energy used. In addition to this 
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correction, an overall weight of 1.15 has been used: For the region of 
0.03<Xp<0.20, where the detectors have a sizable overlap in acceptance, a 
weight of 1.110.1 resulted from comparing the cross-sections obtained from 
the IGD/IGD, IGD/FGD and FGD/FGD combinations separately. For this we used 
the acceptance weights which have also been calculated separately for 
FGD/FGD, FGD/IGD and IGD/IGD combinations of T's. For the region Χρ>0.4, 
events are used with almost no charged tracks in FGD and a total FGD energy 
larger than 100 GeV. From the ratio of energy of TTf combinations with a mass 
in the n0 region AM=|m
ni-ΜγΤ|<30 MeV/c2) to the total FGD energy, we could 
estimate a reconstruction weight for the FGD showers of 1.2±0.2. We, 
therefore, use a common reconstruction weight of 1.15 in both Xp regions. 
- The losses due to the removal of showers with a nearby hadron are estimated 
from the Lund Monte Carlo and are at the few percent level. We use a cut of 
5 cm for IGD and Ц cm for FGD. The fact that a hadron shower may distort the 
shape of a nearby Tf-shower in FGD has been taken into account in the FGD 
reconstruction weight. 
Note: The main part of the systematic error comes mainly from the 
reconstruction weight for FGD showers. The systematic error is estimated 
to be =25)1!, but is mainly an overall normalization error. 
Appendix IC. Fitting Procedure 
Here, we discuss a number of topics connected with the fitting procedure. 
These are the functions we use, the values for the width and nominal mass, the 
boundaries and the bin width. 
- The function we use to fit the TT mass-spectrum is of the form BG+Gauss, 
where BG=(M-Mth)
<x
exp(-aM-bM2-cM') and Gauss=A exp [- (M-MQ) 2 /2σ2 ]. The form 
for BG is necessary to describe the steep rise at low masses for fits in low 
Xp regions. In high Xp regions, a simple third degree polynomial gives 
comparable results. The function BG+Gauss is normalized to the total content 
of the histogram. In a later pass of the fitting procedure, we use Wcddle's 
rule to calculate the functional value in a certain bin [13]. 
- The л" mass and width, MQ and a can both be determined from the fit in a 
region where high statistics is available, e.g. for 
xp>0.025 o= 9.0±0.5 N0=134.410.5 
xp>0.5 0=13.711.2 M0=134.9i0.7 
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Fig.7-12 The width о of the πβ signal as a function of x F. 
We see that о is not constant, but becomes bigger at larger xp. Fig.7.12 
shows the dependence of σ on xp, together with the parametrization we use to 
determine the lo boundaries as a function of xp. (This parametrization is 
necessary for the resonance study of chapter 8, where only nc's within lo 
have been used.) In addition to a fit with a fixed width of o=9.0 MeV, we 
therefore perform fits with о as a free parameter. For any given xp 
interval, the better of the two fits is chosen. 
The MQ value only slightly depends on Xp. It is left free in cases where 
enough statistics is available. In all other cases, the nominal value is 
used. 
- The M boundaries have some effect for fits where the signal to background 
ratio is low. Using lower limits within 5-50 Ме /сг and upper limits above 
250 Ме /сг one usually obtains stable results. Typical fit boundaries we use 
in fits within bins for the different variables are 
28<M<630 Ме /сг for bins in х, p^ and multiplicity 
28<M<420 MeV/c2 for bins in y (rapidity) 
- The bin width we use is 7 Ме /сг. In case of low statistics, additional fits 
with 14 MeV/cz and 28 Ме /сг bins have been made. All fits have been checked 
by eye and, if necessary, have been improved by a "manual" calculation of 
l^ O 
the cross-section. This is necessary for the very high Xp region, for the 
high pi region and for high multiplicities. The results are very stable with 
respect to a variation of the bin width, especially due to the use of the 
Weddle method mentioned above. 
- The errors due to the uncertainties we have discussed in this appendix are 
included into the error limits quoted for the cross-section values. 
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8. RESONANCE PRODUCTION [l8] 
The study of resonances can reveal many interesting features. To mention a 
few: 
A. The Xp-spectrum of resonances sharing (at least) one valence quark with the 
incident hadron, is primarily determined by fragmentation or recombination 
of this valence quark. Information on the valence quark structure can then 
be extracted. 
B. Resonances, if produced with sufficient cross-section, may explain at least 
part of the correlations between pions often interpreted in terms of 
cluster production. They may help us to distinguish the behaviour of 
"direct" pions, i.e. pions directly produced in hadronic interactions, from 
that of pions originating from the decay of heavier states. 
C. Finally, resonances are more directly produced than pions and kaons, they 
represent a larger variety of quantum numbers and allow for conclusions 
about their production from their decay density matrix. 
However, one first has to solve the problems attached to extracting and 
correcting the resonance signals. ITiese problems arise, because at high 
energies the decay products of a resonance are hidden in a large combinatorial 
background of other outgoing particles. Further complications arise due to 
reflections from other resonances: Since not all charged particles are 
identified, particles coming from one resonance induce reflections in the 
spectrum of others. For instance, when the K + is not identified a K+ and a π" 
from the decay of a K*0 will be treated as n + and n" in the study of the p° . 
These combinations will fake a bump in the n+n~ mass spectrum which we call 
the "reflection of the K*'". In principle, the background due to reflections 
can be reduced if one has good particle identification over a large region of 
phase space. Another prerequisite in the study of resonances, in particular 
that of the narrow ones, is a good mass resolution. 
The statistics used in this thesis is high enough to warrant a study of the 
vector mesons ρ and ω in the forward region of the n ρ collisions. The study 
of others is foreseen and will be done in a later stage of the experiment. 
In this chapter, we will present the first data on inclusive ρ and ω 
production in the region Xp>0.3 for π+ρ collisions. In this region the problem 
of reflections mentioned above is almost absent. The data allow a comparison 
of the p + and p0 yields in the fragmentation region and demonstrate the 
suppression of the two-valence quark recombination mechanism for π ρ •> vector 
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mesons. 
In sect.8.1 we will discuss the necessary cuts as well as the correction and 
fitting procedures. In sect.8.2 we will present the experimental results on 
resonance production, together with the model comparisons. In this section, 
also some production characteristics of the tensor meson fpi^TO) will be 
given. 
8.1 CUTS, CORRECTIONS AND FITTING PROCEDURE 
In general, the procedure for extracting a resonance signal is the following: 
- The first step is to select candidates for a decay product of the resonance, 
e.g. if n0's are among the decay products only those with x>0.01 are used. 
- These candidates get the appropriate mass-assignment, e.g. for ρ0->ττ+π~ all 
non-identified positive particles get the π mass and all negative particles 
the n~ mass. 
- With these masses, the parameters characterizing the "resonance" and its 
decay are calculated: the resonance mass, the momentum and the angles for 
the "resonance" and its decay products, e.g.the Jackson angle 9j·* 
- An entry is made in the resonance mass distribution if the resonance is in 
the desired kinematical interval of xp, y or p t, possibly with further 
constraints on cos ej. 
- In making the entry, an event weight is applied correcting for cuts on the 
selected decay particles. 
- The complete histogram is fitted with a function BG(l+oiBWV+9BWT), where BG 
is a function describing the background, BWV a Breit-Wigner describing the 
Vector resonance contribution. If necessary, the BWT function is added to 
describe a Tensor resonance contribution. 
- The resonance cross-section "ROC is then obtained from: 
oRes=C'a J BG(M) · BWV(M) · dM 
The integral region is limited to the region around the central mass plus a 
few times the width. This is done to prevent contributions to o R e s from 
regions without a satisfactory background description. 
The term С contains corrections for branching ratios and cos Sj cuts. 
* Here, cosej=-ñ(target)»ñídecay particle), with ñ the target and decay 
particle unit vectors in the rest frame of the "resonance". 
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Fig.8.1 The invariant π л' , η π", л'п' and л л~п° mass distributions for 
xpìO.3 and XpìO.5. The solid line is the result of a fit to 
Breit-Wigner and background; the contribution of the latter is shown 
by the dash-dot line and the resonance signal by the dashed line. 
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We will further describe the cuts in Appendix 8A, in Appendix 8B the 
corrections and in Appendix 8C everything connected with the fitting 
procedure. In Appendix 8D, a check will be given of the adopted procedure by 
means of the LUND MC program. In Fig.8.1 we show the invariant π π", я π", 
п'л" and п п~л· mass spectra for Xpi0.3 and xpiO.5 with the fitted (solid) 
curves superimposed and also separate curves for background (dash-dot) and 
resonance signal (dashed). 
8.2 SUPPRESSION OF VALENCE QUARK RECOMBINATION IN n* FRAGMENTATION INTO p* 
A study of K*(890) production in K+p collisions at 32 GeV/c [1] and 70 GeV/c 
[2] has revealed practically equal K* and K*0 inclusive cross sections and 
Feynman-Xp spectra in the beam fragmentation region. The same is observed for 
the pair (K*, K" ) in K+p [3] and for the pairs (K", R») and (R*_, R*0) in K"p 
collisions [4,5]. 
Equality of forward cross-sections and xp-spectra for the beam-like flavoured 
and the corresponding neutral meson comes as a surprise for the additive quark 
model [6] as well as for the Lund single string model [7]· In these models, 
beam-like flavoured meson production is enhanced relative to that of its 
neutral counterpart as a result of projectile valence-quark recombination. On 
the other hand, dual-parton models (DPM) [8] and the recently proposed 
two-chain Lund model (hereafter called Fritiof) [9] a priori forbid 
valence-quark recombination by using both valence quarks as chain ends. 
Indeed, a DPM version [10] has been shown to come close to a satisfactory 
description of the K+p data at 32 and 70 GeV/c. The question of valence-quark 
recombination as such is, however, of more general nature than that of 
distinguishing between particular models. 
So far, the problem has been studied in К fragmentation since both charged 
modes are easily detected in the case of strange mesons. There is, however, 
one property of the kaon structure function which may make suppression of 
recombination look merely "kinematic". From deep-inelastic (Drell-Yan type) 
measurements [11], it is known that the momentum fraction carried by the 
strange valence quark in a kaon is approximately twice that carried by the 
non-strange one. If this is still valid in the low-Q2 regime of soft 
collisions, the kaon undergoes an interaction in a highly asymmetric 
valence-quark momentum state. 
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To elucidate these matters, it is necessary to study the question of 
valence-quark recombination by means of the pion-induced reactions 
π ρ •» ρ + Χ (1) 
+ Ρ' + Χ (2) 
* Ρ" + Χ (3) 
·* ω· + Χ . (4) 
The η* structure function is symmetric with respect to the u and 3 valence 
quarks. A (near) equality of forward ρ and p' cross sections would, 
therefore, mean a dynamical suppression of valence-quark recombination. Note 
that π '° production is not suited equally well, because most of the pions are 
decay products of resonances. So far, fully inclusive ρ and ω0 production has 
not been studied in hadronic collisions. 
8.2.1 Integrated forward cross-sections 
In this section we present the first data, at the highest available energy, on 
inclusive ρ , 0 and ω0 production cross sections in the beam fragmentation 
region (xp.SO.3) of reactions (1)-(Ό. Diffraction dissociation is removed from 
the data sample by the cut on Xp given in sect.6.1.1. 
The invariant η η', π η", π~π· and π+π~π0 mass spectra for XpSO.3 are shown in 
fig.8.1. 
Table 8.1 Inclusive resonance cross sections о and average reconance 
multiplicities (per non-single diffractive collision) <n > 
for xF>0.3.* 
Reaction o^fmb) £SS 
r e s
 this exp. Lund DPM I DPM II Fritiof 
n+p -» p++X 2.95І0.29 0.17±0.02 0.26 0.16 0.15 0.13 
n
+p ·» ρ·+Χ 2.4310.19 0.14±0.01 0.10 0.09 0.11 0.09 
n
+p • p"*X 0.57±0.25 0.03±0.02 0.02 0.03 0.06 0.03 
n
+p -» ω·+Χ 1.5010.30 0.08±0.02 0.0? 0.0? 0.11 0.10 
l) Errors are without the systematic uncertainties in n0 detection (about 
25% for ρ and ω). 
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The Xp i 0.3 inclusive resonance cross sections and the average resonance 
multiplicities (per non-single-diffractive collision) are given in table 8.1. 
The results on the latter are compared to the expectations from the LUND, DPM 
I and Fritiof MC according to chapter 5 and DPM II according to [12]. 
The ρ and p0 inclusive cross sections are similar. The ratio for Xpi0.3 is 
ο(ρ+)/σ(ρ°) = 1.21 ± 0.14. (6) 
Lund predicts a ratio of 2.6, in clear disagreement with our data. The 
corresponding ratios in DPM I, DPM II and Fritiof are 1.82, 1.35 and 1.38, 
respectively, the last two are in reasonable agreement with our measurements. 
The value from the DPM I MC is too high as expected due to the (30%) 1 chain 
contribution for which the two valence-quark recombination is allowed. We 
conclude that valence-quark recombination for π fragmentation into ρ is 
dynamically suppressed. 
As expected from the absence of a common valence quark, n* fragmentation into 
ρ does not give a sizeable forward cross section. 
8.2.2 Differential cross sections 
To obtain differential cross-sections for resonance production in terms of 
Feynman xp and transverse momentum squared, the two particle mass spectra are 
plotted for intervals in Xp and pi of the two particle system, and fitted 
according to the procedure described in sect.8.1. 
Γ · 250 GeV/c 
: D 16 GeV/c 
• - • - I ' 1 
0. 1, 
Fig.8.2 The do/dxp distribution for п^+р'Х at 16 GeV/c and 250 GeV/c. 
Diffractive events are included. 
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In Fig.θ.2 we show the do/dxp distribution for the reaction n+p-»pGX. To be 
able to compare to published data at lower energies, no diffractive cut is 
applied. The comparison with 16 GeV/c data [13], also presented in Fig.8.2, 
shows a clear rise for xF<0.6. In the region of xF>0.6 there is almost no 
energy dependence. 
To compare with the MC predictions, we remove the diffractive component. The 
resulting do/dxp distributions are shown in Fig.8.3 for the reactions n*p * 
p ^ , r\*p •» p ^ , n+p •> ωΧ and n*p •> f2(1270)X. The DPM and Fritiof MC 
predictions show a reasonable agreement. As expected from the foregoing 
section, the LUND MC prediction is clearly too high for p+ production, 
especially for the high Xp region. The production of ω is much softer than 
that of p" . This is different from the results of the EMC collaboration [14] 
where the ω and p· yields are found to be equal. 
The normalization of the do/dxp distribution for f2(1270) is in reasonable 
agreement with the MC preditions. However, the shape is different. 
Fig.8.3 The do/dxp. distribution for π+ρ*ρ0Χ, 7i+p-»p+X, π+ρ+ρ~Χ, π+ρ+ωΧ and 
π p-»f2(1270)X. The diffractive component is removed and results are 
compared to MC predictions. 
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Appendix 8A. Selection Procedure 
The и' 's are only used if the effective YY mass is within 1 standard 
deviation from the nominal n' mass value and xp>0.01. A further cleaning of 
the resonance signals is obtained by using only "resonances" with cos ej>0, 
where ej is the angle in the "ρ (ω)" rest frame between π" and the 
"resonance" direction. In this way we only use fast ne's, so n''s coming from 
a region where the signal/background ratio is larger than 1. 
Appendix 8B. Correction Procedure 
We apply two classes of corrections. First we have to correct for: 
1) the limited acceptance of the n"'s used 
2) the losses of charged tracks due to quality cuts 
3) and for the event losses, both topological and topographical, due to the 
trigger. This class is accounted for by corrective event weights. 
The second class of corrections is applied after the fitting procedure. Here, 
we have corrections (especially needed if we want to obtain cross-sections) 
for: 
4) branching ratios 
5) limitation of using only n''s within a lo region around the π0 peak. 
6) the cuts applied in соз т. 
Some of these corrections (1, 2, 3) have already been described in the 
previous chapters (6 and 7)· We will only discuss the remaining ones. 
- The corrections for the cuts in cose,: 
For the ρ and ω we require cosoj>0 for the π 0. As the distribution in cosSj 
is symmetric around 0, the correction is a simple multiplication factor 2. 
- n" limitations: Within lo of the peak, one has 68.3% of the i^'s. To 
correct we multiply by 1.Ί6Ί. 
- branching ratio of ω -> π+π~π' is 89.9/"· This gives a weight of 1.11 
The estimation of our systematic errors depends on the resonance and the 
kinematic region concerned. In the presentation of the physics results (sect. 
8.2), we include them everywhere (except the extra 25% uncertainty from the 
n" cross-sections). In the future, smaller errors can be expected due to 
larger statistics and a more complete particle identification approach. 
Including K0 's will allow a study of different decay mode's of the K* 
resonances. 
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Appendix 8C. Fitting Procedure 
In extracting the cross-section from a histogram like that of Fig.8.1, where 
the η π" invariant mass distribution is plotted for the reaction π ρ •» 
(п+п_)Х, one has to make the following choices (the choice of the bin width 
has already been made). 
- The interval boundaries can be chosen differently, especially the region 
near threshold, which is in general difficult to describe precisely, can be 
omitted. 
- Omitting the tensor contribution for the moment, the histogram should be 
fitted with 
BG(M) + PSV(M) · BWV(M) (VIII.2) 
Here, PSV is the phase space for vector-meson production. However, in a 
many particle environment, PSV is not known and one usually assumes PSV=BG. 
This gives much better results than leaving it out completely. 
The background function BG(M) can be derived from the data itself, by using 
tracks coming from a non-resonance channel, or by combining tracks in the 
same channel, but coming from different events. Good fit results with such 
a BG function have been obtained for f· . g», Κ*β(l420) and R*0(1420) [15]. 
In Ref. [16], however, it is shown that neither method works for p" in 
cases of statistics comparable to ours. 
Another method is to use an exponential parametrization for BG(M) of the 
form 
exp (bM + с M* + ...) ( ІІІ.З) 
or 
(M - M t h )
a
 · exp (bM + cM' + dM') (VIII.'») 
or 
BG(p*) = «(ρ·/Μ)Β exp (-ϊρ·-δρ·2) (VIII.5) 
ρ· = (1/2M) ^М 2, mf, m|) 
with 
In [15]< the results for p' cross-sections obtained with the first two 
parametrizations differ by about 25%. We have performed the fits with 
VIII.4 and 5. For BWV popular choices are BWV1 or BWV2 with 
BWV1 = - (VIII.6) 
(M'-MJ,)' + M^H q 
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with Γ = Γ 0 · ( q / q 0 )
2 i + 1
 U=l) 
(here, q(qQ) is the momentum of one of the decay products in the rest-frame 
of a resonance with mass M(Mg), and the value of I gives the intrinsic 
angular momentum), 
BWV2 = у- 0 (a much simpler form) (VIII.7) 
- The peak value and the width can be taken from the particle data group 
[17]> but they can also be left open or adjusted for the experimental 
resolution. 
We will elaborate a little more on the choices made in this thesis. 
- The bin width is chosen to be 25 and 10 MeV/cz for ρ and ω, respectively, 
small compared to the experimental widths I65 and 3O Ме /с г. All fits are 
repeated with a bin width 2 and 4 times the values given above. 
- The interval size: For fits including the central Xp region, the choice of 
the interval boundaries is very important. However, for Xp>0.3, no strong 
dependence of the calculated cross-section on the interval size is 
observed. We use 0.30<Η(ππ)<2.5 GeV/c2 for ρ production, and 
0.'ί6<Μ(π+π"π·)<1.34 GeV/c2 for ω. 
- We choose the following formulae to describe the effective mass 
distributions 
a) BG(M)*(l+aBWV(M)) with BWV according to (VIII.7) for ττ+ιΓττ0 combinations 
and 
b) BG(M)*(l+ocBWV(M)+&BWT(M)) with BWV(i=l) and BWT(Jl=2) given by (VIII.6). 
For all two particle combinations we use both BG formulae VIII 4 and 5· 
Appendix 8D. Check of the Fitting Procedure 
We have used events generated by the LUND-MC program to check our fitting 
procedure. 
The resonances from these events are allowed to decay with the width taken 
from [17]. Then we produce the invariant mass distributions with the programs 
we use to analyse our data. The particle identification is used to the same 
extent as it is known in the data. We perform the fitting and correction 
procedure and compare the results with known original cross-sections. 
This comparison shows that the known cross-sections are between the 
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cross-sections obtained with formulae VIII.4 and 5· The first one gives too 
low, the second one too high values. However, for Xp>0.5 the agreement 
becomes better than 10?!. For Xp from 0.3-0.4 the deviation is =20?! and for Xp 
from 0.4-0.5 it is =15?!. 
In determining the final cross-section values for the data, we therefore 
average the values obtained by the fits from formulae VIII.4 and 5· 
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9. SUMMARY AND CONCLUSIONS 
In this thesis we describe several characteristic properties of π ρ, Κ ρ and 
pp collisions at an incident beam momentum of 250 GeV/c {Js-22 GeV), and 
compare these to characteristics at other energies. 
The experiment has been performed in the European Hybrid Spectrometer (EHS) 
exposed to a tagged meson enriched beam. The rapid cycling bubble chamber and 
the other detector elements which comprise EHS are described in chapter 2. 
The analysis reported in this thesis is based on events from 3*10s triggers, 
so far scanned, measured and merged with the electronic counter information. 
After the merge step the data have been processed through a chain of 
reconstruction programs. The steps of this reconstruction process and the 
calibration of the set-up are discussed in chapter 3· 
The analysis of the properties of the collisions starts in chapter ty on the 
basis of scanned data, with the determination of the topological 
cross-sections. The shape of the multiplicity distribution is the same for n+p 
and Κ ρ data, but pp data show a lower average multiplicity and larger width 
than Μ ρ data. A comparison to collisions at other energies shows that up to 
our energy, generalized KNO functions describe the energy dependence of the 
shape of the multiplicity distribution with one parameter for M+p and one for 
pp collisions. If interpreted in terms of negative binomials, the parameter 
1/k tends to be slightly lower for meson-proton than for pp data. For both 
types of hadron-proton collision, 1/k is larger than for e+e~ and 
lepton-proton collisions. 
In chapter 5. we introduce Monte Carlo versions of three string-fragmentation 
models. These are the single-string model LUND and the two-string models DPM 
and Fritiof. A first comparison to our multiplicity distributions leads to the 
conclusion that LUND predicts far too small an average and a dispersion. DPM 
and Fritiof are better, but both fail to describe the high multiplicity tail 
of the distribution. 
On the basis of reconstructed events, we present in chapter 6 more 
differential characteristics of hadron-proton collisions as well as a more 
differential comparison of our data and the Monte Carlo versions. We observe 
energy independence for the reduced central densities R
n
=P
n
(0)/p(0) as a 
function of n/<n>, over an energy range from 22 to 900 GeV. Neither of the 
W 
models describes R at small n/<n> correctly. 
The average transverse momentum increases linearly with multiplicity. We show 
that the slope of the increase strongly depends on the p t and y cuts applied. 
It grows with increasing p t cut values and with decreasing size of (symmetric) 
rapidity windows, as long as these windows are not completely inside the 
plateau region. The MC programs LUND and DPM do not describe the rise of <pt> 
with multiplicity at the larger p t cut values. Fritiof gives too large <pt> 
values for higher multiplicities, although it gives a reasonable description 
of the overall p t distribution. The Feynman Xp-dependence of the average 
transverse momentum exhibits a "sea-gull" effect, which is not reproduced by 
the MC programs. 
The forward-backward (FB) correlation for particles of the same charge is 
smaller than that of particles of different charge. Fritiof follows the trend 
of the data, whereas DPM deviates substantially. LUND deviates even more by 
giving for the like charge combinations a negative instead of a positive FB 
correlation. 
For the total FB correlation Fritiof and LUND predict a strongly varying 
dependence (a saw-tooth pattern). As in DPM, this pattern is present only for 
the low multiplicity data. 
In order to give a decent description of the p t behaviour, more is needed than 
presently available in the MC prograjns. Several improvements are possible. In 
experiments at the collider, the effects of these new p t generating mechanisms 
can be studied over a very large region in p t. However, these experiments 
generally have acceptance problems for particles in the fragmentation region 
and for particles with low p t (e.g. pt<150 MeV/c). The NA22 experiment does 
not have these limitations and offers an excellent possibility to study the p t 
behaviour in those regions as well as in the central region. 
In chapter 7· the experimental data on forward inclusive n0 production is 
presented. We find that the ratio of the n0 inclusive Xp-spectra in Κ ρ and 
τ\*ρ reactions at 250 GeV/c exhibit a strong Xp dependence. This contradicts 
the naive expectation of the statistical quark model of Anisovich and 
Shekhter. The Xp-dependence is generally consistent with the predictions of 
the various quark fragmentation models. 
A preliminary study of resonances is made in chapter 8. There, the 
differential cross-sections of ω, ρ*0 and f2(1270) mesons are determined for 
the n*? reaction in the region xp>0.3. We find that the ratio of P+/P' 
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production does not support the two valence recombination mechanism, still 
present in the LUND MC program. The other MC programs give a reasonable 
description of the do/dxp spectra of the ρ " and ω. 
Overall, we can conclude that the single-string LUND MC for hadron-hadron 
collisions does not describe the multiplicity distribution, the 
forward-backward correlations, the transverse momentum distribution and the 
forward ρ /ρ" ratio. It can, therefore, definitely be abandoned. Fritiof, in 
general, seems to do better than DPM and contains diffraction dissociation. 
Both MC versions need an additional mechanism for the proper description of 
events with high multiplicity and larger than average p t. 
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TITEL EN SAMENVATTING 
DEELTJES PRODUKTIE IN HADRON-PROTON BOTSINGEN 
BIJ 250 GeV/c INKOMENDE BUNDELIMPULS 
In dit proefschrift worden aspecten beschreven van de deeltjes-produktie bij 
botsingen tussen een positief geladen pion, kaon of proton met een als 
trefschijf fungerend proton. De experimentele opstelling met behulp waarvan de 
botsingsprocessen bestudeerd worden is de Europese Hybride Spectrometer (EHS) 
die opgesteld stond In de North Area van CERN. De deeltjes in de verrijkte 
mesonbundel hadden een impuls van 250 GeV/c per deeltje en werden met behulp 
van Cerenkov tellers geïdentificeerd. 
Van de botsingen in het bellenvat werden foto's gemaakt vanuit 3 
gezichtspunten. De bij een botsing geproduceerde deeltjes met een impuls il 
GeV/c gaan geheel of gedeeltelijk door de detectors die achter het bellenvat 
staan, waaronder dradenkaaers voor een nauwkeurige impulsbepaling, 
deeltjesidentifikatie detektoren en electromagnetische en hadromsche 
calorimeters. Voor ieder als zodanig herkend botsingsproces werden de gegevens 
van deze electronische detektoren op een magneetband vastgelegd. 
Bij de verwerking van de gegevens werden eerst de foto's gescand en gemeten 
Dit gedeelte van het werk werd verdeeld over 11 laboratoria. Daarna werd de 
teller informatie toegevoegd, gevolgd door de reconstruktie van de geladen 
deeltjes en de voorwaartse π" mesonen. Deze laatste stappen werden in Nijmegen 
uitgevoerd. 
De analyse van de gescande botsingsprocessen in dit proefschrift begint met de 
bepaling van de topologische werkzame doorsneden voor de drie soorten 
botsingsprocessen, gevolgd door een vergelijking onderling en met botsingen 
waarbij een andere bundelimpuls gebruikt is. De multipliciteitsverdelingen 
worden goed beschreven door de gegeneraliseerde KNO functies, die slechts één 
parameter hebben. De negatieve bmomiaal verdeling met de ñ en l/k geeft een 
goede beschrijving van de met diffractieve botsingsprocessen. De parameter 
l/k is iets kleiner voor meson-proton dan voor proton-proton data. Voor beide 
types hadron-proton botsingen is l/k groter dan voor е е en lepton-proton 
botsingen. 
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Op basis van de gereconstrueerde botsingsprocessen worden de karakteristieke 
eigenschappen van hadron-proton botsingen waaronder inclusieve en 
semi-inclusieve verdelingen bestudeerd, zowel voor de geladen deeltjes als 
voor de n' mesonen. 
Als voorbeeld volgen nu een drietal resultaten: 
- Uit vergelijkingen met experimenten uitgevoerd met een lagere bundel impuls, 
blijkt de gelijkvormigheid van de differentiële xF verdelingen in het 
fragmentatie gebied. In het centrale gebied is echter een duidelijke toename 
van de differentiële werkzame doorsnede. 
- Bij experimenten, die uitgevoerd zijn met een hogere bundel impuls is een 
sterke afhankelijkheid gevonden van de gemiddelde transversale impuls <pt> 
als functie van de multipliciteit. Ook bij ons experiment is dat gedrag 
gevonden maar alleen voor deeltjes in het centrale gebied, met een 
transversale impuls boven een bepaalde afsnijdings-impuls. Bij onze data 
zien we dat de helling van de <Pt> als functie van de multipliciteit 
toeneemt bij een toenemende afsnijdings-impuls. 
- De verhouding van de π' produktie in Κ ρ en π ρ botsingen is sterk 
afhankelijk van Xp. Voor hoge Xp gaat deze verhouding naar "O.2, wat een 
duidelijke indikatie is voor een asymmetrie tussen de s en de u quark 
verdeling in het K + deeltje. 
- De differentiële werkzame doorsneden van ω en ρ mesonen voor xp>0.3 worden 
bepaald. 
De verkregen verdelingen worden vergeleken met de voorspellingen van 
verschillende modellen, o.a. met de Monte Carlo (MC) versies van het "LUND", 
"Dual Parton" (DPM) en "Fritiof" model. DPM en Fritiof beschrijven de deeltjes 
produktie van een botsingsproces door de fragmentatie van 2 of meer "strings", 
die zijn gespannen tussen valentie quarks en di- of anti- quarks. 
In het eerste model wordt slechts één string gespannen, hetgeen duidelijk 
onvoldoende is om sommige karakteristieke verdelingen van hadron-proton 
botsingen te beschrijven. Allereerst is de multipliciteitsverdeling veel te 
smal en de gemiddelde multipliciteit te laag en dus is ook de deeltjes 
produktie in het centrale gebied te laag. Het lineaire verband dat we bij de 
data vinden tussen het aantal geladen deeltjes achterwaarts en het gemiddelde 
aantal deeltjes voorwaarts (FB correlatie), is afwezig bij de LUND MC. 
Onafhankelijk van deze punten is het zgn. valentie recombinatie mechanisme. In 
de LUND MC kunnen de valentie quark en anti-quark uit het oorspronkelijke pion 
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recombineren tot één deeltje b.v. een ρ meson. De voorspelde hoge verhouding 
voor de p+/p0 produktie in het fragmentatie gebied van het n + bundel deeltje, 
die het gevolg hiervan is, blijkt afwezig te zijn in de data. 
DPM en Fritiof doen het op bovenstaande punten beter. Toch hebben ook deze MC 
versies hun beperkingen. Beide hebben te lage werkzame doorsneden voor hoge 
multipliciteiten. DPM heeft een FB correlatie die niet sterk genoeg is, 
terwijl de FB correlatie bij Fritiof veel sterker fluctueert tussen even en 
oneven multipliciteiten, dan bij de data. Fritiof geeft, door de mogelijkheid 
van gluon emissie, een betere beschrijving van de p t verdeling dan DPM, maar 
de afhankelijkheid van <pt> als functie van de multipliciteit wordt sterk 
overschat. 
Het is duidelijk dat voor een goede beschrijving van de transversale impuls 
meer nodig is dan momenteel aanwezig in de MC programma's. 
In experimenten bij de Collider kunnen de effecten van nieuwe p^ genererende 
mechanismen welliswaar over een groot gebied in p t bestudeerd worden, maar 
voor deeltjes in de fragmentatie gebieden en de deeltjes met lage p t (b.v. 
<150 MeV/c) zijn er acceptantie prolemen. Het NA22 experiment heeft deze 
beperkingen niet en biedt een uitstekende mogelijkheid om de p t ook in die 
gebieden te bestuderen. 
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CURRICULUM VITAE 
De schrijver van dit proefschrift werd op 12 mei 195'* te Rotterdam geboren. 
Het einddiploma MULO-b werd in 1970 behaald, het einddiploma van het 
avond-atheneum in 197^· Na twee en een half jaar natuurkunde studie in 
Nijmegen volgde anderhalf jaar vervangende dienst als leerling 
B-verpleegkundige in de R.P.I. te Eindhoven. Daarna volgde hij een jaar 
colleges aan de Maharishi International University te Ommen. Gedurende deze 
onderbreking van de natuurkunde studie werd in 1978 het kandidaatsexamen 
natuur- en wiskunde met bijvak scheikunde afgelegd. In 1979 werd de 
natuurkunde studie vervolgd en in I98I afgesloten door het behalen van het 
doctoraalexamen natuurkunde met als hoofdrichting de experimentele hoge 
energie fysica. Van mei I98I tot november I986 was hij als fysicus verbonden 
aan de afdeling experimentele hoge energie fysica van de K.U. te Nijmegen. In 
deze periode werkte hij, onder supervisie van Prof.dr. E.W. Kittel, mee aan 
drie experimenten, met de codenamen NAI6, NA23 en NA22. Resultaten van het 
NA22 experiment worden beschreven in dit proefschrift. 
Stellingen 
1. De bezuinigingen op salarissen van jonge onderzoekers, zoals die van 
AIO's, lijken een dubbel effect te hebben. 
2. Experimentele hoge energie fysika is teamwork. 
3. Het zou de experimentele hoge energie fysika ten goede komen, indien 
meer aandacht besteed zou worden aan het werken met bestaande 
apparatuur en in sommige gevallen met bestaande data, dan het plannen 
van toekomstige detectors en het simuleren van toekomstige data. 
L. Van Hove, "Future prospects of partiele physics", 
Gern TH 4543/86 
4. De overlap van auteurs van de letter of intent [1] en publikatie [2] 
van het NA22 experiment is 3%, Deze gang van zaken is niet 
bevorderlijk voor de continuïteit van het experiment. 
[1] Letter of intent CERN/SPSC/78-40 
[2] M. Adamus et al.s Z, Phys, С 32, 475-^89 (1986) — 
5· Veel van de programmatuur die aanwezig is op de afdeling experimentele 
hoge energie fysika is niet opgenomen in de Wegwijzer voor 
Universitaire Rekencentra 86/87. Deze programmatuur zou tenminste 
volgens supportlevel S20 gerangschikt kunnen worden. Een 
inventarisatie, op alle afdelingen, van de aanwezige programmatuur 
lijkt geen overbodige luxe. 
6. Het valentie-quark recombinatie mechanisme in meson fragmentatie voor 
ιτ
+
ρ en K+p botsingen is onderdrukt. 
I.V. Ajinenko et al, Z. Phys. C5 (1980) 177 and C25 (1984) 103 
I.V. Ajinenko et al., "Suppression of Valence Quark Recombination 
in n + fragmentation into p+", accepted for publication by Phys. 
Lett. 
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7. In de berekeningen van de gemiddelde transversale impuls als functie 
van de multipliciteit wordt bij [1] en [2] het effect van de 
afsnijdingsimpuls niet voldoende in rekening gebracht. 
[1] A. Breakstone et al., Phys. Lett. 132B (I983) 463 
[2] G. Arnison et al., Phys. Lett. 1і8В (1982) 1б7 
8. Wereldvrede kan alleen gerealizeerd worden op basis van individuele 
vrede. 
9· In het kader van energie en grondstoffen besparing dient men de 
uitwisseling en het transport van informatie via telecommunicatie 
middelen te stimuleren. 
10. De meting van de forward-backward correlatie voor de secundaire 
negatieve deeltjes uit hadronische e e" annihilaties is een 
interessante bron van informatie over de betekenis van het ontbreken 
van een forward-backward correlatie voor alle geladen deeltjes. 
M. Derrick et al., Phys. Rev. D34 (I986) 3304 
_H--JDoor het beoefenen van de transcendente meditatie techniek doet men 
minder en bereikt meer. 
P. van Hal 
19 februari 1987 


