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Abstract
Let D ¼ fZAMðn;CÞ; In  ZZ positive deﬁniteg be the matrix ball of rank n and let HD be
the associated Hua operator. For a complex number l; such that Reil4n  1 we give a
necessary and sufﬁcient condition on solutions F of the following Hua system of differential
equations on D:
HDFðZÞ ¼ ðl2 þ n2ÞFðZÞ:In;
to have an L2-Poisson integral representations over the Shilov boundary S of D: Namely, F is
the Poisson integral of an L2-function on the Shilov boundary S if and only if its satisﬁes the
following growth condition of Hardy type:
jjF jj2;l ¼ sup
0pro1
½ð1 r2ÞnðnReilÞ
Z
S
jFðrUÞj2dU oþN:
In particular for l ¼ in; this shows that every harmonic function F with respect to the Hua
operator HD has an L
2-Poisson representation over S if and only if its Hardy norm is ﬁnite.
r 2003 Elsevier Inc. All rights reserved.
1. Introduction and main result
Let X ¼ G=K be a hermitian symmetric space of tube type. In Lassalle [9]
introduced a system of second-order differential operators Hq on X—called Hua
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system—and showed that this system plays the same role with respect to the Shilov
boundary S as the algebra of all G-invariant differential operators on X with respect
to the Furstenberg boundary. That is, a function F is Hua harmonic (i.e. HqF ¼ 0) if
and only if it is the Poisson transform of some f in the space BðSÞ of all
hyperfunctions over the Shilov boundary S: Later on, Shimeno (cf. [11]) generalizing
Lassalle’s result, established that the Poisson transform Pl associated to S maps the
space BðSÞ onto an eigenspace ElðX Þ of the Hua operator Hq; under certain
condition on the complex parameter l:
In the light of this result, it is natural to look for a characterization of those
eigenfunctions in ElðX Þ that have an L2-Poisson integral representations over the
shilov boundary S: This amount to characterize the range PlðL2ðSÞÞ:
In this paper we give the solutions of those problems in the case X is the hermitian
symmetric space SUðn; nÞ=SðUðnÞ  UðnÞÞ modeled by the matrix ball D ¼
fZAMðn;CÞ; I  ZZ positive deﬁniteg: This, extends our announced result for
the case of the matrix ball of rank two, see [1].
Before stating our main result, we should mention to the reader that many authors
deﬁned a system of second-order differential operators characterizing Poisson
integrals over the Shilov boundary of hermitian symmetric spaces of tube type. See
Koranyi–Malliavin [8] in the case X is the generalized Siegel half-plane of rank two,
Johnson and Koranyi [6] and recently Damek et al. [2] in their studies of ‘‘harmonic’’
functions on general bounded homogeneous domains in CN and their connections
with Poisson integrals over the Shilov-boundary (the so-called HJK system).
In this paper we are concerned on the minimal Hua system introduced by
Lassalle [9].
More precisely, let @Z denotes the n  n matrix of differential operators ð @@zi;jÞi;j if
Z ¼ ðzi;jÞAD and let I be the identity matrix of type ðn; nÞ: Then, the Hua operator
associated to the matrix ball D is
HD ¼ 2fðI  ZZÞ@ZðI  ZZÞ@0Z þ @0ZðI  ZZÞ@ZðI  ZZÞg;
where, @Z and @
0
Z denote, respectively, the conjugate and the transpose of the matrix
operator @Z:
(With the understanding that @Z and @
0
Z do not differentiate the matrices
ðI  ZZÞ and ðI  ZZÞ).
The above Hua operator is equivalent to the operator denoted by Hq in [9,11].
Indeed, following Johnson and Koranyi [6], consider the differential operator
D : CNðDÞ-CNðD; kcÞ; where kc is the complexiﬁcation of the Lie algebra k of the
group SðUðnÞ  UðnÞÞ: The Hua operator HD is obtained from D by means of the
projection of kc onto qc: Here qc is the complexiﬁcation of the space q associated to
the decomposition k ¼ l"q of k into eigenspaces with respect to its involution.
Now, to state our result let us ﬁx some notations.
The space of all n  n complex matrices will be denoted by Mðn;CÞ: Recall that
the Shilov boundary S of the bounded symmetric domain D ¼ fZAMðn;CÞ;
I  ZZ positive deﬁniteg is the unitary group UðnÞ; see [4,5].
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Let dU denote the normalized Haar measure on S: Then, The Poisson transform
Pl associated to the Shilov Boundary S is deﬁned for a complex number l and every
integrable function f on S by
½Pl f ðZÞ ¼
Z
S
PlðZ; UÞ f ðUÞ dU :
Here
PlðZ; UÞ ¼ ½PðZ; UÞ
ilþn
2n ;
where PðZ; UÞ is the Poisson kernel of the bounded symmetric domain of tube type
D with respect to its Shilov boundary S given by (see [5])
PðZ; UÞ ¼ detðI  ZZ
Þ
jdetðI  ZUÞj2
 !n
:
For every fABðSÞ; the functions ½Plf ðZÞ are related to the degenerate
principal series of the group SUðn; nÞ and satisﬁes the following system of second-
order differential equations (called here the Hua system associated to D)
(see [4]):
HDFðZÞ ¼ ðl2 þ n2ÞFðZÞ:I : ð1:1Þ
Furthermore, according to Shimeno result (see [11]), for every lAC such that
n  ilef3; 4; 5;yg; the above Poisson transform Pl is an isomorphism from BðSÞ
onto the space ElðDÞ of all solutions of the Hua system (1.1).
Notice that, the trace of the Hua operator is–up to numerical constant—the
Laplace–Beltrami operator associated to the hermitian symmetric space D: Hence,
solutions of the Hua system (1.1) are real analytic functions on D:
Now, let ElðDÞ denote the following eigenspace of the Hua operator HD:
ElðDÞ ¼ fFAElðDÞ; jjF jj;loþNg;
where
jjF jj;l ¼ sup
0pro1
ð1 r2Þ
nðnReilÞ
2
Z
S
jFðrUÞj2 dU
 1=2" #
oþN:
The main result we prove in this paper is the following:
Theorem 1.1. If l is a complex number such that Reil4n  1: Then the Poisson
transform Pl is a topological isomorphism from L
2ðSÞ onto the Banach space ElðDÞ:
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Moreover, there exists a positive constant gðlÞ such that for every fAL2ðSÞ the
following estimates hold:
GOðnÞGOðilÞ
G2Oðilþn2 Þ

jj f jjL2ðSÞpjjPl f jj;lpgðlÞjj f jjL2ðSÞ: ð1:2Þ
In (1.2) GO denotes the Gindinkin Gamma function associated to the cone O of
positive hermitian matrices, see [3] or [4].
Remark 1.1. The assumption on the parameter l in the above theorem (say
Reil4n  1) is related to the generalized Forelli–Rudin inequality or equivalently
to the asymptotic behavior as Z-I for lAC\R of the spherical function
FlðZÞ ¼ ðPl1ÞðZÞ associated to the matrix ball D: See [4].
As an immediate consequence of our main result we obtain the following corollary
which gives a characterization of the Hua harmonic functions on D that are Poisson
integrals of L2-functions on S: More precisely let H2ðDÞ denote the following Hardy
space:
H2ðDÞ ¼ fF : D-C; HDF ¼ 0 and jjF jj;inoþNg;
Then, we get easily from Theorem 1.1.
Corollary 1.1. The Poisson transform Pin is an unitary transform from L2ðSÞ onto
H2ðDÞ:
Remark 1.2. Since holomorphic functions F on D are in particular Hua harmonic,
we can use the above result to show that every holomorphic function F with ﬁnite
Hardy norm (i.e. F is in the classical Hardy space associated to the hermitian
symmetric space of tube type D) is the Poisson transform of some f in L2ðSÞ: Such
result was early established by Koranyi [7] using different method.
We should mention to the reader that the proof of Theorem 1.1 presents some
computational difﬁculties comparatively to the rank two case. Indeed, let F be a C-
valued solution of the Hua system HDFðZÞ ¼ ðl2 þ n2ÞFðZÞ:I : Then, according to
Shimeno result [11], F may be written as the Poisson transform by Pl of some
hyperfunction over S: Next, expanding f into its K-type series, we are led to establish
a precise asymptotic behavior of the following generalized spherical function:
Fl;mðZÞ ¼
Z
UðnÞ
PlðZ; UÞfmðUÞ dU ; ð1:3Þ
where fm is a zonal spherical function related to Schur functions and mAL ¼ fm ¼
ðm1;y; mnÞAZn; m1Xm2X?Xmng; (see Section 3).
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Notice that without the fm integral (1.3) can be given explicitly in terms of the
generalized hypergeometric function with matrix argument (see the end of Section 4
of this paper) however integral (1.3) is to our knowledge unknown up to now.
Nevertheless, in this paper we compute it at Z ¼ rI and establish the following key
lemma which gives the desired asymptotic behavior of Fl;m:
Key Lemma 1.1. Let lAC such that Reil4n  1: Then we have
Fl;mðrIÞBGOðnÞGOðilÞ
G2Oðilþn2 Þ
ð1 r2Þ
nðnilÞ
2 ;
as r goes to 1; uniformly in mAL:
Now we give the full description of the organization of this paper. In Section 2,
some preliminaries of harmonic analysis in the matrix ball are described. In Section
3, we establish Proposition 3.1 giving the precise action of the Poisson transform on
L2ðSÞ: Moreover, the generalized spherical function Fl;mðr:IÞ is given explicitly as
determinant of the classical Gauss hypergeometric functions. As application we get
the explicit Fourier series of solutions of the Hua system at the points Z in the Shilov
boundary of rD: Finally, we prove the key lemma of this paper giving the desired
asymptotic behavior of Fl;mðr:IÞ; from which we derive the proof of our main result.
We end this section with a brief discussion of all bounded symmetric domains of
tube type. We follow the notation of Faraut and Koranyi [3]. Let D be a Cartan
domain of tube type of rank r in CN ; r ¼ N
r
and a a real number related to r by
a
2ðr  1Þ ¼ r 1:
Also let HD denote the Hua operator associated to D (see [9,11]) or [4] for a
theoretical Jordan algebra setting.
For a complex number l; let PlðZ; UÞ denote the following Poisson kernel deﬁned
on D  S by
PlðZ; UÞ ¼ hðZ; ZÞjhðZ; UÞj2
" #ilþr
2
;
where ½hðZ; UÞr ¼ SðZ; UÞ; SðZ; UÞ being the Cauchy–Szego¨ kernel of the
hermitian symmetric space D with respect to its Shilov boundary S:
Below, we recall the characterization of the image of the Poisson transform Pl
attached to the Shilov boundary of general bounded symmetric domain of tube type
given by Shimeno [11].
Theorem 1.2. If lAC satisfies the condition,
il að2 r þ jÞ
2
ef1; 2;yg for j ¼ 0 and 1:
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Then the Poisson transform Pl is a G-isomorphism of BðSÞ onto the space of all
eigenfunctions of the Hua operator on D with eigenvalue ðl2 þ r2Þ:
In view of this result and the result of this paper, we can address the following
problem.
Problem. Show that if lAC satisﬁes Reil4r 1 then the Poisson transform Pl is a
topological isomorphism from L2ðSÞ onto the Banach space consisting of all
solutions of the Hua system,
HDF ¼ ðl2 þ r2ÞF :I ;
such that
sup
0pro1
½hðrI ; rIÞ
ðrReilÞ
2
Z
S
jFðrUÞj2 dsðUÞ
	 
1=2
oþN:
In the above ds denotes the normalized measure of the real analytic manifold S:
Notice that while the necessary condition in this problem follows easily from the
generalized Forelli–Rudin inequalities (see [3]) the sufﬁciency condition encounter
computational difﬁculties.
2. Preliminary results
In this section we review some known results of harmonic analysis on the
hermitian symmetric space of tube type D ¼ fZAMðn;CÞ; I  ZZ positive
deﬁniteg; which will be useful in the sequel, referring to [3–5] for more details.
Let G ¼ SUðn; nÞ be the group of all C-linear automorphisms of a non-degenerate
unitary form of signature ðn; nÞ on C2n: Taking
J ¼ In 0
0 In
 !
;
as the matrix of such form, G consists of the matrices
g ¼ A B
C D
 !
with A; B; C and D n  n complex matrices such that: AA  CC ¼ In; DD 
BB ¼ In; AB ¼ CD and det g ¼ 1:
The group G acts transitively on D by fractional linear transforms:
g:Z ¼ ðAZ þ BÞðCZ þ DÞ1: ð2:1Þ
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Thus as homogeneous space, we have the identiﬁcation D ¼ G=K; where K is the
stabilizer in G of Z ¼ 0: Explicitly, K ¼ SðUðnÞ  UðnÞÞ consisting of pairs ðA; DÞ of
unitaries with det ðADÞ ¼ 1:
The Shilov boundary S of D is the unitary group UðnÞ of Cn; i.e.
S ¼ fUAMðn;CÞ; UU ¼ Ing:
The action of G (2.1) extends naturally to D and under this action the group
K acts transitively on S: Moreover, as homogeneous space, we have S ¼ K=L;
where L is the stabilizer of the identity matrix In and consists of pairs ðA; AÞ of
unitaries with det A ¼ 1: Let dU denote the normalized Haar measure of the
compact group UðnÞ and let L2ðSÞ be the space of all (classes) C-valued square
integrable functions on S with respect to dU : Then the action of the group K extends
to L2ðSÞ:
f/pðkÞf ¼ f 3k:
It is well known, see [3,4] that under this action the space L2ðSÞ has the following
Peter–Weyl decomposition
L2ðSÞ ¼ "
mAL
Vm;
where L is the set of all n-tuple, m ¼ ðm1;y; mnÞ of integers with m1Xm2?Xmn
(call m a signature) and the K-irreducible component Vm is the ﬁnite linear span
ffm3k; kAKg:
The function fm is the zonal spherical function associated to the symmetric pair
ðK ; LÞ given in terms of Schur functions with signature mAL:
More precisely, let d ¼ ðd1;y; dnÞ be a diagonal matrix then the zonal spherical
function fmðmALÞ is given by
fmðdÞ ¼
1
dm
Aðm þ rÞðdÞ
AðrÞðdÞ ;
where
dm ¼
Y
ioj
1þ mimj
ji
 
and r ¼ n1
2
;y; n1
2
 
;
AðmÞðdÞ ¼ detðdmji Þ:
Note that AðmÞðdÞ is deﬁned for arbitrary integer vector (i.e. not necessarily
increasing). In particular if mi and mj coincide then AðmÞðdÞ ¼ 0:
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3. Precise action of the Poisson–Shilov transform Pk on L
2ðSÞ
In this section, we give the explicit form of the Poisson transform Pl on each
K-types of L2ðSÞ: For this, we start by ﬁxing some notations.
For kAZþ; let fl;k denote the following C-valued function on ½0; 1½:
fl;kðrÞ ¼ ð1 r2Þ
ilþn
2
ðilþn2 Þk
ð1Þk
rkF
ilþ n
2
;
ilþ n
2
þ k; 1þ k; r2
 
;
where, ðaÞk ¼ aða þ 1Þ?ða þ k  1Þ is the Pochammer symbol and Fða; b; c; xÞ is the
classical Gauss hypergeometric function.
Remark 3.1. For n ¼ 1 the function fl;kðrÞ is the generalized spherical function
associated to the unidimensional complex hyperbolic space.
Proposition 3.1. Let mAL and fAVm: Then
½Plf ðrUÞ ¼ Fl;mðrÞf ðUÞ;
where the generalized spherical function Fl;mðrÞ is given by
Fl;mðrÞ ¼ n!
dm
detðfl;jmiiþjjðrÞÞ1pi;jpn:
Therefore, for f ðUÞ ¼PmAL fmðUÞ in L2ðSÞ; we have
ðPlf ÞðrUÞ ¼
X
mAL
Fl;mðrÞfmðUÞ;
in CNð½0; 1½SÞ:
Proof. For each ﬁxed rA½0; 1½; let Prl denote the following bounded linear operator
from Vm into L
2ðSÞ:
½Prl f ðUÞ ¼
Z
S
PlðrU ; VÞf ðVÞ dV :
If Tm0 denotes the orthogonal projection from L
2ðSÞ onto Vm0 ; then by the K-
invariance property of the kernel PlðrU ; VÞ we have
Tm03Prl  0;
for every m0AL such that m0am:
Thus, PrlðVmÞ>V 0m for every m0am:
Therefore, using the Schur Lemma we conclude that the operator Prl is scalar on
each component Vm:
ARTICLE IN PRESS
A. Boussejra / Journal of Functional Analysis 202 (2003) 25–4332
Hence, there exists a constant Fl;mðrÞ such that
Prl  Fl;mðrÞ:I ; ð3:1Þ
on Vm:
Taking the spherical function fm in (3.1), we get
Fl;mðrÞ ¼
Z
S
PlðrI ; VÞfmðVÞ dV :
Now, we compute this last integral to get the explicit expression of the generalized
spherical function Fl;mðrÞ given in Proposition 3.1.
Since both the kernel PlðrI ; VÞ and the zonal spherical function fmðVÞ are
invariant under the action of the diagonal subgroup L of the group SðUðnÞ  UðnÞÞ;
we can use the Weyl integration formula to rewrite the above integral as
Fl;mðrÞ ¼ ð1 r
2ÞnðnþilÞ=2
dm
Z
G
jdetðI  reiYÞjiln Amþrðe
iYÞ
ArðeiYÞ jArðe
iYÞj2dy1ydyn;
where eiY ¼ diagðeiy1 ;y; eiynÞ and the integral is taken over the set G of all
ðy1;y; ynÞ such that 0pyjo2p for j ¼ 1;y; n:
Now, using the deﬁnition of the determinant we have
Fl;mðrÞ ¼ ð1 r
2ÞnðnþilÞ=2
dm
X
s;sASn
sgðssÞ
Z
G
Pj j1 reiyj jilnei/s:ðmþrÞs:r;ySdy1ydyn; ð3:2Þ
where Sn is the symmetric group of n symbols, sg denoting the signature of a
permutation and /m; yS ¼ m1:y1 þ?þ mn:yn:
Next, set s:s ¼ t and use the Sn-invariance of /;S to rewrite (3.2) as
Fl;mðrÞ ¼ ð1 r
2ÞnðnþilÞ=2
dm

X
sASn
X
tASn
sgðtÞ
Z
G
Pjj1 reiyj jilnei/ðmþrÞt:r;s1yS dy1ydyn: ð3:3Þ
Thus, we are ﬁrstly reduced to compute integrals of the following type:
Z 2p
0
j1 reiyjaeikydy;
for kAZ and rA½0; 1½:
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By an elementary calculation, we ﬁnd that the above integral equals
ða=2Þjkj
ð1Þjkj
rjkjFða=2; a=2þ jkj; 1þ jkj; r2Þ;
which for a ¼ ilþ n equals ð1 r2Þilþn2 fl;kðrÞ (see Remark 3.1).
Thus, after the integration every exponent gives the product
Yn
j¼1
ð1 r2Þðilþn2 Þ fl;jmjþrjðt:rÞj jðrÞ;
independently on sASn: Therefore (3.3) becomes
Fl;mðrÞ ¼ n!
dm
X
tASn
sgðtÞ
Yn
j¼1
fl;jmjþrjðt:rÞj jðrÞ;
and this latter sum is none other then a determinant, i.e.
Fl;mðrÞ ¼ n!
dm
detðfl;jmiþrirj jðrÞÞi;j:
Since ri ¼ ðn  2i þ 1Þ=2; we get
Fl;mðrÞ ¼ n!
dm
detðfl;jmiiþjjðrÞÞi;j:
Henceforth, we get the precise action of the Poisson transform Pl on L
2ðSÞ: This
ﬁnishes the proof of Proposition 3.1. &
It is clear that by combining the result of Shimeno [11] and the above proposition
we get easily the following corollary giving the explicit Fourier series of solutions of
the Hua system (1.1) at the points Z in the Shilov boundary of rD:
Corollary 3.1. Let l be a complex number such that il nef3; 4;yg and let F be a
C-valued function on D solution of the Hua system
HDFðZÞ ¼ ðl2 þ n2ÞFðZÞ:I :
Then, there exists a sequence of spherical harmonics fm such that F has the following
expansion in CNð½0; 1½SÞ:
FðrUÞ ¼
X
mAL
Fl;mðrÞfmðUÞ:
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4. Proof of the key lemma
As explained in the introduction of this paper, the main difﬁculty in proving
Theorem 1.1 is to establish the following uniform asymptotic behavior of the
generalized spherical function Fl;mðrÞ:
Key Lemma 4.1. Let lAC such that Reil4n  1: Then we have
Fl;mðrÞBGOðnÞGOðilÞ
G2Oðilþn2 Þ
ð1 r2Þ
nðnilÞ
2
as r goes to 1; uniformly in mAL:
Proof. First we recall that
Fl;mðrÞ ¼ n!
dm
detðfl;jmiiþjjðrÞÞi;j:
Then, using the following well-known identity on hypergeometric functions
(see [10]):
Fða; b; c; xÞ ¼GðcÞGðc  a  bÞ
Gðc  aÞGðc  bÞFða; b; a þ b  c þ 1; 1 xÞ þ
GðcÞGða þ b  cÞ
GðaÞGðbÞ
ð1 xÞcabFðc  a; c  b; c  a  b þ 1; 1 xÞ; ð4:1Þ
each entry of the matrix ðfl;jmiiþjjðrÞÞi;j can be written as
fl;jmiiþjjðrÞ ¼ rjmiiþjjð1 r2Þ
ilþn
2
Gð1 il nÞðilþn
2
Þjmiiþjj
Gð1 ilþn
2
ÞGð1 ilþn
2
þ jmi  i þ jjÞ
 F ilþ n
2
;
ilþ n
2
þ jmi  i þ jj; ilþ n; 1 r2
 
þ rjmiiþjjð1 r2Þ2iln2 Gðilþ n  1Þ
G2ðilþn
2
Þ
 F 2 il n
2
;
2 il n
2
þ jmi  i þ jj; 2 il n; 1 r2
 
:
Since Reil4n  1 we have
fl;jmiiþjjðrÞBð1 r2Þ
2iln
2
Gðilþ n  1Þ
G2ðilþn
2
Þ
 F 2 il n
2
;
2 il n
2
þ jmi  i þ jj; 2 il n; 1 r2
 
;
as r goes to 1:
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from which we see that for each mAL; we have
Fl;mðrÞB n!
dm
ð1 r2Þ
nð2nilÞ
2
Gðilþ n  1Þ
G2ðilþn
2
Þ
( )n
 det F 2 il n
2
;
2 il n
2
þ jmi  i þ jj; 2 n  il; 1 r2
  
i;j
ð4:2Þ
as r goes to 1:
Hence to obtain the desired asymptotic behavior of Fl;m; we are reduced to
establish that for each complex number l with Reil4n  1; there exists a constant
AðlÞ such that
1
dm
det F
2 il n
2
;
2 il n
2
þ jmi  i þ jj; 2 n  il; 1 r2
  
i;j
BAðlÞð1 r2Þnðn1Þ;
as r goes to 1; for every mAL:
For this, we will establish two lemmas on the behavior of a determinant of class of
classical Gauss hypergeometric functions which are interesting in their own.
Lemma 4.1. Let b be a complex number such that beðf1j
2
g,f1 jgÞ; for j ¼
1;y; n  1: Then we have
det ðFðb; bþ jmi  i þ jj; 2b; 1 r2ÞÞi;jB
Yn1
l¼1
bþ l  1
2bþ l  1
 nl
ðr2  1Þ
nðn1Þ
2
 detðFðbþ n  j; bþ mi þ n  i; 2bþ n  j; 1 r2ÞÞi;j
as r goes to 1; for every mAL:
Proof. Put ni ¼ mi  i and assume ﬁrst that all ni are strictly great than 0:
Let AðrÞ ¼ ðai;jðrÞÞ be the n  n matrix with entries
ai;jðrÞ ¼ Fðb; bþ ni þ j; 2b; 1 r2Þ:
Next use the following identity on hypergeometric functions ðca0Þ:
Fða; b; c; 1 xÞ  Fða; b þ 1; c; 1 xÞ ¼ ðx  1Þ a
c
Fða þ 1; b þ 1; c þ 1; 1 xÞ ð4:3Þ
to show that the ði; jÞ-entry and the ði; j þ 1Þ-entry of the matrix AðrÞ are related by
the following identity:
ai;jðrÞ  ai;jþ1ðrÞ ¼ r
2  1
2
 
Fðbþ 1; bþ ni þ j þ 1; 2bþ 1; 1 r2Þ:
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Hence, subtracting each jth-column from the ð j þ 1Þth-column, we see that
detAðrÞ ¼ r
2  1
2
 n1
det A0ðrÞ;
where the n  n matrix A0ðrÞ ¼ ða0i;jðrÞÞ is given by
a0i;jðrÞ ¼ Fðbþ 1; bþ ni þ j þ 1; 2bþ 1; 1 r2Þ; if 1pipn and 1pjpn  1;
a0i;n ¼ ai;n for i ¼ 1;y; n:
(
Fix, the nth-column and ðn  1Þth-column of the matrix A0ðrÞ and use again identity
(4.3) to obtain
det A0ðrÞ ¼ bþ 1
2bþ 1
 n2
ðr2  1Þn2det A00ðrÞ;
where the n  n matrix A00ðrÞ ¼ ða00i;jðrÞÞ is given by
a00i;jðrÞ ¼
Fðbþ 2; bþ ni þ j þ 2; 2bþ 2; 1 r2Þ for 1pipn and 1pjpn  2;
Fðbþ 1; bþ ni þ j þ 1; 2bþ 1; 1 r2Þ for j ¼ n  1 and i ¼ 1;y; n;
ai;nðrÞ for j ¼ n and i ¼ 1;y; n:
8><
>:
Hence, repeating this process ðn  1Þ-times, we get
detðAðrÞÞ ¼ ðr2  1Þ
nðn1Þ
2
Yn1
l¼1
bþ l  1
2bþ l  1
 nl
 detðFðbþ n  j; bþ ni þ n; 2bþ n  j; 1 r2ÞÞi;j ;
this proves the lemma in the case ni40:
If nio0; we may consider the cases nio n and ni4 n: In the case of niX n;
the integer ni þ j can be either X0 (and the corresponding entry of the matrix
ðFðb; bþ jni þ jj; 2b; 1 r2ÞÞi;j is as in the case ni40) or ni þ jp0 (in which case the
corresponding entry of the matrix ðFðb; bþ jni þ jj; 2b; 1 r2ÞÞi;j is as in the case
nio n).
Thus, we can assume that the increasing n-tuple of integer vector ðn1;y; nnÞ
satisﬁes
nnp?pnlþ1o no0onlp?pn1:
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By the deﬁnition of determinant we have
detðFðb; bþ jni þ jj; 2b; 1 r2ÞÞi;j ¼
X
sASn
sgðsÞ
Yl
i¼1
ðFðb; bþ ni þ sðiÞ; 2b; 1 r2ÞÞ

Yn
i¼lþ1
ðFðb; b ðni þ sðiÞÞ; 2b; 1 r2ÞÞ:
Next, using the following well-known identity on hypergeometric functions (see [10])
Fða; b; c; xÞ ¼ ð1 xÞcabFðc  a; c  b; c; xÞ;
we can rewrite the above equality as
detðFðb; bþ jni þ jj; 2b; 1 r2ÞÞi;j ¼
X
sASn
sgðsÞ
Yl
i¼1
ðFðb; bþ ni þ sðiÞ; 2b; 1 r2ÞÞ

Yn
i¼lþ1
rniþsðiÞðFðb; bþ ni þ sðiÞ; 2b; 1 r2ÞÞ
from which we deduce that
detðFðb; bþ jni þ jj; 2b; 1 r2ÞÞi;jBdetðFðb; bþ ni þ j; 2b; 1 r2ÞÞi;j;
as r-1:
Hence, the ﬁrst part of the proof works again and the proof of Lemma 4.1 is
completed.
Lemma 4.2. Let b be a complex number such that
ba l and 2ba l for l ¼ 0; 1;y; 2ðn  1Þ  1:
Then we have
det ðFðbþ n  j; bþ mi þ n  i; 2bþ n  j; 1 r2ÞÞ1pi;jpn
Bð1 r2Þ
nðn1Þ
2
Y
1piojpn
ðmi  mj þ j  iÞ det ðbþ n  jÞi1ð2bþ n  jÞi1
 
1pi;jpn
; ð4:4Þ
as r goes to 1; for every mAL:
Proof. Let Gb;mðrÞ denotes the left-hand side of (4.4) and set yi ¼ bþ mi þ n  i:
Then an elementary calculation yields:
d
dr
 p
Gb;mðrÞjr¼1 ¼ p!
X
Kp
Yn
j¼1
ðbþ n  jÞkj
ð2bþ n  jÞkj
detððyiÞkj Þ
 !
ði;jÞ
;
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where the sum is taken over the set Kp of all n-tuples ðk1;y; knÞ of positive integers
such that kiakj and k1 þ?þ kn ¼ p:
Now we claim that
d
dr
 p
Gb;mðrÞjr¼1 ¼
0 if ponðn1Þ
2
;
cðbÞ for p ¼ nðn1Þ
2
:
(
Indeed, for k ¼ ðk1;y; knÞ ﬁxed in Kp such that kiakj the determinant detððyiÞkj Þ is
a polynomial in ðy1;y; ynÞ of degree p: Being antisymmetric it is divisible by the
Vandermonde determinant
Dðy1;y; ynÞ ¼
Y
ioj
ðyi  yjÞ:
Therefore
detððyiÞkj Þ ¼ 0 if po
nðn  1Þ
2
and for p ¼ nðn  1Þ
2
we have
d
dr
 nðn1Þ
2
Gb;mðrÞjr¼1 ¼
Y
ioj
ðmi  mj þ j  iÞ nðn  1Þ
2
 
!
X
Knðn1Þ
2
Yn
j¼1
ðbþ n  jÞkj
ð2bþ n  jÞkj
 !
:
Next, noticing that an n-tuple vector ðk1;y; knÞ with kiakj and
P
ki ¼ nðn1Þ2 is
nothing but a rearrangement of the sequence ð0; 1;y; n  1Þ: we get
d
dr
 nðn1Þ
2
Gb;mðrÞjr¼1 ¼
nðn  1Þ
2
 
!
Y
1plokpn
ðml  mk þ k  lÞ
X
sASn
sgðsÞ

Yn
j¼1
ðbþ n  jÞsð jÞ
ð2bþ n  jÞsð jÞ
:
The above expression can also be written as
d
dr
 nðn1Þ
2
Gb;mðrÞjr¼1 ¼
nðn  1Þ
2
 
!
Y
1plokpn
ðml  mk þ k  lÞ det ðbþ n  jÞi1ð2bþ n  jÞi1
 
i;j
:
It is clear by the assumption made on b that the nðn1Þ2 - derivative of Gb;mðrÞ does not
vanish at r ¼ 1 and the proof of Lemma 4.2 is ﬁnished. &
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Now, to ﬁnish the proof of our key Lemma, set b ¼ 2nil
2
: Then, since Reil4n 
1 we can apply Lemmas 4.1 and 4.2 to get
det F
2 il n
2
þ jmi  i þ jj; 2 il n
2
; 2 il n; 1 r2
  
i;j
B
nðn  1Þ
2
 
!
Y
1plokpn
ðml  mk þ k  lÞ
Yn1
j¼1
j  ðilþn
2
Þ
1þ j  il n
	 
nj
 det ð
2ilþn
2
 jÞi1
ð2 il jÞi1
 
i;j
ð1 r2Þ
nðnilÞ
2 ;
as r goes to 1:
Next, since
Q
1plokpn ðmlmkþklÞ
dm
¼ Dð1; 2;y; nÞ and collecting the above results, we
have
Fl;mðrÞBDð1;y; nÞn! nðn  1Þ
2
 
!
Gðilþ n  1Þ
G2ðilþn1
2
Þ
( )n

Yn1
j¼1
j  ðilþn
2
Þ
1þ j  il n
	 
nj
det
ð2ilþn
2
þ jÞi1
ð2 il jÞi1
 
i;j
ð1 r2Þ
nðnilÞ
2 ; ð4:5Þ
as r goes to 1; for every mAL:
Now, since the above limit is independent on mAL; we can give a nice expression
of the above constant on the right-hand side of (4.5).
Indeed, for m ¼ ð0;y; 0Þ the function Fl;0ðrÞ is the spherical function Fl of the
hermitian symmetric space D; given explicitly in terms of the generalized
hypergeometric function Fða; b; c; ZÞ with matrix argument Z; (see [4], for more
details on hypergeometric functions with matrix argument).
FlðZÞ ¼ detðI  ZZÞ
ðnþilÞ
2  F n þ il
2
;
n þ il
2
; n; ZZ
 
:
That is
Fl;0ðrIÞ ¼ ð1 r2Þ
nðnþilÞ
2 F
n þ il
2
;
n þ il
2
; n; r2:I
 
:
Next, use the following well-known identity on generalized hypergeometric functions
(see [4])
Fða; b; c; ZÞ ¼ ðdetðI  ZÞÞðcbaÞFðb  a; c  a; c; ZÞ;
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to rewrite the spherical function Fl;0ðr:IÞ as
Fl;0ðr:IÞ ¼ ð1 r2Þ
nðnilÞ
2 F
n  il
2
;
n  il
2
; n; r2:I
 
:
Since, Reil4n  1 we can use the well-known result on the asymptotic behavior near
I of the generalized hypergeometric function with matrix argument (see [4]) to get
Fl;0ðrÞBGOðnÞGOðilÞ
G2Oðilþn2 Þ
ð1 r2Þ
nðnilÞ
2 ;
as r goes to 1:
This ﬁnishes the proof of the key Lemma. &
End of the Proof of the main result. We will show now how to apply the key Lemma
to establish Theorem 1.1.
(i) Necessary condition: Let fAL2ðSÞ:We have
ðPlf ÞðrUÞ ¼
Z
S
PlðrU ; VÞf ðVÞ dV :
Then setting
PrlðUÞ ¼
1 r2
jdetðI  rUÞj2
" #ðilþnÞ
2
;
we can rewrite the above integral as a convolution over the compact group UðnÞ:
That is
ðPlf ÞðrUÞ ¼ ðPrl  f ÞðUÞ:
Next, using on one hand the Young–Haussdorf inequality
jjPrl  f jjL2ðSÞpjjPrljjL1ðSÞjjf jjL2ðSÞ
and on the other hand, the Forelli–Rudin generalized inequality associated to the
matrix ball D; which reads in our case as (see [3])Z
S
jdetðI  rUÞjðnþReilÞdUpgðlÞð1 r2ÞnReil if Reil4n  1
we get the right-hand side of estimate (1.2) in Theorem 1.1.
(ii) The sufﬁciency condition. Let F be in ElðDÞ: Since Reil4n  1; we know by
Shimeno result [11] that there exists a hyperfunction f on the Shilov boundary S
such that F ¼ Plf :
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Let f ¼PmAL fm be its K-type series, then using Proposition 3.1 F can be written
explicitly as
FðrUÞ ¼
X
mAL
Fl;mðrÞfmðUÞ;
in CNð½0; 1½SÞ:
Next, since jjF jjoþN; we have
ð1 r2ÞnðnReilÞ
X
mAL
jFl;mðrÞj2jj fmjj2L2ðSÞpjjF jj2oþN;
for every rA½0; 1½:
Thus, using the uniform asymptotic behavior in mAL of Fl;mðrÞ given by the Key
Lemma, we get
jGOðilÞGOðnÞj
jG2Oðilþn2 Þj
X
mAL
jj fmjjL2ðSÞpjjF jjoþN:
Thus, the above f ¼PmAL fm lies in L2ðSÞ and the left-hand side of the estimate
(1.2) in Theorem 1.1 holds. That is
jGOðilÞGOðnÞj
jG2Oðilþn2 Þj
jj f jjL2ðSÞpjjPlf jj:
This ﬁnishes the proof of our main result. &
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