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In this paper,we are concernedwith the time integration of differential equationsmodeling
option pricing. In particular, we consider the Black–Scholes equation for American options.
As an alternative to existing methods, we present exponential Rosenbrock integrators.
These integrators require the evaluation of the exponential and related functions of the
Jacobian matrix. The resulting methods have good stability properties. They are fully
explicit and do not require the numerical solution of linear systems, in contrast to standard
integrators. We have implemented some numerical experiments in Matlab showing the
reliability of the new method.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
There is a long history of the exponential integrators in numerical analysis. More than 50 years ago, the first prototypes
had already been developed. However, their role was not very significant in applications for a very long time. The major
difficulty was that exponential integrators make explicit use of the exponential and relevant functions of (large) matrices.
Their effective implementation was therefore thought to be hard or even unworkable.
However, this view altered in the last years when very hopeful experiments with semilinear evolution equations were
mentioned in literature. These experiments gave, on the one hand, the impulse for a rigorous error and convergence analysis
for stiff evolution equations, see [1,2]. At the same time they pointed to construction of several new classes of exponential
integrators, see, e.g., [3,4].
This paper focuses on implementation of a new class of numerical methods to financial problem, called exponential
Rosenbrock-type method [5,3,6], for the time integration of large systems of stiff differential equations:
V ′(t) = F(t, V (t)), V (t0) = V0. (1)
Equations like this characteristically come up from spatial discretizations of nonlinear time dependent partial differential
equations. The numericalworkwhen solving (1) by standard integrators, such as implicit Runge–Kuttamethods or backward
differentiation formulae (BDF) are frequently dominated by the numerical linear algebra which we need for the solution of
the arising nonlinear systems of equations.
In this paper, we shall deal with the exponential Rosenbrock Euler method that depends on full Jacobian of the
problem [3]. Generally this matrix has no particular structure, and it changes continuously from step to step. Exponential
integrators linearize (1) in each integration step. One can compute the linearization either analytically or numerically. This
method appeared in [5,3,6].
The Black–Scholes model is a log-normal pure diffusion model and raises a parabolic partial differential equation under
Itô’s calculus [7]. Even though most of the empirical facts have exposed the pitfalls of the model, it proves indispensable
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for the understanding of pricing methodologies for financial contracts. Furthermore, the accessibility of many closed form
formulas makes it admirable for many traders, financial institutions and numerical analysts.
A broad range of derivative securities traded in exchange markets like call or put options on dividend paying stocks,
foreign currency options, callable bonds, including the rest, are American type contracts. An American contract provides the
holder the right to exercise and quit the contract whenever he wants but before the expiration date which is mentioned
in the contract. It is more difficult to value such contracts compared with the corresponding European contract where the
holder can only exercise at expiration.
The truth is that there is not any closed form analytical formula for valuing American contracts even in the relatively
simpler cases. Numerical methods are, in that case, important for pricing such contracts.
Many of the practical numerical methods for the solution of the equivalent linear complementarity problem employ
familiar finite differences approaches [8,9]. In [10,11] a penalty method coupled with a finite volume discretization of
spatial like variables and finite differences in time have been proven to be a useful and reliable substitute for such
problems. The purpose is to alter the set of variational inequalities into a set of nonlinear partial differential equations by
penalizing the restriction [12,13]. As [10] claims, the major benefit of the penalty method is that it can be easily generalized
to multidimensional problems and a variety of contracts. Moreover, one can use it coupled with any type of spatial
(state) discretization, finite differences, finite volume or finite element methods. Implicit–explicit finite difference methods
are used successfully for European and barrier options in jump diffusion and exponential Lévy models in [14]. In [15],
implicit–explicit Runge–Kutta methods for the numerical integration of the system of ordinary differential equations that
emerge after spatial discretization of the penalty approximation to the linear complementarity problem are investigated.
We propose that, in the so-called continuation region, one has to numerically solve a system of convection–
diffusion–reaction partial differential equations. The problem can be seen as stiff [16]. Stiffly accurate time integrators are
important to have efficient numerical methods. It is important to note here that efficiency is a critical issue for designing
numerical methods of practical use in general. The major point of the paper is to illustrate that exponential Rosenbrock-
type methods can be implemented effectively for financial problems, and that the consequent programs are competitive
with current methods for solving certain convection–diffusion–reaction equations.
For the purpose of clarity in the exposition,we shall restrict ourselves, in the following, to a simple onedimensionalmodel
problem, the American put option, even though the numerical methods are meant for general application to more complex
financial problems. In Section 2 we purport the model problem. In Section 3 we provide spatial discretization and evolution
equation for the given problem. Exponential Rosenbrock Euler time integrator is shown in Section 4. The preceding section
shows the characteristics of the method suggested through some numerical experiments. The paper will be concluded with
some observations and remarks.
2. The problem
Consider an asset with price S which follows the stochastic process [8]
dS = µSdt + σ Sdz,
where µ is the drift rate, σ is volatility, and dz is the increment of a Wiener process. We wish to determine the value
V (S, t) of an American put option where the holder can exercise at any time and receive the payoff specified in the contract
as ψ(S) = max(E − S, 0), where E is the strike. Denote the expiry time of the option by T . Then the American pricing
problem [15,10] can be formally stated as
∂V
∂t
= LBSV − β(V )+ f . (2)
Here, LBS denotes the well-known Black–Scholes operator,
LBSV = 12σ
2S2
∂2V
∂S2
+ rS ∂V
∂S
− rV , (3)
f = −∂φ
∂t
+ LBSφ, (4)
β(V (S)) = 1

min(V (S)− ψ∗(S), 0), (5)
In above equation, β is the penalty term and  is called penalization parameter.
Boundary and Initial conditions are
V (Sm = 0, t) = V (SM , t) = 0, 0 < t ≤ T , (6)
V (S, 0) = ψ∗(S) = ψ(S)− φ(S), Sm ≤ S ≤ SM . (7)
Here φ is any smooth function. If we do quadratic interpolation through the points (0, E), ( SM2 ,
E
3 ), (SM , 0), we get
φ(S) = 2ES
2
3S2M
− 5ES
3SM
+ E. (8)
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Wecan take any otherφ function (e.g., if we do linear interpolation through the points (0, E), (SM , 0), we getφ(S) = E− ESSM ),
which should satisfy the following conditions
φ(0) = E, φ(SM) = 0. (9)
Our φ function in (8) satisfies the above conditions.
In (3), r is the risk free rate of interest. Now our aim is to determine the option value V (S, t) in (2).
3. Spatial discretization and evolution equation
We will now discretize (2). We discretize first the asset value and then time. Let Vj(t) ∼= V (Sj, t), (1 ≤ j ≤ M), be the
discrete solution to (2) at asset value Sj and time t .
Since 0 ≤ S ≤ SM , therefore
0 = S0 < S1 < S2 < S3 < · · · < SM < SM+1 = 200,
with grid points Sj = Sj−1 +1Sj and1Sj = Sj − Sj−1.
Here, we discretize (2) on a non-equidistant grid [17] by means of the finite difference method, where we need a first-
order and a second-order derivative.
Consider the triple of grid points, with function values V (S0), V (S1) and V (S2), and at mutual distances1S1 and1S2.
The derivatives ∂V
∂S and
∂2V
∂S2
are approximated in the middle grid point with finite difference formulas where only
V (S0), V (S1) and V (S2) appear.
The Taylor series for V (S0) and V (S2) is given as
V (S0) = V (S1 −1S1) = V (S1)− VS1S1 + VSS (1S1)
2
2
+ · · · (10)
V (S2) = V (S1 +1S2) = V (S1)+ VS1S2 + VSS (1S2)
2
2
+ · · · (11)
subtracting (10) from (11), we get
∂V
∂S
= ∂SV (S1) ∼= V (S2)− V (S0)
1S2 +1S1 , (12)
in general we have
∂V
∂S
= ∂SV (Sj) ∼= V (Sj+1)− V (Sj−1)
1Sj +1Sj+1 . (13)
If we multiply Eq. (10) by1S2 and Eq. (11) by1S1 and then adding we will get an approximation for ∂
2V
∂S2
.
∂2V
∂S2
= ∂SSV (S1) ∼= 2V (S2)
1S2(1S2 +1S1) −
2V (S1)
1S11S2
+ 2V (S0)
1S1(1S1 +1S2) , (14)
we can write above equation in broad-spectrum as
∂2V
∂S2
= ∂SSV (Sj) ∼= 2V (Sj+1)
1Sj+1(1Sj+1 +1Sj) −
2V (Sj)
1Sj1Sj+1
+ 2V (Sj−1)
1Sj(1Sj +1Sj+1) . (15)
Eq. (2) can be written in abstract form as
V ′(t) = AV (t)+ g(t, V (t)). (16)
Now Eq. (16) is a semilinear parabolic equation, where
A = A2 + A1 + A0
with
A2 = 12σ
2S2
∂2V
∂S2
, A1 = rS ∂V
∂S
, A0 = −rV .
More over
g(t, V (t)) = −β(V )+ f + (Vj(0) = ψ∗(Sj)).
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4. Time discretization by Rosenbrock integrators
Consider the autonomous problem
V ′(t) = F(V (t)). (17)
In classical Rosenbrock methods we linearize the equation in each step, so linearization of right hand side of (17) at tn gives
V ′(t) = F(V (t)) = F ′(Vn)V (t)+ gn(V (t)), (18)
where
An = F ′(Vn), gn(V (t)) = F(V (t))− AnV (t).
with An denoting the Jacobian of F and gn the nonlinear remainder. The numerical schemes will make explicit use of these
quantities.
We can reformulate the problem as
W ′(t) = AnW (t)+ gn(W (t)), W (0) = Vn, W (h) = Vn+1. (19)
Applying exponential Euler method [18] to above problem, we get exponential Rosenbrock Euler method [5] as
Vn+1 = ehAnVn + hϕ1(hAn)gn(Vn), (20)
or
Vn+1 = Vn + hϕ1(hAn)F(Vn). (21)
Rosenbrock integrators method can easily be extended to non-autonomous problem. Consider the non-autonomous
problem
V ′(t) = F(t, V (t)), (22)
Linearization around (tn, Vn) yields
F(t, V ) = F(tn, Vn)+ ∂tF(tn, Vn)(t − tn)+ ∂V F(tn, Vn)(V − Vn)+ · · · (23)
now take
An = ∂V F(tn, Vn), an = ∂tF(tn, Vn)
V ′ = AnV + ant + gn(t, V ), gn(t, V ) = F(t, V )− AnV − ant. (24)
Exact solution of the problem (24) is represented by the variation of constants formula
V (tn + h) = ehAnV (tn)+
∫ h
0
e(h−τ)Anan · (tn + τ)dτ +
∫ h
0
e(h−τ)Angn(tn + τ , V (tn + τ))dτ . (25)
Using Approximation Vn ≈ V (tn), we get Rosenbrock Euler method as
Vn+1 = ehAnVn + {hϕ1(hAn)tn + h2ϕ2(hAn)}an + hϕ1(hAn)gn(tn, Vn), (26)
or
Vn+1 = Vn + hϕ1(hAn)F(tn, Vn)+ h2ϕ2(hAn)an, (27)
where
ϕ1(hAn) = 1h
∫ h
0
e(h−τ)Andτ , ϕ2(z) = ϕ1(z)− 1z , z = hAn. (28)
For more details about exponential Rosenbrock-type integrators, one can consult following useful references [5,3,6].
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Fig. 1. American put option value and put payoff, grid with 150 nodes, r = 0.1, E = 100, σ = 0.2,  = 10−4 , T = 0.25.
5. Numerical results
We confirm our executionwith some numerical experiments inMatlab, wherewe solve a nonlinear problem (2) by using
exponential Rosenbrock Euler method (26). American options provide the holder the right to exercise and quit the contract
whenever he wants but before the expiration date which is mentioned in the contract. Therefore it is more difficult to value
such options. We find Option price using a numerical method (26).
In all our experiments we assume that the strike price is 100, the risk-free interest rate is 10% per annum, the asset price
volatility is 20% per annum, the time to maturity is 0.25 years, with our usual notation, this means that
r = 0.1, E = 100, σ = 0.2,  = 10−4, T = 0.25
where  is penalization parameter.
Option price will replicate the possibility of the option finishing in-the-money. Option value will certainly not be lower
than its intrinsic value. Put option grants its holder the right to sell the underlying asset. As one can see from Fig. 1, for a set
strike price, put option value increases with asset price decreases [19].
The value of a put at expiration is the intrinsic value.
Payoff = max(E − S, 0) =
{
E − S if S < E
0 if S > E.
There are some particulars about option payoffs. In our case, intrinsic price is E = 100. An option is in-the-money if the
payoff is greater than zero. As the option owner will never desire to lose money by exercising, an option will never have
a value less than zero. If the option finishes out-of-the-money, the most you can lose is your premium, no matter how far
out it is. The more an option is in-the-money, the greater the gain. If E = S, option is at-the-money, if E > S, option is
in-the-money and if E < S, option is out-of-the-money. As one can observe from Fig. 1, 50 to 100, option is in-the-money
and 100 to 150, option is out-of-the-money.
One has to make a distinction between variables and parameters in using Black–Scholes model. The asset price S is the
only variable which is supposed to change within the model. The other terms are parameters as they affect the price but do
not change within the model. The derivatives with respect to the different quantities are represented by Greek letters and,
as a group, known as the Greeks [20,21]. Each Greek letter measures a diverse dimension to the risk in an option position
and the aspiration of a trader is to control the Greeks so that all risks are acceptable [22]. One can compute Greeks in two
different ways. The straightforward way is to use a finite difference discretization to approximate the partial derivatives
that comprise the Greeks. The other approach is to formulate partial differential equations for the Greeks and solve those
equations numerically [21]. Our approach is the first one.
Delta is among four major risk measures used by options traders. The Delta is the ratio comparing the change in the price
of the underlying asset to the corresponding change in the price of a option. One can see this by the formula
Delta = 1 = ∂V
∂S
. (29)
Delta put is always negative, see Fig. 2, while Delta call is always positive. Therefore, the value of a put decreases if the asset
price increases, see Fig. 1, whereas the value of a call increases with a asset price increase. Therefore a put option with a
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Fig. 2. Variation of delta with asset price for a put option, grid with 150 nodes, r = 0.1, E = 100, σ = 0.2,  = 10−4, T = 0.25.
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Fig. 3. Variation of Gamma with asset price for put option, grid with 150 nodes, r = 0.1, E = 100, σ = 0.2,  = 10−4, T = 0.25.
delta−0.75 will decrease by e0.75 for every e1 the underlying increases in price. In-the-money put option near expiration,
it will approach a delta of−1 and at-the-money option usually has a delta at approximately−0.5. Out-of-the-money delta
is greater than−0.5 [19]. One can easily verify above analysis about Delta by looking at the Fig. 2.
Contrasting the other sensitivity measures instead of Delta, Gamma does not measure the sensitivity of the price of an
option to one of the parameters. Instead, Gamma measures how delta changes with changes in the asset price. Gamma is
the second partial derivative of the portfolio with respect to asset price.
Gamma = Γ = ∂
2V
∂S2
. (30)
Gamma becomes zero when it is away from the strike, but at the strike it becomes more and more peaked, see Fig. 3 for
illustrations of the Gamma. Gamma is small, when the option beingmeasured is deep-in or out-of-the-money.When option
is near-the-money, Gamma is largest. Gamma put is always positive and increases to a maximum with an asset price close
to the exercise price, as one can note from Fig. 3.
Here we used constant timesteps, and the computed solution becomes visible to converge at a second-order rate, as one
can see undoubtedly from Fig. 4.
M.A. Gondal / Journal of Computational and Applied Mathematics 234 (2010) 1153–1160 1159
Step size
Er
ro
r
Exponential Rosenbrock Euler
Order 2 
10–8
10–6
10–4
10–2
100
10–4 10–3 10–2 10–1
Fig. 4. The error of exponential Rosenbrock Euler method of order two when applied to (2). For comparison, we added line with slope two (solid line).
6. Discussions
We have given a second-order constant step exponential Rosenbrock Euler method which is presented as an effective
substitute for other methods for the numerical valuation of American options. Exponential Rosenbrock Euler method is
computationally attractive since it requires only one matrix function per step. It is second order convergent, and because of
linearization we get an improved error behavior. We find a great potential for this method for non-normal matrices. Such
matrices typically arise in parabolic problems with large advection in combination with moderate diffusion and mildly stiff
reactions. These methods have a great potential for exotic option problems.
There are two reasons why we took unequal grid points and very small grid spacing near strike price E. The first reason
is that the initial condition is not smooth, and secondly we are interested more near the strike price, and it is possible that
the option value here goes to zero or it will not be smooth if we take1S to be large.
As the Figs. 1–3 indicates, option prices are enormously reliant upon asset prices, and the price of the underlying asset is
the key determinant of an option price. As a result, Delta and Gamma is themost important of all of the sensitivitymeasures.
The computed Greeks Delta and Gamma are independent of the fake oscillations that are there in the absence of any strong
stable integrators like Crank–Nicolson method [10], which are used while the efficiency natural to high order methods is
retained.
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