A signi cant driver for the consumer use of high bandwidth in the near future will be interactive video on demand (IVOD). A range of service types can be deployed, based on a di ering sophistication, which must be traded against the network costs (bandwidth) and component costs (switch complexity and memory). The potential aggregate bandwidth required is huge (O(1Pbps)), and thus it is essential to properly engineer the network to reduce the bandwidth required.
and caching strategies for desired bandwidth vs. memory costs in a particular network deployment. In addition, a simulation model is used to evaluate caching of programs or windows within programs.
We show that there are some results that are widely applicable. In particular, the level in the network at which caching should take place is at approximately 80% depth in the distribution tree, above the head end switch in the network hierarchy. We also observe that the bandwidth savings in sharing streams (actually bu ered windows of program content) is fairly small for user behavior based on Zipf's law.
The overall intent of this work is to evaluate the e ects of various server, cache, and sharing strategies on the bandwidth and storage requirements of the network and their proper placement within the network.
Introduction
A signi cant driver for the consumer use of high bandwidth in the near future will be interactive video on demand (IVOD). A range of service types can be deployed, based on a di ering sophistication, which must be traded against the network costs (bandwidth) and component costs (switch complexity and memory). A number of these IVOD services will require the capability to deliver one independent stream per user. In fact, during prime time in the continental US there are approximately 150M viewers in 77M viewing households 1]. Using data rates of 10 Mbps for JPEG NTSC, 6 Mbps for MPEG-II NTSC, and 20Mbps for HDTV transmission, and assuming only one independent stream per household, the total aggregate bandwidth required during normal peak viewing periods is 770 Tbps, 462 Tbps, and 1.54 Pbps respectively. Clearly, this huge amount of bandwidth dictates that we should utilize various techniques which reduce the total bandwidth, such as caching and sharing of video streams where possible.
In this paper, we describe a variety of IVOD scenarios, and introduce a cost function that captures the combined bandwidth and storage requirements of the network. This cost function is used to optimize di erent network engineering alternatives, particularly VOD program caching and stream sharing. While the cost function could be used to make speci c tradeo s in a particular network deployment, we show that there are some results that are widely applicable, in particular the level in the network at which caching should take place. This methodology may also be useful in locating minima as well as evaluating sensitivity to di erent parameters. For a particular deployment, when components cost are available, this methodology provides real cost tradeo s.
While it is possible to signi cantly reduce the bandwidth and storage demands by proper network engineering, the aggregate bandwidth requirements are still far in excess of current network infrastructure, and will require the deployment of emerging high bandwidth switches and transmission links. We use a hierarchical network structure consisting of a national backbone ATM network, regional or metropolitan ATM networks, and local loops which are connected to the regional or metropolitan networks, via head end ATM switches. This is shown in Fig. 1 , which indicates the number of OC-48 backbone trunks and OC-12 regional links that would be required for an example scenario in support of MPEG-II transmission. Archival video servers may be attached at any level of the hierarchy. Video distribution is accomplished on multipoint connection trees imposed on the WAN and MAN.
In the current CATV tree broadcast infrastructure the number of households connected to a single tree has a signi cant e ect on the quality of service provided to a user. If there are too many users connected to a single tree, many users may be denied access to the interactive multimedia. Therefore, the number of households connected to a single broadcast CATV media must be limited to fewer than 1000 2] 3]. This will continue to be true in future ATM switched network deployments to limit the head end switch to a The rest of this paper is organized as follows: Section 2 describes the various classes of interactive video on demand, in increasing functionality and cost. Section 3 provides the network model and an objective function that we will use to evaluate the tradeo between bandwidth and storage cost. The next three sections evaluate the e ects of di erent techniques to reduce the aggregate and backbone bandwidth requirements while increasing the level of interactivity: server replication in Section 4, program caching in intermediate nodes in Section 5, and user sharing of video streams and caches in Section 6. Finally, Section 7 summarizes our results.
Interactive Video on Demand Service Types
The baseline case of true IVOD allows an individual to request an apparently instantaneous start of a program. This is sequential access (SEQ) and no further interaction with the stream is allowed, other than termination. This is distinguished from near-VOD by instantaneous start of any program. It is characterized by the need to provide an individual video stream to each user, and that only a small amount of storage is required by the user in the set top box to smooth network jitter. The next level of sophistication adds real interactivity. Enhanced sequential (VCR) access adds the ability to pause and do a fast scan (forward or reverse) of the program. In the case of an archival program such as a movie, this may be done within the entire program, but in the case of a real time source this may be done only between the beginning of the program and the current time. This requires that a window of the program be available with low latency. The window size is dictated by the rate at which the viewer is allowed to scan, and the latency to fetch another window from the server and transmit to the user. Finally, random access (RAN) allows arbitrary jumping to any point within the program with very low latency (sub-second). This requires that the entire program be available to the user with low latency access. The service class (SEQ, VCR, or RAN) a ects the ability to share cached program segments within the network, and thus the tradeo between bandwidth and memory requirements.
The three major critical components that a ect the quality of IVOD are bandwidth, latency to access archival storage, and the amount of low latency cache. Naturally, if the bandwidth is not su cient, it is not possible to provide independent streams to each user, and therefore streams at some point in the distribution network need to be shared. This can a ect the level of interactivity. The round trip delay of the network has a direct e ect on the quality of interactivity. For fast packet networks the latency across a continent the size of North America should be less than 50 ms 4] 5]. This is su ciently small that even if the server is located across the continent, the network latency has marginal impact on the quality of interactivity. The latency to access programs from video server archives and the associated processing time for the interactive operations will be the dominant factor. Therefore we can expect to cache programs in lower latency storage somewhere in the network, between the server node to the head end switch or set top box.
Problem De nition
If we consider how to implement large scale IVOD, two extreme solutions come to mind: If bandwidth cost were close to zero, the best solution would be to have a centralized server containing all the possible programs and serving every household (this is essentially the extreme that generated our high bandwidth numbers in Section 1). On the other hand, if storage cost were negligible, then it would be better to have each set top box contain all the possible programs. Of course both of those alternatives are unrealistic, and the reasonable solution is to place the servers and cache somewhere in the network.
The following sections present an analysis of the tradeo that can be made between the total bandwidth and the total amount of storage required in the case of a very large deployment (such as the US) to minimize the overall cost of the system. In particular, we analyze the e ects of replication (multiple servers that contain all programs), caching of part of the complete set of programs, and sharing (allowing multiple users to use the same cached stream) at di erent locations in the network. The overall e ects of each of these strategies as well as their comparison are presented. The rest of this section is organized as follows: we rst describe the network model. Then we de ne an objective function that will be used to determine sensible tradeo between bandwidth and memory (the storage server) based on the network architecture and the various strategies of server and cache placement investigated in subsequent sections.
Network model
The logical multimedia network topology is assumed to be a d-ary tree, as illustrated in Fig. 2 . Each node of the tree represents a switch, interconnecting two di erent levels of the hierarchy in the network. Each switch may have a local server attached containing up to the complete set of available programs, as well as a program cache. The leaves of the tree represent the head end switches, connecting the users to the network. In this paper we will consider balanced trees, however, the results can be extended to a more general case.
The total number of head ends H is assumed to be constant, only de ned by the total number of users U with 1000 users per head end switch, as indicated in Section 1. Therefore, the number of hierarchy levels L(d) for a given value of d is given by (1) . Consequently, the number of switches W (d) contained in such a network is simply given by (2) .
Comparison criterion { cost functions
In order to compare di erent deployment strategies, we de ne cost functions for network bandwidth and storage. An overall cost function is then computed, which will be considered as the comparison criterion. These cost functions are normalized so that di erent parameters can be compared and analyzed. Furthermore, we de ne a cost factor to capture non-linear pricing of bandwidth and servers. Finally, the cost function is weighted to evaluate di erent cost ratios between storage and bandwidth. The storage cost encompasses the server with the necessary storage.
Bandwidth cost
Bandwidth on the links that connect the switches of the tree hierarchy is considered to be proportional to the number of programs that are being served by them. The total bandwidth cost (C tb ) is the sum of bandwidth cost of the individual links:
where is the set of links, b( ) is the bandwidth on link , and b is a normalization constant. Since C tb is normalized, the cost of bandwidth to serve all the users at a head end can be arbitrarily chosen, i.e., may account for a real cost value when available.
Storage cost
The video server is dominated by the amount of storage (number of programs) and the internal bandwidth required to serve the incoming requests. These two factors can be strongly related. For instance, a popular program will require a high server bandwidth. On the other hand, a server could have a very large number of programs, where none of them is popular, as in the case of a large archive. In this case, the server bandwidth that would support the requests could be low. Therefore, the storage server cost function has to be a function of the number of movies stored and the frequency of access for each of these movies. In order to capture these factors (which include the popularity pro le of the di erent programs) in the server cost function, we employ Zipf's law 6]. It is shown in 7] that Zipf's law may be used to accurately model the popularity of rental movies in the United States. This was based on the data on video rental patterns across the United States in the year of 1993, as published in Billboard Magazine, Video Store Magazine, and several other industry publications. Therefore, purposes of this work, we will assume that the demand for particular programs in IVOD services follows the same behavior patterns observed for rental movies. Zipf's law here is de ned as: given N p programs, ordered by its popularity, the probability that the ith movie is selected is given by z(i) = C=i where C = 1= P Np i=1 (1=i). We will also assume that the storage cost of a single server at the root of the distribution tree capable of serving all requests is unity. Therefore, the storage cost at the root (C sroot ) is:
where z(i) represents the probability that a request addresses program i. The set of programs is ordered based on decreasing popularity and i is the index to these programs, with 1 i N p , where N p is the number of programs. Therefore, for example, if we duplicate the number of servers (with each one containing the same number of programs as the root server), the bandwidth required on each server will be half and its cost will be:
where, z(2 i), re ects the lower requirement on the server that the program i will impose due to lower bandwidth that it will request (for i > N p , z(i) = z(N p )). Hence, for a set of p programs, the storage cost will be
where each p i is the scaled index of each of the programs from the set p in relation to the root server. In the above example, p i = 2 i. The overall total storage cost then becomes:
where s is a normalization constant for the servers' cost.
Total cost
The total cost of the system is the sum of the normalized total costs of storage and bandwidth:
In order to evaluate the dependency on non-linear costs of links and servers, we de ne a cost factor = ( s ; b ), where s is the factor for the storage componente and b is for the bandwidth. We assume that in terms of link cost, there is a saving as higher capacity is deployed, i.e., the price per unit of bandwidth is lower as the capacity of the link increases. In this case,
where b 1. At the same time we assume that the server cost has the inverse property: it is even more costly per unit when higher demands are to be supported ( s 1). Therefore,
Using this cost factor, the total cost then becomes:
Furthermore, we consider di erent cost ratios between the total bandwidth cost and the total server cost in order to evaluate their relative impact. Since we normalize individually bandwidth and total server cost, we can easily capture this di erence by means of a weight factor in which case, the overall cost in this case is given by:
1 + ( C tb + C ts ); where > 0 provides the relative cost ratio between bandwidth cost and server cost.
Server Replication
The rst strategy we explore consists in multiplying the number of servers. This e ectively partitions the network which results in lower bandwidth requirements at the expense of server cost. The e ect of such a replication on the overall cost function is then analyzed. We start with a centralized server, containing all the available programs and calculate this cost function. This is the high bandwidth extreme case we rst considered in Section 1. We then go down one level in the tree, therefore providing d servers and splitting the network tree in d sub-trees. This replication is repeated for every level, until we reach the head end switches, with one server per head end. This is almost the other extreme we considered in section 1 which trades bandwidth for a large amount of storage (one level above the set top box). Note that intuition might suggest that while placing servers at the set top box would be too expensive, it might make sense at the head end.
Given this strategy, the equations for the total cost of bandwidth and the total cost of storage, considering replication at level l can be written as: . Similarly, the total server cost is given by:
Where N p is the total number of programs (we use N p = 10 4 in this paper). Fig. 3 shows the normalized values of the bandwidth cost, the server cost and the total cost for storage placed at di erent levels, in the case of a binary tree con guration and with a linear cost factor = (1; 1). As it will be evident later, the depth of the distribution tree is also normalized so that di erent topologies (d-ary) may be seen in the same gure: zero represents the root of the tree and one is the level of the head end switches.
Because the bandwidth requirements are the same at each level, and because we assume linear costs ( = (1; 1) ), the total bandwidth cost decreases linearly as the replication is done closer to the head end. On the other hand, the server cost increases exponentially, exploding when servers are placed at the head ends. One of the interesting aspects of the resulting cost function, assuming normalized cost for servers and bandwidth, is that it presents a minimum at about 80% depth into the tree. This means that there is an optimal placement of the servers in the case of replication, and that it is above the head end switch.
The in uence of the topology is shown in Fig. 4 with di erent values of the cost factor . Because of normalization (Section 3.2), results produced by di erent costs factors should not be compared on an absolute value basis; they are presented together here to allow a general trend comparison.
The main conclusion that can be drawn from Fig. 4 is that for di erent degrees of the tree, and over a range of cost factors, the minimum of the cost function is between 70% and 90% of the tree depth. This result therefore con rms and generalizes what had been stated from Fig. 3 .
The cost is also highly dependent on the degree of the tree: for any given cost factor, binary tree deployment has a higher cost than higher degrees. The optimal replication level, though, decreases as the tree fanout gets higher. It also shows that the cost of distribution for higher degree trees is less sensitive to the server placement.
The main e ect of high cost factors ( ' (2; 2)) is to bend the cost function curves in two regions: close to the root, which is the case where few servers have to provide a lot of bandwidth and are therefore expensive, and close to the head ends where there are many (relatively more expensive) lower bandwidth links. This tends to atten the curves and reduce the minimum cost sensitivity to depth (but does not imply higher overall cost due to the normalization). We will explore the e ects of varying the relative weighting of storage and bandwidth in the context of caching in Section 5.
Program Caching
Program caching introduces more exibility, and is more reasonable than server replication as a technique to reduce total bandwidth. We can expect that there will be a number of caches distributed throughout the network, each of which has only a subset of the all programs.
The general concept of this strategy is illustrated in Fig. 5 . We consider that each switch in the network can be the site for caching a fraction of the programs. The upstream bandwidth can thereby be reduced at the cost of increasing the amount of storage required by replications of the cached programs. Obviously, caching will take place for the most popular programs. Programs that are relatively unlikely to be requested will remain stored in a central server that, in this analysis, we assume to be at the root of the distribution tree. Note that without loss of generality, this server archive may be physically distributed, and replicated for purposes of fault tolerance.
Given a set of M popular programs (cached by local servers), Zipf's law is used to compute the ratio of requests that concern the programs served by the root server. In other words, 1 ? represents the probability that a request can be satis ed by the local cache. This ratio is given by:
z(i) (5) and the probability a request is served by the local switch is If we assume that caching takes place only at one level l of the distribution tree, the equations giving the total storage and bandwidth costs can be written as follows:
The e ect of caching on the total cost is illustrated in Fig. 6 for a binary tree and a linear cost factor = (1; 1) . The x-axis again represents the level at which caching takes place. If no caching is realized (all the programs would therefore be stored in the root server), the resulting cost is obviously a straight line. The other curves represent the total cost for di erent sizes of the cache set. The gain is clearly visible, being as high as 55%. The total cost dramatically depends on the cache size, on the cache location and on the cost factor (see later). The particular case where all programs are cached corresponds to the replication mechanism explained earlier.
The sensitivity of the cache size is illustrated in Fig. 7 , also for a cost factor of = (1; 1) . Here, the total cost is plotted as a function of the cache size, for di erent Figure 6 : Total cost for caching at di erent levels (binary tree, cost factor (1,1)) levels (depths) in a binary tree. The sensitivity to number of programs cached increases dramatically with the depth, due to the e ect of storage replication cost. The overall minimal cost, in this case of linear costs ( = (1; 1) ), takes place when about 15% of the programs are cached at 80% depth into the tree. If caching is done at the head ends, with more than 20% of the programs cached, the total cost will be higher than in the case of a single server.
As mentioned above, the cost factor has an important in uence on the total cost. This is illustrated in Fig. 8 which shows the total cost induced by caching 10% of the programs at di erent levels of a binary tree. One e ect of high cost factors is to slide the minimum of the curves closer to the head ends. Additionally, high cost factors, as in the case of server replication, have the e ect of lowering the sensitivity to the cache location when close to the head ends. Once again, due to the normalization, these curves cannot be compared on an absolute value basis, but are presented together to show the general in uence on the shape.
All the plots that have been presented so far considered that the total cost for bandwidth was the same weight in the total storage cost. The in uence of di erent values of on the total cost induced by caching 5% of the programs in a binary tree with a cost factor = (1; 1) is illustrated in Fig. 9 . When storage cost is lower than bandwidth cost (low values of ), the overall cost is higher. As bandwidth cost relatively decreases, the overall cost lowers, and the optimal caching level moves from the head ends toward the root.
Stream Sharing
So far, we have considered the location of the sources and caches of the entire programs. In order to further reduce bandwidth, we consider caching windows (small parts) of the program at the head end or internal nodes of the distribution tree. This stream sharing also improves the response time by reducing the round-trip delay between the user and the cached data. Stream sharing is achieved by caching a limited amount of program close to the user so that the user may access it with very low latency during interaction. If the user is viewing instance t of a program, a window of duration t ? =2; t + =2] will be cached at some level in the distribution tree. Such a caching scheme allows VCR access (pause and fast scan), or RAN access if the window is equal to the program length, as described in Section 2. The size of the window should be no smaller than the round trip delay time between the cache and the server (including the time to fetch a new window from the server) in order to provide continuous interactivity. Although the cache could be maintained at the set top box, there would be no savings in memory due to sharing.
Since a part of the program is already cached, it further allows us to serve multiple users from the same cache provided they are viewing the same (or nearby) instance of the program. This enables one stream between the server and the cache to serve multiple users, and hence reduces the load on the servers and the upstream networks.
An example of caching for interactive video and stream sharing is shown in Fig. 10 . It shows two users viewing the same program separated in time by three minutes. If two users requested the same program within three minutes, the above mentioned scenario is possible. It is also possible that they requested the same program such that initially they could not share streams, but that later on, the rst user paused for some time (other similar scenarios exists). When he/she resumed viewing, if both users were viewing parts of the program within time they could use same cache and share the stream.
Simulation Model
We have developed a simulation model to analyse the memory requirements for this caching scheme. In order to study and understand caching, the simulation model assumes that there is no blocking in the CATV-distribution network, WANs, and servers. In this section, we assume that each user engages in one IVOD session every day during prime time. The model assumes Poisson arrival process for the requests, and the popularity of a program is determined by Zipf's law. A program is divided into xed size windows of duration . When a request arrives at the caching node, it is rst checked to determine if there was a request for the same program within previous time . If there was, then there is already a window allocated to this program that can be shared. If not, a new window is allocated which may be shared by a later request. We partition programs into two sets: popular and unpopular. IVOD (VCR) access is provided for the popular programs by means of window caching. Limited interactivity is still possible for unpopular programs, but with signi cant response time due to server access latency. Naturally, the simulation model can be used for the case of IVOD access for all programs by setting the size of the popular set high enough.
In principle, an in nite cache may be used to provide VCR or RAN access to all the users, and would also provide highest degree of sharing. This however, is not practical and will lead to high cost and low utilization of memory resources. Therefore, it is desirable to select a su ciently large cache such that blocking 1 is below a threshold (p b ). To determine a reasonable cache size, we start with an in nite cache. Then, we run simulation for a very large number of requests and measure the cache size at all times. From this measured data, we obtain the cumulative probability distribution of the cache size The simulation results presented here use the following parameters:
Total number of programs: N p = 1000 the number of popular programs (premium service) between 3 and 15 length of the programs uniformly distributed between 60 and 120 minutes number of users per head end: h = 1000 each user request a program every day during the four hour prime time period the window size between 2 and 10 minutes the probability of blocking p b = 0:1
Simulation results
First we consider caching only at the head end switch. Fig. 11 shows the cache size required for 1% blocking (on window availability). The aggregate cache size is normalized to the storage required for an average length program of duration 90 minutes.
The plots in Fig. 11 depict caching for the top 3, 5, 10 and 15 programs. These programs cover 24%, 31%, 39% and 44% of all requests, respectively, based on Zipf's law. The y-axis shows the fraction of all the requests that will be shared (popular and others) because of the caching. It is observed from this gure that caching at the head end results in very limited sharing, and therefore results only in a small saving in bandwidth. However, it does support the requirement of very low latency access for IVOD for a large fraction of the users viewing the popular movies.
There is a tradeo between the delay for interaction and the e ectiveness of streams sharing. As the cache is moved up in the distribution tree, there are more requests for a popular program that can be served by a given cache, improving the hit ratio. The tradeo between the placement of cache and the sharing of streams is shown in Fig. 12 for the binary tree distribution network. These results also cover the case of 4-ary, and 8-ary trees by considering every second and fourth points in the curves, respectively.
The plot in Fig. 12 illustrates the fraction of shared requests and the cache memory required. The results are for a window size of 2 minutes cached at various levels in the distribution tree. Level 0 as the root with level numbers increasing as the cache is placed lower in the distribution tree. Based on our simulation results, the cache placed at the root of a 8 and 9 level tree result in 100% sharing for the 3 and the 10 most popular programs, respectively. Therefore, trees with more than 9 levels need not be considered.
The total cache size shown in the x-axis is for a 9 level binary distribution tree. Therefore, for example, if the cache is placed at level 8, the total memory required is the summation of the cache memory required at both the switches at level 8. The total memory is then normalized to the total memory required to store all the popular programs (90 minutes of duration on average).
Thus, this plot shows the increasing storage required as more programs are cached further down the distribution tree. The number of programs whose windows are cached is dictated by the user requirements for IVOD access. The depth in the tree must be balanced by the bandwidth costs, as presented in Section 5, except that in this case for VCR access only windows in the program need be cached. For RAN access, the window size must equal the program length.
Summary and Conclusions
In this paper we have considered the bandwidth and storage tradeo in support of IVOD. Although the proper placement of program caches allows an optimization of bandwidth and storage costs while allowing required interactive response, the total aggregate bandwidth is still extremely large. For example, the normalized bandwidth fraction corresponding to the minimum cost point in Fig. 6 is .40, which applied to the aggregate bandwidth numbers given in Section 1, results in 308 Tbps, 185 Tbps, and 616 Tbps for JPEG NTSC, MPEG-II NTSC, and HDTV respectively. This indicates that a new network infrastructure is indeed needed to support the wide scale deployment of truly interactive VOD services, but that proper engineering of the network can signi cantly reduce the cost of bandwidth and storage. In this paper we have only described the case of a single stream per user (and the sample bandwidth numbers assume a single stream per household). We can expect, however, that each individual in a household may have multiple streams corresponding to multiple windows on a multimedia workstation. This can easily increase the total bandwidth requirements by an order of magnitude.
We have provided insight into the nature of these tradeo s with a combined cost objective function. Regardless of a number of cost and topology parameters, the proper placement of cached program content is at approximately 80% depth in the distribution tree, above the head end in the network hierarchy. This is fundamentally based on the linear bandwidth decrease and exponential storage growth as the cache is moved down the distribution tree. We have explored the e ects of nonlinear pricing and di ering relative costs of bandwidth and storage, and the e ect on the objective function. The optimal level of cache is relatively insensitive to this, however nonlinear pricing tends to atten the objective function allowing more exibility in network design. We have also observed that the bandwidth savings in sharing streams is fairly small overall, but since we expect that Figure 12: The stream sharing vs. the total memory requirement for caching (normalized to the size of all the movies being cached) when cache is located at di erent levels of the distribution tree. popular programs will be cached to provide the desired low latency interactive access some sharing provision may make sense. Note that while we have restricted the scope of this paper to generic results, the cost function and methods presented could be used to assist in the optimal engineering of a real network, given the appropriate price functions for bandwidth and costs for memory and servers.
This work is continuing in several directions. The simulations presented in Section 6 are proceeding to consider the bandwidth costs explicitly. While this paper has concentrated on unidirectional bandwidth with interactivity only for signalling, there are several services that would require signi cant return bandwidth. Two scenarios need exploration: As more general symmetric network infrastructure is widely available, it will be possible to arbitrarily distribute the location of program sources. While there will still be concentrations of both stored program sources and broadcast video, the next generation of local access broadcasting will allow for ubiquitous injection of program content into the network. The second extension is to distribute the viewing across multiple locations, where the viewers are additionally video conferenced together, resulting in a distributed interactive home theater.
