Periodically driven many-body quantum systems : Quantum Ratchets, Topological States and the Floquet-Boltzmann Equation by Genske, Maximilian
Periodically driven many-body quantum systems
Quantum Ratchets, Topological States and the
Floquet-Boltzmann Equation










Berichterstatter: Prof. Dr. Achim Rosch
(Gutachter) Prof. Dr. Sebastian Diehl
Tag der mu¨ndlichen Pru¨fung: 07. Juli 2017
Abstract
Controlling and manipulating complex many-body quantum systems will be a key in-
gredient for the development of next-generation technologies. While the realisation of a
universal quantum machine is still out of reach, in recent years experimental systems of
ultracold atoms have already evolved into a vivid field of research for quantum simulation.
Crucially, such systems even allow for the successful quantum engineering of targeted
many-body systems by means of coherent periodic driving. The essential properties of
these Floquet systems encompass two main aspects: fast driving facilitates the simulation
of effective static systems, and interactions lead to unique heating effects as energy is only
conserved modulo the driving frequency. Within this thesis we theoretically study both
of these aspects in respective model systems.
In part I of this thesis, we investigate the dynamics of excitations of a bosonic Mott
insulator in a designed one-dimensional Floquet system. Here, periodic driving in combi-
nation with breaking all mirror symmetries of the system can induce directed motion of
particles. In the limit of small excitation densities, the effectively non-interacting quantum
ratchet determines the motion of holes and doublons in the Mott insulator and can in fact
be used to manipulate the dynamics of such. This little quantum machine can also be
used to drive particles against an external force, where transport is possible but requires
the fulfilment of a commensurability condition for long times.
In part II, we discuss the role of interactions for periodically driven systems by means
of a Floquet version of the Boltzmann equation. Starting from the Keldysh approach,
we develop this semiclassical formalism based on a clear separation of time scales. The
result is a description of the dynamics and the scattering of Floquet quasiparticles in
such systems. Here, the property of discrete energy violation is naturally encoded in our
formalism predicting the heating of interacting Floquet systems to infinite temperatures in
the long-time limit. As a first application of this approach, we investigate a cold atom setup
realising the Haldane model by means of periodic shaking. While homogeneous systems
heat up globally, a confining potential evokes thermoelectric transport effects resulting
from spatially dependent heating characteristics. Moreover, we show that the interplay
of intrinsic heating, macroscopic diffusion and non-trivial topological properties of the
Haldane model lead to an anomalous Floquet-Nernst effect, which describes anomalous
particle transport as the result of developing temperature gradients.
In part III, we elaborate on the quantum simulator aspect of ultracold atoms by pro-
viding a theoretical framework for a possible simulation of a topological edge state in a
one-dimensional optical lattice. In this case, the one-dimensional Dirac equation with
spatially varying mass is important, which captures the topological properties of a cor-
responding system of the BDI symmetry class. We analytically discuss such system and
investigate the role of mean-field interaction effects. We also identify the emergence of
dynamical instabilities in a realisation with bosonic atoms.

Kurzzusammenfassung
Die Steuerung und Manipulation komplexer Quanten-Vielteilchensysteme wird ein wich-
tiger Bestandteil fu¨r die Entwicklung von Technologien der na¨chsten Generation sein.
Wa¨hrend die Umsetzung einer universellen Quantenmaschine allerdings noch nicht erre-
ichbar ist, haben sich in den letzten Jahren bereits experimentelle Systeme bestehend
aus ultrakalten Atomen zu einem lebendigen Forschungsgebiet fu¨r die Quantensimulation
entwickelt. Solche Systeme erlauben sogar das erfolgreiche ’quantum engineering’ von
gezielten Vielteilchensystemen durch koha¨rentes periodisches Antreiben. Die wesentlichen
Eigenschaften dieser Floquet-Systeme umfassen zwei Hauptaspekte: zum einen ermo¨glicht
schnelles Treiben die Simulation effektiver statischer Systeme, zum anderen fu¨hren Wech-
selwirkungen zu einzigartigen Heizeffekten, da die Energie nur modulo der Antriebsfre-
quenz erhalten ist. Im Rahmen dieser Arbeit untersuchen wir theoretisch beide Aspekte
in jeweiligen Modellsystemen.
In Teil I dieser Arbeit untersuchen wir die Dynamik der Anregungen eines bosonischen
Mott-Isolators in einem speziell entworfenen eindimensionalen Floquet-System. Hierbei
kann das periodische Antreiben in Kombination mit dem Brechen aller Spiegelsymme-
trien des Systems eine gerichtete Bewegung von Teilchen induzieren. Im Limes kleiner
Anregungsdichten beschreibt die effektiv nicht-wechselwirkende Quanten-Ratsche die Be-
wegung von Lo¨chern und Dublonen im Mott-Isolator und kann in der Tat dazu verwendet
werden, die Dynamik solcher zu manipulieren. Diese kleine Quantenmaschine kann auch
benutzt werden, um Teilchen entgegen eine a¨ußere Kraft zu treiben. Hierbei ist Transport
der Teilchen mo¨glich, aber gleichzeitig ist die Erfu¨llung einer Kommensurabilita¨tsbedinung
fu¨r lange Zeiten erforderlich.
In Teil II diskutieren wir die Rolle von Wechselwirkungen fu¨r periodisch getriebene
Systeme mittels einer Floquet-Version der Boltzmann-Gleichung. Ausgehend von der
Keldysh-Methode entwickeln wir diesen semiklassischen Formalismus auf der Grundlage
einer klaren Trennung von Zeitskalen. Das Ergebnis ist eine Beschreibung der Dynamik
und der Streuung von Floquet-Quasiteilchen in solchen Systemen. Die Eigenschaft der
diskreten Energieverletzung ist hierbei auf natu¨rliche Art und Weise in unserem Formalis-
mus codiert, welche das Aufheizen des wechselwirkenden Floquet-Systems auf unendliche
Temperaturen im Limes langer Zeiten vorhersagt. Als erste Anwendung dieser Beschrei-
bung untersuchen wir ein System aus kalten Atomen, welches das Haldane-Modell durch
periodisches Schu¨tteln realisiert. Wa¨hrend sich homogene Systeme global erwa¨rmen,
ruft ein Einschließungspotential thermoelektrische Transporteffekte hervor, die sich aus
ra¨umlich abha¨ngenden Heizcharakteristiken ergeben. Daru¨ber hinaus zeigen wir, dass
das Zusammenspiel von intrinsischen Heizeffekten, makroskopischer Diffusion und nicht-
trivialen topologischen Eigenschaften des Haldane-Modells zu einem anomalen Floquet-
Nernst-Effekt fu¨hrt, der anomalen Teilchentransport als Ergebnis der Auspra¨gung von
Temperaturgradienten beschreibt.
In Teil III gehen wir na¨her auf den Quanten-Simulator Aspekt von Systemen aus ul-
trakalten Atomen ein, indem wir einen theoretischen Rahmen fu¨r eine mo¨gliche Simula-
tion eines topologischen Randzustands in einem eindimensionalen optischen Gitter liefern.
Hierbei ist die eindimensionale Dirac-Gleichung mit ra¨umlich variierender Masse von Be-
deutung, welche die topologischen Eigenschaften eines entsprechenden Systems der BDI-
Symmetrieklasse erfasst. Wir diskutieren ein solches System analytisch und untersuchen
die Rolle der ’Mean Field’ - Interaktionseffekte. Zusa¨tzlich identifizieren wir die Entste-
hung von dynamischen Instabilita¨ten in einer entsprechenden Realisierung mit bosonischen
Atomen.
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1. General Introduction
Ever since the dawn of quantum mechanics more than 100 years ago, this intriguing the-
ory of physics has revolutionized our understanding of the world and yet surprises us
by its predictions up until today. Based on the quantum mechanical description of the
microscopic world of atoms, molecules and condensed matter, important technological
achievements were accomplished which have had an immeasurable impact on science just
much as they had on society. In particular, we remark the early developments of semi-
conductor transistors as well as lasers in the middle of the last century. However, the way
we approach the laws of quantum mechanics has fundamentally changed over the course
of time: predominantly driven by technological advances, humans do no longer have to be
mere observers of nature, but are moving more and more into a position where the control
over the quantum world can be facilitated and utilized. This transition from being passive
observers to becoming active doers is known as the second quantum revolution [1].
At the very end of this technological revolution stands the ultimate goal of developing
and building a macroscopic quantum machine, such as a universal quantum computer [2].
To this day, however, the realisation of such devices is unfortunately still out of reach. Yet,
first crucial steps have been taken in this direction, allowing to hope for the realisability of
quantum technology for everyday purposes in the near future. One of these steps was the
implementation and development of quantum simulators. Due to natural limitations of
classical computing machines in combination with an exponentially growing Hilbert space
of a many-particle system, it becomes very often impossible to predict and understand
the behaviour of complex quantum systems at macro- and mesoscopic sizes. Here, it is
not the property of the single quantum particle that determines the physics, but rather
the collective interplay of a large number of such particles. For instance, some exciting
phenomena emerging from this interplay, which are yet to be (fully) understood owing to
their complexity, are quantum magnetism and high-temperature superconductivity [3]. As
was originally pointed out by Feynman [4], a general strategy to yet obtain information
may be the quantum simulation of such systems: a complex many-particle quantum system
is substituted by a different, more controllable one mimicking the physics of the target
system. Insights obtained on the second system can then be directly used to interpret
the original one. Nevertheless, despite the tremendous technological advancing we have
seen until today, the creation, control and manipulation of such auxiliary many-particle
quantum system is still a very demanding task.
One of the most versatile tools in the context of realisable quantum simulators are
systems made of ultracold atoms in optical lattices [5]. These systems are composed of gases
of neutral atoms that are cooled to incredibly small temperatures (as low as ∼ 10−10 K)
and captured in the interference pattern of overlapping laser beams. The regular spatial
structure of the optical standing waves hereby resemble the periodic potential caused by
positively charged nuclei fixed to lattice positions in a conventional solid. Since interactions
between the trapped atoms can additionally be imposed and varied by means of external
magnetic fields, these systems can be used to simulate the general setting of a typical
condensed matter system. Due to the absence of lattice vibrations and defects, cold atoms
in optical lattices are particularly well suited to analyse the physics of microscopic model
systems, such as Hubbard-type models. Here, the implementation of the optical lattice is
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not restricted by geometry or dimension [6]. At the same time, experimental methods have
advanced into a state where atoms can be controlled, manipulated and detected on the level
of a single lattice site both for bosonic [7,8] and fermionic [9,10] systems. Moreover, time
scales of cold atom systems are one of their crucial advantages: atoms in optical lattices
tunnel within milliseconds, while the dynamics of electrons in ordinary matter takes place
on time scales of femtoseconds. Thus, cold atom systems cannot only be spatially resolved,
but also dynamical aspects of respective model systems can be easily detected by modern
day technology. First hallmark achievements of ultracold atomic systems encompass the
modelling of equilibrium phases of matter, such as superfluid, metallic and Mott-insulating
states [11, 12]. In addition, also dynamical studies have drawn much attention, such
as studying the coherent time-evolution after a quantum quench [13, 14], the expansion
of a cold atomic cloud in a Hubbard model [14], or monitoring the equilibration of an
isolated quantum system [15]. Particularly the last example highlights the success of
quantum simulators by explicitly outperforming calculating abilities of state-of-the-art
supercomputers.
Building on the tremendous success of quantum simulators, most recently, the engi-
neering and designing of targeted quantum systems and even novel types of matter was
proposed by relatively simple means: coherent periodic driving. In fact, time-periodic
coherent manipulation of small quantum systems such as single atoms has been a long es-
tablished tool. In the context of complex many-body systems, however, such manipulation
schemes have become available only most recently due to technological advances. Interest-
ingly, periodically driven quantum many-body systems can exhibit rich dynamics and also
show exotic phases which are absent in associated undriven versions [16]. Connecting to
the discussion of building quantum machines and having this extended ’quantum toolbox’
at hand, one might hope to build such a machine not just from assembling individually
controllable constituents, but rather from an already existing, possibly complex many-
particle quantum system dressed with periodic driving as an additional ingredient. In
the field of ultracold atoms in optical lattices, the idea of coherently manipulating many-
body states and their dynamics by means of periodic driving has therefore swiftly evolved
into a vivid field of research on its own [17]. First remarkable achievements of such Flo-
quet systems were the implementation of quantised particle pumps [18,19], the generation
of effective magnetic fields to study quantum spin systems [20] and the proposal for a
Floquet topological insulator [21]. Indeed, a large fraction of last-generation realisations
particularly aim at the quantum simulation of topological states of matter [22]. The most
prominent example in this context is the realisation of the Haldane model [23] by means
of lattice shaking.
Nevertheless, while quantum simulator realisations with cold atoms are implemented
for varying interaction strengths, so far most Floquet engineered systems are built on
non-interacting systems. One of the reasons is that interacting Floquet systems naturally
connect to the unique behaviour of cold atom systems regarding non-equilibrium situa-
tions. In general, ultracold gases are very well isolated quantum systems, as they do not
couple to a bath. This is in strong contrast to conventional condensed matter systems,
where lattice vibration excitations, i.e., phonons, provide a natural thermal bath for the
electronic system. So systems of ultracold atoms are not only predestined to work as quan-
tum simulators, but also appear as ideal testbeds to study non-equilibrium dynamics of
quantum many-body systems [24,25]. For instance, interacting cold atoms have been used
to study coherent non-equilibrium dynamics [26] as well as the corresponding relaxation of
such systems [15,27,28]. But also the absence of thermalization in integrable models [29]
or in terms of many-body localisation [30] can be investigated in these systems. A Floquet
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system is inherently out-of-equilibrium due to the external periodic drive and therefore
challenges the thermalization and dynamical aspects of static cold atom systems. The
key feature here is the fact that interacting Floquet systems do not preserve energy and
are therefore expected to render unique properties in terms of thermalisation and equi-
libration. In fact, it was only recently shown that a generic interacting isolated Floquet
system cannot equilibrate in a conventional sense and must instead approach an infinite
temperature state in the long-time limit [31,32].
Periodically driven systems hold tremendous potential as a tool for engineering exciting
quantum systems and creating novel states of matter. Interacting Floquet systems exhibit
unique non-equilibrium physics. Eventually, all experimental system are (at least weakly)
interacting. Hence, in order to be able to describe Floquet engineered systems in all
relevant aspects, it is inevitable to also include interaction effects in respective studies.
This will not only help to understand such designed quantum systems in more details, but
might also lead to emerging new qualitative aspects within this vibrant field of research.
Technically, however, dealing with such interacting Floquet systems is far from trivial, as,
e.g., standard linear response theory treatments for periodically perturbed ordinary matter
fail for arbitrary strong and fast external driving. Therefore, it comes at no surprise that
there are still many open questions regarding interacting Floquet systems. One particular
interesting and also experimentally highly relevant question is how Floquet systems are
affected by interactions as a function of time. It is the central question of this thesis to give
an answer to this question for the specific case of considering weakly interacting systems.
In general, the content of this thesis can be viewed as residing at the interface of the three
main fields of research discussed above: quantum simulation with ultracold atoms, Floquet
engineering by periodic driving and non-equilibrium dynamics in interacting many-particle
systems. The precise outline of our purely theoretical work is as follows:
In part I of this thesis we consider effectively non-interacting periodically driven systems,
thereby focussing on the engineering potential of such. In chapter 2 we first briefly sketch
aspects of the creation of ultracold atoms in optical lattices and their associated character-
istics. We then give an introduction to concepts and notations of non-interacting Floquet
theory. We also aim at providing a list of main recent achievements of non-interacting
Floquet systems, thereby stressing the position of such systems at the forefront of research.
A concrete Floquet engineered system is presented in chapter 3, where we consider the
dynamics of excitations of a bosonic Mott insulator in the presence of a periodic drive. By
simultaneously breaking the mirror symmetries of the system, a quantum ratchet is estab-
lished allowing to control the dynamics of such particles. We find that this little quantum
machine can be utilized to, e.g., drive the excitations against an additional external con-
stant force. Furthermore, we discuss possible topological stabilization mechanisms for such
ratchets, which, however, appear to be not realisable.
In part II we then consider interactions in Floquet systems. Here, we also give a more
in-depth introduction to general interacting Floquet systems, including an overview on
recent accomplishments on this matter. Among different interacting Floquet settings,
we choose to investigate weakly interacting periodically driven systems by means of a
kinetic equation approach. Since the external drive is fast and coherent, the form of
such an equation is a priori not entirely obvious. To this end, we present a detailed
derivation based on a clear separation of time scales starting from a full quantum field
theoretical approach. In this context, we first introduce basic notations and re-derive
the conventional Boltzmann equation in chapter 4. Subsequently, we adjust the setting
to derive a Floquet-Boltzmann equation in chapter 5 which describes the scattering of
associated Floquet quasiparticles and allows for scattering processes that violate energy
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conservation modulo the external driving frequency. In order to show the working principle
we apply this formalism to an interacting version of the recently realised Haldane model
[23]. We apply the Floquet-Boltzmann equation to a homogeneous system in chapter 6 and
to an inhomogeneous version in chapter 7, thereby calculating the heating behaviour of the
respective system. Interestingly, we find for the inhomogeneous case that the presence of
a non-trivial topological structure of the underlying lattice model gives rise to anomalous
particle currents as a consequence of temperature gradients. We predict this anomalous
Floquet-Nernst effect by a hydrodynamic description of the system.
In part III we slightly change gears and solely focus on the quantum simulator aspect of
cold atom systems. Here, we present results of a joint collaboration with the experimental
group of M. Weitz from Bonn on the simulation of a topological edge state in an optical lat-
tice. In chapter 8, we first discuss the topological properties of a standard BDI-symmetry
class model and show how the essential properties can be captured by a massive 1D Dirac
equation. By using an adjusted mean-field description of the problem we crucially show
that interaction effects are negligible and that therefore experimental results can be safely
interpreted in terms of the 1D target system. A quantitative comparison between exper-
imental data and numerical results then indeed suggests the successful simulation of a
topological edge state. In chapter 9, we discuss peculiar interaction effects of the bosonic
Dirac system. A study of the fluctuation spectrum reveals the emergence of dynamical







2. Periodic driving as a tool for quantum
engineering
A main goal for utilizing the laws of quantum mechanics for everyday life applications is
to build a macroscopic quantum machine. Such a device can be the analogue to a clas-
sical mechanical machine [33] or a universal quantum computer [2, 4, 34, 35], for example.
In general, scientists hope that such machines can be more efficient and powerful than
conventional, classical devices. Nevertheless, despite the fact that in 1996 Lloyd indeed
confirmed [36] Feynman’s original conjecture [4] that any (local) quantum system can be
simulated by a quantum computer (or likewise by another quantum system), the reali-
sation of a universal quantum computer or machine still faces huge challenges. One of
the main issues being the lack of scalability due to decoherence [35]. Having said this,
there do exist candidates for quantum computing that are believed to be notably robust
against decoherence, such as topological quantum computing by anyons [37, 38]. Leading
researchers have therefore only recently expressed their optimism for commercial progress
of quantum computers in the near future [39].
In the meantime, however, the idea of Feynman and Lloyd to simulate a quantum system
by another one has evolved into a vivid field of research on its own. The general goal of a
quantum simulator is to mimic the behaviour of a system of interest using a second, more
accessible and well-controlled quantum system. This allows to study the physics (and
potentially beyond) of complex quantum systems that would be otherwise intractable
by classical means, e.g., by conventional computers. Typical quantum simulators that
have emerged over the last decades are, among others, neutral atoms (in optical lattices)
[6,11,40], trapped ions [41,42], superconducting circuits [43,44], photonic systems [45] and
nuclear spins [46]. The list of possible fields of applications of such quantum simulators
is broad and ranges from high-energy physics over cosmology to open systems. In order
to obtain an in-depth report about the vast areas of applicability and the tremendous
potential of quantum simulators we refer the reader to recent reviews in this topic, such
as Ref. [47] and references therein.
The perhaps most important field in the context of quantum simulation is the one of
condensed matter physics. Here, particularly systems made of ultracold atoms (bosonic
and fermionic) in optical standing waves have developed into a very versatile tool. The
reason being that this setup has the potential to mimic the behaviour of electrons experi-
encing the periodic potential in a solid state system. Important hallmarks in this context
were, e.g., the realisation of the Bose-Hubbard model and the successive study of the su-
perfluid to Mott-insulator transition [11] as well as the quantum simulation of ultracold
Fermi gases investigating the so called BEC-BCS crossover [48]. Moreover, scientists were
able to simulate the effect of electromagnetic fields on charged particles using artificial
gauge fields [49–51]. The latter paved the way to studying quantum Hall physics in the
context of cold atoms. More recently, researchers have even advanced to simulating rela-
tivistic equations [52] and topological states of matter [22]. In fact, chapter 8 of this thesis
is dedicated to a recent simulation of a ’massive’ Dirac equation using ultracold rubidium
atoms, verifying a one-dimensional topological edge state [53].
Despite the huge progress quantum simulators have had so far, they mainly aim at
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analysing and simulating already known models and materials. In recent years, however,
research has also progressed into a direction where one not merely simulates known ma-
terials, but rather manages to realise completely new states of matter. A main player of
such quantum engineering in the context of ultracold atoms has become the method of
periodic driving. Such periodically driven systems at arbitrary frequency and strength are
also called Floquet systems [54]. These systems give rise to exciting phenomena such as dy-
namic localization [55], frustrated magnetism [56], the Floquet analogoue of a topological
insulator [21] or the realisation of the Haldane model [23]. Moreover, Floquet systems offer
also the chance of building little quantum machines as discussed at length in chapter 3
of this thesis. While nowadays periodically driven systems are a major tool for the field
of ultracold atoms [17], there are still many aspects to be understood. The latter mainly
concerns the effect of interactions in these Floquet system, which is the central topic of
this thesis. Nevertheless, understanding the basic, non-interacting principles of these pe-
riodically driven systems builds the fundament to the success of Floquet engineering as
well as to our work in the following.
To this end, we will introduce important aspects of Floquet engineering in this chapter.
First, we will shed light on the topic of ultracold atoms in optical lattices and will briefly
elaborate on details that will be important for the remainder of this thesis. Second, we will
introduce the Floquet formalism which is the natrual language describing those respective
systems. Third and last, we will aim at yielding a small overview on recent developments
in the context of Floquet engineering - including both experimental advances as well as
theoretical ideas.
2.1. Ultracold atoms in optical lattices
Ultracold atoms in optical lattices are engineered closed quantum many-body systems that
are highly controllable and therefore offer a unique setting for the quantum simulation of
condensed matter systems and for the creation of novel states of matter [6]. In contrast to
conventional solid state systems, the microscopic physics of cold neutral atom systems is
precisely known owing to their cleanliness and isolation. This allows for a very controlled
way of studying also macroscopic phenomena and interpret them faithfully in terms of
microscopic constituents and details.
Cold atoms in optical lattices rely on the coherent collective interaction of matter with
light, thereby mimicking the physics of a crystalline solid where the ultracold quantum
gas resembles electrons. Such systems have not only driven the development of new types
of experimental realisations, but also boosted theoretical ideas and tools in the realm of
condensed matter physics. This rapidly growing field of research provides an enormous list
of remarkable contributions ranging from the detection of the superfluid to Mott insulator
transition [11] over the general realisation of topological quantum matter [22] such as the
Haldane model [23] to first direct observations of antiferromagnetic correlations in such
systems [57]. Technical aspects, experimental details and theoretical visions have been
summarised in numerous works. In particular, we like to highlight the reviews by Bloch,
Dalibard and Zwerger [5] and by Bloch, Dalibard and Nascimbe`ne [6] as well as recent
proceedings on ’quantum matter at ultralow temperatures’ [51]. Note that large parts
of this section are built on these reviews and that a more in-depth view on the general
capabilities of ultracold atoms can be found therein.
In the following, we roughly elaborate on different general aspects of ultracold gases
before explaining how they can be trapped by means of laser-light fields. We then demon-
strate how these peculiar traps give rise to periodic structures putting the emphasis on
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(b)(a)
Figure 2.1.: Visualization of state-of-the-art control, manipulation and detection capabilities for
systems of ultracold atoms in optical lattices: images of (a) bosonic and (b) fermionic atoms in
an optical lattice taken by a quantum gas microscope. The initial state preparation as well as
the single-site resolution becomes clearly visible. Figures are taken from Refs. (a) [6] and (b) [10],
respectively.
the realisation of Hubbard type models. Due to the high level of controllability such sys-
tems can be easily extended to more sophisticated versions. One powerful extension is
the implementation of periodic driving leading to the realisation of Floquet systems. The
capabilities of such systems will then be exposed in the following sections.
2.1.1. Ultracold quantum gases
Over the last half a century or so, the production of coherent light sources, i.e., lasers,
have seen a tremendous progress. This resulted not only in a remarkable progress of inves-
tigating microscopic details of single atomic or molecular species using, e.g., spectroscopy,
but also opened up the possibility to create and study coherent light-matter mixtures.
The first milestones along these lines was reached by producing a Bose-Einstein conden-
sation (BEC) from an atomic vapour in the mid 90’s [58,59]. Since densities of such gases
are extremely low (up to 10−7 smaller than air at room temperature [5]), temperatures
ought to be reduced to extremely low values, as well. For this purpose, sophisticated trap-
ping and cooling mechanisms have been developed [60,61]. In particular, these techniques
benefit immensely from a simple electronic structure of the used atomic species. Hence,
ultracold gases are typically created from alkali atoms which possess only a single valence
electron. Degenerate quantum gases have been achieved for many atom species such as
7Li,23Na,87Rb which are all of bosonic type [51] and also for fermions such as 6Li, 40K [62].
More recently, degenerate quantum gases of alkaline-earth(-like) species such as ytterbium
or strontium became available [63]. Present-day temperatures in such setups are decreased
to values as low as 10−10 K for bosons [64] and 10−6 K for fermions1 [62]. Remarkably,
these ultracold quantum gases therefore describe the coldest place in the universe.
Those very low temperatures in the respective many-body quantum systems also have
a significant impact on the role of interactions [5]. Generally, the interaction between two
neutral atoms can be modelled by a van der Waals potential VvdW(r) = −C6/r6, which is
cut off at some short distance |r| = rc corresponding to the extension of the atom in space
1 Note that the significant difference between bosons and fermions can be traced back to the statistical
properties of fermions. In fact, standard cooling techniques applicable to bosons fail for fermions and a
sufficient cooling of the latter is a much harder experimental task. A comprehensive review of ultracold
fermi gases can be found in Ref. [62].
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and C6 is the atom dependent van der Waals coefficient. Alkali atoms, for instance, are
associated with relatively large C6-coeffiecients, since they are strongly polarizable. The
low-energy scattering properties are also determined by this quantity. In general, two-body
scattering events involving a finite relative angular momentum quantum number l 6= 0
are allowed. These processes are characterised by a centrifugal energy barrier of height
∝ l/(C6)1/2. However, for l = 1 these energies correspond to temperatures of ∼ 1mK
for typical atomic masses. So as soon as atoms - irrespective of their species - are cooled
substantially below this threshold, only lowest angular-momentum scattering events are
supported by the gas. For bosons this corresponds to s-wave collisions. Fermions, on the
other hand, undergo s-wave scattering processes only in the presence of a spin-mixture due
to the Pauli principle. Assuming that we only need to consider s-wave scattering in the
low energy limit, the scattering amplitude as a function of momentum k is approximated
as f(k) ≈ −as/(1+ ikas). This scattering amplitude is the result (irrespective of the value
of k) for the pseudopotential [5]




with m being the atom’s mass and, most crucially, as describes the scattering length which
fully specifies the interaction strength of the quantum gas. So while the pseudopotential
(2.1) captures all scattering properties in the low energy regime, the characteristics of the
degenerate quantum gas depends qualitatively as well as quantitatively on the scattering
length as. For example, a repulsively, as > 0, yet weakly interacting bosonic ultracold gas
still forms a Bose-Einstein condensate that is well described by a Gross-Pitaevskii equation
(GPE). This is in fact the natural experimental situation. For a discussion of the GPE we
refer the reader to Ch. 8 of this thesis. In contrast, if the interactions are made attractive,
as < 0, the bosonic gas is unstable against a collapse. For fermions, a transition from
as < 0 to as > 0 is expected to trigger the infamous BCS-BEC crossover [6,62,65], where
particles form weakly bound Cooper pairs for attractive interactions and are grouped into
strongly bound bosonic molecules for repulsive interactions.
At first sight, this tuning of the scattering length seems like a purely academic prob-
lem. However, there is indeed a relatively simple way of varying as also in experimental
circumstances using so called Feshbach resonances [66]. The essence of this mechanism is
the usage of bound states offered by the atomic gas that are not captured by the simple
interaction mechanism of Eq. (2.1). To be more precise, Feshbach resonances emerge in
situations when an energy state in an open channel is resonantly coupled to a bound state
in a closed channel. In this resonant process, the initially free, scattered particles get
temporarily captured in a quasibound state giving rise to a resonance in the scattering
cross-section. In the case of ultracold atoms, for instance, such channels may correspond
to different spin configurations. This is particularly useful as it allows the tuning of the
associated resonances, and therefore of the scattering length by means of magnetic fields.







where B descibes the magnetic field strength, Br and ∆Br mark the position and width of
the corresponding Feshbach resonance and abg is the off-resonant background scattering
length. Note that such Feshbach resonances are much better applicable to fermions than to
bosons due to a huge lifetime difference resulting from three-body collisions. Interestingly,
these Feshbach resonances even allow for studying the limit as →∞ [67]. Here, a fermonic
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system becomes scale invariant and the knowledge about the physics of such a unitary fermi
gas can be applied to other scenarios happening at much larger scales, such as the physics
of neutron stars [6].
Hence, ultracold quantum gases are already by themselves very fascinating systems.
Using additional trapping techniques their complexity and capability, e.g., in terms of
representing quantum simulators for conventional condensed matter systems, can be even
enhanced. This additional trapping can conveniently be obtained by means of optical
devices and is discussed next. Note that while neutral atoms can also be trapped by
magnetic fields (cf. Ch. 8), particularly in fermionic systems the ’magnetic degree of
freedom’ is often reserved for controlling the interactions as outlined above.
2.1.2. From optical trapping to optical lattices
Optical potentials created by laser light are a powerful tool to confine neutral atoms to
setups of reduced dimensionality or even geometry in cases of periodic lattices. The basic
concept of such potentials relies on the interaction of the atoms with far-detuned (laser)
light. This light-matter interaction is most intuitively understood in a (semi)classical
setting. Here, the mathematical framework is developed for a classical electromagnetic
field interacting with an atom described by a many-level quantum system, where the
atom is typically considered as an effective two-level system with ground |g〉 and excited
state |e〉 separated by an energy difference of ω0.
Placing an atom into a monochromatic laser-light field of frequency ωL described by
E(r, t) = eˆE0(r)e−iωLt + c.c., with eˆ being the polarization vector, induces an atomic
dipole moment p with amplitude p0 = α(ωL)E0. Here, α denotes the polarizability, where
its real part is responsible for the dispersive properties of the light-matter interaction
and the imaginary part describes absorption. In cases where the size of the detuning,
∆ = ωL − ω0, is small compared to the transition frequency itself, i.e., |∆|/ω0  1, the
rotating-wave approximation is applicable, and the real part of the polarization can be
approximated by Re(α(ωL)) ≈ |〈e|dE|g〉|2/~(ω0 − ωL), where dE is the dipole operator
in the direction of the field [5]. The induced dipole moment gives rise to an effective









∆ I(r) , (2.3)




I = 0c 〈E2〉t = 20c|E0|2 is the light-field intensity, with 0 being the vacuum permittivity
and c is the speed of light. The form of the dipole potential (2.3) is equivalent to the
energy shift obtained from a second order perturbation theory in a full two-level quantum
mechanical treatment. This shift is commonly known as ’AC-Stark’ shift. Note that the
reason for the dipole potential being proportional to the intensity of the laser can be traced
back to the fact that the center-of-mass motion of atoms is much slower that 1/ωL.
A spatially varying density profile I(r) therefore creates a trapping potential for neutral
atoms, with associated trapping force Fdip = −∇rVdip ∝ ∇rI. Here, the spatial depen-
dence can either result from a focussed laser beam, as used in conventional dipole traps,
or from an interference of beams, as exploited in order to establish effective optical lattice
structures for neutral atoms, see below. Most importantly, the trapping potential can
either be attractive or repulsive depending on the sign of the detuning ∆. For ∆ < 0,
the laser beam is said to be ’red-detuned’ and atoms are attracted to regions of large
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light intensities. In contrast, a blue detuned laser, ∆ > 0, repels atoms from high to low
intensities.
However, it is crucial to note that the dipole potential of Eq. (2.3) is not conservative due
to spontaneous absorption and emission processes captured by Im(α). The contribution
of the absorption is given by [61]
~Γsc =
Γ







being the scattering rate determined within the same two-level approximation as above.
In order to obtain maximally controllable traps, one desires to minimize scattering events
while keeping the dipole depth fixed. This is indeed possible by tuning the laser intensity
against the detuning: while the dipole potential scales as I/∆, the scattering rate follows
I/∆2. Thus, one usually employs large detunings and high intensities which allows for a
sufficient suppression of spontaneous scattering events.
The perhaps easiest way to implement a dipole potential is the use of a focussed laser
beam that has a spatial profile of I(r, z) = I0(z) exp(−2r2/w2(z)), where r denotes the
radial coordinate with respect to the direction of propagation of the laser, z, and w(z)
is the 1/e2 radius. Around the intensity maximum at r, z = 0 the dipole trap is approx-
imately harmonic. More interestingly, however, periodic potentials can be generated by
overlapping counterpropagating laser beams. In the simplest case, where two laser beams
of the same wavelength λ interfere, an optical standing wave with a regular lattice spacing
of λ/2 forms. The resulting trapping potential of a red-detuned laser is then given by [5]
V (r, z) ' −V0 exp
[− 2r2/w2(z)] sin2(k0z) , (2.5)
where k0 = 2pi/λ is the wave vector of the laser and V0 describes the maximum depth of the
potential. By adding additional counterpropagating lasers along perpendicular directions
periodic potentials in two- and three dimensions can be formed, respectively. For example,
a setup in which the total optical potential is simply the sum of three independent standing
waves allows for an approximate description near the center of the trap of [5]
V (x, y, z) ' V0
(
sin2(k0x) + sin2(k0y) + sin2(k0z)
)
. (2.6)
Note, however, that an additional external harmonic confinement due to the Gaussian pro-
file of the laser beams is still present in most cases. While experiments originally focussed
on realising cubic 3D optical lattices [11], by superimposing laser beams of different wave-
lengths at various angles any lattice geometry that can be conceived by Fourier synthesis
can thereby be realised in experiments [6]. Thus, also triangular [56], honeycomb [68] (see
also Ch. 6) and Kagome´ [69] lattices have among others been achieved experimentally.
In addition, more sophisticated dipole trapping schemes allow for, e.g., additional spatial
dependences of the lattice. A corresponding example is presented in detail in chapter 8 of
this thesis.




where m describes the mass of the respective atom species used in the experiment. For
instance, bosonic rubidium atoms of type 87Rb in a lattice with λ ≈ 1µm have a recoil
energy of about Er ≈ 2kHz. In practise, lattice depths can generally be made deep with
relatively little effort in the sense that V0/Er  1 with V0 ∼O(10kHz − 100kHz). This
limit allows for a strong confinement of the atoms in the intensity maxima (minima) of
a red (blue) detuned optical lattice. The natural description of such situations at low
energies is in terms of Wannier functions and, eventually, of a tight-binding picture.
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2.1.3. Band theory and Hubbard models
To model the situation of trapping an ultracold quantum gas in a periodic optical po-
tential we assume that the lattice is homogeneous, e.g., described by Eq. (2.6) for a
cubic geometry, and neglect all effects stemming from the Gaussian beam profile dis-
cussed above. We also assume that no further trapping mechanism, e.g., in form of a
magnetic field, is present. One of the central concepts to model conventional condensed
matter systems is the Bloch theorem [70]: the eigenstates of the single-particle Hamiltonian
H0 = −~2∇2/2m+ Vlat capturing the dynamics of electrons in the presence of a periodic
lattice potential, Vlat(r) = Vlat(r + Ri), where Ri is a vector connecting two (Bravais)
lattice sites, can be chosen to be a Bloch function
ψn,k(r) = eikr un,k(r) , (2.8)
with un,k(r) = un,k(r + Ri). Here, k denotes a quasimomentum within the first Brillouin
zone of the reciprocal lattice, and n encodes all other quantum numbers, such as band
index and spin. An alternative complete basis, which becomes particularly useful in the
limit of deep lattices, is provided by Wannier functions, wn,i(r). These Wannier functions






dk e−ikRi ψn,k(r) , (2.9)
where VBZ denotes the volume of the Brillouin zone.
While for arbitrary lattice depths the benefit of Wannier functions is not apparent, they
will eventually pave the way to the successful description of discrete lattice models. To
this end, we switch to a second quantization picture: the operator that creates a particle




wn,i(r) c†n,i , (2.10)
where c†n(r) creates a particle in the corresponding Wannier state wn,i. The Hamiltonian







where the hopping strengths Jn,ij are matrix elements for transitions between different











In general, these matrix elements connect lattice sites at arbitrary distances. Moreover,






In the following, we will consider the interesting regime of having a deep lattice, i.e.,
V0  Er. In such situations two properties emerge: first, the deeper the optical potential,
the larger becomes the energy gap between the lowest and excited bands. Assuming
that thermal energies of the atoms are low compared to this gap, the description can be
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effectively reduced to the lowest Bloch band only, n = 0. Second, the Wannier functions
become exponentially confined in space in the same limit, which strongly suppresses the








where Jij ≡ J0,ij and 〈i, j〉 indicates summation over nearest-neighbour indices only.
While Eq. (2.14) is equally valid for bosons and fermions, the form of the particle
species does matter when incorporating interactions. Nonetheless, assuming that a pseudo-
potential given by Eq. (2.1) describes the scattering well for both species, one straightfor-











ni(ni − 1) +
∑
i
εi ni , (2.15)












εi ni,σ , (2.16)
where ni = a†iai (ni,σ = c
†
i,σci,σ) is the bosonic (fermionic) number operator. Also, the






Note that keeping track of the spin index in the fermionic Hubbard model is crucial, since
on-site scattering is prohibited for identical particles due to the Pauli exclusion principle.
In both cases, we also added an extra on-site energy shift that may be caused by an
additional external potential, cf. Chs. 3 and 7.
The Bose-Hubbard model has two quantum phases: the Mott-insulating phase (U  J
for 〈n〉 ∈ N) and the superfluid phase (J  U). The experimental verification of these
two phases [11] as a function of the ratio U/J denotes the hallmark in the field of ultracold
quantum gases in optical lattices. At the same time, this model strongly demonstrates the
potential of ultracold atom systems as quantum simulators: despite its simple structure,
solving the bosonic Hubbard model is in fact far from trivial (particularly near the phase
transition) and demands advanced numerical techniques [5, 71].
The fermionic Hubbard model - also seemingly simple - has an even richer phase dia-
gram than its bosonic counterpart (with 〈n〉 = 1) [72]. For instance, for large interaction
strengths, U  J , a fermionic Mott insulator forms [12]. Moreover, in this strongly
interacting regime superexchange processes provide the basic mechanism for an antiferro-
magnetic coupling between spins on neighbouring lattice sites [6]. Nonetheless, no direct
observation of such a quantum antiferromagnet has been observed until today. Recently,
only associated correlations could be measured [57, 73]; at temperatures, however, larger
than the antiferromagnetic transition temperature. This reflects one of the main issue of
systems with ultracold atoms in optical lattices prohibiting the simulation of arbitrary
phases of matter: so far, entropies per particle cannot be lowered to sufficiently small
values in the preparation process (cf. discussion of Ch. 6).
Hubbard models of different geometry, interaction type and hopping mechanism build
the foundation of the field of ultracold atoms in optical lattices. Variants of these models
will be encountered by the reader throughout this thesis. Importantly, periodic driving is
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easily encoded in these Hubbard systems by, e.g., lattice shaking, see Sec. 2.3. In order
to understand the motivation behind dressing static systems with an additional periodic
drive from a quantum engineering perspective, we first introduce the Floquet theory in
the following section.
2.2. Floquet theory
The natural language to deal with periodically driven systems - the Floquet formalism
- dates back to the original work by Floquet himself in 1883 [54]. Later, this formalism
was also introduced in the context of physics when Shirley considered a solution to the
Schro¨dinger equation with a the time-periodic Hamiltonian [74]. In 1973, Sambe developed
the formalism even further by adding some mathematical rigor to it [75]. Being then mostly
ignored for a couple of decades, the Floquet formalism re-emerged as the natural language
in describing the coherent manipulation of atomic systems, which became more and more
experimentally realisable due to the technical developments of lasers [76, 77]. Nowadays,
researchers are able to coherently manipulate even many-particle systems made of ultracold
atoms, see above, by means of (strong) periodic driving. A direct consequence has been
the utilization of this driving mechanism to create novel systems and types of matter. The
role of the Floquet languge in this context has been summarized recently in a number of
works [17, 77–80]. Within this section we will elaborate on the key features of the non-
interacting Floquet formalism that are relevant for the course of this thesis. Note that
the following parts of the section are strongly inspired by the reviews by Ha¨nggi [77] and
Eckardt [17]. Later in chapter 5, we will investigate how this basic notion of describing
periodically driven system is extended to capture the presence of interactions.
2.2.1. The Floquet theorem
Throughout the main part of this thesis we are interested in driven quantum systems.
In the context of cold atoms as well as other solid state systems, this drive is typically
implemented by electro-magnetic fields. It is known that for intense fields, i.e., when
fluctuations in the photon number can be ignored, both theories describing the light clas-
sically and fully quantum mechanically give the same result [74]. Assuming this situation
to hold, a quantization of the drive itself is therefore not necessary. Hence, the system of
interest might simply be described by a time periodic Hamiltonian
H(t) = H(t+ T ) , (2.18)
with T being the period of the drive, and associated driving frequency Ω = 2pi/T . The
discrete time translation symmetry of the system, t→ t+T , allows us to apply the Floquet
formalism [54], which is the main working horse for strongly driven quantum systems.
To elaborate on this Floquet formalism lets start by looking at the Schro¨dinger equation,




|ψ(t)〉 = H(t) |ψ(t)〉 . (2.19)
Note that from now onwards we set ~ = 1, and we will follow this convention unless stated
otherwise. The solution to this equation can formally be given as |ψ(t)〉 = U(t, t0) |ψ(t0)〉
with the help of the evolution operator
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where Tt denotes the time-ordering operator. Generically, it is hard - and often even
impossible - to evaluate Eq. (2.20). Here, however, the temporal periodicity of H will
significantly simplify the problem. To this end, we introduce the Floquet Hamiltonian2
HF (t) ≡ H(t)− i ∂
∂t
. (2.21)
Note that the Floquet Hamiltonian is still a Hermitian operator.
One can easily show that HF is also periodic in time, i.e., HF (t) =HF (t + T ). It can,
thus, be proven that the Floquet Hamiltonian commutes with the evolution operator over
one single period, U(t+ T, t) ≡ UF (t),




UF (t) = HF (t+ T )UF (t) = HF (t)UF (t) . (2.22)
The operator UF is often called Floquet operator in the literature. Owing to their com-
muting property, HF and UF share a common set of eigenstates {|ψν(t)〉}. Here, the
index ν encodes the usual quantum number (e.g., spin, band index, momentum). Since
the time-evolution operator must be unitary, the eigenvalue equation for UF reads3
UF (t) |ψν(t)〉 = eiθν(T ) |ψν(t)〉 . (2.23)
In order to find the relation between the phase θ and the period T we look at the time-
evolution over n periods (without loss of generality we assume t0 = 0)

















Using the temporal periodicity of the original Hamiltonian, H(t) = H(t+ T ), one obtains





















Here, the fact that equal terms commute has been used in order to move the time-ordering






Combining this result with Eq. 2.23 then yields eiθν(nT ) = einθν(T ), requiring that θν is
directly proportional to T . Introducing a proportionality constant we write θν = −ενT ,
where εν ∈ R describes the Floquet exponent or quasienergy. The quasienergy is a real
parameter and unique up to multiples of Ω = 2pi/T . The eigenstates |ψν(t)〉 thus acquire
a phase according to εν when evolved over a single period T . So if the Floquet operator
could be (numerically) determined, one would, in principle, be able to solve the eigenvalue
equation (2.23). By doing so one would obtain all information about the system in form
of the eigenstates and quasienergies. In practice, however, this is often not very appealing
due to the time-ordering operator appearing in the expression for UF .
2Note that there is a slight confusion in the literature regarding this nomenclature: sometimes the
operator in (2.21) is also called quasienergy operator, and the term ’Floquet Hamiltonian’ is reserved
for an effective time-independent Hamiltonian describing the stroboscopic dynamics of the system (see
Sec. 2.2.3).
3Note that the eigenvalues λ = eiθ do not depend on t, since U(t′ + T, t + T )UF (t) |ψν(t)〉 =
UF (t′) |ψν(t′)〉 = λν(t)U(t′, t) |ψν(t)〉 = λν(t) |ψν(t′)〉, i.e., λν(t) = λν(t′) = eiθ. Here, it was used
that U(t′ + T, t+ T ) = U(t′, t).
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Moreover, it turns out to be convenient to rewrite the eigenstate in the following form
|ψν(t)〉 = e−iεν(t−t0) |φν(t)〉 . (2.27)
One can now straightforwardly show that the state |φν(t)〉 inherits the time periodicity of
the original Hamiltonian (again set t0 = 0 for simplicity):
|φν(t+ T )〉 = eiεν(t+T ) |ψν(t+ T )〉 = eiεν(t+T )UF (t) |ψν(t)〉 = eiενt |ψν(t)〉 = |φν(t)〉 .
(2.28)
This time-periodic state |φν(t)〉 is also called Floquet state. Consequently, the solutions to
the time-dependent Schro¨dinger equation with a time-periodic Hamiltonian can be written
as a product of a plane wave characterised by the quasienergy and a time-periodic Floquet
state. This is the celebrated Floquet theorem [54]. Note that this theorem is in its spirit
very much related to the Bloch’s theorem for spatially periodic systems [70], see also
Eq. (2.8). There are crucial differences, however, and some of the consequences will be
discussed in the following. Lastly, we note that any general quantum state |Ψ(t)〉 can be





−iενt |φν(t)〉 , (2.29)
where cν = eiενt0 〈φν(t0)|Ψ(t0)〉.
2.2.2. The extended Hilbert space
In order to gain more insight into the structure of the quasienergies and Floquet states,
respectively, we substitute the so called Floquet-state solution (2.27) into the Schro¨dinger
equation (2.19). One obtains
HF (t) |φν(t)〉 = εν |φν(t)〉 . (2.30)
This equation makes one major strength of the Floquet theory immediately apparent: de-
spite having a time-dependent problem, it is sufficient to solve a time-independent eigen-
value problem in order to acquire all information about the system. The drawback is
obviously that the Floquet state still depends on time, and, hence, the eigenvalue problem
(2.30) would need to be solved for all t ∈ [0, T ). Nonetheless, we will show later why this
is often unproblematic in practice.
When looking at the eigenvalue problem (2.30) a bit closer, one realises that there is a
certain redundancy in the occurrence of Floquet states. For a given |φν〉 and quasienergy
εν one can find a new Floquet state
|φν′(t)〉 = e−inΩt |φν(t)〉 ≡ |φνn(t)〉 , (2.31)
with n ∈ Z, which produces the same physical eigenstate |ψν(t)〉 under a simultaneous
shift of the quasienergy of the form
εν′ = εν − nΩ ≡ ενn . (2.32)
Thus, every unique physical eigenstate labeled by ν defines an entire class of solutions
(ν, n) with an infinite number of replicas of Floqut states indexed by n. Furthermore, the
quasienergy spectrum is periodic with a periodicity of Ω (for a pictorial representation of
this periodicity see Fig. 3.3 in Sec. 3.2.1, where eigenvalues take on the form of bands.).
Owing to this redundancy, one has the freedom to formulate the problem in such a way
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that the unique quasienergies εν = εν0 always lie in a certain energy window of width Ω,
e.g.,
− Ω2 ≤ εν <
Ω
2 . (2.33)
In analogy to the Brillouin zones of spatially periodic systems, we call this window the
first Floquet zone (1FZ). Throughout this thesis we will follow the convention that Floquet
states |φν,n=0(t)〉 correspond to quasienergies that lie in the 1FZ. Also, we always refer
to these particular Floquet states if no information about the replica index is given. We
want to remark, though, that while the quasienergy window (2.33) corresponding to the
1BZ can indeed be chosen arbitrarily for non-interacting systems, more care about this
choice needs to be taken for interacting systems. We will elaborate more on this matter
in Ch. 5.
Moreover, due to the fact that the Floquet states are time-periodic one can write them




e−inΩt |φnν 〉 , (2.34)
with |φnν 〉 being a Fourier mode of the respective Floquet state. The time dependence of
every Floquet state is hence solely encoded in the Fourier functions e−inΩt. These functions
form a complete orthonormal set in the vector space T of T -periodic functions. The basis
{|n〉} spans this vector space T , where we define 〈t|n〉= e−inΩt. It is now convenient to
view the Floquet Hamiltonian HF as an operator acting on the composite Hilbert space
F = H ⊗ T , with H being the physical Hilbert space spaned by some basis {|α〉}. In
the literature F is also known as the extended Hilbert space or Floquet space [75]. In the
following, an operator that is explicitly promoted to act on F shall be denoted by an





dt 〈ψ(t)|φ(t)〉 , (2.35)
i.e., it is a combination of the typical scalar product in H and a time averaging over a
single driving period T . Here, the ’double ket’ notation |φ〉〉 is used to represent elements
of F , which can be viewed as vectors of the form (see also Fig. 2.2(a))
|φν〉〉 =
(
. . . , |φ−1ν 〉 , |φ0ν〉 , |φ1ν〉 , . . .
)T
. (2.36)
Note that |φ〉〉 does not depend on time. All temporal dependencies have been absorbed
into the structure of the Hilbert space itself. The corresponding state at time t in the
physical Hilbert space H is given by |φ(t)〉 according to Eq. (2.34).
One can now reconsider the eigenvalue equation (2.30). Formulated in the extended
Hilbert space the expression reads as
H¯F |φνn〉〉 = ενn |φνn〉〉 . (2.37)
Clearly, the eigenstates of H¯F fulfil the orthonormality condition in the composite Hilbert





dt 〈φνn(t)|φµm(t)〉 = δνµδnm . (2.38)
The Floquet states also form a complete set in F , i.e., [77]∑
ν,n




Figure 2.2.: Pictorial representation of objects in the extended Hilbert space F : (a) a Floquet
state, see Eq. (2.36), and (b) the Floquet matrix given by Eq. (2.40). Both objects have an infinite
extension with respect to the Floquet index. For a monochromatic drive the Floquet Hamiltonian
HF is tridiagonal.
It is useful to stress that while Floquet states of the same class produce the same physical
state, they are independent orthogonal solutions in the extended space. As a consequence,
the sum in Eq. (2.39) indeed needs to run over all replica states in order to guarantee
completeness. Note, however, that for fixed times t= t′ already the Floquet states of the
first Floquet zone only |φν0(t)〉 form an orthonormal set in H.
For practical purposes the Floquet matrix, i.e., the matrix representation of H¯F is
needed. By using the basis of Fourier functions {e−inΩt} the matrix elements of the






dt einΩtHF (t) e−imΩt (2.40)







dt einΩtH(t) = H†−n (2.41)
being the Fourier components of the original Hamiltonian. A pictorial representation of the
Floquet matrix is given in Fig. 2.2, where every block represents an operator acting on the
Hilbert space H. The structure shows two main characteristics with respect to the Floquet
indices, n,m. First, the time-independent part of the original Hamiltonian is repeatedly
placed on the diagonal, but shifted in energy by Ω from entry to entry. Second, the Fourier
components of the drive couple different ’Floquet sectors’, meaning that they provide an
effective hopping in Floquet space. If the driving part of the Hamiltonian is monochromatic
(as it is the case for all ’Floquet problems’ in this thesis), the Floquet matrix becomes
block tridiagonal. As initially described, this picture resembles the coupling of a quantum
system to a classical photon bath. The Floquet index n takes the notion of a relative
photon number in this picture. Similiarly, the action of Hn can be viewed as an ’n’-
photon process. Alternatively, one could see the Floquet matrix as a representation of
quantum particles hopping on a 1D lattice (in energy space). This picture might be
helpful to understand transport processes (see Sec. 3.3) or could even be used to engineer
novel topological systems [81].
From a practical point of view it still remains unclear, though, how the knowledge
about the Floquet matrix simplifies the calculation of Floquet eigenstates and associated
quasienergies. A diagonalisation of this matrix is seemingly problematic, because it is
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infinite in size. Here, however, one can exploit the redundancy of Floquet states. Because
the number of physical solutions is only given by dim(H), one can safely truncate the
Floquet matrix. So in a numerical diagonalisation procedure the Floquet indices of the
Floquet matrix are restricted and only run from −Nf to Nf . The first term in Eq. (2.40)
linear in Ω ensures that modes with large |n| are suppressed. In order to obtain numerically
exact results it is required that ΩNfEmax, where Emax is the maximal energy scale set
by the original Hamiltonian H. One should construct the Floquet matrix in such a way
that the first Floquet zone lies in the middle on the quasienergy spectrum. If this is
the case, the corresponding Floquet states and quasienergies are least affected by the
truncation. Once all εν and |φν〉〉 associated with the 1FZ are numerically found, all other
states as well as the full quasienergy spectrum can be constructed from Eqs. (2.31) and
(2.32). Note that typical driving frequencies in this thesis (and also in many relevant
experiments, see, e.g., Ch. 6) already fulfil the condition Ω&Emax. Therefore, it is often
sufficient to truncate the Floquet matrix quite rigorously with Nf ∼ O(1)−O(10). A
concrete example of a readily diagonalisable Floquet Hamiltonian is given in Sec. 3.2.1,
where the quasienergies yield (Floquet) bands because of an underlying spatially periodic
lattice system.
We conclude this section by looking once again at the redundancy of the Floquet struc-
ture and its origins: in the case of spatially periodic systems, using Bloch’s theorem
enforces a nominally infinite number of (electronic) bands. In the Floquet case, in con-
trast, the resulting infinite bands are not unique, but rather replicas of each other. This
can be traced back to the very different role taken by space and time in single-particle
quantum mechanics: while the first one is promoted to an operator, r→ rˆ, this is not the
case for time. Thus, when trying to absorb time into a band index, it is this fundamental
property that requires the extension of the original Hilbert space.
2.2.3. Effective Hamiltonians and the Magnus expansion
Stroboscopic time-evolution of non-interacting Floquet systems
In the previous sections 2.2.1 and 2.2.2 all tools have been provided to solve a non-
interacting periodically driven quantum system. However, while for some systems the
temporal periodicity might be inherent, it is not yet apparent why a periodic drive might
be beneficial or even desirable in the light of designing systems. In order to get a bet-
ter intuition for potential advantages of Floquet systems we want to focus again on the
time-evolution operator U(t, t0), see Eq. (2.20). Using the arguments from Eqs. (2.24) and
(2.25) it is clear that U(t+ T, t0 + T ) = U(t, t0) holds. Thus, any evolution operator can
be written as





where t= t′ + t0 + nΩ, t′ ∈ [0, T ) and n ∈ Z. The first operator on the right-hand side,
U(t′+ t0, t0), describes the evolution within a single driving period, and is associated with
the micromotion of the system. When being interested in evolution times that are much
larger than T , i.e., n 1, one can typically ignore this micromotion part. The knowledge
about UF (t0) is then sufficient to explore the long time dynamics of the quantum system.
This is because once the Floquet operator is diagonalised such as
S† UF (t0)S = e−iDT , (2.43)
with S being a unitary matrix built from Floquet eigenstates, and D describing a diagonal
matrix composed of quasienergies of the first Floquet zone {εν}, one trivially obtains the
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evolution operator after n cycles to be
U(t0 + nT, t0) = S e−iDnT S† . (2.44)
So an arbitrary initial state |Ψ(t0)〉 = ∑ν cν |φν(t0)〉, where cν = eiενt0 〈φν(t0)|Ψ(t0)〉, is
propagated in a stroboscopic manner by this relation. Because of the linear phase evolution
given in Eq. (2.44), this stroboscopic evolution resembles the time evolution generated
by a time-independent Hamiltonian. Hence, one can find4 an effective time-independent
Hamiltonian Heff that describes this stroboscopic time evolution. It is defined as
e−iH
eff
t0 T ≡ UF (t0) . (2.45)





εν |φν(t0)〉 〈φν(t0)| . (2.46)
Note that the effective Hamiltonian depends parametrically on the initial time t0.
Using the fact that the eigenstates |ψν(t)〉 (see Eq. (2.27)) form an orthonormal basis




e−iεν(t−t0) |φν(t)〉 〈φν(t0)| . (2.47)
Note again that this generalizes the familiar form of propagators for time-independent




|φν(t)〉 〈φν(t0)| , (2.48)
which captures the time dependence of the Floquet states by evolving them in time, one
can rewrite the time-evolution operator in terms of Heff and Um as [17,78]
U(t, t0) = e−i(t−t0)H
eff
t Um(t, t0) = Um(t, t0) e−i(t−t0)H
eff
t0 . (2.49)
So knowing the effective Hamiltonian as well as the micromotion operator allows a direct
formulation of the time-evolution operator for all times. However, one might still be
worried about the fact that Hefft0 has a parametric dependence on the initial time t0. To












such that the propagator takes the form
U(t, t0) = U˜m(t) e−i(t−t0)H
eff
U˜m(t0) . (2.51)
So the dependence of Hefft0 on t0 can be understood as a simple gauge transformation.
Note that promoting any U˜m(t) to act on the extended Hilbert space F , leads to an
4In fact, as we will point out later, see Sec. 5.1, there are limits to finding such effective Hamiltonians.
One particular class of examples were this (often) fails are interacting systems. Here, the fact that
periodically driven quantum systems are inherently not protected against heating, will cause problems
in formulating local effective Hamiltonians [31].
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operator U¯m that block diagonalises the Floquet matrix (see Fig. 2.2) with respect to
its Floquet indices. The fact that this block diagonalisation is not unique represents
the role of the initial time t0. Sometimes the one-point micromotion operator is also
expressed as U˜m(t) = e−iK(t), where K is called a kick operator [78]. In this picture the
system experiences an initial and final ’kick’, and evolves according to some effective time-
independent Hamiltonian in between. While the predicted long-time dynamics are the
same for all effective Hamiltonians that are connected by a unitary transformation (2.50),
quantitative differences may arise due to the ’kicks’ (e.g., a change of band populations,
see Sec. 3.2.2). Note that throughout this thesis the focus lies mainly on the long time
properties of the respective Floquet systems. Hence, unless stated otherwise, the initial
time is typically set to zero, t0 = 0, and the micromotion is ignored. Having said this,
there are actually cases where the micromotion yields interesting physical insights. For
example, only recently a setup was proposed [82] in which the micromotion gives direct
access to observing the topological invariant of a Floquet system.
In summary, the time evolution generated by a time periodic Hamiltonian can be de-
scribed by a stroboscopic evolution of an effective time-independent Hamiltonian plus a
micromotion part. It has become clear from Eqs. (2.46) and (2.48) that these operators
can be built from Floquet eigenstates and quasienergies. However, it is also obvious that
solving the Floquet eigenvalue problem can be an extremely hard numerical task or can
even become impossible for complicated Hamiltonians, e.g., describing many-body quan-
tum systems on a lattice. Thus, the following is a very natural and practical question to
ask: how can one find or even purposely build a targeted effective Hamiltonian without
the prior knowledge about the respective Floquet states and associated quasienergies?
If there was indeed a positive answer to this question, one could even turn the per-
spective around and claim that time-periodic Hamiltonians can be exploited in order to
stroboscopically simulate the dynamics of time-independent systems. This approach is
precisely the way that opened up the field of Floquet enigneering. Here, properties of
(effective) Hamiltonians of interest are tailored by tuning the time-dependence of some
original Hamiltonian H(t). This powerful and novel way of engineering quantum systems
has had a tremendous impact on the experimental field of ultracold atoms as well as trig-
gered many exciting theoretical proposals. A small overview regarding these ideas will be
given in Sec. 2.3. In the following it will be sketched how to determine even complicated
effective Hamiltonians within a suitable approximation scheme.
Large frequency expansions of the Floquet operator
A widely used and very powerful approximation to compute effective Hamiltonians from
Floquet systems goes by the name Magnus expansion [79,80,83,84]. This method is a high-
frequency expansion, and, thus, requires that the driving frequency Ω is larger than the





























Expanding the right hand side of Eq. (2.53) allows to systematically find a series repre-










































[H(t1), [H(t2), H(t3)]] + (1↔ 3)
)
. (2.57)
Typical frequency values in this thesis are indeed large compared to all other energy scales
within the respective problems. In such situations already the first two terms of the
Magnus expansion, i.e. Eqs. (2.56) and (2.57), are sufficient to give a good analytical
representation of the effective Hamiltonian.





the expressions above can be conveniently evaluated further to yield
H
eff(0)











[H−n, Hn]− e−inΩt0 [H0, Hn] + einΩt0 [H0, H−n]
)
. (2.60)
So to lowest order, the effective Hamiltonian Hefft0 simply equals the time-independent part
of H. One observes that the initial time t0 then enters only at the next order in Eq. (2.60).
As described above, the starting time t0 should not affect the quasienergy spectrum, and
is, therefore, irrelevant for experiments where the drive is switched on adiabatically, for
example. This is, however, not guaranteed by the truncated Magnus expansion above. To
this end, one should choose to absorb the initial time dependence into additional kick-
operators, see Eq. (2.51), which yields a similar series expansion of Heff with slightly
different looking terms for i ≥ 1 than above [78–80]:







[H−n, Hn] . (2.61)
In general, for the purpose of quantum simulation one aims to tune the external drive in
such a way that this alternative truncated Magnus5 expansion,
Heff≈Heff(0)+Heff(1) , (2.62)
matches the form of a target Hamiltonian which one desires to study. A detailed example
of this procedure can be found in chapter 6, where it is shown how a periodically driven
5Note that throughout this thesis we will somewhat loosely use the term ’Magnus expansion’. While
there is a clear distinction regarding the nomenclature in the literature between the original form of
the Magnus expansion and the alternative form of Eq. (2.61), in this thesis we will also call the latter
one ’(alternative) Magnus expansion’.
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tight-binding model describing graphene gives rise to the Haldane model in the spirit of
Eq. (2.62). Furthermore, if one was truly interested in a description of the evolution at
all times, one would need to perform a similar series expansion also for the micromotion
operator UF (t, t0) above [79,80].
Generally, the Magnus expansion is a powerful tool to approximately determine the
effective static Hamiltonian in the high-frequency regime. In fact, the recent triumph of
experimental Floquet systems, see Sec. 2.3, can mostly be attributed to this approach.
Nonetheless, the success of finding a proper series expansion and being able to truncate
it for practical reasons is determined by its radius of convergence. It is understood that
the question of convergence of the Magnus expansion can be linked to the presence of
heating in periodically driven systems [31]. For a convergent series, the resulting effective
Hamiltonian must be static in the sense that it conserves energy at all (stroboscopic)
times. However, a generic interacting Floquet system does fundamentally heat up (see
Ch. 5). Hence, the Magnus expansion diverges in these cases indicating that there is no
local effective Hamiltonian that could describe the stroboscopic time-evolution [31,79]. In
fact, many aspects of interacting Floquet systems are still not fully understood and form
the ground of a very active field of research (see Sec. 5.1). The main part of this thesis is
dedicated to these peculiar systems.
2.2.4. Adiabaticity in Floquet systems
So far it was assumed that the systems at hand are described by Hamiltonians which are
truly time periodic, H(t+ T ) = H(t). In most real physical situations, however, this will
never be the case. The system rather drifts or changes slowly in time, which makes the
Hamiltonian only approximately periodic
H(t+ T ) ≈ H(t) . (2.63)
If the non-periodic part of H(t) is indeed slow and weak, one can absorb this behaviour
into a mere time-dependent parameter. Here, the trick is to introduce a second time
argument t′ such that it describes the slow dependence, while the time t still captures the
time-periodicity of the problem. By doing so, one can recover a perfectly time-periodic
Hamiltonian that parametrically depends on t′, i.e.,
Ht′(t+ T ) = Ht′(t) . (2.64)
This representation is called the (t, t′)-formalism6 [85–89]. The key feature of this approach










|Ψt′(t)〉 = HFt′ (t) |Ψt′(t)〉 , (2.66)
with HF being the Floquet Hamiltonian defined in Eq. (2.21). The initial condition needs
to fulfil |Ψt0(t0)〉 = |ψ(t0)〉. So t′ can be seen as a time coordinate in the extended
6Note that this formalism actually holds for arbitrary time-dependent Hamiltonians H(t). However, the
treatment always requires to rewrite the Hamiltonian into a time-periodic Hamiltonian which depends
parametrically on a second time argument, H(t)→ Hτ (t). This decomposition in itself might already
be an extremely demanding task. Hence, this formalism naturally describes those systems that are
inherently of Floquet nature with an additional weak or slow temporal variation.
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Hilbert space, and HF generates the evolution with respect to that ’time’. The validity of














Of course, the (t, t′)-method also works for cases where the original Hamiltonian is perfectly
periodic at all times. At first sight, the procedure does not look very beneficial in these
circumstances. However, it has been shown that this method can be very useful where
standard Green’s function techniques are applied to the auxiliary evolution problem in
F of Eq. (2.66) [90–92]. We will show later how a similar Green’s function technique is
strongly related to this picture, see Ch. 5.
If the Hamiltonian is indeed not perfectly periodic as outlined above, one can argue that
a simplification of the problem is not guaranteed, since the Schro¨dinger-type equation
(2.66) still describes an evolution that is generated by a time-dependent Hamiltonian.
However, because the dependence on t′ is very slow, one can apply a Floquet version of
the adiabatic theorem [86, 89, 93, 94]. First, using again the definition of Floquet states
(see Eq. (2.27)) one needs to solve the parametric (or t′-instantaneous) Floquet eigenvalue
problem
H¯Ft′ |φν,t′〉〉 = εν,t′ |φν,t′〉〉 . (2.68)
In the next step the adiabatic evolution equation (2.66) is solved. We now denote the
parametric time dependence of the Floquet Hamiltonian by a set of parameters λ(t) =
(λ1(t), ...), H¯Ft → H¯Fλ(t). Assume also that the system is initially prepared in a certain
Floquet state, |Φλ(t0)(t0)〉 = |φν(t0)〉. Adiabatic evolution states that the system follows
and remains in that very eigenstate, and can only acquire a phase. Hence, the time-
evolved state is given by |Ψt′(t)〉 = e−iθν,t′ |Φλ(t′)(t)〉. An expression for θν,t is obtained
by substituting the ansatz into Eq. (2.66). Multiplying with the same Floquet state from
the left and integrating over the fast time dependence, i.e., taking the scalar product in










λ˙i(t˜) 〈〈φν,λ(t˜)|∂λi φν,λ(t˜)〉〉 . (2.69)
The result is familiar from the adiabatic evolution of a non-Floquet system: the first term
represents the dynamical phase of the system, and the second term can be interpreted as
a Floquet version of Berry’s phase [95]. One can now identify both time arguments with






C dλ·AFν,λ |φν,λ(t)(t)〉 , (2.70)





In Eq. (2.70) a line integral along a path C := λ([t0, t]) has been introduced illustrating
that the geometric phase indeed does not depend on the velocity (as long as the adiabatic
condition is fulfilled), but only on the path taken in parameter space. The scalar product
dλ · Aν indicates a summation over all parameters. Note the crucial fact that neither the
Berry phase nor the Berry connection are invariant under gauge transformations. This
leads to the fact that, in principle, one can always find a gauge such that these quantities
25
2. Periodic driving as a tool for quantum engineering
due not contribute. The scenario is, however, different for closed paths. For more details
about Berry phases in general the reader is referred to [96].
In short, the results for adiabatic evolution in periodically driven quantum systems
with an additional slow time dependence are similar to those obtained for conventional
Hamiltonians. The main difference is that the role of the energy eigenstates of ordinary
systems is now played by the Floquet states of the problem. Nonetheless, there is a
peculiar issue with the Floquet adiabaticity: adiabatic transport requires a time scale
which is larger than the encountered energy gaps of the system. Owing to the quasienergy
structure of a Floquet system (see Sec. 2.2.1) all energies of the original problem can be
folded into the first Floquet zone. Consequently, it is hard to believe that the adiabaticity
condition can always be met if there is a large number of states [97]. However, it can be
claimed that one is only interested in adiabatic processes for finite times. This circumvents
the problem because folded eigenvalues might be close in quasienergy, but might only be
connected via ’multi-photon’ processes. Such processes are typically highly suppressed and
set a (very long) time scale themselves. So even for systems with crowded quasienergy
spectra the adiabatic principle can be well justified [89]. This is, of course, particularly
true for systems that are purposely designed. The idea of solving a Floquet problem which
parametrically depends on an additional slow time-dependence will be of great importance
in the course of this thesis, see chapters 5, 6 and 7.
2.3. Floquet systems: experimental examples and theoretical
ideas
The coherent manipulation of matter by means of time-periodic forcing using radiation is
traditionally applicable to small quantum systems such as single atoms [17]. However, the
fact that ultracold atoms are highly controllable and well isolated systems, as outlined in
Sec. 2.1, allowed for the recent development that periodic driving can also be promisingly
used for the coherent manipulation of many-body states. Here, the characteristics of
the Floquet operator, UF (t0) = e−iH
eff
t0 T (see also Eq. (2.45)), play a central role: the
fact that periodic driving stroboscopically simulates the dynamics of an effective static
Hamiltonian Heff with potentially exciting and novel properties has boosted the field of
Floquet engineering using ultracold atoms and beyond. In the following, we give a small
overview on major achievements of both experimental as well as theoretical nature which
have shaped this field of research over recent years. Crucially, most of the examples and
ideas presented in this section build on non-interacting systems. Floquet realisations and
associated phenomena depending on interactions are discussed in Sec. 5.1. Furthermore,
we refrain from including quantum ratchets in the discussion below, since we already
dedicate chapter 3 to these systems. Note that the progress of Floquet realisations with
cold atoms has been summarized only very recently in a review by Eckardt [17], which
also inspired parts of this section.
First experiments with ultracold atoms conducted in the spirit of Floquet engineering
showed that periodic driving can effectively change the strength as well as sign of the
hopping of atoms in an optical lattice, hereby controlling the ballistic expansion of Bose-
Einstein condensates [55], dynamically controlling the quantum phase transition between
a bosonic Mott insulator and a superfluid [98] or implementing the simulation of frustrated
classical magnetism [56], respectively. More recently, the creation of artificial gauge fields
as well as the realisation of topological band structures have moved into the focus of many
experimental groups. Examples of such experiments include the general realisation of
strong effective magnetic fields [50], the creation of tunable gauge fields [99] to engineer
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Ising-XY spin-models in triangular lattices [20], the generation of topological quantum
walks [100] and of effective electric fields in a discrete quantum simulator [101], the reali-
sation of the Harper [102] and Hofstadter Hamiltonian [103] and variants thereof [104] as
well as the direct measurement of associated Chern numbers [105], and the observation of
Bose-Einstein condensation in strong synthetic magnetic fields [106]. Also, the generation
of spin-orbit coupling was achieved [107, 108] and chiral currents in bosonic ladders were
observed [109]. Furthermore, topological quantum pumps based on periodic driving have
been realised for bosonic [18] as well as fermionic [19] systems made of cold atoms. A re-
cent experiment with cold atoms was even able to simulate the Haldane model [23], i.e., a
model that demonstrates the existence of a quantum Hall state without external magnetic
fields. Along these lines, Berry phases could be reconstructed from experimentally realised
topological models [110] and it has been claimed that a dynamical topological phase tran-
sition was experimentally observed [111]. Note that spectacular Floquet experiments were
also performed outside the field of ultracold atoms, where, for instance, a Floquet topo-
logical insulator with photons was realised [112]. In addition, circularly polarized light
was used to manipulate the surface states of conventional topological insulators [113].
So far, all presented examples describe experimental achievements. However, also many
proposals have been made from the theory side pointing out that periodically driven states
can be used to realise a wide range of states of matter. Such proposals often have a wide
range of applicability and go generally beyond potential realisations with ultracold atoms.
One of the very first of such ideas was the creation of photoinduced quantum Hall states
in irradiated graphene [114, 115]. Moreover, various topological Floquet states have been
discussed theoretically. Examples include the proposal for a Floquet topological insula-
tor in semiconductor quantum wells [21], the general classification [116] and characterisa-
tion [117] of periodically driven lattice systems, transport properties of Floquet topological
insulators [118], Floquet topological transitions in driven topological insulators [119] and
dissipative Floquet topological systems [120]. In addition, owing to the unique property
of the Floquet zone being periodic in the direction of energy, anomalous topological edge
states were identified in Floquet systems [121]. Recently, quantized magnetization den-
sities in periodically driven systems as a signature of topological bulk properties have
been studied [82]. Furthermore, the potential realisation of Majorana fermions in driven
quantum wires [122], of non-abelian gauge fields [123], of a Floquet fractional Chern insu-
lator [124] and various quantized pumping schemes [125–127] have been proposed. Very
recently, it was further suggested how time crystals can form in Floquet systems as a con-
sequence of spontaneously broken time translation symmetry [128] and how many-body
localisation effects can survive [129] or even be imposed [130] by periodic driving.
So indeed, ideas for Floquet realisations are vast. In the following, we elaborate on the
main principle that is sufficient to understand most ultracold atom experiments employing
periodic forcing. Starting point is a non-interacting tight-binding lattice Hamiltonian of












with J being a hopping strength, ε describes an on-site energy shift and c† (c) is a creation
(annihilation) operator of a bosonic or fermionic particle, respectively. Note that the
respective geometry of the underlying lattice is undetermined at this point. The temporal
periodicity, H → H(t) = H(t + T0), can then be experimentally imposed in various
ways (see also below), such as by direct lattice shaking [20, 23, 55, 98, 99], by including
additional moving lattices [102,103,105,106] or by time-dependent external fields [131,132].
Here, immediate consequences for the initial Hamiltonian (2.72) depend specifically on
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(a) (c)(b)
Figure 2.3.: Illustrations of prototypical experimental Floquet realisations with ultracold atoms.
(a) Laser-assisted tunnelling imprints Peierls phases which leads to effective gauge potentials ex-
perienced by the used rubidium atoms [105]. Here, the smallest possible squares described by four
different lattice sites define a plaquette P (see text). (b) Periodic forcing of a triangular lattice
geometry allows for the realisation of tunable artificial gauge fields leading to the engineering of
spin-models [20]. (c) Haldane model realised by circular shaking of a distorted honeycomb lattice
and subsequent emergence of complex next-nearest-neighbour hoppings [23], see also Ch. 6. Taken
from (a) [105], (b) [20] and (c) [23].
the selected method. Most crucially, however, by performing a gauge transformation
H ′ = U †HU − i~U †∂tU , with U(t) encoding the introduced time-dependence, one can
fully absorb the periodic forcing into a time-dependent Peierls phase θij(t), i.e.,
Jij → Jij(t) = eiθij(t) Jij . (2.73)
Note that while this procedure is deliberately presented in a somewhat vague way at this
point, we give an explicit detailed example of such a gauge transformation in Sec. 6.1.2.
Experiments are typically conducted in the high frequency regime, Ω  J , allowing for
a Magnus expansion treatment according to Eqs. (2.61) and (2.62). This leads to the
emergence of effective static hopping strengths of the form [17]
Jij(t) → Jeffij =




where the effective static Peierls phase can be written in terms on an effective vector
potential Aeff(r).
The realisation of modified hopping strengths according to Eq. (2.74) represents the
essence of most of the recently realised Floquet systems with ultracold atoms. Such
experiments can be coarsely divided into two groups: those with θeff = 0, pi and those
for which θeff 6= 0, pi. In the former case, Jeff are real and Floquet engineering creates
models with renormalized hopping strengths. For instance, considering a Bose-Einstein
condensate in a shaken one-dimensional optical lattice [55,133] leads to effective tunnelling
rates of Jeff = JJ0(K/(~Ω)), with J0 being the zeroth-order Bessel function of the first
kind andK parametrizes the amplitude of the shaking. For certain values ofK the effective
hoppings vanish leading to ’dynamical localization’ [134]. Moreover, θeff = 0, pi not only
allows for modifying the amplitude of Jeff but also for changing its sign. Such a sign
change is expected to cause frustration effects in triangular Bose-Hubbard models [135].
A quantum simulator that uses this property to study frustrated classical magnetism was
indeed realised by the Sengstock group [56].
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In contrast, the scenario of θeff 6= 0, pi generates effective complex hopping strengths.
Here, cases of particular interest are those where the Peierls phases (2.74) lead to an




ij through a plaquette P , see Fig. 2.3(a). Note
that the emergence of such fluxes is fundamentally connected to the breaking of time-
reversal symmetries7 [17]. In recent years, particularly the Bloch group [50, 103, 105, 109]
as well as the Ketterle group [102,106] has realised such systems experimentally by periodic
forcing in order to study the effects of effective strong magnetic fields on charge-neutral
atoms. Most recently, the Greiner group has extended respective studies also to the
interacting case [104]. The remarkable aspect of these Floquet engineered systems is the
fact that extremely strong magnetic fields can be simulated: in order to obtain similar
fluxes for say electrons in graphene magnetic field strengths of about B ≈ 3.9×104T [17]
would be necessary, which is about two orders of magnitude larger than experimentally
realisable real magnetic fields. Moreover, even if net fluxes are zero, complex hopping
strengths can still have a huge impact in triangular or honeycomb lattices, as demonstrated
by the Sengstock group [20] in engineering quantum spin models, see Fig. 2.3(b). Most
importantly, such scenario was used by the Esslinger group [23] to realise the Haldane
model, i.e., to simulate a quantum Hall state without Landau levels [138], see Fig. 2.3(c).
The aforementioned Floquet systems with ultracold atoms are mostly realised by two
different methods: laser-assisted tunnelling and shaking of the optical lattice. We will
close this section by briefly elaborating on these two methods.
Laser-assisted tunnelling This technique is mainly implemented in setups that aim at
the simulation of strong magnetic fields [50, 102, 103, 105, 106, 109]. Originally proposed
by Jaksch and Zoller [139], this concept builds on the idea that tunnelling is prohibited in
the static system, i.e., J  ∆ in Eq. (2.72). The presence of two slightly detuned lasers of
frequencies ω1, ω2, see Fig. 2.3(a), then gives rise to an effective shallow second lattice that
moves with respect to the original one [17]. This moving lattice causes an effective time-
periodic modulation that varies from site to site [51]. The temporal modulation resonantly
activates tunnelling in the system thereby allowing for respective achievements. Note that
extensions of this Floquet scheme for the realisation of topological insulators [140] or Weyl
semimetals [141] have been proposed.
Optical lattice shaking The perhaps more direct way of implementing Floquet engi-
neering with ultracold atoms is the global shaking of the entire lattice. The very first
experiments on dynamical localisation [55] used this technique as well as the most mod-
ern versions of realising topological states [23, 110] and observing dynamical topological
phase transitions [110]. Technically, the shaking is implemented, e.g., by introducing a fre-
quency difference between the lattice beams by means of acousto-optical modulators [55]
or by vibrating the mirrors that retro-reflect the lattice beams using Piezo-electric actu-
ators [23], cf. Fig. 2.3(c). Building on this experimental technique, ideas have been re-
cently developed in order to create topological interfaces and to detect chiral edge modes
in two-dimensional lattices [142], to simulate synthetic dimension from shaking harmonic
traps [143], to realise Floquet topological phases without static counterpart [144] and to
control the Floquet state population in a periodically driven system [145].
We conclude by remarking that detailed examples of non-interacting Floquet realisations
can be found within this thesis in the context of a quantum ratchet model in Ch. 3 and in
7Note that these symmetries are identical to the ones that need to be broken in order to allow for
ratchet-type transport effects [136,137], as also discussed in Ch. 3
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the discussion of the effective simulation of the Haldane model in Ch. 6. We also stress that
the collection of examples given in this section are far from complete. More information
about many aspects of Floquet systems realised with ultracold atoms can be found in, e.g.,
Ref. [17], and references therein. Lastly, we stress again that all Floquet effects discussed in
this section fundamentally build on the simulation of an effective Hamiltonian describing
the Floquet operator, see Eq. (2.45). New qualitative behaviours, however, will emerge in
the presence of heating due to the lack of energy conservation. We devote part II of this
thesis to these peculiar extended Floquet systems.
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3. A quantum ratchet for excitations of a
bosonic Mott insulator
One of the most simple quantum machines is a Hamiltonian where parameters are changed
periodically in time. Such periodically driven systems can lead to a directed motion
of particles. In this chapter we present a possible blueprint for such a machine in a
most simplified form by introducing a quantum ratchet for the excitations of a thermally
activated Mott insulator [146]. We first elaborate on the concept of a ratchet in general
before discussing our chosen model. We then study the dynamics of doublons and holes
in such a periodically driven setting for different external potentials. We finally close
the discussion by remarking on potential topological aspects of such a Floquet quantum
system.
3.1. From classical ratchets to small quantum machines
Typically, the working principle of a machine is fundamentally linked to a certain transport
mechanism. A very peculiar idea of such a mechanism is to convert random motion
into work. This idea was put into a Gedankenexperiment first by Smoluchowski [147]
and later with more popularity by Feynman [148]. The potential machine is depicted in
Fig. 3.1(a) and is based on the following logic [149]: being surrounded by a gas at thermal
equilibrium, atoms or molecules randomly hit paddles at one end of the machine. Attached
to these paddles via an axle is a circular saw with asymmetric saw-teeth. This ratchet
is completed by a pawl that breaks the rotational symmetry of the setup and is thought
to cause a rectification of the initial random motion by letting the system only rotate
in one direction. If, in addition, there was also a load attached to the rod, one might be
tempted to argue that this load gets lifted and that work is indeed done by the ratchet. Of
course, this thought is false and one needs to conclude that this machine cannot succeed
to work, since it describes a perpetual motion machine which would be in contradiction
with the second law of thermodynamics [149]. A short-cut explanation for the failure of
this Feynman ratchet is the fact that in thermal equilibrium the pawl experiences as much
thermal fluctuation as the paddles, rendering the same likelihood of rotating clockwise
and anticlockwise, respectively.
Nevertheless, despite the fact that the above described perpetual motion machine is
prohibited to work, the concept of witnessing directed transport in an unbiased environ-
ment based on deliberate symmetry breaking has become quite prominent, particularly
for spatially periodic systems. To be precise, this ratchet effect requires a system that is
driven away from equilibrium by periodic driving and all spatial inversion symmetries are
broken [149,150]. In addition, in classical systems the presence of thermal noise is crucial
in order to guarantee irreversibility. Fulfilling all these conditions offers the possibility to
observe directed motion in spite of the fact that the external forces driving the system
vanish on average. In Fig. 3.1(b) we present a most intuitive picture of the working princi-
ple of such a ratchet: first, particles reside at the valleys of a periodic sawtooth potential.
The potential is then assumed to be switched on and off at a certain frequency. During the
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Figure 3.1.: Illustrations of (a) the Feynman ratchet and (b) ’Brownian ratchet’ with classical
particles. While the example in (a) cannot yield directed motion due to its nature of being a
perpetual motion machine (see text), the ratchet of (b) indeed does show unidirectional transport
as a consequence of the external drive. The schematics of (a) and (b) were taken and adopted from
Refs. [149] and [137], respectively.
time when the potential is temporarily absent, the particles undergo Brownian motion in
free space and diffuse. Switching the potential back on causes the particles to ’roll’ back
into the minima. However, not all particles will end up in the same minima as before, and
since the potential is spatially asymmetric, this will lead to a steady particle current.
This ratchet mechanism (and variants thereof) can in general be used to explain a broad
range of phenomena. For example, ratchet effects are thought to be the cause of certain
types of biological motors on the micro-scale [151–153]. In these systems that are typically
strongly dominated by thermal noise, the ratchet effect explains transport properties of
molecules or molecular structures [154], and even entire cells [155]. In the realm of physics,
the ratchet effect has been mainly exploited to create man-made machines in the spirit
of Fig. 3.1. For instance, in solid state systems ratchet effects have - among others -
been used to experimentally realise electron-pumps [156,157], to create spin-currents [158]
or to detect asymmetries in graphene [159]. Due to their high level of controllability,
systems made of cold atoms in optical lattices (see Sec. 2.1) have been an ideal test bed
for implementing and investigating ratchets. The very first of these (cold atom) ratchets
relied on dissipative processes breaking the time-inversion symmetry in combination with
a periodic phase modulation of the optical lattice [160–162]. Note that comprehensive
reading material on all aspects of (semi)classical ratchets (and their implementations) is
provided by the reviews of Reimann [149] and Ha¨nggi [150], for example.
Most importantly, however, cold atom systems do not solely offer the implementation
of classical, dissipation based ratchets, but rather allow to extend the manufacturing to
fully coherent quantum versions. These quantum ratchets are built on the property that
transport is evoked by deterministic symmetry breaking instead of stochastic processes,
such as thermal noise. One can therefore formulate the following two criteria for obtaining
a quantum ratchet, which demands
1. coherent periodic driving with vanishing quantities on average, and
2. explicit breaking of both spatial inversion and time reversal symmetries on the Hamil-
tonian level.
Early experimental (cold atom) realisations of such quantum ratchets were based on
’kicked rotor models’ [163–166]. A more elegant version is, however, the alternative imple-
mentation of a continuous external drive [136,167,168]. A recent experiment [137], which
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was conducted in the group of M. Weitz in Bonn, demonstrated a quantum ratchet using
this approach by loading an atomic Bose-Einstein condensate into a periodically changing
potential. Here, once the inversion and time-reversal symmetries are broken, the atomic
cloud drifts with an average velocity. Even more recently, they extended on this study by
investigated the quantum ratchet effect in the presence of additional external forces [169].
Theoretically, one can describe the dynamics of such systems most conveniently within the
Floquet formalism, see Sec. 2.2. Note that, in this spirit, other engineered ’quantum ma-
chines’ such as quantum conveyor belts [170,171] or topological particle pumps [18,19,172]
(see Sec. 3.4) are also related to the quantum ratchet systems. As outlined in Ch. 2, such
quantum machines are the next logical step in utilizing the laws of quantum mechanics
for our everyday lives.
Based on the criteria above, we will develop a simple model for the controlled manipula-
tion of doubly occupied sites (doublons) or empty sites (holes) of a bosonic Mott insulator
using the quantum ratchet effect in the following.
3.2. Directed motion of doublons and holes in a periodically
driven 1D lattice
3.2.1. A designed ratchet model
Motivated by the capability of ultracold atom experiments (see Sec. 2.1), we consider a
Bose-Hubbard Hamiltonian with time- and space-dependent hopping strengths as well as





















where a†i (ai ) creates (annihilates) a bosonic particle at site i, ni = a
†
iai is the particle
number operator, Ji is a hopping matrix element, Vi is an external potential and U de-
scribes the on-site interaction strength. Units are chosen such that ~ = 1. As pointed
out in Sec. 2.1 solving the static Bose-Hubbard model in its most general form is already
a demanding task and yields two quantum phases depending on its parameters. If the
interaction strength dominates over the hopping, U  J , such that to lowest order in J/U
the latter can be neglected, the Mott-insulating phase will emerge. Because this quan-
tum phase is very robust, it might a qood starting point for designer quantum systems
in order to perform quantum computation, for instance. However, despite having great
control over all experimental parameters, the effective temperature of a cold atom setup
will inevitably create excitations in the Mott insulator. In the spirit of creating a reliable
and reproducable quantum system these excitation might indeed be undesired.
We, thus, propose to implement a quantum ratchet mechanism in order to gain dy-
namical control over such excitations. In order to meet one of the criteria of a quantum
ratchet space inversion symmetry needs to be broken (see above). Since there are no fur-
ther constraints on the spatial structure, this can be done in the easiest possible way. We,
therefore, demand that the system is described by staggered hopping amplitudes Ji as well
as staggered potentials Vi. For example, as shown in the experiment by Salger et al. [137]
this can be achieved by an optical lattice which is characterised by two wavelengths λ
and 2λ. To be able to see a quantum ratchet effect one additionally needs to drive the
system periodically in time. Here, the hoppings and potentials are modulated with the
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unit cell








Figure 3.2.: Illustration of the lattice model causing the ratchet effect shown without external
linear potential. Both the local hopping parameter and potential are staggered. The drive is
implemented in such a way that time-reversal symmetry is broken, see Eq. (3.3). The parameters
J1, J2, V1, V2 are defined according to Eqs. (3.2) and (3.3). The size of the unit cell is given by
a=2alat, where we choose alat =1.
same frequency Ω. The resulting parameters read as
Ji(t) =
{
Js,o + cos(Ωt)Jo for i odd




− g i+ Vs + cos(Ωt+ ϕ)Vo for i odd
− g i− Vs + cos(Ωt+ ϕ)Ve for i even . (3.3)
The first term in the expression of Vi account for the effect of a uniform force of strength
g, e.g., caused by gravity or an effective ’electric field’. A sketch of the effective hoppings
and potentials is given in Fig. 3.2 for g= 0. To fulfil the last requirement of a quantum
ratchet the symmetry of time inversion must be broken as well. The is done by a relative
phase shift ϕ in the time dependence of the oscillating hopping terms (Je, Jo) and the
corresponding potential terms (Ve, Vo). Throughout this chapter, all coupling constants,
frequencies and times are measured in units of the average static hopping rate of doublons,
i.e., (Js,o + Js,e), which is set to unity in the following (see also Tab. 3.1).
Before aiming at solving the full time-dependent problem described by Eq. (3.1) a few
remarks should be made. As discussed above, we consider the limit where the on-site
interaction U is considerably larger than the hopping rates, the frequency Ω and the
initial temperature of the system (before the ratchet is switched on), U  Ji, Vi,Ω, T .
Furthermore, we consider an average occupation of the system of one boson per site. In
this limit the main excitations of the system are doubly occupied sites (doublons) and
empty sites (holes) with creation operators d†i and h
†
i , respectively. We assume that they
are so diluted that we can neglect their scattering on the time scale of the experiment.
In the considered limit one can also safely neglect all processes in which the number of
doublons and holes change. In any of such annihilation or pair-creation events an energy
of order U is either released or absorbed. To provide or absorb such an amount of energy,
either U/Ω quanta of the driving frequency or the kinetic energy of U/J particles (or com-
binations thereof) is needed to meet the requirement of energy conservation. Consequently,
additional excitation or relaxation processes are indeed higher-order processes which are
exponentially suppressed in U/Ω and U/J , respectively. This suppression has been studied
in a number of theoretical works [173–176] and was in fact also confirmed experimentally
by Strohmaier et al. [177] by studying the hole-doublon annihilation rates. Therefore, the
single-particle dynamics of doublons and holes is described by non-interacting Hamiltoni-
34
3.2. Directed motion of doublons and holes in a periodically driven 1D lattice



















)− Vi(t)h†ihi . (3.5)
It becomes clear that the dynamics of doublons and holes are different in two aspects.
First, the hopping rate of doublons is twice the hopping rate of holes. This is due to the
fact that doublons experience an enhancement in hopping owing to their Bose statistics.
Second, the potentials felt by the holes are reversed. This is easily understood by realising
that a hole is indeed nothing but a missing bosonic particle.
Because the following treatment is independent of the two particle species, we focus on
doublons for reasons of brevity. In the absence of external forces, g= 0, the system can
be described by a two-site unit cell (see Fig. 3.2). It is, hence, natural to define creation







One can then perform a Fourier transformation with respect to the unit cell index. The









−ikja d†k,e/o , (3.6)
where the size of the unit cell is given by twice the lattice spacing, a=2alat. In the following
we use conventions where we set the lattice spacing to unity, alat=1. Therefore, the first
Brillouin zone is given by momentum values of −pi/2 ≤ k < pi/2. Using an additional
temporal Fourier decomposition, the respective effective Hamiltonian can conveniently be
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Jo + Je e−2ik
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−2(Jo + Je e2ik) e∓iϕ Ve
)
. (3.9)
The corresponding expressions for holes are readily found using J → J/2 and V → −V .
Having reduced the initial Bose-Hubbard Hamiltonian (3.1) to the effective 2×2 time-
dependent problem given by Eq. (3.7) allows now for a practicable Floquet treatment (for
details see Sec. 2.2): the time evolution of quantum states is determined by using the
Floquet theorem. First, the single-particle Floquet Hamiltonian for doublons and holes is
promoted to an operator acting on the extended Hilbert space F , i.e., HFd/h(t) → H¯Fd/h.
One can then solve the eigenvalue matrix equation (cf. Eq. (2.37))∑
m
HFk,nm |φmν,k〉 = εν(k) |φnν,k〉 , (3.10)





δn,m +Hk,+1 δn,m+1 +Hk,−1 δn,m−1 . (3.11)
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Figure 3.3.: Illustration of the quasienergy spectrum of the Floquet Hamiltonian (3.11) for an
arbitrarily chosen driving frequency of Ω = 3. Shown are bands of the first Floquet zone (gray
shaded area). Other bands above and below the energy window [−Ω/2,Ω/2) indicate that there
are indeed infinitely many (copy) solutions (see Sec. 2.2.1). In the present case, breaking the space
inversion as well as the time reversal symmetry of the system renders asymmetric bands which
supports unidirectional particle transport, see Eq. (3.21).
Of course, one needs to replace each Hk,n by Hd/hk,n depending on whether the dynamics of
doublons or holes are of interest.
The number of unique physical solutions of the enlarged Floquet problem equals the
dimension of the physical Hilbert space, dim(H). Hence, the Floquet Hamiltonian (3.11)
is described by two distinct energy bands as a function of momentum (and infinitely many
copies thereof). The Floquet index ν of a certain Floquet state is therefore interpreted
as a Floquet band index for these kind of models. In Fig. 3.3 we show the resulting
(Floquet) band structure for doublons that are driven with a frequency of Ω = 3, which
was chosen arbitrarily. Here, the truncation parameter for the Floquet matrix was set to
Nf = 5. We stress again that, in the following, only quasienergies of the first Floquet
zone and associated eigenstates |φν,k〉〉 (or |φν,k(t)〉, respectively), see Sec. 2.2, need to be
considered.
This section is closed by drawing attention to the dimensionality of the system: note that
the initial problem (3.1) has been written in its one-dimensional version. It is important
to stress that all the results presented below apply equally also for dimensions d > 1
as long as the modulations of H occur only in one direction of space. In fact, an extra
dimension might even be crucial for the single-particle approximation discussed in this
section to hold. The reason being that in 1D, particles moving with opposite velocities
will inevitably hit each other at some point in time (assuming that they do not move
away from each other right from the start). In 2D, however, the second dimension can be
exploited by the quasiparticles in order to smoothly pass each other.
3.2.2. Quantification of the ratchet effect
The velocity operator
The central objective of this section is to quantify the ratchet effect. A measure for the
transport properties of the system is the particle current. Generally, the current density j
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is given by the continuity equation
∂ρ(r, t)
∂t
= −∇ · j(r, t) , (3.12)
where ρ describes the density of particles (or charge carriers for electric currents, respec-
tively). In order to reformulate Eq. (3.12) in terms of a total current one introduces the
polarization operator P(t) =
∫









d3r r∇ · j(r, t) =
∫
d3r j(r, t) , (3.13)
where the last step requires integration by parts. This total current can now be related
to a current operator J of a tight-binding type model. For now assume that the kinetic
part of the system is described by a generic hopping Hamiltonian of the form Hhop =




Ri ni , (3.14)
where the index i runs over all sites of a yet to be specified lattice and Ri is its correspond-
ing position. Using the Heisenberg equation of motion one finds the following expression
for the current operator1
J = ∂P
∂t









Note that typical potential terms of the Hamiltonian depend on the particle number
operator ni = a†iai (and combinations thereof). Hence, they do not contribute to the
current operator J, because ni commutes with H. The result for the current operator
(3.15) is generic for all fermionic and bosonic tight-binding type systems (a spin index can
be trivially added, as well).
For a 1D system with only nearest neighbour hopping and fixed lattice constant alat
as given by the effective Hamiltonians (3.4) and (3.5), the difference of lattice vectors is
(Rn+1 −Rn) = alateˆ, with eˆ being the unit vector pointing in the direction of the lattice.
Thus, the projected current operator along the lattice is readily given by J · eˆ ≡ |J|.
The corresponding expectation value 〈J〉 is an extensive quantity in the total number of
particles of the system N . However, in order to make quantitative statements about the
ratchet effect of single particles we want a quantity which is independent of N . To this
end, we define the velocity operator
v = J/N , (3.16)
or alternatively v = |J|/N . One can then express the particle current in terms of an
average velocity 〈v〉av, i.e., 〈J〉 = N〈v〉av.
For the time-dependent problem at hand, the velocities of doublons and holes are then





















1Note that we chose the same symbol J to describe the current as well as the hopping amplitude of the
Bose-Hubbard model. This is a slightly unfortunate convention, which is widely used in the context of
ultracold atoms in optical lattices. One could have circumvented this issue by representing the hopping
strength by the also commonly used letter t. However, since this quantity is time-dependent throughout
most parts of this thesis, such a labelling appeared to be even more unlucky.
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ihi are the total number of doublons and holes,
respectively. Note that we use conventions where a positive 〈vd/h〉 describes doublons
(or holes) moving to the right. Despite the fact that the operators (3.17) and (3.18)
formally yield the average velocity of a single doublon or hole, respectively, the expressions
(approximately) coincide with the true single particle velocity operators. The reason
for this is as follows: it is assumed that initially the temperature of the system is low
compared both to the bandwidth and the Mott gap. Therefore, only a few doublons and
holes are present, occupying states with momenta close to zero, and, hence, they all yield
approximately the same velocity.
Since the true transport properties of the system will only emerge for times t 1/Ω, we
introduce the asymptotic velocity 〈vd/h〉asy, i.e., the average velocity in the limit t → ∞,







dt′ 〈ψ(t′)| vd/h(t′) |ψ(t′)〉 . (3.19)




−inΩtvnd/h, and the time-evolved state describing the system is ex-
pressed in terms of Fourier modes of Floquet eigenstates, |ψ(t)〉 = ∑ν,n cν e−i(εν+nΩ)t |φnν 〉
with cν = 〈φν(0)|ψ(0)〉. Note that here the initial time was set to zero for convenience,
t0 = 0, but that the velocity of a doublon or hole actually does parametrically depend

































pν 〈〈φν |v¯d/h|φν〉〉 ,
where pν = |cν |2 describes the probability (normalised to 1) that Floquet state ν is oc-
cupied. In Eq. (3.20) it has been used that interferences of Floquet states with different
quasienergies as well as interferences of different Floquet sectors average to zero in the
limit t → ∞. Hence, transforming the velocity operators (3.17) and (3.18) to operators
that explicitly act on the extended Hilbert space F , vd/h(t) → v¯d/h, allows to calculate
these quantities by taking expectation values of single Floquet states in Floquet space.
This can be straightforwardly implemented in practice as outlined in Sec. 2.2.2.









This is fully analogous to the conventional semiclassical picture of transport associated
with energy bands, and can be analytically shown by applying the Hellmann-Feynman
Theorem to the Floquet theory [164]. Having expression (3.21) in mind and recalling the
Floquet bands of Fig. 3.3, it becomes instantly apparent why one can expect a quantum
ratchet based on a system of bands to work: breaking the symmetries of the system
simultaneously breaks the symmetry of the quasienergy bands, therefore allowing for a
non-zero velocity for initial states with zero momentum.
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time t < t0 t > t0
parameters
Js,o = 0.67 Vs = 0
Js,e = 0.33 Vo = 0
Jo = 0 Ve = 0
Je = 0
Js,o = 0.67 Vs = 0.4
Js,e = 0.33 Vo = 0.4
Jo = 0.67 Ve = −0.4
Je = −0.17
Table 3.1.: Parameters of Hamiltonian H(t) as used throughout this chapter. The time t0 corre-
sponds to the point in time when the ratchet is (fully) switched on. All parameters are measured
in units of (Js,e + Js,o).
Numerical results for velocities of doublons and holes
We proceed by studying the evolution of a single-particle state with momentum k = 0.
Again, this is justified due to the low temperature approximation mentioned above, which
only allows a few excitations with momenta close to zero. We assume that both doublons
and holes are present in the system with such momenta, and that for t < t0 the driving
as well as the staggered potential is switched off, i.e., Vs = Ve = Vo = Je = Jo = 0. During
that time the dynamics of the system is captured by a Hamiltonian which we call H0
in the following. At t = t0 both the static staggered potential Vs and the oscillating
terms are switched on. For t > t0 we use the momentum space representation of our
Floquet problem as shown in Sec. 3.2.1, where one understands the Floquet state index ν
in Eq. (3.20) as a collection of a (Floquet) band index and a momentum index that is set
to zero, ν → (ν, k = 0).
In the following we want to show the transport properties of doublons and holes within
the described setting. To this end, we investigate two limits: in the first case we consider










changes from 0 to 1 (for t > t0) on a time scale assumed to be much larger than all
other time scales of the problem. In the latter case, the system evolves adiabatically2
into a Floquet eigenstate while in the former a superposition of Floquet eigenstates has
to be considered. It is clear that in cases where such a superposition of Floquet states
determines the long-time dynamics the starting time of the ratchet, t0, can in principle
play an important role. Generally, values of the parameters used throughout this chapter
can be found in Tab. 3.1. Note that the parameters have been chosen arbitrarily, but
we checked that all effects discussed in the following do not depend qualitatively on this
choice.
Finite net velocities are generically expected whenever they are allowed by symmetry.
Due to the presence of both staggered potential and staggered hopping all mirror sym-
metries are broken. So, first, we consider a suddenly switched on ratchet of fixed driving
frequency and look at asymptotic velocities of a doublon as a function of the relative phase
ϕ. From Fig. 3.4 one can see how crucial the breaking of time-reversal symmetry for the
functionality of the ratchet is: for the time-reversal points ϕ = ±pi, 0 the ratchet indeed
stops working. In addition, we study the effect of t0 on the velocities of the doublon. In
contrast to the role of ϕ, the initial time t0 has in most cases only a small quantitative ef-
fect, see Figs. 3.4(a) and (c). Nevertheless, as can be seen from Fig. 3.4(b) for some values
of the driving frequency there is a strong impact on the velocity. This can be explained
2 While we assume that the adiabatic state preparation is possible in the present case, the notion of
’remaining adiabatic’ throughout the entire initialization process is generally non-trivial for Floquet
systems. For details see Sec. 2.2.4.
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Figure 3.4.: Asymptotic doublon velocities for a suddenly switched on ratchet as function of the
relative phase shift ϕ and initial time t0. Values are shown for driving frequencies of (a) Ω = 3,
(b) Ω = 4 and (c) Ω = 5. Typically, velocities are almost insensitive to changes of t0 except for
situations where Ω is tuned on resonance (see Figs. 3.5, 3.6, and text).
by the presence of resonances, which will be the subject of study in the following. Bearing
this in mind, we set t0 = 0 and ϕ = −pi/2 for the rest of this section. Note that the same
discussion also holds for holes.
We continue to investigate the case where oscillating terms are switched on suddenly.
In Fig. 3.5(a) we show the velocities of a doublon (solid red) and a hole (dashed blue) as
a function of frequency. For both species the response is characterised by a number of
resonances at frequencies Ω ≈ Ωn = ∆E/n, with n ∈ N+ and ∆E corresponding to the
energy difference between the two bands of the undriven system at k = 0. As doublons and
holes have different hopping rates, one can see that the resonances and their corresponding
frequencies are fundamentally different. In both cases, however, every resonance can be
associated with a certain number of sign changes. While for n = 1 there is only one sign
change, there are always two sign changes associated with n ≥ 2. It can be shown that
these sign changes persist even in the limit where the oscillating terms in the Hamiltonian
are very weak. These effects can indeed be linked to the presence of resonances and
can therefore be easily understood from perturbation theory. We will elaborate on this
approach below in Sec. 3.2.3. In short, for Ω ≈ ∆E/n two entries of the Floquet matrix
become degenerate leading to a pole in the response of the velocity. Since these poles
have the same sign for all n, there must be an additional sign change associated with all
resonances for n ≥ 2. Furthermore, the zero crossing of the velocity right on resonance
reflects the avoided level crossing occurring at each resonance, see Fig. 3.6(a). When
changing from Ω < ∆E/n to Ω > ∆E/n one effectively changes the band for a sudden
switching on of the ratchet. Right on resonance, the system is in an equal superposition
of both bands. This leads to opposing contributions, and, hence, to a zero crossing of the
velocity. In fact, this also explains the observed effect on the choice of the initial time
t0, as was seen in Fig. 3.4(b): on resonance the band population is very sensitive to the
underlying Floquet states. Note, however, that the overall behaviour of the velocities as
a function of Ω is not changed qualitatively when t0 is varied.
If the ratchet is switched on adiabatically, the behaviour of the respective velocity as a
function of frequency changes dramatically. This can be seen in Fig. 3.5(b). Here, for n=1
there is no sign change at all, but there is always one sign change for n ≥ 2. Moreover, one
observes that in contrast to the sudden switching, the velocity is strongest right on the
resonance Ωn for the adiabatic case. This is again a direct consequence of the avoided level
crossing occurring at each resonance, see Fig. 3.6(b). In the adiabatic case one remains in
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driving frequency Ω





























Figure 3.5.: Doublon (solid red) and hole (dashed blue) asymptotic velocity for (a) the sudden
switching and (b) the adiabatic case (see text). Velocities are given in units of alat(Js,o+Js,e), i.e.,
lattice constant times average static doublon hopping rate. The parameters used are as presented
in Tab. 3.1. Vertical lines indicate the first seven doublon resonances, Ωn = ∆E/n, n ∈ {1, ..., 7}.
the same band when going over a resonance. Because a single Floquet band experiences
most reshaping when the resonance condition is fulfilled, the velocity is strongest for the
adiabatic case. Note that we do not consider any in-between cases here, i.e., cases of a
finite ramping speed of the oscillating potential. These would map to the Landau-Zener
tunnelling problem in the limit when the ramping time is large compared to the oscillation
period T .
Next to the resonances, the limits of large and very small frequencies can also be of great
interest. The latter case describes the situation of an overall adiabatic evolution of the
system. As can be seen from Fig. 3.5, this limit yields zero velocities. Nonetheless, while
the adiabatic driving is seemingly not of importance for the case of (very) dilute doublon
or hole excitations, it might have a huge impact on insulating states, i.e., Mott insulators
or fermionic band insulators. We will discuss this matter in more depth in Sec. 3.4. In
the case of large frequencies the velocities decrease as 1/Ω. One way to show this is
to use perturbation theory again, see Sec. 3.2.3. A probably more appealing approach
is to interpret this result as arising from an effective vector potential A in the effective
Hamiltonian defined by U(T ) = exp[−iHeffT ] (see Sec. 2.2.3). A vector potential shifts
the momentum giving rise to a finite velocity at k=0, i.e., ε0α(k)→ ε0α(k−Ad), where ε0α
describes the eigenenergies of the undriven system. A more detailed discussion about this
can be found in Sec. 3.2.4.
In conclusion, as doublons and holes are characterised by different hopping rates and
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Figure 3.6.: Avoided crossing at the main resonance Ω1 = ∆E of the doublon bands at the lower
edge of the first Floquet zone (gray shaded area). Points illustrate population of the respective band
for (a) the sudden switching and (b) the adiabatic case. Dashed lines correspond to eigenenergies
of HF in the absence of time-dependent terms in the original Hamiltonian. In (a) the system
changes the band as function of Ω, while in (b) it remains in the Floquet band. Parameters as in
Tab. 3.1.
reversed potentials, also the relevant resonance frequencies are different. In fact, specific
Floquet band shapes can be tailored by changing the parameters appropriately. Thus, by
tuning the frequency of the oscillating potential, one can easily reach situations where, e.g.,
holes are driven to the right but doublons move in the opposite direction. Similarly, one
can also reach situations where only one of the two species is moving. In cases where the
ratchet is switched on in a sudden fashion the initial driving time t0 may also be used to
engineer the desired dynamics of doublons and holes. We have therefore shown that with
the help of ratchets one can selectively control the various excitations of a homogeneous
interacting many-particle system. One can combine this with a spatial control of where the
excitations are moving to by using, e.g., focused lasers which locally change the effective
resonance frequencies of the ratchet [146].
3.2.3. Resonances and Floquet perturbation theory
In Sec. 3.2.2 we have shown the behaviour of doublons and holes in the present ratchet
setup in terms of their velocities. While in the previous section we described the general
behaviour for strong driving strengths, we now aim at a better understanding of the origins
of the observed resonances. In order to do so we assume weak external oscillations such
that the Hamiltonian can be written in the form
H(t) = Hs + JHJ(t) + VHV (t) , (3.22)
with J , V  1. Here, Hs describes the static part of the Hamiltonian, HJ includes all
oscillating hopping parameters and HV is characterised by time-dependent potential terms
(c.f. Eqs. (3.1)-(3.3)). As before, we want to find the corresponding Floquet Hamiltonian.
Promoting this Floquet Hamiltonian to an operator that explicitly acts on the extended
Hilbert space yields
H¯F = H¯Fs + JH¯FJ + V H¯FV , (3.23)
with matrix elements HFs,nm = (Hs−nΩ) δnm, HFJ,nm = HJ(δn,m+1 +δn,m−1) and HFV,nm =
HV (e−iϕδn,m+1+eiϕδn,m−1). Similarly, the velocity operator acting on F can be expressed
as
v¯ = v¯s + J v¯J , (3.24)
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with matrix elements vs,nm = vsδnm and vJ,nm = vJ(δn,m+1 +δn,m−1). In the following we
want to calculate the asymptotic velocity 〈vd/h〉asy by means of taking expectation values
in Floquet space, but now using a perturbative approach.
Floquet perturbation theory
In order to formulate this perturbation theory in Floquet space we express the Floquet
states and quasienergies in terms of a respective power series, i.e.,
ενn = ε(0)νn + J ε(1),Jνn + V ε(1),Vνn + J V ε(2),JVνn + ... , (3.25)
|φνn〉〉 = |φ(0)νn 〉〉+ J |φ(1),Jνn 〉〉+ V |φ(1),Vνn 〉〉+ J V |φ(2),JVνn 〉〉+ ... . (3.26)
Since we want to calculate expectation values, we are mainly interested in corrections
to the Floquet eigenstates at this point. Substituting expressions (3.25) and (3.26) into
the Floquet eigenvalue problem defined by Eq. (2.37), and equating components of same


























[〈〈φ(0)ηl |H¯FJ |φ(0)µm〉〉 〈〈φ(0)µm|H¯FV |φ(0)νn 〉〉
(ε(0)νn − ε(0)ηl )(ε(0)νn − ε(0)µm)
+
〈〈φ(0)ηl |H¯FV |φ(0)µm〉〉 〈〈φ(0)µm|H¯FJ |φ(0)νn 〉〉




These results are structurally familiar from convential perturbation theory for non-Floquet
systems. Here, however, the sum indices run over all states in the extended space, and
only exclude identical copy states. While Eqs. (3.27)-(3.29) hold in general, we want to
exploit the monochromaticity of the drive in the following. It is therefore convenient to
realise that since |φ(0)νn 〉〉 describes an eigenstate of the Floquet matrix without a drive, only
its nth Floquet entry, |φn(0)νn 〉 ≡ |ν〉, is non-zero and in fact identical for all copy states.
We are interested in calculating the asymptotic velocity for a particle in a given Floquet
band at k = 0, i.e., ν → (ν, k = 0). This corresponds to the adiabatic case in Sec. 3.2.2,
where 〈vd/h〉asy = 〈〈φν |v¯d/h|φν〉〉. One can straightforwardly verify that in this case the
zeroth-order term as well as all first-order contributions vanish by construction. Further-
more, due to symmetry arguments, only second-order terms that are proportional to JV
yield finite contributions. Hence, restricting the calculation to second order the velocity
can be approximated by the following compact form after a few steps of simplification:


















with δ = ε(0)µ − ε(0)ν , HVµν = 〈µ|HV |ν〉, etc., and ν, µ ∈ {1, 2} but ν 6= µ, where we
understand the band label as ’1’ (’2’) corresponding to the lower (upper) band. Clearly,
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Figure 3.7.: Asymptotic doublon velocities around the main resonance Ω1 for different values
of  = J = V . Other parameters are as in Tab. 3.1. Coloured lines represent exact numerical
data. Dashes correspond to predictions by (a) perturbation theory, Eq. (3.30), and (b) degenerate
perturbation theory, Eq. (3.36). The sharp spike appearing on solid curves in (a) correspond to
the second resonance at Ω2, which is not captured by Eq. (3.30). The inset of (b) shows the height
of the first three resonance peaks, n = 1, 2, 3, as a function of . Dots show exact numerical data
and solid lines are guides to the eye representing a function ∝ n.
expression (3.30) breaks down at the resonance, where it predicts a pole for the velocity.
Therefore, only the ’wings’ are compared to exact numerical data in Fig. 3.7(a). We
compare absolute values of the velocity, because perturbation theory gives an undesired
sign change. This is due to the fact that the formula for the velocity (3.30) does not keep
track of the correct band labelling when sweeping through a resonance.
In the limit Ω εν/µ, Eq. (3.30) can be used to describe the velocity for high frequencies
even if 1 =2 =1. The expression simplifies in this case to
〈vd/h〉asy













The detailed expression for the velocity of doublons or holes, respectively, is gained by
diagonalising Hs and inserting the respective form of vs, vJ , HJ , HV into Eqs. (3.30) and
(3.31). Due to the property that HV → −HV when switching from doublons to holes,
one immediately sees that the velocities of the two species must have opposite signs in the
large frequency limit. Moreover, one can indeed observe that for both species the velocity
decays in this limit with 1/Ω.
Degenerate Floquet perturbation theory
In order to be able to describe the behaviour around the resonance correctly, one needs to
apply degenerate perturbation theory. Degeneracies leading to the main resonance of the
system are found for Ω = δ. Going into the basis that diagonalises H¯Fs , i.e. {|φ(0)νn 〉〉}, one




2(Ω− δ) (JHJ + V eiϕHV )12
(JHJ + V e−iϕHV )21 −12(Ω− δ)
)
≡ h˜s · σ , (3.32)
with the notation (.)νµ referring to the respective operator in the basis {|ν〉}, where again
ν, µ ∈ {1, 2} as defined above, and δ = (ε(0)2 − ε(0)1 ). Alternatively, one can define the
Hamiltonian by a scalar product of h˜s = (h˜x, h˜y, h˜z) and the vector of Pauli matrices
σ = (σx, σy, σz). Dividing the original Floquet Hamiltonian into a structure composed
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of such degeneracy blocks, allows to define effective coupling matrices. In the following
we shall only consider those which couple next-nearest degeneracy blocks, which can be
written (for k = 0) as
H˜J = HJ11 σz and H˜V = e−iϕHV11 σz . (3.33)
The same procedure is done for the respective parts of the velocity operator. The expres-
sions in the degeneracy space yield




12 (σx + iσy) . (3.34)
In order to find the asymptotic velocity one first determines perturbatively the basis
states of H¯F . In order to do so we use again Eqs. (3.27)-(3.27), but states are now found
with respect to the degeneracy subspace, i.e., |φ˜(0)νn 〉〉, etc. Note that all arguments from
above are carried over to this case in an analogous fashion. After doing the algebra, the
asymptotic velocity of a particle (doublon or hole) in given band ν with momentum k = 0

















where the −(+) refers now to the lower (upper) band of the original Floquet Hamiltonian,
HF . Using explicit relations for h˜x, h˜y and h˜z, the expression for the velocity (3.35)
simplifies further to read as
〈vd/h〉asy ≈ ∓
2i12 sin(ϕ)√

















)2 + (VHV21)2 + 2JV cos(ϕ)HJ21HV21) . (3.37)
Comparing Eqs. (3.36) and (3.30), one sees that the major modification in the case of de-
generate perturbation theory is the appearance of the ∆-term. This term turns the naked
pole into a Lorentzian-like function. In Fig. 3.7(b) exact numerical doublon velocities are
shown together with plots of Eq. (3.36) for different values of .
Furthermore, in order to investigate the height of the velocity peak one sets Ω = δ. For
the special case that J =V = one observes that 〈vd/h〉asy ≈ O(2)/O() = O(). Hence,
the height of the main resonance is directly proportional to . Generally, the height of
the nth resonance is given by O(n). This dependence can be witnessed from the inset of
Fig. 3.7(b). Having said this, peaks for n ≥ 3 already seem to experience a strong cross
talk with tails of more prominent peaks with n= 1, 2. As before, the analysis of the hole
velocity is completely analogous.
3.2.4. Effective vector potentials in the large frequency limit
In the regime where the driving frequency is large compared to all other energies in the
system one can understand the dynamics as emerging from an effective Hamiltonian that
is derived from a truncated Magnus expansion (see Sec. 2.2.3). One can then interpret the
behaviour of the velocity of doublons and holes calculated in Sec. 3.2.2 as a consequence of
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an effective vector potential A appearing in this effective Hamiltonian. Using Eqs. (2.61)
and (2.62) the effective Hamiltonian can be determined to be
Heff = H0 +
1
Ω [H−1, H1] . (3.38)
Such a first order Magnus expansion for monochromatically driven quantum systems is
commonly used for Floquet setups, see, e.g., Refs. [23,124]. The analytic form of the effec-
tive Hamiltonian (3.38) can now be straightforwardly determined by using the simplified
expressions for doublons (3.4) and holes (3.5), respectively. Knowing that the calculation
is fully analogous for both species, we will continue by focussing on doublons only.
After inserting the Fourier components (3.8) and (3.9) into the expression (3.38), a few
































Owing to its simple structure Heffd,k can readily be diagonalised. One can then easily
verify that the eigenenergies of the effective Hamiltonian (3.39), εeffd,ν , are given as
εeffd,ν(k) = ε0d,ν(k −Ad) , (3.42)
where ε0d,ν(k) denote the energy bands of the doublon Hamiltonian without the drive, and









being indeed an effective vector potential coupling to the momentum k. Similarly, a cor-
responding expression for holes can be derived using the modified parameters V → −V
and 2J → J ,








= −Ad . (3.44)
Thus, the effective vector potential for holes is equal, but opposite to that for doublons.
Note that this property is related to the reversed sign of the potential for both species. The
different hopping strengths enter only via the calculation of the respective bands ε0d/h,ν .
Also, the vector potential Ad/h becomes zero (maximal) for ϕ = 0, pi (ϕ = −pi/2, pi/2),
and decays as 1/Ω. This is consistent with the previously discussed dependences of the
dynamics of doublons and holes in Secs. (3.2.2) and (3.2.3).
The resulting asymptotic velocity associated with quasienergy band ν for both doublons







ε0d/h,ν(k −Ad,h) . (3.45)
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Figure 3.8.: Comparison of doublon velocities of exact numerical data (blue solid) and plots of
Eq. 3.45 (red dashed) as a function of the driving frequency. For very large frequencies Ω 
Jo, Je, Vo, Ve the effective description reproduces the exact results. Parameters of the ratchet are
as presented in Tab. 3.1.
Hence, a finite velocity at k = 0 is indeed realised by a shift of the momentum due to the
vector potential. In Fig. 3.8, the velocity (3.45) is compared to exact numerical data for k =
0. It is clearly visible how Eq. (3.45), and hence Eqs. (3.38) and (3.42), becomes valid in the
large frequency regime. The interpretation of phenomena in terms of such vector potentials
has become very popular over recent years (for Floquet systems and beyond), where they
have been intensively studied both experimentally [20, 50, 99, 102–106, 109, 179–181] and
theoretically [17,123,182,183] (see also Sec. 2.3).
3.3. Ratchet effects in the presence of an external force
In the previous section the ratchet effect for doublons and holes was investigated assuming
that the underlying lattice potential is homogeneous. However, in most cold atom setups
an external parabolic potential holds the atomic cloud together. We, thus, want to address
the following question: can a ratchet perform work and move the particles ’up the hill’?
To this end, we consider the effect of a constant force, g 6= 0 in Eq. (3.3). Note that
such a force resembles the situation of electrons experiencing a static electric field. The
previous analysis from Sec. (3.2) cannot be carried over to this problem straightforwardly,
since the presence of the linear potential breaks the translational invariance of the original
Hamiltonian.
The system is now rather characterised by the fact that the particles gain or lose energy,
respectively, when hopping from one lattice site to the next. In ordinary, time-independent
systems energy conservation holds. As the kinetic energy is bounded, the system cannot
absorb (deposit) the potential energy it would gain (lose) in the presence of a finite net
velocity. As a consequence particles perform Bloch oscillations when they experience weak
external forces and obey the rules of a Wannier-Stark ladder for strong forces. Exceptions
to this can be found in interacting systems, where the energy might be provided or ab-
sorbed via complex many-body processes, see, e.g., [184]. Nonetheless, the situation is
completely changed for time-dependent systems, since energy is not conserved any more.
In Floquet systems energy is provided by the external drive in multiples of Ω. Thus,
the energy n0g that is needed to move a particle uphill by n0 lattice sites is only avail-
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able in a quantised form of m0Ω with m0 being an integer. This argumentation yields a
commensurability condition
n0 g = m0 Ω , (3.46)
with integer m0 ∈ Z and even n0, n02 ∈ Z (due to the dimerized structure of the present
Hamiltonian). In the following we will argue that this relation implies that in the limit
t → ∞ a net motion uphill (or downhill) is only possible when the commensurability
condition is indeed fulfilled. We will also show how this condition becomes more and more
prominent as time evolves.
3.3.1. Dynamics in the long-time limit
We will first investigate the asymptotic dynamics of a system where the commensurability
condition (3.46) is met. The reason being that in this case the problem simplifies techni-
cally in a substantial way. Here, shifting the particle by n0 lattice sites to the left costs
an energy n0g which is exactly met by a multiple of Ω. This leads to a new ’translation
invariance’ in Floquet space with respect to both position and Floquet indices: when
moving n0 lattice sites in real space and simultaneously m0 sectors in Floquet space, one
recovers the same Hamiltonian. A more pictorial view of this is taken in Fig. 3.9, where
the vector marks the translational invariance in the extended space. Consequently, the
extended space eigenstates of the Floquet Hamiltonian, see Eq. (2.21), can be chosen as
〈〈i,m|φν,k〉〉 = eikri 〈〈i,m|uν,k〉〉 , (3.47)
with
〈〈i,m|uν,k〉〉 = 〈〈i+ n0,m−m0|uν,k〉〉 , (3.48)
where i is the real-space index and m represents the Floquet sector. Note that a negative
shift of the Floquet index is necessary due to the definition of the Fourier transformation
in Eq. (2.34) (see also Fig. 2.2). Moreover, k indicates the effective momentum projected
on the space coordinate for convenience, leading to −pi/n0 ≤ k < pi/n0. One obtains now
n0r unique (Floquet) bands in the first Floquet zone −Ω/2 ≤ εν < Ω/2 for every value of
k. Here, n0r is the reduced denominator of m0/n0.
Within this picture of an extended unit cell, the previously discussed methods to solve
the problem carries over in a straightforward fashion (see Sec. 3.2). However, due to
the size of this new unit cell the procedure might be quite demanding in practice. The
natural first attempt to truncate the Floquet matrix is as follows: one takes the n0 × n0
- dimensional blocks for each entry of the Floquet matrix, and fixes a certain interval of
Floquet indices ranging from −Nf to Nf . It is crucial that 2Nf > m0 + 2nf , where nf
guarantees that the eigenstates of the first Floquet zone do not experience any finite size
effects. The number of states that one includes in this procedure is given by (2Nf +1)n0 &
n0m0. While there is nothing false about this truncation scheme, it might indeed be highly
inefficient depending on the values of n0 and m0. Looking at Fig. 3.9 one can find a much
more effective truncation scheme: because the physics of the problem is mainly dominated
by the commensurability condition (3.46), it is often enough to consider only Floquet
blocks close to the line connecting (0, 0) and (n0,−m0). This leads to a total number
of states of only ∼ (2nf + 1)n0. Hence, the necessity of calculating a large number of
redundant states can be avoided by a suitable truncation of the Floquet matrix. Once this
truncated Floquet matrix is found, it again allows for the calculation of numerically exact
quasienergies and Floquet eigenstates. As before, those can then be used to determine
the asymptotic velocities of doublons and holes for the ratchet system with an additional
external force.
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Figure 3.9.: Illustration of states in a mixed real-space/Floquet-space representation. The vector
from (0, 0) to (n0,−m0) fulfils the commensurability condition (3.46). The negative ’direction’
with respect to the Floquet space is due to the definition of the Fourier transformation (2.34). The
practical truncation of the Floquet matrix is done around this vector and only states lying in the
blue shaded region are used in calculations. In most cases it is sufficient to take only a few Floquet
states per real-space index into account (see Sec. 2.2.2).
Above, we have described the algorithm in a mixed real-space/Floquet-space picture.
A fully equivalent formulation can also be obtained by a simple Gauge transformation
which encodes the constant force (which can be viewed as an electric field) in a time-
dependent vector potential. In this case, one makes the following replacements in the
respective Hamiltonian (3.4) or (3.5): d†i+1di → d†i+1dieigt and h†i+1hi → h†i+1hie−igt.
This leads to a Hamiltonian which is again translationally invariant in real space, but
now characterized by two frequencies. Therefore, one can obtain a representation of the
problem in terms of two independent Floquet indices (one for each frequency) instead of
a single one. Nonetheless, under the condition (3.46) the two frequencies Ω and g are
commensurate, allowing again for a simplified treatment equivalent to the one described
above. In fact, this double frequency structure resembles a two-dimensional lattice struture
in frequency space, which can be used, e.g., to investigate novel topological states [81].
We consider a quantum ratchet with the same parameters as before (see Tab. 3.1) plus
an additional external potential g. Of course, this potential will be equal, but opposite for
doublons and holes, respectively. We also set ϕ = −pi and t0 = 0. Similar to the studies
in Sec. 3.2, we are interested in the dynamics of an initial single particle excitation with
zero momentum, k = 0. We also want to address the question again of how the dynamics
are affected by ’how’ the ratchet is switched on. In Sec. 3.3.2 below, we combine the
cases of a non-adiabatic switching with incommensurate external forces, and investigate
the dynamics in such situations. Here, however, we focus on situations where the ratchet
is switched on adiabatically and where the commensurability condition (3.46) is fulfilled.
First, we are interested in how the asymptotic velocity behaves as a function of frequency
Ω and as a function of the external force g. Asymptotic velocities of doublons and holes,
〈vd/h〉asy, are calculated by means of Eq. (3.20) (or alternatively Eq. (3.21)). The results
are shown in Figs. 3.10(a) and 3.10(b) for doublons and holes, respectively. Negative
velocities describe left-moving (red) and positive velocities right-moving (blue) excitations.
Within the conventions used a positive g yields a force pointing to the right. The results
are given as continuous functions of Ω and g for fixed ratios m0/n0. The set of ratios
m0/n0 for which results are represented is, however, limited: we combine for our plots
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Figure 3.10.: Asymptotic (a) doublon and (b) hole velocity as function of driving frequency Ω
and external force g for an adiabatically switched on ratchet. All velocities are measured in units
of alat(Js,o+Js,e) and system parameters are as presented in Tab. 3.1. Combined results are shown
for real-space unit cell sizes n0 = 14, 16, 18 and 60 and arbitrary values of m0 (see text).
data for n0 = 60 with data for n0 = 14, 16 and 18 with arbitrary values of m0 and Ω (and
therefore also g). This allows to cover all fractions with n0r/2 = 1, 2, ..., 10.
The reason for this choice of ratios being that, in general, the motion of the particles
is most pronounced when g/Ω = m0/n0 can be written as a fraction with small integers
m0 and n0. To explain this observation, we first recall that for static band Hamiltonians
a static external force does not lead to a finite net velocity of the particles; only Bloch
oscillations can occur. As outlined above, this can be understood from energy conservation.
In the presence of oscillating terms in the Hamiltonian, the energy is still conserved modulo
Ω. This implies that an energy conserving transport process is possible if the energy gain
gn0 obtained by hopping n0 steps to the right, is an integer multiple of Ω as described
by Eq. (3.46). For large values of either m0 or n0, this process is, however, exponentially
suppressed as the particle has to tunnel through long distances in either real- or Floquet
space until the resonance condition is met. This further implies that for t → ∞ a finite
average velocity is only possible if g and Ω are commensurate, while it is expected to
vanish for all incommensurate ratios (i.e., it is finite only on a set of measure zero).
By considering only those values of Ω and g where one can indeed observe transport,
one recovers similar conclusions already drawn for the ratchet without external potential:
depending on both frequency and ’electric field’, the particles can move either ’up’ or
’down’. Moreover, by comparing velocities, one realizes that by choosing convenient values
for g and Ω, doublons and holes can be forced to move in the same or in opposite directions.
Alternatively, one can tune parameters such that only one species is moving. So, indeed,
the quantum ratchet seems to work for long times even when an external force is present.
3.3.2. Finite-time velocities and effective Bloch oscillations
The situation is, however, different when finite times t are considered. Here, velocities
might still be detectable even though the commensurability condition (3.46) is not (well)
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fulfilled. In order to study such systems where arbitrary values of g are chosen we need
to compute the average velocity for finite systems. However, there is an immediate prac-
tical question arising: how can the above demonstrated Floquet space algorithm be used
for arbitrary (and even non-commensurate) values of g? To circumvent this seemingly
troublesome issue a modified potential is introduced










where the Θ-function is defined by Θ(x) = 1 for x ≥ 0 and Θ(x) = 0 for x < 0. Within the
unit cell of real-space size n0 this potential describes the true potential gn. However, by
enforcing translational invariance in Floquet space the potential is simultaneously enforced
to jump at the boundaries of the unit cell, n = in0 with i ∈ Z. Thus, the commensurate
property becomes V (g, n + n0) = V (g, n)−m(g)Ω and the size of the jump is given by
∆V = m(g)Ω−n0g (< Ω/2). Here, m(g) is an integer which is chosen to be the best
approximation to gn0/Ω, i.e., m(g) = bgn0/Ωe. The size of n0 is set at convenience, but it
is clear that the larger n0 becomes, the smaller the potential jump ∆V is. For all studies
in this section we set n0 = 120.
So as soon as g cannot be written in the form g = m0n0 Ω there emerge finite size errors.
Due to these jumps one cannot use the model of Eq. (3.49) together with the previously
discussed Floquet space algorithm (see Sec. 3.3.1) to calculate the long-time asymptotic
behaviour of the system. However, the model is valid for short times if one determines
the velocity of the bosons only in the center of the unit cell, i.e., far away from the
boundaries. This is true because it was shown by Lieb and Robinson [185] that (up to
exponential precision) information propagates maximally at a fixed velocity vLR through
the system. This Lieb-Robinson velocity vLR is on the order of twice the hopping rate,
and guarantees that for short times, t < n0/(2vLR), the result is not affected by the jumps
at the edge of the unit cell.
As an initial state we consider a doublon at zero momentum k = 0 with wave function
|ψ(0)〉 = 1/√N∑Ni=1 |i〉 in real space. At time t0 = 0 the ratchet is suddenly switched
on. In order to calculate |ψ(t)〉 we follow the Floquet protocol as above: first, |ψ(0)〉 is
projected onto the Floquet eigenstates, 〈φν(0)|ψ(0)〉. Second, |ψ(t)〉 is evaluated using the
Floquet theorem. At every point in time the expectation value of the velocity operator
(see Eq. (3.17)) can then be determined. However, to avoid finite size effects we evaluate
the expectation value of the single-site velocity operator 〈ψ(t)|vd,i(t)|ψ(t)〉, with vd(t) =∑
i vd,i(t), only in the middle of the unit cell, im = n0/2. The average velocity for the
interval [0, t] at that lattice site is then calculated by 〈vd,im(t)〉av = 1t
∫ t
0 〈vd,im(t)〉. Because
the initial state of the doublon is chosen to be homogeneous in space, the total average









For the chosen normalization 〈vd(t)〉av directly gives the average velocity of the doublons
in the interval [0, t].
The average velocity as a function of g is shown in Fig. 3.11 for a fixed frequency Ω.
The plot shows how for increasing time t the average velocity (solid line) approaches the
t→∞ limit (dots). The curves are characterized by oscillations with a width that shrinks
with 1/t. With shrinking width, only those external forces give a sizeable contribution
which fulfil the commensurability condition (3.46) with a precision determined by 1/t,
n0g = m0(Ω + O(1/t)). Close to each point where the commensurability condition is
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Figure 3.11.: Average doublon velocity (solid lines) at times t = 10, 25 and 50 after a sudden
switching on of the ratchet potential as function of the external force g. The driving frequency is
fixed to Ω = 4.4 and the real-space unit cell size is set to n0 = 120 (see text). Ratchet parameters
are as in Tab. 3.1 and velocities are measured in units of alat(Js,o + Js,e). The discrete points at
gc = m060 Ω show the average velocity in the limit t→∞. The inset in (c) reveals the characteristic




fulfilled, there is a characteristic pattern of oscillations (see inset of Fig. 3.11(c)). These
oscillations can be interpreted as Bloch oscillations of an effective Floquet band structure






being the reduced fraction, one obtains a number of n0r Floquet bands in the enlarged
unit cell3. These bands incorporate the effect of the constant force g and of the oscillating
Hamiltonian. Hence, if the external force g is tuned away from gc, the difference g − gc
can be interpreted as a small effective electric field acting on these Floquet bands. This
small electric field then induces Bloch oscillations. The period of such oscillations can be
computed semiclassically using F = ∂tp = g−gc as an expression for the effective force and
3See, e.g., Refs. [101, 186] for a similar discussion about effective Floquet bands in the presence of a
constant external force.
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T∂tp = 2pin0r . The last equality describes the fact that the system traces out an entire circle
in the Brilouin zone over a single period T . The period of these effective Bloch oscillations
is therefore given by
T = 2pi
n0r|g − gc| . (3.51)
Hence, one observes peaks for 〈v(t)〉av as a function of g not only close to the commen-
surability points gc, but there is an emerging series of minima and maxima separated by
∆g ≈ pin0rt as can be seen in the inset of Fig. 3.11(c). Note that while the calculation
was done for doublons only, the results carry over to the species of holes in an analogous
fashion (cf. Sec. 3.3.1). Since they do not show any qualitative difference we refrain from
showing explicit results here.
3.4. Prospects of a topological quantum ratchet
While the main goal of this chapter is to investigate ratchet effects for dilute doublon and
hole gases as done in the previous sections, we briefly want to review the consequences
of our discussion for insulating states, i.e., Mott insulators or fermionic band insulators.
In these cases one has to investigate the current (or particle velocity) when all states
of a given band are occupied. Of course, the dynamical response is typically absent for
these insulating materials. However, in some cases the dynamics of the system is not
only composed of the sum of individual contributions, but might also be characterised
by global properties. Materials that exhibit these kind of properties are said to have
topological order. Recently, the concept and understanding of topology has become very
fertile in the context of condensed matter systems. The first crucial steps along these
lines was the discovery of the integer quantum Hall effect [187] and its explanation in
terms of a topological invariant by Thouless and collaborators [188]. Meanwhile, there
have appeared many more topological materials such as topological versions of insulators
[189, 190], superconductors [190] and metals [191]. Also certain types of quasiparticles
and magnetic textures have attracted a lot of scientific attention, because they exhibit a
strong robustness due to their topological nature. A particularly interesting example in
this context are magnetic skyrmions [192,193]. The ultimate proof of how much the notion
of topology has shaped the field of condensed matter physics (and beyond) was brought
in 2016 when three pioneers of this field, David Thouless, Duncan Haldane and Michael
Kosterlitz, were jointly awarded the Nobel prize.
While the reader is referred to comprehensive review material in order to study the
general aspects of topological matter (see, e.g., Refs. [189, 190, 194, 195]), we shall be
interested in consequences of topological aspects for the dynamics of the presented ratchet
setup. The main goal is to connect the notion of topology for static band Hamiltonians
to the properties of Floquet systems. Here, we will strongly follow the ideas by Kitagawa
et al. [116] and Qi et al. [196]. In doing so we want to address the question whether a
topological pump is also achievable at large driving frequencies Ω. In other words, we
want to investigate if it is possible to merge the characteristics of a quantum ratchet, as
seen in Secs. 3.2 and 3.3, with potential topological properties.
3.4.1. Examples for topological transport in periodically driven systems
Thouless pump
In 1982, Thouless, Kohmoto, Nightingale and den Nijs succeeded in explaining the strange
quantised behaviour of the conductivity for the integer quantum Hall effect [188]. They
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considered a 2D insulating electronic (fermionic) system that has a rectangular shape and
is translational invariant. Furthermore, the system is non-interacting allowing for a many-
particle description by ’filling up’ the single particle spectrum with associated energy
eigenstates |unk〉, where n is the band index and k describes the momentum. Having
an insulator means that the Fermi energy εF lies in between a band gap of the system
guaranteeing that bands below (above) εF are completely filled (empty). Applying an
electric field E to this system creates a current density j. Here, the Hall conductivity,
σxy = ∂Jx/∂Ey, quantifies the response of the current in x direction due to an electric
field in the direction of y (see Ch. 7 for more details). Using the Kubo formula one can
show [96,197] that the Hall conductivity is eventually given by






















2pi~ C , (3.52)
with e being the charge of an electron, ~ is the reduced Planck constant and C = ∑nCn
describes the sum over all first Chern numbers of occupied bands of the system. Note that
while the first part of Eq. (3.52) does not immediately reveal the quantised nature of the
conductivity, identifying its expression in terms of Chern numbers indeed does.
These Chern numbers ought to be integer values, Cn ∈ Z, because they represent topo-
logical equivalence classes: they generally classify band Hamiltonians that can be deformed
into each other without closing a gap [189]. They are, hence, topological invariants and
can only be of integer form. Chern numbers are mathematical objects that are connected
to the notion of fibre bundles [198]. However, they can alternatively be expressed in terms






d2k Ωn,ij , (3.53)






and An,j = i 〈unk| ∂
∂kj
|unk〉 (3.54)
is the U(1) Berry connection (cf. Eq. (2.71)). It is easily shown that with these expressions
Eq. (3.52) is fulfilled. This expression of the Chern number in terms of an integration
of the Berry curvature over the two-dimensional momentum torus is also known as the
TKKN invariant in the literature. A more elaborate discussion of the quantised nature
of Chern numbers and its deep connection to Berry curvatures can be found in, e.g.,
Refs. [96,195,199]. Chern numbers and other topological quantities have become of great
importance lately, since they are the key to understanding topological insulators. We will
present more on this matter in Chs. 6 and 8.
After having briefly discussed the importance of topological aspects and its consequence
for the quantum Hall system, one might rightfully wonder where the connection to dy-
namical systems, such as Floquet systems is. Here, it is crucial to realise again that the
concept of Chern numbers is not only preserved for two-dimensional Brillouin zones, but
rather holds for any parameter space that forms a torus T2. The model that we want to
study now is a 1D insulating lattice system which is driven periodically in time. We require
that the drive is performed adiabatically such that energy bands are ensured to remain
gapped throughout the driving cycle. Note that we are not yet introducing the notion of
’Floquet’. The system is then indeed described by a toric 2D parameter space spanned
by momentum k ∈ [−pi/a, pi/a) and time t ∈ [0, T ). In 1983, Thouless showed [172] that
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dk Ωn,tk . (3.55)
Therefore, for C 6= 0 one expects to have a quantised movement of particles per driving
period in the system. Due to its close analogy to the quantisation of the Hall conductivity
above one can in some sense view this Thouless pump as a dynamical version of the
integer quantum Hall effect. Note that while the above model seems very simplified,
one can in principle extend the result of having a quantised pump also to the presence
of (weak) disorder or interactions [200]. We stress again that a quantised and robust
particle pump requires insulating states, such as fermionic band insulators or bosonic
Mott insulators. Both scenarios have been demonstrated only recently in experiments
with ultracold atoms [18,19].
Quantum conveyor belts
While the Thouless pump relates a rigorous mathematical object to the occurrence of
quantised transport, the picture misses out on yielding a simple physical intuition. We
therefore present a different example of a quantised particle pump: the quantum conveyor
belt. Here, one first engineers the desired transport behaviour of the system and then tries
to find some underlying mathematical explanation. Note that while at first this quantum
conveyor belt might seem like a purely academic problem, actual experimental realisations
have been achieved by using cold atoms in optical lattices [170,171].
We consider again a one-dimensional non-interacting lattice system. Quantum particles
are positioned at lattice sites i in corresponding states |i〉 and have an SU(2) spin attached
to them. Assume that the lattice is very deep, i.e., that to lowest order no hopping between
different sites take place, and that the lattice is spin-dependent. We require now that the
potential for the spin-down part remains static, while the spin-up lattice drifts to the right.
This drift has to be slow enough such that no particles are excited into higher bands of
the system. After a certain time T the spin-up part of the potential will coincide with the




|i+ 1, ↑〉 〈i, ↑|+ |i, ↓〉 〈i, ↓| ≡ UF (0) , (3.56)
where we set the lattice constant to unity, alat = 1. Indeed, by assuming that the movement
of the spin-up lattice is continuous we can identify this evolution operator with the Floquet
operator UF = exp(−iHeffT ) (see Sec. 2.2.1). Clearly, the dynamics predicted by such an
evolution is that particles with spin-up are pumped exactly one lattice site per driving
period to the right. This is very similar to the Thouless pump above. Going to the
momentum basis the system is described as






The dynamics of the particles in this peculiar system are therefore described by the
quasienergy bands of the effective Hamiltonian (3.57), which are shown in Fig. 3.12(a)
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with nν ∈ Z. Hence, one might argue that the quantisation of the pump is linked to the
winding of a quasienergy band around the Floquet zone.
After having introduced the concept and idea of topological pumps, we will look into
a deeper mathematical grounding of these effects in a Floquet setting. Moreover, we will
address the fundamental question whether such topological pumping processes are also
applicable to large frequencies as seen for the quantum ratchet transport, see Sec. 3.2.
3.4.2. Topological invariants and dimensional reduction
In order to establish a connection between the dynamical properties of a quantised par-
ticle pump and its Floquet description we present a topological classification in terms of
homotopy groups following closely Ref. [116]. A small general introduction to the theory
of homotopies can also be found in Sec. 8.1.1.
While the discussion can in principle be extended to higher dimensions, we restrict
ourselves again to a spatially one-dimensional problem that is translationally invariant
(lattice constant being set to unity, alat = 1). Here, the set of Floquet operators {UF }
defines a map from the first Brillouin zone to the space of m×m-dimensional unitary
matrices, with m describing the number of bands of the system. Note that for a full
description the number of bands are nominally infinite. However, in many circumstances -
as it is also the case for the Bose-Hubbard model in Eq. (3.1) - the system can be projected
onto some low-energy subspace. As a consequence, m becomes finite and the physics is
described by an associated effective low-energy Hamiltonian.
The periodic nature of the Brillouin zone causes the map to the space of unitary matrices
to trace out a loop. A topological classification can now be conducted by equating all such
loops that can be smoothly deformed into each other. Each of these homotopy classes are
represented by an integer-valued topological invariant w ∈ Z. For the system at hand this













where the trace is taken over the m-dimensional (sub)space. Clearly, due to the cyclic
nature of the trace the winding number does not alter under a similarity transformation
of UF . We can therefore gain a good intuitive picture of w by expressing the Floquet









= nν , (3.60)
with T being the driving period. This picture of w is particularly useful as it allows
the non-trivial topology to be identified through simple inspection of the quasienergy
spectrum: the topological invariant is indeed nothing but the sum over all windings of
individual Floquet bands4. We want to stress again that this is a unique property of
Floquet systems. Due to the fact that the spectrum must not only be periodic in k
but also in the quasienergy, one can have bands that leave the Floquet-Brillouin zone to
one energy side and emerges simultaneously at the other, see Fig. 3.12. This leads to a
winding of the respective band around this torus in a very literal sense. Therefore, for any
local, static (non-driven) system the winding number is trivial (w = 0). Again, if there
is a net winding of a single Floquet band, its average velocity must be quantised, and
4Note that when there are degeneracies in the spectrum one should choose the definitions of εν(k) such
that they become smooth functions of k [116].
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Figure 3.12.: Examples for Floquet bands that wind in quasienergy space. (a) Floquet band
representation of the single spin conveyor belt, see Eq. (3.57). (b) Perturbations open a gap at
(0, 0), but leave the net winding unchanged. (c) Demonstration of how single band winding is
not protected under perturbations. The energy gap defines an adiabaticity condition for, e.g.,
(approximate) quantised particle pumping in these cases.
it follows what was predicted by Thouless [172]: the displacement of particles over one
driving period is exactly w unit cells, which yields a quantised charge current for charged
(fermionic) particles.
Being equal to a topological invariant, the net winding of Floquet bands is topologically
protected, meaning that it is insensitive to (weak) perturbations. This is best visualised
by our example of a quantum conveyor belt (see above): the ideal case is described in
Fig. 3.12(a), where one band is completely flat and the other one goes straight from
(−pi,−Ω/2) to (pi,Ω/2) in the mixed Floquet-Brillouin zone. Switching on a perturbation
that mixes the eigenstates will cause a band gap to open at (0, 0). However, one can easily
see from Fig. 3.12(b) that while the band initially corresponding to the spin-up particle
loses its individual winding property, the net winding is indeed preserved.
So the nature of a quantised pump can not only be phenomenologically explained with
a winding of Floquet bands, but has a deeper connection to the topological classification
of the corresponding Floquet operator as outlined above. However, despite the possibility
to directly create or simulate discrete Floquet operators [101, 201, 202] it is more natural
to start with a static Hamiltonian and only then drive it with a time-periodic term (see
Sec. 2.2). Hence, it is worthwhile to try to formally connect the homotopy classification
above with a topological classification in terms of Chern numbers for time-dependent
Hamiltonians as in the Thouless pump case.
This connection was established in Ref. [196] by means of dimensional reduction: a 2n−1
dimensional insulator characterised by a parameter θ can be classified by a Chern number
defined in 2n dimensions. This can be done by regarding θ as an additional component of
the crystal momentum. In contrast to the single band system of the Thouless pump, we
assume that the driving frequency is only adiabatic with respect to some m-dimensional
band space. This means that in the course of a single driving period instantaneous energy
eigenstates are allowed to mix. An example of such a system is indeed the quantum ratchet
model described in Sec. 3.2. The system’s property of not being adiabatic forces us to
introduce the non-abelian Berry connections (cf. Eq. (3.54))
Aαβ,k = i 〈uαk(θ)| ∂
∂k
|uβk(θ)〉 and Aαβ,θ = i 〈uαk(θ)| ∂
∂θ
|uβk(θ)〉 , (3.61)
with |uαk(θ)〉 being an instantaneous eigenstate. The expression of the total first Chern
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We now choose a gauge such that Aθ is always single valued. Also, for periodically driven
systems we interpret the parametric dependence of Bloch states on θ as coming from the
evolution of these states under the periodic Hamiltonian. In other words, we identify the





[Ak(T )]− Tr[Ak(0)] . (3.63)
As long as the adiabatic condition (with respect to the m-dimensional band space) is ful-
filled the time evolution operator Uk(t) mixes occupied bands only. Hence, the initial state
|uαk(t = 0)〉 evolves into the state |uαk(T )〉 = UFk |uαk(0)〉 after one period T . Inserting
this expression into the Berry connection (3.61) gives






























which is nothing but the expression for the topological invariant w indexing a certain
homotopy class, see (3.59). Therefore, the sum of all Chern numbers equals the net
winding of Floquet bands.
Both of these quantities are topologically protected. However, this protection does not
hold for properties of single bands: while Chern numbers are quantities of individual
bands, the winding of a single Floquet band is not protected against perturbations as can
be seen from Fig. 3.12. Most crucially, it is known that all local and physical Hamiltonians
possessing a finite number of bands - such as tight-binding Hamiltonians - have the fol-
lowing property: the sum of Chern numbers over all bands of the Hamiltonian must equal
to zero [203]. It is therefore the fate of every generic periodically driven band Hamilto-
nian to reveal a net Floquet winding of zero. Of course, the obvious question now is how
the working principles of Thouless’ pump and of the quantum conveyor belt fit into this
general statement.
Clearly, if the driving is performed adiabatically with respect to some sub-band en-
ergy scale, then there can (approximately) be some Floquet winding due to the fact that
the partial sum over Chern numbers is allowed to be finite. This is the essence of the
Thouless pump, and explains why quantised pumping requires some form of adiabaticity.
Once this adiabaticity condition is lifted Floquet bands inevitably start hybridizing, which
changes the net winding as can be seen from Fig. 3.12(c). Note that this hybridization is
exponentially suppressed in Ω divided by the band gap.
Nonetheless, the quantum conveyor belt is seemingly stable. Here, however, it is crucial
to realise that we directly introduced the Floquet operator without the prior formulation
of a local microscopic Hamiltonian of the system. Indeed, by transforming the effective
Hamiltonian (3.56) to position space one immediately sees that Heff cannot be described
by a local form of a Hamiltonian. It can, thus, be summarised that quantised pumping in
lattice systems is only possible when either the condition of having a local Hamiltonian is
broken, or an adiabaticity condition is introduced.
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3.5. Summary and discussion
In this chapter, we have studied effectively non-interacting periodically driven quantum
systems. Here, we focused on simple lattice models with and without the additional pres-
ence of an external force. First, we have suggested a quantum ratchet setup to gain control
over the dynamics of a thermally activated homogeneous Mott insulator characterized by
a small number of doublon and hole excitations. We showed that these excitations can
indeed be moved across the lattice in a controlled fashion by choosing appropriate values
for the driving frequency Ω and by ensuring that all mirror symmetries of the system
are broken. This ratchet effect can be linked to the emergence of resonances: whenever
a multiple of the driving frequency approximately equals the energy difference of bands
nΩ ≈ ∆E, unidirectional motion is enhanced. A thorough analysis of such resonances
in terms of Floquet perturbation theory was presented. We have further shown that the
particle transport characteristics qualitatively depend on how the ratchet is switched on:
either adiabatically or instantaneously. Moreover, in the large frequency regime, Ω > ∆E,
the quantum ratchet connects to a quantum simulator that mimics the dynamics of a
particle in the presence of an effective vector potential A coupling to the momentum.
In a second study we imposed the presence of a constant external force, which naturally
complicates the situation. However, introducing a unit cell in the extended space consid-
erably simplifies the problem. We identified a commensurability condition that needs to
be met in order to allow for transport in the long-time limit: only if the applied force g
and the frequency Ω of the applied driving are commensurate, a net motion of doublons
and holes can be observed. Here, transport is most pronounced in cases where the ratio
of g and Ω is given by a fraction with small denominator. Note that such a commensu-
rability condition is, for instance, also needed to obtain dynamical localization in kicked
rotor systems [204] or to guarantee ballistic transport in electric quantum walks [101].
Nevertheless, for finite times, transport is also permitted for incommensurate frequencies.
In these cases, the physics is captured by Bloch oscillations in an effective system with an
enlarged unit cell and reduced force. In both cases our analysis supports motion of the
particle ’up the hill’. Note that such an effect due to a quantum ratchet has also been
studied experimentally in a different setup [169].
As for future prospects, it will be interesting to generally realise quantum machines by
using specifically designed periodically driven systems. One natural goal in the context of
our work could be the development of a cooling device. Here, such a machine could rely
on the selective transport of doublons and holes to either remove the excitations from the
system or to bring them close to each other for a controlled recombination of both. The
latter would obviously require some additional appropriate time-dependent change of the
Hamiltonian.
In addition, we have shed light on a possible stabilization of the ratchet effect by topo-
logical order. While matter with such topological order is predestined for the purpose
of quantum computation due to its robustness against perturbations, we summarized the
results of such robustness for dynamical properties. By means of dimensional reduction
one can show that the net winding of Floquet bands must correspond to the sum of
Chern numbers over all bands of the original Hamiltonian. This proves that in general
there cannot exist a stable topological quantum ratchet for arbitrary frequencies. Having
said this, there are examples that do support quantised pumping, such as the Thouless
pump [172]. This type of pumping, however, requires the strict following of an adiabaticity
condition. Nevertheless, particularly in designed systems such a condition might be met
relatively easily. It is therefore no surprise that a topological pump was recently realised
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with systems of cold atoms [18, 19] and that related forms of (topological) pumping have
been proposed in such designed systems, see, e.g., Ref. [92]. We also note that while a
non-zero net winding of Floquet bands is seemingly unprotected, these bands might be
characterized by some Chern number themselves (cf. Ch. 6). While these systems might be
particularly interesting for realising Floquet versions of topological insulators, see Sec. 2.3,
they can also exhibit exotic transport properties due to anomalous edge states [121, 127].
However, this mechanism is not to be understood as a quantum machine in the spirit of
our discussion above.
Lastly, the discussion about transport properties of the investigated quantum ratchet
has neglected a very crucial aspect: the interactions of the doublons and holes among each
other. We claimed that this approximation holds true for small densities of excitations,
but it must fail once this density starts to grow. Generically, the presence of interac-
tions inevitably leads to heating in the long-time limit [31, 32, 205] (for more details see
Sec. 5.1): ultimately, the only possible stationary state is the infinite temperature state,
which describes the situation of occupying all many-particle states with equal probability.
We expect, however, that even in strongly interacting systems it will be possible to design
quantum machines which on the one hand manipulate a (strongly) interacting system ef-
ficiently and on the other hand do not produce too much entropy. A possible description
of interacting Floquet systems will be one of the central tasks of this thesis, which we will







4. From Keldysh formalism to the
Boltzmann equation
In previous chapters, the characteristics and features of effectively non-interacting designed
quantum systems were investigated. Now, we turn our attention to the key principle of
condensed matter physics: interacting quantum many-body systems. It is the ultimate
aim of part II of this thesis to capture interaction effects in periodically driven quantum
systems. While, eventually, our description will take a semiclassical approach, the coherent
and possibly strong external drive of a Floquet system makes it worthwhile to start by
picturing the full quantum mechanical treatment.
In general, an arbitrary quantum system can be described on the microscopic level by
a corresponding many-body Hamiltonian encoding all interactions of participating con-
stituents [206]. However, despite knowing the microscopic structure of a system, conse-
quences for its macroscopic behaviour can generally not be deduced. This reason for this
unsatisfying situation is the sheer number of ∼ 1023 particles in systems of macroscopic
size. So how is it at all possible to get theoretical access to the description of complex,
interacting many-body quantum system a from a microscopic perspective? The key to
answer this question is a theoretical framework that uses collective degrees of freedom in
form of fields. Such quantum fields theories (QFT) have indeed developed into a univer-
sal common language in the context of condensed matter physics [207]. Their success is
rooted in the valid formulation of a respective low-energy theory for the collective field.
Perhaps the most popular QFT is based on an imaginary time technique, also called ’Mat-
subara formalism’ [208], which is capable of describing the physics of a many-body system
at thermal equilibrium. The list of available literature on this equilibrium QFT is quite
extensive. Here, we highlight the book by Altland and Simons [206].
Interestingly, despite the fact that a much more powerful quantum field theory captur-
ing also aspects beyond equilibrium situations was established around the same time, most
attention has been paid to the less capable but, perhaps, more aesthetic Matsubara tech-
nique. A possible explanation for this development is the fact that true non-equilibrium
situations in the realm of condensed matter physics were perceived as ’too rough’ to pro-
vide delicate and interesting effects beyond equilibrium [207]. Moreover, most traditional
experimental systems such as disordered metals, bulk magnets or superconductors can
hardly be driven away from equilibrium [207]. Here, external disturbances are sufficiently
described by ’linear response theory’ [206,209], which is embedded in the equilibrium QFT
formalism.
Nonetheless, recent experimental and technological developments have dramatically
changed the general perception and triggered also large interest in non-equilibrium many-
body quantum systems. Here, systems made of ultracold atoms (Sec. 2.1) are a major
driving force of this field: since these quantum systems are typically well isolated, they
represent an ideal testbed to study non-equilibrium many-particle physics [13,25,111,137],
holding prospects to even simulate aspects of the highly non-equilibrium situation of the
early universe [210, 211]. The theoretical foundations to deal with systems far from equi-
librium were originally laid by Schwinger [212], Kanstantinov and Perel [213], Kadanoff
and Baym [214] and, most prominently, Keldysh [215]. While initial descriptions of
63
4. From Keldysh formalism to the Boltzmann equation
non-equilibrium theories were build on the ’operator formalism’, in a recent book by
Kamenev [207] the language of non-equilibrium QFT was thoroughly introduced entirely
in a functional integral representation. We stress again that the list of applications de-
manding the usage of this QFT language is growing rapidly. Most importantly, among
the examples are also Floquet systems which are inherently out of equilibrium owing to
an external drive at, in principle, arbitrary strength and frequency. Therefore, our aim is
to ultimately bring together the concept of Floquet theory, see Sec. 2.2, and methods of
non-equilibrium QFT.
Nevertheless, while a quantum mechanical description of many-body systems is indeed
crucial for many scenarios in the field of condensed matter physics, remarkably, a much
simpler approach which captures the semiclassical dynamics of the system works well in
many situations. Such a kinetic equation was initially introduced by Boltzmann more than
one hundred years ago to describe the physics of classical gases [216]. Phenomenologically,
the dynamics of a many-body system is attributed to three different mechanisms: particles
drift due to intrinsic imbalances, external fields couple to particles, e.g., an electric field
acting on charge carriers, and scattering effects due to interactions of particles with each
other or through collisions with defects. The resulting Boltzmann equation can thus be








with nk describing the distribution function of particles and the three different terms on
the right hand side represent the dynamics evoked by each corresponding mechanism.
Boltzmann equations are a mighty tool to describe how scattering affects the semiclassical
dynamics. Importantly, such kinetic equations do not aim at capturing quantum-coherent
processes at short times, but instead consider the dynamics on time scales set by slow
changes of external parameters and by the scattering time between particles. Thus, kinetic
equations generally build on a clear separation of the associated time scales.
Clearly, any semiclassical theory must be revealed when taking the associated limit of
a corresponding full quantum mechanical description. In this spirit, the Boltzmann equa-
tion (4.1) naturally emerges from a full non-equilibrium quantum-field theory. One of the
central objectives of this thesis is to perform such a semiclassical approximation for an
interacting periodically driven system yielding a Floquet version of a Boltzmann equation,
see Ch. 5. However, in order to make this thesis self-contained, in this chapter we will
present a thorough derivation of a conventional Boltzmann equation from the Keldysh
approach. To this end, we mainly summarize the introductory chapters of Kamenev’s
book [207]: first, we give an introduction to the general Keldysh formalism and its struc-
ture. We then show how to derive quantum kinetic equations by considering the Dyson
equation of the theory. Lastly, we reveal how the assumption of having weak interactions
together with a clear separation of physical scales can be used to derive the infamous
Boltzmann equation by exploiting associated approximation schemes. The main mate-
rial, conventions as well as structure of the corresponding part of this chapter are indeed
provided by Ref. [207], but complementary information can be found, among others, in
the books by Rammer [218], Altland and Simons [206] and in a review article by Ram-
mer and Smith [219]. We then finish the chapter by assembling some general remarks on
semiclassical transport theory.
Note that while we particularly focus on aspects that are relevant for the Floquet case
presented in Ch.5, this chapter is solely an accumulation and a review of technical aspects
that have been expressed in the literature before. We, thus, invite the experienced reader
in this field to continue with the next chapter, Ch. 5.
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4.1. Basics of the Keldysh formalism
4.1.1. The Keldysh contour
We start by considering a most general quantum many-body system which is determined
by a time-dependent Hamiltonian H(t). Such a system is generally unsolvable. Nonethe-
less, we can formally claim that the state describing the full system at time t0 =−∞ is
represented by a corresponding many-body density matrix ρ(−∞), which is known. The
peculiar reference time of t0 = −∞ is deliberately chosen such that one can safely as-
sume the system to be non-interacting at that point in time. In addition, the system is
neither characterised by thermal nor by quantum fluctuations. The interaction part of H
(independent of the details) is then only switched on adiabatically. Of course, besides the
impact of interactions the Hamiltonian might experience some explicit time-dependence
by, e.g., the presence of some external fields. In chapter 5 these fields will be time-periodic.
Most importantly, it is because of these external time-dependent perturbations that the
system is driven out of equilibrium.
The time evolution of the density matrix ρ(t) is given by the von Neumann equation,
∂tρ(t) = −i[H(t), ρ(t)] (with ~ = 1). Hence, the evolution is given by
ρ(t) = Ut,−∞ ρ(−∞)U−∞,t , (4.2)
with Ut,t0 = Tt exp[−i
∫ t
t0
dt′H(t′)] being the evolution operator and Tt describes the time-
ordering operator. The latter must be introduced since the Hamiltonians at different times
do not necessarily commute with each other. Eventually, one is interested in calculating
the expectation value of some observable O at a certain time t. The expectation value is
defined with respect to the density matrix as







where the trace is taken over the many-body Hilbert space of the problem. Note that
in order to get the expression on the right-hand side of Eq. (4.3) the equality U−∞,t =
U−∞,+∞U+∞,t was used as well as the cyclic nature of the trace. One can also put the
evolution under the trace into a pictorial form: the density matrix at t0 =−∞ is evolved
up to t, where the expectation value is evaluated, followed by an additional evolution to
+∞ (the reason for this ’detour’ is clarified below) and finally back to −∞. Thus, taking
the expectation value requires a forward as well as backward evolution in time along a
closed time contour C, see Fig. 4.1. The trace taken in Eq. (4.3) ensures the closing of this
contour.
A central object of the presented theory is the partition function that is defined as
Z ≡ Tr[UCρ(t)]Tr[ρ(t)] = 1 , (4.4)
with UC = U−∞,+∞U+∞,−∞ describing the evolution operator along the closed path C. In
realistic situations the Hamiltonian is the same on the backward and the forward branch
of the evolution. Hence, an initial state is perfectly brought back to itself (without any
phase factors) under the evolution of UC , and it holds that UC = 1. This enforces that the
partition function Z equals unity.
In order to insert an observable at some point on the forward or backward branch,
respectively, one can work with a source term that makes the Hamiltonian slightly different
on both branches. Thus, by introducing the Hamiltonian H±V (t) = H(t) ± OV (t), where
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Figure 4.1.: Illustration of the time contour which is enforced by the expectation value of Eq. (4.3).
This contour is frequently named Keldysh contour. Taking the trace as done in Eq. (4.3) addition-
ally closes the contour at t = −∞. The ’+’ (’-’) indicates the forward (backward) time-evolving
branch. Note that this picture is presented in the Schro¨dinger picture, i.e., it is the density matrix
that is time-evolved along the contour.
the plus (minus) refers to the forward (backward) branch, the evolution operator along the
contour becomes non-trivial, UC 6= 1. Equally, the partition function becomes non-trivial
as well and can now be understood as the generating function Z[V ]. The expectation







Comparing this expression to equilibrium QFT techniques, one instantly realises that there
the observables demand a derivative of a logarithm [206]. This logarithm is void in Eq. 4.5,
because Z[0]=Z=1.
Having started to make comparisons one might wonder how the (potentially more fa-
miliar) notion of equilibrium QFT fits into the closed time contour picture presented here.
Lets consider for simplicity the zero-temperature formalism [220]. Here, expectation val-
ues are taken with respect to a ground state of the interacting many-body system, |0I〉.
Since the system is known to be in equilibrium, this ground state is connected to the
ground state of the non-interacting Hamiltonian at t0 =−∞ by an adiabatic evolution,
i.e., |0I〉 = Ut,−∞ |0〉. Thus, one can write 〈O〉 = 〈0|U−∞,tOUt,−∞ |0〉. The key idea is
now that one can write
U+∞,−∞ |0〉 = eiφ |0〉 , (4.6)
meaning that evolving the non-interacting ground state while switching on and off the
interactions takes the system back into that very state, up to a phase factor. Clearly, the
phase is given by eiφ = 〈0|U∞,−∞ |0〉. Excepting this argumentation and using Eq. (4.6)
explicitly, one can express the expectation value as follows:
〈O〉 = e−iφ 〈0|U+∞,−∞U−∞,tOUt,−∞ |0〉 = 〈0|U+∞,tOUt,−∞ |0〉〈0|U+∞,−∞ |0〉 , (4.7)
So, indeed, the expectation value can be deduced from a forward only evolution. However,
the price to pay here is the evaluation of the denominator of Eq. (4.7). In a diagramatic
picture this division corresponds to the subtraction of the disconnected or vacuum loop
diagrams, which is known as the linked cluster theorem’ [206]. Moreover, the denominator
plays a major role in disordered systems. Here, it is typically desired to determine the
disorder average. But since the accumulated phase depends on the disorder realisation,
this phase cannot be ignored and must be included in the treatment according to Eq. (4.7).
This causes a complication of the averaging procedure in a very substantial way [206]. Note
that for finite-temperature equilibrium formalisms [178, 208, 220], where the evolution is
performed in imaginary time by means of the equilibrium density matrix e−βH (with
β = 1/T being the inverse temperature), similar arguments as for the zero-temperature
case hold.
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Nevertheless, the ansatz (4.6) does not work for non-equilibrium situations. External
influences drive the system away from equilibrium, and, hence, the non-interacting ground
state is not simply evolved adiabatically as above. Consequently, the forward and back-
ward evolution needs to be taken into account for generic time-dependent systems. In
fact, a field theory that follows the structure of the closed time contour in Fig. 4.1 was
first constructed by Schwinger [212]. Around the same time a diagramatic approach to
the closed time contour was developed by Konstantinov and Perel [213]. This formalism
requires an additional propagation along the imaginary time of length β. Kadanoff and
Baym [214] most successfully advanced this language by deriving an associated kinetic
theory. It was then Keldysh [215] who suggested a formalism that is able to abandon
the imaginary time part in the steps of deriving kinetic equations. We will use the latter
formalism throughout this thesis, because it yields the derivation of the kinetic theory in
the most transparent way.
4.1.2. Partition function and its functional integral representation
The Keldysh formalism as we want to present it here is based on a functional integral
representation for the evolution operator along the closed time contour C, see Fig. 4.1.
Before formally developing this Keldysh functional integral it is crucial to specify the
particle species. Of course, one can perform the derivation for bosons as well as for
fermions, but there will be differences in the formulation. In the following we will show
how the theory is formulated for fermions, for the following reason: as we are eventually
interested in the behaviour of weakly interacting systems we want to avoid bosons in order
to circumvent the occurrence of Bose-Einstein condensation.
For pedagogical reasons we start by considering a single quantum level which can be
occupied by fermionic particles. Due to Pauli’s exclusion principle one can have either zero
or one particle in a particular state. The many-body Hilbert space is therefore spanned by
the two orthonormal states |0〉 and |1〉 only. We further introduce the fermionic creation
(annihilation) operator c† (c) with properties c† |0〉= |1〉, c† |1〉=0, c |1〉= |0〉, c |0〉=0 and
where it holds that {c, c†}= 1 and c2 = (c†)2 = 0. One can also find eigenstates of these
operators given by
c |ψ〉 = ψ |ψ〉 and 〈ψ| c† = 〈ψ| ψ¯ , with 〈ψ|ψ′〉 = eψ¯ψ′ , (4.8)
|ψ〉 is a fermionic coherent state and ψ, ψ¯ represent independent Grassmann variables.
The last identity of (4.8) illustrates that the set of coherent states is not orthonormal. A





dψ e−ψ¯ψ |ψ〉〈ψ| . (4.9)









dψ¯ dψ e−ψ¯ψ 〈n|ψ〉 〈ψ|O|n〉 =
∫∫
dψ¯ dψ e−ψ¯ψ 〈ψ|O| − ψ〉 , (4.10)
where the minus sign in |−ψ〉 comes from commuting two coherent states, and it was
used that ∑n |n〉〈n| = 1. The matrix element of a normal ordered operator appearing in
Eq. (4.10) can be written as
〈ψ|O(c†, c) |ψ′〉 = O(ψ¯, ψ′) 〈ψ|ψ′〉 = O(ψ¯, ψ′) eψ¯ψ′ . (4.11)
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We now aim at making progress in calculating the partition function Z, given in
Eq. (4.4). The energy of the single quantum state under consideration is denoted by
0, and the associated Hamiltonian of this spinless model reads (in second quantised form)
as1
H = 0 c†c . (4.12)
In order to simplify things we assume that the initial density matrix at t0 = −∞ is given
in some equilibrium form ρ(t0) ≡ ρ0 = exp[−β(0−µ)c†c], with µ describing the chemical
potential. The denominator of the partition function thus reads as Tr[ρ0] = 1 +ρ0 , where
ρ0 = e−β(0−µ). In the next step, one deals with the evolution operator along the time
contour. For this purpose the contour C is divided into 2N−2 time intervals of equal
duration δt ∼ 1/N , with δt → 0 for N → ∞. Here, it holds that t1 = t2N = −∞ and
tN = tN+1 = +∞. This fragmentation of the contour results also in an incremental time-
evolution of the system by Uδt on the forward branch and U−δt on the backward branch,
respectively. One now inserts the resolution of unity (4.9) at each point j = 1, ..., 2N along
C. The numerator of Z, i.e., Tr[UCρ0], yields the following term
〈ψ2N |U−δt|ψ2N−1〉 . . . 〈ψN+1|1|ψN 〉 . . . 〈ψ2|U+δt|ψ1〉〈ψ1|ρ0| − ψ2N 〉 , (4.13)
where it should be understood that the term is read from right to left. So the matrix
elements appearing in expression (4.13) are determined to be
〈ψj+1|U±δt|ψj〉 = 〈ψj+1| e∓iH(c†,c)δt |ψj〉 (4.14)
≈ 〈ψj+1| (1∓ iH(c†, c) δt) |ψj〉
≈ eψ¯j+1ψj e∓iH(ψ¯j+1,ψj)δt .
Note that his derivation does not only apply to more general Hamiltonians, but also to
time-dependent ones. This is crucial since we eventually want to treat Floquet systems.
Finally, by collecting all the exponential factors along the time contour one can write the



























and h∓ ≡ 1∓i0δt. The matrix (4.16) has a structure that can be divided into four sectors:
The on-diagonal parts correspond to the exponentials of Eq. (4.14) for the forward and
1 Note that throughout this section we will continue to assume the presence of this Hamiltonian. However,
all results below can be analogously derived for a general, time ordered Hamiltonian, as well.
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backward branch of the Keldysh contour, respectively. The upper right element of the
matrix, −ρ0 , is due to the last element of Eq. (4.13), i.e., 〈ψ1|ρ0| − ψ2N 〉. Note that this
element is in fact the only one containing information on the initial density matrix ρ0.
Furthermore, the upper right element of the bottom left sector of the matrix is due to the
fact that the points N and N + 1 on the counter are in fact indistinguishable in a physical
sense. Hence, there is no evolution between these two points, see Eq. (4.13). Despite the
fact that these isolated matrix elements seem to be singular for the case that N →∞ they
remain crucial in order to ensure normalisation.
Before dealing with the Gaussian integral in Eq. 4.15 explicitly we take a look at the
continuum limit N → ∞. Using the notation ψj → ψ(t), one formally arrives at the
following expression for the partition function:
Z =
∫
D[ψ¯, ψ] eiS[ψ¯,ψ] , (4.17)
where the short-hand notation
∫
D[ψ¯, ψ] = (Tr[ρ0])−1
∫∫ ∏2N
j=1[dψ¯j , dψj ] has been intro-
duced. According to Eqs. (4.15) and (4.16) as well as using δtj ≡ ±δt (depending on the
























ψ+(t)− ψ¯−(t)(i∂t − 0)ψ−(t)] , (4.19)
where the contour integral has been split2 into a forward and backward part with respec-
tively residing Grassmann fields ψ+ and ψ−. Going from the discrete picture (4.18) to
its continuum version (4.19) suggests that in the latter one loses the knowledge about
the boundary term in the upper right corner of the matrix (4.16). If this was indeed the
case, then the fields ψ+ and ψ− were completely uncorrelated. Of course, this is not true.
Hence, the continuum representation should only be understood as an abbreviation of the
underlying discrete description. However, for practical reasons we demand a continuum
version of the theory that does also encode the information about the boundary term.
This procedure goes by the name Keldysh rotation and is presented in the next section.
4.1.3. Green’s functions and the Keldysh action
To present a continuum representation of the functional integral which encodes all infor-
mation of the system we return to the discrete version of the partition function (4.4).
Here, we exploit the identity of Gaussian integration for Grassmann fields [206], i.e.,∫
D[ψ¯, ψ] e−Σij ψ¯iAijψj = detA . (4.20)




= 1 + ρ(0)(1− h
2)N−1
1 + ρ(0)
≈ 1 + ρ(0) e
(0δt)2(N−1)
1 + ρ(0)
N→∞= 1 . (4.21)
This confirms the argued normalisation of the partition sum of Z = 1, Sec. 4.1.1. Moreover,
Eq. (4.21) underlines once more how crucial the boundary term is: normalisation of the
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The correlator of two Grassmann fields is defined as
〈ψj ψ¯j′〉 ≡
∫









= iGjj′ , (4.22)
where again basic properties of Gaussian integrals have been employed. Here, the indices
run over the discretised version of the entire Keldysh contour. Note that the factor of
Z−1 which appears in the equilibrium theory is absent due to Z = 1. It is now possible
to invert the infinitely large matrix (4.16) and, hence, find explicit expressions for the
correlators (4.22). As before, it is convenient to split the fields into parts residing on the
forward (backward) branch indicated by ψ+ (ψ−). After having found the correlators in
their discretised form one can take the continuum limit for convenience. Without giving
explicit details of this procedure (for details the reader is once again referred to Ref. [207]),
the final result is given by
〈ψ+(t)ψ−(t′)〉 ≡ iG<(t, t′) = −nF e−i0(t−t′) , (4.23)
〈ψ−(t)ψ+(t′)〉 ≡ iG>(t, t′) = (1− nF ) e−i0(t−t′) , (4.24)
〈ψ+(t)ψ+(t′)〉 ≡ iGT (t, t′) = i θ(t− t′)G>(t, t′) + i θ(t′ − t)G<(t, t′) , (4.25)
〈ψ−(t)ψ−(t′)〉 ≡ iGT˜ (t, t′) = i θ(t′ − t)G>(t, t′) + i θ(t− t′)G<(t, t′) , (4.26)
with nF = ρ0/(1 + ρ0) being the Fermi occupation number and θ(t) representing the
Heaviside step-function, θ(t) = 1 (0) for t > 0 (t < 0). Note that in order to be consistent
with the discrete description above one finds that for both Eqs. (4.25) and (4.26) the first
term is determined by θ(0) = 1, while the second term follows θ(0) = 0. The respective
correlators are identified with the lesser (greater) Green’s function G< (G>) as well as with
the time ordered (anti-ordered) Green’s function GT (GT˜ ). Here, the symbols refer to the
time-ordering with respect to the contour C. The Green’s functions have the properties[
G<(>)
]† = −G<(>) and [GT ]† = −GT˜ . (4.27)
Note that the Green’s functions are understood to be matrices in time space, and, hence,
conjugation leads to an exchange of time arguments.
Most crucially, one realises that contrary to the action given by Eq. (4.19) the continuum
version of the set of Green’s functions (4.23)-(4.26) still carries the knowledge about the
initial distribution ρ. In order to bring also the action into a desired form one continues
with the inspection that
GT (t, t′) +GT˜ (t, t′)−G<(t, t′)−G>(t, t′) = 0 . (4.28)
The Green’s functions (4.23)-(4.26) are therefore not independent. This should allow for
a transformation that eliminates this redundancy. However, note that there is a subtlety
here: following the above normalisation of the step-function at equal times, θ(0), the
identity of Eq. (4.28) does not hold in situations where t = t′, for which the right-hand side
of Eq. (4.28) equals −i rather than zero. Since t = t′ defines a manifold of measure zero,
this subtlety is typically ignored. Nonetheless, whenever evaluating equal-time Green’s
functions this property should be taken into consideration, see Sec. 4.2.2.
Next, we consider a transformation that allows to make progress from Eq. (4.28). This
transformation is called Keldysh rotation, since a set of new fermionic fields is introduced
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(a) (b) (c)
Figure 4.2.: Graphical representation of the (a) retarded, (b) advanced and (c) Keldych Green’s
function. The explicit forms are found by the Keldysh rotation (4.29) and are given by Eqs. (4.31)-
(4.33) or Eq. (4.41), respectively.
Note that this transformation is not unitary. Since ψ¯ is in fact not the conjugate field
to ψ, but rather an independent Grassmann field, one has a certain freedom in defining
the transformation. The here presented form of Eq. (4.29) was first introduced by Larkin
and Ovchinnikov [221] and has some practical advantages that will become apparent later
on. Employing the Keldysh rotation together with Eqs. (4.23)-(4.26) yields a new set of












where Gˆab(t, t′) = −i 〈ψa(t)ψ¯b(t′)〉, with a, b = (1, 2). Note that here and in the following
we indicate objects by a hat that have an inherent 2×2 Keldysh structure, e.g., Gˆ. The
superscripts R,A,K indicate the retarded, advanced and Keldysh component of the Green’s
function. They are given by
GR(t, t′) = 12
(







GA(t, t′) = 12
(
GT −GT˜ +G< −G>
)





GK(t, t′) = 12
(
GT +GT˜ +G< +G>
)
= G< +G> . (4.33)
These Green’s functions are the central objects of the Keldysh technique. A graphical
representation of them is given in Fig. 4.2. Furthermore, using the properties of Eq. (4.27)
one finds that [
GR
]† = GA and [GK]† = −GK . (4.34)
Also, from Eqs. (4.31)-(4.33) and Eqs. (4.23)-(4.26) the following equal-time correlator
identities can be deduced
GR(t, t) +GA(t, t) = 0 and GR(t, t)−GA(t, t) = −i . (4.35)
Again, it is crucial to notice that these characteristics are not unique to the toy model
from Eq. (4.12), but are generally true for any system. To this end, we state a formal
expression for the inverse retarded/advanced Green’s function [206][
GR/A
]−1
(t, t′) = δ
(
t− t′)(i∂t ± i0+ −H(t)) , (4.36)
with 0+ being an infinitesimal small, positive, real number and H is the Hamiltonian.
Moreover, it is often convenient to parametrize the anti-Hermitian Keldysh Green’s func-
tion (see Eq. (4.34)) with the help of a Hermitian matrix F , i.e.,
GK(t, t′) =
∫
dt˜ GR(t, t˜)F (t˜, t′)− F (t, t˜)GA(t˜, t′) ≡ GR ◦ F − F ◦GA , (4.37)
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where the ’◦’ indicates convolution regarding all degrees of freedom. The matrix F (t, t′) is
also called distribution matrix3. We remark that for general systems the fields and Green’s
function become functions of all degrees of freedom (not only time), i.e., ψ(t) → ψσ(r, t)
and Gˆab(t, t′) → Gˆabσσ′(r, t, r′, t′), where r represents the position space and σ indicates a
spin degree of freedom.
We continue by formulating an action associated with the new set of Green’s func-
tions. Similar to Eq. (4.22) we express the Green’s functions (4.31)-(4.33) in terms of an
functional integral
Gˆab(t, t′) = −i
∫
D[ψ¯, ψ] ψa(t) ψ¯b(t′) eiS[ψ¯,ψ] , (4.38)


























It has been used that
[
G−1
]R/A = [GR/A]−1 which is a direct consequence of the triangular
structure of Gˆ, see Eq. (4.30). The Keldysh component of the inverse Green’s function is
determined by GR ◦ [G−1]K + GK [GA]−1, which is, by employing Eq. (4.37), rearranged
to yield [
G−1
]K = [GR]−1 ◦ F − F ◦ [GA]−1 . (4.40)
In general, it is this term that correctly regularizes the action (4.39). Finally, Eq. (4.39)
achieves the goal to formulate an action in the continuum model that carries the knowledge
about all boundary conditions and correlations: while the retarded and advanced Green’s
functions depend only on the spectrum of the underlying Hamiltonian, the Keldysh com-
ponent contains information about the occupation numbers. In the following, the form of
the action (4.39) allows to perform standard diagramatic perturbation theory, see Sec. 4.2.
An alternative method to the functional integral (4.38) for calculating the Green’s func-
tions GR, GA and GK is given by taking the (contour ordered) operator expectation value.
Using the fermionic creation and annihilation in their Heisenberg representation, c†(t) and
c(t), the Green’s functions can be determined from the following expressions [218]
GR(t, t′) = −i θ(t− t′) 〈{c(t), c†(t′)}〉 , (4.41)
GA(t, t′) = i θ(t′ − t) 〈{c(t), c†(t′)}〉 ,
GK(t, t′) = −i 〈[c(t), c†(t′)]〉 ,
with {.}/[.] describing the anti-/commutator. These expressions will be particularly useful
in calculating explicit forms of non-interacting Green’s functions (see Sec. 5.2.2).
We close this section by making a short remark on an alternative approach to the
Keldysh time contour: instead of using a functional integral representation, one could have
formulated the entire theory in terms of contour ordered operators, see, e.g., Ref. [218].
While both theories are formally equivalent, the functional integral representation is much
more transparent and approachable; particularly in deriving kinetic equations from an
interacting system.
3 Using expressions (4.23) and (4.24) one can explicitly determine the form of the Keldysh Green’s function
(4.33). Taking the Fourier transformation yields GK() = −2piiF ()δ( − 0), with F () = 1 − 2nF ()
being the transformed distribution matrix.
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4.2. Quantum kinetic equations
4.2.1. Dyson equation in Keldysh space
After having introduced the general structure of the functional integral approach in Keldysh
space in the previous section 4.1, we will now give a practical approach to the explicit cal-
culation of Green’s functions of interacting many-body systems. First we claim that the
Hamiltonian is written in the following form
H = H0 +H int , (4.42)
with H0 being the non-interacting part of the Hamiltonian, and H int encodes all interac-
tions in the system. Including all relevant degrees of freedom, one can find a functional
integral representation for the Green’s functions of the form
Gˆabσσ′(x, x′) = −i
∫
D[ψ¯, ψ] ψaσ(x) ψ¯bσ′(x′) ei(S0[ψ¯,ψ]+Sint[ψ¯,ψ]) , (4.43)
where x = (r, t). The non-interacting part of the Hamiltonian is absorbed into S0, and
Sint is the part of the action that is caused by the interactions. Crucially, the term Sint
is not quadratic in the fields, but rather of higher order (e.g., quartic for particle-particle
interactions). Hence, there exists no general scheme for the exact inversion of this matrix,
and, indeed, it may even be impossible to invert it in practice (cf., Eq. (4.22)). Nonetheless,
one can make progress by formally expanding the exponential of Eq. (4.43) in powers of
Sint, i.e.,
Gˆabσσ′(x, x′) = −i
∫
D[ψ¯, ψ] ψaσ(x) ψ¯bσ′(x′)
(
1 + iSint − S
2
int
2 + . . .
)
eiS0[ψ¯,ψ] . (4.44)
Thus, the total Green’s function Gˆ is expressed as a sum of higher order correlators that
are all evaluated with respect to the Gaussian action S0.
In order to tackle this seeming problem one exploits another main advantage of the
functional integral formalism: the validity of Wick’s theorem. This theorem states that an
average is given by the sum of all possible pairwise contractions. In the case of Grassmann
fields one should bare in mind that every commuting process yields an additional minus
sign. Each combination is therefore multiplied by a factor that represents the parity of
the respective permutation, e.g.,
〈ψaψbψ¯cψ¯d〉 = −〈ψaψ¯c〉 〈ψbψ¯d〉+ 〈ψaψ¯d〉 〈ψbψ¯c〉 . (4.45)
The logic of Eq. (4.45) carries over to any correlator of arbitrarily high order. Hence, one
can write the Green’s function (4.44) in terms of combinations of non-interacting Green’s
functions Gˆ0 = Gˆ|Sint=0 . The different combinations of Green’s functions also encode
various integrals over position and time as well as matrix multiplication in Keldysh space.
One can now interpret these collections of Green’s functions and associated integrals in
terms of (Feynman) diagrams. The explicit form of these diagrams depend on the type
of interaction. Examples are given in the next section, Sec. 4.2.2. Generally, one can
rearrange the diagrams, i.e., the terms of the infinite sum in Eq.(4.44), into blocks of
irreducible ones. The collection of all irreducible diagrams is named the self-energy Σˆ.
Here, the self-energy is also a matrix in Keldysh space. With this definition at hand one
can rewrite Eq. (4.44) as
Gˆ = Gˆ0 + Gˆ0 ◦ Σˆ ◦ Gˆ0 + Gˆ0 ◦ Σˆ ◦ Gˆ0 ◦ Σˆ ◦ Gˆ0 + . . . = Gˆ0 + Gˆ0 ◦ Σˆ ◦ Gˆ , (4.46)
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where the notion of ’◦’ has been extended to include the Keldyh space structure. The
only formal difference to the standard (equilibrium) diagramatic expansion [178,206,220]
is indeed the additional matrix multiplication in Keldysh space.
Multiplying both sides of Eq. (4.46) with Gˆ−10 from the left followed by a rearrangement
leads to the Dyson equation (
Gˆ−10 − Σˆ
)
◦ Gˆ = 1 , (4.47)
which is an exact equation determining the full Green’s function Gˆ. To make progress
one uses an explicit form of the self-energy. This form depends on the Keldysh rotation.
In fact, the reason to choose the transformation as presented in Eq. (4.29) is to have Gˆ,
Gˆ−1 and Σˆ all possessing the same structure. Without giving the explicit proof here, the
self-energy takes the form
Σˆ(x, x′) =
(




where the retarded, advanced and Keldysh parts of the self-energy exhibit similar prop-
erties as the Green’s function (see Eq. (4.34)), i.e., ΣR = [ΣA]† and ΣK = −[ΣK ]†. As a
result of Eq. (4.48), the Dyson equation becomes([
GR0











= 1 . (4.49)




]K is only a regularization. Thus, it can be omitted in the presence of a
finite Keldysh component of the self-energy ΣK .





]−1 − ΣR/A) ◦GR/A = 1 . (4.50)
These expressions are closed and, assuming the self-energies ΣR/A are known, might even
be solved for simple systems. We, hence, want to focus on the Keldysh component of the
Dyson equation. Using the parametrization of GK in terms of the distribution matrix F ,
see Eq. (4.37), the expression is given by([
GR0
]−1 − ΣR) ◦ (GR ◦ F − F ◦GA)− ΣK ◦GA = 0 . (4.51)
One makes progress by multiplying this expression with
([
GA0
]−1−ΣA) from the right and
by exploiting Eq. (4.50). Finally, by moving all terms that depend on self-energies to the
right, and all other terms to the left, one finds
F ◦ [GA0 ]−1 − [GR0 ]−1 ◦ F = ΣK − (ΣR ◦ F − F ◦ ΣA) . (4.52)
This form of separation has an obvious reasoning: the left-hand side depends on the in-
verse of non-interacting Green’s functions and therefore describes the kinetic terms, and
the right-hand side captures interaction effects and thus called the collision integral. Those
parts together in Eq. (4.52) describe the quantum kinetic equation (QKE) for the distribu-
tion matrix F . Notice at this point that the QKE is formally still an exact description of
a general many-body non-equilibrium system. However, for arbitrary systems and times
this equation is practically impossible to solve. The problem is two-fold: one needs to find
expressions for the self-energies as well as to deal with the convolution of objects. In order
to be able to make progress one therefore has to apply sensible approximation schemes to
Eq. (4.52).
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4.2.2. The self-energy
In order to be able to calculate self-energies explicitly the interaction part of the Hamilto-
nian needs to be specified. We, hence, make the first crucial assumption: in the following
we shall consider two-body interactions that are static and local in space. In true electronic
systems this assumption may only firmly hold in situations where sufficient screening yields
effective short-range interactions. Having said this, we are strongly motivated to find a
theoretical description of systems made of cold atoms in optical lattices (see Sec. 2.1).
Here, the charge neutrality of the atoms typically excludes4 any long-range interaction,
and the interaction part of the Hamiltonian of type











is indeed the natural description of particle-particle interactions in the system. Here, we
have already indicated what form this interaction type assumes in a tight-binding model
(TBM). In favour of generality, however, we will (first) consider the continuous expression
on the left-hand side of Eq. (4.53). In the following, we also crucially assume that the
interaction strength U is sufficiently small, i.e., much smaller than the energy scale set by
H0, in order to allow for a perturbative treatment of the problem. For general situations
the particle-particle interactions between electrons lead to a space-dependent interaction
potential, U → U(r). A typical approach for a simplification of the problem is given,
e.g., by a Hubbard-Stratonovich transformation [206, 207]. Nonetheless, for short-range
interactions, such as the s-wave scattering of cold atoms, the interaction type (4.53) is not
only valid but simplifies the yet to be developed perturbation theory substantially.
The time-evolution along the Keldysh contour under the presence of H int leads to a
functional integral representation that includes an associated contribution to the action,
see Eq. (4.43). Considering the original form of the contour, i.e., the form of the contour
before the Keldysh rotation, the interaction part of the action for the explicit interaction
type (4.53) is given by
























σ − ψ¯−σ ψ¯−σ¯ ψ−σ¯ ψ−σ
]
, (4.55)
where σ¯ = ↓(↑) for σ = ↑(↓), and the coordinate variable has been dropped in the second
line for convenience. Note that there is a subtlety regarding the temporal limits of integra-
tion: recall that in the very far past (future) it is actually required that the interactions
are switched off (cf. Sec. 4.1.1). After being turned on adiabatically they remain, however,
present for an arbitrarily long time.
Bearing this information in mind one now performs the Keldysh rotation given by
Eq. (4.29). The action of Eq. (4.55) then acquires the form















σ + ψ¯1σψ¯2σ¯ψ2σ¯ψ2σ +
(
1↔ 2) ] , (4.56)
where the last term represents a copy of the first two terms with interchanged labels.
Following the logic of Eq. (4.44) the different terms in Eq. (4.56) generate higher-order
correlation functions by expanding the exponential in powers of Sint. Switching to a
4Exceptions are systems made of Rydberg atoms, for example.
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(a) (b) (c) (d)
Figure 4.3.: Graphical representation of the four interaction vertices as the appear in the cor-
responding interaction Sint, see Eq. (4.56). They fundamentally arise from an on-site interaction
type given by Eq. (4.53).
graphical visualisation the interaction terms are represented by a set of vertices. These
vertices are shown in Fig. 4.3.
The full Green’s function can now be determined by evaluating the self-energy diagra-
matically. The nth order contribution to Σ is given by all possible combinations of n
number of vertices that form an irreducible diagram. Here, irreducibility describes the
fact that the diagram cannot be separated into two by simply cutting a single propagator
line. In the following we will exemplarily evaluate the first and second order contribution
to the self-energies.
1st order
The first order expansion term of Eq. (4.44) yields four terms. Using the Wick’s theorem







































Ga1↑↑(x, x1) ΣK↓↓(x1, x1)G2b↑↑(x1, x′)
)
, (4.57)
where the superscript ’(1, 1)’ refers to the first term of the first order expansion term. In
the second line it was exploited that the two-point correlators are diagonal in spin space,
since the interaction does not change the spin. Note that because of this property we will
shorten the double spin index of all two-point functions in the following, e.g., Σ↑ ≡ Σ↑↑.
In the second and third line the space and time variable x1 was dropped for convenience.
Moreover, it was used that G21 = 0, see Eq. (4.30).
The procedure of Eq. (4.57) is repeated for all terms of the first order expansion term
and for both spin configurations of G. Eventually, all first order contributions to the
self-energy are found to be




GRσ (x, x) +GAσ (x, x)
) (4.35)= 0 , (4.58)




σ (x, x) . (4.59)
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2nd order1st order
Figure 4.4.: Diagrammatic representation of (a)-(c) first-order and (d)-(o) second-order contri-
butions to the self-energy resulting from the on-site interaction vertices of Eq. (4.56) or Fig. 4.3,
respectively. First order: (a) contributes to ΣR and (b)-(c) are associated with ΣK , see Eqs. (4.58)
and (4.59). Second order: (d)-(h) are parts of ΣR, while (i)-(o) contribute to ΣK , see Eqs. (4.60)
and (4.61). The corresponding contributions to ΣA are obtained by using that ΣA = ΣR†. Note
that the spin index assignment as shown in (d) is the same for all second-order contributions.
Diagramatically, Eqs. (4.58) and (4.59) are represented by Fig. 4.4(a)-(c). So the first
order correction to the self-energy is seemingly proportional the Keldysh Green’s function.
Evaluating expression (4.41) at equal times gives GK = i(2 〈c†c〉 − 1). Hence, due to the
second term of GK the self-energy is predicted to yield a constant offset. However, the
typical mean-field approximation for Hubbard-type models, Un↑n↓ → U 〈n↑〉n↓+Un↑〈n↓〉,
does not have this additional contribution. So where have we gone wrong? The answer is
hidden in the validity of Eq. (4.28): recall that for equal times it holds that GT = GT˜ =
G>, and, thus, the Keldysh rotation does actually not bring the Green’s function into the
form of Eq. (4.30) at equal times. Nevertheless, by going back to the Keldysh contour
ordered Green’s function given by (4.22) we see that the energy offset indeed vanishes
when taking the correct properties into account. In the following, we will therefore assume
that the energies of the system are simply renormalized by the Hartree corrections in the
familiar sense.
2nd order
The total second order contribution to the self-energy is given by the 16 different com-
binations of the terms of Sint. Here, every term is evaluated in the spirit of Eq. (4.57).
Using again that G21 = 0 as well as GA(x, x′)GR(x, x′) = 0, one eventually finds 12 dif-
ferent and independent diagrams contributing to the Keldysh or retarded component of
the self-energy, respectively. These diagrams are shown in Fig. 4.4. Note that the ones
contributing to ΣA are trivially obtained from
(
ΣR
)†. When translating the diagrams into
explicit expressions for the respective parts of the self-energy, the retarded component
takes on the form




GAσ¯ (x′, x)GRσ¯ (x, x′)GRσ (x, x′) +GAσ¯ (x′, x)GAσ¯ (x, x′)GAσ (x, x′)
+GKσ¯ (x′, x)GRσ¯ (x, x′)GKσ (x, x′) +GKσ¯ (x′, x)GKσ¯ (x, x′)GRσ (x, x′)
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and the Keldysh component is given by




GKσ¯ (x′, x)GKσ¯ (x, x′)GKσ (x, x′) +GRσ¯ (x′, x)GAσ¯ (x, x′)GKσ (x, x′)
+GRσ¯ (x′, x)GKσ¯ (x, x′)GAσ (x, x′) +GKσ¯ (x′, x)GAσ¯ (x, x′)GAσ (x, x′)
+GKσ¯ (x′, x)GRσ¯ (x, x′)GRσ (x, x′) +GAσ¯ (x′, x)GKσ¯ (x, x′)GRσ (x, x′)
+GAσ¯ (x′, x)GRσ¯ (x, x′)GKσ (x, x′)
]
, (4.61)
where still σ¯ = ↓(↑) when σ = ↑(↓). These expressions are simplified further by exploiting
the following general identities for retarded and advanced Green’s functions:
GR(x′, x)GA(x, x′) +GA(x′, x)GR(x, x′) = −(GR −GA)(x′, x)(GR −GA)(x, x′) (4.62)
as well as [
GR(x, x′)
]2 + [GA(x, x′)]2 = [(GR −GA)(x, x′)]2 . (4.63)
The advantage of expressing all quantities in terms of the difference of retarded and ad-
vanced Green’s functions will become apparent in Sec. 4.3. In short, the energy represen-
tation of GR−GA yields a sharply-peaked function for weakly interacting systems. Using
the abbreviation GRA ≡ (GR −GA) one finally finds




GAσ¯ (x′, x)GRAσ¯ (x, x′)GRAσ (x, x′) +GAσ¯ (x′, x)GKσ¯ (x, x′)GKσ (x, x′)








GKσ¯ (x′, x)GKσ¯ (x, x′)GKσ (x, x′) +GKσ¯ (x′, x)GRAσ¯ (x, x′)GRAσ (x, x′)
−GRAσ¯ (x′, x)GRAσ¯ (x, x′)GKσ (x, x′)−GRAσ¯ (x′, x)GKσ¯ (x, x′)GRAσ (x, x′)
]
. (4.65)




Generally, one can extend this discussion to higher-order contributions of the self-energy.
Note that all terms at all orders are either calculated in the spirit of Eq. (4.57) or, alterna-
tively, by finding the corresponding diagrams and translating them to explicit expressions
as done above. Again, this perturbative approach assumes a small interaction strength U
compared to, e.g., the characteristic energy scale J of a Hubbard-type model, see Sec. 2.1.
This assumption is also necessary for a semiclassical derivation of the Boltzmann equation,
as presented in the next section. Hence, we refrain from calculating higher-order diagrams
and focus on the ones given above in the following.
Before continuing with the main agenda we briefly discuss a crucial aspect of the cho-
sen approximation to simplify the self-energy: the way how the perturbation theory was
presented assumes that the Green’s functions appearing in the diagrams of Fig. 4.4 are in
fact of non-interacting nature. The issue with this is that the resulting Dyson equation
(4.47) is not a closed equation any more for a selected subset of diagrams. This leads to
an uncontrolled method to approximate the Green’s function of the system. In order to
circumvent this problem we claim that the Green’s function is calculated self-consistently.
This leads to the understanding of the self-energy being a functional of the full interacting
Green’s function, i.e.,
Σˆ → Σˆ[Gˆ] . (4.66)
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Indeed, it was shown by Baym and Kadanoff [222] that macroscopic conservation laws are
not violated when approximating the Green’s function in the correct way. Further, it was
also proven by Baym [223] that conserving approximations are always guaranteed when




where Φˆ[Gˆ] describes a (truncated) Luttinger-Ward functional [224]. The Luttinger-Ward
functional is the sum of all closed, two-particle irreducible diagrams. Examples for con-
serving approximation schemes are the (self-consistent) Hartree-Fock, second Born or the
T-matrix approximation. For an in-depth view on this matter we refer the reader to the
references given above as well as to the recent book by Stefanucci and van Leeuwen [225].
Consequently, the above derivation of the first and second order contribution to the self-
energy is understood to encode an implicit re-summation of the perturbative expansion of
the full Green’s function: the propagator lines appearing in Fig. 4.4 ought to be full ones.
Finally, we conclude that the equations for the self-energies (4.64) and (4.65) as functions
of the interacting Green’s function together with the Dyson equation (4.47) and a suitable
initial condition define a quantum kinetic equation.
4.3. Semiclassical approximations: deriving the Boltzmann
equation
4.3.1. Wigner transformation and Moyal expansion
The quantum kinetic equation (4.52) is an equation that determines the dynamics of the
distribution matrix F (x, x′) = F (r, t, r′, t′). Owing to its two-point character with respect
to space and time as well as its associated matrix structure the quantum kinetic equation
(4.52) is impossible to solve in most circumstances. However, one might take advantage
from a separation of microscopic and macroscopic space and time scales. Assuming that
the latter scales are much larger than the former ones allows for a significant simplification
of the kinetic equations. In the following, we will present a semiclassical representation
of the QKE for ordinary, time-independent systems. To this end, we will introduce the
Wigner transformation [207,218]. Note that later (see Ch. 5) we will combine the separa-
tion of (time-)scales with the rapid periodic oscillations of a Floquet system.
At first we introduce the Wigner or mixed space-coordinates
r¯ = r + r
′
2 and ∆r = r− r
′ (4.68)
and time variables
t¯ = t+ t
′
2 and ∆t = t− t
′ . (4.69)
Note that in the following we use sometimes the abbreviated notation x¯ = (r¯, t¯) indicating
the central coordinate and ∆x = (∆r,∆t) describing the relative coordinate. One can
then express any two-point function, A(x, x′), in terms of these variables and perform a
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x¯+ ∆x2 , x¯− ∆x2
)
, (4.70)
with the relative momentum p = (k, ω) and px¯ = kr− ωt. The associated inverse Wigner
















dω/(2pi). Considering the expressions for the Green’s functions,
see Eqs. (4.64) and (4.65), it is apparent that a Wigner transformation of an algebraic prod-
uct of the form A(x, x′) = B(x, x′)C(x, x′) is required. Using the definitions of Eqs. (4.70)
and (4.71) one finds
A(x¯, p) =
∫
dq B(x¯, p− q)C(x¯, q) . (4.72)
In addition, it is interesting how a convolution A = B ◦ C = ∫ dx1B(x, x1)C(x1, x′)
transforms. Using again the expressions given by Eqs. (4.70) and (4.71) as well as per-












x¯+ x22 , p+ p2
)
. (4.73)
One now proceeds by expanding the objects B and C in terms of a Taylor series in the
momenta p1 and p2. The integrals over the momenta can then be evaluated by using the
identity
∫
dp e±ipxpn = (∓i)nδ(n)(x), with δ(n) denoting the nth derivative of the delta-
function. Following this, the integrals over the spatial coordinates are also evaluated. The
formal expression finally takes the form






p −∂Bp ∂Cx¯ ) B(x¯, p)C(x¯, p) , (4.74)
where the differential operator ∂B(C) acts on two-point function B (C) only, and it holds
that ∂x¯∂p = ∇r∇k − ∂t∂ω. Note that more details about the derivation can be found in
Sec. 5.3.2, where an analogous expression is derived in a Floquet setting. The expression
(4.74) is formally exact and called the Moyal product. Every matrix product indicated by
’◦’ can thus be formally replaced by this Moyal product.
It is now intuitive why a representation in terms of Eq. (4.74) might be desirable: an
expansion of the exponential function yields terms with increasing order of derivatives. A
physical separation of scales allows to truncate this expansion. This is because under the
above assumptions a general two-point function depends only slowly on the central coordi-
nates, i.e., the associated derivatives give small contributions. The most extreme example
is given by translationally invariant systems. Here, only the zeroth order expansion term
of the Moyal product survives. Generic systems that follow a clear separation of scales are
typically already well described by a first order expansion
A(x¯, p) ≈ B(x¯, p)C(x¯, p) + i2
(
∂x¯B(x¯, p) ∂pC(x¯, p)− ∂pB(x¯, p) ∂x¯C(x¯, p)
)
, (4.75)
where the respective derivative acts on its neighbouring function B,C only. The Moyal
expansion given by Eq. (4.75) is a powerful tool to simplify the quantum kinetic equation
(4.52), provided that a separation of scales is indeed physical reality.
5 Note that when dealing with spatially periodic lattice systems where spatial coordinates are replaced
by discrete lattice sites, A(x, x′) → Aij , the Fourier transformation is altered correspondingly. Here,









ika∆jA(k), with a being the lattice constant. While we shall leave this aspect aside
for now, we will discuss such systems at length in chapter 5.
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4.3.2. Kinetic terms and the mass-shell distribution function
By using the approximative expression (4.75) we are finally in a position to proceed with
the quantum kinetic equation (4.52). Note again, however, that this procedure decouples
micro- from macroscopic scales in a crude way, and is, thus, a semiclassical approach. We
will elaborate a bit further on the associated consequences in Sec. 4.4.
We continue by considering the general non-interacting form of the inverse retarded and





]−1, see Eq. (4.36), which Wigner-transforms as
G−10 (x, x′) = δ(x− x′)
(
i∂t − h(x)
) WT−−→ G−10 (x¯, p) = ω − εk − V (x¯) , (4.76)
where h(x) is some single-particle Hamiltonian that is decoupled into an energy spectrum
part εk and an external potential V (x¯). For pedagogical reasons we demand a simplified
spectrum at this point. However, one can imagine to have a spectrum that is additionally
characterized by other quantum numbers, such as band or spin indices (see above). In
fact, we implicitly assumed some kind of diagonalization of h(x) in order to express it
(after Wigner transformation) in terms of the single-particle spectrum εk. We remark
that there is a deep connection between this diagonalization procedure and some Berry
phase corrections to the final result. In order to focus on the main results we will ignore
this aspect for now, but we will elaborate on it in chapter 5 below.
Finally, substituting Eq. (4.76) into the expression describing the quantum kinetic equa-
tion (4.52) yields for the left-hand side[
F ◦, G−10
] WT−−→ i ( ∂x¯F (x¯, p) ∂pG−10 (x¯, p)− ∂pF (x¯, p) ∂x¯G−10 (x¯, p) ) (4.77)
= i
(
−∇r¯F ∇kεk − ∂t¯F +∇kF ∇r¯V (r¯, t¯)− ∂ωF ∂t¯V (r¯, t¯)
)
, (4.78)
where it was used that ∂ωG−10 = 1. Again, differentiation is only assumed with respect to
neighbouring objects and in the second line we abbreviated the distribution function as







∂x¯ΣR ∂pF − ∂pΣR ∂x¯F − ∂x¯F ∂pΣA + ∂pF ∂x¯ΣA
)
= ΣK − 2i F Im(ΣR)− i ∂x¯Re(ΣR) ∂pF + i ∂pRe(ΣR) ∂x¯F , (4.79)




Upon equating Eqs. (4.78) and (4.79) the following result eventually emerges:( (
1− ∂ωReΣR
)
∂t + ∂tV˜ ∂ω + v˜k∇r −∇rV˜ ∇k
)
F = Icoll[F ] . (4.80)
Note that we dropped the ’bar’ as an indication for central coordinates in favour of nota-
tional brevity. Here, all gradient terms have been collected on the left-hand side and the
potential, V˜ = V + ReΣR, as well as the velocity, v˜k = ∇k(εk + ReΣR), are renormalized
according to the real part of the self-energy. Note that to lowest order these corrections
are associated with the Hartree diagrams of Sec. 4.2.2. Moreover, the so-called collision
integral on the right-hand side is given by





Eq. (4.80) together with the collision integral (4.81) describes the Wigner transformation
of the QKE, which already greatly simplifies all intended calculations. However, the set
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of equations for different energies and momenta is still coupled, which makes the problem
at hand still difficult to solve. It is, thus, natural to demand yet another simplification
scheme. Generally, the choice of this method depends on the properties and details of the
system. In the following, we will employ the quasiparticle approximation [218]. Within
this method we make use of the fact that the considered system is only weakly interacting.
This property allows the spectral function, A = i(GR − GA), to be approximated by
non-interacting Green’s functions, i.e.,
A(x¯, p) ≈ i (GR0 (x¯, p)−GA0 (x¯, p)) = 2pi δ(ω − εk − V˜ (x¯)) . (4.82)
Generally, the spectral function has the property A > 0 as well as obeys the normalization
condition
∫
dω/(2pi)A(ω) = 1. This allows for an interpretation of A as being a probability
distribution [206]. For weakly interacting systems the spectral function is sharply peaked
and, thus, can be viewed as describing a well defined quasiparticle. So even if weak
interactions are fully taken into account, the δ-function appearing on the right-hand side
of Eq. (4.82) is only broadened by the self-energy, δ → δΣ. The width Γ of the generated
Lorentzian describes then the inverse lifetime of the quasiparticle, τqp ∼ 1/Γ. Finally,
for the assumption of Eq. (4.82) to hold, we require that the energy scale δω on which
individual objects vary (like the distribution function F , for instance) is much larger than
the width of the spectral function, i.e., δω  Γ.
Furthermore, we consider a Wigner transformation of the Keldysh Green’s function to
lowest order. One observes that by construction of Eq. (4.37) the distribution function
F (x¯, p) steadily shows up in a product with the spectral function A(x¯, p), i.e., GK =
F (GR − GA) = −iFA. Hence, one can formally restrict the energy argument of F to
the position of the quasiparticle peak by means of energy integration. To this end, we
introduce the mass-shell distribution function
F˜ (r, t,k) ≡
∫
dω F (r, t,k, ω) δ(ω − εk − V˜ (x¯)) ≈
∫
dω
2pi F (r, t,k, ω)A(r, t,k, ω) . (4.83)
By using the expression for the Keldysh Green’s function the mass-shell distribution func-
tion is reformulated to read as




K(r, t,k, ω) = iGK(r,k, t, t) (4.41)= 1− 2nk(r, t) , (4.84)
where nk describes the fermionic occupation number. Let us stress again that writing the
mass-shell distribution function in terms of the equal time Keldysh Green’s function is
only an approximation that is controlled by the condition δω τqp  1.
The kinetic equations for different energies are decoupled by multiplying Eq. (4.80)
with the spectral function (4.82) followed by an integration over energies. If in addition
it is assumed that Eq. (4.84) holds, a closed kinetic equation for the fermionic occupation
number n is deduced of the form6(
∂t + v˜k∇r −∇rV˜ ∇k
)
nk(r, t) = Icoll[nk(r, t)] , (4.85)
where we modified the collision integral such that Icoll[n] = −12Icoll[F˜ ]. Note also the
absence of the ∂tV ∂ωn term on the left-hand side of Eq. (4.85) as a consequence of the
on-shell projection procedure.
6Note that we set the inverse of the quasiparticle weight Z˜−1 = 1 − ∂ωReΣR|ω=ε−V˜ to unity for conve-
nience, i.e., Z˜−1∂t → ∂t.
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Indeed, Eq. (4.85) coincides with the celebrated Boltzmann equation [217]. We conclude
by restating a couple of remarks: first, while it was the aim to keep the derivation of
Eq. (4.85) as simple as possible, the result is straightforwardly extended to potentially
more complex systems that are characterized by band and spin indices, i.e., nk(r, t) →
nk,α,σ(r, t). Second, the velocity vk and force Fk = −∇rV appearing on the left hand
side of Eq. (4.85) experience corrections due to possible Berry curvatures. Formally, this
was derived recently by Wickles and Belzig [226]. A discussion for Floquet systems is
presented in Sec. 5.4.2. Lastly, note that considering only diagonal, on-shell contributions
implies that Boltzmann-type equations cannot describe coherent quantum oscillations.
The resulting equations are therefore only valid on time scales longer than the decay time
of such oscillations.
4.3.3. The collision integral
The first step in calculating the collision integral (4.81) is to determine the self-energies in
their respective Wigner-transformed forms. As mentioned above, the first-order diagrams
are purely real, and, thus, only renormalise the quantities on the left-hand side of the
Boltzmann equation (4.85). We assume that this is implicitly done and focus for the
collision integral on the second-order contributions, see Eqs. (4.64) and (4.65). Note
again that in the end we look for a lowest order approximation to the initial QKE. The
Green’s functions that appear in the expressions of the self-energies are self-consistently
determined by the Dyson equation (4.47), which encodes a Moyal product. So determining
the collision integral to lowest order also allows to determine the Green’s functions within
a zeroth-order Moyal expansion. Furthermore, since interactions are weak and the second
order self-energy contributions are already ∝ U2, we refrain from considering further self-
energy corrections to the Green’s functions appearing in Σ. Consequently, it is sufficient
to evaluate the non-interacting Green’s functions in order to calculate the collision integral
to lowest order.
We assume for now that the fermionic system is spin-less, but still has short-range
interactions of type (4.53). We then consider the Wigner transformations of objects that




(x¯, p) = −2pii δ(ω − εk) and GK0 (x¯, p) = −2pii F˜ (k) δ(ω − εk) , (4.86)
where we dropped central coordinates for convenience and assumed that the energies are
renormalized to the external potential as well as to the real part of the (retarded) self-
energy, Eq. 4.82. With the help of expressions (4.86) and by using the identity (4.72)
to deal with the Wigner transformation of the product of two two-point functions, the
respective self-energies can eventually be found in their Wigner representation, Σ(k, ω).
Similar to above, we want to find the associated on-shell expressions. So multiplying with
the (non-interacting) spectral function plus a subsequent integration over energies yield
the desired result, Σ˜ =
∫
dω/(2pi)AΣ.
After putting all elements together and evaluating trivial integration over delta-functions









(2pi)d δ(εk + εp−q + εp + εk−q) (4.87)
×
[
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(2pi)d δ(εk + εp−q + εp + εk−q) (4.88)
×
[
F˜ (k− q)F˜ (p)− F˜ (p− q)F˜ (p)− F˜ (k− q)F˜ (p− q) + 1
]
.
One can now compute the collision integral for short-ranged particle-particle interactions
by substituting Eqs. (4.87) and (4.88) into the expression for Icoll[F˜ ], see Eq. (4.81).









dq3 δ(k + q1 − q2 − q3) δ(εk + εq1 + εq2 + εq3)
×
[
nq2nq3(1− nk)(1− nq1)− nknq1(1− nq2)(1− nq3)
]
. (4.89)
In order to acquire this expression an additional momentum variable was introduced and
one had to add and subtract the term nknq1nq2nq3 . Note also that central coordinates
are still suppressed and that the collision integral is indeed a functional of nk(r, t).
The form of the collision integral given by Eq. (4.89) concludes the derivation of the
semiclassical Boltzmann equation from the initial quantum kinetic equation (4.52). The
δ-functions appearing in Eq. 4.89 guarantee momentum and energy conservation, respec-
tively. The expression in the parentheses corresponds to a combination of in- an outgoing
scattering channels. Here, a factor of (1 − nk) ensures that scattering into an occupied
state is suppressed. This is, of course, a manifestation of the Pauli principle. In general,
the matrix element weighting a scattering process is not constant, but rather depends on
the participating momentum states. In fact, one could consider a semiclassical approx-
imation scheme that goes beyond lowest order, but its only effect is the change of this
matrix element. An example is the T-matrix approach [227] in which the full two-particle
scattering problem determines the matrix elements of the collision integral (4.89).
4.4. General remarks on kinetic equations and transport
As seen above, in this chapter we have deliberately put emphasis on the systematic deriva-
tion of the Boltzmann equation (4.85). The reason for this choice is twofold: first, we will
strongly benefit from a clear understanding of the basic notations and methods when de-
riving a Floquet version of the Boltzmann equation in the next chapter, and, second, it
gives us a good intuitive understanding for applied (semiclassical) approximations and its
limitations. In particular, this could be valuable for future prospects where one might be
interested in extending the formalism to regimes of different approximations.
As well known, the Boltzmann formalism naturally gives rise to the description of macro-
scopic transport theory. While aspects of the latter will also be highly relevant for the work
of this thesis, see Ch. 7, we refrain from giving a more in-depth discussion on transport
theory at this point. Instead, we refer the reader to comprehensive texts in the literature,
e.g., to the book by Ziman [217]. In this section, we only briefly present some core ideas
about the semiclassical Boltzmann formalism and associated transport theory as well as
comment on some general aspects of (quantum) kinetic equations. Later, in Ch. 7, we will
in detail present an earmarked transport formalism.
Phenomenological interpretation of the Boltzmann equation Having obtained a semi-
classical approximation to the full quantum kinetic equation we connect this Boltzmann
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equation to the phenomenological expression of Eq. (4.1). Here, we identify
n˙k
∣∣
drift = −vk∇rnk , n˙k
∣∣
field = −Fk∇knk , n˙k
∣∣
scatt = Icoll[nk] . (4.90)
At first sight individual terms indeed appear as if purely deduced from phenomenological
arguments [217], i.e., gradients in spatial profiles cause drifts, external forces evoke changes
in the momentum distribution and the collision of particles can give rise to a scattering
dependent change of the distribution function.
However, we stress that the version of the kinetic equation which is approximated from
a full quantum theory, see Eq. (4.85), is indeed more powerful in the sense that it knows
naturally about additional corrections from Berry phases and interaction effects. This is,
for instance, crucial in situation where the dynamics of the system is fully described by
quasiparticles obeying strong energy renormalisations such as in the Landau Fermi liquid
theory [228]. Here, it is crucial to keep track of the energy corrections in order to obtain
a contribution due to a ’drag’ or ’backflow’ effect. Note that this effect is embedded in
the structure of the spectral function of the system, or likewise in the self-energy, and
therefore encoded in Eq. (4.85) but not in the phenomenological version of Eq. (4.1).
The key message here is that despite being powerful descriptions, Boltzmann equations
can indeed miss out on crucial details of the underlying full interacting and quantum
mechanical system. In fact, later in Ch. 7 we encounter a scenario where the results from
a pure Boltzmann treatment are incomplete and need to be modified a posteriori.
We also stress once more that while the Boltzmann equation is a powerful tool describing
non-equilibrium dynamics and being successful in, e.g., predicting conductivities of metals,
it still remains a semiclassical approximations with severe limitations. While we discussed
the main limitations related to interaction strengths above, we note that the validity might
also be restricted by dimensional arguments [229].
Equilibration and steady states The scattering term or collision integral, see Eq. (4.89),
typically encodes a high level of complexity in the Boltzmann equation in the sense that it
renders an integro-differential equation. However, there is a simple situation - equilibrium
- which is defined by Icoll[n0k] = 0 and for which we denote nk = n0k. This relation is a
consequence of the principle of detailed balance [217]. Additionally, it must obviously also
be a direct consequence of the Boltzmann equation itself, since this is the only scenario
allowed in the absence of external fields. In fact, for the example of having an atomic cloud
confined to a parabolic potential, equilibrium is obtained by a gradient in the chemical
potential counteracting the non-vanishing external linear force, cf. Ch. 7.
Another characteristic situation predicted by the Boltzmann equation is the case where
the time derivative of the occupation function vanishes, but both fields and collision inte-
gral remain finite. This situation is called steady state.
Transport Assuming that the Boltzmann equation could be solved, i.e., the distributions
functions are available for all momenta k (and possibly other quantum numbers), one can





(2pi)d vk nk(r, t) and je(r, t) =
∫
dk
(2pi)d vk εk nk(r, t) , (4.91)
where (2pi)d indicates the corresponding volume of the Brillouin zone and we set e = 1.
The expressions of Eq. (4.91) can then be used to obtain macroscopic transport coefficients.
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For instance, the electrical conductivity σn can be obtained from Ohm’s law (cf. Eq. 7.28)
jn = σn E . (4.92)
Techniques to approximate the Boltzmann equation It is, however, only rarely possible
to solve the Boltzmann equation exactly due to its integro-differential structure. Hence,
if one wants to make progress and quantitatively determine, e.g., conductivities, further
approximation schemes need to be applied. The crudest simplification goes by the name
’relaxation time approximation’ and approximates the collision integral effectively by a
single parameter in terms of a scattering rate τ [217]. At the same time, it is assumed
that the full occupation functions only differ marginally from corresponding equilibrium
solution. Then, the collision integral can be approximated by Icoll ≈ −(nk − n0k)/τ .
The next better approximation captures the characteristics of the collision integral more
seriously, but still relies on small deviations from equilibrium. Since scattering always
drives the system back into equilibrium, one can safely linearise the collision integral in δnk,
with δnk = nk − n0k. By doing so, one obtains the linearised Boltzmann equation, which
has the huge advantage of not being an integro-differential equation any more, but simply
an integral equation. This equation is then much easier to solve and eases numerical efforts
tremendously. One common approach to obtain information from the linearised Boltzmann
equation is the ’variational ansatz’. Essentially, this approach reduces the problem to the
momentum channels which deviate from equilibrium most. For more information about
this technique see Refs. [217, 230]. Under some circumstance, the linearised Boltzmann
equation can even be fully solved. An example for such an approach is given in Ch. 7 of
this thesis.
Still, particularly for inhomogeneous systems solving not just the collision integral within
some approximation but the full (linearised) Boltzmann equation can remain a formidable
task. One further route can be to reduce the Boltzmann equation to hydrodynamic or
diffusion equations. These equations then do not describe the dynamics of individual
occupation functions any more, but rather determine the dynamical behaviour of conserved
quantities of the system. This method will be key in respective quantitative calculations
in Ch. 7. Again, more details about general aspects of these approximation schemes can
be found, e.g., in Refs. [217] and [230].
Reversibility of kinetic equations As seen above, a fundamental aspect of semiclassical
kinetic equations is the description of equilibration. This behaviour is fundamentally
linked to the intrinsic irreversibility of the Boltzmann equation. In contrast, a fundamental
property of many quantum systems is the presence of time reversal symmetry. In fact,
it was recently shown analytically [231] that also associated quantum kinetic equations
can still fulfil this symmetry. By embedding time reversal symmetry with the help of an
explicit anti-unitary transformation, H = THT−1 (with T being the time reversal, anti-
unitary operator and H describes the many-particle Hamiltonian, cf. Eq. 4.42), one can
demonstrate [231] that all many-particle approximations preserve time reversal symmetry,
if self-energies can be written in a Φ-derivable way, i.e., for all conserving approximations
(see above). We therefore stress that it is solely the projection onto on-shell processes that
breaks time-reversal symmetry and not the approximations to the self-energy.
Solving quantum kinetic equations numerically Lastly, we make a remark on the prac-
ticability of the full quantum theory. We recall that the quantum kinetic equation (4.52)
is an exact description of the interacting many-body system at hand. As discussed above,
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though, due to its matrix structure and the fact that self-energies need to be computed
self-consistently, solving the QKE for arbitrary systems and times is practically impossible.
Nevertheless, using the ’nonequilibrium Green’s function (NEGF) method’ [232] indeed
allows for finding numerical solutions for finite times. Being related to the operator formal-
ism by Kadanoff and Baym [214], the NEGF is a variant of the QKE in the sense that it is
an explicit equation of motion for Green’s functions. Here, the full information about the
system is encoded via a certain hierarchy of equations. Practically, this hierarchy needs to
be truncated, which can be done by introducing a self-energy approximation scheme re-
specting conserving approximations (see above). Details about the NEGF method can be
found in Ref. [232] and reference therein. Recently, the NEGF method has been success-
fully used to numerically describe systems from very different fields of physics. Examples
include the dynamics of strongly correlated fermions [233], the laser excitation of small
atoms [234], the analysis of nuclear collisions [235], strong laser plasma interactions [236]
and many others. Most recently, one has also seen an increasing interest in the general-




5. The Floquet-Boltzmann equation
In this chapter, we finally return to the discussion of Floquet systems. However, in contrast
to part I of this thesis, where we dealt with non-interacting Floquet systems, we now in-
clude the presence of interactions and describe the system by a many-particle Hamiltonian
of the form
H = H0(t) +H int , with H0(t+ T0) ≈ H0(t) (5.1)
being approximately periodic and H int (H0) describes the (non-)interacting part of the
Hamiltonian. Here, the time-periodic property results from the external drive, as seen
above, but we now also allow for an additional variation on a time-scale τslow much longer
compared to T0. This separation of time-scales, τslow  T0, together with the assumption
of having only weak interactions in the system marks the backbone of the theory discussed
in this chapter. Motivated by experimental ultracold atom realisations, see Sec. 2.1, we
choose non-interacting fermionic lattice models paired with a particle-particle interaction
mechanism as the basis of our theoretical description.
Starting from the Keldysh approach, see Ch. 4, we develop a formalism, the Floquet-
Boltzmann equation [238], to describe the dynamics and the scattering of quasiparticles
in such systems. Here, periodic oscillations occurring on a time scale T0 = 2pi/Ω are
treated using the Floquet formalism of Sec. 2.2 and quasiparticles are defined as eigenstates
of a non-interacting Floquet Hamiltonian. The dynamics on much longer time scales,
however, is modelled by a Boltzmann equation which describes the semiclassical dynamics
of Floquet quasiparticles and their scattering processes. Most importantly, since in these
circumstances the energy is conserved only modulo ~Ω, the formalism supports a heating
up of the interacting system in the long-time limit.
In other words, this chapter will deal with the temporal properties of an interacting
driven system and is constructed in the following way. First, we will give a general intro-
duction to interacting Floquet systems, where we will elaborate on their characteristics
and give various examples. We then start to develop our semiclassical formalism. To this
end, we present a few definitions that concern two-point functions of systems that are
perfectly periodic in time. In the following, we introduce how the Wigner transformation
and Moyal product, see Sec. 4.3, can be extended to a Floquet version of theirs and what
conditions need to be fulfilled to guarantee their validity. In the last step, we run a semi-
classical approximation protocol and eventually derive the Floquet-Boltzmann equation
for fermionic systems. Since many steps are structurally similar as in Ch. 4, we will focus
in this chapter on aspects that are unique to the Floquet character.
5.1. An introduction to interacting Floquet systems
In the first part of this thesis, we discussed the capabilities and advantages of periodically
driven non-interacting quantum systems. In particular, we expressed the huge potential
of Floquet systems in the spirit of quantum simulators. We explicitly showed and gave
examples of how a (many-body) quantum system equipped with a periodic drive can
exhibit a broad range of exotic behaviour and even realise novel states of matter. Here,
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the essence being the formulation of an effective static Hamiltonian describing the long-
term physics of the system at hand. However, it can be shown [31] that this description
will eventually break down, if the quantum system is characterized by interactions. Of
course, if a system is interacting, its complexity - particularly regarding an appropriate
theoretical description - is considerably enhanced. As discussed above, non-interacting
Floquet systems have moved into the focus of research only over the last two decades.
Hence, also interacting periodically driven systems have received only little attention until
recently.
Nevertheless, since all experimental systems are ultimately interacting - either inher-
ently or with an environment - successful and stable Floquet engineering requires a good
understanding of the role of these interactions. One peculiar feature of such interact-
ing Floquet systems becomes immediately apparent: energy is generally not conserved;
only modulo the driving frequency Ω for monochromatically driven systems. Most impor-
tantly, one can expect that in the long-time limit, t → ∞, a generic interacting Floquet
system approaches the state with the highest entropy allowed by the remaining conser-
vation laws [239]. For closed systems, it is thus believed that generic interacting Floquet
systems eventually approach an infinite temperature state [31, 32, 205, 240]. One way to
picture this behaviour is in terms of a circular ensemble of the random matrix theory,
which can be interpreted as such an infinite temperature state [31]. Another approach is
the explanation in terms of the eigenstate thermalization hypothesis (ETH) [241]. Here,
one considers the pure many-particle state |Ψ(t)〉 and the associated time-evolution of the
expectation value O(t) = 〈Ψ(t)|Oˆ|Ψ(t)〉 of some observable Oˆ. Decomposing the quantum





i(εν−εν′ )t 〈φν(t)∣∣Oˆ∣∣φν′(t)〉 t→∞' ∑
ν
∣∣cν ∣∣2 〈φν(t)∣∣Oˆ∣∣φν(t)〉 , (5.2)
where the relaxation to a diagonal Floquet ensamble is expected in the long-term limit
due to destructive interference in time [242]. In the spirit of eigenstate thermalization, it
is conjectured that all many-body Floquet states appearing in Eq. (5.2) yield the same
infinite-temperature expectation values 〈φν(t)|Oˆ|φν(t)〉 ' O independent of ν [17, 32].
In short, in order to compute statistically the properties of many-body Floquet states,
these states need to be formed by the hybridization of many eigenstates with different
mean energies, since energy is not conserved. All infinite temperature states are trivial
in the sense that they are described by a density matrix which is given by the identity
matrix, expressing the fact that all states contribute with equal likelihood. At the same
time, all interesting and novel aspects of Floquet systems are washed out in this T →∞
limit. In general, there are three possible routes to avoid this situation of having all
correlations vanished due to heating: one constrains the system in such a way that it will
fundamentally change its long-time behaviour, one tries to delay the thermalization at an
infinite temperature by fine-tuning the system or one cools the system as much as it heats
up.
One possible robust solution for the former aspect is provided by many-body localisation
(MBL) [243]. Here, the addition of sufficiently strong disorder to an interacting, ergodic
system leads to vanishing transport. Indeed, recent studies [129,244–248] have shown that
even in the presence of periodic driving the property of many-body localisation does not
necessarily vanish. The ETH argument from above does therefore not apply, and the infi-
nite temperature state is avoided. In fact, it was even suggested [129] that Floquet systems
might be the ideal test grounds for studying MBL phases due to their strong distinction
to thermal, i.e., infinite temperature phases. Another idea is to provoke the emergence
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of many-body localization by driving a previously delocalized static system [130]. Exper-
imentally, the emergence of a many-body localised phase in a periodically driven setting
was investigated only recently by means of ultracold atoms in optical lattices by the Bloch
group [16].
Another approach to avoid the infinite temperature fate of an interacting Floquet sys-
tem is to impose additional constraints on the entropy increase mentioned above. Such
a realisation is given by a Floquet-integrable system [249], which offers conserved quan-
tities even in the presence of driving [239]. The result is a state synchronised with the
drive that has maximal entropy constrained by the conserved quantities of the integrable
system. Hence, the system does not equilibrate into the infinite temperature state, but
is rather described by a Floquet generalized Gibbs ensemble [239, 250, 251] (in analogy
to the generalized Gibbs ensemble of static systems [252]). Generally, the interplay of
integrable models and periodic driving does not only prevent heating, but can lead to
interesting phenomena itself, such as strong pumping effects [253]. A third possibility to
avoid infinite temperatures in an interacting Floquet system is the presence of a cooling
mechanism. Such mechanism can, e.g., either be caused by emitting radiation, or by an
external bath [254,255]. While general cold atomic systems are inherently closed, cooling
mechanisms might be naturally available in conventional condensed matter systems due
to the coupling to phonons [254,256] or by means of cryostats.
Nevertheless, even if the ultimate fate of producing an infinite temperature state in
the long-term cannot be avoided, one can aim for tuning the system in such a way that
for experimental relevant time scales strong heating is suppressed. Since such Floquet
systems might still be largely characterized by its interactions, one interprets this regime
as a form of prethermalization. For example, consider a Floquet system being subject
to a quantum quench. The prethermal regime then represents the time scale on which
the system was able to relax to an equilibrium-like state without having experienced too
much heating. Since this regime promisingly combines the notion of interaction effects
with Floquet engineering of novel and exotic phenomena, it has recently been subject
to numerous theoretical studies [92, 257–262]. One particular route to suppress heating
effects in this context is to employ driving frequencies that are large compared to all other
microscopic time scales [79,80,263–265].
Besides understanding and characterizing the different limits and regimes of interacting
Floquet systems, one naturally also desires to investigate specifically designed models and
explicit realisations of such Floquet systems. Most of the associated studies have been
conducted only very recently and range from investigating quench dynamics in Floquet
systems [266] over Floquet fractional Chern insulators [124] to the Floquet realization of
one-dimensional anyons in optical lattices [267]. It was further suggested [268] that peri-
odic driving can be used to change the interparticle interactions from repulsive to attrac-
tive, leading to a simulation of an effectively attractive Hubbard model with a temperature
below the superconducting transition temperature of the equilibrium system. Moreover,
in Refs. [269, 270], the stability of Bose-Einstein condensates in periodically driven sys-
tems was studied, and general transport properties through leads [254, 271] and of a 2D
electron gas [272] in a Floquet setting were investigated. Further examples are recent
studies of periodically driven quantum dots yielding strong renormalization effects [273]
or revealing two-channel Kondo physics when coupled to metallic leads [274]. In addition,
aspects of interacting Floquet topological insulators were analysed including the effect of
dissipation [120, 275, 276]. Along these lines, transport signatures in topological systems
coupled to time-periodic fields were recently studied [277]. Generally, non-equilibrium
steady states in the context of coupling a Floquet system to an external bath have been
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identified and analysed [278, 279]. Also, exotic states such as chiral quasisteady states
in periodically driven many-body systems have been found [92]. Most recently, the ef-
fect of driving-enhanced superconductivity was thoroughly studied [256, 280]. Another
fascinating realisation of interacting periodically driven systems are Floquet time crys-
tals [128, 281], which are associated with a spontaneous breaking of the discrete time
translational symmetry.
While most of these studies regarding interactions in periodically driven systems are
of theoretical nature, also experimental works have recently started to investigate the
consequences of such interactions in a controlled and systematic way. At first, this was
mostly done by building on priorly achieved non-interacting Floquet realisations [23,110,
282]. However, there also exist experiments that are specifically designed for studying
interacting Floquet systems [16,145].
Since finding an appropriate theoretical description of an interacting Floquet system is
generally a demanding task, there are various techniques of both numerical and analytical
form to deal with such systems under specifically given circumstances. For instance, in
situations where interactions can be viewed as perturbations, one can establish a ’Floquet
Fermi golden rule’ [115,283,284] estimating the rates of Floquet scattering events. Another
fruitful approach is a formalism that merges the notion of Floquet with dynamical mean
field theory (DMFT) [285]. This allows, for example, to study correlated electron systems
that are periodically driven out of equilibrium. A general overview about non-equilibrium
DMFT including its Floquet version can be found in Ref. [286] (and references within).
Furthermore, a Schrieffer-Wolff transformation for periodically driven systems was intro-
duced dealing with strongly interacting Fermi-Hubbard models [287]. More recently, even
functional renormalization group (FRG) techniques were applied in Floquet space [288]
and density-matrix renormalization group (DMRG) studies of many-body localization in
Floquet eigenstates were presented [289]. Most prominently, a non-equilibrium transport
formalism was established for a Floquet setting [114,115,256,262,277,278] by using asso-
ciated Green’s functions [90,91] (see also below).
Our approach builds on the concept of deriving a kinetic equation, the Floquet-Boltzmann
equation, which can be used to describe the dynamics of weakly interacting Floquet sys-
tems. As shown in chapter 4, such kinetic equations can be found from a semiclassical
approximation of a full quantum field theoretical description. Here, however, the ques-
tion emerges of how to combine the required separation of these time scales with the fast
periodic drive of the Floquet system. We will resolve this issue by decoupling the fast
oscillations from the slow variations by means of Floquet theory that was presented in
Sec. 2.2. Note that a similar semiclassical kinetic equation was also derived for a differ-
ent context based on an equation-of-motion approach in a recent paper of Seetharam et
al. [254].
5.2. Floquet definitions for many-body objects
Before developing the right tools to derive the Floquet-Boltzmann equation the non-
interacting, but time-dependent part of the Hamiltonian, H0(t) = ∑H0n(t)e−iΩnt, shall be
considered. Here, the Fourier mode of the Hamiltonian, H0n(t), varies only on time scales
τslow  T0, where τslow is set either by the variation of some external parameter or by
intrinsic heating mechanisms1, and T0 is the driving period. As an approximation to the
1Note that we intrinsically assume to absorb all possible Hartree-Fock corrections into the non-interacting
part of the Hamiltonian by an according renormalisation of the single-particle energies.
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relation (5.1), we assume that the Hamiltonian has the property
H0t0(t+ T0) = H
0
t0(t) (5.3)
for times t close to (set by τslow) some reference time t0. The non-interacting part of the










where h0(t) describes the single-particle Hamiltonian expressed in first quantisation lan-
guage. Such time-periodic, non-interacting Hamiltonians were discussed extensively in
Sec. 2.2 with the focus being on the single-particle description. Using conventions which
were introduced in Sec. 2.2 the Floquet Hamiltonian associated with (5.4) is given by
HFt0(t) = H
0
t0(t)− i∂t and HFt0,nm = h0n−m(t0)− nΩ δnm 1 (5.5)
is its matrix representation in the extended Hilbert space F . Note again that we consider
mainly those Hamiltonians that describe an underlying spatial lattice structure.
In general, there are two strategies how periodic driving can be incorporated in the
description of many-body systems. One option is to already formulate the action, see
Eq. (4.56), in Floquet language. Another approach is to use known results from standard
descriptions, as seen in the previous section, and apply an appropriate transformation to
the respective objects. In this section we will build on the latter approach. In doing so,
we will extend the single-particle Floquet formalism of Sec. 2.2 to definitions that allow
for a Floquet representation of two-point objects that are associated with the quantum
field formalism shown in Ch. 4, such as Green’s functions.
5.2.1. Floquet transformation of two-point functions
We start by considering a general two-point function A(t, t′). Note that we restrict the
arguments of the function A to the time variables only. So the entire discussion within this
section will deal with the time coordinates only, since the spatial treatment remains largely
identical to the one presented in Ch. 4. Due to the assumed perfect temporal periodicity,
see Eq. (5.3), the two-point functions are also periodic, but under a simultaneous shift of
both time arguments by T0, i.e.,
A(t+ T0, t′ + T0) = A(t, t′) . (5.6)
Next, one can formally express A in terms of its Fourier decomposition. The two-point










−iω1t1 eiω2t2 A(ω1, ω2) (5.7)
and the corresponding representation in energy space, A(ω, ω′), is given by the associ-
ated inverse Fourier transformation. Exploiting the property (5.6) one finds the following


















iω1t e−iω2t2 A(t1, t2)
= ei(ω1−ω2)T0 A(ω1, ω2) .
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Hence, the condition ei(ω1−ω2)T0 = 1 is enforced. This leads to the fact that the phase
of the exponential must equal to an integer multiple of 2pi, i.e., (ω1−ω2)T0 = 2pin¯ with
n¯ ∈ Z. Consequently, one can rewrite
ω1 = ω + nΩ and ω2 = ω +mΩ , (5.9)
where n,m ∈ Z and ω ∈ [−Ω/2,Ω/2), with Ω = 2pi/T0. We can therefore express the
Fourier transform of A(t1, t2) in terms of a single continuous frequency ω within the first
Floquet zone plus two discrete indices n,m. The latter ones are Floquet indices and their
meaning is identical to the ones introduced in Sec. 2.2. Recall further that the position
of the Floquet zone can be chosen arbitrarily. However, for a many-particle system this
choice should be made in such a way that all quantities are maximally conserved.















−i(ω+nΩ)t1 ei(ω+mΩ)t2 Anm(ω) , (5.11)
where we call Anm(ω) the Floquet representation2 of A(t1, t2). Due to its matrix structure
the object Anm(ω) is defined in the extended space that was introduced in Sec. 2.2. Note
that the factor 1/T0 appearing in Eq. (5.10) ensures correct normalisation of the set
of transformations. The advantage of this Floquet representation is indeed its inherent
matrix structure. This makes it numerically relatively easy to compute combinations of
different Floquet-represented objects. For example, using Eqs. (5.10) and (5.11) it is easily
shown that a convolution of two perfectly periodic two-point functions, A = B ◦ C, can
be converted into a matrix multiplication in Floquet space, i.e.,
A(t, t′) =
∫




5.2.2. Non-interacting Floquet Green’s functions
While the ultimate goal is to describe a fully interacting Floquet system by means of
Green’s functions, we first focus on the non-interacting and perfectly periodic case as
described by the Hamiltonian (5.4). The associated Green’s functions possess the property
G(t, t′) =G(t + T0, t′ + T0). Hence, it is natural to demand a Floquet representation of
these objects, Gnm(ω). In this section we will follow the virtue of Sec. 5.2.1 and present
the retarded, advanced and Keldysh Green’s function in Floquet space by means of the
transformation (5.10).
Floquet creation and annihilation operator
For the non-interacting case it is most convenient to calculate the corresponding Green’s
function by using the operator expressions (4.41). In order to switch directly to a Floquet
picture one has to follow two steps: first, the creation (annihilation) operator c†i (ci) is
2 Note that sometimes the literature, e.g., Refs. [256, 285], chooses slightly different conventions for the
’Floquet transformation’: in those cases, the central time coordinate of a Wigner transformed object
(see Sec. 4.3.1) is expressed in terms of its discrete Fourier modes, i.e., An(ω) =
∫
dt e−inΩtA(t, ω).
However, one can switch forth and back between both conventions by realising that one recovers the
matrix representation in Floquet space, Eq. (5.10), via Anm(ω) = An−m(ω + n+m2 Ω) [286].
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expressed in terms of its Floquet counterpart f †ν (fν). Here, the Floquet creation operator
creates a fermion in a Floquet eigenstate, i.e.,
f †ν (t) |0〉 = |φν(t)〉 , (5.13)
with |0〉 being the quasiparticle vacuum. Second, f †ν and fν are found in their Heisenberg
representations.
For the first step we use single-particle Floquet eigenstates |φt0,ν(t)〉 that are associated
with the Hamiltonian H0t0(t), see Eq. 5.4. Recall that ν encodes all usual quantum numbers
such as momentum, spin and the bandindex. Note further that we will drop the t0-index
in favour of notational clarity, keeping in mind, though, that all respective quantities do
depend parametrically on it. We now use the property that at equal times the Floquet
states form a complete set in the physical Hilbert space H, i.e., 1 = ∑ν |φν(t)〉 〈φν(t)| (for




φ¯ν(t, i) f †ν (t) and ci =
∑
ν
φν(t, i) fν(t) , (5.14)
where the amplitude φν(t, i) = 〈i|φν(t)〉 describes the projection of the respective Floquet
eigenstate onto a state that is created by c†i , with i representing a set of initial indices such
as lattice site and spin. We denote its corresponding complex conjugate as φ¯ν(t, i). Note
again that the sum in Eq. (5.14) only runs over states of the first Floquet zone (not over all
replica states). Using the mode expansion of the Floquet states, |φν(t)〉 = ∑n e−inΩt |φnν 〉,
the Floquet creation and annihilation operators are eventually given by
f †ν (t) =
∑
i,n
e−inΩt φnν (i) c
†
i and fν(t) =
∑
i,n
einΩt φ¯nν (i) ci , (5.15)
where φnν (i) = 〈i|φnν 〉. Notice that the operators f †ν and fν , which are represented in their
Schro¨dinger picture, have an explicit time-dependence. Furthermore, one clearly observes
that by using different replica states one still receives the same creation and annihilation
operator given by Eq. (5.15).
This brings us to the next issue: finding the Heisenberg form of f †ν and fν . The Heisen-



















where the (.)H indicates the Heisenberg picture. By using the second quantized form of




H0µη(t)f †µ(t)fη(t) , (5.17)
one straightforwardly evaluates the commutator appearing in the first term on the right
hand side of Eq. 5.16 to read as [H0(t), fν(t)] = −∑λH0νλ(t)fλ(t). Also, remembering the
Floquet eigenvalue problem, (H(t)−i∂/∂t) |φν(t)〉 = εν |φν(t)〉, one finds that ∂fν(t)/∂t =
i
∑
η(H0νη(t) − ενδνη)fη(t). With these expressions Eq. (5.16) simplifies to the simple




= e−iνt fν , (5.18)
where fν ≡ (fν(0))H = (fν(0))S , with (.)S indicating the Schro¨dinger representation of
the respective object. In order to make this identification we fixed the initial time to t = 0.
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A similar equation also holds for the Floquet creation operator, i.e., (f †ν (t))H = eiνt f †ν .
One can therefore state that the Floquet creation and annihilation operators in their
Heisenberg form are simply time-evolved by the respective quasienergy. The original
creation and annihilation operators can now be expressed in terms of Eq. (5.18). Using




e−inΩt φnν (i) fν and c
†
i (t) = eiνt
∑
ν,n
einΩt φ¯nν (i) f †ν , (5.19)
where ci(t) = (ci)H , etc. Finally, the expressions (5.19) can be used to explicitly express
the non-interacting Green’s functions given in Eqs. (4.41) in terms of Floquet creation and
annihilation operators.
Retarded and advanced Floquet Green’s function
We continue by substituting the expressions (5.19) into the formal operator form of the
retarded Green’s function, see Eq. (4.41). Note again that we have switched to a discrete
spatial structure, which naturally leads to G(x, x′) → Gij(t, t′) (where indices i, j do not
only describe space but also encode other quantum numbers, e.g., spin). The retarded
Green’s function can then be written as





















φnν (i)φ¯mν (j) ,
where it was used in the second line that {fν , f †µ} = δνµ, representing fermionic anti-
commutator rules. One immediately spots that the Green’s function indeed possesses the
property GR(t, t′) = GR(t+T0, t′+T0). Hence, the object naturally calls for a representa-
tion in Floquet space according to the definition given by Eq. (5.10). In order to simplify
the appearing time-integration we express the θ-function in its integral representation





z + i0+ , (5.21)
with 0+ being an infinitesimal small, positive, real number. After substituting this expres-



























































φn+lν (i) φ¯m+lν (j)
ω − εν − lΩ + i0+ , (5.22)
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where ω ∈ [−Ω/2,Ω/2). In the course of evaluating Eq. (5.22) it was used that ∫ dt e−izt =
2piδ(z) and it was exploited that Floquet indices can be appropriately shifted under the
infinite sum.
While Eq. (5.22) yields the general result for a perfectly time-periodic system, it is
worthwhile to reintroduce the parameter t0 at this point. So, finally, the retarded Green’s









ω − εt0,ν − lΩ + i0+
. (5.23)
The expression for the corresponding advanced Green’s function can be obtained in a
similar fashion. The derivation is fully analogous as outlined above. Alternatively, one
can exploit the relation GA = (GR)†. The expression for the advanced Green’s function is















ω − εt0,ν − lΩ− i0+
. (5.24)
So the Floquet representation of the non-interacting retarded and advanced Green’s
functions (5.23) and (5.24) resembles the typical form of spectrally decomposed Green’s
functions. However, there is a crucial peculiarity here: the additional sum over the Floquet
index l means that the non-interacting Green’s functions are actually an infinite sum of
single-particle propagators in the following sense. Due to the special structure of Floquet
space (see Sec. 2.2) the propagator does not only take the system directly from the ’m’
to the ’n’-photon sector, but rather offers the possibility to pass every possible sector on
its way. In a more pictorial sense this means that the system does not necessarily emit
n−m photons only, but can also incorporate an additional number of l photons in the total
process. It is precisely this property that will eventually lead to heating in the system.
Keldysh Floquet Green’s function and distribution function
The Keldysh Green’s function is found analogously to the procedure above. Using again
the operator form of GK given by Eq. (4.41) as well as the expression of ci, c†i in terms of
Floquet creation and annihilation operators, one finds
GKt0,ij(t, t






























where it is assumed that the many-body state of the system has the property 〈f †ν , fµ〉 = δνµ.
Moreover and most importantly, the Floquet occupation number nν has been introduced.






and is time independent for non-interacting, periodic Floquet Hamiltonians such as given
by Eq. (5.4). We stress that a single function nt0,ν describes the occupation of one physical
Floquet state. It is therefore not necessary to introduce individual occupation numbers
for every ’Floquet copy’ of that state, which again reflects the fact that every Floquet
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copy state describes the same physical state. So while the retarded and advanced Green’s
functions, see Eqs. (5.23) and (5.24), only provide information about the Floquet spectrum,
the Keldysh component of the Green’s function carries knowledge about the occupation of
the system. Because we chose to switch to the basis of Floquet states, also the occupation
is given in this language. Later we will show that even in slowly varying and weakly
interacting systems these Floquet occupation functions, nt0,ν , still capture the dynamics
of the system. Hence, it will be our main goal to find a semiclassical description for the
time evolution of the Floquet occupation, i.e., for nν(t).
As long as the system is non-interacting and nν does not depend on time, the Keldysh
Green’s function also possesses the property that it is invariant under a simultaneous shift
of both time argument by a single driving period, GK(t + T0, t′ + T0) = GK(t, t′). One
can therefore transform Eq. (5.25) to a representation in Floquet space as done for GR
and GA. Following the same logic as in Eq. (5.22) the Floquet Keldysh Green’s function


























where the summation over the Floquet index l has the same interpretation as before.
Additionally, recalling the parametrization of the Keldysh Green’s function, GK = GR ◦
F − F ◦ GA, and using the identity for algebraic products given by Eq. (5.12) one can
interpret the right hand side of Eq. (5.27) in terms of GR, GA and F . In fact, since
the Green’s functions above are all diagonal in the space of Floquet eigenstates, we can
alternatively write the relation between Keldysh Greens function and distribution matrix
as GK =
(














t0,ν (j) , (5.28)
which is straightforwardly obtained from Eqs. (5.23) and (5.24). From this expression one













The distribution matrix is an object that is diagonal in the basis of Floquet states with
entries (1 − 2nν). In other words, in the non-interacting case F (ω) only has support
at quasienergies of single-particle Floquet states, and can thus be already understood as
being in a mass-shell form (see Sec. 4.3.2). Note once more that the occupation number
nν is the same for every replica state.
We stress that the reason why we could find Green’s functions in the simplified forms
above and also determine a concise expression for F is the fact that the system is non-
interacting as well as perfectly time-periodic. The immediate consequence of this setting is
that all objects are diagonal in the basis of Floquet states. This will, of course, not be the
case if interactions are present or additional time variations are introduced. Nevertheless,
in the following we will assume that interactions are sufficiently small such that we can to
good approximation still assume a form of the distribution function as given by Eq. (5.29).
However, before studying how the system behaves under these circumstances we make
a few further remarks on the Floquet character of the considered objects. We stress
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again that in order to calculate the non-interacting Green’s functions one simply needs to
solve the Floquet eigenvalue problem in the extended Hilbert space F , i.e., H¯F |φνn〉〉 =
ενn |φνn〉〉 (for details see Sec. 2.2). Obtaining Floquet eigenstates and quasienergies (as
done, e.g., in Ch. 3) is already sufficient for finding Floquet expressions of GR and GA. For
GK additional information about some initial condition is required. In that sense it should
be no surprise that all the Floquet transformed Green’s functions above, see Eqs. (5.23),






Gt0,m′m(ω) = δnm1 , (5.30)
with HFt0,nm being the Floquet Hamiltonian represented in the extended Hilbert space (see
Eq. (2.40)), ω is still restricted to the first Floquet zone and we have omitted all Hilbert
space indices for convenience.
So while our chosen route started with the general physical definition of Green’s func-
tions and aimed at a suitable Floquet transformation of such, one could have tried to
incorporate the Floquet structure right from the beginning of the derivation. In fact, there
are many examples in the literature, e.g., Refs. [90–92, 290], where Floquet Green’s func-
tions are determined directly from Eq. (5.30) rather than from transforming Eqs. (4.41).
A possible advantage might be that a prior diagonalisation of HF is not required to ob-
tain explicit results for G. However, one should bear in mind that those Floquet Green’s
functions carry redundant information, since they treat all replicas independently. One
possible way to recover physical reality is the (t, t′)−formalism3 presented in Sec. 2.2.
Having said this, the huge advantage of using a Floquet transformation approach as
presented here is that one can very closely follow already developed theoretical methods
and strategies. Nowadays, the Floquet representation of Green’s functions is indeed a
widely used tool in the context of non-equilibrium, periodically driven quantum systems
[114,115,256,277,278,285,286,288,291–294].
5.3. Semiclassical Floquet approximation schemes
Having Floquet definitions of general two-point functions at hand, see Eq. (5.10), as well
as having calculated explicit expressions for Floquet versions of non-interacting Green’s
functions, Eqs. (5.23), (5.24) and (5.27), we start tackling our main question of this chap-
ter: how do interacting Floquet systems that are inherently out of equilibrium behave as a
function of time? Ultimately, we want to capture the dynamics of the system described by
Eq. (5.1) by a semiclassical approximation of the quantum kinetic equations introduced
in Ch. 4. This requires, as described above, the assumption of having weak interactions
as well as a clear separation of scales in the system. For Floquet systems we additionally
demand that one can cleanly separate the slow dynamics treated within a semiclassical
approach from the rapid, periodic oscillations that shall be treated fully quantum me-
chanically. While the starting point for the former is the use of a Wigner representation
(see Sec. 4.3.1), the fast oscillations are conveniently handled by the Floquet theory (see
Sec. 2.2).
These two approaches can therefore indeed be combined in the following situation: we
require that the oscillation period T0 is much smaller than all time scales τslow on which
3In fact, there is also a deep connection between the (t, t′)−formalism and the present Hamiltonian H0t0(t),
which is time-periodic as well as depends parametrically on some central time t0. We will comment on
this at a later stage in Sec. 5.3.1.
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Figure 5.1.: Cartoon illustrating a separation of time scales determined by Eq. (5.31). (a) The
original time-dependent problem is characterised by a fast oscillation of period T0 and a slow
variation given by τslow. We illustrate this dependence by showing some expressive quantity such
as an external parameter or a single instantaneous eigenenergy. (b) A time-window of length
τ around some reference time t0 then only shows perfect oscillations, which can be dealt with
standard by Floquet theory, see Sec. 2.2. (c) The resulting energy representation still depends on
t0. (d) Identifying t0 with t, which is controlled by τ/τslow, reveals a time-dependent quantity that
has been Floquet transformed ’locally’ in time. The Floquet-Wigner transformation, see Eq. (5.32),
formally connects (a) and (d).
the occupation function changes or on which the oscillating Hamiltonian is modified. To
be precise, we demand that one can always find a time scale τ which fulfills
T0  τ  τslow . (5.31)
In words, τ defines a time window that appears very broad from the point of view of the
fast oscillations, but very narrow from the perspective of slowly changing quantities. In
Fig. 5.1 we give a pictorial interpretation of τ as well as of the general philosophy of the
separation of time scales: despite the fact that quantities are changing both rapidly and
slowly, within the time scale τ only the periodic behaviour can be witnessed (cf. Eq. (5.3)).
Floquet theory allows for an exact analysis of the system, which parametrically depends on
the chosen time-window. Repeating this procedure for all possible time-windows reveals
a Floquet quantity that depends slowly on time. First, we will show how this picture
is formalised using the Floquet-Wigner transformation. We will then exploit this newly
introduced transformation in order to derive a Floquet analogue of the Moyal product
given by Eq. (4.74).
5.3.1. The Floquet-Wigner transformation
A conventional Wigner transformation of two-point functions (such as Green’s functions
or self-energies) of type (4.70) has the drawback for Floquet systems that the central time
still shows fast oscillations at frequency Ω. However, the separation of time scales (5.31)








dt′ δτ (t¯− t+t′2 ) ei(ω+nΩ)t e−i(ω+mΩ)t
′
A(t, t′) , (5.32)
where the object Anm(t¯, ω) still depends on the central time coordinate despite being
transformed into Floquet space. This is because we introduced the filter function δτ (t¯−t).
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This function is normalized to unity, centred at t¯ and is broadened on the time scale τ .
The latter is chosen much larger than the period T0, but much smaller than the time scale
of slow modifications τslow, see Eq. (5.31). As long as these properties are manifest the
actual form of δτ (t) is irrelevant. The use of the filter function then guarantees that the














being a broadened version of the δ−function. One then observes that oscillating terms
get transformed as
∫
dt δτ (t) eiΩt = e−(Ωτ)
2/4. Hence, all oscillating components at driving
frequency Ω are exponentially suppressed by the factor e−pi2(τ/T0)2 . Below, t¯ will adopt the
role of t0 of the previous section, which will consequently become a dynamical parameter.









Anm( t+t′2 , ω) . (5.34)
It is crucial to realise that this back-transformation is not exact due to the finite width
of δτ (t). Hence, Eq. 5.34 is only valid up to exponential precision in cases where relation








































dω′An′m′(t¯, ω′) δ(ω − ω′) δnn′ δmm′
= Anm(t¯, ω) .
In the second line it was used that the condition τslow  τ allows to approximate δτ (t)
as a true δ-function for the slowly varying object Anm( t+t′2 , ω). The third equation line of
(5.35) then used that due to τ  T0 the integration of fast oscillations (approximately)
do not lead to a mixing of Floquet modes. By considering further that ω is still bound to
the first Floquet zone the integration over both time arguments yields the combination of
δ-function and Kronecker δ′s.
Having established the Floquet-Wigner transformation and its limitations, one can, for
instance, ask how an algebraic product of two two-point functions, A(t, t′) = B(t, t′)C(t, t′),
transforms according to Eq. (5.32). This will be important for the computation of the
self-energies, see Eqs. (4.64) and (4.65). Plugging A(t, t′) = B(t, t′)C(t, t′) into Eq. (5.32),
expressing B,C in terms of their inverse transformation (5.34) and following the same
arguments as done for Eq. (5.35) yields the following identity
A(t, t′) = B(t, t′)C(t, t′) (5.36)






′m′(t¯, ω′)Cn−n′,m−m′(t¯, ω − ω′) .
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A respective result for transforming a temporal convolution of two two-point functions is
derived in the following section.
Before doing so we make a general remark on the presented formalism. While the
filter function δτ (t) allowed for a formal manifestation of the separation of fast oscillations
and other slow temporal dependencies along the direction of time, one could have viewed
the procedure from a slightly different perspective: due to the exponentially suppressed
cross-talk of slow and fast modulations both scales were treated independently. Such an
independent treatment was already encountered in Sec. 2.2: the (t, t′)−formalism. Within
this formalism one artificially introduces a new time coordinate. The time-evolution of the
system is then evaluated in a coordinate system where both time-axes are orthogonal to
each other. A similar setup was introduced here where the ’new’ time coordinate is given by
the central time t¯ of δτ (t¯−t). Again, the main difference is that within the formalism of the
present section one always remains in a physical picture, while the (t, t′)-formalism needs
the identification of both time arguments at the end to become physical. Nonetheless,
both pictures are deeply connected and, thus, aspects of one (e.g., the discussion about
geometrical phases in Sec. 2.2.4) can be carried over to the other.
5.3.2. The Floquet-Moyal product
In the following we sketch the explicit derivation of the Floquet analogue of the Moyal




dt1 B(t, t1)C(t1, t′) (5.37)
transforms under the set of Floquet-Wigner transformations (5.32) and (5.34). In order
to find the explicit form of Anm(t¯, ω) one inserts the inverse Floquet-Wigner expressions


















′′+n′′Ω)t1 Bn′m′(ω′, t+t12 ) Cn′′m′′(ω′′, t1+t
′
2 ) .
If the objects B and C do not depend slowly on time, one recovers the simple matrix
multiplication in Floquet space given by Eq. (5.12). However, since B,C do show some
slow temporal variation, the first technical challenge enters now via the convolution in the
time-argument t1. To make progress here, one formally expands the functions B and C





























where B(l,0) describes the lth (0th) derivative of the function B with respect to cen-










dt1eiω1t1 = 2pi(−1)αα!/(iω1)αδ(ω1). One can
then exploit the identity for derivatives of the δ-function, δ(n)(x) = (−1)nn!/xnδ(x). At
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the same time, we desire to remove the differentiation of δ-functions by means of an













































Due to the fact that −Ω2 ≤ ω < Ω2 , the argument of the δ-function above can only be zero




n′′ can be straightforwardly
performed. In the following, one wants to use the identity (fg)(n) = ∑nk=0 (nk)f (n−k)g(k)



























The explicit form of Anm(t¯, ω) can now be simple read off by comparing Eq. (5.41) with
expression (5.34). After a few more steps of simplification, one finally finds an expression
for the Floquet-Moyal product that reads as4





∂Cω −∂Bω ∂Ct¯ )
∑
m′
Bnm′(t¯, ω) Cm′m(t¯, ω) , (5.42)
where ∂B/C is an operator acting only on object B or C, respectively. The Floquet-Moyal
expansion is obtained by expanding the exponential function in Eq. (5.42). One can see
that the form of this expression is very similar to the ordinary Moyal product. Indeed,
the derivation of Eq. (4.74) is philosophically the same as outlined here. In the Floquet
case, however, the expression is supplemented by an additional matrix multiplication of
the Floquet indices, which is taking care of the fast oscillations.
Notice that all manipulation steps throughout the presented derivation are exact. What
is, however, not exact is the definition of the inverse Floquet-Wigner transformation (5.34)
that was used in Eq. (5.38), i.e., in the very first step of the derivation. Thus, the Floquet-
Moyal product (5.42) - per definition - only holds in the limit where the inverse Floquet-
Wigner transformation is valid to good approximation.
5.4. A semiclassical Floquet approximation of quantum kinetic
equations
5.4.1. General procedure
In formulating the Floquet-Wigner transformation (5.32) we succeeded in separating slow,
semiclassical dynamics from quantum-coherent processes that are captured by the Floquet
theory. At the same time, we have all the tools ready to derive a semiclassical approx-
imation of the quantum kinetic equation (4.52) that respects all identified time scales
4Note that Eq. (5.42) corrects a small typo in the form of the Floquet-Moyal product presented in
Ref. [238].
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and self-consistently determines the dynamics of the occupation functions: the Floquet-
Boltzmann equation. Similar to the procedure in Ch. 4 the derivation of the Floquet
version of the Boltzmann equation can generally be divided into four steps:
1. One starts again by considering the quantum kinetic equation (4.52), which is still
an exact expression. This starting point is paired with an appropriate calculation
of self-energy diagrams, which are functionals of the Green’s function. Depending
on the system’s characteristics one chooses an appropriate approximation scheme to
find explicit forms of the self-energy. In the present case, we restrict the discussion
to self-consistent second order diagrams owing to assumed weak interactions, see
Eqs. (4.64) and (4.65).
2. The next goal is to formally incorporate the separation of time scales, τslow  T0.
Therefore, one applies the Floquet-Wigner representation discussed in Sec. (5.3.1) for
all Green’s functions and self energies appearing in the QKE. Algebraic products of
type A(t, t′) = B(t, t′)C(t, t′) that appear naturally within the self-energy expressions
are transformed by means of the identity (5.36). Convolutions, indicated by ’◦’, can
be rewritten in terms of a Floquet-Moyal product (5.42). Again, such a Floquet-
Wigner representation of the quantum kinetic equation is only valid when the time
scales are well separated.
3. An immediate consequence of the separation of time scales is that terms propor-
tional to ∂t give small contributions. Hence, the exponential of the Floquet-Moyal
product, e− i2 (∂Bt ∂Cω −∂Bω ∂Ct ), is well approximated by a leading order Taylor expansion
in the gradients ∂t∂ω. Therefore, the left hand side of the quantum kinetic equation
(4.52) needs to be expanded to first order, since the zero order contribution vanishes
due to its commutator structure [F ◦, G−10 ] and due to the assumption that in the
weakly interacting case the distribution matrix remains its non-interacting form, see
Eq. (5.29). On the other hand, a zeroth-order expansion of the right-hand side of
the QKE is sufficient. Note that such a zeroth-order expansion does not only apply
to the term ΣR ◦ F − F ◦ ΣA, but also to the evaluation of the Green’s function: G
is now self-consistently determined from a lowest order Floquet-Moyal expansion of
the Dyson equation (Gˆ−10 − Σˆ) ◦ Gˆ = 1. At the same time, for problems which are
not spatially homogeneous the discussion regarding spatial coordinates remains the
same as outlined in Ch. (4), where the conventional Moyal product was used.
4. Finally, the resulting equation is projected onto on-shell processes. In the present
case this is done by a matrix multiplication of the equation with the Floquet spectral
function Aν,nm(ω) and a subsequent combination of integration over frequencies and
tracing over Floquet indices. For weakly interacting systems the Floquet spectral
function is approximately given by (cf. Eqs. (4.82) and (5.28))
A t0,ij
ν,nm
(ω) ≈ 2piδ(ω − εt0,ν)φnt0,ν(i) φ¯mt0,ν(j) . (5.43)
This ensures the projection of the kinetic equation onto a Floquet state with quantum
number ν. In other words, we follow a quasiparticle approximation (see Sec. 4.3.2)
where the quasiparticles are determined to good approximation by non-interacting
Floquet eigenstates. Hence, the final result of these steps is an equation that de-
scribes the occupation functions nν(r, t) of the corresponding Floquet eigenstates at
time t.
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Note that these steps are generally applicable for all fermionic Floquet systems as long as
the discussed approximations hold, i.e., interactions are weak and the separation of time
scales is manifest. The corresponding Floquet states at time t are given by the eigenstates
of the Floquet Hamiltonian (5.5), where one subsequently equates t0 = t.
For a periodically driven lattice model with nu sites per (spatial) unit cell, the eigen-
functions are calculated in momentum space by diagonalizing a nu(2Nf +1)×nu(2Nf +1)
dimensional matrix, with Nf being the truncation size of the Floquet matrix (see Sec. 2.2).
So for a Hamiltonian where the non-interacting part is of type (5.4) the Floquet state in-
dex ν can be understood as a collection of a momentum quantum number k, a Floquet
band index ξ and a spin index σ, i.e., ν = (k, ξ, σ). In addition, similar to the treatment of
the variable t0, which was introduced to deal with slow time dependencies, we also allow
that the Hamiltonian depends smoothly on the spatial parameter r0. In complete analogy
to the temporal case where the full time dependence of the Floquet states are recovered
by setting t0 = t, we identify r0 = r in order to describe the states also as functions of
space. In the following we will, thus, denote the Floquet components of the corresponding
eigenfunctions by φnt,r,k,ξ,σ(i), where n = −Nf ,−Nf + 1, ..., Nf is the Floquet index and
i = 1, . . . , nu describes the structure of the Bloch-Floquet wave function within the unit
cell. Note that below we will sometimes omit the slowly varying indices, i.e., t and r, in
order to simplify notations and just write, e.g., φnk,ξ,σ(i).
For the following discussion of deriving the Floquet-Boltzmann equation, we will put
emphasis on the parts that are either unique to Floquet systems or have not been dealt
with in Ch. 4. So for parts of the derivation that are identical for Floquet systems and
conventional cases one can view the following discussion as being complementary to Ch. 4.
This applies particularly to the treatment of the space variable. In favour of structural
clarity we will first discuss the left-hand side of the Floquet-Boltzmann equation before
we analyse the right-hand side.
5.4.2. Semiclassical dynamics and Floquet Berry-phase corrections
We now closely follow the 4-step protocol above to discuss the left-hand side of the quan-
tum kinetic equation (4.52) within a Floquet semiclassical approximation. The first task
is to find a Floquet-Wigner representation of [F ◦, G−10 ]. For that purpose we write the
temporal part of the convolution in terms of a Floquet-Moyal product (5.42), which in-
troduces a matrix multiplication in Floquet space, as discussed above. The spatial part
is still resolved with the ordinary Moyal product (4.74) and, thus, does not introduce fur-
ther additional indices. Suppressing all indices except for the Floquet ones, the Floquet-












)− (∂pFnm′) (∂xG−1m′m) (5.44)
− (∂xG−1nm′) (∂pFm′m)+ (∂pG−1nm′) (∂xFm′m) ] ,
where it is still understood that ∂x∂p = ∇r∇k − ∂t∂ω and that G−1 ≡ [GR/A0 ]−1 is the
inverse non-interacting (retarded/advanced) Green’s function. Note that we also sup-
pressed the matrix product in the spatial index running over sites within a single unit cell
in Eq. (5.44).
Since we aim at deriving a lowest order simplification of the original QKE in the spirit
described above, we are allowed to find the non-interacting Green’s function from a similar
105
5. The Floquet-Boltzmann equation
lowest order approximation to the Dyson equation. Within this approximation the Dyson
equation in Floquet representation takes exactly the form of Eq. (5.30). Hence, we are
allowed to use directly the Green’s functions that were derived in Sec. 5.2.2. The inverse
Green’s function in Floquet representation is therefore given by G−1ij,nm =
∑
ν,l(ω − εν −
lΩ)φn+lν (i)φ¯m+lν (j), where again all additional variables have been suppressed. In addition,
since interactions are weak, we assume that also the distribution matrix F is given by its
non-interacting form (5.29) with nν = nν(t). For instance, the first term of Eq. 5.44







































(∇rnk,ξ)(∇kεk,ξ) + . . . , (5.46)
where it was used that ∑n,i φn+lν (i)φ¯n+l′µ (i) = 〈〈φνl|φµl′〉〉 = δνµδll′ and slow variables t, r
have been suppressed. We have further absorbed the spin index σ into the band index ξ
(and will stay with this convention for the rest of this section). The partial derivatives in
Eq. (5.45) yield a contribution from acting on the respective diagonal entries in Floquet
band space, see Eq. (5.46). Note crucially that the derivatives give additional contributions
from acting on the Floquet eigenstates. We will, however, ignore these latter contributions
indicated by ′ . . .′ in (5.46) for the time being, but discuss them later on.
In the next step we project the quantum kinetic equation onto on-shell processes. This is
done by following the above advice of multiplying the transformed QKE with the Floquet
spectral function and performing a subsequent integration over frequencies. We show this












+ . . . , (5.47)
where again it was used that 〈〈φνl|φµl′〉〉 = δνµδll′ . Repeating this procedure for every term
of Eq. (5.44) then yields a similar form of the left-hand side (lhs) as in the ordinary case




(∇rεk,ξ(r, t))∇k + (∇kεk,ξ(r, t))∇r)nk,ξ(r, t) . (5.48)
The main difference to the non-Floquet case, however, is that nξ(t) now describes occu-
pation numbers of Floquet eigenstates and εξ are the quasienergies of the system. Note
that corrections due to the real parts of self-energies are absent here. This is due to the
fact that we assumed to have incorporated the leading order corrections (Hartree-Fock) by
renormalizing the energies of the Floquet system (see Sec. 5.2). Nonetheless, while expres-
sion (5.48) looks already promising in the sense that it resembles the standard Boltzmann
equation, it only represents one part of the final result. In order to obtain the latter we
need to include the so far neglected corrections due to differentiation of Floquet states.
In order to proceed we rephrase the problem in the following way: how can one efficiently
combine a Floquet-Moyal product and a band projection procedure? In fact, this is not a
unique problem for Floquet systems, but rather applies to band models in general. The
5Note that the ′◦′ on the left-hand side of Eq. (5.47) does not describe a Floquet-Moyal product but only
refers to a simple matrix multiplication in Floquet and space indices.
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solution to this issue was presented quite recently by Wickles and Belzig [226]. They
argued that the correct way to think about diagonalising an object of interest, e.g., F , is
FΛ = Λ ◦ F ◦ Λ† , (5.49)
with Λ ◦ Λ† = 1. Here, the crucial point is that the diagonalising object Λ is required to
be unitary under the Moyal product and, hence, cannot be straightforwardly determined.
However, one can systematically calculate corrections by choosing the ansatz Λ = Λ0(1+
Λ1 + . . .). Here, Λ0(r, t,k) describes the transformation that diagonalises the object of
interest in its Wigner form with respect to the band space, e.g., FΛ0 = Λ0FΛ
†
0. Wickles
and Belzig showed that such a trivial diagonalisation via simple matrix multiplication still
respects Eq. (5.49) to lowest order, if at the same time the exponent of the Moyal product
appearing in (5.49) gets corrections from Berry phases. Thus, also the left-hand side of the
kinetic equation experiences these corrections, since the on-shell projection is preceded by a
diagonalisation procedure in the respective band space. The final result is that velocities
and forces of Eq. (4.85) are modified according to these Berry-phases. The resulting
semiclassical equation of motion coincide with expressions that were derived before in a
different context considering the explicit description of semiclassical wavepackets by Niu
et al. [295].
One can now repeat the calculation by Wickles and Belzig explicitly for Floquet sys-
tems. We present only the core ideas here and refer for details to Ref. [226] due to the
following reason: as discussed above, since the entire Floquet character of the system can
be absorbed into a simple matrix structure (assuming that a separation of time scales is
given), the derivation for ordinary band systems carries directly over to periodically driven
systems. To be more specific, it becomes immediately apparent from Sec. (5.2.2) that in
a Floquet case the transformation Λ0 is given by the matrix of Floquet eigenstates. An
expansion of the Floquet-Moyal product Λ ◦ Λ† therefore yields expressions of the form
Λ0 ∂α Λ†0 = ∂α − iAFα , (5.50)
where we used that α = (r, t,k, ω) and AFα is the matrix of Floquet-Berry connections, see
Eq. (2.71). One can now study how the combination of both evaluating the Floquet-Moyal
product and projecting onto Floquet bands can be represented in terms of Eq. (5.50).
The result is a modification of the Floquet-Moyal product in terms of Floquet-Berry
connections. For the procedure of multiplying the object of interest with the Floquet
spectral function (5.43) followed by tracing over Floquet indices and integrating over






B ◦ C)] → [B ◦˜ C ]
ξ
, (5.51)
where the modified Moyal product ◦˜ is defined as
[


















One understands BΛ0,ξ as being the ξ-component of the Floquet-Wigner representation
of B that has been diagonalised by Λ0. The first term of the exponential is the same as
in the ordinary Moyal product (4.74) with x = (r, t) and p = (k, ω). The second term
is the correction coming from Eq. (5.50). Note that the indices are generally given by
α, β = (t, r1, r2, r3, k1, k2, k3) and α¯, β¯ are determined from α, β using the rules r↔ k and
t↔ ω. Also, the rule ∂α¯ = (∂r,−∂k, ∂ω) needs to be applied. Most importantly, we have
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introduced the Floquet version of the Berry-curvature tensor Ωξ,αβ in Eq. (5.52). The
explicit form (for non-crossing Floquet bands) reads as
















) − (∂βφ¯nξ (i)) (∂αφnξ (i)) ] ,
where it should be understood that most variables have been suppressed, i.e., φξ = φt,r,k,ξ,
etc. Here, it becomes clear why the indices α, β = (r, t,k) only run over space, time and
momentum variables, but not over frequency: it is assumed that Floquet eigenstates do
not depend on ω, i.e., ∂ωφξ = 0.
By setting BΛ0,ξ = FΛ0,ξ = (1 − 2nξ) and CΛ0,ξ = G−1Λ0,ξ = (ω − εξ) one can straight-
forwardly determine the left-hand side of the quantum kinetic equation in terms of its
Floquet-Wigner transformation that respects Berry-phase corrections at the same time.
One finds that for Floquet systems the respective Berry curvatures modify the semiclassi-
cal equations of motion in a similar way as done in the ordinary case [226,295]. The only
difference is that now Berry curvatures are calculated from Floquet eigenstates.
The left-hand side of the Floquet-Boltzmann equation can thus be written in the fol-
lowing compact form6(
∂t +Fk,ξ∇k + vk,ξ∇r
)
nk,ξ(r, t) = Icoll[nk,ξ] (5.54)
with
vk,ξ = (1+ Ωξ,rk) · ∇kξ −Ωξ,kt + Ωξ,kk · ∇rξ , (5.55)
Fk,ξ = −(1+ Ωξ,rk) · ∇rξ + Ωξ,rt + Ωξ,rr · ∇kξ , (5.56)
where, in general, the effective forces and velocities also depend smoothly on time and
space, Fk,ξ = Fk,ξ(r, t) and vk,ξ = vk,ξ(r, t). The collision integral Icoll corresponds to the
projected right-hand side of the QKE and will be discussed in the following section 5.4.3.
Note that Ωrk, Ωrr and Ωkk are matrices with r, k = (1, 2, 3), and can be related to
effective magnetic fields in phase space. On the other hand, Ωrt and Ωkt are vectors and
referred to effective electric fields. Since many modern applications of Floquet Hamilto-
nians (see Sec. 2.3) have the goal to realize systems with non-trivial Berry phases, it is
important to keep track of these effects on the left-hand side of the Floquet-Boltzmann
equation (see also Ch. 7).
5.4.3. Scattering of Floquet quasiparticles
The right-hand side (rhs) of the quantum kinetic equation is mainly described by the
self-energies of the interacting system, see Eq. (4.52). So in order to calculate
ΣK −
(
ΣR ◦ F − F ◦ ΣA
)
, (5.57)
in its Floquet-Wigner representation, we start from the second-order expressions of the
self-energies (4.64) and (4.65). In order to find explicit forms of ΣR and ΣK corresponding
6 Note that by bringing the left-hand side into the form of Eq. (5.54) we absorbed a factor of − i2 into
the collision integral (cf. discussion below Eq. (4.85)).
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expressions for the Green’s functions are needed: as discussed above, due to the assumed
separation of time scales it is sufficient to evaluate the Green’s function using a zeroth-order
Floquet-Moyal expansion of the Dyson equation (Gˆ−10 − Σˆ) ◦ Gˆ = 1, see also Eq. (4.47).
Furthermore, despite the fact that Green’s functions are calculated self-consistently, here,
we do not have to include any further self-energy corrections to the Green’s functions
within our perturbative approach. This is because all self-energies are already ∝ U2 and
further corrections will be small as interactions are weak. Making the same argument as
in the previous section, the Dyson equation, which describes the Green’s functions that
appear in each self-energy diagram, effectively reduces to the simplified form of Eq. (5.30).
This implies again that we are allowed to directly use the non-interacting Floquet Green’s
functions of Sec. 5.2.2. Here, however, all quantities are replaced by their versions with
full dependencies on space and time, e.g., nν = nk,ξ,σ(r, t) and ν = k,ξ,σ(r, t), etc. Note
that we will drop the slow changing variables r, t at convenience throughout this section.
To evaluate the Floquet-Wigner representation of the self-energies ΣR and ΣK we are
going to consider every term of the respective expressions individually. However, in order
to avoid redundancies we will present the transformation in detail only for a single term.
Due to no particular reason we will first focus on the first term of the expression for the
Keldysh self-energy, i.e.,




GKσ¯ (x′, x)GKσ¯ (x, x′)GKσ (x, x′)
]
, (5.58)
where σ¯ = ↓ (↑) for σ = ↑ (↓) and the superscript ’(1)’ indeed refers to the first term of
Eq. (4.65). To make progress one needs to apply twice the identities (4.72) and (5.36) to
transform an algebraic product of two-point functions. Here, the first expression deals with
the spatial coordinate and the second one encodes the Floquet structure in the temporal
transformation. The Floquet-Wigner transformation of Eq. (5.58) then becomes
ΣK(1)ij,σ
nm

























(k− p, ω − ω′) ,
with all frequencies being restricted to the first Floquet zone, ω, ω′, ω′′ ∈ [−Ω/2,Ω/2).
Due to the underlying lattice model the momentum space integral only runs over the first
Brillouin zone,
∫
dp ≡ ∫BZ dp. Also, to have a set of normalised Fourier transformations
(cf. (3.6)) we demand that every momentum integral is divided by the volume of the
Brillouin zone (2pi/a)d, with d indicating the number of spatial dimensions and a denotes
the lattice constant. Notice further that there is a little subtlety involved in finding
Eq. (5.59): once the form of the object with reversed indices, e.g., GK(x′, x), is fixed
under the transformation, one has a certain liberty in assigning the variables to the other
two remaining objects. In general one therefore wants to choose a symmetrised version of
the transformation, meaning that different configurations are weighted equally7.
Using the explicit Floquet form of the non-interacting Keldyh Green’s function, see
7 In the present example, in fact, one should symmetrise with respect to the spin index of the forward
flowing objects. However, in order to present a slightly shortened form of the derivation we assume
that the system is degenerate with respect to the spin index. Notationally, this allows for a ’locking’
of the spin and momentum label.
109
5. The Floquet-Boltzmann equation
Eq. (5.27), the expression above can be written as
ΣK(1)ij,σ
nm
































δ(ω − ω′ − εk−p,η,σ − lΩ)φn−n′+lk−p,η,σ(i) φ¯m−m
′+l
k−p,η,σ (j) F˜k−p,η,σ ,
where we introduced F˜k,ξ,σ = (1 − 2nk,ξ,σ), and omitted r and t labels. Note for clarifi-
cation that s, u, l, n,m, etc. are Floquet indices, while µ, λ, η are (Floquet) band indices
and i, j denote sites within the unit cell. When simplifying Eq. (5.60) by integration
over frequencies and summing over Floquet indices, one has to be cautious regarding the
domains of frequency arguments. The general strategy is to use the replica structure of
the Floquet states: one absorbs the indices (n′, n′′) into the δ-functions by an appropriate







n′′ can be performed, respectively. In fact, it is mainly this careful
treatment of frequency domains and tracking of Floquet indices which distinguishes this
derivation from the ordinary one in Sec. 4.3. Nevertheless, after a successive evaluation of
such frequency integrations accompanied by convenient shifts of respective Floquet indices
one eventually succeeds in rewriting Eq. (5.60) in the simplified form of
ΣK(1)ij,σ
nm
















(n,m, i, j) (5.61)
× δ(ω + εq−p,µ,σ¯ − εq,λ,σ − εk−p,η,σ¯ + ∆sulΩ)
× F˜q−p,µ,σ¯ F˜q,λ,σ¯ F˜k−p,η,σ ,
with ∆sul = s−u−l, and
Φsulµλη,σ
kpq













Now, the last remaining step is to evaluate the resulting formula on shell: we multiply
the right-hand side of the quantum kinetic equation (5.57) by the Floquet-spectral function
of a certain Floquet state with quantum numbers k and ξ, see Eq. (5.43), integrate over
frequencies and finally trace over Floquet as well as space indices. In the following, we


















where (..) denotes any two-point object in Floquet-Wigner representation. Applying this






















× δ(εk,ξ,σ + εq−p,µ,σ¯ − εq,λ,σ¯ − εk−p,η,σ + ∆sulΩ)
× F˜q−p,µ,σ¯ F˜q,λ,σ¯ F˜k−p,η,σ ,
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(n,m, i, j)φmk,ξ,σ(j) . (5.65)
One then repeats this entire calculation in order to find all other terms of ΣK in their
respective Floquet-Wigner representation. Next to GK one now also uses explicit Floquet
representations of GR − GA, see Eq. (5.28). By respecting initial symmetrisations, per-
forming frequency integrals and projecting onto Floquet state (k, ξ) one eventually obtains






















× δ(εk,ξ,σ + εq−p,µ,σ¯ − εq,λ,σ¯ − εk−p,η,σ + ∆sulΩ)
×
[
F˜q−p,µ,σ¯ F˜q,λ,σ¯ F˜k−p,η,σ + F˜q−p,µ,σ¯ − F˜q,λ,σ¯ − F˜k−p,η,σ
]
.
In the next step we consider ΣR◦F−F ◦ΣA, i.e., the second term of the QKE’s right-hand
side. One also starts by finding individual terms of the retarded and advanced self-energies
in Floquet-Wigner representation, similar to Eq. (5.60). Here, however, one notices that
frequency integration cannot be performed straightforwardly. This is because retarded
and advanced non-interacting Green’s functions of type (5.23) and (5.24) appear explicitly
instead of their difference GR−GA. Nevertheless, one can still find a simplified expression
by first recalling that the right-hand side (5.57) requires only a zeroth order expansion
of the Floquet-Moyal product. Hence, the Floquet-Wigner representation approximately
takes on the from(
ΣR ◦ F − F ◦ ΣA ) FWT−−−→ ∑
m′
(
ΣRnm′ Fm′m − Fnm′ ΣAm′m
)
, (5.67)
where all indices but Floquet ones have been suppressed such that objects on the right
are to be understood as ΣRnm = ΣRnm,ij,σ(r, t,k, ω), etc. Applying the projection (5.63), it
can be straightforwardly shown that Eq. (5.67) is further reduced to8[













by using the explicit form of F given by (5.29) as well as properties of Floquet states. Since
the expression now depends on the difference (ΣR−ΣA), also GR and GA appear in form of
GR−GA throughout the individual terms. This allows then a straightforward integration
over frequencies as shown above. The final result for the projected Floquet-Wigner form
of the second term of (5.57) is then calculated to be
[




















× δ(εk,ξ,σ + εq−p,µ,σ¯ − εq,λ,σ − εk−p,η,σ¯ + ∆sulΩ)
× F˜k,ξ,σ
[





8 Note that the discussion from Sec. 5.4.2 about a modified Floquet-Moyal product does not need to be
applied here, because both procedures are identical to zeroth order.
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Having calculated the expressions (5.66) and (5.69) allows now to find an explicit form
of the collision integral. As defined in Sec. 5.4.2 the collision integral is proportional to
the projected right-hand side of the QKE (see Eq. (5.54) and cf. Eq. (4.81)), and is given
as
Icoll[nk,ξ,σ(r, t)] = − i2
[
ΣK − (ΣR ◦ F − F ◦ ΣA)]
ξ
. (5.70)
Here, the prefactor is due to the fact that the entire kinetic equation was divided by 2i in
order to bring the left-hand side into the from of Eq. (5.54). One can now find a concrete
expression for the collision integral in terms of the Floquet occupation functions nk,ξ,σ.
First, Eqs. (5.66) and (5.69) are substituted into Eq. (5.70) and the F˜ ’s are re-expressed as
F˜k,ξ,σ = (1−2nk,ξ,σ). Next, in order to simplify the combination of occupation functions in
a most convenient way, one adds and subtracts an additional term which is proportional to
nξnµnλnη. We shall also assume that quasienergies do not depend on spin. Moreover, it is
convenient to introduce an individual momentum variable for each occupation function. At
the same time, quasimomentum conservation is guaranteed by a corresponding δ-function.
Note crucially that momentum is only conserved modulo reciprocal lattice vectors Ga due
to the underlying lattice structure.
Performing the entire outlined procedure and allowing for yet another transformation




















k + q1 − q2 − q3 + αG
)
× δ(k,ξ,σ + q1,µ,σ¯ − q2,λ,σ¯ − q3,η,σ + nΩ)
×
[
nq2,λ,σ¯ nq3,η,σ (1− nk,ξ,σ) (1− nq1,µ,σ¯)
− nk,ξ,σ nq1,µ,σ¯ (1− nq2,λ,σ¯) (1− nq3,η,σ)
]
,
where we have introduced the integers α, n ∈ Z to account for umklapp scattering in
momentum and frequency space, respectively. The matrix element Wn describes the
scattering rate for a process involving a quantized energy transfer to the system of nΩ,

























We remark once more that space and time play two fundamentally different roles for the
presented discussion. This can be directly seen from Eqs. (5.72) and (5.73). Here, the
Floquet and momentum indices enter the matrix elements, and therefore the collision
integral, in a completely different way: occupation functions depend on momentum and
band indices, but do not depend on the Floquet indices. Correspondingly, we sum over
Floquet indices in Eq. (5.73), but not over momentum or band indices.
9 Note that this is in fact only true for non-winding Floquet bands. If the Floquet bands indeed wind
around the Floquet-zone, a ’labelling’ of the bands solely depending on the energy becomes impractical.
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In this chapter, we have derived the Floquet-Boltzmann equation for periodically driven
Fermi systems starting from the Keldysh dynamics of Green’s functions. Based on con-
ventional Floquet theory and a clear physical separation of time scales, we were able to
formulate the Floquet-Wigner representation (and variants thereof) in order to find a semi-
classical approximation to quantum kinetic equations in the presence of a fast periodic
drive. The final result is an equation determining the dynamics of Floquet occupation
functions given as(
∂t +Fk,ξ(r, t)∇k + vk,ξ(r, t)∇r
)
nk,ξ,σ(r, t) = Icoll[nk,ξ,σ(r, t)] , (5.74)
where the (effective) forces and velocities are given by Eqs. (5.55) and (5.56), and the colli-
sion integral forming the right-hand side is described by Eqs. (5.71)-(5.73). In the following
we shall summarize and discuss the characteristics of this Floquet version of a Boltzmann
equation, sketch its limitations as well as further potentials and, most importantly, shed
light on prospects of applications.
Heating Comparing the formulas that determine the collision integral of the Floquet-
Boltzmann equation, see Eqs. (5.71)-(5.73), with the result from the ordinary case, see
Eq. (4.89), one observes strong structural resemblance. Nevertheless, there are two main
differences:
1. The Floquet-Boltzmann equation is formulated for occupation functions of Floquet
eigenstates nξ of the periodically driven many-body system. Indeed, also the ma-
trix element W reflects the Floquet nature of the quasiparticles: scattering occurs
between different Floquet states.
2. It was argued from the beginning that a Floquet system does preserve energy only
up to integer multiplies of Ω. This property is formally embedded in the collision
integral of the Floquet-Boltzmann eqation: every collision of Floquet quasiparticles
may change the energy of the system in a discrete way, as given by the δ-function of
Eq. (5.71).
Generally, the system relaxes to a state with maximal entropy allowed by the remaining
conservation laws, see Sec. 5.1. If the system is closed, the latter property will therefore
typically heat the system to an infinite temperature state in the long term. The dynamics
described by the full Floquet-Boltzmann equation is therefore expected to depend strongly
on this heating effect, which is in clear distinction to the conventional case. The ideal test
ground for studying these Floquet-heating effects are homogeneous systems, i.e., such
systems where all gradients are assumed to vanish. We will, thus, apply the Floquet-
Boltzmann equation in a first approach to such a homogeneous system in chapter 6.
Since the Floquet-Boltzmann equation (5.74) was eventually determined in a lowest
order (Born) approximation, the captured interaction effects are solely of two-particle
nature. Hence, one could argue that the presented from of the collision integral, see
Eq. (5.71), does not necessarily contain more information than scattering rates predicted
by a Floquet version of Fermi’s golden rule [115,262,284] in combination with an educated
guess about the corresponding statistical factor. We want to stress, however, that the
here developed Floquet-Boltzmann equation is a much more powerful tool than a simple
’golden rule’ description. The reason being that our formalism indeed gives us control
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over the semiclassical approximations in the sense that limitations of semiclassics can be
investigated. Furthermore, our formalism allows for a systematic study beyond the lowest
order approximation. In fact, these arguments are also the reason why we believe that our
description yields advantages over a recently used equation-of-motion approach to derive a
similar semiclassical kinetic equation in Floquet form [254]. We will extend the discussion
about the capabilities of the Floquet-Boltzmann equation in the following.
Berry phase corrections The Floquet-Boltzmann equation does not only describe by its
left-hand side the dynamics due to forces in an inhomogeneous system, see Eq. (5.74),
but also manages to capture corrections due to Berry phases as pointed out above. While
these corrections can also be incorporated in the conventional Boltzmann equation [226],
a potential interplay between these Berry corrections and intrinsic heating effects seems
to be unique to Floquet systems. The effects can be two-fold: first, heating dependent
behaviour of the Floquet occupation functions can lead to anomalous effects. These effects
could be mainly associated with effective ’magnetic fields’ in phase space, represented by
the Berry curvatures Ωrr, Ωkk and Ωrk, respectively. Second, due to heating Floquet
systems are intrinsically time-dependent (in addition to the external drive). This might
lead to time-dependent Floquet eigenstates (via some Hartree correction, for instance)
which in turn could give rise to effective ’electric’ fields, Ωrt or Ωkt, in the problem.
The presence of Berry curvatures can generally induce macroscopic transport effects of
the system, e.g., a rotation of an atomic cloud in a harmonic trap. Indeed, since many
modern cold atom experiments (see Sec. 2.3) strive to realise systems with non-trivial
Berry phases, the discussion of such is important even in an interacting system. We will
investigate aspects of these intriguing Berry-phase effects in chapter 7.
Strongly interacting systems Many-body systems that are strongly interacting are gener-
ically beyond the applicability of our approach. Nevertheless, one can hope to be able to
extend the perturbative results derived by us to the limit of strong interactions in situ-
ations where the number of excitations remains small. For example, such a situation is
given by a Mott insulator, for which U  J , that is only weakly thermally activated, as
discussed in Ch. 3. When the system is characterised by a dilute density of quasiparti-
cles, the transition rates on the right-hand side of the Floquet-Boltzmann equation have
to be computed from the solution of the two-particle scattering problem in the presence
of periodic driving. In fact, this two-particle Floquet scattering problem was solved for
excitations of a truly one-dimensional Mott insulator in the Bachelor thesis of Matthias
Pukrop [296]. Moreover, such T -matrix approach was, for example, also used to esti-
mate interaction effects in a (strongly) interacting Thouless pump scenario [92]. Such a
T-matrix formulation can generally also be directly obtained from the quantum kinetic
equation [227].
Higher-order scattering processes The collision integral in the form of Eq. (5.71) is
characterized by an energy conservation modulo Ω. However, since all quasienergies εξ are
defined such that they lie within the first Floquet zone, it follows that |ξ+µ−λ−η| < 2Ω.
Hence, there exists a frequency threshold at which energy-violating processes due to two-
particle collisions ought to die out. We will discuss this feature quantitatively for a specific
example in Sec. 6.3. Therefore, even in the limit for which the present form of the Floquet-
Boltzmann equation is fully valid, i.e., weak interactions, etc., a description in terms of
higher-order scattering processes might be required in order to capture heating effects.
Note that one would solely enter this regime by increasing the driving frequency.
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The opposite scenario, i.e., where the driving frequency is lowered to approach some adi-
abatic regime, might also be relevant for a description including higher-order processes.
Such a system was recently investigated by, e.g., Lindner et al. [92]: here, an interacting
Thouless pump type system was analysed at a finite driving frequency. While interac-
tions heat up the system within the Floquet band describing this pump quite rapidly (cf.
Sec. 3.4), one can additionally consider heating mechanisms to higher lying bands that will
eventually relax the pump characteristics of the system. For more details on the system’s
setup we refer the reader to Ref. [92]. Due to the exponential decay of Floquet eigenstates
in energy space (see Sec. 3.2.3) the matrix elements for two-particle scattering events W ,
see Eq. (5.72), might be highly suppressed. In such situations the leading order processes
might be determined by a certain ’magic order’ [92], which is given by a minimal trade-off
between increasing powers of the interaction strength U and a decreasing total overlap of
Floquet eigenstates. Indeed, one could try to capture such higher order processes in an
extended version of the Floquet-Boltzmann equation (5.74).
Formally, one might be able to incorporate these higher-order processes by a systematic
treatment of corresponding diagrams within the self-energy expressions (cf. Sec. 4.2.2).
However, the feasibility of such treatment depends strongly on the characteristics of the
system under consideration: since the number of diagrams grows exponentially with the
order of interest, one would need to carefully select the relevant ones. If such a selection
was indeed possible and assuming that the Floquet character is treated with corresponding
care, a systematic simplification of the quantum kinetic equation up to higher orders could
be done as in the non-driven case [227]. Note that a low density limit simplifies this
discussion considerably, as for these situations often an effective two-particle description
of the interacting problem is sufficient, see above.
Phonon coupling and open systems The Floquet-Boltzmann equation (5.74) was de-
rived under the consideration of a closed many-body quantum system characterized by
fermion-fermion interactions, motivated by ultracold atomic systems. However, one could
also extend the language to other interaction types. In order to be able to capture aspects
of real solid state systems it is often crucial to include the role of phonons. An extension of
our formalism to such systems should be possible in a straightforward manner. Indeed, in
a recent study by Seetharam et al. the transport properties of periodically coupled leads
where investigated by an equation of motion approach (see above). So our formalism
should be able to reproduce the obtained results as well as be applicable to comparable
setups.
Moreover, even more complex scenarios can be explained by variants of our presented
formalism. For example, in a recent comprehensive study by Babadi et al. [256] the notion
of Floquet-Boltzmann kinetic equations were used to analyse the phenomenon of light-
induced electron-phonon superconductivity [297]. Here, however, the authors had to loosen
the quasiparticle approximation, since electronic and phononic quasiparticle coherence is
an important factor in the analysis. A detailed study of changes in the Floquet spectral
function is therefore crucial in these type of theories. Note, however, that their thorough
study is fundamentally based on the same Floquet-Wigner transformation as shown in
Sec. 5.3 (and already in Ref. [238]).
In general, the perspective of engineering quantum many-body states by means of dis-
sipation appears to be highly promising [298]. In the context of periodically driven sys-
tems, coupling to a thermal reservoir can lead to non-equilibrium (time-periodic) steady
states with unconventional properties [118,253,254,275,278]. The mixture of coherent and
dissipative quantum dynamics can also be most promisingly described by Keldysh field
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theories [299]. One can, hence, imagine to merge aspects of this chapter with such a field
theoretical description of open periodically driven quantum systems.
In conclusion, it is evident that for the design of Floquet systems, which are generally
interacting, it will be crucial to understand and control heating processes. Such systems are
typically quantum simulators in form of ultracold atoms in optical lattices or standard-type
solid state systems that show light-induced effects, respectively. We hope that the Floquet-
Boltzmann equation and variants thereof can be a useful future tool in this context.
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Haldane model
In this chapter we apply the Floquet-Boltzmann equation derived in the previous chapter
to a first concrete example. In a recent experiment with ultracold fermionic atoms in an
optical lattice by Jotzu et al. [23] the Haldane model was realized by means of periodic
shaking of the lattice. Since this experiment is one of the most prominent Floquet real-
isations in recent years, it represents a natural starting point to study interactions in a
periodically driven (closed) quantum system. Moreover, the experimental setup allows for
a controlled and tunable way to study the additional effect of interactions, which makes
the development of a corresponding theory worthwhile.
The Haldane model is the prototypical example of a topological insulator: Haldane
showed [138] that an integer quantum Hall state can be realized without any external
magnetic field on average, but just by arranging complex hopping parameters on a hexag-
onal lattice. The arrangement of the parameters is such that nearest-neighbour hoppings
are real and only next-nearest-neighbour hoppings are complex. The corresponding non-














∆AB c†ici , (6.1)
where Φij are phases and ∆AB is an energy difference between both sublattices of the
hexagonal lattice (see below).
Before investigating the role of interactions in such a system we will first give an intro-
duction to the experimental realisation of the Hamiltonian (6.1) by the Esslinger group [23]
followed by a discussion about the topological properties of the Haldane model. Following
this, interactions are turned on in the model and we study the associated heating effects
by using the Floquet-Boltzmann equation. Ultimately we present results that predict how
a corresponding system changes its temperature or entropy, respectively, as a function of
time [238]. Within the present chapter we mainly focus on the calculation of scattering
effects, i.e., on the right-hand side of the Floquet-Boltzmann equation. Effects due to
inhomogeneities are discussed in chapter 7.
6.1. An experimental realisation of the Haldane model with
ultracold atoms
The experimental realisation of the Haldane model was recently achieved with fermionic
ultracold atoms in a periodically modulated optical potential, see Ref. [23]. The novel
aspect of this experiment was that the desired complex next-nearest-neighbour amplitudes,
see Eq. (6.1), were obtained by - literally - shaking the optical lattice. Nevertheless, the
basis for these achievements was the prior realisation of an artificial form of graphene by
means of cold atoms combined with a hexagonal optical lattice [68,300]. In this section we
summarize the journey from a static hexagonal lattice to this realisation of the Haldane
model by driving. While we aim to focus on the (non-interacting) theory describing the
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Figure 6.1.: Schematic of the hexagonal lattice employed in realising the Haldane model in
Ref. [23]. (a) Every tunnelling amplitude Jj (JAj ) is associated with a corresponding lattice vector
vj (uj). Note that we choose JAj = JBj . (b) The respective phase of a complex hopping strength
is defined along the direction of the respective vector in this figure.
system, we remain close to experimental details: all parameters employed throughout this
section are also effectively used in the respective experimental realisation, see Refs. [68]
and [23]. Moreover, we largely follow the same notations as in Ref. [23] and its associated
supplementary material.
6.1.1. Artificial graphene with cold atoms
In this section we will introduce the static artificial graphene system by a theoretical
description and by giving experimental parameters, which extend their validity also to the
driven setup. The experimental details are collected from Refs. [23,68,300] and associated
supplementary materials, and more information can be found therein.
The starting point is a 2D lattice geometry1 which is generated by three retro-reflected
laser beams of wavelength λ = 1064nm. Two of the beams are at exactly the same
frequency and orthogonal to each other giving rise to a chequerboard lattice of spac-
ing λ/
√
2. The third laser beam, running parallel to one of the two and being slightly
red-detuned, forms its own standing wave. Since the latter interferes with the former
chequerboard, this gives rise to an entire zoo of potentially realisable two-dimensional lat-
tice structures. One of these structures is the honeycomb lattice which is familiar from,
e.g., graphene [301]. Conventional graphene can be understood as a triangular lattice
with a basis of two atoms per unit cell. In contrast, the present honeycomb lattice is
distorted, as shown by Fig. 6.1. Here, the two sites of the unit cell form two chequer-
board sublattices A and B with associated mutually orthogonal Bravais lattice vectors
u1 = λ(0.5,−0.5) and u2 = λ(−0.5,−0.5), respectively. Other relevant vectors connecting
lattice sites are u3 = λ(0, 1), v0 = λ(0.438, 0), v1 = λ(−0.062, 0.5), v2 = λ(−0.062,−0.5)
and v3 = λ(−0.562, 0). As can also be seen from Fig. 6.1(a), while vectors uj connect
points on the same sublattice, vectors vj connect points on different ones. Note that this
structure will eventually give rise to a quadratic Brillouin zone.
In the experiment, fermionic 40K atoms are loaded into the optical lattice of Fig. 6.1(a)
after being evaporatively cooled to about 0.2TF , where TF is the Fermi temperature.
The number of atoms used varies from 5×104 for a spin-polarised Fermi gas to about
2×105 for a balanced spin mixture. In the former case the atoms are all prepared in the
1 In fact, an additional laser beam is used for confinement in the third spatial direction. In typical
experimental situations parameters are chosen in such a way that different 2D layers are weakly coupled.
Here, however, we assume within our analysis that the third spatial direction is frozen out and that
the system truly follows a 2D description.
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|F,mF 〉 = |9/2,−9/2〉 Zeeman state, where F denotes the hyperfine manifold and mF
the magnetic sub-level of the respective potassium isotope. For the spin mixture half of
the atoms are prepared in the |9/2,−9/2〉 state and the other half are initialised in the
|9/2,−5/2〉 state. Note that in order to investigate non-interacting properties the first
setup is sufficient, as presented in the main text of Ref. [23], for instance. However, once
interaction effects are of interest - as they indeed are for the main part of this section
- a spin-mixture is required to ensure the occurrence of s-wave scattering between the
fermionic particles.
Furthermore, experimental parameters are chosen such that the optical lattice is deep.
This allows for a tight-binding description of the problem, see Sec. 2.1, capturing nearest-
neighbour (NN) and next-nearest-neighbour (NNN) hopping mechanisms only. Allowing
also for some energy difference, ∆AB, between both sublattices, the non-interacting system




























u+v0−uj ,σbu+v0,σ + h.c.
) ]
,
with σ being a spin index and a†u (b†u′) creates a fermion on sublattice A (B) at the cor-
responding position u (u′). The index j runs over all available corresponding bonds as
depicted in Fig. 6.1. As can be seen from Eq. (6.2), the amplitudes Jj correspond to hop-
pings between different sublattices, while JAj and JBj describe hopping strengths within
each sublattice. We choose that Jj is always real, but JA/Bj may be complex. We assume
further that J ′j = JAj = JBj , where complex phases are indeed equal but defined in oppo-
site directions with respect to the two sublattices A and B, see Fig. 6.1(b) and last line
of Eq. (6.2). Note that all hopping amplitudes are assumed to be independent of the spin
species.
We proceed by performing a Fourier transformation of the creation and annihilation


















−ik·u′ b†kσ , (6.4)
with (2pi/a)2 being the volume of the quadratic Brillouin zone and a= |u1|= |u2|=λ/
√
2
describes the length of the Bravais lattice vectors. It is straightforwardly shown that this


















where the quasimomentum part of the Hamiltonian can be written as
h(k) = hi(k)1+ hx(k)σx + hy(k)σy + hz(k)σz , (6.6)
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with σx,y,z being the Pauli matrices and individual coefficients read as














































hx(k)2 + hy(k)2 + hz(k)2
]1/2
. (6.11)
In the experiment two static versions of this model can be achieved: either only nearest-
neighbour hoppings are present, or fermionic particles are allowed to hop to their next-
nearest neighbours with purely real tunnelling amplitudes. For the remainder of the this
chapter we assume the former situation to hold for all our theoretical discussions. The
reason is two-fold: first, a reduction of the number of relevant parameters simplifies the
problem. (Note that the main results of this chapter do only depend quantitatively on
this choice.) Second, experimentally a spinful, interacting system was indeed studied
with the simpler set of parameters, as discussed in the supplemental material of Ref. [23].
To be precise, in the experiment the hopping strengths to nearest neighbours were set
to J/~ = J0,1,2/~ = 2pi×172 Hz, and J3 = 0. All next-nearest-neighbour hoppings, on
the other hand, were frozen out, i.e., J ′j = 0. Additionally, also the on-site energy off-
set between the two sublattices was put to zero, i.e., ∆AB = 0. With such choice of
parameters Eqs. (6.7)-(6.10) simplify even further. The resulting 2D band structure of
Eq. (6.11) is shown in Fig. 6.2(b). The characteristic Dirac points can be calculated to
reside at momenta k±D = ±4pi3λ (0, 1). Note that the discrepancy between these position
and the one in typical graphene [301] again stems from the distortion of the honeycomb
lattice in the present case. Furthermore, the total bandwidth of the static system can be
calculated to be D = 6J . While this static system was experimentally already subject to
earlier studies [68, 300] the ultimate goal in order to simulate the Haldane model was to
accomplish complex next-nearest-neighbour tunnelling amplitudes. How this is achieved
by means of periodic shaking is outlined in the following section.
We conclude this section by making an important side remark: Note that the Hamilto-
nian (6.2) fails to capture the weak harmonic confinement potential that is present in most
cold atom experiments, see Sec. 2.1. This approximation is maintained throughout this
chapter, rendering the system with a discrete translation symmetry. Eventually, however,
we will investigate how the interplay of interactions and lattice inhomogeneities gives rise
to transport phenomena in a periodically driven version of Eq. (6.2), see Ch. 7.
6.1.2. Periodic lattice modulation
The Haldane model was realised experimentally in the Esslinger group by means of shaking
the optical lattice. In the following, we will therefore present the general description of
having a lattice Hamiltonian as in Eq. (6.2) paired with some external driving at frequency
Ω. To this end, we keep the discussion general in the following sense: we assume that
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J ′j = JAj = JBj and that all hopping amplitudes Jj , J ′j are real. Note that this section is
inspired by as well as complementary to the supplemental material of Ref. [23].
In the experiment2, the lattice position is periodically modulated in the plane of the
lattice itself. The motion of the lattice is along the two orthogonal axes (ex, ey) (cf.










Ωt− ϕ) ey) . (6.12)
Here, the amplitude is chosen such that a certain combination of experimental parameters
and natural constants is kept at a fixed value, i.e., K0 = αmΩλ/(2~) = 0.7778, with
m being the mass of a 40K atom. As can be seen from Eq. (6.12), the phase-shift ϕ
determines both the aspect ratio of the elliptical trajectory (linear for ϕ = 0, pi and circular
for ϕ = ±pi/2) as well as its direction (clockwise for −pi < ϕ < 0 and anticlockwise for
0 < ϕ < pi).
Generally, such a periodic shaking of the lattice leads to an acceleration of all atoms.
The time-dependent, homogeneous force associated with this acceleration is given by
F(t) = mr¨(t). Clearly, this force is periodic in time, F(t) = F(t+ T0), due to the periodic
shaking. Consequently, in the frame of reference that is comoving with the lattice a spa-
tially constant inertial force Flat(t) = −F(t) = −mr¨(t) is felt by the atoms. Considering
the general lattice Hamiltonian (6.2), the presence of the force changes this Hamiltonian
in the following way







where for brevity we used that ci = ai (bi) for i ∈ A (B) and ri = u (u + v0) is the
corresponding lattice site vector (cf. Eq. 6.2). Of course, the Hamiltonian (6.13) is time-
periodic due to the external modulation, H(t+ T0) = H(t). Note, however, that H is not
translationally invariant any more. It is therefore convenient to view the force as emerging




sin(Ωt)ex + sin(Ωt− ϕ)ey
]
, (6.14)
according to Flat(t) = ∂tA(t). One can then use this vector potential in order to find the
gauge transformed Hamiltonian H ′ = U †HU−i~U †∂tU , where the unitary transformation
is given by U = exp[i∑i(A·ri)c†ici]. Then, the second term of Eq. (6.13) is cancelled by the
second term of the unitary transformation restoring the property of discrete translational
invariance. At the same time, a generic hopping term of the original lattice Hamiltonian














Jij(t) c†icj , (6.15)
where the indices i, j run again over all lattice sites, and we defined rij = ri − rj being
the vector that connects both sites. It is now understood that every tunnelling term of
Eq. (6.2) transforms as shown in Eq. (6.15), where hopping strength and lattice vectors
need to be identified accordingly. Moreover, on-site terms of the Hamiltonian, as given by
the first line of Eq. (6.2), are left unchanged by the gauge transformation. Note that in
the following we will simplify notations by omitting the apostrophe of H ′ and will refer to
H(t) as the gauge transformed Hamiltonian of the shaken lattice.
2 Note that for the remainder of this chapter the notion ’the experiment’ refers to the experimental work
of Ref. [23].
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So the sole consequence of the periodic modulation of the lattice is the modification of
all hopping amplitudes by complex phases in form of an associated vector potential A(t).
This leads to a description of the system by a Hamiltonian that is structurally identical
to Eq. (6.2) but contains complex hopping amplitudes that depend periodically on time,
i.e., Jj(t + T0) = Jj(t) and J ′j(t + T0) = J ′j(t). In fact, it is convenient to represent the
phase factor appearing in Eq. (6.15) in a different form such that the hopping strengths
can be written as
Jj(t) = eizj sin(Ωt+φj)Jj and J ′j(t) = e
iz′j sin(Ωt+φ′j)J ′j , (6.16)






iφj = vj · ex + vj · ey e−iϕ ,
ρ′j e
iφ′j = uj · ex + uj · ey e−iϕ ,
and ρj/j′ ≥ 0. Note that all objects in (6.16) and (6.17) are defined for a hopping process
of a particle that was initially placed on sublattice A. The quantities above are determined
according to the direction of corresponding lattice vectors as given in Fig. 6.1, i.e., zj = zj,A
etc. When considering a hopping process that starts on the sublattice B the direction of
the lattice vectors is reversed (cf. Fig. 6.1 and Eq. (6.2)), i.e., vj → −vj and uj → −uj ,
leading to ρj eiφj = ρj,A eiφj,A = −ρj,B eiφj,B , etc. Thus, it follows that ρj = ρj,A = ρj,B
and φj = φj,A = φj,B + pi.
Since the Hamiltonian of the shaken system is time-periodic, H(t+T0) = H(t), we desire
ultimately a Floquet analysis of the problem as discussed in Sec. 2.2. The advantage of
bringing the time-dependent hopping strengths into the form of Eq. (6.16) is that they
can be easily decomposed into their frequency Fourier modes. This is done by means of
the Jacobi-Anger expansion, eiz sin(θ) = ∑n(−1)nJn(z)e−inθ, where Jn describes the nth
order Bessel function of the first kind with property J−n = (−1)nJn. All time-periodic




e−inΩt (−1)n Jn(zj) Jj e−inφj (6.18)
Consequently, the oscillating terms Hn of the non-interacting, periodically driven Hamilto-
nian, H(t) = ∑ e−inΩtHn, can be straightforwardly identified using Eqs. (6.2), (6.15) and
(6.18). In short, in order to find H(t) one simply replaces all hopping strengths appearing
in Eq. (6.2) by respective variants of Eq. (6.18). The explicit expressions for Hn can then
be simply read off. In addition, by performing a position-space Fourier transformation
identical to the one presented in Eqs. (6.3)-(6.5) all oscillating parts of the Hamiltonian
can be written in terms of k-dependent 2×2 matrices (cf. Eq. (6.6))
hn(k) = hn,i(k)1+ hn,x(k)σx + hn,y(k)σy + hn,z(k)σz , (6.19)











3The discrepancies between the formulas presented here, Eqs. (6.20)-(6.23), and corresponding ones in
the supplemental material of [23], arise due to a few of reasons: first, we correct a typo in the formula
for hn,i. Second, the frequency Fourier transformation presented in [23] is inconsistent with the one
given here in the sense that both differ by n→ −n. Third, we believe that the formulas in [23] need to
experience a mapping k → −k in order to be consistent with the presented Fourier transformation of
momentum space.
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2 δn0 , (6.23)
where the index j again runs over all corresponding nearest or next-nearest neighbour
sites, respectively. Also, recall that J ′j = JAj = JBj and that all tunnelling amplitudes
of the static system are real. Note that Hn(k) can be found from hn(k) according to
Eq. (6.5).
Obtaining the Haldane model from a first-order Magnus expansion
We continue by performing a first-order Magnus expansion of the problem, see Sec. (2.2.3),
and set the parameters as discussed above (J/~ = Ji/~ = 2pi × 172 Hz, J ′i = 0,∆AB = 0).
Experimentally, such an expansion is justified by tuning the driving frequency larger than
all other energy scales of the problem. For now, we set Ω = 2pi×1080Hz ≈ 6.3J , which
was also used in the experiment studying a spinful, interacting system [23].
Applying the above set of parameters the components of the Hamiltonian given by
(6.19) simplify to hn = hn,xσx + hn,yσy. Substituting this form into the expressions of
Eq. (2.61), i.e., the zeroth and first order term of the Magnus expansion, one finds that
the corresponding effective Hamiltonian can be written as






















≡ heffx σx + heffy σy + heffz σz .
So while the off-diagonal elements of heff(k) are given by renormalised static contributions,
i.e., heffx = h0,x and heffy = h0,y, the periodic drive imposes an additional term that is
proportional to σz. By using the explicit expressions for hn,x and hn,y from Eqs. (6.21)
















where we introduced J˜n,j = JjJn(zj), φij = φi − φj and vij = vi − vj . One then realises
that vj1j2 always corresponds to a lattice vector ±uj (see Fig. 6.1). Thus, one can rewrite




















where it is understood that the v-indices j1, j2 are uniquely determined by uj .
Upon substituting expression (6.26) into Eq. (6.24) and using explicit expressions for
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Figure 6.2.: (a) Brillouin zone associated with translationally invariant lattice shown in Fig. 6.1.
The two Dirac points are indicated by blue crosses. The dotted line marks the kx = 0 cut through
the Brillouin zone. (b) Band structure of static graphene-like system given by Hamiltonian (6.2)
and J ′i = ∆AB = 0, etc. (see text). (c) Floquet band structure of periodically driven system,
where gaps open at Dirac points. The driving frequency is Ω = 6.3J .
where J˜j = J˜0,j and the sum index runs over possible sites connected by vj or uj , re-
spectively. Comparing Eq. (6.27) to the discussion of the static lattice model above, see
Eqs. (6.6)-(6.10), leads to a couple of crucial observations: first, the next-nearest hopping
strengths of the driven system are the same as in the static case but normalised by a Bessel
function4, i.e., Jj → J˜j = JjJ0(zj). Second, the term proportional to σz purely caused by
the driving corresponds to next-nearest-neighbour hopping of the particles. Most impor-
tantly, one realises that the hopping strength J˜ ′j must be identified with a purely imaginary
part of a NNN-tunnelling amplitude of a corresponding static lattice Hamiltonian (6.2),
i.e., J˜ ′j = Im[J ′j ]. Hence, one can indeed realise to first order in 1/Ω a (honeycomb) lattice
Hamiltonian that contains real nearest-neighbour and imaginary next-nearest-neighbour
hopping amplitudes, which is nothing but the Haldane model of Eq. (6.1) (with ∆AB = 0).
Note that since the on-site energy shift is not affected by the gauge transformation, see
Eq. (6.15), an initial non-zero sublattice shift ∆AB can be trivially added to the effective
Hamiltonian of Eq. (6.27), i.e., heffz → heffz,∆ = heffz + ∆AB2 , allowing for a deliberate breaking
of inversion symmetry (see below).
The band structure of the effective Hamiltonian is then also calculated using Eq. (6.11),
and is shown in Fig. 6.2 for a circularly shaken lattice with ϕ = pi/2. One clearly sees
that the additional complex hopping amplitudes open a gap at the previous Dirac points.
The size of the gap is ∆G/~ ≈ 2pi × 50Hz. Moreover, the entire band structure changed
slightly in shape due to the renormalisation of the static hoppings. The total bandwidth
of the effective Hamiltonian is given by D/~ = 2∑j J˜j/~ ≈ 2pi× 892Hz. In fact, the most
prominent consequence of the complex hoppings is not solely the presence of the band gap,
but rather the emerging topological properties and related phenomena. So having shown
that driving a static honeycomb lattice can indeed lead to the realisation of the Haldane
model, we will investigate its properties in the next section, Sec. 6.2.
We close this section by making an important remark. Despite the fact that the de-
scription of the system in terms of the effective Hamiltonian (6.27) captures the physics
of the system well in a non-interacting environment, it has a huge drawback: energy non-
conserving processes cannot be treated with a simple Magnus expansion or by its resulting
effective Hamiltonian (see Sec. 2.2). Since our goal is to add interactions to the descrip-
tion of this section, and to eventually apply the Floquet-Boltzmann equation (5.74), we
ultimately need to find Floquet eigenstates and quasienergies.
4 Such renormalisations in terms of Bessel functions are very typical for shaken lattices. In fact, one of
the pioneering Floquet realisations with cold atoms already proved this effect experimentally [55].
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6.2. Topological properties of the Haldane model
In the previous section, we conceptually showed in much detail how the model Hamilto-
nian (6.1) with complex next-nearest neighbour hopping amplitudes can be engineered by
means of periodic driving. In the present section, we elaborate on some of the peculiar
properties of this system. First, it is apparent from Fig. 6.2 that the Haldane model de-
scribes a gapped system. It therefore describes an insulator, assuming that the system
is half-filled. Nevertheless, the main characteristics of the model only reveal themselves
when going beyond a mere analysis of the bandstructure: the Hamiltonian (6.1) in fact
features topologically distinct phases of matter [138]. Hence, the Haldane model repre-
sents a ’Chern insulator’ with topological charge given by the Chern number [195]. As
shown in Sec. 3.4, non-zero Chern numbers are the reason for an emerging quantised Hall
conductance in the context of the integer quantum Hall effect. We therefore emphasize
that such a quantum Hall state is also described by the Haldane model but without any
external magnetic fields and associated Landau levels [138]. Complex NNN-tunnelling
amplitudes, see Fig. 6.1(b), evoke a structure of staggered fluxes that sum to zero over
the total unit cell, hereby encoding the quantum Hall effect as an intrinsic property of the
respective band structure.
In the following, we discuss specific topological properties of the effectively engineered
Haldane model, see Eq. (6.27). For more general details about topological matter we
refer the reader to Secs. 3.4 and, in particular, 8.1 (and references therein). Moreover, a
detailed view on the (integer) quantum Hall effect can be obtained from, e.g., Ref. [197]
(and references therein).
6.2.1. Berry-phases and Chern numbers
In order to study the effects of topology in the Haldane model we consider Berry curvatures
as given in Sec. 3.4. Using the respective definition for the Berry connection of Eq. (3.54)
the Berry curvature (3.54) can be written as







with |uνk〉 being eigenstates of the effective Hamiltonian (6.27) and ν denoting the band
index. If the Hilbert space of the considered system is finite, the expression (6.28) can
generally be brought into an equivalent but numerically more accessible form [96], which
in the present two-band case reads as5










where ν = {−,+} with ’−’ (’+’) indicating the respective lower (upper) band, cf. Fig. 6.2,
and ν¯ = +(−) when ν = −(+). The Berry curvatures can now be readily computed, where
the numerical advantage of Eq. 6.29 stems from the fact that the U(1)-freedom of every
eigenstate drops out by construction. In Fig. 6.3(a) we show such Berry curvatures of the
bottom band, Ω−, evaluated over the entire first Brillouin zone (cf. Fig. 6.2(a)). Here, we
vary the phase-shift ϕ as well as the on-site energy offset ∆AB, leading to a gapped band
5 Note that Eq. (6.29) can be straightforwardly extended to a full Floquet version by replacing the band
index of the effective model by a band index of the extended Floquet space.
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Figure 6.3.: (a) Berry curvatures associated with bottom band of effective Hamiltonian (6.27)
evaluated over first Brillouin zone (cf. Fig. 6.2(a)) for four different situations either breaking
TRS or IR. (b) Topological phase diagram of the Haldane model realisation (6.27). Number labels
indicate integrated Berry curvatures of corresponding representations in (a).
structure in every case. At the same time, corresponding Chern numbers can be computed





dk Ων,xy(k) . (6.30)
So indeed, for parameters of ϕ = pi/2 and ∆AB = 0 the lowest band of the Hamiltonian
is topologically non-trivial, describing a topological Chern insulator with C = +1, see
Fig. 6.3(b). For some other configurations, however, conventional insulators are found. In
order to understand this behaviour it is favourable to interpret ϕ and ∆AB as parameters
that break time-reversal symmetry (TRS) or inversion symmetry (IS), respectively. So
while breaking the inversion symmetry only yields trivial insulating states at half-filling,
time-reversal symmetry breaking causes a gap that separates bands with non-zero Chern
numbers. The gap size in the latter case is easily evaluated from Eq. (6.27) assuming
that the positions of the Dirac points, k±D = ±4pi3λ (0, 1), remain stable. Here, it holds that
heffx (k±D)=heffy (k
±













with ∆maxT /~ ' 0.3J/~ ' 2pi×50Hz being calculated using Eq. (6.26), etc. When both
symmetries are fulfilled, i.e., ϕ = ∆AB = 0, the system maps to a renormalised gapless
Dirac system as depicted in Fig. 6.2(b).
In contrast, when both symmetries are broken, i.e., ϕ 6=0 as well as ∆AB 6=0, a topological
phase transition must take place to connect topologically distinct regions in parameter
space characterized by Chern numbers C. The topological phase diagram is shown in
Fig. 6.3(b). Note that right on the transition line where the topological phase transition
takes place, one of the Dirac points is required to become gapless. Once IS is explicitly
broken, the total band gap results from a competition of ∆AB and the gap emerging from
breaking TRS, i.e.,
∆±G '
∣∣∆AB ±∆maxT sin (ϕ)∣∣ . (6.32)
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(a) (b)
Figure 6.4.: Experimental results verifying the successful simulation of the Haldane model. (a)
Topological phase diagram obtained by measuring the fraction of atoms that change to the upper
band after a Bloch cycle (see text). (b) Measured differential drifts or anomalous velocities as
a consequence of Berry curvatures. Over a full Bloch cycle a net contribution can only emerge
if Berry curvatures of bottom band carry the same sign around both Dirac points, i.e., when
C = ±1. Note that Chern numbers are reversed compared to Fig. 6.3, which results from an
alternative definition of the Berry curvature in Ref. [23] including an additional minus sign. Taken
from Ref. [23].
Note that the sign change results from the fact that the sine-function in Eq. (6.31) is
mapped to − sin(·) when considering the Dirac point at k−D. Thus, the phase transition
line is expected to reside at ∆AB ' ∆maxT sin(ϕ). Note that we elaborate on the connection
between symmetries and topological states from a different point of view in Sec. 8.1, where
we also explain in more detail the necessity of closing band gaps during topological phase
transitions.
Experimental verification of the successful realisation of the Haldane model was obtained
by measuring gap sizes as well as by directly observing Berry phase effects [23]. In order
to map out the topological phase transition line of Fig. 6.3 the associated closing of an
energy gap was detected by means of evoking Landau-Zener transitions [68]. To this end,
using a magnetic field gradient atoms are accelerated by a constant force inducing Bloch
oscillations. After one full Bloch cycle the fraction of atoms in the upper band, ξ, is then
determined from a specific band-mapping procedure [23]. Generally, a vanishing energy
gap leads to a significant enhancement of the upper band population. Here, ξ becomes
maximal for ∆±G = 0. Experimental data [23] for a corresponding phase transition line is
given in Fig. 6.4(a).
Nevertheless, the closing of an energy gap cannot provide sufficient proof for the exis-
tence of a topological phase transition. To this end, the effect of Berry curvatures (6.28)
were directly measured in the experiment [23]. As seen in the previous section, Berry
curvatures are expected to change the semiclassical equations of motion, see Eqs. (5.55)
and (5.56) (cf. [199,295]). For a force F which leaves the local system unchanged causing
only Bloch oscillations, the velocity v of a particle in band ν carrying quasimomentum k
is then given by
vk,ν(r) = ∇kεk,ν −Ων · F(r, t) , (6.33)
where Ω is a matrix with entries given by Eq. (6.28). Most interestingly, the second term
of Eq. (6.33) produces an anomalous velocity, i.e., a contribution to v that is perpendicular
to the direction of the applied force. In the experiment, a net drift in the x-direction is
measured as a response to a force applied along y after a full Bloch cycle. The results of
such measurements [23] are shown in Fig. 6.4(b). Here, it is convenient to introduce a ’dif-
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ferential drift’ D which describes the difference of two drift results from equal but opposite
forces. For example, choosing ϕ = pi/2 and ∆AB = 0 the lowest band produces positive
Berry curvatures, see Fig. 6.3(a), which leads to a negative drift for a force pointing along
the positive y-direction. In contrast, for a parameter choice that describes a conventional
insulator, C = 0, the drifts due to both Dirac points are expected to cancel each other
over a full Bloch period. In other words, this detection scheme measures the anomalous
Hall response of the system. Note that this effect will be the central subject of study in
chapter 7.
Lastly, we note that while topological properties are largely irrelevant for the follow-
ing discussion on heating effects, they do play a major role in the next chapter where
we consider an inhomogeneous Floquet realised Haldane model. Moreover, creating this
Haldane model by Floquet techniques on a finite geometry will lead to corresponding edge
channels consistent with the integer quantum Hall effect. How such edge states depend
on interactions, i.e., heating effects in the Floquet system is left as an open question.
6.3. The Floquet realised Haldane model with weak interactions
6.3.1. Model and parameters
In this section, we present a theoretical analysis of interaction effects in the Haldane model
discussed in the previous sections. To this end, we add to the periodically driven lattice





with U being the interaction strength and niσ = a†uiσauiσ (niσ = b
†
ui+v0,σbui+v0,σ ) on the
A (B) sublattice, respectively. Here, we require the model to become spinful, as other-
wiese an on-site interaction mechanism of type (6.34) would be prohibited for fermions
due to Fermi-statistics. As discussed in Sec. 5.1, such an interacting Floquet system is
bound to heat up as time evolves, and therefore cannot be sufficiently described by an
effective Hamiltonian deduced from a Magnus expansion as presented in Sec. 6.1. Thus,
we ultimately require a full Floquet description of the problem, see below.
To achieve such an interacting Haldane model experimentally, a repulsively interacting
Fermi gas being composed of a spin mixture is loaded into the optical honeycomb lattice
discussed above. While in Ref. [23] mainly the non-interacting spinless case was consid-
ered, the authors also briefly studied the spinful limit. Here, they indeed tried to look
at the interplay of interactions and periodic modulations for a balanced spin mixture of
|9/2,−9/2〉 and |9/2,−5/2〉 states of 40K (see Sec. 6.1.1). In order to make our analy-
sis as approachable as possible regarding the experiment performed, we continue to use
experimental parameters and the experimental lattice geometry as presented in Sec. 6.1
throughout this section: J/~ = J0,1,2/~ = 2pi×172 Hz and J3 = J ′j = ∆AB = 0. In addition
we set ϕ = pi/2, thus describing a situation where the ground state is in the topological
phase with Chern number C = +1 (see Sec. 6.2). Moreover, we only consider the case of
a translationally invariant system at half filling.
Our ultimate goal is to capture the interplay of periodic driving and interactions by the
Floquet-Boltzmann equation (5.74). As outlined in Ch. 5 we require two conditions for
this approach to be applicable:
1. Since the Floquet-Boltzmann equation is based on a perturbative treatment, we
require weak interaction strengths. For the present lattice model this puts an up-
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per bound to the value of U , which should not exceed the order of the hopping
strength, i.e., max(U) ∼ O(J). Consequently, this approach cannot be applied to,
e.g., fermionic Mott-insulating states, as studied experimentally in [23].
2. The central aspect of the Floquet-Boltzmann formalism is the clear separation of
time scales. Here, the time scale set by the driving frequency ought to be much
smaller than times representing changes triggered by interactions. It is therefore
required that Ω U .
Another aspect of the Floquet-Boltzmann equation is that all Hartree corrections are
assumed to be absorbed into the original Hamiltonian by a appropriate renormalisation
of single-particle energies. So in order to clarify what precise Floquet system needs to
be solved, we discuss a potential Hartree correction to the non-interacting Hamiltonian
first. In fact, it turns out that the Hartree correction only gives tiny contributions. An
imbalance of particles on the sublattices leads to an oscillating term of the form ∆AB(t) ≈
cU cos(Ωt), where c depends on the occupation function of all states. It was found that
c . 0.2 for a ground state as discussed above. The Hartree contribution therefore remains
small compared to all other terms for values of U . J . The single-particle gap, for
example, changes only by 0.2% for U = J and c = 0.2. We will therefore neglect the
Hartree correction in all calculations in the following. This considerably simplifies the
numerical efforts, since the scattering matrix elements W on the right-hand side of the
Floquet-Boltzmann equation (being essentially the overlap of different Floquet states)
do not depend on time. Thus, these matrix elements only have to be computed once.
Furthermore, this approximation implies that the dependence of U can be absorbed into
a redefinition of the time, see below.
To determine the Floquet eigenstates and quasienergies it is therefore sufficient to di-
agonalize the matrix representation of the non-interacting Floquet Hamiltonian given in
its general form by Eq. (2.40). In the present case the Floquet matrix is readily built by
using the expressions (6.19)-(6.23), which yield
HFnm(k) = hn−m(k)− nΩδnm1 , (6.35)
with hn = hn,xσx + hn,yσy, etc. By numerically diagonalizing this Floquet Hamiltonian,
i.e., solving the Floquet eigenvalue problem in the extended space, one obtains the Floquet
states |φk,ξ〉〉 and quasienergies εk,ξ, see Eq. (2.37). Recall from Sec. 2.2.2 that a rigorous
truncation of the Floquet matrix is often practicable due to the condition ΩNf  Emax,
where Nf is the largest Floquet index before truncation and Emax corresponds to the
largest energy scale of the undriven system. In the present case it holds that Emax = D =
6J , with D being the total bandwidth (see Sec. 6.1.1). Because driving frequencies are
typically selected to be larger, e.g., Ω = 6.3J , Nf can be indeed chosen on the order of one.
We have checked that for driving frequencies of Ω/~ & 3J/~ ≈ 2pi×500Hz it is sufficient
to keep track of a few Floquet modes only, i.e., Nf ≥ 3. So once Floquet eigenstates
and quasienergies are found, all quantities entering the Floquet-Boltzmann equation can
be calculated numerically exactly (within the presented approximations). Nevertheless,
the FBE is in general still an integro-differential equation for the occupation function of
Floquet states nk,ν that is typically non-trivial to solve.
6.3.2. Heating rate and quasiequilibrium
We start by considering the full Floquet-Boltzmann equation given by Eq. (5.74). Fur-
thermore, we assume that the system can indeed be described by a time-dependent lattice
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Hamiltonian of type (6.2) imposing a translationally invariant situation. An immediate
consequence of this property is the vanishing of all terms involving spatial derivatives
on the left-hand side of Eq. (5.74). This applies to the spatial derivative of the Flo-
quet occupation function nk,ξ itself as well as to all remaining Berry-phases corrections.
Consequently, the Floquet-Boltzmann equation is reduced to the simplified form of
∂t nk,ξ,σ(t) = Icoll[nk,ξ,σ(t)] . (6.36)
Note that because the non-interacting driven part of the system is independent of the
spin and, since the interaction part of Eq. (6.34) conserves the spin, it holds that the
occupation function of both spin species is identical for the chosen initial configuration,
i.e., nk,ξ,↑(t) = nk,ξ,↓(t) = nk,ξ(t).
While an interacting time-independent system preserves energy, the collision integral of
the Floquet-Boltzmann equation allows for a violation of energy conservation in a discrete
fashion, see Eq. (5.71). It is this very property that shall be the focus of our investigations
now: how does the interacting Haldane model heat up over the course of time. In order to







(2pi/a)2 εk,ξ nk,ξ,σ(t) , (6.37)
where the factor 1/2 arises due to the fact that there are two lattice sites per unit cell.
Here, εk,ξ are the quasienergies of the non-interacting Floquet Hamiltonian (6.35), the sum
index ξ indicates Floquet states of the first Floquet-zone only (see Sec. 5.2.2) and the sum
over spins yields a global factor of 2 due to the argument above. The corresponding heating









(2pi/a)2 εk,ξ n˙k,ξ(t) . (6.38)
Note that we assumed ∂tεk,ξ ≈ 0, because we neglect the potential time-dependence of
quasienergies arising from Hartree corrections as in the discussion above. Hence, the heat-
ing rate is fully determined by the temporal change of the Floquet occupation functions.
One can make progress now by realising that this variation over time is described by
the simplified Floquet-Boltzmann equation (6.36). So using the explicit expression for the

















δ(εk,ξ + εq1,µ − εq2,λ − εq3,η + nΩ)
× 12 (2pi/a)








Note that in order to obtain this result one exploits some symmetry properties of the
scattering rates: since the integration is over all momentum indices, one can conveniently
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Figure 6.5.: Schematic of two-particle collision processes for (a) the energy conserving case (n = 0)
and (b) the energy violating case (n = 1). The energy bands are shown along the diagonal of the
quadratic Brillouin zone, see cut along kx = 0 in Fig. 6.2(a) (dashed line). Scattering is indicated
by arrows from initial states (black) into final states (blue/red). Parameters of the system are as
described in the main text (Ω = 6.3J = 2pi×1080Hz).
where the latter expression follows from the principle of microscopic reversibility of transi-
tion rates. Using Eq. (6.40) one straightforwardly finds the form of Eq. (6.39). Indeed, the
energy changes in quanta of nΩ determined by the Floquet matrix elements Wn. Note,
however, that Wn with |n| ≥ 2 cannot contribute to Eq. (6.39) as |εkξ| ≤ Ω/2 (see also
Sec. 5.5).
As discussed above, Floquet states entering the matrix element W as well as quasiener-
gies are readily calculated from the non-interacting Floquet Hamiltonian (6.35). The
Floquet occupation functions nk,ξ are then determined from the solution of the Floquet-
Boltzmann equation. This is in general a formidable task due to the integro-differential
structure of the latter together with the multi-dimensional integrals appearing in the colli-
sion integral (5.71). Nevertheless, the problem can be dramatically simplified in situations
where one can identify yet another separation of time scales. Considering the expression
for the heating rate (6.39) there exists two types of scattering processes: either energy
is conserved during a collision with n = 0, or the scattering violates energy conservation







the heating rate (6.39) can be calculated with a strongly reduced (numerical) effort. The
nature of the two processes of Eq. (6.41) is depicted in Fig. (6.5). Note that this additional
separation of time scales is indeed given by the chosen experimental parameters, where
both rates differ by much more than an order of magnitude, see Sec. 6.3.3 below.
The essence of Eq. (6.41) is now the following: if energy-violating processes occur only
rarely, the system behaves like a time-independent interacting system within a time win-
dow of τvio. In such systems scattering processes lead to an equilibration of the system.
Condition (6.41) implies that the system undergoes many energy-conserving collisions be-
fore the energy is changed. Hence, the system equilibrates locally in time at a certain
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where µ(T ) is generally determined from the condition that the total number of particles
remains constant. For the chosen set of parameters, though, the system is equipped with
a particle-hole symmetry, and therefore µ(T ) = 0 for all temperatures and times. Note
also that we set kB = ~ = 1 for convenience, with kB being the Boltzmann constant. The
situation in which condition (6.41) holds and the occupation function can be approximated
by (6.42) is called quasiequilibrium, since the temperature still varies as a function of time.
The huge advantage of Eq. (6.42) for practical implementations is that all dependences
of the occupation function on respective quantum numbers are approximately reduced to
a single, yet time-dependent parameter: the temperature T (t). Thus, to leading order
in τvio/τcon, we can replace all occupation functions in the expressions for the heating
rate, Eqs. (6.38) and (6.39), by Fermi functions of type (6.42), i.e., n(t) → n0(T (t)).





≈ Γ(T (t)) . (6.43)






Γ(T ′) , (6.44)
where we introduced the specific heat c(T ) = de/dT .
In summary, under condition (6.41) we do not have to solve the coupled integro-
differential equations given by the Floquet-Boltzmann equation in order to obtain nk,ξ(t).
Instead, it is sufficient to calculate the heating rate Γ and the quasienergy per lattice site
e as functions of temperature in combination with solving a simple one-parameter differ-
ential equation given by Eq. (6.43). The quasienergy density is straightforwardly obtained
using Eq. (6.37), once the quasienergies are known. The heating rate (6.39), however,
is determined by a high-dimensional integral that might remain numerically demanding.
Lastly, we remark that the general notion of a ’temperature’ for periodically driven sys-
tems is actually quite subtle. The reason being that the Floquet zone is not uniquely
defined, see Sec. 2.2. We therefore demand a definition of the Floquet zone such that all
quantities are maximally conserved. The temperature T used throughout is then under-
stood to refer to this quasienergy setting. In the present, weakly interacting case where
also the driving frequency is large, the Floquet zone is safely fixed by the single-particle
picture of the bands, see Figs. 6.2 and 6.5, together with an initial (thermal) many-body
state preparation.
6.3.3. Numerical aspects
In order to calculate heating rates given by Eq. (6.39) the multi-dimensional integrals
need to be solved. In this section we elaborate upon the technical aspects of calculat-
ing this general expression. First, we introduce the algorithm that approximates the
multi-dimensional integral. Then, we will argue numerically why the quasiequilibrium
assumption of Eq. (6.42) is indeed a good one.
Multi-dimensional momentum integral
Generally, the task to numerically solve a multi-dimensional integral can be very demand-
ing. For the present example, we need to evaluate an integral over four momentum indices,
where every index is d-dimensional, yielding in total 4d degrees of freedom. The situation
is simplified by physical constraints of having momentum as well as energy conservation
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Figure 6.6.: Graphical illustration of discretisation of momentum and energy space (see text).
(a) Continuous Floquet bands of first Brillouin zone (cf. Fig. 6.2). (b) Brillouin zone is discretized
by a 20×20 mesh. Here, energy discretization is chosen to be ∆ε = Ω/90. Note that grid lines of
(a) mark the discretisation islands of (b).
(up to multiple integers of G and Ω, respectively). These conservations are represented
by respective δ-functions in, e.g., Eq. (6.39). The remaining 2d = 4 integrals are, however,
generally still challenging. To this end, we introduce a discretisation of momentum as well
as energy by letting
k → bk/∆ke∆k = (i∆k, j∆k) and ε → bε/∆εe∆ε = l∆ε , (6.45)
with ∆k,∆ε being discretization steps, i, j, l ∈ Z and bxe denotes the nearest integer
function. The effect of such a discretisation on the bandstructure of the present Floquet
Haldane system (isotropic lattice parameter choice and Ω/2pi = 1080 Hz) is seen in Fig. 6.6.
Here, we discretise the first Brillouin zone, see Fig. 6.2(a), by a 20×20 mesh, i.e., ∆k =
|G|/20 = pi/(10a), and rounded associated parts of the quasienergy bands to multiples of
ε/2pi = 12 Hz ≈ 0.07J . Note that it is in fact advantageous to have a quadratic Brillouin
zone resulting from the distorted honeycomb lattice, see Fig. 6.1.
Assuming a discrete nature of momenta and energies appearing in an expression such
as Eq. (6.39), all integrals are converted into summations, i.e.,
∫
dk → ∑i,j ∆k. At the
same time, delta-functions representing momentum and energy conservation transform as
δ(k) → 1∆kδiδj and δ(ε) → 1∆εδl, respectively. The algorithm to calculate corresponding
multi-dimensional integrals is determined by the following steps:
1. For a given pair of incoming momenta (k,q1), a list of all allowed scattering events
including their associated energies is created. These scattering events are determined
considering that momentum is conserved up to multiples of the reciprocal lattice
vector G.
2. The list of scattering events is filtered according to the energy constraint. For cal-
culating heating rates this corresponds to rejecting all elements from the list except
for the ones that change the energy by ±Ω.
3. Steps 1 and 2 are repeated for all possible (discretised) ingoing momenta (k,q1).
This reveals a complete list of relevant processes under the summation over incoming
and outgoing momenta.
4. For every entry of this complete list, the matrix element Wn (n = ±1 for heating
rates) as well as the statistical factor nξnµ(1 − nη)(1 − nλ) is calculated. The final
result is then obtained by summing over all these entries and weighting them by
associated factors (dk→ ∆k, etc.).
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Figure 6.7.: Numerically solved multi-dimensional integral appearing in a variant expression of
the heating rate Γ (see text). Results are shown (a) as a function of momentum discretisation for
different values of ∆ε and (b) depending on energy discretisation for various momentum grid sizes.
Dots are numerical data points. The temperature was set to T = J , but for n = ±1 discretisation
effects are indeed independent of T .
The calculated discretised integral can obviously not be exact, but is rather a function






Γ(T,∆k,∆ε) = Γ(T ) . (6.46)
In order to find a combination of ∆k,∆ε that approximates the true integral sufficiently
well, we calculate an object similar to the heating rate (6.39) for n = ±1, but with nΩ→ 1
for the factor outside the δ-function. We repeat the calculation for a range of discretised
momenta as well as energies. In doing so, we first fix a certain Brillouin zone discretisation
and vary ∆ε over a broad range. It is the aim to tune ∆k and ∆ε in such a way that
the considered quantity does not depend on ∆k/∆ε. To fulfil this condition we look
for stable plateaus in the object of interest calculated for different discretisation steps.
Results for a temperature of T = J are shown in Fig. 6.7, where the convergence of the
multi-dimensional integral is indeed confirmed.
First of all, when choosing ∆k too large, i.e., the Brillouin zone grid too coarse, no
convergence of the calculated integral is to be expected, as can be seen from Fig. 6.7(a).
Increasing the grid size to |G|/∆k ∼ 15 then allows for the desired convergence depend-
ing on the chosen energy spacing. Clearly, when the energy discretisation step becomes
comparable to the band width of a single band, rounding errors are dramatic and cannot
yield good approximate results. However, for ∆ε chosen smaller than this extreme limit,
as considered in Fig. 6.7, one finds that results converge quickly for Ω/∆ε ∼ 10.
A surprising observation is that for a sufficiently small momentum grid size of, e.g.,
|G|/∆k = 16, calculated values of the integral appear to be stable over a broad range of
energy discretisations, Ω/∆ε ∼ O(10) − O(100), see Fig. 6.7(b). In fact, the reason for
this is that for cases of n = ±1 scattering processes are supported by the entire Fermi sea.
Here, most of the individual scattering processes contribute in a similar way and details
of the states are not significant in a qualitative sense. So despite the fact that the list
of scattering events (see point (3) above) decays linearly in length with decreasing ∆ε,
which is straightforwardly understood from probabilistic arguments, there is still enough
statistics ’surviving’ from (3) to approximately fulfil Eq. (6.46), even for very small values
of ∆ε compared to the momentum grid, Ω/∆ε  |G|/∆k. We checked that the plateau
shown in Fig. 6.7(b) extends to discretisations of about Ω/∆ε ∼ 1000.
Moreover, the same Fermi sea argument can be used to explain the heating rate’s sensi-
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tivity on the discretisation as a function of temperature: since all particles of the Fermi sea
contribute to heating, the quantitative discretisation step discussion above applies likewise
to arbitrary temperatures. We also checked this numerically. However, the situation is
fundamentally different when energy conserving processes, n = 0, are considered. Here,
the scattering at low temperatures, T  J , is dominated by states near the Fermi surface
due to the respective form of Fermi functions. This additional selection of states leads
to a strong sensitivity of a sufficient discretisation on temperature. While within this
chapter we are solely interested in heating rates, the n = 0 case will be relevant in Ch. 7.
There, however, the stability of calculations is guaranteed by demanding at least moderate
temperatures of T ∼ J .
For the actual calculation of heating rates Γ in this chapter, we choose the same dis-
cretisation as used in Fig. 6.6, i.e., ∆k = |G|/20 = pi/(10a) and ∆ε = Ω/90 = 2pi×12 Hz.
Note again that choosing ∆ε as small as possible is numerically beneficial, since it re-
duces the amount of total scattering processes that need to be considered. In general, we
trust that for the respectively chosen parameters discretisation errors are negligible up to
uncertainties on the percent level ∼ O(1%), cf. Fig. 6.7.
Applicability of the quasiequilibrium approximation
We have to check whether experimental circumstances can ever allow the separation of
scattering time scales (6.41). Ultimately, all generic Floquet systems heat up to infinite
temperature. Thus, we compare the ratio of the scattering rates averaged over all bands


















δ(εk,ξ + εq1,µ − εq2,λ − εq3,η − nΩ)
× δ(k + q1 − q2 − q3 − αG) ,
where n = 0 corresponds to an energy-conserving process and n = ±1 denotes a pro-
cess that violates energy conservation by absorbing or emitting a photon of energy Ω,






So to check whether condition (6.41) is indeed fulfilled we apply the numerical technique
presented above in order to obtain the averaged scattering rates W0,W±1. In Fig. 6.8
we show numerical values for the ratio (6.48) as a function of the driving frequency Ω.
For the smallest experimental values of about Ω ≈ 2pi×1000 Hz one observes that the
energy conserving processes dominate by about two orders of magnitude, which justifies
the approximation of Eq. (6.41) with high precision. As will be discussed in more detail
below, the ratio vanishes for a certain value of the frequency, Ωmax/2pi ≈ 1778.5 Hz,
and all two-particle processes violating energy conservation die out with (Ωmax − Ω)3 for
Ω→ Ωmax, see inset of Fig. 6.8.
6.3.4. Temporal behaviour of temperatures and entropies
Applying the technique presented in Sec. 6.3.3 to solve the multi-dimensional momen-
tum integral now allows for an explicit calculation of the heating rate (6.39). Note that
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Figure 6.8.: The ratio τcon/τvio of scattering times for energy non-conserving (W±1) and energy
conserving processes (W 0), see Eq. (6.48), plotted as a function of the driving frequency (Ω/2pi is
given in units of Hz). For large frequencies, Ω > 6J ≈ 2pi×1000Hz energy conserving scattering
dominates by several orders of magnitude. Inset shows a double-logarithmic plot. Ratio dies out
as Ω→ Ωmax ' 1778.5Hz (see text).
throughout this section we refrain from varying the lattice parameters of the system and
stay with the isotropic choice made above. In Fig. 6.9 the heating rate Γ(T ) is plotted
as a function of temperature for different driving frequencies Ω. First of all we note that
all calculated heating rates follow (in dimensionless units) Γ  1. This yields already
a good self-consistency check for the applicability of the chosen approximations. To be
more specific, one observes that all heating rates show the qualitative same behaviour: Γ
starts out at some maximal value at T = 0 and then approaches Γ = 0 for T → ∞. The
initial plateau of the heating rate (see inset of Fig. 6.9) can be linked to the band gap of
the Haldane model which is given by about ∆G ≈ 0.3 J for Ω = 2pi×1080 Hz. As long as
the temperature is not of the order of ∆G, the system cannot bridge the gap and, hence,
the heating rate (along with all other quantities) is unaffected up to exponentially small
corrections. Once the temperature is considerably larger than the band gap, the heating
rate starts to drop. To analyse the limit T → ∞, it is useful to realize that in situations




where Γ+ is defined by the terms in Γ proportional to W+1 and Γ− contains the terms
proportional to W−1. Recall that Wn = 0 for |n| ≥ 2. Eq. (6.49) follows from the property
of Fermi functions (6.42) that for ξ + µ − η − λ = Ω it holds that
n0η n
0
λ (1− n0ξ) (1− n0µ) = n0ξ n0µ (1− n0η) (1− n0λ) eΩ/T . (6.50)
Using Eq. (6.49) the heating rate is given by Γ = Γ+ − Γ− = Γ−(eΩ/T − 1). In the high
temperature limit, i.e., for T  Ω, eΩ/T can be Taylor expanded and one obtains
Γ(T ) ∝ 1
T
, (6.51)
as is also confirmed by the numerical results shown in Fig. 6.9.
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Figure 6.9.: Heating rate per lattice site (in units of 1/U2), see Eq. (6.39), plotted against
dimensionless temperature T/J , with J = 2pi×172Hz being the hopping amplitude of the isotropic
Hubbard model at hand. Different curves describe different driving frequencies Ω, ranging from
5J = 2pi · 864 Hz to 8.8J = 2pi×1512Hz, see legend. The inset shows a double logarithmic plot
indicating different regimes.
While the heating rate Γ drops for increasing temperatures according to Eq. (6.51),
it also decreases rapidly for increasing driving frequencies, as can be seen from Fig. 6.9.
The reasons for this are two-fold: first, the matrix elements W±1 drop for increasing Ω
with W±1 ∝ 1/Ω2 for Ω→∞. In fact, this can be simply understood from perturbation
theory as presented in Sec. 3.2.3, where it is shown that Floquet eigenstates decay with
1/Ω in Floquet space (for Ω → ∞). Second, the phase space for two-particle scattering
with energy transfer ±Ω vanishes due to the restrictions on energy conservation. As
denoted above, since every quasienergy is restricted to the first Floquet-zone, |εk,ξ| ≤
Ω/2, the maximal energy that can possibly be absorbed during a two-particle collision is
max(∆E) = 2D(Ω), with D(Ω) = maxk,ξ εk,ξ −mink,ξ εk,ξ being the total bandwidth of
the two Floquet bands of the first Floquet zone. Considering Fig. 6.5(b), this corresponds
to a process that brings two particles at the bottom of the lower band simultaneously to
the top of the upper band. It is now clear that as soon as the driving frequency exceeds
the energy needed for this process, i.e. Ω > 2D(Ω), heating is no longer supported
by the formalism presented here. So approaching this threshold Ωmax = 2D(Ωmax) and
expanding around the band minimum and maximum, one obtains the following behaviour
for the heating rate
Γ(Ω) ∝ (Ωmax − Ω)3 , (6.52)
for Ω→ Ωmax and Ω < Ωmax. We also checked the validity of Eq. (6.52) numerically, see
Fig. 6.8, where within our model we obtain Ωmax = 2pi×1778.5 Hz.
Again, as for Ω > Ωmax two-particle scattering cannot contribute to heating, one has
to consider higher-order scattering events for a proper analysis of this regime. In general,
the matrix elements of these higher-order processes are expected to be small (at least for
at most moderate interaction strengths) due to a further reduced overlap of corresponding
Floquet states. We, hence, remark that increasing the driving frequency might be useful to
bring the system into a prethermal regime where interactions do play a role with respect to
the existing Floquet band structure, but at the same time heating might be suppressed on a
time scale set by higher-order scattering processes. Such prethermalizing Floquet systems
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Figure 6.10.: Specific heat per lattice site, c(T ), plotted as function of dimensionless temperature
T/J for a driving frequency of Ω = 6.3J = 2pi×1080Hz. The inset shows the corresponding entropy
per lattice site (kB = 1).
have only recently been considered in different circumstances, e.g., in Refs. [79, 92,262].
Having discussed the heating rate as a function of time, one can now proceed by solving
the simple equation (6.44). To this end, the heat capacity is determined from






















with β = 1/T being the inverse temperature. Since the specific heat (6.54) solely depends
on the quasienergies, it can be calculated in a straightforward fashion. Fig. 6.10 shows the






T for T  ∆G
T 2 for ∆G < T < J
1
T 2 for J  T
. (6.55)
For T → 0 the specific heat is exponentially suppressed due to the band gap ∆G as already
discussed for the heating rate. Note that we have checked that over the investigated
frequency range, 5J <Ω<9J , the band gap does not close and, thus, the system remains
in the same topological state throughout. When the temperature becomes larger than the
gap, but is still small compared to the bandwidth of a quasienergy band, i.e., ∆G < T < J ,
the specific heat is dominated by the (gapped) Dirac cones near kD = ±4pi3λ (0, 1). Hence,
the system is approximately described by a Dirac equation [301] and c(T ) grows with T 2.
Here, notice the fundamental difference between the behaviour of the heat capacity in this
regime and the heating rate: while the former is dominated by a Fermi surface effect, Γ
is mostly insensitive to the specific details of the band structure. For large temperatures,
T  J , the specific heat changes its behaviour and one obtains c(T ) ∝ 1/T 2.
Finally, using Eq. (6.44) and having numerically calculated the heating rate Γ as well
as the specific heat c, we can directly compute the temperature as a function of time.
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Figure 6.11.: Dimensionless temperature T/J of the interacting system as a function of time t
for different driving frequencies Ω (Ω = 2pi×864, . . . , 1512Hz). Curves are defined corresponding
to the legend of Fig. 6.9. The inset clarifies the fact that the temperatures undergo two distinct
regimes before rising with exponential speed, cf. Eq. (6.56).
We assume Ti = 0 as the initial temperature. The results are shown in Fig. 6.11 for
different values of the driving frequency Ω. Because of the piecewise behaviour of c given
by Eq. (6.55) as well as the discussed dependence of the heating rate on T (see Fig. 6.9),
also the temperature shows three distinct regimes as a function of time:
T (t) ∝

ln(1/t)−1 for T (t) ∆G
t1/3 for ∆G < T (t) < J
eαt for T (t) J,Ω
, (6.56)
where α is a factor that depends, e.g., on the driving frequency. Due to the exponential
suppression of c(T ) for T → 0, initially T (t) rises very rapidly as 1/ log(1/t) for T (t) being
small compared to the band gap ∆G. This is followed by T (t) ∝ t1/3 for ∆G < T < J
as can be seen from the inset of Fig. 6.11. Because the curvature of the curves will have
to change, there is an approximately linear intermediate regime before the temperature
eventually starts to grow exponentially T (t) ∝ eαt for T  Ω. The latter behaviour is
immediately obtained from Eq. (6.43) by considering the results of Eqs. (6.51) and (6.55),
i.e., Γ ∝ 1/T and c ∝ 1/T 2, for T  J,Ω, and also confirmed numerically, see Fig. 6.11.
Moreover, the strong dependence of Γ on the driving frequency Ω propagates also into
a similar behaviour of the temperature T (t). For instance, when the driving frequency
comes close to its ’critical value’, i.e., Ω → Ωmax, the prefactor α in Eq. (6.56) decreases
rapidly, α ∝ (Ω max−Ω)3, see Eq. (6.52). This in turn enforces a strong slow down of the
heating.
In ultracold atom experiments, however, it is not trivial to determine the temperature
of the system. A way to circumvent this issue is often that the entropy is measured, which
is a much more accessible observable for these kind of experiments. The reason being that
the entropy remains approximately constant when all optical lattices and interactions are
slowly switched off. These processes are often necessary to extract the desired information
from the experimental system. In fact, also in the experiment by Jotzu et al. such an
entropy measurement was performed (see extended data section of Ref. [23]). We therefore
show in Fig. 6.12 also the entropy as a function of time. Here, the entropy was calculated
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Figure 6.12.: Entropy per lattice site (i.e., per particle) as a function of time for different driving
frequencies Ω (= 2pi×864, . . . , 1512Hz), see legend of Fig. 6.9. The solid curve (Ω = 6.3J =
2pi×1080 Hz) is the typical frequency used in the experiment by Jotzu et al. [23]. Gray shaded













T (t) , (6.57)
respectively. Due to the exponential rise of T with time, see Eq. (6.56), the entropy (per
lattice site) approaches its T →∞ limit with exponential speed
S(t) ≈ ln(4)− κ e−2αt for t→∞ , (6.58)
with κ being a prefactor depending on the system settings. Note that the maximally
attainable value for the entropy per lattice site is ln(4), since for the system at hand - a
spinful, fermionic lattice model at half filling - there exist only four possible microscopic
configurations, i.e., {0, ↑, ↓, ↑↓}.
6.4. Discussion and Conclusion
In this chapter, we have successfully applied the Floquet-Boltzmann equation to a Floquet
realisation of the Haldane model. Here, the main result describes the behaviour of the
system’s temperature as a function of time. Ultimately, periodically driven closed quan-
tum systems heat up to infinite temperature due to the absence of energy conservation.
Our calculations presented in Sec. 6.3.4 have shown that for experimentally relevant pa-
rameters, as used in Ref. [23], this heating effect can be quite strong on typical time-scales
of the experiment ∼ O(10ms). For example, we consider the situation where driving the
system at a frequency of Ω=6.3J=2pi×1080Hz and having moderate interaction strengths
of U =J . In this case, the entropy per site rises from 0.5 kB ln(4) to 0.75 kB ln(4) within
∆t ≈ 18/J ≈ 20ms, as seen from Fig. 6.12. This is in fact short compared to typical
loading times ∼ O(100ms) used in the experiment of Ref. [23], revealing the importance
of the heating effects.
Nevertheless, a direct quantitative comparison with experimentally observed heating
rates by Jotzu et al. is not possible. In Ref. [23] results are presented for rather large
140
6.4. Discussion and Conclusion
values of the interaction strength, U = 10J (U = 20J). This means that the system was
experimentally investigated close to (or in) the Mott insulating regime, which is far beyond
the applicability of our approach. Another aspect neglected by us is that a finite coupling
between two-dimensional layers of atoms was present in this experiment. Moreover, in
order to be able to describe experimental heating rates and associated behaviour of the
system, it would also be necessary to treat the harmonic potential present in the experi-
mental setup. This additional confinement is expected to lead to inhomogeneous heating
as well as to heat transport through the trap. We will investigate this more complex
situation in the next chapter, see Ch. 7.
We further note that the entropy growth of only a few kB/s reported in Ref. [23] seems
to be rather small in comparison to the values calculated by us in Sec. 6.3.4, where small
initial entropies were assumed. We believe that these discrepancies are mainly explained
by the fact that experimental entropies per lattice site were rather high on a scale set by
ln(4). Indeed, studies of the non-driven artificial graphene system [300] revealed entropies
per particle of 1.5 kB ≈ kB ln(4) and 2.5 kB ≈ 1.8kB ln(4) before and after loading the
atomic cloud into the optical lattice, respectively.
We have shown that moderate changes of the driving frequency can be used to effectively
gain control over the amount of heating in the system. Here, heating by two-particle
collisions is fully absent if Ω is tuned to larger values than twice the total bandwidth. In
these cases higher-order processes, which are not included in our present analysis, need
to be taken into account (see also discussion in Sec. 5.5). However, these effects are
generally expected to be highly suppressed due to the Pauli principle forbidding three
particles to reside on the same lattice site. However, increasing the driving frequency does
not only cause a suppression of the heating mechanism, but likewise reduces all other
effects associated with the periodic modulation. For example, the gap of the present
simulated Haldane model scales with 1/Ω for large Ω. To be concrete, increasing the
driving frequency from say 6.3J ≈ 2pi×1080Hz to Ω ≈ 10.3J ≈ 2pi×1800Hz, where
two-particle processes are completely suppressed, reduces the band gap 0.3 J to 0.15 J .
Lastly, we remark that the results discussed in this chapter do not depend qualitatively
on the parameter choice of the underlying lattice model. A corresponding numerical study
of an alternative set of parameters (where, e.g., J ′j 6= 0) is presented by the author in the
appendix of Ref. [238]. Again, what is expected to have a strong qualitative effect on
the physics of the system is the presence of inhomogeneities. This will be subject of
our investigations in the following chapter. Here, we will start to couple the topological




7. Transport in an inhomogeneous
Floquet-engineered Haldane model
Understanding the mechanisms and properties of transport in many-body systems such
as solids has been a long-standing question in the field of condensed matter systems. In
fact, due to an enhanced controllability and implementability of designed non-equilibrium
quantum system (such as ultracold atoms in optical lattices) finding appropriate transport
descriptions is of more relevance than ever. As shown in previous chapters, semiclassical
descriptions in terms of Boltzmann equations are powerful tools to capture the dynamics
of (weakly) interacting many-body systems. Conventionally, such Boltzmann equations
and variants thereof are very successful in estimating electric charge as well as heat con-
ductivities and associated transport properties [217]. Nevertheless, in spite of their already
simplified form compared to a full quantum description (cf. Ch. 4), Boltzmann equations
quickly become numerically difficult to solve in the presence a spatial inhomogeneities.
However, these are precisely the scenarios in which transport is generated either by some
external force acting on the particles or by internal mechanisms, such as a spatially non-
uniform density profile giving rise to diffusion.
Recently, many experiments with ultracold quantum gases were conducted in order
to study many-body transport properties [302]. Examples encompass, among others, the
measurements of universal spin-transport aspects in strongly interacting Fermi gases [303],
the study of light-cone-like spreadings of correlations in many-body systems [13] and
the observation of quantized conductance [304]. Moreover, the transport and out-of-
equilibrium dynamics of a fermionic quantum gas in a Hubbard model was studied [14].
From a theoretical perspective, Boltzmann equations can also yield insights into aspects of
these specific transport scenarios [230]. Here, however, a Boltzmann-like approach needs
to be modified, since realisations with ultracold gases describe well isolated many-body
quantum systems, i.e., systems that are not coupled to an external bath. These systems are
typically characterized by spatially depending filling factors and energy densities, which
needs to be embedded in the formalism accordingly [230].
In this chapter, we will present transport properties of a quantum gas system that is in-
herently out of equilibrium. To be precise, we address the question of how currents develop
in a Floquet realised interacting Haldane model, as discussed in the previous chapter, in
the presence of an additional parabolic confining potential. Most crucially, while other
cold atom transport setups rely, for instance, on (quantum) quenches [13, 14] or on atom
reservoir imbalances [304], transport properties of our proposal are fundamentally based
on Floquet heating effects. In a static version, the system would simply remain in a cor-
responding equilibrium state. Including the external periodic drive, however, allows for
a development of temperature gradients in the trap and for the emergence of associated
currents. Most interestingly, since the underlying system is a quantum Hall state with
non-trivial topological properties, see Sec. 6.2, the expected currents are bound to show
anomalous effects. The study of this anomalous Floquet-Nernst effect, i.e., of the anoma-
lous particle flow as a response to the presence of temperature gradients, is the central
objective of this chapter (see, e.g., Ref. [305] for a discussion of a non-Floquet version of
this effect). In other words, the investigations presented within this chapter are grounded
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on three fundamental aspects: macroscopic transport due to diffusion, intrinsic heating
owing to Floquet scattering processes and Berry phase effects related to the anomalous
Hall effect.
Inspired by the formulation of hydrodynamics for cold atom systems by Mandt [230],
we develop a transport formalism based on the previously derived Floquet-Boltzmann
equation, see Ch. 5, to capture the physics of the system of interest. At first, we will
introduce the setting by expanding the periodically driven system from the previous chap-
ter to the presence of an additional parabolic confining potential. Following this, we will
present a systematic derivation of a set of diffusion equations which describe the system
in its hydrodynamic limit in terms of particle and energy densities. At the same time,
we explain how Berry phase corrections can be incorporated into the formalism. Then,
we give a detailed description of associated conductivities and diffusion constants can be
obtained numerically before discussing the Floquet-Nernst effect quantitatively as well as
qualitatively at the end of this chapter.
7.1. Confining potential and local density approximation
As indicated in Sec. 2.1, optical potentials for cold atoms provide confinement due to the
intensity profile of the employed laser beams. For experimentally relevant cloud sizes, the
additional confinement is harmonic to good approximation. In the previous chapter, we
discussed consequences of interactions for a Floquet realisation of the Haldane model. We
now extend the above used formalism by incorporating the external parabolic potential.
To this end, we first modify the initial static non-interacting lattice Hamiltonian Hlat
given by Eq. (6.2) such that






describing the parabolic potential by shifting on-site energies accordingly (cf. Eq. (2.16)).
Here, V0 = mω2/2 is an energy density, with m being the mass of the trapped particle and
ω is the associated trapping frequency, and ri denotes respective lattice positions. Note
that we assume the trap to be rotationally invariant. Moreover, all lattice parameters
of the homogeneous lattice Hamiltonian are the same as stated in the previous section,
J/~ = 2pi×172Hz, etc. The central objective of this chapter is to eventually study the
interplay of Berry phase effects and Floquet heating mechanisms. Therefore, we choose
ϕ = pi/2 and ∆AB = 0 to consider a non-interacting system deep in the quantum Hall
regime with C = +1, see Sec. 6.2. Also, we further continue to assume an applied driving
frequency of Ω = 6.3J = 1080Hz.
In the following, we crucially assume that the external potential is shallow which al-
lows for a treatment within the local density approximation (LDA) [65]. The essence of
this approximation is that the system is presumed to be locally translationally invariant
such that (quasi)momentum is still a good quantum number. For equilibrium situations,
the effect of the potential is then incorporated by simply shifting the chemical potential
according to
µ → µ(r) = µc − V (r) = µc − V0 r2 , (7.2)
where µc corresponds to the value of the chemical potential at the center of the trap. For
the present case of a particle-hole symmetric Haldane model we set µc = 0 (cf. Sec. 6.3).
The key advantage of the LDA is that all information can be obtained from a diagonali-
sation of the homogeneous lattice Hamiltonian Hlat in combination with Eq. (7.2).
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Most importantly, the LDA is preserved when activating the external periodic drive:
implementing the drive by globally shaking the entire lattice as done, e.g., in Ref. [23]
the external potential acquires no time dependence in the co-moving frame of the atoms,
cf. Sec. 6.1.2. This allows for a straightforward application of the LDA also within the
Floquet description of the problem. Therefore, all methods and tools developed in the
previous chapters to obtain Floquet eigenstates and quasienergies of the non-interacting
Floquet Hamiltonian identically carry over to the present chapter. The general strategy for
the interacting system is thus as follows: first, the non-interacting Floquet Hamiltonian
is solved in the same way as above. This has to be done only once for a given set of
parameters. Then, the inhomogeneities of the system are solely encoded on the level of
the Floquet-Boltzmann equation in combination with information about the initial state
of the atomic cloud.
We assume that such an initial state is described by an equilibrium state of the system.





that are characterised by an initial temperature Tini and by the spatially varying chemical
potential µ(r), see Eq. (7.2). Note that we use an initial temperature of Tini = 1.5J
throughout this chapter. The fact that the initial equilibrium state is indeed given in
this from can also be understood from the following argument: every equilibrium state
must nullify the right-hand side of the Boltzmann equation, cf. Sec. 4.4. Hence, in order
for equilibrium to be present it must hold that F = ∇rµ, which is just a restatement of
Eq. (7.2).
Note, however, that within an interacting theory Hartree corrections need to be taken
into account, which renormalise the energies. For a particle-particle interaction type as
described by Eq. (6.34), this correction is given by Un(r), see Sec. 4.2.2. Here, n(r) =∑
ξ
∫
dk f0k,ξ(r) describes the spatially varying particle density (see below). The effective
force is therefore a combination of the external force, which results from the parabolic
confining potential, and a corresponding Hartree term, F = −∇rV − U∇rn. Thus, the
true initial equilibrium state is characterised by the effective chemical potential given by
µeff(r) = −V (r)− Un(r) ≈ −V (r) . (7.4)
Generally, the initial particle densities n(r) therefore need to be computed self-consistently
using the expression for µeff in Eq. (7.3) (see Ref. [230] for details). Nevertheless, through-
out this chapter we are mostly interested in interaction strengths that are at most of
moderate strength, U ∼ J , and we checked that for these situations Hartree corrections
are indeed negligible.
In summary, this section introduced a harmonic confining potential to the shaken hexag-
onal lattice model of the previous chapter. We claimed that this additional potential can
be dealt with employing an LDA treatment and that initial equilibrium states are found
accordingly. Having clarified these non-interacting aspects of the theory, we will now be-
gin to develop the effects of interactions associated with the presence of Vho building on a
Floquet-Boltzmann treatment in the next section.
1 Note that we relabelled the distribution function as nk,ξ → fk,ξ (compared to the notation of Ch. 5) in
order to not confuse the reader with the commonly used notation for particle densities n, see below.
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7.2. From Floquet-Boltzmann formalism to hydrodynamics
Considering the Floquet realisation of the Haldane model with weak interactions, as dis-
cussed in Ch. 6, and assuming that the LDA applies, allows for a natural treatment of the
system within a Floquet-Boltzmann equation approach, see Ch. 5. In contrast to the previ-
ous chapter, where the homogeneous Haldane system was characterised by the right-hand
side of the Floquet-Boltzmann equation, i.e., by the collision integral, now the spatial inho-
mogeneities activate also all terms on the left-hand side - including Berry phase correction
terms. Nevertheless, a treatment of the system within a full Floquet-Boltzmann equation
picture keeping track of every local Fermi function is practically impossible. Hence, the
idea is to simplify the problem by considering a set of quantities with much fewer degrees
of freedom [230], i.e., taking the hydrodynamic limit. To this end, one expresses the initial
Boltzmann equation as a set of coupled equations - the diffusion equations - describing the
flow of conserved quantities. For a typical ultracold atom setup, these conserved quantities
are the particle number and the total energy. While the latter is not fully conserved in
our Floquet setting, we will base the derivation on these two quantities. We stress that
the following systematic derivation of the diffusion equations is strongly inspired by the
work of Mandt [230]. Nonetheless, aspects of energy violation in terms of heating rates as
well as the discussion on anomalous effects are unique to the here presented work.
7.2.1. Continuity equations
The hydrodynamic or diffusive limit of the conventional Boltzmann equation given in Ch. 4,
see Eq. (4.85), emerges from the presumption of remaining close to thermal equilibrium at
all times [230]. This demands that the Boltzmann equation is dominated by the collisions
on the right-hand side, which prevents the forces to drive the system much out of the
equilibrium state. So while one still requires that interactions are not too large such that
a well-defined quasiparticle picture is applicable, see Ch. 4, interactions as well as particle
densities cannot be too small either in the spirit of the statement above. For the Floquet
case, see Ch. 5, the same requirements apply. In addition, one needs to keep in mind
that the Floquet-Boltzmann equation allows for energy nonconserving processes which
might drive the system quickly out of equilibrium - even for relatively small interaction
strengths. One therefore demands for the Floquet case that conventional equilibrium
processes dominate over those that violate energy conservation. This claim leads to the
notion of a quasiequilibrium as already discussed in Sec. 6.3.2.
We start by making the same quasiequilibrium ansatz for the occupation function as
above, see Eq. (6.42). Here, however, we add a small correction, because forces - be they
of mechanical or statistical nature - drive the system inherently out of equilibrium. We
write
fk,ξ(r, t) = f0k,ξ(µ(r, t), T (r, t)) + δfk,ξ(r, t) , (7.5)
where ξ is a Floquet band index that also encodes the spin information and δf describes
the small deviation from quasiequilibrium. The spatial dependence of the equilibrium dis-
tribution function f0 is a consequence of the inhomogeneity of the system and is captured
by a spatially varying temperature T (r) as well as chemical potential µ(r). We stress
again that the total occupation function f obtains its dynamics from an interplay of the
response to external forces as well as ’Floquet heating’ processes.
We now introduce the particle density n as well as the (quasi)energy density e associated
with the distribution function given by Eq. (7.5). We sometimes write these quantities
also in a combined way as n = (n, e). They are defined by an appropriate integration over
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(2pi)d εk,ξ fk,ξ(r, t) . (7.6)
The aim is to develop a formalism that describes the behaviour of the system in terms
of the quantities n and e instead of the occupation functions f . The reason for this
ambition is easily understood: the densities n(r, t) being functions of space and time only,
while the occupation number additionally depends on a large amount of quantum numbers
(momentum, spin, etc.).























= Γ(r, t) , (7.8)
where we omitted the dependence on the central coordinates (r, t) on the left-hand side for
convenience. Most importantly, it was used that the collision integral guarantees particle
conservation and only allows for Floquet heating under the quasiequilibrium assumption










(2pi)d εk,ξ Icoll[nk,ξ] = Γ(r, t) . (7.9)
Here, Γ is the heating rate as already encountered in Sec. 6.3.2, which now depends on
space r as well as on time t. In conventional situations, where interactions perfectly
conserve energy, one has Γ = 0. The presence of this energy violating contribution in the
Floquet case naturally complicates the discussion. Having said this, a non-zero Γ can also
trigger physical phenomena, such as heat currents, for instance. Indeed, the ultimate goal
of this section is to analyse effects that are fundamentally linked to a spatially dependent
heating rate.
Next, using the definitions of the local particle and energy densities, Eq. (7.6), one can
rewrite Eqs. (7.7) and (7.8) as






(Fk,ξ∇k + vk,ξ∇r) (f0k,ξ + δfk,ξ) , (7.10)






(Fk,ξ∇k + vk,ξ∇r) (f0k,ξ + δfk,ξ) + Γ(r, t) , (7.11)
where central coordinates have again been omitted for all objects appearing under the
momentum integral. We proceed by explicitly using the local density approximation as
discussed above: since the system is considered to be locally translationally invariant, it
holds that the quasienergy spectrum is time and space independent, i.e., ∂tε ≈ 0 and
∇rε ≈ 0. Therefore, one obtains for some of the Berry curvatures that Ωrr = Ωrk =
2 Note that for the lattice system at hand densities are given per lattice site. Thus, the correct normali-
sation of the momentum integrals appearing in Eq. (7.6) is (2pi/a)−d/2 (cf., e.g, Eq. (6.37)). The factor
of (2pi)−d must therefore be understood as a notational abbreviation.
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Ωrt = Ωkt = 0. The expressions for the forces F and velocities v including Berry phase
corrections then become (cf. Eqs. (5.55) and (5.56))
Fk,ξ(r, t) = F(r, t) and vk,ξ(r, t) = ∇kεk,ξ︸ ︷︷ ︸
≡v0k,ξ
−Ωξ,kk · F(r, t)︸ ︷︷ ︸
≡−vank,ξ(r,t)
, (7.12)
with v0 denoting the conventional velocity and van describes the anomalous velocity being
a direct consequence of non-zero Berry curvatures and therefore an intrinsic property of
the system (cf. Sec. 6.2). Often [199] the anomalous velocity is expressed in a different
but equivalent way as van =−F×Ω, where Ω=Ωξ,kxky eˆz for our 2D system at hand (cf.
Eq. (5.53)). Note further that F(r, t)=−∇V (r, t) has in principle a static part owing to
the external parabolic potential and a time-dependent Hartree contribution (see above).
Upon substituting the expressions of Eq. (7.12) into Eqs. (7.10) and (7.11) and using
the above described assumptions one eventually finds







v0k,ξ δfk,ξ + vank,ξ f0k,ξ
) ]
, (7.13)

















v0k,ξ δfk,ξ + vank,ξ f0k,ξ
) ]
+ Γ(r, t) .
To obtain these equations one needs to exploit a few properties: first, since fk and δfk are
periodic functions with respect to the Brillouin zone, boundary terms are absent leading
to
∫
dk∇kfk = 0 and
∫





v0kδfk. Third, despite the fact that the anomalous velocity
depends on the spatial coordinate r it does commute with the spatial derivative operator
∇r. The reason being that the divergence of the anomalous velocity is always zero for
the present 2D case, as can easily be shown3. In addition, we ignore terms that are cubic
in the force and/or in gradients, respectively, such as ∇rvank,ξδfk,ξ, etc., because they are
















k,ξ δfk,ξ , (7.15)



















where j0 denote conventional currents and jan are anomalous currents. With these defini-
tions one can reformulate Eqs. (7.13) and (7.14) as follows:
n˙(r, t) = −∇r
[
j0n(r, t) + jann (r, t)
]
, (7.17)
e˙(r, t) = −∇r
[
j0e(r, t) + jane (r, t)
]
+ F(r, t) j0n(r, t) + Γ(r, t) . (7.18)
This set of equations is a variant of celebrated continuity equations. We learnt above that
the divergence of the anomalous velocity in the present case is zero. In a true equilibrium
3Note that −∇rvank = ∇r(F ×Ω) = ijk∂kFiΩj = (∂xFy−∂yFx)Ωz = (∂y∂xV −∂x∂yV )Ωz = 0. Here it
was used that F = −∇rV and Ω = (0, 0,Ωz), see text.
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situation (δf = 0) Eqs. (7.17) and (7.18) are bound to vanish, and thus it holds that
∇jann =∇jane =0. Due to the fact that these currents (to lowest order) depend solely on f0,
i.e., represent an intrinsic property of the system, this condition remains approximately4
true even for δf 6= 0. Hence, we can write Eqs. (7.17) and (7.18) in the more simplified
and familiar form of
n˙(r, t) = −∇r j0n(r, t) , e˙(r, t) = −∇r j0e(r, t) + F(r, t) j0n(r, t) + Γ(r, t) . (7.19)
We stress that while the change of particle densities is solely determined from particle
currents, the energy evolution has additional contributions. Here, the energy currents are
accompanied by the ’Floquet heating rate’, Γ, as well as by a ’Joule heating’ term, Fj0n.
The latter represents the possibility of converting potential energy into kinetic energy and
vice versa. While anomalous currents do not (significantly) contribute to adjustments of
densities n in the present setup, they mark an important feature of the theory, which we
will discuss in Sec. 7.2.4 below. In order to simplify notations, however, we will neglect
them where allowed by virtue of Eqs. (7.19).
We conclude by remarking that the dynamics predicted by the Floquet-Boltzmann equa-
tion are equally captured by the continuity equations (7.19). Here, we assumed a slightly
perturbed quasiequilibrium situation of type (7.5). To make further progress, though, one
needs to calculate individual quantities of Eq. (7.19). Following the assumptions made
above, the heating rate Γ can be determined in exactly the same way as presented in
Sec. (6.3.2). The conventional particle and energy currents on the other hand demand the
knowledge of δf . To this end, we calculate these small deviations from a simplified version
of the Boltzmann equation presented in the next section.
7.2.2. The linearised Boltzmann equation
Generally, a full (Floquet-)Boltzmann treatment is very challenging, often impossible due
to its integro-differential structure. In cases, however, where the system is in a quasiequi-
librum, or is only marginally separated from equilibrium, the discussion of the problem
simplifies substantially (as already partially seen in Sec. (6.3.2)). For the present sit-
uation described by Eq. (7.5) one can consider a linearised version of the Boltzmann
equation [217,230].
We start by claiming that small deviations from an equilibrium position are mainly
determined by the dominant scattering processes. In other words, we assume that δf can
be solely calculated from energy conserving processes, i.e., n=0 in the Floquet-Boltzmann
equation, see Eq. (5.71). Indeed, this is consistent with the quasiequilibrium assumption










with β = 1/T being the inverse temperature (kB=1). Since δfk,ξ = fk,ξ−f0k,ξ is demanded
to be small, so is φk,ξ and one can linearise the Boltzmann equation with respect to this
quantity. Notice that the construction of (7.20) reflects the typical property that forces





4 Note that for a rotationally invariant system the divergence of anomalous currents vanishes exactly.
For the present case, where transport properties are expected to be different along x- and y-directions,
we checked that contributions from ∇jann and ∇jane are negligible for the discussion below.
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Now, the general goal is to find a corresponding lowest order representation of the
Floquet-Boltzmann equation (5.74). Using Eq. (7.20) one finds that the FBE is approxi-
mated as (
∂t + F∇k + v0k,ξ∇r
)
f0k,ξ = I lincoll[φk,ξ] , (7.21)
where I lincoll is a linearised version of the collision integral (5.71). Note crucially that
for the left-hand side one assumes fk,ξ ≈ f0k,ξ, since here already the mere equilibrium
distribution yields non-zero contributions. Furthermore, all Berry phase corrections have
been neglected in Eq. (7.21). In contrast, the right-hand side cannot solely depend on f0,
since the equilibrium distribution nullifies the collision integral. In order to linearise Icoll
one considers the statistical factor, see Eq. (5.71), which becomes[
fq2,ηfq3,λ(1−fk,ξ)(1−fq1,µ)− fk,ξfq1,µ(1−fq2 , η)(1−fq3,λ)
]
(7.22)













+ . . . ,
where all terms beyond linear order in φk,ξ have been ignored and ’. . .’ indicates terms
proportional to φq1,µ, etc., which are determined in the same way as outlined here for
φk,ξ. Note that the detailed balance condition (6.50) was used in the first line to eliminate
the zeroth order term and in the second line for rearrangement. The linearized collision
integral can thus be written as











φkξ + φq1µ − φq2η − φq3λ
)
, (7.23)





















with short-hand notations ∆k=k+q1−q2−q3 and ∆ε=k,ξ+q1,µ−q2,λ−q3,η. The collision
integral given by Eq. (7.23) completes the linearised form of the Floquet-Boltzmann equa-
tion (7.21). We stress again that the Floquet character of the description is partly gone,
because it does not allow for heating any more (n= 0). Nevertheless, the quasiparticles
are still assumed to be described by Floquet states. Therefore, the rates (7.24) are still
calculated from non-interacting Floquet eigenstates of the locally homogeneous Floquet
Hamiltonian. The biggest advantage gained by the procedure above is that the Boltzmann
equation has been reduced to a mere integral equation. This equation can therefore be
formally inverted to obtain an explicit expression for φk,ξ.
Before doing so, however, we briefly discuss the role of the spin index. So far, we
considered σ to be implicitly contained in the Floquet band index ξ. For the following
steps the spin needs to be taken into account explicitly, though. To this end, we assume
that the spin index is locked to the respective Floquet band label in the order (σσ¯σ¯σ),
where still σ¯ indicates the opposite spin of σ. It is in fact the latter property of not having
free sums running over the spin indices that makes the discussion of such important. Since
it is still presumed that quasienergies as well as Floquet states are spin-independent, the
only effect arises via some statistical weight of the scattering processes and one can re-





dk′ Mkk′,ξξ′,σσ′ φk′ξ′σ′ , (7.25)
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with M being defined according to Eqs. (7.23)-(7.24) and reads as











× [δkk′δξξ′δσσ′ + δq1k′δµξ′δσ¯σ′ − δq2k′δηξ′δσ¯σ′ − δq3k′δλξ′δσσ′] ,
where for momenta we employed the short-hand notation δkk′ = δ(k−k′), etc. Assuming
that the inverse of this matrix is known one can formally solve the linearised FBE of








































where we reabsorbed the spin index σ into the Floquet band index for notational brevity. In
the first line we neglect the temporal derivative ∂t, as it can be understood [230] as a second
order spatial derivative which we ignore within our discussion. Furthermore, we used that
∂f/∂T = (µ− ε)/T · ∂f/∂ε as well as ∂f/∂µ = −∂f/∂ε, and recalled that the spatial
dependencies of the equilibrium function are encoded in the chemical potential and the
temperature, (µ(r, t), T (r, t)). The corrections to the equilibrium state, δf=βf0(1−f0)φ,
are essentially the response to mechanical as well as statistical forces. In the following, we
will extract respective conductivities from these individual parts.
7.2.3. Generalized conductivities and diffusion equations
Knowing - at least formally - the explicit forms of δfk,ξ and φk,ξ, see Eqs. (7.20) and

















with σˆ defining the 2×2 matrix of generalised conductivities, where the individual com-
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The diagonal entries of σˆ, i.e., σn and αe, are typical particle and energy conductivities in
the following sense: the former measures the drift of particles as a response to an external
mechanical force F or some gradient in the chemical potential. The second describes the
energy flow as a consequence of a temperature gradient. The off-diagonal terms σe and
αn, on the other hand, represent the strength of thermoelectric effects, e.g., how much a
spatial variation of the temperature affects the particle flow. Note that all conductivities
given by Eqs. (7.29)-(7.32) are 2×2 matrices by themselves representing the two spatial
dimensions. All conductivities above are symmetric matrices with respect to the spatial
structure.
Ultimately, we desire a description in terms of particle and energy densities of the system
as outlined in Sec. 7.2.1. To this end, we need to perform the change of variables(
µ, T
) → (n, e) , (7.34)
which is established by the definitions for the particle and energy densities: here, we define
the temperature T and chemical potential µ for a given n in such a way that they produce
the correct densities when using f(r, t) = f0(µ(r, t), T (r, t)) in Eq. (7.6). We apply this
change of variables to the equation describing the currents above, see Eq. (7.28), as well
as interpret the conductivities as functions of n, i.e., σn(n), etc. Then, the continuity
equations (7.19) describe indeed a closed set of equations for n. Clearly, using the chain










This allows to establish ’susceptibilities’ [230] which relate the two sets of variables of























These susceptibilities describe the sensitiveness of n and e on changes in the chemical
potential or temperature, respectively (and vice versa for χˆ−1). Using the generalised
conductivities as well as the matrix of inverse susceptibilities we now introduce a matrix
of diffusion constants [230]






Finally, merging all parts of the discussion allows to re-write the continuity equations

























where n(r, t) and e(r, t) are understood as functions of space and time. The particle and
energy current densities, Eq. (7.15), are now expressed as
j0n(n) = σnF−Dnn∇rn−Dne∇re , (7.39)
j0e(n) = σeF−Den∇rn−Dee∇re .
Most crucially, we note that the diffusion equations (7.38) are a set of highly non-linear
differential equations. This nonlinearity is fundamentally rooted in the properties of the
collision integral (7.23). Before elaborating on a strategy to numerically solve this set of
equations in Sec. 7.3, we first comment on the role of the transverse currents as given by
Eq. (7.16).
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7.2.4. Transverse currents and anomalous transport effects
While the diffusion equations (7.38) only carry knowledge about the conventional current
densities given by Eqs. (7.39), transversal or anomalous currents can still be observed
macroscopically. Following the spirit of Eq. (7.28), we use van = −F × Ω, where Ω =


































and the momentum space Berry curvature Ωξ,kxky is given by Eq. (5.53). Here, the anti-
symmetric structure of σann/e is a direct consequence of Ωkxky =−Ωkykx . The conductivities
σann/e are also called ’Hall conductivities’, because they are responsible for the intrinsic
contribution to the anomalous Hall effect [199, 306, 307]. Note that while this intrinsic
contribution to the effect is based on the presence on Berry phases, it does not require
a non-zero Chern number as in the case of the integer quantum Hall effect, see Sec. 3.4.
Having said this, for T = 0 and µ lying in the band gap of an insulating material the
expression for σann,xy above coincides with Eq.(3.52) and the IQHE is recovered. In general,
the anomalous quantum Hall effect has three contributions: intrinsic, skew-scattering and
side-jump [307]. The latter two also emerge from a full semiclassical Botzmann equa-
tion treatment of the problem, but only at third order in corrections to the collision
integral [96, 307–310]. Within the here presented assumptions and approximations, we
therefore restrict the discussion to the contribution from Berry phases only. The anoma-
lous quantum Hall effect has been an intriguing effect in the field of condensed matter
systems, and consequently there exists an exhaustive list of literature on this topic. For
more details the reader is referred to, e.g., Refs. [96, 307] (and references therein).
In the following, we shall be solely interested in the macroscopic transport properties
that are associated with the anomalous currents. To be specific, we focus on the anomalous
particle current jann for now. By inspection of Eq. (7.40) one immediately realises that the
Boltzmann formalism predicts transverse currents that couple to external, mechanical
forces F only. Thermoelectric components as seen in Eq. (7.28) above are entirely absent,
which predicts a vanishing of anomalous currents as soon as F=0. Within the presented
formalism, this scenario is even expected to hold if there are non-zero statistical forces, i.e.,
gradients of thermodynamic quantities µ and T . This, however, contradicts results from
standard transport theory [217,305] where there exists a fixed relation between individual
microscopic transport coefficients. In other words, Eq. (7.37) describing the diffusion
constants would not be generally fulfilled.
To be precise, Eq. (7.40) would render an effect due to mechanical forces which is
distinct from such imposed by a gradient of the chemical potential. This violates the
Einstein relation, which states that both type of forces should be indistinguishable by the
system and their macroscopic properties [217, 305]. Similarly, the Mott relation typically
establishes a relation between particle (or electrical) and thermoelectric conductivities
[217,305,311]. The latter relation argues that if one can expect an anomalous Hall effect,
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then there should also emerge a similar effect in the presence of a temperature gradient,
which is known as the Nernst effect. This is not expected from the present expression for
jann , see Eq. (7.40). Nevertheless, the effect of Berry phases in thermoelectric transport
can be introduced such that Einstein and Mott relations continue to hold. To clarify this
we mainly follow the corresponding argumentation by Xiao et al. [305]. Complimentary
information can also be found in, e.g., Refs. [199,312–314].
The reason why only anomalous velocities emerge from a semiclassical Boltzmann ap-
proach is because the mechanical force exists already on the microscopic level and, hence,
is naturally encoded in the Hamiltonian. Statistical forces, on the other hand, only man-
ifest themselves on the macroscopic level and enter the description with the introduction
of statistical distributions of the particles [305]. So where do things go wrong then? It
turns out that the Boltzmann picture is too na¨ıve in the sense that it treats the quasi-
particles as structureless objects. To solve this issue one needs to take into account the
intrinsic magnetic moment as well as orbital magnetization. For an explicit calculation
and a detailed discussion of these quantities we refer the reader to Refs. [199, 295, 305].
Eventually, one finds (to lowest order) an expression for the total transport current density
which yields5 [305]












where we again introduced Ωξ(k) = Ωξ,kxky eˆz (cf. discussion below Eq. (7.12)). The first
term of Eq. (7.42) is the total current that also appears in the Boltzmann formalism above.
The second term is an additional Berry phase contribution which only contributes to the
anomalous current. Thus, after using the chain rule of differentiation followed by a few
steps of simplification the anomalous transport current takes the form




































which is the ’xy’-components of the anomalous thermoelectric conductivity, Eq. (7.43) can
be written in the simplified form














(−∇rT ) , (7.45)
where σann,xy is given by Eq. (7.41) and we will abbreviate jan,trn ≡ jann in the following.
It is obvious that with this definition of the anomalous current Eq. (7.28) also holds
for total currents, jn = j0n + jann . Note that the discussion can be straightforwardly
extended to anomalous energy currents [305]. Therefore, also the general validity of
Dˆ(n)= σˆ(n)χˆ−1(n) is restored together with conventional Einstein and Mott relations.
5Eq. (7.42) is already adjusted to our present 2D Floquet system with ~= kB =−e= 1, where e is the
electric charge.
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We want to conclude this section by remarking that the derived diffusion equations, see
Eq. (7.38), are in fact not altered by this discussion on anomalous currents. Since the
newly introduced term in Eq. (7.42) is proportional to a curl, possible contributions of
the form ∇rjann are nullified. So one can combine the results from the Boltzman equation
with the additional Berry phase modifications to establish a formalism that meets all
requirements for macroscopic transport - even in the presence of anomalous terms.
7.3. Numerical implementation of the diffusion equations
In the previous section 7.2 we have presented the analytical framework to analyse, e.g., the
dynamics of particles in a Floquet realised Haldane model in the presence of a parabolic
potential. The general strategy for practical purposes is therefore the following: first,
we aim at solving the diffusion equations (7.38). Once particle and energy densities are
known, we use n to calculate anomalous transport currents by means of Eq. (7.45) yielding
the emergence of an anomalous Hall effect or anomalous Nernst effect, respectively.
However, as pointed out above, the diffusion equation is a highly non-linear differential
equation which is generally impossible6 to solve analytically beyond its representation
in Eq. (7.38). So the diffusion equations need to be solved numerically. This section is
devoted to technical details of finding numerical expressions for all conductivities which
subsequently allows for solving the diffusion equations.
7.3.1. General procedure
Besides actually solving the diffusion equation (7.38), the majority of the practical afford
needs to go into converting all objects, which can be easily initialized for some combination
of µ and T , into functions of n. The general procedure performed by us involves a certain
number of steps which are summarized as follows:
1. At first, we calculate the scattering matrix M of the linearised Floquet-Boltzmann
equation, see Eq. (7.26), for a fixed set of µ and T using the same technical procedure
as described in Sec. 6.3.3. For more details see Sec. 7.3.2.
2. Next, inversion of the scattering matrix is performed to find M˜−1, see Eq. (7.33).
Here, one needs to pay special attention to zero-modes corresponding to physical
conservation laws of the system, as also discussed in Sec. 7.3.2. Subsequently, con-
ventional conductivities, see Eqs. (7.29)-(7.32), are straightforwardly obtained.
3. Repeating steps (1) and (2) for a grid of both the chemical potential and the tem-
perature then yields conductivities as a function of µ and T for a finite range. In
addition, in the limits of T→∞ and |µ|→∞ one can deduce values for σˆ(µ, T ) from
a semi-analytical treatment.
4. Anomalous conductivities are also determined from a finite µ−T grid in combination
with their asymptotic behaviour. Since these conductivities are simply intrinsic
properties of the homogeneous system, they can be easily computed, see Sec. 7.3.2.
5. At the same time, the local heating rates Γ are determined as a function of µ and T .
This calculation is identical to the one used in the homogeneous system described
in Sec. 6.3.
6 In fact, analytical progress can be made in situations where one is specifically interested in a high
temperature limit, see, e.g., Ref. [230].
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6. Finally, one introduces particle n(µ, T ) and energy densities e(µ, T ). Susceptibilities
(7.36) are then found by inverting these quantities, allowing for a conversion of all
conductivities into functions of n. Here, a n− en representation is actually convenient
to simplify the treatment of small densities. For details see Sec. 7.3.2.
7. Having completed all previous steps then allows for a straightforward calculation of
all diffusion constants Dˆ(n). These expressions combined with an explicit form of the
external force F complete the diffusion equations (7.38). Note that we approximate
the parabolic confining potential with a form that guarantees finite particle densities
at all positions removing issues of divergence near the edge of the trap, see Sec. 7.3.3.
8. Due to the fact that all objects are smooth functions of space and time the diffu-
sion equations can eventually be solved with relatively little numerical effort. We
therefore solve these differential equations with built-in functions of the programme
Mathematica. Lastly, found solutions then also allow to calculate anomalous cur-
rents indicating the presence of a Floquet-triggered macroscopic anomalous effect.
Results for varying parameters are discussed in Secs. 7.4 and 7.5.
7.3.2. Numerical calculation of conductivities and heating rates
The calculation of conductivities in the present case splits into two tasks: first, one needs
to calculate the conventional conductivities, σn, etc. These can also be viewed as extrinsic,
since they depend on the particle-particle interactions of the system. Second, the intrinsic
or anomalous contributions have to be calculated. Moreover, we have to determine the
heating rate Γ, cf. Sec. 6.3.2, as a function of µ and T .
Conventional conductivities
As outlined above, the conventional conductivities require a calculation of the scattering
matrix M , see Eq. (7.26). To this end, we apply the same discretization scheme for
momentum and quasienergy space as presented in Sec. 6.3.3. Note that we slightly adjusted
the discretisation by choosing a momentum grid of 16×16 and a fixed energy spacing
of ∆ε = Ω/15. The protocol is identical to above except for the fact that now we are
interested in energy conserving processes with n= 0. The latter aspect leads to a crucial
consequence: since solely energy conserving processes are considered, the statistical factor
f0f0(1−f0)(1−f0) appearing in the expression for P, see Eq. (7.24), is a sharply peaked
function near the Fermi surface for T/J  1. Consequently, the numerical procedure
becomes much more sensitive to the discretisation of the Floquet and Brillouin zone,
respectively. A relatively rough discretisation as presented above would in fact not be
sufficient and special caution needs to be taken, if one was truly interested in investigating
a T → 0 limit. Nevertheless, we circumvent the problem by initializing the system at a
temperature that is comparable to the hopping amplitude. We checked that for values
of T ∼ J/2 the Fermi distributions f0 are smeared out sufficiently strongly in energy
space such that remaining numerical errors are negligible. While for generic systems
this approach might not be justified, we rely on the fact that ultracold atoms in optical
lattices are in fact quite ’hot’ with respect to the effective energy landscape, see discussion
of Sec. 6.4.
Next, the matrix M needs to be inverted numerically, which is not straightforwardly
achieved due to the presence of zero modes. One can technically solve this issue by
projecting the problem onto a subspace that is orthogonal to the one spanned by these
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modes7. We continue by rewriting the linearized Boltzmann equation, see Eqs. (7.21) and
(7.25), as a true (discretised) matrix equation of the form
L f0 = Mφ . (7.46)
Here, φ is a vector with entries φξ˜ where the index ξ˜ ∈ {1, . . . , N} comprises (discretised)
momentum, band index and spin, and N ≡ #bands×#spins×#momentum-grid-points.
While f0 = (f01 , f02 , . . .)T also describes a vector, L and M denote corresponding matrices.
One now introduces a set of vectors ci, each corresponding to a different conservation law
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with N being the length of each vector. It can be easily seen that each of these vectors
ci nullifies the left-hand side of Eq. (7.46), i.e., ci·(Lf0) = 0, due to the argumentation of
Eqs. (7.7) and (7.8).




ci ⊗ ci and Q = 1−P (7.50)
being its complementary. The scattering matrix has the property PM=MP=0. Instead
of determining φ by the inversion of M, one technically uses now the Q-projected inversion
matrix which is defined by [315]
M−1Q = Q M−1 Q ≡ Q
(
QMQ + PaP
)−1 Q , (7.51)
with a being an arbitrary auxiliary matrix. The trick is that M−1Q does in fact not
depend on a, since P and Q are projectors onto orthogonal subspaces. Thus, one can lift
the zero eigenvalues of M ’by hand’ using matrix a and subsequently invert the matrix
(QMQ+PaP). The final projection onto Q ensures that results are indeed not affected
by this procedure. The numerical solution to φ is then given by
φ = M−1Q L f0 . (7.52)
Once the vector φ is determined, the conductivities can be straightforwardly found by
virtue of Eqs. (7.29)-(7.33). The resulting expressions are 2×2 matrices according to the
two-dimensional structure of the present Haldane system. Note that the conventional con-
ductivities are in fact not necessarily diagonal. However, due to the symmetric structure of
the matrices (see above) the contributions to the respective xy-component of σn, etc., are
understood as ’sheer conductivities’. These can always be eliminated by an appropriate
rotation9 of the system [96]. In Fig. 7.1 we show numerical results for xx-components of
7 The author is indebted to Zala Lenarcˇicˇ for her assistance on this matter.
8As pointed out above, on the level of the linearized Boltzmann equation quasienergy is fully conserved.
The full picture, of course, still supports energy violation due to Floquet heating.
9 In fact, the origin for the emergence of sheer conductivities in the present case is that the edges of the
Brillouin zone are rotated by pi/4 with respect to its symmetry axes, see Fig. 6.2.
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Figure 7.1.: (a)-(d) The xx-components of conventional conductivities σˆ as functions of chemical
potential µ and temperature T . Each individual conductivity is presented in dimensionless units
(cf. Sec. 7.3.4). Joint representation of all four conductivities as a function (e) of µ for T = J and
(f) of T for µ = J . The inset of (f) numerically confirms the analytical considerations of Eq. (7.54).
all four conductivities of σˆ as functions of µ and T . One observes that all conductivities
fall off rapidly as a function of temperature. The behaviour with respect to the chemical
potential is different for σn, σe and αn, αe: while the former ones settle to a constant value
as µ grows to large absolute values, the latter ones seem to depend linearly on µ in the
same limit. Note that the yy-components of the conductivities are qualitatively identical,
but are decreased by a factor of ∼ 2.9. This discrepancy results from the fact that the
system is not rotationally invariant, cf. Fig. 6.1.
The asymptotic behaviour of the conductivities can be easily understood from an analyt-
ical treatment of expressions (7.29)-(7.32). To this end, one considers the Fermi function
in the respective limits, i.e.,
f0k












where s = sgn(µ). For T → ∞ one thus realises by considering Eqs. (7.20), (7.26) and















When considering the large µ limit one finds that all factors e−β|µ| appearing in the
leading order correction to f0, see Eq. (7.53), actually cancel in the expression for M˜−1.
Hence, the conductivities σn and σe indeed approach a constant value, which we define as
σasyn (T ) = limµ→−∞σn and σ
asy
e (T ) = limµ→−∞σe . (7.55)
10 The behaviour of all conductivities for T  |µ| can be explained by leading order considerations, except
for σe. For the latter, the associated integral over εk,ξ, see Eq. 7.30, leads to a vanishing of leading
order contributions. Next-leading-order contributions to the Fermi function f0, an hence to σe, then
only appear at T−3.
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The asymptotic behaviour is then found by taking the next-to-leading order term of f0k
into account. One finally obtains
σn
|µ|T∝ σasyn (1− ζe−β|µ|) and σe
|µ|T∝ sgn(µ)σasye (1− ζe−β|µ|) (7.56)
where ζ is some a priori unknown constant. The asymptotic behaviour of αn and αe is
dominated by their linear dependence on µ, cf. Eqs. (7.31) and (7.32). Leading order
contributions yield
αn
|µ|T∝ −µσasyn and αe
|µ|T∝ −|µ|σasye . (7.57)
The discussion of Eqs. (7.54)-(7.57) is fully supported by numerical findings, as can be
seen from Fig. 7.1.
In practice, we combine numerical calculations of conductivities σˆ for a finite range
of µ ∈ [−12J, 12J ] and T ∈ [0.6J, 12J ] with an ’analytic continuation’ according to the
limits above. This allows us to obtain σˆ for arbitrarily large values of µ and T . Note
that information about T < 0.6J is not readily available due to reasons discussed above.
Most importantly, having presented a way to obtain conductivities for large values of µ,
we remark that results must actually be false by construction in this regime. The reason
being that large values of µ correspond to very diluted densities (µ < 0 for particles,
µ > 0 for holes). Here, the approach to accurately capture the physics by a linearised
Boltzmann equation is not justified. As explained above, the Boltzmann equation can
only be linearised in circumstances where it is dominated by scattering events on the
right-hand side. This is clearly not the case for very small densities. Bearing this in mind,
we will later ensure (see Secs. 7.4 and 7.5) that the results of our simulations are actually
independent of the tails of the atomic cloud where µ→ −∞.
Anomalous conductivities
In the next step, we calculate the anomalous conductivities. For pedagogical reasons
we restrict the discussion to σann,xy and αann,xy, i.e., to the ones responsible for anomalous
particle flow. Note again, since these quantities are connected to intrinsic properties of the
system, they can be easily computed from a simple diagonalisation of the non-interacting
homogeneous system.
First, one calculates the Berry curvatures Ωξ,kxky following Eq. (6.29). The expressions
for σann,xy and αann,xy are then obtained from Eqs. (7.41) and (7.44), respectively. The
respective results for anomalous conductivities are depicted in Fig. 7.2(a) and 7.2(b) as
functions of µ and T . One observes that for low temperatures the anomalous conductivities
are largest, and spread out in µ quickly as T is increased. As described above, for T =µ=0
one recovers the physics of the integer quantum Hall effect and therefore a finite σann,xy. As
done above, we only calculate the conductivities for a finite window in the µ−T parameter
space and complement them with an analytical treatment for |µ| → ∞ and T →∞. Using










|µ|T∝ e−β|µ| and αann,xy
|µ|T∝ sgn(µ) e−β|µ| . (7.59)
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Figure 7.2.: Anomalous particle conductivities, (a) σann,xy and (b) αann,xy, as functions of µ and
T . Note that here physical units of e = h = 1 were chosen. (c) Dependence of heating rate Γ
on chemical potential and temperature. Asymptotic behaviours for all quantities, see Eq. (7.58),
(7.59) and (7.60), are numerically confirmed.
Here, we also used that ln[1 +e−x] ≈ ln[2]−x/2 and that Ωξ = −Ω−ξ (where ’−ξ’ denotes
the inversion of the band index). The latter property leads to a vanishing of constant
contributions.
Note that while Ωξ,kxky is independent of µ and T , it does depend on the discretization of
the Brillouin zone. Since the Berry curvatures are confined only to small areas in k close to
the gapped Dirac points, see Fig. 6.3, we numerically checked the dependence of anomalous
conductivities on discretisation grid sizes as well as on temperatures. Here we find that
at very low temperatures T/J  1 (much lower than considered in the calculation of the
conventional conductivities above) discretisation does play a role. However, for moderate
temperatures, T ∼ J , as used for starting values in the simulations below, discretisation
effects are negligible.
Heating rate
The calculation of the heating rate Γ as a function of µ and T , see Fig. 7.2(c), is performed
in the same way as described for the conductivities: exact numerical calculation is paired
with a semi-analytical treatment. The protocol to calculate Γ follows precisely the one
presented in Sec. 6.3.3. The behaviour of the heating rate as |µ|, T → ∞ can also be
straightforwardly determined using again the approximate forms of f0k given in Eq. (7.53).
One obtains
Γ
|µ|T∝ e−2|µ|β and Γ T|µ|∝ 1
T
. (7.60)
In addition, the heating rate is a function of the driving frequency, Γ(Ω). As shown
in Sec. 6.3 (e.g., in Fig. 6.8), this dependence on Ω is quite strong and also changes
its character due to phase-space restrictions on scattering processes. Note that, in the
following, we restrain from a detailed discussion of the results regarding the dependence
on Ω. Instead, we set the driving frequency to the experimentally relevant value of Ωexp =
6.3J = 2pi×1080Hz (cf. Ch. 6 and Ref. [23]). At the same time, we crucially understand
that the effect of a possible variation of Ω on the heating rate can be absorbed into an
effective rescaling of the interaction strength, U → UΩ.
Lastly, we remark that Γ ∝ U2 while the conventional conductivities behave as σn ∝
1/U2, etc. So while in each individual case the interaction strength can be reabsorbed into
a redefinition of the time coordinate (cf. Ch. 6), this is not possible any more once diffusion
and heating are present together. Thus, the role of Γ within the diffusion equations (7.38)
is indeed determined by the combination of Ω and U . Nevertheless, we show below,
see Sec. 7.3.4, that the diffusion equations can be effectively parametrised by a single
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parameter only, therefore indeed allowing for a restricted discussion of the explicit role of
the driving frequency Ω.
Changing variables and the n-e/n-grid
All objects discussed above need to be expressed as functions of densities n to be usable
for the diffusion equation (7.38). To this end, we use the definitions of n and e, see
Eqs. 7.6, with f = f0 to obtain n(µ, T ) and e(µ, T ), respectively. In practice, we calculate
the densities numerically for a broad parameter window (e.g., µ ∈ [−50J, 50J ] and T ∈
[J/20, 15J ]) and accompany this with an analytical treatment of the limits (as above).

















By inverting the two functions n and e numerically one finally obtains expressions for
µ(n, e) and T (n, e). However, since this transformation is obviously non-linear, there exist
certain peculiarities regarding the n-e-grid for which the functions µ and T are determined.
Notice that the previously semi-infinite parameter space of µ and T is contracted to a
finite region in the n-e-space. Here, the lines for µ → ±∞ are contracted to points at
(n, e) = (0, 0) and (2, 0), respectively, in the n-e representation. This is, however, not
beneficial for numerical purposes, since special care needs to be taken for n → 0: as
mentioned above, the correct physics in the low n limit is in fact not described by our
method, which, however, is a natural limit for atomic clouds at the edges of the trap.
We, thus, make yet another variable transformation, and ’over-represent’ the regime of
low particle densities by instead expressing all quantities on an n- en -grid. Here, one can
also easily verify using Eq. 7.61 that limµ→−∞ n/e = const. Eventually, knowing µ(n, en)
and T (n, en) readily allows for the determination of corresponding susceptibilities given by
Eq. (7.36) as well as for a calculation of all conductivities on an evenly discretized n- en -grid.
Using Eq. (7.37), associated diffusion constants are then straightforwardly computed.
7.3.3. Approximating the small density regime
Confining the atomic cloud by means of a harmonic potential, see Sec. 7.1, enforces ar-
bitrarily small densities when moving away from the centre of the trap. Despite the fact
that we introduced the n- en -grid to better deal with small particle densities numerically,
arbitrarily small values of n still cause numerical challenges. The reason being that all
diffusion constants diverge for n→ 0, see Fig. 7.3(a).
To circumvent this problem we introduce an approximation to the true parabolic po-
tential of the form







]) |r|/l√c1≈ V0 r2 +O(r4) , (7.62)
where V0 = J/l2, J is the characteristic hopping strength of the model and the regime
|r|/l√c  1 corresponds to being close the centre of the trap. This construction of the
potential in terms of the two parameters c and l is convenient in the following sense: the
height of the potential far away from the centre of the trap is solely given by cJ . In
other words, the parameter c represents some auxiliary dimensionless energy cut-off and
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Figure 7.3.: (a) Diffusion constants Dˆ(n, en ) as a function of particle density for fixed ratio of
e/n = −J . All diffusion constants are given in their dimensionless form, cf. Eq. (7.65). All
components of Dˆ diverge in the small density limit, n → 0, causing numerical issues in solving
the diffusion equations. (b) Approximations to the true harmonic potential of form (7.62) to avoid
the strongly diverging regime of (a). Potentials are shown for cut along x (y = 0). While the
cut-off parameter c indeed determines the tails of the trap, the center of the potential, |x| . r0, is
unaffected.
therefore controls the regime of low particle densities. In fact, for c → ∞ one recovers
the original parabolic potential for arbitray r, see Fig. 7.3(b). The chemical potential is
approximately given as µ ≈ −V . The goal is therefore to choose c as small as possible in
order to guarantee not too small densities at the edge of the trap for numerical convenience,
but at the same time to ensure that c is large enough (densities small enough) to exclude
an associated effect on the observed physics.
In contrast, the physics in the center of the trap is exclusively described by l. This
parameter is physically relevant and determines the strength of the external force Fext =
−∇V by describing the shallowness of the trap. We further write
l = r0 alat , (7.63)
where alat = 1 as throughout this chapter and r0 describes a characteristic dimensionless
length scale of the potential (7.62) which determines the width of the atomic cloud (in the
initial state). In combination with the initial temperature of the cloud, the characteristic
length also defines the total particle number in the system. As described above, we
initialize the cloud at a temperature of Tini = 1.5J . We therefore introduce r0,exp ' 160
as being the value that reproduces the experimental number of total atoms in the trap of
Nexp ' 2× 105, see Ref. [23].
7.3.4. Dimensional analysis of the diffusion equations
Above we have discussed all necessary details to successfully implement the diffusion equa-
tions (7.38). It has become apparent that the solution of the equation depends on the
choice of the interaction strength U , on the driving frequency Ω and on the potential
shape represented by r0. In order to allow for a systematic discussion of the system’s
dependence on the collection of all these parameters in the following, we aim at intro-
ducing a form of the diffusion equations that is described by dimensionless versions of
conductivities, diffusion constants and heating rate.
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At the same time we write
r = r0 r˜ , ∇r = 1
r0
∇˜r , F = J
r0
F˜ , Γ = U2 Γ˜ . (7.66)
Importantly, the densities themselves are not rescaled, i.e., are still measured with respect
to the volume given by a single lattice site (alat = 1). The diffusion constants are under-
stood in units of the same volume. In addition, one introduces time scales associated with






































+ Γ˜ . (7.70)
Here, we have introduced the dimensionless energy densities e˜ = e/J and the dimen-
sionless time t˜ = t/th, which measures the time in units of the heating time scale11.
We emphasise that all conductivities and diffusion constants are functions of n and e˜,
e.g., D˜nn = D˜nn(n, e˜), etc. Furthermore, the dimensionless particle current is given by
j˜0κ,n ≡ κ j˜0n = κ(σ˜nF˜−D˜nn∇˜rnκ−D˜ne∇˜re˜κ), with a similar expression being found for j˜0κ,e.
Note that the dimensionless currents are connected to the physical ones (in units of alat)
via
j0n(r, t) = r0 t−1h j˜
0
κ,n(r/r0, t/th) = J κ1/2 j˜0n(r/r0, t/th) , (7.71)
j0e(r, t) = J r0 t−1h j˜
0
κ,e(r/r0, t/th) = J2 κ1/2 j˜0e(r/r0, t/th) , (7.72)
showing that the (longitudinal) currents are also determined by κ only.
So, indeed, the diffusion equations can be written as a pair of coupled equations that
effectively depend on a single parameter κ only12. This parameter determines the relative
strength of the diffusion term compared to the heating rate Γ˜. Hence, every effect caused by
changing one of the parameters (U, r0) can be compensated by a corresponding adjustment
of the other one. Likewise, varying the driving frequency Ω can be simply captured by th →
11 Alternatively, one could measure the time in units of td. However, considering experimental values (see
below) suggests that the system is dominated by the limit where local heating rates exceed diffusion
strengths.
12 Crucially, this description neglects corrections originating from a Hartree energy renormalisation, see
Sec. 7.1. When these corrections are included, the external force F obtains an additional contribution
linear in U that cannot be absorbed into κ in the spirit above. However, below we mainly consider
parameter regimes for which Hartree effects can be ignored to good approximation, U < J .
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Figure 7.4.: (a) Particle densities n, (b) energy densities e and (c) temperatures T as a function
of the position x at different times t and for different relative diffusion strengths κ. Results are
shown for a cut along the x-axis, where y = 0 and n(x, 0, t), etc., and an initial temperature of
Tini = 1.5J . Same quantities are arranged vertically and different rows represent different values
of κ. The potential cut-off parameter, see Eq. (7.62), is c = 8.
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th,Ω and κ → κΩ, yielding the same set of diffusion equations as above. In the following,
we will therefore base our analysis of the diffusion equations on a systematic study of the
parameter κ only. Nevertheless, in a potential experimental realisation the parameters are
typically not freely selectable, but rather bound by experimental capabilities, such as the
total particle number, etc. Moreover, one needs to ensure that κ does not correspond to
a parameter set that contradicts the approximations made in developing the theory (i.e.,
LDA, assuming weak interactions, etc.).
7.4. Diffusion from inhomogeneous Floquet heating
In this section, we finally present a quantitative analysis of the solutions to the diffusion
equations (7.38). As mentioned above, we will investigate the behaviour of the particle and
energy densities as a function of the dimensionless parameter κ, see Eq. (7.67). Here, we
test the results for a range of parameters and cut-off values. Our findings show how particle
densities, energy densities and temperatures vary over times as a direct consequence of
Floquet heating in the system. In the next section, see Sec. 7.5, we will present how
anomalous effects arise due to this behaviour.
7.4.1. Time evolution of densities and temperatures
At first, we investigate particle densities n, energy densities e and the corresponding
system’s temperatures T as a function of relative diffusion strength κ and dimensionless
time t˜. The results obtained from solving the diffusion equations by means of built-in
functions of the programme Mathematica are shown in Fig. 7.4. Data is given for a cut
along the x-axis. We vary κ over a broad range of ∼ [0.4×10−4, 0.4]. Assuming that
the driving frequency and the characteristic length are fixed to experimental values of
Ωexp/2pi = 1080Hz and r0,exp = 160, this range corresponds to a variation of the interaction
strength from U = J to U = 0.1J . In addition, we investigate the case of κ = 0, i.e. where
diffusion is completely switched off, for benchmark reasons. We further set the cut-off
value of the auxiliary potential, see Eq. (7.62), to c = 8 guaranteeing particle densities
as low as n ∼ 0.015 far away from the center of the trap, see Fig. 7.4(a). Moreover, for
practical purposes we restrict the solutions to a spatial range of x/r0, y/r0 ∈ [−w,w], with
w = 8.5. At the same time, we impose periodic boundary conditions on the solutions at
the edges of this slab, e.g., n(w, y, t) = n(−w, y, t).
As shown by the first two rows of Fig. 7.4, for small diffusion strengths, κ 1, hardly
any particle diffusion is visible within the investigated duration of time of t = 25th.
Instead, the system is heated locally by interactions, and energy densities as well as local
temperatures freely rise. Since the heating is also strongly dependent on the particle
densities, the temperature at the center of the trap increases rapidly while it is barely
affected in the tails of the atomic cloud. Note that this property will cause significant
temperature gradients. For increasing values of κ, diffusion of the atoms is enhanced
resulting in a significant change of the spatial particle density profile, as can be seen
from Fig. 7.4(a). At the same time, by driving the particles against the potential, i.e.,
further away from the center of the trap, diffusion allows particles to convert the provided
energy into potential energy instead of heating. Consequently, one finds that the energy
densities e and, more prominantly, the temperatures T increase much slower as a function
of the dimensionless time t˜, see 7.4(b) and (c), respectively. So systems with κ ∼ 1 are
characterised by stronger particle currents but also by weaker temperature gradients.
In order to investigate the behaviour of the system’s temperature in more detail we
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Figure 7.5.: Temporal temperature evolution at the center of the trap, T (0, 0, t). (a) Expected
temperatures as a function of time for different diffusion strengths κ and an initial temperature of
Tini. (b) Corresponding derivatives, dT (t)/dt, indicating a strong qualitative change of the heating
behaviour of the different systems. The inset shows a logarithmic plot. Gray dashed lines represent
exponential functions which are understood to be guide to the eyes indicating exponential decay.
Note that results for κ = 0 and κ = 0.005 are indistinguishable in (a) and (b).
consider the temporal development of T at the center of the trap, see Fig. 7.5. Importantly,
the growth of the temperature does not only change quantitatively as κ is varied, but also
qualitatively. This is particularly revealed by Fig. (7.5)(b), which shows dT/dt versus time.
For κ 1, the temperature is growing fast according to dT (t)/dt ∝ T (t). Hence, for values
as small as κ ' 0.01 the system shows the same exponential heating characteristics as seen
in Sec. 6.3.4, and the temperature can be written as
T (r, t) κ→0= Tini + c1(r) ec2(r)t
c2t1≈ c1(r) ec2(r)t , (7.73)
where c1(r), c2(r) are variables that depend on space but not on time. For this regime, it
is therefore expected that the physics is entirely dominated by the local Floquet heating
mechanism. The diffusion equations, Eqs. (7.69)-(7.70), can be approximated in this limit
by the simple set of equations
dn
dt˜
κ→0≈ 0 and de˜
dt˜
κ→0≈ Γ˜ . (7.74)
On the contrary, strengthening diffusion to κ∼1 not only causes a slower increase of the
temperature but rather changes the heating characteristics fundamentally: as shown by
Fig. (7.5)(b), the temperature gain starts to decrease as a function of time. The respective
figure inset even conjectures that the temperature growth decays exponentially. Later, the
(anomalous) current characteristics will depend strongly on this behaviour of the system’s
temperature.
We close this section be remarking a few technical aspects. As mentioned above, due to
the lack of rotational symmetry the conductivities, and therefore the diffusion constants,
yield different values for x- and y-directions. However, we checked, see Fig. 7.6(a)-(b),
that for diffusion strengths of up to κ ∼ 0.4 the results along both directions only show
marginal differences. Finally, we have to check whether the results are indeed stable against
the choice of unphysical cut-off values modelling the trapping potential, as discussed in
Sec. 7.3.3. Here, the diffusion constants diverge for n → 0, see Fig. 7.3(a), which could
lead to an undesired and uncontrolled behaviour of the numerics. In Fig. 7.6(c)-(d) we
show resulting particle and energy densities for different values of the potential cut-off
parameter c. We show initial and time-evolved densities at t = 25th for a moderately
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Figure 7.6.: (a)-(b) calculated densities along the x and y-direction, respectively. Initially, a
symmetric cloud is prepared (gray dashed line), i.e., n(x, 0, 0) = n(0, y, 0), etc. The diffusion
strength is set to κ = 0.4. (c)-(d) behaviour of the respective density as a function of the potential
cut-off parameter c, see Eq.(7.62). Dashed lines correspond to initial configurations at t = 0 and
solid lines represent time-evolved densities at t˜ = 25. Here, we chose κ = 0.08.
diffusing system of κ = 0.08. While c does mainly have a quantitative impact if chosen
too small, results indeed converge for c ∼ 10. For reasons of numerical performance we
choose to set c = 8.
7.4.2. The role of heating
In the previous section it was discussed how densities and temperatures develop as a
function of time. Again, the only mechanism that is available to bring the system out of
equilibrium, and thereby trigger diffusion, is Floquet heating. In this section, we aim at
quantifying the effect of heating relatively to other energy currents in the system.
To this end, we introduce the fraction e˙/Γ which measures the heating rate’s local share
of the change of the energy density. Using obtained results for particle and energy densities
in combination with the expression of the longitudinal currents, see Eqs. (7.71) and (7.72),
allows for a straightforward determination of e˙/Γ. In Fig. 7.7, we show results of this
ratio as a function of space and time for different values of κ. Of course, the net effect is
already captured by κ: the smaller this parameter is, the more is diffusion suppressed, and
e˙/Γ ∼ 1 for κ 1. For κ→ 0 the behaviour is indeed described according to Eq. (7.74).
Nonetheless, one can make further observations regarding the local property of heating.
Generally, the relative role of heating gets more pronounced when moving away from the
trapping center. Note, however, that numerical results given in Fig. 7.7(a)-(b) become
unreliable when considering ratios deep in the tails of the cloud, since energy densities as
well as heating rates become both small valued in this regime (see above). Moreover, one
importantly finds that the local relevance of heating decreases as time evolves. Another
interesting aspect is the fact that even for small values of κ ' 0.05 a relatively strong
decrease of the local heating rate is to be expected, i.e., e˙/Γ(x = 2r0, t = 20th) ∼ 50%.
To give yet more insight into the system’s heating behaviour, we also calculate the total
amount of (kinetic) energy in a circular region of radius r0 centred around the bottom of
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Figure 7.7.: (a)-(b) Relative contribution of the heating rate to the local temporal change of
energy densities for κ = 0.005 and κ = 0.05, respectively. We used Tini = 1.5J and c = 6,
respectively. For very small values of κ, changes in the energy are solely determined from Γ, see
Eq. (7.74). For an increasing diffusion strength the relative strength of Γ is not only globally
decreased but also shows an additional dependence on the position of the trap. Emerging wiggles
for large x are numerical artefacts. (c) Total energy Er0 of area with radius r0, see Eq. (7.75),
as a function of time. Inset shows a double logarithmic plot conjecturing an algebraic growth of
energies in strongly diffusive cases (κ ∼ 1).




dr e(r, t) , (7.75)
with Ar0 = pir20 describing the area of interest. We plot the temporal evolution of this
quantity in Fig. 7.7(c). In the diffusionless case, κ = 0, the total energy grows quickly and
approaches the limiting value13 of Er0(t → ∞) = 0 in an exponential fashion. However,
when diffusion is present, the total energy growth in the center of the trap experiences
an ’algebraic slow-down’ and the limiting value is approached in terms of a power law
Er0(t) ∝ −t−c(κ), as suggested by the inset of Fig. 7.7(c). Here, c(κ) is some κ-dependent
exponent that needs to be determined from numerics. This behaviour can be linked to
the characteristics of local energy densities, as presented in Fig. 7.4(b).
7.5. Verification of the anomalous Floquet-Nernst effect
After having studied conventional diffusion of the atomic cloud as a consequence of intrinsic
Floquet heating in the previous section, we will now present results on signatures of asso-
ciated anomalous transport properties. As shown in Sec. 7.2.4, Einstein relations are guar-
anteed to hold even in situations with non-trivial contributions to intrinsic conductivities if
Berry phase corrections are respected carefully. The general validity of Dˆ(n)= σˆ(n)χˆ−1(n)
then allows for a calculation of the anomalous (transport) currents according to











j˜ann (r, t) ,
where in the second line we introduced the dimensionless form of F and ∇r, see Eq. (7.66),
and we explicitly indicated that the densities are determined from the dimensionless dif-
13 Note that this limit is a consequence of the particle-hole symmetric underlying model. Here, the
energybands are symmetric with respect to ε = 0, and therefore in the limit of T → ∞, i.e., the limit
where all energyeigenstates are populated identically, the total energy must be zero.
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Figure 7.8.: The Floquet-Nernst effect emerging from local Floquet heating mechanisms. Anoma-
lous particle current densities are shown as functions of space and time for diffusion strengths of
(a) κ = 0.005, (b) κ = 0.08 and (c) κ = 0.4. Currents decrease in size when the role of diffusion
is enhanced. Inset of (b) shows peak value of |jann (x, 0)| as a function of time. The same quantity
is also shown in the inset of (c) for κ = 0.4 only and different cut-off parameters c. Effects due to
edges indeed appear to be negligible, cf. Fig. 7.9(c).
fusion equations, see Eqs. (7.69) and (7.70), for a specific choice of the parameter κ. Note,
however, that we refrain from expressing, e.g., the anomalous conductivities in a similar
form as used in Eqs. (7.64). The reason being that these contributions are intrinsic to
the system and therefore already independent of the interaction strength U , as discussed
above. Hence, while the longitudinal currents, see Eqs. (7.71) and (7.72), are solely deter-
mined by κ, the transversal currents are characterized by r0. Having said this, the density
gradients producing the anomalous currents are obtained from solutions that inherently
are characterized by the parameter κ.
In Fig. 7.8, we show results for transversal currents as the system heats up as a function
of time. Numerical results are evaluated for a range of diffusion strengths κ and times t.
Note that we set r0 = 160. We observe that anomalous currents indeed emerge as a conse-
quence of inhomogeneous heating in the trap, yielding an anomalous Floquet-Nernst effect.
For short times (in respective units of th) the spatial heating of the system is alike for
investigated values of κ, see Fig. 7.4. Hence, also initially developing transversal particle
currents are independent of κ. However, as time evolves the behaviour changes quantita-
tively as well as qualitatively for different diffusion strengths. It appears that anomalous
currents are strongest when the system is dominated by local heating. This is due to the
fact that ultimately temperature gradients are the driving force of this phenomenon. As
seen above, less diffusion corresponds to a stronger growth of the temperature at the center
of the trap, see Fig. 7.4(c) and 7.5, leading to larger temperature gradients in those cases.
However, maximally attainable currents are fundamentally constrained by the absence of
diffusion: switching back to a (µ, T )-description of the problem, the anomalous current
can be approximated by jann (r, t) ≈ −αann ∇rT for κ→ 0, see Eq. (7.45). At the same time,
the temperature grows exponentially in this limit as discussed above. Using the explicit
expression for the temperature of Eq. (7.73) as well as the associated behaviour14 of αann ,
14 Note that particle number conservation requires a simultaneous adjustment of the chemical potential
when taking T → ∞. Thus, αann needs to be evaluated in the limit T → ∞ with T/µ = const., which
is given by αann ∝ − 1T (instead of ∝ 1/T 2 as for fixed µ, see Eq. (7.58)).
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n ∝−T−1= K(r) ,
with K(r) being time-independent and solely depending on the initial properties of the
atomic cloud, i.e., (µini, Tini). In fact, |K| is the limiting value for the local anomalous
current for c2t 1, and therefore |jann (r, t)| approaches a given spatial profile as a function
of time, as seen in Fig. 7.8(a).
Nevertheless, if arbitrary values of κ are considered and T does not simply grow expo-
nentially, cf. Fig. 7.5, the estimate of Eq. (7.77) loses its validity. As discussed above,
diffusion has a strong qualitative impact on the temperature of the system. We observe
that attainable anomalous current densities drop in size as κ is increased, see Figs. 7.8(a)-
(c). Moreover, increasing κ also has a qualitative impact on the obtained anomalous
currents. As can be particularly seen from Fig. 7.8(c), particle diffusion eventually causes
the Floquet-Nernst effect to decay. In order to quantify this effect we introduced the




dx yˆ · jann (r, t) = J
∫ ∞
0
dx˜ yˆ · j˜ann (r, t) , (7.78)
measuring the amount of particle current flowing through a cut of the trap along the x-
axis. Furthermore, Eq. (7.78) indeed reveals the intrinsic nature of the total anomalous
current: the final form of Jann,x does not depend on parameters (r0, U,Ω) but solely on
intrinsic ones. Thus, the total anomalous current is expected to be fundamentally bound
by the Berry curvature of the non-interacting system in the sense that an external linear




dµσn,xy(µ)|T . This integral of the xy-
component of σan gives ≈ 0.4J in the present case, cf. Fig. 7.2. In other words, the net
anomalous current is expected to be comparable to the effect caused by an edge mode of
a conventional quantum Hall setting with slab geometry [197,316].
In Fig. 7.9 we show various aspects of the integrated anomalous current (7.78). The
curve of Jann,x(t) as a function of time confirms the impression of Fig. 7.8 and can generally
be divided into three different regimes with the following limiting behaviour:
Jann,x(t) ∝
{





κ t/th  1/d
, (7.79)
with d being a constant that is independent of κ. So initially, t/th . 1, the total anomalous
current (7.78) grows linearly as a function of time, Jann (t) ∝ t, see Fig. 7.9(a), seemingly
independent of κ, see Fig. 7.9(b). This is due to the fact that for arbitrarily small times
the system solely depends on the initial configuration of the cloud and begins to heat up
locally independent of κ (cf. also Fig 7.5). Subsequently, the system enters an intermediate
regime, where the quantitative behaviour strongly depends on κ. The inset of Fig. 7.9(a)
suggests that this intermediate regime approximately marks the range of 1 . √κ t/th .
10. Within this regime, the total transversal current peaks before starting to decay at
large times. This decay is conjectured by numerics to be of exponential type following
Jann,x(t) ∝ e−d
√
κt/th , see inset of Fig. 7.9(a). Here, d describes a universal decay behaviour
when systems are measured in time units of the geometric mean of th and td, i.e., th/
√
κ =
(thtd)−1. Since diffusion becomes more prominent over the course of time, see Sec. 7.4.2,
every system (except for κ = 0) will eventually enter this decay regime. Nevertheless,
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Figure 7.9.: (a) Integrated anomalous current Jann,x as a function of time for various diffusion
strengths κ. Curves show different regimes according to Eq. (7.79). The inset shows a log-plot
indicating exponential decay of the anomalous currents. (b) Anomalous currents for different
times as function of κ. Dots represent actual numerical data. Initial currents are independent of κ.
Maximal anomalous currents decay with increasing diffusion strengths. (c) Jann,x plotted for different
trapping potential cut-off values c, see Eq. (7.62), for κ = 0.4 and κ = 0.005, respectively. Even
in the strong diffusive case of κ = 0.4, results converge for the investigated parameter range. (d)
Anomalous currents Jann,x for κ = 0 and various initial temperatures Tini. Lower initial temperatures
support larger temperature gradients leading to larger attainable anomalous currents. The inset
shows the effect of tuning ϕ and ∆AB on the anomalous current. Vertical dashed line marks
topological phase transition point for varying ∆AB.
note that it is not guaranteed that this exponential decay is the true t→∞ limit. Here,
numerical limitations prohibited an investigation of much larger times than presented in
Fig. 7.9. Moreover, when transversal currents decay due to diffusion, the relevance of low
density regimes at the tails of the cloud is inevitably enhanced. We once more ensured,
see Fig. 7.9(c), that the system’s behaviour is not changed qualitatively by the chosen
cut-off c.
While above we focused on the role of the ’extrinsic’ parameter κ, we shall now also
investigate the impact of intrinsic quantities. In Fig. 7.9(d) we show how Jann,x depends on
the initial (homogeneous) temperature of the system, Tini. Results are given for the limit
κ → 0. Here, lowering the initial temperature produces larger anomalous currents. This
can be explained by the fact that decreasing the initial temperature simulateously lowers
the heating rate for areas of |µ|/J  1. Consequently, the tails of the cloud are expected
to heat up slower, which leads to larger temperature gradients.
Importantly, we also consider the current depending on the Berry curvature. So far, we
chose ϕ = pi/2 and ∆AB = 0 as parameters of the simulated Haldane model in order to
place the system deep in the quantum Hall phase, see Sec. 6.2. In the inset of Fig. 7.9(d)
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we show results for Jann,x as a function of the relative phase ϕ controlling the time-reversal
symmetry breaking of the system as well as ∆AB. Crucially, one finds that anomalous
conductivities are globally affected by tuning the intrinsic parameters ϕ,∆AB. Hence, the
insights of Fig. 7.9(d) are applicable to all anomalous currents at all times. By varying ϕ
from pi/2 to 0 (with ∆AB = 0) one approaches the topological phase transition, cf. Sec. 6.2,
and the Floquet-Nernst effect is steadily decreased in magnitude. For ϕ = ∆AB = 0,
where the system fulfils time reversal as well as inversion symmetry, the anomalous effect
is then expected to disappear completely. In contrast, setting ϕ = pi/2 and increasing the
energy shift between both sublattices from ∆AB = 0 results in a slow decay of anomalous
currents. As shown by the inset of Fig. 7.9(d), the Floquet-Nernst effect persists even
when crossing the topological phase transition at ∆AB ' 0.3J (see Sec. 6.2). The reason
for this behaviour is the fact that a finite ∆AB renders different gap sizes associated with
both Dirac points of the underlying Haldane model.
So independent of the extrinsic parameters discussed above, tuning the intrinsic pa-
rameters ϕ = pi/2 and ∆AB allows for an independent quantitative as well as qualitative
adjustment of the Floquet-Nernst effect.
7.6. Discussion
In conclusion, we have demonstrated how inhomogeneous heating of a Floquet system in
combination with topological properties can lead to anomalous transport effects resulting
from temperature gradients in the system. Fig. 7.10 pictorially summarises the results of
this chapter, yielding once again the emergence of the Floquet-Nernst effect and simulta-
neously expressing its dependence on all discussed parameters, (U, r0,Ω, ϕ,∆AB). Here,
we show local particle currents, jn = j0n + jann , as vector fields for a fixed value of κ but
for varying compositions of extrinsic parameters. Yet, the results once more underline
the intrinsic property of anomalous effects: the relative significance of jann over j0n can be
tuned by adjusting extrinsic parameters, e.g., by shrinking the size of the atomic cloud or
by increasing the interaction strength. The probably most natural parameter to tune in
a Floquet experiment is the driving frequency Ω. While the discussion of Fig. 7.10(a)-(c)
only revolves around U and r0, the consequences of Ω can be straightforwardly embed-
ded by rescaling the interaction strength, U → UΩ = Ug(Ω) with g being a function
incorporating the dependence of Γ on Ω. We have excluded a specific discussion of Ω,
though, since the coresponding scaling behaviour of Γ is non-trivial and undergoes many
regimes, as seen in Sec. 6.3. Alternatively, the results of Fig. 7.10 could qualitatively also
emerge from the following three scenarios: (a) a topologically trivial system respecting
time-reversal symmetry, a quantum Hall state that is either (b) characterized by diffusion
or (c) dominated by by strong local heating. The manifestation of the Floquet-Nernst
effect also varies here from non-existent over weak to strong.
Nevertheless, we stress again that a simple rescaling of parameters is often not realis-
able in experimental circumstances. Here, the total number of particles, i.e., the size of
the atomic cloud, and attainable interaction strengths are limited. Most crucially, the
running time of the experiment is typically restricted due to decoherence and other relax-
ation processes. Since κ reacts quite sensitively to changes of individual parameters, the
experimentally relevant parameter space is expected to be strongly constrained. Having
said this, the choice of parameters for generating all presented data in this chapter was
highly inspired by actual experimental values used by the authors of Ref. [23]. Therefore,
here investigated effects are indeed expected to be observable in an experiment based on





















Figure 7.10.: Local particle currents, jn = j0n + jann , for a fixed value of diffusion strength κ =
6×10−4 and time t = 10th. Intensity of shown arrows correspond to |jn|, normalised to the maximal
current strength in the respective figure. Relative role of anomalous to longitudinal currents is
tuned by the choice of extrinsic parameters: (a) U = 0.1J, r0 = 25r0,exp , (b) U = 0.5J, r0 = r0,exp
and (c) U = 1.5J, r0 = r0,exp/9. The same qualitative current pattern can also be obtained by
alternatively varying, e.g., κ and ϕ (see text).
some parameter constellation might be realisable, but contradict crucial assumptions made
above. For instance, the Floquet-Nernst effect seemingly prefers a strong local heating and
a development of large temperature gradients. This limit is, however, restricted as our
Floquet-Boltzmann formalism requires weak interactions. Here, it is promising that our
data above suggests that associated effects are already obtained for moderate interaction
strengths, U . 1. Moreover, too little cloud sizes are also not too favourable in the spirit
of our theoretical considerations.
Generally, one can interpret the physics discussed in the chapter as the interplay of two
aspects: the emergence of anomalous currents from some topologically non-trivial structure
and the presence of Floquet heating. As suggested in Sec. 6.3, the latter (at least to the
order of our discussion) is independent of underlying topological structures and insensitive
to minor quantitative changes of the system, e.g., the closing of the small present band
gap, ∆G < J, T . In combination with inhomogeneities, however, the two characteristics are
coupled leading to an interesting phenomenon in its own right. In addition to the exciting
macroscopic manifestation of a non-trivial Berry phase effect, the Floquet-Nernst effect
can be used to monitor the dynamical heating of a closed many-body Floquet system.
Turning the logic around, Floquet heating holds prospects to detect topological properties
of a system. This might be particularly interesting in cases where parameters of the system
are changed dynamically. Hereby, one could observe the transition from a topologically
trivial to a non-trivial phase.
We finish this discussion by remarking that it has yet to be clarified how to actually
measure the rotation of the cloud and therefore quantify the Floquet-Nernst effect in an
experiment. One possible idea could be the elongation of the harmonic trap in one spatial
direction. The resulting ’cigar shaped’ trapped cloud would remain its shape assuming the
trap is switched off in a designed way. Most importantly, anomalous currents should be
mapped to free transversal currents under the same (de)ramping procedure. This would
cause the cloud to macroscopically rotate in space which should also be tractable by means
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8. A topologically protected edge state with
ultracold atoms
Ultracold atoms in optical lattices have recently been proven to be a powerful tool to
simulate a wide range of complex (many-body) systems by means of appropriate confine-
ment and coherent manipulation, see Sec 2.1. In the previous parts of this thesis, we
mainly focussed on aspects of designing quantum systems using external periodic driving
and particularly on the respective role of interactions as well as associated phenomena.
This chapter is devoted to the investigation of a topologically protected edge state with
ultracold atoms in a static lattice system.
Topological states of matter, such as quantum Hall systems (cf. Ch. 6), are generally
indistinguishable from ordinary matter by local measurements in the bulk of the material,
but instead are characterised by global properties [189, 190]. In this context, topological
insulators are materials that possess a band gap such as an ordinary insulator but at the
same time reveal protected conducting states on their surface [189]. Such edge states were
experimentally first observed in transport experiments on HgTe/CdTe quantum wells [317,
318]. Generally, these edge states emerge at the interface of any two topologically distinct
materials . As seen in Ch. 6, ultracold gases in optical lattices are also promising tools for
the creation and investigation of topological states of matter [18,19,22,23,49,105,110,111].
Here, however, the observation of edge states has so far been restricted to the state space
imposed by the internal atomic structure [22,183,319,320].
In this chapter, we present results from a close collaboration with the experimental group
of M. Weitz from the University of Bonn, who were able to observe an edge state between
two topologically distinct phases of an atomic physics system in real space using optical
microscopy [53,321]. Technically, this is realised by a one dimensional optical lattice with
a spatially chirped amplitude. Their setup gives rise to an effective Dirac system with
emergent chiral symmetry, which is closely related to the SSH model by Su, Schrieffer and
Heeger (SSH) explaining soliton-type edge states in polyacetylene chains [322,323].
While the actual experiment was conducted by M. Weitz, M. Leder and collabora-
tors [53,321,324], the entire corresponding theoretical description was developed by us. In
the following chapter, we thus want to give an overview on experimental achievements but
focus on theoretical aspects necessary to understand the physics of the observations. To
this end, we start by introducing the concept of topological states protected by symmetry.
Along those lines we sketch the topological properties of the SSH model and explain how
the physics at the interface of two topologically distinct phases can be captured by a mas-
sive Dirac equation. Subsequently, we thoroughly study this Dirac equation and elaborate
on how such a system is realised experimentally. We then discuss at length possible inter-
action effects on the mean-field level, which are crucial to justify the experimental findings.
Finally, we compare numerical simulations provided by us to experimental results, which
indeed suggest that a topologically protected edge state has been observed experimentally.
We want to acknowledge experimental efforts made by our collaborators from Bonn
and stress again that all experimental aspects (parameters, data, etc.) presented in this
chapter are related to the work of M. Leder et al. [53, 321,324].
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8.1. Symmetry protected topology in 1D
As already indicated in the context of quantized pumping, Sec. 3.4, and by realising the
Haldane model, Sec. 6.2, the notion of topology plays a major role in analysing and under-
standing modern condensed matter systems. In previous chapters, we mainly discussed
the emergence and importance of Berry curvatures and (first) Chern numbers for topo-
logically non-trivial states. Complementary to this approach, topological properties of
gapped many-body quantum systems such as topological insulators and superconductors
can be classified in terms of symmetry classes. This classification scheme of matter goes
back to works by Wigner [325] and Dyson [326] and was thoroughly developed further in
the context of superconductors by Altland and Zirnbauer [327, 328] by means of random
matrix theory. Eventually, Schnyder, Ryu, Furusaki and Ludwig [329] linked the ten-
fold symmetry classes to topological properties of ground states in various dimensions.
Generally, all such classes are built from combinations of three fundamental symmetries:
time-reversal, charge conjugation (partice-hole) and a combination of both named chiral
symmetry. A corresponding table [329] summarizes the entire zoo of topological states of
matter that can be classified by their respective symmetries. Note that every aspect of this
table has experienced a high level of scientific interest lately. In the following, however,
we refrain from giving a general overview of corresponding physical systems and refer the
reader for details to, e.g., Refs. [189,190,195,196,329]. Instead, we will consider only one
particular symmetry class with restricted dimensionality: a one-dimensional system with
chiral symmetry belonging to the BDI-class. We will briefly elaborate on the topological
properties of such a system using homotopies and explain the emergence of a bound-state
at the interface of two topologically distinct regions. We restrict the discussion to this spe-
cific situation, because this symmetry class is ultimately simulated by the here considered
experimental system of cold atoms in a one-dimensional optical lattice.
8.1.1. Homotopies and winding numbers
In the following, we will analyse the topological properties of a generic one-dimensional
lattice Hamiltonian belonging to the BDI-symmetry class. To this end, we consider a yet
to be specified two-band Hamiltonian, which can be written in momentum space as (cf.
Secs. 3.2 and 6.1)
H(k) = nx(k)σx + ny(k)σy + nz(k)σz = n(k) · σ , (8.1)
with k being the one-dimensional momentum variable and we defined n = (nx, ny, nz) as
well as σ = (σx, σy, σz), where σi are the typical Pauli matrices. Despite having a one-
dimensional Hamiltonian one can establish a one-to-one correspondence between a point
n(k) ∈ R3 and H(k). Recall that the eigenenergies of Hamiltonian (8.1) are given by
E±(k) = ±|n(k)| (cf. Eq. (6.11)), and, thus, the origin of R3 corresponds to the point
where the band gap closes. Based on this picture we will formulate a topolocial analy-
sis, where we closely follow the work and notations by Ryu and Hatsugai [330] and also
Ref. [331]. The argumentation is based on homotopies and introduced only very briefly.
For more (mathematical) depth on this issue the reader is referred to, e.g., Refs. [194,195].
We begin by imposing no restrictions on H(k) (or equivalently on the behaviour of n(k))
except for demanding that the Brillouin zone is periodic (where we set the lattice constant
to unity a = 1). Consequently, the one-dimensional momentum space is topologically
equivalent to the unit circle, i.e., k ∈ [−pi, pi) = S1. For every lattice Hamiltonian (8.1)
one can then identify a loop that is traced out by the path taken by n(k) when going
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Figure 8.1.: Graphical illustration of possible loops l traced out by the Hamiltonian H(k), see
Eq. (8.1), when going around the one-dimensional circular Brillouin zone. (a) The unit vector
nˆ(k) traces out paths on the surface of the two-dimensional unit sphere S2. Here, all loops can be
contracted to a point, and are therefore topologically trivial. (b) Chiral symmetry (8.4) reduces
parameter space to R2, where loops are topologically distinguished whether they enclose the origin,
or not. (c) Homotopies deform all loops of (b) to lie on unit circle S1. Topological classification is
done in terms of winding numbers w. Figure (a) is adopted from Ref. [96].
around this Brillouin zone. This loop can be formally defined as
l : S1 → R3 , k 7→ n(k) . (8.2)
The main idea is now to classify the Hamiltonian H(k) in terms of these loops (8.2). This
is done by considering homotopies, i.e., continuous deformations of H. All Hamiltonians
H(k) that can be continuously deformed into each other are then said to be topologically
equivalent. So in a first step we continuously deform the vector n(k) to the corresponding
unit vector nˆ(k). The vector nˆ(k) then always points to a point on the surface of the unit
sphere S2 centred around the origin. Thus, we identify a new loop, lS : S1 → S2, that
maps the Brillouin zone to a cyclic path on the S2 sphere. The formal connection between
this loop and Eq. (8.2) is established by defining
l : S1 → R3 , k 7→ n(k) H←→ lS : S1 → S2 , k 7→ nˆ(k) , (8.3)
where H : S1×[0, 1]→ R3 is a homotopy on the product space of the unit circle S1 with the
unit interval [0, 1] into the 3D space R3, such that H(k, 0) = l(k) and H(k, 1) = lS(k) [331].
Here, it is crucial to assume that the loop l does not cross the origin during the deformation,
since the unit vector nˆ(k) is ill-defined for |n(k)| = 0.
From a topological point of view it is sufficient to study the characteristics of loops lS
instead of discussing properties of the original Hamiltonian H(k) with associated vector
n(k). All loops lS that can be continuously deformed into each other are topologically
equivalent. It is precisely due to the latter fact that Hamiltonians of form Eq. (8.1) are
generically trivial in a topological sense. This is because all possible loops on the surface
of a sphere can be contracted to a single point, see Fig. 8.1(a). The story is changed,
however, when the system is restricted by additional symmetries. To this end, we finally
introduce the chiral symmetry1 that has the property{
Σ, H(k)
}
= 0 ∀ k ∈ S1 , (8.4)
with {.} describing the anti-commutator. The immediate consequence of this symmetry
is that the eigenenergies of the system come in pairs according to E(k) = −E(k) as well
1Note that despite the fact that the literature often uses the nomenclature ’symmetry’, the Hamiltonian
rather anti-commutes under the action of Σ, and, thus, is strictly speaking not a true symmetry of the
system.
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as E(k) = E(−k). Thus, we can write Σ = s ·σ, where n(k) · s = 0, and identify the loop
lΣ : S1 → R2, which lies now in the 2D plane that is normal to the vector s. The unit
vector nˆ(k) is therefore restricted to a respective plane cutting the previous unit sphere
S2 and containing the origin. Hence, the loop lΣS is a mapping from the Brillouin zone to
a closed path on a unit circle, i.e.,
lΣS : S1 → S1 , k 7→ nˆ(k) . (8.5)
This mapping of a circle to a circle does not have to be trivial in the sense that it cannot
be generally contracted to a point. This scenario can be classified by an integer winding
number that counts how many times the loop lΣS winds around the unit circle as one goes
once around the Brillouin zone. For a Hamiltonian of form (8.1) a general expression for




dk sˆ · (nˆ(k)× ∂knˆ(k)) , (8.6)
with sˆ being the corresponding unit vector of s. Note that this winding number assumes
a different form if the considered system differs from the here discussed Hamiltonian. An
example for such a different situation is given in Sec. 3.4.2, where the winding number
classifies different mappings of Floquet operators. Mathematically, a more rigorous way
of classifying mappings above goes by the means of homotopy groups of spheres, pin(Sm).
In the simplest case, n = m = 1, the corresponding group coincides with the winding
number defined above yielding pi1(S1) = Z. Again, for more details the reader is referred
to Refs. [194,195] (and references within).
We conclude with a physical consequence of the discussion above: due to the fact that
all Hamiltonians within the same topological class are connected by a continuous trans-
formation, one needs to undergo some discontinuous procedure to go from one topological
phase to a different one. For the discussion above, the only singular event that could
possibly happen is that the vector n(k) is not defined. This will precisely happen once the
loop runs into the origin, or - in other words - the energy gap between the bands closes
at zero energy. Hence, it is necessary to close the energy gap, if one wants to change the
topological phase. The bulk-boundary correspondence [195] then implies that if two sys-
tems with different winding numbers w1, w2 share a common interface, there exist |w1−w2|
localized bound states at zero energy.
8.1.2. The SSH model: topological phases and edge states
A prototypical one-dimensional system that features the emergence of distinct topological
phases is the so called Su-Schriefer-Heeger (SSH) model [322,323,332]. In this section, we
briefly introduce this model and, most importantly, sketch how the associated topological
properties can be likewise captured by a 1D Dirac equation. The SSH model was origi-
nally used by the respective authors of Ref. [322] in order to describe a mobile defect in
polyacetylene chains, (CH)x. Here, they assumed two degenerate energy configurations
that are characterized by two different topological phases. An immediate consequence was
the emergence of a soliton-type edge state located at the boundary between two regions of
different configurations. While a detailed discussion of the physics of this peculiar polymer
can be found, e.g., in Ref. [332], we want to focus on a reduced and simplified description,
which still contains all topological aspects.
To this end, we consider the trans-(CH)x configuration of polyacetylene, see Fig. 8.2(a),
and start by assuming that all bonds of the polymer are equally strong. Such a system is,
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Figure 8.2.: Various schematics of polyacetylene. (a) The chemical trans-(CH)x configuration
[332], where differences in bond strength between carbon atoms results from a Peierls instability.
(b) An illustration of the simple tight-binding Hamiltonian (8.7) in its (b) ’wsws’ (top) and ’swsw’
(bottom) configuration. Here, red (blue) points indicate even (odd) lattice sites. (c) Appearance
of a domain wall (gray box) by merging both energetically degenerate configurations of (b).
however, unstable with respect to a dimerization according to a Peierls instability [332].
Hence, there are two possible ground states the system can settle into: either it prefers
an ’wsw’ or an ’sws’ configuration, where ’w’ (’s’) represents a weak (strong) bond, see
Fig. 8.2(b). The simplest model describing this situation is a tight-binding Hamiltonian





J + (−1)jδJ) (c†j+1cj + c†jcj+1) , (8.7)
with J being some static hopping parameter, δJ encodes the dimerization and c†, c are
creation and annihilation operators. By changing the sign of δJ one can go back and forth
between the two ground state configurations, while it is assumed that the dimerization is
small, i.e., |δJ |/J < 1.
In fact, Eq. (8.7) is nothing but a fermionic version of the non-interacting, static part
of the quantum ratchet model given in Eq. (3.1). One can therefore introduce a similar
even-odd labelling of the creation and annihilation operators representing the underlying


















H(k) = −[(J − δJ) + (J + δJ) cos(k)]σx − (J + δJ) sin(k)σy (8.9)
being of the form H(k) = n(k) · σ, see Eq. (8.1). Moreover, since the vector n(k) lies
solely in the xy-plane, the vector s = (0, 0, 1) fulfils n(k)·s = 0 ∀k ∈ BZ. Hence, we find
indeed a chiral symmetry of type (8.4) with symmertry operator Σ=σz, yielding
σzHσz = −H . (8.10)
The corresponding energy bands are now straightforwardly calculated to be E±(k) =
±|n(k)| = ±√2J [(1 + cos(k)) + (δJ/J)2(1− cos(k))]1/2 with the corresponding energy gap
Egap = 4|δJ |, measured at the edges of the Brillouin zone. This pairwise appearence of
the energy is a direct consequence of the chiral symmetry (8.10). Note that the energies
are independent of the sign of δJ , proving that both discussed polymer configurations
are indeed energetically degenerate. Additionally, one can calculate the winding number
according to Eq. (8.6) and obtains
w =
{
1 for δJ > 0
0 for δJ < 0
. (8.11)
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The reason for this difference is shown in Fig. 8.1(b) and (c). When δJ is chosen to be
positive the origin is enclosed by the loop traced out by n(k). However, when δJ < 0 the
origin lies outside the loop and all mappings are topologically trivial. As discussed above,
the only way to get from one topologically distinct phase into the other is going through
the origin, i.e., closing the energy gap of the system.
A natural question to ask now is what happens at the interface of two topologically dis-
tinct regions. In terms of the underlying polyacetylene this simply means the appearance
of a domain wall [332]. Technically, one can encode this into the model (8.9) by letting the
dimerization strength become spatially depended, i.e., δJ → δJ(z). Due to the discussion
above, also the energy gap will then become a function of space, Egap → Egap(z). In order
to model a situation that is shown in Fig. 8.2(c) one assumes that δJ flips its sign on the
scale of the lattice constant a.
But why is it that the physics at the interface is dominated by the difference of both
topological phases to each side as described in Sec. 8.1.1? To answer this question we take
a look at the parameter space at hand, which is given by the space of S1 ×R1, i.e., the
product space of the Brillouin zone and the one-dimensional position space. This space
corresponds to the surface of an infinitely stretched cylinder, see Fig. 8.3. For a given
point in space this cylinder is cut by a horizontal plane. The so identified unit circle is
then mapped onto another unit circle according to Eq. 8.5, and the system is characterised
in terms of homotopies (8.3). We shall assume that δJ is varied in such a way that the
winding number of the system corresponds to w = 0 on the lower half of the cylinder
(x < 0) and w = 1 on the upper half (x > 0). Right at the interface (x = 0) we let δJ = 0,
and therefore the energy gap closes at the edge of the Brillouin zone, Egap(0) = 0. As
outlined in Sec. 8.1.1, the classification in terms of winding numbers is not defined in the
presence of this singularity.
So to understand the behaviour at the interface we consider two systems on the cylinder,
both placed away from the singularity but one with w = 0 and the other one with w = 1,
see Fig. 8.3(a). Again, one cannot continuously deform one into the other. However, a
general continuous deformation is still allowed as long as the parameter space is smooth.
The two systems can therefore be brought into contact, see Fig. 8.3(b). Since at this point
both systems are identical, they can be merged and be further deformed in the sense of
Fig. 8.3(c). This procedure visualizes that the combination of two systems with different
winding numbers can be - in a topological sense - reduced to the discussion of a small loop
around the topological singularities, or topological defects, which cannot be contracted to
a point, see Fig. 8.3(d).
Hence, to analyse the physics at the boundary that can be linked to topological prop-
erties one can refrain from considering the two systems in its full description. Instead, an
effective Hamiltonian acting on the mixed parameter space (here given by z and k) can be
studied close to the point where the energy gap closes. Thus, a Taylor expansion around
k = pi of the Hamiltonian (8.9) and an additional rotation2 around the σx-axis by pi/2,
e−iσxpi/4Heiσxpi/4, then yields
HD = K(z)σx + q ceff σz , (8.12)
which is the (1+1)-dimensional Dirac Hamiltonian with ceff = J + δJ and spatially de-
pendent ’mass’ K(x) = 2δJ . Further, it is used that q = ~k. Note that for the discussion
above to be applicable, the electrons of the system obviously need to occupy the states
2Note that this rotation is solely performed in order to bring Eq. (8.12) into a form that is consistent
with large parts of the respective literature.
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continuous deformation topological defect
w = 0
w = 1






Figure 8.3.: Visualization of a topological defect at the boundary of two topologically distinct
regions. (a)-(c) By continuously deforming two systems initially placed in regions of opposite
winding number w, it becomes apparent (d) that all topological information are encoded in a loops
close to the topological defects. See also text.
near the band maximum (for the lower band). Thus, we assume a system that is half-filled,
i.e., that the Fermi energy lies exactly in the middle of the gap at EF = 0.
The Hamiltonian of Eq. (8.12) was studied by Jackiw and Rebbi [333] in the context
of one-dimensional relativistic field theories even before the SSH-model was introduced.










for K(z → ±∞) ≷ 0. In the light of the discussion above, this bound state is understood
as a state that needs to be pinned to the topological defect, see Fig. 8.3. Moreover, the
zero energy property is a consequence of the chiral symmetry given by Eq. (8.4). In the
context of the underlying polyacetylene structure, this bound state can be seen a a soliton
with a certain topological charge. However, in contrast to, e.g., the Hall conductivity (see
Sec. 3.4), this charge takes on only half-integer values ±1/2 [332, 333]. The reason being
that the solid angle swept out by a closed loop around the circumference (cf., Fig. 8.1)
only covers half of the surface of the unit sphere [334].
In conclusion, in order to study the topological properties of a boundary of two topo-
logically distinct phases belonging to the BDI symmetry class, it is sufficient to study the
Dirac Hamiltonian given by Eq. (8.12). In the following section, we will therefore focus on
a deeper analysis of the Dirac Hamiltonian and will describe how this model Hamiltonian
is realised in an experiment with ultracold atoms in an optical lattice.
8.2. 1D Dirac equation with spatially varying mass
Initially, the simulation of the one dimensional Dirac equation was suggested [335] and also
experimentally implemented [336] in systems with single trapped ions. More recently, the
Dirac Hamiltonian was also successfully simulated in experiments with ultracold atoms
in optical lattices by means of specifically tailored Bloch bands in combination with an
appropriate preparation of the atomic cloud. This was prominently achieved in the group
of M. Weitz at the University of Bonn, where for a homogeneous mass, cf. Eq. (8.12),
Klein-tunnelling effects were studied [52] and experiments regarding a negative refractive
index were conducted [337].
In this section, we will first discuss analytically the (1+1)-dimensional Dirac Hamilto-
nian introduced above, see Eq. (8.12). Following this, we briefly summarize how the group
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of M. Weitz was able to experimentally realise the Dirac Hamiltonian with a spatially
dependent mass in order to simulate the above discussed topological edge state [53]. We
want to stress that, unless stated otherwise, all experimental work presented here was
conducted by our collaborators from Bonn.
8.2.1. Theoretical description
First, we will study the spectrum of the one-dimensional Dirac Hamiltonian. To this end,
we rewrite Eq. (8.12) as
HD = meff(z) c2eff σx − i~ ceff ∂z σz , (8.14)
where we introduced the momentum operator as q = −i~∂z. We shall also assume that
the effective mass meff(z) changes linearly as a function of space, i.e.,
meff(z) = α z/c2eff , (8.15)
which simplifies the problem significantly. As described above, the Dirac equation (8.14)
possesses an emergent chiral symmetry
σyHDσy = −HD . (8.16)
Note that for a mass of type (8.15) the problem is equivalent to the solution of the 2D
Dirac equation in a magnetic field well known from graphene [301] or from the description
of 2D surface states of a 3D topological insulator in a magnetic field [331].
In general, in order to solve the Hamiltonian (8.14) it is convenient to calculate the
square of this Dirac Hamiltonian, H2D. Ordinary matrix multiplication yields
H2D =
[
(αz)2 − (~ceff)2 ∂2z
]
1− α~ceff σy , (8.17)
where the identity for Pauli matrices σiσj = δij + iijkσk (with ijk being the Levi-
Civita symbol) as well as the canonical commutation relation for position and momentum,
[z, ∂z] = −1, has been used. The squared Hamiltonian H2D has both a term proportional
to z2 as well as ∂2z , and thus resembles a conventional quantum harmonic oscillator. To




αz − ceff~ ∂z
)
and b = 1√
2ceff~α
(
αz + ceff~ ∂z
)
, (8.18)
which fulfil the bosonic commutation relation [b, b†] = 1. With the help of these operators












2ceffα/~. Additionally, one can perform a rotation of the basis to find new
basis states of the form
|↑〉 = 1√
2
( |+〉 − i |−〉 ) and |↓〉 = 1√
2
( |−〉 − i |+〉 ) , (8.20)
where |+〉 = (1, 0)T and |−〉 = (0, 1)T are the basis states of the original Dirac Hamiltonian
(8.14). Using the corresponding unitary transformation matrix Λ, i.e., (|↑〉 , |↓〉)T = Λ ·
(|+〉 , |−〉)T , one obtains





















































Figure 8.4.: Schematics of various properties of the Dirac Hamiltonian (8.14). (a) Probability
densities of the edge state (n = 0) and first few excited states with n ≤ 3. (b) Sketch of corre-
sponding energies with En = ±
√
n~ω0. (c) Visualisation of the winding of the unit vector nˆD,
where HD = nD · σ (cf. Eq. (8.1) and Fig. 8.1).
Most importantly, the expression for the Dirac Hamiltonian in the basis {|↑〉 , |↓〉} is found







The eigenstates of this Hamiltonian can then also be readily found to read as
|ψ0〉 = |0〉 |↑〉 and |ψ±n 〉 =
1√
2
(± |n〉 |↑〉+ |n− 1〉 |↓〉 ) , (8.23)
where n ∈ N and |n〉 are harmonic oscillator eigenstates, i.e., b†b |n〉 = ~ω0 |n〉. Note that
due to the chiral symmetry of HD, see Eq.(8.16), it holds that |ψ+n 〉 = σy |ψ−n 〉. Moreover,
using the spatial representation of harmonic oscillator eigenstates

















where Hn(z) represent Hermite polynomials, one can alternatively write the expressions
of Eq. (8.23) in terms of spinor wavefunctions of the form
ψ0(z) = φho0 (z) |↑〉 and ψ±n (z) =
1√
2
(± φhon (z) |↑〉+ φhon−1(z) |↓〉 ) . (8.25)
Here, the length of the oscillator is given by lD =
√




0 for n = 0
±√n ~ω0 for n ≥ 1
, (8.26)
where all energies come in pairs except for a single one at zero energy. This latter property
is explained by the chiral symmetry of Eq. (8.4). Also, the zero energy eigenvalue is
associated with an eigenstate that corresponds to the discussed topological edge state
above. Using Eqs. (8.24) and (8.25), the spinor associated to the edge state is given as (in
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This confirms the expression by Jackiw and Rebbi introduced in the previous section, see
Eq. (8.13). Finally, we show in Fig. 8.4 the spatial variation of the first few probability
densities |ψn(z)|2 as well as give a pictorial presentation of the spectrum (8.26).
8.2.2. Realisation with cold atoms in an optical lattice
The Dirac Hamiltonian (8.14) can be successfully simulated in experiments with ultracold
atoms in optical lattices by a combination of designing corresponding Bloch bands (or
rather band crossings) and an appropriate initial preparation of the atomic cloud. A
spatially dependent mass in such a Dirac equation, i.e., an interface between two spatial
regions of different topological order, is realised by spatially varying the amplitude of the
optical lattice trapping the atoms. The optical lattice is created by means of four-photon
processes in an atomic rubidium three-level system. This level structure is sensitive to
magnetic fields, allowing for the implementation of a spatial variation of the effective
lattice.
We now present a summary of the experimental setup that was used by M. Weitz
and collaborators in order to simulate the 1D Dirac Hamiltonian with spatially varying
mass, and therefore enabled the experimentalists to eventually observe the above discussed
topological edge state [53]. Here, we briefly shed light on technical aspects as well as
experimental procedures. Note that actual experimental results will be shown in Sec. 8.4.
Furthermore, the following description of the experimental realisation is far from complete.
Information about extensive experimental details can be found in Ref. [53] or in the Ph.D.
thesis by M. Leder [321].
Rubidium BEC The experiment is based on a Bose-Einstein-condensate (BEC) made of
rubidium atoms (87Rb). Initially, a dilute cloud of this isotope is prepared in the F = 1,
mF = −1 state of its hyperfine ground state manifold. The rubidium atoms are first cooled
in a magneto-optical trap and then loaded into a combination of a dipole and magnetic
trap. Here, the dipole trapping potential is generated by a CO2-laser at 10.6µm wavelength
and the magnetic trap is present due to a quadrupole field. By means of evaporative
cooling a BEC is created, which contains ∼ 15, 000 atoms. In addition, a magnetic field
gradient of b = mRbg/(µg|gF |) ' 30.5Gcm−1 is present, with mRb = 1.44×10−25kg being
the mass of the rubidium isotope, µB is the Bohr magneton and gF = −1/2 denotes the
gyromagnetic factor for the used F = 1 hyperfine component of the electronic ground
state. The gradient b points along the vertical spatial axis. Note that the resulting force is
tuned in such a way that it compensates the Earth’s gravitational force on the rubidium
atoms, see Fig. 8.5(a). This gravitational force can be compensated to within 1 part in
104 in the here summarized experiment.
Four-photon lattice The optical lattice evoking the spatial periodicity of the system is
established by a four-photon process. Here, a rubidium atomic three-level configuration
with two ground states of different spin projections and one spontaneously decaying excited
state are used [338]. As can be seen from the schematic of Fig. 8.5(b), the atoms experience
two absorption as well as two stimulated emission processes. The frequency of the light
triggering these processes is tuned such that emission and absorption come from photons
of opposite direction. Hence, the momentum transfer to each atom is 4~k0, with ~k0 = h/λ
being the momentum of a single photon, where h is Planck’s constant and λ = 783.5nm
describes the wavelength of the laser. From this discrete momentum transfer one can
deduce a spatially periodic lattice structure. The periodicity of the resulting lattice is
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Figure 8.5.: (a) Schematic of the atomic cloud in the presence of the quadrupole field B. While
the gracitational force Fg pulls the cloud downwards, an emergent ’Stern-Gerlach force’ FSG com-
pensates for this effect (see text). (b) Four-photon scheme for generating the spatially dependent
optical lattice. Here, (∆, δ,∆ω) denote detunings, and Ω indicate respective Rabi frequencies.
Figs. (a) and (b) are adopted from Ref. [321]. (c) First few energy bands (blue solid) as resulting
from Hamiltonian H(k), see Eq. (8.29), for V0 = 1Er. The inset shows how the Diract point for
V0 = 0 (gray dashed) is gapped out by the presence of the additional potential.
given by a = λ/4, which is by a factor 2 smaller than conventional two-photon optical
lattices with lattice spacing λ/2. One can further show [321] that the strength of the
resulting potential is given by V0 = ~Ω+effΩ
−
eff/δ0, i.e., is proportional to the product of
both effective Rabi frequencies, Ω±eff = Ωσ±Ω∗pi/2∆, coupling the respective ground states
to virtual excited states and is inversely proportional to the Raman detuning from the
mF = 0 ground state, δ0 ' 200kHz. Using experimental parameters this potential strength
can be calculated to be V0 ' 0.36Er, with Er = ~2k20/(2m) being the recoil energy. The
spatially varying effective one-dimensional potential then takes the form





where the phase shift corresponds to spatial translation of the lattice with respect to a
reference point, and will be set to zero form here on, ϕz = 0. The associated recipro-
cal lattice vector of Eq. (8.28) is given by G = 4k0. The corresponding single-particle
Hamiltonian H = −~2∂2z/2m + V (z) can then be expressed in the basis of plane waves














A sensible truncation allows for the diagonalisation of the Hamiltonian (8.29), yielding
an energy spectrum as depicted for the first few bands in Fig. 8.5(c). We focus now on the
two lowest bands at the edge of the Brillouin zone, k = −pi/a (pi/a). One realises that if
the off-diagonal elements of Hamiltonian (8.29) are small compared to the band width of
the lowest band, V0/4 ~2G2/(8m), the system is described to a good approximation by
the degenerate subspace of those two bands (cf. Sec. 3.2.3). By letting k = k˜−G/2, with
























8. A topologically protected edge state with ultracold atoms
where in the expression on the right-hand side we ignored the constant energy shift
~2G2/(8m) = 4Er as well as all terms O(k˜2). In addition, by introducing the new momen-
tum variable q = ~k˜, the effective velocity ceff = G~/(2m) = 2~k0/m ' 1.1 cms−1 and an
effective mass meff = V0/(4c2eff) the right-hand side of Eq. (8.30) becomes
HD(q) = meff c2eff σx + q ceff σz . (8.31)
So indeed, close to the edges of the first Brillouin zone, where the lowest and second lowest
band interfere, one can describe the system effectively in terms of a Dirac Hamiltonian of
type (8.14), but with homogeneous mass for the current setup.
B-field gradient In order to implement the spatial dependency of the effective mass in
the Dirac Hamiltonian (8.31) the characteristics of the four-photon optical lattice outlined
above are exploited. Here, one needs to realise that the potential which is inversely
proportional to the Raman detuning δ0 can be shifted by means of magnetic fields. To
achieve the effective mass with the desired properties given by Eq. (8.12) one superimposes
two four-photon potentials V1(z), V2(z) in the presence of the above mentioned quadrupole
field to compensate the Earth’s gravitational field. The initial respective Raman detunings
δ1/2 are chosen to be the same in magnitude for both lattices but with opposite sign. On
top of that, both detunings get an equal correction from the magnetic field gradient,
yielding δ1/2 = ±δ0 − µB∆B(z)/(2~). Here, the magnetic field is assumed to change
linearly as a function of space in the desired region, i.e., ∆B(z) = B(z)−B(0) ' z dB/dz.






≈ ±V0 + 2V0µB4~δ0
dB
dz
z +O(z3) ≈ ±V0 + 2αz , (8.32)
where one expanded the expression to first order around z = 0, and in the last step
we defined α = V0µB(dB/dz)/(4~δ0) ' 19.0Ercm−1. The full lattice is again given by
Eq. (8.28), but here we replace V0 → (V1(z) + V2(z)) = 4αz, i.e., V (z) = 2αz cos(4k0z).
Since spatially homogeneous parts of V1/2 vanish by construction, the total lattice potential
experiences a zero crossing at z = 0. The total as well as the individual lattices are depicted
in Fig. 8.6, where it can also be seen that for z > 0 (z < 0) the maxima (minima) of the
total potential are located at integer multiples of λ/4.
Most crucially, upon replacing V0 → 4αz in Eq. (8.30) one finds that the Dirac Hamil-
tonian (8.31) acquires an effective mass as
meff → meff(z) = αz/c2eff , (8.33)
hereby realising a system that can indeed be effectively described by the one-dimensional
Dirac equation with spatially varying mass of Eq. (8.14). Note since we assume weak
magnetic fields, also the effective mass changes slowly as a function of space. There-
fore, one can indeed analyse the problem at a given point in space z0 by considering the
bandstructure for an associated fixed effective mass meff(z) ≈ meff(z0), see Fig. 8.6(b).




)T . Here, Ψ1 and Ψ2 are understood to correspond to wavefunctions
of atoms with momenta close to ±~G/2 = ±2~k0. The spatial representation of the total
wavefunction associated with the spinor ψ is then given by
φ(z) = Ψ1(z) e2ik0z + Ψ2(z) e−2ik0z . (8.34)
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z < 0 z > 0z = 0
Figure 8.6.: (a) Resulting potentials V1/2(z) from the four-photon processes shown in Fig. 8.5(b).
The increasing (decreasing) behaviour of the respective lattice depth for increasing z is due to a
positive (negative) Raman detuning, see Eq. (8.32). The combined potential, V1 +V2, yields a zero
crossing. (b) Illustration of the spatial variation of the lowest two bands near the (gapped) Dirac
point (cf. Fig. 8.5). The shown bands can be seen as representations of vertical cuts in Fig. 8.4(c).
(c) The eigenvalues of the microscopic 1D Hamiltonian (circles) close to the band crossing agree
with a precision higher than 1% with the energies (crosses) of the Dirac equation given by Eq. 8.26.
Furthermore, using the expression for the Dirac spectrum (8.26) one expects the experi-
mental system to possess a characteristic frequency of about ω0 ' 163 Hz. Even for the
cold atom setup at hand this is a rather small energy scale, ω0/Er ≈ 0.04, and therefore
the experiment appears to be highly sensitive to noise, particularly to fluctuations in the
magnetic field. Thus, in order to suppress this respective noise the experiment is placed
within a single layer µ-metal shielding.
We stress again that the presented effective description of the system only holds for
atoms that have been prepared in momentum states close to the edge of the Brillouin
zone. In fact, we have numerically checked3 that the spectrum of the full 1D Hamiltonian,
H = −~2∂2z/2m + V (z), coincides with the Dirac one of Eq. (8.26) for the first twenty
states or so n . 20, see Fig. 8.6. The reason for this good agreement is the fact that
the width of the most confined bound state, i.e., the topological edge state, lD ' 16.2µm
is of about two orders of magnitude larger than the lattice spacing a ' 196 nm. This
guarantees that relevant momenta are small. Nevertheless, one should bear in mind that
the system only simulates the spatially-dependent Dirac Hamiltonian (8.12), and that the
relevant chiral symmetry of the latter is only emergent and not a true symmetry of the
(experimental) system.
8.2.3. Experimental procedure: preparation and detection
While tailoring the lattice potential as presented above leads to an effective description
in terms of an Dirac Hamiltonian of type (8.14), the system at hand does not naturally
occupy the desired quantum states at the edge of the Brillouin zone. Hence, the rubidium
BEC needs to be engineered in an appropriate way in order to allow for the targeted
effective description. We continue to briefly summarize the engineering process in this
section. A more in-depth description can be found in Refs. [53, 321].
After the production of the BEC as sketched above, the cloud is adiabatically expanded
in the z-direction. The reason for this is that the ultimate population of the simulated






(z + L2 )], with
m ∈ Z, and ensuring that results are stable under enlarging the box size, L→∞.
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topological edge state at (shifted) energy E = 0 is maximised by spatial matching of the
respective wavefunctions. Technically, the expansion is performed by further lowering the
dipole trapping beam. At the end of the sequence, the atomic cloud is composed of ∼
10, 000 atoms and has a typical spatial extension in the vertical direction of about ∆zrms∼
10µm. This compares to the root mean square (rms) width of the edge state of ∆z0 =
lD/
√
2 ' 11.5µm. At the end of the adiabatic expansion, the trapping frequency along
this lattice beam axis is ωz/2pi ' 4Hz, and magnetic trapping frequencies in orthogonal
directions are ωx/2pi ' 28.5Hz and ωy/2pi ' 10Hz. The associated momentum width of
the atomic cloud along the lattice beam axis is determined to be ∆pz ' 0.01~k0. This
corresponds to an effective (1D) temperature of about 35pK. After these first steps of
preparation, the cloud of atoms in z-direction is described by the corresponding part of
the wavefunction, φa(z).
Following the adiabatic expansion of the BEC, the dipole trapping beam is extinguished
and the atoms are irradiated with the laser light creating the periodic potential of form
(8.28). Most importantly, at the same time the atoms are also subject to two simultane-
ously performed Bragg pulses of opposite direction (for more details on this Bragg-pulse
technique, see Ref. [339]). These pulses imprint a momentum transfer of ±G/2 = ±2k0







e2ik0z + e−iϕ e−2ik0z
)
, (8.35)
with ϕ being a phase shift that can be conveniently imprinted by an appropriate adjust-
ment of the Bragg pulses. After the momentum transfer, the wavefunction (8.35) can
indeed be understood in terms of an associated spinor ψi(z) =
(
Ψ1,Ψ2
)T , which is acted
on by the Dirac Hamiltonian (8.14), with Ψ1 = eiϕΨ2 = φa(z)/
√
2. Eventually, the ex-
perimental system should therefore follow the physics predicted by the set of eigenstates
and eigenenergies presented in Sec. 8.2.1. Here, the detailed occupation of the eigenstates
is determined by the spatial shape of the initial cloud as well as the phase shift ϕ. We
assume a spatially symmetric initial cloud with respect to the zero crossing of the lattice
at z = 0, see Fig. 8.6(a). By comparing the emerging structure of ψi with the explicit
form of the eigenstates, see Eq. (8.23), it is apparent that a maximal population of the
edge state can only be obtained for ϕ = pi/2. In contrast, for ϕ = −pi/2 the overlap with
ψ0 is nullified, and, in fact, also for all other spinor eigenstates ψn with n/2 ∈ N. Instead,
eigenstates with odd indices n are populated according to the spatial shape of φa. Note
that a symmetric initial cloud generally populates all ±-pairs of eigenspinors equally. So,
ultimately, the experimental verification of the edge state is achieved by comparing dy-
namical evolutions of the system depending on the initial preparation parameter ϕ: while
atoms occupying the zero energy state are expected to remain pinned as time evolves, an
equal population of, e.g., the first excited states leads to a subsequent detectable beating
of the density profile of frequency 2ω0, see Sec. 8.4.
The detection of the atomic cloud following the interaction with the optical lattice is
done by recording a shadow image of such. This procedure images the spatial distribution
of the cloud in the xz-plane, n(x, z). The final image is obtained by standard absorption
imaging techniques in the absence of the lattice beams [53]. Note that the size of the
recorded cloud along the x-axis is dominated by the spatial resolution of 4.8µm of the
used imaging system.
Lastly, we note the following crucial aspect: the rubidium atoms used in the experiment
are bosons, while the Dirac Hamiltonian naturally describes the dynamics of fermions. In
a purely non-interacting case those two descriptions are similar. However, the situation
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changes fundamentally once interactions are taken into account. Since the rubidium BEC
is indeed a (weakly) interacting many-particle system they cannot be blindly ignored, but
rather have to be analysed in detail. In the same spirit, it is not directly obvious whether
the effective one-dimensional description discussed here is sufficient to correctly capture
the physics of the 3D cloud. Nevertheless, we will show in the next section that in the
end interaction effects are negligible to good approximation, and thus the effective 1D
formalism presented here is indeed applicable.
8.3. Mean-field interaction effects and theoretical predictions
So far all interaction effects have been neglected. Nevertheless, in typical experiments
with ultracold bosonic atoms captured in harmonic traps interactions cannot be sim-
ply ignored. Due to small densities of atoms (see Sec. 2.1), interactions are typically
treated well by a mean-field description in terms of the celebrated Gross-Pitaevskii equation
(GPE) [340–342], see below. So before showing experimental results as well as theoretical
interpretations of the simulated Dirac Hamiltonian, we will thoroughly study mean-field
interaction effects in this section by analysing the corresponding Gross-Pitaevskii equa-
tion as well as an effective Dirac version thereof. Later, in chapter 9 we will go beyond
this mean-field approach and show effects that are unique to the realisation of the Dirac
Hamiltonian (8.12) with an interacting bosonic gas of cold atoms.
Bose-Einstein condensation was the first milestone reached in the field of ultracold
atoms [58, 59]. Ever since these accomplishments were reported in the mid 90’s, ultra-
cold (bosonic) degenerate quantum gases have been the major building block of an entire
generation of novel types of experiments, see Sec. 2.1. There exist an extensive list of
comprehensive studies of Bose-Einstein condensation both in general as well as addressing
the role of interactions. Thus, we refrain from presenting a detailed analysis of the ef-
fects of interactions in BECs, but rather highlight aspects that are relevant to the specific
experimental setup presented in this chapter, see above. For more details, though, the
reader is referred to, e.g., Refs. [343–347], and references within.
8.3.1. The Gross-Pitaevskii equation
Ultracold atoms typically only exhibit s-wave scattering due to low thermal energies of the











Ψˆ(r) + g2 Ψˆ
†(r)Ψˆ†(r)Ψˆ(r)Ψˆ(r) , (8.36)
where Ψˆ†(r) and Ψˆ(r) are bosonic field operators that create and annihilate a particle at






2 + ω2yy2 + ω2zz2) (8.37)
being the external harmonic confining potential. Furthermore, g=4pi~2as/m is the inter-
action strength parametrized by the s-wave scattering length as. For the rubidium isotope
87Rb this scattering length is given by as≈100a0, where a0 =5, 29×10−11m describes the
Bohr radius. The Hamiltonian (8.36) therefore also describes the system at hand after
the adiabatic expansion discussed above, see Sec. 8.2.3, with associated harmonic trapping
frequencies ωx, ωy and ωz.
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Next, it is assumed that the population of a certain single-particle state is very large
N0  1, and that indeed the majority of the particles condense in this state, N0/N ∼ 1.
One can then write the field operator in its Heisenberg form approximately as Ψˆ(r, t) '
Φ(r, t) + δΨˆ(r, t), with δΨˆ being a small perturbation. Impoartantly, Φ(r, t) is a complex
function that is defined as the expectation value of the field operator, Φ(r, t) ≡ 〈Ψ(r, t)〉
[344]. The aim is then to determine an equation of motion for the classical field Φ. One
way4 to proceed is to use the Heisenberg equation of motion and subsequently replace
all field operators Ψˆ by its classical counter part Φ. Letting Φ(r, t) =
√
Nφ(r, t), with∫
dr|φ(r, t)|2 = 1, one finally finds the time-dependent Gross-Pitaevskii equation [340–344]





2 + Vext(r) + gN
∣∣φ(r, t)∣∣2 ]φ(r, t) . (8.38)
Again, the validity of this equation is controlled by the condition that the s-wave scattering
length ought to be much smaller than the average distance between atoms, and that the
number of atoms in the condensate is much larger than one [344]. If these conditions are
fulfilled, Eq. (8.38) describes powerfully the dynamics of the BEC in its ground state.
In order to determine this ground state, one makes the ansatz φ(r, t) = e−iµt/~φ(r),
where µ is the chemical potential and φ(r) is now a real function that is still normalised




2 + Vext(r) + gN
∣∣φ(r)∣∣2 ]φ(r) = µφ(r) . (8.39)
In general, this time-independent Schro¨dinger-like equation can only be solved numerically
due to the nonlinear term proportional to the particle density. Nonetheless, one can
analytically investigate the two limits of g → 0 and gN →∞: if the interaction strength
vanishes, g = 0, Eq. (8.39) obviously reduces to the Schro¨dinger equation of a single-
particle. Hence, with the form of the external potential given in Eq. (8.37) the problem
simply becomes a three-dimensional harmonic oscillator. The ground state wavefunction
of the BEC in such a scenario is therefore proportional to a Gaussian wavepacket
φho0 (r) ∝ exp
[
− m2~(ωxx
2 + ωyy2 + ωzz2)
]
. (8.40)
On the other hand, in the limit of very large N the nonlinear term in Eq. (8.39) domi-
nates over the kinetic term (except at the edges of the cloud). Thus, the density profile
(normalised to N) is approximately given by n(r) = N |φ(r)|2 = 1g [µ − Vext(r)] for the
region where µ > Vext(r) and n(r) = 0 everywhere else. This situation is also called the
Thomas-Fermi limit.
8.3.2. An effective 1D Gross-Pitaevskii-Dirac equation
Right before the optical lattice is switched on and the atoms are irradiated with Bragg
pulses, the atomic cloud in its harmonic trap is described by the GPE (8.38) or (8.39),
respectively. As for the non-interacting case, we will now show that also the interacting
system is effectively described by an emergent Hamiltonian after the optical beams are
switched on. To this end, we assume that after the two Bragg pulses have imprinted a
momentum change of ±2k0~ in z-direction the wavefunction of the BEC can be written
as (cf. Eq.(8.34))
φ(r, t) = Ψ1(r, t) e2ik0z + Ψ2(r, t) e−2ik0z , (8.41)
4 A different approach is to proceed by some variational procedure with respect to the energy functional.
In this case, the Gross-Piaevskii equation coincides with the Euler-Lagrange equation for the respective
problem [343].
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Here, the normalisation condition
∫
dr|ψ(r)| = 1 holds. Note that in the following we will
drop the time variable for notational convenience. Upon substituting this ansatz for the












which is just a reformulation of the non-interacting part of the Hamiltonian in each spatial













and of the Dirac Hamiltonian HD given by Eq. (8.14) describing the non-interacting
dynamics in z-direction. Note that if there were no interactions, the wavefunctions
Ψ1,Ψ2 would factorize into parts corresponding to each spatial direction, e.g., Ψ1(r) =
Ψ1(x)Ψ1(y)Ψ1(z). Here, every part of the wavefuntion could be efficiently expressed in
eigenstates associated with the respective spatial direction, i.e., harmonic oscillator states
in xy-direction and eigenstates of type (8.25) in z-direction. Such a straightforward de-
composition is, however, not readily allowed, since interactions couple the dynamics along
orthogonal spatial directions.
Using Eq. (8.41) the nonlinear interaction part of the Gross-Pitaevskii equation can be
written as∣∣φ(r)∣∣2 φ(r) = (∣∣Ψ1∣∣2 + ∣∣Ψ2∣∣2 + Ψ∗1Ψ2 e−4ik0z + Ψ∗2Ψ1 e4ik0z)(Ψ1 e2ik0z + Ψ2 e−2ik0z)
≈ (∣∣Ψ1∣∣2 + 2∣∣Ψ2∣∣2)Ψ1 e2ik0z + (∣∣Ψ2∣∣2 + 2∣∣Ψ1∣∣2)Ψ2 e−2ik0z , (8.45)
where we neglected all contributions to the parenthesis proportional to e±4ik0z. This is
justified since large transfers of momenta are suppressed, i.e., the overlap of a spatially
smooth with a fast oscillating function averages to zero. Thus, we can represent the
interaction term after the Bragg pulses as





Merging Eqs. (8.43) and (8.46) renders an effective description of an interacting BEC
that is close to momenta ±2~k0. The resulting Gross-Pitaevskii-Dirac equation (GPDE)







3 |ψ(r, t)|2 1− (ψ†(r, t)σz ψ(r, t))σz)]ψ(r, t) . (8.47)
In order to estimate the importance of interaction effects on the dynamics of the effective
Dirac system, and thus letting Eq. (8.47) become more accessible to a numerical analysis,
we continue by making a crude assumption: we presume that the wavefunction (8.41) does
indeed factorize as
φ(r) = φ⊥(x, y)φ(z) = φho⊥,0(x, y)φ(z) . (8.48)
Most importantly, here we assume that in perpendicular direction the condensate is
trapped in the ground state of the harmonic oscillator described by Eq. (8.44). The
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trapping frequencies of this harmonic oscillator are still given by ωx/2pi = 28.5Hz and
ωy/2pi = 10Hz, respectively. The Dirac spinor associated with the wavefunction (8.48) is
then given by




= φho⊥,0(x, y)× ψ(z) . (8.49)
Formally, this assumption is correct in the limit where the energy scale of the perpendicular
harmonic oscillator is much larger than the characteristic frequency of the Dirac spectrum,
i.e., min(ωx, ωy)  ω0 =
√
2ceffα/~. In fact, this is not the case for the described exper-
imental setup, where ω0/2pi ≈ 163Hz. We note, however, that the approximation (8.48)
overestimates interaction effects, since it neglects their importance for the perpendicular
directions leading to an underestimated size of the wavefunction in those directions. While
this treatment can therefore not be used to give precise quantitative predictions, it is still
sufficient to estimate an upper bound on the interaction effects.
Time-dependent GPDE
After having made an ansatz for the wavefunction, we substitute (8.49) into the GPDE
(8.47) and multiply from the left by (φho⊥,0)∗. This is followed by an integration over the
x- and y-direction. Due to the spatial decoupling of Eqs. (8.48) and (8.49) these integrals
can be trivially evaluated. By using the identities
∫
dxdy |φho⊥,0|2 = 1 and
∫
dxdy |φho⊥,0|4 =
(2pilxly)−1 one obtains an effective one-dimensional GPDE of the form
i~∂tψ(z, t) = HD ψ(z, t) + g1d
[
3 |ψ(z, t)|2 1− (ψ(z, t)†σzψ(z, t))σz ]ψ(z, t) , (8.50)
where g1d = gN/(4pilxly) describes the effective one-dimensional interaction strength with
lx/y =
√
~/(mωx/y) being the respective harmonic oscillator length. Note also that the
constant energy shift due to
∫
dxdy (φho⊥,0)∗Hho⊥ φho⊥,0ψ = E⊥ψ was ’gauged away’ by letting
ψ(t)→ ψ(t)e−iE⊥t/~.
One can now study Eq. (8.50) with relatively little numerical afford (e.g., by a built-in
function of the programme Mathematica). Fig. 8.7 shows the dynamical evolution of the
density profile5, n(z) = |ψ(z, t)|2, of differently prepared initial atomic clouds and for
varying interaction strengths g1d. As explained in Sec. 8.2.3, the atomic cloud is initially
expanded adiabatically to match the Gaussian envelope of the topological edge state given
by Eq. (8.27). Hence, we choose an initial state with spatial profile given by φa(z) = φho0 (z)
and investigate two distinct relative phases imprinted by the Bragg pulses, ϕα = pi/2 and
ϕβ = −pi/2, respectively. The two studied initial states are thus ψαi (z) = ψ0(z) and
ψβi (z) = − i√2(ψ
+
1 (z) + ψ−1 (z)), respectively, where ψi is the spinor associated with the
initial wavefunction φi(z), see Eq. (8.35), and ψ±n (z) are eigenstates of the non-interacting
Dirac problem, see Sec. 8.2.1. The system’s behaviour in the non-interacting limit, g → 0,
is shown in Figs. 8.7(a) and (d): if the system is already prepared in the edge state, it
will remain static as a function of time. In contrast, if the state is prepared as a pair
of first excited states, it will show a clean beating pattern with an oscillation period of
T = pi/ω0 ≈ 3ms.
The situation obviously changes when interactions are taken into account. The ex-
periment is typically conducted with ∼ 10, 000 rubidium atoms [53], which leads to an
5 In fact, in Fig. 8.7 we only plot |Ψ1(z)|2 + |Ψ1(z)|2, since rapidly oscillating interference fringes arising
from 2Re[Ψ∗1(z)Ψ2(z)e−4ik0z] cannot be resolved within the experimental resolution.
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Figure 8.7.: Time evolution of a one-dimensional cloud of atoms according to the time-dependent
Gross-Pitaevskii-Dirac equation, see Eq. (8.50). Interaction strength increases from left to right,
g/gexp = 0, 1, 3. (a)-(c) Relative phase imprint of ϕ = pi/2 (see Eq. (8.35)) allowing for a popula-
tion of the zero energy state. (d)-(f) An equal superposition of first excited states ψ±1 initialised
by choosing ϕ = −pi/2 causes an oscillatory behaviour of the cloud. Interaction effects for experi-
mentally expected interaction strengths appear to be negligible.
associated effective interaction strength of g1dexp/~ ≈ 5.6×10−3m/s. However, when con-
sidering this experimental value, interactions only seem to have a negligible impact on the
density’s time evolution, as can be seen from Figs. 8.7(b) and (d). Over the time scale
of 10ms one can only witness a small amount of newly emerging beatings for an initial
state ψαi . If the system is initially prepared in the state ψ
β
i , one observes a shift in the
beating frequency that is also tiny in size. Importantly, the actual experiment can only
be run for times of about ∼2ms, see Sec. 8.4. For such small time scales the results show
indeed no observable effect that could be resolved experimentally, see Fig. 8.7. Again,
recall that these discussed interaction effects are already overestimated and that the true
experimental signatures are expected to be even smaller.
Nonetheless, when increasing the interaction strength further, e.g., by trapping more
atoms or increasing the scattering length by means of Feshbach resonances (see Sec. 2.1),
the time evolution starts to behave non-trivially, In Figs. 8.7(c) and (f) we show, for
example, interaction strengths that are three times larger than used in the experiment.
Despite the fact that interactions still seem to play a minor role during the first beating
period, they do become dominant very quickly. Already for g/gexp = 3 and t > 2ms
the dynamics of the system cannot be straightforwardly explained by the non-interacting
Dirac Hamiltonian any more.
Stationary GPDE
Complementary to the approach of solving the time-dependent GPDE (8.50), one can also
solve a stationary energy eigenvalue problem in the spirit of Eq. (8.39) in order to find
the ground state of the problem. To this end, we make a similar ansatz as above, i.e.,
ψ(z, t) = e−iµt/~ψ(z). Substituting this expression into Eq. (8.50) then gives rise to the
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time-independent one-dimensional Gross-Pitaevskii-Dirac equation of the from
HD ψ(z) + g1d
[
3 |ψ(z)|2 1− (ψ†(z)σzψ(z))σz ]ψ = µψ(z) . (8.51)
Note that the notion ’ground state’ is actually quite delicate here: by ground state we refer
to the state that is adiabatically (in the interaction strength) connected to the zero-energy
state of the non-interacting system. However, the zero-energy state is in fact not a true
ground state of the system. While for fermions the system might still be stabilized by Pauli
blocking, this fact leads to an immediate qualitative effect of interactions in the present
case: the bosonic system, which is unbound from below, is intrinsically unstable. To
investigate this instability we study the Bogoliubov spectrum describing the fluctuations
around the stationary solution of the GPDE in chapter 9. We indeed find a pairwise decay
of atoms into higher and lower levels of same, but opposite energy differences. However,
the rates of this decay channel are on the per cent level of the typical oscillation frequency
ω0, see Sec. 9.3. Moreover, spontaneous decay of the condensate into lower lying states
is suppressed on the mean-field level due to energy conservation. These circumstances
indeed allow us to straightforwardly proceed with an analysis of Eq. (8.51).
In order to numerically solve Eq. (8.51) we apply a standard iterative self-consistency
loop: first we prepare a test state ψs=0 being a randomly chosen combination of ψ0 and
ψ±1 , where s denotes the step index. We then express the GPDE of Eq. (8.51) in the basis
of non-interacting Dirac eigenstates ψ±n and numerically diagonalise the resulting matrix.
Here, we check that results are unaffected by the truncation size given by some maximal
index value nmax. We then select the eigenstate associated with the eigenvalue lying in
the center of the obtained spectrum and identify this state with ψs=1. We repeat this
procedure until we reach the condition (1−| 〈ψs|ψs−1〉 |) < , where   1 is a threshold
set by hand (with typical values of 10−7). When performing this self-consistency loop, it
is possible that the evaluation gets trapped in some subspace of the space of solutions,
which prohibits convergence of the finial state. This behaviour can either be a numerical
artefact of the used procedure or might happen due to construction. The latter aspect is
mainly related to symmetry arguments. Note that owing to the identity matrix appearing
in the interacting part of Eq. (8.51) conventional SU(2) symmetries (such as the chiral
symmetry of Eq. (8.4)) are destroyed by the GPDE. However, the basis of Dirac states
that we use to solve the problem has the mentioned symmetry naturally encoded, which
potentially constrains the space of attainable solutions. To circumvent associated issues
we do the following: first, we choose a random initial state configuration as mentioned
above. Second, we admix a previously calculated state at step s−1 to the current state
at step s, i.e., ψs = cψs+(1−c)ψs−1 with c being chosen such that 〈ψs|ψs〉= 1. Third,
it emerged to be numerically beneficial to use a different but equivalent representation of
the interaction part of the GPDE:
g1d
[
3|ψ|21− (ψ†σzψ)σz]ψ = g1d [2|ψ|21+ (ψ†σxψ)σx + (ψ†σyψ)σy]ψ . (8.52)
We investigate the spectrum of the stationary GPDE (8.51) as a function of interaction
strength g. Fig. 8.8(a) shows the part of the spectrum that connects to non-interacting
energies E±n with n ≤ 3. One observes that all considered energies experience a relatively
strong shift, ∼O(1), for an interaction strength comparable to experimental values. Fur-
thermore, this shift of energies is linear and appears to be the dominant effect of g. In
contrast, the shape of the edge state is affected only weakly, ∼O(0.01), by experimental
interaction strengths, as can be seen from Fig. 8.8(b). This is consistent with the previous
findings of Fig. 8.7. When increasing the interaction strength to g = 3gexp the state still
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Figure 8.8.: Spectrum and eigenstates of the stationary Gross-Pitaevskii-Dirac equation, see
Eq. (8.51). (a) Spectrum of the GPDE is dominantly shifted linearly in g, and effects are of order
one for g/gexp = 1. (b) Density profiles of the edge state n = 0 (blue) and first excited state
n = 1 (red) for different interactions strengths. Here, experimental values of g only cause changes
of the order of 1%. (c) Overlap of calculated eigenstate ψs,0 with corresponding non-interacting
bound state ψ0. The inset shows a double logarithmic plot revealing the quadratic dependence on
g. Here, the red, dashed line is a guide to the eye.
retains its shape, but the change is now significant. We also calculated the eigenstate
associated with the n = 1 excited state of the Dirac spectrum. Here, the observation is
similar as for the n = 0 edge state, see Fig. 8.8(b). In order to quantify the effect of g on
the eigenstates, and hence on the density profiles, we calculate the overlap with the associ-
ated non-interacting state, |〈ψ±n |ψs〉|. Fig. 8.8(c) reveals that density profiles are affected
only to quadratic order in g. In fact, all observables studied in the experiment depend
quadratically on g. The reason for this behaviour is a reminiscence of the chiral symmetry
(8.4) of the Dirac Hamiltonian HD: when evaluating observables, linear contributions to
wavefunctions are cancelled by equal but opposite contributions associated with ψ+n and
ψ−n , yielding a net effect that is proportional to g2.
In conclusion, the performed quantitative analysis shows that all experimentally relevant
interaction effects turn out to be on the per cent level only and thus negligible, since they
are not within experimental resolution. This statement is even enhanced by recalling
that interaction effects are expected to be overestimated by construction. Hence, for the
analysis of the final experimental results presented in Sec. 8.4 it will be sufficient to work
with the set of non-interacting eigenstates of the Dirac Hamiltonian HD as described in
Sec. 8.2.1.
8.3.3. Dimensionless analysis of the interaction strength
In order to get an immediate understanding about the relative strength of the interac-
tions in a Gross-Pitaevskii equation one typically expresses the GPE in natural length
and energy scales of the problem [344, 348]. So going back to the general form of the
three-dimensional GPE given by Eq. (8.38) we introduce ωm = min(ωx, ωy, ωz) and
lm =
√
~/mωm as these natural scales. Also, we give a list of variable changes: r→ lmr˜,
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Note that in the present case, where the GPE describes the experimental situation before
the Bragg pulses and the lattice is switched on, we have ωm=ωz=2pi×4Hz, and lm= lz =
5.4µm being the corresponding harmonic oscillator length in z-direction.
We repeat the same treatment for the effective one-dimensional GPDE of Eq. (8.50).
Here, we measure frequencies in units of ω0 and the natural length scale of the problem
is lD =
√
ceff~/α = 15.6µm, see Sec. 8.2.1. Hence, we introduce the variables z → lDz˜,





z˜ σx − i√2 ∂˜z σz + βD
(








First of all, one crucially realises that the dimensionless GPDE does not depend on the
parameter α that parametrizes the mass of the initial Dirac system, see Eqs. (8.14) and
(8.15). Hence, interactions are exactly marginal in 1D as they are neither made more
prominent nor are they suppressed by an appropriate scaling of the theory [206].
Finally, calculating expressions (8.54) and (8.56) using experimental parameters one
obtains
β ' 123.3 and βD ' 0.3 (8.57)
for a condensate of N = 104 rubidium atoms. Generally, these values parametrize the ratio
of the interaction energy and the kinetic energy in the respective case. So interactions in
the experimental Dirac system are indeed expected to be on the order of O(10−1)−O(1).
This reflects the observed effect of interactions on the energies, see Fig. 8.8(a), which
depend linearly on g. At the same time, we recall that observables are only affected
quadratically in g. Here, the value of βD also supports the small corrections to the numer-
ically observed density profiles, see Fig. 8.8(b). This again underlines the suggestion that
interactions are negligible for calculating observables, despite the fact that interactions
are indeed of order one, ∼O(1).
However, the dimensionless interaction strength of the system in the initial trap is very
strong , β∼O(102), and by no means negligible. So when imprinting the initially prepared
cloud onto the effective Dirac system, one effectively reduces the relevance of interactions
by approximately two orders of magnitudes. This effect is understood from kinetic energy
arguments: with an initial momentum width of ∆pz ≈ 0.01~k0 (see above) typical initial
energies of particles in the cloud are proportional to ∆p2/~2 ≈ 10−4k0. In the Dirac
system, on the other hand, the kinetic energy term yields ceff∆p/~2 ≈ 4×10−2k0. This
nicely matches the discrepancy of the values given in Eq. (8.57). Thus, the importance
of interactions is indeed reduced in the course of the experiment, since the Bragg pulses
pump a large amount of (kinetic) energy into the system. It is therefore important to
note that while in the Dirac system the dynamics of the condensate (in z-direction) is not
dominated by interactions and hence can be effectively described by an non-interacting
theory, interaction effects are indeed expected to be crucial for the shape of the atomic
cloud in the initial harmonic trap.
6Note that this parameter differs from the one given in [53] by a factor of 1√2 . This stems from a slightly
different definition of the natural scales in both cases.
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Figure 8.9.: Atomic cloud size calculated from Gross-Pitaevskii equation (8.39). (a) The shape
of a BEC of about 104 rubidium atoms in the initial harmonic trap, see Eq. (8.37), with trapping
frequencies ωx,y,z/2pi = (28.5, 10.0, 4.0)Hz. (b) A cut along x = y = 0 reveals associated 1D
density profiles for the true interacting initial cloud (blue solid), the Gaussian ground state of
a corresponding non-interacting system (gray dashed), see Eq. (8.40), and the expected form of
the topological edge state (blue dashed), see Eq. (8.27). All density profiles are normalised to
one. The huge mismatch between the Gaussian state and the GPE state expresses the significance
of interactions for the initial cloud shape. (c)-(d) Density profiles along the y- and x-direction,
respectively. Again, GPE results are compared to non-interacting Gaussian states. Here, relative
interaction strengths decrease due to larger respective trapping frequencies.
8.3.4. Numerical calculation of the initial atomic cloud
As described at length above, interaction effects do not play a role for the time evo-
lution along the spatial direction of interest. However, they do affect the initial state
substantially. So in order to gain a quantitative theoretical description of the experi-
ment we proceed in the following way. First, we need to include interactions to calculate
φa(x, y, z), which is the wavefunction describing the final form of the atomic cloud in
the initial harmonic trap, i.e. after the adiabatic expansion, but before the Bragg pulses
and the external lattice is switched on, see above. To this end, we numerically solve
the stationary three-dimensional Gross-Pitaevskii equation (8.39). We then imprint the
momentum change ±2~k0 due to the Bragg pulses and consider a switched on lattice
potential. For the subsequent time evolution, we neglect interaction effects and use the
non-interacting Dirac Hamiltonian given by (8.14) in combination with a simple harmonic
oscillator Hamiltonian of type (8.44) for the perpendicular directions, i.e., we assume that
the dynamics are described by
H ≈ H0 = HD +Hho⊥ . (8.58)
So eventually we need to calculate the overlap of the calculated initial wavefunction φa
with the corresponding basis states of H, which are just product states of eigenstates of
HD and Hho⊥ .
The static solution φa of the three-dimensional Gross–Pitaevskii equation is calculated
using the Matlab toolbox GPELab by Antoine and Duboscq [348, 349]. This programme
is quite powerful in the sense that can be applied to a large class of systems of Gross-
Pitaevskii equations. For the case of stationary problems that are of interest to us, the
toolbox uses an iterative procedure to find numerical solutions to an energy minimization
problem. Here, the starting point is the solution of the non-interacting problem (similar to
the approach explained above). For details about the algorithm and, in particular, about
’how to use GPELab’ we refer the reader to Refs. [348,349].
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Figure 8.10.: Atomic cloud shape as a function of the trapping frequency in z-direction, ωz.
Density profiles are shown for a cut along the (a) z-, (b) y- and (c) x-direction. Here, ωz/2pi is
varied from 2.0Hz to 8.0Hz. Changing the trapping potential in z-direction also affects the cloud
in x- and y-direction, since relative interaction strengths are increased or decreased, respectively.
In Fig. 8.9 we show the density profile associated with the initial wavefunction φa, which
was calculated using the trapping parameters ωx/2pi=28.5Hz, ωy/2pi=10Hz, ωz/2pi=4Hz
and an atom number of N = 104. For the given set of parameters the resulting cloud
has a cigar shape, see Fig. 8.9(a). While this shape would also be qualitatively present
in a purely non-interacting system due to the respective ratios of trapping frequencies,
the presence of interactions leads to an even more pronounced elongation along the z-
direction. In Fig. 8.9(b) we investigate the expected shape of the atomic cloud by con-
sidering |φa(0, 0, z)|2, i.e., the particle density along a cut at x= y= 0. We compare the
results to a three-dimensional harmonic oscillator groundstate wavefunction φho0 (x, y, z),
see Eq. (8.40), along the same spatial cut. One indeed observes that the cloud is signifi-
cantly broadened by the interactions along the z-direction. In fact, the full width at half
maximum is enlarged by a factor of ∼ 3.7. This huge discrepancy reflects the demand
to incorporate interactions in the description of the initial wavefunction. Furthermore,
due to smaller relative interaction strengths along the perpendicular spatial directions,
the associated broadening of the wavefunction is less dominant in the x- and y-directions.
This is shown in Fig 8.9(c) and (d), where the densities |φa(0, y, 0)|2 and |φa(x, 0, 0)|2 are
depicted, respectively. Nevertheless, the interaction effects in those directions are still too
strong to be negligible.
In addition, we plot the spatial distribution of the zero-energy edge mode of the Dirac
Hamiltonian, |ψ0(z)|2, in Fig. 8.9(b). While the ground state of the harmonic trap is in
fact much narrower than the edge state, spatial matching is considerably enhanced by the
broadening of the state due to interactions. However, since the determined solution of the
GPE is not of Gaussian shape any more, there is a limit to how much this overlap can
be optimised. Generally, the size matching of the wavefunctions in z-direction is done by
varying the respective trapping frequency. In Fig. 8.10 we therefore show the dependence
of the densities along all three spatial directions on ωz. Note that changing only ωz has
also an impact on the densities of the cloud along the x- and y-direction, since the relative
strength of the interactions is increased (decreased) for higher (lower) values of ωz, see
Figs. 8.10(b) and (c). Nonetheless, as shown by Fig. 8.10(a), the shape of the wavefunction
along the z-direction is affected most dominantly.
After the Bragg pulses have been shone onto the atoms and after the lattice poten-
tial has been switched on, we trust that the wavefunction is described by φi(x, y, z) =
1√
2φa(x, y, z)(e
2ik0z +e−iϕe−2ik0z) with corresponding spinor ψi(x, y, z), see Eq. (8.35) and
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Figure 8.11.: Representation of calculated effective coefficients (see text) indicating the popula-
tion of the associated quantum state. (a)-(b) Population of the non-interacting Dirac eigenstate,
see Eq. (8.25), depending on the relative phase. For ϕ = pi/2 (ϕ = −pi/2) only states with nz being
even (odd) are occupied. Note that the frequency axis is not homogeneously discretized but rather
as shown by the dots in (c). (c) Expected population of the topological edge state as a function
of ωz for ϕ = pi/2. Here, dots are calculated values and the solid line is a guide to the eye. (d)-(e)
Population coefficients of harmonic oscillator eigenfunctions in x- and y-direction, respectively.
Sec. 8.2.3. As mentioned above, in order to evaluate the time evolution we express ψi in
terms of eigenstates of HD and Hho⊥ , i.e.,












with α ∈ {+,−} (except for nz = 0), nx, ny, nz ∈ N0, and where φhon are harmonic
oscillator functions of type (8.24). The Dirac spinors ψ±n are still given by Eq. (8.25). The






















Note that since φa(x, y, z) is an even function with respect to all three spatial coor-
dinates, only specific combinations of (nx, ny, nz, α) yield finite contributions to the sum
(8.59). Here, it holds that cαnxnynz =0 when nx, ny are odd. The possible values for nz and
α are determined by the phase shift ϕ, since Dirac spinors contain spatially even as well












∣∣cαnxnynz ∣∣2 , (8.61)
where it holds that ∑nz ,α Pαnz = 1 etc., since ∫ |φa|2 = 1 is normalised to unity. In
Fig. 8.11 we show how the associated effective coefficients Cαnz =(Pαnz)1/2, Cny =(Pny)1/2,
Cnx =(Pnx)1/2 behave as a function of the trapping frequency ωz. While Cny , Cnx are in
fact independent of the phase shift ϕ, the coefficient Cαnz is shown for the two scenarios of
ϕ = pi/2 and ϕ = −pi/2, respectively. For the investigated range of ωz/2pi ∈ {0.5, ..., 32}Hz
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we observe a strong population of the ground state of the harmonic traps in x- and y-
direction, see Figs. 8.11(d) and (e). In contrast, the population of the respective Dirac
eigenstates is much more sensitive and also depends crucially on the relative phase shift,
as can be seen from Figs. 8.11(a) and (b). In spite of the presence of interactions, one
witnesses a certain parity of the population of ψ±n : if ϕ = +pi/2 (= −pi/2), then only Dirac
states with nz being odd (even) can be occupied. So, most importantly, the topological
edge state can indeed only be occupied if ϕ = pi/2. How much this state is populated by
the interaction dominated initial cloud obviously strongly depends on ωz. Nevertheless,
despite some residual spatial mismatch as explained above (see Fig. 8.9) we expect that
the edge state can be populated by up to ∼ 98% for ωz ∼ 3Hz, see Fig. 8.11(c). For the
given experimental setup with ωz'4Hz we expect a population of the edge state of about
∼95%. Note that experimentally there are limits on going to even lower frequencies, since
the apparatus becomes very sensitive to (low frequency) noise.
8.4. Experimental signature of a 1D topological edge state
In this section, we finally present experimental results measured by M. Weitz and collab-
orators confirming the existence of the associated edge state in a system with ultracold
atoms in an optical lattice [53,321]. Here, the outlined discussion will emphasize the com-
parison to theoretical predictions made by us. In order to verify the successful simulation
of the topological edge state the experiment focusses on recording the dynamical evolution
of the atomic cloud. Having calculated the overlaps given by Eq. (8.60) for all relevant
quantum numbers, we are now able to perform any non-interacting time evolution for
arbitrarily long times. In the following, we will first compare such a theoretical simulation
to actual experimental data [53]. In a second step we will then further examine how the
measurable signature of the edge state depends on initial conditions (cf. Sec. 8.3). We
will show that all experimental findings agree very well with our numerical analysis.
8.4.1. Time evolution
The experiment starts by centring the atomic cloud at the position z = 0. Bragg pulses
are then used to imprint the desired momentum change and the lattice beams are switched
on. Again, we assume that these processes occur instantaneously and do not change the
spatial profile of the cloud. Experimentally, the subsequent time evolution of the cloud
is measured by repeating the experiment numerous times and taking a set of absorption
images for different waiting times t. In Fig. 8.12 we show two different series of experimen-
tally obtained absorption images [53, 324] and compare them to a respective theoretical
simulation. Both sets are for two distinct phase shifts between Bragg pulses, ϕ = pi/2 and
ϕ = −pi/2, respectively. The wavefunction of the system at time t from which simula-
tion results are obtained is calculated by a simple non-interacting time evolution. Using
Eqs. (8.58) and (8.59) the wavefunction takes on the form












where Ehon = ~ω(n+ 12) are typical eigenenergies of a harmonic oscillator, energies Eαnz are
given by Eq. (8.26) and all coefficients cαnxnynz were calculated in the previous section, see
Sec. 8.3.4.
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Figure 8.12.: Comparison between (a)-(d) numerical simulations and (e)-(f) experimental data
of temporal evolutions of atomic clouds. Each figure shows a series of (absorption) images for
a relative phase of the initially prepared wavefunction of ϕ = pi/2 (left) or ϕ = −pi/2 (right),
respectively. The temporal step size between images in each figure is 0.1ms, and the spatial width
is 14µm. While (a)-(b) show true sizes of the numerically determined clouds, (c)-(d) take into
account the experimental resolution of 4.8µm. Numerical simulations agree well with experimental
data: a clear trapping of the atomic cloud in the edge state is seen for ϕ = pi/2, as predicted by
theory. For −ϕ = pi/2 a beating pattern is (partially) resolved. Here, a fit to experimental data
(see text) agrees with the predicted characterstic frequency of ω0/2pi = 163Hz. All experimental
data presented here is provided by Refs. [53, 321,324].
In the experiment, the atomic cloud is pictured by an absorption image in the xz-
plane. In order to compare our theoretical expectations to this detection procedure we
plot y-integrated densities associated with the calculated wavefunction ψ(x, y, z, t), i.e.,
n(x, z, t) =
∫
dy
∣∣ψ(x, y, z, t)∣∣2 ≈ ∫ dy ∣∣Ψ1(x, y, z, t)∣∣2 + ∣∣Ψ2(x, y, z, t)∣∣2 , (8.63)
which is normalised to one. Here, we again assume that the experimental setup cannot
resolve the rapidly oscillating interference fringes 2Re
[
Ψ1(x, y, z, t)∗Ψ2(x, y, z, t)e−i4k0z
]
,
which arise from a mixing of two spinor components. Recall further that the experimental
setup has an intrinsic broadening of the imaging detection signal by about σimg∼4.8µm.
We, thus, convolve the ’image’ obtained from Eq. (8.63) by a Gaussian of rms-width given
by this uncertainty. The impact of this convolution can be seen by comparing Figs. 8.12(a)
and (b) to Figs. 8.12(c) and (d).
As explained above, the phase shift ϕ determines whether one maximally populates the
edge state during the initial procedure or if it is left empty, respectively. For ϕ = pi/2
the simulation predicts, see Figs. 8.12(a) and (c), that most of the atoms are trapped in
the region of the edge state. Due to the fact that the edge state is only populated by
∼95% of the atoms (see Fig. 8.11) the system is not purely stationary (cf. Fig. 8.7). Most
importantly, this spatial confinement is nicely observed also from the experimental data,
see Fig. 8.12(e).
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By contrast, when the relative phase between the two momentum states is set to ϕ =
−pi/2 there is no overlap with the emergent topological edge state. Instead, the atomic
cloud is mainly projected onto the first pair of excited states of the Dirac spectrum which
are separated in energy by 2ω0 = 2×163Hz. Hence, the simulation yields an associated
beating pattern, as seen in Figs. 8.12(b) and (d). Note again that interactions cause
a small population of higher excited states, which, however, do not have a significant
quantitative impact on the oscillation frequency. Most notably, the experimental data
follows the theoretical prediction, as seen from Fig. 8.12(f). However, the experimentally
accessible interaction times are limited to ∼ 2ms, for which an oscillation of the atoms
with predicted period T = pi/ω ' 3ms could only be partially resolved. Nevertheless,
a fit to the experimental data (see Methods section of Ref. [53]) yields a period of T =
3.16(32)ms. This oscillation period can be converted into an experimental value for the
characteristic energy of the Dirac spectrum of ωexp0 /2pi = 158(16)Hz. This value is in very
good agreement with our theoretical prediction of ω0/2pi = 163Hz.
Unfortunately, the possible duration of the experiment is limited. The observed ’lifetime’
of about 2ms is mainly assigned to unwanted resonant photon scattering events involving
the Raman beams that create the optical lattice. It is further believed that the main
visual mismatch between experiment and theory - the residual expansion of the atomic
cloud trapped in the edge state, compare Figs. 8.12(c) and (e) - can be traced back to
such photon scattering events. Due to this temporal restriction it was not possible to test
the system’s dynamics for longer times. Here, one might be particularly interested in the
potential long time effects caused by (strong) interactions, cf. Fig. 8.7(c) and (f), as well
as by additional interaction mechanisms, as discussed in Ch. 9.
8.4.2. Loading efficiency
Above, the emergence of the topological edge state is discussed by varying the relative
phase ϕ and studying the dynamical evolution of the atomic cloud, see Fig. 8.12. For the
present system the two distinct phases ϕ = pi/2 and ϕ = −pi/2 correspond to situations
in which the edge state is either as much as possible or not at all populated. For all other
phases ϕ the occupation smoothly connects between these two most extreme cases. This
obvious dependence was also seen in the experiment [53]. In this section we want to focus
on a different aspect of populating the edge state: how does the loading efficiency depend
on the initial cloud width along the z-direction, and how do the results from Sec. 8.3.4
connect to actual experimental observables?
To study the loading efficiency experimentally the value of ωz is varied. Since measur-
ing precise values of this trapping frequency is not straightforward [324], the experiment
instead determines the momentum width ∆pz of the cloud along the z-direction by means
of Bragg spectroscopy [53,321] at the end of the preparation sequence. For our numerical
simulations the momentum width ∆pz =
√〈p2z〉 (for a wavepacket centred around pz = 0)
is obtained from a direct calculation using the initial wavefunction φa. The expression for












∣∣φa(x, y, pz)∣∣2 ]1/2 = [ ∫ dpz p2z n(pz) ]1/2 , (8.64)
where we introduced the partially Fourier transformed initial wavefunction
φa(x, y, pz) =
∫
dz e−ipzz φa(x, y, z) (8.65)
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Figure 8.13.: (a) Relation between momentum width pz and trapping frequency ωz of an initial
atomic cloud according to a GPE analysis of Eq. (8.39). Perpendicular trapping frequencies are
set to ωx,y/2pi = (28.5, 10.0)Hz. Momentum widths are calculated using Eq. (8.64). (b) Expected
loading efficiency into the topological edge state (for ϕ = pi/2) depending on the initial momentum
width. Populations are calculated as described in Sec. 8.3.4, see also Fig. 8.11(c).






∣∣φa(x, y, pz)∣∣2 . (8.66)
We have repeated the GPE calculation, see Eq. (8.39) and Sec. 8.3.4, for several val-
ues of ωz. The resulting wavefunctions φa are then used to calculate the expressions of
Eq. (8.65) and Eq. (8.66). Eventually, we use Eq. (8.64) to determine the momentum
width of the atoms on the trapping frequency in z-direction. This dependence is depicted
in Fig. 8.13(a). Furthermore, one can now also express the theoretically expected loading
efficiency into the topological edge state as a function of ∆pz, see Fig. 8.13(b).
Next, the non-interacting time evolution procedure as explained above is performed. In
order to be able to quantify final differences between different configurations, one measures





dz z2 n(z, t)
]1/2
, (8.67)
where n(z, t) =
∫
dx dz n(x, y, z, t) is the xy-integrated density profile, see also Eq. (8.63).
To distinguish between resulting time evolutions for different phase shifts (ϕ= pi/2 and
ϕ=−pi/2) as well as for different initial cloud widths one defines the following ’contrast’





Here, ∆z− (∆z+) describes the rms-width of a cloud at time t which was initially pre-
pared with a phase shift ϕ = −pi/2 (= pi/2). Since the numerator of Eq. (8.68) is most
pronounced if most of the system is captured in the edge state, the contrast Υ is an appro-
priate experimental measure for the loading efficiency into this very state. Note, however,
that one can check that the contrast does not peak at the momentum width for which the
loading into the edge state is expected to be largest (compare Figs. (8.13)(b) and (8.14)).
Finally, Fig. 8.14 shows the contrast (8.68) given at time tΥ = 1.7ms as a function of the
initial momentum width ∆pz. One finds that the experimentally measured values [53] are
in good agreement with our numerical simulation (solid curve). As described above, the
experiment allows for initial atomic clouds with a momentum width of about ∼ 0.01~k0,
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Figure 8.14.: Comparing the numerically calculated contrast of Eq. (8.68) (solid green curve) to
experimentally obtained results (blue dots) [53,321,324] at a given time tΥ = 1.7ms. Experimen-
tally, the momentum width of the atomic cloud is decreased by an adiabatic expansion in the trap,
see Sec. 8.2.3. Inset images (I)-(III) indicate associated numerically expected atomic clouds. Note
that while the calculated contrast does take into account experimental resolution of 4.8µm, the
inset images are not broadened due to reasons of visual clarity.
which corresponds to effective 1D temperatures in the pK regime. While clouds of even
smaller momentum width cannot be achieved due to experimental limitations, initially
broader wavepackets in momentum space are easily engineered by putting an earlier halt to
the adiabatic expansion of the cloud. Generally, one finds that a larger initial momentum
spread corresponds to a smaller measured contrast. This is, of course, attributed to
an enhanced population of excited Dirac states with n > 0 which is accompanied by a
reduced population of the edge state ψ0, see Fig. 8.11. Despite the fact that a comparison
of experimental data with our numerical simulation suggests that the contrast can still be
improved quite significantly, ∼O(10), we want to stress again that our theoretical analysis
predicts that more than 90% of the condensate already populates the topological edge
state.
8.5. Conclusion and Outlook
Using a synergy of experimental data and numerical simulations we have shown that an
edge state at the interface of two distinct topological phases has been observed by real-
space imaging of an atomic cloud [53]. Experimental evidence for the successful population
of this edge state has been obtained from excellent qualitative as well as quantitative
agreement with the theoretical description formulated by us. This evidence is three-
fold: first, the dependence on the initial relative phase ϕ has been confirmed. Second, the
dependence of the initial momentum width on the loading efficiency agrees with theoretical
expectations. Third, an experimental measurement of the characteristic frequency ω0
agrees within the margin of error with the value obtained from a corresponding non-
interacting theory.
We stress that this agreement is far from trivial due to two main reasons: knowing that
the initial cloud is strongly affected by interactions, it is a priori not obvious that final
results are in fact not changed by these interactions. Hence, the mean-field discussion
as done above takes a crucial role in approving the correctness of the interpretation of
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experimental results. Moreover, experimental circumstances enforce a small characteristic
frequency ω0 (compared to the recoil energy) and likewise large spatial extensions of the
eigenstates of the effective Dirac system (compared to the lattice spacing). This prohibits
an unquestionable distinction in behaviour depending on whether the system populates
the edge state or not. In other words, while we expect to load 90% of the BEC into the
topological state, the contrast given by Eq. (8.68) is measured to be on the order of 10%
only. At the same time, of course, the experiment is constrained by error sources, such as
unwanted resonant photon scattering events.
Nevertheless, to boost the prominence of the topological edge state, e.g., in a real-
space time evolution measurement as shown here, one could further adjust the form of the
effective Hamiltonian (8.31). For example, replacing the potential by the alternative form











with β being some yet to be specified parameter, leads to finite potentials as |z| → ∞,
and therefore to an energetically bounded Hamiltonian. Here, we expect that parameters
can - in principle - be tuned such that only the edge state is a true bound state of the
system, while other eigenstates of the Dirac system become running wave solutions. In
such situations, no beating of ’excited states’ would be expected (cf. Fig. 8.12) and the
edge state could potentially be detected in a more prominent fashion. Here, one would
like to be able to investigate the experiment for longer times as presented above. To this
end, changing the atomic species to, e.g., erbium could enhance coherent times [321].
Longer investigatable time scales also hold prospects for studying novel Berry phase
effects: by realising a spatially dependent complex mass in the Dirac Hamiltonian, one
explicitly breaks the emergent chiral symmetry of the system. This is due to the emergence
of an additional term in Eq. (8.31) being proportional to σy. At the same time, the
topological singularity, see Fig. 8.4(c), ’smears out’ and generates Berry curvatures in
phase space away from the origin. Such Phase-space Berry curvatures have an impact on
the semiclassical equation of motion [96, 199] (cf. Secs. 5.4.2 and 7.2.4), which should be
observable in an otherwise similar setup as studied here.
For the future, it will also be most important as well as highly interesting to study the
role of interactions on the topological edge state. In order to do so the intrinsic interaction
strength needs to be enhanced either by means of Feshbach resonances, see Sec. 2.1, or
by using a different atom species with a larger scattering length to mass ratio. As shown
in Fig. 8.7, even mean-field effects are rapidly expected to become non-trivial. Such
study of interactions in the present setup holds the prospect to simulate general aspects
of interacting quantum matter [350]. Another perspective of an interacting system is the
realisation of relativistic wave equation predictions [351].
So far, the role of interactions has only been mentioned on a mean-field level. However, it
is worthwhile to study interaction effects also beyond this leading order description. Since
the Dirac Hamiltonian has an unbounded spectrum, even weak fluctuations are expected
to yield a qualitative effect: a pairwise decay of bosonic particles into higher and lower
states of equal but opposite energies leads to dynamical instabilities. This intriguing effect




9. Intrinsic instabilities of the bosonic Dirac
Hamiltonian
In the previous chapter, interaction effects of the bosonic quantum gas were estimated
by incorporating such interactions in terms of a mean-field discussion. Indeed, for weakly
interacting many-body systems mean-field descriptions are generally powerful in capturing
the ground state physics of the system, e.g., the emergence of Bose-Einstein condensation.
By including fluctuations around this mean-field solution physical phenomena such as
superfluidity can be explained [206]. Moreover, a study of such fluctuations can reveal
interesting instability behaviours of a BEC [352]. One type of these instabilities are said
to be dynamically unstable and are associated with imaginary eigenvalues appearing in
the fluctuation spectrum. They emerge as a consequence of degeneracies, which require a
mirror-type spectrum of the system. Therefore, also the Gross-Pitaevskii-Dirac equation,
which was introduced in the previous section, see Eq. (8.50), is believed to show these
kind of instabilities.
In the following, we will shortly elaborate on the general derivation of the fluctuation
spectrum and why the emergence of complex eigenvalues is at all possible. We will then
give a simple pedagogical example of how a dynamical instability results from a ’mirror’
spectrum in combination with a bosonic particle bath. Eventually, we will export these
ideas to identify such instabilities also in the effective 1D Gross-Pitaevskii-Dirac equation.
We will indeed show that the presented bosonic version of the Dirac Hamiltonian is dy-
namically unstable for all interaction strengths. Having said this, we find that expected
effects are negligible for an experimental setup as in Ref. [53]. Nevertheless, such intriguing
effects could be studied experimentally in similar setups with stronger relative interaction
strengths.
9.1. Fluctuations around mean-field solution
In this section, we present a typical fluctuation analysis that goes beyond the mean-field
description of the previous section 8.2.3. Here, we particularly focus on the formal emer-
gence of dynamical instabilities resulting from imaginary eigenvalues of the Bogoliubov-de
Gennes equations. In doing so, we closely follow the logic of Nakamura et al. [353] as well
as use related works presented in Refs. [343,352,354–357].
9.1.1. The Bogoliubov de-Gennes equations
We start by considering again the time-dependent Gross-Pitaevskii equation of Eq. (8.38).
Here, we view Vext as a yet to be specified external potential and still assume that the
stationary solution to Eq. (8.38) is given by φ(r, t) = e−iµtφMF(r), with
∫ |φ|2 = 1. The
function φMF(r) describes the mean field solution that satisfies the stationary GPE given
by Eq. (8.39) (we introduced the additional label for reasons of clarity). In order to study
the excitation spectrum of the condensate we allow small field fluctuations around the
mean-field solution of the form
φ(r, t) → φ(r, t) = e−iµt (φMF(r) + δφ(r, t) ) . (9.1)
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We proceed by substituting Eq. (9.1) into the the GPE (8.38). Since it is presumed that
fluctuations are small, δφ φ, it is justified to linearise the resulting equation with respect
to the fluctuation fields δφ. Abbreviating the non-interacting part of the Hamiltonian as
H0 = −(~2/2m)∇2 + Vext, one straightforwardly finds
i∂tδφ(t) =
(
H0 − µ+ 2g
∣∣φMF∣∣2 ) δφ(t) + gNφ2MF δφ∗(t) , (9.2)
where we dropped the position label r for convenience. Since this equation does not only
depend on the fluctuation field but also on its complex conjugate δφ∗, we complete the
set of coupled equations by determining
− i∂tδφ∗(t) =
(
H0 − µ+ 2g
∣∣φMF∣∣2 ) δφ∗(t) + gN(φ∗MF)2 δφ(t) , (9.3)
which is indeed just the complex conjugate of Eq. (9.2). Alternatively, we can rephrase















where in the present case
M = H0 − µ+ 2gN
∣∣φMF∣∣2 and G = gNφ2MF , (9.5)
which possess the general properties M† =M and GT = G, respectively.
Next, one assumes that the fluctuation fields δφ can be written in terms of fluctuation
modes δφα, which are decomposed as
δφα(r, t) = e−iEαt uα(r) + eiE
∗
αt v∗α(r) . (9.6)
Substituting this expression into Eq. (9.4) and equating parts that oscillate in the same
way eventually yields the infamous Bogoliubov-de Gennes equations (BdG) [354,358,359]
Eα ξα(r) = HBdG ξα(r) , (9.7)












Notice that if the eigenvalues of the BdG (9.7) are real, the functions uα(r), vα(r) describe
a conventional Bogoliubov quasiparticle transformation. Here, the normalization condition∫
dr|uα|2−|vα|2 = 1 holds - or rather can be met - guaranteeing the quantized nature of
quasiparticles [343], see below. However, the condition Eα ∈ R is not necessarily fulfilled,
leading to intrinsic instabilities of the condensate in respective situations.
9.1.2. General properties and dynamical instabilities of the BdG
In order to get a better intuition for the Bogoliubiv-de Gennes equations (9.7) as well
as its associated objects (9.8) and to understand how instabilities can emerge from this
structure we now discuss general properties of the BdG. First of all, one instantly realises
that the eigenvalues Eα of the BdG do not have to be real, since
HBdG = σzHqp (9.9)
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is indeed not Hermitian. Here, we introduced the quasiparticle Hamiltonian Hqp and σz
is the third Pauli matrix. The characteristics of the eigenvalues already yield a plausible
definition of stability: if Eα is a real value for all modes α then the system is dynamically
stable. For emerging complex eigenvalues, however, the system is said to be dynamically
unstable.
Moreover, it is easily shown that the object HBdG possesses the symmetry properties










These symmetry relations then also determine the characteristics of the associated eigen-
states ξα of the BdG. From relation (9.10) it follows that if ξα is an eigendoublet of HBdG
with Eα, then
HBdG ξ˜α = E˜α ξ˜α with ξ˜α = σxξ∗α and E˜α = −E∗α (9.12)
also holds. Furthermore, using relation (9.11) it can be shown [356] that if Eα is an
eigenvalue of HBdG, then also E∗α is an eigenvalue with corresponding eigenstate ξ′α =
σzξ∗α. Here, ξ∗α is the dual parter to ξα fulfilling(
HBdG
)†
ξ∗α = E∗α ξ∗α . (9.13)
Clearly, if Eα ∈ R then ξ′α = ξα, i.e., ξ∗α = σzξα. So whenever eigenvalues Eα are purely
real or imaginary they come in pairs {Eα,−Eα}. If eigenvalues are complex, on the other
hand, they appear as a quartet of the form {Eα, E∗α,−Eα,−E∗α}.
We also remark that the BdG contain eigenfunctions ξ0 that belong to eigenvalues
E0 = 0 [357,360]. The number of these modes is connected to the number of spontaneously
broken symmetries. The concept of such Goldstone modes is widely used in the context
of condensed matter physics (and beyond), and can be understood in the present case as
follows: since in a BEC system the global U(1) gauge symmetry is spontaneously broken,
one can generate fluctuations by
φMF → eiθ φMF θ1≈ φMF + iθφMF︸ ︷︷ ︸
=δφ
. (9.14)
Hence, one can explicitly show that






being the Goldstone mode.
In order to make statements about the normalisation of a general doublet ξα it is con-
venient to introduce the following ’inner product’ of two arbitrary doublets [361]
(ξα, ξβ) =
∫
dr ξ†α(r)σz ξβ(r) , (9.16)
where the relevance of this form is motivated by the non-Hermitian structure of HBdG,
see Eq. (9.9), as well as by the relation (9.11). The associated ’norm’ of a doublet is then
defined as
‖ξα‖2 ≡ (ξα, ξα) =
∫
dr |uα(r)|2 − |vα(r)|2 . (9.17)
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Further, by using Eq. (9.11) one deduces that the relation (ξα, HBdGξβ) = (HBdGξα, ξβ)
is fulfilled. Most crucially, this leads to
(Eβ − E∗α) (ξα, ξβ) = 0 , (9.18)
from which follows that
Im(Eα) ‖ξα‖2 = 0 . (9.19)
So if the eigenvalues of the Bogoliubov-de Gennes equations are indeed real, then Im(Eα) =
0 and the condition (9.19) is automatically fulfilled. In these cases the norm can in principle
be set to arbitrary values, but is typically set to unity. The reason is that for this choice
Eq. (9.17) becomes
∫
dr|uα|2−|vα|2 =1. This result is nothing but the correct normalisation
of a typical Bogoliubov quasiparticle transformation, where a unity norm conserves the
commutation relation in the quasiparticle picture [354]. Note that the partner states ξ˜α
possess in fact a norm of ‖ξ˜α‖2 =−1. These states correspond to anti-modes in this spirit
and do not represent independent physical degrees of freedom [352,355].
Most interestingly, if eigenvalues Eα do have an imaginary part, then the only way to
fulfil the necessary condition (9.19) is by demanding that ‖ξα‖2 = 0. At the same time,
this means that modes corresponding to these kind of eigenvalues cannot be treated in
the spirit of Bogoliubov quasiparticles. In other words, the lack of a proper normalisation
of such a Bogoliubov transformation prohibits the quantization of corresponding excited
modes. Instead, one expects an exponential growth (decay) of respective modes [352]. It
is precisely this situation that is phrased as dynamical instability.
While we have discussed the possible emergence of instabilities, it is yet not clear what
the conditions and circumstances are under which the eigenvalues Eα become complex.
Generally, the emergence of complex eigenvalues is the result of a mode with positive norm
becoming degenerate with a mode with negative norm [352,353,362] (where the norm is still
defined according to Eq. (9.17)). One can capture these degeneracies by, e.g., perturbation
theory to derive explicit conditions for the emergence of complex eigenvalues [353]. Loosely
speaking, such degeneracies can only occur when the fluctuation spectrum has states with
energies that lie above as well as below the ’ground state’ energy µ. This is obviously not
the typical case, since the mean-field solution φMF often describes a true ground state of
the system (e.g., a BEC at the bottom of a harmonic trap). Nonetheless, for the system
at hand, in particular for the fluctuation spectrum of the GPDE in Sec. 9.3.3, φMF does
not describe a true ground state. In the following, we will hence derive specific conditions
that reveal the emergence of complex eigenvalues in the GPDE.
9.2. Coupling a two-level system to a coherent bosonic bath
Before focussing on the main problem of this section we aim at gaining some deeper
intuition for the emergence of dynamical instabilities and their associated degeneracies.
To this end, we consider a most simplified toy-model that only consists of two quantum
levels. We assume that a coherent bosonic particle bath, such as a BEC, is coupled to this
two-level quantum system allowing for a description by the following Hamiltonian:
H = (ε+ ∆ε)u†u− (ε−∆ε) d†d+ g (u†d† + u d) , (9.20)
where u† (d†) create a bosonic particle in the upper (lower) quantum state. The operators
u, d annihilate particles in the respective state correspondingly. Eq. (9.20) describes a
situation where the particle source lies energetically in between those two levels |u〉 , |d〉,
and allows for a pairwise creation or annihilation of particles in the system. The latter
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Figure 9.1.: Sketch of the simple toy model described by the Hamiltonian (9.20). Particle source
is energetically shifted by ∆ε. Emission (gray arrows) and absorption (coloured) of particles can
only occur pairwise. Hamiltonian (9.20) describes dynamics of effective two-level system {|u〉 , |d〉}.
property is captured by typical particle number violating terms parametrized by a coupling
strength g. A schematic of this system can be found in Fig. 9.1. Complementary to
our discussion in Sec. 9.1.2, here, we briefly want to elaborate on a typical Bogoliubov
transformation and want to show explicitly why it fails in the present case. We then
present how an analytic discussion of the problem is still possible when one loosens the
constraint of having a canonical transformation preserving bosonic commutation relations.
9.2.1. Breakdown of the conventional Bogoliubov transformation










≡ Ψ† hΨ , (9.21)
where we introduced the ’vector’ Ψ = (u, d†) and ignored the constant energy offset coming
from [d, d†] = 1. One can now (try to) solve the quadratic Hamiltonian (9.21) by means
of a typical Bogoliubov transformation procedure [206]. To this end, we introduce the
transformation T defining Ψ˜ = TΨ. This leads to
H = Ψ˜†T˜ † h T˜ Ψ˜ , (9.22)
with T˜ = T−1. It is the goal to choose T˜ in such a way that it diagonalises h. However,
this has to be done under the condition that T preserves the commutation relations for
the new set of creation and annihilation operators, u˜†, etc. The commutation relations
are expressed in terms of components of Ψ as [Ψi,Ψ†j ]=(σz)ij
!=[(TΨ)i, (TΨ)†j ]. This leads
directly to the condition σz = TσzT †. Instead of considering h˜ = T˜ †hT˜ one uses that
σzh˜ = σzT˜ †σzσzhT˜ = T˜−1σzhT˜ , (9.23)
where (σz)2 = 1 was applied. Note that Eq. (9.23) is simply a similarity transformation.
Hence, all information about the original diagonalisation problem (9.22) are obtained
by diagonalizing σzh. This, however, corresponds to the same issue as above: σzh is
not a Hermitian matrix, and therefore is not guaranteed to have real eigenvalues. The
eigenvalues λ± of σzh are readily computed to read as
λ± = ε±
√
∆ε2 − g2 . (9.24)
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Thus, whenever ∆ε < g the eigenvalues become indeed complex. At the same time, one
can check1 that
σz
?= TσzT † :
{
true for Im(λ±) = 0
false for Im(λ±) 6= 0
. (9.25)
Hence, the condition that guarantees the preservation of bosonic commutation relations
cannot be fulfilled if the eigenvalues λ± are complex. So we conclude that as soon as
σzh yields complex eigenvalues the conventional Bogoliubov protocol is not consistent any
more. In these circumstances no proper Bogoliubov transformation can be performed,
meaning that fluctuation modes cannot be expressed in terms of quantised quasiparticles
(see also above).
In Fig. 9.2(a) we show numerical results for the time evolution of the total particle
number in the two-level system, i.e., N(t) = 〈u†(t)u(t) + d†(t)d(t)〉, with u†(t) being in
its Heisenberg form. Here, the initial state is the vacuum state containing no particles,
see also below. For not too large times and coupling strengths the simple Hamiltonian
(9.20) can be calculated numerically exactly. The results are shown for different values
of ∆ε. For ∆ε > g the number of particles in the system oscillates, corresponding to an
absorption and subsequent emission of particles. The oscillation frequency is obviously
given by the difference of the two calculated modes above, ωosc = λ+−λ− = 2
√
∆ε2 − g2.
For ∆ε < g the number of particles becomes unstable and starts to grow exponentially
in time. So, again, while the concept of a quantized Bogoliubov transformation fails for
certain scenarios regarding the Hamiltonian (9.21), it still seems rightful and justified to
calculate the physical modes from the non-Hermitian object σzh. This is in full agreement
with the discussion of the Bogoliubov-de Gennes equations above, see Sec. 9.1.
9.2.2. Non-quantized Bogoliubov transformation
To make analytical progress, we now loosen the initial constraint of preserving the conical
commutation relations. Instead, we will be guided by the premise of having to diagonalise
σzh (cf. Eq. (9.9)). In order to simplify notations we consider the special case where






























, d˜† = 1√
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Using these expressions for the respective operators yields the Hamiltonian (9.22) in the
rather peculiar form of
H = Ψ˜ h˜ Ψ˜ =
(
u˜†, d˜






= E˜1 u˜†d˜† + E˜∗1 d˜ u˜ , (9.28)
with E˜1 = −(ε + ig) being the ’eigenvalue’. Here, the fact that even the transformed
Hamiltonian depends (solely) on particle number violating terms reflects the situation
1 The contradictory case is most easily seen for the situation where ∆ε = 0. Here, it holds that T † = T−1,
i.e. the transformation becomes unitary. Consequently, it follows that σz = TσzT † = TσzT−1 ⇒
[σz, T ] = 0. This is only true for a diagonal T , which it is not.
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Figure 9.2.: Total particle number of function of time in simple toy model of Eq. (9.20). (a)
Numerical exact calculation for different ∆ε at fixed interaction strength g/ε = 0.1. For g < ∆ε
the number of particles (blue) oscillates with frequency ωosc = 2
√
∆ε2 − g2. When g > ∆ε the
number of particles in the system (red) becomes unstable and grows exponentially with time, see
inset. (b) Comparison of numerically exact data (red dots) and analytical expression of Eq. (9.34)
(blue lines) for different interaction strengths. Despite the fact that Bogoliubov is not quantized
the imaginary eigenvalues of Eq. (9.28) capture the correct exponential growth of N .
that well-defined quasiparticles do not exist when eigenvalues are complex. Moreover,
using Eq. (9.27) and bosonic commutation relations for u†, d†, etc., one finds the following























= 0 , (9.29)
where the last relations equally hold for d˜ and d˜†, respectively. It is therefore confirmed
that the commutation relations for u˜, u˜†, etc., are not of bosonic type.
Next, in order to obtain the instability characteristics of the system explicitly we consider
an observable as a function of time. To this end, we introduce the total particle number
operator, N = (u†u+d†d), which measures the sum of the particles in the lower and the
upper state. Exploiting the expressions for the transformed operators of Eq. (9.27) as well















〉− 1 , (9.30)
where all operators are in their Heisenberg representation and can be evaluated using
the Heisenberg equation of motion. For example, this yields for the operator u˜†(t) the
















]) (9.29)= −i E˜1 u˜† (9.31)
⇒ u˜†(t) = e−iE˜1t u˜ . (9.32)
One then finds u˜(t) = eiE˜∗1 tu˜, d˜(t) = e−iE˜∗1 td˜ and d˜†(t) = eiE˜1td˜† in a similar fashion. With








〉− 1 . (9.33)
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We now evaluate the expectation values with respect to the vacuum state |0〉 containing
no particles. Using Eq. (9.27) and recalling the typical actions of a creation (annihilation)




∣∣u†(t)u(t) + d†(t)d(t)∣∣0〉 = 12 (e−2gt + e2gt)− 1 . (9.34)
To check this analytical result, which was obtained from a rather peculiar, non-quantized
Bogoliubov transformation, we compare it to exact numerical data. In Fig. 9.2(b) we plot
Eq. (9.34) for various coupling strengths g. As described above, numerical results are
acquired with little effort due to the simplicity of the investigated quantum system. The
agreement between numerics and the analytical form (9.34) again suggests that the eigen-
values of σzh describe physical reality and that a system becomes dynamically unstable
once these eigenvalues have imaginary components.
9.3. Dynamical instabilities of the Gross-Pitaevskii-Dirac
equation
In this section, we finally analyse the fluctuation spectrum of the Gross-Pitaevskii-Dirac
equation given by Eq. (8.50). After having gained some further intuition for dynamical in-
stabilities in the previous section, we discuss fluctuations thoroughly by means of adjusted
Bogoliubov-de Gennes equations. We first apply general aspects of Sec. 9.1 to the GPDE,
followed by a numerical study of the corresponding BdG showing indeed the emergence
of dynamical instabilities. Lastly, we analytically investigate these instabilities from a
perturbation theory approach.
9.3.1. The quasiparticle Hamiltonian
The first goal is to present the Bogoliubov-de Gennes equations, see Eq. (9.7), associated
with the system that is effectively described by the effective 1D Gross-Pitaevskii-Dirac
equation, see Eq. (8.50). This can technically be done in two ways: one option is to start
from Eq. (9.2) and consider fluctuations of type δφ(z, t) = δΨ1(z, t)e2ik0z+δΨ2(z, t)e−2ik0z
(cf. Eq. (8.34)), where the full spatial dependence is encoded and the spinor structure is
introduced only at the end, see Sec. 8.3. The second approach is to introduce the fluctu-
ations already on the spinor level by making the ansatz δψ(z, t) = (δΨ1(z, t), δΨ2(z, t))T
such that
ψ(z, t) = e−iµt
(





Ψ1(z) + δΨ1(z, t),Ψ2(z) + δΨ2(z, t)
)T
,
and use the previously derived one-dimensional Gross-Pitaevskii-Dirac equation given by
Eq. (8.50). Here, we will follow the notation of the latter approach for no particular
reasons. Note that by writing ψMF = (Ψ1,Ψ2) we have dropped the ’mean-field’ label
(MF) of the respective components.
We proceed by substituting the spinor (9.35) into the 1D GPDE (8.50) and subsequently
linearise with respect to δψ. By dropping space and time indices for notational brevity






















1− (ψ†σzδψ)σz − (δψ†σzψ)σz]ψ ,
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where HD is the Dirac Hamiltonian (8.31) and g = g1D. For the following discussion it
is convenient to switch to a component representation of the spinors ψ and δψ. Using
Eq. (9.35) one finds after a few steps of simplification that expression (9.36) acquires the
form
















where we introduced the short hand notation HµD = HD−µ1. After finding an equivalent
expression for δψ∗ by complex conjugation of Eq. (9.37), one can express the set of coupled
equations (cf. Eqs. (9.2) and (9.3)) as
i∂tδψ = HµD δψ +H
1
int δψ +H2int δψ∗ , (9.38)
−i∂tδψ∗ = Hµ∗D δψ∗ +H1∗int δψ∗ +H2∗int δψ . (9.39)




We make now a similar ansatz as in Sec. 9.1 by expressing the fluctuations in terms of
modes of the form (cf. Eq. (9.6))
δψα(t) = e−Eαt uα + eE
∗
αt v∗α , (9.40)
where u and v are understood as to have inherited the spinor structure of δψ. Following
closely the procedure of Sec. 9.1 then yields the Bogoliubov-de Gennes equations which











with HDBdG = σDz HDqp , (9.41)
where the ’D’ shall remind the reader of the additional intrinsic 2×2 Dirac structure.
Hence, it holds that (σz)11 = 1 → (σDz )11 = 12×2, etc. Using the explicit expressions of





















H intqp = 4g

|Ψ1|2+|Ψ2|2 Ψ1Ψ∗2 12Ψ21 Ψ1Ψ2











The numerical as well as analytical study of the Bogoliubov-de Gennes equations (9.41),
and particularly of the ’interaction Hamiltonian’ H intqp will be the remaining objective of
this chapter.
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9.3.2. Numerical evidence for dynamical instabilities
As outlined above and in Sec. 9.1, diagonalizing σDz HDqp yields the fluctuation spectrum.
Owing to the structure of H0qp it is natural as well as favourable for numerical applications
to express the quasiparticle Hamiltonian in the basis of eigenstates of the original Dirac
Hamiltonian HD, see Eq. (8.14), as well as by eigenstates of its complex conjugate (HD)∗.
To this end, one expresses the mode vectors u and v in terms of these sets of eigenstates




uγnα |ψγn〉 and vα =
∑
n,γ
vγnα |ψγ∗n 〉 , (9.45)
where γ ∈ {+,−} (except for n = 0) and the eigenstates |ψγn〉 are given by Eq. (8.23).
Consequently, the doublet spinor (u,v)T can be expressed as(
uα,vα
)T → ( . . . , u−1α , u0α, u1α, . . . , . . . , v−1α , v0α, v1α, . . . )T , (9.46)
and the noninteracting part of the quasiparticle Hamiltonian, H0qp, becomes diagonal,
yielding
H0qp → ~ω0 diag
(
. . . ,−√1, 0,√1, . . . , . . . ,−√1, 0,√1 . . . )− µ1 . (9.47)
The main numerical task to obtain the fluctuation spectrum is to find H intqp in the basis






∣∣H2∗int∣∣ψζm〉 〈ψγ∗n ∣∣H1∗int∣∣ψζ∗m 〉
)
, (9.48)
where 〈ψγn| . |ψζm〉, etc., are understood to be matrices expressed in the respective basis.
In order to calculate expression (9.48) and, subsequently, the spectrum of the fluctua-
tions around the mean-field solution one follows a couple of steps:
1. At first, one needs to determine the mean-field solution to the interacting bosonic
problem, i.e., find the (close to) zero energy state of the Gross-Pitaevskii-Dirac
equation (8.50). As explained in Sec. (8.3), this ’ground state’ solution ψMF is
calculated in a iterative fashion together with its eigenenergy µ.
2. Assuming the convergence of the mean-field protocol, the resulting components of
the spinor ψMF = (Ψ1,Ψ2)T are substituted into Eq. (9.48). In fact, one can boost
the numerical evaluation by realising that iΨ1 = Ψ∗2, which is a reminiscence of the
property of the basis states {|↑〉 , |↓〉}, see Eq. (8.20). With the aid of this property
one can show that 〈
ψγn
∣∣H2int∣∣ψζ∗m 〉 = 〈ψγn∣∣H1int∣∣ψζm〉 (9.49)
This simplifies the numerical costs, since the solution from the first step can be
recycled in calculating H intqp .
Note that the size of the submatrices are determined by the interaction strength. For values
of g that are comparable to experimentally accessible values, i.e., g∼O(1), truncation is
typically possible at nmax ∼ O(10)−O(100), where nmax is inversely proportional to g, see
Sec. 9.3.3. The fluctuation spectrum is finally obtained from diagonalizing σzHqp, which
is a 2(2nmax+1)×2(2nmax+1) dimensional matrix.
In Fig. 9.3 we show the resulting fluctuation spectrum for various interactions strengths g.
The real part of the spectrum is given in Fig. 9.3(a). If there were no interactions, all
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Figure 9.3.: Fluctuation spectrum of effective Gross-Pitaevskii-Dirac equation. (a) Real part of
spectrum for different interaction strengths. Inset reveals occurring degeneracies (dashed line). (b)
Imaginary part of spectrum, where mode numbers are divided by two (compared to (a)) in order to
combine ’±-pairs’. Different interaction strengths are as indicated in (a). Imaginary contributions
decay for larger mode numbers. (c) Maximum imaginary eigenvalue as a function of interaction
strength. Red dots mark calculated values and blue line is a guide to the eye.
eigenvalues would come exactly in pairs according to Eq. (9.47). With interactions, how-
ever, the two mirrored Dirac spectra are modified and most energies lose their ’partner’.
Nonetheless, if two states are pushed into resonance at certain interaction strengths, they
form a degenerate pair with respect to the real part of the eigenvalues. This is visualized
in the inset of Fig. 9.3(a). At the same time, they acquire an equal but opposite imagi-
nary part, see Fig. 9.3(b). Note that due to the property Eα =−E−α of the fluctuation
spectrum, see Sec. 9.1.2, the emergence of complex eigenvalues always occurs in a quartet
as already argued above. This is also seen in Fig. 9.3(b). Moreover, the expected pair of
Goldstone modes (cf. Eq. (9.15)) is also clearly visible from Fig. 9.3(a).
There are two main observations associated with the complex eigenmodes representing
dynamical instabilities: first, while for moderate interactions strengths, g∼O(1), dynam-
ical instabilities can be found for small mode numbers, α∼O(1) − O(10), for decreasing
interaction strengths the emergence of Im[Eα] 6= 0 only happens for steadily growing mode
numbers. This important property can be clearly observed from Fig. 9.3(b) and will be
explained in the next section by means of perturbation theory. Second, the largest imag-
inary value of all fluctuation modes, i.e., the fastest growing rate of an unstable mode,
seems to be directly proportional to the interaction strength, max(Im[Eα]) ∝ g, as sug-
gested by Fig. 9.3(c) (having said this, the behaviour for g  1 is quadratic in g, see
Sec. 9.3.3). One further observes that for experimentally relevant interaction strengths
the growth rate is given by max(Im[Eα])≈ 0.03ω0~, which is only on the per cent level
of the characteristic frequency ω0 of the effective Dirac system. For typical experimen-
tal running times of texp ∼ 2ms this leads to a contribution from instabilities of about
emax(Im[Eα])texp/~ ' 1.063. Hence, the probability conservation is expected to be violated
only on the per cent level, as well. We therefore conclude that within experimental er-
rors the effect of dynamical instabilities are not detectable and therefore negligible for the
setup presented in the previous chapter 8. It is, nevertheless, a very interesting effect that
is unique to bosonic systems. Since running times of the experiment is limited by photon
scattering the most direct way to study these effects is by increasing the s-wave scattering
between the atoms. This could be done by, e.g., means of Feshbach resonances, or by
substituting the rubidium atoms with a different species that interacts more strongly with
each other for the given experimental parameters.
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9.3.3. Analytic expressions from perturbation theory
The emergence of complex eigenvalues in the fluctuation spectrum as seen above can be
explained by degeneracies between two modes of the Bogoliubov-de Gennes equations
represented by HBdG. As explained in Sec. 9.1.2, one of these modes should have negative
norm, while the other one has positive norm. Such degeneracies can be analysed by means
of perturbation theory for small interaction strengths. In the following, we thus shall
assume that g  1. We further consider the lowest order perturbation picture: whenever
two on-diagonal entries become approximately degenerate one can restrict the discussion
to the 2×2 subspace spanned by the respective basis states. The effective 2×2 matrix has
the same structure as the toy-model of Sec. 9.2. Generally, such degeneracies are possible
as long as the stationary solution ψ0 is not a true ground state of the problem. For the
course of this section we utilize the property of HD of being truly unbound2. This allows
for the situation that the negative branch of the unperturbed Dirac spectrum can interfere
with the positive partner and vice versa (due to the multiplication with σz).
We shall again express HBdG in terms of single-particle Dirac eigenstates, see Eqs. (9.45)
and (9.46). Using now lowest order perturbation theory and reducing the problem to a
2×2 submatrix one straightforwardly obtains the following condition to have complex





∣∣HµD +H1int∣∣ψγn〉+ 〈ψζ∗m ∣∣Hµ∗D +H1∗int∣∣ψζ∗m 〉)2 < ∣∣∣〈ψγn∣∣H2int∣∣ψζ∗m 〉∣∣∣2 . (9.50)
Exploiting respective properties of the original Hamiltonian, i.e., using Eq. (9.49) as well














To proceed we first assume to lowest order that µ≈µ0 = 12 〈ψ0|H1int|ψ0〉. This relation
stems from the fact that 12H1int indeed coincides with the nonlinear term of the GPDE,
see Eq. (8.52). Furthermore, when evaluating the matrix elements appearing in Eq. (9.51)
using lowest order perturbation theory one must keep in mind that H1int depends self-
consistently on ψMF. Here, we presume that ψMF≈ψ0 holds. One can therefore express
the interaction part of the quasiparticle Hamiltonian to lowest order, H1(0)int , as
H
1(0)























where the position space representations of the Dirac eigenspinors are given by Eq. (8.25).
Due to the fact that their entries are given by simple harmonic oscillator eigenfunctions
the integral of Eq. (9.53) can be solved analytically for all combinations of (n,m, γ, ζ)

















2 This is, however, not true in the actual experimental system. We will comment on this issue in Sec. 9.4.
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where (n+m)/2 ∈ Z, since φho0 (z) is an even function of space, and (′!!′) ′!′ indicates the
(double) factorial. Finally, using Eqs. (9.53) and (9.54) one can rewrite the inequality of
























where γ, ζ should be understood as ∈ {+1,−1}. Furthermore, we divided the inequal-





2pi (cf. Eq.(8.57)). Using experimental parameters as intro-
duced in Ch. 8 this dimensionless interaction strength is given by g′exp ≈ 0.13.





m)/g′ ∼ 1. So for this to be true in the limit of g′ → 0 two conditions
need to be fulfilled: n,m  1 as well as γn ≈ −ζm. One can, however, show that the
inequality is never fulfilled for exactly γn = −ζm, i.e., n = m and γ = −ζ, meaning
that instabilities can never occur due to a mixing of a state with its original ’negative
partner’. Thus, we let m = n − k and ζ = −γ, where n  k and k/2 ∈ N (due to
the symmetry of the integrand in Eq. (9.54)). Considering first the left-hand side (lhs) of
Eq. (9.55), and assuming the conditions above to be present, one can employ two following
simplifications. First, we obtain
√
n−√n− k ≈ 2/(k√n), where we also assumed that
γ=+1 (and therefore ζ=−1) in favour of simplicity. Second, using Stirling’s formula one
can reduce the factorial expressions to (2n− 1)!!/(2nn!) ≈ 1/√pin. Eventually, the lhs of






















Since the lhs is desired to be smaller than the right-hand side (rhs) of Eq.(9.55), one aims






)2 ≈ k24 136g′2 . (9.57)
Of course, nmin cannot be a continuous variable but must rather be an integer number.
This is formally enforced by an a rounding procedure of the form
nrmin = nmin + r , (9.58)
where r ∈ [−12 , 12) is a corresponding rounding error. Substituting Eq. (9.58) back into
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Figure 9.4.: Largest imaginary eigenvalue of the fluctuation spectrum as a function of the inter-
action strength g. (a) Comparison of exact numerical data with a perturbation theory treatment
according to Eq. (9.55). (b) Full lowest-order perturbation theory versus analytical results of
Eq. 9.63 for g/gexp  1.
Note that the quantity ’rhsmin’ does not refer to a minimal value of the right-hand side,
but is understood to be connected to a minimal value of the lhs via Eq. (9.57). Looking







which states self-consistently that for g′ → 0, i.e., where perturbation theory is believed
to be valid, one can indeed always fulfil this inequality. In other words, for infinitesimally
small interaction strengths g, there will always be unstable modes predicted by the fluctu-
ation analysis of the GPDE. How fast these modes grow/decay depends on the imaginary




















Hence, the magnitude of the instability is expected to behave quadratically on the inter-
action strength for small values of g. Also, the strongest unstable mode is predicted for
the smallest available value for k, i.e., k = 2.
In Fig. 9.4 we confirm our analytical results of Eq. (9.63) numerically. First, we ensure
that the inequality expression derived directly from perturbation theory, see Eq. (9.55),
yields good agreement with a full numerical calculation of the eigenvalue with the largest
imaginary part as discussed in Sec. 9.3.2. We calculate Im(Eα) according to Eq. (9.62)
using the full expressions of Eq. (9.55). The results are shown in Fig. 9.4(a), where
for g/gexp . 0.5 perturbation theory delivers reliable results. In the regime of g′  1,
where Eq. (9.63) is applicable, it is hence justyfied to compare the analytical expression
of Eq. (9.63) to the results obtained from full expressions of lowest order perturbation
theory. We do this because the mode number at which complex eigenvalues emerge scales
as 1/g′2, see Eq. (9.57). Thus, the full calculation of the fluctuation spectrum up to a
point where the emergence of unstable modes is detectable becomes numerically costly
quite rapidly for g′ → 0. Nonetheless, Fig. 9.4(b) confirms the applicability of Eq. (9.63)
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In this chapter, we have studied the emergence of dynamical instabilities in the Gross-
Pitaevskii-Dirac equation by analysing the corresponding fluctuation spectrum. Numerical
results and analytical discussions revealed that such instabilities are present for all inter-
action strengths. The key principle of these instabilities is the occurrence of degeneracies
in the mirror-type spectrum of the Dirac Hamiltonian.
For an experimental setup as presented in Ref. [53] a system with positive and equal
but opposite negative branch of eigenvalues is simulated well for mode numbers close to
the edge state, n ∼ O(10). We therefore believe that the dynamical instability of pairwise
decaying atoms should be within the scope of the discussed experiment. Nevertheless, we
also showed that expected decaying rates are only on the per cent level compared to the
characteristic frequency ω0, which should prohibit an observation of the decay on the time
scale of the experiment of ∼ 2ms. In order to boost the dynamical instability effect one
could enhance interaction effects by means of Feshbach resonances or by using an atom
species with stronger relative interactions strength, as already discussed in Sec. 8.5.
However, effects are expected to change qualitatively as soon as cases of even smaller
interaction strengths, g/gexp, are considered. This is because the true Hamiltonian de-
scribing the experiment is energetically bound and deviates from the Dirac Hamiltonian
as absolute values of mode numbers increase. Thus, we conjecture that lowering g and
thereby increasing the mode number, n ∝ 1/g2, ultimately leads to a vanishing of the
dynamical instability.
In addition, it is unclear how a dynamical instability behaves when changing the set
of discrete excited energy levels to a continuum of states, as discuss in Sec. 8.5. Such a
continuum is achieved by forcing the external potential to stay finite when |z| → ∞. We
conjecture that the instability mechanism remains unchanged, but leave the analysis of
such a situation as an open question to be answered.
223

10. Summary and Outlook
The desire for controlling, manipulating and creating quantum matter is a concern at the
forefront of research holding exciting prospects for everyday life purposes in the future.
In recent years, ultracold atoms in optical lattices have emerged as a versatile tool for
studying and engineering complex many-body systems in the laboratory. Both their high
level of controllability and their unique property of essentially being isolated quantum
systems have also triggered an enormous amount of theoretical proposals and ideas.
Within this thesis we mainly focussed on the exciting concept of quantum engineer-
ing by studying periodically driven versions of these systems. Here, large parts of our
efforts revolved around the central question about the role of interactions in these in-
triguing Floquet systems. The unique and, at the same time, intellectually challenging
property in this context is the discrete violation of energy conservation and its conse-
quences. Next to the description of heating effects, we were strongly concerned with the
role of dynamics in these essentially out-of-equilibrium systems. We studied both trans-
port as a response to the external drive itself as well as dynamical effects as a consequence
of intrinsic heating mechanisms. In addition, we investigated the fascinating aspects of
topology in these Floquet systems and beyond. Here, we also provided the theoretical
framework of a specifically designed system showing associated properties. Due to their
reliable role as quantum simulators, ultracold atoms can indeed be used to mimic aspects
of this contemporary research field of condensed matter physics.
In part I, we showed that coherent periodic driving can be used to establish directed
motion of particles in quantum systems when combined with an adequate breaking of
associated mirror symmetries. We studied such ratchet effects for excitations of a bosonic
Mott insulator by using a full Floquet treatment of the effectively non-interacting system.
We explicitly studied how the dynamics of doublons and holes can be manipulated and de-
signed by a suitable choice of parameters. Furthermore, we extended our discussion to the
scenario of operating a quantum ratchet in the presence of an external static homogeneous
force. Identifying translational symmetries in a mixed position/Floquet space allows us
both to study such system using conventional Floquet methods and to understand trans-
port properties in a long-time limit: directed motion of particles is only expected to be
possible if the external potential strength g and the driving frequency Ω fulfil the com-
mensurability condition n0g = m0Ω, with n0/2,m0 ∈ Z. We also discuss the general idea
of stabilizing ratchet transport effects by means of topological order. Here, however, we
had to conclude that such mechanism is not possible for arbitrary driving frequencies.
Part II of this thesis was entirely devoted to the effects of interactions in Floquet systems.
Having started from a full quantum field theoretical approach, we first derived a semiclassi-
cal kinetic equation that models the dynamics and the scattering of quasiparticles in such
systems. The essential approximation for the development of this Floquet-Boltzmann
equation was a clear separation of time scales. Here, the rapid, oscillatory behaviour on
time scales of T0 = 2pi/Ω was fully treated within the Floquet formalism giving rise to
the notion of Floquet quasiparticles. We showed that the slow dynamics and scattering
processes of the system is then captured by a familiar Boltzmann equation with adjusted
properties: as the energy is only conserved modulo ~Ω, the interacting Floquet system nat-
urally heats up as time progresses. Therefore, generic Floquet systems are fundamentally
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distinct from ordinary interacting quantum systems in the sense that true equilibration
can only take place at infinite temperature. In order to study expected heating effects, we
applied the Floquet-Boltzmann equation by describing a recent experimental realisation
of the Haldane model by means of lattice shaking [23]. From analysing a corresponding
homogeneous system we found that Floquet heating effects should be relevant on exper-
imental time scales for typical parameter choices. Such effects are, however, suppressed
by the experimental limitations of preparing initial low entropy states. Furthermore, we
used the Floquet-Boltzmann equation to describe the dynamical evolution of a cold atom
cloud in the presence of an additional shallow confining potential. In this case, spatially
dependent heating characteristics lead to temperature gradients and subsequent particle
and heat currents which we captured by an adequate hydrodynamic description of the
problem. We found that particles do not just flow radially outwards using the provision of
extra energy resulting from heating, but also that anomalous particle current can emerge.
The latter aspect is a direct consequence of possible non-trivial Berry curvatures in the
Haldane model. This Floquet version of the anomalous Nernst effect can be view as the
result of an interplay of intrinsic Floquet heating, macroscopic diffusion and non-trivial
topological properties.
In part III, we provided the theoretical background for a simulation of a one-dimensional
topological edge state with cold atoms in a corresponding lattice geometry, as experimen-
tally performed by the Weitz group [53]. Using an optical lattice with chirped amplitude
one can effectively simulate a massive 1D Dirac equation with emerging chiral symmetry.
Such a Dirac system can be shown to incorporate the same topological features as a sys-
tem at the interface of two topologically distinct regions which are described by the SSH
model. We gave an analytical discussion of the problem leading to quantitative predic-
tions of experimentally observable quantities, such as the characteristic frequency. Most
importantly, we showed that interactions of particles within the 3D cloud can be neglected
for experimentally relevant parameter choices, hereby indeed allowing for an effective one-
dimensional description of the system. Experimental results [53] in combination with a
comparison to numerical simulations provided by us suggested the successful simulation
of the targeted Dirac system. Furthermore, analysing the fluctuation spectrum yielded
the emergence of dynamical instabilities in the interacting bosonic system. We could nu-
merically show, however, that such effects are negligible on time scales of the conducted
experiments.
For the future, it will be exciting to further pursue the ideas of quantum simulation
and engineering. One possible perspective is the development of techniques to obtain
enhanced control over the dynamics of a many-body quantum system. In the spirit of
part I, for example, generalized forms of quantum ratchets could be used to provide a tool
for steering transport in systems beyond 1D and cold atoms. Here, the explicit extension
of such quantum machines to generally interacting system is an obvious challenge from a
theoretical perspective. In cases where interactions are not too strong, one can even aim
for explaining interaction effects within our developed Floquet-Boltzmann formalism.
Moreover, since Floquet engineering has proven to be exceptionally fruitful in creating
and realising seemingly unreachable synthetic quantum systems, a deeper understanding
of interaction effects also beyond the limits discussed in this thesis is desirable. One pos-
sible idea is certainly to simply extend the Floquet-Boltzmann formalism to regimes of
larger interaction strengths by incorporating more sophisticated approximation schemes
within the collision integral. Another interesting route to follow is the possible inclusion
of additional and different interaction types. As ultimately macroscopic devices will most
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probably need to rely on materials at room temperature, the extension of the Floquet-
Boltzmann equation to more conventional systems will not just be intellectually exciting
but also crucial for further practicable purposes. Here, the predicted physics might funda-
mentally change due to the typical coupling to a phononic bath. While a specific case of
enhanced superconductivity due to driving has already been investigated recently within
a Floquet kinetic equation approach [256], the extension to other model systems is still
an open question. In this context, a potential paradigm change could take place: so far,
most experimental Floquet realisation aimed at reducing interaction effects for successful
quantum engineering, and the majority of theoretical studies focussed on interactions as
being intrinsic, non-designed effects of Floquet systems. However, as, e.g., suggested by
our discussion of realising the Floquet-Nernst effect in chapter 7, a possible exciting di-
rection of research could be interaction assisted Floquet engineering. In these cases, one
does not simply addresses questions about the consequence of interactions in already re-
alised Floquet constructed systems, but instead deliberately uses interactions to engineer
targeted effects and systems.
Another future aspect related to the last point, is the direct simulation of interacting
topological quantum systems. No doubt, studying interaction effects in Floquet realised
topologically non-trivial systems such as the Haldane model [23] or even in a dynami-
cal version of it [111] appears appealing. Nevertheless, the general enterprise does not
necessarily require a periodically driven systems but is relevant for the general realm of
quantum simulation. For example, the bosonic 1D Dirac system discussed in chapter 8
holds prospects for the simulation of interacting topological quantum matter by studying
the role of such interactions on the edge state. In order to support a possible experimental
realisation by a thorough theoretical discussion, the analysis of dynamical instabilities in
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