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Abstract
Weakly supervised semantic segmentation based on
image-level labels aims for alleviating the data scarcity
problem by training with coarse labels. State-of-the-art
methods rely on image-level labels to generate proxy seg-
mentation masks, then train the segmentation network on
these masks with various constraints. These methods con-
sider each image independently and lack the exploration of
cross-image relationships. We argue the cross-image re-
lationship is vital to weakly supervised learning. We pro-
pose an end-to-end affinity module for explicitly modeling
the relationship among a group of images. By means of
this, one image can benefit from the complementary infor-
mation from other images, and the supervision guidance
can be shared in the group. The proposed method improves
over the baseline with a large margin. Our method achieves
64.1% mIOU score on Pascal VOC 2012 validation set, and
64.7% mIOU score on test set, which is a new state-of-the-
art by only using image-level labels, demonstrating the ef-
fectiveness of the method.
1. Introduction
Semantic segmentation provides per pixel predictions
for a given image. Recently, fully convolutional network
(FCN) based segmentation methods [23, 5, 6] have achieved
impressive performance. However, they need large scale
dataset with per pixel annotations for training [9, 22], which
limits its promotion of the practical usage. To alleviate the
difficulty of collecting data for training, researchers pro-
posed weakly supervised learning (WSL) [40] for seman-
tic segmentation. It makes use of weak annotations for
training, such as bounding boxes [8, 18], sparse scribbles
[21, 30], image-level class labels [19, 33, 35, 1, 15]. In this
paper, we focus on the image-level label based weakly su-
pervised semantic segmentation, because they are the easi-
est to obtain.
Image label based WSL for semantic segmentation is
Figure 1: Illustration of the cross-image affinity. Two im-
ages constitute a pair. The first column is the original image,
the second column is the corresponding CAM, the third col-
umn is the per pixel affinity to the query node (marked by
red cross in the partner image). As is shown, CAM only
activates to the discriminative sparse areas, meanwhile, the
affinity highlights the integral object.
very hard, since we have to find accurate positions and ex-
tensions for the target with only class tags. Existing works
usually rely on attention to give a rough pixel-level seg-
mentation mask for further training. Specifically, class ac-
tivation map (CAM) [39] is the mostly adopted method.
Though it can provide reliable information about the target’s
position, CAM only activates to the most discriminative
parts. Thus only sparse and incomplete segmentation masks
(seeds) can be obtained from the CAM. Naively training a
segmentation network with these sparse seeds usually leads
to inferior results.
To make better use of the CAM, Wei et al. [33] adopt
an iterative erasing strategy to mine complementary seeds,
they also adopt multi-dilation convolution blocks to expand
the seeds [35], Ahn and Kwak [1] train additional pixel-
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level affinity net to complete the seeds, Huang et al. [15]
gradually confirm the undefined areas by region growing al-
gorithm, Kolesnikov et al. [19] and Briq et al. [2] adopt ad-
ditional constraints to regularize the predictions, and so on.
A common character of these methods is that each sample is
only considered independently. However, we argue that dif-
ferent images of the same class are of some similar charac-
ters. If we can model this similarity explicitly, information
from a set of images can be integrated and then distributed
to each sample to complement the vague areas. Thus the
insufficient supervision problem caused by the weak labels
can be alleviated.
Based on this motivation, we propose to explicitly model
the cross-image affinity, and use it to bridge different im-
ages together to infer the predictions. In the embedded fea-
ture space, nodes (a node is a channel-vector takes up some
spatial position of the feature map) are of high-level seman-
tic information. Intuitively, the affinity between two nodes
reflects their semantic similarity. Nodes with high affinity
are more likely to belong to the same class, as shown in
Fig.1. Though some nodes lack discriminative represen-
tations, they can retrieve supplementary information from
other nodes by the affinities and then make correct predic-
tions. Thus firstly the cross-image affinity can provide sup-
plements for those weak regions. Secondly, by the affin-
ity, each node holds the global context across multi-images.
With this knowledge, nodes of the same class can learn a
more consistent and robust representation. Thirdly, with
connections by the affinity, a prediction is based on the
whole group of images, and in turn its gradient can be back-
propagated to every images in the group. By means of this,
images in a group implicitly share the supervisions, thus
can make up for the weakness of the supervisions to some
extent.
We propose an end-to-end trainable cross-image affinity
module (AM) and attach it with the segmentation network
for training. The whole end-to-end network is named cross-
image affinity net (CIAN). There are mainly two steps in the
AM, firstly it computes the reliable cross-image affinity, and
secondly it makes message passing based on the affinity.
Original feature maps from the backbone can be enhanced
by the passed messages, and then sent to the backend clas-
sifier. With a ResNet-101 [13], our method achieves new
state-of-the-art for weakly supervised semantic segmenta-
tion with 64.1% mIOU score on Pascal VOC 2012 valida-
tion set [9], and 64.7% mIOU score on the test set. Solid
experiments and ablation studies prove the method’s effec-
tiveness. In summary, the main contributions are:
• We first propose to explicitly model the cross-image
affinity for weakly supervised semantic segmentation.
By means of this, the information in a group of images
can be shared, and adopted to enhance each other.
• Solid experiments prove the proposed method is effec-
tive to mine useful supplementary information from a
group of images, and the state-of-the-art results are ob-
tained on VOC 2012 dataset.
• We further prove that our method is orthogonal to those
state-of-the-art methods for generating high quality
proxy seeds. Thus the performance can be further im-
proved by combining these methods.
2. Related Work
In this section, we introduce related works about weakly
supervised semantic segmentation and the proposed affinity
module.
2.1. Weakly Supervised Semantic Segmentation
Existing weakly supervised semantic segmentation ap-
proaches mostly rely on initial pre-computed pixel-level
proxy masks to train a normal segmentation network [5, 6,
23]. The class activation map (CAM) proposed by Zhou et
al. [39] is widely used for generating the initial masks from
image-level labels. CAM provides dense attention maps for
each class. However, as it is trained by classification tasks,
CAM only activates to the most discriminative areas, lead-
ing to sparse and incomplete masks (also called seeds).
To alleviate the incompleteness problem, Wei et al. [33]
propose to adopt an iterative erasing strategy to mine and
merge more complementary seeds. Further, Zhang et al.
[37] extend this method into an end-to-end adversarial
learning framework. MDC [35] expands the seeds by di-
lated convolutions. Besides, some methods dynamically
enrich the initial seeds along the training process, such as
region growing [15] and iterative mining [32]. Despite the
effectiveness of these complicated methods, we use a sim-
ple CAM trained with a single dilated convolution block to
generate our initial seeds.
There are also many other methods focus on the con-
straints specifically designed for weakly supervised seman-
tic segmentation. For example, Pathak et al. [26] add linear
constraints on the predictions, which is based on some la-
tent probability distributions. Kolesnikov and Lampert [19]
propose the global weighted rank pooling constrained by
image labels and low level boundary constrained by CRF
[20]. Briq et al. [2] normalize the prediction by the area
constraint. As aforementioned, these constraints do not
consider the relationship and potential common informa-
tion across images. In contrast, our method fills this gap
by explicitly modeling the affinity across images.
2.2. Densely Connected Affinity
Modeling the densely connected pair-wise relationship
is very helpful for segmentation tasks. Early work [20] uses
Figure 2: The overall framework. The input batch is divided into groups. Images in a group have at least one common class
label. After the backbone, two branches G-AM and S-AM (see Section 3.3 and Section 3.4) compute the messages according
to cross-image affinity and intra-image affinity respectively. Then the original feature is augmented by these messages and
sent to predict segmentation. All the parameters are shared between the two branches.
conditional random fields (CRF) for modeling the pair-wise
relationships. CRF is also adopted as a post-processing
stage in deep networks [5, 6, 23], and further extented as
an end-to-end trainable layer in [38]. However, these CRF
based methods only model intra-image relationships, lack
the usage of cross-image similarities. While our method
introduces cross-image affinity to highlight potential infor-
mation in a group of images.
Recent work AffinityNet [1] samples sparse points by
CAM seeds and then trains an additional affinity net by met-
ric learning. It is different from ours work that we focus
on learning the online cross-image relationships and use it
to extract sharable information. Our method is highly re-
lated to the non-local networks [31], since we use a simi-
lar strategy to model the affinity and make message pass-
ing based on the affinity. Besides, some recent works using
non-local modules [11, 36] are also proposed for segmenta-
tion. However, these works focus on the long range intra-
image (or video) contexts to discover the structures in an
image, while we emphasize the cross-image relationships
to highlight common parts and share complementary infor-
mation to combat the weak label problem.
3. Approach
The whole weakly supervised pipeline can be divided
into two parts. The first is to generate sparse but reliable ini-
tial proxy segmentation masks. The second is our proposed
cross-image affinity module for training segmentation net-
work (CIAN). We elaborate the details in the following.
3.1. Initial Seeds Generation
We adopt the CAM [39] to generate the initial seeds.
CAM is obtained by training a classification network with
Figure 3: The affinity module. The affinity is computed by
dot-production from the query φ to the key ϕ, after normal-
ization, it is adopted as the weights to summarize all the
corresponding useful information. See Section 3.2 for de-
tails.
global pooling layer. After training, it removes the global
pooling layer, directly applies the backend classifier on the
final feature maps, and obtains the so-called CAMs.
Following previous works, we use VGG16 [29] to train
the CAM. Wei et al. [35] propose that dilated convolution
blocks is beneficial to generate more complete seeds. Fol-
lowing this practice and the requirement to generate with
larger resolutions, we adopt the DeepLab’s VGG16 seg-
mentation backbone [5] with input size 321 and output
stride 8. We attach a global average pooling layer and a
classifier to the backbone, and train it with sigmoid cross-
entropy loss by learning rate 1e−4. After training, we gen-
erate the CAMs, normalize them to [0, 1], and use a thresh-
old 0.3 (values greater than 0.3 are kept) to generate fore-
ground seeds for the classes present in the image-level la-
bels. Following common practice [15, 33, 35], we use an
off-the-shelf saliency model [17] to generate background
seeds with threshold 0.06 (normalized saliency values less
than 0.06 are kept). Any conflict assignments are discarded
and ignored.
Without complicated strategies as in [35, 33], our subtle
modification for training the CAM network leads to much
better results. As shown in Table 2, by this initial seeds
our baseline model achieves 61.1% mIOU score on VOC
2012 val set. Although the segmentation backbones are dif-
ferent, our baseline model exceeds the original CAM based
method’s mIOU score [19] with a large margin, even com-
parable to some of the state-of-the-arts [1, 35].
3.2. The Affinity Module
We use I(k) to denote the k-th RGB image in the dataset,
after the backbone, its corresponding feature map is denoted
by x(k). For convenience, we assume all the feature maps
are of the same spatial size, i.e. x(k) ∈ RC×H×W , where C
is the dimension of each channel-vector. Though each x(k)
is a 3D tensor, we use only one subscript to index its spa-
tial coordinates, i.e. x(k)i ∈ RC denotes the channel-vector
at spatial position i, where i ∈ {1, 2, ...,HW}. In the fol-
lowing, we also use term node to refer this channel-vector
at a specific position. Our affinity module (AM) takes in
two embedded feature maps, computes the affinity and then
passes supplementary messages based on the affinity. The
messages will be adopted to enhance the original input fea-
tures.
Affinity Matrix. To compute the affinity, the first step
is to embed the nodes into some space where affinity can
be measured. Given two nodes x(k)i and x
(h)
j , we use two
embedding functions φ and ϕ to act on them respectively.
Where φ is called the query function, and ϕ is called the key
function. With a little abuse of the notation, we use abbrevi-
ation φ(k)i to stand for φ(xi)
(k), and so does ϕ(h)i . Then the
affinity from x(k)i to x
(h)
j is computed by dot-production
A
(k,h)
ij = φ
(k)T
i ϕ
(h)
j (1)
Other distance measurements may also applicable, such
as Gaussian kernel function, cosine distance, etc. Here we
only choose dot-production because of its simplicity, since
the embedding functions are learnable to adapt to the mea-
surement.
Given x(k) and x(h), we apply query function to each
node in the former, and key function to the latter. Then
all the affinities from x(k) to x(h) form a matrix A(k,h),
where
[
A(k,h)
]
ij
= A
(k,h)
ij . A
(k,h) reflects the so-called
densely connected affinity across two images I(k) and I(h).
It should be noticed that because φ and ϕ can be differ-
ent functions, typically the affinity is not symmetric, i.e.
A(k,h) 6= A(h,k)T .
Message Passing. The second step is to collect useful in-
formation from the key nodes and pass it to the query nodes.
To increase the flexibility to choose the most informative
messages, we use another embedding function g to abstract
the information to be passed:
g
(h)
j = g(x
(h)
j ) (2)
It is reasonable to keep the scale of the retrieved mes-
sages invariant to the number of the key nodes. Thus, we
normalize each row of A(k,h) by softmax:
A¯
(k,h)
ij =
exp (A
(k,h)
ij )∑
j exp (A
(k,h)
ij )
(3)
Then, the message for the query node is computed as a
weight summarization over all the embeddings correspond-
ing to the key nodes:
q
(k,h)
i =
∑
j
A¯
(k,h)
ij g
(h)
j (4)
As the output of the AM, these messages will be adopted
to augment the original query nodes’ corresponding feature
maps:
xˆ
(k)
i = ψ(q
(k,h)
i ) + x
(k)
i (5)
where ψ is another embedding function to map the message
to the original feature space. Fig.3 illustrates the above pro-
cedures.
3.3. Group Affinity Module
In this subsection, we extend the above AM between two
images into a group affinity module (G-AM) relates to more
images. It follows that given a group of images {I(k)}, we
first compute the affinity matrix between any two images,
then we merge the affinities and make message passings.
Now, assume we use x(k) as the query, then the affin-
ity matrices from it to all the other keys in the group form
a set {A(k,h)|h ∈ N(k)}, where N(k) denotes the set of
image indices for the keys, and |N(k)| is the length of the
set. Now we can either first normalize each affinity, then
pass messages and merge the messages, or first merge the
affinities, normalize it and then pass the messages. Three
different merging designs are studied:
• Average: We normalize each affinity and compute the
corresponding message q(k,h)i , as stated in Eq. (3) and
Eq. (4). Then, we merge the messages by average
pooling:
qˆ
(k)
i =
1
|N(k)|
∑
h∈N(k)
q
(k,h)
i (6)
• Maximum: The same as average, but we merge the
messages by maximum pooling:
qˆ
(k)
i(m) = max
h∈N(k)
[
q
(k,h)
i(m)
]
(7)
where, subscript (m) denotes the m-th scalar value in
the vector.
• Concatenation: We first concatenate all the affinity ma-
trices horizontally, obtaining a big affinity matrix Aˆ(k).
The embeddings {g(h)i |h ∈ N(k)} are also put to-
gether for message passing, and denoted by gˆ(k).
Aˆ
(k)
i = concat
{
A
(k,h)
i |h ∈ N(k)
}
(8)
Then, the message is computed as weighted sum over
the big matrix:
qˆ
(k)
i =
∑
j′
Aˆ
(k)
ij′ gˆ
(k)
j′ (9)
Finally, the message qˆ(k)i is used to enhance x
(k)
i , as in
Eq. (5). To ensure there are always sharable information
in a group, images of at least on common class label are
sampled to formalize a group. The number of images in a
group is called group size.
3.4. Self Affinity Module
It is important to ensure each node can find at least one
partner of the same class. As a counterexample, assume
there is a maverick query node with no partners of the same
class. Because of the normalization of the affinity matrix,
there are always non-zero messages passed to it. However,
these messages are optimized to enhance the discrimination
of some classes different from the query node’s class. Thus
these messages act as disturbance for the query node.
To cancel out the disturbance, we introduce the so-called
self affinity module (S-AM). S-AM simply replaces the key
image with the query image itself, thus it builds intra-image
dense connections. It works because with identical image
one query node can always find key nodes of the same class,
at the worst case, the node matches to itself. Thus correct
messages are always provided and can alleviate the distur-
bance.
There is another advantage to use S-MA. When testing
we can not make image groups, neither does the affinity
matrix or message passing from G-AM. Without S-MA the
formulation of AM has to be canceled, and this gap may
lead to depreciated performance.
3.5. The Overall Framework
The overall framework of the network is illustrated in
Fig.2, which is called cross image affinity net (CIAN). Af-
ter extracting feature maps by the backbone, it splits into
two branches. One enhances the feature maps by the pro-
posed G-AM, another enhances it by S-AM. The two en-
hanced features are sent to a shared classifier to predict the
segmentations. The two branches share all the same param-
eters. Let f(xˆi) ∈ Rc denote the predicted class probability
at spatial location i (c is number of classes including back-
ground, we ignore image index (k) for simplicity), and let
Pi ∈ Rc denote the corresponding ground truth, we use the
standard per pixel cross entropy loss for each image
L1 = − 1|N |
∑
i∈N
PTi log f(xˆi) (10)
Besides, to further enhance the robustness of the train-
ing, we also use the network’s online prediction to derive
another segmentation mask for training, as denoted by P ′i ,
and use it to guide the training:
L2 = − 1|N ′|
∑
i∈N ′
P ′Ti log f(xˆi) (11)
where N and N ′ are the sets of indices corresponding to
non-ignored positions in the corresponding proxy segmen-
tation masks. The total loss for each branch is the summa-
rization of L1 and L2.
4. Experiments
4.1. Settings
Dataset. We evaluate our proposed method on Pascal
VOC 2012 segmentation benchmark [9]. This dataset has
20 foreground classes and one background class, totally 21
classes. Each image contains one or multiple classes. Fol-
lowing the common practice [33, 35, 15], we use the images
in the expanded extra set collected by Hariharan et al. [12]
for training. Thus totally there are 10582 training images,
1449 validation images, and 1456 testing images. The per-
formance is evaluated by mIOU across 21 classes.
Implementation Details. We choose Deeplab-v2 [5]
framework with ResNet101-LargeFoV as the segmentation
backbone. φ, ϕ and g are by default implemented by 1× 1
convolutional layers with 1024 kernels. ψ is implemented
by a 1 × 1 convolution with zero-initialized batch normal-
ization (BN) layer [16]. For computation efficiency, we
downsample ϕ and g with stride 2. Standard data augmen-
tation is adopted to train the segmentation network, i.e. ran-
dom crop, random horizontal mirror, and random scale in
{0.5, 0.75, 1, 1.25, 1.5}. The training image is cropped to
321 × 321. We use learning rate 5e−4, weight decay 5e−4
and momentum 0.9 with the SGD optimizer. The learning
rate is poly-decayed with power 0.9. ImageNet pretrained
parameters are used, and all the learning rates of newly ini-
tialized parameters are timed by 10. We use batch size 16,
and train the segmentation network with 20 epochs, which
roughly equals the number of iterations in fully supervised
settings. CRF [20] with default parameters is used to further
refine the predictions as a post-processing. All the codes are
implemented with MXNet [7].
4.2. Comparison with State-of-the-arts
It should be careful to make comparisons with other
methods, since the additional supervisions, backbones, and
other details may be different. We summarize the state-
of-the-arts and our results in Table 1. Our CIAN-g2 and
CIAN-g4 (group size 2 and 4 respectively) outperform the
state-of-the-arts with a large margin. Among all the state-
of-the-art weakly supervised segmentation methods, Fan et
al. [10] achieve the best performance. However, they use
a pre-trained instance saliency model to give the potential
candidates, which is trained by much stronger pixel-level
instance saliency annotations. Even though, our result is
still competitive with it. With the more popular setting by
only using image labels and weak class-agnostic saliency,
Hou et al.’s [14] and Huang et al.’s [15] works achieve the
best performance, our result outperforms them by 1% - 2%
mIOU score on val or test set, leading to a new state-of-the-
art using only image-level labels.
4.3. Ablation Study
We make various ablation studies to further prove the ef-
fectiveness of the proposed modules. The results are sum-
marized in Table 2.
We first show results of the plain baseline, which is the
original DeepLab network trained by the weak seeds with
loss L1 + L2. Thanks to the better strategy for generating
the CAM seeds, our baseline achieves decent results.
The next two rows in Table 2 show the results of only
using S-AM or G-AM respectively. By only using S-AM,
there is no boost compared to the baseline, proving that the
cross image relationship is vital. By only using G-AM, the
improvement is subtle, thus incorporating intra-image affin-
ity is indeed necessory to cope with the no-match problem,
as elaborated in Section 3.4.
The fourth row shows the result of CIAN with randomly
sampled pairs, i.e. without the common class constraint in
a group. The fifth row shows the result of our full CIAN
with common class constraint. Comparing these two lines
together with the baseline, it proves the effectiveness of the
cross-image affinity learning and the common class group
strategy. Our CIAN outperforms the baseline both with and
without the CRF post-processing.
Following [15], the last row shows the result after a
round of retraining. That is, we use the trained CIAN to
Method Pub. Sup. mIOUval test
Full supervision
FCN [23]† CVPR’15 F. - 62.2
Deeplab [4]† ICLR’15 F 67.6 70.3
Relative stronger supervisions
BoxSup [8]† ICCV’15 L.+B. 62.0 64.6
ScribbleSup [21]† CVPR’16 L.+C. 63.1 -
Sal-Instance [10] ECCV’18 L.+I. 63.6 64.5
Weak supervisions
CCNN [26]† ICCV’15 L. 35.3 35.6
EM-Adapt [25]† ICCV’15 L. 38.2 39.6
STC [34]† PAMI’16 L.+S. 49.8 51.2
DCSM [28]† ECCV’16 L. 44.1 45.1
SEC [19]† ECCV’16 L. 50.7 51.7
AugFeed [27]† ECCV’16 L. 54.3 55.5
AE-PSL [33]† CVPR’17 L.+S. 55.0 55.7
GuidedSeg [24]† CVPR’17 L.+S. 55.7 56.7
DSCP [3] BMVC’17 L.+S. 60.8 61.9
AFFNet [1]† CVPR’18 L. 58.4 60.5
MDC [35]† CVPR’18 L.+S. 60.4 60.8
MCOF [32] CVPR’18 L.+S. 60.3 61.2
DSRG [15] CVPR’18 L.+S. 61.4 63.2
SeeNet [14]† NIPS’18 L.+S. 61.1 60.7
SeeNet [14] NIPS’18 L.+S. 63.1 62.8
Ours:
CIAN-g2 - L.+S. 63.8 64.6
CIAN-g4 - L.+S. 64.1 64.7
Table 1: Comparison with state-of-the-arts on VOC 2012
val and test set. Methods marked by † use VGG16, the
others use ResNet101. The supervision (Sup.) includes:
L.–image-level label, S.–class agnostic saliency, I.–instance
saliency, B.–bounding box, C.–scribble, F.–full supervision.
generate predicted segmentation masks on the training set,
then use the predictions to train the corresponding CIAN
with another round. With this retraining strategy, the perfor-
mance is further improved, especially when evaluated with-
out CRF post-processing. This is because when generating
predictions, low level cues are incorporated by CRF refin-
ing, which plays a similar role to the boundary constraint in
SEC [19].
4.4. Qualitative Visualizations
We visualize some of the predictions of baseline and
CIAN-g2 to qualitatively analyze the results. As shown in
Fig.4, compared with the baseline, CIAN produces more
complete predictions. Meanwhile, some of the wrong pre-
dictions are corrected, leading to more satisfactory results.
To further inspect what is learned by the affinity, we visu-
Method mIOU mIOUw/o CRF w/ CRF
Baseline 56.2 61.1
Only S-AM 57.6 60.3
Only G-AM 56.5 61.4
CIAN (random) 56.6 61.2
CIAN 57.7 62.0
CIAN + retrain 62.9 63.8
Table 2: Ablation studies on VOC 2012 val set. Group size
2 is adopted for CIAN.
Figure 4: Qualitative results on the VOC 2012 val set. The
CIAN is trained with group size 2.
alize it in Fig.5 with group size 2. Given a query node x(k)i ,
we compute the affinities from it to all the key nodes in the
partner image h. Then we highlight the corresponding areas
in the partner image based on these affinity values. It shows
that the affinities focus on the desired common objects of
Figure 5: Visualization of the affinity. The first and the
third columns constitute the image pairs, the second and the
fourth columns show the corresponding affinity.
the two images, and often cover the whole targets.
4.5. The Influence of Embedding Methods
We make comparisons with different embedding meth-
ods for φ and ϕ. Four different settings are evaluated, 1)
they use 1 × 1 convolution layers respectively, (the default
setting in Section 4.1); 2) they share the same 1 × 1 con-
volution; 3) they use 1 × 1 convolution + BN + ReLU re-
spectively; 4) they share the same 1×1 convolution + BN +
ReLU. The number of kernels is always set as 1024. Results
are summarized in Table 3. The performance differs with
different embedding methods. Among them, shared ver-
sions are worse than the corresponding unshared versions.
For convenience, in the following experiments, we only use
the default setting.
Method mIOU mIOUw/o CRF w/ CRF
Conv 57.66 61.99
Conv (share) 56.22 60.91
Conv+BN+ReLU 56.86 61.74
Conv+BN+ReLU (share) 56.58 61.26
Table 3: Comparison of different embedding methods on
VOC 2012 val set with group size 2.
4.6. The Influence of Merging Methods
When the group size is greater than 2, the merging meth-
ods influence the results. To explore the influence of dif-
ferent merging methods (see Section 3.3), we make some
experiments with CIAN-g4 (group size 4). The results are
summarized in Table 4. It shows the average pooling and
maximum pooling give better results. Meanwhile, concate-
nation gives inferior results. Thus directly building a too
large affinity graph may not an optimal choice.
Method mIOU mIOUw/o CRF w/ CRF
Avg 58.07 62.04
Max 58.34 62.07
Concat 57.73 61.72
Table 4: Comparison of different merging methods on VOC
2012 val set with group size 4.
4.7. Larger Group Size
It should be beneficial by using a larger group size, since
there are more shared information. We prove this by the
results of CIAN with different group sizes. To make the
comparison fair, the batch size is always set as 16 for all
the group sizes. The batch size should be divisible by the
group size, thus we experiment with group size 2, 4 and 8.
It should be noticed that when enlarging the group size, the
classes in a batch tends to be identical. Specifically, when
the batch size equals to the group size, all the images are
of a single common class. This will lead to biased estima-
tion of the BN stats and disturb the training. To overcome
this difficulty, we use an already trained CIAN with group
size 2 to initialize the networks with group size 4 and 8, and
freeze the BN parameters during training. Results are sum-
marized in Table 5. It shows that with larger group size, the
performance improves steadily.
Method mIOU mIOUw/o CRF w/ CRF
CIAN-g2 57.66 61.99
CIAN-g4 58.07 62.04
CIAN-g8 58.38 62.64
Table 5: Comparison of different group sizes on VOC 2012
val set.
4.8. Effectiveness with Other Backbones
To demonstrate the proposed CIAN works with other
backbones, we test it with a ResNet50, which is a relatively
weaker backbone. As shown in Table 6, on VOC 2012 val
set, CIANs outperform the baseline by 0.8% - 1.5% mIOU
score without CRF post-processing, and 0.6% - 1.2% mIOU
score with CRF post-processing. As expected, with a larger
group size, the result tends to be better.
Method mIOU mIOUw/o CRF w/ CRF
Baseline-res50 55.1 59.7
CIAN-res50-g2 55.9 60.8
CIAN-res50-g4 56.3 60.3
CIAN-res50-g8 56.6 60.9
Table 6: ResNet50 results on VOC 2012 val set.
4.9. Orthogonality with Other Methods
We prove that our method is orthogonal to the quality of
the proxy seeds, which means it is also orthogonal to those
state-of-the-art methods for generating better proxy masks
[33, 14, 35].
We imitate higher quality proxy masks by randomly re-
place some of the proxy seeds with the ground truth. Specif-
ically, 5% and 10% of the proxy seeds in training set are
replaced respectively. As shown in Table 7, with a larger
ratio of ground truth masks, the baseline’s performance im-
proves quickly. Meanwhile, our CIAN always outperforms
the baseline. It proves that our method consistently works
with better proxy seeds. Thus we believe that by combining
those state-of-the-art methods for generating better proxy
masks, the CIAN’s performance can be further enhanced.
Ratio Baseline CIANw/o CRF w/ CRF w/o CRF w/ CRF
0 56.21 61.09 57.66 61.99
0.05 59.69 64.03 60.39 65.42
0.10 61.86 65.62 63.13 65.91
Table 7: Comparison of the results with various initial seeds
of different quality on VOC 2012 val set.
5. Conclusion
In this paper, we propose cross-image affinity net
(CIAN) to mine the cross-image relationships for enhancing
the weakly supervised semantic segmentation. By means
of the CIAN, complementary information and the supervi-
sion can be shared across images. Our approach achieves
the new state-of-the-art on VOC 2012 dataset for image-
level label based semantic segmentation. Solid experiments
prove the effectiveness of CIAN. Besides, we demonstrate
that our method is orthogonal to the quality of the proxy
seeds, thus can benefit from any advanced methods who
generate better proxy seeds.
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