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Abstract The dissipative particle dynamicsmethod is an efficientmethod for studying the hydrodynamics
of complex fluids. One of the most challenging aspects of this method appears when the solid walls exist.
The solid walls disturb the homogeneity of the fluid near the wall and cause some spurious fluctuations.
Thus, in recent years a large amount of effort has been devoted to solve this shortcoming. Fortunately
the mentioned problem has almost been solved for the simple walls such as flat walls, circular cylinders,
spheres, etc. However no systematic model has addressed the complex walls. It should be noted that
almost all of the walls we deal with in practical problems such as MEMS devices, polymer and drug
containers and so on have complex geometries.
In the present paper, we present a systematic method for the dissipative particle dynamics simulation
of complex walls based on the representation of the complex wall by means of a triangular grid. We
demonstrate the validity of ourmodel for the flowpast over a circular cylinder and thenwedo a simulation
for the flow over an airfoil. The obtained results show that this method facilitates the simulation of
each arbitrary complex wall while the spurious fluctuations of density and temperature are diminished
effectively near the wall.
© 2012 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
The dissipative particle dynamics (DPD) method is a power-
ful coarse-grained method for the complex flow simulation in
meso-scale. It has been introduced by Hoogerbrugge and Koel-
man [1]. Their method didn’t preserve the system temperature
which was later corrected in the modified version [2]. Groot
and Warren have obtained the applicable parameter ranges for
DPD simulations [3]. They showed that the equation of state
of the DPD fluid is quadratic in density thus they could make
a connection between the DPD parameters and χ-parameters
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Open access under CC BY-NC-ND license.in Flory–Huggins-type models. By means of this link, they pro-
vided an effective scheme for the coarse-grained simulations.
DPD has been utilized effectively to study the hydrodynam-
ics of various complex systems [4–8]. In all of these studies,
the computational domain has the periodic boundaries, so it is
easily implemented, but for situations which contain wall
boundary, DPD encounters some problems. Because of the soft
potentials used in thismethod, particlesmaypenetrate thewall.
There are several schemes to reintroduce these particles back
to the domain, namely, bounce back, bounce forward, specular,
and Maxwellian reflection. It has been demonstrated that the
specular and Maxwellian reflections lead to some slip on the
walls whereas the bounce-back scheme increases the tempera-
ture fluctuation around the wall [9].
One of the most important advantages of the DPD method
is its potential to connect the macro and micro regimes in
order to study the large and long phenomena. Elliott [10] has
done a comprehensive review on the multiscale modeling.
Rahimi et al. [11] have utilized the DPD in order to couple
the finite element and molecular dynamic methods. They
have studied two systems of atactic short-chain polystyrene.
Recently, Fedosov et al. [12,13] have modeled the red blood cell
motion in the capillary by means of DPD. They have examined
the accuracy of theirmodeling bymeans of the optical tweezers
and Poiseuille flow simulations. They have also utilized the
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Symbols
a Strength of conservative force
a⃗ Acceleration vector
dt Time step
F⃗ Force vector
kB Boltzmann constant
m Mass
r⃗ Position vector
rˆ Position unit vector
r Magnitude of position vector, Distance
T Temperature
u Horizontal component of velocity
v⃗ Velocity vector
ω Weight function
γ Strength of dissipative force
ρ Density
σ Strength of random force
ξ Gaussian random variable
Superscripts
C Related to the conservative force
D Related to the dissipative force
n Related to the nth time step
R Related to the random force
Subscripts
i Related to particle i
j Related to particle j
DPD method in order to model the adhesive dynamics of red
blood cells [14]. Then they have studied the adhesive dynamics
dependency on the membrane properties.
In recent years several methods have been proposed for
the wall boundary condition for DPD method [9,15–21]. Most
of these models consider the wall explicitly by freezing one
or even several layers of particles. These particles interact
with fluid particles by DPD soft potentials. Duong-Hong
et al. [16] have presented a model with two staggered layers
of particles. It has been stated that the effect of the second
layer is homogenizing the wall force and reduction in the
density fluctuation. Two of the most important parameters in
these approaches are wall density and the amplitude of the
conservative force between the wall and the fluid particles.
The high amplitude of the conservative force guaranties the
wall impenetrability but it causes a large density fluctuation
near the wall. The wall density parameter has the same effect.
Pivkin and Karniadakis [17] have studied the effects of these
two parameters by several diagnostic simulations. They also
proposed a new method for implementing the wall boundary
condition. They computed the conservative force exerted on the
wall versus the distance. Then they obtained a correlation for
the amplitude of the conservative force versus the wall density
which is applicable to the wall density variations between
3 and 25. It has been shown that this method enforces the
no-slip condition approximately but the density fluctuation
is significant yet, so they proposed a control mechanism for
minimizing the density fluctuation [18]. Although this method
was shown to reduce the density fluctuation significantly butit is really an artificial mechanism to enforce the bulk density
controlled near the wall. More recently they have utilized their
model to investigate the effects of wall boundary condition
and compressibility in wall-bounded domains [19]. They have
obtained an upper limit in velocity to gain a good agreement
between the DPD and the Navier–Stokes’ solutions.
Altenhoff et al. [20] have obtained the corresponding
potentials of the fluid particles interactions by means of time
averaging of forces in a full periodic simulation. They have
obtained a probability density function for the conservative,
dissipative and stochastic components. The conservative and
stochastic forces are dependent just on position but the
dissipative force dependents on the relative velocity as well,
so they have sampled the dissipative force normalized by
the relative velocity magnitude and then have considered the
wall as a thermal bath of particles fluctuating at the desired
temperature in order to compute the dissipative force. A linear
dependence on the distance has been assumed for the relative
velocity. It was shown that this method enforces the no-slip
condition and also reduces the density fluctuation, acceptably.
Since it utilizes the probability density function for the forces
between the wall and the fluid particles, one of the most
important advantages of this model is its low computational
cost.
Visser et al. presented a periodic wall method [21] and
extended it to circular geometries. Kim and Phillips [22] studied
the flow past the spheres and cylinders and showed that at high
Reynolds number, the dissipative particle dynamics method
yields inaccurate results because of the compressibility effects.
De Palma et al. [23] utilized the DPD method to study a
peristaltic micropump. They did a comprehensive validation
study by considering the available theoretical and numerical
results such as Poiseuille flow and flow past a circular cylinder
at different Reynolds numbers. Recently, Guo et al. [24] have
utilized the multilayer frozen particles together with the ABC
model [18] in order to impose the no-slip wall boundary
condition. They have studied the dynamic characteristics of
flow-induced translocation of polymers through a specific
channel.
It should be noted that almost all of the walls we deal
with in practical problems such as MEMS devices, polymer and
drug containers and so on have complex geometries. But all
of the previous works focused on the simple wall simulation
such as flat walls. Up to now, the most complicated geometries
which have been considered for the DPD simulations are
sphere [22], circular cylinder [20–23] and a contraction-
diffusion channel [16,24]. In the presented paper we propose a
systematic approach for the complex wall boundary condition
implementation. As we will show later, this method has a great
potential for modeling arbitrary complex walls.
The presented paper is divided as follows: a brief outline
about the dissipative particle dynamics methodwill be brought
in Section 2. We will illustrate our model in Section 3 and then
we will explore the performance of this method in Section 4.
Finally, we will have a concise conclusion in Section 5.
2. Dissipative particle dynamics
DPD is a particle-based method which considers soft
potentials for particles interactions. Let us consider a system of
N particles that particle i hasmassmi, position r⃗i, velocity v⃗i and
acceleration a⃗i. Usually a simple parabolic form is utilized for
the conservative potential, so its corresponding force exerted
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distance between particles and is described as:
F⃗ Cij =
aij

1− rij
rc

rˆij: rij ≤ rc
0: rij ≻ rc
(1)
where F⃗ Cij represents the conservative force exerted on the
particle i by the particle j, rc is the cutoff radius, aij is the
amplitude of the conservative force, r⃗ij = r⃗i − r⃗j, rij =
r⃗ij and
rˆij = r⃗ij/rij. In order to preserve the system temperature at the
desired value, a thermostat called DPD thermostat is applied as
follows:
F⃗Dij = −γωDrij

v⃗ij · rˆij

rˆij (2)
F⃗Rij =
σωRrijξij√
dt
rˆij (3)
where F⃗Dij and F⃗
R
ij represent the dissipative and random forces
exerted on the particle i by the particle j respectively, γ and σ
are the strength of dissipative and random forces respectively,
ωD and ωR are the dissipative and random weight functions,
ξij = ξji are the normally distributed random numbers and
dt is the time step. By means of the fluctuation dissipation
theorem it has been shown [2] that dissipative and random
weight functions are related as follows:
ωDr =

ωRr
2
. (4)
And also their amplitudes are related as:
σ 2 = 2γ kBT (5)
where kB is the Boltzmann constant and T is the system
temperature. Randomweight function is commonly considered
as a simple linear function described as follows:
ωRij =
1−
rij
rc
: rij ≤ rc
0: rij ≻ rc .
(6)
DPD method is based on the Newton’s second law
N
j=1, j≠i
F⃗ij = mia⃗i. (7)
In order to calculate themacroscopic properties such as den-
sity, temperature, viscosity, etc., an averaging process is done
during the evolution of particles. The particles’ time evolution
can be obtained by means of the numerical integration. There
are different numerical schemes and the most common is the
velocity-Verlet which is described as:
r⃗n+1i = r⃗ni + v⃗ni dt +
1
2
a⃗ni dt
2
v⃗
n+ 12
i = v⃗ni +
1
2
a⃗ni dt
Compute Accelerations: a⃗n+1i

r⃗n+1i , v⃗
n+ 12
i

v⃗n+1i = v⃗n+
1
2
i +
1
2
a⃗n+1i dt.
(8)
It has been shown that just bounce-back scheme can impose
the no-slip condition precisely [9]. But since the bounce-back
scheme utilizes unnatural location for particle reintroduction, a
new scheme has been proposed called bounce-forward [21]. Inthis mechanism, the velocity is reversed and the new position
of particle is obtained like the specular scheme, so it is a
combination of bounce-back and specular schemes. It has also
been shown that fixing the acceleration of the reflected particle
causes significant amount of temperature distortion around the
wall but by reversing it, the distortion is vanished [21].
3. Complex wall boundary condition
The wall boundary condition models proposed for the DPD
method are tried to possess at least three features. The first
and the most obvious feature is the prevention of wall particles
penetration. In flat wall modeling, this aim can be achieved by
means of the available reintroduction schemes such as bounce-
back, bounce-forward, specular and Maxwellian reflections.
In this paper we present a novel suitable reintroduction
mechanism for the complex walls.
The second feature that wall model must possess is the
enforcement of the no-slip condition. This aim is also obtained
approximately by a suitable reintroduction scheme. It has been
shown that themost accurate scheme for this aim is the bounce
back mechanism [9]. The other important factor which can
compound with the no-slip condition is the imbalanced forces
which are exerted on the particles that exist in thewall vicinity.
The third characteristic that is also themost challenging one
is to eliminate the spurious fluctuations of the temperature
and specifically the density near the wall. These fluctuations
appear near the wall because of the heterogeneous pattern of
the force field there. Actually the flow loses its homogeneity
because of the imbalanced forces exerted on the fluid particles
near the wall. This problem is originated from this fact that for
the particle which has a distance to the wall smaller than the
cutoff radius, a part of the sphere around it with radius equal to
the cutoff radius, cuts through thewall and this part donot exert
any force on the particle. This causes thementioned imbalanced
force field near thewall. This fact also aggravates the difficulties
of achieving the no-slip condition.
This discussion is also valid for the complexwalls. According
to this discussion we will divide our complex wall boundary
conditionmodel into twoparts: (1) Reflection from the complex
wall and (2) Force balancing.
3.1. Reflection from the complex wall
The most important challenge in the reintroduction of the
particles that have penetrated the complex wall is to perceive
which particles have penetrated the wall! It is a mundane issue
in modeling of the simple walls such as flat plates, spheres,
circular cylinders, etc., because we know their representing
mathematical equation, but it is more complicated in the
complex wall modeling.
The main idea in the reflection scheme presented here is to
utilize the fact that if one knows the representing equation of a
planar surface, the mathematical processes, such as finding the
intersection of a specific line with it, is rudimentary. Thus we
utilize a triangular grid to represent the complexwall boundary.
Actually we divide the complexwall into a plethora of small flat
walls. Then, by means of an efficient and robust algorithm to
search the particles and grid elements, we can determinewhich
particle has penetrated the wall and also we can determine
the pertinent element that the mentioned particle has passed
through it. In order to find out if a specific particle has passed
through a specific element we use the dot product of the
element normal vector and the vector connecting the old to
1256 A. Mehboudi, M.S. Saidi / Scientia Iranica, Transactions B: Mechanical Engineering 18 (2011) 1253–1260Figure 1: The pseudo-code for the proposed algorithm for the reflection of particles from a complex wall.the new position of the particle. The equation of the plane that
passes through the corresponding grid element is known, so
we can find the intersection of the element and the line which
passes through the particle’s old and new positions on both
sides of the wall and then, we implement one of the available
reintroduction schemes on the particle and the grid element
which the particle cuts through it. In this work we select
the bounce back scheme to complete our presented reflection
approach but utilizing the other schemes is also easily feasible.
In order to decrease the computational cost of the required
search, we consider jut particles that exist in the wall vicinity.
Then we search through the elements in the specified particle
vicinity. We will refer to the criteria for the vicinity distance by
rvic . The vicinity distance criteriamust be sufficiently large such
that the search zone contains the particles which have passed
through the wall. Its acceptable magnitude is determined with
regard to the maximum displacement of the particles and the
maximum size of the elements of the generated grid. Thus the
efficient value for the vicinity distance criteria is considered to
be themaximumof twoquantities: themaximumdisplacement
of the particles and the maximum size of the elements in the
generated grid.
The corresponding pseudo-code which is shown in Figure 1
possesses an efficient and robust feature to search on the
particles and the elements. This algorithm is divided into two
sections: the first part (A) is done just as a preprocessing but
the second part (B) is implemented in each time step. The part
(A) is designed to facilitate finding the elements which exist in
the vicinity of a specific particle. In this part, the computational
domain is decomposed to several cells. Then a linked list is
provided that will be utilized in order to determine which
elements centers are in an arbitrary cell and in each cell which
elements centers are located. This is similar to the cell list
process which is used to decrease the cost of particles forces
calculation. The length of each side of the cells utilized in the
domain decomposition to create the linked list in part (A) is
equal to rvic . In Figure 1,Np is the number of particles in thewall
vicinity. There are several grid elements around each of these
particles that their distance to that particle is smaller than rvic .
The number of these elements is referred to by Ne and it can be
varied for different particles depending on the particle position
related to the wall.3.2. Force balancing
In order to balance the force field near the wall, wemust ex-
ert sufficient forces on the particles which their distances to
the wall are smaller than the cutoff radius. In this paper we
consider the complex wall presented by several particles which
their positions are obtained from a separate full-periodic sim-
ulation. Actually after this preprocessing simulation, particles
that exist in the wall domain are assumed to be fixed. These
particles interact with the main fluid particles by the DPD po-
tentials included: conservative, dissipative and stochastic. Its
parameters are the same as the main fluid particles. Since the
wall particles’ positions have been obtained from the equilib-
rium state of a full-periodic simulation, the wall has almost the
same density as the main fluid.
4. Results
In this section, we examine our model performance. Wewill
present the obtained results for two cases which contain the
complex walls. The first case is the flow over a circular cylinder
and the second one is flow over an airfoil.
4.1. Flow over a circular cylinder
In this section we consider the flow over a circular cylinder
which involves the non-flat wall, but since the outer and inner
zones of the wall can be specified by means of an analytical
equation (Inner: r < R,Outer: r > R), this is a simple geometry
yet. This case is considered here in order to demonstrate the
validity of the proposed model.
This problem has been simulated by means of DPD method
previously [20,23]. We select the required parameters as
follows: ρ = 3.0, a = 25.0, σ = 3.0 and kBT = 1.0. The
time step is set to 0.01. We implement the periodic boundary
condition for all boundaries but for the left boundary (inflow)
we enforce the velocity of the inlet zone particles to be equal
to the appropriate value obtained from the desired Reynolds
number. The inlet zone’s length along the flow direction (Li)
is considered to be 2.0 rc , see Figure 2. The Reynolds number
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circular cylinder simulation.
Table 1: The selected configuration for the simulation of flowpast a circular
cylinder.
Re Lx × Ly × Lz D D/Ly (%) Vin
10 100× 50× 3 5.6 11.2 0.5
20 150× 150× 3 11 7.33 0.51
40 150× 150× 3 11 7.33 1.02
Figure 3: (Left) The sample grid which is utilized in order to do the statistic
process, (Right) Magnified grid in the vicinity of the wall.
is defined as: Re = VinD/υ , where Vin is the inlet velocity, D
is the cylinder diameter and υ is the fluid kinematic viscosity
which has been obtained to be equal to 0.28 from the PPFM [25].
We select the Reynolds numbers equal to 10, 20 and 40. The
computational domain’s dimensions have been chosen to be
sufficiently large to prevent any blockage which can be the
effect of the image cylinders.We can’t increase the inlet velocity
arbitrarily because of the compressibility effect that appears for
highMachnumbers. Thus in order to do the simulation at higher
Reynolds numbers wemust increase the cylinder diameter that
requires larger computational domain to avoid the mentioned
blockage. The summary of different cases we have considered
is brought at Table 1.
As we know, the DPD is a Lagrangian and thus a meshless
method. This method itself doesn’t utilize any grid but in
order to compute the macroscopic properties such as density,
velocity, etc, we have to do a statistic process. Thus we utilize
a Cartesian grid in order to do this process. A sample grid is
shown in Figure 3. It should be noted again that this grid is
utilized just for the averaging and is different completely with
the common mesh we can see in the finite element or finite
volume methods. We utilized a grid with 300 × 300 cells for
the statistical averaging process. We also considered 250,000
time steps for this process which starts after the first 50,000
time steps.
We represented the cylinder with a triangular mesh with
an average length of elements sides equal to almost 0.3. ThisFigure 4: The variation of flow density, temperature, and velocity components
in the transverse section, Re = 40.
Figure 5: The variation of flow density, temperature, and velocity components
in the axial section, Re = 40.
imposed 2442 elements for the case of a cylinder with diameter
and depth equal to 11 and 3, respectively.
In the case of Re = 40, the variation of density, temperature,
horizontal, and vertical components of flow velocity in the
transverse section (A–A section, see Figure 2.) are shown in
Figure 4. It can be found that the density and temperature
fluctuations are excellently diminished near thewall. The effect
of the blockage can also be deduced from the increase in the
axial component of the velocity which extends to the upper
boundary. It has amagnitude equal to 1.09 i.e. 6.9% greater than
the free stream velocity magnitude. It can also be found out
from Figure 4, that in the transverse section, the density near
the wall is slightly smaller than the free stream density. This is
because of the compressibility effect. In fact, fluid accelerates
from the stagnation point towards the upper and lower sides
of cylinder and on both sides it reaches its maximum velocity
and minimum pressure. The variation of density, temperature,
horizontal, and vertical components of flow velocity in the axial
section (B–B section, see Figure 2.) are shown in Figure 5. The
variation of horizontal component of velocity shows that there
is a tangible reverse flow. The almost largemagnitude of density
appeared in the upstream near the wall is not a shortcoming
of our proposed wall boundary condition model. In fact, this
overshoot is rational because of the corresponding increase in
the pressure at the stagnation point. Thus, in the simulations of
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complex wall boundary condition, Re = 40; Averaging grid cells: 300 × 300
(left), Averaging grid cells: 600× 600 (right).
Table 2: Comparison of the obtained drag coefficient with the previous
works.
Re = 10 Re = 20 Re = 40
Tritton [26] 2.93 2.08 1.58
Dennis and Chang [27] 2.85 2.05 1.52
He and Doolen [28] 3.17 2.15 1.50
De Palma et al. [23] 3.18 1.95 –
Altenhoff et al. [20] 2.82 2.08 1.69
Present work 3.09 2.12 1.65
Figure 7: The NACA 0012 airfoil profile and the coordinate system.
the flow over a block like a cylinder, sphere, etc, the accuracy of
the wall boundary condition models should be examined in the
transverse section where the pressure and density are almost
equal to the free stream.
For Reynolds number equal to 40 the streamlines are shown
in the Figure 6. The left and right figures have been obtained by
means of a gridwith 300×300 and 600×600 cells respectively.
It shows an acceptable degree of symmetry, considering the fact
that we utilized a representative surface with a triangularmesh
that has finite number of elements. Also, it can be found out
from the high similarity between the left and right figures that
the converged results are grid independent.
The drag coefficient is computed by the averaging the force
exerted on the wall particles during 50,000 time steps. The
obtained results are comparedwith both experimental [26] and
numerical results in Table 2. The results reported by Dennis
and Chang [27] were obtained by means of finite difference
method. He and Doolen [28] utilized Lattice Boltzmannmethod
andmore recently, the DPDmethod has been used by De Palma
et al. [23] and Altenhoff et al. [20]. It can be found out that the
results obtained by means of our proposed model are in good
agreement with the previous works.
4.2. Flow past an airfoil
In this section we consider the NACA 0012 airfoil. The airfoil
profile is described with the following correlation [29], see
Figure 7.
y = t
0.2
c

0.2969
 x
c
0.5 − 0.1260  x
c

− 0.3516
 x
c
2Figure 8: Contours of the velocity horizontal component of flow past the NACA
0012 airfoil with the angle of attack equal to 10° and Re = 200; results obtained
by means of DPD (left) and FVM (right).
Figure 9: Contours of the velocity vertical component of flow past the NACA
0012 airfoil with the angle of attack equal to 10° and Re = 200; results obtained
by means of DPD (left) and FVM (right).
+ 0.2843
 x
c
3 − 0.1015  x
c
4
where c is the chord length of the airfoil and t is the maximum
thickness as a fraction of the chord length, thus 100t gives the
last two digits in the NACA 4-digit denomination. Setting the
chord length equal to 50.0 we have: c = 50, t = 0.12. The
angle of attack for this simulation is considered to be 10°. The
computational domain’s size is 300×80×3.We set the airfoil to
be positioned in the domain so that the leading edge’s distance
to the inlet boundary equals to one chord length. The inlet zone
length is 2.0rc and the particles’ velocity that exist in this zone
is set to Vin. The Reynolds number is defined as Re = Vinc/ν
and we set its magnitude to 200, thus the inlet velocity equals
to 1.12. The fluid density is chosen to be 3.0. The other required
parameters are: a = 25.0, σ = 3.0 and kBT = 1.0. The time
step is considered to be 0.01.We utilized a gridwith 1500×400
cells for time averaging process. We also considered 250,000
time steps for this process which starts after the first 50,000
time steps. The complex wall is represented by a triangular
mesh which has 2420 elements. It imposes an average length
of side elements equal to almost 0.7.
The contours of the horizontal and vertical components of
the velocity which have been obtained by means of DPD and
finite volume method (FVM) are shown in Figures 8 and 9.
The agreement between the DPD and the FVM methods are
excellent. This high level of agreement between the velocity
fields leads to equality of the force coefficients between the
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of attack equal to 10° and Re = 200; Averaging grid cells: 200 × 750 (left),
Averaging grid cells: 400× 1500 (right).
Figure 11: The considered sections for the presentation of simulation results.
Figure 12: Sections A–A: the density and temperature obtained by means of
DPDmethod. Also, the velocity horizontal and vertical components obtained by
means of DPD and FVM are compared.
DPD and FVM results. The obtained drag and lift coefficients
are 0.38 and 0.36 respectively. Also, the stream lines of flow
are shown in the Figure 10. The left and right figures have been
obtained bymeans of a gridwith 200×750 and 400×1500 cells
respectively. The high similarity between the obtained stream
lines by different grids proves the results grid independency.
In order to scrutinize the accuracy of our simulation,we con-
sidered four sections to present the results, see Figure 11. The
sections A–A and C–C are vertical and horizontal, respectively.
The sections B–B and D–D are axial and transverse relative to
the airfoil. The results are shown in Figures 12–15. According
to the results, the strong ability of the proposed complex wall
boundary condition for diminishing the fluctuations of density
and temperature is demonstrated. A tangible increase in the
density is noticed in the leading edge vicinity, in Figures 13 and
14, and also in the lower surface of the airfoil around its maxi-
mum thickness location, see Figure 15. As wementioned before
this is because of the compressibility effect and is expected. The
decrease of density in the vicinity of airfoil trailing edge is also
justified in similar manner, see Figures 13 and 14.Figure 13: Section B–B: the density and temperature obtained by means of
DPDmethod. Also, the velocity horizontal and vertical components obtained by
means of DPD and FVM are compared.
Figure 14: Section C–C: the density and temperature obtained by means of
DPD method. Also, the velocity horizontal and vertical components obtained
by means of DPD and FVM are compared.
Figure 15: Section D–D: the density and temperature obtained by means of
DPDmethod. Also, the velocity horizontal and vertical components obtained by
means of DPD and FVM are compared.
We have also compared the horizontal and vertical com-
ponents of the velocity obtained by DPD and the finite
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ment between the DPDmethod and the FVM results. But a small
increase in the horizontal component of the flow velocity is
obtained in the airfoil trailing edge. This can be shown in
Figures 12 and 15, around the pick of horizontal velocity com-
ponent and also in Figure 14, almost one chord after the trailing
edge. The most important reason for this phenomenon is the
shortcoming of implemented outlet boundary condition. In fact,
there is no suitable boundary condition for the outlet boundary
in the DPD method yet.
It can be found from Figure 14 that a small increase in the
horizontal component of flowvelocity is occurred relative to the
FVM solution in the downstream. The root of this deviancemust
be sought from this fact that the outlet boundary condition is
not satisfactory at all. The available defective outlet boundary
condition affects the upstream hydrodynamics. For instance,
see Figures 12 and 15, where the obtained peak of horizontal
component of velocity is slightly greater than the FVM solution.
This phenomenon and its correlation to the outlet boundary
condition can be explained as follows. The particles which are
near the outlet boundary experience some imbalanced forces
because of the absence of their neighbors in the cut sphere.
The lack of forces from the downstream enforces particles
to accelerate towards the outlet and this induces a spurious
extra velocity near the outlet. Although in the available outlet
boundary condition, the particles in the outlet vicinity are
supposed to see the image of inlet boundary particles as their
neighbors but the obtained results show that the accurate outlet
boundary condition needs a thorough investigation.
5. Conclusions
In the presented paper, we have presented a systematic
model for the complex wall boundary condition in DPD
simulation. This approach is based on the representation of the
wall by means of a triangular grid. We have proved the good
performance of our model by means of simulations of flow past
a circular cylinder and also the flowpast an airfoil. Although this
is the first work in the realm of modeling of the complex walls
for DPD method, the obtained results demonstrate the strong
ability of the method in diminishing the spurious fluctuations
of density and temperature in the wall vicinity. Since in the
proposed approach, the complex wall boundary is introduced
by means of a triangular grid, this approach can be utilized in
order to model the other complex walls easily. This model can
also be utilized in other particle-based methods such as SPH
method easily.
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