Monitoring the nutritional composition of forage can be conceptualized as a quality control process that can be accomplished using control charts such as the Shewhart X-bar chart. A sampling schedule for an Xbar chart is defined by 3 parameters: the number of samples n taken at each sampling time, the sampling interval h, and the control limits L. All 3 parameters affect the performance of the chart, and thus, the total quality cost (TQC). A TQC function consists of cost per cycle while the process is in-control, cost per cycle while the process is out-of-control, cost per cycle for sampling and analyses, and the expected duration of a cycle, with a cycle defined as the time between the start of successive in-control periods. A general TQC function was derived for a renewal reward process. Optimization of this TQC function allows for the determination of the optimal n, h, and L values that minimize the total daily quality costs. The model assumes an abrupt change in composition of the forage when the process goes out-ofcontrol. It also assumes a normal distribution of the measurements when the process is in-control and an absence of outlier measurements. The objective of this research was to evaluate model robustness to departure from these 3 basic assumptions. A series of Monte Carlo simulations was performed while varying the average time that the process is in control from 5 to 90 d using 1) errors of measurements that follow a standard normal distribution (SN); 2) SN with ±3.5 SD outliers inserted with a frequency of 1, 5, and 10%; 3) log normal error of measurements with SD = 1; and finally 4) SN with a gradual shift of the mean from 0 to 1.5 SD over 7, 14, and 28 d. The model was very robust to the presence of outliers; the average change in TQC was less than 1%, even with a frequency of outliers of 10%. The model is also very robust to asymmetry in the distribution of Corresponding author: st-pierre.8@osu.edu 5395 the measurements (i.e., probability distribution function with a long right tail): the log normal distribution, as opposed to the assumed normal, resulted in an increase in TQC of less than 1.4%. Finally, the gradual shift in mean composition did not result in an increased TQC but in a 17.3% decrease compared with an abrupt change. The model appears very robust to departure from normality, presence of outliers, and a skewed distribution of measurements. Gradual changes in the process are readily detected by the optimum X-bar chart with the conventional decision criterion, and monitoring performance is not markedly improved by augmenting the number of decision criteria in the X-bar chart or by the addition of a cumulative sum chart. Because of its robustness, the model can be applied to optimize forage sampling on dairy farms, with expected savings ranging between $80 and $100/cow per yr.
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INTRODUCTION
Variation in the nutritional content of animal diets is receiving increased attention because of its effects on animal performance and profitability (Fadel et al., 2006; Kohn, 2006; St-Pierre and Weiss, 2006) . Control of this variation can occur during diet formulation (StPierre and Harvey, 1986; Tozer, 2000) , diet preparation (St-Pierre and Weiss, 2006) , or at the time feed ingredients are sourced. Sourcing can reduce nutritional variation either by increasing purchases of commercial feedstuffs from suppliers of less variable feedstuffs or from the implementation of quality control programs on farm (St-Pierre and Weiss, 2006) . Forages are among the most variable feed ingredients, whether they are produced on farm or purchased (Mertens, 2006) . They generally account for over 50% of total diet DM fed to lactating cows and are often produced on the dairy farm. In these instances, forage inventories are inevitably commingled because of the enormous capital requirement that would be associated with an effective separation of inventories of uniform composition. From a quality control standpoint, the interest is then to detect the inevitable abrupt composition change that occurs with forages. St-Pierre and Cobanov (2007) studied this stochastic process and proposed a model for a total quality cost (TQC) function based on renewal reward process theory (Lorenzen and Vance, 1986; Parzen, 1999) .
The model derived by St-Pierre and Cobanov (2007) requires 13 input variables and is optimized with respect to 2 integer and 1 continuous sampling design parameters used to define a Shewhart X-bar control chart (Shewhart, 1931; St-Pierre, and Cobanov, 2007) . Four assumptions were made during model derivation. First, it was assumed that the process conforms to a Poisson renewal reward process, implying that the process is memoryless and cannot return to an in-control state without intervention. The first part of this assumption seems rather obvious. As for the second part, as long as the interval between major compositional changes is much greater than the time to sample, analyze, and chart the results, the renewal reward process approximation should yield results that are very close to the true process (Knappenberger and Grandage, 1969) . Second, it was assumed that when the process goes out-of-control, it shifts abruptly to a different state, meaning that the change in forage composition is sudden. Third, it was assumed that measurement errors are normally distributed, implying 2 other assumptions: the distribution of measurements while in-control is symmetrical, and there are no outliers.
There are 2 strategies used to assess a model with respect to its assumptions. The first consists of studying the physical process (i.e., make measurements) to demonstrate that the process does conform to the assumptions. The second is to determine whether a given assumption really matters; that is, to estimate the magnitude of error in the model and its answers when an assumption is clearly violated. In instances in which the model is not very sensitive to an assumption, it is declared robust and no further studies of the physical process are required in regard to the assumption in question (Ishikawa, 1976; Yashin, 1993) .
The objective of this research was to determine the degree of robustness of the TQC model of St-Pierre and Cobanov (2007) to departure from 3 basic assumptions used during its derivation.
MATERIALS AND METHODS

Model
The TQC function of St-Pierre and Cobanov (2007) is as follows: 
where C = total quality cost per day ($/d); C 0 = cost per day from reduced production while in-control ($/d); 1/λ = mean time that process is in-control (d); C 1 = cost per day from reduced production while out-of-control ($/ d); τ = expected time of the change in forage composition from the last sample while in-control (d); E = time to sample and analyze all items (i.e., time awaiting for lab results; d); ARL 1 = average run length while the process is out-of-control (d); δ 1 = dummy, binary variable that depends on state of production during searches; T 1 = expected time to investigate the cause of a change in composition(d); δ 2 = dummy, binary variable that depends on state of production during repair (d); T 2 = expected time to repair the process (i.e., to rebalance and implement diets; d); s = expected number of samples taken while in-control, Y = cost per false alarm ($); ARL 0 = average run length while the process is incontrol (d); W = cost to repair the assignable cause (i.e., to rebalance and implement diets, $); T 0 = expected search time when false alarm (d); a = fixed cost per sampling time ($); b = cost per unit sampled ($); φ = cumulative distribution function for the standard normal distribution; ∆ = number of standard deviation (SD) slips when process moves out-of-control (i.e., change in forage composition); ∆ m0 = milk production loss due to white noise change in forage composition while the process is in-control (kg/cow per d); P m = price of milk ($/kg); N c = number of cows; ∆ m1 = milk production loss when process goes out-of-control (i.e., change in forage composition; kg/cow per d); n = number of samples taken at each sampling time (a sampling design parameter); h = sampling interval (a sampling design parameter; d); and L = control limits on the X-bar chart (a sampling design parameter; SD units). Table 1 summarizes the input variables and reports the input values used for the robustness assessment.
Robustness Assessment
Simulation. A simulation model was constructed to study the consequences of a sampling design with parameters n, h, and L determined from the optimization of [1] but applied under conditions in which an assumption is clearly being violated. In each simulation, 1/λ was varied from 5 to 90 d, because this input variable was previously identified as one of the most influential in the determination of the optimum sampling design (i.e., in identifying the optimal n, h, and L; St-Pierre and Cobanov, 2007) . For each value of 1/λ, a total of 5,000 simulation runs was executed. Each run consisted of 10,000 simulation days, yielding 50 million simulated days per result point. An event scheduling approach (Fishman, 1978) was used for simulating the basic process illustrated in Figure 1 . Pseudorandom variables were generated for the Gaussian, negative exponential, and log-normal distributions using the algorithms of Fishman (1978) .
Robustness to the Presence of Outliers. To assess model robustness in the presence of outliers, sample measurements were generated from a standard normal distribution with outlier frequency of 1, 5, and 10%. Outliers were set at values of ±3.5 SD at random.
Robustness to the Assumption of a Symmetric Distribution. To test robustness to the assumption of symmetric distribution of measurements when incontrol, sample measurements were generated from a log-normal probability distribution with SD equal to 1. Because the log-normal probability distribution is defined only for the positive values, the whole probability distribution was centered to obtain an expectation of 0 (EXP(x) = 1 2 e σ 2 ). The probability distribution function of the resulting log-normal is compared with the standard normal distribution in Figure 2 , showing the heavy right tail of the log-normal. Robustness to the Assumption of Abrupt Change in Forage Composition. Robustness to this assumption was assessed by changing the mean composition of the forage from 0 to +1.5 SD over 7, 14 or 28 d, and generating sample measurements from a standard normal distribution with a mean equal to a linearly interpolated value. For example, if forage composition was to change gradually from 0 to 1.5 SD over a period of 28 d, then a sample taken at 14 d would be generated from a normal distribution with a mean of 0 + ³⁄₄σ, and an SD of σ. The lowest value of 7 d is representative of the progressive but relatively rapid change in a tower silo with a diameter of 6.1 m, a vertical unloading rate of 0.15 m/d, and an angle of repose of 30°. The greatest value of 28 d is representative of a large horizontal silo, filled with a 30°wedge, and unloaded at the rate of 0.2 horizontal m/d.
Augmenting the Charting Decision Criteria
Shewhart control charts are generally effective at detecting large shifts in processes, but relatively ineffective at detecting small shifts (Reynolds and Stoumbos, 2005) . Many authors have promoted the idea of either augmenting the standard X-bar chart with additional decision criteria (Cook et al., 1992) or to use combinations of charts (Westgard et al., 1977; Lucas, 1982; Blackwell et al., 1994; Reynolds and Stoumbos, 2005) . Because the shift is relatively small in the first half of a gradual shift (i.e., less than ³⁄₄ σ), it is possible that the X-bar chart is very ineffective during this time are beyond 2 SD. 3. Use a standard cumulative sum (CUSUM) chart (Drain, 1997; Ryan, 2000 ) with a CUSUM limit parameter H set to 1. Simple examples of CUSUM and X-bar charts are found in Drain (1997) .
RESULTS AND DISCUSSION
Performance of Standard X-Bar Chart
The performances of the standard X-bar chart and the simulation model when assumptions are met are reported first to verify the accuracy of the simulation model and to establish a framework of comparison for when the assumptions are not met. Figure 3 reports the optimal parameter values (n*, h*, and L*, where the symbol * signifies the optimal values of n, h, and L) for the sampling design at various values of 1/λ. Total quality costs were calculated either analytically using [1] (an exact value under the assumptions) or from the simulation model. Results showed a very tight agreement between the analytical solution and that estimated by the simulation model, thus verifying that the simulator was likely correctly coded. Figure 4 shows the quality outcome from the optimal sampling design for various values of 1/λ when assumptions were met. Across the full range of 1/λ, the frequency of false alarms remained small, peaking at a frequency of 172 (±12) occurrences per 10 4 d (i.e., an average of 58.1 d between false alarms) at 1/λ = 18 d. The sharp drop in the frequency of false alarms occurring between 1/λ = 18 and 19 d was due to a change in the optimal number of samples n* changing from 1 to 2 between these 2 values of 1/λ (Figure 4) . The average run length while the process was out-of control (ARL 1 ) was short across all values of 1/λ. In fact, ARL was always shorter than the optimal sampling interval (h*) across all values of 1/λ. This indicates that the X-bar chart with the optimal sampling design is very efficient at detecting changes in forage composition for the values of input variables used. This is a consequence of a relatively low cost for false alarms compared with out-of-control costs. Figure 5 shows the quality outcome using the sampling design optimized without the presence of outliers when 10% outliers; (±3.5 SD) were introduced in the simulated samples. The frequency of false alarms reached about 190 (±15) occurrences per 10 4 d (i.e., an average of 53.0 d between false alarms) at 1/λ = 18 d. This is a small, nonsignificant (P > 0.1) increase over what was observed in the absence of outliers (172 occurrences per 10 4 d). In addition, the average run length when the process goes out-of-control was even less than what was observed in the absence of outliers. This indicates that the X-bar control chart operates very effectively, even in the presence of 10% outliers; it readily detects when the process goes out-of-control without significantly increasing the number of false alarms when the process is in-control. Also, the resulting TQC is identical to what was observed without outliers across all values of 1/λ. Thus, the TQC model is very robust to the presence of outliers in the measurements. Figure 6 shows the quality outcome using the sampling design optimized with the assumption of normally distributed samples while the true samples were from a heavily skewed log-normal distribution. The frequency of false alarm when the process is in-control reached a maximum of 147 (±10) occurrences per 10 4 d (i.e., an average of 68.0 d between false alarms) at 1/λ = 18 d, a value which is not significantly less (P > 0.1) than the 172 occurrences per 10 4 d observed when the assumption were implicitly met (Figure 4) . Also, the average run length when the process goes out-ofcontrol was less than what was observed under the normality assumption (Figure 4) . Thus, the X-bar chart with the optimized sampling design is very efficient at detecting out-of-control states, even when the distribution of the samples is heavily skewed to the right. The realized TQC under the log-normal distribution were very close to the analytical TQC calculated with the normality assumption. Consequently, we conclude that the TQC model is very robust to departure from the symmetry distribution of sample measurements. , and total quality cost per day as a function of the mean time process is in control (1/λ) when all assumptions are met: -छ-= average run length; -∆-= frequency of false alarms; and -᭺-= total quality cost calculated through the simulation process. Figure 5 . Effect of the presence of 10% outliers (±3.5 SD) on the frequency of false alarms, average run length when out-of-control (ARL 1 ), and total quality cost per day as a function of the mean time process is in control (1/λ): -छ-= average run length; --= frequency of false alarms; -᭺-= total quality cost calculated through the simulation process; and -∆-= total quality cost calculated using the analytical formula. Figure 6 . Effect of asymmetry (log-normal distribution of samples) on the frequency of false alarms, average run length when out-ofcontrol (ARL 1 ), and total quality cost per day as a function of the mean time process is in control (1/λ): छ = average run length; --= frequency of false alarms; -᭺-= total quality cost calculated through the simulation process; and -∆-= total quality cost calculated using the analytical formula. , and total quality cost per day as a function of the mean time process is in control (1/λ): छ = average run length; --= frequency of false alarms; -᭺-= total quality cost calculated through the simulation process; and -∆-= total quality cost calculated using the analytical formula. Figure 7 shows the quality outcome when the shift to an out-of-control state occurs over 28 d as opposed to the abrupt change assumed when model [1] was derived. The frequency of false alarms peaked at 160 (±10) occurrences per 10 4 d (i.e., an average of 62.5 d between false alarms) at 1/λ = 18 d, which is numerically, but not statistically, less (P > 0.1) than the 172 (±12) occurrences per 10 4 d observed when the assumption of abrupt change was met (Figure 4) . The ARL 1 when the change in forage composition was gradual over 28 d (Figure 7 ) was nearly equal to the ARL 1 when the change occurred abruptly (Figure 4) . Again, this indicates that the X-bar chart with the optimum design parameters is very efficient at detecting the out-of-control state without markedly increasing the number of false alarms when in an in-control state. The TQC with the gradual shift were significantly less for 1/λ less than 28 d compared with the same costs with the abrupt shift ( Figure 7) . The reason for this is that the costs when the process goes out-of-control are less for the gradual shift than the abrupt shift up until 28 d after the shift initiation. Because the X-bar chart is still very efficient at detecting an out-of-control state, even when the shift is gradual (less than 10 d on average from the Journal of Dairy Science Vol. 90 No. 12, 2007 time the process starts the out-of control state until detection across all values of 1/λ), the magnitude of production losses is actually less under the gradual shift than under the abrupt shift. This indicates that the model is very robust to departure from the assumption of an abrupt shift in forage composition.
Robustness to Presence of Outliers
Robustness to the Assumption of a Symmetric Distribution
Robustness to the Assumption of Abrupt Change in Forage Composition
Augmenting the Charting Decision Criteria
Augmenting the charting decision criteria with additional rules to the X-bar chart in combination with a CUSUM chart had little effect on the TQC across all values of 1/λ (Figure 8 ). This is in contrast to what has been observed by authors in other applications of control charts (Westgard et al., 1977; Lucas, 1982; Blackwell et al., 1994; Reynolds and Stoumbos, 2005) . These other applications, however, were related to the monitoring of processes in which the control limits of the X-bar charts are arbitrarily set at 3 SD, in line with the 6-sigma philosophy. In our case, however, L is optimized and its optimal value was close to 1 SD across the whole range of conditions studied during the sensitivity analysis of the model. Thus, we would expect an X-bar chart to be considerably more sensitive to an out-of-control state under our conditions. In fact, the augmented criteria or the CUSUM were seldom the cause of an out-of-control signal. In our case, the cost Figure 8 . Comparison of standard X-bar chart and augmented X-bar in combination with a cumulative sum (CUSUM) chart on the total quality cost per day over a range of mean time that process is in control (1/λ): -∆-= total quality cost calculated through the simulation process using the standard X-bar chart; and -᭺-= total quality cost calculated through the simulation process using the X-bar chart with augmented X-bar chart rules in conjunction with a CUSUM chart.
of the extra false alarms resulting from L* smaller than traditionally had been used (i.e., L = 2 or 3) is largely offset by the shorter time to signal when there is a composition change and, thus, a much smaller cost for going out-of-control. Our results suggest that in our model, the augmentation of the X-bar chart with additional rules in conjunction with a CUSUM chart yields trivial benefits and is unnecessary.
Limitations and Future Work
St- Pierre and Cobanov (2007) showed that total quality cost was most sensitive to N c , ∆ m1 , 1/λ, P m , and E, thus requiring precise input values for these variables. Under field conditions, getting precise estimates of N c , P m , and E should be relatively easy. A precise estimate of 1/λ, however, would require extensive prior records of forage analyses done at a frequency seldom achieved in practice. Likewise, a precise estimate of ∆ m1 would be very difficult in practice. Issues of cow grouping strategies and uncertainty of requirements are poorly understood (St-Pierre and Thraen, 1999) and affect animal response to nutrients. In its current structure, ∆ m1 is a direct, fixed input in the model. That is, it has no distribution and no uncertainty, although it is basically an educated guess, albeit possibly the outcome of complex diet formulation systems. Subjective prior distributions of parameters are easily handled by Bayesian decision theory (De Groot, 1970) , but subjectivity would certainly be a concern from a scientific point of view. In addition, optimization of [1] under a random ∆ m1 would be considerably more complicated than under a fixed value as is presently done.
The extent of forage variation on commercial farms is not well understood. Current estimates of composition variance (NRC, 2001) do not partition the total variance into meaningful components. For example, although analytical variance is part of the total variance reported in Table 15 -1 of NRC (2001), it should be factored out when expressing the composition variance experienced by the animals (i.e., the variance in the laboratory is of no consequence to the animals). Thus, there is a need for intensive on-farm measurements to determine the components of composition variance in forages, to measure the size of the variation while in-control, and to establish the size and frequency of abrupt composition changes.
In its current formulation, our model approaches separately the sampling schedule of each nutrient in a given forage. This approach does not factor the associa-tion (correlation) between nutrients, which can be large and important. Thus, there is a need to expand the method from a univariate approach in which each composition element is monitored separately to a multivariate approach in which relationships between composition elements are factored in the monitoring process.
CONCLUSIONS
The TQC model of St-Pierre and Cobanov (2007) used to optimize the sampling schedule of forages on dairy farms appears very robust to departure from its basic assumptions of absence of outliers, symmetrical distribution of the measurements, and abrupt change in nutritional composition of forage.
