This paper examines the problem of identification and inference on a parametric regression model when there are missing data, with special focus on the case when covariates are missing. Our econometric model is given by a conditional moment condition implied by the assumption that the covariates are strictly exogenous. At the same time, we impose no assumption on the distribution of the missing data. We confront the missing data problem by adopting a worst case scenario approach.
Introduction
The problem of missing data is an ubiquitous problem in empirical social science research. When survey data is used to estimate an econometric model, researchers are often faced with a dataset that has missing observations. This paper examines the problem of identification and inference in a conditional moment equality model when the conditioning covariates have missing observations. Our econometric model is as follows. We are interested in the true parameter value θ 0 that belongs to a parameter space Θ ⊆ R d θ and satisfies the following (conditional ) moment restrictions: where Y : Ω → R dy denotes an outcome or dependent variable, X : Ω → R dx denotes the covariate or independent variable, m : R dx × R dy × R d θ → R dm is a known function, and F is the joint distribution of {X, Y }. 1 Models characterized by the conditional moment restrictions in Eq. (1.1) have been studied extensively in the econometrics literature. We illustrate this using several examples.
Example 1.1 (Mean regression model).
Consider the following econometric model:
where Y : Ω → R denotes the outcome variable, X : Ω → R dx are the conditioning covariates,
is the parameter of interest, f : R dx × R d θ → R is a known regression function for the conditional mean, i.e.,
and ε : Ω → R is a mean independent error term with its mean normalized to zero, i.e., For illustration purposes, we give special attention to the linear index regression model, in which f (X, θ) = G(X θ) for a known weakly increasing function G : R → R. The linear index regression model includes, as special cases, the linear regression model (i.e. G is the identity function), and limited dependent binary choice models, such as probit or logit (i.e. G denotes the standard normal or the logistic CDF, respectively).
Remark 1.1. The econometric model in Example 1.1 is the basis of the empirical application in Aucejo, Bugni, and Hotz (2013) , which we now briefly describe. Prior to the year 1998, the campuses in the University of California system were allowed to use affirmative action criteria in their admissions procedures. However, starting in 1998, a ban on affirmative action was mandated with the passage of Proposition 209, also known as the California Civil Rights Initiative. The objective of Aucejo, Bugni, and Hotz (2013) is to estimate the effect of the ban on graduation rates for under-represented minorities. To achieve this goal, we use a random sample of students to estimate a probit version of Eq. (1.2), given by Y i = G(θ 0,0 + θ 0,1 R i + θ 0,2 P 209 i + θ 0,3 P 209 i · R i + θ 0,4 Z i ) + ε i ,
4)
where Y i is a binary indicator of whether student i graduated, R i is an indicator of the student i's minority status, P 209 i is an indicator for whether student i enrolled after the passage of Proposition 209, and Z i is a vector of control variables considered in college admissions decisions, such as measures of student i's academic qualifications and family background characteristics (e.g. parental income).
The main identification problem in the estimation of θ 0 in Eq. (1.4) is that the covariate vector has a significant amount of missing data, both in its discrete components (e.g. race) and in its continuous components (e.g. parental income). Moreover, the conjectured reasons for the missing observations are varied and complex, making it implausible to assume that these data are actually "missing at random". 
Example 1.3 (Optimization condition models
). An important class of models in economics use conditional moment restrictions in Eq. (1.1) to characterize the optimal choices of economic agents in certain or uncertain environments. For example, the standard consumption-based asset pricing model assumes that an agent maximizes the expected present value of a future stream of utility, yielding first-order conditions that characterize the agent's marginal rate of substitution in consumption and returns on assets, i.e., E F [M (C t , C t+1 )R q,t+1 − 1|X t ] = 0 ∀q = 1, . . . , Q.
where C t denotes consumption in period t, M (C t , C t+1 ) denotes the intertemporal marginal rate of substitution of consumption between periods t and t + 1, R q,t+1 denotes the gross return of asset q in period t + 1, and X t denotes the agent's information set at time t.
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Under mild regularity conditions, the joint distribution of observables {X, Y } is enough to point identify the parameter of interest, θ 0 for models characterized by Eq. (1.1). However, the existence of missing data, either on X or on Y , may result in the loss of point identification of θ 0 . In such situations, additional assumptions are required to salvage point identification of θ 0 . For example, one can assume that the data are missing at random (MAR), i.e., this missing data is ignorable, which justifies conducting (valid) inference using only data that are fully observed. Alternatively, in the case of missing not at random (MNAR) or non-ignorable missing data, one must provide a model of the distribution of missing.
4 Unfortunately, the strategies associated with either MAR or MNAR impose assumptions on the distribution of missing data that are, in general, non-testable, precisely because they impose restrictions on an unobserved feature of the population distribution.
In this paper, we explore identification and inference in the model characterized by the conditional moment restriction in Eq. (1.1) when there are missing data and one does not impose any assumptions about their distribution. The problem of missing data can affect both outcome variables and conditioning covariates and our results allow arbitrary missing data patterns in either or both types of variables. From the perspective of identification analysis, missing outcome data and missing covariate data are very different problems, and the former one has been extensively studied in the literature. Therefore, and in order to ease the exposition, the main text considers the case when only conditioning covariates are missing, while the Appendix allows for arbitrary missing data patterns on both outcome variables and conditioning covariates. We use a worst case scenario approach to characterize the identified set for the parameter of interest, θ 0 . By undertaking this approach, we are able to extract the information from the observed data without imposing any (untestable) assumptions on the (unobserved) distribution of missing data. Under a worst case scenario approach to missing data, we do not require that the parameter of interest is point identified; rather, in general, it is only partially identified.
As we establish below, the sharp identified set of the parameter that satisfies the strict exogeneity condition given in Eq. (1.1) and in the presence of missing (covariate) data can be an extremely computationally complex object. Given this difficulty, one can expect the associated inferential problem based on the sharp identified to be equally or more complex.
To the best of our knowledge, the literature has not characterized the parameter value that satisfies Eq. (1.1) in a way that is amenable to the currently available inferential methods. This paper is an attempt to fill this gap in the literature. We consider several methods to construct supersets of the sharp identified set, referred to as outer identified sets, which are relatively simple to compute. All of the outer identified sets proposed in the paper take the form of collection of moment inequalities, and are thus amenable to inference using the current techniques in the partial identification literature.
The remainder of this paper is organized as follows. Section 2 reviews the previous literature on partial identification in the presence of missing or censored data and explains how it relates to the analysis in this paper. Section 3 introduces our econometric model, characterizes the (sharp) identified set, and explains why it is extremely complex to compute. This complexity justifies the construction of simple outer identified sets to characterize the parameter of interest, developed in Section 4. Section 5 proposes a methodology to construct confidence sets of these outer identified sets. Section 6 presents Monte Carlo simulations. Section 7 concludes the paper. The appendix of the paper collects all of the proofs and several intermediate results.
Previous Literature
There is an existing literature on identification of various statistical functions in the presence of missing outcome and covariate data, which differ with respect to the function under consideration, the nature of the conditioning variables, and what moment restrictions are used to characterize the model (and parameter) of interest.
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Horowitz and Manski (1998) were the first to consider the identification problem of jointly missing outcome and covariate variables using worst case scenario analysis. They provide sharp bounds on E F [g(Y )|X ∈ A] for a known function g and a set A when Y and X are missing. In general, E F [g(Y )|X ∈ A] is shown to be partially identified. By slightly generalizing this result, one could use their analysis to provide sharp bounds for the parameter value θ 0 that satisfies E F [m(X, Y, θ 0 )|X ∈ A] = 0 for any A when Y and X are missing. While helpful, the generalization of the results in Horowitz and Manski (1998) does not characterize the set implied by the conditional moment restriction in Eq. (1.1). This is because our exogeneity condition implies that the true parameter value satisfies the restriction E F [m(X, Y, θ 0 )|X ∈ A] = 0 simultaneously for all A, rather than for one particular A. In other words, if we were to select any set A and consider parameter values that satisfy E F [m(X, Y, θ 0 )|X ∈ A] = 0, we would possibly be losing a large amount of identifying power. Horowitz and Manski (2000) examine the case where the outcome variable, Y , is binary and consider partial identification of P F [Y = 1|X = x] and P F [Y = 1|X = x] − P F [Y = 1|X = x ] for any x and x when both Y and X are allowed to be missing. Their analysis reveals that, in general,
are partially identified under the presence of missing data and they characterize sharp bounds on them. While their analysis is helpful to derive certain results in our paper, it does not provide an answer to our question for aforementioned reasons: they consider identification conditional on x and x while we are interested in a conditional moment restriction that simultaneously hold for every x. Manski and Tamer (2002) consider the problem of inference on regressions with interval valued covariates. Since missing data can be considered a special case of interval data, one might hope that their methodology can be used to analyze our model. Unfortunately, in our context, the assumptions imposed by Manski and Tamer (2002) imply that the data are missing at random, which is a condition that our analysis wanted to avoid. We now explain this using their notation. Let the covariates be (X, V ), where V is subject to missing data and let [V 0 , V 1 ] be the observed interval for V . Denote by Z a variable that indicates if the covariate V is missing and denote by v L and v H the logical lower and upper bound of V , respectively. Missing covariate data is a situation in which V is either observed (i.e. Z = 0), and so,
On the other hand, the Mean Independence (MI) assumption in Manski and Tamer (2002) implies that:
By applying this assumption to any (x, v) and to v 0 = v 1 = v, it follows that:
In other words, condition (MI) applied to the current setup implies that the data are missing at random. In related work, Horowitz and Manski (2006) , Horowitz, Manski, Ponomareva, and Stoye (2003) , and Beresteanu, Molinari, and Molchanov (2011) consider identification and inference of best linear predictions (BLPs) under squared loss in the presence of missing incomplete data, i.e., missing observations and/or interval-valued measures. We briefly characterize these papers and then discuss how they differ from the case we consider.
The BLP for {Y |X = x} is given by x θ, which implies an (unconditional) prediction error of ε(θ) ≡ Y − X θ. Under (unconditional) expected square loss, the best prediction is given by x θ 0 , where θ 0 satisfies:
Provided that E F [XX ] is non-singular, it is well-known that θ 0 is uniquely given by:
As Horowitz and Manski (2006) and Horowitz, Manski, Ponomareva, and Stoye (2003) note, the expression on the right hand side of Eq. (2.2) is not identified in the presence of missing covariate data because neither
By discretizing the distribution of the covariates and imposing logical bounds, these authors develop worst case scenario bounds on θ 0 . However, as Horowitz and Manski (2006) and Horowitz, Manski, Ponomareva, and Stoye (2003) argue, while these sharp bounds are conceptually straightforward to characterize, they can be very computationally challenging to calculate or estimate. In particular, Horowitz and Manski (2006, Page 457) suggest that easier-to-compute outer bounds might be considered for this class of problems and that "further research is needed to assess the usefulness of these and other outer bounds in practice." Beresteanu, Molinari, and Molchanov (2011) propose a computationally feasible way to conduct sharp inference in a broad class of incomplete data models, including the best linear predictor of {Y |X = x} (under squared loss), when the observations of {X, Y } are interval valued (or, in our case, missing), using a support function approach.
While related to the problem considered herein, the BLP problem with missing data considered by Horowitz and Manski (2006) and Beresteanu, Molinari, and Molchanov (2011) differs from the econometric problem considered in this paper. To see this, consider the mean regression function model in Eq. (1.2) of Example 1.1 when f (X, θ 0 ) = X θ 0 and ε is the residual term. While Horowitz and Manski (2006) and Beresteanu, Molinari, and Molchanov (2011) assume that the residual from their BLP problem satisfies the unconditional moment restriction in Eq. (2.1), we assume that the residual satisfies the stronger conditional moment restriction in Eq. (1.3). In the absence of missing data, θ 0 is (point) identified under Eq. (2.1) and, hence, also under Eq. (1.3) (in both cases, θ 0 is given as in Eq. (2.2)).
However, in the presence of missing covariate data, the identification of θ 0 under assumptions in Eqs. (2.1) and (1.3) resolve in different ways. The intuition behind this is simple. The condition used in both Horowitz and Manski (2006) and Beresteanu, Molinari, and Molchanov (2011) , Eq. (2.1), implies a finite number (d x ) of unconditional moment restrictions, which typically lead to a strictly partially identified set for θ 0 (i.e. θ 0 is not point identified). Denote this set by Θ unc I (P ). On the other hand, imposing Eq. (1.3) implies simultaneously imposing all conditional moment restrictions of the form:
for every (measurable) function g, which include the ones imposed in Eq. (2.1) plus an infinite number of additional ones. We show in the paper that this also can lead to a strictly partially identified set for θ 0 , which we denote by Θ
] based on Eq. (2.1) can result in a superset of the identified set for the parameter θ 0 that is of interest in this paper.
6 As we explain in Section 3, the computational complexity of the identification problem considered in this paper also will force us to produce inference on superset of the identified set. In this sense, our contribution is complementary to Horowitz and Manski (2006) , Horowitz, Manski, Ponomareva, and Stoye (2003) , and Beresteanu, Molinari, and Molchanov (2011) for the problem at hand. While less relevant to the problem we consider, there are several other papers that consider partial identification of models in the presence of missing data. Horowitz and Manski (1995) study the problem of corrupted and contaminated data. Zaffalon (2002) proposes an inferential method based on completing missing categorical data with all its possible values. Rigobon and Stoker (2007a) and Rigobon and Stoker (2007b) discuss the issues of identification and estimation in linear regression models when regressors are censored. They propose to model the behavior of the censored covariate according to a Tobit model. Their model allow for covariates to be censored according to a bound censoring process and a selection censoring process. While this Tobit model might be perfectly reasonable, it imposes an untestable restriction on the distribution of the missing data, which is contrary to the spirit of our worst case scenario analysis. Mahajan (2006) , Lewbel (2002) and Molinari (2008) study identification of the parameter of interest when there is misclassification error of a categorical covariate data.
Identification analysis
In this Section we present the identification analysis for models characterized by conditional moment restrictions that contain missing data. We begin by precisely characterizing this class of models.
Assumption A.1. Let the following conditions hold:
(i) Let (Ω, A, F ) be the probability space. Let Y : Ω → S Y ⊆ R dy be the outcome random variable and let
be the covariate random variable, where
is always observed and X 2 : Ω → S X2 ⊆ R d2 is subject to missing data.
(ii) There is a known function m :
(iii) S X2 is a known closed set such that S X2 ⊆ S X2 .
Assumption A.1 characterizes the data structure for the model and its "missingness". According to Assumption A.1(i), the covariate vector X has two parts, X 1 and X 2 , and only the second part is subject to missing data. The appendix extends all the results of the paper to allow for arbitrary missing data patterns on both X and Y . Assumption A.1(ii) restates the conditional moment restriction in Eq. (1.1) for the class of models we consider. Finally, Assumption A.1(iii) requires the researcher to know a superset of the support of the (marginal) distribution of the missing covariates. This is without any loss of generality because the researcher can always set S X2 ≡ R d2 . 7 For the rest of the paper, we set S X ≡ S X1 × S X2 .
Before we begin our analysis, it is convenient to introduce some notation that will be used in rest of the main text. Let W : Ω → {0, 1} be the random variable that indicates whether covariate X 2 is unobserved (or not), i.e., W ≡ 1{X 2 is unobserved}.
By definition, the sharp identified set is the smallest subset of the parameter space that is consistent with our assumptions. For a given distribution of the data F the identified set of the parameter vector of interest θ 0 is denoted by Θ I (F ) and is characterized in the following result:
7 Nevertheless, being able to restrict the support of X 2 will result in a more informative identification result.
Lemma 3.1 (Identified set). Assume Assumption A.1. Then, Θ I (F ) is given by:
The presence of missing covariate data implies that the following two distributions are unobserved: dP F (X 2 = x 2 |X 1 = x 1 , W = 1) and dP F (Y = y|X = x, W = 1). Nevertheless, the conditional moment restriction in Eq. (1.1) imposes some restrictions on these two unknown distributions, namely the restrictions in Lemma 3.1. In particular, in the statement of the result, g 1 (x) represents dP F (X 2 = x 2 |X 1 = x 1 , W = 1) and g 2 (x, y) represents dP F (Y = y|X = x, W = 1).
While well-defined in principle, the identified set described by Lemma 3.1 is typically extremely complicated to compute in practice. This is because in order to determine whether a particular parameter value belongs to the identified set (or not) we need to prove (or disprove) the existence of a pair of functions (g 1 and g 2 ) that satisfy certain properties. In particular, these functions need to satisfy a possibly large (possibly uncountable) number of integral restrictions (i.e. conditions (ii)-(iv) in Eq. (3.1)). This is a particularly challenging mathematical problem.
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To illustrate the complexity in computing the identified set described by Lemma 3.1, consider a special case of the mean regression model in Example 1.1 with a binary outcome, i.e., Y ∈ {0, 1}, and with two covariates that have finite support, i.e.,
with N 2 > 1 to make the missing data problem non-trivial. Lemma 3.1 implies that the identified set Θ I (F ) can be written as:
where γ 1 and γ 2 represent the unknown expressions that can be related to the functions g 1 and g 2 in Lemma 3.1.
9 In particular, γ 1, [i,j] 
8 In particular, this identified set appears to be more complex than the moment inequality and equality models considered by the standard literature of partially identified econometric models.
9 To be more specific, Eq. (3.2) is equivalent to Eq. (3.1) with g 1 : R dx → R + and g 2 : R dy × R dx → R + defined in the following fashion. For any x = (x 1,i , x 2,j ) for some (i, j) ∈ {1, . . . , [i,j] . For any other x or for any y ∈ {0, 1}, g 1 (x) = g 2 (y, x) = 0.
It is easy to verify that the identified set can be equivalently expressed as follows:
where, for each i = 1, . . . , N 1 , Ψ i (F ) is the following set:
where υ 1 and υ 2 can be related to γ 1 and γ 2 in Eq. (3.2).
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As a consequence, in order to check whether a parameter value is in the identified set Θ I (F ) (or not), we need to verify whether it simultaneously belongs to the N 1 sets {Ψ i (F )} N1 i=1 (or not). For each i = 1, . . . , N 1 , this requires solving a linear system of N 2 + 2 equations with 2N 2 unknowns with non-negativity constraints. When N 2 = 2, this requires solving N 1 systems of linear equations with 4 equations and 4 unknowns, which is relatively easy to compute in practice. But when N 2 > 2, this same problem requires us to simultaneously solve N 1 under-determined systems of linear equations, whose degree of indeterminacy grows as N 2 increases.
The preceding example is the simplest setting of a model based on conditional moment restrictions. Nevertheless, the computation of the identified set becomes very complex when the support of the missing covariate has more than 2 values. As this example suggests, the complexity of computing the identified set increases as the structure of the model and/or missing data becomes richer.
This complexity motivates us to propose simpler ways of characterizing the identified sets for the parameter of interest in the class of models characterized by Assumption A.1. In order to do so, we will use supersets of the identified set or, as they have been referred to in the literature, outer identified sets. Formally, we define them as: Definition 3.1 (Outer Identified set). An outer identified set is a superset of the identified set.
An outer identified set provides a (possibly non-sharp) characterization of the parameter of interest. By definition, any parameter value that lies outside of the outer identified set also lies outside of the identified set and, thus, can be eliminated as a candidate for the true parameter value. Of course, if an outer identified set is a strict superset of the identified set, it must imply some loss of information about the parameter of interest. Nevertheless, there are several reasons why it is interesting to consider outer identified sets. First, if the computation of the identified set is impossible, simpler supersets of the identified set become the only available option. Second, even if the computation of the identified set is possible but computationally demanding, any superset of the identified set that is easy to compute can be helpful to restrict the range of values that need to be considered.
Outer Identification analysis
In the next two subsections, we propose (outer) identification strategies to produce two distinct outer identified sets. Both of these sets can be characterized by a collection of unconditional moment inequalities.
Outer identification analysis using boxes
Our first approach to constructing outer identified sets is to consider the implication of our conditional moment restriction in Eq. (1.1) over a specific class of sets of covariate values that will be referred to as boxes.
Consider arbitrary x ∈ R dx and ν ≡ (ν L , ν H ) with ν L , ν H ∈ R dx + . For this value of (x, ν) ∈ R dx × R 2dx + , we define the following d x -dimensional box:
Let r ∈ (0, ∞] be arbitrarily chosen. The conditional moment restriction in Eq. (1.1) and the law of iterated expectations implies the following collection of unconditional moment restrictions:
The results in Domínguez and Lobato (2004) and Andrews and Shi (2013) indicate that the conditional moment restriction in Eq. (1.1) is equivalent to the collection of unconditional moment restrictions in Eq. (4.2). In other words, the informational content in these equations is equivalent. Given this equivalence, we can focus our attention to the collection of unconditional moment restrictions in Eq. (4.2). The objective of the section is to develop an (outer) identification region based on this collection.
In the presence of missing (covariate) data, the unconditional moment restrictions in Eq. (4.2) are not identified for the same reason as in Eq. (1.1), i.e., they depend on the two unknown distributions: P F (X 2 |X 1 , W = 1) and P F (Y |X, W = 1). The outer identification strategy of this section imposes logical bounds for the unobserved distribution for each individual member of this collection. This produces an outer identified set that takes the form of a collection of moment inequalities that is typical in the partial identification literature.
Before we describe the result, it is necessary to introduce some notation. Recall that under Assumption A.1 the covariate X has two components: an observed component X 1 with support S X1 ⊆ R d1 , and a component subject to missing data X 2 with support S X2 ⊆ R d2 . Our expressions involve defining the subboxes that result from considering the box B(x, ν) along the dimensions of these two types of covariates. For this purpose, consider the following d 1 and d 2 -dimensional boxes:
where
, and
+ . With this notation in place, we describe our first outer identified set for θ 0 :
Theorem 4.1. Assume Assumption A.1 and choose r ∈ (0, ∞] arbitrarily. Let Z ≡ (Y, X 1 , X 2 , W ) and
+ and where B, B 1 , and B 2 are defined as in Eqs. (4.1) and (4.3). Consider the following set:
The outer identified set in Theorem 4.1 is the result of imposing logical bounds on unobserved components on each member of the collection of unconditional moment restrictions. These bounds are logically possible from the point of view of each member of the collection, but may not be logically possible from the point of view of the collection as a whole. As a result, the Θ S1 (F ) might not be a sharp identified set for θ 0 , i.e., Θ I (F ) Θ S1 (F ), implying some loss of restricting information in the process of its construction. In order to recover this information, one would need to characterize the connection across members of the collection of unconditional moment restrictions in Eq. (4.2). But this is precisely the contributing factor to the complexity of the sharp identified set Θ I (F ). In contrast, the outer identified set Θ S1 (F ) takes the form of a collection of unconditional moment inequalities, which makes it amenable to computation and inference.
The computation of Θ S1 (F ) requires maximizing and minimizing a function, m((X 1 , ξ 2 ), y, θ), with respect to (ξ 2 , y) ∈ {S X2 ∩ B 2 (x 2 , ν 2 )} × S Y for all values of (X 1 , θ) ∈ S X1 × Θ.
11 The difficulty of this operation will depend on the structure of the model under consideration. For example, these optimization problems have a closed form solution in the case of a linear index regression version of Example 1.1, i.e., m(x, y, θ) = y − G(x θ), with a known weakly increasing function
Outer identification analysis by integrating out
Our second approach to constructing outer identified sets is to integrate out the missing covariates, X 2 , from the model defined in Assumption A.1(i) to form a set of unconditional (on X 2 ) moment restrictions which are easier to compute. In particular, we can use the law of iterated expectations to integrate out the missing covariate, X 2 , in Eq. (1.1) to produce moment restrictions that condition only on those covariates that are fully observed, i.e.,
The difference between Eq. (1.1) and Eq. (4.6) lies in the set of covariates each is conditioned on. While Eq. (1.1) conditions on all the covariates, Eq. (4.6) only conditions on the fully observed covariates. Replacing Eq. (1.1) with Eq. (4.6) allows us to analyze the identification problem using more traditional worst case scenario bound analysis, i.e., condition on whether the data are missing or not and, if missing, replace missing information by logical lower and upper bounds. This approach results in a second outer identified set that are characterized in the following theorem, which also relies on the definition of boxes in Eq. (4.3). 
and where B 1 is defined as in Eq. (4.3). Consider the following set:
It is possible to show that the outer identified set in Theorem 4.2 is the sharp identified set produced by Eq. (4.6). The reason why Θ S2 (F ) might not be a sharp identified set for θ 0 (i.e. Θ I (F ) Θ S2 (F )) is that, in general, there will be a loss of information in the process of integrating out covariates with missing data from condition Eq. (1.1) to deduce Eq. (4.6). As with the first outer identified set, Θ S1 (F ), the set defined in Theorem 4.2, Θ S2 (F ), also takes the form of a collection of unconditional moment inequalities, which makes it amenable to computation and inference.
The computation of Θ S1 (F ) requires maximizing and minimizing a function m((X 1 , ξ 2 ), y, θ) with respect to ξ 2 ∈ S X2 for all values of (X 1 , θ) ∈ S X1 × Θ. The difficulty of this operation will depend on the structure of the model under consideration. For example, these optimization problems have a closed form solution in the case of a linear index regression version of Example 1.1, i.e., m(x, y, θ) = y − G(x θ) with a known weakly increasing function
Summary of outer identification strategies
Sections 4.1 and 4.2 characterize two outer identification strategies for the parameter of interest θ 0 under Assumption A.1. In contrast to the complexity of the sharp identified set, our outer identification strategies are both characterized by a collection of unconditional moment inequalities, making them amenable to computation and inference. Our outer identified sets are based on different outer identification strategies and thus provide different restrictions to the parameter of interest. To see this, it suffices to consider the linear index regression problem, i.e., m(x, y, θ) = y − G(x θ), with a known weakly increasing function G. In this case, if the outcome variable Y had unbounded support and the missing covariate X 2 had bounded support, the first outer identified set would not be informative while the second one would be restrictive (i.e. Θ S2 (F ) ⊂ Θ = Θ S1 (F )). On the other hand, if the outcome variable Y had bounded support and the missing covariate X 2 had unbounded support, then the first outer identified set would turn to be restrictive while the second one would not be
Both of these outer identified sets take the form of collection of unconditional moment inequalities. As a result, one can easily combine both collections to generate a sharper (i.e. more informative) outer identified set that also is defined by a collection of unconditional moment inequalities. This is the content of the next result. 
, where M 1 and M 2 are defined as in Eqs. (4.4) and (4.7). Consider the following set:
The outer identified set Θ S (F ) is given by a collection of unconditional moment restrictions that represents both identification strategies. In the remainder of the paper, we use this outer identified set to conduct econometric inference.
Inference
The objective of this section is to construct a confidence set CS n that covers the true parameter value θ 0 with a confidence size of (1 − α) (at least). Given our analysis in previous sections, it is important to choose an inferential method that admits that the true parameter may be partially identified.
Our identification analysis allows for continuous, discrete, or even mixed conditioning covariates and, as a result, the outer identified set described in Theorem 4.3 consists of an uncountable collection of unconditional moment inequalities.
12 In order to conduct inference in this setting, one can utilize recent developments in the literature of partial identification, which include Kim (2009 ), Ponomareva (2010 , Armstrong (2011 Armstrong ( , 2012 , Andrews and Shi (2013) (hereafter, referred to as AS13), and Chernozhukov, Lee, and Rosen (2013) . It is relevant to point out that, to the best of our knowledge, there are no inferential procedures that can be applied to the complex structure of the sharp identified set described in Lemma 3.1. In other words, the possibility of conducting inference along the lines of any of these references is a direct result of the simplification introduced by considering our outer identified sets. We construct confidence sets based on the inversion of hypothesis tests, i.e.,
where T n (θ) andĉ n (θ, 1 − α) are the test function and the critical value for the hypothesis test H 0 : θ 0 = θ vs. H 1 : θ 0 = θ. According to Theorem 4.3, the true parameter value θ 0 is restricted by an infinite collection of p ≡ 4d m unconditional moment inequalities. This structure makes it especially convenient to adapt the formal arguments developed in AS13. In particular, we define a test function T n (θ) by adapting their Cramér-von Mises statistic and we construct critical values using their so-called Generalized Moment Selection (GMS, henceforth) critical values.
In the remainder of this section, we specify the basic components of the confidence set CS n and we discuss its main asymptotic properties. For reasons of brevity, several details of this section are deferred to Appendix A.2.
Definition of the test function T n (θ)
Given a sample of data {Z i } n i=1 and for any θ ∈ Θ, the test function is defined as follows:
where (x, ν) ∈ R dx × R 2dx + , M n (θ, x, ν) and Σ n (θ, x, ν) denote the sample mean and a slight modification of the sample variance of {M (Z i , θ, x, ν)} n i=1 , and S and µ are a function and a probability measure that are chosen by the researcher according to assumptions in Appendix A.2.2.
According to Theorem 4.3, Θ S (F ) is composed of parameter values θ ∈ Θ that satisfy a collection of p moment inequalities:
Our test function replaces these population moment inequalities with their properly scaled sample analogue √ n M n (θ, x, ν), weights them according to their sample variance, evaluates their value according to a criterion function S, and aggregates them across values of (x, ν) according to a probability measure µ. In the language of the criterion function approach developed by Chernozhukov, Hong, and Tamer (2007) , the test function T n (θ) is the sample analogue of the criterion function, which indicates whether θ belongs to the outer identified set Θ S (F ) or not. This statement is formalized in Theorem A.3 and Remark A.1 in Appendix A.2.3.
We proceed by giving further details about each of the components of the test function T n (θ). Consider any arbitrary θ ∈ Θ and (x, ν),
, define the mean, the sample variance-covariance, the sample variance, and its slightly modified version as follows:
where λ is an arbitrarily small positive constant 13 and D n (θ) a positive definite diagonal matrix defined in Eq. (A.2) in Appendix A.2.1. The role of this modification to the sample variance is to make sure that the modified version is positive definite while keeping the moment inequality model scale invariant.
Definition of the GMS critical valueĉ
The GMS critical valueĉ n (θ, 1−α) is an approximation to the (1−α) quantile of the asymptotic distribution of T n (θ) under the null hypothesis H 0 : θ = θ 0 . According to AS13, Section 4.1, this asymptotic distribution is given by:
where h ≡ (h 1 , h 2 ), h 1 indicates the amount of slackness of the moment inequalities, h 2 is the limiting variance-covariance kernel, and v h2 is a mean zero R p -valued Gaussian process with covariance kernel h 2 (·, ·).
To define this approximation, it is first necessary to define certain auxiliary expressions. For every θ ∈ Θ and (x, ν), (x,ν) ∈ R dx × (0, r) 2dx , define:
where {κ n } n≥1 and {B n } n≥1 are sequences chosen by the researcher according to assumptions in Appendix A.2.2. We briefly describe each of these expressions. On the one hand,ĥ 2,n (θ, (x, ν), (x,ν)) andĥ 2,n (θ, x, ν) are the standardized versions of the sample variance-covariance kernel and sample variance kernel, respectively. On the other hand, x n (θ, x, ν) is a sample measure of the slackness of the moment inequalities and ϕ n (θ, x, ν) is an increasing function of this measure that is used in the construction of GMS quantiles. The GMS critical value is defined as follows:
where η is an arbitrarily small positive constant 14 and c(ϕ n (θ, ·),ĥ 2,n (θ, ·, ·), 1 − α + η) is the (conditional)
(1 − α + η)-quantile of the following random variable:
where vĥ 2,n is a mean zero R p -valued Gaussian process with covariance kernelĥ 2,n (θ, ·, ·).
The intuition behind the GMS approximation can be understood by comparing Eqs. (5.3) and (5.5). First, the sample analogue variance-covariance kernelĥ 2,n (θ, ·, ·) replaces the limiting covariance kernel h 2 , both in the stochastic process vĥ 2,n (x, ν) and in the expression for the variance kernelĥ 2,n (θ, x, ν) + λI p×p . Second, the empirical slackness measure ϕ n (θ, ·) approximates the limiting slackness in the moment inequalities h 1 .
There are several details to the computation of the GMS quantiles directly from Eq. (5.5). On the one hand, the Gaussian process vĥ 2 requires simulation, and there are several methods that can be used to implement this. On the other hand, both the test function in Eq. (5.1) and the expression in Eq. (5.5) requires integrating with respect to the measure µ. All of these approximations can be conducted with arbitrary accuracy by methods described in detail in AS13, Section 3.5. For the sake of convenience, we also cover these approximation methods in Appendix A.2.5.
Properties of the GMS confidence sets
The formal results in AS13 suggest that GMS confidence sets provide excellent asymptotic properties. While these results do not immediately apply to our outer identified framework, it is not hard to adapt their proofs in order to establish analogous results. For the sake of completeness, this section establishes some of these results, whose proofs can be found in Appendix A.2.4.
Before discussing the results, it is necessary to introduce some basic notation regarding the parameter space. As it is customary done in the literature of moment inequalities models, one can consider the parameters of the model to be (θ, F ), where θ is the finite dimensional parameter of interest and F is the distribution of the data. In order to produce asymptotic results, we restrict these parameters to a baseline parameter space, denoted by F, and formally defined in Definition A.1 in Appendix A.2.1. It is worthwhile to point out that the baseline parameter space F includes both parameter values (θ, F ) for which θ satisfies the moment inequalities of our outer identified set (i.e. θ ∈ Θ S (F )) and parameter values (θ , F ) for which θ does not satisfy the moment inequalities of our outer identified set (i.e. θ ∈ Θ S (F )).
In order to establish coverage results, we further restrict the baseline parameter space F to a relevant null parameter space, denoted byF 0 , which imposes the moment inequalities of our outer identified set (among other technical conditions). In other words,F 0 ⊂ F and, by definition, is only composed of parameter values (θ, F ) such that θ ∈ Θ S (F ). The formal definition of the parameter spaceF 0 is deferred to Definition A.3 in Appendix A.2.1.
We are now ready to describe our formal results. Our first theorem is related to AS13, Theorem 2, and proves that the GMS confidence set covers each parameter θ in the outer identified set with a prespecified probability of (1 − α) (at least).
Theorem 5.1. Assume Assumptions A.2, A.5-A.6 and letF 0 be as in Definition A.3. Then, the GMS confidence set satisfies:
There are a couple of relevant aspects in this result that are worth pointing out. First, recall that (θ, F ) ∈F 0 implies that θ ∈ Θ S (F ) and, so, Theorem 5.1 is a coverage result. In other words, coverage of (θ, F ) ∈F 0 implies the coverage of all θ ∈ Θ S (F ), for a relevant collection of distributions F .
Second, notice that in Eq. (5.6), the limits as n diverges to infinity are taken after considering the infimum of (θ, F ) ∈F 0 . In this sense, the asymptotic coverage result holds uniformly over a relevant subset of the parameters (θ, F ) ∈F 0 . According to the literature on partially identified econometric model defined by moment inequalities, obtaining uniformly valid asymptotic results is the only way to guarantee that the asymptotic analysis provides a reasonable approximation to finite sample results.
15 The reason for this is that for the limiting distribution of the test statistic is discontinuous in the slackness of the moment inequalities, while the finite sample distribution of this statistic does not exhibit these discontinuities. In consequence, asymptotic results for any fixed distribution (i.e. pointwise asymptotics) can be grossly misleading, and possibly producing confidence sets that undercover (even asymptotically).
Relative to other available methods, the best qualities of the GMS confidence sets lie in their ability to exclude points that do not belong to the outer identified set, i.e., their power. Our next result is related to AS13, Theorem 3, and shows that the GMS confidence sets rejects fixed points outside the outer identified with probability approaching one.
Theorem 5.2. Assume Assumptions A.2-A.6, and let (θ, F ) ∈ F such that θ ∈ Θ S (F ). Then:
By repeating arguments in AS13, it is also possible to show that our GMS confidence sets provide power against √ n-local alternatives, and that it provides a higher power than confidence sets based on alternative methods, such as plug-in asymptotics or subsampling. For reasons of brevity, these important results are omitted from the paper.
Monte Carlo simulations
In order to illustrate our findings, we now describe the results of Monte Carlo simulations, which are based on the probit linear regression model in Example 1.1. The researcher correctly assumes that the true value of the parameter θ 0 ∈ Θ ≡ [−2, 2] 2 satisfies the conditional moment condition:
where Y is a binary outcome random variable, X = (X 1 , X 2 ) are the covariates, where X 1 is always observed, and X 2 is subject to missing data. The researcher also knows that S X1 = [0, 1] and S X2 ∈ {0, 1}. In summary, the researcher knows that the true parameter θ 0 = (θ 0,1 , θ 0,2 ) satisfies:
We next discuss the aspects of the simulations that are not known to the researcher. We simulate data according to X 1 ∼ U [0, 1], X 2 ∼ Be(0.5), X 1 and X 2 are independent. Also, missing data behaves as follows:
Finally, in all of our simulations, we impose that:
In other words, our setup allows (θ 0,1 , θ 0,2 ) and (θ 0,1 ,θ 0,2 ) to be equal (i.e. data are missing at random) or not (i.e. data are not missing at random).
We consider five sets of Monte Carlo simulations that differ in the value of the population parameters. The parameter values are specified in Table 1 and are chosen to illustrate cases with and without missing at random and with and without a constant probability of missing data. The Monte Carlo setup we consider in our simulations is admittedly simple but is very illustrative for our purposes. Since the outcome is binary and the missing data can only take two possible values, we are in a situation where the sharp identified set is simple enough to be computed analytically according to Eq. (3.3). By comparing the sharp identified set with our outer identified sets, we can then quantify the loss of sharpness involved in our outer identification strategy.
We use this example to consider the problem of identification and inference. In terms of identification, we depict the sharp identified set Θ I (F ), the outer identified set 1, Θ S,1 (F ), (Theorem 4.1), the outer identified set 2, Θ S,2 (F ), (Theorem 4.2), and the proposed outer identified set, Θ S (F ), which corresponds to the intersection of the previous outer identified sets (Theorem 4.3) . By looking at outer identified sets 1 and 2, we can understand the identifying power of each outer identification strategy. As mentioned earlier, by comparing the proposed outer identified sets and the sharp identified set, we can understand the information loss due to the simplifications introduced in our outer identification strategies. We arbitrarily setr = 0.5.
We simulate 2, 000 datasets with sample sizes of n = 100, 200, and 500, and construct GMS confidence sets with a confidence size (1 − α) equal to 90%. In order to illustrate our coverage properties, we choose 12 specific points in the parameter space in three key regions relative to the outer identified set Θ S (F ): interior, boundary, and exterior of this set. Specifically, we evaluate the coverage at the following points. First, we consider the true parameter value θ interior = θ 0 , which is always located in the interior of the outer identified set. Second, we consider the parameter value θ boundary that is in the boundary of the outer identified set located directly to the east of the true parameter value, i.e., θ boundary = (θ 0,1 + C, θ 0,2 ), (6.1)
where the constant C > 0 is chosen so that θ boundary lies exactly in the boundary of the outer identified set. Next, we consider a list of 10 additional parameter values {θ exterior,v } 10 v=1 chosen according to the following rule:
where C is as in Eq. (6.1). Since θ boundary is constructed to lie in the boundary of the outer identified set,
necessarily lie in the exterior of the outer identified set and at a distance to this set that increases with the index v = 1, . . . , 10 and decreases with the sample size.
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We conclude by describing the parameters used to implement the GMS method, which is explained in full detail in Appendix A.2.5. We construct GMS confidence sets with a function S given by the modified method of moments (i.e. see Eq. (A.3) in Appendix A.2.2) and, following AS13, we specify the measure µ to be uniform distribution using the information regarding the support of the covariates, i.e., µ(x, ν) =
, where µ 1,1 is equal to U (0, 1), µ 1,2 is equal to Be(0.5), and {µ 2 (ν L,j ), µ 2 (ν H,j )} j=1,2 are all equal to U (0,r). Every integral is approximated by Monte Carlo integration with s n = 1, 000. Following AS13, the sequences {κ n } n≥1 and {B n } n≥1 are given by κ n = (0.3 ln(n)) 1/2 and B n = (0.4 ln(n)/ ln ln(n)) 1/2 , and η = 10 −6 . Finally, GMS quantiles are computed by simulation using τ reps = 1, 000 repetitions.
6.1 Simulation 1 Figure 6 .1 describes the identification analysis in Simulation 1. The figure shows the true parameter value θ 0 , the sharp identified set, the two outer identified sets, and their intersection. The outer identified set 1 is a relatively large region of the parameter space while the outer identified set 2 is relatively smaller. Neither of the two outer identified sets is a subset of the other and, consequently, there is an informative gain in considering the intersection of the two outer identified sets. In fact, the size of the intersection of the outer identified sets is quite comparable to the size of the sharp identified set. In other words, in the current setup, the combination of our outer identification strategies is able to capture most of the information that is available in the data. Figure 6 .2 shows coverage probabilities for all sample sizes and for specific points in the parameter space. As we have explained, the first parameter value, labeled −1, corresponds to the interior point θ interior = θ 0 , the second parameter value, labeled 0, corresponds to the boundary point θ boundary , and the remaining points, labeled 1 through 10, correspond to exterior points {θ exterior,v } 10 v=1 , located increasingly farther away to the right of the outer identified set. According to our inferential results, the coverage at the interior and boundary points should be at least 90%, while points in the exterior should be covered less frequently, with coverage dropping monotonically as we move to the right. This is exactly the behavior that is observed in the results, revealing that our inference method works satisfactorily. The results for all sample sizes are qualitatively very similar. This is also expected, as the location of the exterior points is properly adjusted with respect to the sample size. Figure 6 .3 presents the identification analysis using the parameters in Simulation 2. Notice that Simulations 1 and 2 share the fact that both sets of parameters represent a data generating process where data are missing at random and the probability of missing data is constant. Nevertheless, the outcome of the identification analysis in these two simulations is very different. In Simulation 2, the outer identified set 2 is a strict subset of the outer identified set 1 and, as a consequence, the intersection of the outer identified sets coincides with the outer identified set 2. As in Simulation 1, the intersection of outer identified sets is very comparable in size to the sharp identified sets and, therefore, captures most of the information that is available in the data. Figure 6 .4 presents the inferential results for Simulation 3. The coverage probabilities are qualitatively and quantitatively very similar to Simulation 1. "-1" refers to the interior point θ interior = θ 0 , "0" refers to the boundary point θ boundary , and "1-10" refer to exterior points {θ exterior,v } 10 v=1 .
Simulation 2

Simulation 3
Figures 6.5 and 6.6 repeat the analysis using the parameters in Simulation 3. The purpose of this simulation is to explore the effect of having a probability of missing data that is not constant (i.e., π(0) = π(1)). With the exception of the probabilities, the parameters of the simulation are identical to those of Simulation 1. Increasing the percentage of missing data enlarges the outer identified sets, leading to a larger intersection of outer identified sets. Nevertheless, the combination of our outer identification strategies is still reasonably close to the sharp identified set. Inferential results are qualitatively similar to those in previous simulations, both qualitatively and quantitatively. .6: Coverage probabilities for several points in Simulation 3. The parameter types are as follows: "-1" refers to the interior point θ interior = θ 0 , "0" refers to the boundary point θ boundary , and "1-10" refer to exterior points {θ exterior,v } 10 v=1 .
Simulation 4
Figures 6.7 and 6.8 repeat the analysis with the parameters in Simulation 4. The purpose of this simulation is to explore the effect of data that are not missing at random (i.e., (θ 0,1 , θ 0,2 ) = (θ 0,1 ,θ 0,2 )). With the exception of the value ofθ 0,1 , the remaining parameters of the simulation are identical to those of Simulation 1. This difference introduces slight changes in the shape and location of the outer identified sets, but the results are qualitatively identical to those in Simulation 1. In particular, the combination of our outer identification strategies is still reasonably close to the sharp identified set. Inferential results are qualitatively similar to those in previous simulations, both qualitatively and quantitatively. 
Simulation 5
Figures 6.9 and 6.10 repeat the analysis using the parameters in Simulation 5. The purpose of this simulation is to explore the combined effect of: (a) probability of missing data that is not constant and (b) data that are not missing at random. As expected, the identification analysis produces qualitative results that are similar to the combination those in Simulations 3 and 4. Just like in previous cases, the combination of our outer identification strategies is still reasonably close to the sharp identified set. Inferential results are qualitatively similar to those in previous simulations, both qualitatively and quantitatively. 
Conclusions
This paper examines the problem of identification and inference on parametric models when there are missing data, with special focus on the case when covariates are missing. Our econometric model is characterized by a conditional moment condition, which is equivalent to a parametric model for the conditional expectation of a random variable. In order to approach the missing data problem, we adopt a worst case scenario approach. By undertaking this approach, we extract the information from the observed data without imposing any (untestable) assumptions on the (unobserved) distribution of missing data.
We show that having unobserved covariate observations implies that, in general, the parameter of interest is partially identified. We characterize the sharp identified set and show that it is usually prohibitively complex to compute. Given this difficulty, there is little hope in performing inference based on this sharp identified set. For this reason, we consider the construction of outer identified sets, i.e., supersets of the identified set, that are relatively easier to compute.
We provide two different strategies to construct outer identified sets. The first strategy is based on using the conditional moment condition to derive a collection of unconditional moment conditions in boxes. The second strategy is based on integrating out the missing covariates in the conditional moment condition. We Figure 6 .10: Coverage probabilities for several points in Simulation 5. The parameter types are as follows: "-1" refers to the interior point θ interior = θ 0 , "0" refers to the boundary point θ boundary , and "1-10" refer to exterior points {θ exterior,v } 10 v=1 .
argue that these two outer identified sets contain non-trivial identifying power. Furthermore, we argue that the two strategies provide different identifying power which can be easily combined to create a sharper outer identified set. Both of these strategies produce outer identified sets that are relatively easy to compute and, most importantly, are amenable to inference using recent developments in the literature on inference in partially identified models.
A Appendix
This appendix uses the following abbreviations. We use "RHS" and "LHS" to denote "right hand side" and "left hand side", respectively. We also use "s.t." to abbreviate "such that". Furthermore, for any population parameter A, we let I(A) denote the (sharp) identified set of A. Finally, we use G ≡ R dx × (0, r) dx×2 .
A.1 Appendix to Sections 3 and 4
Results in this section are developed under the following generalization of Assumption A.1.
Assumption B.1. Let the following conditions hold:
(i) Let (Ω, A, F ) be the probability space. Let Y : Ω → SY ⊆ R dy be the outcome random variable and let X :
Ω → SX ⊆ R dx be the covariate random variable. For each i = 1, . . . , dx and j = 1, . . . , dy, Xi : Ω → SX i ⊆ R and Yj : Ω → SY j ⊆ R. Any of the coordinates of X or Y may be subject to missing data.
(iii) For each i = 1, . . . , dx and j = 1, . . . , dy, SX i and SY j are known closed sets s.t. SX i ⊆ SX i and SY j ⊆ SY j .
Assumption B.2. The outcome random variable Y has no missing data.
We briefly comment on both assumptions. Assumption A.1 is a special case of Assumption B.1 in which there is no outcome missing data and there are only two possible missing data patterns of the covariates. Assumption B.2 is used only in order to simplify the statement and the proof of Lemma A.1. The point of this result is to show that in the conditional moment condition model in Eq. (1.1), missing covariate data can produce a complex identified set. We will be able to show this complexity without the need of introducing missing outcome data. Of course, the introduction of missing outcome data can only complicate an already complex identified set even further.
It is convenient to introduce some notation that will be used throughout this appendix. Let WX : Ω → {0, . . . , 2 dx − 1} be a random variable that denotes the covariate missing data pattern, where WX = 0 indicates that all of the covariates are observed and WX = 2 dx − 1 is reserved for the case when all of the covariates are unobserved. For every w = 0, . . . , 2 dx − 1, let X1,w be the sub-vector of X that is observed and let X2,w be the sub-vector of X that is unobserved. This is a special case of the main text, where there are only two missing data patterns, which gives rise to WX = W ∈ {0, 1}. Similarly, let WY : Ω → {0, 1, . . . , 2 dy − 1} be a random variable that denotes the outcome missing data pattern, where WY = 0 indicates that all of the outcome variables are observed and WY = 2 dy − 1 is reserved for the case when all of the outcome variables are unobserved. For every w = 0, . . . , 2 dy − 1, let Y1,w be the sub-vector of Y that is observed and let Y2,w be the sub-vector of Y that is unobserved. In the main text, Y is assumed to be observed and, so, WY = 0. Following the notation in the main text, we define SX,w ≡ SX 1,w × SX 2,w and S Y,w ≡ SY 1,w × SY 2,w ∀(w, w ) ∈ {0, . . . , 2 dx − 1} × {0, . . . , 2 dy − 1}.
A.1.1 Proofs for results in Section 3
For the sake of simplicity of exposition, we first consider a proof with arbitrary missing covariate data pattern but not missing outcome data.
Lemma A.1. Assume Assumptions B.1-B.2. Then, ΘI (F ) is given by:
∃g1,w : R dx → R+ and g2,w : R dy × R dx → R+ that satisfy:
(i) g1,w(x) = 0 ∀x ∈ SX,w and g2,w(y, x) = 0 ∀(y, x) ∈ SY × SX,w
(ii) g1,w(x)dx2,w = 1 ∀x1,w ∈ R dx 1,w PF −a.s.
(iii) g2,w(y, x)dy = 1 ∀x ∈ R dx (PF , g1,w)−a.s.
Proof. By definition, the identified set is composed of all parameter values of the parameter space for which the observed distributions and the restrictions on the parameter space do not contradict the condition:
Step 1. For every w = 1, . . . , 2 dx − 1, derive:
Fix w ∈ {1, . . . , 2 dx − 2} arbitrarily. Conditional on W = w, the object of interest is not identified because the distribution of {X2,w|X1,w = x1,w, W = w} is not observed. In order to obtain any expression that is identified, the dependence on the unobserved variable needs to be integrated out. Define the set of functions Ψ(w) as follows:
We now show that:
We first show that the identified set in the LHS is included in Ψ(w). Consider a vector (ḡ1,w,ḡ2,w) that belongs to the identified set. Since these are distributions, they need to be non-negative functions of their domain and integrate to one. Furthermore, they also need to have zero density outside the support or, when the support is unknown, it needs to have zero density outside any known superset of the support. Moreover, when we combine these distributions and integrate out X2,w they must be able to generate {dPF (Y = y|X1,w = x1,w, WX = w) : (x, y) ∈ R dx × R}, whenever PF (WX = w) > 0. Hence, (ḡ1,w,ḡ2,w) ∈ Ψ(w). We now show the reverse inclusion. Consider (ḡ1,w,ḡ2,w) ∈ Ψ(w). In order to show that (ḡ1,w,ḡ2,w) belongs to the identified set, we need to argue that the properties in Ψ(w) exhaust all the necessary properties for the vector of distributions.
First, sinceḡ1,w andḡ2,w play the role of {dPF (X2,w = x2,w|WX = w, X1,w = x1,w) : x ∈ R dx } and {dPF (Y = y|WX = w, X = x) : (x, y) ∈ R dx × R dy }, respectively, they need to satisfy all of the known restrictions regarding the support of (X, Y ). This is guaranteed by condition (i). Second, sinceḡ1,w is a non-negative function that integrates to one with respect to x2,w, it satisfies all the (individual) necessary restrictions to be {dPF (X2,w = x2,w|WX = w, X1,w = x1,w) : x ∈ R dx }. Similarly,ḡ2,w is a non-negative functions that integrate to one with respect to y, and it satisfies all the (individual) necessary restrictions to be {dPF (Y = y|WX = w, X = x) : (x, y) ∈ R dx × R dy }. This is guaranteed by conditions (ii)-(iii).
Third, if PF (WX = w) > 0, then there are restrictions that need to be satisfied by combination of these functions. First, ifḡ1,w plays the role of {dPF (X2,w = x2,w|W = w, X1,w = x1,w) : x ∈ R dx }, then the restrictions onḡ2,w that need to be satisfied for X2,w = x2,w may be allowed to be violated on a negligible set, which explains that the restrictions onḡ2 need to be satisfiedḡ1,w−a.s. Second, ifḡ1 plays the role of {dPF (X2,w = x2,w|W = w, X1,w = x1,w) : x ∈ R dx } andḡ2 plays the role of {dPF (Y = y|W = w, X = x) : (x, y) ∈ R dx × R dy }, then the combination of these two can be used to integrate out the unobserved vector X2,w and generate objects that are identified in the data. In particular, for any (x1,w, y) ∈ R dx 1,w × R dy , the integral of {ḡ2(y, x)ḡ1,w(x) : x2,w ∈ R dx 2,w } will produce an identified
is not properly defined and the condition becomes vacuous. This is guaranteed by condition (iv). Finally, since we are constructing probability distributions of all the identified objects and these completely characterize the behavior of the random variables, we can guarantee that there is no information that is left out.
Step 2. Derive an expression for EF (m(x, Y, θ)|X = x) in terms of primitive probability distributions. This step follows the structure of Manski (2003, Section 3.4) . Fix x ∈ R dx arbitrarily and consider the following argument. By the law of iterated expectations:
For every w = 0, . . . , 2 dx − 1, Bayes' theorem implies that:
.
By replacing this on the previous equation and expanding the expressions:
where N (x) and D(x) are given by:
dPF (X2,w = x2,w|WX = w, X1,w = x1,w)dPF (X1,w = x1,w|WX = w)PF (WX = w)+ dPF (X2,w = x2,w|WX = 2 dx − 1)PF (WX = 2 dx − 1)
Notice that the expressions for N (x) and D(x) are identified except for dPF (X = x|WX = 2 dx − 1) and dPF (Y = y|WX = w, X = x) and dPF (X2,w = x2,w|WX = w, X1,w = x1,w) with w = 1, . . . , 2 dx − 2.
Step 3. Fix θ ∈ Θ arbitrarily and derive I({EF (m(x, Y, θ)|X = x) : x ∈ R dx }).
Step 1 derives the identified set for a vector of distribution functions conditional on WX = w for w = 1, . . . , 2 dx −1.
Given that the events {WX = w} and {WX = w } are disjoint for w = w , the identified set for the joint vector of functions for w = 1, . . . , 2 dx − 1 is the cross product of the sets derived in step 1, i.e.,
I
  dPF (X2,w = x2,w|WX = w, X1,w = x1,w) :
When we combine this with the result in step 2, it follows that:
where N (x, g1, g2) and D(x, g1, g2) are similar to N (x) and D(x) in step 2, except that the unidentified expressions are replaced by the functions {g1,w}
and {g2,w}
w=1 ( y∈R dy m(x, y, θ)g2,w(y, x)dy) g1,w(x)dPF (X1,w = x1,w|WX = w)PF (WX = w)
g1,w(x)dPF (X1,w = x1,w|WX = w)PF (WX = w) +g 1,2 dx −1 (x)PF (WX = 2 dx − 1) .
By our assumptions, θ ∈ ΘI (F ) if and only if the constant function zero belongs to I({EF
By forcing this equation in condition (v) in the expression for I({EF (m(x, Y, θ)|X = x) : x ∈ R dx }), the result follows.
Proof of Lemma 3.1. This result is a special case of Lemma A.1.
Lemma A.1 assumes that there are no missing outcome observations for the sake of simplicity of the exposition. Nevertheless, it is not hard to extend the result to allow for the possibility of missing outcome data.
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A.1.2 Proofs for results in Section 4
The statement of the following result requires the introduction of some additional notation. Recall that the value of WX = w for w = 0, . . . , 2 dx − 1 determines the missing data pattern for covariates. Given any (x, ν) ∈ G and any w = 0, . . . , 2 dx − 1, B1(x1,w, ν1,w) and B2(x2,w, ν2,w) denote the projection of the dx dimensional box B(x, ν) onto the space of the observed variable X1,w and unobserved variable X2,w, respectively. With some abuse of notation, we define:
where the abuse of notation lies in the fact that there is a reshuffling of coordinates in the expression "(x1,w, x2,w)".
With the same abuse of notation, we note that our definition implies: B(x, ν) ≡ B1,w(x1,w, ν1,w) × B2,w(x2,w, ν2,w).
Theorem A.1. Assume Assumption B.1 and choose r ∈ (0, ∞] arbitrarily. Let Z ≡ (Y, X, W ) and
×1(SX 2,w ∩ B2,w(x2,w, ν2,w) = ∅, X1,w ∈ B1,w(x1,w, ν1,w), WX = w, WY = w )
for all (θ, (x, ν)) ∈ Θ × G and where B(·) is defined as in Eq. (4.1) and B1,w(·), and B2,w(·) are defined as in Eq. (A.1). Consider the following set:
Then, ΘI (F ) ⊆ ΘS 1 (F ), i.e., ΘS 1 (F ) is an outer identified set.
Proof. Consider any arbitrary (θ, (x, ν)) ∈ ΘI (F ) × G. By definition, this implies that EF (m (X, Y, θ) |X = x) = 0, PF − a.s. and, thus, by multiplying this expression by 1(X ∈ B(x, ν)) and integrating with respect to the density of X, we deduce that EF (m(X, Y, θ)1(X ∈ B(x, ν))) = 0, or, equivalently,
×1(X2,w ∈ B2,w(x2,w, ν2,w), X1,w ∈ B1,w(x1,w, ν1,w), WX = w, WY = w )
For each w = 1, . . . , 2 dx − 1, the value of X2,w is unobserved. In addition, even if the value of Y is observed, the value of Y conditional on the event of {X2,w ∈ B2,w(x2,w, ν2,w)} is also unobserved. Finally, for each w = 1, . . . , 2 dy − 1, the value of Y 2,w is unobserved. By imposing logical lower and upper bounds on the unknown variables while taking into account information coming from the support, one can deduce the result.
Proof of Theorem 4.1. This result is a special case of Theorem A.1.
Theorem A.2. Assume Assumption B.1 and choose r ∈ (0, ∞] arbitrarily. Let Z ≡ (Y, X, W ). There are two possible cases.
1. There are no covariates that are always observed. Then set:
Consider the following set:
Then, ΘI (F ) ⊆ ΘS 2 (F ), i.e., ΘS 2 (F ) is an outer identified set.
2. There are certain covariates that are always observed. Denote the sub-vector of the covariates that are always observed by X AO , denote its support by S X AO ∈ R d AO . The remaining covariates that are not always observed are denoted by X N AO ∈ R d N AO and, with a slight abuse of notation, these can take the role of X in the previous case, i.e.,
Proof. We only cover the proof of part 1. The proof for part 2 follows exactly from the same arguments as part 1, except that (a) inside the expectations, there will be an extra 1(X AO ∈ B(x AO , ν AO )) term, and (b) the proof will be repeated for every individual (
Fix θ ∈ ΘI (F ) arbitrarily. By definition, this implies that EF (m(X, Y, θ)|X = x) = 0 PF −a.s. and, thus, EF (m(X, Y, θ) = 0.
Next, consider the following argument. The law of iterated expectations implies that:
The RHS is the sum of several terms. It is not identified because {dPF (X = x|WX = w, Wy = w ) : x ∈ R dx } and {dPF (Y 2,w |X = x, WX = w, Wy = w ) : (y 2,w , x) ∈ R dy 2,w × R dx } are not identified for w > 0 and w > 0, respectively. We can get upper and lower bounds by assuming that the missing information is degenerately distributed at the value of the support that maximizes and minimizes the value of m(X, Y, θ) (conditionally on the observed data). By combining this with the fact that EF (m(X, Y, θ)) = 0, the result follows.
Proof of Theorem 4.2. This result is a special case of Theorem A.2. Notice that X1 in Theorem 4.2 takes the role of X AO in Theorem A.2 as they are always observed.
A.2 Appendix to Section 5
This section provides the details regarding the properties of our confidence sets. We first introduce relevant definitions, follow with our assumptions, and conclude by establishing formal results.
A.2.1 Definitions
. Our moment inequality model described in Theorem 4.3 has parameters (θ, F ), where θ ∈ Θ denotes a generic value for the parameter of interest and F denotes the distribution of the data. For any (θ, F ) with Z ≡ (Y, X1, X2, W ) ∼ F , we define the following random variable:
The random variable M (Z, θ) will be used as the natural "envelope" for the collection of random variables {M (Z, θ, x, ν) : (x, ν) ∈ G} (see, e.g., Pollard (1990, Page 19) ).
In addition, for any (x, ν), (x,ν) ∈ G, we define the following "population" objects:
At a population level, the diagonal matrix DF (θ) is used as way to "standardize" the random variable M (Z, θ, x, ν) in a scale-invariant and uniform (in (x, ν)) way. For example, h1,n,F (θ, x, ν) and h2,F (θ, (x, ν), (x,ν)) are stan-dardized version of the slackness in the moment inequalities √ nEF [M (Z, θ, x, ν)] and the variance-covariance kernel ΣF (θ, (x, ν), (x,ν)), respectively. Finally, H2 is the parameter space for the standardized variance-covariance kernels. It is a space of p × p-matrix-valued covariance kernels on G × G, which we metrize with the sup-norm, i.e., for h2,F (θ, ·, ·),ȟ 2,F (θ, ·, ·) ∈ H2,
Furthermore, for a given sample {Zi} n i=1 i.i.d. distributed according to F , we define the following "sample" objects associated to {M (Zi, θ)} n i=1 :
In other words, M n(θ) andΣn(θ) are the sample mean and sample covariance of {M (Zi, θ)} n i=1 . The diagonal matrix Dn(θ) is the sample analogue of diagonal matrix DF (θ) and plays a similar role than its population version, i.e., at the sample level, Dn(θ) is used as way to "standardize" the random variable M (Z, θ, x, ν) in a scale-invariant and uniform (in (x, ν)) way.
Finally, we define the following "mixed" (part sample and part population) objects:
Notice that vn,F (θ, x, ν) andĥ2,n,F (θ, (x, ν), (x,ν)) are the standardized empirical process and variance covariance kernel, with the exception that the "standardization" is conducted using the population variance DF (θ). We now define several relevant parameter spaces for (θ, F ). The first parameter space is the baseline parameter space. The second parameter space is the null parameter space and is the subset of the baseline parameter space in which the moment inequalities of our outer identified set are satisfied. The third and fourth parameter spaces are subsets of the baseline and null parameter spaces, respectively, where the variance-covariance kernel is restricted to an arbitrary compact set.
Definition A.1. The baseline parameter space, denoted by F, is the collection of parameter values (θ, F ) that satisfy the following conditions:
for some constants δ, K ∈ (0, ∞).
Definition A.2. The null parameter space, denoted by F0, is the collection of parameter values (θ, F ) that satisfy conditions (i)-(iv) in Definition A.1 together with the following one:
In words, the null parameter space F0 is the subset of parameters in the baseline parameter space F that satisfies the moment inequalities of our outer identified set.
Definition A.3. LetH2 denote an arbitrary compact subset of H2 (metrized with the sup-norm). The restricted null parameter space, denoted byF0, is defined as follows:
The restricted null parameter spaceF0 is a subset of F0 for which the population variance-covariance kernel belongs to any arbitrary compact set. This restricted parameter space is related to the parameter space in AS13, Theorems 1 and 2, and is used to establish the uniform coverage results in Theorem 5.1. As explained in AS13, this restriction is not particularly problematic in practice, as the potential uniformity problems arise because the limiting distribution of the test statistic is discontinuous in the slackness of the moment inequalities and not its variance-covariance kernel.
We conclude the section by defining the type of sequences of parameters that are going to be relevant for our asymptotic analysis.
Definition A.4. For any h2 ∈H2, SubSeq(h2) is the set of sequences {(θn, Fn)} n≥1 for which:
A.2.2 Assumptions
Our results require the following assumptions, which can be directly related to those in AS13. 
Assumption A.5. For any s = 1, . . . , p, the triangular array of processes {{Ms(Zi, θ, x, ν) : (x, ν) ∈ G} n i=1 } n≥1 is manageable with respect to the envelopes {{Ms(Zi, θ)} n i=1 } n≥1 in the sense of Pollard (1990, Definition 7.9) . Assumption A.6. {κn} n≥1 and {Bn} n≥1 are non-decreasing sequences of positive constants such that n → ∞ implies that: (a) κn → ∞, (b) Bn/κn → 0, (c) Bn → ∞, and (d) √ n/κn → ∞.
We now briefly explain each of these assumptions. Assumption A.2 combines Assumptions S1-S4 in AS13, who propose several candidates for S that satisfy all of these necessary conditions. For convenience, we describe two of these candidates that are already tailored to the setup of this paper. The first example is the modified method of moments (MMM) test function:
where [z]− ≡ |z| × 1(z < 0). The second example is the quasi-likelihood ratio (QLR) test function:
The measure µ is analogous to the weight function Q in AS13 and Assumption A.3 is related to their Assumption Q.
18 By virtue of Assumption A.3, any subset of G with positive Lebesgue measure will be assigned a positive probability. There are many possible candidates for this measure. For example, we could consider the following product measure:
where µ1 is any continuous distribution with full support on R (e.g. standard normal N (0, 1)), and µ2 is any continuous distribution with support on (0, r) (e.g. uniform U (0, r)). Of course, there are many other possible valid choices. In fact, as suggested by AS13, one could also incorporate information about the support of the covariates to produce a more "efficient" weight function. Assumption A.4 is a smoothness assumption on the moment conditions that define our partially identified model. Recall from Eqs. (4.4) and (4.7) that EF [M (Z, θ, x, ν)] is the result of integrating a function on a box B(x, ν), whose center is x and whose length of its sides is determined by ν. Assumption A.4 requires that this the expectation changes continuously as we infinitesimally increase the length of the sides of the box B(x, ν). This assumption can be considered mild because it applies to an expectation, which is a smoothing operator. For example, it is satisfied in Example 1.1 provided that G is continuous.
Assumption A.5 is analogous to Assumption M(c) in AS13. This assumption provides a sufficient condition to obtain a functional version of the central limit theorem and the law of large numbers, which is the key to our inferential results.
Finally, Assumption A.6 specifies thresholding sequences that need to be chosen by the researcher in order to implement the GMS approximation. These sequences are typical in GMS type of inference (see, e.g., Andrews and Soares (2010) and Bugni (2010) , among others). While Assumption A.6 restricts these sequences in terms of rates of convergence, they provide little guidance on how to choose them in practice for a given sample size. Based on experience drawn from their Monte Carlo simulation, AS13, Page 643 recommend using κn ≡ (0.3 ln(n)) 1/2 and Bn ≡ (0.4 ln(n)/ ln ln(n)) 1/2 . We follow this recommendation for our own simulations.
A.2.3 Results on identification
Our next result has the objective of providing a formal justification for our definition of the test function Tn in Eq. (5.1). Our confidence set is an example of the criterion function approach to inference in partially identified models developed by Chernozhukov, Hong, and Tamer (2007) . A central population object in this approach is the so-called criterion function, denoted by TF (θ) : Θ → R+ with the defining property that it takes value of zero if and only if θ ∈ ΘS(F ). The following result proposes a particular function and verifies that it is a criterion function for the current problem. 
where DF (θ) is as in Eq. (A.2). Then, TF (θ) is a population criterion function for ΘS(F ), i.e., TF (θ) ≥ 0 and = 0 if and only if θ ∈ ΘS(F ). We now show that there exists η > 0 s.t.
S( EF
By Assumption A.2(e) and the fact that V arF [M (Z, θ, x, ν)] is positive semi-definite, it suffices to show that
So, suppose that S(EF [M (Z, θ, x, ν)], λDF (θ)) ≥ η ∀(x, ν) ∈ A does not hold, i.e., suppose that ∃{(xs, νs)} s≥1 with (xs, νs) ∈ A ∀s ∈ N s.t. lims→∞ S(EF [M (Z, θ, xs, νs)], λDF (θ)) = 0. By the compactness of A, {(xs, νs)} s≥1 has a convergent subsequence in A with a limit point (x * , ν
, λDF (θ)) = 0, which is a contradiction.
To conclude the proof, consider the following argument:
where the first inequality holds by Assumptions A.2(c) and A.3, the second inequality holds by Eq. (A.4), and the strict inequality holds by Assumption A.3.
Remark A.1. Since the test function Tn(θ) in Eq. (5.1) is the sample analogue of the population criterion function TF (θ), Theorem A.3 provides a formal justification for our proposal.
A.2.4 Results on inference
Our first result is to establish functional central limit theorem and law of large numbers for the relevant stochastic processes along relevant (sub)sequences of data generating processes.
Lemma A.2. Assume Assumption A.5 and that {(θ kn , F kn ) ∈F0} n≥1 ∈ SubSeq(h2) for an arbitrary subsequence {kn} n≥1 of {n} n≥1 . Then:
as stochastic processes indexed by (x, ν) ∈ G, where v h 2 is a R p -valued Gaussian process with zero mean and variancecovariance kernel h2(·, ·) on G × G.
Proof. For the sake of notation, the subsequence {kn} n≥1 is replaced by the original sequence {n} n≥1 . Thus, suppose that {(θn, Fn) ∈F0} n≥1 ∈ SubSeq(h2). The result follows AS13, Lemmas A1(a) and E3. Below, we provide the main ideas behind these arguments. By Pollard (1990, Theorem 10 .2), the result can be shown by defining the following pseudo-metric:
and using it to prove the following three sufficient conditions for weak convergence:
(1) (G, ρ) is a totally bounded pseudo-metric space.
(2) The finite dimensional convergence holds, i.e., ∀(a, L) ∈ R p /0×N and ∀{(xs, νs)}
converges in distribution to an L-dimensional Gaussian distribution with zero mean and variance covariance matrix with (s1, s2) component given by a h2((xs 1 , νs 1 ), (xs 2 , νs 2 ))a.
(3) {vn,F n (θn, x, ν) : (x, ν) ∈ G} n≥1 is stochastically equicontinuous with respect to ρ.
To prove these, AS13 rely on the Cramer-Wold device. Specifically, AS13, Lemma A1(a) show that conditions (1)-(3) are the result of fixing a ∈ R p /0 arbitrarily, defining the following pseudo-metric: .5) and using it to prove the following three conditions:
(a) (G, ρa) is a totally bounded pseudo-metric space.
(b) The finite dimensional convergence holds, i.e., ∀L and ∀{(xs, νs)} L s=1 ⊂ G, {a vn,F n (θn, xs, νs)} L s=1 converges in distribution to an L-dimensional Gaussian distribution with zero mean and variance covariance matrix with (s1, s2) component given by a h2((xs 1 , νs 1 ), (xs 2 , νs 2 ))a. This convergence uniquely determines a Gaussian distribution va concentrated on the space of uniformly ρa(·)-continuous bounded functionals on G, Uρ a (G),
To prove conditions (a)-(c), we rely on AS13, Lemma E3, which extends Pollard (1990, Theorem 10.6, page 53) to triangular array stochastic processes. Fix a ∈ R p /0 and (x, ν), (x,ν) ∈ G arbitrarily and define:
By definition, notice that: a vn,F n (θn, x, ν) = n i=1 fa,n,i(ω, x, ν). AS13, Lemma E3, indicate that conditions (a)-(c) hold provided that ∀a ∈ R p /0, the following conditions hold:
is manageable with respect to some envelopes {Fa,n,
a,n,i 1(Fa,n,i > ε)] = 0 for all ε > 0, (v) The pseudo-metric ρa in Eq. (A.5) satisfies ρa((x, ν), (x,ν)) ≡ limn→∞ ρn,a((x, ν), (x,ν)) for all (x, ν), (x,ν) ∈ G and, for all deterministic sequences {(xn, νn) ∈ G} n≥1 and {(xn,νn) ∈ G} n≥1 , ρa((xn, νn), (xn,νn)) → 0 implies that ρn,a((xn, νn), (xn,νn)) → 0,
We now briefly discuss how to verify these conditions. Condition (i). By Assumption A.5, {a M (Zi, θ, x, ν) : (x, ν) ∈ G} n i=1 is manageable with respect to the envelopes {a M (Zi, θ)} n i=1 . By Eq. (A.6) and AS13, Lemma E1, it then follows that {fa,n,i(ω, x, ν) : (x, ν) ∈ G} n i=1 is manageable with respect to envelopes {Fa,n,i(ω)} n i=1 , where:
. While the definitions of the stochastic processes and the envelopes in Eq. (A.7) are slightly different from that in AS13, the same arguments used in their proof of AS13, Lemma E3 can be successfully applied in the current setup.
Lemma A.3. Assume Assumption A.5 and that {(θ kn , F kn ) ∈F0} n≥1 ∈ SubSeq(h2) for an arbitrary subsequence {kn} n≥1 of {n} n≥1 . Then:
Proof. For the sake of notation, the subsequence {kn} n≥1 is replaced by the original sequence {n} n≥1 . Thus, suppose that {(θn, Fn) ∈F0} n≥1 ∈ SubSeq(h2). The result follows closely the argument in AS13, Lemma A1(b). Consider the following derivation:
The RHS is a sum of two terms. By {(θn, Fn) ∈F0} n≥1 ∈ SubSeq(h2), the second term converges to zero. Hence, it suffices to show that the first term is op(1). For any s1, s2 = 1, . . . , p, the (s1, s2)-component ofĥ2,n,F n ((x, ν), (x,ν)) is given by:
where we have relied on the i.i.d. assumption implicit in (θn, Fn) ∈F0 and the following definitions:
According to this definition, notice that
Based on this argument, the desired result follows from proving that ∀s,š = 1, . . . , p,
To complete this task we rely on AS13, Lemma E2, which extends Pollard (1990, Theorem 8.2 ) to triangular array stochastic processes. This result requires that for arbitrary s,š = 1, . . . , p, we verify certain conditions on the following triangular array of processes:
is manageable with respect to the envelopes
. From this, it follows that {Ms(Zi, θ, x, ν) : (x, ν) ∈ G} n i=1 is manageable with respect to the envelopes {Ms(Zi, θ)} n i=1 . By AS13, Lemma E1, it then follows that {f m n,i,s (ω, x, ν) : (x, ν) ∈ G} n i=1 is manageable with respect to envelopes {Fn,i,s(ω)} n i=1 , where:
(A.8)
To complete the argument, it suffices to show that n
n,i,s ] ≤Ǩ for someǨ < ∞, η > 0, and all n ∈ N. For this purpose, consider the following derivation for η = 1 + δ with δ > 0 as in Definition A.1:
where the equality holds by Eq. (A.8), the inequality holds by the convexity of x 2+δ and elementary arguments.
The desired result then follows immediately from (θn, Fn) ∈F0, as this implies that F (A.9)
n,i,s,š ] ≤Ǩ for someǨ < ∞, η > 0, and all n ∈ N. For this purpose, consider the following derivation for η = 1 + δ/2 with δ > 0 as in Definition A.1: Proof of Theorem 5.1. The proof of this result follows closely that of AS13, Theorem 2(a). To verify this, notice that Assumption A.2 implies their Assumptions S1-S2, Assumption A.5 implies the manageability of the stochastic processes implied by their Assumption M, and Assumption A.6 implies their Assumption GMS1. We now describe the main ideas behind this proof. Suppose that Eq. (5.6) does not hold. In this case, we can find a subsequence {an} n≥1 of {n} n≥1 and a sequence {(θa n , Fa n ) ∈F0} n≥1 s.t. PF an (θa n ∈ CSa n ) > α ∀n ∈ N. By the compactness restriction that is implicit in the definition ofF0, we can find a further subsequence {bn} n≥1 of {an} n≥1 s.t. {(θ bn , F bn ) ∈F0} n≥1 ∈ SubSeq(h2) for some limiting variance-covariance kernel h2, where SubSeq(h2) is as in Definition A.4. By this and Assumption A.5, Lemmas A.2-A.3 imply that:
as stochastic processes indexed by (x, ν) ∈ G. This and Assumptions A.2 and A.6 allow us to establish AS13, Lemmas A2-A5. In turn, these results can be used to contradict the fact that PF bn (θ bn ∈ CS bn ) > α ∀n ∈ N, concluding the proof.
Proof of Theorem 5.2. The proof follows closely the arguments in AS13, Theorem 3, with the exception of certain steps. In particular, notice that (θ, F ) ∈ F s.t. θ ∈ ΘS(F ) and Assumption A.4 replace their Assumptions FA and CI. For the sake of completeness, we sketch the main steps of the proof and point out the differences with the one in AS13. Consider the following derivation:
PF (θ ∈ CSn) = PF (Tn(θ) ≤ c(ϕn(θ, ·),ĥ2,n(θ, ·), 1 − α + η) + η)
≤ PF (Tn(θ) ≤ c(0,ĥ2,n(θ, ·), 1 − α + η) + η)
= PF (n −χ/2 Tn(θ) ≤ n −χ/2 (c(0,ĥ2,n(θ, ·), 1 − α + η) + η)),
where the first line holds by definition ofĉn(θ, 1−α), the second line holds by definition of ϕn(θ, ·) and c(·,ĥ2,n(θ, ·), 1− α + η), combined with Assumptions A.2(b) and A.6, which imply that ϕn(θ, ·) ≥ 0, and the last line holds trivially for χ as in Assumptions A.2(g). The proof is completed by showing that, as n → ∞, (a) PF (n −χ/2 Tn(θ) ≥ C) → 1 for some C > 0 and (b) c(0,ĥ2,n(θ, ·), 1 − α + η) = Op(1), which implies that n −χ/2 (c(0,ĥ2,n(θ, ·), 1 − α + η) + η) = op(1).
The proof of (b) is identical to the proof in AS13 (which requires our Assumptions A.2 and A.5). On the other hand, our proof of (a) is slightly different, and we cover the main differences below. By definition, θ ∈ ΘS(F ) implies that ∃j ≤ p s.t. EF [Mj(Z, θ, x, ν)] < 0 for some (x, ν) ∈ G. Under Assumptions A. The convergence in the fourth line is a result of this, the almost sure representation theorem, the bounded convergence theorem, and Assumption A.2(d). By Eq. (A.11), PF (n −χ/2 Tn(θ) ≥ ηµ(A)/2) → 1 for some ηµ(A)/2 > 0.
A.2.5 Computation of GMS confidence sets
This paper considers confidence sets of the form: CSn = {θ ∈ Θ : Tn(θ) ≤ĉn(θ, 1 − α)}.
In practice, both the test statistic Tn(θ) and the GMS critical valueĉn(θ, 1 − α) require the computation of integrals with respect to the probability measure µ. Furthermore, cn(θ, 1 − α) also requires computation of quantiles of a certain Gaussian process. The objective of this section is to describe how to implement these approximations. First of all, integrals with respect to probability measure µ can be approximated with arbitrary accuracy by Monte Carlo simulation, i.e., we draw an arbitrarily large sample: {(xu, νu)} sn u=1 is i.i.d., distributed according to µ(x, ν) (A.12) and approximate the integral with a sample average using this sample. The quality of the approximation to these integrals is controlled by the number of random draws used, sn, which are assumed to satisfy sn → ∞ as n → ∞. Following AS13, Sections 3.5 and 4.2, we only need to draw the sample in Eq. (A.12) once and use it to approximate integrals in both Tn(θ) and cn(θ, 1 − α) for all θ ∈ Θ. Approximating the test function Tn(θ) in Eq. (5.1) is a matter of replacing the integral with a sample average. In particular, we use:
T n,sn (θ) ≡ 1 sn sn u=1 S(n 1/2 M n(θ, xu, νu), Σn(θ, xu, νu)),
where {(xu, νu)} sn u=1 is the i.i.d. sample in Eq. (A.12), and M n(θ, x, ν) and Σn(θ, x, ν) are as in Eq. (5.2). Approximating the GMS critical value is slightly more involved. We provide two algorithms that can be used to approximateĉn(θ, 1 − α), referred to as asymptotic approximation and bootstrap. Both approximations coincide in approximating integrals by Monte Carlo integration but differ in the method used to approximate a certain Gaussian process. In both of these algorithms, the quality of the approximation is controlled by the number of repetitions involved, denoted by τreps, and assumed to satisfy τreps → ∞ as n → ∞.
Approximation ofĉn(θ, 1 − α) by simulation. 
