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NEARLY FUCHSIAN SURFACE SUBGROUPS OF
FINITE COVOLUME KLEINIAN GROUPS
JEREMY KAHN AND ALEX WRIGHT
Abstract. Let Γ < PSL2(C) be discrete, cofinite volume, and
noncocompact. We prove that for all K > 1, there is a subgroup
H < Γ that is K-quasiconformally conjugate to a discrete cocom-
pact subgroup of PSL2(R). Along with previous work of Kahn and
Markovic [KM12], this proves that every finite covolume Kleinian
group has a nearly Fuchsian surface subgroup.
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1. Introduction
Main result. In this paper, we study the geometry of finite vol-
ume, complete, non-compact hyperbolic three manifolds M = H3/Γ,
or equivalently their associated Kleinian groups Γ < PSL2(C). We say
that a surface subgroup H < Γ is K-quasi-Fuchsian if its action on ∂H3
is K-quasiconformally conjugate to the action of a cocompact Fuchsian
group of PSL2(R). We say that a collection of quasi-Fuchsian surface
subgroups is ubiquitous if, for any pair of hyperbolic planes Π,Π′ in H3
with distance d(Π,Π′) > 0, there is a surface subgroup whose boundary
circle lies between ∂Π and ∂Π′. Our main result is the following.
Theorem 1.1. Assume H3/Γ has finite volume, and is not compact.
For all K > 1, the collection of K-quasi-Fuchsian surface subgroups of
Γ is ubiquitous.
Informally speaking, this result says that every cusped hyperbolic
three manifold contains a great many almost isometrically immersed
closed hyperbolic surfaces.
Related results. Kahn and Markovic proved the analogous statement
when Γ is cocompact [KM12]. This was a key tool in Agol’s resolution
of the virtual Haken conjecture [Ago13]. Kahn and Markovic went on
to prove the Ehrenpreis Conjecture using related methods [KM15].
Prior to Theorem 1.1, there were no known examples of Γ as in
Theorem 1.1 that contained a K-quasi-Fuchsian surface subgroup for
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all K > 1, except for trivial examples containing a Fuchsian surface
subgroup. However, Masters and Zhang showed that every such Γ has
a K-quasi-Fuchsian surface subgroup for some K > 1 [MZ08, MZ]. See
also Baker and Cooper [BC15].
Independently of the current work, and using different methods,
Cooper and Futer proved that the collection of K-quasi-Fuchsian sur-
face subgroups is ubiquitous for some K > 1 [CF]. This result, and
also Theorem 1.1, answers a question of Agol [DHM, Question 3.5].
Cooper and Futer use their results to give a new proof [CF, Corollary
1.3] of the result of Wise [Wis] that Γ acts freely and cocompactly on a
CAT (0) cube complex. Later Groves and Manning [GM] used Cooper
and Futer’s results to give a new proof of the result of Wise [Wis] that
Γ is virtually compact special.
Hamensta¨dt showed that cocompact lattices in rank one simple Lie
groups of non-compact type distinct from SO(2m, 1) contain surface
subgroups [Ham15].
Motivation and hopes for the future. One may view Theorem
1.1, as well as [KM12, KM15, Ham15], as special cases of the general
question of whether lattices in Lie groups G contain surface subgroups
that are “close” to lying in a given subgroup isomorphic to PSL(2,R).
The solution to the original surface subgroup conjecture is the case
where G = PSL(2,C) and Γ is cocompact; the solution to the Ehren-
preis conjecture is the case where G = PSL(2,R) × PSL(2,R) and
Γ = Γ0 × Γ0 is cocompact; and Hamensta¨dt’s work concerns the case
where G is a rank one Lie group, G 6= SO(2m, 1), and Γ is cocompact.
Other cases of special interest include the punctured Ehrenpreis Con-
jecture, where G = PSL(2,R) × PSL(2,R) and Γ = Γ0 × Γ0 is not
cocompact, and higher rank Lie groups such as G = SL(n,R).
We hope that the methods in this paper will be applied to other
cases where Γ is not cocompact. In many cases, significant additional
work is required.
Farb-Mosher asked if there is a convex cocompact surface subgroup
of the mapping class group [FM02, Question 1.9]. By work of Farb-
Mosher and Hamensta¨dt, this is equivalent to asking of there is a sur-
face bundle over a surface whose fundamental group is Gromov hy-
perbolic [Ham], a question previously asked by Reid [Rei06, Question
4.7].
There are several difficulties in applying the approach of [KM12] to
the mapping class group, including that the moduli space of Riemann
surfaces is not compact, and it is not homogeneous. Our primary goal
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in proving Theorem 1.1 was to attempt to isolate and resolve some of
the difficulties of working with a non-compact space.
Finding surface subgroups in the compact case. Kahn and
Markovic’s strategy is to build quasi-Fuchsian subgroups of the fun-
damental group of a compact hyperbolic 3-manifold out of good pants.
Each pants can be viewed as a map from a three-holed sphere into
the 3-manifold, and one says the pants is good if the complex lengths
of the geodesic representatives of the three peripheral curves (“cuffs”)
are within a small constant  of a given large constant 2R. Each such
geodesic is a cuff for a great many pants, and these pants are equidis-
tributed about the cuff. Kahn and Markovic very carefully glue pairs
of pants with common cuffs to obtain a quasi-Fuchsian surface. This
requires the equidistribution of pants around each possible cuff, which
in turn depends on uniform and exponential mixing of the geodesic
(and frame) flow.
The need for a cutoff in the noncompact case. When the 3-
manifold is not compact, mixing does not imply the same equidistribu-
tion estimates in regions where the injectivity radius is small. In order
to obtain the required equidistribution that was used in the cocompact
case, we have to restrict ourselves to good pants that do not go too far
out the cusp.
The appearance of “bald spots”. By restricting the pants that
we can use based on height—how far out they go into the cusp—we
create “bald spots” around some good curves: there are regions in the
unit normal bundle to the curve that have no feet of the pants that we
want to use. (The pants that have feet in these regions go too far out
the cusp to be included in our construction). The resulting imbalance
makes it impossible to construct a nearly Fuchsian surface using one of
every good pants that does not go too far out the cusp, and far more
complicated, if not impossible, to construct a quasi-Fuchsian one.
Umbrellas. The main new idea of this paper is to first build, by hand,
quasi-Fuchsian surfaces with one boundary component that goes into
the cusp, and all remaining boundary components in the thick part.
These umbrellas, as we call them, are used to correct the failure of
equidistribution, and we wish to assemble a collection of umbrellas and
good pants into a quasi-Fuchsian surface.
The construction of the umbrella. We first tried to construct
the umbrellas out of good pants. The idea is to glue together many
good pants, gradually and continually tilting to move away from the
cusp. A major difficulty is that a cuff might enter the cusp several
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Figure 1.1. A picture of a perfect umbrella, visualized
in H3 with the vertical direction corresponding to a cusp,
and one horoball shown.
times, and we might require different, incompatible tilting directions for
each. Furthermore, as the umbrella is constructed, new cusp excursions
might be introduced. We solve these problems simultaneously by using
a component we call a good hamster wheel. The advantage of the
hamster wheel is that each boundary component created by adding
a hamster has at most one cusp excursion, and no unnecessary cusp
excursions are created.
Each hamster wheel can be viewed as a map from a many times
punctured sphere into the 3-manifold. As is the case for good pants, the
complex length of each boundary circle will be required to be within a
small constant  of a large constant 2R, however the boundary circles do
not all play the same role. There are two outer boundaries, and R inner
boundaries; see Figure 1.2. We use only hamster wheels one of whose
outer boundaries is in the compact part of the three manifold, and we
glue the other outer boundary to one of the boundary components of
umbrella that is under construction.
More details and the key estimate. We begin the proof of Theorem
1.1 by taking one pair of every pair of , R good pants of height at most
some cutoff hC , where hC is some multiple of logR. We observe that
if we allow ourselves to use all good pants, rather than only those of
height at most hC , then the pants are sufficiently well equidistributed
around each cuff of height below hC to allow us to match them while
requiring that the bending between matched pants is very small. Then,
for each pants we use above height hC (with boundary below hC), we
build an umbrella to replace it. The boundary of the umbrella is below
a target height hT , also a multiple of logR.
6 JEREMY KAHN AND ALEX WRIGHT
Figure 1.2. Identifying the left and right edges gives a
schematic picture of a hamster wheel. The top boundary
circle, the bottom boundary circle, and each of the R
many inner boundary circles each have length close to
2R  1. Each inner boundary comes extremely close
to each of its neighbors, but stays definite distance away
from the two outer boundary circles.
We have only somewhat crude control on the distribution of the
boundaries of the umbrellas, but we wish to match the remaining pants
and boundaries of umbrellas. So we need that the total size of the
boundary of all umbrellas is relatively small, so that the umbrellas
don’t ruin the equidistribution of good components about each cuff.
If we keep the target height hT constant, there are two effects to
increasing the cutoff height hC . First, this increases the size of the
umbrellas, because the umbrellas must span the distance hT −hC down
to the target height. Second, fewer cuffs of pants will come close to the
cutoff height hC , so fewer umbrellas are required. The key quantitative
comparison that makes our construction viable is that the second effect
is more significant that the first.
Extending existing technology. Our proof makes heavy use of the
technology developed in [KM12], in a context more general than it was
originally developed. Namely, we use the “local to global” result giving
that a good assembly is nearly Fuchsian, but unlike in [KM12] we use
both pants and hamster wheels, instead of just pants. In the course of
generalizing the results of [KM12] to the setting of hamster wheels, we
found that it would help to rework the corresponding section of that
paper; the result of this reworking is found in the appendix.
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Organization. Section 2 introduces the basics of good components
and assemblies, and ends by stating the local to global that is proved
in the appendix.
In Section 3 we collect the necessary results on the construction,
counting, and equidistribution of good pants, and the construction of
good hamster wheels. Our forthcoming paper [KW] details how these
are derived from mixing and the Margulis argument. Our perspective
focuses on orthogeodesic connections as in [KM15], rather than tripods
as in [KM12]. Some readers may wish to only skim this section on first
reading.
Section 4 is in a sense the heart of the paper. It constructs and proves
the necessary estimates on the umbrellas. All required facts about the
umbrellas are specified in Theorem 4.1, and its “randomized” version
Theorem 4.14. These theorems are used in Section 5, which concludes
our arguments and constructs the nearly Fuchsian surface subgroup.
Of particular importance are subsection 5.3, which calculates the size
of the bald spot, and the final subsection 5.4, which contains the key
computation that, when the cutoff height is chosen large enough, the
total number of boundaries of umbrellas below the target height is
insignificant.
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2. Good and Perfect Components and Assemblies
2.1. Geodesics and Normal Bundles. A geodesic in M is a unit
speed constant velocity1 map γ : T → M , where T is a Riemannian 1-
manifold. We say that γ is a closed geodesic if T is a closed 1-manifold
1zero acceleration
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(in which case it is necessarily a 1-torus). We say that γ is subprime if
γ∗(pi1(T )) is a proper subgroup of a cyclic subgroup of pi1(M); otherwise
we say that γ is prime. If γ is subprime it has an index n > 1 such
that there is a prime geodesic γˆ : Tˆ → M and an n to 1 covering map
pi : T → Tˆ such that γ = γˆ ◦ pi.
If γ : T → M is a geodesic, we can form the unit normal bundle
N1(γ) as
N1(γ) = {(t, v) | t ∈ T, v ∈ Tγ(t)M, ‖v‖ = 1, 〈v, γ′(t)〉 = 0}.
For the most part, we will think of two geodesics γ : T → M and
η : U → M as equivalent whenever there is an isometry h : T → U
such that γ = η ◦ h. But we will find it helpful in the sequel—
especially when we want to deal with (and then forget about) subprime
geodesics—selected a representative γ : Tγ → M for each equivalence
class of geodesics. We can then think of a geodesic as an equivalence
class.
By an oriented geodesic we mean a geodesic γ : T → M , as defined
above, along with an orientation on T , up to orientation preserving
reparametrization.
2.2. Components. Let Q0 be a compact hyperbolic Riemann surface
with geodesic boundary. A map f : Q0 → M up to free homotopy is
canonically equivalent to a homomorphism ρ : pi1(Q0) → pi1(M), up
to postconjugation. We define a component of type Q0 to be such a
map f up to free homotopy such that the associated homomorphism
ρ is injective. For any component [f ] we can find a representative
fˆ for which fˆ |∂Q0 has minimal length; this will occur if and only if
fˆ(∂iQ0) is a geodesic, for each component ∂iQ0 of ∂Q0. We call such a
representative a nice representative. From now on, when we introduce
a representative f of a component, we will assume that it is nice. We
observe the following:
Lemma 2.1. Any two nice representatives for the same component
are homotopic through nice representatives. If two nice representatives
agree on ∂Q0, then they are homotopic rel ∂Q0.
Proof. For any homotopy F : [0, 1] × X → M there is an associated
geodesic homotopy Fˆ for which the path of each point x ∈ M is a
constant speed geodesic homotopic rel endpoints to the path under
F . A geodesic homotopy between nice representatives is a homotopy
through nice representatives. 
Now let f : Q→M be a nice component, and let α be a component
of ∂Q. When we discuss good components, we will parameterize them
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by multiset of hyperbolic surfaces Qi, so that different fi : Qi → M
will be considered to associated to different (but possibly isometric)
elements Qi of the multiset. In particular, when we specify a α ∈ ∂Q,
it will be implicit that we have also specified f : Q→M .
Associated to each α is a geodesic γ given by the image of f |α. This
geodesic γ is called a cuff of f . Sometimes we may also refer to α as
a cuff, but it carries more information than the geodesic γ, namely α
carries the information of the associated component.
Let g : Tγ → M be the selected parametrization of f |α. If f |α is
prime, then there is a unique homeomorphism h : α → Tγ such that
f |α = g ◦h. If f |α is subprime of index n, then there are n such homeo-
morphisms. From now on, for each component f , we will add a choice
of homeomorphism h to the information (“package”) for the compo-
nent. As we will see, this will permit us to treat subprime geodesics on
an equal footing with the prime ones.
2.3. Assemblies in M . Suppose now that F = {fi : Qi → M} is a
multiset of components. Suppose moreover that we have a fixed-point-
free involution τ on the the multiset ∪i∂Qi, and suppose that for each
∪iα ∈ ∂Qi, both α and τ(α) determine the same geodesic in M .
Then we can identify α and τ(α) by means of their identifications
with the selected domain for their associated geodesics in M , and we
obtain the assembly F/τ . It is a surface “made out of” the Qi (which
have been joined, but not isometrically), along with a map of this
surface into M . Letting A = (F , τ) be the data for the assembly, we let
SA =
⋃
Qi/τ be the surface formed by joining theQi, and fA : SA →M
be the result of joining the fi by τ . We then let ρA : pi1(SA)→ Isom(H3)
be the associated surface group representation.
What we just described is more properly called a complete assembly
or a closed assembly. If we are given an involution τ on a proper subset
of ∪i∂Qi, then we obtain a surface which still has some boundary, which
we will call an incomplete assembly.
2.4. Oriented Components and Assemblies. Let us now assume
that every perfect model Qi is oriented. This of course induces orienta-
tions on ∪i∂Qi, and we now assume that τ is orientation reversing on
each α. Then ∪iQi/τ will be oriented, and F/τ is an oriented assembly.
We observe that, given F = {fi : Qi →M}, there may be no such τ
that respects (that is to say, reverses) orientation. In fact, there is such
a τ if and only if ∂F = 0, where ∂F assigns to each oriented geodesic
γ in M , the difference between the number of α ∈ ∪i∂Qi for which
F|α = γ, and the number for which F|α = γ−1.
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2.5. The Doubling Trick. We now introduce the doubling trick, which
is an effective way to get a family F for which ∂F = 0.
So suppose we have a family F = {fi : Qi → M}, where the Qi are
again oriented. We can form the family F−1 = {fi : Qi → M}, where
the only difference is that we have reversed the orientation of each of
the Qi. Letting 2F denote F
∐F−1, we observe that ∂(2F) = 0.
Now for each geodesic γ for M , let F(γ) denote the multiset of α
whose associated geodesic in M is γ or γ−1. (Of course, F(γ) may be
empty). Suppose that for each we have a bijection σγ : F(γ) → F(γ).
Now we can take 2F(α) and divide it into those guys with the same
orientation as α (call the set of them F+(α)), and those guys with the
opposite orientation (F−(α)). Then each α ∈ F (γ) has an α+ and an
α−, and we define an involution τ on 2F(α) by τ(α+) = (σ(α))−, and
τ(α−) = (σ−1(α))+. This involution will result in a closed oriented
assembly.
In the previous two paragraphs, it might be more instructive to think
of the original Qi’s as orientable but not oriented. Then we take two
copies of each fi : Qi → M , one with each orientation of Qi, to obtain
an oriented family with two components for each original component.
We then define F(α) and 2F (α) = F+(α)
∐
F−(α) as above; the point
is that none of this construction uses the original orientations of the
Qi.
There is also a more subtle version of the doubling trick, which pro-
ceeds as follows: First, suppose that we have an oriented partial assem-
bly A = (F , τ). We can form the assembly A−1 by reversing the orien-
tations of each Qi that appears in F , while leaving the τ unchanged.
We observe that invariants of A that depend on the orientation of A
will be negated in A−1. Nonetheless A−1 is a perfectly legitimate par-
tial assembly, and the total boundary of A−1 will be the same as the
total boundary of A, except with all the orientations reversed.
Suppose now that we have a set A = {Ai} of oriented partial assem-
blies (which we maybe think again as orientable partial assemblies).
Then we can form A−1 = {A−1i }, and let 2A = A
∐A−1. For each ge-
odesic α in M , we can proceed as before, replacing F with A and using
only the outer (unmatched) boundaries of the Ai. The result with be a
complete assembly which will have each Ai and A
−1
i as a subassembly.
2.6. Pants and Hamster Wheels. We now describe the two types
of components that will appear in this paper. First we will fix a large
integer R (how large R must be will be determined later in the paper).
Now we let the perfect pants PR be the unique planar compact hy-
perbolic surface with geodesic boundary, such that the boundary has
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three components of length 2R. Let us denote the three boundary
components of PR by Ci, i ∈ Z/3Z.
Let us now define the R perfect hamster wheel HR. It is a planar
hyperbolic Riemann surface with R + 2 geodesic boundaries, each of
length 2R. It admits a Z/RZ action, which fixes two of the boundaries
setwise (we call these the outer cuffs), and cyclically permutes the other
R boundaries (the inner cuffs). We claim that there is a unique surface
(with geodesic boundary) with these properties, and we call it HR.
We can also construct HR as follows. Let QR denote the pants with
cuff lengths 2, 2 and 2R. If we collapse the cuff of length 2R to a point,
we obtain an annulus; the map of QR to this annulus induces a map qR
of pi1(QR) to Z. We then let HR be the regular cyclic cover of degree
2R of QR induced by q
−1
R (〈2R〉). It has R cuffs that map by degree 1
to the cuff of length 2R in QR; these are the inner cuffs. It has 2 cuffs
that map by degree R to one of the cuffs of length 2 in QR; these are
the outer cuffs.
2.7. Orthogeodesics and Feet. Suppose that αi : Ti → M , i = 0, 1,
are two closed geodesics in M with distinct images. Suppose that
η : [0, 1] → M and xi ∈ Ti are such that η(i) = αi(xi), i = 0, 1. Then
there is a unique ηˆ : [0, 1] → M such that ηˆ has constant velocity, is
homotopic to η through maps with the xi condition described above
(where xi ∈ Ti is permitted to vary), and is such that 〈ηˆ′(i), α′(xˆi)〉 =
0 (ηˆ is orthogonal to the αi). We call ηˆ the orthogeodesic properly
homotopic to η. If α0 and α1 intersect, it may be that η is the constant
function; otherwise we can reparameterize ηˆ to η̂ : [0, a]→M with unit
speed; we then let the feet of η be η̂′(0) and −η̂′(a); there is one foot
of η̂ on each of the αi.
Now let f : Q0 →M be a nice component. For any orthogeodesic η0
for Q0 between α0 and α1, we can form the orthogeodesic η for f(η0)
between f |α0 and f |α1 . With the identification of αi with the canonical
domain for f |αi , we can think of the feet of η as elements of N1(f |αi).
2.8. Good and Perfect Pants. For each i, we let ai be the unique
simple orthogeodesic in PR connecting Ci−1 and Ci+1.
Now let f : PR → M be a pants in M . As described above, we can
determine the three cuffs of f , as well as the three short orthogeodesics
ηi induced by the f |ai .
We define the half-length of γi, denoted hl(γi), to be the complex
distance from ηi−1 to ηi+1 along γi, which is defined to be the complex
between lifts of ηi−1 and ηi+1 that differ by a lift of the positively
oriented segment of γi joining ηi−1 and ηi+1. It is equivalent to use
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the positively oriented segment of γi joining ηi+1 to ηi−1, and hence
two times hl(γi) is equal to the complex translation length l(γ) of γi
[KM12, Section 2.1].
We define an R,  good pair of pants in Isom(H3) to be a Isom(H3)
conjugacy class of representations ρ as above for which
|hl(γi)−R| < .
Note that, as a complex distance, hl(γi) is an element of C/(2piiZ).
Here we mean that there exists a lift to C for which this inequality
holds. Since  will always be small, this lift is unique if it exists, so for
any R,  good pair of pants we may consider hl(γi) to be a complex
number by considering this lift.
An R perfect pair of pants in Isom(H3) is an R, 0 good pair of pants.
In other words, it is the conjugacy class of a Fuchsian representation
associated to a Fuchsian group uniformizing a hyperbolic pair of pants
with three boundary components of length 2R.
We define good and perfect pants in Γ to be Γ conjugacy classes of
representations ρ : Π0 → Γ for which the associated Isom(H3) conju-
gacy class of representations to Isom(H3) is good or perfect.
Given ρ : Π0 → Isom(H3) as above, the unit normal bundle N1(γi)
to γi is a torsor for the group C/(2piiZ + l(γi)Z). (A torsor is a space
with a simply transitive group action.) Each ηi determines a point
in N1(γi−1) and a point in N1(γi+1), which are the normal directions
pointing along the unoriented geodesic arc ηi at each endpoint, and
which are called the feet of ηi. The difference of two elements of N
1(γ)
is a well defined element of C/(2piiZ+ l(γ)Z), and the condition
|hl(γi)−R| < 
above can be rephrased as saying that the difference of the two feet on
γi is within ε of R.
2.9. Good and Perfect Hamster Wheels.
Slow and Constant Turning Vector Fields. Suppose that γ is a closed
geodesic in a hyperbolic 3-manifold. Recall that the unit normal bundle
for γ is a torsor for Tγ := C/(2piiZ+ l(γ)Z); it fibers over γ, and a unit
normal field u for γ is a section of this bundle. For any such u we have
a curve on Tγ up to translation and hence u has a slope at each point
of γ. A constant turning normal field for γ is a smooth unit normal
field u with constant slope. This constant slope has value (θ+ 2pik)/b,
where l(γ) = b+ iθ, and k ∈ Z. In the case where |θ+2pik| < pi, we say
that u is a slow and constant turning normal field. (Typically we will
have θ < , and b close to 2R, so the slope will indeed be small). The
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space of slow and constant turning vector fields for γ (at least when γ
is R,  good) is a 1-torus (a circle) and every slow and constant turning
vector field is determined by its value at one point of γ. If v ∈ N1(γ),
and x ∈ γ is the base point of v, we will use v − u as a shorthand for
v − u(x), which is an element of Tγ.
The rims of the perfect Hamster wheel HR are defined to be the
outer boundary geodesics. The rungs are defined to be the minimal
length orthogeodesics joining the two rims. Each hamster wheel has 2
rims and R rungs.
Suppose now we have a hamster wheel f : HR → M . We let γl, γr
be the images by f of the rims of HR, and we let λi, i ∈ Z/RZ, be the
orthogeodesics for γl and γr corresponding (by f) to the rungs of HR.
(Then γl and γr are the rims for f , and the λi are the rungs).
For each i, we let ηil be the foot of λi at γl, and likewise define ηir.
We say that f is , R-good if there exist slow and constant turning
vector fields vl and vr on γl and γr such that the following statements
hold:
(1) For each i, the complex distance between γl and γr along λi
satisfies
(2.9.1) |dλi(γl, γr)− (R− 2 log sinh 1)| < /R.
(2) For each i, we have
(2.9.2) |ηil − vl| < /R
and
(2.9.3) |dγl(ηil, η(i+1)l)− 2| < /R
and likewise for l replaced by r.
We define the official slow and constant turning vector field vl on
γl as follows. For each i, there is a unique slow and constant turning
vector field on γl through ηil. By (2.9.2), all these slow and constant
turning vector fields lie in a small interval, so we can take their mean,
and call this vl. We likewise define vr on γr.
For each inner cuff γ of f , we will choose two formal feet which are
unit normal vectors to γ, as follows. For each adjacent inner cuff, we
consider the foot on γ of the short orthogeodesic to the adjacent cuff; we
call the two resulting feet α+ and α−. We will see that |α+−α−−R| is
small; it follows that we can find unique α′+ and α
′
− such that α
′
+−α+
is small and equal to α− − α′−, and α′+ − α′− = hl(γ). We then let
{α′+, α′−} be the formal feet of γ. Because α′+ − α′− = hl(γ), there is a
unique slow and constant turning vector field through α′− and α
′
+.
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2.10. Good Assemblies. For the purposes of this paper, a good com-
ponent is a good pants or a good hamster wheel. (It is possible to
provide a much more general definition).
For consistency of terminology, we now define the formal feet and
the slow and constant turning vector field of a good pants, so that
these terms will be defined for all good components. The formal feet
for a good pants are just the actual feet (of the short orthogeodesics),
and the slow and constant turning vector field for a good pants is the
unique such field that goes through the feet.
Given two good components and a curve γ that occurs in both of
their boundaries, we say that they are well-matched if the following
holds.
(1) Both components have formal feet on this curve. In this case,
let one formal feet be α0 ∈ N1(√γ), and let the other be α1.
Then we require that |α0 − α1 − (1 + ipi)| < /R.
(2) Otherwise the constant turning fields form a bend of at most
100.
In the first case, the two component must be oriented, since the defini-
tion of complex distance uses the orientation, and we require the two
components to induce opposite orientations on the curve. In the second
case, no orientations are required, but if the components have orien-
tations we typically also require that the two components to induce
opposite orientations on the curve.
2.11. Good is Close to Fuchsian. In the appendix we will prove the
following theorem:
Theorem 2.2. There exists C0, 0, R0 > 0 such that for all  < 0
and R > R0: Let A be an , R good assembly in M , and let ρA be
the corresponding surface group representation. Then ρA is 1 +C0-qc
conjugate to a Fuchsian group.
This theorem, which we use in Section 5.4, implies that a good as-
sembly is homotopic to a nearly geodesic immersion of a surface.
3. Mixing and counting
We begin by giving some basic results on counting geodesic connec-
tions, which are derived from mixing of the geodesic flow using the
Margulis argument. We then give applications to counting good pants
and good hamster wheels.
First we recall that there is a universal constant 0, independent of
Γ, such that horoballs about different cusps consisting of points with
injectivity radius at most 0 are disjoint. We define the height of a point
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in H3/Γ to be the signed distance to the boundary of these horoballs, so
that the height is positive if the point lies in the union of these horoballs
and negative otherwise. We define the height of a closed geodesic in
H3/Γ to be the maximum height of a point on the geodesic, and the
height of a pants to be the maximum of the heights of its cuffs.
Given a geodesic segment or closed geodesic, we call the cusp excur-
sions the maximal subintervals of the geodesic above height 0. In the
case of a geodesic segment, we say that a cusp excursion is intermedi-
ate if it does not include one of the endpoints of the segment. So, if
a geodesic starts or end in the cusp, it will have an initial or terminal
cusp excursion, and all other cusp excursions are called intermediate.
Sometimes we think of an initial or terminal cusp excursion as forced,
since the existence of such excursions are indeed forced by the location
of the endpoints of the segment.
3.1. Counting good curves. First we recall the count for closed
geodesics, which is a standard application of the Margulis argument.
Let Γ,R denote the set of , R good curves. Then
(3.1.1) lim
R→∞
#(Γ,R)
2e4R/R
= c,
where cε is a non-zero constant depending on .
Let Γ≥h,R denote the number of , R good curves with height at least
h. We have the following crude estimate.
Lemma 3.1. For all h ≥ 0, #(Γ≥h,R) is
O(Re−2h#(Γ,R)),
where the implicit constant may depend on Γ and .
For a proof, see for example [KW]. Note that when h ≤ 1
2
logR, the
lemma has no content.
3.2. Counting geodesic connections in H3/Γ. Suppose that γ0 and
γ1 are oriented closed geodesics in Isom(H3)/Γ. (We could make a
similar statement for general geodesics, but we would have no cause to
use it). A connection between γ0 and γ1 is a geodesic segment α that
meets γ0 and γ1 at right angles at its endpoints. In the case where
γ0 = γ1 we will frequently call α a third connection. For each such α
we let ni(α) be the unit vector that points in toward α at the point
where α meets γi. We also let θ(α) be the angle between the tangent
vector to γ1 where it meets α and the parallel transport along α of the
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tangent vector to γ0 where it meets α, and define w(α) = l(α) + iθ(α).
Thus given α, we have a triple
I(α) ≡ (n0(α), n1(α), w(α)) ∈ I(γ0, γ1) ≡ N1(γ0)×N1(γ1)× C/2piiZ.
Viewing C/2piiZ as S1×R, we put the measure on I(γ0, γ1) that is the
product of Lebesgue measure on the first three coordinates of I(γ0, γ1)
(normalized to total measure 1) times e2tdt on R. We also have a metric
on I(γ0, γ1) that is just the L2 norm of the distances in each coordinate.
We then have the following theorem [KW].
Theorem 3.2. There exist positive constants q, s depending on Γ such
that the following holds when R− is sufficiently large. Suppose A ⊂
I(γ0, γ1), and let R− be the infimum of the fourth coordinate of values
in A. Assuming the heights of the associated points in γ0 and γ1 are
bounded over A by sR−, and set η = e−qR
−
. Then the number of
connections n(A) for α between γ0 and γ1 that have I(α) ∈ A satisfies
(1− η)|N−η(A)| ≤ n(A)| Isom(H3)/Γ| ≤ (1 + η)|Nη(A)|.
Furthermore if n≥h(A) denotes the number of connections with at least
one intermediate cusp excursion of height at least h, and R+ is the
supremum of the fourth coordinates of values in A, then n≥h(A) is
O(R+e2R
+−2h)
when A is contained in a ball of unit diameter. The implicit constant
can be taken to depend only on Γ.
3.3. Counting pants. By considering Theorem 3.2 with γ0 = γ1 = γ,
we can derive a count for the number of good pants that have γ as a
boundary.
There is a one-to-one correspondence between third connections α
(from γ to itself) and pants with γ as boundary. Define I(γ) = I(γ, γ).
We first describe how to determine in terms of
I(α) = (n0(α), n1(α), w(α)) ∈ I(γ)
whether the corresponding pants is , R good.
Suppose that α1, α2 are oriented geodesic arcs in a hyperbolic three
manifold that meet at right angles at both of their endpoints, forming
a bigon. Let e1 be the complex distance between two lifts of α2 that
are joined by a lift of α1, and similarly define e2, so e1 and e2 lie in
C/2piiZ and have positive real part.
Let γ′ be the closed geodesic homotopic to the concatenation of α1
and α2 at both meeting points. Then the complex length l(γ
′) of γ′ is
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a function h of e1 and e2. This function can be computed explicitely
using hyperbolic geometry, giving the estimate
h(e1, e2) = e1 + e2 − log(2) +O(e−min(Re(e1),Re(e2))).
The same estimate in the two dimensional case was used in [KM15,
Section 3.3].
Let γ be a closed geodesic. An oriented connection α from γ to itself
subdivides γ into two oriented arcs γ1 and γ2, where γ1 begins at the
start point of α and both γi carry the induced orientation from γ. Both
γi meet α at each of their endpoints at right angles. If we set α1 = α
and α2 = γ1, then above we have
e2 = n1(α)− n0(α) + ipi ∈ C/(l(γ)Z+ 2piiZ),
which we view as an element of C/(2piiZ) by taking the lift with real
part between 0 and the real length of γ. We also have e1 = w(α).
Thus the length of one of the new cuffs of the pants with α as the third
connection is
h(e1, e2) = h(w(α), n1(α)− n0(α) + ipi).
A similar calculation shows that the length of the other new cuff is
h(w(α), n0(α)− n1(α) + ipi).
We define J,R(γ) ⊂ I(γ) to be the set of parameters for which these
computations and the h function show that the pants obtained from α
and γ have complex lengths of all cuffs within 2 of 2R: it is the subset
of (n0, n1, w) ∈ I(γ) for which
|h(n1 − n0 + ipi, w)− 2R| < 2 and |h(n0 − n1 + ipi, w)− 2R| < 2.
The set of solutions in C/2piZ to
|e1 + e2 − log(2)− 2R| < 2 and | − e1 + e2 − log(2)− 2R| < 2
has two components, one in which e1 and e2 have imaginary part close
to 0, and the other in which they have imaginary part close to pi.
Similarly, J,R has two components. One corresponds to good pants,
and the other corresponds to pants with a cuff with half length that is
ipi off from good. Define I,R(γ) to be the component corresponding to
good pants.
Since the unit normal bundle N1(γ) is a torsor for C/(l(γ)Z+2piiZ),
the map n 7→ n + hl(γ) is an involution of N1(γ). We denote by
N1(
√
γ) the quotient of N1(γ) by this involution. We can think of
N1(
√
γ) as the “square root” of the normal bundle of γ. It is a torsor
for C/(2piiZ+ hl(γ)Z).
We let Π∗,R be the set of all oriented , R good pants in Γ, and
Π∗,R(γ) be the set of pants in Π
∗
,R for which γ is a cuff. For any
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α ∈ Π∗,R(γ), we define I(α) ∈ I(γ) to be the invariants of the associated
third connection of γ.
Given two normal vectors n0, n1 ∈ N1(γ), we can define (n0+n1)/2 ∈
N1(
√
γ). We may then define pi : I(γ)→ N1(√γ) by
pi(n0, n1, ·, ·) = (n0 + n1)/2.
We let u = pi ◦ I. Then we can state the following theorem:
Theorem 3.3. There exist positive constants q, s depending on Γ such
that for any  > 0 the following holds when R is sufficiently large.
Let γ be an , R good curve that goes at most sR into the cusp. If
B ⊂ N1(√γ), then
(1− δ)Vol(N−δ(B)) ≤ C4e−2R#{α ∈ Π∗,R(γ)|u(α) ∈ B}
≤ (1 + δ)Vol(Nδ(B)),
where δ = e−qR and C is an explicit constant.
Proof. By definition,
{α ∈ Π∗,R(γ)|u(α) ∈ B} = {α|I(α) ∈ A},
where A = pi−1(B) ∩ I,R(γ), and in the second set α refers to third
connections instead of pants. By Theorem 3.2,
(1− η)|N−η(A)| ≤ n(A)| Isom(H3)/Γ| ≤ (1 + η)|Nη(A)|.
Note that I(γ) is a two-fold cover of
N1(
√
γ)× C/(l(γ)Z+ 2piiZ)× C/2piiZ
via the map
ρ : (n0, n1, w) 7→ ((n0 + n1)/2, n1 − n0, w).
We write this map as ρ = (pi, ρ0), where ρ0(n0, n1, w) = (n1 − n0, w).
Note also that since J,R is defined only in terms of n1 − n0 and w,
we have
ρ(I,R(γ)) = N1(
√
γ)× I0,R(γ),
where I0,R(γ) is one component of the set of pairs (v, w) ∈ C/(l(γ)Z+
2piiZ)× C/2piiZ for which
|h(v, w)− 2R| < 2 and |h(−v, w)− 2R| < 2.
Let T be the set of (v, w) ∈ C/(l(γ)Z+ 2piiZ)× C/2piiZ for which
|v + w − log(2)− 2R| < 2 and | − v + w − log(2)− 2R| < 2,
where as usual we mean that for each inequality there exists lifts of v, w
to C satisfying the inequality. There are two components of T. Let
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S denote the component approximating I0,R(γ). Note that S depends
on R only very weakly, since changing R merely translates S.
We have ρ0(Nδ(A)) ⊂ Nδ+O(e−R)(S). By assuming R is sufficiently
large, we get ρ0(Nδ(A)) ⊂ N2δ(S), and hence
ρ(Nδ(A)) ⊂ Nδ(B)×N2δ(S).
Similarly we have
N−2δ(B)×N−2δ(S) ⊂ ρ(N−δ(A)).
Let C()/2 denote Vol(S). (The division by 2 here will cancel a factor
of two coming from the 2 fold cover.) Using the fact that S has diam-
eter bounded independently of R, assuming δ is small enough (which
is to say R is large enough) we can assume that
Vol(N2δ(S))/Vol(N−2δ(S)) < 1 + 5δ.
These results give the upper and lower bounds. The constant in front
of δ can be removed by replacing q with smaller value, and the extra
factor 1 + 5δ can also be absorbed in this way. The proof concludes by
noticing that C() is equal to a constant times ε4. 
Directly combining the previous two results, we get the following.
Corollary 3.4. In the same situation as in the theorem above, if B is
bounded then there are at least
(1− δ)Vol(N−δ(B))e2R/C()−O(Re2R−2h)
such good pants α where the third connection does not have an inter-
mediate cusp excursion of height at least h.
3.4. Hamster Wheels. We will not require an exact count of the
number of good hamster wheels, but we will need to know that a great
many exist. Motivated by Section 2.9, we begin with the following
consequence of Theorem 3.2.
Lemma 3.5. Let s and r be as given by Theorem 3.2.
Suppose that γl, γr are closed geodesics that go at most sR into the
cusp, and p ∈ N(γl), q ∈ N(γr). Let n denote the number of ortho-
geodesic connections λ from γl to γr whose feet lie within ε/(10R) of
p, q, for which
|dλ(γl, γr)− (R− 2 log sinh 1)| < /(10R),
and which do not have an intermediate cusp excursion of height at least
h. For ε fixed, R large enough, and h ≥ 4 logR, then n is at least a
constant times R−6e2R.
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Proof. The restrictions on λ define a subset A ⊂ I(γl, γr) of measure a
constant times (/10R)6e2R. It follows from the first part of Theorem
3.2 that the number of λ satisfying all but the final restriction (no
unnecessary cusp excursions) is bounded above and below by a constant
times (/10R)6e2R.
By the second part of Theorem 3.2, the total number of λ that
unescessarily go at least height h into the cusp is O(Re2R−2h). When h
is large enough for this quantity to be o(R−6e2R) we get the result. 
Let γ0, γ1 be R,  good curves in M that go at most sR into the cusp,
(with R ∈ Z+), and let V0, V1 be slow and constant turning unit normal
fields on γ0 and γ1.
Theorem 3.6. Given γ0, γ1 and V0, V1 as above, we can find a hamster
wheel η with outer boundaries γ0 and γ1 and with V0 and V1 as the slow
and constant turning vector fields at these outer boundaries, and for
which no inner boundary of η has an intermediate excursion into the
cusp of height greater than 4 logR.
Proof. We can choose a bijection between evenly spaced marked points
on γ0, γ1 as in Section 2.9. Lemma 3.5 implies that we can find ortho-
geodesics λi in such a way that by definition we get a good hamster
wheel. 
4. The Umbrella Theorem
At the center of our construction is the following theorem, which we
call the Umbrella Theorem:
Theorem 4.1. For R > R0(): Let P be an unoriented good pair of
pants and suppose γ0 ∈ ∂P . Suppose that hT ≥ 4 logR. Then we can
find a good assembly of good components U ≡ U(P, γ0) such that we
can write ∂U = {γ0} ∪ E, and the following hold.
(1) For any good component Q with γ0 ∈ ∂Q, if Q and P are -
well-matched at γ0 (for some orientations on Q and P ) then Q
and U are 2-well-matched at γ0.
(2) h(α) < hT for all α ∈ E.
(3) #E < R2eK max(0,h(γ0)−hT ), where K = 1 +C0 is given by The-
orem 2.2.
Regarding the first point, we remark that the notion of being well-
matched with U will not depend on orientations.
Outside the proof of this theorem we will write E as ∂out(P, γ0), so
we always have ∂U(P, γ0) = {γ0} ∪ ∂out(P, γ0), and we will refer to E
as the external boundary of U(P, γ0).
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We will apply the Umbrella Theorem when γ0 lies below some cutoff
height but P goes above this cutoff height. In this case the “umbrella”
U(P, γ0) will serve as a replacement for P , as the first statement gives
that it can be matched to anything that P can be matched to.
The umbrella U will be a recursively defined collection of hamster
wheels; at each stage of the construction, we generate new hamster
wheels, one of whose outer boundaries is an inner boundary of one of the
previous hamster wheels (or, at the first stage, γ0). The construction
takes place in two steps.
(1) We first attach one hamster wheel to γ0 to divide up γ0’s entries
into the cusp.
(2) We then recursively add hamster wheels, tilting gently away
from the cusp, until we reach the target height.
Throughout we take care to avoid unnecessary cusp excursions, and to
minimize the heights of the cusp excursions that are necessary.
The set of hamster wheels in the umbrella has the structure of a
tree; the children of a hamster wheel H are all those hamster wheels
constructed at the next level of the recursive procedure that share a
boundary with H.
4.1. The construction of the umbrella. In this subsection we de-
scribe the construction of the umbrella U , which by definition is a good
assembly; the termination of this construction and the bound on the
size of U will be shown in Section 4.3. The umbrella can be viewed as
an unoriented assembly, since orientations are not required to define
well-matching for hamster wheels, and it can also be viewed as an ori-
ented assembly, with two possible choices for the orientations. Here we
will treat it as an unoriented assembly.
We will let U = U1∪U2, where Ui is constructed in Step i. Through-
out, we will use the basic estimate that a geodesic that is bent away
from the cusp by angle θ goes − log(sin(θ)) higher into the cusp than
its starting point, which is approximately − log(θ) when θ is small. See
Figure 4.1.
Step 1 (Subdivide): We begin by equipping γ0 with a slow and
constant turning vector field that, at the two feet of P points in the
direction of the feet. We may rotate this vector field by acting by the
purely imaginary subgroup of C/(l(γ0)Z+2piiZ). We may rotate by an
amount between −100 and 100 in such a way that at every point of
γ0 in the cusp, the angle between the vector field and the cusp direction
is at least /R. Indeed, we may mark off R evenly spaced points, and
for each such point in the cusp we may exclude the interval of rotation
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Figure 4.1
angles that are bad at this point. Since we exclude at most R intervals
of size /R, it follows there is some amount of rotation with the desired
effect.
We let U1 = {H0}, where H0 is a good hamster wheel given by The-
orem 3.6 with γ0 as one of the outer boundaries, and with the given
slowly turning vector field, and with the other outer boundary an arbi-
trarily chosen good curve of height at most 0.51 log(R), which exists by
Lemma 3.1, and a similarly chosen vector field. The statement of The-
orem 3.6 gives that γ0 does not have any unnecessary cusp excursions
above 4 logR. By the choice of the vector field, the necessary cusp
excursions go at most − log(/(2R)) + O(1) = log(R) + O(1) deeper
into the cusp. Therefore each boundary has at most one excursion of
height at least hT into the cusp, and all boundary geodesics go at most
log(R) +O(1) further into the cusp than γ0.
The first claim of Theorem 4.1 follows from the construction of H0
and the definition of well-matched.
Step 2 (Recursively add downward tilted hamster wheels):
We recursively add hamster wheels to the umbrella using the following
procedure. For each inner boundary δ of a hamster wheel H that we’ve
already added to the umbrella, if h(δ) > hT we add a new hamster
wheel Hδ with δ as the outer boundary as follows.
We will denote by vδ,H the vector field on δ arising from H, and −vδ,H
the result of rotating this vector field by pi. Informally, we may say that
vδ,H points into H, whereas −vδ,H points in the opposite direction, away
from H.
If −vδ,H is within 30 of pointing straight down at the highest point
of δ, then we pick Hδ with this vector field. Otherwise, we rotate −vδ,H
away from the vertical upwards direction by an amount in [20, 30],
again measuring angle at the highest point of δ, and pick Hδ with this
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new vector field. As in Step 1, we may arrange for Hβ to have at most
one excursion of height at least hT into the cusp.
Step 2 continues until we have no inner boundaries with height at
least hT ; we will show that Step 2 terminates with the following two
results. Until these results are established, we must allow for the pos-
sibility that the umbrella has infinitely many components.
Theorem 4.2. The height h(U) of the highest geodesic in U is at most
the height of γ0 plus logR plus a constant depending on .
Theorem 4.3. The umbrella U is finite (in the sense that the con-
struction terminates) and the number of components in U is at most
ReK(max(0,h(γ0)−hT )), where K = 1 + C0 is given by Theorem 2.2.
4.2. The height of the umbrella. We say that a good hamster wheel
H is very good if
(1) one outer boundary has height less that hT ,
(2) the other outer boundary only has one excursion into the cusp
with height greater than hT , and
(3) no inner boundary of H has an intermediate excursion into the
cusp.
We will call the outer boundary with height greater than hT the high
outer boundary.
Let H < Isom(H3) be a very good hamster wheel group, and γ a
lift to the upper half space H3 of the high outer boundary of H that
meets the standard horoball about ∞ in the upper half space. We
define a plane P(H, γ) ⊂ H3 as follows. We let x be the highest point
of γ and we consider the plane through γ tangent to vγ,H(x). Cutting
along γ divides this plane into two half planes. We bend the half
plane into which vγ,H(x) points up by 10 to obtain a half plane that
we call P+(H, γ). We then define P(H, γ) to be the plane containing
P+(H, γ). See Figure 4.2. The intuition is that P+(H, γ) is some sort
of approximate to the part of the umbrella that is on the H side of γ,
but that because of the bending this part of the umbrella should lie
below P+(H, γ).
Lemma 4.4. Let H be a very good hamster wheel group, let γ be the
high outer boundary of H, and let γ1 be some inner boundary of H
that intersects the standard horoball. Suppose that vγ,H(x) does not
point within 20 of straight up the cusp, and that −vγ1,H(x) does not
point within 30 of straight down the cusp. Let K be a hamster wheel
attached to γ1 with γ1 as an outer boundary of K, and assume that K
bends down from γ1 by at least 20, as in Step 2 of our construction
above. Then P+(K, γ1) lies below P(H, γ).
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Figure 4.2. The definition of P(H, γ). In this picture
vγ,H(x) seems to be pointing downwards, but the more
worrisome situation is when it points upwards.
We will derive Lemma 4.4 from the following lemma:
Lemma 4.5. Let γ, γ1 be disjoint geodesics in H3, let η be their com-
mon orthogonal, let dC(γ, γ1) = d + iθ, and suppose that θ ≤ pi/2. Let
P be the plane through γ and η. Let y1 be a point on γ1, and let P1 be
the plane through γ and y1. Then the dihedral angle between P and P1
is at most 4
pi
|θ|/d.
Proof. We use the upper half plane model. Without loss of generality,
assume the endpoints of γ are 0 and ∞, and that the endpoints of
γ1 are 1/z and z, with Re z, Im z ≥ 0. The two endpoints of γ are
interchanged by z 7→ 1/z, as are the two endpoints of γ1. Thus the
endpoints of η must be the two fixed points of z 7→ 1/z, namely −1
and 1. See Figure 4.3. The planes P and P1 meet the complex plane
in lines through the origin. For P , this line goes through 1, and for
P1, this line has argument between − arg z and arg z. Therefore the
dihedral angle between P and P1 is at most arg z.
The complex distance between γ and γ1 is given by
(4.2.1) cosh(d+ iθ) =
[0, z, 1/z,∞]− 1
[0, z, 1/z,∞] + 1 =
1 + z2
1− z2 ,
using the cross ratio formula in [Kou92, p.150].
By (4.2.1), we have
(4.2.2) z2 =
q − 1
q + 1
where
q = cosh(d+ iθ)(4.2.3)
= cosh d cos θ + i sinh d sin θ.(4.2.4)
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Figure 4.3. Proof of Lemma 4.5. This picture in C
depicts the endpoints of the geodesics η and γ1 in the
upper half space model of H3, and, in dotted lines, their
vertical projections to C. The geodesic γ projects to a
single point (the origin). Any plane containing γ will
intersect C in a line through the origin.
We have |arg(q − 1)| > |arg(q + 1)| because Re q > 0. Therefore∣∣arg z2∣∣ ≤ 2 |arg(q − 1)|(4.2.5)
≤
∣∣∣∣ sinh d sin θ(cosh d− 1) cos θ
∣∣∣∣(4.2.6)
≤
∣∣∣∣ 8pi θd
∣∣∣∣ . 
Proof of Lemma 4.4. Recall that vγ,H denotes the vector field along
γ determined by H. At the highest point of γ, by the definition of
P(H, γ) this vector field makes angle 10 with P(H, γ). By the defi-
nition of a good curve, it follows that at every point of γ in the given
standard horoball, the angle between vγ,H and P(H, γ) is at least 10−.
Hence by the definition of a good hamster wheel, it follows that for the
medium orthogeodesic η from γ to γ1, the angle between η and P(H, γ)
must be at least 10− 2.
Our first claim is that P(H, γ)∩γ1 = ∅. Otherwise, let y1 ∈ P(H, γ)∩
γ1. By the definition of a hamster wheel, the complex distance d + iθ
between γ and γ1 satisfies ∣∣∣∣d+ iθI − 1
∣∣∣∣ < ,
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where I ∈ R is the distance in the ideal hamster wheel. In particular,
|θ|/I < , so |θ|/d < 2. Hence by Lemma 4.5 the plane P1 = P(H, γ)
through y1 and γ makes dihedral angle at most 3 to the plane P
through γ and the orthogeodesic η from γ to γ1. This contradicts the
fact from the previous paragraph that the angle between η and P(H, γ)
is at least 10− 2. We have shown that γ1 lies under P(P, γ).
Let L be the plane through γ1 and η, and let L
+ be the half plane
of L (cut along γ1) that does not intersect γ. Our second claim is
that P(H, γ) does not intersect L+, that is, L+ lies below P(H, γ).
Indeed, the intersection L ∩P(H, γ) contains the point γ ∩ η, because
η ⊂ L and γ ⊂ P(H, γ). As a non-empty intersection of two planes,
L ∩ P(H, γ) must be a geodesic. By the previous claim, L ∩ P(H, γ)
does not intersect γ1, hence this geodesic lies in L\L+, and the second
claim is proved.
Our final claim is that P+(K, γ1) lies below L
+. To see this, let y
denote the highest point of γ1, and let L
+
H denote the half plane through
γ1 and −vγ1,H(y) at the highest point of γ1. Similarly let L+K denote
the half plane through γ1 and vγ1,K(y).
We will now see that the final claim follows because L+ is close to L+H ,
and P+(K, γ1) is close to L
+
K , and L
+
K lies significantly below L
+
H . To
be more precise, by the definition of a good hamster wheel, LH makes
angle at most  with η. Because of our construction of K, the angle
between LK and LH is at least 20. By definition of P
+(K, γ1), it has
angle 10 from LK . Hence P
+(K, γ1) lies at angle at least 20−10− 
below L+. 
Proof of Theorem 4.2. Let δ be one of the boundaries of the hamster
wheel H0 constructed in Step 1. As we remarked in Step 1, the height of
δ is at most the height of the starting geodesic γ0 plus log(R) + O(1).
Let H1 denote the hamster wheel, which is constructed in the first
iteration of Step 2, that has outer boundary δ. By definition, the half
plane P+(H1, δ) goes at most a constant depending on  farther into
the cusp than δ.
Roughly speaking, we can establish the theorem by using Lemma 4.4
repeatedly, until the assumptions are not satisfied because the umbrella
is pointing to close to to straight down the cusp. This last situation is
in fact helpful, and we start by giving a separate argument to handle
it.
Let H be any hamster wheel in the umbrella that has H1 as an
ancestor. Let γ be the outer boundary of H in the cusp, and x be the
highest point on γ. We first claim that if vγ,H(x) points away from
the cusp by more than 2, then the same is true for the children of H,
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and moreover the children bend downward by some definite amount
θ0/2 > 0 independent of .
To prove the claim, let γ1 be an inner boundary of H, and let η be
the medium orthogeodesic from γ to γ1. By the definition of a good
hamster wheel, η points down from the cusp by a non-zero amount
where it meets γ. Hence, there is a universal constant θ0 so that η
points up into the cusp by angle at least θ0 where it means γ1. (Here
we use the convention that at each endpoint of η, the direction of η is
given by a tangent vector pointing inwards along η.) See Figure 4.4.
It follows that, at the point where γ1 meets η, the vector field vγ1,H
Figure 4.4. The definition of θ0. Here I
′ denotes a
lower bound for the length of η, which exists by compar-
ison to a perfect hamster wheel.
points up by angle at least θ0 − , and hence at the highest point of γ
it points up by at least θ0− 2. Thus if K is attached to H at γ1, then
vγ1,K will point down by at least θ0 − 2. This proves the claim.
The claim gives that as soon as a hamster wheel points down by more
than θ0/2, then so do all its descendants. If H points down by more
than θ0/2, then all the inner boundaries of H have smaller height than
the outer boundary. So, to prove the theorem it suffices to check the
boundedness of height for hamster wheels for which −vγ,H(x) points
upwards into the cusp, or points downwards into the cusp by at most
.
Let H be any such hamster wheel in the umbrella that has H1 as
an ancestor. Then by iterating Lemma 4.4, we see that K lies under
P+(H1, δ). This proves the theorem. 
4.3. The area of the umbrella. We proceed with the proof of The-
orem 4.3, which will be a corollary of Theorem 4.11, which is a general
statement about the number of components in the high part of a good
assembly. Theorem 4.11 will be established by applying Theorem 2.2
and observing the same statement for perfect assemblies. We define
the height of an assembly to the height of the highest point on one of
the geodesics in the assembly.
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Lemma 4.6. Let Aperf be a perfect assembly of hamster wheels. Then
the number of geodesics γ of Aperf for which h(γ) > h(Aperf) − d is
O(ed).
Proof. Let z be the highest point of the plane of Aperf . There is a
universal constant δ0 such that a geodesic of Aperf lies within δ0 of
Aperf . Therefore h(z) < h(Aperf)+δ0. The area of the part of the plane
for the group that has height above h(z) − d is O(ed). Every disk of
unit radius in this plane can intersect at most O(1) geodesics of the
perfect assembly. 
To obtain a version of Lemma 4.6 for good assemblies, will will need
a theorem on quasiconformal mappings:
Theorem 4.7. Suppose f : C → C is K-quasiconformal, and f(S1)
has diameter at most 2. Then for all z0, z1 ∈ S1, we have
|f(z0)− f(z1)| < 64 |z0 − z1|1/K .
To prove this theorem, we will require the following (from Ahlfors
Quasiconformal Mappings pp. 35–47, esp. (17)):
Theorem 4.8. For x, y, z ∈ C, let m(x, y; z) be the modulus of the
largest annulus in C separating x and y from z. Then
(4.3.1) log
|z − x|
|y − x| ≤ 2pim ≤ log 16
( |z − x|
|y − x| + 1
)
.
We can now prove the theorem:
Proof of Theorem 4.7. If |z1 − z0| > 1 then the statement is trivial.
Otherwise we can find y ∈ S1 such that |zi − y| > 1 for i = 0, 1.
Letting m be the largest modulus of an annulus in C separating z0 and
z1 from y, we find
(4.3.2) 2pim ≥ log 1|z1 − z0| .
Letting M be the largest modulus of an annulus in C separating f(z0)
and f(z1) from f(y), we find
2piM ≤ log 16
( |f(y)− f(z0)|
|f(z1)− f(z0)| + 1
)
(4.3.3)
≤ log 64|f(z1)− f(z0)| .(4.3.4)
Moreover, M ≥ m/K because f is K-quasiconformal. The theorem
follows from a simple calculation. 
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Lemma 4.9. There exists a universal constant 0 such that the follow-
ing holds. Suppose that A is a good assembly, and let α be the highest
geodesic on A. Suppose that the limit set of A does not go through ∞.
Then the distance between the endpoints of α is at least 0 times the
diameter of the limit set of A.
We first need the following:
Lemma 4.10. Suppose that Aperf is perfect assembly and A is a good
assembly, Aperf and A have finite height, and Aperf and A are related
by a K-qc map fixing ∞. Suppose that η, η′ are in these assemblies.
We have
h(A)− h(η′) ≥ K−1(h(Aperf)− h(η))− C0.
Proof. Let αperf and α be the highest geodesics of Aperf and A . We
normalize the limit sets of A so that it has diameter 2, and we assume
that the limit set of A is S1. Then we have, by Theorem 4.7,
(4.3.5) diam(∂η′) ≤ 64(diam(∂η))1/K
and by Lemma 4.9,
(4.3.6) diam(∂α) ≥ 20.
Moveover diam(∂αperf) ≤ 2. Therefore
log
diam(∂α)
diam(∂η′)
≥ log 20
64
+
1
K
log
1
diam(∂η)
≥ log 20
64
+
1
K
log
diam(∂αperf)
diam(∂η)
− 1
K
log 2
≥ 1
K
log
diam(∂αperf)
diam(∂η)
− log 128
20
.
Then we just observe that
h(β)− h(γ) = log diam(∂β)
diam(∂γ)
for all geodesics β, γ, with endpoints in C. 
We can now bound the number of high geodesics in any good assem-
bly.
Theorem 4.11. Suppose A is a K-good assembly with K sufficiently
close to 1. Then the number of geodesics γ with h(γ) > h(A)−∆ is at
most C(K)eK∆.
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Proof. Let Aperf be the perfect version of A, and let h : Cˆ→ Cˆ be a K-
qc map given by Theorem 2.2; by postcomposing h with a hyperbolic
isometry we can assume that h(∞) =∞ and that A has finite height.
By Lemma 4.10, every geodesic in A that we want to count maps to
a geodesic γperf in Aperf with h(γperf) > h(Aperf) − (K∆ + KC0). By
Lemma 4.6, there are at most C(K)eK∆ such geodesics in Aperf . 
Theorem 4.3 then follows as a corollary to Theorem 4.11. The bound
on the number of boundary geodesics of the umbrella in Theorem 4.1
follows from the bound on the number of components in Theorem 4.3
because each umbrella has at most R+ 2 boundary components. This
concludes the proof of Theorem 4.1.
4.4. Semi-randomization with hamster wheels. Let γ be a good
curve with formal feet, or at least a slow and constant turning vector
field. We show that we can “randomize” γ by adding a weighted sum
of hamster wheels. That is, we can prove the following theorem
Theorem 4.12. Given γ as above, there is a (multi-)set Hγ of ham-
ster wheels that have γ as one outer boundary, and which match with
the slow and constant turning vector field for γ, such that the average
weight given by an element of Hγ (by the inner boundaries and the
other outer boundary) to any good curve α is at most C(,M)R14e2h(γ)
times the average weight given to α in the set of all good curves (which
is one over the number of good curves).
In other words, the non-γ boundary of the random element of Hγ is
a C(,M)R14e2h(γ)-semirandom good curve.
In addition, all the new boundary will have height at most h(γ) +
logR +O(1).
Recall from [KM15, Definition 10.1] that a function between measure
spaces is called K-semirandom if the pushforward of one measures is
at most K times the other. By default, given a finite set we give it the
uniform probability distribution.
This theorem will in turn follow from
Theorem 4.13. Given γ1, γ2 good curves with slow and constant turn-
ing vector fields, there is a set Hγ1,γ2 of hamster wheels that have γ1, γ2
as outer boundaries, and which match with the slow and constant turn-
ing vector fields for γ1 and γ2, such that the average weight given by an
element of Hγ (by the inner boundaries) to any good curve α is at most
C(,M)R13e2(h(γ1)+h(γ2)) times the average weight given to α in the set
of all good curves.
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In other words, the total inner boundary of the random element of
Hγ1,γ2 is a C(,M)R
13e2(h(γ1)+h(γ2))-semirandom good curve.
Proof. We arbitrarily mark off the 2R points on γ1 and γ2 (and pair
them off in a way that respects the cyclic ordering) in the way described
in Section 2.9, and then we let Hγ1,γ2 be the (multi-)set of hamster
wheels we can get over all choices of orthogeodesic connections (rims) as
in Section 2.9. Each connection U that we choose in this construction
is officially a geodesic segment connecting γ1 and γ2 with endpoints
near the marked points on the two outer boundaries; we can slide
any such connection along small intervals in γ1 and γ2 to connections
that literally connect the marked points; we will think of this modified
connection as the official connection U in this proof.
Let us take any good curve α. Suppose that it appears as an inner
boundary of some η ∈ Hγ1,γ2 . Then this inner boundary is made from
two “new connections” U and V , and U meets γ1 and γ2 at its endpoints
u1 and u2, and likewise for V . Let τ1 be the segment from u1 to v1 (of
approximately unit length), and likewise define τ2. There are only R
choices for τ1, and the choice of τ1 determines the choice for τ2. We
claim that given these choices, there are O(Re2(h(γ1)+h(γ2))) choices of
U and V that result in α as the corresponding inner curve.
Let us carefully verify this claim. When we are given τ1 and τ2, and
the medium orthogeodesics η1 and η2 from these segments to α, then
U and V are determined. For each unit length segment σ of α, there
are O(e2h(τ1)) possible medium orthogeodesics η1 that connect τ1 to
σ. This is because there are O(e2h(τ1)) lifts of σ to H3 that lie within
a bounded-diameter radius of a given lift of τ1. Likewise there are
O(e2h(τ1)) possibilities for η2. Summing over 2R unit length segments
σ, we obtain the claim.
Given τ1 and τ2, by Lemma 3.5 there are at least C(,M)R
−6e2R pos-
sible connections U , and likewise for V , for a total of C(,M)R−12e4R
possible pairs U, V . So the expected number of times that α is hit is
O(Re2(h(γ1)+h(γ2))/(R−12e4R)) = O(R13e−4Re2(h(γ1)+h(γ2)))
(given τ1 and τ2), and it’s O(R
14e2(h(γ1)+h(γ2))−4R) when we sum over
all τ1 and τ2. Since the number of good curves α is O(R
−1e4R), we get
a CR13e2(h(γ1)+h(γ2))-semirandom good curve as the boundary for the
random hamster wheel (with outer boundary γ1 and γ2). 
Proof of Theorem 4.12. Given γ1 (and its slow and constant turning
vector field), we can take a semi-random good γ2 of height at most
1
2
logR plus a constant, and then take the random element of Hγ1,γ2 .
The total inner boundary of the resulting (two-step) random hamster
32 JEREMY KAHN AND ALEX WRIGHT
wheel is CR13e2(h(γ1)+
1
2
logR) = CR14e2h(γ1)-semirandom by Theorem
4.13, and the new outer boundary is of course 1-semirandom by con-
struction. 
We can now prove a randomized version of Theorem 4.1:
Theorem 4.14. With the same hypotheses as in Theorem 4.1, but
assuming hT > 4 logR+2 log(R), we can find a Q+ linear combination
Uˆ ≡ Uˆ(P, γ0) of good assemblies of good components such that each
good component in this linear combination satisfies properties 1 and 2
of Theorem 4.1 and we can write ∂Uˆ = γ0 +
∑
nαα, where
nα < C(,M)e
2hTR14R2eK max(0,h(γ0)−hT )/|Γ|
= C(,M)RNU e2hT+K max(0,h(γ)−hT )/|Γ|
for all α. Here we define NU = 16 for convenience.
Proof. The result will follow by combining Theorems 4.1 and 4.12. Let
U(P, γ0) be given by Theorem 4.1 using target height hT − 2 log(R).
Each γ ∈ ∂extU(P, γ0) comes with a slow and constant turning vector
field, and we may thus consider the Hγ provided by 4.12. If we pick
an element of Hγ for each γ ∈ ∂extU(P, γ0), these elements can be
matched to U(P, γ0) to give a good assembly. We define Uˆ(P, γ0) to
be the average over all ways of picking an element of Hγ for each
γ ∈ ∂extU(P, γ0) of the resulting good assembly.
All of the good assemblies have height at most hT , since each γ ∈
∂extU(P, γ0) has height at most hT −2 log(R), and since elements of Hγ
have height at most log(R) +O(1) < 2 log(R) more than the height of
γ.
By definition we have γ0 +
∑
nαα, where nα is the sum over all
γ ∈ ∂extU(P, γ0) of the average weight given to α by Hγ. By Theorem
4.1 we have
|∂extU(P, γ0)| < R2eK max(0,h(γ0)−hT ),
and by Theorem 4.12 the average weight given to α by each Hγ is at
most C(,M)R14e2h(γ)/|Γ|, so the desired estimate on nα follows. 
5. Matching and the main theorem
5.1. Spaces of good curves and good pants. For any set X, we
let NX, ZX, and QX denote the formal weighted sums of elements of
X (with coefficients in N, Z and Q). We can also think of these as
maps from X to N, Z, or Q with finite support, and we will often write
α(x) for α ∈ NX (or ZX or QX) and x ∈ X. There are obvious maps
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X → NX → ZX → QX, and we will often apply these maps (or pre-
or postcompose by them) without explicit comment.
We recall the following definitions:
(1) Γ,R is the set of (unoriented) good curves.
(2) Γ∗,R is the set of oriented good curves.
(3) C,R is the abelian group QΓ∗,R/ 〈γ + γ−1〉 of good chains.
(4) Π,R is the set of (unoriented) good pants.
(5) Π∗,R is the set of oriented good pants.
We can think of C,R as the abelian group of maps α : Γ
∗
,R → Q for
which α(γ) + α(γ−1) = 0 for all γ ∈ Γ∗,R.
There are obvious maps Γ∗,R → Γ,R, Γ∗,R → C,R and Π∗,R → Π,R.
For γ ∈ Γ,R and α ∈ QΠ,R, we let α(γ) be the restriction of α to the
pants that have γ as a boundary.
We likewise define α(γ∗) for γ∗ ∈ Γ∗,R and α ∈ QΠ∗,R. In a similar
vein, we let Π,R(γ) denote the unoriented good pants that have γ as a
boundary, and Π∗,R(γ
∗) denote the oriented good pants that have the
oriented curve γ∗ as boundary.
There are boundary maps ∂ : Π∗,R → NΓ∗,R and |∂| : Π,R → NΓ,R.
The former map induces a map ∂ : Π∗,R → C,R (and ∂ : ZΠ∗,R → C,R)
and the latter induces |∂| : Π∗,R → NΓ,R (and |∂| : NΠ∗,R → NΓ,R).
While ∂ and |∂| are both defined on NΠ∗,R, they measure two different
things: if α ∈ NΠ∗,R is a sum of oriented good pants, then |∂|α(γ) ∈ N
is the number of pants in α that have γ as an unoriented boundary, and
∂α(γ) ∈ C,R is the difference between the number of pants in α that
have γ as a boundary and the number that have γ−1 as a boundary.
There is a canonical identification of N1(
√
γ) with N1(
√
γ−1), but
they are different as torsors: if n1 = n0 + x in N
1(
√
γ), where x ∈
C/(hl(γ)Z+2piiZ), then n1 = n0−x inN1(
√
γ−1). Finally footγ−1pi−1 =
footγpi (where we now identify N
1(
√
γ) with N1(
√
γ−1), and write pi−1
for pi with reversed orientation).
We recall from (3.1.1) that the total size of Γ,R is on the order
2
of 2e4R/R, which we denote by |Γ|. We also observe from Theorem
3.3 that for each good curve γ, |Π,R(γ)| is on the order of R4e2R. It
follows that the total size of Π,R is on the order of 
6e6R, which we
denote by |Π|. For each good curve γ, |Π,R(γ)| will then be on the
order of |Π|/|Γ|.
5.2. Matching Pants. At each good curve γ, we wish to match each
oriented good pants with γ as a cuff with another such good pants that
2We say f(R) is on the order of g(R) if (both are positive and) f(R)/g(R) is
bounded above and below.
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induces the opposite orientation on γ. We can form a bipartite graph,
whose vertices are oriented good pants with γ as a cuff, and where we
join two good pants by an edge if they are well-joined by γ. The Hall
Marriage Theorem says that we can find a matching in this bipartite
graph, i.e. a set of edges such that each vertex is incident to exactly
one edge, if and only if and only if for each subset of each of the two
subsets of the vertices given by the bipartite structure, the number of
outgoing edges from that subset is at least the size of the subset. We
now carry out this strategy.
For γ ∈ Γ∗,R, we let τ : N1(
√
γ) → N1(√γ) be defined by τ(v) =
v + ipi + 1. In this subsection, we will prove the following theorem,
which is very similar to Theorem 3.1 of [KM12].
Theorem 5.1. For all W,  there exists R0, such that for all R > R0:
Let γ be a good curve with height at most W logR. Then there exists
a bijection σγ : Π
∗
,R(γ)→ Π∗,R(γ−1) such that
(5.2.1) |footγ(σγ(pi))− τ(footγ(pi))| < /R
for all pi ∈ Π∗,R(γ).
We observe that if σγ : Π
∗
,R(γ) → Π∗,R(γ−1) satisfies (5.2.1) for γ,
then σγ−1 := σ
−1
γ satisfies (5.2.1) for γ
−1. Hence for each unoriented
good curve γ we obtain a matching between Π∗,R(γ
∗) and Π∗,R((γ
∗)−1),
where γ∗ is an oriented version of γ.
We can also make a more general statement.
Theorem 5.2. Suppose that γ ∈ Γ,R, and A = A′ +
∑
pi∈Π,R(γ) pi is a
formal Q+ linear sum of unoriented good pants (or good components,
or good assemblies), and |A′| < C ′(,M)R−3 |Π||Γ| . Then we can find
σ : A→ A such that for all pi ∈ A we have
(5.2.2) |footγ(σγ(pi))− τ(footγ(pi))| < /R,
where here for convenience we use A to also denote the multiset that
results when we clear the denominators in A. Therefore, taking one
of each orientation for our pants and assemblies, we can well-match
everything across γ.
Before proving these theorems, we will need the following lemma,
which effectively computes the Cheeger constant for N1(
√
γ):
Lemma 5.3. If A ⊂ N1(√γ) and |Nη(A)| ≤ 1/2
∣∣N1(√γ)∣∣, then
|Nη(A)|
|A| > 1 +
η
32R
.
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This lemma is a corollary to the following. We let Ta = R/aZ be
the 1-torus of length a, and we let Ta,b = Ta × Tb.
Theorem 5.4. Suppose A ⊂ Ta × Tb has |Nδ(A)| ≤ 12ab. Then
|Nδ(A)| ≥
(
1 +
δ
max(a, b)
)
|A|.
Proof. It is enough to prove that
|∂A|
|A| ≥ min
(
1
a
,
1
b
)
when A ⊂ Ta,b and |A| ≤ ab/2. (That is, the Cheeger constant for Ta,b
is min(1/a, 1/b)). This is turn follows from Corollary 3.1 of [Mor06],
when we observe that the isoperimetric profile I for a 1-torus is concave
(it is the constant 2), and the Cheeger constant for Th is 4/h. 
Proof of Lemma 5.3. For  sufficiently small, we have an affine lin-
ear map φ : N1(
√
γ) → T2pi,R such that φ−1 is 2-Lipschitz. Then for
any A ⊂ N1(√γ), we have φ(Nη(A)) ⊃ Nη/2(φ(A)), so |Nη(A)| ≤
1/2
∣∣N1(√γ)∣∣ implies |Nη/2(φ(A))| ≤ 122piR, and
|Nη/2(φ(A))| ≥
(
1 +
η/2
R
)
|φ(A)|.
This implies
|Nη/2(φ(A)) \ φ(A)| ≥ η/2
R
|φ(A)|
and hence
|Nη/2(A) \ A| ≥ 1
16
η/2
R
|A|.
We conclude that |Nη(A)|
|A| > 1 +
η
32R
. 
We can now make the following observation:
Theorem 5.5. Suppose that η ≥ 8 · 32Rδ, and h(γ) < sR, where δ
and s are the δ and s from Theorem 3.3. Then for any translation
τ : N1(
√
γ) → N1(√γ), we can find a bijection σ : Π,R(γ) → Π,R(γ)
such that for every pi ∈ Π,R(γ),
|footγ(σ(pi))− τ(footγ(pi))| ≤ η.
Before proving Theorem 5.5 we will introduce the following notation.
Suppose that A ⊂ N1(√γ). Then
#A := |{α a third connection for γ : u(α) ∈ A}|
= |{pi ∈ Π,R(γ) : footγ(pi) ∈ A}| .
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Proof of Theorem 5.5. By the Hall Marriage Theorem, this follows from
the statement that #Nη(A) ≥ #τ(A) for every finite set A. When∣∣Nη/2(A)∣∣ ≤ 12 ∣∣N1(√γ)∣∣, this follows from Theorem 3.3, where C1 =
e2R/C(), and C() is as it appears in the statement of Theorem 3.3:
#Nη(A) ≥ C1(1− δ)Vol(Nη−δ(A))(5.2.3)
≥ C1(1− δ)Vol(Nη/2(A))
≥ C1(1 + δ)Vol(Nδ(A)) (by Theorem 5.3)
= C1(1 + δ)Vol(Nδ(τ(A)))
≥ #τ(A).
Otherwise, let A′ = N1(
√
γ)−Nη(A). Then∣∣Nη/2(A′)∣∣ ≤ 1/2 ∣∣N1(√γ)∣∣ ,
and by the same reasoning, #Nη(τ(A′)) ≥ #τ−1(τ(A′)), and hence
#τ(Nη(A′)) ≥ #A′. Therefore
#τ(N1(
√
γ)− A) ≥ #(N1(√γ)−Nη(A))
(because Nη(A′) ⊂ N1(√γ)− A), and hence #Nη(A) ≥ #τ(A). 
Proof of Theorem 5.1. When R is large, we have /R > 8 · 32Re−qR
and W logR < sR (for any previously given W and s). It follows then
from Theorem 5.5 that there is a σ : Π,R(γ)→ Π,R(γ) such that
|footγ(σ(pi))− τ(footγ(pi))| ≤ /R.
Since Π∗,R(γ) and Π
∗
,R(γ
−1) are canonically identified with Π,R(γ), we
have the Theorem. 
Proof of Theorem 5.2. We will choose C ′(,M) at the end of the proof
of this Theorem. In light of the Hall Marriage Theorem, we need only
show that
(5.2.4) #N/R(A) ≥ #τ(A) + 2C ′(,M)R−3 |Π||Γ| .
when N/R(A) ( N1(√γ). When R is sufficiently large, we have
/2R ≥ η, where η satisfies the hypothesis of Theorem 5.5. Then by
equation (5.2.3) in the proof of that theorem, we have #N/2R(A) ≥
#τ(A). On the other hand, if N/R(A) 6= N1(√γ), then N/R(A) −
N/2R(A) contains a disk D of radius /4R in N1(√γ). It follows from
Theorem 3.3 that
#D ≥ C(,M)e2Rpi
2
(/8R)2.
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Figure 5.1
We observe that we can chose C ′(,M) so that
C(,M)e2R
pi
2
(/8R)2 = 2C ′(,M)R−3
|Π|
|Γ| .
Then we have
#D ≥ 2C ′(,M)R−3 |Π||Γ| .
This implies (5.2.4), and the Theorem. 
5.3. The size of the bald spot. We also let Π<h,R denote the set of
good pants with height less than h, and Π≥h,R be its complement in
Π,R. We likewise define Γ
<h
,R. We also let Π
∗<h
,R , Π
∗≥h
,R , and Γ
∗<h
,R be the
analogous objects for oriented pants and curves.
We observed in Section 5.2 that, when α has reasonable height, the
feet of the good pants Π,R(α) are evenly distributed around α. On the
other hand, the set of feet of pants in Π<h,R(α) has a “bald spot”; there
are regions in N1(
√
γ) where there are no feet of pants in Π<h,R(α).
Before discussing the size and shape of the bald spot on a geodesic in
M , it is useful to do the same calculation for a geodesic γ in H3, where
as usual we think of H3 as the upper half space in R3. We assume
that γ is not vertical, so it has a unique normal vector v0(γ) ∈ N1(γ)
that is based on the highest point of γ and points straight up. The
unit normal bundle N1(γ) is a torsor for C/2piiZ, so any v ∈ N1(γ) is
uniquely determined by v − v0 ∈ C/2piiZ.
In the lemma that follows, we let the height of a point (x, y, z) in
the upper half-space of R3 (our working model of H3) be log z.
Lemma 5.6. Suppose γ is a geodesic of height 0 in H3 and v ∈ N1(γ),
and let h be the height of highest point on the geodesic ray starting at
v. Then writing v − v0(γ) = x+ iθ, with |θ| ≤ pi, we have
(5.3.1) |x| < 2e−h
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always, and
(5.3.2) |θ| ≤ 2e−h
whenever h > 0.
Proof. For (5.3.1), we observe that h is greatest, given x, when θ = 0.
We then get
|x| = log(secφ+ tanφ)
and
h = log cosφ− log sinφ = − log tanφ,
where φ is the (positive) (Euclidean) angle between the base points of
v0 and v measured from the center of the semicircle γ in the Poincare
model. Then
|x| < log(2 tanφ+ 1) ≤ 2 tanφ = 2e−h.
For (5.3.2), we just observe that when h > 0, then |θ| < pi/2 and
h ≤ − log sin |θ|, so |θ| ≤ 2 sin |θ| ≤ 2e−h. 
We can now estimate the number of bad connections (whose ab-
sence forms the bald spot) for a given good curve γ. We let h+(γ) =
max(h(γ), 0).
Theorem 5.7. For all h > 0 and γ ∈ Γ<h,R, we have∣∣∣Π≥h,R(γ)∣∣∣ < C(,M)e2(h+(γ)−h) |Π,R(γ)| .
Proof. Suppose that pi ∈ Π≥h,R(γ), and let α be the third connection for
pi. A little hyperbolic geometry shows that the distance between the
two new cuffs of pi and γ ∪α can be at most log(1 +√2) +O(e−R) < 1.
So h(pi) > h and h(γ) + 1 ≤ h implies that h(α) > h− 1 =: h′.
Now suppose that h(α) ≥ h′ ≥ 0. Then α either has an accidental
excursion of height h′, that does not include either endpoint of α, or α
has a forced excursion (forced, that is, by the location and direction at
one of its endpoints), which is an excursion that includes an endpoint.
By Theorem 3.2, the number of α with an accidental excursion of
height h′ or greater is O(e−2h
′
−6 |Π||Γ| ). Let us now bound the number of
α with a forced excursion of this height. For every such α, there is a lift
of γ with height at least 0 (and at most h(γ)), such an inward-pointing
normal at an endpoint of α lies in the square with sides 2eh
′−h (in the
torus torsor coordinates) centered at the the unique unit normal of this
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lift of γ that points straight up. We can think of this region as a region
in N1(γ), and by Theorem 3.4, there are
O(e2(h−h
′)4e2R) = O
(
R−1e2(h−h
′)−2
|Π|
|Γ|
)
such α that that have an inward-pointing normal at an endpoint that
lies in the region. As the geodesic γ has O(R) excursions into the cusp,
there are O(e2(h−h
′)−2 |Π||Γ| ) such α (with a forced excursion of height h
′)
in total. The Theorem follows. 
Remark 5.8. The proof of Theorem 5.7 shows that are regions in
the unit normal bundle where a forced cusp excursion forces an ortho-
geodesic high into the cusp. These regions can be sizable, and if one
thinks of the the normal vectors as “hair” on the geodesic, truly they
represent regions near the top where there is no hair whatsoever. How-
ever accidental cusp excursion farther out along an orthogeodesic can
cause quite microscopic regions, which are topologically fairly dense but
measure theoretically extremely sparse, to be part of the “bald spot”.
So one could say that the “bald spot” also includes some thinning of
the hair all along the geodesic.
The next result will control the total number of times that a given
good curve η will appear in the boundaries of all the (randomized)
umbrellas that will be required in our construction.
Theorem 5.9. For any η ∈ Γ,R, we have
(5.3.3)
∑
γ∈Γ<hc,R
∑
P∈Π≥hc,R (γ)
|∂out|Uˆ(P, γ)(η) ≤ RNU+1e−(2−K)(hC−hT ) |Π||Γ| .
We can prove this theorem with Lemma 3.1 and Theorems 5.7 and
4.14.
Proof. Let us first take γ ∈ Γ<hC,R . For any pi ∈ Π,R(γ), we have, by
Theorem 4.14, that
∂outUˆ(pi, γ)(η) < R
NU eK max(0,h(γ)−hT )+2hT /|Γ|.
Now we let Uˆ(γ) denote the sum over pi ∈ Π≥hC,R of Uˆ(pi, γ). We
obtain using Theorem 5.7 and the above inequality that
∂outUˆ(γ)(η) ≤ C(,M)e2(h(γ)−hC) |Π||Γ|R
NU eK max(0,h(γ)−hT )+2hT /|Γ|
= C(,M)RNU e2(h(γ)+hT−hC)+K max(0,h(γ)−hT )
|Π|
|Γ|2
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Then letting Uˆ(h) be the sum of all U(γ) over all good curves γ with
h(γ) ∈ [h, h+ 1), we obtain
∂outUˆ(h)(η) ≤ C(,M)Re−2h|Γ|RNU e2(h+hT−hC)+K max(0,h−hT ) |Π||Γ|2
≤ C(,M)RNU+1e2(hT−hC)+K max(0,h−hT ) |Π||Γ|
Letting Uˆ be Uˆ(h) summed over all integral h in [0, hC), we obtain
∂outUˆ(η) < C(,M)R
NU+1e−(2−K)(hC−hT )
|Π|
|Γ| . 
5.4. Constructing a nearly geodesic surface. Our object is to find
a (closed) surface subgroup of Γ that is K-quasi-Fuchsian and thereby
prove Theorem 1.1. We can assume that K < 3/2. We then let  =
(K − 1)/2C0, where C0 is as it appears in Theorem 2.2. We will let
hT = 6 logR, and hc = hT + 2(NU + 5) logR, so that
(5.4.1) RNU+1e−(2−K)(hC−hT ) < R−4.
Since the left hand side appears in (5.3.3), this will give control over
the boundary of the randomized umbrellas.
We also choose R large enough for all previous statements that hold
for R sufficiently large. This depends on the constants hT/ logR and
hC/ logR, so technically first we fix these constants, then we pick R,
and then hT and hC are defined as numbers.
We will determine the components for the surface (the pants and
hamster wheels) in two steps.
Step 0: All good pants with a cutoff height.
Let
A0 :=
∑
P∈Π<hc,R
P
be the formal sum of all unoriented good pants P over P ∈ Π<hC,R .
Step 1: The Umbrellas.
We let
A1 :=
∑
γ∈Γ<hc,R
∑
P∈Π≥hc,R (γ)
Uˆ(P, γ),
be the sum of randomized umbrellas for all good pants that have a cuff
above the cutoff height and a cuff below the cutoff height. Note that
A1 is a linear combination of (unoriented) good assemblies.
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Proof of Theorem 1.1. We claim that we can then assemble the pants
and good assemblies of A := A0 + A1 (after clearing denominators)
into a closed good assembly.
Let us see that we can do this at every γ ∈ Π<hC,R . We first con-
sider a rational sum Aγ comprising one of each good pants in Π,R(γ)
(including the ones in Π≥hC,R ), and also all the good assemblies in A1
(counting multiplicity) with γ as an external boundary. By (5.4.1) and
(5.3.3), the latter term has total size at most R−4 |Π||Γ| . Therefore, by
Theorem 5.2, we can apply the doubling trick (after clearing denomi-
nators) and match off all the oriented versions of the good pants and
good assemblies in Aγ. Moreover, by Property 1 in Theorem 4.1, and
its analog in Theorem 4.14, we can replace each pants pi in Π≥hC,R with
its corresponding umbrella Uˆ(pi, γ), and still have everything be well-
matched. Thus we have constructed a closed 2-good assembly, and we
are finished.
By Theorem 2.2, this implies the main theorem. 
Appendix A. Good Assemblies are Close to Perfect
A.1. Introduction. The goal of this appendix is to prove Theorem
2.2. A version of this result, using assemblies of only good pants (with-
out any good hamster wheels), is the content of [KM12, Section 2].
Our approach is different from that of [KM12]. In fact, our discussion
provides a complete alternative to [KM12, Section 2] that is shorter,
simpler, generalizes much more easily to other semisimple Lie groups,
and is much more constructive. (In principle, it is wholly constructive.)
In addition, this appendix generalizes the results of [KM12] in such a
way as to include hamster wheels.
As a result of this appendix (and [KW]), we do not rely on any
results from [KM12].
We consider a good assembly A. As in [KM12], we construct a
perfect assembly Aˆ to which A is compared. In contrast to [KM12], we
have no need to define an interpolation (one-parameter family of good
assemblies) between Aˆ and A.
We also construct a map e relating Aˆ and A. The construction
of Aˆ is carried out in Section A.5, where we also prove quantitative
estimates called M, -compliance on the comparison map e. These
estimates should be thought of as hyperlocal, in that they involve only
pairs of geodesics that are adjacent in the assembly.
The compliance estimates are a basic starting point for the analysis of
the assembly. In the case where A only contains pants, the compliance
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estimates are very easy. In the case of hamster wheels, many of the
required estimates are deferred to the final section of this appendix,
Section A.9.
Geodesics in A can come very close to each other in hyperbolic dis-
tance. Thus, for two given geodesics in A that are bounded hyperbolic
distance apart, they could have large combinatorial distance in A. The
novelty of this appendix, in comparison to [KM12], is that elementary
estimates on products of matrices in PSL2(C) are used to understand
the relative position of such pairs of geodesics in A. These elementary
estimates are contained in Section A.2.
Sections A.4 and A.6 apply these algebraic estimates to obtain a
geometric estimate on the comparison between Aˆ and A, called ε-
bounded distortion to distance D. The definition is isolated in Section
A.3. This estimate says that relative positions in A, as measured by
isometries taking one frame in A to another frame in A at distance at
most D from the first frame, are almost the same as the corresponding
relative positions in the perfect assembly Aˆ.
The bounded distortion estimates are quite strong, and express that
on bounded scales Aˆ is a “nearly isometric” version of Aˆ. In Sections
A.7 and A.8 we explain how standard results allow one to go from
bounded distortion to global estimates on A and to conclude the proof
of Theorem 2.2.
A.2. An Estimate for Matrix Multiplication. For any element U
of a Lie algebra (for a given Lie group), we let U(t) be a shorthand
for exp(tU). Let X ∈ sl2(R) be
(
1
2
0
0 − 1
2
)
, and let θ =
(
0 − 1
2
1
2
0
)
. We let
Y = e(pi/2)adθX, so that Y (t) = θ(pi/2)X(t)θ(−pi/2). We will think of
SL2(R) as a subset of M2(R); we may then add or subtract elements
of SL2(R) from each other, and take their matrix (operator) norm. We
observe that ‖X‖ , ‖Y ‖ ≤ 1.
Let’s begin by stating a theorem.
Theorem A.1. Suppose (ai)
n
i=1, (bi)
n
i=1, (a
′
i)
n
i=1, (b
′
i)
n
i=1 are sequences
of complex numbers, and A,B,  are positive real numbers such that
 < min(1/A, 1/e),
n∑
i=1
|ai|e|bi| ≤ B,
and for all i,
(1) 2|ai|e|bi|+1 ≤ A
(2) |bi − b′i| < , and
(3) |ai − a′i| < |ai|.
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Then
(A.2.1)∥∥∥∥∥
n∏
i=1
Y (bi)X(ai)Y (−bi)−
n∏
i=1
Y (b′i)X(a
′
i)Y (−b′i)
∥∥∥∥∥ ≤ 12eA+2BB.
We will begin our discussion of Theorem A.1 with a few simple lem-
mas:
Lemma A.2. For all complex numbers a and b, we have
(A.2.2)
∥∥eb adY aX∥∥ ≤ |a|e|b|.
Proof. By direct calculation, we have
eb adY aX = a((cosh b)X − (sinh b)θ).
Moreover, 〈X,X〉 = 1
2
, 〈θ, θ〉 = 1
2
, and 〈X, θ〉 = 0. (Where 〈·, ·〉 denotes
the standard inner product on M2 ≡ R4.) So∥∥eb adY aX∥∥2
2
= a2
(
1
2
cosh2 b+
1
2
sinh2 b
)
≤ a2
(
1
2
e2|b| +
1
2
e2|b|
)
≤ a2e2|b|.
We have the derived the desired upper bound for the L2 (Hilbert-
Schmidt) norm, and hence for the operator norm. 
Lemma A.3. For any U ∈ sl2(C) (or much more generally), we have
(A.2.3) ‖exp(U)‖ ≤ e‖U‖
and, when ‖U‖ ≤ A,
(A.2.4) ‖exp(U)− 1‖ ≤ e‖U‖ − 1 ≤ e
A − 1
A
‖U‖ ≤ eA ‖U‖
Proof. The point is that we’re thinking of both sl2(C) and SL2(C) as
subsets of M2(C), and hence we have exp(U) = eU for U ∈ sl2(C).
Then (A.2.3) and the first inequality of (A.2.4) follow from the power
series for ex; the second inequality follows from the convexity of ex. 
Lemma A.4. We have, for U,A ∈Mn(C),
(A.2.5)
∥∥U − AUA−1∥∥ ≤ 2 ‖U − 1‖ ‖A− 1‖∥∥A−1∥∥ .
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Proof. We have
U − AUA−1 = (UA− AU)A−1
= [U,A]A−1
= [U − 1, A− 1]A−1
and [S, T ] ≤ 2 ‖S‖ ‖T‖ for all S and T . 
We can now proceed to our two basic estimates:
Lemma A.5. Suppose |b′ − b| ≤ 1, and |a|e|b| ≤ A. Then
(A.2.6) ‖Y (b)X(a)Y (−b)− Y (b′)X(a)Y (−b′)‖ ≤ 10eA|a|e|b||b′ − b|.
Proof. Under the given hypotheses, we have, by (A.2.2) and (A.2.4),
(A.2.7)
∥∥exp(eb adY aX)− 1∥∥ ≤ eA|a|eb.
Hence ‖U − 1‖ ≤ eA|a|eb, where U = Y (b)X(a)Y (−b). Also, by
(A.2.4) and (A.2.3),
(A.2.8) ‖Y (b′ − b)− 1‖ ≤ (e− 1)|b′ − b|.
and
‖Y (b− b′)‖ ≤ e|b′−b| ≤ e.
So, by Lemma A.4 and the above,
‖U − Y (b′ − b)UY (b− b′)‖ ≤ 2 ‖U − 1‖ ‖Y (b′ − b)− 1‖ ‖Y (b− b′)‖
≤ 2eA|a|e|b|(e− 1)e|b′ − b|
≤ 10eA|a|eb|b′ − b|. 
Lemma A.6. When |a′ − a|e|b| ≤ 1 and |a|e|b| ≤ A,
(A.2.9) ‖Y (b)X(a′)Y (−b)− Y (b)X(a)Y (−b)‖ ≤ 2eA+|b||a′ − a|.
Proof. We then have, by (A.2.2), (A.2.3), and (A.2.4),
‖Y (b)X(a′)Y (−b) − Y (b)X(a)Y (−b)‖
=
∥∥exp(eb adY a′X)− exp(eb adY aX)∥∥
= exp(eb adY aX)(exp(eb adY (a′ − a)X)− 1)
≤ eA(e− 1)e|b||a′ − a|. 
Lemmas A.5 and A.6 can be combined into the following.
Lemma A.7. When A > 0 and a, b, a′, b′ are complex numbers such
that 2|a|e|b|+1 ≤ A, |b− b′| < , |a− a′| < |a|, and  < min(1/e, 1/A),
we have
(A.2.10) ‖Y (b)X(a)Y (−b)− Y (b′)X(a′)Y (−b′)‖ ≤ 12eA+|b||a|.
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Proof. By Lemma A.5, we have
(A.2.11) ‖Y (b)X(a)Y (−b)− Y (b′)X(a)Y (−b′)‖ ≤ 10eA|a|e|b||b′ − b|.
Then by Lemma A.6 and |b′ − b| < 1, we have
(A.2.12) ‖Y (b′)X(a′)Y (−b′)− Y (b′)X(a)Y (−b′)‖ ≤ 2eA+|b||a′ − a|.
Combining (A.2.11) and (A.2.12), we obtain (A.2.10). 
Before proving Theorem A.1, we observe that
(A.2.13) ‖Y (b)X(a)Y (−b)‖ ≤ ee|b||a|
by (A.2.2) and (A.2.3).
Proof of Theorem A.1. When ‖Ui‖ , ‖U ′i‖ ≤ Ai, and Ai ≥ 1, then
(A.2.14)
∥∥∥∥∥∏
i
Ui −
∏
i
U ′i
∥∥∥∥∥ ≤
(∏
i
Ai
)∑
i
‖Ui − U ′i‖ .
In (A.2.14) we let Ui = Y (bi)X(ai)Y (−bi), U ′i = Y (b′i)X(a′i)Y (−b′i),
and Ai = e
2|ai|e|bi| . Our hypotheses imply that
|a′i|e|b
′
i| ≤ (1 + 1/e)|ai|e|bi|+1/e ≤ 2|ai|e|bi|
and hence ‖Ui‖ , ‖U ′i‖ ≤ Ai by (A.2.13). Moreover, by our hypotheses
and Lemma A.7,
(A.2.15)
∏
i
Ai ≤ e2B,
and
(A.2.16)
∑
‖Ui − U ′i‖ ≤ 12eA
∑
i
e|bi||ai| ≤ 12eAB.
The Theorem follows. 
A.3. Frame bundles and -distortion. By an n-frame in an oriented
n-dimensional Riemannian manifold M we of course mean a point x ∈
M along with an orthonormal basis for TxM with positive orientation.
We let FM denote the set of all n-frames in M .
We observe that any orthonormal set v1, . . . , vn−1 of n− 1 vectors in
TxM can be completed to a unique n-frame v0, v1, . . . , vn−1. We call the
latter the associated n-frame for the former. If v ∈ T 1(H2) ⊂ T 1(H3),
we can thus complete v to be a 2-frame w, v for H2, and then complete
w, v to be a 3-frame q, w, v for H3; we call this the associated 3-frame
for v.
If γ is an oriented geodesic in a 3-manifold M , then any unit normal
vector v to γ determines a unique 2-frame w, v for M , where w is
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tangent to γ and is positively oriented. We call this the associated 2-
frame for v with respect to γ. We can complete this frame to a 3-frame
q, w, v in M ; we call this the associated 3-frame for v with respect to
γ. Let F(γ) be the set of all frames obtained in this way. Moreover, if
γ is an unoriented geodesic, we let F(γ) = F(γ+) ∪ F(γ−), where γ+
and γ− are the two possible oriented versions of γ.
Now suppose that v ∈ N1(γ), where γ is an oriented geodesic in
H2 ⊂ H3 (and N1(γ) ⊂ T 1(H2)). There are then two associated 2-
frames for v: one by completing v to be a 2-frame forH2, and the second
by thinking of v ∈ N1(γ) ⊂ T 1(H3), and then taking the associated 2-
frame for v with respect to γ, as described in the previous paragraph.
We observe that when v points to the left of γ (in H2), then these
two associated 2-frames are the same (and hence the two associated 3-
frames are also the same). The same story applies when v ∈ N1(γ), and
v and γ lie in some geodesic subsurface of a hyperbolic 3-manifold. In
particular, the associated 3-frames are the same when γ is a boundary
curve of a geodesic subsurface with geodesic boundary (with γ oriented
so that the subsurface is on its left), and v is an inward pointing normal
vector to γ. In these settings we will simply refer to the associated 3-
frame for v.
Distance and distortion in FH3. We fix a left-invariant metric d on
Isom(H3), and, for g ∈ Isom(H3), let d(g) = d(1, g). We observe the
following:
Lemma A.8. For all D there exists D′: If U ∈ SL2(C), and ‖U‖ < D,
then d(U) < D′. Likewise with ‖·‖ and d(·) interchanged.
Lemma A.9. For all D,  there exists δ: Suppose that U, V ∈ SL2(C),
‖U‖ , ‖V ‖ < D, and ‖U − V ‖ < δ. Then d(U, V ) < δ.
If u, v ∈ FH3, we let u → v ∈ Isom(H3) be uniquely determined by
u · (u → v) = v. Given X ⊂ FH3 and a map e˜ : X → FH3, we say
that e˜ has -bounded distortion to distance D if
(A.3.1) d(u→ v, e˜(u)→ e˜(v)) < 
whenever u, v ∈ X and d(u, v) < D (where d(u, v) = d(u→ v)).
We observe that our distance estimates can be concatenated in a
natural way:
Lemma A.10. For all ,D, k there exists δ: When u0, . . . uk, v0 . . . vk ∈
F(H3), and
d(ui → ui+1, vi → vi+1) < δ,
and
d(ui → ui+1) < D,
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then
d(u0 → uk, v0 → vk) < .
Some formal shenanigans. For a perfect pants or hamster wheel Q,
we let ∂FQ be the set of associated 3-frames for inward pointing unit
vectors based at a point in ∂Q. For a good pants or hamster wheel Q
we let ∂FQ be union of F(γ) for all oriented γ ∈ ∂Q.
In the setting for Theorem 2.2, we have components Ci glued along
boundaries, so that some boundary geodesic of one Ci is geometrically
identified with a boundary geodesic of another Cj, and so forth, to form
an assembly A. In Section A.5, we will construct a perfect model Aˆ for
A; in this section we should discuss what such a thing would be.
The perfect model will provide a perfect component Cˆi for each Ci
in A, along with a suitable map h : Cˆi → M taking ∂Cˆi to ∂Ci, up to
homotopy through such maps. Then the gluings of the Ci determine
gluings of the Cˆi, and these Cˆi then form a topological surface. The
perfect model Aˆ also includes geometric (and isometric) identifications
of the components of the ∂Cˆi, so that we obtain an actual geometric
surface SAˆ. In this was we obtain a homotopy class of maps h : SAˆ →
M , such that h maps each component Cˆi in SAˆ to its corresponding
component Ci in M . We can then lift this map to h˜ : H2 → H3; while
the lift depends on the exact choice of h, the homotopy class of h
determines the correspondence of each elevation3 of each Cˆi with an
elevation of Ci, and also determines how the boundary geodesics of
those elevation correspond.
Suppose we have maps e : ∂F(Cˆi) → ∂F(Ci) that maps frames over
each boundary of Cˆi to frames over the corresponding boundary in
Ci. Then we can use h˜ to get a canonical lift of e to ∂
F( ˜ˆA): for
each boundary geodesic of elevation of each component Cˆi, take the
corresponding object for Ci—determined, if you like, by h˜—and the lift
e˜ of e is determined by requiring that e˜ maps the (associated frames for)
the inward pointing normal vectors at this boundary geodesic to our
chosen corresponding one for Ci. We then say that e : ∂
F(Aˆ)→ ∂F(A)
(or e : ∂F(Cˆi) → ∂F(Ci) or even e : F(γˆ) → F(γ)) has -distortion at
distance D if and only if e˜ does.
A.4. Linear Sequences of Geodesics. In this subsection we observe
a corollary to Theorem A.1.
A linear sequence of geodesics in H2 is a sequence (γi)ni=0 of disjoint
geodesics in H2 with common orthogonals, such that each geodesic
3component of the whole preimage
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separates those before it from those after it. We orient all the geodesics
in a linear sequence such that the geodesics that follow a given geodesic
(in the sequence) are to the left of that geodesic.
Given any two oriented geodesics with a common orthogonal, there
is a unique orientation-preserving isometry taking one to the other that
maps one foot of the common orthogonal to the other. We can likewise
define an isometry from the frame bundle (or unit normal bundle) of
one geodesic to the same object for the other, such that one foot (as a
unit vector) is mapped to the negation of the other foot.
Returning now to a linear sequence (γi) of geodesics, given x0 ∈ γ0,
we can inductively define xi ∈ γi such that xi+1 and xi are related by
the isometry defined in the previous paragraph. We say that the xi’s
form a homologous sequence of points on the γi’s. (Here we are inspired
more by the natural meaning of “homologous” than by its meaning in
mathematics). We have the following lemma:
Lemma A.11. Suppose (xi) is a homologous sequence of points on a
linear sequence γi of geodesics, and take y ∈ γn. Then
d(xn, y) ≤ d(x0, y).
Before proving this lemma, we will prove another little lemma:
Lemma A.12. Suppose η is a geodesic in H2, and γ0, γ1 are distinct
geodesics orthogonal to η, and oriented so that both point towards the
same side of η. Suppose yi ∈ γi, for i = 0, 1. Then, taking signed
distances along the γi,
(A.4.1) |d(η, y0)− d(η, y1)| < d(y0, y1).
Proof. Suppose the two yi are on the same side of η. Then, taking
unsigned distances, we have
d(η, y1) < d(η, y0) + d(y0, y1)
by the triangle inequality, and the same with y0 and y1 interchanged.
The Lemma follows in this case.
Now suppose that the two yi are on opposite sides of η. Then the seg-
ment from y0 to y1 intersects η in a point u, and again taking unsigned
distances, d(y0, η) < d(y0, u) and d(η, y1) < d(u, y1). The Lemma fol-
lows. 
Proof of Lemma A.11. For each i, let yi denote the intersection of γi
with the geodesic segment from x0 to y.
We claim that |d(xi, yi) − d(xi+1, yi+1)| ≤ d(yi, yi+1) for each i with
0 ≤ i < n (where the first two distances are signed distances). Too
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see this, let η be the common orthogonal for γi and γi+1. Then, taking
signed distances (along γi and γi+1), we have
d(xi, yi) = d(η, yi)− d(η, xi),
d(xi+1, yi+1) = d(η, yi+1)− d(η, xi+1),
and
d(η, xi) = d(η, xi+1).
Moreover,
|d(η, yi+1)− d(η, yi)| < d(yi, yi+1)
by Lemma A.12. The claim follows.
The Lemma follows by summation over i. 
We say a sequence (γi) of oriented geodesics in H3 is semi-linear
if each pair of consecutive geodesics are disjoint and have a common
orthogonal. Given such a sequence we can again define a homologous
sequence of points, and also of frames.
Now suppose that (γi)
n
i=1 is a linear sequence of geodesics in H2, and
(γ′i)
n
i=1 is a semi-linear sequence of geodesics in H3. We let ηi be the
common orthogonal to γi and γi+1 (oriented from γi to γi+1), and we
let ui be the signed complex distance from γi to γi+1 (it will in fact
be real and positive), and vi be the signed complex distance (along
γi) from ηi to ηi+1. We likewise define η
′
i, u
′
i, and v
′
i. Moreover, we
can define a unique map e : F(γ0) ∪F(γn)→ F(γ′0) ∪F(γ′n) such that
e : F(γ0) → F(γ′0) and e : F(γn) → F(γ′n) are isometric embeddings,
and e maps the foot of η0 on γ0 to its primed analog, and likewise the
foot of ηn−1 on γn.
We say that the two sequences are R,B, -well-matched if R+B > n
and the following properties hold for each i:
(1) vi = 1,
(2) |v′i − vi| < /R,
(3) B−1 < uieR/2 < B, and
(4) |u′i − ui| < |ui|.
Theorem A.13. For all B,D there exists a K, 0, R0 such that for all
R > R0 and  < 0: Suppose that γi and γ
′
i are R,B,  well-matched.
Then the map e has K-bounded distortion at distance D.
Proof. Suppose that x ∈ F(γ0) and y ∈ F(γn) such that d(x, y) < D.
We let (xi) be the homologous sequence of frames for (γi) starting
with x0 := x, and let (x
′
i) be the same on γ
′
i, starting with x
′
0 := x
′ :=
e(x).
Now we let ai = ui and define bi such that footγi+1γi = xiY (bi).
We observe that xi+1 = xiY (bi)X(ai)Y (−bi) and bi+1 = bi + vi, and
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likewise with bi, xi, etc. replaced with b
′
i, x
′
i etc. So we have b0 = b
′
0 by
the definition of e, and
bi = b0 +
i−1∑
j=0
vi,
and likewise for b′i and v
′
j, and hence
b′i − bi =
i−1∑
j=0
v′i − vi <
2n
R
< 2
by Condition 2 of well-matched, and taking R0 > B. So we have
verified Condition 3 of Theorem A.1. Condition 2 of Theorem A.1 also
follows from condition 4 above.
We still need to control |ai|e|bi|. In our setting all the a′is are about
e−R/2 in size, and bi = b0 + i, so we really just need to control the
largest |ai|e|bi| (which is actually either the first or the last) in order to
control the sum of all of them. We have a0e
|b0| < K(D)d(x0, γ1) when
d(x0, γ1) < D, as it must be. In particular we have |b0| < B′ +R/2.
We also want a similar bound for |bn|. By Lemma A.11, we have
d(xn, y) ≤ d(x, y) < D. Moreover, as in the previous paragraph, the
distance from footγn−1γn to y is bounded by log(K(D)d(γn−1, y)/an−1),
which is in turn at most K ′(D) +R/2. Thus we obtain our bound for
|bn|. 
A.5. The perfect model and M, -compliance. Let Q be a good
component and Qˆ the corresponding perfect one. We say that e : ∂FQˆ→
∂FQ is M, -compliant if the following four properties hold:
(1) The map from ∂Q to ∂Qˆ induced by e is the restriction (to ∂Qˆ)
of an orientation-preserving homeomorphism from Qˆ to Q.
(2) e is affine (linear) on each component of ∂Qˆ.
(3) e is -distorted up to distance M .
(4) For all distinct ordered pairs α, β of boundary geodesics in Q
with d(α, β) < M , we have d(e(footα(β)), foote(α)eβ) < .
Now suppose that A is a good assembly and Aˆ is a perfect one. We
say that e : ∂FAˆ → ∂FA is M, -compliant if the following properties
hold:
(1) For each component Qˆ of Aˆ, there is a corresponding component
Q of A such that e|∂F Qˆ is an M, -compliant map from ∂FQˆ to
∂FQ.
(2) If γˆ is a gluing boundary of Aˆ, so γˆ ∈ ∂Q0 and γˆ ∈ ∂Qˆ1,
then e restricted to the frames based on γˆ lies in the frames
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for the common boundary γ of Q0 and Q1, and e restricted to
these frames is -distorted, up to any distance. (This is possible
because it’s just a constant complex shear). Moreover, if Qˆ0
and Qˆ1 both have formal feet on γˆ (or equivalently, have very
nearby boundaries), the this restriction of e has /R-distortion
(at all distances).
The details of these definitions are not so significant; what matters
is that the compliance of a map e : ∂FAˆ → ∂FA just depends on e
restricted to each component, and on e restricted to the frame bundle
of each gluing geodesic in Aˆ. We might say that -compliance is a thus
a hyperlocal property.
Theorem A.14. For all M, δ we can find , R0 such that for all R >
R0: For any R,  good assembly A we can find a perfect assembly Aˆ
and an M, δ-compliant map e : ∂FAˆ→ ∂FA.
The proof of this Theorem requires the M, -compliance of a good
hamster wheel, which is defined and proven in Section A.9.
Proof. First suppose that we are given a good component Q, and we
let Qˆ be its perfect model. If Q is a pants, then there is a unique linear
map from ∂Qˆ to ∂Q that maps the (base points of) the feet of the short
orthogeodesics of ∂Qˆ to the same for Q. This then determines a linear
map from ∂FQˆ to ∂Q that is R, -compliant.
If Q is a hamster wheel, then we map the formal feet of the inner
curves for Qˆ to the same for Q; we choose an inner curve of Qˆ ar-
bitrarily, and map the feet of the medium orthogeodesics from that
inner curve to the two outer curves to the corresponding objects on
Q. The M, -compliance of the resulting map e then follows from the
M, -compliance of Q.
Now, given the whole assembly A, we assemble the perfect models
for the components as follows: two components with formal feet are
joined with a shear by 1, and in all other cases we join the perfect
models such that the shear between two arbitrarily chosen M -medium
or short feet in the perfect model is the real part of the shear between
the corresponding feet in the good assembly. The M, -compliance of
the whole map e : ∂FAˆ → ∂FA then follows. 
A.6. Bounded distortion for good assemblies. We can now state
our theorem for good assemblies:
Theorem A.15. For all D there exists R0 for all  there exists δ for
all R > R0: Let A be a R, δ good assembly. Then there is a perfect
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assembly Aˆ and a map e : ∂FAˆ → ∂FA that is -distorted at distance
D.
Proof of Theorem A.15. By Theorem A.14, we have a perfect model Aˆ
and an D, -compliant map e : ∂FAˆ→ ∂FA. We work on the universal
cover of the good assembly Aˆ, and prove that our map e (lifted to the
universal cover), has bounded distortion. Accordingly suppose that we
have two points u and v, with d(u, v) < D, each lying on a boundary
curve for Aˆ in the universal cover. We suppose that u lies on γ0, and v
on γn, where γ1, . . . , γn−1 are the boundary curves for Aˆ, in sequence,
separating γ0 and γn.
Figure A.1. Going from u to v. (In this picture z2 = y3
because b2 − a2 = b3 − a3; this is not always the case.)
We can find a1 . . . ak and b1 . . . bk, where k is bounded in terms of D,
such that
(1) ai < bi and bi ≤ ai+1 ≤ bi + 1,
(2) C0e
−R/2 < d(γj, γj+1) < Ce−R/2 when ai ≤ j < j + 1 ≤ bi,
(3) footγj+1γj − footγj−1γj = 1 when ai < j < bi,
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(4) footγbi+1γbi − footγbi−1γbi = −R when ai+1 = bi,
(5) 1/100 < d(γbi , γai+1) < D when ai+1 = bi + 1.
We let α be the segment connecting u and v. We let yi be the unit
normal vector to γai (pointing forward to γbi) at α ∩ γai , and we let zi
be the unit normal vector to γbi (pointing back to γai) at α ∩ γbi , See
Figure A.1.
We make the following claims:
(1) d(yi → zi, e(yi)→ e(zi)) < ,
(2) d(zi → yi+1, e(zi)→ e(yi+1)) < .
Let us prove the first claim. We observe that -compliance implies
that the sequence (γj)
bi
j=ai
is R,B, -well-matched. Then Claim 1 holds
as a result of Theorem A.13, along with the observation (which follows
from 1, -compliance) that the e for Theorem A.13 differs on F(γai)
and F(γbi) from the official one (constructed at the beginning of the
proof of this Theorem) by an -sized shear.
The second claim follows immediately from the D, -compliance of e.
It then follows from Lemma A.10 that d(z0 → yk+1, e(z0)→ e(yk+1))
is as small as we want. 
A.7. Boundary values of near isometries. We say that X ′ ⊂ X is
A-dense in a metric space X if NA(X ′) = X. (So X ′ is dense in X if
it is A-dense for A > 0.)
We think of H2 as a subset of H3, and hence F(H2) as a subset of
F(H3).
Theorem A.16. For all A there exists B for all δ there exists : Sup-
pose that U ⊂ F(H2) is A-dense and e : U → F(H3) is such that
(A.7.1) d(e(u0)→ e(u1), u0 → u1) < 
whenever u0, u1 ∈ U and d(u0, u1) < B. Then e is a B, δ-quasi-
isometric embedding, and e extends to eˆ : ∂H2 → ∂H3 to be 1 + δ-
quasi-symmetric.
When e satisfies that hypothesis for this theorem, then we say that
e is -distorted up to distance B.
This theorem will follow from the following more general theorems:
Theorem A.17. For all K, δ there exists K ′, D: Suppose X is a path
metric space and Y is δ-hyperbolic, and f : X → Y is such that
K−1d(x, x′)−K < d(f(x), f(x′) < Kd(x, x′) +K
whenever d(x, x′) < D. Then f is a K ′-quasi-isometric embedding.
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Proof. Because X is a path metric space, it is enough to find K ′ and
D such that every D-locally K-quasigeodesic in Y is K ′-geodesic; this
follows from [CDP90, Ch. 3, Theorem 1.4] (see also [BH99, p. 407]).

Theorem A.18. Let X and Y be Gromov hyperbolic, and let f : X →
Y be a quasi-isometric embedding. Then f extends continuously to an
embedding fˆ : ∂X → ∂Y . Moreover fˆ depends continuously on f with
the uniform topology on fˆ and the local uniform topology on f .
Proof. Let us first show fˆ is well-defined. If two geodesic rays in X
stay at bounded distance, then the image of each is at bounded distance
from a geodesic ray in Y (by the Morse lemma), and those two geodesic
rays in Y stay at bounded distance, by thin triangles.
It is easy to check that fˆ is an embedding and that it is a continuous
extension.
If f0 and f1 are at bounded distances for large scales, then these
quasi-geodesics (and there geodesic fellow-travelers) stay at bounded
distance for a long time, and hence are nearby in the boundary. 
Proof of Theorem A.16. We take B = 2A + 1. Then whenever U ⊂
F(H2) is A-dense and x, y ∈ U , there is a sequence z0 = x, z1, . . . zk = y
in U , with k < d(x, y) + 1, for which d(zi, zi+1) < B for i = 0 . . . k1.
Now suppose that we have a U and an e such that (A.7.1) is satisfied.
Then for any B′ and x, y ∈ U with d(x, y) < B′, we have a sequence zi
defined as above, and hence
d(e(x)→ e(y), x→ y) < F (, B′).
where F (, B′) is small when  is small and B′ is bounded.
We then take K in Theorem A.17 to be 2, and let B′ be the D in
that Theorem; when  is sufficiently small, we can then apply Theorem
A.17 to obtain that e is globally K ′ quasi-isometric.
By Theorem A.18, e extends continuously to eˆ : ∂H2 → ∂H3. We
must show that eˆ is δ-quasisymmetric. This is the same as showing that
all standard quadruples are at most δ-distorted; because we can move
e by Mo¨bius tranformations in domain and range, it is enough to show
that |e(0)| < δ′, under the assumption that e(−1) = −1, e(1) = 1, and
e(∞) =∞. Suppose, to the contrary, that there were no  that insured
that |e(0)| < δ. Then we can take a sequence of maps en defined on a
sequence of A-dense sets Un such that (A.7.1) is satisfied for  = 1/n,
and for which |e(0)| ≥ δ. But then we can take a limit e∞ of these en
and find that eˆ∞(0) = 0 because eˆ∞(1) = 1 (and same for −1 and ∞)
and eˆ∞ is a Mo¨bius tranformation. This is a contradiction. 
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A.8. Conclusions. From Theorems A.15 and A.16 we can derive the
following corollary:
Theorem A.19. There exists R0 for all  there exists δ for all R > R0:
Let A be a R, δ good assembly. Then there is a perfect assembly Aˆ and
an map e : ∂FAˆ → ∂FA such that e extends to eˆ : ∂H2 → ∂H3 to be
1 + -quasi-symmetric.
Proof. It is easy to check that there is an a such that every perfect
assembly is a-dense; we let the A in Theorem A.16 be this a, and we
let the D in Theorem A.15 be the resulting B in Theorem A.15. We
let δ in Theorem A.16 be the given , and then we let  in Theorem
A.15 be the resulting  in Theorem A.15. We let  be the resulting δ
(in Theorem A.15). The Theorem follows. 
The following theorem follows readily from the machinery in [Ahl06,
Ch. 4].
Theorem A.20. Let f : S1 → Cˆ be M-quasi-symmetric, in the sense
that f sends standard triples to M-semi-standard triples. Then f ex-
tends to a K-quasiconformal map from Cˆ to Cˆ, where K depends only
on M and K → 1 as M → 1. Moreover if the original map conju-
gates a group of Mo¨bius transfomations to another such group, then
the extension does as well.
Proof of Theorem 2.2. This is an immediate corollary of Theorems A.19
and A.20. 
The following is a consequence of the Douady-Earle extension applied
to H3. (See [DE86] and [TW98]).
Theorem A.21. Let ρ and ρ′ be groups of isometries of H3 (and its
boundary S2), and suppose that f : S2 → S2 is K-quasiconformal and
conjugates ρ to ρ′. Then we can extend f to a quasi-isometry fˆ : H3 →
H3 with the same property. If K is close to 1, then we can make f be
C∞, and C∞ close on ball of bounded (but large) size to an isometry.
From Theorems A.20 and A.21 it follows that we obtain a map from
a closed hyperbolic surface to the given cusped hyperbolic 3-manifold
that is everywhere locally C∞ close to being an isometric embedding.
It also follows that this map is homotopic to a minimal surface, and
hence that there are infinitely many minimal surfaces in our 3-manifold.
A.9. Good and Perfect Hamster Wheels. The object of this sub-
section is to provide some estimates on the geometry of good hamster
wheels as defined in Section 2.9.
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LettingH be a hamster wheel, let us consider the orthogeodesics ofH
(connecting the cuffs of H), and let us first consider the corresponding
orthogeodesics of the perfect model HR. There are the short ortho-
geodesics that connect adjacent inner cuffs; these have length about
e−R/2. All other orthogeodesics will be called nonshort orthogeodesics
and have length bounded below by a universal constant. For a given M ,
an M -medium orthogeodesic is a nonshort orthogeodesic with length
less than M . These are the orthogeodesics that directly connect an
inner cuff with an outer one, and the orthogeodesics that connect an
inner cuff to a nonadjacent inner cuff that is “not too far over”.
The notion of goodness introduced in Section 2.9 is convenient for
applications, where we are concerned with generating good hamster
wheels, and counting the number that we can so generate. For our
proof of Theorem 2.2, we will need to verify a more meticulous notion
of goodness, which we will refer to as compliance. Accordingly, we
say that a hamster wheel H is R, ,M -compliant when it satisfies the
following conditions.
(1) For all short and M -medium orthogeodesics α,∣∣∣∣ lH(α)lHR(α) − 1
∣∣∣∣ < 
where lH(α) is the complex length in H of α and lHR(α) is the
complex length in the perfect model HR, measured along the
corresponding orthogeodesic.
(2) Both feet of every short orthogeodesic lie within /R of a formal
foot.
(3) Both feet of every M -medium orthogeodesic lie within  of the
value of the slow and constant turning vector field at the asso-
ciated point.
(4) If α and β are two short or M -medium geodesics with feet on
a cuff γ (in HR), then
|dγ(α, β)− dγ′(α′, β′)| < ,
where α′, β′, and γ′ are the corresponding objects for H.
Remark A.22. The feet of the medium orthogeodesics will actually
be within /10R of the constant turning vector fields.
The following theorem, which is used in Theorem A.14 to construct
a compliant map from the perfect model, is the main theorem of this
section.
Theorem A.23. For every M there is a K, 0 such that every , R-good
hamster wheel is R,K,M-compliant (when  < 0).
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Figure A.2. Top: Geodesics labelled by name. Bot-
tom: Orthogeodesics labelled by complex length.
Proof. We start with our two good curves γr and γl, and the R ortho-
geodesic connections (“rungs”) λi. We consider two consecutive such
orthogeodesic connections in Figure A.2, say λ0 and λ1. Let λ01 be the
geodesic homotopic to λ0 plus λ1 plus the segments on γr and γu. We
also consider the orthogeodesics from λ01 to the four segments γl, γr,
λ0, and λ1, as in Figure A.2. Let the complex distance between pairs
of geodesics be as in Figure A.2, where we have labeled orthogeodesics
between a pair of geodesics by the complex distance between that pair
of geodesics. These four orthogeodesics cut each of the four segments
into two subsegments, whose complex lengths we have labelled in Fig-
ure A.2.
We let l0 = l0l + l0r be the complex length of λ0, and likewise define
l1. (By complex length of λ0 we mean the complex distance along
λ0 between the geodesics γl and γr that it was defined to connect).
Similarly we let l′0 = l
′
0l + l
′
0r be the complex length of λ
′
0 (the portion
of λ01 going clockwise from el to er), and likewise define l
′
1. We let
ur = u0r + u1r be the complex distance between λ0 and λ1 along γr,
and likewise define ul. Then we have, by construction, ur = 2+O(/R)
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(and likewise for ul) and l0 = R + 2 log sinh 1 + O(/R) (and likewise
for l1).
By the Hyperbolic Cosine Law for Hexagons, we have
(A.9.1) coshul0 = coth l0 coth el + cosh er csch l0 csch el
and likewise for 0 replaced with 1, and/or l interchanged with r. More-
over we have ul0 + ul1 = ul, and likewise with l replaced by r.
Now imagine we are given ul, ur each near 2, and coth l0 and csch l0
(and coth l1 and csch l1) thought of as independent variables with the
former near 1 and the latter near 0. Then ul0, ul1, ur0, ur1 and el, er are
determined implicitly by the Implicit Function Theorem, and satisfy
(A.9.2) ul0 = 1 +O(/R), el = coth
−1 cosh 1 +O(/R),
and likewise for ul1, ur0, ur1 and er.
Then it follows that η0 = O(e
−R/2), because l0, l′0 > R − O(1), and
the endpoints of the corresponding segments are at a bounded distance
from each other (in pairs).
By Lemma A.24, we have
cosh l0r =
cosh η0 cothur + cosh η1 cschur
sinh η0
=
coth 1 + csch 1 +O(/R)
η0(1 +O(e−R))
and
cosh l0r = (1 +O(e
−2l0r))el0r/2.
Therefore
l0r = log 2(coth 1 + csch 1)− log η0 +O(/R + e−2l0r)
and likewise for l0l. We can then conclude in sequence that l0l, l0r >
R/2 +O(1), that e−2l0r = O(/R), that |l0l − l0r| < /R, and
(A.9.3) l0l = R/2 + log sinh 1 +O(),
and likewise for l0r, l1l, and l1r. Moreover
(A.9.4) η0 = e
−R/2+C1+O(/R),
where
C1 = log 2(coth 1 + csch 1)− 2 log sinh 1.
By Lemma A.25, we have
cosh l′0r = sinh l0r sinhu0r;
by our previous estimates, this implies
(A.9.5) l′0r = R/2 + log sinh 1 +O(/R).
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Equations (A.9.2), (A.9.3), (A.9.4), and (A.9.5) show that the u’s, e’s,
l’s, l′’s, and log η’s differ by O(/R) from their perfect counterparts.
Figure A.3
Now that we understand the geometry of the small orthogeodesics
from the railings of the hamster wheel to the inner boundary curves,
our task is to relate it to the geometry of the small orthogeodesics
connecting adjacent inner boundaries. Accordingly, we refer to Figure
A.3 and we come up with
cosh(d+ ipi) =
cosh η − cosh η− cosh η+
sinh η− sinh η+
,
where d = dC(η+, η−). We know that d = O(/R) and η−, η+ =
e−R/2+C1+O(), so we can conclude that
(A.9.6) η = 2e−R/2+C1+O(/R).
We can then conclude (from the Hyperbolic Sine Law) that
(A.9.7) d−, d+ = O(/R).
Now we can actually verify the requirements 2 through 4 of being
a good hamster wheel. Before doing so, we observe where the short
and medium orthogeodesics are, and declare the formal feet. The only
short geodesics are the η’s that we estimated in (A.9.6). The medium
geodesics are the e’s, along with the orthogeodesics connecting non-
adjacent inner curves, that are not too (combinatorially, or equivalently,
geometrically) far apart. For each inner curve λ of the hamster wheel,
we have two feet of the η’s; to each of these feet we can add a new foot
that differs from it by hl(λ). In this way we get near each foot another
unit normal vector; we take the midpoint of these two (in N1(λ)) to
get the formal foot.
Requirement 1 for the e’s and the η’s is satisfied by (A.9.2) and
(A.9.6). For a general medium orthogeodesic, we consider Figure A.4.
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Figure A.4. The length of a medium orthogeodesic
We see that
coshh′ = cosh ek cosh ek+l + coshh sinh ek sinh ek+l
and ek, ek+l, h differ by O(/R) from their perfect counterparts, by
(A.9.2). It follows that h′ is O(/R) away from its perfect counterpart.
Requirement 2 is satisfied by (A.9.5), and (A.9.7).
Requirement 3 follows from the construction of the hamster wheel
and the formal feet, along with (A.9.5),(A.9.7), and the satisfaction of
Requirement 4.
Requirement 4 follows from (A.9.2), (A.9.5), (A.9.7), and the Hy-
perbolic Law of Sines (for the medium orthogeodesics between non-
adjacent inner curves). 
Below we will use the convention that when calculating the complex
length of an edge d of a polygon, both of the adjacent edges are oriented
to point towards d.
Lemma A.24 (Cosine and sine laws for right angled hexagons). Let
a, C, b, A, c, B be the complex edge lengths of a right angled hexagon in
H3, in cyclic order as in Figure A.5. Then
coshA =
cosh b cosh c+ cosh a
sinh b sinh c
,
and
sinhA
sinh a
=
sinhB
sinh b
=
sinhC
sinh c
.
Lemma A.25 (Cosine laws for right angled pentagons). Let a, b, c, d, e
be the complex edge lengths of a right angled hexagon in H3, in cyclic
order as in Figure A.6. Then
cosh e = sinh b sinh c = coth a coth d.
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Figure A.5
Figure A.6
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