ABSTRACT. We investigate stochastic Volterra equations and their limiting laws. The stochastic Volterra equations we consider are driven by a Hilbert space valued Lévy noise and integration kernels may have nonlinear dependence on the current state of the process. Our method is based on an embedding into a Hilbert space of functions which allows to represent the solution of the Volterra equation as the boundary value of a solution to a stochastic partial differential equation. We first gather abstract results and give more detailed conditions in more specific function spaces.
INTRODUCTION
Stochastic Volterra integral equations (SVIE) appear in many applications in engineering, finance and biology. Examples of such stochastic models appear for example in population dynamics and spread of epidemics (see [GLS90] for more on such applications), and recently as stochastic volatility models in mathematical finance (see [GJR18] ).
In this paper we demonstrate how existence results for a class of first order stochastic partial differential equations (SPDE) can be used to derive solutions for stochastic Volterra integral equations of the form (the precise assumptions will be introduced below), X(t) = x 0 (t) + 
σ(t, s, X(s−)) dL(s) .
While the connection is of interest in itself, it allows us also to establish solutions for fairly general stochastic Volterra integral equations taking values in a general separable Hilbert space U and driven by a Lévy process L in another Hilbert space V, thus extending previous results on stochastic Volterra integral equations. The idea is to observe that the Volterra kernels can be represented by a time-shift, which can be related to the shift semigroup on some appropriate Hilbert space H, where we can interpret dynamical models involving the shift semigroup as solutions of SPDEs with the derivative operator as generator.
The connection between Volterra dynamics and SPDEs defined on some function space is not new in light of mild solutions of SPDEs on Hilbert space, as analysed in [PZ07] . In [BE16] a lifting of Lévy semistationary processes (see [BNBV18] ) to solutions of SPDEs has been utilized to develop numerical schemes for Monte Carlo simulations of paths. Furthermore, as shown in a Brownian setting in [Zha10] , Volterra solutions can be lifted to construct mild solutions for SPDEs. In the present paper we systematically analyze the opposite direction and formalize the required assumptions on the space H in order to retrieve the SVIE as a boundary solution of the SPDE. Moreover, using recent results from [Tap12] for mild solutions of SPDEs we establish solutions for SVIE driven by a Lévy process in a separable Hilbert space. This complements the random field approach pursued in [Cho17] and [PC18] to settings where the driving Lévy process is not necessary living in a function space.
The defining characteristic of all stochastic Volterra integral equations is that they are in some way defined based on an integral of the form t 0 K(t, s)dM (t) with a stochastic integrand kernel K depending on the integration horizon t and some stochastic process M as integrator. They have first been systematically analyzed in [BV80a, BV80b] although specific cases appeared in the literature before (see references in [BV80a, BV80b] ). The analysis of SVIEs has later been extended in many directions, for example to allow for a term in the equation that is not adapted [PP90, ØZ93] , for singular kernels and in relation to fractional Brownian motion [CD01, Dec02, Wan08] and for equations driven by general semi-martingales [Pro85] . We also mention [JLP17] for a treatment of Volterra processes with the state and space dependence of affine form.
A direct approach to establish a solution for an SVIE based on Picard iterations requires certain smoothness and integrability assumptions on the kernel K(t, s) of the Volterra equation (see for example the recent paper [AkY18] ). Our approach is to consider an SPDE involving the derivative operator and defined on some space H of functions mapping from R + , the non-negative real numbers, to U. The function x → K(s + x, s) can be considered as an element in H and in the mild solution the shift operator ensures that the boundary is driven by integrands of the form K(t, s) and allows to retrieve the SVIE. This way the Volterra equation arises as a boundary solution to an SPDE with values in H and required properties for K(t, s) are encoded in the function space H and properties of the shift semigroup defined on H. We also answer the following reverse question: under which conditions does the boundary solution to a class of SPDEs solve an SVIE. As an application of our analysis, we use the lifted SPDE of the SVIE to state conditions under which the SVIE equation has a limiting distribution. The question of existence of a limiting distribution is very relevant for Volterra models in applications.
The outline of the paper is the following: In Section 2 we state the required assumptions on the space H, formulate the first order SPDE problem and derive our main existence results. In Section 3 we give an example for a possible specification of H and check the required conditions on the shift semigroup. In Section 4 we state conditions that ensure existence of an invariant measure for the SVIE.
AN SPDE REPRESENTATION
Let (Ω, F , (F t ) t≥0 , P ) be a filtered probability space satisfying the usual conditions. Let U and V be separable Hilbert spaces. Let further L be a square integrable Lévy process in V with E[L(t)] = 0 for all t ≥ 0 and with characteristic triplet equal to (α, Q 0 , ν) in the sense of [PZ07, Definition 4.28]. Here Q 0 ∈ L + 1 (V) is the covariance operator of a Wiener process, where L + 1 (V) is the class of non-negative trace class operators, ν is the Lévy measure of L and α the drift. We refer the reader to [PZ07] for the definition of Hilbert space valued Lévy processes.
We introduce some further notations, for Hilbert spaces X and Y and (e k ) k∈N an orthonormal basis of X we denote by L(X , Y) the bounded linear operators from X to Y and by L 2 (X , Y) the space of Hilbert Schmidt operators from X to Y, i.e.
Y is the Hilbert-Schmidt norm. We shall further denote by R op the usual operator norm of R ∈ L(X , Y) whenever the involved spaces are clear from the context.
We are concerned with adapted càdlàg solutions to the following SVIE (2.1)
where x 0 is a U-valued F 0 -measurable stochastic process, µ(t, s, ·) : U → U and σ(t, s, ·) : U → L(V, U) are parameter functions satisfying conditions which we state below. The solution to the above SVIE will arise as a boundary solution of a process Y that lives in a larger (function) space H. For this let H be a separable Hilbert space of measurable functions h : R + → U, where we use the notation R + for the non-negative real numbers. The following Assumption on H will be needed for our main existence result Theorem 2.5.
Assumption 2.1. The function space H is such that
• the evaluation map δ 0 : h → h(0) is a bounded linear operator, • the set {u ∈ U : u = δ 0 f, f ∈ H constant function} is closed in U and • the translation operator S t : h → h(· + t) for t ≥ 0 is well defined and (S t ) t≥0 is a C 0 -semigroup in H and we denote its generator by ∂ x or ∂/∂ x . Furthermore, (S t ) t≥0 is quasi-contractive, i.e.
We remark that Assumption 2.1 implies continuity for the evaluation maps δ t = S t δ 0 for any t ≥ 0. We assume for the rest of this section that Assumption 2.1 holds and we provide an example of a specific space satisfying the assumption in Section 3.
The name ∂ x for the generator is motivated by the fact that for a function f in the domain of ∂ x we have
from which we see that ∂ x computes the right-derivative. We also like to remark that the closedness condition for the constant functions in H is satisfied under any of the following conditions:
(1) All constant functions are contained in H, (2) 0 is the only constant function contained in H or (3) U is finite dimensional. The reason for the closedness assumptions is to allow to embed U into H or, more precisely, into an enlargement of H which we summarise now. + with πu(t) = u for any u ∈ U, t ≥ 0.
Proof. Let P be the set of constant functions from R + to U and f P := f (0) U be the push-forward norm π : U → P, u → (t → u). Note that π as a mapping to P is a bijective isometry from (U, · U ) to (P · P ) by construction. Let C := P ∩ H = π(δ 0 (P ∩ H)) which is closed in P because δ 0 (P ∩ H) is closed in U by assumption. Also, note that C is closed in (H, · H ) because it is the set of constant functions in H and the point evaluations (δ t ) t≥0 are continuous and separating. Let B be the orthogonal complement of C in (P · P ) and define
We define the norm 
where we used orthogonality for the last inequality. Thus, δ 0 is a bounded linear operator and its range is U which is closed. Since δ 0 | P is bounded relative to the · H + -norm we find that its inverse π has a closed graph. The closed graph theorem yields continuity of π. Now it remains to see that H + satisfies Assumption 2.1. We already proved continuity of δ 0 . The set {u ∈ U : u = δ 0 f, f ∈ H + constant function} = U by construction of H + . We now inspect the behaviour of the shift semigroup (S t ) t≥0 . Since the functions b ∈ B are constant we find that S t b = b for all t ≥ 0. Also, for h + b ∈ H ⊕ B we have S t h ∈ H and, hence, it is orthogonal to b = S t b. For this reason we find
Thus, (S t ) t≥0 is a quasi-contractive semigroup and we have
In order to make sense out of the Volterra Equation (2.1) we need some more assumptions.
Assumption 2.3. The coefficient functions µ, σ are such that • for each fixed (t, u) ∈ R + × U, the functions x → µ(t + x, t, u) and x → σ(t + x, t, u) are elements of H and L(V, H) respectively,
are measurable.
We now define the functions a :
Continuity of δ 0 and Assumption 2.3 yield that a : R + × H → H and b : R + × H → L(V, H) are measurable functions.
Related to the SVIE is the following class of first order SPDEs
with Y (0) being given as an F 0 -measurable H-valued random variable. We shall need some standard Lipschitz and growth conditions. Assumption 2.4. We say that functions a :
bounded on compacts and such that
for all t ∈ R + and all h 1 , h 2 ∈ H and moreover
for all t ∈ R + and h ∈ H. By 0 H we mean the zero element of H, i.e. the function which is constant zero.
Note that from the above assumption it follows directly by the triangular inequality that
, which explains the name linear growth condition. Of course, when looking for solutions for (2.1) it is more natural to state assumptions on the functions µ and σ directly and we will do so for a particular choice of H in Section 3.1.
By [FTT10, Theorem 8.8 ] under the linear growth and Lipschitz condition, for every H-valued F 0 -measurable square-integrable random variable x 0 there exists a unique mild solution of (2.4) given by the integral equation
with Y (0) = x 0 and this solution Y is càdlàg and adapted. The first main result of the paper follows now and shows that the boundary of this solution solves the SVIE in Eq. (2.1). 
for any T > 0 and it is given by X(t) = δ 0 Y (t) where Y is the solution to the SPDE (2.4) with Y (0) = x 0 .
Proof.
Step 1; construction of a solution: First we observe that as
is an F 0 -measurable square integrable random variable with values in H from the assumption on x 0 . We define X(t) := δ 0 Y (t) and apply δ 0 to the representation (2.9). Note that continuous linear operators can always be pushed into Bochner integrals and the stochastic integral [PZ07, Proposition 3.15(ii), Theorem 8.7(v)]. Hence, we find that
for any t ≥ 0. Thus, X is a solution to the SVIE (2.1). By [FTT10, Theorem 8.8 ] the solution Y to the SPDE (2.4) satisfies
for any T > 0 which proves that there is a solution with the required integrability condition. According to [Tap12, Theorem 4.5.
(1)] Y has càdlàg paths and, hence, X has càdlàg paths.
Step 2; uniqueness of solutions: For the remainder of the proof, let X be any adapted càdlàg solution to the SVIE (2.1). We define the stopping times τ N := inf{t ≥ 0 : X(t) U ≥ N } for any N ≥ 0 and note that τ N → ∞ for N → ∞ due to the path property of X. By Lemma 2.2 we may assume that the embedding π : U → H, u → (t → u) is an everywhere defined continuous linear operator (where we might possibly have to replace H by a larger space). [SNF70, Theorem 1.8.1] yields that there is a Hilbert spaceH which contains H as a closed subspace, its norm restricted to H is the norm of H, and such that there is a C 0 -groupS such that
where Γ H :H → H is the orthogonal projection. We also use the notationsδ 0 :
where the integrals exist because the integrands are bounded. Fix t ≥ 0 and define
We find
Since the value of a, b depend only on the initial value of the inserted function we find that
Thus, Z N is the τ N -stopped solution of the SPDE (2.4), i.e. Z N (t) = Y (t ∧ τ N ) for any t ≥ 0 where Y is the uniqueH-valued solution of the SPDE (2.4). We find that
The sequence (A N ) N ∈N is an increasing and exhausting sequence of sets. the monotone convergence theorem yields
Thus, we find E[sup 0≤s≤t X(s) 2H ] < ∞ and
Since X and δ 0 Y have càdlàg paths we find that X = δ 0 Y . ✷
AN EXAMPLE OF A FUNCTION SPACE H
We shall now provide a specification of H that allows us to consider Volterra SDEs in general separable Hilbert spaces U. Our example is the extension in [BE17] of the Filipović space introduced by [Fil01] . We denote by L 1 loc (R + , U) the space of locally Bochner-integrable functions from R + to U and by AC(R + , U) the space of absolutely-continuous functions from
is ds-a.e. unique and we write f ′ := g for a version. Whenever f ′ has a continuous version we mean by f ′ the unique continuous version. Following [BE17] we define the space H w of U-valued smooth functions. We assume that w ∈ C 1 (R + ) is a non-decreasing function with w(0) = 1 and such that w −1 ∈ L 1 (R + ). We define the space H w by
Further define the scalar product
which obviously satisfies f 2 w = f, f w . It is already known that (H w , · w ) is a separable Hilbert space ([BE17, Prop. 3.4.]). Additionally, we know from [BE17, Lemma 3.8.] that the evaluation map δ x is a bounded linear operator from H to U. This allows us to show that the semigroup (S t ) t≥0 is strongly continuous and to identify its generator.
and its generator is given by
Proof. It was shown in [BE17, Lemma 3.7.] that (S t ) t≥0 is strongly continuous. It then follows (see for example [EN99, Thm 1.4.]) that the generator ∂ x of (S t ) t≥0 is densely defined. Let f ∈ Dom(∂ x ). Then ∂ x f ∈ H w and
r which is the classical right-derivative. Since f ∈ AC(R + , U), Lebesgue's differentiation theorem yields that f ′ is the derivative of f ds-a.e., i.e. there is a set N including {0} of Lebesgue measure zero such that outside N we find f ′ (r) = lim t→0 f (t+r)−f (r) t = ∂ x f (r). Thus, f ′ = ∂ x f ds-a.e. but ∂ x f ∈ AC(R + , U) and, hence, continuous. Consequently, ∂ x f is a continuous version of f ′ , so f ′ = ∂ x f . This proofs that Dom(∂ x ) ⊆ {f ∈ H w |f ′ ∈ H w } and that
Now let f ∈ H w such that f ′ ∈ H w . Then, t → S t f ′ , t ≥ 0, is continuous and, hence
and, hence, we have Γ(r) = S r f . Consequently, f ∈ Dom(∂ x ) and
This concludes the proof. ✷ It remains to show that (S t ) t≥0 is quasi-contractive. The proof will make use of the adjoint operator δ * x of δ x , which we derive in Lemma 3.3. For this we need the following result about the weak derivative of the scalar product.
with f ′ ∈ L 1 (R, U) and the integral on the right hand side is in the sense of Bochner. This shows that
But since for every u ∈ U the operator ·, u : U → R is bounded and linear, we obtain that
by properties of the Bochner integral. Thus, (3.1) follows. ✷
The last lemma allows us to derive the adjoint operator of the evaluation map δ x .
Lemma 3.3. The adjoint operator δ *
Proof. Let δ * x be defined as above. First observe that by the integral representation of δ * x , it follows that δ *
We need to show that f, δ *
where we used Lemma 3.2 in the second to the last line. The norm calculates as
and since w(t) ≥ 1 it follows that δ * In particular, it is quasi-contractive.
Proof. The proof is a straightforward modification of a similar result of [BK19] in the case when U = R. We include the proof here for the convenience of the reader. Fix t ≥ 0 and f ∈ H w . Define the functions g(x) = f (t ∧ x) and g(x) = 1 t≤x (f (x) − f (t)). Then it is easy to see that g, g ∈ H w are orthogonal and
, we find
But from Lemma 3.3 it holds that δ t 2 op ≤ 1 + t, and hence, S t g 2 w ≤ (1 + t) g 2 w . On the other hand, it follows from the non-decreasing property of w and g(t) = 0 that,
The constancy of S t g and S t g(0) = g(t) = 0 yield orthogonality of S t g and S t g:
We therefore find,
w , and(1 + t) ≤ exp(t). Hence, S t f 2 w ≤ exp(t) f 2 w , and we conclude that S t op ≤ exp(t/2). ✷ 3.1. Conditions on the parameter functions µ and σ. Let us now look at sufficient conditions on the parameter functions µ and σ in the SVIE which ensure Lipschitz continuity and linear growth as required in Assumption 2.4. We will assume that Assumption 2.3 holds and write H w (R) when we replace U with R in the definition of H w , i.e. H w (R) is the space of absolutely continuous functions f from R + to R such that
We will have to assume that
is absolutely continuous and that they posses versions of their absolute continuous derivatives µ ′ and σ ′ (w.r.t. their first variable) which are measurable as functions from R + × R + × U to U resp. L(U, V).
Proposition 3.5. Assume that there are ℓ a , ℓ b ∈ H w (R) with
Proof. Let t ≥ 0, h 1 , h 2 ∈ H w . Then we have
Hw(R) . With similar arguments for σ and b we conclude that the Lipschitz and linear growth conditions are satisfied. ✷
In the next section we investigate homogeneous SVIEs and their invariant measures. By homogeneous we mean that
for any s, t ≥ 0, u ∈ U. We have the following corollary to Proposition 3.5:
Corollary 3.6. Assume that µ, σ are homogeneous and that there are ℓ a , ℓ b ∈ H w (R) with
Then Assumption 2.4 holds.
INVARIANT DISTRIBUTIONS
In this section we investigate existence of an invariant distribution for homogeneous SVIEs, i.e. we consider equations of the following type (4.1)
where x 0 is a square-integrable, F 0 -measurable and U-valued random variable, µ : R + × U → U and
. This implies that a and b do not depend on time, namely a(h) = µ(·, δ 0 h) and b(h) = σ(·, δ 0 h) for any h ∈ H. We will assume for the remainder of the paper that our Assumptions (2.3), (2.4) are satisfied and that L is a square integrable Lévy process with E[|L(1)| 
Then for any x 0 ∈ U there is a limiting distribution ν x0 for the solution to the SVIE
i.e. X(t) → ν x0 in law for t → ∞. If C = {0}, then the limiting distribution ν does not depend on the distribution of x 0 and it is an invariant law for X.
Proof. Let π B : H → B be the orthogonal projection and z 0 := π B x 0 . Note that π B S t = S t π B for any t ≥ 0 because S t h = h for any h ∈ C and B is S-invariant. Let Y be the mild solution to the SPDE 2.4, i.e.
and by condition (i)
We see that Y (t) = Z(t) + x 0 − z 0 for any t ≥ 0 which yields
We now like to verify [PZ07, Theorem 16.5] for Z on B. First note that [PZ07, Theorem 16.5] does not allow for stochastic coefficients. However, our stochastic dependency is on F 0 only and the increments of the driving Lévy process L are F 0 -independent. A simple conditioning argument allows to use F 0 -dependent coefficients in [PZ07, Theorem 16.5]. Now, let A n be the n-th Yosida approximation of S on H, i.e.
and condition (ii) yields that when restricting to B we have
Due to conditions (iii), (iv) and (v), we find with ǫ :
for any g, h ∈ B. Thus, the requirements of [PZ07, Theorem 16.5] are met and, hence, there is a limiting law µ for Z(t) when t → ∞ which does not depend on the initial law of Z. Since X(t) = δ 0 (x 0 − z 0 + Z(t)) = x 0 + δ 0 (Z(t) − z 0 ) we find that X has a limiting law, depending on x 0 . For the last part of the statement we may now assume additionally that C = {0}. Then B = H and π B is the identity. Thus, x 0 − z 0 = 0 which yields
Now, let the law of Z(0) be µ and X := δ 0 Z. Then Z(t) has the same law as Z(0) for any t ≥ 0, the law of X(0) is ν, X(0) is the unique solution to the SVIE (4.1) and the law of X(t) is the pushforward law of Z(t) under δ 0 and, hence, this law is ν. Consequently, ν is an invariant law for the SVIE (4.1). ✷ Proposition 4.2. Let π 0 , π 1 be orthogonal projections on H with π 0 + π 1 equal to the identity operator.
Then there is a limiting distribution ν for the solution to the SVIE
i.e. X(t) → ν in law for t → ∞ and ν does not depend on the initial value.
Proof. Observe that π 1 op ≤ 1 because it is an orthogonal projection. Let Y be the mild solution to the SPDE 2.4, i.e.
for t ≥ 0. We now like to verify the conditions of [PZ07, Theorem 16.5] for Y . To this end, let A n be the n-th Yosida approximation of S, i.e.
and note that condition (i) yields
whenever n is such that γ/n < 2. We find from conditions (ii) that
Now, we have with
(which is strictly positive by (vi)) and n ∈ N with n > max{γ,
for any g, h ∈ H, where we used (iii) to (v) for the first inequality and the fact that π 0 h 2
H for the second equality. Thus, [PZ07, Theorem 16.5] yields that Y has a limiting law which does not depend on the initial value and, hence, X(t) = β 0 Y (t) has a limiting law which does not depend on its initial value. ✷
We are going to discuss two types of conditions. Both are written in terms of the long-term behaviour of the coefficients, i.e. on lim t→∞ (µ(t, ·), σ(t, ·)). They are tailored to our specific choice of space H w from Section 3 and make use of the fact that the elements in H w have a 'value at infinity' which will allow us to identify these limits. This idea is adopted from Tehranchi [Teh05] . In order to make this rigorous we need the following
Proof. Cauchy-Schwartz inequality yields
Thus h ′ ∈ L 1 (R + , U). ✷ Proposition 4.4. For any h ∈ H w the limit of h(t) for t → ∞ exists, the linear map
is an element of L(H w , U) and
defines an equivalent Hilbert-space norm on H w with scalar product
Moreover, the operator norm of δ 0 relative to the · w,∞ -norm is equal to 1 + 
Proof. Lemma 4.3 implies that h(t)
δ ∞ is the everywhere defined pointwise limit of δ t for t → ∞ and, hence, the uniform boundedness principle yields that δ ∞ ∈ L(H w , U) and in fact Lemma 3.3 yields δ ∞ op = 1 + op denotes the operator norm of δ ∞ relative to the the · w -norm. Now, we define
We have
Thus, φ = δ * 0 relative to the ·, · w,∞ -scalar product. The operator-norm of δ 0 in the · w,∞ -norm equals the operator norm of φ which is given by
ds.
For the last part we work on the smaller space H 0 w and define
w where the first equality follows from the fact that f (∞) = 0. The operator norm of ψ equals the operator norm of δ 0 restricted to H 0 w and, hence, we find the claimed formula for its operator norm. ✷
We will use the notation h(∞) := δ ∞ h for any h ∈ H w . We also define the closed subspace 
for any t ≥ 0. Moreover, for f ∈ H w and h := f − f (∞) we find that
for any t ≥ 0. ✷
We can now state our main results for the existence of invariant laws for the SVIE (4.1). The first is about the case when the impact of a push in direction a(h) or b(h) vanishes over time. The second theorem, Theorem 4.7, covers cases where these impacts do not vanish at infinity.
for any h 1 , h 2 ∈ H 0 w . We also assume that µ(∞, u) = 0, σ(∞, u) = 0.
Then there exists a probability measure Γ on U, which depends on the law of X(0), such that P
converges weakly to Γ as t → ∞.
Proof. We apply Proposition 4.1 with C = {h ∈ H w : A common choice of weight function for the Filipović space is w(x) = exp(αx) for some constant α > 0. Then in Theorem 4.6 we find α w = α > 0. This also demonstrates that the weight function puts restrictions on the Lipschitz constants, as L 2 b /2 + L a < α. The bigger we choose α, the more generously we can choose Lipschitz functions, but on the other hand the stronger assumptions we put on the asymptotic behaviour towards zero of the derivative of the elements in H w as x → ∞. Of course, for such choice of w, we have that
Then there is a probability measure Γ on U which does not depend on the law of X(0), such that P X(t) converges weakly to Γ as t → ∞.
Proof. We like to apply Proposition 4.2 with the projectors
Obviously, π 0 + π 1 is the identity operator, they are orthogonal projections on (H w , · w ) and Proposition 3.4 states S t op ≤ e t/2 = e γt/2 , t ≥ 0 where γ := 1. Furthermore, we have π 1 S t = π 1 S t π 1 for any t ≥ 0 and Lemma 4.5 yields that
by assumption. Thus, the requirements (i) to (vi) of Proposition 4.2 are satisfied. ✷
In the above theorem we have the condition 1 + 2L a + L 2 b < 2β. The constant 1 in this assumed inequality is coming from the fact that we enforce the connected mild solution Y of the SPDE (2.4) to have a limiting distribution independently of the initial state in H w . Sometimes it is possible to restrict the space further, such that the semigroup on the restricted space has better quasi-contraction properties than in Proposition 3.4 which does improve the constant, e.g. the set of constant functions C is S-invariant and its operator norm on this space is equal to 1 which allows γ to be chosen as 0 in Proposition 4.2. To illustrate this, we refer to Example 4.8 below.
4.1. Examples. In the final part of this section we gather some examples. We start with a simple one, namely the classical mean-reverting Ornstein-Uhlenbeck process. where W is a Brownian motion. Here the coefficient functions µ and σ are constant in the first argument and given by µ(t − s, u) = λ(θ − u) and σ(t − s, u) = σ ∈ R for 0 ≤ s ≤ t, u ∈ R where λ > 0, θ ∈ R are constants. The corresponding functions on H w (R) are given by a(h) = (x → λ(θ − δ 0 h)),
for h ∈ H w (R). We see that they satisfy the inequalities in Theorem 4.7 with L a = 0 = L b and β = min{α w /2, λ} where α w := inf x≥0
w(x) > 0 assumed to exist and be positive. This leaves the sufficient condition 1 < 2β,
i.e. we need to ensure that α w > 1 (e.g. w(x) = exp(2x)) and that λ > 1/2 to apply Theorem 4.7. If we had chosen the space H of constant functions in H w (R) with the trace norm instead, then we could apply Proposition 4.2 directly. We find that on this space (S t ) t≥0 is simply the identity and we may chose γ = 0, π 0 equal to the identity, π 1 = 0, β = λ, L a = 0 = L b and conditions (i) to (vi) are met. Condition (vii) of Proposition 4.2 reads as 0 < 2β = 2λ, i.e. we find the invariant law for the OU process irrespective of the speed of mean-reversion.
Apparently, Theorem 4.7 is imposing unnecessary conditions in this specific case.
Example 4.9. Our second example uses a generic separable Hilbert space U, and, hence, the requirements of Theorem 4.6 are met. Consequently, there is a limiting distribution for X.
