We develop a novel Pareto regression model with an unknown shape parameter to analyze extreme drinking in patients with Alcohol Dependence (AD). We use the generalized linear model (GLM) framework and the log-link to include the covariate information through the scale parameter of the generalized Pareto distribution. We 
INTRODUCTION
Alcohol dependence (AD), a disorder associated with significant adverse medical and psychosocial consequences, has been shown to be 50 − 60% heritable Kendler (2001) . Bauer et al. (2007) demonstrated an association between a single nucleotide polymorphism (SNP) within GABRA2, the gene encoding the α-2 subunit of the GABA A receptor, and the probability of daily drinking and heavy drinking behavior. Heavy drinking is defined as 5 or more standard drinks per day for men and 4 or more standard drinks per day for women, where a standard drink is 0.5 oz of ethanol NIA (2005) . Following this definition Bauer et al. (2007) modeled the heavy drinking behavior as binary response and fit a logistic regression model.
Clearly there are levels of heavy drinking, with values more extreme than the 2.5 or 2.0 oz thresholds having more of an adverse impact on health and behavior, leading to overdose and death in very extreme cases.
To improve upon binary response logistic models, it would be natural to define an ordered categorical response with z = 1 if 5 ≤ y < a (as heavy drinking), z = 2 if a ≤ y < b (very heavy drinking), z = 3 if b ≤ y < c (extreme drinking), z = 4 if c ≤ y < ∞ (fatal drinking).
One can then fit a regression model with z as the response (Hastie et al., 1989) . However, it is well known that categorization of a continuous variable leads to the result that is sensitive to the choice of cut points a, b, c. If the intervals are chosen to be too wide, there may be considerable difference in sensitivity within an interval, while the intervals are narrow, problems arise since many intervals may contain zero or a small number of subjects. This can lead to the lack of existence of unique maximum likelihood estimates (MLE) or the posterior mode under the improper prior. We avoid categorization and instead focus on modeling the tail distribution. Tail data for the exceedances over high thresholds are often modeled by fitting a generalized Pareto distribution. Davision and Smith (1990) presented the generalized Pareto regression and proposed the maximum likelihood based inference by incorporating the covariate information through the scale parameter. The application of such methods for modeling the extreme values are limited; since there may be few observations in the extreme tail, even for the large samples. In addition, the exiting method cannot address the issues concerning the collinearity. This motivates us to use a Bayesian approach which allows the inclusion of the prior information from previous studies. We instead use the Ridge prior Hastie et al. (2009) and Zellner's g-prior Zellner (1986) , which improve the efficiency by reducing the mean square error compared to the likelihood method. To our knowledge we are the first to consider the Bayesian Pareto regression to model extreme drinking behavior. The format of the paper is as follows. In section 2, we present the description of the study. In section 3, we present the Pareto regression for extreme drinking and the Bayesian method to analyze the data. We discuss the rationale of choosing the Ridge prior over the other popular choices, like uniform flat or Zellner's g-prior. In section 4, we present a simulation study to check the performance of the proposed Bayesian method compare to the existing likelihood approach. In section 5, we analyze and present the data from patients in treatment for AD. Section 6 concludes the paper with a brief discussion of these findings.
STUDY DESCRIPTION.
The present study examined a SNP marker in the AD-associated haplotype block in GABRA2, the gene encoding the α-2 subunit of the GABA A receptor (Covault et al., 2004 ) using DNA samples from AD patients who participated in Project MATCH (Matching Alcoholism Treatment to Client Heterogeneity), a psychotherapy study conducted at 10 sites around the United States [9 , 10] . The project included two parallel, but independent, clinical arms in which patients were recruited from the outpatient settings (n = 952; 72% male) or aftercare settings following inpatient or day hospital treatment (n = 774; 80% male). In each of the two arms, patients were randomly assigned to one of the three manual-guided, individually delivered treatments: motivational enhancement therapy (MET), cognitive behavioral therapy (CBT), or twelve-step facilitation (TSF). In this study, we focus on the sub sample of 812 European-American patients who provided a DNA sample for analysis. The study length included a 3-month treatment period and a 12-month post treatment period. The background characteristics of patients as a function of GABRA2 genotype and treatment assignment are presented in Table 1 . The patient sample can generally be described (Table   1 ) as 73.4% male and average aging 40.8 years of age. They completed on average 13.5 years of education.
[ Heavy drinking is defined as 5 or more standard drinks per day for men and 4 or more standard drinks per day for women. A standard drink is 0.5 oz of ethanol NIA (2005) . Following this definition of heavy drinking, we modeled the extreme drinking behavior as the values exceeding these thresholds. Note that Bauer et al. (2007) modeled heavy drinking as binary response following this definition of heavy drinking. Our objective is to model the fatal extreme drinking behavior as the tail probability model and not just regular heavy drinking behavior. In practice, tail data for the exceedances over high thresholds are often modeled by fitting a generalized Pareto distribution. There is a rich corresponding literature on the statistics of extreme value. The first publication on the topic was by Gnedenko (1945) , which was followed by Pickands (1975) . Recent efforts include those by Smith (1987) ; Davision and Smith (1990); and Coles and Powell (1996) . The Bayesian analysis of extreme rainfall data was presented by Coles and Tawn (1996) . The dynamic mixture model approach for tail data was proposed by Frigessi et al. (2002) and Behrens et al. (2004) presented the Bayesian methods for modeling the extreme value for the stock prices with threshold estimation. Recently, Castellanos and Cabras (2007) 
, where i = 1, ..., n, and τ is a known positive constant, σ i > 0 is the unknown scale parameter and κ is an unknown shape parameter. Following NIA (2005) we chose τ = 5 for men and Smith (1985) showed that the MLE exists in the large sample, provided κ < 1 and are asymptotically normal and efficient if κ <
Systematic Component. We incorporate the covariate information through the systematic component of GLM,
Link function. We use the log-link function as
Combining all three components of GLM, the Pareto regression is
Note that we measure the effect of extreme drinking that exceeds the heavy drinking threshold as a continuous measure (as 0.5 oz of ethanol is defined as a standard drink and number of standard drinks can take a value up to two decimal places; see NIA (2005)). This contrast with the binary measures used by Bauer et al. (2007) .
Pareto Regression for Extreme Drinking of AD patients
Despite a substantial sample size, the number of subjects and the frequency of minor allele (i.e., less common) were not sufficient to support an analysis wherein genotype could be stratified by 3 levels, given the need to stratify by 3 levels of treatment assignment and 2 levels of sex. Instead, genotype was stratified by 2 levels: homozygotes for the low AD risk A-allele (i.e., A/A, which comprises the low-risk genotype group) versus carriers of the AD-associated G-allele (i.e., A/G or G/G, which comprise the high-risk genotype group).
This strategy is consistent with the grouping scheme employed in prior studies ( Since the definition of heavy drinking differs by gender, we fit a separate model for each gender.
Bayesian Analysis and Different Choices of Prior
In analyzing complex models using Bayesian methods, we need to develop the posterior distribution of the parameters θ. In our case the parameters of interest are the regression coefficients β and the shape parameters κ. The posterior distribution is
where θ = (β, κ), and L(θ, y, X) is the likelihood function. After introducing the covariates,
where the parameters of interest are the regression coefficients β = (β 1 , ..., β p ) T and the shape parameter κ, i.e., θ = (β, κ), and n is the sample size.
We specify the recently proposed Jeffeys' prior by Castellanos and Cabras (2007) The log posterior (ignoring the normalizing constant) is
where π(β) is the density of the prior on β. According to Bayesian paradigm, posterior distribution of θ contains all the information about θ and the posterior probability is maximum around neighborhood of the mode of the posterior distribution under unimodality. The method of maximum a posteriori estimation (MAP) then estimates θ as the mode of the posterior distribution and defined aŝ
The denominator of the posterior distribution does not depend on θ and therefore plays no role in the optimization. In our case, we estimate the posterior modes of our parameters of interest by using the general purpose numerical optimization technique Burmen et al. (2006) . We used the R 2.9.0 software to implement our analysis, where the direct search Nelder-Mead Burmen et al. (2006) scheme is being implemented in the 'optim' function of the base package of the R 2.9.0 software.
There are different possible choices of prior for the regression coefficients. One choice is diffuse Gaussian prior (popularly known as 'flat prior') with mean at zero and large specified variance or 'uniform flat prior'. In spite of the popularity of such priors, one should be cautious when using these priors Berger (1985) . (1987) of "ill-posed" problems, which automatically takes care of inherent non-orthogonality of the data. Here, by the term non-orthogonality, we mean 'multicollinearity' and/or 'large p small n' data. Though in our data 'multicollinearity' and/or 'large p small n' is not an issue; these additional advantages of the Ridge prior for the linear regression makes it an attractive choice for the Pareto regression.
Another popular choice is Zellner's g-prior Zellner (1986) 
, where common choice of g is the sample size, i.e., g = n. A nice feature about the g-prior is that it automatically adjust the units of covariates in the prior. While using this prior, one should be careful; because the data driven g-prior allows the posterior to process the data twice; once in likelihood and second in prior. This is also know as the dual use of the data.
It is important to check the performance of these priors for Pareto regression. That is why, in section 4 we run a simulation study to compare the performance of the Bayesian method with different priors and the existing likelihood method.
SIMULATION STUDY
The purpose of this simulation study is to compare the performance of the maximum likelihood approach and the Bayesian methods based on the Ridge prior. We simulate the data from true model
where κ = −0.05, τ = 5 and GP D denotes the generalized Pareto distribution. Such choices of κ and τ are compatible with our main study. Since, for men 'heavy drinking' is defined as having 5 or more standard drinks on a particular day; the choice of τ = 5 is a natural choice for our simulation study. In the main analysis of the study the shape parameter (κ) for both male and female population was in the range of about 0 and −0.1 (see Table ( 3) and (4)) and we chose κ = −0.05 for our simulation study. Four examples are presented here.
(a) In example 1, we simulated 500 data sets consisting sample of size n with eight predictors. We let β = (3, 1.5, 0, 0, 2, 0, 0, 0) 
for all i and j.
We consider the sample size n = 5, 10, 50, 100 for all the four examples. 
We prefer to compute the median MSE, instead of the mean MSE for our purpose. Because Berger (1985) discussed that MSE has a convex tail utility function, which makes the distribution of MSE s as positively skewed. We compute the MSE for each method and if
this indicates that the Bayesian method yields higher efficiency than likelihood method. We
Discussion of simulation study: The results are presented in Table 2 . The estimated median mean square error of MAP estimates for Bayesian method are less than the existing MLE method. This indicates that the MAP estimates from the Bayesian method performs better than the standard likelihood approach. In particular, except for large sample of size 50 and 100 in example 3 and example 4, in all other cases, the estimated median MSE of Bayesian method with Ridge prior is smallest. Zellner's g-prior yield smallest MSE for example 3 and 4 with sample size 50 and 100.
[ Table 2 is about here.]
ANALYSIS OF EXTREME BEHAVIOR OF PA-TIENTS DIAGNOSED WITH AD.
Since the definition of heavy drinking differs by gender, we present separate analysis for female and male patients for extreme drinking. We fit the Bayesian Pareto regression under the standard likelihood and proposed Bayesian methods. Based on the Bayesian information criterion (BIC) we observed that the model with the Ridge prior fits the data best. Hence forth all the analysis presented here are based on the Bayesian Pareto regression with the Ridge prior.
Analysis of Female Patients
We fit the Pareto regression model, using likelihood method and Bayesian method with Ridge prior and Zellner's g-prior, for women with AD and present the results in Table 3 .
Based on BIC, we observed the model with the Ridge prior fits the data best. Hereafter, we present our analysis based on Pareto regression with Ridge prior. We found that the day effect {−0.0712 with 95% CI (−0.0924, −0.0499)} is statistically significant. The negative estimate implies that among women the probability of extreme drinking decreases during the treatment (or study) period. The effect of age, {0.6371 with 95% CI (0.5860, 0.6820)} is also significant. There was a significant interaction effect of GABRA2 genotype with time {−0.0401 with 95% CI (−0.0641, −0.0162) over extreme drinking behavior among women with AD. The negative estimate shows that women with different risk alleles responses to the treatment differently. This phenomenon is shown in Figure 1 .a, where women with one or two copies of high-risk alleles showed a better response to the treatment and their probability of extreme drinking decreased faster than women with two copies of low-risk allele. In 
Analysis of Male Patients
We fit the Pareto regression for men separately and presented the result in Table 4 . We found that the day effect {−0.0420 with 95% CI (−0.0512, −0.0329)} was statistically significant. As in women, negative estimate implies that among men the probability of extreme drinking decreased during the treatment (or study) period. The effect of age {0.4788
with 95% CI (0.4495, 0.5081)} was also statistically significant. The main effect of GABRA2 genotype, {0.6107 with 95% CI (0.5542, 0.6673)} on extreme drinking behavior among men with AD was significant. In figure 2 .a, it appears that high-risk group responded better to therapy than the low-risk group with the significant interaction effect between GABRA2 and 
DISCUSSION
In this paper, we present a detailed analysis of extreme drinking behavior among patients with AD. We present a Bayesian Pareto regression with unknown shape parameter to model extreme drinking behavior. We found that the probability of extreme drinking diminished over the treatment period for both genders. Women with one or two copies of high risk allele of GABRA2 genotype had a significantly higher probability of extreme drinking than women in the low-risk group. However, women with high-risk alleles responded to treatment better and their probability of extreme drinking decreased faster than patients with the low-risk alleles. Among women, cognitive behavioral therapy was superior to other two treatments, while among men motivational enhancement therapy was superior to the other two therapies in decreasing extreme drinking.
We present a Bayesian method to model the data. Bayesian method produces an improved result with reduced MSE compared the existing likelihood method. In addition, the 
