Abstract. Several polynomial time algorithms finding "good," but not necessarily optimal, tours for the traveling salesman problem are considered. We measure the closeness of a tour by the ratio of the obtained tour length to the minimal tour length. For the nearest neighbor method, we show the ratio is bounded above by a logarithmic function of the number of nodes. We also provide a logarithmic lower bound on the worst case. A class of approximation methods we call insertion methods are studied, and these are also shown to have a logarithmic upper bound. For two specific insertion methods, which we call nearest insertion and cheapest insertion, the ratio is shown to have a constant upper bound of 2, and examples are provided that come arbitrarily close to this upper bound. It is also shown that for any n => 8, there are traveling salesman problems with n nodes having tours which cannot be improved by making n/4 edge changes, but for which the ratio is 2(1-l/n).
) to the problem considered here by the technique of changing each d(i, ) to the length of the shortest path between and/'. This conversion can be done in time proportional to the cube of the number of nodes (Floyd [4] ). Each tour in the new problem corresponds to a circuit of the same length in the original problem, and the two problems have solutions of the same length. Therefore, our results, which are stated in terms of the new problem, also apply to the original problem.
Another formulation requires that a shortest tour be found for distances not constrained by the triangle inequality. A problem stated this way can always be reduced to the type of problem considered here by adding a suitably large constant k to each distance. The altered problem has thesame optimal tour as the original, but the lengths of the optimal tours will differ by the amount n k where n is the number of nodes. Our results do not apply to this formulation, since our results pertain to the tour lengths.
The best known methods of solving the traveling salesman problem take an amount of time exponential in the number of nodes. Furthermore, the problem is easily seen to be NP-hard. Karp [8] shows that determining whether an undirected graph has a Hamiltonian circuit is NP-complete. This problem can be reduced to a traveling salesman problem by forming the complete weighted graph whose edges are of length one if there is a corresponding edge in the original graph, and of length two otherwise. For an n node graph, the minimal tour of the new graph has length n if and only if the original graph is a Hamiltonian circuit.
In view of the computational difficulties in obtaining optimal tours, a number of algorithms have been published which run faster but do not necessarily produce an optimal tour. A number of these approximation algorithms have been experimentally observed to perform well, but there has not been a theoretical characterization of how the obtained tours compare with the optimal.
In this paper, we analyze some of these methods to bound the ratio of the obtained tour length to the optimal tour length. In some cases, these bounds grow as a function of the number of nodes and in other cases a constant bound is found for all traveling salesman problems. In contrast, if the distance function is unconstrained by the triangle inequality then for any constant k >-1, the problem of finding a tour with a ratio bounded by k is NP-complete (Sahni and Gonzalez [16] ).
Another approximation method was recently announced and analyzed in Christofides [2] . This method produces a better worst case approximation than the methods analyzed here, but requires more running time.
In the material which follows, we exclude the trivial case where the distance function is identically zero. This assumption together with the triangle inequality implies that every tour has a length greater than zero. We also adopt the convention that OPTIMAL represents the length of the optimal tour. Under the assumption of nontriviality, (1.1) OPTIMAL > 0 2. Nearest neighbor algorithm. The first approximation algorithm we study is the nearest neighbor method (Bellmore and Nemhauser [1] ), also called the next best method in Gavett [5] . In this algorithm, a path is constructed as follows: Fig. 1 .
Graph FI consists of precisely three nodes with each pair of nodes having an edge of weight 1. Path P consists of two edges, the edge from the start node to the right node and the edge from the right node to the middle node.
To construct graph F+1, one takes two copies of F/(which we call the left copy and right copy) and one additional node (which becomes the middle node of F+). This additional node is called D in Fig. 1 . The additional node D is connected to the right node of the left copy (node C) and the start node of the right copy (node E) by edges of length 1. The additional node D is also connected to the middle node of the right copy (node F) by an edge of length lg (defined below). Finally, the middle node of the left copy (node B) is connected to the start node of the right copy (node E) by an edge of length Ig. The start node of F,.+I is the start node of the left copy (node A) and the right node is the right node of the right copy (node G). The path Pi/x consists of the two copies of path Pi plus the two edges (B, E) and (F, D) of length lg. The length lg is given by the formula (2.11)
Let L be the length of path P. Length Graph Gg has two important properties" a) the edges of Gi have the same lengths in Gg as they have in Gi; b) if the nearest neighbor method is started with the start node of Gg, the method can (with suitable resolution of ties) produce path Pg followed by the edge of length lg-1 returning from the middle node (which is the last node of path P;) to the start node. We return to prove properties a) and b) after completing the main thread of the proof.
Each Gg has an optimal tour whose length is equal to the number of nodes n in (g (namely 2 /-1). This tour is found, starting with the start node, by visiting the nodes in left to right order and then returning from the right node back to the start node. Each of the edges in this tour has weight one.
The example satisfying the theorem is G,-I. Its ratio is exactly NEARNEIBER OPTIMAL =(L,+l-l)/n where lg (n + 1)- 1. This ratio is greater than the ratio indicated in the theorem.
All that remains is to prove properties a) and b). Referring back to Fig. 1 Fig. 3a connects the start and middle nodes of F and from (2.16), the shortest path length in F connecting these nodes is If-1. Figure 3b shows Fig. 3a with the addition of the four edges created in the construction of F+ from the two copies of Fz. Because each of the edge weights in Fig. 3a One way to improve a nearest neighbor result is to repeat the method for each possible starting node and then take the minimum solution among these. This idea is described in Gavett [5] . However, for the examples used to prove Theorem 2, the result of this method (with suitable resolution of ties) is also proportional to g(n).
3. Insertion methods. We now consider a class of methods we call insertion methods. The basic idea of these methods is to construct the approximation tour by a sequence of steps in which tours are constructed for progressively larger subsets of the nodes. DEFINI:rION. Given a traveling salesman graph (N, d), a tour T on a subset S of N will be called a subtour of (N, d). We write a T to mean a S. We treat a one node subset as a tour without edges. DEFirI:rioy. Given a traveling salesman graph (N, d), a subtour T, and a node k in N which is not in T, we define TOUR(T, k) to be a subtour obtained as follows:
if T passes through more than one point, then a) find an edge (x, y) in T which minimizes b) delete edge (x,y) and add edges (x,k) and (k,y) to obtain TOUR(T, k); if T passes through a single node i, then make TOUR(T, k) the two node tour consisting of edges (i, k) and (k, i). In either case, we say that TOUR(T, k) is obtained by inserting k into T.
Formula (3.1) represents the difference in length between tour T and the tour obtained by replacing (x, y) by (x, k) and (k, y). Thus, when T has two or more nodes, TOUR(T, k) is the shortest tour that can be obtained from T and k by the alteration described in step b). When T has only one node, TOUR(T, k) is the only tour that can be made from k and the point in T.
DEFINITION 
Proof. In the case that T has only one node, the result is obvious. When T consists of more than one node, j is an endpoint of some edge (i, j) in T. Because k is inserted to minimize (3.1), (3.4)
where the right-hand side is (3.1) with (i, j) substituted for (x, y). The triangle inequality says
Inequalities (3.4) 
The left-hand side of (4 .8) COST(T, ai) <-2. e. Moreover, the set of edges {eill <-< n} constitute a minimal spanning tree since the method of selecting edges satisfying (4.13) is a method of constructing a minimal spanning tree (Kruskal [9] , Prim [13] ).
We now show that there exist traveling salesman graphs for which the bound (4.12) is actually achieved. The examples can be interpreted as cities placed uniformly on a circular road. The case for 8 nodes is shown in Fig. 4 . The optimal path is simply to go around the circle. The insertion methods may construct a path such as that in the figure, a path which goes almost all the way around and then doubles back on itself. Thus, each edge of the circle (except one) is traveled twice instead of the one time actually required, and the ratio of the path obtained to OPTIMAL is roughly two. Nn={ill<=i<-n}, dn (i,/') smallest nonnegative integer m such that -j m (mod n) or j m (mod n).
We define T to be the tour on set {1}, we define Ta {(1, 2), (2, 1)} and for 3 -<_ -<_ n we define T/= {(1, 2), (i-1, i)} U {(f,/" + 2)11 <--/" <_-i-2}. Figure 4 shows T8 for the case n 8.
We define ai + l for0-<i<n.
Obviously the T defined above are tours. We will show that the T/together with the ai satisfy (3. We note finally that the approximation Tn has two edges of length one and n-2 edges of length two for a total length of 2. (n-1). The optimal tour is obviously the tour of length n that starts with node 1 and visits the nodes in numerical order. Equation (4.14) is obtained by dividing these two lengths. [3 For > 3 in the above proof, the insertion of a into T/to obtain T/I involves a tie between edges (i-1, i) and (i-2, i), both of which minimize (3.1). An example with no ties in (3.1) is obtained from the example by decreasing the length of all edges greater than 1 by a small number e. The choice (i-1, i) of the proof becomes the unique choice and the construction proceeds as in the proof. The resulting ratio is very close (depending on e) to (4.14).
Theorem 5 shows that, in the worst case, nearest insertion can create paths which double back on themselves and are roughly twice as long as necessary. We examined a number of problems with nodes placed randomly on a plane, and observed that the nearest insertion method often produced paths in which portions doubled back on themselves.
$. Farthest insert. There is another insertion method which has some intuitive and empirical appeal, a method we call farthest insertion.
We say that a tour is constructed by farthest insertion if each a, 1 =< < n, in the definition of an insertion method satisfies (5.1) d(Ti, ai) max {d(T/, x) for x inN-Ti}.
Contrasting (5.1) with (4.2), we observe that farthest insertion has a max where nearest insertion has a min. The intuitive appeal is that the method establishes the general outline of the approximate tour at the outset and then fills in the details. The early establishment of a general outline is appealing because we expect better performance when the number of nodes is small. Inserting nearby points late in the approximation is appealing because the short edges used late in the procedure are less likely to be accidentally deleted by some still later insertion. The empirical appeal is that, in a series of experiments, we found that farthest insertion usually produced a better tour than nearest insertion, cheapest insertion, and the nearest neighbor. For example, when tried on problems obtained by placing 50 nodes randomly on a unit square, nearest insertion was from 7 to 22% worse than farthest insertion, nearest neighbor was from 0 to 38% worse, and cheapest insertion ranged from 7% better to 12% worse. The usual ranking was thus farthest insertion first, cheapest insertion second, nearest insertion third, and nearest neighbor last.
The 2. For each < n, find an edge (ag, c) such that (6.5) d(ai, ci) min {d(x, y) for x and y in different subtours inS/}. Then S/ is obtained from -i by merging the subtours containing ai and c.
At each step in the procedure, the two closest subtours are merged.
Observe that in a merger corresponding to (6.4) , from the triangle inequality [14] , Roberts and Flores [15] and Nicholson [12] . The local optimum obtained by these perturbation methods can be further adjusted to obtain a global optimum (Croes [3] ). Lin and Kernighan [11] generalize these techniques in a powerful way.
Define a k-change of a tour as the deletion of k edges and their replacement by k other edges so that another tour is obtained.
Define a tour as k-optimal (Lin 10]) if no k-change produces a better tour. Lin [10] describes a method whereby several random initial tours are obtained, each is improved until a 3-optimal tour is obtained and the best of these 3-optimal tours is used.
In this section, we investigate how far a k-optimal tour can be from the optimal tour. THEOREM 6. For each n >-8 there exists a traveling salesman graph having a tour which is k-optimal for all k <-_ n/4, and for which the length of that tour, LOCALOPT, satisfies LOCALOPT 2 (1--) ( 
7.1) OPTIMAL
Proof. The example is the graph (Nn, dn) and tour T constructed in the proof of Theorem 5. In particular, the tour shown in Fig. 4 will be shown to be 2-optimal.
For each n, define the set of edges E,,={(1, n)}U{(i,i+l) for 1-<i<n} For each edge e in E, and each tour T, we let COUNT(e, T) be the number of times edge e occurs in circuit a(T). For tour T, we have (7.2) COUNT((/, + 1), T) 2 for 1 =< < n, (7.3) COUNT((1, n), T,)= 0. Because the edges of E, are of unit length, the length L (T) of tour T is given by (7.4) 
L(T) Y COUNT(e, T). in En
We say that a tour T is even if COUNT(e, T) is even for all e in E,. We say that a tour T is odd if COUNT(e, T) is odd for all e in En. We next show that any tour must be either odd or even.
By construction, each node a is the endpoint of exactly two edges of E, namely (a, a + 1) and (a, a-1) (mod n). Since each occurrence of a in ce(T) is associated with two edges of a (T) (7.5) COUNT((a, a + 1), T)+ COUNT((a, a 1), T)= 2" ja where ja is the number of times node a occurs in circuit a(T). Therefore, COUNT((a, a + 1), T) and COUNT((a, a 1), T) sum to an even number and are either both even or both odd. Since the edges in E form a connected graph, if T were neither odd nor even, some node would have one incident edge with an odd count and its other incident edge with an even count. This contradicts (7.5), so T is either odd or even.
For any tour T, there can be only one edge e in E, such that COUNT(e, T) 0 since otherwise the tour could not be connected. Therefore, T, with its one edge of count 0 and other edges of count 2 (see (7.2) and (7.3) ) is the shortest even tour.
Consequently, any tour improving on Tn must be odd. Now suppose that tour T is changed by a k-change to an odd tour. Since the largest edges of T, are at length 2, the decrease resulting from deleting k edges is at most 2k. Since at most 2k of the counts in a (T) are reduced, and since E, has n edges, n-2k edges of E, do not get their counts decreased. When edges are added to complete the k-change, the counts for the edges not decreased must in fact be increased in order to change from an even number to an odd number. Therefore, the increases are at least n -2k. If the k-change is to improve the tour length, the decreases must be greater than the increases or 2k>n-2k.
This inequality is only true when k > n/4 so T is indeed k-optimal for k <-n/4. 4 . k _-< n.
