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Abstract
This paper is concerned with object-based perception control
(OPC), which allows for joint optimization of hierarchical
object-based perception and decision making. We define the
OPC framework by extending the Bayesian brain hypothesis
to support object-based latent representations and propose an
unsupervised end-to-end solution method. We develop a prac-
tical algorithm and analyze the convergence of the perception
model update. Experiments on a high-dimensional pixel envi-
ronment justify the learning effectiveness of our object-based
perception control approach.
1 Introduction
Reinforcement learning (RL), which learns how to map
environment observations to actions to maximize total-
expected returns, is considered to be the closest form of
learning that humans and other animals do (Rescorla, Wag-
ner, and others 1972; Barto, Sutton, and Anderson 1983).
However, many of the current advances in RL lie in the
model-free paradigm (Mnih et al. 2016), which usually re-
quires large amounts of experience to explore until learn-
ing a good policy, thus suffering from the sample-efficiency
problem (Deisenroth et al. 2013). On the other hand, hu-
mans usually learn and behave by minimizing their sur-
prise of the observation outcome, e.g., trying to keep home-
ostasis (Kauffman 1993). To do this, people maintain and
update a good environment model to help to learn new
concepts from a few examples efficiently (Gregory 1980;
Friston 2005). The idea has since innovated many model-
based reinforcement learning (MBRL) approaches to learn
a concise model of the world (Kaelbling, Littman, and Cas-
sandra 1998). MBRL methods help to generalize features
across observations and actions in high-dimensional envi-
ronments, thus reducing the amount of training data (Ha and
Schmidhuber 2018; Gu et al. 2016; Igl et al. 2018).
However, most existing MBRL methods often fail to fa-
cilitate common-sense physical reasoning (Battaglia, Ham-
rick, and Tenenbaum 2013), or learning the inductive biases,
which is the prior knowledge of observed objects’ visual
properties, such as color, material, locations, and shapes.
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On the other hand, humans learn inductive biases with
the interactive environment feedback throughout their life-
cycles (Spelke et al. 1992), leading to a unified hierarchi-
cal and behavioral-correlated perception model to perceive
events and objects from the environment (Lee and Mumford
2003). By learning the structured properties of the environ-
ment, inductive biases help human make inferences that go
beyond the observation (Lake et al. 2017). For example, hu-
mans exploit the shape bias in early lexical learning, i.e., we
usually assume that objects with the same name tend to have
the same shape. Children, therefore, attend to shape more of-
ten than other properties when generalizing a novel name to
new examples (Landau, Smith, and Jones 1988). We argue
that learning inductive biases for MBRL is essential to cre-
ate AI capable of simulating human-like learning perceptual,
reasoning, and learning abilities (Lake, Salakhutdinov, and
Tenenbaum 2015). Mainly, we shall build a model to cre-
ate knowledge through execution-time optimization, rather
than one merely generating static products from offline train-
ing (Dehaene, Lau, and Kouider 2017).
In this paper, we propose Object-based Perception Con-
trol (OPC), a perception model in the context of RL to in-
fer inductive biases from raw pixel observations. We de-
velop the object-based inference model by: 1) minimizing
the surprise for unsupervised perceptual grouping (Greff,
van Steenkiste, and Schmidhuber 2017; van Steenkiste et
al. 2018), and 2) imposing the trial-and-error on the per-
ceptual grouping process to emphasize the behavioral cor-
relates of perception updating. The coherent framework of
perception and control becomes beneficial as the percep-
tion model helps decision-making with inductive biases,
while the decision-making module provides the temporal-
difference error (Sutton 1988) from interactions with the en-
vironment to bias the perception learning towards semanti-
cally relevant representations. Experiments on the Pixel Wa-
terworld environment show that OPC outperforms several
strong baselines in terms of accumulated rewards, and the
quality and consistency of the perceptual grouping.
2 Preliminary on Bayesian Brain Hypothesis
Many of the classical hierarchical perception models on vi-
sion sensory inputs include the Helmholtz Machine (Dayan
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Figure 1: The graphical model of OPC. The hierarchical per-
ception model includes a bottom-up recognition model q(s)
and a top-down generative model p(o, s) (decomposed into
the likelihood p(o|s) and the prior belief p(s)). The latent
state s is the real pixel assignment, and the prior knowledge
θ represents the physical law of the environment (the prop-
erty of each object). Control is performed by taking an action
a to change the environment state.
et al. 1995), the predictive coding (McClelland and
Rumelhart 1981), and the Restricted Boltzmann Machines
(RBMs) (Hinton 2012). They share a general principle of
Bayesian brain hypothesis (Knill and Pouget 2004), which
formulates human perception as a hierarchical inference pro-
cess based on the interaction between sensory stimuli (a
bottom-up recognition model q(s)) and conceptual knowl-
edge (a top-down generative model p(o, s)) (Bruner and
Goodman 1947). The perception then comes as the recog-
nition model formalizing beliefs about the cause of obser-
vations, i.e., to infer and maximize the posterior p(s|o) (the
probability of different hidden states given the observation)
by inverting the likelihood model p(o|s) (the probability of
observation given their causes). The inversion requires max-
imizing the model evidence p(o) (the prediction ability of
the generative model regarding the observation o), which is
equivalent to minimizing the surprise
− log p(o) =− log
∫
s
q(s)
p(o, s)
q(s)
ds
≤
∫
s
q(s) log
(
q(s)
p(o, s)
)
ds (1)
=KL(q(s)‖p(s|o))− log p(o), (2)
where q(s) is the bottom-up recognition model. Eq. (1) is
usually referred to the free energy (Neal and Hinton 1999),
which is an upper bound of the surprise of observations. The
bound becomes tight when the KL term equals to zero, i.e.,
the difference between the recognition model and the poste-
rior probability is minimized.
3 Object-based Perception Control
3.1 Environment Setting
We define the environment as a partially observable Markov
Decision Process (POMDP) represented by the tuple Γ =
〈S,P,A,O,U ,R〉, where S,A,O are the state space, the
action space, and the observation space, respectively. Given
two sets X and Y , we use X × Y to denote the Cartesian
product of X and Y , i.e., X × Y = {(x, y)|x ∈ X , y ∈ Y}.
For an agent performing in this environment, we consider
its received observation ot ∈ O ≡ RD at time step t as a
visual image (a matrix of pixels) composited of K objects,
ηtψ t θt+1
Rel
MLP
Vt+1π t+1
TD-error
Env rt+1
ot+1
ot+2
K {
ψ t+1
D
D
D
D
ηt+1
— *
Decision Making ModulePerception Model
gradient flow
Food   Agent   Poison
Figure 2: The illustration of OPC and the Pixel Waterworld
environment. We regard the perception update as K copies
of RNN with hidden states θtk receiving η
t
k(ψtk−ot+1) as
input. Each copy generates a new ψt+1k , which is used to re-
estimate the soft-assignments ηt+1k for the calculation of the
expected log-likelihood Qθt+1(θt+2). The hidden states are
then used as the input of decision-making (before fed into
an optional relational module) to guide the agent’s action.
where each pixel oi is determined by exactly one object. At
each time step t, we denote as st ∈ S ≡ [0, 1]D×K the latent
state which encodes the unknown true pixel assignments,
such that sti,k = 1 iff pixel o
t
i was generated by component
k. The observation ot is generated by the environment fol-
lowing the conditional observation distribution Uθt(ot|st) :
S → O. Concretely, each pixel oti is rendered by one of the
object representations θt1, . . . ,θ
t
K ∈ RM , which are trans-
formed by a differentiable non-linear function fφ into vari-
ables ψti,k = fφ(θ
t
k)i for separate pixel-wise distributions
Uψti,k(oti|sti,k = 1) 1. Whether an observation is probable
(or not surprised) given an agent’s current state and action,
i.e., log pθt(ot|st, at), is quantified by its observed reward
rt ∈ R provided by the environment according to the reward
functionR(rt|st, at) : S ×A → R. When the environment
receives an action at ∈ A, it moves to a new state st+1 fol-
lowing the transition function P(st+1|st, at) : S ×A → S.
3.2 Learning Object-based Perception Control
To formalize the belief about the cause of the observation ot,
the agent maintains a perception model q(st) to approximate
the probability of different latent states pθt(st|o≤t, a<t).
Using the encoded sufficient statistic of the history, agent’s
inferred belief about the latent state could serve as the input
to its decision-making module (the policy) pi. The prediction
ability of the perception model at time step t is given by the
model evidence as
βtpi,θ =
∞∏
j=t
pθt(o
j) = E
(st,at)∼p(st,at)
[
pθt(o
≥t|st, at)
]
. (3)
1We consider Uψt
i,k
(oti|sti,k = 1) ∼ N (oti;µ = ψti,k, σ2).
See details of derivation in the supplementary material. The
goal of the agent is to learn a perception model with high
prediction ability by minimizing the average surprise
Jpi,θ =
∞∑
t=0
− log βtpi,θ = E
τ∼pi
[− log pθt(o≥t|st, at)] (4)
over trajectories τ = (o0, a0, o1, a1, . . . ) induced by agent’s
policy pi, We denote the distribution over initial state as s0 :
S → [0, 1].
Learning the OPC via minimizing the average surprise
from Eq. (4) is typically achieved by marginalization of the
joint distribution as
Jpi,θ = E
τ∼pi
[
− log pθt(o≥t|st, at)
]
≤ E
τ∼pi
 D∑
i=1
∑
st+1i
q(st+1i |st, at) log
q(st+1i |st, at)
pψti (o
t+1
i , s
t+1
i |st, at)

+ E
τ∼pi
[− log pθt(ot|st, at)]
(5)
= E
τ∼pi
D∑
i=1
[
KL(q(st+1i |st, at)‖pψti (s
t+1
i |ot+1i , st, at))
]
− E
τ∼pi
[
log pθt(o
t+1|st, at)]− E
τ∼pi
[
log pθt(o
t|st, at)] .
(6)
See derivation in the supplementary material. The first term
in Eq. (5) is identical to the expected free energy (Friston et
al. 2017) along trajectory τ with respect to a set of object
representations θt = [θt1, . . . ,θ
t
K ] ∈ Ω ⊂ RM×K , and is
minimized by improving the perception q(st) about the true
posterior pθt(st|o≤t, a<t). Meanwhile, the second term in
Eq. (5) is the negative of the total reward along trajectory τ ,
and is minimized by taking actions on the environment to
change the sensory input. The optimization of these terms
are discussed in Sect. 3.3 and Sect. 3.5 respectively.
3.3 Perception Model Update
We formulate the perception model update as an iterative
process. Given that the expected free energy is minimized
with respect to q(st) at time step t, i.e., q(st+1i |st, at) =
pψti (s
t+1
i |ot+1i , st, at), we can generate a soft-assignment of
each pixel to one of the K objects as
ηti,k
.
= pψti,k(s
t+1
i,k = 1|ot+1i , st, at). (7)
We then find θt+1 to minimize the expected free energy as
θt+1 = arg max
θt+1
E
st+1∼ηt
[
log pψt+1(o
t+1, st+1|st, at)]
.
= arg max
θt+1
Qθt(θt+1). (8)
See derivation in the supplementary material. Note that
Eq. (8) returns a set of points that maximizeQθt(θt+1), and
we choose θt+1 to be any value within this set.
To update the perception model by minimizing the ex-
pected free energy with respect to q(st) and θt+1, we com-
pute Eq. (7) and Eq. (8) iteratively. However, an analytical
solution to Eq. (8) is not available because we use a differ-
entiable non-linear function fφ to map from object represen-
tations θtk into ψ
t
i,k = fφ(θ
t
k)i. Threfore, we get θ
t+1 by
θt+1k =θ
t
k + α
∂Q
∂θt+1k
∣∣∣∣
θt+1k =θ
t
k
=θtk + α
D∑
i=1
ηti,k ·
ψti,k − ot+1i
σ2
· ∂ψ
t
i,k
∂θtk
, (9)
where α is the learning rate (see details of derivation in the
supplementary material). We regard the iterative process as
tro-step rollout of K copies of a recurrent neural network
with hidden states θtk receiving η
t
k  (ψtk − ot+1) as in-
put (see the inner loop of Algorithm 1). Each copy gener-
ates a new ψt+1k , which is then used to re-estimate the soft-
assignments ηt+1k . We parameterize the Jacobian ∂ψ
t
k/∂θ
t
k
and the differentiable non-linear function fφk using a convo-
lutional encoder-decoder architecture with a recurrent neural
network as bottleneck, which linearly combine the output of
the encoder with θtk from the previous timestep. The training
process is organized in an unsupervised manner by minimiz-
ing Eτ∼pi
[−Qθt(θt+1)].
3.4 Convergence of the Perception Model Update
Under main assumptions and lemmas as introduced below,
we demonstrate the convergence of a sequence of average
surprise values {Jpi,θt} generated by the perception update.
The proof is presented by showing that the learning process
follows the Global Convergence Theorem (Zangwill 1969).
Assumption 1. Ωθ0 =
{
θ ∈ Ω : Jpi,θ ≤ Jpi,θ0
}
is compact
for any Jpi,θ0 <∞.
Assumption 2. J is continuous in Ω and differentiable in
the interior of Ω.
The above assumptions lead to the fact that {Jpi,θt} is
bounded for any θ0 ∈ Ω.
Lemma 1. Let ΩS be the set of stationary points in the in-
terior of Ω, then the mapping arg maxθt+1 Qθt(θt+1) from
Eq. 8 is closed over Ω\ΩS (the complement of ΩS).
Proof. See (Wu 1983). A sufficient condition is that
Qθt(θt+1) is continuous in both θt+1 and θt.
Proposition 1. Let ΩS be the set of stationary points in the
interior of Ω, then (i.) ∀θt ∈ ΩS , Jpi,θt+1 ≤ Jpi,θt and (ii.)
∀θt ∈ Ω\ΩS , Jpi,θt+1 < Jpi,θt .
Proof. Note that (i.) holds true given the condition. To prove
(ii.), consider any θt ∈ Ω\ΩS , we have
∂Jpi,θt
∂θt+1
∣∣∣∣
θt+1=θt
=
∂Qθt(θt+1)
∂θt+1
∣∣∣∣
θt+1=θt
6= 0.
HenceQθt(θt+1) is not maximized at θt+1 = θt. Given the
perception update described by Eq. (9), we therefore have
Qθt(θt+1) > Qθt(θt), which implies Jpi,θt+1 < Jpi,θt .
Theorem 1. Let {θt} be a sequence generated by the map-
ping from Eq. 8, ΩS be the set of stationary points in the
interior of Ω. If Assumptions 1 & 2, Lemma 1, and Proposi-
tion 1 are met, then all the limit points of {θt} are stationary
points (local minima) and Jpi,θt converges monotonically to
J∗ = Jpi,θ∗ for some stationary point θ∗ ∈ ΩS .
Proof. Suppose that θ∗ is a limit point of the sequence {θt}.
Given Assumptions 1 & 2 and Proposition 1.i), we have that
the sequence {θt} are contained in a compact set ΩK ⊂
Ω. Thus, there is a subsequence {θl}l∈L of {θt} such that
θl → θ∗ as l→∞ and l ∈ L.
We first show that Jpi,θt → Jpi,θ∗ as t → ∞. Given J is
continuous in Ω (Assumption 2), we have Jpi,θl → Jpi,θ∗ as
l→∞ and l ∈ L, which means
∀ > 0, ∃l() ∈ L s.t. ∀l ≥ l(), l ∈ L, Jpi,θl − Jpi,θ∗ < . (10)
Given Proposition 1 and Eq. (8), J is therefore monotoni-
cally decreasing on the sequence {θt}∞t=0, which gives
∀t, Jpi,θt − Jpi,θ∗ ≥ 0. (11)
Given Eq. (10), for any t ≥ l(), we have
Jpi,θt − Jpi,θ∗ = Jpi,θt − Jpi,θl()︸ ︷︷ ︸
≤0
+ Jpi,θl() − Jpi,θ∗︸ ︷︷ ︸
<
< . (12)
Given Eq. (11) and Eq. (12), we therefore have Jpi,θt →
Jpi,θ∗ as t → ∞. We then prove that the limit point θ∗
is a stationary point. Suppose θ∗ is not a stationary point,
i.e., θ∗ ∈ Ω\ΩS , we consider the sub-sequence {θl+1}l∈L,
which are also contained in the compact set ΩK . Thus,
there is a subsequence {θl′+1}l′∈L′ of {θl+1}l∈L such that
θl
′+1 → θ∗′ as l′ → ∞ and l′ ∈ L′, yielding Jpi,θl′+1 →
Jpi,θ∗′ as l
′ →∞ and l′ ∈ L′, which gives
Jpi,θ∗′ = lim
l′→∞
l′∈L′
Jpi,θl′+1 = limt→∞
t∈N
Jpi,θt = Jpi,θ∗ . (13)
On the other hand, since the mapping from Eq. (8) is closed
over Ω\ΩS (Lemma 1), and θ∗ ∈ Ω\ΩS , we therefore have
θ∗
′ ∈ arg maxθt+1 Qθ∗(θt+1), yielding Jpi,θ∗′ < Jpi,θ∗
(Proposition 1.ii), which contradicts Eq. (13).
3.5 Decision-making Module Update
The second term in Eq. (5) is the negative of the total reward
along trajectory τ , which is straightforward to understand
as an agent with a better perception model would receive a
higher total reward by conditioning its policy on its inferred
belief about the latent state. Intuitively, the additional knowl-
edge provided by the decomposition of high-dimensional
observations for disentangled and structured object abstrac-
tions could ease the burden of decision-making.
To maximize the total reward along trajectory τ , we fol-
low the conventional temporal-difference (TD) learning ap-
proach (Sutton 1988) by feeding the object abstractions to a
small multilayer perceptron (MLP) (Rumelhart, Hinton, and
Williams 1986) to produce an (dimR(A) + 1)-dimensional
vector, which is split into a dimR(A)-dimensional vector
of piζ’s (the ’actor’) logits, and a baseline scalar Vζv (the
Algorithm 1 Learning the Object-based Perception Control
Initialize θ,η, φ, ζ, ζv, Tepi, tro, K
Create Ne environments that will execute in parallel
while training not finished do
Initialize the history Da,Do,Dη with environment rollouts
for tro + 1 time-steps under current policy piζ
for T = 1 to Tepi − tro do
dφ← 0
Get ηT−1 from Dη
for t = T to T + tro do
Get at,ot from Da,Do respectively
Feed ηt−1k (ψt−1k −ot) into each of theK RNN copy
to get θtk and forward-output ψ
t
k
Compute ηtk by Eq. 7
dφ← dφ+ ∂ (−Qθt(θt+1)) /∂φ by Eq. (8)
end for
Perform aT+tro according to policy piζ(aT+tro |θT+tro)
Receive reward rT+tro and new observation oT+tro+1
Store aT+tro ,oT+tro+1,ηT in Da,Do,Dη respectively
Feed ηT+trok  (ψT+trok −oT+tro+1) into each of the K
RNN copy to get θT+tro+1k
y ← rT+tro + γVζv (θT+tro+1)
dζ ← ∇ζ log piζ(aT+tro |θT+tro)(y − Vζv (θT+tro))
dζv ← ∂
(
y − Vζv (θT+tro)
)2
/∂ζv
dφ← dφ+ ∂ (y − Vζv (θT+tro))2/∂φ
end for
Perform synchronous update of φ using dφ, of ζ using dζ,
and of ζv using dζv
end while
’critic’). The piζ logits are normalized using a softmax func-
tion, and used as the multinomial distribution from which
an action is sampled. The Vζv is an estimate of the state-
value function at the current state, which is given by the
last hidden state θ of the tro-step RNN rollout. On train-
ing the decision-making module, the Vζv is used to compute
the temporal-difference error given by
LTD = (yt+1−Vζv (θt+1))2, yt+1 = rt+1+γVζv (θt+2), (14)
where γ ∈ [0, 1) is a discount factor.LTD is used both to op-
timize piζ to generate actions with larger total rewards than
Vζv predicts by updating ζ with respect to the policy gradient
∇ζ log piζ(at+1|θt+1)(y − Vζv (θt+1)),
and to optimize Vζv to more accurately estimate state values
by updating ζv . Also, differentiating LTD with respect to φ
enables the gradient-based optimizers to update the percep-
tion model. We provide the pseudo-code for one-step TD-
learning of the proposed model in Algorithm 1. By group-
ing objects concerning the reward, our model distinguishes
objects with high visual similarities but different semantics,
thus helping the agent to better understand the environment.
4 Related Work
Model-based deep reinforcement learning algorithms have
been shown to be more effective than model-free alterna-
tives in certain tasks (Gu et al. 2016; Igl et al. 2018). How-
ever, these models typically produce entangled latent rep-
resentations for pixel observations, making them unable to
facilitate physical reasoning and learn inductive biases. Al-
though (Zambaldi et al. 2018) have used the relational mech-
anism to discover and reason about relevant entities, their
model needs additional supervision to label entities with lo-
cation information. The method most closely related to us is
the World Model (Ha and Schmidhuber 2018), which con-
sists of separately trained models for visual, memorizing,
and control purposes, thus preventing the formerly trained
components from the guidance provided by latter compo-
nents. On the contrary, OPC provides the decision-making
process with object-based abstractions of high-dimensional
observations, which naturally contain object-based position
information and contribute to faster learning.
The object-based approach, which recognizes decom-
posed objects from the environment observations, has at-
tracted considerable attention in RL as well (Schmidhuber
1992). However, most models usually assume prior knowl-
edge of object-based representations rather than extracting
from high-dimensional observation space (Diuk, Cohen, and
Littman 2008). When objects are extracted through learning
methods, these models usually require supervised modeling
of the object definition, by either comparing the activation
spectrum generated from neural network filters with exist-
ing types (Garnelo, Arulkumaran, and Shanahan 2016) or
leveraging the bounding boxes generated by standard ob-
ject detection algorithms in computer vision (Keramati et al.
2018). MOREL (Goel, Weng, and Poupart 2018) applies op-
tical flow in video sequences and feeds the learned features
to model-free RL frameworks as the position and velocity
information of moving objects. On the other hand, OPC fol-
lows an unsupervised manner to extract object abstractions
by minimizing the surprise of observations.
Unsupervised object segmentation and representation
learning have seen several recent breakthroughs, such as
IODINE (Greff et al. 2019) and MONet (Burgess et al.
2019). Although OPC is built upon previous unsupervised
object segmentation back-end (Greff, van Steenkiste, and
Schmidhuber 2017; van Steenkiste et al. 2018), we explore
one step forward by combining perceptual grouping with
decision-making, which helps to break down raw pixels into
structured objects in a manner appropriate to the particular
task faced by the agent. Our framework also adheres to the
Bayesian brain hypothesis by maintaining and updating a
compact perception model towards the cause of particular
observations (Friston 2010).
Several recent works have investigated the unsupervised
object extraction for reinforcement learning. OODP (Zhu,
Huang, and Zhang 2018) is closely related to our work by
proposing a multi-step architecture combining background
extraction, static object detection, and dynamic object de-
tection. However, the background has to be fixed through
time. LatPlan (Asai and Fukunaga 2017) uses a variational
auto-encoder (VAE) to generate a problem representation
from raw pixel observations in an unsupervised manner,
but requires objects to only appear in a limited number of
discrete locations, e.g., each piece of an image-based in-
stance of the 8-puzzle. A recent work by (Kulkarni et al.
2019) proposes to learn keypoints from object movements
between video frames, thus do not apply to environments
with static objects. COBRA (Watters et al. 2019) also pro-
poses an object-oriented MBRL framework but was based
upon MONet to learn a static scene representation. Different
from the above approaches, OPC learns to adjust the discov-
ered object representations through the temporal-difference
error, thus benefiting the decision-making process with the
inductive bias and better generalization over goals, states,
and actions (Dzˇeroski, De Raedt, and Driessens 2001).
5 Experiments
5.1 Pixel Waterworld
We demonstrate the mutual facilitation of object-based per-
ception and reinforcement learning by applying OPC on an
environment similar to the one used in COBRA (Watters
et al. 2019), a modified Waterworld environment (Karpathy
2015), where the observations are 84∗84 grayscale raw pixel
images composited of an agent and two types of bouncing
targets: the poison and the food, as illustrated in Fig. (2).
The agent can control its velocity by choosing from four
available actions: to apply thrusters to the left, right, up and
down. The environment dynamics then integrate the veloc-
ity of the agent to change its position. A negative reward is
awarded to the agent if it touches any poison target, while
a positive reward for making contact with any food target.
The optimal strategy depends on the number, the moving
speed, and the size of objects, thus requiring the agent to
infer the underlying dynamics of the environment within a
given amount of observations.
The intuition of this environment is to test whether the
agent can quickly learn the dynamics of a new environment
without any prior knowledge, i.e., the execution-time op-
timization throughout the agent’s life-cycle to imitate the
inductive biases learning process of humans. We choose
Advantage Actor-Critic (A2C) (Mnih et al. 2016) as the
decision-making module of OPC without loss of generality,
although other online learning methods are also applicable.
For OPC, we use K = 4 and tro = 20 for all experiments
except Sect. 5.4, where we analyze the effectiveness of the
hyper-parameter setting.
5.2 Facilitate RL by Inductive Biases:
Accumulated Reward Comparisons
To verify inductive biases facilitating reinforcement learn-
ing, we compare OPC against a set of baseline algorithms,
including: 1) the standard A2C, which uses convolutional
layers to transform the raw pixel observations to low di-
mensional vectors as input for the same MLP described
in Sect. 3.5, 2) the World Model (Ha and Schmidhu-
ber 2018) (WM), a state-of-the-art model-based approach,
which learns separate models for visual, memorizing, and
control purposes respectively, and 3) the random policy. For
both the baseline A2C and the decision-making module of
OPC, we follow the convention of (Mnih et al. 2016) by run-
ning the algorithm in the forward view and using the same
mix of n-step returns to update both the piζ and the Vζv . We
build the environment with two high-speed poison objects
and one food object, and set the size of the agent 1.5 times
smaller than the target. Results are reported with separate
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Figure 3: Performance comparisons between methods.
Figure 4: A sample rollout of perceptual grouping by OPC. The observation (top row), the next-step prediction ψ of each copy
of the K RNN copy (rows 4 to 7), the
∑
k ψk (row 2), and the soft-assignment η of the pixels to each of the copies (row 3). All
objects are grouped semantically: the agent in blue, the food in green, and both poisons in red.
runs of three random seeds. Note that the training procedure
of WM includes independent off-line training for each com-
ponent, thus requiring many more observation samples than
OPC. Following its original early-stopping criteria, we re-
port that WM requires 300 times more observation samples
to give the results presented in Fig. (3).
Fig. (3a) shows the result of accumulated rewards after
each agent has experienced the same amount of observa-
tions in its life-cycle, where the agent with OPC achieves
the best performance as having the highest accumulated re-
ward than agents with any other models performing in the
environment. We believe this advantage owes to the help of
inductive biases learned by the perception model (compared
to entangled representations extracted by the CNN used in
standard A2C), and the joint learning of perception and con-
trol of OPC instead of the separate learning of WM. To illus-
trate agent’s learning process through time, we also present
the period reward, which is the accumulated reward during
a given period of environment interactions (2e4 of experi-
enced observations) along the agent’s life-cycle. As illus-
trated in Fig. (3b), OPC significantly improves the sample
efficiency of A2C, making the agent performing in the envi-
ronment find an optimal strategy more quickly than agents
with baseline models. We also find that the standard version
of A2C with four parallel running threads gives roughly the
same result as the single-thread version of A2C (the same as
the decision-making module of OPC), eliminating the po-
tential drawback of single-thread learning.
5.3 Facilitate Perception Update by the TD
Signal: Perceptual Grouping Results
To demonstrate the facilitation of perception update by re-
inforcement learning, we provide an example rollout at the
early stage of training in Fig. (4). All objects are shown
to be grouped semantically: the agent in blue, the food in
green, and both poisons in red. During joint-training of the
perception model and the decision-making module, the soft-
assignment gradually constitutes a semantic segmentation as
the temporal-difference signal guides the perception model
to recognize the agent. The TD signal then improves the
recognition when grouping pixels into different types based
on the interaction with the environment, thus specializing
the learned inductive biases semantically. Consequently, the
learned object representations θ is a semantic interpretation
of the raw pixels grouped into semantic perceptual objects.
To gain insights into knowledge acquired by the induc-
tive biases learning, we further compare OPC against OP,
a perception model with the same architecture as OPC
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Figure 5: (a) The soft-assignment η from neighboring time steps, visualized by coloring each pixel i according to their distri-
bution over classes ηi. o is the binary-processed original observation. (b) Effectiveness of the relational mechanism and K for
OPC. (c) Effectiveness of tro and K for OPC.
but no guidance of the TD signal from RL, and show the
soft-assignment η produced by both perception models in
Fig. (5a). Results are produced by models running in envi-
ronments with the same random seed.
As illustrated in Fig. (3c), OPC outperforms OP in terms
of the accumulated rewards through time with a given
amount of observations. This performance difference owes
to the fact shown in Fig. (5a), here the η of OP are overlaid,
and the shapes are not delineated in bold colors but are a
mixture, showing that OP has not learned to segment the ob-
jects clearly. On the other hand, the quality and consistency
of the soft-assignment generated by OPC are improved with
the TD signal, suggesting that RL facilitates the learning of
the perception model. Furthermore, the interaction between
objects shown in Fig. (5a) demonstrates the agent is moving
away from the poison (even when the food is nearby). Be-
cause of the environment setting of the high moving speed
and more poison objects, we believe that agents are given
strong indications to stay away from all stimuli. Thus, the
result shows an understanding of visual reasoning that the
agent can separate itself from the rest of the objects.
5.4 Effectiveness of the Hyper-parameter Setting
We further investigate the influence of hyper-parameters to-
wards the learning ability of OPC, by changing: 1) the num-
ber of recurrent copies K, 2) the rollout steps for recurrent
iteration tro, and 3) the use of relational mechanism across
object representations θ described in (van Steenkiste et al.
2018). We present results of the period reward across differ-
ent hyper-parameter settings in Fig. (5b) and Fig. (5c).
As illustrated in Fig. (5b), the number of recurrent copies
affects the stability of OPC learning, as OPC with K = 3
has experienced larger variance during the agent’s life-cycle.
We believe the difference comes from the environment dy-
namics as we have visually four objects in the environment.
During the earlier stage of interacting with the environment,
OPC tries to group each object into a distinct class; thus, a
different number of K against the number of objects in the
environment confuse the perception model and lead to un-
stable learning. Although different K settings might affect
the learning stability and slow down the convergence, OPC
can still find an optimal strategy within a given amount of
observations, thus being superior to other baseline models.
Meanwhile, the use of relational mechanism has limited im-
pact on OPC, possibly because OPC does not rely on the
prediction ability of the perception model, but instead bene-
fits from the learned inductive biases.
In Fig. (5c), we compare OPC with different steps of re-
current rollout. A shorter rollout means fewer rounds of per-
ception update, thus suffering from slower convergence in
terms of the number of experienced observations. We be-
lieve that the choice of tro depends on the difficulty of the
environment. For simpler environments, a smaller tro can
help to find the optimal strategy more quickly.
6 Conclusions
In this paper, we propose Object-based Perception Control
(OPC), demonstrating the mutual facilitation of hierarchi-
cal object-based perception and reinforcement learning un-
der the Bayesian brain hypothesis. We provide the conver-
gence proof of OPC perception model update, and demon-
strate the execution-time optimization ability of OPC in a
high-dimensional pixel environment. Notably, we show that
OPC outperforms several strong baselines in terms of accu-
mulated rewards within the agent’s life-cycle, and the quality
and consistency of the perceptual grouping. OPC agent can
quickly learn the dynamics of a new environment without
any prior knowledge, imitating the inductive biases learning
process of humans. In future work, we would like to inves-
tigate OPC with more types of inductive biases and test the
model performance in a wider variety of environments.
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A Experiment Details
OPC In all experiments we trained the perception model using ADAM (Kingma and Ba 2014) with default parameters and
a batch size of 32. Each input consists of a sequence of binary 84 × 84 images containing two poison objects (two circles)
and one food object (a rectangle) that start in random positions and move within the image for tro steps. These frames were
thresholded at 0.0001 to obtain binary images and added with bit-flip noise (p = 0.2). We used a convolutional encoder-decoder
architecture inspired by recent GANs (Chen et al. 2016) with a recurrent neural network as bottleneck, where the encoder used
the same network architecture from (Mnih et al. 2013) as
1. 8× 8 conv. 16 ELU. stride 4. layer norm
2. 4× 4 conv. 32 ELU. stride 2. layer norm
3. fully connected. 256 ELU. layer norm
4. recurrent. 250 Sigmoid. layer norm on the output
5. fully connected. 256 RELU. layer norm
6. fully connected. 10× 10× 32 RELU. layer norm
7. 4× 4 reshape 2 nearest-neighbour, conv. 16 RELU. layer norm
8. 8× 8 reshape 4 nearest-neighbour, conv. 1 Sigmoid
We used the Advantage Actor-Critic (A2C) (Mnih et al. 2016) with an MLP policy as the decision making module of OPC.
The MLP policy added a 512-unit fully connected layer with rectifier nonlinearity after layer 4 of the perception model. The
decision making module had two set of outputs: 1) a softmax output with one entry per action representing the probability of
selecting the action, and 2) a single linear output representing the value function. The decision making module was trained
using RMSProp (Tieleman and Hinton 2012) with a learning rate of 7e − 4, a reward discount factor γ = 0.99, an RMSProp
decay factor of 0.99, and performed updates after every 5 actions.
A2C We used the same convolutional architecture as the encoder of the perception model of OPC (layer 1 to 3), followed by
a fully connected layer with 512 hidden units followed by a rectifier nonlinearity. The A2C was trained using the same setting
as the decision making module of OPC.
WM-A2C We used the same setting as (Ha and Schmidhuber 2018) to separately train the V model and the M model. The
experience was generated off-line by a random policy operating in the Pixel Waterworld environment. We concatenated the
output of the V model and the M model as the A2C input, and trained A2C using the same setting as introduced above.
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B Details of Derivation
B.1 Derivation of Eq. (3)
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