INTRODUCTION
The relations among stock market returns, economic growth, and the slope of the term structure of interest rates are the subject of much research (e.g., see Chen, Roll and Ross 1986; Campbell 1987; Harvey 1989 for the early work in this area). Wheelock and Wohar (2009) offer a comprehensive literature survey on the usefulness of the term spread for predicting changes in economic activity. There is also an area of literature that investigates whether the yield spread is a leading indicator of stock returns. There are many studies (e.g., see Boudoukh et al 1993; Ostdiek 1998; McCown 1999 McCown , 2001 Resnick and Shoesmith 2002; Nyberg 2013; Fernandez-Perez et al., 2014) which report that the ex-ante equity risk premium is negative in periods preceded by an inverted yield curve.
In earlier work, Fama and French (1989) report that excess returns on US stocks and corporate bonds are positively related to the slope of the yield curve of US Treasury securities. They argue that the yield curve has predictive power because it is a proxy for discount rate shocks and both, stocks and long-term bonds, are long-term investments, and are highly susceptible to changes in investors' intertemporal discount rates. The large differences in the conditional risk premiums signaled by an upward-sloping or inverted yield curves may be due in part to differences in the volatility of the stock returns. Research related to this finds that in many cases, the volatility of the returns are much higher when the yield curves are upward-sloping, compared to when they are inverted.
The findings of recent work by Volkman et al., (2014) , using US data, concurs with previous research that find a positive significant relation between conditional term spread and future equity returns and risk premia. However, explanatory power and robustness of the term spread is enhanced by including a vector of qualitative variables that proxy changes in the shape of the yield curve. Volkman et al., (2014) find the greatest economic gain occurs with a shift down in the yield curve accompanied by a steep conditional term spread. Volkman et al., (2014) also find any decrease in the long-term rate, pivot clockwise and rotation long down patterns result in significant positive subsequent 6-month equity returns, especially in extreme economies. 1 In the process, Volkman et al., (2014) connect to the burgeoning literature that studies whether components of yield curve incorporate any important information about future evolution in macroeconomic aggregates (see Ang et al., 2006; Diebold et al., 2006; Ferreira et al., 2008; Moench, 2012, among others) .
Overall, the above literature highlights the importance of modelling changes in the shape of the yield curve when looking into the relation between equity returns and interest rate models.
Uncovering the empirics of conditional influence of the changes in shape of the yield curve on economic growth and equity returns is important both from an academic as well as practitioner point of view.
Against the backdrop of the above research, the objective of our paper is to assess the predictive ability of changes in the shape of the yield curve (patterns) for excess stock returns and its volatility for the UK, the US and South Africa. We achieve this goal by using a nonparametric causalityin-quantiles test that has been recently developed by Balcilar et al. (2016) , applied to over 250 years of monthly data for the UK covering the period 1753:08 to 2017:02. We also draw comparisons with historical data for a developed country, i.e., the US over the period 1871:02 to 2017:02 (to compare our results with that of Volkman et al., 2014) , and an emerging market economy, namely South Africa, over the period 1936:01 to 2017:02. To the best of our knowledge, this is the first attempt to use historical data for developed and emerging market economies in predicting the conditional distributions of equity premium and its volatility based on changes in the shape of the yield curve.
The use of the nonparametric causality-in-quantiles test studies higher order causality over the entire conditional distribution and is inherently based on a nonlinear dependence structure between the variables of interest. Balcilar et al., (2016) essentially combines the causality-in-quantile test of Jeong et al. (2012) and the higher-moment k th -order nonparametric causality of Nishiyama et al. (2011) . The main novelties of this econometric framework and, thus, the empirical results of our paper are as follows: First, our estimation is robust to misspecification errors, as it detects the underlying dependence structure between the examined dependent variable (i.e., excess stock returns) vis-à-vis the predictors (i.e., term-spread, its patterns, and interaction between the term spread and the patterns (interaction)). In our empirical exercise, we show that this is particularly important given that excess returns is in fact related nonlinearly with its predictors, which in turn,
validates the large literature that financial markets data tend to display nonlinear dynamics with respect to its predictors . Second, this methodology allows us to test not only for causality-in-mean (i.e. the first moment), but also for causality in the tails of the joint distribution of the variables. Our analysis reveals that this aspect is especially relevant in the light of the fact that the unconditional distribution of the dependent variable -i.e. excess stock returns -tends to exhibit fat tails; specifically, a heavy left tail. Thus, the nonparametric causality-inquantiles test allows us to capture bear, normal and bull market phases corresponding to the lower quantiles, the median, and the upper quantiles of the distribution, respectively. Third, we are also able to investigate causality-in-variance and, thus, study higher-order dependency. This again is highly pertinent since, during some periods, causality in the conditional-mean may not exist, while at the same time higher-order interdependencies may turn out to be significant. Given these advantages of the chosen approach, our paper can be considered to be an extension of the work of Volkman et al. (2014) , which used a linear model, possibly subject to misspecification due to nonlinearity, and restricted to only studying returns and not volatility, and that too only at the conditional mean, rather than the entire conditional distribution of both returns and volatility.
Note that, nonlinear causality tests (for example, Hiemstra and Jones (1994) , and Panchenko (2005, 2006) , Bai et al., (2010 Bai et al., ( , 2011 ) and GARCH models could have been used to analyze the impact of term-spread, its patterns and interaction on excess stock returns and/or volatility, but these approaches would rely on conditional-mean based estimation, and hence fail to capture the entire conditional distribution of excess stock returns and volatility -something we can do with our approach. In the process, our test is a more general procedure of detecting causality in both returns and volatility simultaneously at each point of their respective conditional distributions. Hence, we are able to capture existence or non-existence of causality at various phases of the stock markets, as pointed out above. Being a more general test, our method is more likely to pick up causality when conditional mean-based tests might fail to do so. In addition, since we do not need to decide on the number of regimes as in a Markov-switching model, and can test for causality at each point of the conditional distribution characterizing specific regimes, our test also does not suffer from any misspecification in terms of specifying and testing for the optimal the number of regimes.
The rest of the paper is organized as follows: Section 2 discusses the theory of pattern changes, with Section 3 presenting the data. Section 4 describes the higher-moment nonparametric quantile causality test, while Section 5 discusses the main results along with robustness tests. Finally, Section 6 concludes.
THEORY OF PATTERN CHANGES
Previous researchers have found and demonstrated a strong relation between interest rates and economic activity and, similarly, ex ante equity returns. Most researchers have focused on a country's monetary policy and subsequent adjustment to the short rate by their governing bodies implicitly assuming a static long rate while other researchers assumed a constant relation between the short and long rates such as previous yield curve and term spread studies. However, simple observation of the interaction between short and long rates reveals a non-constant and irregular relation between short and long rates. Previous research assumed short and long rates move in the same direction and by similar incremental changes, however, we assert that short and long rates will react differently and by different degrees of incremental changes to the same economic event. Long rates do not always behave predictably given corresponding changes in short term rates. We note that the relation between monetary policy, business conditions, and future equity returns is complicated and assert that changes in the yield curve contains information about key economic factors affecting the economy not present in static term spread or short rates.
Employing the Expectation Theory of Interest Rates, we illustrate the varying relation between interest rates, why long rates and short rates may react differently to the same economic news and why different spread patterns may have dissimilar effects on future equity returns. The Expectation Theory assumes that long rates are a product of the short rate and the long forward rate and that long rates contain two elements: information about financial market expectation of monetary policy over the duration of the investment and compensation for inflation risk premia.
Therefore, long rates may change by different degrees based on the current state of the general economy and investors' varying views of future Fed policies, economic activity, and inflation expectations.
The Expectation Theory states that the market sets long-term yields equal to a weighted average of the short term rate and expected future spot rates. Future spot rates are a function of investor's expectation of future inflation, economic activity and government policies. A pivot pattern occurs when short and long rates inversely change around a fixed medium rate.
For example, a Fed's tight monetary policy will lead to an increase in the short rate while the long rate drops. Investors may expect forward rates to drop due to decreased economic activity or an increase in the Fed's resolve to fight inflation. In contrast, a decrease in the short rate accompanied by an increase in the long rate implies investors' expectation of increased future economic activity or increased future inflation expectations.
DATA
Excess stock market returns are computed as the excess returns of a market index over the riskfree asset return, which is common in the relevant literature. As noted earlier in this research, changes in the yield curve pattern can result from either increases or decreases in the short term and/or long term rates and contain economic and expectations information not present in studies employing static yield spreads or fixed long rate assumptions.
We identify a change in either the long-term or the short-term rate if the rate is more than one fifth of one standard deviation difference from the previous rate. Because interest rates have had a significant long-term variance over our 264-year sample period, we use a rolling ten-year period to determine the standard deviation. Using changes in the short and long rates, we classify the yield pattern into nine categories: no change, pivot clockwise, pivot counterclockwise, rotate long rate down, rotate long rate up, rotate short rate down, rotate short rate up, shift up and shift down.
The specific pattern changes are categorized as follows:
• No change (Nochg): both short and long term rates stay the same • Pivot clockwise (Pivclo): short term rates increase and long term rates decrease • Pivot counterclockwise (Pivcnt): short term rates decrease and long term rates increase • Rotate long down (Roldo): Short term stay the same, long term rates decrease • Rotate long up (Rolup): Short term stay the same, long term rates increase • Rotate short down (Rosdo): Short term rates decrease, long term stay the same • Rotate short up (Rosup): Short term rates increase, long term stay the same • Shift up (Shiftup): Both short and long term rates increase • Shift down (Shiftdo): both short and long term rates decrease While no change, shift up, and shift down all imply no change in the term spread, the different patterns have different implications relative to economic conditions. Similarly, pivot clockwise, rotate short up, and rotate long down all decrease positive spreads but signal different expectations of future economic activity in a narrower term spread environment. Lastly, pivot counterclockwise, rotate short down, and rotate long up all increase the term spread but have different information sets relative to future economic activity.
As can be seen from the summary statistics, reported in Table A1 in the Appendix of the paper, the equity premium of UK is skewed to the right, with excess kurtosis, resulting in a non-normal distribution. Excess returns for US and South Africa are skewed to the left, and with excess kurtosis, normality is again rejected. As can also be observed from Table A1 , the squared equity premium, i.e., volatility, of all the three countries are skewed to the right and with excess kurtosis have non-normal distributions. These results provide a preliminary motivation to use the causalityin-quantiles test (to be discussed in the next section), given the heavy-tails.
METHODOLOGY: NONPARAMETRIC QUANTILE CAUSALITY TEST
In this section, we briefly the present the methodology for the detection of nonlinear causality via a hybrid approach developed by Balcilar et al. (2016) , which in turn is based on the frameworks of Nishiyama et al. (2011) and Jeong et al. (2012) .
Let yt denote excess stock returns and xt denote the predictor variable, in our case the term-spread, its patterns and the interaction between the term-spread with the various patterns (as described in the data segment above) considered one at a time. Formally, suppose 
with probability one. Consequently, the (non)causality in the -th quantile hypotheses to be tested are: ,
. (6) Jeong et al. (2012) employ the distance measure
, where t ε is the regression error term and
is the marginal density function of 
, where is an indicator function. Jeong et al. (2012) show that the feasible kernel-based sample analogue of J has the following form:
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9 where ) (⋅ K is the kernel function with bandwidth h , is the sample size, is the lag order, and is the estimate of the unknown regression error, which is estimated as follows:
is an estimate of the θ th conditional quantile of t y given 1 − t Y , and we estimate ) (
using the nonparametric kernel method as
where
is the Nadarya-Watson kernel estimator given by ,
with ) (⋅ L denoting the kernel function and h the bandwidth.
As an extension to Jeong et al. (2012) 's framework, Balcilar et al., (2016) additionally develop a test for the second moment. In particular, we can now extend the framework testing for the causality running from the term-spread, its patterns and interactive effects to the volatility of excess returns.
Adopting the approach in Nishiyama et al. (2011) , higher order quantile causality can be specified as:
Integrating the entire framework, we define that t x Granger causes t y in quantile θ up to the k th moment using Eq. (11) to construct the test statistic of Eq. (10) for each k . The causality-in-variance test can be calculated by replacing in Eqs. (7) and (8) with -measuring the volatility of excess stock returns However, it can be shown that it is not easy to combine the different statistics for
into one statistic for the joint null in Eq. (11), because the statistics are mutually correlated (Nishiyama et al., 2011) .To efficiently address this issue, Balcilar et al. (2016) , include a sequential-testing method as described in Nishiyama et al. (2011) . First, as in Balcilar et al. (2016) , we test for the nonparametric Granger causality in the first moment
. Nevertheless, failure to reject the null for 1 = k does not automatically leads to no-causality in the second moment.
Thus, we can still construct the tests for 2 = k , as discussed in detail in Balcilar et al. (2016) . The empirical implementation of causality testing via quantiles entails specifying three important choices: the bandwidth h , the lag order p , and the kernel type for
In this study, a lag order (of one) is used on the basis of the Schwarz information criterion (SIC). Note that, with respect to choosing lags, the SIC is considered parsimonious compared with other lag-length selection criteria, since it helps to overcome the issue of the over-parameterization that typically arises with nonparametric frameworks.
2 The bandwidth value is chosen by employing least squares cross-validation techniques. 3 Finally, for (•) and (•), Gaussian-type kernels are employed.
EMPIRICAL RESULTS
Though our objective is to analyse the causality-in-quantiles running from the term-spread, its patterns, and the interaction, to equity premium and its volatility, for the sake of completeness and comparability, we also conduct the standard linear Granger causality test based on VARs. The results are reported in To further motivate the use of the nonparametric quantile-in-causality approach, we investigate whether the relationship between asset returns and the predictors is nonlinear or not. To assess the existence of nonlinearity, we apply the Brock et al. (1996) (hereforth, BDS) test on the residuals of the excess returns equation in the VAR model involving the various predictors considered one at a time. The z-statistics of the BDS test are reported in Table 2 and, the null hypothesis of no serial dependence across various dimensions is overwhelmingly rejected in all cases. These results provide strong evidence of nonlinearity in the relationship between stock returns and the various predictors considered individually. Consequently, the evidence of predictability for the excess stock returns emanating from the four predictors in the linear Granger causality tests cannot be relied upon.
[ INSERT TABLE 2 HERE. ] Given this, we now turn our attention to the nonparametric causality-in-quantiles test, i.e. a framework that, by design, is robust to the above mentioned econometric problem of nonlinearity. Nonlinear causality strengthens when focusing on the volatility series. We observe a significant impact of the term spread across almost all quantiles. Since the test statistics are normalized, the effect of the moderate-upper quantiles on the conditional distribution of volatility is stronger than the one for the lower quantiles. We also observe significant influences for the pattern changes and interaction terms concentrated above the median (with the highest quantile being an exception).
The strongest evidence for nonlinearity is reported for rotation long up. We only find weak evidence for reactions below the median. Applying the linear granger causality test would, in turn, lead to misleading results, because the impact of the pattern changes mainly affect the upper conditional distribution of stock market volatility.
Robustness and Comparative Analyses
In this segment, we conduct additional tests to analyze the robustness of our results, and also compare our findings with that of the US and SA. First, we observe that, our findings are only slightly affected when we increase the threshold for constructing the pattern changes to, say, 0.2 of the standard deviation's difference from the previous rate (see Table 4 ). However, with respect to the excess return series, rotation long down becomes insignificant implying that we do not observe any influence from pattern changes at all.
Given the long-span of data for the UK, it should not be surprising that there could be structural breaks in the relationship between excess returns and the term-spread. In this regard, we conducted the Bai and Perron (2003) tests of 1 to M globally determined multiple breaks and detected a regime change at 1825:02 for both the conditional mean of excess returns and in its relationship with the term spread, based on the powerful UDmax and WDmax tests (allowing for a maximum of five breaks, with 15 percent trimming, and error distributions to differ across the breaks). We repeat the causality-in-quantiles analysis of the full-sample for the two sub-samples of: 1753:08-1825:01; 1825:02-2017:02. 4 The results are conducted in Tables 5 and 6.   5   [INSERT TABLES 4, 5, and 6 HERE.] In line with the full sample, we find relatively poor support of nonlinear effects of the predictors in the first sub-sample for excess returns (Table 5a ). The asymmetric effects of pattern changes on volatility mainly reduces to the 0.6 and 0.65 quantile (Table 5b ). The interactive effect of the rotation long down pattern change is found to be completely insignificant. In the second subsample, influences on the volatility series increases to the 0.7 and 0.8 quantile (Table 6b ). The no change, rotation long down and rotation long up pattern expand their range of significance close to the median (0.55). In contrast to previous research that assumed the long rate is static with a focus on the short rate, these results indicate that the long rate has a greater impact on returns within the median volatility range.
Compared to the first subsample, relatively strong nonlinear effects are observed in terms of the excess return series (Table 6a ). Although there is only weak evidence for a significant impact around the median (0.35-0.55 quantile), almost all pattern changes and interaction terms become significant at the remaining quantiles. On balance, the effects are stronger above than below the median with the rotation long up and the related interaction term being the most important pattern change.
4 Shifts in volatility of interest rates may be due to the Panic of 1825 and subsequent monetary policies of the United Kingdom. The Panic of 1825 is considered the first modern economic crisis not attributable to an external event. Prior to 1825, the British government suspended the Gold standard and engaged in a period of expansionary monetary policy to support the Napoleonic wars. The easy access to money led to speculative investments in Latin America, including the imaginary country Poyais. To address inflationary pressure and restrict speculative investing, the British government re-established the Gold standard thereby constricting the money supply leading to the Panic of 1825.
As a final robustness check, we compare our findings with the US and South African (SA) data. Tables 7 and 8 present the results. [ INSERT TABLES 7 AND 8 HERE.] With respect to the term spread, both countries experience significant nonlinear causality across almost all quantiles. Similar to the UK stock market, the impact of the pattern changes and interaction terms turns out to be largely insignificant for US excess returns (Table 7a ) -a result in contradiction with that of Volkman et al., (2014) , which may be do to the different linear model used by these authors. We actually, only find weak evidence for nonlinear causality around the median. Pivot clockwise, pivot counter clockwise, rotation up, and shift up remain insignificant.
We, however, do not observe significant influences of pattern changes in terms of the volatility series (Table 7b) , though the term spread does play an important role. In case of South Africa, a strong influence of pattern changes on the excess return series is reported for the median and up to the 0.85 quantile (Table 8a ). In addition, a significant reaction to the role up pattern change and its interactive effect is detected for a bearish market scenario. Finally, with respect to the volatility series in Table 8b , the term-spread, no change and its interactive effect become significant mainly barring the lower and upper quantiles.
In general, our results tend to suggest the importance of the term spread in predicting both returns and volatility of both developed and emerging markets. However for the UK, pattern changes and the interaction of pattern changes with the term-spread tends to also play an important role in predicting especially volatility at the upper end of its conditional distribution. In addition, the effect on excess returns from pattern changes and the interaction is found to have improved markedly more recently, as suggested by a sub-sample analysis, which in turn, is also found to hold true in the emerging market of South Africa. Interestingly, for the US excess returns and its volatility is primarily driven by the term spread on its own, rather than pattern changes, and the interaction terms.
CONCLUSION
This paper assesses, for the first time, the predictive ability of the term-spread, its pattern changes, and the interaction of pattern changes with the term-spread for excess stock returns in the UK, as well as its volatility, over the monthly period 1753:08-2017:02, using a nonparametric causality-inquantiles test developed by Balcilar et al. (2016) . In addition, we also compare the results with historical data for a developed country, i.e., the US over 1871:02 to 2017:02, and an emerging economy namely, South Africa, over 1936:01-2017:02.
Starting off with a linear framework as generally done in the literature, we observe that, while term spread on its own plays an important role in predicting the excess returns of the UK, pattern changes and the interaction of pattern changes with the term-spread are not of major importance.
However, formal tests of nonlinearity confirm that the linear model is misspecified and results obtained from it cannot be relied upon. Using the nonparametric causality-in-quantiles test, which is robust to such misspecification, we obtain similar results at that of the linear model for excess returns, but are able to show the importance of term spread, pattern changes, and the interaction of pattern changes with the term-spread in predicting the volatility of the equity premium, especially at the upper end of its conditional distribution, i.e., when volatility is relatively high. But, we also observe that over time, term spread, pattern changes, and the interaction of pattern changes with the term-spread have also become important in predicting the excess returns of the UK, barring when the market is performing at its normal mode, i.e., when we consider the median of the conditional distribution, which could be an indication of herding by investors when the market is not in its bearish and bullish phases. Clearly then for the UK, besides the term spread, pattern changes and the interaction of pattern changes with the term-spread, is found to have important predictive content for excess returns and, especially, (high) volatility. Finally, while the importance of the term spread in general is also found for the excess returns and volatility of the US and South Africa, the role of pattern changes and the interaction of pattern changes with the term-spread is only restricted to the excess returns of the latter.
As is well-known, predictability of stock returns and volatility (when interpreted as uncertainty) becomes key inputs to investment decisions and portfolio choices for practitioners in finance.
Further, volatility is the most important variable in the pricing of derivative securities, and financial risk management according to the Basle Accord. Moreover, financial market volatility can have wide repercussions on the economy as a whole, via its effect on real economic activity and public confidence. At the same time, academics in finance are interested in predictability of stock market movements, since they have important implications for tests of market efficiency, which in turn, helps to produce more realistic asset pricing models. Given that, predicting stock markets is important for practitioners, academics and policymakers alike, our findings are of paramount importance to all these groups of economic agents. The fact that term spread, as well as pattern changes and the interaction of pattern changes with the term-spread, can predict both first and second moments of the equity premium, not only suggests the violation of the efficient market hypothesis, but should also be of assistance in asset allocation and policy-making that aims to curb financial market volatility. However, it must be emphasized that to obtain accurate predictability of equity return and volatility, economic agents would need to rely on nonlinear rather than linear econometric approaches. As part of future research, it would be interesting to extend our study to examine if these results hold in an out-of-sample exercise given that in-sample predictability does not guarantee the same in a forecasting set-up (Rapach and Zhou, 2013) . 
