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Abstract
This research posits that a domain ontology developed using text-coding
technique contributes in conceptualizing and representing state-of-the-art
as given by published research in a particular domain. The motivation
behind this research is to provide means for creating a better understanding
among the researchers through ontology that would present a clearer
picture of any domain of interest. However, a general observation on
ontology engineering methods is the domination of personal perspective of
ontology developer and/or expert in the resultant ontology. Current
ontology engineering methods bestow a primary role to ontology developer.
Ontology thus developed is heavily biased towards the domain expert’s
personal understanding of the domain. However, ontology stands a better
chance of being unbiased if it is derived from established research such that
it is closely linked to the text of the published research, i.e. entities and their
relationships are obtained directly from data through coding. Therefore,
this new methodology has been proposed(Grounded Ontology - GO) for
deriving an ontology directly from published research texts. An ontology
developed using this method can enhance visibility of what others have
already done and ensure that research efforts in a domain are directed to
new vistas instead of being wasted in duplicating the efforts.
Introduction
An Ontology is a conceptual representation of a domain of interest showing entities
and their relationships in the universe of discourse according to Hepp(2007). This research
posits that a domain ontology developed using text-coding technique contributes in
conceptualizing and representing published research in a particular domain. The term
Conceptualize is used asa “simplified view of the world that we wish to represent for some
purpose” (Thomas R. Gruber, 1995), provided by “an abstraction over domain of interest in
terms of its conceptual entities and their relationships”(Hepp, 2007). To build such ontology a
modified ontology engineering approach has been Proposed. In this approach the ontology is
derived from the text such that all the entities and relationships can be traced back to the
original text. It is based on text coding techniques taken from Grounded Theory Method
(GTM) of qualitative research and has been named Grounded Ontology (GO).
It is maintained in literature that one of the possible ways of combining and
consolidating domain knowledge is through domain ontology (Chandrasekaran, Josephson, &
Benjamins, 1999; A. Gómez-Pérez & Benjamins, 1999; T. R. Gruber, 1991, 1993; N.
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Guarino, 1995; Noy & McGuinness, 2001). An agreed-upon ontology may lead to a better
understanding by providing a common lexicon (Basile, 2011; Chandrasekaran et al., 1999;
Ćosić, Ćosić, & Bača, 2011; Harter & Moon, 2011). Thus, ontology can provide a basis for
consolidation of knowledge and shared understanding. However, current ontology
engineering methods bestow a primary role to ontology developer. A general observation on
ontology engineering methods is the domination of personal perspective of ontology
developer and/or expert in the resultant ontology. The resultant ontology is heavily biased
towards the domain expert’s personal understanding of the domain.
However, an ontology stands a better chance of being unbiased if it is derived from
established research such that it is closely linked to the text of the published research, i.e.
entities and their relationships are obtained directly from data through coding (Charmaz,
2006; Strauss, 1987). In-vivo coding is a type of text coding method where exact terms from
the text are taken as codes to be used subsequently as entities. Through this coding process
the coder’s perspective is reduced (Saldana, 2009, p. 76). In other words, with the use of invivo coding, the resultant categorization of entities more closely represents the researchers’
(i.e. authors of the research papers used as corpus) findings. It has been demonstrated in
literature that coding data to find entities and their relationships is similar to ontology
engineering (Kuziemsky, Downing, Black, & Lau, 2007; Urban, 2009).
The objective of this research is to proposea solution to the criticism of current
ontology engineering methodologies. In particular we seek to reduce the personal perspective
of the expert getting introduced in the resultant ontology. Simultaneously, it would help in
enhancing researcher’s point of view through text coding.
The rest of the paper is organized as follows. The next section discusseslexicon and the
notion of mutual understanding among people. In Section 3, domain ontology is discussed,
starting with fundamental concept of ontology and concluding at the domain ontology as
means of consolidating domain knowledge. The subsequent section is about ontology
engineering. It discusses existing methodologies and their limitations. The next section
discusses possible solution to overcome these limitations by proposing Grounded Ontology
(GO) methodology and describing its main features. The paper concludes with limitations of
the proposed solution and future research directions.
1.

Lexicon, Conceptualization and Mutual Understanding

While trying to create a better understanding through common lexicon it is
noteworthy that conceptualization is very important. “A conceptualization is an abstract,
simplified view of the world that we wish to represent for some purpose. Every knowledge
base, knowledge-based system, or knowledge-level agent is committed to some
conceptualization, explicitly or implicitly” (Thomas R. Gruber, 1995). However, it is
imperative to remember that “even if two systems [including ontologies and frameworks]
adopt the same vocabulary, there is no guarantee that they can agree on a certain information
unless they commit to the same conceptualization” (N. Guarino, 1998).
It needs to be noted that mutual understanding, sometimes referred to as common
understanding, does not equate to ‘same’ way of thinking, or agreeing to the other’s view
point (Nicola Guarino, 2012). It relates to ‘knowing’the others’ points of views and their
understanding of the domain. Once the interacting entities know others’ understanding, it is
easy to find areas of agreement as well as disagreement as shown in
120
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Figure 1, where overlapping circles represent the known information about the
domain of interest. The over lapped area represent the area of agreement of understanding
while the non-overlapping areas represent the areas of disagreement. Thus, it would lead to a
better understanding among the interacting people.
The above analysis leads to the conclusion that domain ontology may provide
common understanding and language along with consolidation of the domain knowledge as
well.

Figure 1: Areas of agreement, disagreement and common understanding
2.

Domain Ontology

Ontology
Ontology is a “specific artifact expressing the intended meaning of a vocabulary in
terms of primitive categories and relations describing the nature and structure of a domain of
discourse” Guarino(2012). Infomation scientists use “ontology” to express a shared
taxonomy of entities that has been reduced to its simplest and most significant form possible
without the loss of generality (Smith, 2003). “An ontology is in this context a dictionary of
terms formulated in a canonical syntax and with commonly accepted definitions designed to
yield a lexical or taxonomical framework for knowledge-representation which can be shared
by different information systems communities” (Smith, 2003).
From the above statements it can be concluded that ontology is a conceptual system
of the domain of interest representing entities and their relationships in the universe of
discourse.
Researchers from different domains have their own peculiar concepts and terms they
use for information representation (Smith, 2003). This leads to exclusiveness and
inconsistency when they try combining their efforts. Ontology was introduced as means of
resolving such terminological and conceptual incompatibilities (Smith, 2003). Excluding
philosophical aspects, ontologies were initially developed to assist knowledge sharing and
reuse by Artificial Intelligence community (Fensel, 2001). One of the major challenges that
ontology addresses is achieving interoperability between multiple representations of reality
(Hepp, 2007). Despite the fact that there is a difference on what exactly ontology is,
especially at the intersecton of computer science and information systems research (Hepp,
121
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2007), the basic use of ontologies is to enhance “communications between either humans or
computers” (Jasper & Uschold, 1999).
Purpose of Ontology
The primary purpose of an ontology is a mutual understanding of each other and
improved communication among people (Nicola Guarino, 2002; Jasper & Uschold, 1999;
Sowa, 2013). The focus of ontologies is on the content, i.e. on the meaning being conveyed
by the entities as well as on the structure of the domain they represent (Fensel, 2001; Nicola
Guarino, 2002). “The content [that ontologies represent] must be studied, understood, [and]
analyzed”, however, it must be remembered that understanding of content is not contingent
upon its representation (Nicola Guarino, 2012).
On the other hand for the purpose of human communications an unambiguous but
informal specification of ontology would suffice, rather preferred (Jasper & Uschold, 1999;
Uschold, 1998). Domain elements (entities and their relationships) specified by well thought
out vocabulary with carefully chosen terminology and human readable documentation (or
synonym set), can perform better by increasing the user involvement, as this participation
does not require knowledge of formal logic (Hepp, 2007).
Information systems perspective of ontologies is focused on meaning and
understanding conceptual elements and their relationships. In this context “ a collection of
named conceptual entities with a natural language definition would count as an ontology”
(Hepp, 2007).
Based on the above discussion it can be argued that ontologies are fundamentally for
sharing understanding among humans. Formal logic may not be the best way of
representation if the purpose is only human-human interaction. Use of informal but
unambiguous specification through various other means can achieve better results.
Use of Ontology
Ontology has been used for many purposes. Researchers in computer science and
information systems have found that ontology is very useful in capturing commonly agreed
(Chandrasekaran et al., 1999) relevant information (N. Guarino, 1995). Segregated into
domain knowledge and separate from operational knowledge (Noy & McGuinness, 2001) it is
available for sharing and reuse (T. R. Gruber, 1993).
Having discussed ontology, let us look at domain ontology.
What is a Domain Ontology?
Domain ontology is a type of ontology that has been identified as one of the
solutions for an effective and efficient consolidation of domain knowledge and for creating
better understanding about it (Ćosić et al., 2011; Harter & Moon, 2011, pp. 132–133).
Domain Ontology – An Efficient Means to Consolidate Domain Knowledge
Domain ontologies define particular concepts and relationships that form the
essential structure of a domain for a specific universe of discourse (Roussey, 2005). This
basic structure “describe[s] the concepts in their domain, the relationships between those
concepts, and the instances or individuals that are the actual things that populate that
structure” (“Lightweight, Domain Ontologies Development Methodology,” 2010). Based
onCorcho, Fernández-López, and Gómez-Pérez (2003) it has been stated that domain
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ontology provides an accurate picture of the language as well as the entities and their
relationships in a particular domain, for the users that work in that domain (“Lightweight,
Domain Ontologies Development Methodology” 2010).
From the literature presented it can be ascertained that domain ontologies can
provide means for effectively consolidating knowledge. Ontology for a dynamic domain, like
information security, needs the ability to remain current for it to be practically usable over an
extended period of time. This has not been addressed in those ontologies. Thus, a framework
is required to keep current an ontology for such a domain. Further, as stated by Smith and
Ceusters(2010), “the most effective way to ensure mutual consistency of ontologies over time
and to ensure that ontologies are maintained in such a way as to keep pace with advances in
empirical research is to view ontologies as representations of the reality that is described by
science”. Assuming that published research represents “reality described by science”, we can
base our ontology on concepts and relations extracted directly from published research
papers. This can lend an inherent capability of perpetual evolution of such an ontology.
Moreover, these ontologies are highly dependent on experts who select entities
required to describe a domain and establish relationships between them. Hence, it is highly
desirable to modify current methodologies to make the resultant ontology more closely linked
to and firmly grounded in published literature. It will also help in continued evolution of
ontology as discussed in the previous paragraph.
3.

Ontology Engineering – Existing methodologies and their limitations

At present there are no commonly agreed methods and guidelines for ontology
development, which is a problem (A. Gómez-Pérez & Benjamins, 1999). Furthermore,
subject to the size of resultant ontology, the development process can be very permissive in
the actual implementation of methods and guidelines (A. Gómez-Pérez & Benjamins, 1999).
3.1. Ontology Engineering
Consolidating ontology engineering methods, Casellas (2011) has stated that
ontology development could be classified as top-down, bottom-up, and middle-out approach
based on where the process begins. It could also be organized on the level of automation:
manual, semi-automatic, and fully-automatic. There could be other ways of classification as
well. Casellas(2011) further states that generally top-down approach is done manually and
bottom-up is automatic, at least initially. He goes on to mention that middle-out approach is
typically semi-automatic and is concerned with finding the most important concept, and then
completing the hierarchy by specialization and generalization. Choosing a particular
methodology is an important decision since among others, one of the ways to characterize an
ontology is the methodology used to develop it (Casellas, 2011).
3.2.

Selected Current Ontology Engineering Methodologies

Some of the current ontology engineering methods are discussed below. According
to Noy& McGuinness (2001), ontology in technological (non-philosophical) sense is derived
primarily (or initially) from structured and unstructured text sources. They go on to state that
this is predominantly done by employing text mining techniques. Expert opinions are used to
define classes and sub-classes, and their properties along with restrictions for a particular
domain (Noy & McGuinness, 2001).
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Lenat&Guha(1989) gave a multistep process for developing its Cyc ontology and
knowledgebase comprising of: (1) Manual extraction of knowledge, (2) Computer aided
extraction of knowledge, and (3) Computer managed extraction of knowledge, based on
knowledge already extracted in previous steps. Thus, initiating the ontology manually, then
augmenting and evolving it automatically. Visser provided a four step methodology,
CommonKADS for Legal Knowledge-base Systems (LKBS), that may be used for ontology
development, as well (Pepijn R. S. Visser, Kralingen, & Bench-Capon, 1997; P R S Visser,
1998). It includes analysis, conceptual modeling, formal modeling and implementation.
CommonKADS has since then become a complete Knowledge Engineering (KE)
methodology (Casellas, 2011).
Corcho, Fernández-lópez, Gómez-pérez, &López(2005) has described a semiautomatic methodology consisting of specification, conceptualization, formalization,
implementation, and maintenance, for the development of legal ontology. It is based on
Methontology that was proposed by Gómez-Pérez and Fernández-López, in their various
works (Fern´andez-Lopez & G´omez-P´erez, 2002; Fernández-lópez, G´omez-P´erez, &
Juristo, 1997; Asunción Gómez-Pérez, Fernández-López, & Corcho, 2007) as cited by
Casellas(2011). Jarrar and Meersman(2009) proposed DOGMA approach that has three
stages; preparatory, domain conceptualization, and application specification.
Milton (2007) came up with ‘47-step guide to knowledge acquisition’ that has many
similarities with Common KADS but its ‘generality’ puts it apart from others according to
Milton. It is primarily based on manual effort requiring expert input in the form of interviews
from initial modeling all the way to final validation. Suárez-Figueroa et al. (2007) created
network of ontologies (NeOn); a methodology for developing ontology networks that is a
‘collection of ontologies related together via a variety of different relationships’ (Haase et al.,
2006).
3.3. Limitations of Current Ontology Engineering Methodologies
Current ontology engineering methodologies have certain limitations. From common
characteristics of the methods described in previous section it may be concluded that almost
all the existing ontology engineering efforts are geared towards semantic interoperability of
systems. Moreover, meaningful category/concepts are generated by developer/expert based
on their personal understanding of the domain. This introduces bias in the ontology.
Another way of deriving entities is using statistical and syntactical techniques
coupled with Artificial Intelligence. This requires human expert to filter out the meaningful
and relevant entities. As there is no fully-automatic methodology for ontology development
that can yield a valid ontology, manual processes have to be used. It increases the
development duration. Mostly a semi-automatic/manual methodology is used to incorporate
expert opinion, at least to validate the concepts and their relationships, for example SIMOnt
by Abulaish et al.(2011). Moreover, the evolution of ontology has not been a major focus.
It may be concluded that the ontologies developed by these methods pertain to a
particular point in time, apply in a certain context and are limited to a specific group of
people. Sooner or later they are either outdated or require considerable effort to keep them
current.
Following characteristics of existing ontology engineering methodologies can be
considered as their limitations:
124
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Focused primarily on systems interoperability and computer-computer interaction.
Essentially required for semantic interoperability of systems, but not aimed at either
human-human interaction or common understanding.
Reflect ontology engineers’/experts’ personal understanding of the domain.
Require human interventions to make the resultant ontology meaningful and useful.
Evolution of ontology for dynamic domains remains a challenge.

Possible Choice of Overcoming These Limitations

Limitations in the existing ontology engineering methodologies have been described
above. A possible approach that can help overcome these limitations lies in text coding which
is discussed in this section.
4.1.

Text Coding

According to Strauss and Corbin (1998), textual data can be coded and analyzed to
find concrete description of abstract categories. Among other sources, historical data is used
to establish relationships between categories and their descriptions. This technique is based
on 1967 work of Glaser and Strauss (1967). It is a “discovery methodology that allows the
researcher to develop a theoretical account of the general features of a topic while
simultaneously grounding the account in empirical observations or data” (Martin & Turner,
1986). Constant comparison is an important rigorous “tool” for scrutiny of the codes and
gathering of analytical insights (Urquhart, Lehmann, & Myers, 2010). It is about discovering
concepts, categories and relationships among them (Bryant & Charmaz, 2007). This
methodology has clearly defined data analysis procedure, which results in elaborate and novel
findings that are substantiated by data (Orlikowski, 1993). Thus, one of the outputs is a list of
emergent concepts, categories and sub-categories, and their properties derived directly from
the text.
Two important characteristics of this coding methodology as given by Urquhart et al. (2010)
are:
1. Joint data collection and constant comparison for analysis and conceptualization.
Data collection, coding and analysis are performed simultaneously.
2.Theoretical sampling to collect all kinds of “slices of data” based on already
established categories, concepts and constructs.
The possibility of blending text coding and ontology engineering was initially
suggested by Star (1998). It was used by Kuziemskyet al. (2007) to provide richness to
“domain relevant model”.
Therefore, based on the above discussion and analysis it seems that ontology
development can follow text coding approach. Using research papers from top peer-reviewed
journals as corpus for text coding can help in making it more acceptable as well as taking care
of ontology evolution. Not only can this approach help in reducing ontology engineer’s bias
but it can also help in consolidating domain knowledge. Based on this we have designed an
ontology development methodology which is called Grounded Ontology(GO).
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Figure 2: Use of Grounded Theory Method and ontology engineering for creating an
emergent ontology.
5.

Proposed GO Methodology

In essence it is proposed that GO be a multi-stage multi-step knowledge summarization and
representation process to organize and exhibit knowledge in a simple and concise manner
through discovery involving codifying existing knowledge thereby cleanly conceptualizing
the emergent core concepts and relationships among them, and building an ontology such that
it becomes easy to review the existing knowledge and come to a common understanding.

Figure 3: Stages of ontology development and enhancement
It is proposed to have four stages shown in Figure 3. Stage 1 is coding of the text in
the corpus. Stage 2 is giving a structure to the categories and relationships emergent from the
codes and creating seed ontology. Stage 3 is finding other categories and relationship and
incorporating them in the seed ontology to form a saturated ontology. Stage 4 is the ongoing
enhancement to the saturated ontology. It is done by adding more data (research papers in this
case) to the corpus and processing the additional data through Stage 1 coding and merging the
additional categories and their relationships to form an enhanced version of the ontology. This
stage 4 can be run as and when more data becomes available.
Text coding is a time intensive work that puts high demand on ontologist. Therefore,
to make the ontology development manageable and the resultant ontology useful, it is
proposed that GO methodology rely on coding most significant portions of the text. This is
done to generate the seed ontology through in-vivo coding technique. Subsequently, this seed
ontology is enhanced to make core ontology through selective coding of the relatively less
significant sections of the text. Identification of segments in the text with most significant
original contributions is not an easy task in unstructured data. Therefore, to use relatively
structured text it is suggested that the corpus be composed of published research papers of
reputable journals. Research papers have very well defined standard structure i.e. sections
126
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containing particular type of specific information. The general structure of a research paper
has following sections: abstract, introduction, literature review, methodology, results,
discussions, limitations and conclusions. Here, the original contribution of the paper is
primarily mentioned in the abstract in a concise manner. Other significant sections include
conclusions, discussions, and results. Therefore, for seed ontology the abstracts are coded
using in-vivo technique. Conclusions are coded using selective coding technique. Discussions
and results may also be coded subsequently through selective coding technique if deemed
necessary.
5.1.

Comparison of GO with other methodologies using GTM

This approach is different from both Kuziemskyet al.’s (2007) and Urban’s(2009)
that have used GTM, as it is a multi-step multi-stage methodology. There is a difference in
application of GT method as well, as given in Table 1.
Table 1. Comparison of GT methodology applied by Kuziemsky et al. [15] and GO
S
No.
1
2
3

Characteristics
Coding
Technique
Purpose
Information
Sources

Kuziemskyet al.’s
(2007)
Open, Axial and
Selective
Better understanding of
domain
Practice experience of
health care
professional, patients’
health management
charts, and research
literature

GO
In-vivo and Selective
Presenting state-of-theart in domain.
Research papers from
journals

Kuziemskyet al. (2007) have used open, axial and selective coding techniques. They
used the grounded theory methodology as a means of analyzing relevant information sources
for better understanding of the domain of interest. Similarly Urban (2009) has suggested the
use of blended approach for understanding the unstructured information. GO is different. It
uses in-vivo and selective coding techniques aiming to present stare-of-the-art in domain of
interest. Selective coding is a second cycle text coding technique to ‘compare, reorganize and
“focus” codes into categories, prioritize them ... and synthesize them to formulate a central or
core category that becomes the foundation’(Saldana, 2009, pp. 51–51).
5.2.

GO Approach to Overcome Limitations of Existing Ontology Engineering
Methodologies

The proposed GO approach is designed to address four limitations of current
approaches mentioned in Section 4.3.
Overcoming the Limitation of Computer-Computer Interaction
As opposed to computer-computer interaction, GO approach is aimed at developing
and representing ontology not only for better understanding but also for communicating that
understanding among humans. Considering that domain experts are not necessarily also
experts in philosophical and mathematical logic, simple notation with natural language
127
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expressions is used in this ontology. The purpose is to convey the intended meaning while
balancing precision with ease of understanding.
Overcoming the Limitation of Personal Understanding
The use of in-vivo text-coding technique would ensure that entities are taken from
the text and capable of being traced back to the original text. This would help to convey the
intended meaning of the author of the research paper while reducing personal opinion of the
ontologist.
Overcoming the Limitation of Human Intervention
Human intervention is required for any ontology to be meaningful and this
requirement cannot be eliminated. However to reduce the human effort in development of
ontology using GO method, in-vivo coding is restricted to most significant section of a
research paper that specifically describes the contribution of that particular research. For the
other sections selective coding with constant comparison is employed. The background to
research, presented as literature review, is not to be coded.
Overcoming the Limitation of Evolution of Ontology
As the ontology developed using GO method is based on published research therefore, it
can be taken as reality presented by science. This in itself would effectively ensure continued
evolution of the ontology. Further, for a constant evolution and maintenance of ontology in
dynamic domains, the FocalPoint framework has been proposed by Nabi et al (Nabi, Asif,
Iradat, Arain, & Ghani, 2013) can be implemented in future.
The GO methodology has following advantages:
1.

2.
3.

6.

State-of-the-art of the domain will be readily known as it has the advantage of using
published research as the basis of ontology development. Also a mechanism of
continual evolution (FocalPoint) shall account for the dynamism of the
domain(Nabi et al., 2013).
Non-replication of research would help reduce the chances of re-inventing of wheel.
The efforts thus saved can be directed to extending the frontiers of research.
It would ensure resolution of any confusion that might exist within research
community as it would provide not only common understanding but also common
lexicon for better understanding..

Limitations and Future Research

One of the limitations of this methodology is the possibility of development of various
codes leading to different ontologies. To overcome this it is recommended that the principle
of mutual understanding be enforced i.e. different understanding of the same text can exist
and the author of the research paper may be consulted to find the intended meaning. Also, a
group of leading professionals of the domain can debate and decide upon any category or a
relationship in the ontology. This would also cater for the legitimacy and evolution of the
ontology as well.
Another limitation of this methodology is the use of structured text in corpus. This is an
inherent limitation of GO methodology. Perhaps in future this limitation can be relaxed by
applying Artificial Intelligence text classification algorithms that use naïve Bayes classifier.
128
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As is the case with any new methodology, the impact of GO can only be ascertained if
the methodology is made widely available to researchers and practitioners for use. The use
and acceptability of the resultant ontologies can then form the basis to assess the efficacy of
this proposed methodology. As of now it presents a potentially valuable addition to the many
other available ontology engineering methodologies.
For future research, this methodology may be applied to generate an ontology for a
specific domain.
References:
Abulaish, M., Nabi, S. I., Alghathbar, K., & Chikh, A. (2011). SIMOnt: A Security
Information Management Ontology Framework. In Secure and Trust Computing, Data
Management and Applications (pp. 201–208). Springer. Retrieved from
http://link.springer.com/chapter/10.1007/978-3-642-22339-6_24
Basile, C. (2011). Security Ontology Definition (Deliverable No. D3.2). Europe: European
Community. Retrieved from
http://www.posecco.eu/fileadmin/POSECCO/user_upload/deliverables/D3.2_SecurityOntolo
gyDefinition.pdf
Bryant, A., & Charmaz, K. (2007). Grounded theory in historical perspective: An
epistemological account. The SAGE Handbook of Grounded Theory, 31–57.
Casellas, N. (2011). Legal Ontology Engineering (Vol. 3). Springer Berlin / Heidelberg.
Chandrasekaran, B., Josephson, J. R., & Benjamins, V. R. (1999). What are ontologies, and
why do we need them? Intelligent Systems and Their Applications, IEEE, 14(1), 20–26.
Charmaz, K. (2006). Constructing Grounded Theory: A Practical Guide through Qualitative
Analysis. Pine Forge Press.
Corcho, O., Fernández-López, M., & Gómez-Pérez, A. (2003). Methodologies, tools and
languages for building ontologies. Where is their meeting point? Data & Knowledge
Engineering, 46(1), 41–64.
Corcho, O., Fernández-lópez, M., Gómez-pérez, A., & López, A. (2005). Building legal
ontologies with methontology and webode (pp. 142–157). Springer-Verlag.
Ćosić, J., Ćosić, Z., & Bača, M. (2011). An Ontological Approach to Study and Manage
Digital Chain of Custody of Digital Evidence. Journal of Information and Organizational
Sciences, 35(1), 1–13.
Fensel, D. (2001). Ontologies: Silver Bullet for Knowledge Management and Electronic
Commerce. Springer-Verlag, Berlin.
Fern´andez-Lopez, M., & G´omez-P´erez, A. (2002). Overview and analysis of
methodologies for building ontologies. Knowl. Eng. Rev., 17(2), 129–156.
doi:10.1017/S0269888902000462
Fernández-lópez, M., G´omez-P´erez, A., & Juristo, N. (1997). METHONTOLOGY: from
Ontological Art towards Ontological Engineering (pp. 33–40). Presented at the AAAI97
Spring Symposium.
Glaser, B. G., & Strauss, A. L. (1967). The discovery of grounded theory: strategies for
qualitative research. Transaction Publishers.

129

Published by iRepository, March 2021

https://ir.iba.edu.pk/businessreview/vol9/iss2/9
DOI: https://doi.org/10.54784/1990-6587.1275

Business Review – Volume 9 Number 2

July – December 2014

Gómez-Pérez, A., & Benjamins, R. (1999). Overview of knowledge sharing and reuse
components: Ontologies and problem-solving methods. Retrieved from
http://oa.upm.es/6468/1/Overview_of_Knowledge.pdf
Gómez-Pérez, A., Fernández-López, M., & Corcho, O. (2007). Ontological Engineering: with
examples from the areas of Knowledge Management, e-Commerce and the Semantic Web.
(Advanced Information and Knowledge Processing). Secaucus, NJ, USA: Springer-Verlag
New York, Inc.
Gruber, T. R. (1991). The role of common ontology in achieving sharable, reusable
knowledge bases. Knowledge Systems Laboratory, Computer Science Department Stanford
University. Retrieved from
http://reference.kfupm.edu.sa/content/r/o/the_role_of_common_ontology_in_achieving_1276
77.pdf
Gruber, T. R. (1993). A translation approach to portable ontology specifications. Knowledge
Acquisition, 5(2), 199–220.
Gruber, T. R. (1995). Toward principles for the design of ontologies used for knowledge
sharing. International Journal of Human Computer Studies, 43(5), 907–928.
Guarino, N. (1995). Formal ontology, conceptual analysis and knowledge representation.
International Journal of Human Computer Studies, 43(5), 625–640.
Guarino, N. (1998). Formal Ontology in Information Systems: Proceedings of the 1st
International Conference June 6-8, 1998, Trento, Italy (pp. 3–15). Amsterdam, The
Netherlands, The Netherlands: IOS Press.
Guarino, N. (2002). Ontology-driven conceptual modelling. In Proc. of the 21st International
Conference on Conceptual Modeling, LNCS (Vol. 2503). Retrieved from
http://www.cs.ioc.ee/adbis2005/downloads/OntologyDrivenCMTallin.pdf
Guarino, N. (2012, July 16). Introduction to Applied Ontology and Ontological Analysis.
Lecture at IAOA Summer School on Ontological Analysis, room A206, “Fabio Ferrari” Hub,
University of Trento,Trento, Italy.
Haase, P., Rudolph, S., Wang, Y., Brockmans, S., Palma, R., Euzenat, J., & d’ Aquin, M.
(2006). D1.1.1: Networked ontology model. In NeOn Deliverable. Retrieved from
http://www.neon-project.org/webcontent/index.php?Itemid=73&id=17&option=com_weblinks&view=category
Harter, A. G., & Moon, B. M. (2011). Common Lexicon Initiative: A Concept Mapping
Approach to Semiautomated Definition Integration. In B. M. Moon, R. R. Hoffman, J. Novak,
& A. Canas (Eds.), Applied Conceptf Mapping: Capturing, Analyzing, and Organizing
Knowledge (1st ed., pp. 380, pp 133–134). CRC Press, Taylor & Francis Group.
Hepp, M. (2007). Ontologies: State of the Art, Business Potential, and Grand Challenges. In
M. Hepp, P. D. Leenheer, & A. D. Moor (Eds.), Ontology Management: Semantic Web,
Semantic Web Services, and Business Applications (pp. 3–22). Springer.
Jarrar, M., & Meersman, R. (2009). Ontology Engineering --- The DOGMA Approach. In T.
S. Dillon, E. Chang, R. Meersman, & K. Sycara (Eds.), Advances in Web Semantics I (pp. 7–
34). Springer-Verlag.
Jasper, R., & Uschold, M. (1999). A framework for understanding and classifying ontology
applications. In Proceedings 12th Int. Workshop on Knowledge Acquisition, Modelling, and
130

Published by iRepository, March 2021

https://ir.iba.edu.pk/businessreview/vol9/iss2/9
DOI: https://doi.org/10.54784/1990-6587.1275

Business Review – Volume 9 Number 2

July – December 2014

Management KAW (Vol. 99, pp. 16–21). Retrieved from
http://folk.ntnu.no/alexanno/skole/WebInt/Articles/Articles.pdf
Kuziemsky, C. E., Downing, G. M., Black, F. M., & Lau, F. (2007). A grounded theory
guided approach to palliative care systems design. International Journal of Medical
Informatics, 76 Suppl 1, S141–148. doi:10.1016/j.ijmedinf.2006.05.034
Lenat, D. B., & Guha, R. V. (1989). Building Large Knowledge-Based Systems;
Representation and Inference in the Cyc Project (1st ed.). Boston, MA, USA: AddisonWesley Longman Publishing Co., Inc.
Lightweight, Domain Ontologies Development Methodology. (2010, September 1). In
TechWiki at Open Structs. Structured Dynamics LLC. Retrieved from
http://techwiki.openstructs.org/index.php?title=Lightweight,_Domain_Ontologies_Developm
ent_Methodology&oldid=1609
Martin, P. Y., & Turner, B. A. (1986). Grounded Theory and Organizational Research. The
Journal of Applied Behavioral Science, 22(2), 141 –157. doi:10.1177/002188638602200207
Milton, N. R. (2007). Knowledge acquisition in practice. A step-by-step guide (1st ed.).
Londen: Springer.
Nabi, S. I., Asif, Z., Iradat, F., Arain, W., & Ghani, S. (2013). FocalPoint- Proposed
Grounded Methodology for Collaborative Construction of Information Systems Security
Ontologies. Information - An International Interdisciplinary Journal, 16(3 (A)), 2063–2074.
Noy, N. F., & McGuinness, D. L. (2001). Ontology development 101: A guide to creating
your first ontology. Stanford knowledge systems laboratory technical report KSL-01-05 and
Stanford medical informatics technical report SMI-2001-0880. Retrieved from
http://liris.cnrs.fr/alain.mille/enseignements/Ecole_Centrale/What%20is%20an%20ontology
%20and%20why%20we%20need%20it.htm
Orlikowski, W. J. (1993). CASE Tools as Organizational Change: Investigating Incremental
and Radical Changes in Systems Development. MIS Quarterly, 17(3), 309–340.
Roussey, C. (2005). Guidelines to build ontologies: A bibliographic study (Technical Report
No. No. 1) (p. 18). Belgium: COST (European Co-operation in the field of Scientific and
Technical Research) Technical Committee “Transport and Urban Development.” Retrieved
from www.towntology.net/Documents/guidelines.pdf
Saldana, J. (2009). The Coding Manual for Qualitative Researchers. Sage Publications Ltd.
Smith, B. (2003). Ontology. In L. Floridi (Ed.), The Blackwell guide to the philosophy of
computing and information (pp. 153–166). Wiley-Blackwell. Retrieved from
doi:10.1002/9780470757017.ch11
Smith, B., & Ceusters, W. (2010). Ontological realism: A methodology for coordinated
evolution of scientific ontologies. Applied Ontology, 5(3), 139–188.
Sowa, J. (2013, April 27). Ontologies for human-human interactoin. IAOA-member. Reply.
Retrieved from http://ontolog.cim3.net/forum/iaoa-member/
Star, S. L. (1998). Grounded classification: Grounded theory and faceted classification.
Library Trends, 47(2), 218–232.
Strauss, A. L. (1987). Qualitative Analysis for Social Scientists. Cambridge University Press.
131

Published by iRepository, March 2021

https://ir.iba.edu.pk/businessreview/vol9/iss2/9
DOI: https://doi.org/10.54784/1990-6587.1275

Business Review – Volume 9 Number 2

July – December 2014

Strauss, A. L., & Corbin, J. M. (1998). Basics of qualitative research: techniques and
procedures for developing grounded theory (2nd ed.). Sage Publications.
Suárez-Figueroa, M. C., de Cea, G. A., Buil, C., Caracciolo, C., Dzbor, M., Gómez-Pérez, A.,
… Presutti, V. (2007). NeOn Development Process and Ontology Life Cycle. NeOn Project.
Retrieved from http://www.neon-project. org
Urban, R. J. (2009). Blended Methods for Ontology Development. Presented at the 2009
ALISE Annual Conference, Denver, CO, USA: Association for Library and Information
Science Education (ALISE). Retrieved from
http://www.alise.org/index.php?option=com_content&view=article&id=196#51
Urquhart, C., Lehmann, H., & Myers, M. D. (2010). Putting the “theory” back into grounded
theory: guidelines for grounded theory studies in information systems. Information Systems
Journal, 20(4), 357–381. doi:10.1111/j.1365-2575.2009.00328.x
Uschold, M. (1998). Knowledge level modelling: concepts and terminology. The Knowledge
Engineering Review, 13(01), 5–29.
Visser, P. R. S. (1998). Implicit Assumptions in Legal Knowledge Systems. In Proceedings
of the 13th BILETA Conference March 27th28th.
Visser, P. R. S., Kralingen, R. W. van, & Bench-Capon, T. J. M. (1997). A method for the
development of legal knowledge systems (pp. 151–160). Melbourne, Australia: ACM.
doi:10.1145/261618.261648

“The question now is how truly individual – as in bold,
original, unique - you can be if you never step back from the
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within. To reach them, you have to go there.”
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