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Zusammenfassung
In meiner Dissertation pra¨sentiere ich die Ergebnisse der Analyse dreier γ-strahlenden Punktquellen, die
in sehr ho¨hen Energien mit dem High Energy Stereoscopic system (H.E.S.S.) beobachtet worden sind:
die zwei bekannte Blazaren 1ES 0229+200 und Mrk 501, und HESS J1745-290. Die Natur der letzen
Quelle ist unklar, obwohl sie wahrscheinlich mit Sgr A∗, dem schwarzen Loch im Zentrum der Galaxie,
verbunden ist. Ich benutze Multiwellenla¨nge Beobachtungen, um die physikalische Eigenschaften der
Quellen und des Umgebungsmediums einzuschaetzen, sowohl durch Spektral- und Variabilita¨ts Studien,
als auch durch den Vergleich mit Modellen und Vorhersagungen aus der Literatur. Ausserdem, pra¨sentiere
ich systematische Vergleiche der Energien der γ-Strahlen, wie sie fuer die verschiedene Sub-Arrays des
H.E.S.S. Systems rekonstruiert werden.
Ich suche nach korrelierte Variabilita¨t in simultanen Beobachtungen in Ro¨ntgen und sehr-hohe-
Energien, um zu verstehen, ob die γ-Strahlung von HESS J1745-290 aus dem schwarzen Loch entsteht,
was dann ein aktiven Galaxien Kern wa¨re, oder nicht. Die Korrelation der Flussvariabilita¨t in verschiede-
nen Energieba¨nder fu¨r 1ES 0229+200 unterstu¨tzt das Synchrotron-Self-Compton Emissionsmodell fu¨r
diese Quelle. Das verbesserte Spektrum des IC Peaks hilft bei der Einschra¨nkung der Sta¨rke des inter-
galaktischen magnetischen Feldes. Das harte intrinsische Spektrum von Mrk 501 zeigt eine Abha¨ngigkeit
vom Flussniveau. Das Spektrum kann genutzt werden, um die Intensita¨t des extragalaktischen Hinter-
grundlichtes im mittel-Infrarot einzuschra¨nken. Multiwellenla¨nge Beobachtungen weisen auf die Anwe-
senheit zweier Emissionszonen oder Mechanismen hin, um die Breitband Emission der Quelle zu erkla¨ren.
Abstract
In my PhD thesis, I present the results of the analysis of three point-like γ-ray emitters observed at
very high energies with the High Energy Stereoscopic System (H.E.S.S.): the two well known blazars
1ES 0229+200 and Mrk 501, and HESS J1745-290. The nature of the latter source is unclear, although it
is likely linked to Sgr A∗, the black hole at the center of the Galaxy. I make use of multiwavelength obser-
vations in order to assess the physical properties of the three sources and of the ambient medium, both via
spectral and variability studies and by comparison with models and predictions found in the literature. I
also present systematic comparisons of the γ-ray energies as reconstructed for different sub-arrays of the
H.E.S.S. system.
I search for correlated variability in simultaneous x-ray and very high energy observations of Sgr A∗
in order to understand whether or not the γ-ray emission of HESS J1745-290 originates from the black
hole, making it an active galactic nucleus. The correlation of the flux variability in different energy
bands for 1ES 0229+200 supports the interpretation of a synchrotron self Compton emission model for
this source. The refined spectrum of the inverse Compton peak helps constraining the strength of the
intergalactic magnetic field. The hard intrinsic spectrum of Mrk 501 shows a dependency on the flux state.
The spectrum can be used to constrain the extragalactic background light intensity in the mid-infrared for
the redshift of the source. Multiwavelength observations suggest the presence of at least two emission
zones or mechanisms in order to explain the broadband emission.

“The first principles of the universe are atoms and empty space;
everything else is merely thought to exist.”
Democritus
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INTRODUCTION
“The results of the present observations are most easily explained by the assump-
tion that the radiation with very high penetrating power enters the atmosphere from
above; even in its lower layers, this radiation produces part of the ionization ob-
served in close vessels... Since there was neither a decrease at night or during a
solar eclipse, the Sun can hardly be considered as the source.”
Victor Hess
In 1912, Victor Hess discovered the cosmic rays (CR). He carried out measurements of the
ionization levels in the air during balloon flights up to 5300 m of altitude, showing a four-fold
increase with respect to ground level. With further measurements at night and during a solar
eclipse, he not only demonstrated that the CR must enter the atmosphere from above, but he also
excluded the Sun as their source. Victor Hess won the Nobel prize in 1936 for this discovery.
Initially, the nature of CR was not clear. Robert Millikan believed they were γ-rays produced
in interstellar space and that the ionization was due to electrons that had been Compton scattered
in the atmosphere. In the following years, evidence collected that CR were in fact charged
particles, and for the large majority positively charged. In 1927, Jacob Clay found that the CR
intensity changed with latitude, which indicated that CR are deflected by the earth magnetic
field. In 1933-34, three independent measurements from Thomas Johnson, from Luis Alvarez
and Arthur Compton and from Bruno Rossi found confirmation of the “east-west effect”: the CR
intensity is greater from the west, which proves that most particles are positively charged.
CR are composed for the 89% by protons, 9% α particles, 1% heavier nuclei and 1% elec-
trons. A very small fraction consists of antimatter particles, like positrons and antiprotons. The
CR spectrum (Fig. 1) extends for 12 orders of magnitude in energy (∼ 109 < E / eV < 1021)
and 34 in flux (10−28 < F / (m−2sr−1s−1GeV−1) < 104). This corresponds to 104 particles/m2/s at
1 GeV and to 1 particle/km2/century at 100 EeV (1020 eV). CR with energies above 1018 eV are
called ultra high energy cosmic rays (UHECR). Among them, in 1991, a particle1 with energy of
3.2 × 1020 eV (ca. 50 J) was measured for the first time.
1This particle is known as the Oh-my-God particle, expressing the surprise of the astrophysicists for its enormous
13
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Figure 1: Spectrum of the cosmic rays. Two features are clearly visible at ∼ 5 × 1015 eV (knee) at
∼ 1019 eV (ankle). It is generally believed that CR below the knee have Galactic origin, while those above
the ankle are produced outside the Milky Way.
The CR spectrum is described by a power-law shape with index ∼2.7 over almost the whole
energy range. It peaks and flattens significantly below 1 GeV. This behaviour is explained by
the interaction with the solar wind, that acts as a barrier for the low energy CR. Two other main
features are present in the spectrum: the knee at ∼ 5× 1015 eV, where the spectrum steepens, and
the ankle, at ∼ 1019 eV, where it hardens again. A further steepening at ∼ 1017 eV characterizes
the second knee (Fig. 2). CR are isotropized by the intervening magnetic fields between the
source and the Earth, so that it has not been possible yet to link any of them to a discrete emission
region. As a consequence, both their composition and spectrum are isotropic, as well.
It is generally believed that CR below the knee are produced in supernova remnants in the
Galaxy, while those above the ankle are produced outside the Milky Way, likely in active galac-
tic nuclei. The knee would therefore reflect the maximal energy that can be obtained in Galactic
accelerators. However, it must be taken into account that the steepening could partly depend on
the fact that more energetic particles cannot be confined in the Galaxy by the Galactic magnetic
energy: a single particle with an energy equivalent to the kinetic energy of a 100 g mass travelling at 80 km/h!
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Figure 2: Zoom-in of the cosmic ray spectrum. The knees and the ankle are clearly visible. The compo-
nents of the spectrum are also indicated (from Taylor 2016).
field, and therefore escape into extragalactic space. The two knees are likely linked to the com-
position of CR: protons below the first knee, and iron nuclei below the second knee (Fig. 2). If
the particles above the ankle have extragalactic origin, then a cut-off in the spectrum is expected
above 1020 eV (Greisen-Zatsepin-Kuzmin limit, GZK limit). At these energies, protons interact
with the photons of the cosmic microwave background (CMB) creating pions (p+γCMB → p+pi0
and p + γCMB → n + pi+) until their energy falls below the pion production threshold. Protons
with energies greater than this threshold traveling over distances larger than 50 Mpc (163 Mly)
should lose all their energy and never be observed on Earth (GZK horizon).
With the discovery of CR, Victor Hess opened a new branch of astronomy. Scientists have
been looking for accelerators powerful enough to explain the humongous energies reached by CR
and for the acceleration mechanisms able to reproduce the incredibly stable power-law spectrum
over so many orders of magnitude. However, energetic particles lose their energy through radia-
tive processes, and through interactions with other particles or photons. They are the source of
non-thermal radiation that spans the whole electromagnetic spectrum from radio wavelengths up
to high energy (HE, 100 MeV<E< 100 GeV) and very high energy (VHE, E> 100 GeV) γ-ray
photons. They signed the theoretical birth of γ-ray astronomy2.
As I mentioned earlier, it is believed that CR with energies above 1019 eV have extragalactic
origin and possibly are produced in AGN. However, most AGN peak at high energies in the MeV
range, probably too low to be able to accelerate particles to such extreme energies. In order to
2Observations must await the 1960s and the 1970s, with the lauch of the first dedicated satellites and the instal-
lation of the first ground based telescope for VHE observations.
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have efficient accelerators, emitters with intrinsic hard luminous spectra are preferred. These are
the kind of sources that have been chosen here.
In this thesis, I present the data reduction and the analysis of point-like γ-ray emitters ob-
served at VHE with the High Energy Stereoscopic System (H.E.S.S.). Three sources have been
taken into consideration, specifically, HESS J1745-290 and two well known blazars, 1ES 0229+200
and Mrk 501. The nature of the first source is unclear. The compact γ-ray emission towards the
Galactic Center is probably linked to the central black hole Sgr A∗ (making it an active galactic
nucleus), although it has never been possible to conclusively demonstrate it. Albeit obviously not
a powerful extragalactic source, HESS J1745-290 has a hard spectrum, and its emission reaches
at least up to 40 TeV. Would the association with Sgr A∗ be correct, this source would be a low
luminosity AGN. From an observational point of view, this issue is overcome thanks to its prox-
imity.
I make use of multiwavelength observations in order to assess the physical properties of
the sources and of the ambient medium both via variability studies and by comparison with
models and predictions found in the literature. I also present systematic comparisons of the
γ-ray energies as reconstructed for different sub-arrays of the H.E.S.S. system.
In chapter 1 and 2, I introduce the basic observational and theoretical concepts on which
this thesis is based. I describe the active galactic nuclei phenomenology, as well as the particle
acceleration mechanisms, and the radiation and absorption processes of VHE photons.
In chapter 3, I describe the H.E.S.S. experiment and the telescope array. In chapter 4, I
present the methods used for the analysis of the VHE data.
The results from the 2012 VHE and x-ray multiwavelength campaign on Sgr A∗with H.E.S.S.
and Chandra are reported in chapter 5. No significant flare was simultaneously covered by
both instruments and no definitive conclusion can be drawn about the nature of the TeV source
HESS J1745-290.
In chapter 6, I present the long term monitoring of the blazar 1ES 0229+200. The source
shows variability at VHE, as well as in the x-ray band. The correlation of the variability supports
a synchrotron self Compton emission model. Together with a refined spectrum in the GeV band,
it helps constraining the strength of the intergalactic magnetic field.
Chapter 7 is based on the analysis of the flaring state of the blazar Mrk 501. The hard intrinsic
spectrum shows a dependecy on the flux state. It can be used to constrain the extragalactic
background light intensity in the mid-infrared at the redshift of the source. Multiwavelength
observations hint towards the necessity of at least two emission zones or mechanisms to explain
the broadband emission.
In chapter 8, I present a systematic comparison of the photon energy as it is reconstructed for
different H.E.S.S. subarrays. Three sources are used (Mrk 501, Crab Nebula and PKS 2155-304),
which cover three complementary energy and Zenith angle bands, in order to look for possible
dependencies. I find a systematic energy bias, which is not linked on either properties.
In the last chapter, I summarize the work, with an outlook on possible future studies.
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CHAPTER 1
ACTIVE GALACTIC NUCLEI
All types of galaxies are believed to host a super massive black hole (SMBH, M > 106M)1
at their center. In a small percentage of the cases, enough matter accretes onto the black hole,
leading to emission of energy through various mechanisms. In this case, the SMBH is called
active galactic nucleus, or in short AGN. Several types of AGNei exist, hosted in both elliptical
and spiral galaxies and they are categorized based on their emission properties. One common
characteristic of these sources is their bright luminosity, which is at least comparable to (if not
completely dominant over) the luminosity of the host galaxy. Depending on the AGN class, the
emission can cover the entirety of the electromagnetic spectrum, from radio up to VHE γ-rays.
The main AGN classes are the following (from Carroll & Ostlie 1996):
• Seyfert I (Sy I) galaxies: they are very luminous sources, which show a power-law contin-
uum that often outshines the stellar emission of the galaxy. In addition, their spectra show
a thermal component with broad (1000-5000 km/s) and narrow (500 km/s) emission lines
of allowed and forbidden transitions. The line width is attributed to Doppler broadening
and is always much larger than the emission line width of the stellar component of the host
galaxy. The x-ray component is often variable, while the radio emission is very weak. The
host galaxy is normally a spiral galaxy;
• Seyfert II (Sy II) galaxies: the continuum is weaker than for Sy I, as well as the x-ray
emission, which is probably absorbed by material on the line of sight to the observer. They
also show only narrow lines of both allowed and forbidden transitions;
• Radio galaxies: they are (giant or supergiant) elliptical galaxies extremely bright at radio
frequencies. Similarly to Seyfert galaxies, they have very bright and star-like nuclei in
the optical. There are two classes analogous to Sy I and Sy II: broad-line radio galaxies
(BLRGs) and narrow-line radio galaxies (NLRGs). Radio galaxies show giant structures
1M = 1.988 × 1030 kg is the solar mass.
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Figure 1.1: Examples of two radio galaxies. Left: VLA radio image of Cygnus A showing the radio lobes
and the jet extending from the galaxy core to the right lobe (from Perley et al. 1984). Right: HST optical
image of M 87 and its jet. Several knots are visible (from APOD 2015)
on the kpc scale called lobes, often connected to the central core through collimated jets
(Fig. 1.1). Based on their morphology, they are divided in Fanaroff-Riley I and II classes
(FR I, FR II). The former have lower radio luminosities, their jet is collimated only up to
the periphery of the host galaxy and have a strong flaring in the lobes. The latter are more
luminous in radio, with highly collimated jets up to the lobes and pronounced hotspots at
their termination points in the lobes;
• Quasars: the name stands for quasi-stellar radio sources and reflects the fact that they ap-
pear in optical images as overwhelmingly bright star-like objects (L ∼ 1045 − 1049 erg/s).
They are also called radio-loud quasi-stellar objects (QSOs) in contrast to radio-quiet
QSOs. Their spectra are similar to those of Sy I galaxies, with bright broad and narrow
emission lines and power-law continua. They show an excess of ultraviolet light with
respect to the emission of stars with similar colors at smaller wavelengths. Their radio
emission can reach up to 60% of linear polarization;
• Blazars: their emission is strongly and swiftly variable. They have strongly linearly po-
larized (30-40%) non-thermal power-law continua which cover the complete electromag-
netic spectrum. Most reside in elliptical galaxies. They are historically divided in two
classes, BL Lac objects (from the name of the prototype BL Lacertae) and flat spectrum
radio quasars (FSRQs, also known as optically violent variables, OVVs). The difference
is based on the emission lines: very faint and narrow for BL Lac objects, strong and broad
for FSRQs.
This broad range of characteristics seems to be due almost exclusively to observational ef-
fects, specifically to the angle under which an AGN is seen. The unified model was introduced
by Urry & Padovani (1995). It is based on the idea that the sources are not physically different,
and all share the same building blocks (Fig. 1.2):
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Figure 1.2: Left: Sketch of the AGN unification model, adapted from Urry & Padovani (1995). The
varius components of the AGN are indicated, together with the AGN type as function of the viewing
angle. Right: effect of the viewing angle. From top to bottom: edge on, radio galaxy and Sy II galaxy;
intermidiate angle, quasar and Sy I galaxy; face on, blazar (from Wikipedia 2016).
• a SMBH at the center of the galaxy;
• a very hot accretion disk that surrounds the black hole. It is responsible for the excess of
thermal emission at optical-UV frequencies that often appears in the so called “blue bump”
over the non-thermal continuum;
• twin jets ejected in opposite direction perpendicular to the rotational plane of the black
hole and of the accretion disk;
• a broad line region (BLR) in close proximity to the SMBH and the accretion disk;
• a thick warm dusty torus on the same plane of the SMBH and the accretion disk delimiting
the BLR;
• a narrow line region (NLR) further away from the central region. The smaller line width
compared to the BRL only derives by the different orbits of the clouds, since the width is
caused by Doppler broadening.
This model can explain most of the features and characteristics of the AGN zoo. In this picture,
AGNei which show only narrow lines, like Sy II and NLRG, are seen almost edge on (viewing
angle θv ∼ 90◦). The dusty torus blocks the line of sight to the BLR and absorbs most of the
x-ray emission. At smaller viewing angles, the torus is no more on the line of sight, so that
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both the accretion disk and the BLR can be seen (Sy I and BLRG). The absence of the jets in
Seyfert galaxies can be explained with an inefficient accretion process or with lack of material to
be accreted. The different morphological appearences of FR I and II galaxies is probably due to
the jets being subsonic and supersonic in the two cases, respectively. This can be linked to the
properties of the inter stellar medium (ISM) in the host galaxies, in the first place its density. In
radio-loud AGNei, often only the jet facing the observer is visible, while the counter jet is much
dimmer or totally invisible. Since the velocities in play are relativistic, the emission is collimated
in a very narrow cone and boosted in the direction of motion. For this reason, the luminosity of
the primary jet is enhanced, while the luminosity of the counter jet appears much reduced. The
presence of jets and polarized emission hints towards an efficient accretion process, which leads
to the creation of the jet istelf, strongly magnetized, in which synchrotron emission takes place.
The more the viewing angle becomes small approacing the axis of the jet, the more the sources
become luminous and variable. This is the case of quasars. Blazars are seen almost face on,
under small viewing angles (θv ∼ 0◦) and directly into the jet. The emission is dominated by
relativistic particles, and its polarization and high variability are explained by Doppler boosting
of the synchrotron and other non-thermal radiations.
The present work will focus on the analysis of the TeV emission from blazars. For this
reason, they will be described in greater detail in the following.
1.1 Blazars
Blazars are the most extreme class of AGNei. Their spectra span over 18 magnitudes in fre-
quency, covering the whole electromagnetic spectrum from radio up to VHE γ-rays. At present,
they constitute the bulk of the extragalactic TeV detections2 with 56 sources, 5 of which are FS-
RQs3, the others being BL Lac objects. Only 4 other objects belong to the radio galaxy class4
and 2 are starburst galaxies5.
A typical characteristic of blazars is their variability at all wavelengths on various timescales
that range from years down to minutes even at the highest energies, as it has been shown, for
instance, for the BL Lac objects PKS 2155-304 (Fig. 1.3 left, Aharonian et al. 2007b, 2009a) and
Mrk 501 (Albert et al. 2007).
The spectral energy distribution (SED) of blazars is typically characterized by two broad
non-thermal components (also called peaks or “bumps” because of their shape), which peak
between the infrared (IR) and the x-ray and between GeV and TeV energies, respectively. The
SED of PKS 2155-304 from Aharonian et al. (2009a) is shown in the right plot of Fig. 1.3 as
an example. The emission is generally thought to be synchrotron radiation from ultrarelativistic
2For an up-to-date list, please visit http://tevcat.uchicago.edu/.
33C 279, 4C +21.35, PKS 1441+25, PKS 1510-089 and S4 0954+65
4Cen A, M 87, NGC 1275 and PKS 0625-35
5Starburst galaxies do not belong to the AGN class. They are normal galaxies that undergo a phase of very
intense star formation, often associated with the interaction or the merger with a nearby galaxy. Their TeV emission
is linked to the high supernova rates and densities. At TeV energies, only M 82 and NGC 253 have been detected.
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Figure 1.3: Left: PKS 2155-304 lightcurve in the first hours of July 28, 2006. The data are binned
in 1 minute intervals (from Aharonian et al. 2007b). Right: simultaneous optical/x-ray/γ-ray SED of
PKS 2155-304 during the night of July 29-30, 2006 (red and blue symbols, from Aharonian et al. 2009a).
electrons, and inverse Compton (IC) of a target photon field off these electrons for the two bumps
respectively. The photon field(s) can be either the produced synchrotron photons (synchrotron-
self-Compton, SSC) or external photon fields such as thermal photons from stars, dust or the
accretion disk (external Compton, EC).
Blazars are divided into subcategories as a function of the peak frequency of the synchrotron
component:
• low synchrotron peaked (LSP) blazars: the low energy component peaks in the IR, at
frequencies νpeak < 1014 Hz. The x-ray emission belongs to the high energy component.
All FSRQs belong to this class, together with some BL Lac objects;
• intermediate synchrotron peaked (ISP) blazars: the low energy component peaks at fre-
quencies 1014 < νpeak < 1015 Hz, between IR and UV. The x-ray emission belongs either
to the low energy component or is inbetween the two components. All ISP are BL Lac
objects;
• high synchrotron peaked (HSP) blazars: the low energy component peaks at frequencies
νpeak > 1015 Hz. In some cases, the maximum of the emission is in the x-rays, which
always belong to the low energy component. All HSP are BL Lac objects.
Similarly, BL Lac objects are also ordered as a function of the peak frequency: low, intermediate
and high frequency peaked BL Lac objects (LBL, IBL and HBL).
Fossati et al. (1998) first identified a blazar sequence while comparing the luminosities of the
two emission components as function of νpeak. They discovered that the total emitted power is
inversely proportional to νpeak, so that FSRQs and LBLs are more luminous than HBLs (Fig. 1.4).
In addition, the “Compton dominance” parameter (which is the ratio of the peak fluxes of the
high energy component to the low energy component) shows that FSRQs and LBL are compton
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Figure 1.4: Blazar sequence as described by Fossati et al. (1998). With increasing peak frequency of the
low energy component, the total luminosity decreases and the sources pass from synchrotron dominated
to IC dominated.
dominated, while HBL are synchrotron dominated. This is true in general, although it is not
always valid during flaring states, as shown by PKS 2155-304 in 2006 (Fig. 1.3, right). The
blazar sequence goes monotonically from FSRQs to LBL to HBL.
The decreasing Compton dominance indicates that the primary cooling mechanism is IC for
small νpeak values and synchrotron for high νpeak values. This can in principle be linked to the
availability in the jet of photons that can be upscattered. In the case of FSRQs, the AGN is
located in an ambient rich of external photon fields, as it is shown by the detection of strong
emission lines in their spectra. These fields can provide a large number of photons that can
be upscattered off the energetic electrons in the jet, which are cooled very efficiently in the
process. The EC model seems therefore appropriate to describe these sources. According to this
interpretation, the nuclei of IBL and HBL reside in an ambient poorer of external photon fields,
and their emission is described by an SSC model. The difference of luminosity also derives from
the denser circumnuclear environment of the LSPs, which leads to higher accretion rates and
more powerful jets. This picture could even delineate an evolutionary sequence from FSRQs to
HBLs governed by the gradual depletion of the circumnuclear environment (Bo¨ttcher & Dermer
2002).
CHAPTER 2
ACCELERATION, RADIATION AND
ABSORPTION PROCESSES
The existence of cosmic rays (CR) with energies that can exceed 1020 eV rises the question about
what acceleration processes are able to produce such energies. The emission of photons up to
very high energies is then explained by radiative processes and particle interactions. The mech-
anisms involved will be briefly described in this chapter, as well as the CR and γ-ray interaction
in the atmosphere and the source of opacity for γ-rays in space.
2.1 Particle acceleration
In an astrophysical environment, static electric fields cannot be maintained, because every elec-
tric field is immediately neutralized by opposite charges moving towards it. Particle acceleration
can therefore take place only with non-stationary electric fields or with magnetic fields. The
latter will be discussed in the following.
2.1.1 Second order Fermi mechanism (stochastic shock acceleration)
In 1949, Enrico Fermi proposed an acceleration mechanism in which particles gain energy being
reflected by magnetic mirrors associated with irregularities in the Galactic magnetic field (Fermi
1949). These mirrors move randomly with respect to the direction of the particle, which will
interact with them in a series of head-on and following collision. If the magnetic field is entangled
in a cloud of mass much larger than the particle mass (so that the collision is elastic) and of
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velocity V , in the cloud rest frame the energy and three-momentum of the particle are
E′ = γV(E + V p) p′ = γV
(
p +
VE
c2
)
with γV =
(
1 − V
2
c2
)−1/2
(2.1)
After interaction, the particle will have the same energy (elastic collision) and inverted impulse
(p′ cos θ = p′x → −p′x). Back in the observer frame, the particle energy is
E′′ = γV(E′ + V p′ cos θ) , (2.2)
which becomes
E′′ = γ2V E
[
1 +
2Vv cos θ
c2
+
(
V
c
)2]
. (2.3)
Expanding γ2v ≈ 1+(V/c)2 one obtains the energy gain and energy loss for head-on and following
collisions respectively
∆E = 2E
[
Vv cos θ
c2
+
(
V
c
)2]
and ∆E = −2E
[
Vv cos θ
c2
−
(
V
c
)2]
. (2.4)
Averaging over all angles and taking into account the head-on collision are more frequent (the
probability is proportional to the relative velocity of particle and cloud) one obtains the net aver-
age gain 〈
∆E
E
〉
=
8
3
(
V
c
)2
. (2.5)
For an average time between collision t = 2L/c (with L the mean free path), the average rate of
energy increase is
dE
dt
=
4
3
V2
cL
E = αE . (2.6)
From the diffusion equation for particle acceleration, ignoring the diffusion and the source terms,
one can find that the solution for N(E) in equilibrium is
N(E) ∝ E−1−(ατ)−1 , (2.7)
where τ is the characteristic time for which the particle remains in the acceleration region. Here,
the power-law spectrum typical of the CR is reproduced. However, there is in principle no
reason why the exponent should be the same as for the CR spectrum and that it should be the
same everywhere.
This acceleration mechanism is not efficient, therefore considering it as the main source of
energy leads to problems. The energy gain is of second order only (V/c)2 and the mean free path
of CR is known to be on the parsec scale. This means that the particle undergoes a only few
collisions per year, and since the velocities of the clouds in the Galaxy are much smaller than the
speed of light (V/c . 10−4), the energy gain is very small and slow. A more efficient method is
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Figure 2.1: Sketch of the first order Fermi mechanism. (a) observer rest frame; (b) shock rest frame; (c)
and (d) upstream and downstream rest frames, respectively.
then needed.
2.1.2 First order Fermi mechanism (diffusive shock acceleration)
The second order Fermi mechanism was revised in the 1970s by several authors (e.g. Bell 1978;
Blandford & Ostriker 1978) with the addition of strong shocks, which propagate in the interstellar
medium with supersonic (but not relativistic) velocity much larger than the speed of sound in the
medium (U  cs)1. The gas upstream (region 2) and downstream (region 1) the shock is formed
by isotropized energetic particles and contains a turbulent and irregular magnetic field. The
particles barely notice the shock, since their gyroradius is much larger than the shock thickness.
The gas in the two regions can be described using the conservation of matter, momentum, and
enthalpy:
ρ1v1 = ρ2v2 (2.8a)
p1 + ρ1v21 = p2 + ρ2v
2
2 (2.8b)
γ
γ − 1
p1
ρ1
+
v21
2
=
γ
γ − 1
p2
ρ2
+
v22
2
, (2.8c)
where ρ is the density, v the particle velocity and γ the ratio of the specific heats. In the limit of
strong shock, it follows
ρ2
ρ1
=
v1
v2
≈ γ + 1
γ − 1 . (2.9)
For a fully ionized gas γ = 5/3 and hence ρ2/ρ1 = 4. In the reference frame at rest with the shock,
the downstream region moves towards the shock with velocity v1 = U, while the upstream region
moves away from the shock with velocity v2 = v1/4 = U/4. In both the upstream and down-
1This can easily be the case for supernova explosions, where the shock velocity is of the order of 104 km/s and
the sound speed of the interstellar gas is of 10 km/s
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stream reference frames, the isotropized gas sees the particles of the other region approaching
with velocity v1 − v2 = 3U/4 (Fig. 2.1).
A particle in the downstream region can cross the shock and enter the upstream region. Here
is isotropized by the irregularities behind the shock, gaining energy in the head-on collision.
If the particle returns then in the downstream region, it will be isotropized again and will gain
energy again through head-on collision. For one crossing one has (γV ≈ 1 if the shock is not
relativistic)
E′ = E + px ∆v ⇒px = Ec cos θ
∆E
E
=
∆v
c
cos θ . (2.10)
Averaging on all possible angles of incidence of the cosmic rays approaching the shock and
considering a round trip (two crossings)〈
∆E
E
〉
=
4
3
(
∆v
c
)
⇒ ∆v = v1 − v2 = 34U
〈
∆E
E
〉
=
U
c
. (2.11)
Here the energy gain is a first order process, since it goes linearly with the shock velocity U. For
this reason it is called first order Fermi mechanism.
Let’s consider now an energy increase per collision proportional to the initial energy E = E0β
and a probability P that the particle remains in the accelerating region after one collision. After
k collisions N = N0Pk and E = E0βk. One can rewrite the two equations as
ln(N/N0)
ln(E/E0)
=
ln P
ln β
⇒ N
N0
=
(
E
E0
)ln P/ ln β
. (2.12)
Obviously, a fraction of the particles will undergo other collisions and further increase their
energies. The differential increase will be
dN(E) ∝ E−1+ln P/ ln βdE . (2.13)
The value of β can be derived from eq. 2.11, while the value of P is estimated to be
β =
E
E0
= 1 +
4
3
∆v
c
P = 1 − 4v2
c
, (2.14)
respectively. Taking the logarithms of P and β and expanding them in series, it follows from
eq. 2.9 that
ln P
ln β
=
ln
(
1 − 4v2
c
)
ln
(
1 +
4∆v
3c
) = −
4v2
c
4∆v
3c
=
−U
c
U
c
= −1 . (2.15)
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Substituting into eq. 2.13 one has
dN(E) ∝ E−2dE . (2.16)
Here, the power-law form is recovered, and the value of the index is similar to the 2.7 of the CR
spectrum.
This method explains in a simple way but with excellent physical reasons why power-law
energy spectra with equal index can be found in different astrophysical environments. The only
requirements are a strong shock, some relativistic particles and a magnetic field. Particle accel-
eration up to the knee of the CR spectrum at ∼ 1015 eV can be explained by Galactic accelerators
like supernovae. CR at higher energies are probably of extragalactic origin and need more pow-
erful accelerators or other mechanisms.
2.1.3 Magnetic reconnection
Magnetic reconnection is another kind of first order Fermi mechanism. Here the turbulence is
brought not by a shock, but by the reconnection of magnetic field lines originally frozen-in in the
plasma. In an infinitely conductive plasma, the particles are confined in circular orbits around
magnetic field lines and will not be able to diffuse across them and mix. In the same way, the
magnetic field lines will remain separate since they cannot penetrate the plasma. If plasmas
carrying oppositely directed magnetic field lines are brought together, and the resistivity of the
plasma is not null, a strong current sheet is established. The plasma can then diffuse and magnetic
reconnection occurs, efficiently accelerating the particles.
It can be shown that the spectrum emitted via magnetic reconnection has a power-law form
and that the spectral index has the same form as in eq. 2.13. Rewriting eq. 2.15 one has
ln P
ln β
= −3v2
∆v
= − 3
ρ2/ρ1 − 1 ⇒ dN(E) ∝ E
−(1+ 3r−1 )dE , (2.17)
where r = ρ2/ρ1 is the compression ratio. While assuming a monoatomic gas one finds r = 4,
there are not enough constrains to derive its value for the magnetic reconnection. However, one
expects a much denser output medium than the input one, so that r  1 and the index tends to 1.
2.1.4 Extragalactic accelerators
In chapter. 1 the main components of an AGN have been presented. The components responsible
for the energy transfer from the material surrounding the black hole to the high energy particle
populations are the accretion disk and the jets.
From the short time variability of the AGN emission, it follows that the central engine must
be a compact object not larger than a few light days. In order to explain the AGN luminosity,
a process much more efficient than nuclear reaction in transforming matter into energy must be
involved. Accretion onto the central black hole can provide such high efficiencies. For accretion
onto a maximally rotating SMBH, the mass to energy conversion is roughly 40%.
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In order to fall onto the black hole, the accreting matter must lose angular momentum, so it
collects in a flat accretion disk that rotates around the black hole. The disk is keplerian, there-
fore the gas moves faster in the inner than in the outer orbits. This leads to interactions between
particles on different orbits and to friction-like effects that heat up the gas, transforming it into
plasma. The disk emits then strong thermal radiation in UV and x-ray, originating the excess
emission often seen as the “blue bump” in AGN spectra. At this point, pre-existing magnetic
fields become frozen in the plasma and start to co-rotate with the disc, twisting around the rota-
tional axis. Two jets are formed in opposite directions. Disk material can enter the jets and be
accelerated to very high energies. The power extracted from the accreting material is estimated
to be
L ∼ B2diskR2disk
√
GM
Rdisk
∼ 2 × 1046
(
Bdisk
103G
M
109M
)2
erg/s (2.18)
with an efficiency around 12%. In other models, the power can be extracted from the rotational
energy of the black hole, slowing it down, with an efficiency of around 9%. Possibly both
mechanisms contribute to the total jet power.
The radiation in the rest frame of the emitting region is isotropic. However, it is known from
measurements of superluminal motion in the jets that the velocities in play are relativistic. The
energy of the emission is therefore Doppler boosted by a factor
δ =
E
Eiso
=
1
γ(1 − β cos θ) (2.19)
and beamed in a cone of half-opening angle θ = 1/γ. The observed energy flux is boosted by a
factor δ3, while the timescale of the intrinsic variability is instead shortened of a factor 1/δ.
While the low energy component of the blazar emission is well established to be synchrotron
radiation (sec. 2.2.1) from electrons, the high energy component can be described by hadronic
or leptonic models, depending on whether or not protons can be accelerated to sufficiently high
energies to reach the threshold for p + γ → pi production. In the first case, the high energy
component is dominated by cascades initiated by pion and pair production (sec. 2.2.5) from pγ
interactions, as well as synchrotron radiation from protons, pi± , and µ± (hadronic models). In the
latter case, it is dominated by the emission from ultra-relativistic electrons and/or pairs (leptonic
models). For a review of emission models, as well as acceleration processes in the jets, see e.g.
Bo¨ttcher (2007, 2012) and references therein.
Leptonic models explain the high energy emission via Compton upscatter of photons off
ultrarelativistic electrons. If the photons field is the one produced by the electrons through syn-
chrotron radiation, the process is called synchrotron-self-Compton (SSC), if it is an external one,
external Compton (EC, sec. 2.2.3). In order to explain the rapid variability, small emission re-
gions are needed. In many cases, the compactness would prevent the γ-rays to escape from it,
so that Doppler boosting is required. However, it is difficult to explain variability on the minutes
time scale even with large Doppler factors, because causality requires a size of the emitting re-
gion that might be smaller than the Schwarzschild radius of the central SMBH. For this reason it
has been suggested that the γ-ray emission region could be only a small spine of ultrarelativistic
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plasma within a larger, slower-moving jet (jet -or minijet- in a jet models). Especially during
flares, the particle population cannot be considered stationary, and the time evolution of the en-
ergetics due to cooling must be taken into account. The simplest leptonic models consider that
the whole emission comes from a single zone (single-zone leptonic model).
Hadronic models require magnetic fields on the order of several tens of Gauss in order to
confine the protons inside the emission region, whereas B . 1 G for leptonic models. Electro-
magnetic cascades initiated by pi0 and pi± decay generate featureless γ-ray spectra, while those
initiated by proton-synchrotron and µ±-synchrotron photons produce a double-bumped γ-ray
spectrum. These emissions are responsible for the high energy component of the SED, whereas
the low energy component is still dominated by e±-synchrotron emission.
Usually, leptonic single zone SSC models fit well the SED of IBLs and HBLs, while the use
of EC emission is better suited for FSRQs and LBL. However, in some cases an EC or hadronic
contribution to the SSC emission helps describing the blazar emission with more physical pa-
rameter values.
2.2 Radiative processes
Photons more energetic than a few keV (∼10) are no more of thermal origin. In order to emit
such photons, thermal black-body radiation would require temperatures greater than a few tens
of millions degree, which are practically impossible to reach outside massive stars. Instead, non-
thermal processes involving highly energetic particles come in play. In the following, the most
significant processes will be briefly described. A more detailed treatment can be found in, e.g.,
Heitler (1954); Blumenthal & Gould (1970); Rybicki & Lightman (1979); Longair (1981); Pohl
(2002).
2.2.1 Synchrotron emission
Charged particles moving in a magnetic field feel an acceleration perpendicular to the field and
will therefore radiate. For low energy particles, this process is know as cyclotron radiation.
Relativistic particles, instead, undergo a more complex process called synchrotron radiation.
The energy losses for an isotropic electron population, averaging over the angles, are given by
−
(
dE
dt
)
sync
= Psync =
4
3
σT cβ2γ2UB (2.20)
where σT is the Thomson cross section, c the speed of light, β = v/c, γ the particle Lorentz factor
and UB = B2/8pi is the magnetic energy density. The emission is directly proportional to β2 and
γ2. Due to the relativistic motion of the particles, the emission is beamed in a cone with opening
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Figure 2.2: Left: sketch of the synchrotron process. Right: synchrotron emission from a single electron
as a function of x = ν/νc (from Blumenthal & Gould 1970).
angle 1/γ. For a single electron, the spectral energy distribution is
I(ν) = 1.8
√
3e3B⊥
mc2
(
ν
νc
)1/3
exp
(
− ν
νc
)
(2.21)
where B⊥ is the normal component of the magnetic field and
νc =
3eB⊥
4pimc
γ2 ' 16
(
B
mG
) (
E
GeV
)2
GHz (2.22)
is the characteristic synchrotron frequency. The peak of the emission is at νmax = 0.29νc
(Fig. 2.2). For the more realistic scenario of a power-law electron distribution of the form
N(E)dE ∝ E−pdE, one will obtain a synchrotron spectrum with the same shape
I(ν) ∝ Bs+1ν−s (2.23a)
with the spectral index s =
p − 1
2
. (2.23b)
The differential photon index will be Γ = s + 1 = (p + 1)/2. The total spectrum is given from the
superposition of the emission of electron at different energies (Fig. 2.3).
The measurement of the synchrotron spectral index allows one to derive the energy spectrum
of the underlying electron distribution. The cooling time for synchrotron radiation is given by
τ =
(
dE
dt
· 1
E
)−1
=
3mc
4σT UBγ
=
3
σT
√
3piemc
B3
ν−1/2. (2.24)
In the frequency dependent notation, the cooling time only depends on the emitted energy and not
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Figure 2.3: Synchrotron spectrum emitted by a power-law electron population. The contribution of elec-
trons at different energies is visible (from De Naurois 2012).
on the electron energy. It is an “universal” measurement, provided that electrons exist energetic
enough to emit at the given frequency. At high energies the cooling time is much shorter than at
low energies, where the emission is a superposition of young and old electrons.
The synchrotron emission is also linearly polarized, theoretically up to 75%. The electric
vector of the polarized emission lies perpendicular to the projection of the magnetic field onto
the plane of the sky. The polarization is given by
Π =
p + 1
p + 73
. (2.25)
2.2.2 Inverse Compton emission
In the Compton scattering, a high energy photon up-scatters a low energy electron. If the photon
energy in the electron rest frame is smaller than the electron rest mass mc2, the scattering is elastic
and the photon energy remains almost unchanged (Thomson limit). If the energy is comparable
to (or higher than) mc2, the scattering will be inelastic and a significant part of the energy will be
transferred to the electron (Klein-Nishina limit). The energy transfer is given by
 f =
i
1 +
i
mc2
(1 − cos θ)
(2.26)
where i and  f are the initial and final photon energies. In the Thomson limit i << mc2 and
 f ≈ i.
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The full relativistic treatment for the differential cross section of unpolarized radiation is
given by the Klein-Nishina formula
dσ
d cos θ
=
3
4
σT
2f
2i
(
i
 f
+
 f
i
− sin2 θ
)
. (2.27)
In the low energy limit, it reduces to the classical expression of the Thomson cross section
(σKN ≈ σT ). In the ultrarelativistic limit (i >> mc2), one has
σKN =
3
8
σT
1
x
(
ln 2x +
1
2
)
with x =
i
mc2
. (2.28)
The quantum effects diminish the cross section with increasing photon energy.
The Inverse Compton (IC) radiation is the same process in opposite direction: a relativistic
electron up-scatters a low energy photon. In the electron rest frame, the photon has energy ∼ γ.
The Thomson limit holds for
4γe < mc2 (2.29)
and the photon energy after the scatter will still be γ. The transformation back in the observer
rest frame gives another factor γ. The maximal scattered photon energy occurs for head-on
collisions and is
 f ,T = 4γ2ei , (2.30)
while the average energy from scatter on an isotropic photon field with mean energy 0 is
¯T =
4
3
γ2e0 . (2.31)
In the Klein-Nishina limit, the photon energy after scatter is mc2 in the electron rest frame. Back
in the observer rest-frame one has
 f ,KN = γemc2 (2.32)
which is independent from the initial photon energy. The electron loses most of its energy in a
single interaction. The IC radiation is very efficient in the Thomson limit, allowing for enormous
increase of energy. Cosmic microwave background (CMB) photons ( ∼ 6 × 10−4 eV) can easily
be up-scattered to an energy of 1 TeV by a 10 TeV electron (γ = 2 × 107). In the Klein-Nishina
limit, the radiation is less efficient, resulting in a steepening of the spectral energy distribution,
and is a longer cooling time for the high energy electrons.
The electron emitted power in an isotropic photon field of energy density Uph is
−
(
dE
dt
)
IC
= PIC =
3
4
σT cβ2γ2Uph . (2.33)
This equation has the same form as eq. 2.20. If synchrotron and IC radiation are emitted by the
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same population of electrons, then the following relation is valid
Psync
PIC
=
UB
Uph
. (2.34)
This is a general result that holds for arbitrary electron energies, as long as the Thomson limit is
fulfilled.
For a power-law electron distribution N(E)/dE = KE−p, the radiated energy is
I(E) =
2
3
σT cUphKE−s(mc2)s (2.35a)
with the spectral index s =
p − 1
2
. (2.35b)
The energy dependence is the same as for the synchrotron emission (eq. 2.23a), the two spectra
have the same shape. In the Thomson limit one has
dN
dt dV d f
∝ σT cKnph−s−1f . (2.36)
Similarly as for the synchrotron case, the cooling time for IC radiation in the Thomson limit is
τT =
(
dE
dt
· 1
E
)−1
=
3mc
4σT Uphγ
. (2.37)
In the Klein-Nishina regime, the cooling is almost independent from the energy and actually
slowly increases with it
τKN =
2mc
σT Uph
ln
(
2γ +
1
2
)
. (2.38)
2.2.3 Synchrotron self Compton and External Compton emission
In a very high energy emitting source, electrons naturally undergo cooling via both synchrotron
and IC. If the photon field for the IC scatter is the synchrotron radiation itself, the process is
called synchrotron self Compton (SSC) emission. From eq. 2.20 and 2.33 it follows
−
(
dE
dt
)
IC
= −
(
dE
dt
)
sync
× Uph−sync
UB
− ∝ −
(
dE
dt
)2
sync
× 1
UB
. (2.39)
Hence, in the Thomson limit, the total luminosities of the two components have a square relation.
It also follows from eq. 2.31 and 2.32 that the peaks of the two distributions will differ of a factor
γ2max and mec
2γmax in the Thomson and Klein-Nishina limits, respectively.
If the IC emission involves other photon populations different from the synchrotron radiation,
the process is called external Compton (EC). In this case, the ratio between the luminosities
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Figure 2.4: SSC (blue) and EC (red) emission using the Thomson approximation (dashed curve) and the
full Klein-Nishina treatment (solid curves). From De Naurois (2012).
is linear, given by eq. 2.34. In the case of AGN, external photon fields can be accretion disk
photons, jet synchrotron emission reflected off clouds in the circumnuclear material, infrared
emission from a dust torus around the central engine, or even CMB photons.
Examples of SSC and EC spectra are shown in Fig. 2.4 for both Thomson approximation
(dashed curve) and full Klein-Nishina treatment (solid curves).
2.2.4 Bremsstrahlung (free-free emission)
The Bremsstrahlung (also called free-free emission) is due to the acceleration of a charged par-
ticle in the Coulomb field of another particle, usually a nucleus. The emission is zero for two
particles of the same kind (e.g. electron-electron or proton-proton) because the dipole moment
is proportional to the center of mass, which is a constant of the motion. Particles of different
nature must be therefore involved. The total energy loss rate from the full quantum relativistic
treatment is
−
(
dE
dt
)
br
=
Z(Z + 1.3)e6Ni
8pi230m
2c4h
[
ln
(
183
Z1/3
)
+
1
8
]
× E (2.40)
where Z is the atomic number of the nucleus, Ni the space density of the nuclei in the laboratory
frame and 0 the electric constant. The energy density spectrum is almost independent from the
frequency up to hν = (γ − 1) mc2, which corresponds to the electron transferring all its kinetic
energy in a single collision. The differential photon spectrum is
I(ν) dν = P(ν) hνNi dν =⇒ P(ν) ∝ 1/ν (2.41)
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Being the energy spectrum flat, this implies that very energetic electrons deposit half of their
energy in one or two high energy photons.
A radiation length over which the electron loses a fraction 1/e of its energy is defined as
ξbr =
716 MA
Z(Z + 1.3)[ln(183Z−1/3) + 1/8]
[g cm−2] , (2.42)
with MA the nucleus atomic weight. A critical energy Ec is defined as the energy for which
bremsstrahlung losses equal ionization losses. In the air, ξbr = 36.7 g cm−2 and Ec = 83 MeV.
2.2.5 Pair production
Pair production is the creation of an electron-position pair from the interaction of one photon with
another particle. One-photon pair production cannot happen because of momentum conservation.
In outer space, usually two photons are involved (γγ absorption). The total energy of the photons
must be larger than the energy threshold for this process, 2mec2, twice the rest mass of the
electron. In astrophysics, pair production of very high energy γ-ray photons on CMB photons
reduces the size of the observable Universe as the energies increases.
In the atmosphere, pair production usually involves a high energy photons (E > 2mec2) and
an ambient nucleus. A radiation length is defined as
ξpair =
MA
N0σpair
[g cm−2] , (2.43)
with MA the nucleus atomic weight, N0 the Avogadro’s number and σpair the pair production
cross section. The radiation lengths for pair production and for bremsstrahlung of ultrarelativistic
electrons are similar (ξpair ≈ 97ξbr). This reflects the similarity of the two processes according to
quantum electrodynamics.
2.2.6 Electron-positron annihilation
The electron-positron annihilation is the opposite process than pair production. In this case an
electron and a position will interact to produce two photons. Here, no energy threshold must be
satisfied and the produced photons will have an energy of at least mc2. For this reason, electron-
position annihilation will always take place in Klein-Nishina regime.
2.3 Hadronic interactions and γ-ray production
The radiative processes described above are usually dominated by the emission of low mass
leptons. This is due to the fact that the emitted power is inversely proportional to the square of
the particle mass. γ-ray emission from hadronic high mass particles normally occurs via decay
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of unstable particles generated in hadronic interactions. These interactions are usually inelastic
scattering of protons with nuclei and produce mesons (pi0, pi+, pi−, K), nucleons (p, n), hyperions
(∆, Λ, Σ, Ξ) and fragments of the target nucleus. The most common process is the creation of
pions:
p + p→ p + p + pi0 pi0 → γ + γ
p + p→ p + n + pi+ which will decay in pi+ → µ+ + νµ → e+ + ν¯µ + νe + νµ
p + p→ p + p + pi+ + pi− pi− → µ− + ν¯µ → e− + νµ + ν¯e + ν¯µ
Neutrinos hence provide the signature of hadronic interactions. Due to neutrino oscillations, the
original ratio of the flavors is canceled. The fluxes of neutrinos on Earth are identical for the
three flavors.
The production of neutral pions is extremely important for very high energy γ-ray produc-
tion. A kinetic energy threshold of 280 MeV is necessary for the pi0 production (mpi0 = 135 MeV).
The pion takes on average a fraction κ ∼ 0.17 of the kinetic energy. It decays almost instantly
(τ ∼ 8 × 10−17 s) in two photons with energy (in the pion rest frame)
Eγ =
1
2
mpic2 = 67.5 MeV . (2.44)
Below this energy, the hadronic contribution to the γ-ray emission is practically zero. At high
energies, the γ-ray spectrum closely follows the shape of the parent proton spectrum. The mean
photon energy is ∼ Ep/10.
2.4 VHE astronomy
Any electromagnetic radiation more energetic than a few eV is completely absorbed by the at-
mosphere. Satellite or balloon experiments are therefore required for observations above these
energies. Starting at a few tens of GeV, the γ-ray photon flux is so low that an increasing detec-
tion area is required in order to detect a significant number of events in a reasonable amount of
time. Currently, it is not feasible to send into space satellites with collection areas larger than a
few square meters. For this reason, observations at VHE must rely on ground based telescopes
and exploit other detection techniques. In this section, the processes that allow for ground based
observations of γ-ray sources are described. Opacity and absorption of VHE radiation in space
are discussed as well.
2.4.1 Air showers
A VHE particle entering the atmosphere will interact with the atmospheric nuclei and will pro-
duce secondary particles via electromagnetic, strong and weak interactions. Depending on the
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Figure 2.5: Schematic shower development as in the simple model by Heitler (1954). Only
Bremsstrahlung and pair production are considered, with equal radiation length and equipartition of the
energy between the particles.
nature of the primary particle, either electromagnetic or hadronic showers will generate. The for-
mer are created by γ-ray photons, electrons, positrons or high energy neutrinos, the latter from
cosmic rays (CR - protons, α-particles and heavier nuclei) and constitute almost the totality of
the events. Electromagnetic showers are only a minor fraction, around 0.2%.
The simplest shower development is obtained for electromagnetic events. Here, the main
processes involved are: Bremsstrahlung and pair production in the Coulomb field of the atmo-
spheric nuclei, e± Coulomb multiple scattering, and e± energy losses via ionization and atomic
excitation. Energy losses are dominant below the critical energy Ec = 83 MeV (in the air) and
lead to a rapid suppression of the shower. The only particles involved are photons and e±.
2.4.1.1 Electromagnetic showers
The first and easiest model for the development of electromagnetic showers was proposed by
Heitler (1954): for simplicity, it is assumed that every particle loses half of its energy at every
interaction and that the radiation lengths of bremsstrahlung and pair production are exactly the
same (ξ = ξpair = ξbr). The distance for which a particle loses half of its energy is R = ξ ln 2. The
model is depicted in Fig. 2.5.
In the case of a γ-ray photon2 of energy E0, an e± pair is created at the first interaction, each
particle with energy E0/2. After the same distance R = ξ ln 2, the e+ and e− will produce a γ-ray
each via bremsstrahlung, with energy E0/4. At this point, two photons and two particles are left,
all with energy E0/4. Everyone of them will undergo the same interactions again and again, the
2For e± the development is the same, only the first interaction is bremsstrahlung and take place slightly higher in
the atmosphere.
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number N of photons and particle will increase exponentially (N(n) = 2n after n interactions, with
energy En = E0/2n) and a shower will generate. On average, the shower consists of 2/3 e± and
1/3 photons. When the critical energy Ec is reached, ionization losses will become predominant
and the shower will die out. The maximum shower depth is therefore given for Enmax = Ec
Enmax =
E0
2nmax
≡ Ec =⇒ N(nmax) = 2nmax = E0Ec =⇒ nmax =
ln(E0/Ec)
ln 2
. (2.45)
Hence, the number of particles in the shower is proportional to energy E0 of the primary γ-ray and
the depth of the maximum is proportional to its logarithm. For a 1 TeV photon, nmax = 13.6, the
typical height of the first interaction ∼25 km, the maximal depth ∼8 km and the electromagnetic
shower evolves in ∼50µs.
2.4.1.2 Hadronic showers
Hadronic interaction in the atmosphere are more complex than electromagnetic interactions. The
proton or nucleus are most likely completely destroyed and generate several different particles.
The largest fraction are mesons like pions (pi±, pi0), but also kaons (K), nucleons (p, n) and
hyperions (∆, Λ, Σ and Ξ), together with nuclear fragments. They lead to different shower
components:
• hadronic component (nuclear fragments, nucleons, pi±, K mesons) that has an increased
probability of new interactions with the atmospheric nuclei before the decay thanks to the
relatively long lifetime of the particles (τpi± = 2.6 × 10−8 s);
• electromagnetic component (mostly from pi0 −→ γγ decay) that will develop in the same
way described in the previous section;
• muonic component (from decay of charged mesons pi± and K±) that loses energy mostly
through ionization losses. Since most muons are created with high energy, they can reach
the ground without decaying. For this reason, they are called the hard component of the
cosmic rays;
• atmospheric neutrinos (from decay of charged mesons and muons pi±, K± and µ±).
Hadronic showers (Fig. 2.6) are characterized by a different energy distribution among the
particles than in the electromagnetic showers. They also are ignited deeper in the atmosphere due
to a larger radiation length of the hadrons (85 g cm−2 vs. 36.7 g cm−2). The involvement of the
strong interaction leads to a higher transverse momentum transferred to the generated particles.
This has as a consequence that hadronic shower have a much larger lateral development and are
more irregular (due to the several sub-showers components) than electromagnetic showers. In
addition, a consistent part of the initial energy is lost in the creation of new particles like muons,
other mesons, and secondary hadrons.
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Figure 2.6: Schematic representation of the different interactions occurring in a hadronic shower.
2.4.2 Cherenkov emission
When relativistic particles move through a medium with a velocity greater than the phase velocity
of light in said medium (so that v > c/n, with n the refractive index of the material), they emit
Cherenkov radiation. This is the case for the particles generated in the electromagnetic and
hadronic showers. The light is emitted along the path of the particle and propagates in a direction
normal to a cone with opening angle ΘC, so that
cos ΘC =
1
β n
≈ 1
n
(
for β =
v
c
≈ 1
)
. (2.46)
In the air, typical opening angle values are ∼1◦-2◦. Since cos ΘC < 1, it must be β > 1/n and an
energy threshold follows
Emin = γminmc2 =
mc2√
1 − n−2
. (2.47)
Cherenkov emission is therefore dominated by low-mass particles. The spectrum is continuous
and the loss rate per unit of path length is
dE(ω)
dx
=
ωe2
4pi0c3
(
1 − c
2
n2v2
)
(2.48)
The emission peaks in the UV region, but below 300 nm it is almost completely absorbed by the
atmosphere. Above this wavelength, the average transmission is around 75%.
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Figure 2.7: Longitudinal and lateral shower development of a 300 GeV photon (left) and of a 1 TeV proton
(right). The energies are different to obtain the same amount of emitted Cherenkov light in the two cases.
The figures on the top panels have an extension of 600 m in width and 27 km in height, while those in the
bottom panels cover an area of 800×800 m2 (Bernlo¨hr 2000).
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The radius of the Cherenkov light cone on the ground depends on the altitude of the emission.
For electromagnetic showers the light is focused in a ring-shaped homogeneous distribution with
a maximum radius of about ∼150 m around the shower axis (Fig. 2.7, left). The intensity of the
light decreases towards the axis and only low altitude emission contributes.
In the right panels of Fig. 2.7 the more irregular development of the hadronic showers can be
seen. The Cherenkov light is more spread and is clustered around several sub-showers.
2.4.3 Extragalactic Background Light (EBL)
The space is filled with a diffuse extragalactic background radiation that spans all the electro-
magnetic spectrum from radio to gamma-ray energies. It is an unavoidable source of opacity
for the propagation of high energy CR and γ-rays. The largest flux component is the CMB, the
thermal blackbody radiation that originated from the primeval plasma. It has been well charac-
terized in all its aspects (spectrum, spatial distribution, photon density evolution) thanks to its
flux dominance over the foreground emission of the Galaxy at the same wavelengths. Because
of its large number density, every photon more energetic than 100 TeV will be absorbed after a
very short mean free path.
From the point of view of γ-ray astronomy, two other components are of primary impor-
tance: the cosmic far-infrared background (CIRB) and the extragalactic background light (EBL)
from UV to the near infrared. The former is light emitted by dust, the latter is direct stellar emis-
sion. Due to intense foreground radiation at these wavelengths, the characterization of the two
component is very difficult. In addition, the time evolution of their number densities cannot be
determined with a simple scaling relation as for the CMB, because these radiations are progres-
sively generated by galaxies and AGN, especially for z < 1. Lower limits can be obtained from
galaxy counts. Direct measurements usually provide upper limits. Upper limits can be derived
also from observations of VHE extragalactic sources (e.g. Aharonian et al. 2006c, 2007a; Mazin
& Raue 2007; Abdo et al. 2010; H.E.S.S. Collaboration et al. 2013; Biteau & Williams 2015). In
order to estimate the correct EBL and CIRB intensities, modeling of galaxy evolution is required.
Several authors used different empirical approaches to the modeling in order to predict the over-
all shape of the spectral energy distribution of the background radiation in the local Universe and
its evolution over time. These can be divided in four groups:
• forward evolution, in which cosmological initial conditions are set and the galaxy are let
evolved using semi-analytical models of galaxy formation (e.g. Primack et al. 2005;
Gilmore et al. 2012);
• backward evolution, in which the existing galaxy populations are extrapolated backwards
in time (e.g. Stecker et al. 2006; Franceschini et al. 2008);
• inferring the evolution of the galaxy populations over a range of redshifts, in which quan-
tities derived from observations (e.g. the star formation rate density) are used (e.g. Finke
et al. 2010; Kneiske & Dole 2010);
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Figure 2.8: CIRB and EBL spectra for the models of Domı´nguez et al. (2011, black solid line), Frances-
chini et al. (2008, blue dot-dashed line) and Gilmore et al. (2010, red dashed line). The gray band repre-
sents the uncertainties of the first model. The filled symbols are lower limits from galaxy counts, the open
symbols are direct measurements. The colored solid lines are upper limits from γ-ray observations of TeV
blazars. The plot is taken from Domı´nguez et al. (2011), where more details on the several datasets can
be found.
• direct observation of the evolution of the galaxy populations over the redshift range which
contributes significantly to CIRB and EBL (e.g. Domı´nguez et al. 2011).
In Fig. 2.8 a comparison of three EBL models is shown, together with lower limits from galaxy
counts and upper limits from direct measurements and from observations of γ-ray blazars. One
can see that the models can sometimes differ significantly. In Fig. 2.9 the evolution of the EBL
number density as function of the redshift is shown. The density is smaller at low redshift due
to the expansion of the Universe. In Fig. 2.10 the effect of the use of different assumptions in the
galaxy evolution models is shown.
Once the evolution of the EBL spectrum and number density has been derived, it is then
possible to calculate the optical depth for the γ-ray photons as function of energy and redshift
(Fig. 2.11). The peak of the pair production cross section between a TeV source photon of energy
Eγ and an EBL photon of energy  is at Eγ ≈ (2mec2)2 (H.E.S.S. Collaboration et al. 2013).
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Figure 2.9: Number density of EBL photons as function of their energies for different redshift values: red
correspond to z = 0, 0.2, 0.4; green to z = 0.6, 0.8, 1.0; blue to z = 1.2, 1.4, 1.6; cyan to z = 1.8, 2.0. From
Franceschini et al. (2008)
Figure 2.10: Same as in Fig. 2.9 for redshift z = 0, 0.6, 1.8, 1.8 (black, red, blue and green lines). The
solid lines are obtained with galaxy evolutionary models and are compared with those corresponding to
the case of a non-evolving population (dashed lines). From Franceschini et al. (2008)
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Figure 2.11: Left: γ-ray photon energies for which the optical depth τγγ = 0.1, 1 and 10 as function of
the redshift (from Franceschini et al. 2008). Right-top: optical depth as function of the energy for the
models of Domı´nguez et al. (2011, black solid line), Franceschini et al. (2008, violet dashed line) and
Gilmore et al. (2010, orange dotted line) for z = 0.1, 0.3, 0.6, 1.0 (from bottom to top). Right-bottom: flux
attenuation for the same redshift values (here from right to left) and same EBL models. The grey areas in
both plots are the propagated model uncertainty from Fig. 2.8. From Domı´nguez et al. (2011).
From this, one can derive the wavelength of optimal interaction:
λEBL = 1.187 × E [TeV] × (1 + z′)2µm (2.49)
where z′ < z, z is the redshift of the source and the factor (1 + z′)2 takes into account the fact that
the interaction can take place at any point in the space between the source and the observer.
2.4.4 IntergalacticMagnetic Field (IGMF)
Magnetic fields are present everywhere in the Universe. Their strengths range several orders of
magnitude: from 1015 G of the most extreme magnetars to few µG of the galaxies. Magnetic
fields of the order of µG are found ubiquitously also in galaxy clusters and superclusters, in
regions between clusters and in cluster halos. They characterize the large scale structures of the
Universe. It is generally believed that the µG magnetic fields are the results of amplification of
weak pre-existent “seed” fields. The nature of such seed fields is unknown. Two large groups
of models exist. For one group, the fields are generated by motion of the plasma in galaxies
and proto-galaxies. For the other group, the seeds fields might be of cosmological origin, from
the early epochs of the expansion of the Universe (e.g. Neronov & Semikoz 2009; Neronov
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Figure 2.12: Left: observational limits on the IGMF from Neronov & Semikoz (2009). The cyan region
shows the upper limit on BIGMF imposed by the Zeeman splitting measurement, the lower bound on the
correlation length imposed by the magnetic diffusion and the upper bound on correlation length given by
the Hubble radius. The orange region shows the limit from Faraday rotation measurements. The magenta
line shows the limit that can be imposed by observations of deflections of ultra high energy cosmic rays.
The violet vertical-hatched regions and the arrows at λB = 0.5 Mpc and λB ∼ RH (Hubble radius) show the
limits imposed on cosmologically produced fields by the CMB observations. The black ellipses show the
ranges of measured magnetic fields in galaxies and galaxy clusters. Right: gray regions and white ellipses
are the same as before. Upper limits from Big Bang nucleosynthesis (BBN) and cluster simulations are
also shown. The black hatched region shows the lower bound on the IGMF obtained from combined GeV
and TeV observations. Orange hatched regions show the allowed ranges of BIGMF and λB for magnetic
fields generated at the epoch of inflation (horizontal hatching), the electroweak phase transition (dense
vertical hatching), QCD phase transition (medium vertical hatching), and epoch of recombination (light
vertical hatching). From Neronov & Vovk (2010)
& Vovk 2010 and references therein). In this last case, very weak intergalactic magnetic fields
(IGMFs) should exist in the large scale voids. However, up to now no measurement could be
done and only upper limits could be derived with different observation techniques. The upper
limits on the IGMF strength BIGMF as function of the coherence length λB have been summarized
by Neronov & Semikoz (2009) and are shown in Fig. 2.12. Lower limits on the IGMF in voids
can in principle be obtained from combined observations of extragalactic sources at GeV and
TeV energies. In the following, a brief description of the method and the processes involved will
be given. For more details, see e.g. Neronov & Semikoz (2009).
Due to the presence of EBL, γ-ray photons with energies Eγ0 & 1 TeV cannot propagate
over cosmological distances because they are absorbed via pair production. The mean free
path (which depends on the EBL model assumed) is λγγ ≈ 80 (10 TeV/Eγ0) Mpc. The gen-
erated e± pairs will then emit secondary cascade radiation via IC on CMB photons. For an
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e± energy Ee ' Eγ0/2 it follows from eq. 2.31 that the re-emitted radiation will have energies
of Eγ ≈ 88 (Eγ0/10 TeV)2 GeV (for CMB = 6 × 10−4 eV). The pairs will cool over distances
λe = 1023(10 TeV/Ee) cm, a factor 103 smaller than λγγ. The power removed from the primary
TeV γ-ray beam is therefore transferred to the cascade emission at GeV energies.
In the presence of magnetic fields, the charged particles will be deflected from their original
path and their IC emission will spread around the original source (Fig. 2.13, left). The deflection
angle θd f l will depend on the particle energy, as well as on the magnetic field strength and on its
coherence length λB. Given RL the Larmor radius, one has
θd f l ' λeRL ' 3 × 10
−4
(
BIGMF
10−16 G
) (
10 TeV
Ee
)2
for λB  λe (2.50)
θd f l '
√
λeλB
RL
' 5 × 10−5
(
BIGMF
10−16 G
) (
10 TeV
Ee
)3/2(
λB
1 kpc
)1/2
for λB  λe (2.51)
From these equations it follows that for a given BIGMF , if Ee is large enough, e± will not be
deflected and all the secondary emission will reach the observer (Fig. 2.13, right-top). In the
opposite case, if the energy is too low, the particles will be isotropized and the secondary flux
will be reduced by a factor Ωc/4pi (being Ωc ' piθ2c the solid angle where the primary radiation is
collimated, Fig. 2.13, right-bottom). In the intermediate case the reprocessed emission is beamed
at different angles at different energies (Fig. 2.13, right-middle).
The effect of the coherence length λB on the derivation of lower limits is depicted in the right
plot of Fig. 2.12. For λB & 1 Mpc, the lower bound on the IGMF does not depend on the IGMF
coherence length because the IC cooling distance of electrons and positrons is much shorter.
Instead, if λB . 1 Mpc, the IC cooling distance becomes larger than the region with a correlated
magnetic field. In this case, during their cooling the pairs pass through regions with different
magnetic field orientations, so that the deflection angle scales proportionally to the square root
of λB. The magnetic field must be stronger in order to to deviate the particles trajectories by a
given angle θd f l.
In order to be able to detect secondary emission from a point-like source like a blazar, the
IC scattered photon must fall inside the PSF of the instrument. The following relation (from
Fig. 2.14) must be satisfied
θ =
λγγ(Eγ)θd f l(Ee)
d
< θPS F (2.52)
Since reprocessing involves emission from an ensemble of charged particles that are spread
over an extended volume by the action of the magnetic field, energy dependent time delays are
of the order of the light travel time of the excess distance that the re-emitted photons must cover
with respect to the line of sight to the source, because of the finite e± velocity ve < c. In addition,
the delay will depend also on the magnetic field strength. It can be analytically estimated to be
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Figure 2.13: Left: Schematic representation of the effect of IGMF on the cascade development. The
original conical jet emission is also shown. The inner shaded region represents the region filled by the
intrinsic TeV emission (from Taylor et al. 2011). Right: Schematic representation of the reprocessing of
the absorbed TeV radiation. The source illuminates the regions inside a cone with semi-aperture θc (equal
to θ jet in the left plot). For a given BIGMF , e± (arrows) with very high energy cool without changing their
direction (top) and the reprocessed GeV IC emission is beamed within the same angle θc. Particles of
progressively lower energy are deflected and spread their emission over larger angles (middle) up to the
point where they are completely isotropized (bottom). From Tavecchio et al. (2010).
Figure 2.14: Schematic representation of the geometry of the process. A TeV photon is emitted at angle
θ1 < θ j to the line of sight and interacts with an EBL photon creating an e± pair after a distance λγγ (here
θ j = θ jet = θc of Fig. 2.13). The particle is deflected by the IGMF of an angle θd f l and scatters a CMB
photon to GeV energies. The reprocessed photon is observed as a source photon if it is detected at an
angular distance from the source θ < θPS F (from Dermer et al. 2011).
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(Dermer et al. 2011, see also Fig. 2 in both Taylor et al. 2011 and Arlen et al. 2014):
∆t ∼ 2 × 106λ100
(
B w
10−15 G
)2(10 GeV
E
)2
yr (2.53)
with λ100 = λγγ/(100 Mpc) and w depending on the ratio between λe and λB, similar to the last
factor in eq. 2.51. This holds true as long as the Compton cooling time is of the order of the
gyroradius. If it is too fast, re-emission is almost immediate and time delay negligible. If it is
too slow, this and not the magnetic field determines the time delay. The observed reprocessed
emission corresponds therefore to the time-averaged original VHE emission and no variability is
expected to be seen. Constrains on the IGMF hence rely on the assumption of a steady VHE flux
on time scales of these delays. Is the VHE flux variable, average values can be used as long as
the variability is shorter than the reprocessing time delay.
Lower limits on the strength of the IGMF can be derived from GeV and TeV observations
making assumptions on the source intrinsic spectrum. Using an EBL model one can estimate
the amount of energy flux that has been absorbed and reprocessed. Comparing the GeV ob-
servations with the expected total contribution of intrinsic and reprocessed fluxes for different
IGMF strengths, one can determine the minimum magnetic field value that does not violate the
observations. These lower limits obviously depend on the assumptions on the EBL model, on the
intrinsic spectrum, on the livetime of the source engine, on the coherence length of the magnetic
field and on the accuracy of the reprocessing model. The limits on BIGMF as function of λB shown
in Fig. 2.12 are therefore model dependent. Several authors (e.g. Neronov & Vovk 2010; Tavec-
chio et al. 2010, 2011; Ahlers 2011; Dermer et al. 2011; Dolag et al. 2011; Huan et al. 2011;
Taylor et al. 2011; Takahashi et al. 2012; Vovk et al. 2012; Arlen et al. 2014; H. E. S. S. Collab-
oration et al. 2014) derived lower limits in the range 10−18 − 10−14 G.
CHAPTER 3
THE H.E.S.S. EXPERIMENT
Ground based observations of γ-ray sources rely on the Imaging Atmospheric Cherenkov (IAC)
technique. This technique takes advantage of the same atmosphere that absorbs the γ-ray radi-
ation (sec. 2.4.1). Imaging Atmospheric Cherenkov Telescopes (IACTs) have a very large col-
lection area of the order of 105 - 106 m2. They are able to record the Cherenkov light emitted in
the air showers (sec. 2.4.1) initiated by the interaction of the primary particles in the atmosphere.
IACTs are currently the most sensitive instruments for VHE γ-ray astronomy in the energy range
above 50-100 GeV.
The first IACT was constructed by the Whipple collaboration (Cawley et al. 1990). It was a
single tessellated reflector of 10 m diameter with an energy threshold of ∼350 GeV. It operated
from 1968 until its de-commissioning in 2013. The first detection of a VHE source was obtained
with this telescope in 1989, when the Crab Nebula was discovered above 0.7 TeV (Weekes et al.
1989).
With the second generation of IACTs like HEGRA (Daum et al. 1997) or CAT (Barrau et al.
1998), significant improvements in the sensitivity were achieved through the use of arrays of
telescopes that permitted the stereoscopic imaging of the air showers. Multiple views of the
same shower provide a more accurate measurement of the shower parameters and allow for a
better reconstruction of the primary particle compared to a single telescope. Requiring trigger
coincidence for multiple telescopes, stereoscopy has also the advantage of reducing random trig-
gers from the night sky background (NSB), as well as from muons and hadrons. This allows the
telescope to operate with a lower energy threshold and a higher sensitivity.
The stereoscopic approach was then adopted in all third generation instruments: H.E.S.S.
(Hinton & the HESS Collaboration 2004), VERITAS (Weekes et al. 2002), CANGAROO-III
(Kubo et al. 2004), MAGIC1 (Lorenz & The MAGIC Collaboration 2004). Compared to the pre-
1After a first phase with a single 17 m telescope, a second one was installed a few years later. The stereo operation
increased the sensitivity of the observatory by a factor of about 3 (https://magic.mpp.mpg.de/).
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Figure 3.1: Left: satellite view of the H.E.S.S. site. The disposition of the four small telescopes in a
square with the diagonals aligned in the North-South and East-West directions is visible. At the center,
the big fifth telescope is being built. Right: map of Namibia. The red symbol marks the position of the
H.E.S.S. site, about 110 km South-West from the capital Windhoek. The Tropic of Capricorn passes just
a few km South. Credits: Imagery c©2016 GeoEye, Map data c©2016 Google.
vious generation, the new systems have a significantly lower energy threshold of about 100 GeV
and higher sensitivity, provided by the use of larger mirror areas and improved electronics.
3.1 The H.E.S.S. telescope system
The High Energy Stereoscopic System (H.E.S.S.) is an array of five IACTs. It was named after
Victor Hess, who received the Nobel Prize in Physics in 1936 for the discovery of the cosmic
radiation in 1912.
3.1.1 Location
H.E.S.S. is located in Namibia on the Kohmas Highlands. The site is about 110 km south-west
of the capital Windhoek at 23◦16′18′′ S, 16◦30′00′′ E, 1800 m above sea level (Fig. 3.1). The
location was chosen mainly for three reasons: its proximity to the Gamsberg area, its altitude,
and its position in the southern hemisphere near the Tropic of Capricorn.
The Gamsberg area is well known for its excellent conditions for astronomical observations
(Wiedner 1998): 57% of the ∼1700 dark moonless hours have no clouds, 64% a cloud coverage
less than 25% above 30◦ altitude. The relative humidity is below 90% for 94% of the time.
The importance of the southern location is due to one of the main goals of the H.E.S.S.
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Figure 3.2: Aerial view of the full HESS-II array. In front of every telescope is a camera shelter, where
the camera is parked during time of non operation. At the bottom of the image is building with the control
rooms and the mechanic’s and electrical workshops. Image credit: Christian Fo¨hr.
experiment, i.e. the survey of the Galactic Plane. The Galactic Center culminates at Zenith
during the southern autumn and winter, when the best observational conditions are met, with the
longest nights and the driest and most stable atmosphere.
The altitude of the site is in the optimal range for the detection of the Cherenkov light emitted
in the air showers, near their maximum.
3.1.2 The array
H.E.S.S. consists of four identical small telescopes placed at the corners of a square of 120 m side
length, whose diagonals are aligned in the north-south and west-east direction (Fig. 3.1, left). A
fifth big telescope is placed at its center (Fig. 3.2). The distance was chosen in order to maximize
the collection area, while requiring that at least two telescope are able to observe the same air
shower, allowing for a good stereoscopic view of each event. For an easier identification, the
telescopes are named as Cherenkov Telescope (CT) 1 to 5, the last one being the one at the
center.
The H.E.S.S. experiment consists of two phases, marked by the presence of CT 5. To dis-
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Figure 3.3: Close up of one of the CT 1-4 telescopes (top) and of CT 5 (bottom).
tinguish the two periods, a new nomenclature has been introduced: H.E.S.S. phase I (HESS-I)
before 2012 and H.E.S.S. phase II (HESS-II) afterwards. HESS-I started in summer 2002, when
the first of the small telescopes became operational. The construction of the fourth telescope
was completed in December 2003, and the full CT 1-4 array has been functional since January
2004. HESS-II begun with the inauguration of CT 5 in September 2012 during the ten years
anniversary of H.E.S.S. . The whole CT 1-5 system constitutes the world first hybrid system of
IACTs.
Observations can be carried out using different telescope combinations: a Stereo mode in-
volving any subsets of CT 1-4 with or without CT 5 and a Mono mode using CT 5 only. Mono
and CT 1-4 stereo observations can be carried out simultaneously on different sources.
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The stereoscopic technique of the HESS-I system provides a good angular resolution of 0.1◦
per photon and a good background rejection. This allows for a low energy threshold of ∼100 GeV
at Zenith and a 1% Crab flux sensitivity. The Mono system reaches lower energies around ∼20-
50 GeV at Zenith thanks to the significantly larger mirror area, but has a poorer angular resolution
and background rejection capabilities, due to the lack of stereoscopy. The observations with the
Stereo-Hybrid system exploit the advantages of both subsystems. This results in a lower energy
threshold and in an improved sensitivity in the low energy domain up to ∼1 TeV thanks to the
larger collecting area and in a better background rejection from the stereoscopic view.
3.1.3 Mount and drive system
All five telescopes have an alt-azimuth mount installed on a circular base frame which rotates
around a vertical axis. A dish for the support of the mirrors is attached to the elevation axis. Both
are realized as steel space frames.
CT 1-4 (Fig. 3.3, top) have hexagonal dishes with a flat-to-flat width of 12 m (∅ = 13 m)
and a focal length f = 15 m ( f /d = 1.2). The circular rail has a diameter of 13.6 m. The
movements in both azimuth and elevation are achieved through friction drives that can reach an
angular velocity of 100◦/min. It allows a repointing between any two positions in the sky in less
than 2 minutes. The position is controlled by shaft encoders with a digital step size of 10′′ and a
mechanical accuracy of 3′′. The weight of each telescope, including camera, drive systems and
mirrors is about 60 tons.
CT 5 (Fig. 3.3, bottom) is considerably larger than the other four telescope. Currently, it is
the largest optical telescope in the world. Its light collecting area of 32.6 × 24.3 m2 is equivalent
to a 28 m circular dish. The elevation axis is placed at 24 m height. The drive systems are
different for the two axis. In azimuth, four motors drive 4 of the 12 wheels on a 36 m diameter
rail. The maximum speed is 200◦/min. The range is ±280◦ from the park position. The elevation
drive is a rack-and-pinion system on semi-circular structures on both sides of the telescope,
moved by two drive units with two motors each. The maximal speed is 100◦/min. The range
is −125◦/ + 90◦ from the vertical. The greater speed and wider movement range allow for a
repointing between any two positions in the sky in less than 50 seconds. The total weight of CT 5
amounts to 580 tons.
3.1.4 Mirrors
The CT 1-4 mirrors (Bernlo¨hr et al. 2003) are constituted of a segmented reflector. It is composed
of 380 round facets arranged with Davies-Cotton optics2 (Davies & Cotton 1957). Each facet
has a diameter of 60 cm, for a total reflecting area of about 107 m2. Due to shadowing from the
2In a Davies-Cotton optics, the facets are arranged on a sphere of radius f, which corresponds to the focal
length of the facets and of the whole telescope, as well. This design provides good off-axis imaging (reduced coma
aberration), which is important for a uniform response over the large field of view required for observations of
extended sources.
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Figure 3.4: Drawing of a HESS-I mirror with its anchorage system. The same method is used for the
HESS-II mirrors. From https://www.mpi-hd.mpg.de/hfm/HESS/.
Figure 3.5: Mirror alignment technique. Left: a star is observed with a CCD camera positioned at the
center of the dish, viewing the closed lid of the PMT camera. Top-right: star image before alignment.
Bottom-right: star image after alignment (Cornils et al. 2003).
camera arms, the effective area is reduced to about 95 m2. The mirror facets are made with quartz-
coated aluminized ground glass with a reflectivity of at least 80% for wavelengths between 300
and 600 nm. 80% of the reflected light must fall inside 1 mrad diameter at the distance of the
15 m focal length.
As for CT 1-4, the CT 5 mirror is a segmented reflector, as well. In this case, the mirror
facets are mounted in a parabolic shape3. 875 hexagonal quartz-coated aluminized glass mirrors
are used. They have a flat-to-flat width of 90 cm, for a total mirror area of 614 m2, and a focal
length of 36 m.
3A Davis-Cotton mounting for CT 5 would have introduced too large anisochronisms between the arrival times of
the photons from the center or from the border of the reflector, which would have resulted in a significant degradation
of the signal to background ratio. The parabolic shape increases the off-axis aberration.
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For all five telescopes, the anchorage of the mirrors to the dish is made on three points (Fig.
3.4). One is fixed, while the other two are movable through motor-driven actuators. This allows
for their remote alignment, which is performed as follows (Cornils et al. 2003). A bright star is
imaged on the close lid of the camera and viewed with a CCD camera in the center of the dish.
When misaligned, every mirror will generate a spot on the lid (Fig. 3.5, top-right). Every facet is
then moved in both axis until all the spots converge into a single star centered at the main focus
at the center of the telescope camera (Fig. 3.5, bottom-right).
The optical point spread function (PSF) of the resulting image is defined as the radius of a
circle enclosing 80% of the spot intensity. It depends on both the offset from the camera center
(because of spherical aberrations) and on the elevation of the telescope (because of deformations
of the dish structure). For all practical observations it is well within the pixel size (Fig. 3.6).
3.1.5 Cameras
The H.E.S.S. cameras have an hexagonal shape and are located in the focal plane of the reflector.
They are supported by a quadrupod, the ”nose” of the telescopes. They consists of photomulti-
plier tubes (PMTs) organized in ”drawers” (Fig. 3.7, left). Each drawer contains 16 PMTs with
the associated electronics. Each PMT represents a camera pixel. PMTs have been chosen above
other alternatives due to their quick response, needed to catch Cherenkov flashes that last only
for a few ns. Up to now4, they are the most appropriate light sensors for IACT cameras, despite
a quantum efficiency of 25-30%. In order to reduce the insensitive area of the cameras due to
4Currently, the FACT collaboration (http://isdc.unige.ch/fact/) is successfully testing Geiger-mode
avalanche photodiodes (G-APDs) as photosensors for an IACT camera. Compared to PMTs, G-APDs use a much
lower operation voltage, are more robust and have a higher efficiency. They also can be operated during strong moon
light. As a consequence, they are very well suited to improve the sensitivity of the instruments and are ideal for a
monitoring telescope, providing a larger duty cycle.
Figure 3.6: HESS-I PSF size of a star as function of the offset from the optical axis. The pixel size is
indicated, as well (Cornils et al. 2003).
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Figure 3.7: Left: a ”drawer”, consisting of 16 PMTs and all associated electronics. Right: front image of
a HESS-I camera. In the upper half the hexagonal Winston cones are already in place, while in the lower
half, one can see the bare PMTs. From https://www.mpi-hd.mpg.de/hfm/HESS/
the circular shape of the PMTs, hexagonal Winston cones (Fig. 3.7, right, Welford & Winston
1989) are used to funnel the light into the PMTs. The cones also limit the solid angle viewed by
the PMTs and reduce the noise due to stray light and albedo. The trigger and readout electronics
as well as the high voltage supply are contained in the rear part of the camera body. All H.E.S.S.
cameras follow this concept. However, the CT 5 camera is redesigned and highly improved with
respect to the older ones.
The HESS-I cameras (Fig. 3.8, left, Punch & H.E.S.S. Collaboration 2001) consist of 960
PMTs divided in 60 drawers. Each pixel has an angular size of 0.16◦, yielding a total field of
view (FoV) of the camera of about 5◦ of diameter. This combination allows for the observation
of extended sources and for the resolution of image details. The image recording rate is 300 Hz.
The cameras have a diameter of about 1.6 m and a length of 1.5 m. They weight around 800 kg.
The CT 5 camera is almost three times larger than the HESS-I cameras. Its is 2.3 m wide,
2.4 m high and 1.8 m deep for a total weight of 2.8 tons. Its 2048 PMTs cover an angular size of
0.067◦ each, yielding a total field of view of 3.2◦ of diameter in the sky. The image recording rate
is 3600 Hz. The significantly smaller field of view makes CT 5not suitable for the observation of
extended sources or for observation strategies like the Galactic Plane survey. A special system
allows for the loading and unloading of the camera for an easier maintenance and protection
inside the shelter (Fig. 3.8, right).
3.1.6 Trigger system
The H.E.S.S. trigger system (Funk et al. 2004) has been developed to optimize the use of the
stereoscopy. It requires a coincident signal from at least two of the five telescopes in order
for the event to be processed. This requirement significantly suppresses the rate of background
events. They are mostly hadronic showers, which have a more inhomogeneous light pool than
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Figure 3.8: Left: HESS-I camera with open lid inside its support (from https://www.mpi-hd.mpg.
de/hfm/HESS/). Right: CT 5 camera being unloaded from the quadrupod as demonstration during the
inauguration in September 2012.
the γ-ray photons and therefore are less likely to fulfill the coincidence. Single muons are also
almost completely rejected because their light pool is in general too small to trigger more than
one telescope. The event rejection at the hardware level additionally allows for the reduction
of the requirements for the network, the disc space and the CPU time needed. The coincidence
permits to lower the camera trigger thresholds, and consequently the energy threshold of the in-
strument (that scales roughly with the pixel threshold), by a factor 2 compared to single telescope
operations.
The trigger system is subdivided in two stages. The first is at the telescope level, the second
involves a central trigger system (CTS). Here, the trigger system of the HESS-I telescopes is
briefly described as an example. The CT 5 trigger follows the same principles, but the same
numerical values do not apply, being its camera larger and the whole electronics more advanced.
For the local trigger, each camera is subdivided in overlapping sectors containing 64 pixels.
It is required that the photoelectric signal in a predefined number M of pixels (sector threshold,
typically 2 to 4 pixels) exceeds a certain value N (pixel threshold, typically a few photoelectrons,
p.e.). The overlapping sectors ensure a homogeneous trigger efficiency across the entire camera.
This multiplicity trigger must be fulfilled in a short time window of usually 1.3 ns.
The signal from every PMT is sampled at 1 GHz and stored in buffers of 128 cells. When the
conditions for the multiplicity trigger are met, the buffer content is integrated in a time window
of 16 ns around the signal and the camera is read out. The total camera dead time for the process
is 446 µs.
The trigger signal is sent from the camera via optical fiber to the CTS, for the multiple-
telescope coincidence requirement. If this is met, a readout signal is sent back to the cameras
and the data are registered. Otherwise, a reset signal is sent, and the camera discards the event.
In addition to this, to allow for CT 5 Mono observations, any signal coming from this tele-
scope is recorded, as well. A second level local trigger (L2) is present to avoid that one event is
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Figure 3.9: The Automated Telescope for Optical Monitoring (ATOM)
recorded as both Mono and Stereo event. It also prevents too high trigger rates caused by muons
and night sky background through a first level pattern analysis of the recorded images.
3.2 Automated Telescope for OpticalMonitoring (ATOM)
The Automated Telescope for Optical Monitoring (ATOM, Hauser et al. 2004) is also part of
the H.E.S.S. experiment. ATOM (Fig. 3.9) is a 75 cm altazimuth telescope built by the German
company Carl Zeiss GmbH in the late 1970s. It has a focal length f = 600 cm and an aperture
ratio of f /8.
Initially, the telescope was mounted and operated at the Heidelberg State Observatory (Lan-
dessternwarte, LSW) on the Ko¨nigstuhl in Heidelberg, Germany. With the start of the H.E.S.S.
project, it was decided to relocate it to the H.E.S.S. site as support for multiwavelength (MWL)
observations. The telescope was then upgraded to work in robotic mode. The mechanical com-
ponents required a modest redesign, while the entire electronics were replaced.
ATOM is equipped with an Apogee Alta U47 camera (Apogee Alta E47+ until 2011) with
a FoV of 8′. It is mainly used for the optical monitoring of variable γ-ray sources and can
trigger target of opportunity (ToO) observations for H.E.S.S. if a source is found in a high state.
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Table 3.1: Comparison of the technical characteristics of the five Cherenkov telescopes of the H.E.S.S.
array (from https://www.mpi-hd.mpg.de/hfm/HESS/pages/about/HESS_I_II/).
CT5 CT1-4
Mount
Mount type alt-az alt-az
Azimuth drive system 12 wheels in 6 bogies on 36 m diame-
ter rail; 4 wheels driven by servo mo-
tors, plus backup motors; peak position-
ing speed 200◦/min; range 560◦.
Friction drive using separate circular rail,
with servo motor and backup motor;
peak positioning speed 100◦/min; range
540◦.
Elevation drive system Toothed ring on either side of the dish;
2 drive units with 2 motors each, plus
backup motors; peak positioning speed
100◦/min; range −125◦/ + 90◦ from ver-
tical.
Friction drive using circular rail, with
servo motor and backup motor; peak
positioning speed 100◦/min; range
−125◦/ + 90◦ from vertical.
Height of elevation axis 24 m 10 m
Dish
Dimensions 32.6 × 24.3 m2; equivalent to a 28 m cir-
cular dish
12.0 m flat-to-flat (hexagonal,
∅ = 13 m).
Shape of reflector Parabolic Davies-Cotton
Focal length 36 m 15 m
Total mirror area 614 m2 108 m2
Mirror facets 875 hexagonal facets of 90 cm (flat-
to-flat) size; quartz-coated aluminized
glass; weight per facet ≈25 kg
382 round facets of 60 cm size; quartz-
coated aluminized glass; weight per
facet ≈15 kg
Facet alignment Each facet equipped with 2 actuators
with 2 µm positioning step size
Each facet equipped with 2 actuators
with 3 µm positioning step size
Camera
Photo sensors 2048 1-1/4’ PMTs 960 1-1/4’ PMTs
Packaging 128 drawers of 16 PMTs each; each
drawer includes digitization, trigger,
slow control and high voltage genera-
tion.
60 drawers of 16 PMTs each; each
drawer includes digitization, trig-
ger, slow control and high voltage
generation.
Pixel size 42 mm flat-to-flat, hexagonal (Winston
cones), equivalent to 0.067◦.
42 mm flat-to-flat, hexagonal (Winston
cones), equivalent to 0.16◦.
Sensitive area / FoV ∅ ≈ 200 cm, equivalent to 3.2◦ on the
sky.
∅ ≈ 130 cm, equivalent to 5.0◦ on the
sky.
Signal recording 1 GHz signal sampling; 2 gain channels
for each pixel for large dynamic range;
records signal amplitude, timing, and
shape.
1 GHz signal sampling; 2 gain channels
for each pixel for large dynamic range;
records signal amplitude.
Effective exposure time 16 ns 16 ns
Image recording rate 3600 images/s 300 images/s
Power consumption 8 kW 5 kW
Dimensions of camera
body
227 × 240 × 184 cm (W × H × D) 160 × 160 × 150 cm (W × H × D)
Camera weight 2.8 tons 0.8 tons
Camera support Quadrupod Quadrupod
Weight of complete
telescope
580 tons (incl. mirrors, camera) 60 tons (incl. mirrors, camera)
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Every source in the ATOM database is observed typically once every three nights in R and B
bands. Observations in V and I bands are also possible. The data collected are analyzed with
an automatic pipeline that performs standard reduction, photometry and source calibration. For
the photometry, an aperture of 4′′ radius is used. Reference stars present on the same frame are
used for the calibration. These in turn are calibrated using standard stars. The observation of
standard stars can be used also for measuring the evolution of the atmospheric transmission on
the H.E.S.S. site.
CHAPTER 4
DATA COLLECTION AND ANALYSIS
In this chapter, it will be explained how observations with IACT are done, how the data are
collected and analyzed and how the signal is reconstructed. Two reconstruction methods are
described, following the implementation adopted in the software framework used in this work,
as well as the different procedures for the background rejection. Finally, the spectral, temporal
and morphological analyses are presented.
4.1 Observation methods
Observations with IACTs are usually carried out only during the moonless part of the night,
the so called “dark time”. One reason is the moonshine, which would hinder the detection of
the very faint flashes of Cherenkov light. Another reason is the serious risk of damaging the
cameras, would too much light enter the PMTs. This leads to the loss of about 50% of the night
time, significantly limiting the duty cycle of the telescopes. In order to reduce the lost hours,
some IACTs make use of UV filters that permit the observation during periods with (partial)
moon coverage, at the expenses of a higher energy threshold. During the night, the dark time is
subdivided in “runs”, single observations with a typical exposure of 28 minutes.
The original observation strategy used with the first IACTs was the so called ON/OFF mode.
This method consists in alternating runs on the actual target (ON run) and on an empty part of
the sky that will be used to derive a background estimation (OFF run). In order to keep the
observation conditions of the two runs as similar as possible, the telescope is moved 30 minutes
in Right Ascension, but maintained at the same Zenith angle. This strategy is particularly useful
for single telescope instruments with relatively small FoV. It has the advantage that the target is
placed at the center of the camera, which is the most sensitive part. The main disadvantage is the
need to spend half of the available dark time off-source.
Modern IACTs have a larger FoV and their cameras have a more homogeneous response.
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The wobble mode observation method is hence more appropriate: it allows the simultaneous
recording of ON and OFF data (see sec. 4.7). In wobble mode, the telescope is pointed slightly
offset from the observed target, which is kept in the FoV at all times. The offset is typically
between 0.5◦ and 1.0◦ and is alternated in four different directions in Right Ascension and Decli-
nation with respect to the target position. When one axis is moved, the other is kept at the target
nominal position. For each set of four observations, the ON region is in the middle of the total
FoV. The striking advantage of the wobble mode is the suppression of dedicated OFF source ob-
servations, with the consequent doubling of ON source time. Another benefit is the fact that ON
and OFF data are taken under the exact same conditions. The biggest disadvantages occur for
very extended sources or for crowded regions (as it is the case in the Galactic Plane), for which
it becomes difficult to find usable background regions.
4.2 Shower imaging
The Cherenkov radiation emitted by the particles in the air showers is collected by the large
mirrors and reflected onto the PMT cameras. The resulting image on the focal plane is a two
dimensional projection of the shower with an elongated elliptical shape.
In Fig. 4.1 the mapping of an air shower is sketched. In the left panel one can see how
the orientation of the image depends on the inclination of the shower axis with respect to the
telescope optical axis. In the right panel, the shape of the light distribution in the camera is
explained. The length of the image is determined by ∆φ = φ2 − φ1, its position by the distance R
between the telescope and the shower axis and its width by the shower lateral extent. This implies
that the farther a shower is from the telescope, the more its image will be elongated and nearer
to the border of the camera. The elongation also depends on the Zenith angle of the observation:
for the same impact distance from the telescope, showers from larger Zenith angles will produce
more elongated images.
Once the shower image has been collected, the original particle that ignited the air shower
must be reconstructed. In the next two sections two different methods used for this work will be
briefly described.
4.3 Hillas reconstruction
The first and most simple method used for the event reconstruction is based on the Hillas param-
eterization of the shower image (Hillas 1985) and is based on the fact that the images of γ-ray
photons are to good approximation elliptical. This is not true for most hadron induced showers
because in hadronic interactions the transferred lateral momentum is larger and leads to a much
larger lateral spread of the shower. Its footprint is more irregular and shows several isolated
clusters. This difference is useful for the background rejection.
The values of all the parameters needed for the event reconstruction can be determined from
a single shower image. However, the stereoscopic approach greatly improves the determination
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Figure 4.1: Mapping of an air shower onto the telescope camera. Top: the orientation of the image
depends on the inclination of the shower axis with respect to the telescope optical axis. Bottom: the shape
and size of the distribution depends on ∆φ = φ2 − φ1, R and the width of the shower (from Berge 2006).
of the shower direction and of the impact parameter, thus yielding a more precise reconstruction.
The parameters are the following (Fig. 4.2):
• the length L and width w of the ellipse;
• the image amplitude (size) as number of p.e.;
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Figure 4.2: Schematic representation of the Hillas parameters (from De Naurois 2012).
• the nominal distance d. It is the distance, measured in degrees, between the center of the
camera and the center of gravity (COG) of the image;
• the azimuthal angle of the image main axis ϕ;
• the orientation angle α.
They can be expressed analytically using the measured intensity qi and the position (xi, yi) of
each pixel. From the first and second moments one has
〈x〉 =
∑
i xiqi∑
i qi
〈y〉 =
∑
i yiqi∑
i qi
(4.1)
〈x2〉 =
∑
i x2i qi∑
i qi
〈y2〉 =
∑
i y2i qi∑
i qi
〈xy〉 =
∑
i xiyiqi∑
i qi
(4.2)
and the respective variances and covariances
σx2 = 〈x2〉 − 〈x〉2, σy2 = 〈y2〉 − 〈y〉2, σxy = 〈xy〉 − 〈x〉〈y〉. (4.3)
One can define the variables
χ = σx2 − σy2 (4.4a)
z =
√
χ2 + 4σxy (4.4b)
b =
√
(1 + χ/z)〈x〉2 + (1 − χ/z)〈y〉2 − 2σxy〈x〉〈y〉
2
(4.4c)
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Figure 4.3: Shower images seen from the single telescopes in stereoscopic observations (left) and their
superposition (right). The direction of the primary particle is given by the intersection of the main axes
(from De Naurois 2012).
The Hillas parameters are then simply
d =
√
〈x〉2 + 〈y〉2 (4.5a)
L = σx2 + σy2 + z (4.5b)
w = σx2 + σy2 − z (4.5c)
α = arcsin
(
b
d
)
(4.5d)
In this parameterization, only the pixels contained in the shower image must be taken into
account. An image cleaning is therefore needed to remove pixels with intensities unrelated to
the shower, likely due to PMT noise or to NSB. The algorithm considers two intensity thresholds
Thigh = 10 p.e. and Tlow = 5 p.e.. Only the pixels that have an intensity above one of the two
thresholds and at least one neighboring pixel above the other threshold are kept. An additional
cut is made on the nominal distance d to avoid images too close to the edge of the camera, that
could be truncated and hence misreconstructed.
For stereoscopic observations, the direction of the primary particle is given by the intersec-
tion of the main axes of the shower images seen by the single telescopes. Being these main
axes non perfectly precise, one will have for N telescopes N(N − 1)/2 intersections. Therefore,
the “true” value is calculated as a weighted1 average of the multiple intersections. The shower
impact point is calculated in a similar way, considering the geometrical intersection of the planes
in the sky that contain the telescopes and the shower track.
1The weight depends on the size, L and w parameters.
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4.3.1 Energy reconstruction
The estimation of the particle energy must rely on lookup tables, derived from Montecarlo (MC)
simulations, which assume that all particles are γ-ray photons.
Firstly, a complete air shower is simulated, as well as the response of the H.E.S.S. array to
the emitted Cherenkov light2. The shower images depend on the true event energy, on the impact
parameter, on the Zenith angle of the observation and on the off-axis angle (the offset between
the camera center and shower position). For this reason, the simulations are computed in the
energy range 30 GeV - 80 TeV for 20 Zenith angles bands, 6 off-axis angles bands and 7 optical
efficiencies bands. Since the Earth magnetic field influences the development of the showers,
also two Azimuth angles are taken into account. Secondly, the impact point and the image size
of every shower are reconstructed for every telescope. The tables are created binning each event
as function of these two parameters. For every bin, the average value and the variance of the true
energy of the particles are finally computed.
The particle energy is estimated for each telescope using the impact parameter calculated
from the full array3, interpolating the values in the lookup tables. The single values are then
averaged over all telescopes, weighting over the uncertainties of the single measurements.
The typical energy resolution is of the order of 15-20%. The energy reconstruction becomes
more precise with increasing primary energy. On the one hand, this is due to the fact that more
light is collected by each camera, leading to smaller statistical fluctuations in the image size.
On the other hand, the intrinsic shower fluctuations decrease with increasing energy. Significant
biases exist below 100 GeV and above 20 TeV.
4.3.2 γ-Hadron separation
Most of the events detected with IACTs are not photons, but hadronic particles. Hadronic events
exceed γ-ray events of a factor 103 to 104. It is therefore necessary to find a way to suppress them.
The use of stereoscopy helps avoiding single telescope events. Other methods involve applying
cuts on the clean images. Again, the properties of the shower can be exploited. As discussed in
sec. 2.4.1, the air showers generated by hadronic interactions are less regular, broader and less
luminous than the showers generated by γ-ray photons of the same energy. Two kinds of cuts
are used: size cuts and shape cuts. The first ones require the image size to be above a certain
p.e. value. Usually thresholds of 40, 80 and 200 p.e. are used. The second ones rely on the use
of two variables, the mean reduced scaled width (MRSW) and the mean reduced scaled length
2The system response takes into account a large series of parameters: the reflector layout, its orientation with
respect to the air shower, the shadow of the camera support structure, the mirror reflectivity, the transmission of the
Winston cones, the optical PSF, the quantum efficiency of the PMTs and the pulse shape of the PMT signals.
3Since the amount of Cherenkov light at a given distance from the shower axis is approximately proportional to
the primary energy, a precise reconstruction of the impact distance is important.
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Figure 4.4: Distributions of the MRSL (left) and MRSW (right) variables for MC simulated γ-ray photons
(gray histogram) and protons (hatched histogram) and for real off-source data (black points). The dashed
vertical lines indicate the minimum and maximum cut values (from Funk 2005).
Table 4.1: Cuts configurations used in the Hillas analysis. The θ2 cut is given for point-like sources. “c.u.”
indicates source flux in units of the Crab Nebula flux.
Config. MRSL MRSW θ2 size Nom. dist. Optimization
min max min max [deg2] [p.e.] [deg]
Hard -2.0 2.0 -2.0 0.7 < 0.01 > 200 2.0 Faint sources (∼1% c.u.) with hard
spectra (Γ ∼ 2.0). For discovery
and morphological analysis.
Standard
(Std)
-2.0 2.0 -2.0 0.9 < 0.0125 > 80 2.0 Luminous sources (∼10% c.u.)
with Crab-like spectra (Γ ∼ 2.6).
For spectral analysis.
Loose -2.0 2.0 -2.0 1.2 < 0.04 > 40 2.0 Low energy sources with soft spec-
tra (Γ ∼ 3.0). For spectral analysis.
(MRSL), defined as
MRSW =
1
Ntel
Ntel∑
i=1
wi − 〈w〉MC,i
σMC,i
MRSL =
1
Ntel
Ntel∑
i=1
Li − 〈L〉MC,i
σMC,i
(4.6)
where MC refers to the values expected from MC simulations. As it can be seen in Fig. 4.4,
photons and hadrons have very different MRSW and MRSL distributions. Minimum and max-
imum values can be defined, and all events falling outside this range are rejected. Most of the
rejection is provided by the maximum value of MRSW. However, the shape cuts cannot elimi-
nate completely the hadronic component. What remains after cuts is referred to as γ-like events.
For the spectral analysis, an additional cut on the angular distance from the source position is
used. It depends on the instrument PSF and on the source size and it is usually defined as the
68% containment radius. These cuts are combined in cuts configurations, which are optimized
for sources with different characteristics. They are summarized in Table 4.1.
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4.4 Model reconstruction
A more sophisticated reconstruction method is represented by the Model Analysis (de Naurois
& Rolland 2009). Here, the raw camera image is compared directly with the shower image pre-
dicted by a semi-analytical model. This technique was first investigated in Le Bohec et al. (1998)
and was later further developed including a fit algorithm based on a log-likelihood minimization.
The Model reconstruction, although it requires longer computing time, has several advantages
with respect to the simpler Hillas reconstruction, outperforming it in basically every aspect of the
analysis. In the following, the bases and the most important features of the model will be briefly
described (for the details and the equations of the analytical parameterization please refer to de
Naurois & Rolland 2009).
The shower images predicted by the semi-analytical model are obtained from the parame-
terization of the Cherenkov light pool of the simulated air showers (sec. 2.4.1). The light dis-
tribution depends on the longitudinal, lateral and angular distribution of the charged particles in
the shower. The depth of the first interaction is taken into account, as well, in order to reduce
the discrepancy between shower images and model predictions. The particle air showers are
simulated at energies of 10 GeV, 50 GeV, 100 GeV, 500 GeV, 1 TeV, 5 TeV, 10 TeV and 20 TeV
to cover the dynamical range of H.E.S.S. In addition, the noise from NSB is modeled for every
pixel and enters the likelihood fit. Thus, an image cleaning procedure is not needed.
The light density can be calculated for every pixel in the camera with an eight-dimensional
integral that depends on:
• the depth of the shower (longitudinal development);
• the electron/positron energy in the shower;
• the particle direction with respect to the telescope (two parameters);
• the particle position with respect to its direction (two parameters);
• the Cherenkov photon wavelengths;
• the azimuthal angle of the Cherenkov light around the electron (fixed for a given particle
energy).
Moreover, the telescope response and the environmental conditions must be taken into account
as well: PSF, electronic response of the PMTs, geometric light collection efficiency, atmospheric
absorption, reflectivity and wavelength-dependent quantum efficiency. All these values are avail-
able in look-up tables. The telescope response is obtained with detailed simulations.
The shower models (Fig. 4.5) are generated for sets of different parameters:
• 40 Zenith angles θz;
• 40 impact distances from the telescope between 0 and 440/cos(θz) m;
• 65 energies between 50/cos(θz) GeV and 20/cos(θz) TeV;
• 6 first interaction depths between 0 and 5.
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Figure 4.5: Model of a 1 TeV shower started at one radiation length and falling 20 m (top-left), 100 m
(top-right) and 250 m (bottom-left) away from the telescope. Bottom-right: same as top-right but with a
first interaction point at three radiation lengths. The x and y axis are in degrees in the camera frame. Note
that the vertical scale differs (from de Naurois & Rolland 2009).
The comparison between the raw camera image and the generated parametrized models is
done with a log-likelihood minimization procedure under the hypothesis that the particle is a
γ-ray photon. The fit is performed on the whole camera, comparing the intensities from every
pixel, each of them yielding a log-likelihood value. The total telescope log-likelihood is the sum
of the pixels log-likelihood.
The best fit parameters (and their uncertainties) for the primary photon energy, the impact
distance (two parameters), the photon direction (two parameters) and the depth of the first inter-
action are obtained with a minimization procedure.
4.4.1 γ-Hadron separation
As for the Hillas reconstruction, cuts must be used in order to discriminate between the γ-ray
signal and the dominating hadronic background. Again, the differences between hadronic and
electromagnetic showers can be exploited. As already mentioned, hadronic showers are more
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Figure 4.6: Distribution of the ShowerGoodness for real data (PKS 2155-304, excess events in blue,
background events in grey), compared to a simulation with a similar night sky background level (red
histogram). The shapes recall those of the MRSW and MRSL of the Hillas analysis (from de Naurois &
Rolland 2009).
irregular, contain several sub-showers, have a larger lateral spread and emit less Cherenkov light
compared to an equally energetic electromagnetic primary particle. As a consequence, images
are fainter, more spread out in the camera and often exibit several separated clusters.
The γ-hadron separation in the Model reconstruction is based on the goodness-of-fit ap-
proach, which checks the compatibility of the recorded image with the null hypothesis of a γ-ray
event. The goodness-of-fit is defined as
G =
∑
pixel i [ln L(si | µi) − 〈ln L〉|µi]√
2 × NdF (4.7)
where ln L(si | µi) is the pixel log-likelihood of a signal si given an expected value µi, 〈ln L〉|µi is
the pixel expectation value and NdF is the number of degrees of freedom (number of pixels - 6
parameters). The goodness-of-fit behaves asymptotically like a χ2 distribution and G is expected
to behave like a normal variable with 〈G〉 = 0 and σ2(G) = 1.
In order to exploit the differences between the γ and hadron shower images, the Shower-
Goodness (SG) and the BackgroundGoodness (BG) discriminators were implemented. They are
both based on eq. 4.7, but involve two different groups of pixels instead of the whole camera:
• ShowerGoodness: it takes into account the pixels belonging to the shower core. This is
defined as the pixels with a predicted amplitude above 0.01 p.e., together with three rows of
neighboring pixels. This variable is much more sensitive to discrepancies between model
prediction and actual shower image than the goodness-of-fit thanks to the much smaller
number of the NdF.
• BackgroundGoodness: it takes into account all remaining pixels. This variable is sensitive
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Table 4.2: Cuts configurations used in the Model analysis for CT 1-4 data. The θ2 cut is given for point-
like sources. c.u. indicates source flux in units of the Crab Nebula flux.
Config. MSSG θ2 size Nom. dist. Primary depth NSBL Optimization
min max [deg2] [p.e.] max [deg] min max min
Faint -3.0 0.4 0.005 120 2.0 -1.0 4.0 -1.0 For sources fainter
than few c.u.
Standard -3.0 0.6 0.01 60 2.0 -1.0 4.0 -1.0
Loose -2.0 0.9 0.0125 40 2.0 N/A N/A N/A Maximizes the γ-ray
efficiency for strong
sources; poorer back-
ground rejection
For all cuts configurations, at least two telescopes must pass the shape cuts.
A value of BG < 2 is used in all cut configurations for safety (it gives no background rejection).
to hadronic clusters, hadronic rains and other irregularities outside the main image.
The distribution of the SG is similar to those of the MRSW and MRSL for the Hillas recon-
struction, and is shown in Fig. 4.6. After applying cuts on the SG, the BG loses its background
rejection power. It can still be useful as a safety check.
Initially, the ShowerGoodness and the BackgroundGoodness were not implemented in the
Model reconstruction, which was often combined with other reconstruction methods and respec-
tive cuts in order to increase the sensitivity. With the introduction of these new discriminators,
the combination lost all effects and the upgraded Model analysis was renominated as Model++
(in short M++). This new name will be used in the following chapters of this work.
As for the Hillas analysis, several sets of cuts has been defined (Table 4.2). A MeanScaled-
ShowerGoodness is used instead of the SG. In addition, a similar variable on the NSB (NSBLike-
lihood, NSBL) has been implemented. It is defined as the comparison between two hypothesis:
the image results from the shower, or the image results only from NSB fluctuations (µ = 0):
NSBL =
∑
pixel i [ln L(si | µi) − ln L(si | µi = 0)]
NdF
(4.8)
With the addition of CT 5 and the consequent use of Mono and Stereo analyses, other cuts
were required (Table 4.3). In particular, one cut on the minimum containment fraction of the
model image inside the camera and one on the minimum number of pixels above 5 p.e. in the
shower were introduced. In addition, the NSBL variable was substituted by the NSBGoodness
(NSBG), which checks how good is the null hypothesis of the image resulting only from NSB.
It has the same form of eq. 4.7:
NSBG =
∑
pixel i [ln L(si | µi = 0) − 〈ln L(si | µi = 0)〉]√
2 × NdF (4.9)
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Table 4.3: Cuts configurations used in the Model Mono and Stereo analyses with Prod6 DSTs and soft-
ware version paris-0-8-30 (see sec. 4.11). The θ2 cut is given for point-like sources.
Config. MSSG θ2 size Nom. dist. Primary depth NSBG Min.cont. #pixels
min max [deg2] [p.e.] max [deg] min max min fraction > 5 p.e.
Stereo
Faint -4.0 0.9 0.005 120 2.0 -1.1 3.4 60 0.5 5
Standard -4.0 0.9 0.006 60 2.0 -1.1 3.4 28 0.5 5
Loose -4.0 0.9 0.008 40 2.0 -1.1 3.4 15 0.5 5
VeryLoose -4.0 0.9 0.010 20/40† 2.0 -1.1 3.4 N/A 0.5 0
Mono
Safe -4.0 0.6 0.015 60 1.4 -1.1 1.3 40 0.5 5
Standard -4.0 0.6 0.015 60 1.4 -1.1 1.3 32 0.5 5
Loose -4.0 0.6 0.015 60 1.4 -1.1 1.3 24 0.5 5
† 20 p.e. for CT 1-4 and 40 p.e. for CT5
For all cuts configurations of the Stereo analysis, at least two telescopes must pass the shape cuts.
A value of BG < 2 is used in all cuts configurations for safety (it gives no background rejection).
A direction error < 0.2◦ for Stereo and < 0.3◦ for Mono is used for safety (it gives no background rejection).
It has to be noted here that the Mono/Stereo cuts are actually very different and in some
aspects much harder than the CT 1-4 cuts, despite having similar names. This leads to different
event selections which can reject events accepted by the CT 1-4 analysis. A direct comparison
based on the cut name is therefore meaningless.
4.4.2 ComparisonModel vs. Hillas reconstruction
The performances of the semi-analytical approach with log-likelihood minimization of the Model
reconstruction are much better than those of the simpler Hillas parameter reconstruction. In
the following, results of the Model analysis with Standard cuts are compared to the results of
the Hillas analysis with both Standard and Hard cuts. In general, the semi-analytical model
outperforms the simpler one on every aspect of the event reconstruction.
The effective area plot in the left panel of Fig. 4.7 show similar values for the Model and
Hillas reconstructions using Standard cuts. The Model analysis loses acceptance at high energies
because the shower models are generated only up to 20 TeV. Nonetheless, for a given γ-ray
efficiency, the Model reconstruction yields a much higher background rejection than the Hillas
analysis (Fig. 4.7, right). This characteristic improves the sensitivity by a factor more than 2.
The energy resolution4 of the Model Standard analysis (Fig. 4.8) is comparable to the Hillas
Hard cuts analysis at low energies and a factor 2 better at high energies. The resolution is better
than 15% in the whole energy range and better than 10% above 1 TeV. The energy bias is also
4The energy resolution is defined as the RMS of the ∆E/E distribution.
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Figure 4.7: Left: Effective areas as function of energy, at zenith. In red, the values for the Model analysis
for three different cuts, compared to the Hillas analysis, in blue. Right: Model γ-ray efficiency (red) as
function of the background rejection for a selection based on ShowerGoodness only, after shape cuts, com-
pared to the results of the standard Hillas reconstruction (black) using the MRSW and MRSL variables.
From de Naurois & Rolland (2009).
better than 5% on a wide energy range and is always better than for the equivalent Hillas analysis.
The angular resolution5 of the Model reconstruction is smaller than 0.1◦ both as function
of the energy and of the Zenith angle (Fig. 4.9). It is relatively constant around 0.06◦ in a large
energy range and up to at least 50◦ Zenith angle. It is more stable than in the case of the Hillas
analysis and a factor 2 better compared to the equivalent cut. As a consequence, the resulting
θ2 distributions are twice as much peaked, as can be seen in the comparison in Fig. 4.10 for the
analysis of Crab Nebula data. This yields an improved sensitivity for point-like sources and for
morphological studies.
5The angular resolution is defined as the 68% containment radius.
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Figure 4.8: Energy resolution (main plot) and bias (inset) as function of energy, at zenith, for the Model
(red) and Hillas (blue) reconstructions. From de Naurois & Rolland (2009).
Figure 4.9: Left: angular resolution as a function of the energy, at zenith, for the Model analysis (red)
compared to the values obtained for the Hillas analysis. Right: average angular resolution for a E−2
spectrum, as a function of zenith angle. From de Naurois & Rolland (2009).
Figure 4.10: Squared angular distribution of Crab Nebula data for the Hillas analysis with Standard cuts
(left) and for the Model analysis (right). From de Naurois & Rolland (2009).
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4.5 Signal extraction
The cuts applied on the reconstructed images help separating the γ-ray candidates from the cos-
mic ray (CR) events. However, it is not possible to reject all background because the γ-ray and
CR distributions overlap and because of the presence of electrons and positrons. Their showers
are purely electromagnetic and are hardly distinguishable from the γ-ray induced ones. There-
fore, the background component ought to be determined (see sec. 4.7) and subtracted from the
signal in the region of interest. Given NON and NOFF events in the source and background regions,
respectively, the true γ-ray signal Nγ is defined as
Nγ = NON − αNOFF (4.10a)
∆Nγ =
√
NON + α2NOFF (4.10b)
where ∆Nγ is the poissonian error estimation and α is a normalization factor that takes into
account the difference of area and instrument response between the ON and OFF regions. For a
dataset containing i runs, one will have
Nγ =
∑
i
Nγ, i =
∑
i
NON, i − α ′
∑
i
NOFF, i with α ′ =
∑
i αiNOFF, i∑
i NOFF, i
(4.11)
The statistical significance S γ of the excess Nγ is given by the LiMa statistics (Li & Ma 1983)
S γ =
√−2 ln λ (4.12)
λ = P0(H0)/P(H) is the likelihood ratio between two hypothesis:
• the null hypothesis H0, for which the NON events consist only of background (α × B);
• the hypothesis H to be tested, for which the NON events consist of background (α× B) plus
signal (S ).
The probabilities in the two cases are, respectively:
P0(NON ,NOFF |B) = e
−αB(αB)NON
NON!
× e
−BBNOFF
NOFF!
(4.13a)
P(NON ,NOFF |S , B) = e
−(S +αB)(S + αB)NON
NON!
× e
−BBNOFF
NOFF!
(4.13b)
Maximizing the likelihood for S , B and B0 (for the null hypothesis), one obtains the optimal
values for the three parameters:
S = NON − αNOFF B = NOFF B0 = NON + NOFF
α + 1
(4.14)
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Figure 4.11: Radial acceptance from OFF source observations as function of the off-axis angle squared Ψ2
for different Zenith angles of the observation (left) and γ-ray energy (right), for the Hillas reconstruction
using Standard cuts (from Berge et al. 2007). Note that in the text the off-axis angle is referred to with θ.
The final formula of the significance reads:
S γ =
√
2
{
NON ln
[
1 + α
α
(
NON
NON + NOFF
)]
+ NOFF ln
[
(1 + α)
(
NOFF
NON + NOFF
)]}1/2
(4.15)
The distribution of S γ follows a Gaussian distribution of mean 0 and width 1, provided that
the statistical fluctuation on NON and NOFF can be considered Poissonian. NON and NOFF should
be & 10 in order for the formula to work properly. To claim the detection of a signal, usually
a significance of at least 5 standard deviations (σ) is required. This implies a probability of
∼ 6 × 10−5 for the signal to be a statistical fluctuation.
4.6 System acceptance
The system acceptance characterizes the probability that one event of given energy and type is
“seen” by the telescope6. In general, for a given reconstruction method and cuts, it is a function
of the position (θx, θy), of the Zenith angle and of the exposure time:
A = A(θx, θy, φz, t) (4.16)
It also depends on the event type, i.e. if the particle is a photon or a CR. The acceptance for
γ-rays is obtained from simulations and is needed in the computation of the energy spectrum.
The acceptance for γ-like background events (mostly CR) and for hadron-like events must be es-
6Here it is meant that the event must trigger the system, be reconstructed and be selected according to its class.
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Figure 4.12: Top: run-wise exposure maps are summed together to create a cumulative averaged exposure
map in the nominal system. Bottom: the nominal system acceptance map is derived dividing the event
map by the exposure map (from De Naurois 2012).
timated from the data. It is required to correctly estimate the background in the region of interest.
Figure 4.11 shows how the acceptance for background events is not homogeneous over the FoV
and instead strongly deteriorates with the distance from the camera center. For this reason, the
acceptance is calculated on a run-wise basis. For the calculation, the easiest assumption is that
the acceptance is radially symmetric, so that the radial acceptance is simply A = A(θ). Regions
with known γ-ray emission cannot enter directly the calculation and are substituted with a weight
that corrects for the covered area as a function of the off-axis angle. The limits of this approx-
imation derive from the fact that the camera is not circular and does not have a homogeneous
response. More importantly, the Zenith angle varies across the FoV, introducing a gradient. This
is negligible for observations close to the Zenith, but can become important for larger Zenith an-
gle values. The gradient needs therefore to be corrected as well. Finally, the acceptance cannot
be calculated if an exclusion region7 covers the center of the FoV.
More robust is the 2D acceptance model. Here, the acceptance is first computed in the
nominal system (i.e. in the camera), then the cumulative average camera acceptance is used to
compute the acceptance on the sky, taking into account the pointing of each run. The process is
the following:
• an exposure map is calculated for every run: the distribution of background-like events
is computed once for the whole camera, and once excluding the events that fall into an
exclusion region8. The ratio of the two maps gives the fraction of time for which any point
7Regions in the sky with known γ-ray sources must be excluded from the background estimation to avoid con-
tamination. This is done using a mask for every source in the FoV, so called exclusion region.
8Being the nominal system fixed, the exclusion regions move through the FoV.
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in the camera has been inside an exclusion region (Fig. 4.12, top, Run1 and Run2);
• the run-wise exposure maps are weighted by the number of events in the run and summed
together to obtain a cumulative exposure map (Fig. 4.12, top, Exposure);
• an event map is done in the same way for the raw distribution of γ-like events in the camera
FoV. Here, only the events outside the exclusion regions are used (Fig. 4.12, bottom, Events
Map);
• the event map is divided by the total exposure map to obtain the camera acceptance map
(Fig. 4.12, bottom, Acceptance Map);
• the acceptance in the sky can now be calculated from the averaged cumulative acceptance
map of the nominal system. For every run, the average position in the nominal system
corresponding to every test position in the sky is computed. The obtained run acceptances
are weighted by the number of events in each run and summed together.
This calculation can be done for both γ-like and background-like events. In order to take into
account the response as function of the Zenith angle, the 2D acceptance maps are calculated in
(usually 20) Zenith angle bands.
4.7 Background evaluation
In order to retrieve from the data important information on the region of interest, the amount
of background present therein has to be estimated. As explained in sec. 4.3.2 and 4.4.1 not all
background can be removed by the cuts, and the remaining γ-like events continue to dominate
above the source signal. The first method used has been the ON-OFF method (sec. 4.1). Although
very simple, it has some negative draw-backs, the most important being the fact that half of the
available dark time has to be spent off source. Secondly, it is not possible to reduce the statistical
fluctuations and the statistical error on the background. Other methods have therefore been
developed in order to resolve these issues. Here, the two relevant for the spectral analysis and
the map generation done in this work are briefly presented.
4.7.1 Reflected Region Background model
As seen in the previous section, the camera acceptance is not homogeneous over the whole FoV
(Fig. 4.11). It strongly depends on the off-axis angle, as function of the particle energy and
of the Zenith angle of the observation. When deriving the background for a spectral analysis,
these dependencies must either be taken into account, or circumvented. The first option could
in principle be done, but is practically not feasible. In fact, one should calibrate the detector
response on γ-like cosmic ray events (which is highly complicated) and repeat it for every energy
and Zenith angle band. The second option, instead, can be done easily by either observing in
ON-OFF mode, or by using the Reflected Region Background model (Berge et al. 2007) when
observing in wobble mode (sec. 4.1).
4.7. BACKGROUND EVALUATION 81
Figure 4.13: Schematic illustration of the Ring and Reflected Region Background models. The telescope
pointing position lies at the image center, marked by a cross. The target position is at the center of the
cross-hatched circular region and is marked with ×. The OFF region of the Ring Background method
is the annular region filled by horizontal lines. The OFF regions determined with the Reflected Region
Background method are the diagonally hatched circular regions on a circle around the pointing position.
In this example, the OFF areas of the two models are equal (from Aharonian et al. 2006a).
The Reflected Region Background model (Fig. 4.13) relies on the assumption of a radially
symmetrical acceptance. The background is estimated on a run-by-run basis and is extracted
from positions in the camera with the same acceptance as the ON region. Several OFF regions
with the same size as the ON region are defined on a circle with the radius of the wobble offset.
To prevent γ-ray contaminations, a minimum distance between the ON and the OFF regions is
required. For the same reason, exclusion region must be placed on known γ-ray sources, as
well. If one or more OFF regions intersect an exclusion region, they must be excluded from the
background evaluation. The normalization factor α is simply the inverse of the number of OFF
regions (α = 1/NregOFF).
There are two main advantages deriving from this model. The first is the fact that ON and
OFF events share the same acceptance, that have not to be taken into account. The second is the
fact that, through the use of several OFF regions, the fluctuations and the statistical error of the
background can be greatly reduced.
The main disadvantage is the fact that the wobble offset must be bigger than the source
extension, otherwise no OFF region can be found. It is also possible that, in crowded fields with
several exclusion regions or with extended sources (like in the Galactic Plane), no OFF region
can be found. However, with this method is not possible to estimate the background over the
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complete FoV.
4.7.2 Ring Background model
To overcome the impossibility to estimate the background in the whole FoV of the instrument,
the Ring Background model (Berge et al. 2007) can be used. This technique is used mostly for
the creation of skymaps. Since it samples regions with different acceptances, it is not used to
determine the background for the energy spectrum, due to the difficulties mentioned above.
The Ring Background model (Fig. 4.13) is employed on a binned skymap, filled with all the
events of the cumulative dataset detected in the instrument FoV. An ON area and a ring around it
are defined. For every bin in the map, the background is evaluated integrating over all bins that
fall inside the ring centered in it. The same is done for the signal inside the ON region. As for
the Reflected Region Background model, exclusion regions have to be placed on known γ-ray
sources and on the target position in order to avoid contamination. If part of the ring intersects an
excluded region, that part is not considered in the background evaluation. The exclusion regions
are ignored when integrating over the ON area since this is meant to be the detected γ-ray signal.
Contrary to the previous method, the normalization factor α cannot be merely taken as the
ratio of the ON and OFF areas, because the acceptance within the ring is not constant. In order
to take this into consideration, the 2D-radial acceptances of all runs are projected onto the sky
and then summed together. The total acceptances for the ON and the OFF regions are obtained
as before integrating over the ON region and the ring. The normalization α will be the ratio of
the two integrated acceptances (α =
∑
iAON,i/
∑
jAOFF, j).
The Ring Background method, although completely ignoring the energy dependence of the
acceptance, has the important advantage of being able to estimate the background in any point of
the FoV. This makes it very suitable for the creation of sky-maps and for morphological studies.
4.8 Spectral analysis
The spectral analysis provides valuable information about the physical processes taking place
inside a source. In the case of γ-ray sources, one can study the particles acceleration mecha-
nisms, as well as the absorption mechanisms that exist between the source and the observer. The
differential energy spectrum is defined as the number Nγ of γ-rays per unit of time dt, area dA
and energy dE. Nγ is usually determined using the Reflected Region Background model, in or-
der to avoid the calculation of an energy dependant normalization α. In this work, an upgraded
version of the forward folding technique described in Piron et al. (2001) is used, and its analysis
principles are briefly described below.
The forward folding technique relies on the assumption of a spectral shape Φ(Etrue) that is
compared via a log-likelihood fit to the data. Several shapes are implemented, the ones used in
this work are the following:
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Figure 4.14: Effective area as function of the true energy for different Zenith angles and fixed off-axis
angle (left) and for different off-axis angles and fixed Zenith angle (right). These are calculated for Hillas
reconstruction and Standard cuts. Note that here the Zenith angle is referred to with Φ and the offset with
Ψ (from Funk 2005).
Power-Law spectrum (PL)
dN
dE
= N0
(
E
E0
)−Γ
(4.17)
Curved Power-Law spectrum (CPL)
dN
dE
= N0
(
E
E0
)−α−β log(E/E0)
(4.18)
Power-Law with Exponential cut-off spectrum (ECPL)
dN
dE
= N0
(
E
E0
)−Γ
× exp
(
E
Ecut
)
(4.19)
As for the system acceptance, the effective area of the instrument is a function of the true
energy Etrue, the Zenith angle φ, the off-axis angle θ and the optical efficiency : Ae f f =
Ae f f (Etrue | φ, θ, ). It is calculated from simulations and is tabulated as function of these pa-
rameters. The effective area also depends on the reconstruction method and on the cuts used.
Examples of effective areas are depicted in Fig. 4.14. A function that relates the true photon en-
ergy with its reconstructed value is also needed. The resolution function Re f f (Erec, Etrue | φ, θ, )
gives the probability density of measuring a reconstructed energy Erec for a given true energy
Etrue. Like the effective area, it is calculated from simulations, and depends on the reconstruction
method and on the cuts used.
In order to compute the spectrum, the expected number of γ-ray events in a reconstructed
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energy bin is calculated:
nγ =
∫ Erec, 2
Erec, 1
dErec
∫ ∞
0
dEtrueRe f f (Erec, Etrue | φ, θ, ) ×Ae f f (Etrue | φ, θ, ) × Φ(Etrue) (4.20)
To ease the calculation, the data are divided in Zenith angle, off-axis and efficiency bands, to
form a grid. In every (φ, θ, ) bin one has:
• the number of events from the ON dataset, NON;
• the number of events from the OFF dataset, NOFF;
• the livetimes of the two subsets, TON and TOFF;
• the normalization β = TON/TOFF;
• the expected number of γ and hadron events nγ and nh.
While nγ is given by eq.4.20, nh is obtained maximizing the probability of observing NON and
NOFF when expecting nγ photons and nh hadrons. It is given by:
nh =
C + ∆
2β(β + 1)
(4.21)
where
C = β × (NON + NOFF) − (1 + β) × nγ (4.22)
∆2 = C2 + 4β(β + 1) × NOFF × nγ (4.23)
These log-likelihood is then maximized against the parameters of the spectral shape used.
Finally, one obtains the best spectral fit parameters and their uncertainties, the covariance matrix
between the parameters, the number of expected events in each bin and a likelihood values that
measures the goodness of the fit. From the spectral parameters and the covariance matrix one
can derive the uncertainty on the flux. The residual in each energy bin are used to calculate the
spectral points. These are therefore only a product of the spectral fit, and do not contribute to its
determination.
For the actual calculation of the spectrum, some additional cuts and thresholds are used. In
particular, it is required that NON > 1 and NOFF > 5 in every bin for it to participate actively in
the fit. A threshold on the effective area is also set at 10% of its maximum (15% for Mono) to
avoid steep gradients at low energies.
4.9 Lightcurve determination
The determination of lightcurves uses the same method described in the previous section. In
this case, the spectral shape and its values are fixed to those derived in the spectral analysis. In
each time bin, the optimal value of background events is determined. The likelihood is then
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maximized against the γ-ray excess in that bin. This procedure can use all events, also the ones
below the run-wise safe energy threshold. The best estimation is obviously provided when the
spectral shape does not vary.
4.10 Morphological analysis
As for the spectral analysis, also the morphological analysis make use of the log-likelihood
forward folding technique. Here, a source morphology is assumed, instead of a spectral shape.
Together with the instrument angular response, one can determine the expected number of γ-
like events in every bin of a spatial map. The difference between the number of expected and
observed events can be minimized against the morphological parameters. The expected number
of γ-like events is
nγ =
∫ ∫
dx dy PS F(r) × Φ(x, y) (4.24)
where PS F(r) is the radially symmetrical point spread function of the instrument and Φ(x, y) is
the spatial source luminosity. For a point-like source one has
Φ(x, y) =
Nbins∑
i=1
Φiδ(x − xi)δ(y − yi) (4.25)
The main advantage of the forward folding technique is that the true source shape can be
estimated, and not only its convolution with the PSF as for a simple fit of the event distribution.
The morphological fit of point-like sources is used to accurately determine the source position.
More complex shapes are used to characterize the morphology of extended sources.
4.11 ParisAnalysis software
The analysis methods presented in this chapter follow their implementation of the ParisAnalysis
software. Same or similar modules are implemented differently in other software environments
developed by the members of the H.E.S.S. collaboration.
Several versions of ParisAnalysis have been used for this work, the most important being
paris-0-8-24 and paris-0-8-30. The major difference between the two versions is the ability to
handle HESS-II data, i.e. data collected in Mono and Stereo mode. The software version paris-
0-8-24 can only analyze data from the HESS-I sub-array. This means, either data collected
with the original HESS-I array, or CT 1-4 data extracted from HESS-II observations, after all
information from CT 5 has been discarded. CT 1-4 data from CT 1-5 observations are referred to
as HESS-I style. The software version paris-0-8-30 can in principle analyze data coming from
all possible telescope sub-arrays. In practice, HESS-I (style) analysis is not possible due to the
lack of implementation of the correct cuts.
The data are calibrated and saved in DST files. There are different DST productions, fol-
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Table 4.4: Combination of software, sub-arrays and data production.
Sub-array Name Software DST Comments
version production
CT 1-4 † HESS-I paris-0-8-24 Prod26 HESS-I style data obtained discarding
CT 5 information from Stereo dataHESS-I style
Mono and Stereo DSTs separate;
software cannot handle Prod6 DSTs;
HESS-II analysis only
paris-0-8-28 Prod4
CT 5 Mono
CT 1-5 ‡ Stereo Single Mono+Stereo DSTs; upgraded
software; optimized cuts used in the
analysis; HESS-II analysis only
paris-0-8-30 Prod6
† or combinations of at least 2 telescopes
‡ or combinations of CT 5 and at least one other telescope
lowing (re-)calibrations and sub-arrays. The DST production 26 (Prod26) is used for HESS-I
and HESS-I style data. The DST productions 4 and 6 (Prod4 and Prod6) are used for Mono and
Stereo data. These differ for the calibration (in particular the treatment of the optical efficien-
cies) and for the fact that the Prod6 contains both Mono and Stereo data, whereas Prod4 DSTs
are produced separately for the two sub-arrays. A previous software version (paris-0-8-28) is
needed for the analysis of Prod4 DSTs. It cannot handle Prod6 DSTs. Different cuts are used in
paris-0-8-28 and paris-0-8-30.
In Table 4.4 the various combinations of sub-arrays, DST productions and software versions
are summarized.
CHAPTER 5
GALACTIC CENTER
The γ-ray emission towards the Galactic Center is of unknown origin. One of the possibilities
is that the source is linked to the SMBH at the center of the Galaxy. The conclusive association
of the radiation with the black hole would hint towards an AGN nature of Sgr A∗, even if jets
are lacking. In fact, it is still debatable whether the high energy emission from known AGN
originates from the jets or from the central compact object.
The Galactic Center region was one of the primary targets of the early observations for the
H.E.S.S. Galactic Plane survey (Aharonian et al. 2006d). A compact point-like source, later
named HESS J1745-290, was detected in the direction of the Galactic Center (Aharonian et al.
2004b). TeV γ-ray emission from the same region had been previously detected also by Whipple
(Kosack et al. 2004) and CANGAROO (Tsuchiya et al. 2004). Because of the several potential
VHE emitter in the vicinity, the identification of HESS J1745-290 with one of these objects is
difficult. Aharonian et al. (2004b) suggested the Galactic SMBH Sgr A∗ (M> 4 × 106M Ghez
et al. 2008; Gillessen et al. 2009), coincident within 1′ with the H.E.S.S. source. However,
other scenarios were proposed, among others, particle acceleration in the region of the SNR
SgrA East (Crocker et al. 2005), or in the PWN G359.95-0.04 (Wang et al. 2006), and curvature
radiation of protons near the black hole (Levinson 2000; Liu et al. 2006). Also dark-matter
annihilation has been taken into consideration, but seems to be ruled out (Aharonian et al. 2006b).
The association with the SNR SgrA East has been ruled out, as well, after the reduction of the
systematic uncertainties in the determination of the H.E.S.S. centroid position (van Eldik et al.
2008).
In an attempt to link the γ-ray emission to the central black hole, Aharonian et al. (2008a)
looked for correlated variability in simultaneous X-ray and VHE observations of Sgr A∗. The
absence of a significant increase in the γ-ray flux during an X-ray flare suggested that the two
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Figure 5.1: Simultaneous VHE and X-ray lightcurves during the X-ray flaring event reported in Aharo-
nian et al. (2008a) as it appears in the publication (left) and with a shorter 10 minutes time bin (right,
H.E.S.S. internal communication). In both plots, blue symbols are H.E.S.S. observations, black symbols
are Chandra observations.
radiations were not produced by the same particle population, but could not exclude Sgr A∗ as
the central engine. In Aharonian et al. (2009b) further variability studies were carried out. No
significant variation was found and a flux increase of a factor of two was calculated to be required
for a 3σ detection in an hour. This result did not rule out, however, that HESS J1745-290 could
be variable on fast time-scales shorter than 30 min, as they have been detected in the IR and
X-ray bands.
5.1 Chandra 3Ms Visionary Project
In Aharonian et al. (2008a), a 15 minutes time bin was adopted. The use of a shorter 10 minutes
time bin for the γ-ray lightcurve shows that exactly at the peak of the X-ray flare, the VHE flux
might have had its maximum level (Fig. 5.1). This suggests that joint variability studies would
be promising. Even if the amplitude of VHE variations would not be higher than that shown in
Fig. 5.1, the significance of correlations would be boosted in multi-event correlation studies.
In 2012, a large consortium was awarded a 3 Ms (∼ 830 h) exposure on Sgr A∗with Chandra
(Baganoff et al. 2012). This represented a unique opportunity to look for correlated VHE and
X-ray variability. The allocated time for Chandra observations was an order of magnitude larger
than for any previous studies. For this reason, a corresponding increase in the number of detected
X-ray flares was expected, as well as an increment of the chance of simultaneous X-ray and γ-
ray detections. In the case of a positive correlation, (part of) the VHE emission would have been
conclusively associated with Sgr A∗and it could have been possible to provide constraints for the
emission mechanism responsible for the flaring emission of the SMBH in the Galactic Center.
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5.2 H.E.S.S. observations and analysis
H.E.S.S. observations have been carried out for the whole visibility window of Sgr A∗ in 2012,
both as part of the multiwavelength campaign with Chandra and as part of other projects. 139
runs were collected in total and 114 pass the standard quality cuts over good weather, good cam-
era conditions and telescope system stability. The total livetime of 45.7 h (38.3 h when corrected
for acceptance). The analysis has been performed with Prod26 DSTs using the M++ analysis
with Std cuts and the software version paris-0-8-24. The background has been determined using
the Reflected Region Background method for the spectral and temporal analyses, and the Ring
Background method for the skymaps (sec. 4.7). The source is detected with a significance of
51.6σ.
In Fig. 5.2, the excess and significance maps are displayed on the top row, together with the
significance distribution. The source is clearly visible at the center of the maps, together with
diffuse emission along the Galactic Plane. The last is visible also in the θ2 distribution in the
bottom-left panel.
5.3 Spectral analysis
The 2012 VHE spectrum is best fit by a ECPL or a BPL1. The ECPL fit (Fig. 5.3, right) yields
Γ = 1.89 ± 0.07, Ecut = 5.21 ± 1.16 TeV and a normalization N(1 TeV) = 3.07 ± 0.11 ×
10−12 cm−2 s−1 TeV−1. The integrated flux above 1 TeV is (2.33±0.20)×10−12 cm−2 s−1.
The BPL fit (Fig. 5.3, left) yields Γ1 = 2.04 ± 0.05, Γ2 = 2.83 ± 0.19, Ecut = 2.33 ± 0.45 TeV
and a normalization N(1 TeV) = 2.99 ± 0.11 × 10−12 cm−2 s−1 TeV−1. The integrated flux above
1 TeV is (2.37±0.16)×10−12 cm−2 s−1.
The BPL spectrum is perfectly compatible with the analogous results given in Aharonian
et al. (2009b). Only the integrated flux is slightly higher, which could hint towards an increased
emission. The parameter values of the ECPL fit, instead, are marginally compatible with results
of the 2005 dataset of Aharonian et al. (2009b), with a harder spectral index and a smaller cut-off
energy.
5.4 Temporal analysis
In order to link the γ-ray emission to the central black hole, model-independent evidence that
ultra-relativistic particles exist close to Sgr A∗ can be provided by the observation of variability
at TeV energies. No significant variability is detected on the time scales useful for the comparison
with the X-ray emission. In Fig. 5.4 the run-wise and 15 minutes bin lightcurves are shown. The
probability for a constant fit are 0.17% (χ2/d.o.f. = 119/105) and 0.91% (χ2/d.o.f. = 158/183)
respectively.
1BPL = Broken Power-Law
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Figure 5.2: Top (from left to right): excess and significance maps, and significance distribution. Diffuse
emission is visible along the Galactic Plane. Bottom: θ2 distribution (left) and significance distribution
as a function of the observation time (right). One can see emission over the background because of
the presence of a γ-ray diffuse component in the Galactic plane. The significance follows the typical
distribution for a constant emitter σ ∝ √t (red dotted curve).
The results of the Chandra observations are presented in Neilsen et al. (2013). Several
flares have been detected, with different intensities. In Fig. 5.5 the Chandra lightcurve for the
nights with contemporaneous H.E.S.S. observations (whose time windows are displayed in red)
is shown. The periods of X-ray flaring states are marked in green. Only in three occasions VHE
observations were carried out during X-ray flares. In the first night, the VHE observations do
not pass the quality cuts and must therefore be discarded. The X-ray flare (MJD 56067.863 to
56067.888) was 2.3 times brighter than the one reported in Aharonian et al. (2008a). In the
second night, Chandra started observing while the flaring event was already undergoing (MJD
56126.979 to 56127.038), therefore it is truncated. Only two runs were collected with H.E.S.S.
and no variability could be seen (Fig. 5.6). In the third night, the X-ray flare is 70% brighter than
the 2005 one. It evolves between MJD 56130.906 and 56130.921, which is exactly in the small
gap between the H.E.S.S. observations (Fig. 5.7).
Given the absence of significant short term variability and of a sufficient number of flaring
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Figure 5.3: BPL (left) and ECPL (right) spectral fits of the 2012 VHE data of Sgr A∗.
events that could be used for correlation studies, it is not possible to answer the question at the
base of this study, whether or not the γ-ray source HESS J1745-290 is related to the black hole in
the Galactic Center. Nonetheless, it is interesting to notice that in the last night, the TeV flux of
the 15 minutes bin lightcurve seems to increase before the X-ray flare and decrease afterwards.
However, all the points involved are well within fluctuation values.
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Figure 5.4: Runwise (top) and 15 minutes bin (bottom) VHE lightcurves of Sgr A∗.
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Figure 5.5: Chandra lightcurve of the 3 Ms campaign on Sgr A∗for the nights with simultaneous H.E.S.S.
observations. In green the times of X-ray flares are given, while in red the times of H.E.S.S. observations
(Karl Kosack, H.E.S.S. internal communication).
94 Galactic Center
Figure 5.6: Runwise (top) and 15 minutes bin (bottom) VHE lightcurves simultaneous to the X-ray flare
between MJD 56126.979 and 56127.038 (red dotted lines). The X-ray flare is truncated, since Chandra
starts observing after it started. It covers the whole period of H.E.S.S. observations.
Figure 5.7: Runwise (top) and 15 minutes bin (bottom) VHE lightcurves simultaneous to the X-ray flare
between MJD 56130.906 and 56130.921 (red dotted lines). The X-ray flare evolves exactly in the few
minutes not covered by H.E.S.S. observations.
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5.5 Conclusions
In this chapter, the determination of the nature of the galactic γ-ray source HESS J1745-290 has
been attempted, under the hypothesis that its emission is linked to the SMBH at the center of the
Galaxy. Simultaneous multiwavelength observations at TeV and X-ray energies with H.E.S.S.
and Chandra have been carried out in order to catch the source in high state. Unfortunately, only
two flares were observed by both instruments, so that no correlation study could be realized.
Additionally, no significant variability was detected in the H.E.S.S. dataset. In conclusion, it was
not possible to associate the γ-ray emission with the Galactic black hole Sgr A∗.

CHAPTER 6
1ES 0229+200
Thanks to the combination of its hard spectrum reaching 10 TeV and its considerable distance
(for a TeV source), 1ES 0229+200 has been one of the key sources for deriving constraints on the
extragalactic background light (EBL, HESS07) and on the intergalactic magnetic field (IGMF,
e.g. Tavecchio et al. (2010, 2011); Neronov & Vovk (2010); Dermer et al. (2011); Dolag et al.
(2011); Taylor et al. (2011); Vovk et al. (2012)), as well as on pair halos, direct consequence of
the IGMF (Ahlers 2011; H. E. S. S. Collaboration et al. 2014). The spectrum allows one to probe
the near- and mid-infrared wavelengths of the EBL (∼ 2 - 20 µm) at high optical depths (τ ∼ 1 - 6
for γ-ray energies between ∼ 1 - 10 TeV). This is unique, since only a few other sources have been
observed at these energies. In HESS07, a low EBL level near to the lower limits derived from
galaxy counts was found, in agreement with previous findings (Aharonian et al. 2006c, 2007c)
and in contrast with some contemporary EBL models. For the IGMF studies, a multi-TeV hard
spectrum in combination with high optical depths implies that a considerable part of the emitted
TeV photons will be absorbed via pair production through their interaction with the EBL and
re-emitted at (typically) GeV energies, causing a surplus of HE emission. Lower limits on the
IGMF have been derived in the range B > 10−18 − 10−15 G, depending on the assumptions on the
source unknown parameters and the model used (semi-analytical, simulations).
6.1 1ES 0229+200: the source
1ES 0229+200 is a blazar, and a member of the high frequency peaked BL Lac objects (HBL)
subclass (Giommi et al. 1995). It is located at RAJ2000 = 02h32m48.616s, DecJ2000 = 20◦17′17.45′′
(Rector et al. 2003) in a giant elliptical galaxy (M = 1011.93±0.06 M) at redshift z = 0.1396 (Falomo
& Kotilainen 1999; Woo et al. 2005). Scarpa et al. (2000a) describe the host galaxy as “well de-
scribed by a de Vaucouleurs law” and “absolutely normal”, with no visible companion for the
AGN. Hyvo¨nen et al. (2007) suggest that it is “dominated by old stellar populations, with no
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Table 6.1: Observed and absolute optical magnitudes in different bands for the 1ES 0229+200 and its
host galaxy. The values are taken from: (a) Scarpa et al. (2000b), (b) Scarpa et al. (2000a) and Urry et al.
(2000), (c) Falomo & Kotilainen (1999), (d) Hyvo¨nen et al. (2007)
band mtot mnuc mhost Mnuc Mhost
H a 13.56 16.0±0.2 12.8±0.1 -23.89 -27.1
R b 15.82 18.58±0.35 15.85±0.01 -21.72 -24.61
R c 18.25 15.76 -21.91 -24.53
V d 19.67 17.58 -19.9 -22.2
B d 19.58 18.57 -20.2 -21.9
U d 19.22 18.83 -20.6 -21.5
evidence for a young population”, as can be inferred by its colors. The host overshines the AGN
in the optical band, especially towards the red and infrared, as can be seen in Table 6.1. Because
of this, it is difficult to detect variability (which seems to be low intrinsically, as shown at other
wavelengths) in this energy band (e.g. Fig. 6.4). The optical emission is constant within errors.
The AGN is a supermassive black hole with M = 108.68±0.13 M (Woo et al. 2005).
1ES 0229+200 was first discovered in X-rays between 0.4 and 4.0 keV with the Einstein
satellite in 1992 (Elvis et al. 1992). The source is bright in this energy range, and has a hard pho-
ton index ΓX . 2.0 which flattens with increasing energy (Fig. 6.1). The synchrotron emission
peaks around or above 10 keV (e.g. Kaufmann et al. 2011; Aliu et al. 2014) and reaches 100 keV
and possibly up to 200 keV (Cusumano et al. 2014). The peak is also possibly flat for some tens
of keV. The emission in the 2-10 keV band is variable by at least a factor of 2 (Kaufmann et al.
2011).
1ES 0229+200 is faint in radio, where it shows parsec and kiloparsec scale jets (Rector et al.
2003; Giroletti et al. 2004). The parsec-scale jet extends to the south, with a position angle (P.A.)
of +170◦ and a weak evidence for a broad jet opening angle of ∼30◦. The kiloparsec-scale jet is
two-sided to the north (P.A.=-10◦) and to the south (P.A.=+180◦), with both sides curved toward
west. The small scale jet is well aligned with the southern jet.
The emission in γ-rays, especially at high energies (HE) is very faint. Vovk et al. (2012)
reported for the first time a detection at HE between 1 and 300 GeV after more than three years
of Fermi observations. The reported photon index was hard (ΓVovkGeV = 1.36 ± 0.25) and only an
upper limit could be derived between 1 and 3 GeV. The source was later included in the 4-year
Fermi Gamma-ray LAT Point Source Catalog (3FGL) (Acero et al. 2015), but it did not appear
either in the First, nor in the Second LAT High-Energy Catalog (1FHL and 2FHL, Ackermann
et al. 2013; The Fermi-LAT Collaboration 2015). The energy range covered in the 3FGL (0.1 -
100 GeV) is significantly different than the one in Vovk et al. (2012), and the reported photon
index is much softer (Γ3FGLGeV = 2.03 ± 0.15) and inconsistent with the previous one (Fig. 6.1).
However, the spectral points in the common energy range are compatible. The 3FGL spectrum
is also incompatible with the VHE spectrum derived by both HESS and VERITAS. These two
points hint towards a concave HE spectrum or a spectral break around 1 GeV, which is difficult
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to detect due to the faintness of the source.
In 1996, Stecker et al. predicted 1ES 0229+200 to be a VHE γ-rays emitter. Observations
with the first generation of IACTs (HEGRA, Whipple, Milagro) provided only upper limits (Aha-
ronian et al. 2000, 2004a; de la Calle Pe´rez et al. 2003; Horan et al. 2004; Williams 2005).
Its discovery above 500 GeV was finally reported by the H.E.S.S. Collaboration in 2007
(Aharonian et al. 2007a, hereafter HESS07). The spectrum was well fit with a simple hard power-
law (ΓHESS = 2.50±0.19stat±0.10sys) reaching above 10 TeV and no significant flux variability was
detected. The EBL-deabsorbed spectrum was very hard, almost reaching the theoretical limit of
1.5 (Γ deabsHESS = 1.58 ± 0.22). Such a spectrum is compatible with the HE one of Vovk et al. (2012),
hence suggesting the absence of intrinsic curvature in the IC peak from 1 GeV up to at least 10
TeV. Hints of flux variability on yearly and monthly timescales were claimed by the VERITAS
Collaboration in 2014 (Aliu et al. 2014, hereafter VER14). The photon index was compatible
with the one derived by HESS (ΓVERITAS = 2.59 ± 0.12stat ± 0.26sys) and was found not to change
significantly with flux (ΓhighVERITAS = 2.53 ± 0.11stat ± 0.25sys, ΓlowVERITAS = 2.64 ± 0.19stat ± 0.26sys).
In Fig. 6.1 an SED is shown with data taken from the literature. The data are not contem-
poraneous and several spectra are averaged over a prolonged period of time. However, the most
important features described above are clearly visible. The synchrotron emission peaks in the
X-rays at 10 keV or above and it reaches at least 100 keV. The GeV-TeV intrinsic emission above
1 GeV seems to be a single hard power-law, which is then absorbed by the EBL. This means that
the peak of the intrinsic IC emission lies beyond the energies testable with H.E.S.S. in the tens of
TeV, at least. If this picture is true, the enhancement of the emission in the MeV range, together
with the apparent increase of the hard X-ray flux seen by Swift-BAT above 60 keV, leads to the
intriguing hypothesis that the synchrotron peak extends all the way up to the GeV range, or that
an additional component in the soft γ-rays exists.
6.2 VHE Observations with H.E.S.S.
H.E.S.S. observations have been carried out almost yearly between 2004 and 2013, with the only
exceptions of 2010 and 2012. 354 observation runs were collected in wobble mode. They have
been subject to quality control over good weather, good camera conditions and telescope system
stability: 311 runs pass these quality cuts, for a total livetime of 133 h (122 h when corrected
for acceptance). They have a mean Zenith angle of 45.2◦ and a mean offset from the pointing
position of 0.51◦. The exposure was not homogeneous over the years, ranging from 3.8 h in 2004
to 47.1 h in 2006. Refined quality selection criteria allowed for a larger dataset for the years
2004-2006 than the one published in Aharonian et al. (2005b) and HESS07.
Part of the 2009 and 2013 data belong to multiwavelength (MWL) campaigns. The first one
was organized with XMM-Newton and ATOM on August 21 and 23, 2009, the second one with
NuSTAR , Swift-XRT, MAGIC and VERITAS on October 1, 5 and 11, 2013. The two datasets
comprise 21 and 13 good quality runs, respectively.
In 2013, 35 out of the 354 total runs were taken with the full HESS-II array. After quality
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Figure 6.1: Historical SED with data taken from the literature. The radio data (filled and open gray circles,
and red open squares) are taken from Schachter et al. (1993), Perlman et al. (1996), Rector et al. (2003)
and Giroletti et al. (2004), the optical and UV data (black filled circles), as well as the XMM-Newton
and Swift-XRT (red, pink and gray bands) are from Kaufmann et al. (2011). Other X-ray data are the
BeppoSAX spectrum from Donato et al. (2005, green band) and the Swift-BAT spectral points from the
100 months Palermo Catalogue (black stars, Cusumano et al. 2014). The Fermi data are from the 3FGL
catalog (blue squares and band) and from Vovk et al. (2012, black squares and band). The upper limits are
95% and 90% confidence level, respectively. The observed (red diamonds) and EBL-deabsorbed (violet
diamonds) HESS datapoints are taken from HESS07. The VERITAS points (open gray diamonds) are
from VER14.
cuts, 28 and 27 runs remain for the Mono and Stereo subarrays, respectively (5 and 5 in the
MWL campaign).
6.3 Observations outside the VHE band
6.3.1 High Energies
HE data have been collected by the Large Area Telescope (LAT) onboard the Fermi satellite
starting August 4, 2008. Data up to April 27, 2015 have been analyzed1 with the Science-
Tool software package version v10r0p5. Only events belonging to the ’Source’ class within
1The analysis has been provided by Mahmoud Mohamed.
6.3. OBSERVATIONS OUTSIDE THE VHE BAND 101
a region of interest (RoI) of 15◦ from the position of 1ES 0229+200 were selected. Cuts on
the Zenith angle (90◦), rocking angle (52◦) and distance from the Sun (5◦) were applied, as
well. For the binned maximum-likelihood spectral analysis, the instrument response functions
P8R2_SOURCE_V6 were used, together with the publicly available standard Isotropic and Galactic
diffuse emission background models iso P8R2 SOURCE V6 v06.txt and gll_iem_v06.fits2.
1ES 0229+200 is detected with a significance of 9.5σ in the energy range 100 MeV - 500 GeV,
compared to the 6.7σ between 1 and 300 GeV in Vovk et al. (2012). The spectrum is described
by a PL with index ΓFermiPL = 1.86 ± 0.13.
More complex spectral shapes which could describe the possible spectral upturn in the MeV
range are not significantly better than the simple PL. The broken power-law (BPL) yields a
softer and a harder photon indices ΓFermi1 BPL = 2.17 ± 0.23 and ΓFermi2 BPL = 1.69 ± 0.19 for a fixed
Ebr=3.5 GeV. The CPL shows a concave spectrum with ΓFermiCPL = 2.14 ± 0.02 and a curvature
parameter β = −0.054 ± 0.006.
The simple PL spectrum is marginally compatible with the 3FGL one. Contrary to this last
one, it is more compatible with the VHE emission. The hard component of the BPL spectrum
would be compatible with the findings of Vovk et al. (ΓVovkGeV = 1.36 ± 0.25). The comparison of
the three spectra is shown in Fig. 6.2.
The low flux in the Fermi -LAT band does not permit detailed temporal studies on monthly
timescales. Studies with the variability index test3 do not show any significant variability. Lightcurves
with 3 months, 6 months and 1 year bins do not show any variability as well.
The same test applied to the monthly lightcurve obtained from a previous analysis with
P7REP_SOURCE_V15 and presented in Cologna et al. (2015b) yielded a value of 157 for 81 de-
grees of freedom, which indicates variability at the 5σ level. The difference with the newest
results is explained by the incorrect treatment of two sources in the RoI. One soft source at 4.5◦
distance from 1ES 0229+200 was kept fixed to its catalog values, but was found to be flaring
in the first 200 days of observations. A second source at 3.5◦ distance was instead not listed in
any Fermi catalogs and was not accounted for in the analysis. The incorrect treatment of these
two sources also affected the derivation of the spectrum. A BPL or CPL spectral shapes were
preferred at almost 3σ due to the excess emission in the MeV range.
6.3.2 X-rays
In this work, X-ray data from Swift, RXTE XMM-Newton and NuSTAR are used (Fig. 6.13,
third and fourth panels). The 30-days bin Swift-BAT lightcurve between 15 and 85 keV is de-
rived from the 15-days bin one in the 66 months Palermo BAT Catalog (Cusumano et al. 2013).
The 2008 and 2009 XMM-Newton and Swift-XRT, as well as the 2010 RXTE data are taken
from Kaufmann et al. (2011), while the whole 2010-2011 RXTE lightcurve is taken from Rivers
et al. (2013). Finally, the most recent Swift-XRT data have been collected between the nights of
2http://fermi.gsfc.nasa.gov/ssc/data/access/lat/BackgroundModels.html
3TSvar = 2Σi[LogLi(Fi) - LogLi(Fconst)] where Fconst and Fi are the average source flux and the flux of the i-th
time bin. The test can be carried out without requiring limits on the significance of every time bin.
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Figure 6.2: Comparison of the three available Fermi spectra from Acero et al. (2015, blue), Vovk et al.
(2012, black) and of the current analysis (red). Despite a BPL fit over the whole energy range is not
significantly better than a PL, one can see that above 3 GeV the spectrum is harder than the global fit
suggests.
October 1-2 and 10-11, 2013 during the aforementioned MWL campaign.
All the available Swift-XRT data collected between 2008 and 2015 (ObsIDs 00031249001-
00031249050 and 00080245001-00080245006) were analyzed4 using the HEASoft software
package v. 6.165 with CALDB v. 20140120. All the events were cleaned and calibrated using
the xrtpipeline task and the data in the 0.3-10 keV energy range with grades 0-2 for WT
mode and 0-12 for PC mode were analyzed. The photons were grouped in bins with at least 30
counts using the grappha tool and then fit using XSPEC v. 12.8.2 with a single PL model and
Galactic hydrogen absorption fixed to nH = 8.06 × 1020 cm−2 (Kalberla et al. 2005). The PL
fits the data satisfactorily. The lightcurve flux points were calculated from the spectra of single
snapshots integrating between 2 and 10 keV.
The NuSTAR observations were collected on October 2, 5 and 10, 2013 (ObsIDs: 60002047002,
60002047004 and 60002047006). All data were analyzed3 using the NuSTARDAS software
package v.1.4.1. available within HEASoft package v. 6.164 with CALDB v. 20140414. The data
4The analyses have been provided by Alicja Wierzcholska.
5http://heasarc.gsfc.nasa.gov/docs/software/lheasoft
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Figure 6.3: SED of the synchrotron peak with the contemporaneous NuSTAR and Swift-XRT data of
the MWL campaign in October 2013. As a comparison, the lowest and the highest fluxes measured by
XMM-Newton and Swift-XRT in 2009 (Kaufmann et al. 2011) are shown, together with the 100 months
Swift-BAT spectrum (Cusumano et al. 2014).
were processed using the nupipeline and nuproducts tasks. For each observation, the com-
bined spectra from the A and B detectors were grouped to have a minimum of 30 counts/bin and
fitted with a single PL model using XSPEC v. 12.8.2. This fit the data reasonably well.
For these three nights, also a combined fit of the Swift-XRT and NuSTAR spectra has been
done, which allows the contemporaneous characterization of the synchrotron peak between 0.3
and 79 keV. In this case, the spectra were clearly curved beyond the Hydrogen absorption and
were fit with a CPL model. The combined observations of the MWL campaign are plotted in
Fig. 6.3 together with some historical data.
6.3.3 Optical
Optical monitoring of 1ES 0229+200 has been carried out with ATOM between 2007 and 2012.
Observations in B and R bands took place typically once every three nights during the August-
December visibility window.
During the 2013 MWL campaign ATOM was not operational and data were collected with
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Figure 6.4: Optical R and B band lightcurve from ATOM and Abastumani for the 2007-2013 period.
During the 2013 MWL campaign (around MJD 56570) no observation with ATOM was possible.
Table 6.2: Statistics of the yearly and total H.E.S.S. observations.
Period Dates Live Time ON OFF excess Significance Flux (> 580 GeV)(MJD) (h) counts counts (σ) (10−13 cm−2s−1)
2004 - 2013 53259 - 56606 134.7 1879 14419 715 18.4 6.2± 0.5
2004 53259 - 53317 3.8 48 368 17 2.8 3.5± 1.9
2005 53613 - 53649 16.4 177 1575 45 3.6 2.5± 1.0
2006 53967 - 54088 47.1 769 4784 370 15.6 9.0± 0.8
2007 54322 - 54336 10.5 142 1112 49 4.5 5.6± 1.7
2008 54681 - 54789 12.2 154 1454 33 2.7 4.0± 1.6
2009 55063 - 55151 19.0 216 1852 62 4.5 5.2± 1.4
2011 55801 - 55909 7.8 124 990 42 4.1 3.0± 1.8
2013 56514 - 56606 17.8 249 2284 97 6.9 7.4± 1.3
Note: the normalization factor β between the ON and OFF area is 1/12 for all years with the exception of 2013 1/15.
Errors on the flux are statistical only. The systematic error is estimated to be 20% of the flux.
the 70 cm telescope of the Abastumani Observatory (Georgia), equipped with an Apogee 6E
camera. Observations taken with a R Cousins filter have been analyzed with the Daophot II
reduction software using an aperture diameter of 10′′.
The lightcurve of the 2007-2013 period is pictured in Fig. 6.4. No significant variability can
be detected.
6.4. H.E.S.S. DATA REDUCTION 105
Figure 6.5: Top: from left to right, excess map, significance map and significance distribution of the
2004-2013 dataset of 1ES 0229+200. Bottom: significance as function of the time (left) and theta square
distribution (right)
6.4 H.E.S.S. Data Reduction
The HESS-I style analysis has been performed on Prod26 DSTs using the Model analysis (sec. 4.4,
hereafter M++) with Std cuts and the software version paris-0-8-24. The background has been
determined using the Reflected Region Background method for the spectral and temporal analy-
ses, and the Ring Background method for the skymaps (see sec. 4.7). The source is detected with
a significance of 18.1σ for the whole dataset. In Figure 6.5, the excess and significance maps
are displayed on the top row, together with the significance distribution. One can see that the
background is homogeneous and well normalized and the source is clearly visible at the center
of the maps. The distribution of the significance as function of the time does not follow the usual
σ ∝ √t shape typical of a constant source. The θ2 distribution in the bottom panel of Fig 6.5
shows the point-like nature of the emission and again the good normalization of the background.
The numerical results for the total dataset and for every year of observation can be found in
Tab.6.2, as well as for every observing periods in Tab.6.3.
The 2013 HESS-II data have been analyzed using Prod6 DSTs and the software version
paris-0-8-30 with Std cuts for both the Mono and Stereo subarrays. For Mono, Safe cuts were
applied as well: they allow for a stronger background suppression leading to a larger detection
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Table 6.3: Statistics of the observation periods.
Period Dates Live Time ON OFF excess Significance Flux UL (68% c.l.)(MJD) (h) counts counts (σ) (> 580 GeV, 10−13 cm−2s−1)
2004
September 53259 - 53265 3.0 34 292 10 1.8 2.8± 2.1 –
November 53316 - 53316 0.8 14 76 8 2.5 5.6± 4.2 –
2005
September 53613 - 53621 10.5 96 904 20 2.1 1.0± 1.1 –
October 53644 - 53648 5.9 81 671 25 3.0 5.0± 2.0 –
2006
August 53967 - 53977 13.5 230 1653 92 6.8 8.1± 1.6 –
September 53994 - 54005 16.0 337 1887 180 11.8 12.2± 1.6 –
November 54048 - 54063 12.5 150 860 78 7.6 6.9± 1.4 –
December 54077 - 54088 5.1 52 384 20 3.1 6.8± 2.0 –
2007
August 54322 - 54335 10.5 142 1112 49 4.5 5.6± 1.7 –
2008
August 54681 - 54687 4.7 49 509 7 1.0 0.8± 2.3 < 3.2
September 54733 - 54737 6.2 96 796 30 3.3 7.9± 2.5 –
November 54787 - 54788 1.4 9 149 -3 -1.0 -2.8± 3.5 < 1.6
2009
August 55063 - 55074 9.3 72 829 3 0.3 -0.5± 1.5 < 1.1
October 55115 - 55121 5.1 73 568 26 3.3 7.0± 2.9 –
November 55145 - 55151 4.6 71 455 33 4.6 16.6± 3.8 –
2011
August 55801 - 55811 4.8 79 667 23 2.8 1.8± 2.3 –
September 55835 - 55835 1.3 21 122 11 2.8 6.9± 4.3 –
October 55854 - 55854 0.9 9 84 2 1.0 3.4± 5.7 –
December 55908 - 55908 0.8 15 117 5 1.5 3.3± 5.6 –
2013
August 56514 - 56520 3.8 72 399 39 5.5 15.6± 3.5 –
September 56536 - 56536 0.4 5 40 2 0.8 1.6± 8.6 < 11.5
October 56566 - 56573 5.5 61 463 22 3.2 5.7± 2.1 –
November 56591 - 56605 8.1 111 1382 34 3.6 5.1± 1.9 –
Note: the observing periods are defined by the lunar cycle and do not always strictly match the given month, which
is given for an easier identification.
The normalization factor β between the ON and OFF area is 1/12 for all periods, with the exception of November
2013 1/18. Errors on the flux are statistical only. The systematic error is estimated to be 20% of the flux.
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Table 6.4: Statistics of the 2013 observations in Mono and Stereo mode.
Subarray Live Time ON OFF excess Significance Flux (> 580 GeV)(h) counts counts (σ) (10−13 cm−2s−1)
Mono Safe 12.5 769 6953 160 6.0 11.1± 0.2
Mono Std 12.5 1051 9980 172 5.4 11.0± 0.2
Stereo Std 10.7 290 2945 138 9.6 13.4± 0.2
Note: Errors on the flux are statistical only. The systematic error is estimated to be 20% of the flux.
significance and better normalized skymaps at the expense of a slightly higher energy threshold.
The results are reported in Table 6.4. The source is firmly detected in Stereo with almost 10σ in
less than 10 hours livetime. In Mono, 5.4 and 6.0σ are obtained with Std and Safe cuts, respec-
tively, in 12.5 hours livetime. The difference in livetime larger than the duration of the single run
missing in the Stereo runlist is due to the fact that the CT5 camera operates at a higher frequency
than the small telescopes cameras, hence has shorter deadtime. It is evident how the Stereo
observations greatly ease the detection of a faint source like 1ES 0229+200 with respect to the
observation with the HESS-I subarray only. On the other hand, Mono observations alone yield
a lower significance. It could be caused by the worse background rejection capabilities of the
Mono observations with respect to Stereo because of the lack of stereoscopy. This effect worsens
in case of low signal to noise ratios, especially when the spectra of source and background have
a similar slope.
6.5 H.E.S.S. Spectral Analysis
The spectral analysis has been carried out using the forward-folding technique. A simple PL
spectral shape was fit to the total dataset (Fig. 6.6, top). More complex shapes do not fit the data
as well as the PL. The photon index is Γ = 2.87 ± 0.12. It is significantly softer than the one
published in HESS07 (ΓHESS = 2.50 ± 0.19). One can argue that this could be due to the signifi-
cantly larger dataset used, in case of spectral variability. For this reason, analyses have been done
with the data collected in the same period covered by HESS07 only. Two runlists were used: the
same one used for the paper, and a larger one containing all the 2005 and 2006 runs passing the
current standard quality cuts. Again, the photon indices of both fits are significantly softer than
the published value: Γ05−06 pap = 2.90±0.17 and Γ05−06 = 2.96±0.15 for the two lists, respectively
(Fig. 6.6, bottom). One should notice that already at the time of the publication, the cross-checks
provided by Mathieu de Naurois with a development version of the Model analysis showed a
photon index not consistent within the 1-σ error (Γx−checks = 2.92±0.23)6. When considering the
stability of the results presented here, they have always been consistent disregarding changes of
three different software versions and likewise DST calibrations and productions.
The HESS07 results were derived from an Hillas analysis. In order to obtain results (in
6Other cross checks done with different methods were consistent within the 1-σ statistical error
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Figure 6.6: Spectra of the 2004-2013 (top) and 2005-2006 (bottom) analyses compared with the one from
HESS07. An hypothetical absorbed hard intrinsic emission with Γ = 1.5 is also shown.
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Table 6.5: Values of the photon indices Γ of a PL fit of the H.E.S.S. data for different analysis methods
and datasets. VER14 results are also given for comparison. Only statistical errors are reported. Systematic
errors are quantified in 10% of the central value in all cases. (a) The Model Hybrid analysis was one of
the cross-checks for the HESS07 publication. (b) This work.
Analysis
2005 - 2006 2005 - 2006 2009 - 2012 2004 - 2013 no 2006
paper runlist larger runlist
HESS07 2.50 ± 0.19
Model Hybrid a 2.92 ± 0.23
M++ b 2.90 ± 0.17 2.96 ± 0.15 2.87 ± 0.12 2.79 ± 0.19
Hillas b 2.69 ± 0.29 2.57 ± 0.18 2.65 ± 0.18 2.76 ± 0.35
VER14 all 2.59 ± 0.12
high state 2.53 ± 0.11
low state 2.64 ± 0.19
principle) as similar as possible and at the same time test the M++ ones, Hillas analyses were
performed on the 2005-2006 runlists described above. This can be done in the same parisanalysis
framework as for the M++ analysis, using the same DSTs, which also contain all the necessary
information. The paper runlist yields a significance slightly smaller than the published one (5.9 vs
6.6σ). The spectrum is softer and has larger errors (Γ 05−06 papHillas = 2.69±0.29). It is compatible with
both M++ and HESS07. The larger dataset yields a harder photon index Γ 05−06Hillas = 2.57 ± 0.18,
which is not consistent with the respective M++ result. The analysis of the whole 2004 to 2013
dataset gives again a slightly softer spectrum (Γ 04−13Hillas = 2.65 ± 0.18), compatible with both the
M++ and published results. The spectral values derived from the Hillas analysis are compatible
with the VERITAS ones reported in section 6.1. The comparison of the indices is summarized in
Table 6.5.
The apparent softening of the central value of all new Hillas results with respect to HESS07
could be explained by the completely different software framework, data calibration and spectral
analysis technique used. Nonetheless, all indices are compatible within the 1-σ error.
As said, the spectra derived from the M++ analysis are softer than the others. In some cases
they are compatible within the 1-σ error, sometimes they are significantly different. There are
some consideration that can be done about these differences:
• M++ and the Hillas analysis are intrinsically very different. The former is much more
sensitive than the latter, especially at low energies, with much higher background rejection
capabilities. As an example, the detection significance for the 2004-2013 dataset is 18.4
and 8.9σ for the two analyses, respectively. The higher sensitivity leads to smaller statis-
tical errors in the low energy spectral bins, and this can affect the spectral analysis even in
the case of compatible spectral points. This concerns also the results published in HESS07
and VER14, both derived from Hillas analysis.
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• In the bottom panel of Fig. 6.6, one can see that the M++ spectral points are perfectly com-
patible with HESS07 up to ∼ 1 TeV. At higher energies, they do not show the clear wiggles
in the spectrum with the same intensity. Instead, they show a deficit in the emission around
2 and 4 TeV. The effect is even more apparent for the 2004-2013 analysis. Interestingly,
also the Hillas analysis cannot reproduce the same shape.
• The harder VERITAS spectrum could be partly expected because of the lower energies
reached (240 versus 500 GeV, circa) thanks to the smaller Zenith angle of their observa-
tions. As it can be seen in Fig. 6.1, the maximum of the observed IC emission is expected to
lie around a few hundreds GeV, meaning that the spectral slope naturally hardens towards
lower energies.
• The last two spectral points in HESS07 at 6.5 and 11.5 TeV are not significant (less than
1.5σ). If the speculations about the IC peak done in Sec. 6.1 are true, and no further
emission component exists above 10 TeV, the highest energy point is unrealistic and most
likely only a statistical fluctuation. Modeling a hard intrinsic PL with Γ = 1.5 and ab-
sorbing it with the EBL model of Franceschini et al. (2008, hereafter FR08) shows that
the highest energy flux should smaller by a factor 50. Softer indices would increase this
discrepancy. Despite the low significance, this possibly wrong flux affects the spectral fit
for a combination of reasons:
– the fit has been performed using a least-squares method (less sophisticated than the
forward folding technique used in this work);
– only 8 points enter the fit;
– all points have low significance (< 3.5σ).
For such a fit, a point at the one end of the spectrum with a significance similar to that of
the point at 11.5 TeV, but with a very different flux, strongly influences the value of the
photon index. Correcting the flux by a factor 10 already causes an increase of 0.3 in the
photon index, making it compatible with all other indices discussed above.
• If the last spectral point is indeed a statistical fluctuation, this would explain the lack of
detection above 10 TeV in the M++ analysis of the same dataset, despite the M++ higher
sensitivity. The 10 TeV point in the bottom panel of Fig. 6.6 is only 0.8σ. It spans between
8.5 and 15.5 TeV and is dominated by events below 10 TeV. The same explanation could
hold for the larger H.E.S.S. and VERITAS datasets, although the flux variability (sec. 6.7)
could play a role, as well. For VERITAS, the lack of detection could be due also to the fact
that at high energies it has a smaller effective area than H.E.S.S. due to the smaller Zenith
angle of their observations.
• The most recent cross-checks of the current M++ analysis carried out with a Boosted
Decision Tree Hillas based analysis (BDT or TMVA, Ohm et al. 2009) provide spectra
with indices Γ ∼ 2.8 ± 0.15, well compatible with the M++ values.
• If the hypothesis about the wrong flux is not correct, then the issue remains. A yearwise
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Figure 6.7: Yearly comparison of the Crab Nebula PL spectra between 0.7 and 7 TeV for M++ (left) and
Hillas (right) analysis (Gianluca Giavitto, H.E.S.S. internal communication). In 2006, the M++ photon
index is significantly softer than in all other cases.
comparison of the Crab Nebula spectra with M++ and Hillas analysis7 shows that the 2006
M++ spectrum is significantly softer than all others (Fig. 6.7). Such spectral variability is
not expected because the Crab Nebula is considered a standard candle for TeV astronomy.
This could hint towards calibration issues for the M++ DSTs of that period, due to a partic-
ularly hazy atmosphere caused by bush fires, which often burst on the Kohmas Highlands
at the end of the Summer, beginning of the Autumn due to the prolonged drought. For
uniform atmospheric conditions, the lightcurve of the hadronic background (cosmic rays)
is expected to be flat. The one in Fig. 6.8, instead, is not, and reflects the hypothesis of an
hazy atmosphere. It could be possible that, being M++ more sensitive than Hillas, it is also
more sensible to strong atmospheric variations. 2006 is the year in which more than 1/3
of all observations of 1ES 0229+200 have been taken (Tab. 6.2) and which is characterized
by a flux higher than average (sec. 6.7). It therefore dominates all analyses containing it.
If an error affects these data, it is likely that all results will be affected by it. However, this
seems not to be the case. A spectral fit excluding the 2006 data yields a compatible photon
index Γno2006 = 2.79 ± 0.19.
• A last possibility is that the data are wrongly calibrated astrometrically, which is known
to be the case at least of some periods of observations. This can be a problem because
it affects the event and the energy reconstruction, leading to a loss of signal. It is not
clear, however, whether or not it affects a consistent part of the dataset used. A dedi-
cated recalibration exists on a source-by-source basis, but it has never been completed for
1ES 022+200 and could not be used. This issue concerns both M++ and Hillas models.
It could possibly explain the common deficit of emission between 2 and 4 TeV and the
slightly lower flux of the Hillas results. However, this bug should affect only the latest
used DST production. The fact that the results remained stable disregarding the use of
previous DST versions weakens this point.
7This comparison has been done by Francois Brun and reported by Gianluca Giavitto.
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Figure 6.8: M++ yearly lightcurve of the hadronic background for the 1ES 0229+200 observations. To-
gether with 2004 and 2005, in 2006 (MJD ∼ 54000) the hadronic flux is significantly lower than in the
following years. Given the amount of hours collected in 2006, a calibration error for this year could
strongly affect the analysis of the whole dataset.
In the end, it is not completely clear what is the source of the different photon index values.
Possibly, all of the hypothesis described above play a role. The fact that all analysis and cross
checks, irrespective of the combination of softwares and datasets, show indices softer than in
HESS07 demonstrates that the published value is indeed too hard. All of the analyses also fail to
reproduce the spectral wiggles that were interpreted as EBL imprint in HESS07.
In order to detect a possible spectral variability, fits were carried out on the yearly and
monthly datasets, as well. No spectral variability is detected on a yearly nor monthly timescale
(Fig. 6.9, top). No spectral variability can be seen as function of the flux, either (Fig. 6.9, bottom).
In Table 6.6, all spectral fits derived from a M++ analysis are summarized.
As mentioned at the beginning of the section, more complex spectral forms like CPL or
ECPL do not improve the fit. They resemble a PL: both β and 1/Ecut are consistent with zero. It
is not possible to determine, inside the tested energy range, a cut-off in the observed emission
that indicates a cut-off in the underlying electron population or to the onset of the Klein-Nishina
regime. Given the 3σ detection between 4 and 10 TeV in the M++ spectrum, both must be well
above 10 TeV. In order to reach these energies, the underlying electron population must be very
energetic. Here, the Thomson limit is valid only for low energy photons, and a cut-off due to the
transition to the Klein-Nishina regime is expected at E= γmc2δ (with δ the Doppler factor). In
order to avoid a cut-off below 10 TeV, γ must be much larger than 2×107/δ, or alternatively have
a very large Doppler factor.
Spectral analyses were conducted also on the Mono and Stereo datasets. For Mono, both
Safe and Std cuts yield spectra that have a significant curvature (∼ 3σ). A comparison of the
three spectral shapes is shown in the top-left panel of Fig 6.10 for the Safe cuts analysis. The
CPL indices derived for the two cuts are not compatible (see Table 6.7), but their contours match
well thanks to the different strength of the curvatures β (Fig. 6.10, top-right). The ECPL fits yield
unphysically hard photon indices and very small cut-off energies, although the 1-σ contours still
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Figure 6.9: Photon index variability as function of the time (top) and of the flux normalization (bottom)
for the yearly (red) and periodwise (blue) spectral fits. No variation can be seen in any of the plots. In
2004 and 2007 observations have been taken in a single period only, therefore they appear as yearly spectra
only. No meaningful spectra can be derived for November 2008, August 2009, September 2013 and for
all four periods in 2011, so they are not reported here. The dotted lines in the upper plot represent the
2004 - 2013 average photon index and 1-σ error.
match the CPL ones.
For Stereo, the PL is the better fit (Table 6.7 and Fig. 6.10, bottom-left). The photon index is
very hard (ΓStereo = 2.30 ± 0.17) and is incompatible with the HESS-I results, for both M++ and
Hillas. This could be explained as a consequence of the different energy range involved. It starts
at an energy about 100 GeV8 lower than for HESS-I and reaches smaller high energies.
8The HESS-I spectrum starts at 390 GeV, but in the first 100 GeV the source is detected for just ∼ 1σ.
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Table 6.6: Spectral fits for different periods of H.E.S.S. observations. In 2004 and 2007 observations have
been taken in a single period only, therefore they appear as yearly spectra only. No meaningful spectra can
be derived for November 2008, August 2009, September 2013 and for all four periods in 2011, so they
are not reported here. For the 2005-2006 dataset marked with (a), the analysis has been performed on the
same dataset as in HESS07.
Period Γ
dN/dE(@ 1 TeV)
Energy range
χ2/d.o. f .
[10−13 cm−2 s−1 TeV−1] (prob)
2004 - 2013 2.87 ± 0.12 4.75 ± 0.31 0.39 - 34.37 59.8 / 64 (0.62)
2005 - 2006(a) 2.90 ± 0.17 6.16 ± 0.59 0.44 - 34.37 30.9 / 40 (0.85)
2005 - 2006 2.96 ± 0.15 5.47 ± 0.45 0.44 - 34.37 43.5 / 56 (0.89)
2004 1.64 ± 0.74 2.69 ± 1.62 0.39 - 7.75 10.7 / 9 (0.30)
2005 2.74 ± 0.76 1.60 ± 0.67 0.48 - 31.12 16.0 / 20 (0.72)
2006 2.99 ± 0.16 6.79 ± 0.57 0.48 - 37.96 25.1 / 30 (0.72)
2007 2.52 ± 0.44 4.01 ± 1.14 0.48 - 31.12 14.9 / 19 (0.73)
2008 2.96 ± 0.70 3.01 ± 1.04 0.48 - 25.51 25.1 / 13 (0.02)
2009 2.44 ± 0.40 3.28 ± 0.93 0.59 - 17.15 27.9 / 21 (0.14)
2011 3.27 ± 0.85 3.44 ± 1.43 0.48 - 17.15 13.1 / 14 (0.52)
2013 2.98 ± 0.34 5.58 ± 0.92 0.48 - 31.12 9.3 / 12 (0.68)
Sept. 2005 2.91 ± 2.44 0.69 ± 0.77 0.48 - 9.41 14.4 / 17 (0.64)
Oct. 2005 2.71 ± 0.70 3.19 ± 1.36 0.48 - 31.12 8.7 / 11 (0.63)
Aug. 2006 3.61 ± 0.48 5.58 ± 1.22 0.48 - 37.96 17.0 / 21 (0.71)
Sept. 2006 2.73 ± 0.19 9.35 ± 1.07 0.48 - 14.06 25.6 / 24 (0.37)
Nov. 2006 2.69 ± 0.31 5.10 ± 1.04 0.48 - 25.51 5.1 / 11 (0.93)
Dec. 2006 3.27 ± 0.67 5.28 ± 1.56 0.48 - 4.27 9.5 / 10 (0.48)
Aug. 2008 4.25 ± 2.16 1.92 ± 1.99 0.48 - 20.92 6.5 / 8 (0.59)
Sept. 2008 2.38 ± 0.44 4.58 ± 1.59 0.48 - 25.51 13.8 / 11 (0.24)
Oct. 2009 2.13 ± 0.53 4.52 ± 1.93 0.59 - 17.15 2.7 / 11 (0.99)
Nov. 2009 2.49 ± 0.41 10.3 ± 2.64 0.59 - 14.06 18.0 / 15 (0.26)
Aug. 2013 2.98 ± 0.43 11.5 ± 2.45 0.48 - 14.06 3.9 / 8 (0.86)
Oct. 2013 3.02 ± 0.75 4.10 ± 1.41 0.48 - 3.50 11.2 / 8 (0.19)
Nov. 2013 3.02 ± 0.68 4.32 ± 1.37 0.48 - 9.45 20.9 / 10 (0.02)
When comparing the Stereo and the Mono spectra (Fig. 6.10, bottom-right), it appears ob-
vious that above 1 TeV they are not compatible. The Mono spectrum is significantly curved in
an energy range where neither Stereo nor HESS-I show anything similar. The spectral point at
800 GeV also seem to have a too large flux. Such a strong curvature is not expected from any-
thing known from the literature, as well. It is therefore likely that, at the moment, the Mono
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Table 6.7: Mono and Stereo spectral fits.
Γ β / Ecut
dN/dE(@ 1 TeV) Energy χ2/d.o. f .
[10−12 cm−2 s−1 TeV−1] range (prob)
Mono PL 2.67 ± 0.27 1.03 ± 0.23
0.22 - 10.4
47.8 / 27 (0.01)
Safe CPL 1.74 ± 0.53 1.14 ± 0.67 1.70 ± 0.38 38.2 / 26 (0.06)
ECPL 0.28 ± 1.31 0.38 ± 0.24 1.80 ± 0.41 37.9 / 26 (0.06)
Mono PL 2.53 ± 0.26 1.05 ± 0.24
0.20 - 10.4
44.5 / 28 (0.03)
Std CPL 2.89 ± 0.53 1.28 ± 0.72 1.76 ± 0.40 32.8 / 27 (0.20)
ECPL 0.1 ± 1.4 0.31 ± 0.20 1.75 ± 0.41 32.5 / 27 (0.21)
Stereo PL 2.30 ± 0.17 1.06 ± 0.13
0.32 - 18.9
28.8 / 29 (0.48)
Std CPL 2.20 ± 0.30 0.10 ± 0.20 1.11 ± 0.17 28.6 / 28 (0.43)
ECPL 2.28 ± 0.40 85 ± 1376 1.06 ± 0.15 28.8 / 28 (0.42)
spectrum is affected by some systematics and is not reliable for 1ES 0229+200.
Beside this issue, the two Mono and Stereo spectra are also clearly incompatible with both
the 2004-2013 and 2013 HESS-I spectra, as it can be seen in the top panels of Fig. 6.11. Their
fluxes are off of a factor 2. This cannot be justified by variability, since the 2013 dataset are
very similar. When considering the toy model of the absorbed intrinsic emission introduced
earlier (shown in all panels as reference) one can see that it reproduces the Fermi and 2013
HESS-I spectra fairly well, at least up to 2 TeV. Above, the HESS-I spectrum is affected by
the same deficit described above as the long term spectra. Interestingly, the Stereo spectrum
seems to follow the same shape of the toy model, only at higher energies. This could hint
towards an energy shift as described in Chapter 8. There, it is shown that a systematic bias exists
between the energies reconstructed with the different analyses. It is therefore likely that the
inconsistency shown here depends on the energy calibration issue. The same test was repeated
for 1ES 0229+200. It shows the same results as for the Crab Nebula9 (sec. 8.2.2): a 20% bias
is expected for Mono, and none for Stereo. An energy bias seems to be excluded. Nonetheless,
correcting the Stereo spectrum of a factor 0.8 in energy seems to fix the problem (Fig. 6.11,
bottom). The effect of this correction is better visible in the energy spectrum plots. The Stereo
spectral points are consistent with both the toy model and the 2013 HESS-I points at least up to
2 TeV. With all the caveats discussed before, the same is valid for the Mono spectrum, as well.
It has to be noted here that the value of 20% is empiric and cannot be based on the outcomes of
the test on the energy bias. This simple scaling does not take into account any possible energy
dependencies during the spectral fit, like those on the effective area. For this reason, it can be
seen as a rough first order correction.
At last, one could consider the systematic error on the flux, which is evaluated to be around
20%. This would not be enough to make up for the 50% difference in the flux.
91ES 0229+200 has a similar declination as the Crab Nebula and the two sources are not too far apart in R.A.
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Figure 6.10: Top-right: Mono spectrum fit with three spectral shapes. Curved spectral shapes are signifi-
cantly better than a simple PL. Top-right: comparison of the Mono Safe and Std CPL spectrum. The two
are equivalent. Bottom-left: Stereo spectrum fit three spectral shapes. No curvature can be seen. Bottom-
right: comparison of the best Mono and Stereo spectra. The two are hardly compatible. The Mono PL is
shown as reference, as well.
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Figure 6.11: Top: comparison of the HESS-I and the Mono and Stereo spectra in flux (left) and energy
flux(right) representation. The HESS-I and HESS-II spectra are clearly incompatible. Bottom: same as
above, but with the Mono and Stereo energies multiplied by a factor 0.7 and 0.8 respectively.
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Figure 6.12: SED of the HE and VHE component of 1ES 0229+200.
6.6 Spectral analysis with EBL absorption
The spectra derived up to here are all observed spectra. It is known that they are absorbed by the
EBL. In order to reconstruct the shape of the intrinsic emission from the AGN, they need to be
deabsorbed. This can be done using EBL models, which predict the density of the background
light as function of the wavelength and of the redshift. In HESS07, the model of Primack et al.
(2005) scaled by a factor 1.6 was used. They found that the data could be fit with a simple hard
PL with intrinsic photon index Γ deabsHESS = 1.58 ± 0.22. The index is compatible with the ones
derived at GeV energies by Vovk et al. (2012, ΓVovkGeV = 1.36 ± 0.25) and H. E. S. S. Collaboration
et al. (2014, ΓFermiHESS 2014 = 1.5 ± 0.3), as well as with the newest results presented in sec. 6.3.1
(ΓFermiPL = 1.86 ± 0.13 for the simple PL and ΓFermi2 BPL = 1.69 ± 0.19 for a BPL above 3.5 GeV).
These results support the hypothesis of a single hard PL spectrum going from a few GeV up to
at least 10 TeV.
In the previous section, it has been shown how the new HESS-I spectra derived with M++
are significantly softer than the one in HESS07. It is therefore interesting to see how the intrinsic
spectrum changes. Spectral fits comprising EBL absorption were carried out on the datasets
2004-2013 and 2005-2006 datasets described above, for both M++ and Hillas. The EBL model
of FR08 was used. The same attempt to define the best EBL normalization as in sec. 7.6, and
hence determine a more precise intrinsic spectrum, was done on the full dataset. Unfortunately,
the inclusion of the EBL absorption did not improve the goodness of the fit. It did not improve
or worsen significantly for all EBL normalizations tested, either. For this reason, only the results
obtained with the unmodified FR08 model and reported in Table 6.8 will be discussed.
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Table 6.8: EBL spectral fits. (a) indicates the runlist used in HESS07.
Dataset Γint
dN/dE(@ 1 TeV)
[10−12 cm−2 s−1 TeV−1]
HESS07 2005 - 2006 (a) 1.58 ± 0.22
M++ 2004 - 2013 1.85 ± 0.13 1.91 ± 0.13
2005 - 2006 (a) 1.96 ± 0.19 2.54 ± 0.25
2005 - 2006 1.99 ± 0.16 2.26 ± 0.19
Hillas 2004 - 2013 1.62 ± 0.21 1.62 ± 0.21
2005 - 2006 (a) 1.76 ± 0.35 1.85 ± 0.36
2005 - 2006 1.56 ± 0.22 2.06 ± 0.29
Mono Safe
2013
1.75 ± 0.27 4.35 ± 0.96
Mono Std 1.64 ± 0.27
Stereo Std 1.34 ± 0.18 4.34 ± 0.54
The intrinsic photon indices derived with Hillas are well compatible with HESS07. They
support the hypothesis of a continuous hard PL described above. In this interpretation, the
2004-2013 flux does not match perfectly the level shown by Fermi , but in principle this can
be explained with flux variability (see sec. 6.7), since the observations are not contemporaneous.
The M++ intrinsic indices, on the other hand, are much softer and just marginally compatible
with all Hillas derived ones. The H.E.S.S. and Fermi spectra can match inside the statistical errors
only in three cases:
• when considering the PL fit of the Fermi spectrum, the two indices are exactly the same.
To match the two spectra, an increase of the Fermi flux of a factor 3 is needed;
• when considering the hard component of the HE BPL fit, the two spectra match only if the
Fermi flux is increased of a factor 2 and the harder limit of the H.E.S.S. photon index is
used;
• a curvature or a break exists in the intrinsic spectrum around few hundred GeV.
The first two options are unlikely because, even if flux variations of a factor 2 or 3 have been
detected in the VHE emission (Fig. 6.13, top panels), the long term H.E.S.S. spectrum is an av-
erage of all these states. There is also no reason to believe that in the periods without H.E.S.S.
observations the source should have been mainly in a low state, so to justify this large discrep-
ancy. If the hypothesis made in sec. 6.7 about the correlation of the X-ray and γ-ray emission
are correct, one can see from the two bottom panels in Fig. 6.13 that such large corrections are
not justified. Nor the other way around, reducing the H.E.S.S. flux of the same factor. It must be
120 1ES 0229+200
noted also that the renormalization of the fluxes works in opposite ways for the M++ and Hillas
spectra. This means, they are mutually exclusive10 since the dataset is the same.
The third option is interesting, but is also likely to be incorrect. As can be seen in Fig. 6.12,
the last three deabsorbed points are not compatible with the contour of the spectrum. Their
combined significance is more than 3σ. This means that the resulting spectral point deviates
significantly from the soft spectrum. It would be compatible, instead, with a harder spectrum
similar to the Hillas one or to the toy model. The points up to 1.5 TeV would be compatible with
such a spectrum, as well. Again, the deficit between 2 and 4 TeV strongly affects the results.
Like it has been done in the previous section for the observed spectra, it is interesting to
check if there are hints of curvature or cut-off beyond the EBL absorption. Even if more complex
spectral shapes are not significantly better than an absorbed PL, they could still point towards the
presence of a spectral feature. Again, this is not the case. They both resemble an absorbed PL,
with β and 1/Ecut consistent with zero. It is not possible to determine, inside the tested energy
range, a cut-off in the intrinsic IC emission or the onset of the Klein-Nishina regime. Both must
be well above 10 TeV.
In spite of the possible lower flux, it seems that the slope of the Hillas spectrum describes
better the source emission. That the spectrum is harder than the M++ ones is also hinted by
the deabsorbed Mono and Stereo spectra, despite all caveats mentioned in the previous section.
The Stereo intrinsic photon index is very hard, but is compatible with the theorical limit of 1.5
and with the Hillas result. The Mono spectrum is affected by eccesive curvature, but a simple
absorbed PL yields indices compatible with the harder results.
Fits comprising EBL absorption of the HESS-II data using more complex spectral shapes
give unphysical results and are therefore ignored.
Taking into account the harder values, the VHE intrinsic photon index converge around a
value of Γ = 1.6 ± 0.2. This value depends obviously on the EBL model used, here FR08.
However, as it will be discussed in sec. 7.6 and as it has been shown in Biteau & Williams
(2015), the FR08 model describes adequately the true shape of the EBL.
6.7 Temporal analysis
The lightcurves (see sec 4.9) of the whole decade of observations were derived using the average
2004 - 2013 spectrum evaluated in sec.6.5. The integral flux was obtained integrating over ener-
gies above a common threshold of 580 GeV. The monthly and yearly lightcurves are shown in
the top two panels of Fig. 6.13.
In HESS07, no flux variability was claimed. During the 2009 MWL campaign, the source
could not be detected, despite the amount of hours of observation collected should have allowed
that. This was a strong hint that 1ES 0229+200 was variable.
The Model analysis is more sophisticated and sensitive than the Hillas analysis used in that
publication. Its use permits therefore to have a much higher sensitivity to small flux variations.
10Sistematic effects on the data calibration that could affect only one analysis are not considered here.
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Figure 6.13: Lightcurves of the BL Lac object 1ES 0229+200 in different energy bands between 2004
and 2013. From top to bottom: monthly and yearly H.E.S.S. lightcurves above 580 GeV - the VERITAS
values from VER14 are also depicted as comparison; hard X-rays monthly lightcurve between 15 and
85 keV from Swift-BAT (Cusumano et al. 2013); soft X-ray lightcurve between 2 and 10 keV for different
instruments: a) 2010-2012 RXTE dataset from Rivers et al. (2013), b) XMM-Newton , Swift-XRT and
RXTE data from Kaufmann et al. (2011), c) Swift-XRT data analysed in this work. The source is clearly
variable in all energy bands. The discrepancy between the H.E.S.S. and VERITAS points in 2009 is
explained by the non identical observation windows of the two instruments (see text). Three point at MJD
53831, 55331 and 55377 have been removed for clarity from the Swift-BAT plot because of their large
negative fluxes or error bars.
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Together with the much larger dataset available, it is possible to detect variabiltiy in this faint
source. The monthly and yearly VHE lightcurves (top two panels of Fig. 6.13) show an emission
which is not constant, neither on a yearly, nor on a monthly timescale. A fit to a constant value
yields a χ2 of 84.3 (33.3) for 22 (7) degrees of freedom for the monthly (yearly) lightcurve.
This translates into a probability of 3 × 10−9 and 2 × 10−5 respectively. The fractional variability
(Vaughan et al. 2003, but the errors are estimated as in Poutanen et al. 2008) yields values of
0.60±0.15 and 0.39±0.11. Variability is detected on a monthly timescale also in smaller energy
ranges. The probability of a constant flux is 1× 10−4 between 0.58 and 1 TeV and 2× 10−5 above
1 TeV.
In 2009, H.E.S.S. and VERITAS observed the source contemporaneously (though on dif-
ferent nights). The time range spanned by the VERITAS observations was significantly longer
than the H.E.S.S. one. Taking the windows into account, the measurements of both experiments
are consistent with an increasing flux that reaches its maximum just before MJD 55150 and then
decreases. The comparison of the VHE and X-ray data in 2009 (Kaufmann et al. 2011) is very in-
teresting. The source is in very low state for both H.E.S.S. and XMM-Newton during the MWL
campaign (MJD ∼55065). In the following three months, Swift-XRT detects a flux increase of a
factor ∼ 2 (Kaufmann et al. 2011), which is also seen by Swift-BAT in the hard X-ray band. This
is mirrored by an enhancement in the γ-ray emission of a factor 2 or 3 (Fig. 6.13). In all three
wavebands, this state is followed by a decrease in the emission. Despite the limited sensitivity of
Swift-BAT, it is interesting to notice that the three periods of low VHE fluxes in 2008 and 2009
are mirrored also in its energy band. The R and B bands optical lightcurves, instead, are constant
within the errors and do not show any variations. During the second MWL campaign in 2013
(MJD ∼56570), 1ES 0229+200 seems to be relatively bright in X-rays and on its average value
in TeV.
A correlation in the X-ray-VHE emission is expected by the SSC model, implying that the
two components are generated by the same electron population. On the other hand, the big peak
shown by RXTE in 2011 (MJD ∼55800) does not have a clear correspondence in TeV. There are
at least four possible explanations for this behaviour:
• the very low exposure in three out of the four periods of H.E.S.S. observations. However,
assuming the same VHE to X-ray ratio as in 2009, it seems unlikely that such a prolonged
period of high activity would be completely missed by both H.E.S.S. and VERITAS. It is
even more unlikely if one considers the 2010-2011 VERITAS observations, when the VHE
emission closely follows the evolution of the RXTE lightcurve.
• a period of high activity of one of the other X-ray sources present in the field of view of
RXTE , like 1RXS J023558.0+201215, 1RXS J023427.5+192247 or one of the numerous
XMM sources.
• the presence in 1ES 0229+200 of a second X-ray emitting zone, unrelated to any γ-ray
emission.
• under certain conditions, the γ-ray emission could be prevented by Klein-Nishina suppres-
sion.
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6.8 InterGalacticMagnetic Field (IGMF) determination
The interaction of the VHE emission with the EBL leads to the production of beams of energetic
e−-e+ pairs through photon-photon collisions. The particles have Lorentz factors γ typically of
the order of 106 −107. They are expected to upscatter the cosmic microwave background (CMB)
photons via IC to GeV energies. The reprocessed emission will add to the source intrinsic HE
emission, generating a surplus. However, up to now there is no evidence in any source for the
detection of a reprocessed component. To explain this lack, IGMFs have been invoked. They
should deflect the e−-e+ pairs out of their original path parallel to the primary VHE photons,
reducing the amount of secondary emission that reaches the observer proportionally to the field
strength. Lower limits on the IGMF can therefore be computed under some assumptions.
Thanks to its hard multi TeV intrinsic spectrum, 1ES 0229+200 is one of the key sources for
the determination of lower limits on the IGMF. Values in the range 10−18 − 10−14 G have been
derived by several authors (Neronov & Vovk 2010; Tavecchio et al. 2010, 2011; Ahlers 2011;
Dermer et al. 2011; Dolag et al. 2011; Taylor et al. 2011; Vovk et al. 2012). The difference in the
results derives not only by the method adopted for the calculation of the reprocessed emission,
but also on the assumptions on the unknown physical parameters of the source. New constrains
on the IGMF can qualitatively be determined by comparing these works with the results on the
VHE flux variability and on the refined GeV spectrum presented in the previous sections. Here,
the two models of Taylor et al. (2011) are considered:
• the “minimal” case: the fraction of absorbed VHE emission (and hence of reprocessed
HE emission) is minimized through the use of a lower bound of the cut-off energy of the
intrinsic TeV spectrum. For 1ES 0229+200, Ecut = 5 TeV and a photon index Γ = 1.2 have
been used (“hard” case). In Vovk et al. (2012) a “soft” case has been tested, as well, with
Γ = 1.5;
• the “maximal” case: the fraction of absorbed VHE emission (and hence of reprocessed HE
emission) is maximized through the use of a high energy cut-off and a hard photon index.
For 1ES 0229+200, Ecut = 100 TeV and Γ = 1 have been used.
As a sort of “maximal” model can be considered also the hadronic scenario. It has been stated
that the HE-VHE γ-rays from 1ES 0229+200 could be explained by proton cascade emission
(e.g. Essey & Kusenko 2010; Essey et al. 2010, 2011a,b).
6.8.1 Effects of the VHE variability
Reprocessing causes an energy dependent delay in the arrival time of the secondary photons
(sec. 2.4.4). Even the reprocessed emission of monocromatic photons will be spread in both
energy and time due to how and when the actual absorption of the primary γ-rays and the re-
emission of the secondary photons will take place. Because of the time delay, no variability is
expected to be seen and the observed reprocessed emission corresponds to the time-averaged
original VHE emission. The IGMF constrains rely hence on the assumption of a steady VHE
flux on time scales of these delays. Is the VHE flux variable, average values can be used as long
124 1ES 0229+200
Figure 6.14: Comparison of the “soft” (left) and “hard” (right) models with the new Fermi spectrum. The
two plots are taken from Vovk et al. (2012), the updated Fermi spectrum is added in red.
as the variability is shorter than the reprocessing time delay.
A shown in sec. 6.7, VHE variability on monthly timescales has been detected above 580 GeV,
as well as above and below 1 TeV. For the maximal case, if the ∼ 600 GeV emission consists of
secondary photons, then a measurement of the IGMF can actually be done. From both eq. 2.53
and Fig. 2 in both Taylor et al. 2011 and Arlen et al. 2014, one gets IGMF values of the order of
BIGMF ∼ 5 × 10−17 G11.
However, the detected variability above 1 TeV implies that the radiation of this source is
dominated by primary γ-rays. This challanges the “maximal” models and those proton-cascade
models that require the TeV emission to be constant and consisting of secondary radiation only
(although under some circumstances monthly and yearly variability could be detected, Prosekin
et al. 2012). The derivation of an IGMF strength with such models would therefore not be correct.
6.8.2 Limits from the revised Fermi spectrum
The revised GeV spectrum presented in sec. 6.3.1 is more precise and reaches higher energies
than the one used in Vovk et al. (2012), thanks to the much larger dataset. New limits on the
IGMF can be determined by simply comparing the current Fermi spectrum with the levels of
secondary emission presented in that publication. This is done in Fig. 6.14. Here, the contours
of the BPL fit are shown, so to consider an energy range more similar to the one in Vovk et al.
(2012).
In the “soft” case, the best fit is given by the intrinsic spectrum itself. A minimum value of
BIGMF > 10−16 G is needed for the secondary emission to be at the level of the errors of the Fermi
spectral points. In the “hard” case, it must be BIGMF > 3 × 10−16 G. Though, such a strength
11Due to the uncertainties and model dependence of the calculation of the time delay, only a rough estimate can
be done, between 10−17 and 10−16 G.
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would underestimate the flux between 1 and 3 GeV. Both models underestimate the emission at
even lower energies, requiring an additional component.
The models used here have been constructed in such a way that the resulting limits are very
conservative. A cut-off at 5 TeV in the VHE spectrum finds no support in the H.E.S.S. data. As
shown in sec. 6.5 and 6.6, the intrinsic emission remains hard at least up to 10 TeV. A cut-off at
higher energies implies a larger amount of primary radiation being absorbed, hence an increase
of the emission of reprocessed radiation. The the strength of the IGMF needed to fit the GeV
spectrum would be higher. Most models used by other authors rely on “hard” and/or “maximal”
type models with Γint < 1.2. They need strong magnetic fields BIGMF > 10−14 G in order to not
exceed the measured GeV emission. Hoverer, such strong fields are mostly constrained by the
emission above 50 GeV and all fail to reproduce the emission at lower energies. This suggests
that a “soft/minimal” model best describes the intrinsic emission.
All the limits derived depend obviously on the EBL density. A smaller density would allow
for less absorption, less re-emission and hence for the need for a weaker IGMF. On the con-
trary, stronger IGMF would be needed to reduce the secondary emission caused by an increased
absorption from a higher EBL level.
6.8.3 Comments on plasma excitation theories
Plasma excitation theories (e.g. Schlickeiser et al. 2012a,b, 2013; Broderick et al. 2012; Supsar
& Schlickeiser 2014; Chang et al. 2014; Menzler & Schlickeiser 2015) show how the e−-e+ pairs
produced by photon-photon interaction in the cosmic voids will cause oblique instabilities in
the intergalactic medium (IGM). Because of said instabilities, the pairs will lose their energy
and heat up the IGM itself. For sufficiently bright VHE sources at z < 4, the cooling rates of the
plasma instabilities dominate the IC cooling above 1 TeV by orders of magnitude (e.g. Broderick
et al. 2012, Fig. 2 and 3). The lack of an excess in the GeV emission is hence unavoidable and
independent from the presence of an IGMF. As a consequence, it is also not possible to determine
lower bounds on the IGMF with the methods used in the previous section.
In the case of 1ES 0229+200, even the most conservative scenario (Chang et al. 2014, Fig. 3)
implies that the cooling due to plasma instabilities dominates over the IC cooling for primary
photon energies above 0.8 TeV. No secondary emission is then expected. Menzler & Schlickeiser
(2015) show that the GeV emission of 1ES 0229+200 can be explained without the need for an
IGMF of any strength. In the case of a “soft-minimal” scenario, the reprocessed component is
nonexistant. This supports the interpretation made in section 6.6 about the IC spectrum: a single
hard (Γ ∼ 1.5) PL which extends from a few GeV up to at least 10 TeV.
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6.9 Conclusions
In this chapter, the BL Lac object 1ES 0229+200 has been presented. This source is unique and
important because of the combination of its hard spectrum reaching 10 TeV and its consider-
able distance. These characteristics make of 1ES 0229+200 one of the key sources for deriving
constraints on the EBL and on the IGMF.
The 10 years long H.E.S.S. monitoring between 2004 and 2013 has been analyzed in a MWL
context. Clear variability is detected at VHE on monthly and yearly timescales. The lightcurves
in different energy bands hint towards a correlation between TeV and X-ray emission. The overall
shape of the VHE lightcurve mimics the evolution of the lightcurve in the soft X-ray band. This
supports an SSC emission model for the X-ray and VHE emission in 1ES 0229+200. VHE
variability is detected both above and below 1 TeV. This suggests that the emission is primary,
putting constrains on the derivation of the IGMF strength.
For the spectral analysis, the results from two different models were used: M++ and Hillas.
The M++ spectrum (and in lesser way the Hillas spectrum) fails to reproduce the expected char-
acteristic whiggles, sign of the EBL imprint, that were well defined in HESS07, and shows a
deficit in the emission between 2 and 4 TeV. This result does not depend on the dataset used.
While the Hillas PL photon index is compatible with HESS07 and VER14, the M++ index is
significantly softer, probably a consequence of the aforementioned deficit. No spectral variabil-
ity has been detected as a function of the flux or of the time on a monthly or yearly timescale.
The Mono and Stereo spectra show harder PL photon indices, in line with the Hillas results
and expected by the natural hardening at low energies in the connection region between the
Fermi and H.E.S.S. bands. The Mono spectrum is significantly curved at the 3σ level, but the
strong curvature is incompatible with both Stereo and HESS-I spectra. It seems not to be reliable.
The HESS-II spectra show a higher flux than HESS-I. For Mono, this seems to be at least partly
caused by a shift of the energy calibration of ∼ 20% towards higher energies. The Stereo energies
have no bias, but an empirical correction factor of 0.8 removes the disagreement with HESS-I.
When considering the EBL absorption, the Hillas intrinsic photon index supports the hy-
pothesis of a continuous hard PL from few GeV up to at least 10 TeV. The deabsorbed M++
spectrum, instead, is softer and is not compatible with the Fermi spectrum. A hard intrinsic
emission is supported also by the deabsorbed Stereo spectrum.
From both HESS-I absorbed and deabsorbed spectra was not possible to determine a lower
limit for an intrinsic spectral curvature. This suggest that a cut-off in the electron energy distribu-
tion, or the onset of the Klein-Nishina regime must be well beyond the 10 TeV. A very energetic
particle population (or a large Doppler factor) with γ > 2 × 107/δ is hence needed to avoid a
cut-off in the spectrum below 10 TeV.
New constrains on the IGMF rely on the VHE monthly flux variability and on the refined
GeV spectrum. The flux variability is detected also above 1 TeV. It implies that the radiation is
dominated by primary γ-rays. This disfavours those proton-cascade models and “maximal” type
cascade models in general that require the TeV emission to be constant and consisting of sec-
ondary radiation only. Nonetheless, if under some circumstances the emission at ∼600 GeV
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can be assumed to be of secondary photons, a measurement of the IGMF can be obtained:
BIGMF ∼ 3 × 10−16 G. The detection of variability in the HE range would put further constrains
on BIGMF, increasing the lower limits.
Comparing the new Fermi spectrum with the IGMF models found in the literature, under the
hypothesis of a “minimal” case where the VHE is primary emission, one sees that the contribu-
tion of the reprocessed radiation to the GeV spectrum must be low, if not completely absent. The
constrain is primarly given by the last spectral point between 100 and 500 GeV.
The Fermi spectrum is compatible with the “soft” model in Vovk et al. (2012) for BIGMF a
few times 10−16 G, similar to the value derived for the “maximal” case. The range 0.3-3×10−15 G
is excluded by H. E. S. S. Collaboration et al. (2014), even if for a different energy range consid-
ered here. Other models would be consistent with this spectrum for values of BIGMF of at least
×10−14 G. It cannot be excluded that the spectral softening below 1 GeV is due to reprocessed
emission.

CHAPTER 7
MRK 501
7.1 Source description
Markarian 501 (Mrk 501, also known, among others, as 4C 39.49, B2 1652+39 and 4U 1651+39)
is one of the objects classified by the Armenian astrophysicist Beniamin ”Benik” Egishevitch
Markarian in the First Byurakan Spectral Sky Survey, or Markarian Survey (Markarian 1967).
The survey started in 1965 with the aim of classifying nearby galaxies which showed anomalous
spectra with strong ultraviolet (UV) continuum emission in the central regions. This was thought
to be non-thermal and originating from the galactic nuclei. More than 200 Seyfert galaxies
and hundreds of starburst galaxies were discovered in this survey (Petrosian et al. 2007). The
particular object Mrk 501 was first listed in the fifth paper of the series (Markaryan & Lipovetskii
1972) and it was described as
“501. Spheroidal galaxy with faint corona. Extended almost along δ. In the red part
the continuous spectrum is very strong, and in the blue it is strong and extends to the
far ultraviolet. Hα and λ 3727 observed in the spectrum. Judging from the spectrum,
it must have a star-like nucleus. Some indication of Seyfert characteristics.”
In the paper, it was associated with the optical galaxy MCG 07-35-002 (Vorontsov-Vel’Yaminov
& Arkhipova 1964), which had a radio counterpart in 4C 39.49 (Caswell & Wills 1967).
Based on its flat high-frequency radio spectra, Mrk501 was chosen by Ulrich et al. (1975)
for optical spectral, photometric and polarimetric studies. It showed a stellar-like nucleus hosted
in an elliptical galaxy. Ulrich et al. (1975) did not find evidence of emission lines despite their
weak detection in Markaryan & Lipovetskii (1972) and later on in, e.g., Moles et al. (1987).
They derived a redshift z = 0.0337 based on absorption lines. Later works from e.g. Kondo et al.
(1981); Moles et al. (1987); de Vaucouleurs et al. (1991); Fouque´ et al. (1992); Stickel et al.
(1993); Grazian et al. (2000); Healey et al. (2008) confirmed it, giving values in the range 0.033
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to 0.034. Their photo-polarimetric observation showed a degree of (possibly variable) linear
polarization between 2 and 3%. The overall radio-to-UV characteristics showed similarities with
other variable radio objects like BL Lac and OJ 287 with no Seyfert nature, again at odds with
Markaryan & Lipovetskii (1972) and Moles et al. (1987).
The composite nature of the source was studied further by Maza et al. (1978), who found a
wavelength dependent optical polarization which significantly decreased towards the red. They
interpreted this behavior as polarized non-thermal emission from a BL Lac-type object (where
the polarization is wavelength independent) diluted by different amounts by the light of the host
galaxy. As in Ulrich et al. (1975), they found a possible variation of the polarization degree and
furthermore discovered a significant change in its position angle. The latter had no wavelength
dependence, suggesting the presence of a single source of polarized light, likely the non-thermal
nucleus. They calculated that the non-thermal component dominates the U and B bands and
gives a significative contribution to the V band. Further studies on optical surface brightness
profiles by Hickson et al. (1982) confirmed that the star-like compact object is hosted in a normal
elliptical galaxy. van Breugel & Schilizzi (1986) discovered a small scale radio jet aligned with
the preferred optical polarization angle, with better agreement closer to the nucleus.
Despite the classification as a BL Lac object would suggest large and fast flux variability,
Mrk 501 showed a quite stable emission at all energies in the first years of observations. Slow
flux variations were finally discovered in optical B band by Barbieri & Romano (1977) in data
collected between 1967 and 1976, although it was not possible to detect a significant short term
variability.
Mrk 501 became the first BL Lac object known to emit in X-rays when Schwartz et al. (1978)
confirmed with HEAO 1 observations the association of the X-ray source 4U 1651+39 (Forman
et al. 1978) with the optical counterpart. They tried to interpret the X-ray emission as IC on
the radio photons. This was excluded by Snijders et al. (1979) for frequencies below 10 GHz.
They suggested a synchrotron spectrum with a break between UV and X-rays, although they
did not exclude that the X-rays could be produced by IC on microwave to UV photons. Kondo
et al. (1981) found that both synchrotron and IC scenarios in the optical to X-ray range were
reasonable and consistent with the data. A further step towards the correct identification of the
X-ray emission as synchrotron rather than IC radiation was made by Mufson et al. (1984). In
addition to a spherically symmetric, homogeneous SSC model, they suggested a jet model, that
described the data accurately and provided tighter constrains on the physical parameters.
In 1995 Mrk 501 was finally detected at Very High Energies (VHE, E> 100 GeV) above
300 GeV by the Whipple Collaboration (Quinn et al. 1996). It was the second extragalactic
source to show emission in this energy range (the first being Mrk 421, Punch et al. 1992). The
detection of these two sources definitely proved the existence of VHE emitting objects outside of
our own Galaxy and gave impetus to the development of extragalactic TeV astronomy. Confir-
mation came from the 1996 HEGRA CT1 observations above 1.5 TeV (Bradbury et al. 1997). In
the same year it was also discovered at High Energies (HE, E>100 MeV) with EGRET (Kataoka
et al. 1999).
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In 1997, Mrk 501 underwent a prolonged period of high activity, with VHE fluxes &1 Crab
Unit (c.u.) for several months. This permitted its detection with various TeV instruments: Whip-
ple (Catanese et al. 1997; Samuelson et al. 1998; Quinn et al. 1999), HEGRA (Aharonian et al.
1997, 1999a,b,c, 2001b), CAT (Djannati-Atai et al. 1999), Milagro (Atkins et al. 1999), Tele-
scope Array (Hayashida et al. 1998), TIBET (Amenomori et al. 2000). The historical highest
γ-ray flux (F(> 250 GeV)∼ 8.3·10−10 cm−2 s−1) was recorded with CAT on April 16, 1997. They
found a correlation between spectral hardness and source intensity between 0.3 and 13 TeV. This
was not confirmed with HEGRA, although in a smaller energy range (1 to 5 TeV). The flar-
ing states were covered by MWL observations, which were reported in, e.g., Pian et al. (1998),
Lamer & Wagner (1998) and Petry et al. (2000). At radio and optical wavelengths, Mrk 501
showed again only small variations. In the X-rays, instead, the source was extremely variable.
Its spectrum was extraordinary hard. The synchrotron peak shifted for two orders of magnitude
to higher energies and reached for the first time up to 100 keV.
The monitoring of Mrk 501 at VHE continued in 1998 and 1999 with Whipple (Quinn et al.
1999) and HEGRA (Aharonian et al. 2001a). During these two years, the source was in low state,
with the exception of a flaring event in June 1998 (Sambruna et al. 2000), which was significantly
less pronounced than the 1997 ones. The source was observed again at VHE starting from 2004.
Only upper limits could be derived from the 2004 and 2006 HESS observations (1.8 and 2.2 h
livetime, Aharonian et al. 2005b, 2008b)). Observations with MAGIC and VERITAS have been
carried out almost yearly from 2005 onwards (Albert et al. 2007; Anderhub et al. 2009; Aleksic´
et al. 2015; Acciari et al. 2011), leading to firm detections between ∼ 0.1 and ∼ 5 TeV. Flux levels
comparable to the 1997 big flare have been reached on June 30, 2005 (Albert et al. 2007), June
9, 2012 (Borracci et al. 2013) and June 23, 2014 (this work).
Since August 2008, Mrk 501 is regularly observed at HE with the Fermi satellite. During a
MWL campaign in 2008-2009, a flux dependant spectral variability was detected above a few
GeV, while none was seen below (Abdo et al. 2011). This can indicate the presence of two
components in the IC peak .
All the aforementioned characteristics let Mrk 501 be classified as a blazar belonging to the
subclass of the high frequency peaked BL Lac objects (HBL). Because of the impressive shift of
its synchrotron peak, it is sometimes referred to as an extreme HBL.
7.2 VHE observations with H.E.S.S.
Observation of Mrk 501 are challenging for H.E.S.S.. Mrk 501 is the most northern source ever
observed with H.E.S.S. up to date. With its declination of +39◦45′36.61′′, it culminates at less
than 27◦ altitude, exceeding the previous very large Zenith angle observations of Mrk 421 (Aha-
ronian et al. 2005a) by more than 1.5◦. Such extreme Zenith angles imply a large (∼ 2 TeV)
low energy threshold, which in turn requires the source to be very bright or to have a relatively
hard spectrum in order to be detected. However, a positive consequence of large Zenith angles
observations is a significantly larger effective area at high energies when compared to standard
observations. Despite these technical difficulties, being Mrk 501 known for its variability and
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very bright flaring states, it was observed by H.E.S.S. in a few occasions, in the hope of catching
it in an high state.
H.E.S.S. observations have been carried out in four different epochs between 2004 and 2014.
The dataset comprises 34 runs taken in wobble mode in 2004 (4 runs), 2006 (5 runs) and 2012 (4
runs) with the HESS I array and in 2014 (21 runs) with the full HESS II array. The mean zenith
angle is 63.7◦ and the mean offset from the pointing position is 0.50◦.
The 2004 and 2006 runs were collected as part of two MWL campaigns (Gliozzi et al. 2006;
Anderhub et al. 2009) on the nights of June 15-16, 2004 and July 18-19, 2006. Due to the low
state of the source, only upper limits could be derived in the original analyses and the results
were published separately (Aharonian et al. 2005b, 2008b).
The 2012 observations have been triggered as ToO following a flaring state1 in the TeV
domain. It was detected by MAGIC during an ongoing long term MWL campaign on the source.
Only two runs in two consecutive nights were taken (11-13 June).
In 2014, observations were triggered by two flare alerts from the FACT Collaboration (An-
derhub et al. 2013) on June 19 and July 281. They were carried out on several nights between
June 19-25 and on the night of July 29-30.
The data has been subject to quality control over good weather, good camera conditions and
telescope system stability. All 2004, 2006 and 2012 runs pass these standard quality cuts. In
order to have a telescope-homogeneous dataset for the whole monitoring period, HESS I style
DSTs have been produced for the 2014 observations. Only events detected with the CT1-4 tele-
scopes were extracted from the data, and all the information coming from CT5 were discarded.
18 good quality runs remain after quality cuts. Similarly, Mono style DSTs have been produced
taking into account CT5 information only. 15 runs remain after quality cuts. 15 good quality
runs exist for the CT1-5 Stereo data.
7.3 Observations at lower energies
In order to present the H.E.S.S. results in a MWL context, observations in optical and X-rays
have been collected.
7.3.1 X-rays
X-ray coverage has been ensured by the Rossi X-ray Timing Explorer (RXTE) and Swift satel-
lites. The lightcurve of the former has been retrieved from Rivers et al. (2013)2. The data from the
X-ray telescope (XRT) onboard of the latter have been analyzed for this work3. They were col-
lected in WT mode between May 12 and July 30, 2012 (obsIDs: 00030793177-00030793201)
1Private communication, within the agreement between H.E.S.S., MAGIC (MAGIC/FACT in 2014) and VERI-
TAS for notifications about ongoing VHE flaring activities of AGN.
2http://cass.ucsd.edu/˜rxteagn/
3The analysis has been provided by Alicja Wierzcholska
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Figure 7.1: Left: X-ray photon index as function of the energy flux between 0.3 and 10 keV. A clear
harder when brighter behavior is visible. Right: Scatter plot of the integral VHE flux above 2 TeV as
function of the X-ray energy flux between 0.3 and 10 keV for the whole nights of H.E.S.S. observations
and for the run temporally closer to the Swift-XRT snapshot. The left-most red point represents the strictly
simultaneous observations during the 2012 flare. No common trend is visible.
and between May 31 and June 28, 2014 (obsIDs: 00035023035-00035023047). The analy-
sis was done as described in sec. 6.3.2. The Galactic hydrogen absorption was fixed to nH =
1.58 × 1020cm−2 (Kalberla et al. 2005). A clear harder-when-brighter behavior is detected
(Fig. 7.1, left), as it was expected from the literature (e.g. Pian et al. 1998). Contemporane-
ous X-ray and H.E.S.S. observations exist in some nights. The typical time offset between them
is ∼ 90 minutes. An exception is June 12, 2012, when strictly simultaneous observations exist.
Because of the fast variability of the source in both wavelengths, it is not possible to determine
any correlation (Fig. 7.1, right).
7.3.2 Optical
Optical data are obtained with the 70 cm telescope of the Abastumani Observatory (Georgia). It
is equipped with an Apogee 6E camera (between 1997-2006 a SBIG ST-6 camera). Observations
were taken with a R Cousins filter and cover the 1997-2014 period. They have been analyzed
with the Daophot II reduction software using an aperture diameter of 10
′′
. Some nights of con-
temporaneous exposure with H.E.S.S. exist, and strictly simultaneous observations have been
taken during the peak of the flare on June 23, 2014.
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Table 7.1: Count values for Std, Loose and Faint cuts for every year of observation.
nON nOFF excess significance LiveTime(# runs)
Std cuts
2004 52 136 41 8.2σ 1.8 h (4)
2006 25 134 14 3.4σ 2.3 h (5)
2012 358 106 347 35.3σ 1.8 h (4)
2014 1367 483 1329 71.5σ 7.7 h (18)
tot 1801 859 1730 77.9σ 13.6 h (31)
Loose cuts
2004 109 375 72 8.8σ 1.8 h (4)
2006 81 416 39 5.1σ 2.3 h (5)
2012 579 358 536 37.8σ 1.8 h (4)
2014 2100 1436 1964 76.0σ 7.7 h (18)
tot 2868 2584 2611 82.0σ 13.6 h (31)
Faint cuts
2004 20 35 18 6.7σ 1.8 h (4)
2006 5 28 3 1.9σ 2.3 h (5)
2012 165 33 162 26.4σ 1.8 h (4)
2014 668 125 661 56.7σ 7.7 h (18)
tot 858 221 844 61.8σ 13.6 h (31)
7.4 H.E.S.S. data reduction
The reduction of the H.E.S.S. data has been performed using the M++ analysis. The software
versions paris-0-8-24 was used to analyze the HESS I style DSTs (Prod26), while the version
paris-0-8-30 was used for the HESS II style DSTs (Prod6).
For the HESS I style analysis, the Std, Loose and Faint cuts have been initially applied. The
Ring Background and the Reflected Region Background methods (sec. 4.7) were used for the
background determination. The 31 good quality runs have a total lifetime of 13.6 h (12.0 h when
corrected for acceptance). The source is detected with a significance of 77.9σ with Std cuts. In
Table 7.1 the results for each year and analysis cut are reported. Thanks to the higher sensitivity
of M++ compared to a simpler Hillas analysis, Mrk 501 is detected also in the years 2004 and
2006, which were previously published as upper limits in Aharonian et al. (2005b, 2008b).
In Fig. 7.2 the θ2 distribution derived with Std cuts (left) and the relative excess distribution
with the superimposed point spread function (PSF, right) are shown. In the former, one can see
that the emission is almost background-free, in the latter that the excess is well described as
emission from a point-like source. In Fig. 7.3 the significance/excess distributions as function of
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Figure 7.2: Top: theta squared distribution (left), and excess distribution in gray with superimposed PSF
in blue (right) of Mrk 501 for the 2004-2014 analysis with Std cuts. Bottom: from left to right, excess
map, significance map and significance distribution for the same analysis.
Figure 7.3: Significance distributions for Std (left) and Loose (right) cuts as a function of the time. The
red dotted line is the σ ∝ √t expected for a constant emission. The non smooth behavior indicates a
variable emission.
the nOFF/time are displayed. It is striking that they do not follow the σ ∝ √t trend which is
expected for a constant emission. The large steps in short time indicate the presence of flaring
activity.
136 Mrk 501
7.5 Spectral analysis
Spectral analyses have been carried out using the forward-folding technique. Given the small
number of ON and OFF events, especially at high energies, the energy bin size of the spectrum
has been adjusted for every data subset and cut following these criteria as long as possible:
• use a conservative low energy threshold nearer to the maximum of the ON and OFF events
distributions to avoid low energy bins with few counts, which are more strongly affected
by Zenith angle selection criteria;
• the bins should contain enough counts (nON≥ 1, nOFF≥ 5) to be actively used in the fit
procedure (this is important for high energies);
• all ON counts should be contained in one of these bins;
• the bins should show a significant excess;
• the number of bins should be maximized.
7.5.1 Observed spectra
7.5.1.1 Cumulative dataset
Fits with a PL spectral shape have been performed on the total dataset for each of the three cuts
(Std, Loose, Faint). The quality of the fits was very poor, with χ2red values between 4 and 10.
Therefore, two other spectral shapes (CPL and ECPL) were tested. These fits yielded much
better χ2 values than the PL fits, proving that the observed spectrum is curved. To test if these
spectra are significantly better than the simple PL, the LogLikelihood-ratio test (LLRT) was used.
It is defined as
LLRT = −2 ∗
[
Log
(
L(H0)/L(H1)
)]
(7.1)
where H0 is the null hypothesis (in this case a simple PL shape) and H1 the hypothesis to be tested
(the CPL or ECPL shapes). The significance is then calculated as
√
LLRT. The curved spectra
are preferred at the ∼ 4 − 12σ level depending on the cut used (Fig 7.4, left). The significance
increases with the widening of the energy range. The results are summarized in Table 7.2. In
the right panels of Fig 7.4, the comparisons of the spectral shapes for different cuts are shown.
One can see that the CPL and ECPL fits are consistent for all three cuts. The PL gets softer
with increasing energy threshold (due to increasing cut hardness), as one can expect for a curved
spectrum.
As mentioned before, the source shows a high flux variability during the monitored period.
A flux dependent spectral variability at VHE is known from the literature, as discussed, e.g., in
Djannati-Atai et al. (1999) and Albert et al. (2007). It is likely that the cumulative fits presented
here show only an indication of the actual source spectrum at a given time. It is important to note
that in the aforementioned papers spectra below 13 TeV and 7 TeV are shown. The spectral vari-
ability is determined mostly with energies below 2 TeV. This energy is approximately the energy
threshold of the current H.E.S.S. spectra, as can be seen in Table 7.2. Will spectral variability
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Figure 7.4: Left: comparison of the three spectral shapes for the fit to the total 2004-2014 dataset for Faint
(top), Std (middle) and Loose (bottom) cuts. In all three cases one can see that the curved fits describe
the data better than a simple PL. Right: comparison of the PL (top), CPL (middle) and ECPL (bottom)
spectral shapes for the three different cuts. The CPL and ECPL fits are consistent for all cuts, while the
PL gets softer with increasing energy threshold.
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Table 7.2: Spectral results for the cumulative dataset 2004-2014 for the three cuts.
Γ β / Ecut
dΦ / dE (3.5 TeV) Edec Energy range χ2 / d.o.f.
[10−12cm−2s−1TeV−1] [TeV] [TeV] (prob)
Std cuts
PL 3.22 ± 0.06 2.53 ± 0.08 4.20
2.13 - 79.51
110.4 / 11 (1.5*10−18)
CPL 2.47 ± 0.11 0.84 ± 0.12 2.68 ± 0.09 3.65 25.37 / 10 (4.7*10−3)
ECPL 1.55 ± 0.24 3.83 ± 0.59 2.58 ± 0.09 4.20 23.20 / 10 (0.01)
Loose cuts
PL 2.98 ± 0.05 2.08 ± 0.05 3.87
1.79 - 103.06
161.5 / 16 (4.2*10−26)
CPL 2.20 ± 0.09 0.77 ± 0.09 2.47 ± 0.07 3.11 22.13 / 15 (0.11)
ECPL 1.41 ± 0.18 3.73 ± 0.47 2.37 ± 0.07 3.26 17.06 / 15 (0.32)
Faint cuts
PL 4.01 ± 0.14 4.57 ± 0.44 5.90
4.26 - 29.91
16.10 / 4 (2.9*10−3)
CPL 3.37 ± 0.24 0.94 ± 0.37 2.77 ± 0.54 5.90 4.31 / 3 (0.23)
ECPL 2.15 ± 0.68 4.79 ± 1.90 3.05 ± 0.49 5.90 2.86 / 3 (0.41)
be detected in the current dataset, it would be the first time for an energy range significantly
extending above 10 TeV, up to 20 TeV.
7.5. SPECTRAL ANALYSIS 139
Table 7.3: Spectral results for the 2004 dataset for the three cuts.
Γ β / Ecut
dΦ / dE (3.5 TeV) Edec Energy range χ2 / d.o.f.
[10−12cm−2s−1TeV−1] [TeV] [TeV] (prob)
Std cuts
PL 2.79 ± 0.40 0.31 ± 0.07 4.03 2.13 - 20.46 1.17 / 3 (0.76)
ECPL 2.76 ± 1.45 in f ± in f 0.30 ± 0.07 3.35 1.18 / 2 (0.55)
Loose cuts
PL 3.47 ± 0.40 0.31 ± 0.06 2.63
1.79 - 57.76
4.79 / 5 (0.44)
CPL 3.79 ± 0.65 −0.28 ± 0.42 0.28 ± 0.08 2.31 4.33 / 4 (0.36)
ECPL 3.46 ± 0.96 in f ± in f 0.31 ± 0.08 2.63 4.79 / 4 (0.31)
7.5.1.2 Yearly datasets
In order to detect spectral variability, the data have been divided in smaller datasets of single
years of observations. In 2012 and 2014, the high significance allows (and the different flux
states invite) to perform analyses for each single night and for every run during the flares. These
have been carried out using Loose cuts. The complete results are summarized in Tables 7.3 to 7.8
and visualized in Fig. 7.5 to 7.14.
In 2004 (Table 7.3 and Fig. 7.5, top and middle) and 2006 (Table 7.4 and Fig. 7.5, bottom),
the source spectra are well described by PLs with a soft photon index of ∼3.4 (using Loose cuts).
In 2004, the Std cuts analysis yields a slightly harder (but still compatible within errors) index
of 2.8. This can be caused by the narrower energy range, together with a relatively high 2σ flux
point above 10 TeV, which is still compatible with statistical fluctuations. In all cases, the more
complex spectral shapes resemble a PL, showing no significant curvature.
In 2012 (Table 7.5 and Fig. 7.6) and 2014 (Table 7.6 and Fig. 7.7) the Loose spectra are sig-
nificantly curved. CPL and ECPL show hard photon indices between ∼ 1.6 and 2.8 that strongly
depend on the strength of the curvature. The shapes of the spectra are consistent for all cuts, as
it can be seen from the left plots of Fig. 7.6 and 7.7. The PL fits become softer with increasing
energy threshold, as it is expected when fitting a curved spectrum.
Table 7.4: Spectral results for the 2006 dataset for the three cuts.
Γ β / Ecut
dΦ / dE (3.5 TeV) Edec Energy range χ2 / d.o.f.
[10−12cm−2s−1TeV−1] [TeV] [TeV] (prob)
Loose cuts
PL 3.42 ± 0.84 0.16 ± 0.05 3.04
2.01 - 82.71
1.14 / 5 (0.95)
CPL 1.24 ± 3.01 3.44 ± 5.61 0.25 ± 0.14 2.68 0.07 / 4 (1.00)
ECPL 0.1 ± 9.02 1.08 ± 3.03 0.19 ± 0.11 2.67 0.37 / 4 (0.99)
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Figure 7.5: Left: comparison of the three spectral shapes for the fit to the 2004 dataset for Std (top) and
Loose cuts (middle). The PL is a satisfactory description of the data. Right: comparison of PL (top)
and ECPL (middle) spectral shapes for Std and Loose cuts. The wider energy range gives slightly softer
spectra. Bottom: Comparison of the three spectral shapes for the fit to the 2006 dataset for Loose cuts.
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Table 7.5: Spectral results for the 2012 dataset for the three cuts.
Γ β / Ecut
dΦ / dE (3.5 TeV) Edec Energy range χ2 / d.o.f.
[10−12cm−2s−1TeV−1] [TeV] [TeV] (prob)
Std cuts
PL 3.06 ± 0.15 3.63 ± 0.28 4.72
2.6 - 22.36
5.23 / 3 (0.16)
CPL 2.75 ± 0.27 0.42 ± 0.34 3.65 ± 0.29 4.00 3.18 / 2 (0.20)
ECPL 2.15 ± 0.64 6.99 ± 5.02 3.60 ± 0.29 4.00 2.48 / 2 (0.29)
Loose cuts
PL 2.93 ± 0.10 3.01 ± 0.15 3.87
1.88 - 102.36
45.59 / 10 (1.7*10−6)
CPL 2.19 ± 0.19 0.68 ± 0.18 3.56 ± 0.23 3.02 17.28 / 9 (0.04)
ECPL 1.60 ± 0.36 4.53 ± 1.39 3.40 ± 0.20 3.42 15.35 / 9 (0.08)
Faint cuts
PL 3.34 ± 0.37 4.53 ± 1.12 6.47 4.26 - 17.27 0 / 0 (0)
In 2014, the Std and Faint spectra show significant curvature, as well. Harder cuts yield
slightly stronger curvatures (7.7, right). CPL and ECPL fits of the same cut are practically
indistinguishable (7.7, left). The ECPL tends to show a harder curvature at higher energies and
has in general a slightly better χ2red value.
Table 7.6: Spectral results for the 2014 dataset for the three cuts.
Γ β / Ecut
dΦ / dE (3.5 TeV) Edec Energy range χ2 / d.o.f.
[10−12cm−2s−1TeV−1] [TeV] [TeV] (prob)
Std cuts
PL 3.34 ± 0.07 3.92 ± 0.15 4.72
1.93 - 68.89
69.56 / 8 (6.0*10−12)
CPL 2.65 ± 0.12 0.83 ± 0.14 4.20 ± 0.17 3.65 8.45 / 7 (0.29)
ECPL 1.66 ± 0.28 3.66 ± 0.66 4.05 ± 0.16 3.79 7.58 / 7 (0.37)
Loose cuts
PL 3.05 ± 0.05 3.13 ± 0.08 3.80
1.54 - 68.63
99.47 / 14 (6.0*10−15)
CPL 2.47 ± 0.09 0.56 ± 0.08 3.65 ± 0.12 2.96 24.25 / 13 (0.03)
ECPL 1.88 ± 0.17 4.90 ± 0.77 3.54 ± 0.11 3.43 15.78 / 13 (0.26)
Faint cuts
PL 4.23 ± 0.17 7.58 ± 0.87 6.21
2.93 - 27.85
8.50 / 3 (0.04)
CPL 3.41 ± 0.35 1.09 ± 0.46 4.36 ± 1.07 5.51 0.16 / 2 (0.92)
ECPL 2.20 ± 0.86 4.22 ± 1.88 4.96 ± 0.99 6.21 0.04 / 2 (0.98)
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Figure 7.6: Left: comparison of the three spectral shapes for the fit to the 2012 dataset for Std (top) and
Loose (middle) cuts. In the former case, despite hinting to a possible curved spectrum, CPL and ECPL
are not significantly better descriptions of the data than the simple PL. In the latter, they are. Right:
comparison of the PL (top), CPL (middle) and ECPL (bottom) spectral shapes for the three cuts. As for
the total 2004-2014 dataset, the CPL and ECPL fits are consistent for all cuts, while the PL gets softer
with increasing energy threshold.
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Figure 7.7: Left: comparison of the three spectral shapes for the fit to the 2014 dataset for Std (top), Loose
(middle) and Faint (bottom) cuts. In all three cases one can see that the curved fits describe the data better
than a simple PL. Right: comparison of the PL (top), CPL (middle) and ECPL (bottom) spectral shapes
for the three cuts. As for the total 2004-2014 dataset, the PL gets softer with increasing energy threshold.
The CPL and ECPL fits are consistent for all cuts, even though they seem to have a stronger curvature for
harder cuts.
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7.5.1.3 Daily datasets
Up to this point it is not possible to determine the presence of a flux dependent spectral variability.
To further test this hypothesis, Loose cuts fits were carried out on the two single nights in 2012
(Fig. 7.8 and Table 7.7) and on the six nights in 2014 (1 flaring state and 5 low state nights,
Fig. 7.9, 7.10 and Table 7.8). The 2014 cumulative dataset for the low state nights was fit as well.
In 2012, the curved fits are significantly better than a simple PL only in the first night. In the
second night, there is just an indication at the 2σ level. It is apparent from both figure and table
that the spectra are not changing between the two nights, despite a 40% lower flux in the second
night. The photon index is harder for the ECPL (Γ ∼ 1.8) than for the CPL (Γ ∼ 2.3), but the two
fits are equivalent (Fig. 7.8, left).
In 2014, the flaring state and the cumulative low state spectra are curved. The CPL and
ECPL fits are significantly better than the simple PL. The flaring state spectra are compatible
with the 2012 nightly ones. The low state spectra are significantly softer. The difference in the
photon index is 0.5 - 0.6. This clearly shows the existence of a flux dependent spectral variability
at energies larger than 2 TeV!
The emission of the low state nights is well described by PL spectra with soft photon indices
Γ ∼ 3.4. An exception is the second night. A curved and harder spectrum as in the flare night
is preferable. During this night the flux is higher than in the other nights, almost reaching the
emission level of the first night in 2012.
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Table 7.7: Night- and run-wise spectral results 2012 with Loose cuts.
Γ β / Ecut
dΦ / dE (3.5 TeV) Edec Energy range χ2 / d.o.f.
[10−12cm−2s−1TeV−1] [TeV] [TeV] (prob)
night 1
PL 2.87 ± 0.12 3.74 ± 0.25 4.07
1.88 - 68.63
18.83 / 9 (0.03)
CPL 2.37 ± 0.19 0.50 ± 0.20 4.20 ± 0.33 3.42 7.30 / 8 (0.51)
ECPL 1.84 ± 0.40 6.39 ± 2.77 4.05 ± 0.30 3.42 5.70 / 8 (0.68)
night 2
PL 2.83 ± 0.17 2.41 ± 0.19 3.42
1.88 - 16.94
12.6 / 9 (0.18)
CPL 2.30 ± 0.31 0.66 ± 0.33 2.82 ± 0.29 2.91 8.52 / 8 (0.38)
ECPL 1.71 ± 0.63 4.29 ± 2.34 2.71 ± 0.26 3.05 9.40 / 8 (0.31)
run 1
PL 2.69 ± 0.20 3.49 ± 0.34 3.94
1.9 - 28.03
2.86 / 4 (0.58)
CPL 2.46 ± 0.39 0.26 ± 0.40 3.70 ± 0.49 2.89 2.41 / 3 (0.49)
ECPL 2.13 ± 0.76 8.98 ± 12.26 3.67 ± 0.44 3.08 2.31 / 3 (0.51)
run 2
PL 2.64 ± 0.19 4.44 ± 0.51 4.98
1.9 - 68.73
1.62 / 3 (0.65)
CPL 2.80 ± 0.44 −0.15 ± 0.37 4.41 ± 0.50 3.46 1.47 / 2 (0.48)
ECPL 2.66 ± 0.77 in f ± in f 4.46 ± 0.51 3.83 1.63 / 2 (0.44)
run 3
PL 2.55 ± 0.26 2.11 ± 0.25 3.87
1.9 - 20.78
7.69 / 3 (0.05)
CPL 1.73 ± 0.58 1.10 ± 0.62 2.65 ± 0.41 3.07 3.78 / 2 (0.15)
ECPL 0.63 ± 1.29 2.53 ± 1.63 2.51 ± 0.37 3.46 4.74 / 2 (0.09)
run 4
PL 3.17 ± 0.25 2.82 ± 0.31 3.46
1.9 - 15.41
2.17 / 5 (0.83)
CPL 2.83 ± 0.50 0.37 ± 0.53 3.08 ± 0.49 2.67 1.58 / 4 (0.81)
ECPL 2.37 ± 1.01 5.74 ± 7.42 3.07 ± 0.45 2.80 1.44 / 4 (0.84)
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Figure 7.8: Left: comparison of the three spectral shapes for the Loose cuts fits to the first (top) and
second (middle) night in 2012. The curved fits are significantly better than a simple PL in the first night,
while this is just an indication for the second night. Right: comparison of the PL (top), CPL (middle) and
ECPL (bottom) spectral shapes for the two nights. One can see that, despite the small but significant flux
change, the fits are all compatible.
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Table 7.8: Night- and run-wise spectral results 2014 with Loose cuts.
Γ β / Ecut
dΦ / dE (3.5 TeV) Edec Energy range χ2 / d.o.f.
[10−12cm−2s−1TeV−1] [TeV] [TeV] (prob)
flare
PL 2.82 ± 0.06 8.48 ± 0.28 4.18
1.88 - 25.27
50.8 / 10 (1.9*10−7)
CPL 2.26 ± 0.11 0.57 ± 0.11 9.61 ± 0.38 3.13 15.33 / 9 (0.08)
ECPL 1.65 ± 0.21 4.90 ± 0.91 9.31 ± 0.34 3.34 10.34 / 9 (0.32)
low
PL 3.31 ± 0.09 1.55 ± 0.07 3.54
1.88 - 68.63
24.6 / 12 (0.02)
CPL 2.85 ± 0.18 0.44 ± 0.17 1.73 ± 0.10 2.80 15.58 / 11 (0.16)
ECPL 2.27 ± 0.37 4.94 ± 1.94 1.72 ± 0.10 2.80 13.82 / 11 (0.24)
Low state
night 1
PL 3.43 ± 0.36 0.77 ± 0.12 3.43
1.88 - 27.92
6.19 / 5 (0.29)
CPL 2.82 ± 0.82 0.52 ± 0.83 0.87 ± 0.20 2.54 5.39 / 4 (0.25)
ECPL 2.19 ± 1.61 4.09 ± 6.25 0.87 ± 0.18 2.84 4.87 / 4 (0.30)
night 2
PL 2.96 ± 0.14 2.57 ± 0.19 3.91
1.88 - 50.85
13.19 / 7 (0.07)
CPL 2.42 ± 0.22 0.65 ± 0.24 2.99 ± 0.26 3.42 2.62 / 6 (0.86)
ECPL 1.67 ± 0.47 4.53 ± 1.80 2.88 ± 0.23 3.42 3.17 / 6 (0.79)
night 3
PL 3.29 ± 0.16 1.55 ± 0.12 3.45
1.88 - 37.68
8.52 / 11 (0.67)
CPL 3.19 ± 0.28 0.09 ± 0.20 1.59 ± 0.16 2.80 8.36 / 10 (0.59)
ECPL 3.21 ± 0.35 73 ± 268 1.56 ± 0.14 2.80 8.49 / 10 (0.58)
night 4
PL 3.45 ± 0.38 1.09 ± 0.16 3.42
1.88 - 15.33
2.70 / 5 (0.75)
CPL 2.78 ± 0.82 0.82 ± 1.04 1.28 ± 0.29 2.68 1.68 / 4 (0.79)
ECPL 1.67 ± 2.07 2.44 ± 3.05 1.28 ± 0.28 2.77 1.43 / 4 (0.84)
night 5
PL 4.03 ± 0.60 1.75 ± 0.44 4.66
1.88 - 27.92
4.46 / 3 (0.22)
CPL 2.88 ± 1.54 1.53 ± 2.45 1.51 ± 0.49 3.99 3.56 / 2 (0.17)
ECPL 0.77 ± 4.84 1.87 ± 3.08 1.50 ± 0.47 4.05 3.39 / 2 (0.18)
Flare night
run 1
PL 2.75 ± 0.15 9.62 ± 0.84 4.66
1.9 - 28.03
2.92 / 3 (0.40)
CPL 2.35 ± 0.30 0.45 ± 0.31 9.69 ± 0.87 3.80 0.58 / 2 (0.75)
ECPL 1.84 ± 0.62 7.10 ± 4.82 9.54 ± 0.85 3.99 0.50 / 2 (0.78)
run 2
PL 2.89 ± 0.12 11.7 ± 0.69 3.97
1.9 - 20.78
1.30 / 4 (0.86)
CPL 2.82 ± 0.26 0.07 ± 0.25 11.9 ± 0.94 2.93 1.21 / 3 (0.75)
ECPL 2.67 ± 0.49 23.3 ± 51.3 12.0 ± 0.85 3.09 1.08 / 3 (0.78)
run 3
PL 2.81 ± 0.14 5.78 ± 0.41 3.88
1.9 - 15.41
27.4 / 4 (1.7*10−5)
CPL 1.79 ± 0.26 1.06 ± 0.29 7.44 ± 0.67 3.04 4.92 / 3 (0.18)
ECPL 0.57 ± 0.57 2.44 ± 0.69 7.11 ± 0.60 3.46 3.35 / 3 (0.34)
run 4
PL 2.98 ± 0.13 8.22 ± 0.58 4.16
1.9 - 20.78
16.46 / 6 (0.01)
CPL 2.40 ± 0.22 0.67 ± 0.26 9.36 ± 0.80 3.46 4.86 / 5 (0.43)
ECPL 1.58 ± 0.51 4.31 ± 1.73 9.02 ± 0.72 3.46 2.76 / 5 (0.74)
148 Mrk 501
Figure 7.9: Left: Comparison of the spectral shapes for the flare (top) and low state (middle) in 2014.
Right: Comparison of the 2014 flare and low states for the PL (top), CPL (middle) and ECPL (bottom)
spectral shapes.
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Figure 7.10: Comparison of the three spectral shapes for the five low state nights in 2014. The spectrum
is significantly curved only in the second night (top-right). Bottom-right: comparison of the PL spectra of
the five nights.
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Figure 7.11: H.E.S.S. observed spectra for the 2014 and 2012 flare and low states. The 1997 CAT spectra
(Djannati-Atai et al. 1999) are also shown for comparison.
In Fig. 7.11 the 2012 and 2014 H.E.S.S. spectra are compared to the three flux states detected
with CAT in 1997 (Djannati-Atai et al. 1999). It is apparent how the 2014 flare state is perfectly
compatible with the 1997 high intensity spectrum. The same is true for the two low states.
At this point it is interesting to check if spectral variability can be detected on even shorter
timescales. Runwise spectra have been derived for the datasets of the 2012 (Fig. 7.12, 7.14 left
and Table 7.7) and 2014 flare nights (Fig. 7.13, 7.14 right and Table 7.8). The spectra are in
general well described by a PL shape. The third and fourth run of the 2014 flare night are an
exception. Hints of curvature exist also for the third run in 2012. Although not all photon indices
are compatible within the 1-σ statistical error, there is not enough evidence to claim spectral
variability on this timescale. This is also supported by the fact that the spectra of the three nights
considered here are compatible.
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Figure 7.12: Comparison of the three spectral shapes for the Loose cuts fits for each run in 2012. The PL
describes well the data in every case.
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Figure 7.13: Comparison of the PL (top left), CPL (top right) and ECPL (bottom) spectral shapes for the
four flare runs in 2014.
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Figure 7.14: Comparison of the PL (top), CPL (middle) and ECPL (bottom) spectral shapes for the four
runs of the 2012 (left) and 2014 (right) flare nights.
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7.5.1.4 2006 dataset: comparison of H.E.S.S. andMAGIC spectra
As reported in Sec. 7.2, the 2004 and 2006 data were collected as part of MWL campaigns
(Gliozzi et al. 2006; Anderhub et al. 2009). Due to the low state of the source, they were pub-
lished as upper limits in Aharonian et al. (2005b, 2008b). Thanks to the use in the current work
of the more sensitive M++ analysis with Loose cuts, it was possible to obtain a detection for both
datasets (Table 7.1). For the 2006 campaign, a VHE spectrum is provided by MAGIC and can be
compared with the one derived here. The two spectra are displayed in Fig. 7.15. The photon in-
dices of the two PL fits are marginally compatible (ΓHESS = 3.42±0.84 vs ΓMAGIC = 2.79±0.12).
This result is not surprising because the two spectra cover complementary energy bands and be-
cause the spectrum is expected to be curved. The flux levels instead are offset by a factor of
2. This difference is unlikely to be explained by flux variability, since Mrk 501 is in low and
relatively stable state over a longer period (see Fig. 3 in Anderhub et al. 2009) and the MAGIC
spectrum is averaged over the three days of the MWL campaign. In any case, this cannot be
completely excluded because the H.E.S.S. observations have been taken a few hours before the
MAGIC ones (Ru¨gamer et al. 2009). A plausible explanation could be the finite energy resolution
of the two instruments of about ∼ 15%. Taking this into account, one can correct the energies and
slightly shift the two spectra in opposite directions. Already with a 10% correction, the spectra
match reasonably well.
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Figure 7.15: Left: Comparison of the H.E.S.S. and MAGIC spectra in 2006. The H.E.S.S. spectrum is
slightly steeper than the MAGIC one, but a softening is expected at higher energies. The fluxes seem to
be off by a factor of 2 and this seems not to be explained by the source variability. Right: Taking into
account the energy resolution of the instruments, already a 10% correction to the energy scale of both
spectra seems to solve the inconsistency. The MAGIC points are taken from (Anderhub et al. 2009). The
butterfly is calculated from the fit parameters and their errors.
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Table 7.9: Yearly Loose cuts spectral results with EBL.
Γ β / Ecut
dΦ / dE (3.5 TeV) Edec Energy range χ2 / d.o.f.
[10−12cm−2s−1TeV−1] [TeV] [TeV] (prob)
2004
PL 3.32 ± 0.49 0.54 ± 0.12 2.63 1.79 - 57.76 5.84 / 5 (0.32)
CPL 4.41 ± 0.71 −1.27 ± 0.48 0.40 ± 0.12 2.15 3.29 / 4 (0.51)
2006
PL 2.97 ± 0.94 0.29 ± 0.10 3.04 2.01 - 82.71 0.82 / 5 (0.98)
2012
PL 2.17 ± 0.10 5.69 ± 0.29 3.92
1.88 - 102.4
13.98 / 10 (0.17)
CPL 2.18 ± 0.19 −0.01 ± 0.19 5.68 ± 0.37 2.96 13.98 / 9 (0.12)
ECPL 2.24 ± 0.38 in f ± in f 5.38 ± 0.33 3.42 15.91 / 9 (0.07)
2014
PL 2.38 ± 0.05 5.94 ± 0.15 3.81
1.54 - 68.63
13.74 / 14 (0.47)
CPL 2.38 ± 0.09 −0.00 ± 0.09 5.94 ± 0.20 2.85 13.74 / 13 (0.39)
ECPL 2.37 ± 0.18 633 ± 14682 5.95 ± 0.19 3.05 13.74 / 13 (0.39)
7.5.2 Intrinsic spectra
As explained in Sec. 2.4.3, the Universe is filled with the EBL: optical and IR background ra-
diation emitted by stars and dust, which interacts with and absorbs the very high energy γ-
ray photons. This absorption usually does not affect much the emission of nearby sources like
Mrk 501. Nonetheless, for the energies in play here, well above 10 TeV, every reasonable EBL
model predicts a significant absorption, with optical depths τ > 1. The question hence arises,
if the curvature seen in the observed spectra discussed above is only due to the EBL absorption
or if it has an intrinsic component. To determine which hypothesis is correct, spectral analy-
ses comprising EBL absorption have been carried out on the datasets described above. Because
spectral variability has been proven in the previous section, the total cumulative dataset has been
excluded. Here, only Loose cuts are considered, since they provide higher significance and a
broader energy range coverage. The EBL model from FR08 has been used.
The results for the yearly datasets are summarized in Table 7.9. All spectra are best described
with an EBL absorbed PL. The more complex spectral shapes are not significantly better than
this one. The ECPL fits do not always converge or show non significant cut-off energies Ecut
outside the tested energy range. They tend to resemble simple PLs. With the exception of 2004,
also the CPL fits give results compatible with simple PLs. The curvature parameter β is most
of the times very small and/or compatible with zero. In some cases, it shows a tendency to an
upwards curvature. The easiest explanation for an upward curvature is that the energy dependent
optical depths reported for this redshift in FR08 could be slightly overestimated, as it is discussed
in sec. 7.6. In this case, the CPL fit can compensate the excess of absorption with a negative
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Table 7.10: Night- and run-wise spectral results 2012 with Loose cuts with EBL.
Γ β / Ecut
dΦ / dE (3.5 TeV) Edec Energy range χ2 / d.o.f.
[10−12cm−2s−1TeV−1] [TeV] [TeV] (prob)
night 1
PL 2.08 ± 0.13 6.96 ± 0.47 4.08
1.88 - 68.63
5.87 / 9 (0.75)
CPL 2.31 ± 0.24 −0.26 ± 0.23 6.57 ± 0.55 2.98 4.57 / 8 (0.80)
ECPL 2.10 ± 0.47 in f ± in f 7.00 ± 0.54 3.42 5.89 / 8 (0.66)
night 2
PL 2.35 ± 0.18 4.50 ± 0.36 3.42
1.88 - 16.94
10.58 / 9 (0.31)
CPL 2.14 ± 0.32 0.30 ± 0.35 4.79 ± 0.51 2.87 9.95 / 8 (0.27)
ECPL 2.00 ± 0.65 12.9 ± 22.3 4.65 ± 0.45 3.03 10.33 / 8 (0.24)
run 1
PL 2.21 ± 0.21 6.43 ± 0.64 3.92
1.9 - 28.03
2.42 / 4 (0.66)
CPL 2.37 ± 0.40 −0.19 ± 0.41 6.17 ± 0.83 2.84 2.22 / 3 (0.53)
ECPL 2.22 ± 0.80 in f ± in f 6.22 ± 0.76 3.05 2.56 / 3 (0.46)
run 2
PL 1.89 ± 0.20 7.53 ± 0.88 4.95
1.9 - 68.73
6.26 / 3 (0.10)
CPL 2.76 ± 0.44 −0.89 ± 0.39 7.25 ± 0.84 3.46 2.05 / 2 (0.36)
ECPL 1.97 ± 0.90 in f ± in f 7.79 ± 0.91 3.46 6.39 / 2 (0.04)
run 3
PL 2.06 ± 0.27 3.92 ± 0.47 3.87
1.9 - 20.78
6.07 / 3 (0.11)
CPL 1.53 ± 0.58 0.76 ± 0.63 4.54 ± 0.71 3.05 4.46 / 2 (0.11)
ECPL 0.89 ± 1.31 4.02 ± 4.22 4.33 ± 0.64 3.46 5.11 / 2 (0.08)
run 4
PL 2.75 ± 0.26 5.23 ± 0.57 3.46
1.9 - 15.41
1.31 / 5 (0.93)
CPL 2.76 ± 0.50 −0.02 ± 0.54 5.21 ± 0.83 2.64 1.31 / 4 (0.86)
ECPL 2.70 ± 1.03 94 ± 2015 5.25 ± 0.77 2.79 1.31 / 4 (0.86)
curvature, balancing the EBL absorption effect. Despite the upward curvature being significantly
different from zero in 2004, the fit is not significantly better than a simple absorbed PL.
Focusing on the night- and run-wise fits (Tables 7.10 and 7.11), one can see that an absorbed
PL is again the best fit in all cases, with a maximal deviation of 2σ for two runs. The same
comments relative to the yearly fits also apply here. Inspecting the fit residuals in Fig. 7.16,
however, one can notice that the spectra seem to soften at the highest energies, especially when
lower fluxes are considered. Would this trend be true, one could explain the impossibility to
detect an intrinsic curvature in this energy range with the low significance of the high energy
bins and with the fact that the spectra cover significantly only one decade in energy between ∼2
and 20 TeV, which is not broad enough.
When plotting the intrinsic photon index as function of the flux (Fig. 7.17), a soft-low state
(top-left) and a hard-high state (bottom) can be recognized. This is a sign of a harder-when-
brighter behavior which probably cannot be detected in its entirety because of the small number
of points and because of the loose constrains on the photon index at low fluxes. In the hard state,
the photon index remains stable around Γ = 2.1 − 2.2 for a broad range of flux values. This can
be explained as being in the vicinity of the maximum of the IC peak, which is known to migrate
towards higher energies during flares and periods of high activity.
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Table 7.11: Night- and run-wise spectral results 2014 with Loose cuts with EBL.
Γ β / Ecut
dΦ / dE (3.5 TeV) Edec Energy range χ2 / d.o.f.
[10−12cm−2s−1TeV−1] [TeV] [TeV] (prob)
Flare
PL 2.15 ± 0.06 15.72 ± 0.53 4.18
1.54 - 25.27
8.59 / 10 (0.57)
CPL 2.20 ± 0.11 −0.06 ± 0.11 15.52 ± 0.63 3.07 8.28 / 9 (0.51)
ECPL 2.16 ± 0.22 in f ± in f 15.75 ± 0.59 3.29 8.59 / 9 (0.48)
Low
PL 2.67 ± 0.10 2.83 ± 0.13 3.49
1.54 - 68.63
20.80 / 13 (0.08)
CPL 2.50 ± 0.18 0.24 ± 0.21 2.99 ± 0.19 2.81 19.12 / 12 (0.09)
ECPL 2.21 ± 0.41 9.46 ± 8.34 2.97 ± 0.17 2.81 19.05 / 12 (0.09)
Low state
night 1
PL 2.87 ± 0.37 1.46 ± 0.23 3.49
1.88 - 27.92
4.53 / 5 (0.48)
CPL 2.97 ± 0.81 −0.11 ± 0.82 1.42 ± 0.33 2.54 4.50 / 4 (0.34)
ECPL 2.69 ± 1.64 25 ± 238 1.48 ± 0.31 2.82 4.51 / 4 (0.34)
night 2
PL 2.29 ± 0.16 4.83 ± 0.35 3.88
1.88 - 50.85
4.56 / 7 (0.71)
CPL 2.11 ± 0.30 0.21 ± 0.32 5.04 ± 0.49 2.93 4.11 / 6 (0.66)
ECPL 1.88 ± 0.62 12.1 ± 18.7 4.99 ± 0.44 3.42 4.16 / 6 (0.66)
night 3
PL 2.82 ± 0.19 2.90 ± 0.23 3.42
1.88 - 68.63
5.61 / 7 (0.59)
CPL 2.88 ± 0.37 −0.07 ± 0.39 2.86 ± 0.34 2.65 5.58 / 6 (0.47)
ECPL 2.83 ± 0.74 in f ± in f 2.88 ± 0.31 2.80 5.62 / 6 (0.47)
night 4
PL 3.05 ± 0.40 2.02 ± 0.30 3.42
1.88 - 15.33
1.76 / 5 (0.88)
CPL 2.70 ± 0.84 0.45 ± 1.07 2.19 ± 0.50 2.66 1.50 / 4 (0.83)
ECPL 1.99 ± 2.10 3.98 ± 8.24 2.20 ± 0.48 2.76 1.37 / 4 (0.85)
night 5
PL 3.26 ± 0.65 2.83 ± 0.75 4.70
1.88 - 27.92
3.60 / 3 (0.31)
CPL 2.72 ± 1.63 0.80 ± 2.59 2.65 ± 0.83 3.94 3.43 / 2 (0.18)
ECPL 1.38 ± 5.00 3.05 ± 8.56 2.62 ± 0.82 4.02 3.35 / 2 (0.19)
Flare night
run 1
PL 1.97 ± 0.16 16.22 ± 1.46 4.66
1.90 - 28.03
1.29 / 3 (0.73)
CPL 2.19 ± 0.31 −0.27 ± 0.33 16.12 ± 1.44 3.73 0.66 / 2 (0.72)
ECPL 1.95 ± 0.68 in f ± in f 14.54 ± 1.31 3.94 3.31 / 2 (0.19)
run 2
PL 2.38 ± 0.12 21.49 ± 1.27 3.98
1.90 - 20.78
2.58 / 4 (0.63)
CPL 2.74 ± 0.26 −0.39 ± 0.25 19.89 ± 1.59 2.90 0.32 / 3 (0.96)
ECPL 2.42 ± 0.52 in f ± in f 21.38 ± 1.54 3.08 2.68 / 3 (0.44)
run 3
PL 2.10 ± 0.15 10.98 ± 0.78 3.91
1.90 - 15.41
7.21 / 4 (0.13)
CPL 1.65 ± 0.28 0.54 ± 0.30 12.32 ± 1.15 2.97 3.58 / 3 (0.31)
ECPL 0.97 ± 0.59 4.38 ± 2.34 12.10 ± 1.04 3.46 3.04 / 3 (0.39)
run 4
PL 2.23 ± 0.14 15.10 ± 1.08 4.18
1.90 - 20.78
1.14 / 6 (0.98)
CPL 2.27 ± 0.27 −0.05 ± 0.27 14.97 ± 1.32 3.06 1.10 / 5 (0.95)
ECPL 2.27 ± 0.54 in f ± in f 14.71 ± 1.19 3.46 1.44 / 5 (0.92)
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Figure 7.16: Residuals of the PL spectra comprising EBL absorption. From top to bottom, single years,
2012 subsets (this page) and 2104 subsets (next page). The y-axis range has been fixed for clarity reasons.
Some very low significance bins (i.e. with very large errorbars) with large offset in the central value are
therefore not displayed.
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Figure 7.16: Continued.
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Figure 7.17: Intrinsic photon indices from EBL absorbed PL fits as function of flux. Values are given for
single nights (full circles) and for single runs (open circles) during the flares. By high fluxes, the spectra
are clearly hard.
The hard simple PL spectrum of the 2014 flare night extends above 20 TeV, indicating the
absence of the predicted Klein-Nishina suppression. In fact, it is expected at these high energies
that the Thomson limit for the scattering cross section does not hold anymore. For this to happen,
eq. 2.29 must be fulfilled. Theoretically, it is still possible to reach 20 TeV without violating the
limit if the electron distribution reaches at least γe > 106 and the Doppler factors are up to δ = 50.
In this case, however, only very low energy photons can be up-scattered. Their number is not
sufficient to explain the VHE flare flux. The emission is more easily explained in the Klein-
Nishina limit. Using eq. 2.32 it is possible to determine the minimum value of the maximal
electron energy γe,max from the highest observed energy in the H.E.S.S. spectrum, around 20 TeV:
γe,max = 4 × 106 (10/δ). Since in the Klein-Nishina limit all the electron energy is transferred in
one scattering, a cut-off is expected near γe,max. The absence of a detectable cut-off implies that
the underlying electron distribution must reach energies significantly larger than the one found
here. From the combination of eq. 2.22 and 2.32, it is possible to constrain the magnetic field in
the emission region:
B ∼ 0.075
(
δ
10
) ( Emaxsyn
200 keV
) (
20 TeV
EmaxIC
)2
G . (7.2)
Emaxsyn has been taken at 200 keV from the BeppoSAX spectrum of the big flare in 1997. This choice
is justified by the similarity of the VHE spectra during the 1997 and 2014 flares (Fig. 7.11). The
physical parameters derived here are only a simple qualitative approximation. However, they are
in the range of values that are used in the literature for SED fitting.
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Figure 7.18: Log(L) (top) and χ2 (bottom) profiles for the four datasets used in this study. With the
exception of the 2004 dataset, the Log(L) profiles peak at similar values. The PL is preferred because it
has more degrees of freedom. For clarity reasons, the y-axis do not have the same scale in all plots.
7.6 EBL determination
The model of FR08 has been chosen because it describes an overall low optical depth, as it has
been found to be the case for other sources (e.g. for 1ES 0229+200, Aharonian et al. 2007a), and
because it is provided in fine binned tables in both energy and redshift. However, other models
exist, which predict significantly lower or higher EBL densities, especially at high energies (e.g.
Finke et al. 2010). It is hence possible that the optical depth derived from FR08 for the 2 -
20 TeV energy range at the redshift of Mrk 501 (z ' 0.034) is not precise. With the availability of
a spectral fit that comprises the effects of the EBL absorption, it is possible to effectively test this
hypothesis simply applying a multiplicative factor α to the optical depth of the model τmodel and
determine which value maximizes the significance of the fit with respect to α = 0. The factor α
is defined as the normalization between predicted and measured opacity: α = τmeas/τmodel. The
procedure followed here is the one described in H.E.S.S. Collaboration et al. 2013 (hereafter
HESS13), which in turn follows the steps of Abdo et al. (2010).
The source observed flux can be written in terms of the intrinsic source flux multiplied by an
absorption coefficient, which depends on the optical depth τ(E, z, n), where E is the γ-ray photon
energy, z is the source redshift and n the estimated EBL density:
Φobs(E) = Φint(E) × e−τmeas(E,z,n) (7.3)
To describe the intrinsic spectra in the different flux states, the same three spectral shapes have
been used again on the 2004, 2012, 2014 flare and low state datasets. The 2006 dataset has been
discarded because the source is too faint to provide significant results.
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One needs to determine which is the most complex spectral model that best describes each
dataset. Hence, fits with all three absorbed spectral shapes have been performed varying the
normalization α in the range [0 : 2.5] with steps of 0.25. The respective LogLikelihood (Log(L))
and χ2 probability profiles have been computed (Fig. 7.18). Although the Likelihood distribu-
tions peak at identical maximum values in three of the four cases, indicating a similar goodness
of the fit, the simpler model is preferred by the χ2 probability, since it has more degrees of
freedom. Therefore, the PL has been chosen as the best shape, with the exception of the 2004
dataset, where a CPL has a better probability. On the other hand, the ECPL does not converge
for all datasets and tends to a PL for normalizations α ≥ 1.
For the best intrinsic shapes, LLRT profiles have been computed4 and summed together
(Fig. 7.19). As expected, the 2014 flare dataset gives the larger contribution, while the 2004
provides only a very marginal contribution. The sum of the LLRT profiles peaks at α = 0.99 ±
0.15, with a value of 92.6, which translates in a significance of 9.6σ. The null hypothesis of a
non-existent EBL is hence excluded at more than 9σ level. The reported error is only statistical.
A systematic error dαsys = 0.25 is taken from HESS13 and is justified by the use of the same
tools used in that publication. The derived normalization is perfectly compatible with the model
of FR08. Taking into account only the two major contributions, one derives α = 0.91+0.16−0.15,
while for the 2014 flare alone α = 0.90+0.20−0.17. These are not compatible with α = 1.27
+0.18
−0.15
calculated in HESS13. This can be explained by the fact that, although several sources have been
used in HESS13, the major contribution is given by a single source, PKS 2155-304. Differences
could therefore arise as dependencies on the redshift (zMrk 501 ' 0.034 vs. zPKS 2155−304 = 0.116)
and on the significantly different energy range covered (∼ 2 - 20 TeV vs. ∼ 0.15 - 7 TeV). These
dependencies were investigated by HESS13, so it is possible to make further comparisons. The
low-redshift subset composed of Mrk 421 and PKS 2005-489 only (< z >= 0.051) yields a value
αlow−z = 1.6+0.5−1.1 which is not very useful given its low precision. Moreover, the various subsets
used there provide non significant LLRT values between -2 and 2. On the other hand, the present
result is perfectly compatible with αhigh−energy = 1.05+0.32−0.28 derived for the high energy dataset,
which covers the range between 0.95 and 14 TeV.
The results presented here are obviously valid only for the energy range common to all
datasets used, which is 1.9 - 25.3 TeV. It is important to determine the wavelength of the EBL
photons responsible for the absorption. From eq. 2.49 one has that the wavelength range for this
analysis spans from 2.4 to 30 µm. The corresponding flux densities for the total sum are basically
the ones given by FR08: 8.6±1.3 and 3.7±0.6 nW m−2 sr−1. For the 2014 flare dataset alone one
gets instead 7.8+1.7−1.5 and 3.3
+0.7
−0.6 nW m
−2 sr−1.
It is now possible to draw some considerations. Under similar conditions, this work and
HESS13 are consistent. This also shows that the FR08 model is a good description of the actual
EBL intensity. The 2014 flare LLRT profile could hint to a slight overestimation of the model,
but the deviation is less than 1σ. This goes also in the direction of the work of Biteau & Williams
(2015), who found a normalization αBiteau2015 = 1.05 ± 0.07 using 86 different spectra (mostly at
significant lower energies than this work) from 30 sources up to z = 0.287. The use of models
4In this case, the EBL normalizations α are compared: LLRT = −2 · [Log(L(α = 0)/L(α))].
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Figure 7.19: LLRT profiles of the four datasets used and their sum. The profile derived in HESS13 is also
shown for comparison.
with EBL intensity significantly lower than required would directly affect the determination of
the intrinsic spectrum. Accounting for less absorption, they would require a curvature or cut-off
in the source intrinsic spectrum.
It is now interesting to take a look at the values of the spectral parameters as function of
the normalization α for the three spectral shapes (Fig. 7.20). For the 2012 and 2014 flare/low
state datasets, it is apparent how ΓCPL is rather stable independently from α. The EBL absorption
effect is mimiced and balanced by the curvature β. Keeping in mind the profiles of Fig. 7.18, it
is now obvious that the better quality of the CPL fits for α ≥ 1 is only due to the possibility to
counterweight the exceeding EBL absorption, as suggested in sec. 7.5.2. Would β be forced to
be larger than 0, hence avoiding an upward curvature in the intrinsic spectrum, then the CPL fit
would resemble a simple PL, as it is the case for the ECPL for α ≥ 1. Worth mentioning is the
fact that the Γs corresponding to the maxima of the profiles have all the same value (for a single
dataset) for all three spectral shapes, and β and 1/Ecut are very close to and compatible with 0.
This is a further evidence that the intrinsic spectra are simple PLs in the energy range that can be
tested here.
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Figure 7.20: Γ, β, Ecut values as function of the EBL normalization α for the four datasets used here.
The Ecut values have been divided by 10 for visualization purposes. For α ≥ 1 they tend to +in f and lie
outside the plots.
7.7 Temporal analysis
In the top panel of Fig. 7.21, the run-wise lightcurve above 2 TeV of the 2004-2014 H.E.S.S.
observations is shown. Two clear flaring events can be seen in 2012 and in 2014, along with
two quiescent states in 2004 and 2006 and a phase of moderate activity in 2014. Mrk 501 is
clearly variable also in X-rays (middle panel) with 2-10 keV fluxes between ∼ (1.5 − 4) × 10−10
erg cm−2 s−1 and in optical (lower panel). The comparison of the three lightcurves shows no
obvious correlation in the flux variations of the different energy bands. The optical emission
Figure 7.21: Top: H.E.S.S. run-wise lightcurve above 2 TeV. The flaring states in 2012 and 2014 are clearly visible (MJD ∼ 56089-90 and
56831-32). It is also apparent that the ”low” state in 2014 still represent a state of moderate activity when compared to the flux levels in 2004
and 2006. Middle: RXTE and Swift-XRT X-ray lightcurves in the energy range 2-10 keV showing high variability. Bottom: optical lightcurve
from the Abastumani Observatory. No particularly high flux values or strong variability are detected in correspondence of the 2012 and 2014
TeV flares.
Figure 7.22: Zoom-in of the lightcurves of Fig. 7.21 for the years 2012 (left) and 2014 (right) for H.E.S.S., Swift-XRT and Abastumani (from
top to bottom). The highest X-ray flux (June 21) and γ-ray flux (∼ June 24) find no matching high state in the other energy band. The strictly
simultaneous optical measurements on June 24 show a relatively low state.
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Figure 7.23: 240 s bin lightcurve of the 2014 flare.
is in an average/low state during both TeV flares (Fig. 7.22) and this is true also for the strictly
simultaneous observations during the peak of the flare in 2014. This can be explained by the
harder-when-brighter behavior detected in X-rays, since the variability at lower energy has a
lower amplitude. On the other hand, the source is in higher optical state in 2004 and 2006,
when the TeV emission is very low. This suggests that at least two zones or mechanisms are
necessary to explain the flaring events in Mrk 501. The hypothesis of the presence of more than
one emission zone is supported also by the discovery of off-axis jet structures in radio images
at 43 GHz (Koyama et al. 2016). In particular, a component on the east side of the jet (NE’ in
the paper) is clearly visible in the snapshot of June 11, 2012, i.e. during the first day of H.E.S.S.
observations, two days after the detection of a big VHE flare by MAGIC (Borracci et al. 2013).
In X-rays, the brightest event is recorded in the night of June 20-21, 2014 (MJD 56829),
but does not show a correspondent maximum at VHE, as might be expected. Given the rapid
variability in both energy bands, this could be explained by the non-simultaneity of the two
observations (∼90 minutes delay between them). The TeV flux is roughly constant during this
night and is similar to the one recorded on June 12, 2012. On this date, strictly simultaneous X-
ray observations show a 55% lower X-ray flux. Assuming an SSC emission model, a quadratic
correlation between the two energy bands is expected. Thus, the source should be able to increase
its γ-ray emission of almost a factor 4 in ∼ 90 minutes. This can be easily achieved thanks to
a flux doubling timescale shorter than 10 minutes (see below and Chakraborty et al. 2015). A
similar behavior of high X-ray and low γ-ray emission is detected on the night of June 22-23,
2014. In this case the TeV flux roughly doubles in the ∼ 2 hours of observations, suggesting a
further increase to match the X-ray flux state. The opposite behavior is registered during the TeV
flare on June 23-24, 2014 (MJD 56831): the X-ray emission is ∼ 20% lower than the maximum
reached three nights before, while the γ-ray flux is ∼ 4 times higher.
The high significance allows one to look for very short timescales variability, as well as
energy dependent variability. A four minutes interval has been chosen, so that at least 3σ / bin
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can be obtained for the 2012 and 2014 flare datasets (Fig. 7.23). For the latter, the source is
detected in every single bin with at least 5σ. A subdivision in two energy bands 2 - 4.5 TeV and
above 4.5 TeV is hence possible. The separation energy is defined as the median energy of the
photons above 2 TeV. The fractional variability (Vaughan et al. 2003) was calculated on these
lightcurves to quantify the flux variations. It is defined as
Fvar =
√
S 2 − σ2err
x2
=
√
σ2NXS with error ∆Fvar =
√
F2var + ∆σ
2
NXS − Fvar. (7.4)
The uncertainty is calculated as in Poutanen et al. (2008), which uses Eq. 11 from Vaughan et al.
(2003) for ∆σ2NXS , the error on the normalized excess variance:
∆σ2NXS =
√√
2
N
·
(
σ2err
x2
)2
+
σ2err
N
·
(
2Fvar
x
)2
. (7.5)
Here, S 2 is the sample variance, x the arithmetic mean of the flux, σ2err the mean square error and
N the number of observations. The results are depicted in Fig.7.24. The fractional variability
strongly varies as function of the dataset, spanning a range between 0.2 and 1.2. As one can
expect, the presence of a flare is cause by itself of a large value: for the 2004-2014 dataset
Fvar = 1.22 ± 0.02. Removing the 2014 flare, the fractional variability remains high Fvar =
0.78 ± 0.04. On the contrary, the variability intrinsic to each flux state is significantly lower:
F2012var = 0.27 ± 0.06, F2014 flarevar = 0.29 ± 0.03, F2014 lowvar = 0.40 ± 0.06. No intra night bursts were
detected. Looking at the 2 - 4.5 TeV and > 4.5 TeV energy ranges, one can see that the degree
of variability is constant during the 2014 flare (F2−4.5var = 0.29 ± 0.05, F>4.5var = 0.32 ± 0.05) but
changes during the 2012 high state (F2−4.5var = 0.15 ± 0.10, F>4.5var = 0.37 ± 0.10). The same is to
be seen also for the whole 2014 dataset: F2−4.5var = 0.87 ± 0.04, F>4.5var = 1.12 ± 0.04. This hints
towards spectral variability, as it has been found in the previous section.
Given a lightcurve, it is also possible to determine a flux doubling time scale5, defined as
(following Zhang et al. 1999)
T j,k2 = |Φ∆T/∆Φ| (7.6)
where Φ = (Φ j + Φk)/2 is the mean flux of the jth and kth bin, and ∆T = T j − Tk and ∆Φ =
Φ j −Φk the time and flux difference of such bins, respectively. This method has been applied on
the 4-minutes-bin lightcurve (F> 2 TeV) between June 19-25, 2014 since it is the largest quasi-
continuous and most variable dataset. The error on T jk2 is calculated propagating the error on the
fluxes. The pairs with a relative error larger than 50% are discarded. As anticipated before, the
shortest timescale detected is below 10 minutes. The minimal time difference between all the
pairs T2,min is 6.5± 2.9 minutes, while the average of the five smallest values is T 2,min = 6.6± 2.8
minutes. This method only gives a rough estimate of the variability timescales, because it is not
fully robust and is sensitive to the time binning and the sampling. Variabilities with a frequency
5This work has been done in collaboration with Nachiketa Chackraborty and is part of a common proceeding
(Chakraborty et al. 2015).
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Figure 7.24: Fractional variability for the 4 minutes lightcurves calculated for different energy ranges and
data subsets. Left: full dataset, without 2014 flare, without 2012 and 2014 flare for fluxes above 2 TeV. It
is apparent that the 2014 flare is the cause of a large part of the Fvar of the dataset. Middle: Fvar for the
2012 and 2014 (all, flare, low) datasets for fluxes above 2 TeV. Again, most of the variability is due to the
very different flux states in play. The variability inside of every single dataset is significantly lower. Right:
same as the previous one, but for fluxes between 2 and 4.5 TeV and above 4.5 TeV. No energy dependence
is to be seen during the 2014 flare. For the other datasets, Fvar increases with energy, hinting towards
spectral variability. For 2004 and 2006 it is not possible to derive Fvar values.
higher than 1/(2 ·tbin) would be not detectable. So far, the observed variability on the few minutes
timescale in Mrk 501 (e.g. Albert et al. 2007) was dominated by energies in the hundreds GeV
range, well below the threshold taken into consideration here (2 TeV).
The detected variability and its energy dependence suggest that the electron distribution re-
sponsible for the γ-ray emission hardens during periods of high flux, increasing its maximal
energy. From the doubling flux timescale it is possible to qualitatively derive constrains on the
size of the emitting region. Because of causality, it cannot be larger than the light crossing time.
One will have R = c ∆t δ, where δ is the Doppler factor. Now, considering a conservative flux
doubling time ∆t = 10 minutes and δ = 10,6 one obtains R = 1.8 × 1014 (∆t/10 min)(δ/10) cm.
This value is comparable with the ones found in the literature for the SED modeling of the high
states of Mrk 501, which are only a factor of a few larger.
7.8 Lorentz Invariance Violation (LIV) studies
The exceptional dataset provided by the 2014 flare can be exploited also for studies on funda-
mental physics. In spite of its low redshift (z ∼ 0.034), Mrk 501 is a very promising source for
Lorentz Invariance Violation (LIV) studies7 due to the high flux and high energies reached during
the flare. The short scale variability can be used to set constrains on the Quantum Gravity (QG)
scale through the search for LIV effects. QG theories predict the space-time to fluctuate on the
6This value is commonly used for the SED fit of blazars.
7The work on the LIV studies has been done by Agnieszka Jacholkowska and is part of a common proceeding
(Cologna et al. 2015a)
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Planck time and distance scales. This could affect the propagation of energetic photons, inducing
an energy dependent change in the speed of light. Depending on the QM model, two cases exist,
the sub-luminal and the superluminal motion, where the high energy photons propagate slower
or faster than the low energy ones, respectively. The change in the velocity is given by a linear
and a quadratic correction, in case the linear term equals to zero (H.E.S.S. Collaboration et al.
2011):
∆c
c
= − ∆E
MQG
and
∆c
c
= − ∆E
2
M2QG
. (7.7)
It is hence possible to derive constrains on the QG mass MQG measuring the difference in arrival
time of photons at different energies. Since cosmological distances are considered, a correction
is needed:
τl =
∆t
∆E
≈ 1
MQG H0
∫ z
0
(1 + z′) dz′√
Ωm (1 + z′)3 + ΩΛ
(7.8)
for the linear case, and
τq =
∆t
∆E2
≈ 3
2M2QG H0
∫ z
0
(1 + z′)2 dz′√
Ωm (1 + z′)3 + ΩΛ
(7.9)
for the quadratic case. Here, τl and τq are in s/GeV and s/GeV2, H0 is the Hubble constant, Ωm
the matter density and ΩΛ the dark energy density8. In order to detect the small time delays in
play here, a burst or a flaring state is needed, so that it is possible to compare the shape of the
lightcurves at different energies and see if they are shifted in time. The better constrains on MQG
are then obviously given comparing lightcurves with large difference in the median energy.
In this work, the study of energy dependent time-delays was performed within a determinis-
tic scenario and with a Likelihood method following H.E.S.S. Collaboration et al. (2011). First,
a low-energy template lightcurve (2 - 4.5 TeV) is constructed and parameterized. Then, in the
likelihood fit procedure the template is injected with photons of energy above 4.5 TeV (∼ 500
photons with a negligible background contribution below 0.5%) and is studied with dedicated
simulations. Both linear and quadratic cases were considered and no significant time delay was
found. One-sided 95% CL lower limits on the QG scale were computed for the sub-luminal and
supra-luminal cases, including systematic uncertainties. They are listed in Table 7.12. Sources of
uncertainty are the lightcurve template used in the binned fit, the energy calibration, the knowl-
edge of the acceptance corrections and of the smearing factors in energy. The total contribution
of the systematic effects was conservatively estimated to be below 100% of the statistical error.
Source intrinsic energy-dependent effects that may lead to energy-dependent time lags are also
cause of systematic uncertainties, but were not considered in this study.
The results obtained here are one of best constraints on the linear term derived from AGN ob-
servations and are comparable with with the PKS 2155-304 ones from the 2006 flare (H.E.S.S. Col-
laboration et al. 2011). They also are the best limits on the quadratic term obtained so far with
both GRB (Vasileiou et al. 2013) and AGN (H.E.S.S. Collaboration et al. 2011) data. This is
8The values used here are H0 = 70.6 km s−1 Mpc−1 = 2.29 × 10−18 s−1, Ωm = 0.3 and ΩΛ = 0.7.
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Table 7.12: One-sided 95% CL QG limits obtained in this work. The limits on the quadratic term are the
best derived up to now with both GRB and AGN data. The best constrains found in the literature are also
shown for comparison, together with the ones derived for previous flares of Mrk 501.
Limit type
Linear term Quadratic term
MQG (GeV) MQG (GeV)
Sub-luminal 8.5×1017 1.15×1011
Supra-luminal 6.4×1017 1.0×1011
PKS 2155-304a (sub.) 2.1×1018 6.4×1010
GRB 090510b (sub./sup.) 1.8/3.2×1019 4.0/3.0×1010
Mrk 501c 2.1×1017 2.6×1010
a H.E.S.S. Collaboration et al. (2011)
b Vasileiou et al. (2013)
c MAGIC Collaboration et al. (2008)
mostly due to the exceptional strength of the Mrk 501 2014 flare leading to a high number of
photons in the energy range 10 - 20 TeV. Using the data collected for two flares in 2005, MAGIC
Collaboration et al. (2008) claimed to have detected a non zero displacement at the 2.5σ level.
They did not consider intrinsic source effects, though, and derived lower limits for the linear and
quadratic case, which are both less constraining than the ones derived here. They also noted
that, if source effects could explain the energy dependent time shift, their limits on MQG would
increase. This is fully in agreement with the findings presented here.
7.9 Position fit
Being the first time that Mrk 501 is detected with H.E.S.S., it is interesting to determine how well
the position of the γ-ray source matches the radio position (RA(J2000): 16h 53m 52.21668s,
Dec(J2000): +39d 45m 36.6089s, Lanyi et al. 2010). For this scope, the skymaps of the 2012
and 2014 observations have been fit with a Likelihood procedure with a point-like source model
convolved with the instrument PSF9:
L(x, y) =
∑
i
Liδ(x − xi)δ(y − yi) (7.10)
The two datasets were fit separately to avoid possible systematics arising from the fact that the
observations were carried out with two different arrays. The good statistics of both samples
allows this division. All three available cuts were used. The Faint cuts provide better angular
resolution, at the expense of the statistics, while the Loose cuts are possibly better because of the
much higher statistics. This is obviously important for the log-likelihood maximization. Being
9The PSF depends on the Zenith and offset angles of the observation and on the photon index of the energy
spectrum. It is estimated from simulations and is tabulated in specific tables.
7.9. POSITION FIT 173
Figure 7.25: Fitted positions for different datasets as described in the text. The errors are 1σ statistical
only. The years and subsets are divided by color. To each cut corresponds a different symbol: Faint cuts
squares, Loose cuts diamonds, and Std cuts circles.
the source very faint in 2004 and 2006, these dataset have not been used.
For each dataset, the positions derived for the three cuts are all compatible, but none is
compatible with the radio position, with distances larger than 1 arcminute. This can clearly be
seen in Fig. 7.25 and in Table 7.13. The values are not compatible inside the 3σ error even
considering the systematic uncertainties (fixed at 20 arcsec). This disagreement is obviously
significantly larger than one would expect. It is probably due to the fact that no source is normally
observed at such high Zenith angles, and the telescope pointing is therefore inaccurate. It is
known that insufficient pointing corrections were used for some time for the DST calibration.
These DSTs were then recalibrated with a better pointing model. In our case, the 2012 DSTs were
reproduced, while the 2014 ones used already the corrected pointing model. No difference can
be seen for the two pointing models in 2012. Instead, some shift in RA is to be seen between the
2012 and 2014 values, which clump ∼30 arcsec apart. In the latter dataset, the RA is compatible
with the one of the source. The 2014 dataset was divided again in flare and low state. They yield
two positions that are almost 16 arcsec apart, with the flare dataset giving a position nearer to the
actual source.
Being all the previous analyses done with a fixed position, an offset of one arcminute could
be worrisome. Here, nonetheless, the 68% containment radius (c.r.) of the PSF is always smaller
than the one used for the on-source regions, hence the possible loss of signal is negligible and
does not affect the results.
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Table 7.13: Fitted positions. The errors are statistical only. The systematic error is fixed at 20 arcsec. The
distance in arcsec is given from the radio position RA(J2000): 16h 53m 52.21668s, Dec(J2000): +39d
45m 36.6089s (Lanyi et al. 2010). The 68% c.r. of the PSF is also given.
Dataset Cuts Pointing
RA(J2000) Dec(J2000) Distance PSF 68% c.r.
253d 28m ss 39d 44m ss [arcsec] [arcmin]
2012
Faint
Old
41.9 ± 12.1 30.4 ± 9.0 72.6 4.1
Std 40.7 ± 10.3 31.3 ± 7.6 71.4 4.5
Loose 48.3 ± 9.8 29.2 ± 6.9 75.8 6.2
2012
Faint
New
41.4 ± 12.0 30.3 ± 8.9 72.5 4.1
Std 43.8 ± 10.3 31.4 ± 7.6 72.3 4.5
Loose 51.4 ± 9.8 33.1 ± 6.9 73.5 6.2
2014
Faint
New
16.0 ± 5.6 37.4 ± 4.2 60.0 3.6
Std 10.2 ± 4.9 36.7 ± 3.6 60.1 4.5
Loose 8.9 ± 4.6 48.2 ± 3.3 48.6 6.4
flare
Loose New
5.3 ± 5.2 45.5 ± 3.5 51.1 6.2
low 17.6 ± 8.4 33.1 ± 5.9 64.5 6.4
7.10 Mono and Stereo analysis with CT5
As mentioned in sec. 7.2, the 2014 observations have been carried out with the whole HESS-II
array. They were analyzed with a HESS-I style analysis in order to have a telescope homo-
geneous dataset over all years. In addition, the analysis of HESS-II data has currently some
unsolved problematics like the energy intercalibration between subsystems (Chapter 8). This
mostly affects the Mono analysis. For the Stereo analysis, there is the additional issue of the
incorrect handling of the telescope efficiencies in the spectral analysis: a single efficiency is used
for the whole system, whereas CT 5 and CT 1-4 have different values. To overcome the problem,
look-up tables with efficiency frozen to the values of January 2014 have been produced. These
should yield correct results for data acquired around this period. It is not clear how well they can
describe the system status five months later. Nonetheless, keeping in mind these caveats, it can
be interesting to test the performances of the HESS-II analysis at very large Zenith angles and to
compare the results with the HESS-I ones.
Mono and Stereo analyses have been performed on the 2014 dataset. All the available cuts
were tested and the results are reported in Table 7.14, together with those of the HESS-I analysis,
for comparison. In all cases, Mrk 501 is detected at very high significance. However, this appears
to be due more to a better background rejection than to a higher number of detected photons.
Contrary to what one could expect, the addition of CT 5 does not seem to significantly improve
the statistics of the source photons, especially in Stereo mode. Comparing the number of events,
the Stereo Loose cuts analysis is equivalent to the HESS-I Std analysis. In reality, only ∼60% are
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Table 7.14: Counts values for the Mono and Stereo analyses of the 2014 data for the different cuts used.
The 2014 HESS-I results are also reported from Table 7.1 for comparison.
Cuts nON nOFF excess significance
LiveTime
(# runs)
HESS-II Mono
Safe 1666 554 1609 74.3σ
8.2 h (18)Std 1988 899 1894 77.3σ
Loose 2506 2557 2237 72.7σ
HESS-II Stereo
Std 1242 369 1218 72.6σ
7.7 h (18)Loose 1389 473 1354 73.6σ
Very-Loose 1988 739 1925 84.1σ
HESS-I
Faint 668 125 661 56.7σ
7.7 h (18)Std 1367 483 1329 71.5σ
Loose 2100 1436 1964 76.0σ
common events, as it will be shown in sec. 8.2. The 40% ”missing” photons could partly explain
why the addition of CT5 doesn’t seem to have the expected effects.
The Mono Loose and Stereo Very-Loose cuts skymaps and the theta square plots are shown
in Fig. 7.26 and 7.27. The maps appear well normalized and both theta square distributions show
clear point-like shapes.
Figure 7.26: Top: Theta square distribution for the Mono Loose (left) and Stereo Very-Loose (right)
analyses. In both cases, the background distribution is well normalized and the signal in the ON region
has clearly a point-like shape.
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Figure 7.27: Skymaps from the Mono (top) and Stereo analyses (bottom).
7.10.1 Mono and Stereo spectra
Spectral analyses have been carried out as described in sec. 7.5. Here, spectra are derived for the
Mono Loose and the Stereo VeryLoose analyses only. The results for the cumulative 2014 dataset,
as well as for the flaring and low states are summarized in Table 7.15 and 7.16 and in Fig. 7.28
for Mono and Stereo, respectively. The cumulative 2014 spectra are significantly curved for both
analysis, as expected from the HESS-I results. The Stereo data show very significant curvature
also for the flaring and low state subsets. On the other hand, the curvature is only marginal in
the Mono data. A comparison with the HESS-I results (Tables 7.6 and 7.8) shows that none of
the spectra are compatible. In general, the Stereo spectra are harder at low energies and have
a stronger curvature. The Mono spectra, instead, are softer with less curvature. The HESS-I
spectra match better the Mono shape at low energies and the Stereo shape at high energies. The
comparison is shown in Fig. 7.29 for the CPL and ECPL fits. The behavior can be best seen for
the fits of the flaring state.
The possible origin of the inconsistencies at both low and high energies has already been
outlined in sec. 7.10. An energy bias and an energy dependent ratio between Mono and HESS-I
events (sec. 8.2.1) could affect the curvature of the Mono spectra at high energies. On the other
hand, the issue with frozen look-up tables for the telescope efficiencies could well explain the too
hard Stereo spectrum below 3 TeV. However, these are only hypothesis that at the moment cannot
be tested. In addition, the HESS-II spectral analysis as a whole is still not fully understood, as
well as its systematics.
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Figure 7.28: Comparison of the three spectral shapes for the Mono (left) and Stereo (right) spectra for
the 2014 cumulative dataset (top), the flaring (middle) and the low states (bottom).
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Table 7.15: Spectral results for the 2014 dataset with Mono Loose cuts.
Γ β / Ecut
dΦ / dE (3.5 TeV) Edec Energy range χ2 / d.o.f.
[10−12cm−2s−1TeV−1] [TeV] [TeV] (prob)
All
PL 2.60 ± 0.04 2.76 ± 0.08 2.95
1.1 - 31.4
83.9 / 25 (3*10−8)
CPL 2.19 ± 0.08 0.30 ± 0.06 3.29 ± 0.13 2.09 44.7 / 24 (0.01)
ECPL 1.95 ± 0.11 7.81 ± 1.46 3.26 ± 0.12 2.32 33.5 / 24 (0.10)
Flare state
PL 2.24 ± 0.06 8.43 ± 0.29 3.08
1.1 - 31.4
25.4 / 10 (0.01)
CPL 2.00 ± 0.11 0.23 ± 0.09 9.34 ± 0.47 2.14 17.8 / 9 (0.04)
ECPL 1.77 ± 0.18 8.93 ± 3.31 9.31 ± 0.45 2.31 17.3 / 9 (0.04)
Low state
PL 2.73 ± 0.09 1.23 ± 0.07 2.64
1.1 - 25.8
19.0 / 12 (0.09)
CPL 2.34 ± 0.18 0.36 ± 0.16 1.43 ± 0.11 1.97 11.3 / 11 (0.42)
ECPL 1.96 ± 0.31 5.22 ± 2.22 1.45 ± 0.11 2.11 9.0 / 11 (0.62)
Table 7.16: Spectral results for the 2014 dataset with Stereo VeryLoose cuts.
Γ β / Ecut
dΦ / dE (3.5 TeV) Edec Energy range χ2 / d.o.f.
[10−12cm−2s−1TeV−1] [TeV] [TeV] (prob)
All
PL 2.60 ± 0.04 2.76 ± 0.07 3.44
1.4 - 30.9
131 / 27 (1*10−15)
CPL 1.97 ± 0.08 0.62 ± 0.07 3.38 ± 0.11 2.84 29.5 / 26 (0.29)
ECPL 1.37 ± 0.15 4.42 ± 0.54 3.24 ± 0.10 3.04 24.4 / 26 (0.55)
Flare state
PL 2.41 ± 0.05 7.08 ± 0.22 3.92
1.5 - 26.8
88.2 / 10 (1*10−14)
CPL 1.74 ± 0.10 0.68 ± 0.09 8.85 ± 0.35 2.93 8.8 / 9 (0.45)
ECPL 1.08 ± 0.18 4.17 ± 0.58 8.41 ± 0.31 3.12 7.7 / 9 (0.56)
Low state
PL 2.76 ± 0.08 1.37 ± 0.06 3.24
1.5 - 32.5
50.0 / 13 (3*10−6)
CPL 2.14 ± 0.14 0.63 ± 0.14 1.70 ± 0.09 2.65 18.0 / 12 (0.12)
ECPL 1.51 ± 0.27 3.95 ± 0.90 1.64 ± 0.08 2.81 16.8 / 12 (0.16)
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Figure 7.29: Comparison of Mono, Stereo and HESS-I spectra for the three flux states in 2014 and for
CPL (left) and ECPL (right) fits. For sake of clarity, only the spectral contours are shown.
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Table 7.17: Spectral results comprising EBL absorption for the 2014 dataset with Mono Loose cuts.
Γ β / Ecut
dΦ / dE (3.5 TeV) Edec Energy range χ2 / d.o.f.
[10−12cm−2s−1TeV−1] [TeV] [TeV] (prob)
Flare state
PL 1.84 ± 0.06 16.4 ± 0.6 3.09 1.1 - 31.4 18.5 / 10 (0.05)
CPL 1.90 ± 0.11 −0.06 ± 0.09 16.0 ± 0.8 2.10 1.1 - 31.4 18.1 / 9 (0.03)
ECPL 1.88 ± 0.19 in f ± in f 15.7 ± 0.8 2.28 1.1 - 31.4 20.3 / 9 (0.02)
Low state
PL 2.33 ± 0.09 2.41 ± 0.13 2.95 1.1 - 25.8 7.3 / 12 (0.84)
CPL 2.28 ± 0.18 0.05 ± 0.16 2.45 ± 0.19 1.93 1.1 - 25.8 7.2 / 11 (0.78)
ECPL 2.19 ± 0.32 26 ± 58 2.47 ± 0.19 2.08 1.1 - 25.8 7.1 / 11 (0.80)
7.10.2 Mono and Stereo spectra with EBL absorption
It has been shown in sec. 7.5.2 how the curvature of the HESS-I spectra is most probably due to
EBL absorption only. One can test if the HESS-II data can reveal an intrinsic curvature. Here,
only the flaring and the low states are considered, the cumulative dataset is ignored due to the
detected spectral variability. The results are summarized in Table 7.17 and 7.18. As for the
HESS-I analysis, no significant intrinsic curvature can be detected in all four datasets. An EBL
absorbed PL fits the data well in all cases. For the Stereo analyses, some curvature parameters
are not consistent with zero, but the overall fits are not significantly better than the absorbed PL
(< 1.5σ). The Mono and Stereo PL spectral indices of the flaring state are marginally compatible
inside the 1-σ errorbars, but not their normalizations, which differ significantly. The same is
valid for the low state, although the difference in the normalization is not so much pronounced.
The comparison with the HESS-I results (Table 7.11) shows that the HESS-II intrinsic spectral
indices are in general 0.3-0.4 harder. This is expected for the Stereo analysis, which already
showed harder observed spectra with a stronger curvature. It is instead surprising for the Mono
analysis, which yielded compatible observed spectra up to 5-6 TeV. This could hint towards a too
large absorption, as discussed below.
The energy calibration issue mentioned in the previous section can affect the current analysis
even more deeply than the previous one. One has to consider that the EBL absorption is energy
dependent. If the energy scale is shifted, an incorrect value of the absorption will be used, either
too large or too small depending on the direction of the shift, leading to harder or softer intrinsic
spectra. In addition, the shape of the EBL density will not match its imprint on the observed
absorbed spectra.
An attempt to derive the best EBL normalization as in sec. 7.6 has been carried out also with
the HESS-II PL absorbed spectra. Although it is true that in the case of energy bias the results
will not be reliable, these could hint towards an excess (or deficit) of absorption. The spectra of
the low state have too low and flat TS distributions and are not constraining. The flaring state
offers instead better indications, although the errors on the measures are quite large. For Stereo,
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Table 7.18: Spectral results comprising EBL absorption for the 2014 dataset with Stereo VeryLoose cuts.
Γ β / Ecut
dΦ / dE (3.5 TeV) Edec Energy range χ2 / d.o.f.
[10−12cm−2s−1TeV−1] [TeV] [TeV] (prob)
Flare state
PL 1.73 ± 0.06 13.7 ± 0.4 3.92 1.5 - 26.8 11.1 / 10 (0.35)
CPL 1.63 ± 0.10 0.13 ± 0.09 14.2 ± 0.6 2.85 1.5 - 26.8 9.3 / 9 (0.41)
ECPL 1.57 ± 0.19 31 ± 34 14.0 ± 0.5 3.06 1.5 - 26.8 10.3 / 9 (0.33)
Low state
PL 2.20 ± 0.08 2.66 ± 0.11 3.24 1.5 - 32.5 19.5 / 13 (0.11)
CPL 2.02 ± 0.15 0.21 ± 0.15 2.83 ± 0.16 2.55 1.5 - 32.5 17.3 / 12 (0.14)
ECPL 1.82 ± 0.30 11.3 ± 8.4 2.80 ± 0.15 2.72 1.5 - 32.5 17.5 / 12 (0.13)
one derives αStereo ∼ 1.1 ± 0.15, for Mono αMono ∼ 0.7 ± 0.25. Hence, the Stereo spectra yield a
normalization compatible with the model of FR08, as also found with HESS-I, while the Mono
spectra seem to indicate a too large absorption. This is in line with a larger bias found for the
Mono analysis in sec. 8.2.1. A support to this hypothesis comes by running the test again using
an EBL model scaled to higher energies by 18%10. Both TS distributions are slightly broader
and are shifted to larger normalization values, but with similar TS maxima as for the non-scaled
cases. They peak at αshiftedStereo ∼ 1.6±0.2 and αshiftedMono ∼ 1.1±0.4. Keeping the un-scaled FR08 model
as the correct one (as suggested in sec. 7.6) the new Stereo result implies that the energy scale in
the spectrum is correct, and hence that a 15-20% bias is accounted for in the spectral analysis.
Again, the harder spectra with respect to HESS-I can be caused by the incorrect spectral tables.
For the Mono case, the large statistical errors make the two results compatible, although the 0.4
shift of the peak. However, this trend and the larger bias for the Mono energies suggest that
the latter is not completely taken into account in the Mono spectral analysis, leading to a harder
intrinsic spectrum caused by a too large de-absorption.
7.11 Lightcurve comparison
In Fig. 7.30 the lightcurves from the three analyses are compared. Three time binnings are used:
nightwise, runwise and 240 s slices (the last one for the flare night only). The lightcurves have
been generated using the average ECPL spectrum derived in the spectral analysis. The HESS-I
and Stereo points match fairly well at low fluxes, but show significant discrepancies at higher
values. The Mono lightcurves systematically underestimate the emission, in most cases signifi-
cantly. These differences are probably due to unknown systematics in the new HESS-II analysis
and to the issues discussed above for the spectral reconstruction (energy bias and fixed look-up
10Being the HESS-II energies larger than the HESS-I energies, the absorption values ought to be shifted to higher
energies, as well.
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Figure 7.30: Comparison of the 2014 lightcurves for the Mono, Stereo and HESS-I analyses.
Topnightwise; middlerunwise; bottomzoom-in of the flaring state in slices of 240 s.
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Figure 7.31: CR lightcurves for the 2014 flare in 240 s bins. Top: HESS-I, bottom: Stereo. The signif-
icantly different flux values are a byproduct of different background rejection efficiencies, different cuts,
and the improper use of photon effective areas to calculate CR fluxes.
tables). Again, the HESS-II analysis does not seem reliable for the Mrk 501 data. However, the
similar evolution of the lightcurves is reassuring and could indicate only a scaling problem. This
is visible on a runwise basis and in some features of the 240 s bin lightcurve (middle and bottom
panels of Fig. 7.30). An example in the short time binned lightcurve is the third run, between date
0.90 and 0.92: the flux is rather constant for all three sub-arrays, but all show a small increase
in the third slice. The behavior seems to differ, instead, between the first two runs (date 0.86 to
0.90). Here, the very small number of OFF events in the HESS-II datasets could contribute to
the difference because of statistical fluctuations.
The flux ratio between the reconstruction chains varies on a runwise basis. The HESS-II
lightcurves show a less accentuated variability, as well. This can in principle shade some doubts
on the accuracy of the results derived with HESS-I, which would have important consequences.
For example, a less strong variability during the flare would lower the Quantum Gravity limits
derived in sec. 7.8. Its absence would prevent their calculation at all.
The different flux ratios are most probably due to effective area corrections only. Calculating
the mean effective areas for HESS-I from flux, excess and livetime of each run, one sees that
their values vary as function of the Zenith angle, as expected. While the first, second and fourth
runs have similar areas, the third’s is 45% larger. The effect can be seen in the top panel of
Fig. 7.31, where the HESS-I CR background lightcurve is shown. The CR flux is expected to
be constant or to vary because of changing atmospheric conditions. A step like the one visible
here could be caused only by a sudden appearance of thick clouds, but no clouds were present
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during the observation. The same step is almost invisible in the Stereo CR 240 s bin lightcurve
(Fig. 7.31, bottom11), although, when plotted runwise a small step is visible as well. This suggest
that the feature could be due to a possible too large effective area used. One has to note, however,
that for the CR lightcurve the effective area of the third run is 60% larger than in the other runs,
whereas the difference is 45% for the γ-ray lightcurve. Therefore, the step appears here more
pronounced. In addition, there is a 35% increase also for the third run in both Stereo γ-ray and
CR lightcurves. The actual difference in the increase of the average effective areas is of the order
of 10% and cannot account for the flux differences of the γ-ray lightcurves.
The large jump in the values of the effective area as function of the Zenith angle is also due
to the different positions of the OFF regions in the sky with respect to the ON region, as a con-
sequence of the wobble observations. An example is shown in the top panel of Fig. 7.32 for the
2014 flare night. In the third run, all OFF regions lie above the source at smaller Zenith angles,
which implies larger average effective areas. The mean Zenith angle of the observation is shown
in the middle panel of Fig. 7.32, for the 240 s lightcurve. The three analysis chains are compared
and agree very well. The flux differences are not explained by an incorrect determination of the
Zenith angle.
For observations at large Zenith angles like for Mrk 501, small differences in the altitude
lead to significant variations in the effective area. The Zenith angle must therefore be calculated
properly for every ON and OFF region at every given time, i.e. practically on an event-by-event
basis. This is done differently in the HESS-I and HESS-II analyses. One can check possible
different dependencies on the Zenith angle position plotting the ratio of the Stereo and HESS-I
fluxes as function of the distance in Zenith angle between the source and the mean Zenith angle
of the observation. The result is shown in the bottom plot of Fig. 7.32 for the whole 2014 240 s
lightcurve. No dependence can be seen.
11Here, only the shape of the lightcurves is important. The significantly different flux values are a byproduct of
different background rejection efficiencies, different cuts, and the improper use of photon effective areas to calculate
CR fluxes.
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Figure 7.32: Top: Zenith angle distribution of the ON (red) and OFF (blues) events of the 2014 flare night
for the HESS-I analysis. Middle: comparison of the mean Zenith angle of the FoV for the 2014 flare in
240 s slices. Bottom: ratio of the Stereo and HESS-I fluxes as function of the difference of the Zenith
angle of Mrk 501 and the mean Zenith angle of the FoV.
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7.12 Conclusions
In this chapter, H.E.S.S. observations of Mrk 501 between 2004 and 2014 have been presented in
a MWL context. Flux and spectral variability have been detected in the X-ray and γ-ray bands. In
particular, harder spectra are found in correspondence of high fluxes, confirming what has been
reported in the literature. The novelty of this study resides in the combination of high energies
and short timescales reached in the VHE observations.
A flaring state compatible with the 1997 historical maximum has been observed in June
2014. Rapid variability with flux doubling timescales as short as few minutes has been detected
for the first time in the 2 - 20 TeV energy range. The fractional variability calculated on two
energy subsets shows that Mrk 501 is more variable at high energies. This suggest that the
electron distribution responsible for the γ-ray emission hardens during periods of high emission,
increasing its maximal energy. From the doubling flux timescale one can derive constrains on the
size of the emission region. Because of causality, it cannot be larger than the light crossing time.
For ∆t = 10 min and a Doppler factor δ = 10 one derives R = 1.8 × 1014 (∆t/10 min)(δ/10) cm.
In the literature, values of a factor of a few larger are used for the SED modeling of high states.
The comparison of the VHE lightcurve with the X-ray and optical lightcurves show no direct
relation. The different behavior at X-ray energies can in principle be explained by the time offset
(typically 90 min) between the observations in the two bands. This would imply the capability
of the source to increase its γ-ray flux of a factor of about four in this period. Instead, the optical
emission clearly does not correlate with the VHE flux. The source is in optical low state in
the strictly simultaneous observations during the 2014 flare, while its flux is significantly higher
during the TeV low states in 2004 and 2006. This suggests the presence of at least two zones or
mechanisms able to produce flaring events in this source. This hypothesis is supported by the
discovery at radio wavelengths of off-axis jet components, one of which is clearly visible during
the 2012 VHE high state.
The TeV spectra are hard during periods of high flux, and softer otherwise. The curvature
in the observed spectra is due to EBL absorption only and the intrinsic spectra are well de-
scribed by a simple PL. In particular, during the 2014 flare night the hard simple PL spectrum
extends above 20 TeV, indicating the absence of Klein-Nishina suppression at these high ener-
gies. The treatment of the emission in the Thomson limit is unlikely. The emission is more
easily explained in the Klein-Nishina limit. It is possible to determine the minimum value of
γe,max from the highest observed energy in the H.E.S.S. spectrum: γe,max = 4 × 106 (10/δ).
The absence of a detectable cut-off, however, implies that the underlying electron energy distri-
bution must reach significantly larger γe. From the combination of the maximal synchrotron
and IC energies, it is possible to constrain the magnetic field of the emission region: B ∼
0.075 (δ/10)(Emaxsyn /200 keV)(20 TeV/E
max
IC )
2 G. The values derived here are in the range of val-
ues used in the literature in more precise SED fitting.
Studies on the EBL intensity exclude the hypothesis of a non-existent EBL at the 9.6σ level.
The normalization factors are derived from several datasets and are all consistent with the model
of FR08: αall = 0.99 ± 0.15, α f lare2012+2014 = 0.91+0.16−0.15, α f lare2014 = 0.90+0.20−0.17. The result supports a low
EBL intensity between 2.4 µm and 30 µm.
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The exceptional flaring event permitted the derivation of limits on the QM scale. The
quadratic limits of 1.15 × 1011 GeV are the best derived up to now from GRB and AGN ob-
servations.
For the technical results, it has been shown how the pointing model of the H.E.S.S. array is
not precise at the large Zenith angles of Mrk 501. Its fitted position is 1 arcmin away from the
nominal radio position. In addition, it has been shown how the Mono and Stereo analysis are
currently not reliable for this study.

CHAPTER 8
SYSTEMATIC STUDIES: HESS-I VS HESS-II
COMPARISON
The initial test analysis of the 2014 Mrk 501 observations yielded remarkable results. The spectra
reached up to 30 TeV, which was unexpected due to the large EBL optical depth at those energies.
The CT 5 Mono analysis showed spectra that reached the same energies as the HESS-I analysis,
and actually seemed to outperform the small telescopes at the highest energies. This was com-
pletely unexpected for an instrument with a much smaller effective area and a lower sensitivity
above a few TeV. The large Zenith angle of the observations was also considered critical, because
the shower images are very elongated in this case. Since the FoV of the CT 5 camera is smaller
than for HESS-I, a higher number of truncated (and therefore rejected) images was expected.
For the first time in Cherenkov astronomy, thanks to the different HESS sub-arrays, it was
possible to cross check the results of the same observation using two facilities with independent
calibrations. Therefore, it was decided to compare event by event the photon-lists reconstructed
with the Mono and HESS-I analyses, in order to test if the respective energies are consistent
within the uncertainties of the two instruments. In a second step, also the Stereo analysis was
compared. The findings are described in this chapter.
8.1 Comparison with original data calibration and cuts
The first comparison has been made with a precedent DST production and software version for
the HESS-II analysis than the one used in the previous chapters. Here, the Prod4 DSTs and
paris-0-8-28 software have been used. Only the Std cuts were applied because at the time they
were the only reliable ones for the HESS-II analysis.
In the whole chapter, the photon lists are obtained using the Reflected Region Background
model (sec. 4.7.1). The photons falling in the ON-source region (ON region) will be called ON
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photons (or events), those falling in an OFF-source region (OFF region) will be called OFF
photons (or events). The size of the ON and OFF regions changes depending on the analysis, and
all the regions are on a circle around the camera center. Therefore, the number of OFF regions
varies with the analysis as well, and they cover different areas in the sky. For this reason, it is not
possible to directly compare the number of OFF events of two different analyses.
When considering photons from the whole FoV, the ON events will remain the same, since
the ON region is not modified. All other events will be OFF events. Also in this case, a direct
comparison of the number of photons is not possible because of the different sizes of the FoV
of the sub-arrays. However, the OFF regions of the Reflected Region Background model are
obviously completely included.
8.1.1 Mrk 501
First of all, the photon lists were retrieved from the Mono and HESS-I standard analyses of
Mrk 501. Because of different selection criteria at the time of this study, the dataset passing the
run selection for CT5 is smaller than the one of HESS-I. Specifically, the runs of the second
low state night are discarded. The HESS-I photon list has been adjusted accordingly: it contains
1651 γ-like events, 1216 of which ON photons and 435 OFF photons. The Mono list contains
12243 events, 5156 ON and 7087 OFF. The photons in common between the two lists have been
selected comparing their timestamps in MJD. These timestamps have a lower precision than
the actual event-time, but are good enough for the sampling rates of the HESS-I and HESS-II
cameras. Considering that the sampling rates differ by a factor of 10 and that most of the recorded
events are hadron-like and are rejected by the cuts, the chance of comparing two different events
because of a low timestamp resolution is estimated to be smaller than 1%.
Due to the much larger number of events in the Mono list, as a first order approximation one
would expect that all HESS-I ON photons will be contained in it. However, the ON region is
defined as the 68% containment radius, so that it is likely that some HESS-I ON events are spread
outside the Mono ON region. In addition, one has to take into account the energy distribution
of the events, since it is possible that the ensemble at high energies is smaller for Mono than for
HESS-I.
The first most notable result of the comparison is that only around 40% of the HESS-I ON
photons actually find a correspondence in the Mono sample. 60% are hence not recognized as
γ-like events (Fig. 8.1). The second result is the discovery of a systematic shift in the energy
reconstruction: the reconstructed Mono energies are on average more than 20% higher with
respect to those of the same photons in HESS-I (Fig. 8.2, left). These discrepancies could have
in principle a rather simple explanation: the observations were taken at Zenith angles that have
never been tested before. Therefore, on the one hand, it would not be surprising if the PSF of CT5
would rapidly degrade, requiring a significantly larger extraction region to retrieve the missing
photons. On the other hand, it could well be that the energy reconstruction worsens with the
Zenith angle, as well, especially at higher energies. To test the first hypothesis, a Mono analysis
with a larger ON region was carried out, while to test the second one, other two sources were
analyzed at different Zenith angles: PKS 2155-304 and the Crab Nebula.
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Figure 8.1: Left: Energy distributions of the total number of γ-like events (all) and the number of events
in common between the two samples (selected) for the HESS-I and Mono analyses of Mrk 501. The
distributions are derived from the comparison of the ON regions only. Comparing the two all histograms,
one would expect a matching ratio close to 1, which is not the case. From the selected histograms it is
apparent that the Mono dataset samples higher energies. Right: matching ratio as function of the energy.
A clear decrease is apparent.
The increase of the ON region size of a factor of 3 (from 0.03 to 0.1 deg2) did not provide
the missing photons as expected. Only 5% more photons are found, while 55% are still missing.
One can then look for matches among the γ-like events in the whole Mono FoV. Again, just a
bunch more HESS-I ON events find a counterpart, and, despite the HESS-I OFF regions being
in this case fully contained in the Mono FoV, less than 10% of the OFF events are found in both
samples. One can wonder if a large part of HESS-I photons are reconstructed as hadrons in the
Mono analysis. This is the case only for less than 10% of the HESS-I ON photons. The same
is valid the other way around: almost the same number of Mono ON photons are hadron-like
for HESS-I. In some cases, one ON event correlates with one OFF event. Most of the time, the
angular distance between them is significantly larger than expected from the angular resolution.
Therefore, either these events are very poorly reconstructed, or they are two different events that
share the same timestamp.
In total, we can account for about 50% of the HESS-I ON events being detected in Mono as
well. The rest is possibly rejected by the different cuts of the Mono analysis at a much earlier
stage, so that they do not even appear as hadron-like events. From the right plot of Fig. 8.1 it
is also apparent that the ratio of the selected events is energy dependent. This is not completely
unexpected, since at large Zenith angles higher energies imply larger and more elongated shower
images. Since the CT5 camera has a smaller FoV than HESS-I, this leads to an higher fraction
of truncated showers, which are then rejected or misreconstructed.
As it appears clear from the top-left plot in Fig. 8.2, there is a systematic bias between the
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Figure 8.2: Comparisons of the common γ-like events of Mrk 501 between HESS-I and Mono (left) or
Stereo (right). Top: energy comparison. A systematic shift towards higher Mono energies with mean
value of 28± 1% is to be seen. The bias slightly decreases with increasing energy. The bias for the Stereo
dataset is larger, with a median value of 33 ± 1%. Middle: photon energy difference as function of the
photons mean energy. The increase of the spread of the distribution with energy is expected, but it should
be centered around zero. Here, the deviation from zero increases with increasing energy as well. Bottom:
Same as above, but the energy difference is weighted by the mean photon energy. The distribution is flat,
but centered around −21±1% (Mono) and −28±1% (Stereo). The Stereo distributions are more compact.
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Figure 8.3: Same as in Fig. 8.1 but for the Stereo analysis. Left: comparing the two all histograms,
a matching ratio of at least 0.8 is expected, which is not the case. From the selected histograms it is
apparent that the Stereo dataset samples higher energies. Right: the matching ratio is flatter against energy
than for Mono.
Mono and HESS-I energies. The bias has been estimated via linear fits of the EHESS−II vs EHESS−I
plots (both linear- and log-scale) and calculating the mean values of the EHESS−II / EHESS−I dis-
tributions. In addition, mean values have been calculated also for the distributions derived in
six energy bins, which were determined dividing equally the total number of events. The linear
parametrization has the form y = a + bx for the linear-scale plots and log y = A + B log x for the
log-scale plots. For no bias, one expects a = A = 0 and b = B = 1. For a purely multiplicative
bias1, one expects a = 0, b , 1, corresponding to A , 0, B = 1.
The Mono energies are higher than the HESS-I energies by a mean value EMono / EHESS−I −
1 = 28 ± 1%. The bias slightly decreases in bins with increasing energy (from 35 ± 4% to
21±3%). This is also seen in the fit of the EMono vs EHESS−I linear plot, for which a is significantly
different from zero and the b is smaller than the mean value of the EMono / EHESS−I distribution
(this corresponds to B < 1 for the fit of the log-log plot). Since no safe energy threshold has
been considered in this study, it is possible that it could be responsible for the larger median
value of the offset at low energies. The energy difference and scaled energy difference plots
(Fig. 8.2, middle-left and bottom-left, respectively) show the same characteristics in a different
representation: the distributions are not centered around zero as it is expected for no bias. In the
middle-left plot, it is foreseen that the spread increases with energy because the energy resolution
is a multiplicative factor. However, here the deviation from zero increases with energy, as well.
The bottom-left plot shows a bias of −21 ± 1% of the mean energy.
1The bias is actually defined as a multiplicative factor, whereas the offset is an additive factor. In this chapter,
these two terms are improperly used as synonyms because in general the energy difference cannot be described with
only one of them, and to avoid too many repetition in the text.
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In order to understand if the issues shown in the Mono results are due to the larger uncertain-
ties deriving from the lack of stereoscopy and possibly to an analysis calibrated for low energies,
the same comparison as above has been done for the Stereo analysis. It yields 1486 events,
1212 ON and 274 OFF. The number of common ON events between the Stereo and HESS-I anal-
yses is 44% (Fig. 8.3), similar to the Mono case. In this case, the ON region size is the same for
both analyses (0.01 deg2). Because of the similar angular resolution and the involvement of the
same telescopes, one does not expect a large fraction of γ-like events to fall outside the tested
regions. 8% of the HESS-I ON events are found outside the Stereo ON region. Again, almost
50% of the photons are missing. They must therefore be ascribed either to the impossibility to
reconstruct the same events, or to the different cuts used in the Stereo mode.
The issue with the energy bias is unsolved, as well. One can see on the right side of Fig. 8.2
that the energy distributions are more compact, but also that the bias is even larger than for the
Mono analysis. The larger compactness is due to the better energy resolution achievable in Stereo
mode. The mean offset is EStereo / EHESS−I − 1 = 33 ± 1% and the bias of the weighted energy
difference is −28 ± 1% of the mean energy.
8.1.2 Crab Nebula
As mentioned in the previous section, the Mrk 501 observations were taken at Zenith angles
never tested before. There is therefore the question, whether or not large Zenith angles could be
related to the energy bias or to the missing events. The Crab Nebula and PKS 2155-304 have
been analyzed in order to test if the effects discovered for Mrk 501 still exist at lower Zenith
angles in two complementary ranges.
The Crab Nebula runlist comprises 41 good quality runs collected between September 2013
and beginning of January 2014. Because of DST availability at the time of the analysis, only 33
of them were used.
As for Mrk 501, only 40% of the 4177 HESS-I ON events find a counterpart among the
12721 Mono ON photons, with a strong energy dependence (Fig. 8.4). The ratio increases to
49% when searching for matching photons in the whole Mono FoV. The fact that 9% of the
events have a match outside the Mono ON region can be explained by the broad tail of the Mono
PSF for this analysis (Fig. 8.5, left). Only 27% of the 1585 HESS-I OFF events are found in the
Mono FoV. 6% of the HESS-I ON events were reconstructed as hadrons in Mono. We are facing
a photon ”loss” of around 50% also for the Crab Nebula.
Concerning the energy comparison (Fig. 8.6, left), the bias is reduced with respect to the one
seen for Mrk 501. The mean value EMono / EHESS−I − 1 = 6 ± 1%. Larger biases are to be seen at
low energies (10± 2%), possibly because some events below the safe energy threshold of HESS-
I are considered. The fit to the scaled energy difference has a negative slope, which indicates
that the bias of the Mono energies increases with energy. This seems to be in agreement with a
worsening of the accuracy of the Mono energy reconstruction at high energies and would support
a Zenith angle dependence of the energy bias.
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Figure 8.4: Same as in Fig. 8.1 but for the Crab Nebula. Left: comparing the two all histograms, a
matching ratio of 0.5 also above 3 TeV is expected, which is not the case. From the selected histograms
it is apparent that the Mono dataset samples higher energies. Right: the matching ratio rapidly decreases
with energy.
Figure 8.5: θ2 distributions for the HESS-I and Mono analyses of the Crab Nebula (left) and PKS 2155-
304 (right) inside of the respective ON regions. The Mono ON plots show broad tails compared to the
HESS-I distributions. In the case of PKS 2155-304, the Mono data have been scaled for visualization
purposes.
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Figure 8.6: Same as in Fig. 8.2 but for the Crab Nebula (left) and PKS 2155-304 (right). For the Crab
Nebula, the bias is smaller than in the case of Mrk 501. The mean value is 6 ± 1%, but the mean energy
difference tends to negative values with increasing energy, as well. For PKS 2155-304, the systematic shift
towards higher Mono energies is 23 ± 1%.
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Figure 8.7: Same as in Fig. 8.1 but for PKS 2155-304. Left: comparing the two all histograms, a matching
ratio for the ON events close to 1 is expected, which is not the case. From the selected histograms it is
apparent that the Mono dataset samples higher energies. Right: the matching ratio rapidly decreases with
energy.
8.1.3 PKS 2155-304
In order to test a Zenith angle range complementary to the two previous ones, an additional
comparison has been carried out for PKS 2155-304 for Zenith angles below 30 deg. For the
runlist, only 5 telescope observations between July and October 2013 were considered, for a
total of 45 runs.
Only 27% of the 1462 HESS-I ON source γ-like events have a counterpart in the Mono ON
region (45994 γ). Extending the research to the whole Mono FoV, the value increases to 42%. Of
the 3595 HESS-I OFF events, only 31% find a match in the Mono FoV. As for the Crab Nebula,
the broad tail of the θ2 distribution (Fig. 8.5, right) can explain why so many matches are found
outside the Mono ON region. 15% of HESS-I ON photons are Mono hadrons. Again, around
50% of the HESS-I γ-like events are missing, which is surprising, given the factor of at least 30
more photons in the Mono analysis (Fig. 8.7).
In contrast to the possible Zenith angle dependence hinted by the Crab Nebula results, the
energy offset is here again larger (Fig. 8.6, right), with a mean value EMono / EHESS−I−1 = 23±1%.
The larger bias is at energies below 160 GeV (39± 3%), while above it, it ranges between 17 and
26%.
8.1.4 Summary
In Fig. 8.8, the distributions for the three sources are compared. Despite covering different Zenith
angle and energy ranges, they are rather consistent in their offsets. All three sources also show a
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Figure 8.8: Comparison of the distributions of the three sources for the Mono analysis. An overall bias in
the energy reconstruction is shown. The Crab Nebula data are less affected.
large percentage of missing HESS-I photons in the Mono (and Stereo, for the only source tested,
Mrk 501) datasets. The matching exhibits also an energy dependence. Since energy bias and
missing events are present for all sources, it is clear that they do not depend on the Zenith angle
of the observation, but rather are intrinsic to the analysis of HESS-II data.
A further analysis using an updated data calibration and optimized cuts has been carried out
and will be presented in the next section.
8.2 Comparison with updated data calibration and optimized cuts
Since data with an updated calibration have been available, and the cuts have been optimized, the
study presented above was repeated using Prod6 DSTs and the software paris-0-8-30. This was
also a way to test the efficacy of the new cuts. Here, the Mono and Stereo analyses have been
repeated for the same three sources studied above. The HESS-I results, instead, are the same as
in the previous sections.
The runlists are not exactly the same as before, because the quality criteria have been changed
slightly and because the data were recalibrated, leading to some losses. For Mrk 501, the HESS-
I runlist has been used, hence there are three runs more in the comparison. For the other two
sources, some observations failed the broken pixel cuts. In the case of the Crab Nebula, an in-
spection showed that the dismissed runs failed the criteria for being just above the limits. Most of
them were therefore still considered of good quality and only two were lost. For PKS 2155-304,
62% of the runlist is lost with the new quality selection. In order to keep the comparison as sim-
ilar as possible, also in this case the observations just outside the limits were kept. Nonetheless,
the runlist is reduced from 45 to 28 runs.
8.2. COMPARISON WITH UPDATED DATA CALIBRATION AND OPTIMIZED CUTS 199
The optimized cuts to be used with the Prod6 DSTs are much tighter than for Prod4. It has
to be noted that the cuts for the HESS-I and HESS-II analyses basically share only their names
and are very different otherwise. Therefore, Loose cuts are used instead of Std cuts, in order
to have HESS-II samples large enough to expect that all HESS-I events are included (e.g. see
Table 7.14). The only exception is Mrk 501, for which VeryLoose cuts have been used in the
Stereo analysis, in order to maximize the number of ON source events against a very low level
of background. Due to some uncorrected bugs in the software, it was not possible to retrieve the
γ-like and hadron-like events of the whole FoV, hence these comparisons were not possible.
8.2.1 Mrk 501
Concerning Mrk 501, the comparison of the HESS-I events with the Mono ones yields results
that in some aspects are worse than for Prod4. Only 26% of the 1368 HESS-I ON γ-like events
find a match among the 2506 Mono ON events. The number of events in the Prod6 photon-list
is 50% smaller than in the Prod4 one, despite the larger runlinst. This is due to the stronger cuts
applied. Instead, the number of HESS-I photons has increased accordingly to the number of runs
used. The combination of these two facts can explain the fewer matches obtained with Prod6
than with Prod4. A non-perfect event match is also expected by the fact that there are more
HESS-I than Mono events in the ON region above 3 TeV, as can be seen in Fig. 8.9, left. The
matching ratio as function of the energy is the same for the two DST productions above 8 TeV
(Fig. 8.1 and 8.9, right). Below 8 TeV, the matching ratio is significantly lower for Prod6, but it
is also flatter, whereas it significantly decreases in Prod4.
The mean energy bias is EMono / EHESS−I − 1 = 41 ± 2% (13% more than for Prod4), but with
a narrower spread than for the previous comparison (Fig. 8.11, top-left). This additional shift in
energy remains unsolved.
The Stereo ON sample (derived with a VeryLoose cuts analysis) contains 1988 γ-like events
and is larger than the HESS-I sample. The energy distributions of the two sets (Fig. 8.10, left)
suggest that all HESS-I events should find a Stereo counterpart. Instead, the matching ratio is
60%, which is however much better than for the same comparison with Prod4 data (44%). The
ratio is also almost constant throughout the energy range (Fig. 8.10, right).
In contrast to the increased bias for the Mono results, the Stereo bias for Prod6 halves with
respect to Prod4. Its mean value is EStereo / EHESS−I − 1 = 18 ± 1% (Fig. 8.11, right). The spread
of the Stereo distributions is the same for the two DST productions.
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Figure 8.9: Mrk 501: same as in Fig. 8.1 but for Mono Loose cuts analysis with Prod6 DSTs. Comparing
the two all histograms in the left plot, a matching ratio for the ON events close to 0.7 is expected. The
actual value is only 26%, significantly less than for the Prod4 analysis, but more constant over the energy
range (right plot). The two productions yield same ratios above 8 TeV.
Figure 8.10: Mrk 501: same as in Fig. 8.1 but for Stereo VeryLoose cuts analysis with Prod6 DSTs.
Comparing the two all histograms in the left plot, a matching ratio close to 1 is expected. The actual value
is around 60%, a large improvement with respect to the 44% of the Prod4 analysis. The ratio is also more
homogeneous over the energy range (right plot).
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Figure 8.11: Mrk 501: same as in Fig. 8.2 but for Mono Loose (left) and Stereo VeryLoose cuts (right)
analyses with Prod6 DSTs. For Mono, the systematic bias worsens with respect to Prod4 and is almost
41 ± 2%, while it significantly improves for the Stereo analysis, almost halving its value and reducing it
to 18 ± 1%.
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8.2.2 Crab Nebula
The analysis of the Crab Nebula data yields 3917 HESS-I and 7671 Mono ON events. The
matching ratio is 38%, similar to the Prod4 case. A non-perfect match is expected from the two
event distributions, which show higher number of HESS-I events above 1 TeV (Fig. 8.12, left).
The ratio also decreases with energy (Fig. 8.12, right). As in the case of Mrk 501, the mean
energy bias increases in comparison to the previous production, with the mean offset rising from
6 ± 1% to 19 ± 1% (Fig. 8.14, left).
The comparison with the 6469 Stereo ON photons yields a fraction of matching events of
68%. As for Mrk 501, the matching ratio as function of the energy is flatter than in the Mono
case (Fig. 8.13, right). There is no energy bias (EStereo / EHESS−I − 1 = 0 ± 1%) and the spread
is narrow (Fig. 8.14, right). The narrow distributions centered on 0 or on the 1:1 relation look
exactly how they should be in all cases.
8.2.3 PKS 2155-304
Similarly to the Mono analysis comparisons for Mrk 501 and the Crab Nebula, the PKS 2155-
304 one shows a low matching ratio of only 27% and an increase of the mean energy bias from
23 ± 1% to more than 35 ± 2% (Fig. 8.17, left) from the Prod4 DSTs to the current one. The
matching also decreases with energy in the same way as for Prod4 (Fig. 8.15, right). The Stereo
analysis, instead, is much more in agreement with the HESS-I. 60% of the HESS-I γ-like events
have a match (Fig. 8.16) and the mean energy bias is 7± 1% (Fig. 8.17, right). However, the bias
significantly and monotonically reduces with energy from 14 ± 1% below 180 GeV to 2 ± 1%
above 600 GeV.
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Figure 8.12: Crab Nebula: same as in Fig. 8.1 but for Mono Loose cuts analysis with Prod6 DSTs.
Comparing the two all histograms in the left plot, a matching ratio for the ON events close to 0.8 is
expected. The actual value is 38%, similar to Prod4, but in this case it is more constant over the energy
range (right plot).
Figure 8.13: Crab Nebula: same as in Fig. 8.1 but for Stereo Loose cuts analysis with Prod6 DSTs.
Comparing the two all histograms in the left plot, a matching ratio for the ON events close to 1 is expected.
The actual value is 68%, relatively constant over the energy range (right plot).
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Figure 8.14: Crab Nebula: same as in Fig. 8.2 but for Mono (left) and Stereo (right) Loose cuts analyses
with Prod6 DSTs. For Mono, the systematic bias is three times higher than for Prod4, reaching 19 ± 1%.
For Stereo, the energy bias disappears.
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Figure 8.15: PKS 2155-304: same as in Fig. 8.1 but for Mono Loose cuts analysis with Prod6 DSTs.
Comparing the two all histograms in the left plot, a matching ratio for the ON events close to 1 is expected.
The actual value is only 27%, and strongly decreasing with energy (right plot). The results are very similar
to the Prod4 ones.
Figure 8.16: PKS 2155-304: same as in Fig. 8.1 but for Stereo Loose cuts analysis with Prod6 DSTs.
Comparing the two all histograms in the left plot, a matching ratio for the ON events close to 1 is expected.
The actual value is 60%, relatively constant with energy (right plot).
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Figure 8.17: PKS 2155-304: same as in Fig. 8.2 but for Mono (left) and Stereo (right) Loose cuts analyses
with Prod6 DSTs. For Mono, the systematic shift is 50% larger than for Prod4, reaching 35 ± 2%. For
Stereo, it is only 7 ± 1%, and monotonically decreases with energy.
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8.2.4 Summary of the updated analysis
In Fig. 8.18 the comparisons of the three sources are plotted together for the Mono (left) and
Stereo (right) analyses, respectively. It can clearly be seen that the same trend is common to all
sources for the two analyses.
In Table 8.1, the results of the comparisons for the analyses with both Prod4 and Prod6 DSTs
(and respective cuts) are summarized. For the Mono analysis, there is a significant decrease in
the matching ratio of the ON source photons from Prod4 to Prod6 for Mrk 501. This can be
at least partly explained with the harder cuts used in the second case, which reject many more
events. The energy bias significantly worsens, reaching a factor of 2 for the Crab Nebula.
For the Stereo analysis, comparisons can be made only for Mrk 501. Both the matching ratio
and the energy bias improve with Prod6. In general, the matching ratio is fairly good above 60%
for all three sources. The energy bias is significantly smaller than for Mono and absent in the
case of the Crab Nebula.
The Crab Nebula is less affected by the energy bias and by the missing photons for all
analyses in comparison to the other two sources. A possible explanation could be that, being the
Crab Nebula a standard candle for the TeV astronomy, it is often used for tests and compared to
Montecarlo simulations. Therefore, the analyses could be better tuned on this source.
Table 8.1: Summary of the comparisons of HESS-I ON-source γ-like events with Mono and Stereo events
from analyses with Prod4 and Prod6 DSTs and respective cuts.
Ratio ON events Energy bias
Prod4 Prod6 Prod4 Prod6
Mrk 501
Mono 40% 26% 28 ± 1% 41 ± 2%
Stereo 44% 60% 33 ± 1% 18 ± 1%
Crab Nebula
Mono 40% 38% 6 ± 1% 19 ± 1%
Stereo – 68% – 0 ± 1%
PKS 2155-304
Mono 27%† 27% 23 ± 1% 35 ± 2%
Stereo – 60% – 7 ± 1%
† This value increases up to 42% when considering the whole Mono FoV.
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Figure 8.18: Same as in Fig. 8.8 but for Mono (left) and Stereo (right) Loose cuts analysis with Prod6
DSTs. For Mono, the bias is systematic for all three sources, with the same trend and similar offsets,
although the Crab Nebula data seem less affected. There is a significant worsening in the agreement
between the HESS-I and Mono energy reconstruction with respect to Prod4. For Stereo, the agreement
with the HESS-I energy reconstruction is improved with respect to Prod4. For the Crab Nebula data, there
is no bias.
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8.3 Effects of the cuts
In order to test if the number of missing events in the Stereo analysis is due only to the different
cuts used with respect to the HESS-I analysis, an additional test has been carried out for the
Mrk 501 dataset. The HESS-I cuts were changed (when possible2) in order to match the Stereo
ones. The ON region size was first left to the standard HESS-I value (0.01◦) and then changed
to the Stereo one (0.006◦). The results of the new custom analyses were compared with both the
HESS-I and Stereo ones. They showed that the new cuts sample a different ensemble of events.
Compared to the standard HESS-I analysis, the ensemble is larger for the same ON region
size, smaller otherwise. In the first case, about 7% of the custom γ-like events are not found
in the HESS-I sample. A matching ratio smaller than 1 is recovered also the other way around,
although the number of standard HESS-I events is smaller. 7% of custom γ-like events miss
a match also when comparing the smaller ON region. This suggests that the 7% difference is
intrinsic to the choice of the cuts.
The comparisons with the Stereo events yields matching ratios around 60%, similar to the
ones found in the study described in the previous paragraphs. Part of the deficit is ascribed to the
remaining difference in the cuts. Although, it is more likely that the additional cuts on CT5 in
the Stereo reconstruction play an important role in rejecting the missing events.
The issue of the overwhelming number of missing γ-like events in the Mono analysis was tested
in a separate test set3. A new DST test production (Prod8 Test12) and a development software
version (paris-0-8-32) were used on the Mrk 501 dataset. The new software allows for a direct
comparison of the populations of events reconstructed and selected by two reconstruction meth-
ods. For instance, given an ensemble of γ-ray candidates in Stereo, it is possible to check how
many of them are reconstructed in Mono and what are the given event classes. Here, the events
accepted by a Combined Std cuts analysis were compared with the ones accepted by a Mono Std
cuts analysis. A Combined analysis is a Stereo analysis which accepts Mono events when no
information is available from the HESS-I telescopes.
It was found that 73% of the γ-like Stereo events are reconstructed as VHE events in Mono,
but only 26% survive all the cuts and are classified as γ-like events. This value is in line with
what has been found in sec. 8.2.1. In order to test where the events are lost, one cut at a time
was switched off. A consistent part of the events (around 40% of those that survived up to that
point) are rejected by the DirectionError cut. Looking at the DirectionError distribution plots
(Fig. 8.19), this should not be the case. The cut (DirectionError < 0.3◦) should in fact reject only
around 15% of the events. The reason is still unclear at the time of writing this report.
2Some cuts have been developed specifically for the HESS-II analysis and are not implemented in versions of
the software older than paris-0-8-30.
3These results have been provided by Mathieu de Naurois, H.E.S.S. internal communication,
https://hess-confluence.desy.de/confluence/display/HESS/ParisAnalysis+Developments+
-+Crossing+several+reconstructions
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Figure 8.19: Left: Distribution of γ-like events as a function of the direction error for ON, OFF and excess
events. Right: Fraction of excess as a function of the direction error. The green line at 0.06◦ corresponds
to 50% of the excess. In this analysis, only 60% of the γ-like events are kept, corresponding to ∼ 0.09◦,
much less of the < 0.3◦ set by the cut. From Mathieu de Naurois, H.E.S.S. internal communication.
8.4 Test with independent software and data calibration
In order to see if the the energy bias affects only the software, the data and the reconstruction
methods used in this work, the same study has been performed in a completely different environ-
ment. Here, a different software, data calibration chain and event reconstruction methods have
been adopted4. The runlists used here are subsets of the runs used in sec. 8.1 that also pass the
new independent quality selection. They comprise 17, 22 and 29 runs for Mrk 501, the Crab
Nebula and PKS 2155-304, respectively. The analyses were run in the HAP framework with dif-
ferent γ-hadron separation techniques and Std cuts: Boosted Decision Tree (BDT, also known as
TMVA, Ohm et al. 2009) for HESS-I, MonoReco (also based on TMVA, Murach et al. 2015) for
Mono, and Hillas parameters (sec. 4.3, Aharonian et al. 2006a) for Stereo. Because of missing
training at the very high Zenith angles of Mrk 501, TMVA could underperform in the HESS-I
and Mono analyses of this source. Another source of imprecision could be the inhomogeneity of
the γ-hadron separation methods. However, this should not affect the study significantly, since
all three methods are based on the Hillas event reconstruction.
The results confirm what has been found in sec. 8.2, and the similarity of certain values is
surprising. The Mono reconstruction shows mean energies 36 ± 0.4%, 21 ± 1% and 22 ± 3%
higher than HESS-I for Mrk 501, the Crab Nebula and PKS 2155-304, respectively (Fig. 8.20,
left). For the Stereo analysis there is a bias, as well, but less pronounced. It is 9 ± 1%, 8 ± 1%
and 8 ± 1% for the three sources, respectively, unlike for Prod6 (Fig. 8.20, right).
4The analyses of the three sources were carried out by Alison Mitchell, who provided the photon-lists for the
study.
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Figure 8.20: Same as in Fig. 8.8 but for Mono (left) and Stereo (right) Std cuts analysis in the HAP
framework. For Mono, the bias is systematic for all three sources, with the same trend and similar off-
sets, although the Mrk 501 data are more affected. For Stereo, the agreement with the HESS-I energy
reconstruction is the same for all three sources around 8-9%.
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The matching ratio is lower for Mono than for Stereo. For Mrk 501, the Crab Nebula and
PKS 2155-304 one has 0.42%, 0.36% and 0.28% for Mono and 0.54%, 0.77% and 0.80% for
Stereo, respectively.
The similarity of the results suggests that these problems could be linked to the not fully
correct understanding of the H.E.S.S. array or to some issues in the telescopes calibration.
8.5 Conclusions
In the analysis of HESS-II data, two problems have been discovered. The first one concerns the
number of photons reconstructed for the different H.E.S.S. sub-arrays: a significant part of the
HESS-I ON source photons are missing from the Mono and Stereo samples. The second one is
the presence of an energy bias between the reconstructions. In general, one can expect a better
agreement of HESS-I with Stereo than with Mono because HESS-I is a subarray of Stereo, while
HESS-I and Mono are completely different instruments. However, the work presented in this
chapter showed that it is not always the case.
In order to study these issues, a comparison of the photon-lists obtained for the three tele-
scope subarrays has been done. Three sources have been tested, which cover complementary
Zenith angles and energy ranges, together with two software versions that use different sets of
cuts and data calibrations (DSTs Prod4 and Prod6).
The analyses of Prod4 data showed that between 56% and 73% of the HESS-I events in the
ON region are not recognized as γ-like events by the Mono or Stereo analyses in their respective
ON regions. The ratio of matching events strongly decreases with energy for Mono and is more
constant for Stereo. The common events show an energy bias towards higher Mono or Stereo
energies up to almost 30%. The fact that a strong bias is seen in both the Mrk 501 as well as in
the PKS 2155-304 datasets, which cover completely different Zenith angles and energy ranges,
rules out the hypothesis that the incongruencies are due to the unusual extreme Zenith angle of
the Mrk 501 observations.
The analyses of the Prod6 data yielded different results for Mono and Stereo, with a worsen-
ing for the former and an improvement for the latter. The matching ratio for the Mono analysis is
less than 30% for both Mrk 501 and PKS 2155-304. The energy bias is 10% higher for all three
sources, reaching 40% for Mrk 501. On the other hand, matching ratios of 60% or more, rather
constant over the energy range, are found for the Stereo analysis. The energy bias is smaller: it
almost halves for Mrk 501 with respect to Prod4 and is zero for the Crab Nebula.
The results for the Crab Nebula are in general better than for the other sources. This could
be due to the fact that this source is a standard candle for the TeV astronomy, and is often used
for tests and comparisons with the Montecarlo simulations. Hence, the analyses could be better
tuned on it.
Tests with modified cuts have shown how the cuts for the HESS-I and Stereo analyses ef-
fectively sample different events, and hence explain part of the matching deficit between the two
reconstructions. The cuts on CT5 in the Stereo analysis, however, can play an important role in
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rejecting the missing events. For the Mono analysis, it seems that a consistent part of the events
are rejected by the DirectionError cut, which appears to discard significantly more events than it
should for no clear reason.
Similar problems about missing events and energy bias for both Mono and Stereo analyses
have been detected also using independent software and data calibration. This suggest a common
origin of these problems, that could be linked to a not fully correct understanding of the H.E.S.S.
array or to some issues in the telescopes calibration. Some level of energy bias is visible in
the comparison of Montecarlo simulations with real data, as well. It is corrected for during the
spectral analysis via the effective areas. However, this bias is of the order of 10%, which is much
lower than the one found in this study in some cases. It also does not take into consideration that
its value significantly changes depending on the source.

SUMMARY AND OUTLOOK
In my PhD thesis, I presented the results of the analysis of three point-like γ-ray emitters ob-
served at VHE with H.E.S.S. . Two of them are the well known BL Lac objects 1ES 0229+200
and Mrk 501, the third one is HESS J1745-290, a compact source discovered in the direction
of the Galactic Center during the H.E.S.S. Galactic Plane survey. I exploited multiwavelength
observations in order to assess the physical properties of the three sources and of the ambient
medium, both via spectral and variability studies and by comparison with models and predic-
tions found in the literature. For the analysis of the two blazars, I used observations performed
with both the HESS-I and the HESS-II arrays. I presented a systematic comparison of the γ-ray
energies as they are reconstructed for different sub-arrays of the H.E.S.S. system. I also intro-
duced the theoretical, phenomenological and technical bases needed for a better understanding
of the whole work.
In chapter 5 I attempted to determine the nature of the Galactic source HESS J1745-290.
The γ-ray emission is likely linked to Sgr A∗, the black hole at the center of the Galaxy, but up
to now it could not be associated definitively. I used H.E.S.S. VHE and Chandra X-ray data
from the 2012 multiwavelength campaign in order to find correlated variability in simultaneous
observations of X-ray flares. Only in two occasions both instruments observed simultaneously
during a flare, preventing an in depth correlation study. Additionally, no significant variability
was detected in the H.E.S.S. dataset. In conclusion, it was not possible to associate the γ-ray
emission with the Galactic black hole Sgr A∗.
In chapter 6, I presented the 2004-2013 long term monitoring of the BL Lac object 1ES 0229+200.
This source shows significant monthly and yearly variability at VHE, as well as in the X-ray band.
The correlation of the variability supports a synchrotron self Compton emission model. Together
with a refined spectrum in the GeV band, it helps constraining the strength of the intergalactic
magnetic field. Assuming that the emission at ∼ 600 GeV consists of secondary photons, the
IGMF can be estimated to be BIGMF ∼ 5 × 10−17 G. On the other hand, the detected variability
above 1 TeV implies that the radiation of 1ES 0229+200 is dominated by primary γ-rays. As-
suming “soft” and “hard” models as in Vovk et al. (2012), the IGMF strength can be estimated
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to be > 10−16 G and ∼ 3 × 10−16 G, respectively. The existence of an effective plasma excitation
cooling would prevent any estimation of the IGMF.
In chapter 7 I showed the analysis of the flaring state of the blazar Mrk 501. I found that
the intrinsic spectrum is hard and shows a dependency on the flux state. I used the spectra of
different flux states to constrain the EBL intensity at mid-infrared wavelengths and confirmed
that the model of Franceschini et al. (2008) describes well the EBL density for the redshift of
this source. Multiwavelength observations hint towards the necessity of at least two emission
zones or mechanisms to explain the broadband emission of Mrk 501.
The hard multi-TeV spectra of Mrk 501 and 1ES 0229 indicate the absence of Klein-Nishina
suppression. Since the treatment of the emission in the Thomson limit is unlikely at such high
energies, this implies that either the minimum maximal energy of the electron distribution is
very high (minimum γe,max = 4 × 106 (10/δ) for Mrk 501), or that very large Doppler factors are
involved in these sources.
Comparing the results of the analyses of both the HESS-I and the HESS-II arrays, I found
that the analysis of HESS-II data proved not to be fully reliable yet, at least for the sources
considered in this work. In chapter 8, I showed how the energy values of Mono and Stereo data
are systematically biased with respect to those of the HESS-I analysis. Although at least part of
this bias should be already corrected in the spectral analysis, I showed that significant systematics
remain, which also seem to depend on the source considered.
However, many improvements are currently being done towards a better understanding of
the hybrid H.E.S.S. system and of its data analysis, including a reduction of the systematics that
affect the results. The new software and DST production, currently under development, seem to
solve several issues, starting from the energy bias. The analysis of HESS-I data will be improved
as well. This means that within a short amount of time the potential of the data of Mrk 501 and
1ES 0229 could be finally fully exploited. It will be possible to derive more accurate spectra
extending to lower energies and likely showing more precise features, both intrinsic and due to
EBL absorption. Spectral variability will likely be more easy to assess, as well. All this will
allow for a better characterization of the intrinsic emission mechanism and of the EBL density.
Improvements in the transition region between the H.E.S.S. and Fermi energy ranges, together
with a better description of flux variability will allow for tighter constrains on the IGMF strength.
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