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Coupling between a crystal of di(phenyl)-(2,4,6-trinitrophenyl)iminoazanium radicals and a super-
conducting microwave resonator is investigated in a circuit quantum electrodynamics (circuit QED)
architecture. The crystal exhibits paramagnetic behavior above 4 K, with antiferromagnetic corre-
lations appearing below this temperature, and we demonstrate strong coupling at base temperature.
The magnetic resonance acquires a field angle dependence as the crystal is cooled down, indicating
anisotropy of the exchange interactions. These results show that multispin modes in organic crystals
are suitable for circuit QED, offering a platform for their coherent manipulation. They also utilize
the circuit QED architecture as a way to probe spin correlations at low temperature.
Hybrid circuit quantum electrodynamics (circuit
QED) using spin ensembles coupled to microwave res-
onators [1–7] has potential use in quantum memo-
ries [8, 9] as well as for microwave-to-optical conver-
sion [10]. The first demonstrations used paramagnetic
ensembles, but correlated states such as ferrimagnets
lead to stronger coupling because of their high spin den-
sity [11, 12]. However, this comes at the price of on-chip
magnetic fields, to which both superconducting qubits
(used as processors) and SQUID arrays (used for cavity
tuning) are sensitive. Antiferromagnetic spin ensembles
circumvent this obstacle by combining high spin den-
sities with no net magnetization. Perpendicular spin
axis alignments of antiferromagnetic domains can also be
used as a classical memory, which is robust against high
magnetic fields, invisible to magnetic sensors, and can
be packed with high density. Antiferromagnetic mem-
ory devices can be manipulated and read out via elec-
trical currents [13, 14]. Furthermore, antiferromagnetic
heterostructures would combine spintronic and magnonic
functionalities [15]. Harnessing these possibilities makes
it necessary to understand the range of interactions that
occur in antiferromagnetic systems. As model systems,
organic magnets can be engineered chemically to create
well-defined magnetic interactions [16, 17], which could
be probed via circuit QED to test models of magnetism
in different dimensions [18]. Characteristic interaction
strengths in organic magnets are such that these materi-
als typically approach or undergo a phase transition only
at mK temperatures [19–22], making them difficult to
study with conventional electron spin resonance (ESR).
Strong coupling to antiferromagnetic correlations, which
has not yet been achieved in the circuit QED architec-
ture, would allow these materials to be studied at low
temperatures, low microwave frequencies, and low mag-
netic fields.
Here we demonstrate strong coupling between
microwave modes of a superconducting resonator
and a crystallized organic radical, di(phenyl)-(2,4,6-
trinitrophenyl)iminoazanium (DPPH). In this material
antiferromagnetic correlations become evident in spin
resonance at a temperature T ∼ 4 K and below, although
no magnetic ordering is observed down to a temperature
of 16 mK [23]. We measure coupling both to spin exci-
tations (in the paramagnetic phase at high temperature
T & 4 K), and to excitations showing antiferromagnetic
correlations at lower temperature [24, 25]. By studying
the angle dependence of the magnetic resonance, we in-
vestigate the anisotropy of the exchange interactions, ev-
ident from a separation of parallel and perpendicular res-
onances as the crystal is cooled. We measure the ensem-
ble coupling as a function of temperature, which shows
paramagnetic behavior above T ∼ 500 mK but becomes
temperature independent below T ∼ 50 mK. The spin
modes deviate from paramagnetic behavior due to anti-
ferromagnetic (AFM) fluctuations being present, despite
being above the AFM phase transition temperature.
To fabricate the superconducting resonator, a 110 nm
NbTiN film was sputtered onto a quartz substrate, and
patterned using optical lithography and reactive ion etch-
ing. The measured resonator (Fig. 1) has a signal line
width of w = 50 µm and a separation of s = 5.3 µm from
the lateral ground planes for 50 Ω impedance match-
ing. Single crystals were grown via a saturated solu-
tion of DPPH in toluene, sitting in a hexane bath at
5 ◦C over two weeks. Using this method DPPH crys-
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Figure 1. Experimental schematic. The coplanar resonator
(inset photograph) is mounted in a dilution refrigerator and
measured via two-port microwave transmission. A DPPH
crystal (purple in schematic, black in photograph) is attached
with vacuum grease near the magnetic field antinode of the
resonator’s fundamental mode. Axes of the in-plane static
magnetic field are indicated.
tallizes in a triclinic P-1 space group with a unit cell
consisting of four DPPH, one hexane, and one toluene
molecule [23]. The largest crystals from two identically
prepared growth batches were measured; results from
one crystal (crystal I) are presented here, while results
from crystal II, with similar behavior, are shown in the
Supplemental Material [23]. Each measured crystal was
attached near the magnetic field antinode of the cavity
fundamental mode, with the long axis aligned along the
CPWR, defining the x axis. Measurements were per-
formed in a dilution refrigerator in an in-plane magnetic
field B ≡ (Bx, By, 0).
The device was measured by transmission spectroscopy
using a microwave network analyzer. In zero magnetic
field and at T = 15 mK, the resonator (with crys-
tal attached) exhibits a fundamental mode at frequency
ω0/2pi = f0 = 5.92 GHz and a loaded quality factor of
QL = 1.51×104 [23]. An external magnetic field of mag-
nitude B ≡ |B| = 165 mT applied along x (along y)
reduces this to QL = 1.17× 104 (QL = 1.04× 104).
To probe coupling to the crystal, the resonator trans-
mission |S21|2 is measured at two different temperatures
as a function of frequency f and magnetic field (Fig. 2).
The bare cavity mode is evident as a transmission peak
that is nearly field independent. As the magnetic field is
swept, the spin resonance frequency fSR is tuned through
degeneracy with the cavity frequency ωr/2pi = fr, giving
rise to an anticrossing when fSR ≈ fr.
Because of the large number of molecular spins, it is ap-
propriate to parametrize the coupling to the resonator by
an effective ensemble coupling geff [1, 4, 26]. To extract
geff, the system is modeled as two coupled oscillators,
giving for the hybridized resonance frequency [27]
ω± = ωr +
∆
2
± 1
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Figure 2. Transmission as a function of external magnetic
field Bx,y and resonator probe frequency f , measured at two
different temperatures. Transmission maxima occur at reso-
nance frequencies of the combined system, with anticrossings
indicating hybridization between crystal magnetic resonances
and the cavity modes. Superimposed on each panel are fits
to the resonance frequencies (dashed lines) using Eq. (1).
where ω±/2pi = f±, ∆ = gµB (Bx,y −BMR) /~ is the
frequency detuning and BMR is the magnetic resonance
(MR) field. Fitting the transmission peak locations in
Fig. 2 to Eq. (1) and assuming a fixed Lande´ factor g =
2.0037 [28] gives the fit parameters geff and BMR shown
in Table I for the two field directions and temperatures.
The spin dephasing rate γ(T ) is deduced by fitting a
standard input-output model [11, 26, 27, 29, 30]
|S21(ω)|2 =
∣∣∣∣∣∣ κci(ω − ωr)− κ+ g2effi(ω−ωMR)−γ
∣∣∣∣∣∣
2
, (2)
where κc is the coupling rate to the external microwave
circuit and 2κ/2pi ≡ f0/QL is the total relaxation rate of
the resonator. We use Eq. (2) to fit |S21(ω)|2 at the reso-
nance fields BMR, taking κc and γ as fit parameters and
holding constant the parameters geff, ωr and κ deduced
above. Extracted values of γ are shown in Table I.
A dimensionless measure of the coupling efficiency is
the cooperativity C ≡ g2eff/κγ. We extract this param-
eter for each temperature and field axis (Table I). Al-
ready at T = 4 K, the system is in the regime of high
cooperativity (C > 1), implying coherent transfer of ex-
citations from the microwave field to the ensemble, while
T (K) Axis BMR (mT) geff/2pi (MHz) γ/2pi (MHz) C
4 x 211.19± 0.05 12.1± 0.4 15.0± 0.2 18
4 y 211.53± 0.05 9.6± 0.3 15.0± 0.2 10
0.015 x 203.12± 0.02 38.7± 0.1 29.6± 0.2 200
0.015 y 213.75± 0.05 26.9± 0.3 25.5± 0.4 102
Table I. Resonance parameters extracted from Fig. 2 for dif-
ferent temperatures and magnetic field orientations.
3at T = 15 mK the strong coupling condition geff  κ, γ
is reached for B along x, where the ensemble coupling is
faster than the decay of both the spin ensemble and the
cavity.
We now show that the crystal exhibits antiferromag-
netic correlations at low temperature. Whereas at high
temperature [Figs. 2(a) and 2(b)], the anticrossing field
BMR is nearly independent of angle, at T = 15 mK
there is a pronounced anisotropy [Figs. 2(c) and 2(d)].
This is explored further in Fig. 3(a), which compares
the dependence of BMR on field angle θ at T = 6 K
and T = 15 mK. Measuring near the fundamental cav-
ity mode f0, the angle dependence is well fit by BMR =
BoffsetMR + ∆Bi sin
2(θ + ∆θ), with offsets BoffsetMR and ∆θ
together with anisotropy ∆Bi as fit parameters, where
i ∈ {0, 1} labels the cavity mode. At low temperature,
we find ∆B0 = 10.6 mT, whereas at 6 K there is almost
no angle dependence.
At high temperature, this is consistent with a para-
magnet with nearly isotropic g factor [23]. Anisotropy
at lower temperature could arise from field screening
by the superconductor, from temperature-dependent g-
factor anisotropy, from trapped flux in the magnet coils,
or from a transition to magnetic correlations in the crys-
tal. Field screening is excluded by measurements with
different crystal orientation [23]. To exclude g-factor
anisotropy, we repeated the measurement at the first har-
monic of the resonator [f1 = 11.64 GHz, upper trace in
Fig. 3(b)]. Whereas g-factor anisotropy would lead to
∆B1 = 2∆B0, in fact we find ∆B1 = 12.3 mT ≈ ∆B0.
Trapped flux in the coils is also excluded by the temper-
ature dependence, since the coils are thermally isolated
from the sample. We therefore deduce an onset of AFM
correlations between 15 mK and 4 K.
To confirm antiferromagnetic behavior, we plot the
magnetic resonance dispersion relation for the two prin-
cipal axes [Fig. 3(b)]. Although each branch contains
only two data points, they clearly do not satisfy a
paramagnetic (PM) dispersion relation f = gµBBMR/h
(dotted/dashed/dot-dashed lines on figure), even allow-
ing for g-tensor anistropy. However, they are well fit
by an AFM dispersion relation [31] derived from a two-
sublattice model with a molecular-field approximation at
zero temperature [32]:
f =
gµB
h
√
B2MR ±K, (3)
with the + (-) branches describing field alignment par-
allel (perpendicular) to the anisotropy axis. Here the fit
parameters are K, which parametrizes the exchange and
anisotropy field of the crystal and separate g factors gx
and gy for the two field directions [31, 33]. Fitting all
four data points simultaneously, the best fit parameters
are K = 0.0014 mT2, gx = 2.04, and gy = 1.99, simi-
lar to a previously reported value g = 2.0037 in the PM
phase [28]. At low temperature, the magnetic resonance
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Figure 3. (a) Resonance magnetic field as a function of
field angle θ. Measuring at T = 15 mK, the resonance field
varies sinusoidally with θ, with amplitude ∆B0 = 10.6 mT
for the fundamental mode (f0 = 5.92 GHz, circles) and
∆B1 = 12.3 mT for the first harmonic mode (f1 = 11.64 GHz,
squares). At high temperature, the fundamental mode shows
nearly isotropic resonance (triangles). (b) Plot of the MR fre-
quency as a function of resonance magnetic field. Data points
are the resonance magnetic fields along x (circles) and along
y (diamonds), taken from the maximum and minimum data
points of (a) for data at the fundamental or first harmonic
mode. The black dotted line is the PM dispersion relation
with Lande´ factor g = 2.0037. The dashed orange and dot-
dashed cyan lines are fits using a PM dispersion relation, with
separate g factors along the two axes taken as fit parameters.
From the insets it is apparent that these fits do not describe
the data well. Red and blue solid curves are a fit to the AFM
dispersion relation in Eq. (3), which agrees well with the data.
excitations are no longer single spin flips, but antiferro-
magnetic fluctuations.
The temperature evolution of the effective polarization
can be studied via the coupling strength geff [Fig. 4(a)].
Above 50 mK, geff decreases with increasing temperature,
as expected from thermal depolarization of the spin en-
semble. For a paramagnet, the effective coupling is [1]
geff(T ) = gs
√
NP(T ) = gs
√
N tanh (hf/2kBT ), (4)
where gs is the root-mean-square coupling per individual
spin and NP(T ) is the net number of polarized spins out
of N coupled radicals. Above T = 0.5 K [shaded region
of Fig. 4(a)], Eq. (4) gives a good fit to the data; calcu-
lating gs/2pi = 5 Hz from the geometry of the resonator
and taking the number of coupled radicals as a fit pa-
rameter gives Nx = 1.5 × 1014 for B along x. This is
in fair agreement with N = 1.7 × 1014 estimated from
the geometry of the crystal. The data for B along y give
a smaller value Ny = 7.1 × 1013, as expected from the
smaller perpendicular overlap with the alternating cav-
ity field. High cooperativity (C > 1) is already reached
far above base temperature, for example at T = 0.5 K,
where Cx = 66 and Cy = 28. The agreement with the
two-level model [Eq. (4)] confirms that the magnetic res-
onance spectroscopy probes a transition from the spin
ground state (rather than between two excited states).
Below 0.5 K, geff is found to be smaller than the fits
would predict. This may reflect screening of each spin
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Figure 4. (a) Temperature evolution of geff for B applied
along x and y. Above T ∼ 500 mK, the data agree with a PM
model [dashed lines, fit to Eq. (4) over the shaded temperature
range]. Inset right: similar data and fits at the resonator’s
first harmonic. Inset left: effective spin-temperature calcu-
lated with Eq. (4) (points). (b) Filled symbols: resonance
magnetic field along x and y as a function of temperature. As
temperature decreases, the resonance magnetic field moves
away from its paramagnetic value (assuming g = 2.0037). At
intermediate temperatures, both branches are fit by a spin
chain model (solid curves; see text). Unfilled symbols: BMR
along x and y as a function of effective temperature accord-
ing to Eq. (4). The data for T ≤ 3 K is fit by a spin chain
model (dashed curve; see text). Inset: similar data at the first
harmonic mode.
by its neighbors as the antiferromagnetic phase is ap-
proached (although the
√
NP enhancement of geff is still
expected to apply [12]). It may also reflect a failure of the
spin ensemble to thermalize. By comparing the measured
geff(T ) with the value predicted by Eq. (4), an effective
spin temperature Teff can be extracted [Fig. 4(a) inset
left]. At the lowest temperature, the effective number of
coupled spins is NP = (geff/gs)
2 ≈ 5.9× 1013 for B along
x. Similar behavior is observed at the resonator’s first
harmonic mode [Fig. 4(a) inset right], with smaller over-
all coupling because the crystal is not located at a field
antinode.
We now study the temperature dependence of the mag-
netic resonance, which gives experimental insight into the
spin correlations, where analytical solutions for models of
interacting spins in three dimensions do not exist. The
shift of the magnetic resonance frequency away from the
high-temperature (paramagnetic) value is a measure of
short-range correlations. Filled symbols in Fig. 4(b) show
the magnetic resonance field as a function of cryostat
temperature for parallel and perpendicular field align-
ment. Both data sets exhibit a kink at T ∼ 50 mK which
could suggest a phase transition, and indeed such a tran-
sition to an AFM state at T ∼ 0.3 K has been previ-
ously observed in DPPH [24, 25]. However, in our sam-
ple, separate investigations using ac susceptibility and
muon spectroscopy [23] show that there is no phase tran-
sition down to T = 16 mK. The transition temperature
in DPPH is known to vary widely depending on the crys-
tallizing solvent [34], and the incorporated toluene and
hexane in our crystal presumably inhibits ordering at ac-
cessible temperatures [23]. For this reason, we attribute
the low-temperature kink in Fig. 4(b) (filled symbols)
to the failure of the spins to thermalize inside the res-
onator. This interpretation is supported by plotting the
same data as a function of the spin temperature Teff [ex-
tracted as in Fig. 4(a) left inset], which shows that the
kink disappears [Fig. 4(b), unfilled symbols]. At high
temperature (T & 5 K), the resonances shift to lower
field because of the (independently measured) decrease
in cavity frequency due to kinetic inductance.
The temperature dependence of the resonance frequen-
cies is simulated by calculating the short range spin-spin
correlations between DPPH molecules. The spin Hamil-
tonian is
H = H0 +H′, (5)
where H0 = −2∑i,j JijSi ·Sj − gµB∑iB ·Si incorpo-
rates isotropic exchange and Zeeman energy, and H′ rep-
resents the anisotropic exchange between molecules, e.g.
dipole-dipole interactions. Here Si = {Sxi , Syi , Szi } is the
spin of the ith molecule, and Jij < 0 is the isotropic
exchange. Equation (5) assumes an isotropic g tensor,
which is not required by symmetry but is justified exper-
imentally by the isotropy of the magnetic resonance field
well above the phase transition [Fig. 3(a)]. We neglect
the bulk permeability of the material. In the absence
of anisotropy (H′ = 0), Eq. (5) leads to a temperature
independent ESR resonance frequency with f = gµBB,
which is identical to the ESR resonance for noninteract-
ing spins, despite the isotropic interaction [35]. Any shift
of this resonance frequency indicates an effect of H′. As-
suming H0  H′, the frequency shift is [35–37]
hδf = −〈[[H
′, S+], S−]〉
2〈Sz〉 , (6)
where 〈...〉 indicates the temperature-dependent expec-
tation value, S ≡ ∑i Si is the total spin operator, and
S± ≡ Sx ± iSy.
To gain insight into the role of antiferromagnetic fluc-
tuations, we employ a simple model of a one-dimensional
uniaxial anisotropic antiferromagnet [36]. This is also
suggested by the crystal packing, where solvent molecules
may act as blocks between chains [23]. We therefore
have H0 = −2J∑i Si ·Si+1 − gµB∑iB ·Si and H′ =
2JA
∑
i S
x
i S
x
i+1. In a classical approximation, expected
to be valid at high temperature, the frequency shift
Eq. (6) can be evaluated exactly [23, 36, 38]. With the
exchange constants as free parameters, the shift along
the x axis is fitted in the range 0.5 K ≤ T ≤ 3 K, giv-
ing J/kB ∼ −300 ± 200 mK and JA/kB ∼ −9 ± 4 mK
[Fig. 4(b) lower solid curve]. The same parameters give a
good match for the shift along the y axis [Fig. 4(b) upper
solid curve].
5As an alternative to fitting over this restricted tem-
perature range, the data can also be fitted as a func-
tion of effective spin temperature Teff over the entire
range Teff ≤ 3 K [lower dashed curve in Fig. 4(b)].
This yields similar values J/kB = −1200 ± 500 mK and
JA/kB = −10 ± 3 mK. As before the same parameters
give a good fit for the shift along y [Fig. 4(b) upper
dashed curve]. Interestingly, in both cases the extracted
anisotropic exchange is close to the dipole-dipole interac-
tion JA/kB = −3µ0g2µ2B/8pia3kB ∼ −10 mK estimated
from the molecular spacing a ∼ 7.1 A˚. The deviation
between fit and data presumably reflects the increasing
importance of quantum correlations at low temperature
and higher dimensionality of the interactions, neither of
which is well captured by this one-dimensional model.
The anisotropy axis in spin resonance coincides with the
long axis of the crystal (the x axis) but does not ap-
pear to correspond to any preferred direction in the x-ray
diffraction structure [23]. The temperature dependence
does not simply result from a demagnetizing field, which
would be weaker and would have the same sign for both
orientations.
In conclusion, we have shown coupling between a mi-
crowave cavity and the molecular ensemble both in an
uncorrelated and AFM correlated state [4, 26]. This
crystal structure presumably exhibits a complex net-
work of exchange interactions, but these circuit QED
spin resonance techniques, applied in future experiments,
will enable measurements of spin systems with engi-
neered interactions, for example molecular magnets in
one-dimensional chains or higher-dimensional systems
with well-defined exchange pathways [16, 17]. Magnetic
resonance measurements on these molecules offer a way
to extract spin correlation functions experimentally via
Eq. (6), thereby offering a platform to test theoretical
predictions for quantum correlated systems. As a quan-
tum memory, organic magnetic ensembles offer a high
spin density, and therefore a strong ensemble coupling,
with potential for chemical engineering of the spin sys-
tem.
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