This paper addresses an application of anomaly detection from subsequences of time series (STS) to autonomous robots' behaviors. An important aspect of mining sequential data is selecting the temporal parameters, such as the subsequence length and the degree of smoothing. For example in the task at hand, the patterns of the robot's velocity, which is one of its fundamental features, vary significantly subject to the interval for measuring the displacement. Selecting the time scale and resolution is difficult in unsupervised settings, and is often more critical than the choice of the method. In this paper, we propose an ensemble framework for aggregating anomaly detection from different perspectives, i.e., settings of user-defined, temporal parameters. In the proposed framework, each behavior is labeled whether it is an anomaly in multiple settings. The set of labels are used as meta-features of the respective behaviors. Cluster analysis in a meta-feature space partitions anomalous behaviors pertained to a specific range of parameters. The framework also includes a scalable implementation of the instance-based anomaly detection. We evaluate the proposed framework by ROC analysis, in comparison to conventional ensemble methods for anomaly detection.
Introduction
Anomaly detection from time series is an important problem in various domains such as medical, financial, ecological, and meteorological data [1, 2, 3] . Its application also extends to trajectories and shapes of higher dimensions [4, 5] . In this paper, we address an application for detecting anomalous behaviors of autonomous robots. Designing controllers for autonomous robots in a real-world environment involves extensive in situ testing for finding and eliminating problematic behaviors [6] . A methodology for identifying the unexpected anomalous behaviors of the robots can reduce the cost of manually examining a huge test log. The test log generally consists of a time series of robot's internal states * Gunma University † Kyushu University and external observations. The subsequences of such time series can describe the behaviors of the robots. Our goal is to identify the robot's anomalous behaviors from its trajectories extracted from a video log and the time series of related features. The robot's velocity, defined as ∆x/∆t by the displacement ∆x and the time interval ∆t, is a fundamental feature of its behavior. ∆t is a critical parameter which influences the smoothness of its pattern. For example, in Fig. 1 , the sequences on the left column are time series of the velocity computed from a trajectory segment of a normal behavior using different ∆t. The figures show quite diverse patterns of its time series depending on the interval. Similarly, the right column shows the time series of the velocity during an anomalous behavior with different choices of ∆t.
Comparing the patterns of the normal and the anomalous behaviors at the smaller ∆t, on the top row, Each row illustrates the velocity sequence from the robot's normal behavior on the left and that of an anomalous behavior on the right. x-and y-axes indicate the timeline and the norm of the velocity vector, respectively. The sequences in three rows are computed from the same pair of normal/anomalous segments of the robot's trajectory but with different values of ∆t. The patterns on the top row using a smaller ∆t are jagged due to the observation noise. The patterns on the bottom row using a larger ∆t are smoother but less distinct. The patterns are distinguishable with an appropriate choice of ∆t, as shown in the middle row.
the jag caused by the observation noise is a significant difficulty. Meanwhile, with the larger ∆t, the loss of distinctive patterns, as shown on the bottom row, can be problematic. Examining the figures in the middle row, where the distinction between the two patterns is most significant, suggests its value for ∆t is appropriate for the purpose of detection.
Another critical parameter common in mining subsequence of the time series is the sliding window size i.e., the length of the subsequences. To distinguish an anomalous subsequence, the window size w should be large enough to include its characteristic pattern. However, a larger window size may add more segments of normal patterns to the anomalous subsequence, and increases the computational complexity as well.
The temporal parameters such as ∆t and w are commonly user-defined, and their settings represent a perspective, i.e., an assumption on the temporal scale and resolution of the target patterns. Our preparatory study found these settings to be more critical than the choice of the anomaly detection method. Yet, the parameter selection is quite unintuitive without graphically examining the target patterns, which generally are unknown. We were motivated to eliminate such unintuitiveness or an expensive examination from the mining process.
In this paper, we propose an ensemble framework to aggregate the anomaly labels predicted in a set of different perspectives. In this framework, anomaly detection is performed under different settings, respectively labeling each behavior whether it is anomalous. The multiple labels assigned to each behavior form a feature vector, which maps the behavior to a meta-feature space. In the meta-feature space, the anomalous behaviors pertained to a relatively small range of parameter settings can be partitioned using a clustering method.
In the rest of this paper, we refer to the proposed framework as Anomaly Cluster Ensemble (ACE). ACE contributes to a practical temporal data mining process which takes the input data and a limited number of perspectives and outputs an aggregation of analyses in all perspectives.
Additionally, we propose Subspace Anomaly Clustering (SAC), which efficiently detects clusters of anomalies using auxiliary samples of normal patterns. For the task at hand, it is probable to assume anomalous behaviors to recur and form clusters, as the robot travels in a finite-sized field for a long duration. SAC implements an efficient instance-based approach, which approximates the local density from the intermediate results of subsequence clustering. Furthermore, while it is practical to make use of the auxiliary normal samples, estimating the precise densities of two datasets for comparison is a difficult problem. SAC is implemented to avoid this problem by directly approximating the difference between the densities.
The rest of the paper is organized as follows. Section 2 reviews related work. Section 3 describes the specification of the robot and the preprocessing of the input data. In Sections 4 and 5, we formalize the anomaly detection problem and the proposed framework. Section 6 describes the implementation of the algorithm and analyzes its complexity. Section 7 evaluates the proposed algorithm in comparison to baseline methods. We present the discussion of the results and our conclusion in Section 8.
Related Work
Anomaly detection, also called outlier or novelty detection, is a traditional task in statistical learning and appears in various practical applications. Generally, a data with a small probability density value is identified as an anomaly [1] , while the specific definition may depend on the application and the methodology.
Anomaly detection methods can be categorized into three major approaches: (a) the model-based approach which employs stochastic generative models to estimate the probability density function, (b) the instance-based approach which exploits local approximation of the density function, and (c) the discriminative approach which directly estimates the decision function. In (a), the normal samples are typically modeled as a Gaussian mixture [10] , or learned using artificial neural networks (ANN) [3, 11] . Notable methods for (b) include Local Outlier Factor [12] , Distance-based Outlier detection [13, 14] , and Discord Discovery [5] . Examples of (c) are One-class SVM, which has been applied to trajectory data [15] and Density-ratio estimation approach [16] .
Among the above approaches, instance-based methods exercise minimal training and modeling assumptions, which is advantageous in a real-world environment with numerous and complex influential factors. On the other hand, its high computational complexity is a significant drawback. Most instance-based approaches compute the anomaly score using nearest-neighbor distances, e.g., the distance to the k th neighbor or the average distance to the k nearest neighbors, which requires O(n 2 ) for n samples [1] . In our SAC method, we implement data summarization using a clustering method, assuming that the anomalous behaviors can occurr repetively, enough to form small clusters. By summarizing the data into k clusters and assigning an anomaly score per cluster, the complexity of SAC is reduced to O(nk).
In various approaches to mining subsequence of time series (STS) [7, 8, 5, 17, 18] , the parameters of the time scale and resolution such as the subsequence length and the degree of smoothing are commonly given as user-defined parameters. As previously discussed, we found these parameter settings to be critical and also quite unintuitive and difficult to select without graphically comparing sample patterns. The motivation of the ensemble approach is to reduce the criticality of the parameter selection in the mining process.
Ensemble approaches such as Random Subspace and Feature Bagging [9, 19, 20] have been applied to high-dimensional, noisy-featured data.
In [9] , anomaly scores computed with randomly generated subspaces of the data are aggregated with cumulative sum and Breadth-First approaches. While these approach demonstrated an improved performance against randomly added noise, they are not effective when the anomalies yield higher scores only in a few, selective subspaces, as in the task at hand. In this light, we aim to partition anomalies in the meta-feature space to exploit the association between the anomaly labels and the perspectives with which the prediction was made.
Data Description

Robotics and Environmental Specifications
The hardware of the robot is based on RoboDesigner available from Japan ROBOTECH 1 . It consists of a chassis, a controller board, two motors, three wheels, a battery, and three infra-red sensors.
The controller program of the robot is described as follows: a) move forward if no obstacle is detected, and b) turn if an obstacle is detected, to left or right depending on the sensor values. The pseudo code of the program is shown in Algorithm 1.
The testing environment is a square field surrounded by blocks and walls, and each edge is 192 cm in length. Four robots using the same controller travel in the field from their initial positions. The robots' behavior is recorded with a USB camera in a 320×240 pixel 
Anomalous Behavior
Examining video logs of three different runs, the designer found an anomalous behavior which he referred to as a Wobble, where the robot repeatedly alternates left and right turn facing the corner for over 20 seconds. Fig. 2 shows the image frames during the occurrence of this behavior. As this behavior was unexpected by the designer and disrupts the robot from traveling in the field, we regard this behavior as an anomaly and the benchmark for the detection task.
Velocity Time Series Subsequence
The trajectory of the robot is extracted from the video log by edge detection, and the coordinates of the center of the mass is rescaled to a 256 × 256 pixel space. We denote the coordinates in the t th frame by x(t) and the
In the analysis of the video extracted trajectories, the sequence of coordinates may be used directly [15, 18] or transformed into different features [25] . In this study, The input is a sequence of velocity norm extracted from the trajectory. Analyses based on the velocity sequence can make use of videos recorded from different settings, e.g., angles and distances.
We compute the velocity v(t) with regards to a sequence of 2δ + 1 frames, i.e.,
} Let s δ,w (t) denote the subsequence of the velocity norm series with length w = 2λ + 1.
The robot's behavior during a run is expressed by a set of subsequences S δ,w .
Note that due to the asymmetric shape of the robot and the pixelization, the velocity norm sequence is not smooth when δ is small. For example, |v| = 0 while the robot is turning.
Problem Definition
In this section, we formalize the anomaly detection problem with multiple perspectives. The input data
Figure 2: The example of an anomalous behavior The blue robot in the left lower corner of the frame exhibits a wobble behavior, alternately turning left and then to the right. Frames (1)- (3) show the robot turning left and (3)- (5) show the subsequent right turn.
consist of the target dataset and an auxiliary dataset which consists only of normal behaviors. In a practical setting, preparing a sample set of normal patterns is usually inexpensive and feasible. On the contrary, preparing the samples of an anomaly is in general not practical.
Let X and X denote two series of coordinates. X is the unlabeled target data and X is the auxiliary data, which does not include any anomalous behaviors. It is assumed that the two datasets are sampled from the same source distribution, except for the anomalies. We denote a set of q parameter settings of δ, w by
. We denote a pair of subsequence sets generated from X and X with θ ∈ Θ by
We define the subtask of Subspace Anomaly Mapping (SAM), assigning each subsequence s θ ∈ S θ with a binary label indicating whether it is anomalous. Iterated over multiple perspectives, each behavior is mapped to a vector of anomaly labels. Taking the vectors as meta-features of the behaviors and computing the anomaly score A(t) for the behavior at time t is the Subspace Anomaly Ensemble (SAE) task.
Proposed Method
In this section, we propose Subspace Anomaly Clustering (SAC) to address the subtask SAM and Anomaly Cluster Ensemble (ACE) to address the SAE task. SAC exploits a clustering method based on the distance between the data and the centroids, e.g., the k-means algorithm.
Subspace Anomaly Clustering
Let S θ = {S θ , S θ } denote the target and auxiliary subsequence sets and T, T the size of each set.
First, by clustering S θ , we obtain k cluster centroids
, and a dis-
Here, we employ the Euclidean distance as the distance function D(·, ·).
In instance-based anomaly detection, the probability density at each data point is approximated by the distances to its nearest-neighbors. Since the auxiliary data are taken from normal behaviors, the anomalous subsequences are likely to have a low estimate density in the auxiliary data. We approximate the density function at the cluster centroids {µ i } in order to detect anomalies in such a manner.
Denoting the distance to η th neighbor as
We define the nearest-neighbors of µ i in the auxiliary data L (µ i ) as follows
denotes the partitioning of the auxiliary data s.t.
The intuition behind the instance-based anomaly detection is to approximate the density near each data by the distances to its neighbors and to identify objects with lower density than the rest of the data as anomalies. Here, we extend this approach to exploit the clustering and the auxiliary dataset as follows: if the neighbors of µ i are significantly more distant in the target than in the auxiliary data, it is probable that the cluster i is composed of anomalies.
The above approach has two benefits: 1) it makes an efficient use of the distances computed in clustering. 2) it can directly approximate the difference between the densities target and auxiliary data. Generally, density estimation is a difficult problem and comparing two estimated densities does not yield a reliable result.
The density approximation for the auxiliary datasets is carefully avoided in this approach.
We test the significance of the difference between L η (µ i ) and L (µ i ) using the rank-sum test. The ranksum test uses U statistic, the sum of ranks which follows a normal distribution given a sufficiently large sample set. We perform a one-sided test with a confidence level α, for a null hypothesis that the mean distance to L(µ i ) and L (µ i ) are equivalent. When the null-hypothesis is rejected, we label the centroid as anomalous. We define a binary variable a i to represent whether µ i is anomalous, i.e., a i = 1 if the rank-sum test is significant and a i = 0 otherwise.
The rank-sum test is more robust against extreme values than comparing the mean or a quantile. In terms of the complexity, the additional operation for the ranksum test is only to sort a combined set of distances, because the distance matrix has been computed in clustering. It requires O(η + η ) log(η + η ) time, where η denotes the cardinality of L (µ i ).
Let B θ denote a binary matrix defined as
We define the feature vectors b θ (t) as the row vectors of B (1) . . .
B θ is returned as the output of SAC. Each feature of b θ (t) is a binary variable representing the assignment of the target subsequence s θ (t) to a subsequence cluster. b θ (t) is therefore the anomaly label of the cluster centroids propagated to its member subsequences.
It has been discussed in the previous studies that there is a danger of yielding a meaningless result in clustering STS data [8] . Counterintuitively, [8] have shown that the Euclidean distance between centroids of different STS clustering are similar, independent of the choice of datasets. Meanwhile, [21] showed that the characteristic of the STS clustering is preserved in the cluster shape, the pairwise distances between all pairs of cluster centroids, which are shown to significantly differ for independent datasets. Note that SAC exploits the latter characteristics in estimating the density from the nearest neighbors of the centroids, thus is not at risk to produce meaningless results.
Meta-feature Clustering
Let X and X , denote the target and the auxiliary trajectories of a robot, the latter taken from normal behaviors, exclusively. Given a set of perspectives Θ = {θ i } q i=1 , the corresponding sets of subsequences
are generated from X , X . Applying SAC to all pairs of datasets in S Θ , we obtain a binary matrix
. . .
We define the meta-feature vector m(t) corresponding to time t as the row vectors of B Θ T .
(5.9)
A meta-feature vector m(t) concatenates binary labels of the behavior at t from different perspectives. It is also a mapping of the behavior to a meta-feature space of kq dimensions.
We partition the meta-feature vectors M = {m(t)} using a clustering algorithm with Hamming distance as the distance function. The meta-cluster labels of m(t) denoted by c(t) is generated by clustering.
The centroids and the subsets corresponding to the i th cluster are respectively denoted as {c i }k i=1 and
, wherek is the number of meta-clusters.
{c(t)}
T t=1 is returned as the output of the meta-feature clustering.
Anomaly Score
To quantify the anomaly scores of meta-clusters, we compare them to a set of base metafeature vectors generated from the auxiliary data. Let N θ and N θ denote two bootstrap sample sets of S θ . We denote by N θ the binary matrix obtained by SAC from (N θ , N 
In case there is a sufficiently large number of auxiliary subsequences, N θ and N θ can be independent sets of samples.
Note that although vectors m(t) and n i are of the same length, respective variables do not correspond as two SAC mappings (S θ , S θ ) → B θ and (N θ , N θ ) → N θ exploit different clustering results.
From the definitions of m(t) and n i , their features can be divided into q sets of k features, each reflecting an output from a different value of θ. To make the feature vectors comparable, we summarize the vectors by taking a summation of feature values from respective θ q in the following manner.
Let u denote a column vector of q 1's and U a q ×kq matrix as follows.
We define the summarized meta-feature vectorm(t) as a matrix product using U, . . .
The summarized base meta-feature vectorsn i are similarly defined as
The summarized vectorsm(t) andn j are vectors of binary values which represent whether the behavior is viewed as an anomaly from respective perspectives, and their similarity/dissimilarity can be interpreted accordingly. Note that the meta-feature clustering is performed on the unsummarized vectors as only the clustering of S Θ is exploited, and can make use of more information without the summarization. We quantify the anomaly score of the clusters by the divergence from the base meta-feature vectors {n j }. The normal behaviors can be mapped to meta-feature vectors due to stochastic fluctuations. We consider the base vectors to be samples from such a region of the meta-feature space.
Letĉ i = c i U denote the summarized vector of the centroid c i and D(ĉ i ,n) 2 the Euclidean distance betweenĉ i and a base meta-vectorn. We define the anomaly score of the centroidĉ i as the average distance in the summarized meta-space (5.12)
where ν i ⊂ {n} is the neighbors of the centroidĉ i and # denotes its cardinality.
The anomaly score of the centroid is propagated to each member of the cluster, i.e., A(t) = A c(t) . The significance of the scores {A(t)} n i=1 for the detection task is empirically evaluated using ROC analysis.
Algorithm 2 Subspace Anomaly Clustering (SAC)
INPUT: Target and auxiliary subsequence sets 
Algorithm
This section describes the algorithms of ACE components and its computational complexity.
The algorithm of SAC takes a target and an auxiliary sets of subsequences, based on the same perspective θ, as inputs. Its output is a binary matrix B θ . It uses a clustering algorithm and the rank-sum test as subroutines. For clustering, we employ k-means++ [22] , which is an extension of k-means with an enhanced seeding. Empirically, it requires fewer numbers of iteration steps and restarts than the standard k-means. The details of k-means++ is described in Appendix A.
The rank-sum test is used for comparing two sets of distances, in order to approximate the difference in densities between the target and auxiliary data. Here, we apply the rank-test to bootstrapped samples of auxiliary data [23] to make up for its relatively smaller size. The procedure for rank-sum test with bootstrap sampling is described in Appendix B.
We present the implementation of Anomaly Cluster Ensemble (ACE) in two-fold. The first part is the meta-feature clustering algorithm, which takes B θ generated by SAC for all θ ∈ Θ as the input and returns the cluster label c(t) for all frames t = 1, . . . , T . The implementation includes a clustering algorithm for which we employ the k-means++. The algorithm is summarized as follows 
• Compute {m(t)}
OUTPUT: Anomaly score {A(t)}
T t=1
Method: Compute summarized vectors {m(t)} and {n j } following (5.10) and (5.11)
The second part is the anomaly score algorithm, taking the intermediate outputs of meta-feature clustering: {m(t)}, {c j }, {M j } and a set of base meta-vectors {n(i)} N i=1 generated from the auxiliary data as inputs. The output is the anomaly score A(t) for all frames. Algorithm 3 shows the pseudo code of the anomaly score algorithm. Algorithm 4 shows the pseudo code of the complete ACE algorithm Computational Complexity Given a set of T subsequences with a window size of w, conventional instance based methods require O(T 2 w) for computing the distance matrix. SAC, meanwhile, requires O(kT w) for computing the distance matrix in the initialization and each iterative step of k-means++. Assigning auxiliary data to the nearest centroid takes the same time as an iterative step. Empirically, the number of iterations r can be considered a constant. The complexity of SAC is therefore O(rkT w). As rk T for real-world data, SAC presents a significant improvement in efficiency for an instance-based anomaly detection.
Conventional instance-based methods identify anomalies by sorting the anomaly scores and selecting the top ν, which requires O(T log T ). The proposed method, on the other hand, determines the anomaly label using the rank-sum test, which sorts the in-cluster distances for each cluster. Let #C j denote the number of target and auxiliary data assigned to centroid c j . The complexity is O( ∑ k j=1 #C j log #C j ), which is smaller than O(T log T ).
When considering q perspectives, O(qT 2 w) is required for computing the distance matrix with conventional approaches while it is O(qkrT w) for SAC. The
Algorithm 4 Anomaly Cluster Ensemble (ACE)
INPUT: Target trajectory X , auxiliary trajectory X , perspective parameter set
, baseline size N , # of meta-clusters λ OUTPUT: Meta-cluster label {c(t)} Anomaly score
complexity of ACE, with regards to meta-clustering is O(kT q), withk clusters. The number of iterations is considered a constant. Computing the anomaly score requires O(qT N ) as the distance is taken from the intermediate output of clustering.
Since kr T and ACE is effective with N T w, the proposed method is a significantly more efficient instance-based approach for anomaly detection.
Empirical Results
In this section, we empirically evaluate the proposed method using a robot trajectory dataset.
Setup
In this experiment, three trajectories of a robot using the same controller program, referred to as T1, T2, T3, are used. The lengths of the respective trajectories are 4122, 4677, and 5380. T1 is used to select the parameters of the proposed and baseline methods, while the rest is used for performance evaluation. Each frame of the video is assigned a label whether the robot is in a wobble state by manual inspection. The number of frames during the wobble state are 1281, 580, and 313, in respective datasets.
The first 67% of the evaluation data sets are used as the target data and the rest as the auxiliary data. Fig.  3 illustrates the trajectory of T 1. In Fig. 3 , the target and the auxiliary trajectories are shown with blue and orange lines, respectively. Fig. 4 illustrates the velocity norm of T1-3 with to δ = 2.
The perspective of the velocity is characterized by the settings of window size w = 2λ+1 and the number of frames per time interval δ. Combining different values δ and λ, the data can be analyzed in a variety of resolutions. We denote the set of all combinations of values for (δ, λ) by Θ. Here, #Θ = 16, taking values from δ ∈ {1, 3, 9, 27} and λ ∈ {2, 6, 12, 18}, respectively. When converting to a set of subsequences, we offset w * = max w∈W w coordinates from the trajectory at the beginning and the end in order to equalize the number of sequences in each set.
2
Based on the preparatory experiment using the validation data, the number of clusters in SAC is set to k = 10 and the confidence level of the rank-sum test to α = 1.0 × 10 −5 . The number of clusters for metaclustering is set tok = 16. The size of bootstrap samples for the rank-sum test, n b = 100 and for baseline vector N = 200 were chosen considering statistical robustness.
Evaluation Measurement Receiver Operation
Characteristic (ROC) is a standard analysis for evaluating the performance of an anomaly detection method. The ROC curve depicts the trade-off between the true positive rate (TPR) and the false positive rate (FPR) by plotting all possible instances of confusion matrices respectively as a coordinate (TPR, FPR). The Area Un- der the ROC Curve (AUC) is a scalar value which provides a summary of ROC. AUC takes a value between 0.5 and 1 and is directly related to the U statistic of the rank-sum test. A larger AUC assures that one can reject with a higher confidence level a null hypothesis that the mean scores of the anomalous and the normal samples are equivalent.
Because ACE includes a stochastic process, we repeat ACE with different initializations and compute the average and the standard deviation of the AUC.
Baseline Methods
We compare our ensemble framework with Feature Bagging [9] , which computes an ensemble anomaly score by combining the anomaly scores of weak detectors in randomly generated subspaces of the data.
In [9] , the Cumulative sum (CS) and the BreadthFirst approaches are proposed to compute an ensemble anomaly score. For weak detectors, Distance-based outlier detection (DB) [13] , LOF [12] , and the angular velocity (AV) score are used in this experiment.
The angular velocity score AV(t) is defined as the cosine distance between the velocity vectors at t and t − 1 as
With the knowledge of the wobble behavior, the degree of the robot's turn is a naïve indicator of the wobble. In DB outlier detection, each sample is associated with a score associated with a nearest neighbor distance [14] . Here we define the distance to the k DB th nearest neighbor in the auxiliary data as the DB anomaly score in order to exploit the information of the labeled normal samples. We compared the value of k DB from 3 to 15 and show the results for k DB = 10, 20 which yielded the highest AUC in T1 for respective ensemble methods.
We apply LOF to the combined set of target and auxiliary data following [12] . The scores of the target data is used in the ROC analysis. LOF has a parameter M inP ts. M inP ts = 20 was chosen after comparing values in the suggested range of 10 to 20 with T1.
Weak anomaly scores are computed by applying the method to sets of randomly selected subsequences {S θ }. Weak scores are then aggregated by the Cumulative sum and the Breadth-First ensemble approaches. Note that the DB method also make use of the corresponding auxiliary datasets {S θ }. We denote the two ensemble approaches by Σ and Φ and the weak detectors in the subscript, e.g., Σ DB , Φ AV .
Results
We first analyze the outputs of SAC and ACE graphically. Fig. 5 shows a typical intermediate output of SAC. The meta-feature matrix B Θ and the summarized meta-feature matricesB Θ generated from T1 are shown as binary data matrices. The figure shows that most of the behaviors are anomalous in some perspectives more or less. Fig. 6 illustrates the meta-clustering and the anomaly scores for T1. Respective figures illustrate c(t), A(t), and the true label against t-axis. Fig. 7 summarizes a typical output from T2 and T3 in a similar manner.
These figures show that the wobble state generally corresponds to higher anomaly scores in all datasets. In Fig. 6 , the binary data matrix shows that the metaclustering divides sequences in the wobble state among three clusters. They can be seen as different phases of the wobble behavior, e.g., stopping, restarting, and turning. Although non-wobble behaviors are labeled as On the top, the elements of B Θ are shown by black and white cells indicating 1 and 0, respectively. Each column of the matrix expresses a meta-feature vector m(t). On the bottom, each column of the summarized matrixB Θ similarly expressesm(t). t-axis is aligned such thatm(t) is placed at the same horizontal position as m(t).
anomaly labels in some perspectives, they yielded lower scores by virtue of their similarities with the base feature vectors.
In Fig. 7 (T2) , the color bar shows that T2 includes two independent occurrences of the wobble behaviors. As shown in the binary data matrix, both are assigned to the same meta-cluster. Fig. 7 (T3) shows short sequences of the non-wobble Reviewing the video log after this analysis, we found the state in T3 are clustered together with the wobble state. robot displaying a wobble-like behavior around t = 1500 trying to avoid another robot in its path, which accounts for this result. Fig. 7 (T3) also shows a small portion of the wobblestate included in the first cluster, which consists mostly of non-wobble behaviors. A subsequent video inspection indicated few instances where the robot breaks from the wobble behavior and moves forward during this state. Although some mislabeled instances were found from T3 in the above analysis, the labels were used as is for the evaluation in order to avoid arbitrariness.
Typical results of the baseline methods are shown in Fig. 8 . The bar plot illustrates the ensemble anomaly score Σ LOF for T2 and T3, respectively. The color bar indicates the wobble occurrence in a similar manner to Fig. 7 . In Fig. 8 (T2) , the ensemble of LOF scores during the wobble state is slightly higher than the rest on average but inconsistent. For T3, the increase in anomaly score during the wobble state is less significant.
ROC analyses of the ensemble methods are summarized in Table 1 . As ACE and Feature Bagging are stochastic methods, the mean and the standard deviation over 10 repetitions are shown. Note that T1 is used for parameter selection.
In both T2 and T3, ACE shows a significant improvement over the baseline methods. The lower AUC for T3 can be attributed to the mislabeling as previously discussed. Table 2 summarizes the ROC analyses of the weak detectors for the baseline methods prior to the aggregation. While the best AUC of LOF and DB were close to that of the proposed method, the large overall variance limited the effectiveness of the ensemble. Detection based on the angular velocity did not perform particularly well. The cosine distance values are highly sensitive to practical factors such as the image resolution, and in this case showed a significant fluctuation due to the precision of the trajectory detection.
Conclusion
This paper presented a novel ensemble framework for aggregating anomaly detection in multiple perspectives, i.e., different settings of user-defined parameters. The empirical evaluation using the robot trajectory data showed that the proposed method effectively identifies anomalous behaviors that are problematic for conventional ensemble methods. Conventional ensemble methods did not yield good ROC characteristic due to the inconsistent performance of the weak detectors. This is significantly problematic for the ensemble methods in unsupervised learning, as the weak detectors cannot be weighed based on their performance [9] . The proposed framework is able to address this issue by exploiting the outputs of the weak detectors as meta-features.
SAC method was proposed as an efficient weak anomaly detection which exercises data summarization based on clustering, which integrates efficiently with the instance-based anomaly detection approach. The use of the rank-sum test contributes to the robustness of the density approximation without sacrificing the scalability. For future work, we consider an efficient integration of the current framework into an incremental online algorithm in which batches of data are summarized successively. We also plan to explore clustering methods, for use in SAC and ACE, which automatically selects the number of clusters such as X-means [26] .
