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第1章 序論
原子や分子, 素粒子などの微視的世界の現象を説明する物理の基礎理論である量子力
学では, 状態の重ね合わせ, 不確定性原理, 測定の統計性, 量子エンタングルメントなど
古典力学にはない奇妙な性質がある. このような量子力学特有の性質を情報通信や情
報処理の原理に応用するのが量子情報と呼ばれる分野である.
現在の情報処理では, ビット (bit)と呼ばれる 0と 1の集まりで情報すべてを表す. 量
子情報分野で, このビットに対応するのが, 量子ビット (qubit)である. 量子ビットは 2
つの基本的な状態を持つ物理系であり, 例として, 電子のスピン, 光子の偏光などが挙
げられる. 量子ビットは j 0 iと j 1 iの 2値だけでなく, j 0 iと j 1 iの状態を同時に含む
重ね合わせの状態もとることができる. また, いくつかの量子系を部分系とする複合系
では, 量子エンタングルメントと呼ばれる特徴的な状態が見られる. 例として, 2つの
量子ビットからなる系を考える. その系のある状態に対して, ある基底で測定したとす
る. そのとき, 1つの量子ビットの測定結果が j 0 iであったら, もう 1つの量子ビットの
測定結果も直ちに j 0 iと決まるような状態が存在する. このように 1つの量子ビットの
測定結果が決定されると同時に, もう 1つの量子ビットの測定結果も決定されるような
状態を量子エンタングルメントと呼んでいる. あるいは, Einstein, Podolsky, Rosenら
の思考実験に因んで EPR相関などとも呼ばれる.
このような量子情報分野では, 現在の情報通信や情報処理では実現不可能な技術, 例
えば, スーパーコンピュータの性能を凌駕する超並列・高速情報処理が可能な量子コン
ピュータや絶対に盗聴不可能な量子暗号通信などが実現される可能性があることが証
明されている. 現在, インターネット上で広く用いられるのが RSA暗号になどに代表
される公開鍵による暗号である. それらの暗号の安全性は桁数の大きい合成数の素因数
分解の困難さに依存しており, もし, 超高速の計算機があれば, 原理的に解読すること
は可能である. 一方, 量子暗号通信の安全性は物理の基本原理に依存しているため, 解
読は絶対に不可能である. 近年, これらの技術を実現するために, 世界の様々な分野の
研究者たちによって, 盛んに研究が行われている. しかしながら, 外部環境との相互作
用によって量子系の干渉が失われる量子デコヒーレンスが原因で量子エンタングルメ
ントを長時間, 維持することが難しいなどの未解決問題も多い.
本研究では, 量子情報分野において, 最も基本的で重要な研究課題である量子状態の
識別問題を取り上げる. 情報通信を行う上で, モノを識別することは非常に重要なこと
である. しかしながら, 量子力学では, 一般に, 異なる非直交の量子状態を誤りなく完
全に識別することは不可能である. それは量子状態を測定しても, その測定結果は確率
的にしか現れず, 測定された系の状態は壊れてしまうからである. そこで, 考えられる
問題は様々な設定で量子状態を識別する最適な方法を見つけることである [1{3]. もし,
それが可能となれば, 量子暗号通信を実現するための通信システムの受信過程を最適化
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することに非常に大きな寄与をもたらすであろうと考えられる.
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図 1.1: 量子状態の識別問題
量子状態の識別問題 [1]を簡単に理解するために, 量子情報分野の多くの概念と同
様, Aliceと Bobの両者間のゲームの比喩が用いられる. まず, Aliceは両者が知って
いる量子状態の集合 figni=1から 1つの状態 を選び, Bobに渡す. Bobの課題は与え
られた状態 に対して, 測定を行い, その測定結果から が集合 figni=1のどれに等し
いかを言い当てることである. このような量子状態の識別問題を考える際, よく研究
されている 2つの設定がある. 1つは識別が間違えることに対して何の制限も課さな
いで, 識別成功確率を最大にする設定である. 結果的に, これは識別間違い確率を最小
にするので, minimum-error discriminationと呼ばれる [2]. もう 1つは unambiguous
discriminationと呼ばれ, 識別に間違いが許されない. しかし, その代わりに識別が成功
する可能性がない場合, "わからない"という推定を許容し, 識別成功確率を最大にする
設定である [4{8]. その他にも, いくつかの興味深い設定が提案されている. その 1つが
maximum-condence measurementである [9{11]. また, "わからない"と推定する割合
を一定にし, 識別成功確率を最大にする設定も考えられている [12{15]. さらに, 別の設
定として, 識別間違い確率に対してエラーマージンと呼ばれるある有限のマージンm
を越えてはならないという条件を課して, 識別成功確率を最大にする設定が考えられ
ている [16, 17]. m = 0の場合, unambiguous discriminationの設定に対応している. 一
方, m = 1の場合, minimum-error discriminationの設定に対応していることは明らかで
ある. この設定はエラーマージンmを操作することで, minimum-error discrimination
の設定と unambiguous discriminationの設定を連続的に補間することができる. この
設定において, Touzel, Adamson, Steinburgらは射影測定とPOVM(Positive Operator-
Valued Measure)測定の数値解析の結果を比較した [16]. さらに, 林, 橋本, 堀邊らは
等しい生起確率を持つ 2つの純粋状態の場合を分析し, 閉じた形式で解析的に最大識
別成功確率を与えた [17]. 本研究では, 一般の生起確率の場合に拡張する [18]. 新し
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い特徴として, 生起確率とエラーマージンによって構成される 2次元パラメータ空間
は 3つの領域に分類され, その領域によって最適な測定のタイプは異なることがわかっ
た. もし, エラーマージンが十分に大きいならば, 識別間違い確率に対する制限は作
用しない. そのとき, 最適な測定はminimum-error discriminationのそれであることが
予期される. このような領域をminimum-error領域と呼ぶ. 一方, エラーマージンが
小さいときにはどのようなことが起こるだろうか. それを見るためには unambiguous
discrimination(m = 0)の結果を思い出すとよい. もし, 1つの状態の生起確率が十分
に小さいならば, 最適な測定はこの状態を除外した 2つの結果を生み出す. これは一般
のエラーマージンに対してもパラメータ空間内の single-state領域と呼ばれる領域で起
こることが予期される. そして, intermediate領域は 3つの測定結果の確率が 0でない
領域である. さらに, 識別間違い確率に課されるエラーマージンのタイプには 2つの
タイプが考えられる. 1つは平均の間違い確率に対する制限であり, もう 1つは条件付
き間違い確率に対する制限である. これら 2つの制限のタイプの最大識別成功確率の
あいだにある関係を証明する. これにより, 2つの純粋状態の場合, どのような設定で
も完全に解析解が得られるようになった. しかしながら, 識別される状態が 2つ以上の
複数個の場合に関しては数多くの研究がなされているにもかかわらず, minimum-error
discriminationや unambiguous discriminationといった標準的な設定でさえ解析的な解
を得ることは容易ではない [19{31,39].
最近, Samsonovによって qubitの純粋状態のminimum-error discriminationが詳しく
分析された [22]. そこで, 生起確率が等しい qubitの 3つの純粋状態の場合に完全な解
析解を与えた. 本研究では, 別の方法として, 主問題から導かれた双対問題を解くこと
で解析的な解を与える [32]. そのとき, 識別される 3つの状態のBlochベクトルの終点
が成す三角形の外心が最適な解の構成に重要な役割を果たす. さらに, この解析を一般
の生起確率の場合にも拡張する. また, 3つの純粋状態の unambiguous discrimination
は一般論を扱ういくつかの論文の中で応用の 1つとして考えられている. しかし, 3つ
の純粋状態の場合でも限られた特別な場合にだけしか完全な解析解は得られていない.
ここで, 解析解が得られている例をいくつか挙げる. 1つめは等しい生起確率を持ち, あ
る同一の unitary演算子によって生成された対称な状態の場合である [25]. 2つめは実
数である互いの内積の 3つのうちの 2つが等しく, 生起確率が等しい場合である [27]. 3
つめは一般の生起確率を持つ 3つの純粋状態で互いの内積の 1つが 0である場合であ
る [31]. 本研究では, 一般の生起確率を持ち, 互いの内積が実数である 3つの純粋状態
の unambiguous discriminationに対する完全な解析解を与える [33]. そして, 互いの内
積が一般の複素数の場合に拡張する. Unambiguous discriminationでの最適な測定では
与えられた状態のうちのいくつかの状態であると同定する確率は 0であるときがある.
この事象については論文内で詳しく分析する. さらに, 本研究では, 3つの qubitの対称
な状態のエラーマージンのある識別問題についても考察する [34]. まず, qubitの 3つ
の対称な純粋状態の場合について分析する. そのとき, 最適な測定はエラーマージンの
値によって 3つのタイプに分類される. そして, 任意のエラーマージンに対して完全に
解析解が得られた. また, qubitの 3つの対称な混合状態の場合についても分析する. 最
近, この設定に関連する 2つの新しい仕事 [35, 36]が発表された. この 2つの仕事では,
"わからない"と推定する結果を一定の割合にする設定を対称な状態の場合に適用し, そ
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の結果がエラーマージンのある識別問題に対する解に変換することができることを議
論している.
まず, 初めに第 2章では, 量子情報分野の導入として, 最も簡単な量子系である qubit
や量子多体系において現れ, 古典的確率では説明できない相関である量子エンタングル
メント,量子情報分野において量子系を測定するのに一般的な測定であるPOVM測定に
ついてまとめる. 第3章では,量子状態の識別問題を考える上で標準的なminimum-error
discriminationと unambiguous discriminationの設定それぞれについて, 2つの純粋状
態の場合を考察し, 最大識別成功確率を導出する. 第 4章では, 一般の生起確率を持つ
2つの純粋状態の場合にエラーマージンのある識別問題の設定を分析し, 最大識別成功
確率を導出する. さらに, 2つの識別間違い確率に対する制限のタイプの最大識別成功
確率のあいだにある関係を証明する. また, 2つの混合状態の場合に対する成功確率の
上限が純粋状態の場合の最大識別成功確率によって簡単に与えられることを示す. 第 5
章では, qubitの 3つの純粋状態のminimum-error discriminationを考察する. まず, 生
起確率が等しい場合について分析し, 最大識別成功確率を導出する. そのとき, 識別さ
れる 3つの qubitのBlochベクトルの終点が成す三角形の外心が最適な解析解を構成す
るために重要な役割を果たすことを証明する. さらに, この結果を一般の生起確率の場
合に拡張する. 第 6章では, 3つの純粋状態の unambiguous discriminationについて考
察する. まず, 一般論として, n個の純粋状態の unambiguous discriminationについて
定式化する. そこで, ある制限を緩和した問題を考えることが非常に有用であることを
証明する. さらに, その緩和された問題において, ある同定確率が 0になる条件を明確
にし, 識別される状態が (n  1)個の識別問題に変換されることも証明する. 具体的に,
2つの純粋状態の場合に, この戦略を適用し, 先行研究や 3.2節で得られた結果と一致す
ることを示す. そして, 互いの内積が実数である 3つの純粋状態の場合を分析し, 完全
な解析解を導出する. お互いの内積が一般の複素数の場合について拡張することも議
論する. 第 6章の最後に, n個の純粋状態の unambiguous discriminationの解は一意的
に決まることも示す. 第 7章では, 3つの qubitのエラーマージンのある識別問題を考
察する. まず, 識別される状態が n個のエラーマージンのある識別問題について定式化
する. そして, qubitの 3つの対称な純粋状態の場合を分析し, 最大識別成功確率を導出
する. さらに, この結果を qubitの 3つの対称な混合状態の場合に拡張する. 最後に第
8章では, 本研究のまとめとして結論を述べる.
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第2章 導入
量子状態の識別問題を考える前に, 量子情報分野の導入として, 量子情報の最小単位
でもある量子ビットや量子多体系において現れる量子エンタングルメント, 量子情報分
野では一般的な測定である POVM測定についてまとめる.
2.1 量子ビット
現在の情報通信や情報処理では, ビット (bit)と呼ばれる 2進数, つまり, 0と 1の集
まりによって情報すべてを表す. 一方, 量子情報分野において, このビットに対応する
のが量子ビット (quantum bit), あるいは略して qubitと呼ばれる概念である. Qubit
は 2つの基本的な状態を持つ物理系 (2準位系)であり, 例として, 電子のスピン, 光子の
偏光などが挙げられる. また, qubitは通常のビットとは異なり, j 0 iと j 1 iの 2値だけ
でなく, j 0 iと j 1 iの状態を同時に含むような重ね合わせの状態もとることができる.
j i = j 0 i+ j 1 i; (2.1)
ここで, , は複素数である. この j iに対して正規直交基底 fj 0 i; j 1 igに関する測
定を行うと, 確率 jj2で 0, または確率 jj2で 1という結果が得られる. 全確率の和は 1
であることから, , は
jj2 + jj2 = 1; (2.2)
を満たさなければならないことは明らかである. これは幾何学的解釈において, qubit
のノルム (長さ)が 1に規格化 (正規化)される条件である. したがって, 一般に qubitは
2次元複素ベクトル空間の単位ベクトルを表す.
単一 qubitを考える上で, 非常に有用な幾何学的表現がある. (2.1)式によって与えら
れた状態 j iは (2.2)式で規格化されているので, 次のように書き換えることができる.
j i = ei

cos

2
j 0 i+ ei' sin 
2
j 1 i

; (2.3)
ここで, , ', および, は実数である. ただし, 右辺の最初の因子 eiはグローバル因子
と呼ばれ, 観測可能な効果をもたらさないので無視することができる. それゆえ, j i
は実効的に次のように記述される.
j i = cos 
2
j 0 i+ ei' sin 
2
j 1 i: (2.4)
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図 2.1に示すように j iは 3次元単位球面上の点として定義される. この球面はBloch
球と呼ばれ, 単一 qubitを視覚的にとらえるのに便利な方法である. 単一 qubitに対す
る多くの操作はこの Bloch球上の描像で記述される. ただし, Bloch球は多 qubitに対
して簡単に一般化することはできないので注意しなければならない.
x
y
z
ϕ
θ
| 0 〉
| 1 〉
|ψ 〉
図 2.1: Bloch球
また, 図 2.1のように原点を始点とし, 3次元単位球面上の点 j iを終点とする単位
ベクトルnはBlochベクトルと呼ばれ, 次のような 3成分で表示される.
n = (sin  cos'; sin  sin'; cos ): (2.5)
さらに, この Blochベクトルを用いた 2つの関係式がある. 1つは qubitの内積公式で
あり, 次のように導出される.
jh j 0 ij2 =
cos 2h 0 j+ e i' sin 2h 1 j

cos

2
0
j 0 i+ ei'0 sin 
2
0
j 1 i
2
=
cos 2 cos 2 0 + cos ('  '0) sin 2 sin 2 0

  i

sin ('  '0) sin 
2
sin

2
02
=
1
2
[1 + cos  cos 0 + sin  sin 0 cos ('  '0)]
=
1 + n  n0
2
; (2.6)
ここで, n, n0はそれぞれ状態 j i, j 0 iのBlochベクトルである.
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もう 1つは qubitの外積公式であり, 次のように導かれる.
j ih j =

cos

2
j 0 i+ ei' sin 
2
j 1 i

cos

2
h 0 j+ e i' sin 
2
h 1 j

= cos2

2
j 0 ih 0 j+ e i' cos 
2
sin

2
j 0 ih 1 j+ ei' cos 
2
sin

2
j 1 ih 0 j+ sin2 
2
j 1 ih 1 j
=
1
2
"
1 + cos  (cos'  i sin') sin 
(cos'+ i sin') sin  1  cos 
#
=
1 + n  
2
; (2.7)
ここで,  = (x; y; z)は Pauli行列である. Pauli行列については付録Aで詳しくま
とめているので参照する. これら 2つの関係式は次節以降, 非常に有用な表現であるの
で覚えておく.
2.2 量子エンタングルメント
複数の qubitからなる量子系において, どの系にも興味がある場合, それらの系をま
とめて記述する必要がある. まず, 2つの qubitから成る量子系を考える. 例えば, 1つ
めの qubitが状態 j 0 iにあり, 2つめの qubitが状態 j 1 iにあるとき, この量子系の全系
は次のように記述することができる.
j 0 i 
 j 1 i  j 0 ij 1 i  j 01 i:
したがって, 2つの qubitから成る量子系は次のような 4つの基本的な状態を持つ.
j 00 i; j 01 i; j 10 i; j 11 i:
そして, これら 4つの状態を重ね合わせた状態もとることができる.
j i = 00j 00 i+ 01j 01 i+ 10j 10 i+ 11j 11 i:
さて, 次のような 2つの qubitから成る状態 j	 iが与えられたとしよう.
j	 i = 1p
2
(j 00 i+ j 11 i) : (2.8)
この j	 iに対して, 基底 fj 00 i; j 01 i; j 10 i; j 11 igに関する測定を行うと, 確率 1/2で
00, または確率 1/2で 11という結果を得る. 今, Aliceが 1つめの qubitを持ち, Bobが
2つめの qubitを持って互いに遠く離れた場所にいたとする. Aliceと Bobはそれぞれ
が持つ qubitに対して基底 fj 0 i; j 1 igに関する測定を行うと, Aliceの測定結果が 0なら
ば, Bobの測定結果も必ず 0である. 一方, Aliceの測定結果が 1ならば, Bobの測定結
果も必ず 1である. このように部分系に対して 2つの測定結果が絡み合っている状態を
エンタングルした状態, あるいは Einstein, Podolsky, Rosenの思考実験に因んで EPR
相関と呼ばれる.
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2.3 POVM測定
POVM(Positive Operator-Valued Measure)測定は物理を学ぶ多くの人にとって, あ
まり馴染みがないかもしれない. しかしながら, 測定後の状態にはあまり興味がなく,
測定の統計のみが重要である場合, 例えば, 実験結果を得るために系を 1回だけ測定す
る場合, 量子測定の見通しを簡単に得る直観的な方法として便利である.
まず, 状態 j iにある量子系に対して, 測定演算子Mmで記述される測定を行うとす
る. このとき, 測定結果mを得る確率は p(m) = h jM ymMmj iで与えられる. そこで,
次式で演算子Emを定義する.
Em M ymMm; (2.9)
ここで, Emは
P
mEm = Iおよび p(m) = h jEmj iを満たす半正定値演算子である.
半正定値演算子とはHermiteであり, すべての固有値が実数で負でない演算子として定
義される. そして, それは次のように記述される.
Em  0:
この記述の仕方は半正定値演算子を定義する簡単な方法として, 本論文でも頻繁に登場
するので覚えておく. 以上から, 演算子の集合Emがあれば, 異なる測定結果の確率を
決定することができる. 演算子 Emは測定に関する POVM要素 (POVM element), そ
の完全集合である fEmgを POVMと呼ぶ.
POVMの例として, 測定演算子 Pm で記述される射影測定を考える. ここで, Pm
は PmPm0 = mm0Pmおよび
P
m Pm = I を満たす射影演算子である. この測定では,
Em  P ymPm = Pmであるから, 全POVM要素が測定演算子自身に等しい. したがって,
POVM測定は射影測定を含んだより一般的な測定であることがわかる. また, POVM
測定は測定する系に補助系を加えて, その全系に対して射影測定を行うという構造と
なっている.
これまで, POVMの例として射影測定を見てきたが, 特に POVMの有用性はあまり
見られなかった. 次の例では, POVMが量子計算や量子情報における我々の直観を導く
役割を果たすことがわかる. まず, AliceがBobに次のような 2つの状態 j 1 i, j 2 iの
どちらかに準備された qubitを与えるとする.
j 1 i = j 0 i;
j 2 i = 1p
2
(j 0 i+ j 1 i) :
Bobは与えられた状態に対して次のような射影演算子によって射影測定を行う.
P1  j 1 ih 1 j;
P2  I   P1:
このとき, 識別が間違う確率はそれぞれ h 2 jP1j 2 i = jh 1 j 2 ij2, h 1 jP2j 1 i = 0で
与えられる. このように射影測定では, 測定演算子をどのように選んでも, この 2つの
10
識別間違い確率を同時に 0にすることはできない. つまり, 射影測定では状態を完全に
信頼度よく識別することは不可能である.
では, Bobが行う測定がPOVM測定ならば, どうだろうか. 次のような 3つの要素を
持つ POVMfE1; E2; E3gを考える.
E1 
p
2
1 +
p
2
(j 0 i   j 1 i) (h 0 j   h 1 j)
2
; (2.10)
E2 
p
2
1 +
p
2
j 1 ih 1 j; (2.11)
E3  I   E1   E2: (2.12)
これら 3つの演算子が完全性関係
P
mEm = I を満たす半正定値演算子であること
は明らかである. 例えば, Bob に状態 j 1 i = j 0 i が与えられたとすると, Bob は
POVMfE1; E2; E3gで記述される測定を行う. 識別間違い確率 h 1 jE2j 1 i = 0を満
たすようにE2をうまく選んだので, E2の結果を得る確率は 0である. したがって, も
し, 測定結果がE2ならば, Bobは受け取った状態が j 2 iであると識別できる. 同様に,
もし, 測定結果がE1ならば, Bobは受け取った状態が j 1 iであると識別できる. しか
し, 時には測定結果 E3を得るだろうが, このときには受け取った状態を識別すること
に関して何も推定できないので, "わからない"と言ってしまえばよい. ここで, 肝心な
ことはBobが受け取った状態の識別を決して誤らないことである. したがって, "わか
らない"という推定を許容することでこの絶対的確実性を得ることができる.
このように識別に間違いが許されない代わりに"わからない"という推定を許容すると
いう設定は unambiguous discriminationと呼ばれ, 量子状態の識別問題において, 標準
的な問題設定の 1つである. 今,注意すべきことはここで用いたPOVMがunambiguous
discriminationの設定で 2つの状態を識別するのに最適であるとは言えないことであ
る. 2つの純粋状態の unambiguous discriminationに対する最適な POVMは 3.2節で
与える.
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第3章 2つの純粋状態の識別問題
量子状態の識別問題を考える上で, 2つの設定がよく研究されている. 1つは識別が
間違えることに何の制限もしないで識別成功確率を最大にする設定である. これは結果
的に識別間違い確率を最小にするので, minimum-error discriminationと呼ばれる. も
う 1つは unambiguous discriminationと呼ばれ, 識別に間違いは許されない. その代わ
りに識別が成功する可能性がない場合に"わからない"という推定を許容して識別成功
確率を最大にする. 本章では, 一般の生起確率 iを持つ 2つの純粋状態 i = ji ihi j
(i = 1; 2)の場合にこれら 2つの設定についてそれぞれ分析する.
3.1 Minimum-error discrimination
Minimum-error discriminationの設定では, 識別が間違えることに対して何の制限も
しないで, 識別成功確率を最大にする. そのとき, 測定は状態 j1 i, j2 iによって張ら
れる 2次元部分空間上の POVMで記述され, 2つの要素 fE1; E2gから構成される. 要
素Eiは測定結果 1を得れば, 与えられた状態は 1であると推定し, 測定結果 2を得れ
ば, 与えられた状態は 2であると推定することを意味する. さらに, E1, E2は POVM
要素であることから, 次のような条件を満たさなければならない.
E1  0; E2  0; (3.1a)
E1 + E2 = I; (3.1b)
与えられた状態が i (i = 1; 2)であり, 測定結果が である同時確率は Pi;Eによって
表される. そして, Pi;Eは次のように与えられる.
Pi;E = itr [Ei] :
したがって, 識別成功確率 pは次のように与えられる.
p = 1tr [E11] + 2tr [E22] : (3.2)
今, j1 iと j2 iの張る 2次元部分空間を考えているので, 状態 iはBlochベクトルを
用いて, 次のように表すことができる.
i = ji ihi j = 1 + ni  
2
(i = 1; 2):
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さらに, POVM要素E1, E2も 2次元部分空間上のHermite演算子であるので, 次のよ
うに表すことができる.
E1 = +   ; E2 = I   E1 = 1      ;
ここで, は Pauli行列である.
したがって, 識別成功確率 pは次のように書き換えられる.
p = 1tr

( +   )

1 + n1  
2

+ 2tr

(1      )

1 + n2  
2

= 1 ( + n1  ) + 2 (1    n2  )
= 2 + (1   2)+ (1n1   2n2)  : (3.3)
この pに対して Schwarzの不等式を用いると, 次のような不等式が得られる.
p  2 + (1   2) + j1n1   2n2j jj : (3.4)
この不等式が pの上限を与える. それゆえ, pを最大にするためには, 次のような
A = (1   2) + j1n1   2n2j jj ; (3.5)
を最大にする , jjを決定しなければならない. まず, (3.5)式を について解くと,
 =  j1n1   2n2j
1   2 jj+
A
1   2 ; (3.6)
となる. これは jjと が張る平面上の直線を表す.
1/2
1/20
1
1
α
|β|
α = |β|
α = − |β|+ 1
図 3.1: (3.7)式を満たす jjと の範囲
また, (3.1a)式から, E1, E2それぞれの小さい方の固有値は正でなければならないこ
とがわかる. それゆえ, は次のような不等式を満たさなければならない.
jj      jj+ 1: (3.7)
13
今, (3.7)式を満たす jjと の範囲は図 3.1の斜線部である. この範囲で, Aが最大
となるのは (3.6)式で与えられた直線が点 (jj, ) = (1/2, 1/2)を通るときである.
したがって, 最大識別成功確率 pmaxは次のように与えられる.
pmax = 2 +
1   2
2
+
j1n1   2n2j
2
=
1
2
h
1 +
p
1  212 (1 + n1  n2)
i
:
Blochベクトル表示を元の量子状態 j1 i, j2 iで書き直すと,
pmax =
1
2

1 +
q
1  412 jh1 j2 ij2

; (3.8)
となる. そして, この pmaxを実現する最適な POVMは次のように与えられる.
E1 =
1
2
241 + 2   1 + 2 (1j1 ih1 j   2j2 ih2 j)q
1  412 jh1 j2 ij2
35 ; (3.9)
E2 = I   E1: (3.10)
3.2 Unambiguous discrimination
Unambiguous discriminationでは, 識別に間違いは許されない. その代わり, 識別が
成功する可能性がない場合に"わからない"という推定を許容し, 識別成功確率を最大に
する. そのとき, 測定は j1 iと j2 iによって張られる 2次元部分空間上の POVMで
記述され, 3つの要素 fE1; E2; E0gから構成される. 要素E1, E2は測定結果 1を得れば,
与えられた状態は 1であると推定し, 測定結果 2を得れば, 与えられた状態は 2であ
ると推定することにそれぞれ対応する. 要素E0は"わからない"という推定に対応する.
さらに, E1, E2, E0は POVM要素であることから, 次のような条件を満たす.
E0  0; E1  0; E2  0; (3.11a)
E0 + E1 + E2 = I: (3.11b)
識別成功確率 pは次のように与えられる.
p = 1tr [E11] + 2tr [E22] : (3.12)
Unambiguous discriminationの設定では, 識別に間違いは許されない. それゆえ, 与え
られた状態が 2であるとき, 測定結果 1を得る条件付き確率 P2jE1 および与えられた
状態が 1であるとき, 測定結果 2を得る条件付き確率P1jE2は 0でなければならない.
P2jE1 =
PE1;2
PE1
=
PE1;2
PE1;1 + PE1;2
=
2tr [E12]
1tr [E11] + 2tr [E12]
= 0; (3.13a)
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P1jE2 =
PE2;1
PE2
=
PE2;1
PE2;1 + PE2;2
=
1tr [E21]
1tr [E21] + 2tr [E22]
= 0: (3.13b)
今, j1 iと j2 iの張る 2次元部分空間を考えているので, 状態 iはBlochベクトルを
用いて, 次のように表すことができる.
i =
1 + ni  
2
(i = 1; 2):
さらに, POVM要素 E1, E2, E0も 2次元部分空間上の Hermite演算子であるので, 次
のように表すことができる.
E1 = 1 + 1  ; E2 = 2 + 2  ;
E0 = I   (E1 + E2) = 1  (1 + 2)  (1 + 2)  ;
ここで, は Pauli行列である.
したがって, 識別成功確率 pは次のように書き換えられる.
p = 1tr

(1 + 1  )

1 + n1  
2

+ 2tr

(2 + 2  )

1 + n2  
2

= 1 (1 + 1  n1) + 2 (2 + 2  n2) : (3.14)
そして, (3.13)式から, 次のような関係が得られる.
1 =  1  n2; 2 =  2  n1:
この関係式に対して, それぞれ Schwarzの不等式を用いると,
1 =  1  n2 = 1  ( n2)  j1j ;
2 =  2  n1 = 2  ( n1)  j2j ;
という不等式が得られる. 一方, E1, E2の半正定値性から, 小さい方の固有値はそれぞ
れ正でなければならない. それゆえ, 次のような関係が成り立つことは明らかである.
1 = j1j ; 2 = j2j :
したがって, ベクトル 1, 2は次のように与えられる.
1 =  1n2; 2 =  2n1: (3.15)
これは1がn2と直交する向きにあり, 2がn1と直交する向きにあることを意味する.
以上から, pは次のように書き換えられる.
p = 1 [1 + ( 1n2)  n1] + 2 [2 + ( 2n1)  n2]
= (11 + 22) (1  n1  n2) : (3.16)
この pを最大にするためには, 次のような
A0 = 11 + 22; (3.17)
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を最大にする 1, 2を決定しなければならない. まず, (3.17)式を 2について解くと,
2 =  1
2
1 +
A0
2
; (3.18)
となる. これは 1と 2が張る平面上の直線を表す. さらに, E0が半正定値演算子であ
ることから, 小さい方の固有値は正でなければならない. それゆえ, 次のような不等式
が得られる.
2  21   1
2 [(1  n1  n2)1   1] ; (3.19)
ただし, 2は次のような不等式を満たさなければならないことに注意する.
2  1  1: (3.20)
今, (3.19), (3.20)式を満たす1と2の範囲は図 3.2の斜線部である. この範囲で, A0
が最大となるのは (3.18)式で与えられた直線の傾きが (3.19)式で与えられた双曲線の
傾きと一致するときである.
1
1/2
0 1/2 1
α2
α1
α2 = −α1 + 1
図 3.2: (3.19), (3.20)式を満たす 1と 2の範囲
まず, 双曲線の傾きを求めるために, 次のような 1の関数 f(1)を定義する.
f(1) =
21   1
2 [(1  n1  n2)1   1] :
この f(1)を 1に関して微分すると, 次のような傾きが得られる.
df(1)
d1
=  

1 + n1  n2
2 [(1  n1  n2)1   1]
2
この傾きが (3.20)式で与えられた直線の傾きと一致することから, 1は次のように与
えられる.
1 =
1
1  n1  n2
"
1
s
2
1

1 + n1  n2
2
#
: (3.21)
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今, 1の許される範囲は 0  1  1=2である. これを満たすためには, 1は負の符号
をとらなければならない. それゆえ, これ以降は 1の複号に関して, 負の符号をとる.
さらに, 2も次のように与えられる.
2 =
1
1  n1  n2
"
1 
s
1
2

1 + n1  n2
2
#
: (3.22)
したがって, 最大識別成功確率 pmaxは次のように与えられる.
pmax = 1  2
s
12

1 + n1  n2
2

:
Blochベクトル表示を元の量子状態 j1 i, j2 iで書き直すと,
pmax = 1  2p12 jh1 j2 ij ; (3.23)
となる.
最後に, 図 3.2から見てもわかるように, 最適な 1, 2 の許される範囲はそれぞれ
0  1  1=2, 0  2  1=2であった. これは生起確率によって場合分けされることを
意味する. したがって, それぞれの場合について, Pmax, 1, 2は次のように与えられる.
(i)
r
2
1
< jh1 j2 ij のとき
pmax = 1
 
1  jh1 j2 ij2

: (3.24)
1 =
1
2
; (3.25a)
2 = 0: (3.25b)
(ii) jh1 j2 ij 
r
2
1
 1jh1 j2 ij のとき
pmax = 1  2p12 jh1 j2 ij : (3.26)
1 =
1
2
 
1  jh1 j2 ij2
 1 r2
1
jh1 j2 ij

; (3.27a)
2 =
1
2
 
1  jh1 j2 ij2
 1 r1
2
jh1 j2 ij

: (3.27b)
(iii)
1
jh1 j2 ij <
r
2
1
のとき
pmax = 2
 
1  jh1 j2 ij2

: (3.28)
1 = 0; (3.29a)
2 =
1
2
: (3.29b)
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第4章 2つの純粋状態のエラーマージン
のある識別問題
識別間違い確率に対してエラーマージンを課すことで, minimum-error discrimination
の設定と unambiguous discriminationの設定を統一的に扱う識別問題を考察し, 一般の
生起確率を持つ 2つの純粋状態の場合について分析する. 最適な測定は 3つのタイプに
分類され, 測定の 3つのタイプの 1つがパラメータ (生起確率とエラーマージン)に依存
して最適となる. パラメータ空間での 3つの領域を決定し, それぞれの領域での最大識
別成功確率を完全に解析的な形式で求める. また, 識別間違い確率に対するエラーマー
ジンの課し方には 2つのタイプが考えられる. この 2つのタイプのそれぞれの最大識別
成功確率の間にある関係を示す.
4.1 問題の定式化と解
それぞれ生起確率 iの 2つの純粋状態 i = ji ihi j (i = 1; 2)の識別問題を考察す
る. 自明で特別な場合を除いて, i 6= 0を仮定する. 2つの状態は線形独立であること
も仮定し, それら 2つの状態によって張られた 2次元部分空間 V を考える. 測定は空間
V 上の POVMによって記述され, それは 3つの要素 fEg3=1から成り立つ.  = 1 or
2 によって分類される測定結果は与えられた状態が であると推定することを意味す
る. 要素E3は"わからない"という推定を示す.
識別成功確率 pと平均間違い確率 pは次のように与えられる.
p  P1;E1 + P2;E2 = 1tr [E11] + 2tr [E22] ; (4.1)
p  P1;E2 + P2;E1 = 1tr [E21] + 2tr [E12] : (4.2)
この設定では, 平均間違い確率 pがエラーマージンm (0  m  1)を越えてはならな
いことを要請する. そして, 課題は次のような条件の下で識別成功確率 pを最大にす
ることである.
E1  0; E2  0; E3  0; (4.3a)
E1 + E2 + E3 = I; (4.3b)
p  m; (4.3c)
ここで, (4.3a), (4.3b)式は POVMに関するいつもの条件である.
18
この問題は semidenite programming(SDP)の 1つとして定式化できる [37{39]. SDP
の一般定理によると, 最適な POVMに対する必要十分条件を書くことができる. 我々
の目的に対して, それらが十分条件であることを見るためには十分である.
一方, 次のような条件を満たす空間 V 上に作用するHermite演算子 Y , 実数 yが存在
するとする.
Y  0; (4.4a)
Y  11   y22; (4.4b)
Y  22   y11; (4.4c)
y  0: (4.4d)
このとき, 次のように定義された
d  tr [Y ] +my; (4.5)
が識別成功確率 pに対して上限を与える. そして, それは次のように証明できる.
p = tr [E111] + tr [E222]
 tr [E1 (Y + y22)] + tr [E2 (Y + y11)]
= tr [(E1 + E2)Y ] + yp
 tr [Y ] + ym = d:
さらに, この上限が次のような関係が成立する場合に限り, 達成されることは明らかで
ある.
E1 [Y   (11   y22)] = 0; (4.6a)
E2 [Y   (22   y11)] = 0; (4.6b)
E3Y = 0; (4.6c)
y (m  p) = 0: (4.6d)
したがって, (4.3), (4.4), (4.6)式によって与えられた条件式は最適な解に対する十分条
件である. これから見ていくように, 任意のパラメータ i, m, h1 j2 iに対して, この
条件を満たす解を構築することができる. SDPの一般定理はそれが必要条件でもある
ことを示す [37{39]. 条件式 (4.4)の下で dを最小化することは双対問題と呼ばれる. 一
方, 最初の問題である条件式 (4.3)の下で pを最大化することは主問題と呼ばれる.
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初めに, 2次元空間V 上の演算子である最適なPOVM要素のランクを見てみよう. た
だし, それらが最大でもランクが 1であることに注意しなければならない. それは次の
ような方法で見ることができる. まず, POVM要素E3のランクが 2であるとする. 条
件式 (4.6c)は Y = 0であることを要請する. そして, (4.4b), (4.4c)式から次のような関
係が成り立つ.
y22  11;
y11  22:
それぞれ状態 ji iに直交する状態 j?i i (i = 1; 2)を定義し, これらの 2つの不等式に
対して, それぞれ状態 j?i iを作用させると, 次のような関係が得られる.
0  1
h?2 j1 i2 ;
0  2
h?1 j2 i2 :
今, i > 0であることから, これらの不等式は状態 j1 iと状態 j2 iがグローバル位相
因子を除けば, 同一であることを意味する. これは j1 iと j2 iの線形独立性に矛盾す
る. 次に, POVM要素E1のランクが 2であるとする. (4.6a)式から, Y = 11   y22
が得られる. そのとき, (4.4a), (4.4c)式は次のような不等式が成り立つことを要請する.
11  y22;
11  22:
これは先ほどと同様の議論から, 2 6= 0という仮定と状態 j1 iと状態 j2 iの線形独立
性に矛盾する. また, E2のランクが 2であるとした場合についても, 同様の議論がなさ
れる. したがって, 最適な POVM要素のランクは最大でも 1であることが示された.
第 4章の最初でも述べたように, 3つの測定のタイプがあり, それらの 1つが生起確率
とエラーマージンのパラメータ空間の領域に依存して最適になる. この分類は POVM
のランクによってなされる. Minimum-error領域では,最適なPOVMはminimum-error
discriminationのそれである. そして, それはE3 = 0であると同時に, E1, E2のランク
は 1であることを意味する. Single-state領域では, 最適な測定は 2つの状態のうち 1つ
を無視して 2つの結果だけを生み出す. この場合, E1かE2のどちらかは 0であり, 残
りの 2つのPOVM要素のランクは 1である. Intermediate領域はすべてのPOVM要素
のランクが 1であり, 3つの結果を得る確率は 0ではない.
以下では, まず, 主な結果を述べ, それらの導出は後の節で詳しく説明する. 一般性
の損失なしに 1  2を仮定する. 式をより簡単にするために, 次のような S, T を定義
する.
S  jh1 j2 ij2 ; (4.7)
T  1  jh1 j2 ij2 : (4.8)
パラメータ空間は次のような 3つの領域に分類される.
mc  m  1 (minimum-error領域);
m0c  m  mc (intermediate領域);
0  m  m0c (single-state領域);
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ここで, 2つの境界エラーマージンmc, m0cは次のように定義される.
mc  1
2

1 
p
1  412S

; (4.9)
m0c 
(
(1 
p
12S)
2
1 2p12S (1  2S) ;
0 (1  2S) :
(4.10)
図 4.1は
p
S = jh1 j2 ij = 0:9の場合のパラメータ空間での 3つの領域を図示した.
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図 4.1: 生起確率 1とエラーマージンmのパラメータ空間での 3つの領域.
それぞれの領域での最大識別成功確率は次のように与えられる.
pmax =
8>>>><>>>>:
1
2
 
1 +
p
1  412S

(mc  m  1);p
m+
p
1  2p12S
2
(m0c  m  mc);
2
q
m
1
S +
q
1 m
1
T
2
(0  m  m0c):
(4.11)
mcは実は最適なminimum-error discriminationの平均間違い確率である. もし, mc  m
ならば, 識別間違い確率に対する制限は作用しない. これがminimum-error領域の pmax
がminimum-error discriminationのそれによって与えられる理由である. 図 4.2では,
生起確率 1 = 0:3と固定して, エラーマージンmに対して最大識別成功確率 pmaxと
tr [E1]をプロットした. tr [E1]のプロットは single-state領域と intermediate領域との
間の境界を明らかに示すが, pmaxのカーブはm = m0cで滑らかである.
Unambiguous discrimination (m = 0)では, 十分に小さい 1に関して, 最適な測定
は常に single-state領域のそれである. これは直観的に無理なく現れる. しかしながら,
図 4.1は有限のエラーマージンに対してはそれが真実ではないことを示す. 例えば, エ
ラーマージンをm = 0:06付近に固定し, 生起確率 1を 0.5から 0まで変化させる. そ
のとき, 最適な測定のタイプは intermediate領域から single-state領域, intermediate領
域, そして, minimum-error領域へと自明でない方法で変化する. そして, 図 4.3は最大
識別成功確率の 3次元概観を図示した.
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図 4.2: エラーマージンmに対する最大識別成功確率 pmax (上部)と tr [E1] (下部).
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図 4.3: 生起確率 1とエラーマージンmに対する最大識別成功確率 pmax.
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4.2 Intermediate領域
Intermediate領域では, すべてのPOVM要素E1, E2, E3はゼロではなく, ランクは 1
である解を構成する. (4.6a), (4.6b), (4.6c)式によって与えられた条件は次のように定
義された半正定値演算子
Y1  Y   (11   y22) ;
Y2  Y   (22   y11) ;
と演算子 Y のランクが 1であることを意味する. 状態 iや空間 V 上で作用するその他
の演算子に対して, Blochベクトル表示を用いると便利である.
i =
1 + ni  
2
(i = 1; 2);
ここで,  = (x; y; z)は Pauli行列である. さらに, 演算子 Y は 22Hermite演算子
であることから, 次のように表すことができる.
Y =  +   :
したがって, 演算子 Y1, Y2は次のように書き換えることができる.
Y1 =   1   y2
2
+

   1
2
a1

 ;
Y2 =   2   y1
2
+

   1
2
a2

 ;
ここで, 次のように定義された 2つのベクトル a1, a2を導入した.
a1  1n1   y2n2; (4.12)
a2  2n2   y1n1: (4.13)
演算子 Y1, Y2, Y のランクは 1である, つまり, それぞれの小さい方の固有値はすべて 0
であるから, 次のような と に関する 3つの方程式を得る.
  1   y2
2
=
   12a1
 ; (4.14a)
  2   y1
2
=
   12a2
 ; (4.14b)
 = jj : (4.14c)
(4.14)式から次のようなベクトル に関する 2つの方程式が得られる.
a1     (1   y2) jj = y12T;
a2     (2   y1) jj = y12T:
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これら 2つの方程式の和と差はそれぞれ
jj   (1n1 + 2n2)   = 2y12T
y   1 ; (4.15)
(1n1   2n2)     (1   2) jj = 0; (4.16)
である. (4.15), (4.16)式から, 次のような関係が得られる.
(n1   n2)   = y (1   2)T
y   1 : (4.17)
今, ベクトルはBlochベクトルn1, n2が張る平面上にあることから, 次のように展開
することができる.
 = u
n1 + n2
2
+ v
n1   n2
2
: (4.18)
(4.17), (4.18)式から, 係数 vは次のように与えられる.
v =
y
2 (y   1) (1   2) : (4.19)
また, (4.16), (4.18), (4.19)式から, 次のような係数 uに関する二次方程式が得られる.
u2   y
y   1u+
y2
4 (y   1)2

1  412
S

= 0:
y  1を満たさなければならないことに注意すると, 係数 uは次のように与えられる.
u =
y
2 (y   1) 
y
y   1
r
12
S
: (4.20)
以上から, ベクトル は次のように得られる.
 =
y
2 (y   1)

1 
r
12
S

n1 +

2 
r
12
S

n2

: (4.21)
そして, も次のように得られる.
 = jj = y
2 (y   1)

1 2
p
12S

: (4.22)
(4.4)式を満たす Y と yが得られたので, d = tr [Y ] + ymを計算することで, 識別成功
確率に対する上限は次のように得られる.
d = tr [Y ] + ym =
y
y   1

1 2
p
12S

+my: (4.23)
上限 dが最小化されるようにパラメータ yは決定される. そして, それは (4.23)式を y
について微分することで与えられる yに関する 2次方程式
@
@y
d = m  1 2
p
12S
(y   1)2 = 0;
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を解くことで得られる. y  1を満たさなければならないことに注意すれば, 得られた
解のうちの 1つが適することは明らかである. したがって, yは次のように与えられる.
y = 1 +
p
1 2p12Sp
m
: (4.24)
また, (4.23)式は次のように書き換えられる.
d =

1 +
1
y   1

1 2
p
12S

+m (y   1) +m:
この上限 dに対して, 相加相乗平均の不等式を用いると, 次のような関係が得られる.
d  1 2
p
12S + 2
r
1 2
p
12S

m+m
=
p
m+
q
1 2
p
12S
2
:
上限 dは最小化されているので, この不等式は等号が成立する. したがって, dは次のよ
うに与えられる.
d =
p
m+
q
1 2
p
12S
2
: (4.25)
d, yの複号に関して, より小さい上限を得るために負の符号をとる. それに対応して,
これ以後は (4.21), (4.22)式の複号でも負の符号をとる.
(4.6a), (4.6b), (4.6c)式によって与えられた条件は POVM要素E1, E2, E3が次のよ
うな形をとることを要求する.
E = 
      ( = 1; 2; 3);
ここで, 次のようなベクトル を定義した.
1    
1
2
a1; 2    
1
2
a2; 3  :
問題は集合 fE1; E2; E3gが (4.3b)式で与えられたPOVMの完全性関係を尊重するよう
に正の定数 1, 2, 3を選択することができるかどうかである. これは次のような 3つ
のベクトル1, 2, 3に関して正の係数を持つ線形関係が存在する場合に限り, 可能で
ある.
c11 + c22 + c33 = 0 (c1; c2; c3  0):
もし, このような線形関係が存在するならば, 係数 は
P
 
 = 1であるように
決定され, 全体が正の因子 を持つ  = cとして構成できる.
3つのベクトルのそれぞれは 2つの Blochベクトル n1, n2によって表すことができ
るので, すべての因子までが一意的であり, 次のような係数を持つ線形関係がまっすぐ
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に見つけられる.
c1 =
y
y + 1
 
p
m 
p
12S   1p
1  2p12S
!
;
c2 =
y
y + 1
 
p
m 
p
12S   2p
1  2p12S
!
;
c3 =
r
12S
m
 pm 
q
1  2
p
12S:
cの符号は 1, 2, S, mに依存して変化する. ここで, 1  2と想定しているので, c2
は常に正である. さらに, m  m0cならば, c1は正であることとm  mcならば, c3は
正であることがわかる. ここで, mc, m0cは (4.9), (4.10)式でそれぞれ定義されている.
したがって, エラーマージンmがm0c  m  mcの範囲にあれば, 集合 fE1; E2; E3gは
POVMである.
残りの条件は (4.3c), (4.6d)式である. そして, それらは y  1なので, p = mと変
形することができる. p = mという関係が成立することは上で構成した POVMを用
いて計算することで証明できる. これは偶然の一致ではなく, パラメータ yをどのよう
に決定したかの結果である. パラメータ yは (4.23)式によって与えられた上限 dが最小
となるように決定された. すなわち, 次のようなパラメータ yに関する偏微分方程式の
解である.
@
@y
d =
@
@y
tr [Y ] +m = 0:
さらに, @
@y
tr [Y ] =  pを示すことができる. そして, それは dの最小化が p = mと
いう関係を導くことを意味する. これは次のような方法で見ることができる. 2つの半
正定値演算子A(y), B(y)が変数 yに依存し, A(y)B(y) = 0を満たすとする. そのとき,
tr [A(y)B0(y)] = 0を示すことができる. これを証明するために, 次のような関数 f(x)
を定義する.
f(x)  tr [A(y)B(y + x)] :
任意の xに関して f(x)  0ならば, f(0) = 0であることに注目する. そして, それは関
数 f(x)が x = 0で最小値を持つことを意味する. f 0(0) = 0であることから, 示したい
結果は直ちに示される. 今, 演算子 Y1, Y2, Y と POVM要素Eはすべて半正定値であ
り, E1Y1 = E2Y2 = E3Y = 0を満たす. それゆえ, 次のような関係を得る.
@
@y
tr [Y ] = tr

E1
@Y
@y

+ tr

E2
@Y
@y

+ tr

E3
@Y
@y

= tr

E1
@Y1
@y

+ tr

E2
@Y2
@y

+ tr

E3
@Y
@y

  p
=  p:
したがって, もし, エラーマージンmがm0c  m  mcの範囲にあるならば, (4.25)式の
上限は達成され, 最大識別成功確率 pmaxは次のように与えられる.
pmax =
p
m+
q
1  2
p
12S
2
: (4.26)
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最適な POVMを用いて, 次のような対称性が成立することがわかった.
P2jE1 = P1jE2 ; (4.27)
P1jE3 = P2jE3 ; (4.28)
ここで, 次のように定義される条件付き確率を導入した.
PijE 
Pi;E
PE
; PE  P1;E + P2;E :
問題では一般の生起確率を持つ 1と 2との間には明らかな対称性がないので, これは
注目すべきことである. (4.27)式によって与えられた 2つの条件付き間違い確率の対称
性は 4.4節で重要になる.
この節を終える前に, それらの対称性がどのようにして現れたのかを明らかにするた
めに簡単な議論を述べる. 次のような 2つのベクトルC, Xを定義する.
C 
p
P1;E1 ;
p
P2;E2

;
X 
p
P2;E1 ;
p
P1;E2

:
そのとき, 識別成功確率 pは jCj2によって与えられる. また, 三角不等式を用いると,
次のような関係が成立することが言える.
p
p = jCj  jXj+ jC  Xj : (4.29)
今, jXj = pp であることに注目する. そして, それは
p
mを越えてはならない.
jC  Xjの上限は次のような方法で決定することができる.
jC  Xj2 = C2 +X2   2C X
= 1  P1;E3   P2;E3   2C X
 1  2
p
P1;E3P2;E3 +C X

= 1  2p12
3X
=1
q
q
(1)
 q
(2)
 ;
ここで, 次のような相加相乗平均の不等式を用いた.
P1;E3 + P2;E3  2
p
P1;E3P2;E3 ; (4.30)
さらに, 次のような 2つの確率分布 q(1) , q(2) を定義した.
q(i)  tr [iE] (i = 1; 2;  = 1; 2; 3):P3
=1
q
q
(1)
 q
(2)
 という表現は 2つの状態 1, 2に関して測定結果 を得る 2つの古典
的確率分布 q(1) , q(2) の忠実度である. この古典的忠実度は 2つの状態の量子的忠実度
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jh1 j2 ij =
p
Sによって制限され, より低くなることが知られている [41]. したがっ
て, 次のような pに対する上限を得る.
p 
p
m+
q
1  2
p
12S
2
:
これは (4.26)式によって与えられた実現可能な最大値であることがわかる. 必然的に,
この上限を得るために用いたすべての不等式で等号が成立しなければならない. それら
の中で, (4.29)式での三角不等式の等号はベクトルC, Xが同じ方向を向いていること
を必要とする. そして, それは直ちに (4.27)式の対称性を導く. (4.30)式の等号は (4.28)
式の関係を要求する.
4.3 Single-state領域
Unambiguous discrimination (m = 0)の設定では, もし, 生起確率が十分に小さけれ
ば, 識別される状態の 1つを除くことは最適であった. 一般のエラーマージンを持つ識
別問題においても, パラメータ 1, mの領域で同じような状況が発生し, single-state領
域と呼ぶ. この節では, single-state領域の最適な識別成功確率を決定する.
今, 1  2を仮定しているので, 要素E1 = 0を持つような最適なPOVMを探す. す
べての POVM要素が多くてもランク 1であることから, 直ちに, 要素E2, E3は次のよ
うに決まった単位Blochベクトル f を持つ正規直交状態の集合 fjf i; j  f igに関する
射影測定を構成しなければならないことがわかる.
E2 = jf ihf j; (4.31)
E3 = j   f ih f j: (4.32)
まず, (4.6)式を見ると, (4.6a)式は自明に満たされる. (4.6b), (4.6c)式は次のようなこ
とを要求する.
Y = +jf ihf j; (4.33)
Y   (22   y11) =   j   f ih f j; (4.34)
ここで, +,  は定数である. また, (4.4a), (4.4c)式から +  0,   0であることが
わかる. (4.33), (4.34)式から Y を消去すると, 次のような関係が得られる.
22   y11 = +jf ihf j+  j   f ih f j:
これは演算子 22  y11のスペクトル分解である. そして, それは +,  は固有状態
jf i, j   f iをそれぞれに持つ正と負の固有値であることを示す. したがって, +,  ,
f はBlochベクトルn1, n2を用いて, 次のように表すことができる.
 =
1
2
(2   y1) 1
2
ja2j ; (4.35)
f =
a2
ja2j ; (4.36)
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ここで, ベクトル a2は (4.13)式で a2 = 2n2   y1n1として定義されている.
パラメータ yは (4.3c), (4.4b), (4.4d), (4.6d)式を満たすように決定される. (4.4b)式
は演算子 Y   (11   y22)が正であることを示す. したがって, 次のように表すこと
ができる.
+   (1   y2) 
+ a2ja2j   a1
 ;
ここで, a1 = 1n1  y2n2, a2 = 2n2  y1n1である. この不等式から, 次のようなパ
ラメータ yに関する 2次不等式が得られる.
(1   2S) y2 + 22Ty + 2
1
(2   1S)  0:
この 2次不等式を解くことで,パラメータ yの許される範囲が決定される. ただし, y  1
であり, 生起確率は次のような不等式を満たさなければならないことに注意しなければ
ならない.
1  2S: (4.37)
したがって, パラメータ yに対して, 次のような不等式が成り立つ.
y  1 +
 
1  2p12S
 
1 +
q
2S
1

2S   1 : (4.38)
残りの条件式 (4.3c), (4.6d)はパラメータ yが (4.38)式を満たさなければならないこと
から, p = mという 1つの方程式にすることができる. 平均間違い確率 pは次のよう
に計算できる.
p = 1tr [E21] = 1
1 + f  n1
2
:
これがエラーマージンmと等しくなければならない. そして, それは次のようなパラ
メータ yとエラーマージンmとの間にある関係を明確に示す.
y =
2
1
 
T   S +
p
ST
1   2mp
m (1  m)
!
: (4.39)
今, (4.38)式で与えられたパラメータ yの許される範囲を次のようなエラーマージンm
の許される範囲に書き換えることができる.
0  m 
 
1  
p
12S
2
1  2p12S
: (4.40)
(4.37), (4.40)式を統合すると, single-state領域が (4.10)式で定義されたm0cを持つ不等
式 0  m  m0cによって定められることがわかる.
Single-state領域の最大識別成功確率 pmaxは d = tr [Y ] + ymを計算することで次の
ように得られる.
pmax = 2
r
m
1
S +
r
1  m
1
T
2
: (4.41)
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ここで, 留意すべきことはm = 0ならば, これが 1  2Sでの unambiguous discrimi-
nationに対するよく知られた結果 pmax = 2 (1  S) = 2
 
1  jh1 j2 ij2

を再現して
いることである.
最後に, 4.3節では 1  2を仮定したが, 1  2の場合についても, E2 = 0で状態
2が除かれるような同様の single-state領域があることは明らかである.
4.4 弱いエラーマージンと強いエラーマージン
ここまで, 平均間違い確率 pに対してエラーマージンmを課して識別問題を考えて
きた. 一方, 違う方法でエラーマージンを課して識別問題を考えることもできる. 測定
結果が  = 1であるとすると, 間違い確率は条件付き確率 P2jE1 で表すことができる.
この節では, 次のような 2つの条件付き間違い確率がエラーマージンmを越えてはな
らないという条件を持つ識別問題を考察する.
P2jE1  m; (4.42a)
P1jE2  m: (4.42b)
これらの条件は (4.3c)式が (4.42)式から得られるという意味では前の節で考えたエラー
マージンの条件よりも強いことがわかる. そして, それは次のように示すことができる.
p = P2;E1 + P1;E2
= P2jE1PE1 + P1jE2PE2
 m (PE1 + PE2)  m:
(4.3c), (4.42)式によって与えられた条件をそれぞれ弱いエラーマージン条件, 強いエ
ラーマージン条件と呼ぶ.
生起確率が等しい場合, 弱いエラーマージン条件と強いエラーマージン条件の両方に
ついて, 最適な解はすでに得られている [17]. 次に, 一般の生起確率に関する 2つのエ
ラーマージン条件の最適な解の間にある関係について述べる.
強いエラーマージン条件と弱いエラーマージン条件の 2つの設定を見分けるために,
それぞれ上付き文字 S, Wを用いて表す. まず, 強いエラーマージンmSを持つ最適な
POVM ES(m
S)から始める. 平均間違い確率 pS(mS)をES(mS)を用いて計算するとす
る. 条件付き間違い確率を用いると, 次のような関係が成立することに気づく.
pS(m
S) = P S2;E1(m
S) + P S1;E2(m
S)
= P S2jE1(m
S)P SE1(m
S) + P S1jE2(m
S)P SE2(m
S)
 mS  P SE1(mS) + P SE2(mS)
= mS
 
pSmax(m
S) + pS(m
S)

:
したがって, それは次のような関係が成立することを示す.
pS(m
S)  m
S
1 mSp
S
max(m
S):
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これは強いエラーマージンmSを持つ最適な POVM ES(mS)がmW = m
S
1 mSp
S
max(m
S)
を持つ弱いエラーマージン条件を満たすことを必要とする. したがって, 2つの最大識
別成功確率 pSmax, pWmaxに関する次のような不等式が得られる.
pSmax(m
S)  pWmax

mS
1 mSp
S
max(m
S)

: (4.43)
pSmax  pWmaxはエラーマージンmの共通の値に対して成立することに注意しなければ
ならない. なぜなら, 強いエラーマージン条件は弱いエラーマージン条件よりも強いか
らである. しかしながら, ここで, (4.43)式は異なる値のエラーマージンを含む. そし
て, それはこの不等式で実際に等号が成り立つことを示す.
さらに, 2つの最大識別成功確率に関するもう 1つの不等式を導くことができる. 弱い
エラーマージンmWを満たすような最適なPOVM EW (mW)をとるとする. Minimum-
error領域と intermediate領域では, 2つの条件付き間違い確率はPW2jE1 = P
W
1jE2であっ
た. 一方, single-state領域では, 2つの条件付き確率のうちの 1つは定義することがで
きない. しかしながら, 定数 について次のような関係はまだ成立している.
PW2;E1(m
W) = PWE1(m
W);
PW1;E2(m
W) = PWE2(m
W):
これら 2つの関係式に加えて, 次のような関係を得る.
pW (m
W) = 

PWE1(m
W) + PWE2(m
W)

= 

pWmax(m
W) + pW (m
W)

:
したがって, それは次のような関係が成立することを示す.
 =
pW (m
W)
pWmax(m
W) + pW (mW)
 m
W
pWmax(m
W) +mW
:
これは弱いエラーマージンの設定での条件付き間違い確率がmS = mW
pWmax(m
W)+mW
を持
つ強いエラーマージン条件を満たすことを示す. したがって, 次のようなもう 1つの不
等式が得られる.
pWmax(m
W)  pSmax

mW
pWmax(m
W) +mW

: (4.44)
実際に, (4.43), (4.44)式で等号は成り立つ. これは次のようにそれらを繰り返して使う
ことで見ることができる.
pSmax(m
S)  pWmax

mS
1 mSp
S
max(m
S)

 pSmax
8<: m
S
1 mSp
S
max(m
S)
pWmax
h
mS
1 mSp
S
max(m
S)
i
+ m
S
1 mSp
S
max(m
S)
9=;
 pSmax
"
mS
1 mSp
S
max(m
S)
pSmax(m
S) + m
S
1 mSp
S
max(m
S)
#
= pSmax(m
S):
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上の導出では, 成功確率はエラーマージンの増加関数であることを用いた.
したがって, もし, 2つのエラーマージンmS, mWが
mS =
mW
pWmax(m
W) +mW
; (4.45)
によって関係づけられるか,
mW =
mS
1 mSp
S
max(m
W); (4.46)
と同値であるならば, 2つの最大識別成功確率は等しい.
pSmax(m
S) = pWmax(m
W): (4.47)
最大識別成功確率の 1つを知っているとき, もう 1つの最大識別成功確率はそれらの
関係式によって決定することができる. また, 最適な POVMも同じ方法で ES(mS) =
EW (m
W)と関係づけられる.
上の関係を用いると, 強いエラーマージン条件での最大識別成功確率が次のように得
られる.
pSmax =
8><>:
1
2
 
1 +
p
1  412S

(mc  m  1);
Am
 
1  2p12S

(m0c  m  mc);
12(1 m)(1 S)
m1+(1 m)1 2
p
m(1 m)12S
(0  m  m0c);
(4.48)
ここで, Amは次のように与えられる.
Am =
1 m
(1  2m)2

1 + 2
p
m (1 m)

: (4.49)
1  2を仮定し, mc, m0cは次のように定義される.
mc  1
2

1 
p
1  412S

; (4.50)
m0c 
8<:
(1 
p
12S)
2
(1 
p
12S)
2
+(2 
p
12S)
2 (1  2S);
0 (1  2S):
(4.51)
4.5 混合状態に対する上限
識別される 2つの状態 1, 2が混合状態の場合を考える. Minimum-error discrimina-
tion (m = 1)の設定での最大識別成功確率は知られている. しかしながら, 一般の 2つ
の混合状態の unambiguous discrimination (m = 0)の設定では, 最大識別成功確率に対
する解析的な結果は得られていない. Rudolphらは次のような簡単な識別成功確率に
対する上限を与えた [42].
pmax(1; 2) 
(
1  2p12F (1; 2) (1  2F (1; 2)2);
2 (1  F (1; 2)2) (1  2F (1; 2)2); (4.52)
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ここで, F (1; 2) = tr
 p
12
p
1
1=2は状態 1と 2の忠実度である. 最近, 上限に達
するための 2つの混合状態に対する条件が分析され, 新しい一連の上限も見つかった
[43{46]. 一般のエラーマージンに対して,最大識別成功確率の閉じた形式もunambiguous
discriminationのように得るのは難しい. しかしながら, 上限は状態の忠実度と生起確
率で表せられるので, (4.52)式と似た上限が存在するのはもっともらしいことである.
次で, Rudolphらの方法が一般のエラーマージンの場合に適用できることを示し, 識別
成功確率に対する上限が純粋状態の識別問題の結果を用いることで簡単に得ることが
できることを示す.
識別される状態は系Qに準備されているとし, もう 1つの系Rを導入することで次
のように状態を純粋化する [41].
Q1 = trRj	QR1 ih	QR1 j; (4.53)
Q2 = trRj	QR2 ih	QR2 j: (4.54)
純粋状態 j	QR1 i, j	QR2 iは次のような関係を満たすように選ばれたことを仮定する.h	QR1 j	QR2 i = F (1; 2):
そして, それはUhlmannの定理 [47]によって常に可能である.
生起確率 1, 2それぞれを持つ純粋状態 j	QR1 i, j	QR2 iの仮想の識別問題を考える.
そこで, 弱いエラーマージンの条件をとる. 課題は次のように与えられる識別成功確率
p = 1trQRE
QR
1 j	QR1 ih	QR1 j+ 2trQREQR2 j	QR2 ih	QR2 j; (4.55)
を次のように与えられる平均の識別間違い確率
p = 1trQRE
QR
2 j	QR1 ih	QR1 j+ 2trQREQR1 j	QR2 ih	QR2 j; (4.56)
がエラーマージンmを越えてはならないという条件の下で最大化することである. 2つ
の純粋状態 j1 i, j2 iに対する最大識別成功確率は jh1 j2 ijの関数であり, 次元とは
無関係である. そして, それを ppuremax(jh1 j2 ij)によって表す. そのとき, 仮想の識別問
題に対する最大識別成功確率は ppuremax [F (1; 2)]によって与えられる.
この識別問題でのEQR に対して, 次のような追加の制限を課す.
EQR = E
Q
 
 1R;  = 1; 2; 3: (4.57)
この追加の条件によって, 識別成功確率と平均の識別間違い確率は次のように変換さ
れる.
p = 1trQE
Q
1 
Q
1 + 2trQE
Q
2 
Q
2 ;
p = 1trQE
Q
2 
Q
1 + 2trQE
Q
1 
Q
2 :
そして, 問題は生起確率 1, 2それぞれを持つ 2つの混合状態 1 2の識別問題と等価
となる. POVMに対するどんな追加条件も最大識別成功確率を増加させることは決し
てないことは明らかである. それゆえ, 2つの混合状態に対する識別成功確率の上限が
33
2つの混合状態の忠実度により置き換えられた jh1 j2 ijを持つ純粋状態の最大識別成
功確率によって制約される.
pmax(1; 2)  ppuremax [F (1; 2)]:
したがって, (4.11)式で与えられた純粋状態の場合の結果を用いると, 次のような結果
が得られる.
pmax(1; 2) 
8><>:
p
m+
p
1  2p12F (1; 2)
2
(m0c  m  mc);
2
q
m
1
F (1; 2) +
q
1 m
1
[1  F (1; 2)2]
2
(0  m  m0c);
ここで, mc, m0cは次のように与えられる.
mc =
1
2
h
1 
p
1  412F (1; 2)2
i
;
m0c =
8<: [1 
p
12F (1;2)]
2
1 2p12F (1;2) [1  2F (1; 2)2];
0 [1  2F (1; 2)2];
ただし, 純粋状態の場合のように, 1  2を仮定したことに注意しなければならない.
Unambiguous discrimination (m = 0)に対して, 上限は (4.52)式で与えられたそれに
帰着する. 一方, minimum-error discriminationの最大識別成功確率は知られており, 次
のように与えられる.
pmax(1; 2) =
1
2
(1 + tr j11   22j) :
そして, それは上限を越えてはならないので, 次のような不等式を導く.
tr j11   22j 
p
1  412F (1; 2)2:
さらに, それは次のようなトレース距離と忠実度についての不等式の一般化である [41].
1
2
tr j1   2j 
p
1  F (1; 2)2:
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第5章 3つの純粋状態の
minimum-error
discrimination
識別が間違う確率に対して何の制限もなしに識別成功確率を最大にするminimum-
error discriminationを考える. 直接, 与えられた主問題を解くのではなく, そこから導
かれた双対問題を解くことで最大識別成功確率とそれを達成する最適な測定を解析的
に求める. 生起確率が等しい qubitの 3つの純粋状態の場合を分析し, 識別される状態
の Blochベクトルそれぞれの終点がなす三角形の外心が最適な解の構成に重要な役割
を果たすことがわかった. さらに, 一般の生起確率を持つ qubitの 3つの純粋状態の場
合に拡張する.
5.1 問題の定式化
それぞれ生起確率 iを持つ純粋状態 i (i = 1; 2;    ; n)のminimum-error discrim-
inationを考える. 生起確率 i はゼロではなく,
Pn
i=1 i = 1であることを仮定する.
Minimum-error discriminationの設定での課題は識別が間違う確率に対して, 何の制限
もなしに識別成功確率を最大にすることである.
測定は POVMによって記述され, n個の要素 fE1; E2;    ; Engから成り立つ. i =
1; 2;    ; nで得られる測定結果は与えられた状態が iであると同定することを表す.
識別成功確率 pは次のように与えられる.
p =
nX
i=1
itr [Eii] ; (5.1)
課題は次のような条件の下で識別成功確率 pを最大にすることである.
Ei  0 (i = 1; 2;    ; n); (5.2a)
nX
i=1
Ei = I; (5.2b)
ここで, (5.2a), (5.2b)式はEiがPOVMであるための条件である. このようにMinimum-
error discriminationは semidente programming(SDP)の 1つとして定式化される [37{
39].
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一方, 次のような条件を満たすHermite演算子 Y が存在するとする.
Y  ii(i = 1; 2;    ; n): (5.3)
このとき, 次のように定義された
d  tr [Y ] ; (5.4)
が識別成功確率 pに対して上限を与えることは次のように示される.
p =
nX
i=1
tr [Eiii]

nX
i=1
tr [EiY ] = tr [Y ] = d:
次のような実現可能条件を満たす場合に限り, この不等式の等号が成り立つ.
Ei (Y   ii) = 0 (i = 1; 2;    ; n): (5.5)
条件式 (5.3)の下で dを最小にすることを双対問題と呼び, 最初の問題である条件式
(5.2a), (5.2b)の下で pを最大にすることを主問題と呼ぶ.
最適な解を得るための戦略では, 直接, 主問題を解くのではなく, そこから導かれた
双対問題を解くことで最大識別成功確率を求める. そのとき, (5.2a), (5.2b), (5.5)式を
満たすように POVMfEigを構成する.
5.2 2つの純粋状態の場合
3.2節でも見たように, 2つの純粋状態のminimum-error discriminationの最適な解は
よく知られている [2]. 3.2節では, 主問題を解くことで最大識別成功確率が得られた.
今節では, 別の方法として, 双対問題を解くことで最大識別成功確率を解析的に求める.
そして,それを達成し, (5.2a), (5.2b), (5.5)式を満たすような最適なPOVMを構成する.
双対問題の課題は
d = tr [Y ] ; (5.6)
を次のような条件下で最小にすることである.
Y  11; (5.7a)
Y  22; (5.7b)
ここで, Y は 2  2Hermite行列である. (5.7a), (5.7b)式によって与えられた条件は次
のように定義される演算子
Y1  Y   11;
Y2  Y   22;
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が半正定値性を持つことを意味する. 状態 iやその他の演算子に対して Blochベクト
ル表示を用いると便利である.
i =
1 + ni  
2
(i = 1; 2);
ここで,  = (x; y; z)は Pauli行列である. さらに, 演算子 Y は次のように表すこと
ができる.
Y =
 +   
2
したがって, 演算子 Y1, Y2は次のように書き換えられる.
Y1 =
1
2
[  1 + (   1n1)  ] ;
Y2 =
1
2
[  2 + (   2n2)  ] :
演算子 Y1, Y2は半正定値性を持つことから, それぞれの小さい方の固有値は正でなけれ
ばならない. それゆえ, 次のような と に対する 2つの不等式が得られる.
  1 + j   1n1j ;
  2 + j   2n2j :
さらに, dも次のように書き換えられる.
d = tr

 +   
2

= :
したがって, 双対問題はパラメータ f;gで次のように書き換えられる.
minimize :
d = ; (5.8a)
subject to :
  1 + j   1n1j ; (5.8b)
  2 + j   2n2j : (5.8c)
(5.8b), (5.8c)式で与えられた条件から, dは次のように与えられる.
d =  = max f1 + j   1n1j ; 2 + j   2n2jg ; (5.9)
ここで, max f ; gは 2値のうちの大きい方の値をとることを表す表記である. 一般に,
2値のうちの大きい方の値は 2値の平均値よりも大きいことから, 次のような不等式が
成り立つ.
max f1 + j   1n1j ; 2 + j   2n2jg  1 + j   1n1j+ 2 + j   2n2j
2
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η1n1
η2n2
β
|β − η1n1|
|β − η2n2|
|η1n1 − η2n2|
図 5.1: 3つのベクトルの距離
また, 図 5.1のように 3つのベクトル , 1n1, 2n2の終点は三角形をなす. それゆ
え, 三角不等式を用いると, 3つのベクトル間の距離には次のような関係が成り立つ.
j1n1   2n2j  j   1n1j+ j   2n2j :
したがって, 次のような関係が成り立つことがわかる.
max f1 + j   1n1j ; 2 + j   2n2jg  1 + j   1n1j+ j   2n2j
2
 1 + j1n1   2n2j
2
:
この最後の行の不等式は dの下限を与える. それはこの不等式で等号が成り立つように
ベクトル を決定すればよいことを意味する. それゆえ, この下限を達成するために,
次のような条件を満たすベクトル を見つける.
1 + j   1n1j = 2 + j   2n2j ; (5.10)
j1n1   2n2j = j   1n1j+ j   2n2j : (5.11)
(5.10), (5.11)式の和と差から, 次のような関係が得られる.
j   1n1j = 2   1 + j1n1   2n2j
2
; (5.12)
j   2n2j = 1   2 + j1n1   2n2j
2
: (5.13)
(5.11)式はベクトルの終点が図 5.2のようにベクトル 1n1の終点とベクトル 2n2
の終点を結ぶ直線上にあることを意味する. それゆえ, ベクトルは次のように表すこ
とができる.
 = 1n1 + j   2n2jm = 2n2   j   1n1jm; (5.14)
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η1n1
η2n2
β
|β − η2n2|m
− |β − η1n1|m
図 5.2: 最適なベクトル 
ここで, 次のように定義されたベクトルmを導入した.
m  1n1   2n2j1n1   2n2j : (5.15)
さらに, (5.12), (5.13)式を用いると, ベクトル は次のように書き換えられる.
 =
1
2

1 +
1   2
j1n1   2n2j

n1 +
2
2

1  1   2j1n1   2n2j

n2: (5.16)
そして, dminは次のように与えられる.
dmin =  =
1
2
(1 + j1n1   2n2j) : (5.17)
もし, 1 = 2 = 1=2であるならば, (5.16)式で与えられたベクトル の終点はベクト
ル 1n1, 2n2それぞれの終点を結ぶ直線の中点にあることは明らかである. この事実
は次節の 3つの純粋状態の場合の解法に対して, 重要なヒントを与える.
(5.5)式で与えられた実現可能条件はPOVM要素E1, E2が次のような形式で与えら
れることを意味する.
E1 = C1jm ihm j; E2 = C2j  m ih m j;
ここで, ベクトルmは (5.15)式で定義された単位ベクトルである. (5.2a), (5.2b)式を
満たすように係数C1, C2を決定する. まず, (5.2b)式で与えられる POVMの完全性関
係から, 係数C1, C2に対して次のような関係が成り立つ.
1
2
(C1 + C2) = 1; (5.18)
C1m  C2m = 0: (5.19)
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この 2つの関係式から, C1 = C2 = 1であることは明らかである. さらに, C1; C2 > 0で
あることから, (5.2a)式も満たされる.
したがって, (5.17)式を達成する最適なPOVM要素E1, E2は次のように与えられる.
E1 =
1
2

1 +
1n1   2n2
j1n1   2n2j

; E2 =
1
2

1  1n1   2n2j1n1   2n2j

: (5.20)
以上から, (5.17)式で与えられた上限を達成するPOVMが構成され, 最大識別成功確
率 pmaxは次のように与えられる.
pmax =
1
2
(1 + j1n1   2n2j) : (5.21)
この最大識別成功確率は 3.1節でも得られた 2つの純粋状態のminimum-error discrim-
inationのよく知られた結果を再現している.
5.3 生起確率が等しいqubitの3つの純粋状態の場合
今節では, 生起確率 1 = 2 = 3 = 1=3を持つ qubitの 3つの純粋状態 i = ji ihi j
の場合を考える. このとき, 双対問題の課題は
d = tr [Y ] ; (5.22a)
を次のような条件の下で最小化することである.
Y  1
3
1; (5.22b)
Y  1
3
2; (5.22c)
Y  1
3
3: (5.22d)
今, 識別される状態は qubitであることから, 状態 iやその他の演算子に対して Bloch
ベクトル表示を用いると便利である.
i =
1 + ni  
2
(i = 1; 2; 3):
さらに, Y は 2 2Hermite演算子であることから, 次のように与えられる.
Y =
 +   
2
:
また, (5.22b), (5.22c), (5.22d)式で与えられた条件は次のように定義される
Y1  1
2

  1
3
+

   1
3
n1

 

;
Y2  1
2

  1
3
+

   1
3
n2

 

;
Y3  1
2

  1
3
+

   1
3
n3

 

;
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が半正定値性を持つことを意味する. それゆえ, Y1, Y2, Y3それぞれの小さい方の固有
値は正でなければならない.
したがって, 双対問題はBlochベクトル表示を用いて, 次のように書き換えられる.
minimize :
d = ; (5.23a)
subject to :
  1
3
+
   13n1
 ; (5.23b)
  1
3
+
   13n2
 ; (5.23c)
  1
3
+
   13n3
 : (5.23d)
生起確率が等しい 2つの純粋状態の場合, 最適なベクトル の終点は 2つのベクトル
n1=2, n2=2それぞれの終点を結ぶ直線の中点であった. この事実は最適なベクトル 
の終点が生起確率が等しい qubitの 3つの純粋状態の場合では, 三角形をなす 3つのベ
クトルn1=3, n2=3, n3=3それぞれの終点から等距離にある三角形の外心であることを
予期させる. それゆえ, 今後, 最適なベクトル の終点は三角形の終点であることを仮
定して議論する.
(a) (b) (c)
図 5.3: 三角形と外心の位置
図 5.3のように, 三角形の形状によって外心の位置は変化する. そこで, 2つの場合が
考えられる. 1つは外心が外周上を含む三角形の内部に存在する場合である. もう 1つ
は外心が三角形の外部に存在する場合である. 次の小小節では, 外心が外周上を含む三
角形の内部に存在する場合, 外心が三角形の外部に存在する場合それぞれについて, 詳
しく分析し, 最大識別成功確率とそれを達成する POVMを構成する.
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5.3.1 外心が外周上を含む三角形の内部に存在する場合
外心が外周上を含む三角形の内部に存在するための条件として, 3つのベクトルn1=3,
n2=3, n3=3それぞれの終点がなす三角形が鋭角三角形または直角三角形でなければな
らない. つまり, 次のような条件を満たす場合である.
(n3   n1)  (n2   n1)  0; (5.24a)
(n1   n2)  (n3   n2)  0; (5.24b)
(n2   n3)  (n1   n3)  0: (5.24c)
まず, 最適なベクトル の終点が外心に存在することを示す. 図 5.4のように, 三角
形の各頂点を中心とし, 外心と各頂点との距離を半径とする 3つの円があったとする.
ただし, この 3つの円は外心でのみ交わる. 今, 外心と三角形の各頂点との距離よりも
各頂点との距離がすべて小さくなるような点が存在すれば, その点がより小さい上限 d
を与えることは明らかである. しかしながら, 図 5.4を見れば, そのような点は存在し
ないことが直観的にわかる. それゆえ, 最適なベクトルの終点は外心に存在すること
がわかる.
図 5.4: 外心と三角形の各頂点との距離を半径とする 3つの円
それは次のようにしてより厳密に証明される. 外心と三角形の各頂点との距離より
も各頂点との距離がすべて小さくなるような外心から(6= 0)だけずらした点が存在
するとする. そのとき, 図 5.5のように, 外心を終点とするベクトルをとすると, 外心
から(6= 0)だけずらした点を終点とするベクトル 0は次のように与えられる.
0 =  +:
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β′
β
∆β
1
3
n1
1
3
n3
1
3
n2
図 5.5: ベクトル の終点からだけずらしたベクトル 0の終点 (1)
仮定から, ベクトル と三角形の各頂点との距離とベクトル 0と三角形の各頂点と
の距離には次のような関係が成り立つ.   13n1
 > 0   13n1
 ;   13n2
 > 0   13n2
 ;   13n3
 > 0   13n3
 :
さらに, この不等式は次のように書き換えられることは明らかである.   13n1
 >    13n1 +
 ;   13n2
 >    13n2 +
 ;   13n3
 >    13n3 +
 :
今, 任意のベクトルa, bに対して Schwarzの不等式を適用すると, 次のような関係が成
り立つ.
ja+ bj  jbj+ a  bjbj : (5.25)
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(5.25)式を先ほどの不等式に対して適用すると, 次のような不等式が与えられる.
0 >

   1
3
n1

;
0 >

   1
3
n2

;
0 >

   1
3
n3

:
この不等式に対して, それぞれ任意の実数 x, y, zを掛けて和をとると, 次のような不等
式が得られる.
0 >
h
(x+ y + z)  

x
n1
3
+ y
n2
3
+ z
n3
3
i
: (5.26)
一般に, ベクトルの終点が外周上を含む三角形の内部にある場合, ベクトルは次の
ような形式で与えられる.
 = x
n1
3
+ y
n2
3
+ z
n3
3
;
ここで, x, y, zは x  0, y  0, z  0であり, x+ y + z = 1を満たす実数である. それ
ゆえ, (5.26)式で与えられる不等式は次のように書き換えられる.
0 > 0 : (5.27)
この不等式は明らかに矛盾している. それゆえ, 最初の仮定である外心と三角形の各頂
点との距離よりも各頂点との距離がすべて小さくなるような外心から( 6= 0)だけず
らした点が存在するということが矛盾していることになる. したがって, 最適なベクト
ル の終点は外心に存在することが示された.
今, 最適なベクトル の終点は外心であることから, 付録Bを参照すると, ベクトル
は次のように与えられることがわかる.
 =   1
24S2
 jaj2 b  cn1 +  jbj2 c  an2 +  jcj2 a  bn3 ; (5.28)
ここで, 3つのベクトル a, b, cは Blochベクトル n1, n2, n3を用いて次のように定義
される.
a  1
3
(n3   n2) ; b  1
3
(n1   n3) ; c  1
3
(n2   n1) : (5.29)
また, (5.24)式で与えられた 3つのベクトルn1=3, n2=3, n3=3それぞれの終点がなす三
角形が鋭角三角形または直角三角形である条件から, 次のような関係が得られる.
a  b < 0; b  c < 0; c  a < 0: (5.30)
それゆえ, (5.28)式で与えられた最適なベクトルのBlochベクトルn1, n2, n3の係数
は全体で正であることに注意しなければならない.
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さらに, 三角形の各頂点との距離は外接円の半径Rを用いて, 次のように表すことが
できる.    13n1
 =    13n2
 =    13n3
 = R; (5.31)
ここで, 付録Bを参照すると, 外接円の半径Rは次のように与えられる.
R =
jaj jbj jcj
4S
: (5.32)
したがって, 上限 dの最小値は次のように与えられる.
dmin =  =
1
3
+R: (5.33)
(5.33)式で与えられる上限 dを達成するPOVMを構成する. (5.5)式で与えられた実
現可能条件は POVM要素Eiが次のような形式で与えられることを意味する.
Ei = Ci
1 mi  
2
(i = 1; 2; 3);
ここで, ベクトルmiは次のように定義された単位ベクトルである.
mi  1
R

   1
3
ni

(i = 1; 2; 3):
ただし, ベクトル は (5.28)式で与えられる.
問題は (5.2a), (5.2b)式を満たすように係数Ciを決定することである. (5.2b)式で与
えられる POVMの完全性関係から, 係数Ciに対して次のような関係が成り立つ.
1
2
(C1 + C2 + C3) = 1; (5.34)
C1m1 + C2m2 + C3m3 = 0: (5.35)
(5.35)式で, 3つのベクトルm1, m2, m3はBlochベクトルn1, n2, n3を用いて表すこ
とができる. それゆえ, (5.34), (5.35)式から次のような関係が得られる.
 =
1
6
(C1n1 + C2n2 + C3n3) : (5.36)
今, ベクトル は (5.28)式で与えられる. したがって, 係数比較することで, 係数Ciは
それぞれ次のように与えられる.
C1 =   1
4S2
 jaj2 b  c ; C2 =   1
4S2
 jbj2 c  a ; C3 =   1
4S2
 jcj2 a  b ;
ここで, (5.30)式で与えられた関係から, 係数C1, C2, C3は全体として正であることが
わかる. それゆえ, (5.2a)式を満たすことは明らかである.
以上から, (5.33)式で与えられる上限を達成するPOVMが構成できた. そして, 最大
識別成功確率は次のように与えられる.
pmax =
1
3
+R: (5.37)
ただし, Rは 3つのベクトル n1=3, n2=3, n3=3それぞれの終点がなす三角形の外接円
の半径である.
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5.3.2 外心が三角形の外部に存在する場合
外心が三角形の外部に存在する場合, 3つのベクトルn1=3, n2=3, n3=3それぞれの終
点がなす三角形は鈍角三角形である. すなわち, それは次のような 3つの条件のうち,
どれか 1つを満たす場合である.
(n3   n1)  (n2   n1) < 0; (5.38a)
(n1   n2)  (n3   n2) < 0; (5.38b)
(n2   n3)  (n1   n3) < 0: (5.38c)
今, (5.38a)式が満たされる場合を考えるとする. 外心が外周上を含む三角形の内部
に存在する場合, ベクトル の終点が外心にある場合が最適であった. しかしながら,
外心が三角形の外部に存在する場合, 必ずしも, ベクトルの終点が外心にある場合が
最適であるとは言えない. それは次のようにして示すことができる.
β
O
1
3
n1
1
3
n3
1
3
n2
図 5.6: 外心から一番近い三角形の辺への垂線との交点
図 5.6のように, 外心から一番近い三角形の辺に対して垂線を下ろし, その交点を終
点としたベクトルを とする. また, その交点はその辺を 2等分する中点である. これ
は外心が各辺の垂直二等分線の交点であることからも明らかである. それゆえ, ベクト
ル は次のように与えられる.
 =
1
6
(n2 + n3) : (5.39)
図 5.6からもわかるように, このベクトルの終点と三角形の各頂点との距離は外心と
三角形の各頂点との距離よりも明らかに小さい. それゆえ, (5.39)式で与えられたベク
トルの方がより小さい上限 dを与えることがわかる. また, ベクトルと三角形の各
頂点との距離には次のような関係が成り立つことに注意しなければならない.   13n2
 =    13n3
 >    13n1
 : (5.40)
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次に, (5.39)式で与えられたベクトルが最適であることを示す. ベクトルの終点
と三角形の各頂点との距離よりも各頂点との距離がすべて小さくなるような点が存在
するとする. そして, その点を終点とするベクトルを0とすると, ベクトル0は図 5.7
のようにベクトルの終点から(6= 0)だけずらした点が終点であるベクトルで与え
られるとする.
0 =  +:
β
O
β′
1
3
n1
1
3
n3
1
3
n2
∆β
図 5.7: ベクトル の終点からだけずらしたベクトル 0の終点 (2)
仮定から, ベクトル と三角形の各頂点との距離とベクトル 0と三角形の各頂点と
の距離には次のような関係が成り立つはずである.   13n1
 > 0   13n1
 ;   13n2
 > 0   13n2
 ;   13n3
 > 0   13n3
 :
しかしながら, この関係は外心が外周上を含む三角形の内部に存在する場合と同様の議
論で矛盾することがわかる. それゆえ, 最初の仮定であるベクトルの終点と三角形の
各頂点との距離よりも各頂点との距離がすべて小さくなるような点が存在するという
ことが矛盾していることになる. したがって, 最適なベクトルは (5.39)式で与えられ
ることが示せた.
今, 最適なベクトル は (5.39)式で与えられることと (5.40)式で与えられた関係か
ら, 上限 dの最小値は次のように与えられる.
dmin =  =
1
3

1 +
jn2   n3j
2

: (5.41)
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(5.33)式で与えられる上限 dを達成する POVMを構成する. 今, 考えている (5.38a)
式を満たす場合では, 与えられた状態が 1であると同定することを意味するPOVM要
素E1はE1 = 0で与えられる. それは次のように示される. まず, POVM要素E1に対
する実現可能条件はE1Y1 = 0に書き換えられ, Y1は次のように与えられる.
Y1 =
1
12
[jn2   n3j   (2n1   n2   n3)  ] :
この Y1の固有値は簡単に得られ, 得られた 2つの固有値がゼロではないことがわかる.
それゆえ, rank(Y1) = 2であることは明らかである. これはPOVM要素E1のランクが
0であることを意味する. したがって, E1 = 0が与えられる.
さらに, POVM要素E2, E3は (5.5)式で与えられた実現可能条件から, それぞれ次の
ような形式で与えられる.
E2 = C2
1 +m  
2
; E3 = C3
1 m  
2
;
ここで, ベクトルmは次のように定義された単位ベクトルである.
m  n2   n3jn2   n3j :
(5.2a), (5.2b)式を満たすように係数C2, C3を決定する. (5.2b)式で与えられる完全
性関係から, C2, C3に対する次のような 2つの関係が得られる.
1
2
(C2 + C3) = 1; (5.42)
C2m  C3m = 0: (5.43)
この 2つの関係式から, C2 = C3 = 1であることは明らかである. さらに, C2 > 0,
C3 > 0であることから, (5.2a)式も満たされる.
以上から, (5.33)式で与えられる上限 dを達成するPOVMが構成できた. そして, 最
大識別成功確率は次のように与えられる.
pmax =
1
3

1 +
jn2   n3j
2

: (5.44)
上の結果は (5.38a)式を満たす場合を仮定して得られた. (5.38b)式を満たす場合, (5.38c)
式を満たす場合を仮定しても, 同様の議論で最大識別成功確率が得られる.
5.3.3 例
次のようなBlochベクトルn1, n2, n3で定義される状態の集合を考える.
n1 =
0B@ 10
0
1CA ; n2 =
0B@ cos'2sin'2
0
1CA ; n3 =
0B@ cos'3 sin 3sin'3 sin 3
cos 3
1CA :
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1つめの例として, 図 5.8では, それぞれ'2 = =3, '3 = =6に固定した場合の tr [Ei]
と最大識別成功確率 pmaxを 3の関数として表示している. 3を 0から 2まで変化さ
せていくと, 最適な解のタイプが変化する. この例では, 3つのベクトルn1, n2, n3の終
点がなす三角形は常に二等辺三角形であるが, 3が大きくなるにつれて, 三角形が徐々
につぶれていき, 3 = 1:1(rad)付近でベクトルn3周りのなす角が鋭角から鈍角になり,
最適な解のタイプが変化する. そのとき, tr [Ei]のプロットを見ても明らかなように,
POVM要素E3は 0となってしまう. これは与えられた状態が 3であるという推定を
しない方が最適であることを意味する. さらに, 3が大きくなると, 次は, 3 = 2:1(rad)
付近でベクトルn3周りのなす角が鈍角から鋭角になり, 最適な解のタイプも元に戻る.
また, 最大識別成功確率 pmaxは 3 = 4:7(rad)付近で最大値 2/3となる. そのとき, 3
つのベクトル n1, n2, n3は同一平面上にあり, 外接円の半径Rがちょうど 3つのベク
トルの長さ 1/3と一致する. さらに, 3が 1.1(rad)付近から 2.1(rad)付近までの範囲に
あるとき, 最大識別成功確率 pmaxは一定である. それは 3つのベクトルn1, n2, n3の終
点がなす三角形は鈍角三角形であり, (5.38c)式を満たす場合である. このような場合,
最大識別成功確率 pmaxは次のように与えられる.
pmax =
1
3

1 +
jn1   n2j
2

=
1
3

1 +
1
2
q
(1  cos'2)2 + (  sin'2)2

=
1
3
 
1 +
r
1  cos'2
2
!
:
pmaxが 3に依らないことは明らかである. さらに, これはベクトル n1とベクトル n2
間の距離が 3に依らず, 一定であることも意味する. したがって, pmaxはこの範囲では
一定である.
2つめの例として, 図 5.9では, それぞれ '2 = =6, '3 = =3に固定した場合の
tr [Ei]と最大識別成功確率 pmaxを 3の関数としてプロットしたものである. この例に
おいても, 3を 0から 2まで変化させていくと, 最適な解のタイプが変化する. まず,
3 = 0:3(rad)付近でベクトルn2周りのなす角が鋭角から鈍角になり, 最適な解のタイ
プが変化する. そのとき, (5.38b)式を満たし, POVM要素E2は 0となる. これは与え
られた状態が 2であると推定しないことを意味する. また, 3 = 2:7(rad)付近で 3つ
の POVM要素E1, E2, E3が 0でない解のタイプに変化する. さらに, 3を大きくする
と, 今度は 3 = 3:6(rad)付近でベクトルn1周りのなす角が鋭角から鈍角になる. すな
わち, (5.38a)式を満たす場合である. そのとき, POVM要素E1は 0となるような解の
タイプに変化する. そして, 3 = 5:9(rad)付近で 3つの POVM要素E1, E2, E3が 0で
ない解のタイプに戻る.
また, この例では, 1つめの例とは違い, 最大識別成功確率 pmaxが一定となるような
範囲はない. それはこの例では先ほどの例とは違い, 最大識別成功確率 pmaxは常に 3
によって変化するからである. それゆえ, 最大識別成功確率 pmaxに関係するベクトル
n1とベクトルn3間の距離もベクトルn2とベクトルn3間の距離も 3によって変化す
ることがわかる.
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図 5.8: 3に対する tr [Ei](上部)と最大識別成功確率 pmax(下部) (1)
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図 5.9: 3に対する tr [Ei](上部)と最大識別成功確率 pmax(下部) (2)
51
5.4 一般の生起確率を持つqubitの3つの純粋状態の場合
本節では,一般の生起確率iを持つqubitの3つの純粋状態i = ji ihi jのminimum-
error discriminationを考える. しかしながら, この場合では, まだ完全に解析解が得ら
れていない. それゆえ, 現在までにわかっていることを以下にまとめる.
Blochベクトル表示を用いて, 双対問題は次のように書き換えられる.
minimize :
d = ; (5.45a)
subject to :
  1 + j   1n1j ; (5.45b)
  2 + j   2n2j ; (5.45c)
  3 + j   3n3j : (5.45d)
一般の生起確率を持つ 2つの純粋状態の場合, 最適なベクトル の終点はベクトル
1n1, 2n2それぞれの終点を結ぶ直線上にあった. また, 生起確率が等しい qubitの 3
つの純粋状態の場合, 最適なベクトル の終点はベクトルn1=3, n2=3, n3=3それぞれ
の終点がなす三角形上にあった. それゆえ, 一般の生起確率を持つ qubitの 3つの純粋
状態の場合でも同様に, 最適なベクトルの終点は 3つのベクトル 1n1, 2n2, 3n3そ
れぞれの終点がなす三角形上に存在すると考えられる. この仮定が正しいことは次の
ようにして示すことができる.
η1n1
η2n2
η3n3
β
β′
S˜
図 5.10: 最適なベクトル (1)
まず, 最適なベクトルの終点は 3つのベクトル 1n1, 2n2, 3n3それぞれの終点が
なす三角形を含む平面上にあることを示す. 3つのベクトル 1n1, 2n2, 3n3それぞれ
の終点がなす三角形を含む平面を ~Sとし, ベクトル の終点はその平面 ~S上にはない
とする. 図 5.10のようにベクトル の終点から平面 ~Sに対して垂線を下ろし, その垂
52
線と平面 ~Sの交点が終点であるベクトル0があったとする. 今, ベクトル, 0それぞ
れの終点と三角形の頂点との距離に注目すると, 次のような関係が成り立つことは明ら
かである.
j   1n1j > j0   1n1j ;
j   2n2j > j0   2n2j ;
j   3n3j > j0   3n3j :
この関係はベクトルよりもベクトル0の方がより小さい dを与えることを意味する.
それゆえ, 最適な の終点は平面 ~S上にあることがわかる.
η1n1
η2n2
η3n3
β
β′
S˜
図 5.11: 最適なベクトル (2)
次に, 最適なベクトルの終点は 3つのベクトル 1n1, 2n2, 3n3それぞれの終点が
なす三角形上にあることを示す. ベクトルの終点は平面 ~S上にはあるが, 3つのベク
トル 1n1, 2n2, 3n3それぞれの終点がなす三角形上にはないとする. 図 5.11は平面
~Sを真上から見た図であるが, この図のようにベクトル の終点から一番近い三角形
の辺に対して垂線を下ろし, その辺との交点が終点であるベクトル0があったとする.
そのとき, ベクトル , 0それぞれの終点と三角形の頂点との距離に注目すると, 次の
ような関係が成り立つ.
j   1n1j > j0   1n1j ;
j   2n2j > j0   2n2j ;
j   3n3j > j0   3n3j :
この関係はベクトルよりもベクトル0の方がより小さい dを与えることを意味する.
それゆえ, 最適なベクトルの終点は三角形上にあることがわかる. ただし, 図 5.12の
ように,一番近い三角形の辺に対して垂線が下ろせない場合がある. このような場合,上
での議論と同様にして, 三角形の頂点にベクトル の終点をとればよいことがわかる.
以上から, 最適なベクトルの終点は 3つのベクトル 1n1, 2n2, 3n3それぞれの終
点がなす三角形上に存在することが示された.
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図 5.12: 一番近い辺に対して垂線が下ろせない領域
等しい生起確率を持つ qubitの 3つの純粋状態の場合,識別される状態の 3つのBloch
ベクトル 1n1, 2n2, 3n3の終点がなす三角形の外心にベクトル の終点が存在する
とき, 最適であった. それゆえ, 一般の生起確率を持つ qubitの 3つの純粋状態の場合で
は, (5.45b), (5.45c), (5.45d)式で与えられた不等式において, 等号が成り立つ場合を仮
定する.
 = 1 + j   1n1j = 2 + j   2n2j = 3 + j   3n3j : (5.46)
また, 最適なの終点が 3つのBlochベクトル 1n1, 2n2, 3n3の終点がなす三角形上
にあることはわかっている. もし, (5.46)式を満たすの終点が三角形上に存在するな
らば, その は最適であると言える. それは次のようにして示すことができる.
今, (5.46)式を満たすベクトルの終点が 3つのベクトル 1n1, 2n2, 3n3の終点が
なす三角形上に存在するとする. その の終点からだけずらした点を終点とする
ベクトル0を定義する. もし, 0が最適であるならば, 次のような 3つの不等式を同時
に満たすはずである.
1 + j   1n1j > 1 + j0   1n1j ;
2 + j   2n2j > 2 + j0   2n2j ;
3 + j   3n3j > 3 + j0   3n3j :
しかしながら, そのような 0は存在しない. そして, それは 5.3.1節の議論と同様にし
て証明される. まず, 3つの不等式は次のように書き換えられる.
j   1n1j > j   1n1 +j ;
j   2n2j > j   2n2 +j ;
j   3n3j > j   3n3 +j :
これら 3つの不等式に対して, (5.25)式で与えられた不等式を適用すると, 次のような
不等式が得られる.
0 > (   1n1) ;
0 > (   2n2) ;
0 > (   3n3) :
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これら 3つの不等式にそれぞれ任意の実数 x, y, zを掛けて和をとると, 次のような不
等式が得られる.
0 > [(x+ y + z)   (x1n1 + y2n2 + z3n3)] :
今, ベクトルの終点が 3つのベクトル 1n1, 2n2, 3n3の終点がなす三角形上に存在
することから, は次のように与えられる.
 = x1n1 + y2n2 + z3n3;
ここで, x, y, zは x  0, y  0, z  0であり, x+ y + z = 1を満たす実数である. した
がって, 上の不等式は次のような不等式に書き換えられる.
0 > 0 :
この不等式は明らかに矛盾している. つまり, 最初の 3つの不等式を同時に満たすよう
なベクトル0は存在しないことが証明された. したがって, (5.46)式を満たすベクトル
の終点が 3つのベクトル 1n1, 2n2, 3n3の終点がなす三角形上に存在するならば,
その が最適であることが示せた.
以上から, (5.46)式を満たすようなベクトル を決定する. まず, (5.46)式から次の
ような 3つの関係式が得られる.
1 + j   1n1j = 2 + j   2n2j ;
2 + j   2n2j = 3 + j   3n3j ;
3 + j   3n3j = 1 + j   1n1j :
これらの 3式の両辺を 2乗して整理すると, それぞれ
1 (1 + j   1n1j)  2 (2 + j   2n2j)  (1n1   2n2)   = 0;
2 (2 + j   2n2j)  3 (3 + j   3n3j)  (2n2   3n3)   = 0;
3 (3 + j   3n3j)  1 (1 + j   1n1j)  (3n3   1n1)   = 0;
となる. さらに, (5.46)式を用いると, これらの 3式は次のように書き換えられる.
(1   2) + c   = 0; (5.47)
(2   3) + a   = 0; (5.48)
(3   1) + b   = 0; (5.49)
ここで, 次のように定義された 3つのベクトル a, b, cを導入した.
a  3n3   2n2; (5.50)
b  1n1   3n3; (5.51)
c  2n2   1n1: (5.52)
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ただし, (5.47), (5.48), (5.49)式で与えられる 3つの関係式のうちの 1つの式はその他
の 2式から導出することができる. つまり, これら 3つの関係式のうち, 2つの関係式を
満たせば, 残り 1つの関係式も自動的に満たされる.
今, ベクトルの終点は 3つのベクトル 1n1, 2n2, 3n3それぞれの終点がなす三角
形上に存在することから, ベクトル は次のように与えられる.
 = s1n1 + t2n2 + u3n3;
ここで, s, t, uは s  0, t  0, u  0であり, s+ t+ u = 1を満たす実数である. また,
s+ t+ u = 1を満たすことから, ベクトル は次のように書き換えることができる.
 = 1n1 + tc  ub:
このベクトル を (5.47), (5.49)式それぞれに代入すると, 次のような t, uに関する連
立方程式が得られる.
jcj2 t  (b  c)u = (2   1)  1n1  c;
(b  c) t  jbj2 u = (1   3)  1n1  b:
この連立方程式を解くことで, t, uは次のように与えられる.
t =

 (1a+ 2b+ 3c)  [(1n1  c) b  (1n1  b) c]
jbj2 jcj2   (b  c)2

 b;
u =

 (1a+ 2b+ 3c)  [(1n1  c) b  (1n1  b) c]
jbj2 jcj2   (b  c)2

 c:
これらの t, uは (5.50), (5.51), (5.52)式やa+ b+ c = 0であることを用いて, 次のよう
に書き換えることができる.
t =
4S2 +  (1a+ 2b+ 3c)  b  [(2n2  a) c  (2n2  c)a]  b
4S2
;
u =
4S2 +  (1a+ 2b+ 3c)  c  [(3n3  b)a  (3n3  a) b]  c
4S2
;
ここで, Sは 3つのベクトル 1n1, 2n2, 3n3の終点がなす三角形の面積である. また,
jbj2 jcj2   (b  c)2 = 4S2となることは付録Bを参照した. さらに, s+ t+ u = 1を満た
すことから, sは次のように与えられる.
s = 1  t  u
=
4S2 +  (1a+ 2b+ 3c)  a  [(1n1  c) b  (1n1  b) c]  a
4S2
:
今, sのすべての項をベクトル a, b, cで書くために, 1n1  cと 1n1  bに対して, 次の
ような操作を行う.
1n1  c =

2n2 + 1n1
2
  2n2   1n1
2

 c
=
1
2
 
22   21   jcj2

; (5.53a)
1n1  b =

1n1 + 3n3
2
+
1n1   3n3
2

 b
=
1
2
 
21   23   jbj2

: (5.53b)
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tの 2n2  aと 2n2  c, uの 3n3  bと 3n3  aに対しても同様の操作を行うと, s, t, u
はそれぞれ次のように書き換えられる.
s =
8S2 + 2 (1a+ 2b+ 3c)  a  (21a+ 22b+ 23c)  a+ jbj2 (c  a) + jcj2 (a  b)
8S2
;
t =
8S2 + 2 (1a+ 2b+ 3c)  b  (21a+ 22b+ 23c)  b+ jaj2 (b  c) + jcj2 (a  b)
8S2
;
u =
8S2 + 2 (1a+ 2b+ 3c)  c  (21a+ 22b+ 23c)  c+ jaj2 (b  c) + jbj2 (c  a)
8S2
:
また, s+ t+ u = 1は次のような恒等式が成り立つことを意味する.
  1
8S2
jaj2 (b  c) + jbj2 (c  a) + jcj2 (a  b) = 1: (5.54)
この恒等式を用いて, s, t, uはそれぞれ次のように書き換えられる.
s =
2 (D  a)  D0  a+ jaj2 (b  c)
8S2
; (5.55)
t =
2 (D  b)  D0  b+ jbj2 (c  a)
8S2
; (5.56)
u =
2 (D  c)  D0  c+ jcj2 (a  b)
8S2
; (5.57)
ここで, D, D0は次のように定義される.
D  1a+ 2b+ 3c; (5.58)
D0  21a+ 22b+ 23c: (5.59)
上限 dが最小となるを決定する. そして, それは次のような方法でなされる. (5.46)
式から, 次のような についての方程式が得られる.
  1 = j   1n1j :
この方程式を両辺 2乗すると
2   21  21 = t  c  u  b  t (1n1  c) + u (1n1  b) ;
となる. ここで, 方程式の右辺は j   1n1j2 = (   1n1)  (tc  ub)として, 計算し
た. さらに, この方程式は (5.47), (5.49), (5.53), (5.56), (5.57)式を用いると, 次のよう
な についての 2次方程式に書き換えられる.
k2   l +m = 0;
ここで, 係数 k, l, mは次のように与えられる.
k = jDj2   4S2;
l = D D0 + 1 jaj2 (b  c) + 2 jbj2 (c  a) + 3 jcj2 (a  b) ;
m =
1
4
n
jD0j2 + jaj2 jbj2 jcj2 + 2 21 jaj2 (b  c) + 22 jbj2 (c  a) + 23 jcj2 (a  b)o :
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したがって, 2次方程式の解の公式を用いると, は次のように得られる.
 =
l pl2   4km
2k
: (5.60)
問題は判別式 l2   4kmが正かどうかである. もし, 判別式が負であるならば, 2つの虚
数根を持つことになり, この解は不適であることは明らかである. つまり, (5.46)式で
与えられた最初の仮定が間違っていたことになる. 一方で, 判別式が正であるならば,
得られた 2つの実数根のうち, どちらが適するのかをチェックする必要がある.
しかしながら, 今のところ, 判別式はまだ計算できていない. 現在も継続して解析を
行っているが, 計算が複雑で完全に解析解を得るに至っていない.
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第6章 3つの純粋状態のunambiguous
discrimination
お互いの内積が実数である 3つの一般の純粋状態の unambiguous discriminationに
対して, 完全な解は閉じた解析的な形式で与えられる. この目的のために, まず, n個の
線形独立な純粋状態の unambiguous discriminationでのいくつかの一般的な結果を証
明する. また, 解の一意性についても証明する. さらに, 問題が (n   1)-state problem
に変換される条件を明確にする. お互いの内積が実数である 3つの純粋状態に対する解
を与えたあと, この方法を内積が複素数の場合に拡張する. そして, 解析解が得られた
内積が複素数である 3つの純粋状態の集合について, 紹介する.
6.1 一般論
6.1.1 問題の定式化
状態は生起確率 iを持つ n個の既知の純粋状態 ji iの集合から与えられたとする.
また, n個の状態は線形独立であることと生起確率 iは 0でないことも仮定する. 課
題は与えられた状態が n個の状態の集合の中の 1つであると明快に同定することであ
る. すなわち, 間違った同定は許されないが, 結論の出ない結果 ("わからない")は許容
される.
測定はPOVMによって記述され, n+ 1個の要素 fE1; E2;    ; En; E0gから構成され
る. そして, それぞれの要素は状態 ji iによって張られた n次元空間 V 上の半正定値
演算子である. 測定結果が i (i = 1;    ; n)であるとき, 与えられた状態は ji iである
と同定される. 要素E0は結論の出ない結果に対応する. そして, POVMは次のような
完全性関係を満たす.
E0 +
nX
i=1
Ei = IV : (6.1)
Unambiguous discriminationでは, 識別に間違いは許されない. それゆえ, 与えられた
状態が jj iかつ測定結果 iを得る確率は 0でなければならない.
hj jEijj i = 0 (i 6= j): (6.2)
そして, それは半正定値演算子Eiの台集合が状態 fjj igj(6=i)によって張られる n   1
次元部分空間と直交する補集合の 1次元部分空間であることを要請する. したがって,
POVM要素Eiは次のような形式をとらなければならない [24].
Ei = xij ~i ih ~i j; (6.3)
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ここで, xiは非負の定数である. そして, j ~i iは j 6= iに関してどんな状態 jj iとも直
交する状態である. 便宜のために, 状態 j ~i iを次のように規格化する.
h ~i jj i = ij: (6.4)
状態 ji iは線形独立であることから, 状態 j ~i iは次のように一意的に与えられる.
j ~i i =
nX
j=1
(N 1)jijj i; (6.5)
ここで, N は次のように定義されるGram行列である.
Nij  hi jj i:
もし, 与えられた状態が ji iならば, 係数 xiは与えられた状態がうまく同定されるこ
とを表す条件付き確率である. 識別成功確率 pは xiを用いて, 次のように与えられる.
p =
nX
i=1
ihi jEiji i =
nX
i=1
ixi: (6.6)
今, POVM要素 E0 の半正定値性が係数 xi に対して課される条件について調べる.
(6.1)式で与えられた完全性関係によって, E0の半正定値性は次のように表すことがで
きる.
IV  
nX
i=1
xij ~i ih ~i j  0: (6.7)
状態 ji iは線形独立であることから, この条件は次のように定義される n n行列M
の半正定値性と等価である.
Mij = hi j
 
IV  
nX
k=1
xkj ~k ih ~k j
!
jj i
= Nij   xiij: (6.8)
したがって, 集合 fi; ji igni=1 の unambiguous discriminationは semidenite pro-
gramming (SDP)として定式化される. そして, この問題の課題は識別成功確率
p =
nX
i=1
ixi; (6.9a)
を次のような条件の下で最大化することである.
xi  0 (i = 1; 2;    ; n); (6.9b)
N  X  0; (6.9c)
ここで, X = diag(x1; x2;    ; xn)であり, 変数は xiである. 解 xiは一意的に決まり, 最
適な測定も一意的であることを示すことができる. 証明は後の 6.4節で述べる.
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6.1.2 Relaxed problemと状態の数の減少
Unambiguous discriminationの最適な戦略では, 与えられた状態が状態 ji iのいく
つかであると同定する確率が 0であることがある. つまり, (6.9)式で与えられた問題の
解で xiのいくつかは 0であると推測される. この事象が起こった場合をうまく扱うため
には, (6.9b)式で与えられた xi  0という条件を緩和した問題を考えると便利である.
この 2つの問題を見分けるために, 緩和された形式の問題を"relaxed n-state problem"
と呼び, (6.9)式で与えられた元の問題を単に"n-state problem"と呼ぶ.
Relaxed n-state problemでの課題は識別成功確率
pR =
nX
i=1
ix
R
i ; (6.10a)
を次のような条件の下で最大化することである.
N  XR  0; (6.10b)
ここで, XR = diag(xR1 ; xR2 ;    ; xRn )である. また, relaxed problemでの量を表すために
上付き文字Rを用いた.
この 2つの問題の解には重要な関係がある. xR = (xR1 ; xR2 ;    ; xRn )は relaxed n-state
problemの解であるとする. そのとき, 次のような性質があることを示すことができる.
(I) もし, すべての iに対して, xRi  0ならば, xRは n-state problemの解である.
(II) もし, 空集合でないある指数の集合 Sのうちの iに対して, xRi < 0ならば, n-state
problemの解は Sの少なくとも 1つの iに対して, xi = 0である要素を持っている.
性質 (I)が成り立つことは明らかである. 性質 (II)を示すために, 次のような 2つの解
の線形補間を考える.
x^() = (1  )x+ xR; 0    1; (6.11)
ここで, xは n-state problemの解であり, xRは relaxed n-state problemの解である.
x^()は (6.9c)式を満たすので, 次のような関係が成り立つ.
N   X^() = (1  ) (N  X) +   N  XR  0: (6.12)
また, x^()に対応する識別成功確率は次のように与えられる.
p^() = (1  ) pmax + pRmax; (6.13)
ここで, pmax は n-state problemの最大識別成功確率であり, pRmax は relaxed n-state
problemの最大識別成功確率である. ただし, 定義により, pR  pmaxであることに注
意しなければならない. このことから, p^()は 0    1に対して, pmaxよりも小さく
はない. これは, もし, x^()のすべての要素 x^i()が非負であるならば, x^()は n-state
problemの解であることを意味する.
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明らかに, x^i()は に関して連続である. また, すべての iに対して xi  0であるこ
と, そして, i 2 Sに対して xRi < 0である一方で, そうでなければ xRi  0であることは
わかっている. 図 6.1で見られるように, 中間値の定理を用いると, すべての kに対して
x^k(0)  0, そして, i 2 Sに対して x^i(0) = 0であるような 0  0 < 1が存在すること
に気づく. それゆえ, x^(0)は n-state problemの解である. さらに, n-state problemの
解は一意的であることから, 0 = 0であることが言える. したがって, n-state problem
の解は集合 Sの少なくとも 1つの iに対して xi = 0である要素を持っているという結
論を下すことができる.
0 1
κ
xˆ(κ)
κ0
xk
xj
xi
x
R
k
x
R
i
x
R
j
n-state problem relaxed n-state problem
図 6.1: n-state problemの解と relaxed n-state problemの解の線形補間.
次に, もし, relaxed n-state problemの解でいくつかの xRi が負であるならば, n-state
problemはある (n  1)-state problemに変換することができる. まず, 初めに, 1つの要
素だけが負である場合を仮定する. さらに, 一般性の損失なしに xRn < 0であり, その他
は 0でないと仮定することもできる. そのとき, 性質 (II)は n-state problemの解の要
素 xnが 0であることを示している. この解は元の n-state problemに対して xn = 0と
いう追加の条件を課すことで得ることができる. この追加の制限によって, (6.7)式は
IV  
n 1X
i=1
xij ~i ih ~i j  0; (6.14)
となる. また, 次のような 2つの n  1個の状態の集合を定義する.
j0i i 
Qji iphi jQji i (i = 1; 2;    ; n  1); (6.15)
j ~0i i 
p
hi jQji ij ~i i (i = 1; 2;    ; n  1); (6.16)
ここで, Qは次のように定義される n  1個の状態 fj ~i ign 1i=1 によって張られた (n  1)
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次元部分空間 V 0上の射影演算子である.
Q  IV   jn ihn j: (6.17)
h ~0i j0i i = ijという意味で 2つの状態の集合が相反であることは容易に証明するこ
とができる. さらに, (6.14)式は次のように表すこともできる.
IV 0  
n 1X
i=1
x0ij ~0i ih ~0i j  0; (6.18)
ここで, x0iは次のように定義される.
x0i 
xi
hi jQji i : (6.19)
変換された (n  1)-state problemの x0iが変数であることは簡単にわかる. したがって,
追加の制限 xn = 0を持つ n-state problemの識別成功確率は次のように書き直される.
p =
n 1X
i=1
ixi
=
 
n 1X
k=1
khk jQjk i
! 
n 1X
i=1
0ix
0
i
!
; (6.20)
ここで, 0iは次のように定義される.
0i 
ihi jQji iPn 1
k=1 khk jQjk i
: (6.21)
ただし, 0i > 0であり,
Pn 1
i=1 
0
i = 1であることに注意しなければならない. そして, 0i
は (n  1)-state problemでの生起確率である. (6.18), (6.20)式から, 追加の制限 xn = 0
を持つ n-state problemは集合 f0i; j0i ign 1i=1 に対する (n  1)-state problemと等価であ
ることに気づく. 以上から, 2つの問題の最大識別成功確率と変数 xiは次のように関係
付けられる.
p(n)max[fi; ji igni=1] =
 
n 1X
k=1
khk jQjk i
!
p(n 1)max [f0i; j0i ign 1i=1 ]; (6.22)
xi = hi jQji ix0i: (6.23)
しかしながら, xn = 0という制限が状態 jn iを完全に無視するという意味ではないこ
とを強調すべきである. これは (6.2)式が jn iを含むすべての状態に対して順守され
なければならないからである. 変換された (n  1)-state problemでの識別される状態は
fji ign 1i=1 ではなく fj0i ign 1i=1 である. そして, それはそれらの取り去られた jn i要素
を持つ正規化された状態である. (6.21)式から見られるように, 生起確率も hi jQji i
の因子によって修正されている.
今のところ, xRの 1つの要素だけ負であることを仮定した. もし, 1つより多くの
要素が負であるならば, どの xi (i 2 S)が n-state problemで無視されるかはわからな
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い. それゆえ, 集合 Sの iそれぞれに対して, それに対応する 0に固定された xiを持
つ (n   1)-state problemを解くことが必要とされる. そのとき, (6.22)式から, n-state
problemの最大識別成功確率の候補のいくつかを得るが, その中で最も大きい成功確率
が n-state problemの解であることは明らかである.
また, xRの負の要素の数が最大でも n  1個であることを示すことができる. これは
次のような方法で見ることができる. 状態 fji igni=1が線形独立であることから, Gram
行列Nは厳密に正定値である. これは十分に小さいが正である xRi の集合に対して条件
式N  XR  0が満たされることを意味し, 正の識別成功確率を導く. それゆえ, すべて
負である要素を持つ xRは relaxed n-state problemの解であるとすることはできない.
6.1.3 Relaxed problemの双対問題
まず, (6.10)式で定義された relaxed n-state problemを解く. もし, すべての xRi が非
負であるならば, それらは n-state problemの解を与える. 前節で示したように, もし,
xRi のいくつかが負であるならば, 問題はある (n   1)-state problemに変換される. こ
のようなとき, どのようにして relaxed n-state problemを解けばよいのだろうか. それ
には relaxed n-state problemの双対問題を考えると便利である.
双対問題での課題は次のように定義される
d  tr [Y N ] ; (6.24a)
を次のような条件の下で最小化することである.
Y  0; Yii = i; (6.24b)
ここで, 変数は n nHermite行列 Y である. 双対問題の最小値 dminが (6.10)式で定義
された relaxed n-state problemの最大値 pRmaxに対して, 上限を与えることは容易に示
される.
pRmax =
nX
i=1
ix
R
i =
nX
i=1
Yiix
R
i
= tr

Y XR

= tr

Y
 
N    N  XR
 tr [Y N ] = dmin; (6.25)
ここで, 最後の行の不等式は tr

Y
 
N  XR  0という関係から得られる. それゆえ,
次のように与えられる  
N  XRY = 0; (6.26)
と (6.10b), (6.24b)式で与えられた条件は dminと pRmaxが等しいための必要条件である.
次節では, n = 2とn = 3の場合について, (6.24)式で与えられる双対問題を解き,これら
の条件を満たすことを明確に検証する. SDPの一般定理によると [37], n-state problem
の解をこの方法で常に得られることが保証されている.
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双対問題での変数である行列 Y は (6.24b)式によって, 制約されている. 任意の半正
定値行列はあるベクトルの集合のGram行列で表すことができる. それゆえ, (6.24b)式
を満たすような Y は次のようにパラメータ化することができる.
Yij = h yi j yj i; (6.27)
ここで, j yi iはノルム jj yi ij = piを持つ任意のベクトルである. この便利なパラメー
タ化は次節でよく使われるので, 覚えておく.
6.2 互いの内積が実数である場合
(6.10)式で与えられた relaxed problemの解を得るために, (6.24)式で与えられた双
対問題を解く. もし, すべての xRi が非負であるならば, それらは (6.9)式で与えられた
緩和されていない元の主問題の解を与える. そうでなければ, 問題は n  1個の状態に
対する問題に変換される. この計画がどのように解かれるのかを実証するために, まず,
この計画によって 2つの純粋状態の問題を解く. これは次に議論する 3状態の問題に対
して有益な指針をもたらす.
6.2.1 2つの純粋状態の場合
双対問題の課題は
d = tr [Y N ] ; (6.28)
を次のような条件の下で最小化することである.
Y  0; Yii = i; (6.29)
ここで, Y は 2 2Hermite行列である. 状態 ji iの位相を変換することで, 互いの内積
が実数で負, つまり, h1 j2 i =  jh1 j2 ijであると仮定することができる. (6.27)式
で与えられたパラメータ化を用いて, dは次のように表すことができる.
d = 1  (h y1 j y2 i+ h y2 j y1 i) jh1 j2 ij : (6.30)
(6.30)式の第 2項に対して, 三角不等式と Schwarzの不等式を適用すると, 次のような
不等式が得られる.
jh y1 j y2 i+ h y2 j y1 ij  2 jh y1 j y2 ij
 2
p
h y1 j y1 i
p
h y2 j y2 i
= 2
p
12;
ここで, hi ji i = iであることを用いた. この不等式によって, 次のような dの最小
値が与えられる.
dmin = 1  2p12 jh1 j2 ij : (6.31)
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さらに, この最小値を達成するベクトル j yi iは次のような 1次元ベクトルである.
j y1 i = p1; j y2 i = p2:
したがって, Y は次のように与えられる.
Y =
 
1
p
12p
21 2
!
= y; (6.32)
ここで, は次のように定義される.
 
 p
1p
2
!
:
実現可能条件は (6.26)式によって与えられる. (6.26)式の Y に代入し, を右から掛
けると, 次のような方程式が得られる. 
N  XR = 0; (6.33)
ここで, y = 1であることを用いた. 行列表示を用いることによって, (6.33)式は次
のように表すことができる. 
1  xR1   jh1 j2 ij
  jh1 j2 ij 1  xR2
! p
1p
2
!
= 0:
この方程式から, xR1 , xR2 は次のように与えられることが直ちにわかる.
xR1 = 1 
r
2
1
jh1 j2 ij ;
xR2 = 1 
r
1
2
jh1 j2 ij :
さらに, xRi は (6.10b)式を満たさなければならない. つまり, N  XRの固有値は非
負でなければならない. N  XRの固有値方程式は次のように与えられる.


  jh1 j2 ijp
12

= 0:
そして, これは 2つの固有値が非負であることを明らかに示す. それゆえ, xRi は 2状態
の relaxed problemの解である.
したがって, もし, xRi がすべて非負ならば, それらは次のような 2状態の問題の最適
解を与える.
x1 = 1 
r
2
1
jh1 j2 ij ; (6.34)
x2 = 1 
r
1
2
jh1 j2 ij : (6.35)
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そして, 最大識別成功確率 pmaxは dminによって, 次のように与えられる.
pmax = 1  2p12 jh1 j2 ij : (6.36)
しかしながら, もし, xRi の 1つが負であるならば, 識別される状態の 1つを無視する
ことが最適である. まず, xR2 < 0であると仮定する. そして, それは生起確率と内積が
次のような条件を満たすときに起こる.r
2
1
< jh1 j2 ij : (6.37)
そのとき, x2 = 0を持つ最適な解を探す必要がある. (6.15), (6.21)式によると, 追加の
条件 x2 = 0を持つ 2状態の問題は次のような生起確率 01を持つ j01 iに対する 1状態
の問題と等価である.
j01 i =
Qj1 iph1 jQj1 i ; 01 = 1h1 jQj1 i1h1 jQj1 i = 1; (6.38)
ここで, QはQ = I   j2 ih2 jで定義された射影演算子である. 2状態の問題の最大識
別成功確率と変数 xi, x0iは次のように関係付けられる.
p(2)max[fi; ji ig2i=1] = 1h1 jQj1 ip(1)max[f01; j01 ig];
x1 = h1 jQj1 ix01;
ここで, x01は 1状態の問題の解である.
1状態の問題は自明である. 識別される状態は 1つだけなので, p(1)max[f01; j01 ig] = 1,
x01 = 1である. したがって, 最大識別成功確率 pmaxは次のように得られる.
pmax = 1
 
1  jh1 j2 ij2

: (6.39)
そして, xi (i = 1; 2)は次のように与えられる.
x1 = 1  jh1 j2 ij2 ; (6.40a)
x2 = 0: (6.40b)
今, xR2 < 0を仮定した. 同様に, xR1 < 0の場合に対しても, この問題は追加の条件
x1 = 0を持つ 2状態の問題になることは明らかである.
以上から, 最大識別成功確率 pmaxと最適な解 xiは次のような方法でまとめられる.
(i)
r
2
1
< jh1 j2 ij のとき
pmax = 1
 
1  jh1 j2 ij2

: (6.41)
x1 = 1  jh1 j2 ij2 ; (6.42a)
x2 = 0: (6.42b)
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(ii) jh1 j2 ij 
r
2
1
 1jh1 j2 ij のとき
pmax = 1  2p12 jh1 j2 ij : (6.43)
x1 = 1 
r
2
1
jh1 j2 ij ; (6.44a)
x2 = 1 
r
1
2
jh1 j2 ij : (6.44b)
(iii)
1
jh1 j2 ij <
r
2
1
のとき
pmax = 2
 
1  jh1 j2 ij2

: (6.45)
x1 = 0; (6.46a)
x2 = 1  jh1 j2 ij2 : (6.46b)
これは 2つの純粋状態の unambiguous discriminationのよく知られた結果を再現す
る. これらの結果は後の節で用いられるので, 覚えておく.
6.2.2 3つの純粋状態の場合
生起確率 iを持つ 3つの純粋状態 ji i (i = 1; 2; 3)の unambiguous discrimination
を考察する.
状態の内積はそれらの状態の位相に依存する. しかしながら, 次のように定義される
 はそれぞれの状態のどんな位相変化に対しても不変である.
   h1 j2 ih2 j3 ih3 j1 i: (6.47)
それゆえ, 少し考えれば, 状態の位相変化によって, 3つのお互いの内積の位相を同じに
選べることがわかる.
ここで,  は実数であると仮定する. それは 3つのお互いの内積の位相が実数である
ように選ぶことを意味する. そこで,    0と   > 0の 2つの場合を別々に考える.  が
複素数の場合は次節で議論する.
A.    0の場合
   0の場合では, お互いの内積の位相は実数で負であるように選ぶことができる.
これから見ていくように, 2状態の問題と同様の方針で進められる. まず, dは次のよう
に与えられる.
d = tr [Y N ] = 1   (h y1 j y2 i+ h y2 j y1 i) jh1 j2 ij
  (h y2 j y3 i+ h y3 j y2 i) jh2 j3 ij
  (h y3 j y1 i+ h y1 j y3 i) jh3 j1 ij : (6.48)
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2状態の問題と同様にして, 三角不等式と Schwarzの不等式を用いると, 直ちに, 次のよ
うな dの最小値が得られる.
dmin = 1  2p12 jh1 j2 ij   2p23 jh2 j3 ij   2p31 jh3 j1 ij : (6.49)
そして, この下限を達成するベクトル j yi iは次のような 1次元ベクトルである.
j y1 i = p1; j y2 i = p2; j y3 i = p3:
したがって, Y は次のように表すことができる.
Y = y; (6.50)
ここで, は次のように定義される.
 =
0B@
p
1p
2p
3
1CA :
(6.26)式によって与えられた実現可能条件は y = 1であるから, 次のような形式を
とる.  
N  XR = 0: (6.51)
行列表示を用いると, (6.51)式は次のように表すことができる.0B@ 1  xR1   jh1 j2 ij   jh3 j1 ij  jh1 j2 ij 1  xR2   jh2 j3 ij
  jh3 j1 ij   jh2 j3 ij 1  xR3
1CA
0B@
p
1p
2p
3
1CA = 0:
この方程式を解くことで, 次のような xRi (i = 1; 2; 3)が得られる.
xR1 = 1 
1p
1
(
p
2 jh1 j2 ij+p3 jh3 j1 ij) ;
xR2 = 1 
1p
2
(
p
1 jh1 j2 ij+p3 jh2 j3 ij) ;
xR3 = 1 
1p
3
(
p
1 jh3 j1 ij+p2 jh2 j3 ij) :
今, xRi が (6.10b)式, つまり, N  XRの半正定値性を満たすかを確認する. (6.51)式
で与えられた実現可能条件はN  XRの固有値の 1つが 0であることを示す. 残り 2つ
の固有値は次のような固有値方程式を解くことで決定される.
2   a+ b = 0;
ここで, 係数 a, bは次のように与えられる.
a =
1 + 2p
12
jh1 j2 ij+ 2 + 3p
23
jh2 j3 ij+ 3 + 1p
31
jh3 j1 ij ;
b =
jh2 j3 ih3 j1 ijp
12
+
jh3 j1 ih1 j2 ijp
23
+
jh1 j2 ih2 j3 ijp
31
:
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実対称行列の固有値である 2つの根は実数でなければならない. そして, a  0, b  0で
あるから, 2次方程式の解の公式はそれらが両方とも非負であることを示す. したがっ
て, N  XRの半正定値性は満たされる. それゆえ, xRi は relaxed problemの解である.
もし,すべての xRi が非負であるならば, xRi は元の 3状態の問題の最適な解でもある.
x1 = 1  1p
1
(
p
2 jh1 j2 ij+p3 jh3 j1 ij) ; (6.52a)
x2 = 1  1p
2
(
p
1 jh1 j2 ij+p3 jh2 j3 ij) ; (6.52b)
x3 = 1  1p
3
(
p
1 jh3 j1 ij+p2 jh2 j3 ij) : (6.52c)
そして, 最大識別成功確率 pmaxは dminによって次のように与えられる.
pmax = 1  2p12 jh1 j2 ij   2p23 jh2 j3 ij   2p31 jh3 j1 ij : (6.53)
もし, いくつかの xRi が負であるならば, 問題は 2状態の問題に変換することができ
る. 識別される 2状態 f0i; j0i ig2i=1は (6.15), (6.21)式の一般公式によって決定される.
元の問題の最大識別成功確率と解 xiは 2状態の問題のよく知られた解に関して (6.22),
(6.23)式によって得ることができる.
B.   > 0の場合
  > 0の場合では, お互いの内積の位相は実数で正であるように選ぶことができる.
次のような 3つの正の実数 i (i = 1; 2; 3)を導入する.
1 
s
h1 j2 ih3 j1 i
h2 j3 i ; (6.54)
2 
s
h1 j2 ih2 j3 i
h3 j1 i ; (6.55)
3 
s
h2 j3 ih3 j1 i
h1 j2 i : (6.56)
この iを用いることで, 内積は次のように表すことができる.
h1 j2 i = 12; h2 j3 i = 23; h3 j1 i = 31:
そのとき, dは次のように書き換えることができる.
d =
3X
i;j=1
YijNji
= 1 +
3X
i6=j
ijh yi j yj i
= 1 
3X
i=1
i
2
i +

3X
i=1
ij yi i

2
: (6.57)
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今, dを最小化しなければならない. これは 3つのベクトル1j y1 i, 2j y2 i, 3j y3 iの
和のノルムである
P3
i=1 ij yi i
を最小化しなければならないことを意味する. ここで,
j yi iはノルムpiを持つ任意のベクトルである.
P3
i=1 ij yi i
の最小値は 3つの長さ
i
p
iが次のような関係を満たすかどうかによって決定される.
1
p
1  2p2 + 3p3; (6.58a)
2
p
2  1p1 + 3p3; (6.58b)
3
p
3  1p1 + 2p2: (6.58c)
これらの関係は 3つのベクトル ij yi iが三角形を形成するための条件である. そし
て, これ以降, それを三角条件と呼ぶことにする.
まず, (6.58)式で与えられる三角条件を満たすと仮定する.
P3
i=1 ij yi i
の最小値は
0である. そして, その最小値は1y1+2y2+3y3 = 0であるような jyij = piを持つ
1次元複素ベクトル j yi i = yiによって達成される. そのとき, dの最小値は次のように
与えられる.
dmin = 1 
3X
i=1
i
2
i : (6.59)
また, Y は Y = yyTで与えられる. ここで, yは次のように定義される.
y =
0B@ y1y2
y3
1CA ;
したがって, (6.26)式は次のように書き換えられる. 
N  XRy = 0:
そして, この式から, xR1 , xR2 , xR3 に対する次のような 3つの方程式が得られる. 
1  xR1

y1 + 12y

2 + 13y

3 = 0; (6.60)
21y

1 +
 
1  xR2

y2 + 23y

3 = 0; (6.61)
31y

1 + 32y

2 +
 
1  xR3

y3 = 0: (6.62)
今, 1y1+2y2+3y3 = 0という関係が成り立つことから, 最初の方程式は次のように
書き換えられる.  
1  xR1   21

y1 = 0:
y1 6= 0であることから, xR1 = 1  21が得られる. 同様にして, 次のような xR2 , xR3 が得
られる.
xR1 = 1  21;
xR2 = 1  22;
xR3 = 1  23:
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N  XRの半正定値性は簡単に見ることができる. なぜならば, N  XRは次のよう
に表すことができるからである.
N  XR = y;
ここで, は次のように定義される.
 =
0B@ 12
3
1CA :
したがって, 得られた xRi は 3状態の relaxed problemの最適な解である.
もし, すべての xRi が非負であるならば, それらは元の 3状態の問題の最適な解 xiで
ある.
x1 = 1  21; (6.63a)
x2 = 1  22; (6.63b)
x3 = 1  23: (6.63c)
そして, 最大識別成功確率 pmaxは dminによって, 次のように与えられる.
pmax = 1 
 
1
2
1 + 2
2
2 + 3
2
3

: (6.64)
もし, xRi のいくつかが負であるならば, 前に記述したように, 2状態の問題に変換する
ことで問題は解くことができる.
次に, (6.58)式で与えられる三角条件を満たさない場合を考える.
P3
i=1 ij yi i
は
1j y1 i, 2j y2 i, 3j y3 iのノルムを比較して, 3つのノルムのうち, 1番大きいものから
残り 2つのノルムを引くことで最小化されることがわかる. 1
p
1  2p2; 3p3で
あるとする. そのとき, dの最小値は次のように与えられる.
dmin = 1 
3X
i=1
i
2
i + (1
p
1   2p2   3p3)2
= 1  2p1212 + 2p2323   2p3131: (6.65)
そして, この最小値を達成するベクトル j yi iは次のような 1次元ベクトルである.
j y1 i =  p1; j y2 i =  p2; j y3 i =  p3:
したがって, Y は次のように与えられる.
Y = y;
ここで, は次のように定義される.
 =
0B@
p
1
 p2
 p3
1CA :
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後の議論は   0の場合と全く同様の方法で進められる. Y = yであるから, (6.26)
式で与えられる実現可能条件は次のように書き換えられる. 
N  XR = 0: (6.66)
そして, その行列表現は次のように与えられる.0B@ 1  xR1 12 1321 1  xR2 23
31 32 1  xR3
1CA
0B@
p
1
 p2
 p3
1CA = 0:
この方程式を解くことで, 次のような xRi が得られる.
xR1 = 1 
1p
1
(2
p
2 + 3
p
3) ;
xR2 = 1 
2p
2
(1
p
1   3p3) ;
xR3 = 1 
3p
3
(1
p
1   2p2) :
N  XRの半正定値性は次のような方法で証明される. N  XRの固有値の 1つは 0
である. そして, それは (6.66)式から見ることができる. 残りの 2つの固有値は次のよ
うな 2次方程式の根によって与えられる.
2   a+ b = 0;
ここで, 係数 a, bは次のように与えられる.
a =
1p
1
(2
p
2 + 3
p
3) +
2p
2
(1
p
1   3p3) + 3p
3
(1
p
1   2p2) ;
b =
123p
123
(1
p
1   2p2   3p3) :
今, 1
p
1  2p2; 3p3であることを仮定している. そして, それは (6.58a)式を破
ることを意味する. したがって, a  0, b  0であることがわかる. それゆえ, 残りの 2
つの固有値も非負である. したがって, xRi は 3状態の relaxed problemの解である.
もし, すべての xRi が正であるならば, xRi は元の 3状態の問題の最適な解 xiである.
x1 = 1  1p
1
(
p
2 jh1 j2 ij+p3 jh3 j1 ij) ; (6.67a)
x2 = 1  1p
2
(
p
1 jh1 j2 ij   p3 jh2 j3 ij) ; (6.67b)
x3 = 1  1p
3
(
p
1 jh3 j1 ij   p2 jh2 j3 ij) : (6.67c)
そして, 最大識別成功確率 pmaxは dminによって次のように与えられる.
pmax = 1  2p12 jh1 j2 ij+ 2p23 jh2 j3 ij   2p31 jh3 j1 ij : (6.68)
上の結果での項の符号の明らかな非対称性は 1
p
1  2p2; 3p3という仮定に起
因していることに注意しなければならない.
もし, xRi のいくつかが負であるならば, 他の場合と同じように, 適切な 2状態の問題
を考えることで解析解を常に得ることができる.
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6.2.3 例
次のような 3つのベクトルの集合を考える.
j1 i =
0B@ 10
0
1CA ; j2 i =
0B@ cos'2sin'2
0
1CA ; j3 i =
0B@ cos'3 sin 3sin'3 sin 3
cos 3
1CA :
まず, 1つめの例として, 図 6.2では, それぞれの生起確率が等しいと仮定し, それぞ
れ '2 = =3, '3 = =4に固定した場合の最適な解 xiと最大識別成功確率 pmaxを 3の
関数として表示している. 3を 0から =2まで変化させていくと, 最適な解のタイプ
が変わっていく. 3が小さいとき, 3つの状態のすべては有限の識別確率 xiを持ってい
る. 3が大きくなるにつれて, 0になることがない xiを持つ状態の数は減っていく. こ
れは状態 j3 iが状態 j2 iに近づくことでそれら 2つの状態を識別することが難しく
なるという事実を反映している. また, 3が 0.18(rad)から 1.01(rad)までの範囲にある
とき, x1, x2は一定である. それは   > 0の場合に 3つの長さ i
p
iが (6.58)式で与え
られる三角条件を満たすときである. そのような場合, xiは (6.63)式で与えられるよう
に, お互いの内積だけで表すことができる.
x1 = 1  cos'2 cos'3
cos ('2   '3) ;
x2 = 1  cos'2 cos ('2   '3)
cos'3
;
x3 = 1  cos'3 cos ('2   '3)
cos'2
sin2 3:
x1, x2が 3に依らないことは明らかである. したがって, x1, x2はこの範囲では一定で
ある.
2つめの例として, 図 6.3では, 3つの状態を '2 = =3, '3 = =4, 3 = =5に固定し
て, それぞれの生起確率は 1 = 2を仮定し, 3を 0から 1まで変化させたときの最適
な解 xiと最大識別成功確率 pmaxを 3の関数として表示している. 十分に小さい 3に
対して, 最適な解は x3 = 0を与える. 予期されたように, 3が 1に近づくにつれて, 状
態 j3 iだけが生き残る. しかしながら, 最大識別成功確率は 1に近づかない. これは
i 6= 0を仮定し, iのいくつかがとても小さいとしても, すべての状態に対して (6.2)式
で与えられる識別に間違いが許されないという条件が課されているからである. また,
興味深いことが 1つある. それは  > 0で (6.58)式で与えられる三角条件を満たす場合
である. (6.63)式は xiが iに依らないことを示している. つまり, 最適な測定は生起確
率に依らないことを示している. これが 3が 0.05から 0.7の範囲にあるときにすべて
の xiが一定である理由である.
この節を終える前に, unambiguous discriminationは semidenite programming(SDP)
として定式化することができるので, 数値的に解くことができることに言及する. 上の
例について, SDPA [40]というパッケージを用いて, 数値解析を行った. そして, 念のた
めに, 2つの結果を比較した. それによって, 数値解析の解は数値誤差の範囲内で解析
的な解を再現することが証明された.
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図 6.2: 3に対する xi(上部)と最大識別成功確率 (下部).
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図 6.3: 3に対する xi(上部)と最大識別成功確率 (下部).
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6.3 互いの内積が複素数である場合
前節では, お互いの内積が実数であり, 一般の生起確率を持つ 3つの純粋状態の un-
ambiguous discriminationに対して完全に解析的な解が得られた. ここでは, お互いの
内積が複素数の場合について分析するが, 我々の方法は一般の複素数の場合には応用で
きない. しかしながら, ある特別な場合に解析解が得られたので, その例を示す.
前節と同じように, 次のような  を定義する.
  = h1 j2 ih2 j3 ih3 j1 i = j j e3i; (6.69)
ここで, 0   < 2=3である. 3つの状態の位相を選ぶことができるので,内積 h1 j2 i,
h2 j3 i, h3 j1 iの位相は同じ値 にとることができる. そのとき, 3つの内積は次の
ような方法で表すことができる.
h1 j2 i = 12ei; (6.70)
h2 j3 i = 23ei; (6.71)
h3 j1 i = 31ei; (6.72)
ここで, 正の実数 iは次のように内積の絶対値で定義される.
1 
s
jh1 j2 ij jh3 j1 ij
jh2 j3 ij ; (6.73)
2 
s
jh1 j2 ij jh2 j3 ij
jh3 j1 ij ; (6.74)
3 
s
jh2 j3 ij jh3 j1 ij
jh1 j2 ij : (6.75)
Y はノルムpiを持つ任意のベクトル j yi iのGram行列 Yij = h yi j yj iで与えられる
ので, dは次のように表すことができる.
d = 1 + hhA jDjA ii; (6.76)
ここで, jA iiは次のような 3要素ベクトルで定義される.
jA ii =
0B@ 1j y1 i2j y2 i
3j y3 i
1CA ; (6.77)
また, Dは次のような 3 3行列で与えられる.
D =
0B@ 0 e i eiei 0 e i
e i ei 0
1CA : (6.78)
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行列DはHermite行列であることから, 容易に対角化することができる.
U yDU = diag(1; 2; 3); (6.79)
ここで, U は次のような 1の 3乗根 !  ei 23を用いたUnitary行列で定義される.
U =
1p
3
0B@ 1 1 11 ! !2
1 !2 !
1CA : (6.80)
さらに, Dの固有値は次のように与えられる.
1 = 2 cos ; 2 = 2 cos

   2
3


; 3 = 2 cos

 +
2
3


: (6.81)
今, (6.76)式で与えられた dは次のような方法で表すことができる.
d = 1 +
1
3
 
1 jj a1 ij2 + 2 jj a2 ij2 + 3 jj a3 ij2

; (6.82)
ここで, 3つのベクトル j ai iは次のように定義される.0B@ j a1 ij a2 i
j a3 i
1CA = p3U yjA ii =
0B@ 1j y1 i+ 2j y2 i+ 3j y3 i1j y1 i+ !22j y2 i+ !3j y3 i
1j y1 i+ !2j y2 i+ !23j y3 i
1CA ; (6.83)
(6.82)式で与えられた式は dが 3つのベクトル j ai iのノルムの 2乗の線形結合であ
ることを示す. 今, j yi iは自身のノルムが jj yi ij = piであるという 1つだけの制限
を持った任意のベクトルである. したがって, j ai iそれぞれのノルムの最大値および
最小値は簡単に得られる. もし, 3つの長さ i
p
iが (6.58)式で与えられた三角条件を
満たすならば, jj ai ijの最小値は 0である. 一方, 三角条件を満たさない場合, 最小値は
1
p
1   2p2   3p3で与えられる. ただし, ここでは, 1p1がすべての ipiの
うちで 1番大きいことを仮定した. また, jj ai ijの最大値は 1p1 + 2p2 + 3p3で
与えられることは明らかである. さらに, j ai iの 3つのノルムの 2乗の和は定数である
こともわかる.
3X
i=1
jj ai ij2 = 3hhA jA ii = 3
3X
i=1
2i i: (6.84)
この恒等式を用いて, dは j ai iのノルムの 2乗の任意のペアで書き換えることができ
る. それでも, それを解析的に最小化することは難しい. しかしながら, もし, 固有値 i
の 2つが等しければ, dは 1つのベクトル j ai iのノルムの 2乗で表すことができ, とて
も簡単に最小化することができる. そして, これは  = 0と  = =3のときにだけ起こ
ることがわかる. それら 2つの場合は  が実数の場合に対応することは明らかである.
そして, それは前節で解かれている. また, このような場合, 前と同じ結果を得られるこ
とが証明される.
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たとえ  が複素数であっても, 解析的な解を簡単に得られる例が 1つある. これは 3
つの長さ i
p
iがお互いに等しい場合である. (6.84)式を用いて, jj a3 ijを消去すると,
dは次のように書き換えられる.
d = 1 + 3
3X
i=1
2i i +
1
3

(1   3) jj a1 ij2 + (2   3) jj a2 ij2

: (6.85)
もし, i
p
iが一定であるならば, 2つのノルム jj a1 ij, jj a2 ijは同時に 0にできること
がわかる. これは, 例えば, 次のような 3つのベクトル ij yi iが複素平面上で正三角形
を成す単一成分の複素ベクトルであるように j yi iを選ぶことで可能である.
j y1 i = p1; j y2 i = p2!2; j y3 i = p3!: (6.86)
ただし, 1  3, 2  3であることに注意しなければならない. したがって, dの最小
値は次のように与えられる.
dmin = 1 + 2 cos

 +
2
3

 3X
i=1
2i i: (6.87)
(6.26)式で与えられる実現可能条件は xRi が次のような形式で与えられることを要請
する.
xRi = 1 + 2
2
i cos

 +
2
3


: (6.88)
さらに, N  XRの半正定値性は次のような方法で証明される.
N  XR = diag (1; 2; 3) (D   3I) diag (1; 2; 3)  0; (6.89)
ここで, Dは (6.78)式で与えられた行列Dの複素共役である. そして, 3はDの最も
小さい固有値でもあるので, このような不等式が成り立つ. それゆえ, (6.88)式で与え
られた xRi は relaxed problemの解である. もし, すべての xRi が非負であるならば, そ
れらは元の 3状態の問題の解でもある. そのとき, 最大識別成功確率 pmaxは dminによっ
て次のように与えられる.
pmax = dmin = 1 + 2 cos

 +
2
3

 3X
i=1
2i i: (6.90)
そうでなければ, 問題はある 2状態の問題に変換される.
この結果は, 状態の数が 3つの場合に限られるが, 参考文献 [24]で考えられた対称な
状態の一般化である. 対称な状態に関して, お互いの内積の絶対値のすべては同じ (i
が一定である)であり, 生起確率 iは等しいと仮定される. この場合では, xRi は非負で
同一であることが示される. そして, 最大識別成功確率は次のように与えられる.
pmax = 1 + 2 cos

 +
2
3


; (6.91)
ここで,  = jh1 j2 ij = jh2 j3 ij = jh3 j1 ijである.
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6.4 解の一意性
第 6章を終える前に, n-state problemの解の一意性について述べる. まず, 次のよう
な 2つの命題が成り立つ.
命題 1. もし, x, x0の両方が n-state problemの解であるならば, 少なくとも 1つの i0
に対して, xi0 = x0i0である.
命題 2. 要素の1つxi0がある値に固定されているという追加の条件を持つn-state prob-
lemを考える. 解が存在すると仮定すると, 残りの変数はゼロかある r-state prob-
lemによって一意的に決まる. ここで, 1  r  n  1である.
これら 2つの命題と一緒に, n-state problemの解の一意性は状態の数 nについての
数学的帰納法によって, 結果として生じる. まず, n = 1のときは明白である. 次に,
r  n   1に対する r-state problemでは解は一意であると仮定する. さらに, x, x0は
n-state problemの解であるとする. 命題.1によって, ある i0に対して xi0 = x0i0を持つ.
命題.2は残りの変数がある r-state problemによって決定されることを述べている. こ
こで, 1  r  n  1である. その仮定によって, x = x0であると結論を下せる.
今, 2つの命題の証明を述べる.
命題 1.の証明 もし, N X > 0ならば,識別成功確率を増加させると同時に, N X  0
を満たすように任意の要素 xiに十分小さな (> 0)を加えることができる. それ
ゆえ, もし, xが解であるならば, det(N  X) = 0である. 2つの解の凸の線形結
合も解であることから, 次のような関係が得られる.
det [N   X   (1  )X 0] = 0 (0    1): (6.92)
この行列式の nの項の係数は次のように与えられる.
(x01   x1) (x02   x2)    (x0n   xn) : (6.93)
そして, それはゼロでなければならない. これはある i0に対して xi0 = x0i0である
ことを意味する.
命題 2.の証明 一般性の損失なしに, i0 = nを仮定する. (6.7)式で与えられる条件は次
のように表すことができる.
 
n 1X
i=1
xij ~i ih ~i j  0; (6.94)
ここで, は次のように定義される.
  IV   xnj ~n ih ~n j: (6.95)
問題に対する解が存在するという仮定は   0であることを意味する. まず,
 > 0の場合を考える. (6.94)式によって与えられる条件は次のように書き換え
られる.
IV  
n 1X
i=1
xi
  1
2 j ~i ih ~i j  12  0: (6.96)
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状態 f  12 j ~i ign 1i=1 は線形独立である. V 0 によって, それらの状態で張られた
(n 1)次元部分空間を示す. 次のようなV 0でのn 1個の状態の集合を定義する.
j0i i =
Qji iphi jQji i (i = 1;    ; n  1); (6.97)
j ~0i i =
p
hi jQji i  12 j ~i i (i = 1;    ; n  1); (6.98)
ここで, Qは部分空間V 0上への射影演算子である. h ~0i j0j i = ijという意味では
fj0i ign 1i=1 と fj ~0i ign 1i=1 は相反であることを容易に証明することができる. (6.96)
式によって与えられた条件は次のような形式をとる.
IV 0  
n 1X
i=1
x0ij ~0i ih ~0i j  0; (6.99)
ここで, x0i  xi=hi jQji iである. また, 最大化する識別成功確率は次のように
表すことができる.
p =
nX
i=1
ixi = nxn +N
n 1X
i=1
0ix
0
i; (6.100)
ここで, 0i, N は次のように定義される.
0i 
ihi jQji i
N
;
N 
n 1X
i=1
ihi jQji i:
したがって, (6.99)式で与えられた条件の下での (6.100)式で与えられる pの最大
化と x0i > 0は集合 f0i; j0i ign 1i=1 に対する (n  1)-state problemと等価である.
次に, が特異である場合を考える. これは xn = 1=h ~n j ~n iのときに限り, 起こ
ることとは次のような射影演算子であることに気づく.
ji i = ji i (i = 1;    ; n  1); (6.101)
j ~n i = 0: (6.102)
h ~n j ~i iでない限り, xiはゼロでなければならないこともわかる. 一般性の損失
なしに, 次のような仮定をする.
h ~n j ~i i =
(
0; i = 1;    ; r
nonzero; i = r + 1;    ; n  1; (6.103)
ここで, 0  r  n  1である. もし, r = 0であるならば, すべての xiはゼロであ
る. また, r  1を仮定する. V 0r は線形独立な状態 fj ~0i igri=1によって張られる部
分空間であるとする. V 0r は明らかにの台集合に含まれるので, (6.94)式で与え
られた条件は次のように書き換えられる.
IV 0r  
rX
i=1
xij ~i ih ~i j  0: (6.104)
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一般に, 集合 fj ~i igri=1と相反である状態は規格化することができない. しかしな
がら, 係数 ciを適切に選ぶことで集合 fcij ~i igri=1と相反である規格化された状
態の集合 fj i0igri=1を得ることは常に可能である. また, 位相因子次第で結果と
して起こる状態 j0i iは一意であることに注意しなければならない. したがって,
(6.104)式によって与えられる条件の下で識別成功確率を最大化することと xi  0
は適切に修正された生起確率 0iを持つ状態 fj0i igri=1に対する r-state problemと
等価である.
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第7章 3つのqubitのエラーマージンの
ある識別問題
識別間違い確率に対してエラーマージンを課すことによってminimum-error discrimi-
nationとunambiguous discriminationの設定を統一的に扱う識別問題を考察する. Qubit
の 3つの対称な純粋状態の場合を分析し, 最大識別成功確率とそれを実現する最適な測
定を解析的に求める. そのとき, 最適な測定は 3つのタイプに分類され, エラーマージ
ンの値によって 3つのうちの 1つが最適となる. さらに, qubitの 3つの対称な混合状態
の場合についても分析する.
7.1 問題の定式化
それぞれ生起確率 iを持つn個の量子状態 i (i = 1; 2;    ; n)のエラーマージンのあ
る識別問題を考察する. 測定はPOVMによって記述され, n+1個の要素fE0; E1; E2;    ; Eng
から構成される. 測定結果が i = 1; 2;    ; nであるとき, それは与えられた状態が i
であると同定することを意味する. そして, E0は"わからない"と推定する結果を生み
出す.
識別成功確率 pと識別間違い確率 pはそれぞれ次のように与えられる.
p =
nX
i=1
itr [Eii] ; (7.1)
p =
nX
i=1
tr
"
Ei
X
j 6=i
jj
#
: (7.2)
この問題の課題は次のような条件の下で pを最大にすることである.
E  0 ( = 0; 1; 2;    ; n); (7.3a)
E0 +
nX
i=1
Ei = I; (7.3b)
p  m; (7.3c)
ここで, (7.3a), (7.3b)式はPOVMの通例の条件である. そして, (7.3c)式は識別間違い
確率がエラーマージンm (0  m  1)を越えてはならないという条件である.
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もし, m = 0ならば, unambiguous discriminationの設定に対応し, m = 1ならば,
minimum-error discriminationの設定に対応する. それゆえ, この識別問題は量子状態
の識別問題の 2つの標準的な設定を連続的に補間する設定である. この最適化問題は
SDP(Semidenite programming)の 1つとして定式化できることは容易にわかる [37].
また, 参考文献 [38, 39]では, 量子状態の識別問題に対する SDPの応用も見られる.
一方, 次のような条件を満たすHermite演算子 Y と実数 yが存在するとする.
Y  0; (7.4a)
Y  ii   y
X
j 6=i
jj (i = 1; 2;    ; n); (7.4b)
y  0: (7.4c)
そのとき, 次のように定義される
d  tr [Y ] +my; (7.5)
が pに対して上限を与える. そして, それは次のように示される.
p =
nX
i=1
tr [Eiii]

nX
i=1
tr
"
Ei
 
Y + y
X
j 6=i
jj
!#
=
nX
i=1
tr [EiY ] + yp
 tr [Y ] + ym = d:
また, この上限は次のような関係が成り立つ場合にのみ実現される.
Ei
"
Y   ii + y
X
j 6=i
jj
#
= 0 (i = 1; 2;    ; n); (7.6a)
E0Y = 0; (7.6b)
y (m  p) = 0: (7.6c)
以上から, (7.3), (7.4), (7.6)式で与えられた条件を満たすPOVMfEg, 演算子 Y , 実数
yが見つかれば, 最適な解を得られることがわかる. (7.4)式で与えられた条件の下で d
を最小化することを双対問題と呼び, (7.3)式で与えられた条件の下で pを最大化する
元の問題を主問題と呼ぶ. また, (7.6)式で与えられる関係を実現可能条件と呼ぶ.
最適な解を得るための戦略は次の通りである. dの最小化は (7.4)式以外の Y , yに対
する仮定を加えることによって実行され, (7.3), (7.6)式を満たすようにPOVMfEgも
構成される. この方法によって最大識別成功確率とそれを達成する最適な測定を求め
る. ただし, 双対問題での Y , yに対する仮定は最適化の厳密性を保証する.
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7.2 Qubitの3つの対称な純粋状態の場合
本節では, qubitの 3つの対称な純粋状態 i = ji ihi j (i = 1; 2; 3)の場合を分析
する. ここで, 生起確率 i が等しく, お互いの内積のすべての絶対値が jh1 j2 ij =
jh2 j3 ij = jh3 j1 ijのように等しいことを仮定する. 状態 iやその他の演算子に対
して Blochベクトル表示を用いると便利である. それゆえ, 3つの密度演算子で表され
る状態 iは次のように与えられる.
i =
1 + ni  
2
(i = 1; 2; 3);
ここで,  = (x; y; z)はPauli行列である. Blochベクトルniの互いの内積は次のよ
うな関係を満たす.
ni  nj 
(
1 (i = j);
 (i 6= j); (7.7)
ここで, は qubitの 3つの対称な純粋状態を特徴づける唯一のパラメータである. そ
して, それは 1=2    1の範囲にある. さらに, Y は 2 2Hermite演算子であるか
ら, 次のように書き換えることができる.
Y =
 +   
2
:
また, (7.4)式で与えられた条件は次のように定義される
Y1  Y   1
3
[1   y (2 + 3)] ;
Y2  Y   1
3
[2   y (1 + 3)] ;
Y3  Y   1
3
[3   y (1 + 2)] ;
と Y が半正定値演算子であることを意味する. さらに, 演算子 Y1, Y2, Y3はBlochベク
トル表示を用いると次のように書き換えられる.
Y1 =
1
2

  1  2y
3
+ (   a1)  

;
Y2 =
1
2

  1  2y
3
+ (   a2)  

;
Y3 =
1
2

  1  2y
3
+ (   a3)  

;
ここで, 次のように定義される 3つのベクトル a1, a2, a3を導入した.
a1  1
3
[n1   y (n2 + n3)] ; (7.8)
a2  1
3
[n2   y (n1 + n3)] ; (7.9)
a3  1
3
[n3   y (n1 + n2)] : (7.10)
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演算子 Y1, Y2, Y3, Y は半正定値演算子であることから, それぞれの小さい方の固有値
は正である. それゆえ, と に対する次のような 4つの不等式が得られる.
  1  2y
3
+ j   a1j ;
  1  2y
3
+ j   a2j ;
  1  2y
3
+ j   a3j ;
  jj :
さらに, dも次のように書き換えることができる.
d = tr

 +   
2

+ ym = + ym:
したがって, 双対問題はパラメータ fy; ;gで次のように書き換えることができる.
minimize :
d =  + ym; (7.11a)
subject to :
y  0; (7.11b)
  1  2y
3
+ j   a1j ; (7.11c)
  1  2y
3
+ j   a2j ; (7.11d)
  1  2y
3
+ j   a3j ; (7.11e)
  jj : (7.11f)
初めに, 以下で主な結果を述べ, それらの導出は後の小節で詳しく説明する. エラー
マージンmのパラメータ空間は次のような 3つの領域に分類される.
mc  m  1 (minimum-error領域);
m0c  m  mc (intermediate領域);
0  m  m0c (linear領域);
ここで, 2つの境界エラーマージンmc, m0cは次のように定義される.
mc  1
3
 
2 
r
2 (1  )
3
!
; (7.12)
m0c 
1
3
 
1 
r
1 + 2
3
!
: (7.13)
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そして, それぞれの領域の最大識別成功確率は次のように与えられる.
pmax =
8>>><>>>:
1
3

1 +
q
2(1 )
3

(mc  m  1);
1
2

m+ A+
p
3A (2m  A)

(m0c  m  mc);
2m (0  m  m0c);
(7.14)
ここで, Aは次のような正の定数である.
A =
1
2
 
1 
r
1 + 2
3
!
: (7.15)
7.2.1 Minimum-error領域
エラーマージンが十分に大きいので, 識別間違い確率に対する制限が作用しないとす
る. そして, それは最適な測定での識別間違い確率 pがエラーマージンmよりも厳密
に小さいことを意味する. そのとき, 最適な測定はminimum-error discriminationのそ
れである. 今後は, このような場合の領域をminimum-error領域と呼ぶ.
Minimum-error領域では, p < mであるから, (7.6c)式で与えられた条件は y = 0で
なければならないことを意味する. したがって, 双対問題は次のように書き換えられる.
minimize :
d = ; (7.16a)
subject to :
  1
3
+
   13n1
 ; (7.16b)
  1
3
+
   13n2
 ; (7.16c)
  1
3
+
   13n3
 : (7.16d)
(7.11f)式で与えられた条件は (7.16b), (7.16c), (7.16d)式で与えられる条件の結果であ
るから, 除外される. これは次のような不等式から明らかである.
1
3
+
   13ni
  jj (i = 1; 2; 3):
そして, この関係式は (7.16b), (7.16c), (7.16d)式の右辺に対して三角不等式を適用する
ことで得られる.
すべての POVM要素E1, E2, E3のランクが 1である解を構成する. したがって, 次
のように (7.16b), (7.16c), (7.16d)式で等号が成り立つことを仮定する.
 =
1
3
+
   13n1
 ; (7.17a)
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 =
1
3
+
   13n2
 ; (7.17b)
 =
1
3
+
   13n3
 : (7.17c)
(7.17a), (7.17b), (7.17c)式を解くことで , が得られる. それは次のような方法でわ
かる. まず, (7.17a), (7.17b), (7.17c)式から, 次のような 3つの関係が成り立つ.   13n1
 =    13n2
 ;   13n2
 =    13n3
 ;   13n3
 =    13n1
 :
さらに, これら 3つの関係から, ベクトル と 3つのベクトル (n1   n2), (n2   n3),
(n3   n1)はそれぞれ直交していることがわかる.
(n1   n2)   = 0;
(n2   n3)   = 0;
(n3   n1)   = 0:
また, ベクトルはBlochベクトルn1, n2, n3の張る空間上にあることから, 次のよう
に表すことができる.
 = un1 + vn2 + wn3;
ここで, u, v, wは任意の実数である. この を上の 3つの直交関係に代入することで,
の係数 u, v, wには u = v = wという関係が成り立つことがわかる. したがって, ベ
クトル は次のような形式で与えられる.
 =
1
3
B (n1 + n2 + n3) ;
ここで, Bは任意の実数である. 次に, この を (7.17a), (7.17b), (7.17c)式にそれぞれ
代入することで, 次のような とBに対する同一の関係が得られる.
 =
1
3

1 +
p
3 (1 + 2)B2   2 (1 + 2)B + 1

:
今, を最小にするBを決定するために, 次のような関数 f(B)を定義する.
f(B) = 3 (1 + 2)B2   2 (1 + 2)B + 1:
これはBに対する下に凸の 2次関数であることは明らかである. それゆえ, B = 1=3の
とき, 最小値 2 (1  ) =3をとることがわかる.
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したがって, ベクトル は次のように与えられる.
 =
1
9
(n1 + n2 + n3) : (7.18)
そして, は次のように得られる.
 = d =
1
3
 
1 +
r
2 (1  )
3
!
: (7.19)
(7.19)式で与えられた上限 dを達成するPOVMfEgを構成する. 結論の出ない結果に
対する要素E0はこの領域ではゼロである. そして, それは (7.6b)式で与えられる実現
可能条件を満たす. (7.6a)式で与えられた実現可能条件はPOVM要素E1, E2, E3が次
のような形式をとることを要請する.
Ei = Ci
1  ei  
2
(i = 1; 2; 3);
ここで, 次のような 3つのベクトルを定義した.
ei 
   1
3
ni   1
3
ni
 (i = 1; 2; 3);
ただし, ベクトル は (7.18)式で与えられている.
(7.3a), (7.3b), (7.3c)式で与えられた条件を満たすように係数 Ci (i = 1; 2; 3)を決定
する. (7.3b)式で与えられた POVMの完全性関係から, 係数 Ciに対する次のような 2
つの関係が得られる.
1
2
(C1 + C2 + C3) = 1; (7.20)
C1e1 + C2e2 + C3e3 = 0: (7.21)
(7.21)式では, 3つのベクトル e1, e2, e3のそれぞれは Blochベクトル n1, n2, n3で表
せられる. Blochベクトル n1, n2, n3の線形独立性から, C1 = C2 = C3であることが
わかる. それゆえ, 係数Ci (i = 1; 2; 3)は次のように与えられる.
C1 = C2 = C3 =
2
3
:
さらに, Ci > 0であるから, POVMfE1; E2; E3gは (7.3a)式を満たす.
(7.3c)式で与えられた残りの条件によって, 次のような関係が成り立つことがわかる.
p =
1
3
 
2 
r
2 (1  )
3
!
 m; (7.22)
ここで, 識別間違い確率 pは上で構成された POVMを用いて計算された.
したがって, もし, エラーマージンmがmc  m  1の範囲にあるならば, (7.19)式
で与えられた上限は達成され, 最大識別成功確率は次のように与えられる.
pmax =
1
3
 
1 +
r
2 (1  )
3
!
: (7.23)
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7.2.2 Linear領域と intermediate領域
この小節では, すべての POVM要素 E1, E2, E3, E0がゼロではない解を構成する.
(7.6a), (7.6b)式で与えられた実現可能条件は演算子 Y1, Y2, Y3, Y のランクが多くても
1であることを意味する. すなわち, 演算子 Y1, Y2, Y3, Y の小さい方の固有値がすべて
ゼロである. したがって, 次のように (7.11c), (7.11d), (7.11e), (7.11f)式で等号が成り
立つことを仮定する.
 =
1  2y
3
+ j   a1j ; (7.24a)
 =
1  2y
3
+ j   a2j ; (7.24b)
 =
1  2y
3
+ j   a3j ; (7.24c)
 = jj : (7.24d)
(7.24d)式を用いて, (7.24a), (7.24b), (7.24c)式から を消去し, ベクトルに対する 3
つの方程式に書き換えることができる.
jj = 1  2y
3
+ j   a1j ; (7.25a)
jj = 1  2y
3
+ j   a2j ; (7.25b)
jj = 1  2y
3
+ j   a3j : (7.25c)
計算は少し複雑になるが, Minimum-error領域のときと同様の議論で, ベクトルは次
のような形式で与えられることがわかる.
 =
1
3
B (n1 + n2 + n3) ;
ここで, Bは任意の実数である. また,    (1  2y) =3  0であることに注意しなけれ
ばならない. このを (7.25a), (7.25b), (7.25c)式それぞれに代入し, Bについて解くこ
とで, 次のようなBが得られる.
B =
1
2

1
r
3
1 + 2

(y   2) y
1  2y :
したがって, ベクトル は次のように与えられる.
 =
1
2

1
r
3
1 + 2

(y   2) y
1  2y

n1 + n2 + n3
3

: (7.26)
そして, は次のように得られる.
 = jj = 1
2
 
1
r
1 + 2
3
!
(y   2) y
1  2y (7.27)
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ただし,    (1  2y) =3  0であった. それゆえ, パラメータ y の許される範囲は
1=2  y  2 であることがわかる. 以上から, 識別成功確率に対する上限はパラメータ
yの関数として次のように与えられる.
d = + ym =
1
2
 
1
r
1 + 2
3
!
(y   2) y
1  2y +my: (7.28)
上の方程式での複号について, より小さい上限を得るために負の符号をとる. それに対
応して, 今後, (7.26), (7.27)式の複号でも負の符号をとる.
今, 上限 dが最小であるようにパラメータ yを決定する. そこで, 上限 dがパラメー
タ yの許される範囲 1=2  y  2でどのように変化するかを見てみる. まず, dを yに
関して微分すると,
@
@y
d = m  1
2
A  3
2
A
1
(2y   1)2 ;
である. ここで, Aは (7.15)式によって定義された正の定数である. もし, エラーマー
ジンmがm < A=2であるならば, 上限 dはパラメータ yに関する単調減少の関数であ
ることがわかる. それゆえ, この場合では, dは y = 2で最小値 dmin = 2mをとる. 他方,
A=2  mの場合, @
@y
d = 0として生み出されたパラメータ yに対する 2次方程式は次の
ような 2つの根 yeを持つ.
ye =
1
2
 
1
r
3A
2m  A
!
: (7.29)
根 yeの複号について, 1=2  y  2であるから, 正の符号をとる.
ここで, 2つの場合が考えられる. 1つは ye  2の場合である. そして, それはエラー
マージンmの範囲として次のように書き換えられる.
m  2
3
A  m0c; (7.30)
ここで, 右辺のm0cは (7.13)式で定義されている. さらに, この領域を linear領域と呼
ぶ. Linear領域では, 上限 dは y = 2で最小である. また, , は共にゼロとなるので,
Y = 0である. それゆえ, linear領域での上限は次のように与えられる.
d = 2m: (7.31)
そして, それはエラーマージンmに関して線形である.
一方, ye < 2の場合では, エラーマージンmの範囲は次のように得られる.
m0c 
2
3
A < m: (7.32)
この領域を intermediate領域と呼ぶ. Intermediate領域では, 上限 dは y = yeで最小で
ある. 識別成功確率に対する上限を最小にする Y と yを用いて d = tr [Y ] + ymを計算
することで, 次のような上限が得られる.
d =
1
2

m+ A+
p
3A (2m  A)

: (7.33)
次の小小節では, 得られたそれぞれの領域の上限を達成する最適な POVMを構成
する.
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A. Linear領域
Linear領域では,  =  = 0であるから, Y = 0である. これは (7.6b)式で与えられた
実現可能条件が POVM要素E0に対して何の制限も与えないことを示す. また, (7.6a)
式で与えられた実現可能条件は POVM要素が次のような形式をとることを要請する.
Ei = C
1 + ei  
2
(i = 1; 2; 3):
ここで, 係数Cは指数 iによらないことを仮定した. そして, ベクトル eiは次のように
定義される.
ei  ai (i = 1; 2; 3);
ただし, この aiは (7.8), (7.9), (7.10)式で与えられた ai (i = 1; 2; 3)に y = 2を代入し
たものである.
問題は集合 fE1; E2; E3gが (7.3a), (7.3b), (7.3c), (7.6c)式で与えられた条件を満たす
ように係数Cを選ぶことができるかどうかである. まず, (7.3c), (7.6c)式は y = 2であ
るから, p = mと変換できる. 上で構成したPOVMを用いて pを計算することで, 係
数Cが次のように与えられることがわかる.
C =
3m
1   :
そして, C は  1=2    1であるから, 正であることは明らかである. それゆえ,
POVM要素E1, E2, E3は (7.3a)式を満たす. さらに, 結論の出ない結果を示すPOVM
要素E0は (7.3b)式で与えられる POVMの完全性関係から次のように得られる.
E0 = I   (E1 + E2 + E3)
= 1  9m
2 (1  ) +
3m
2 (1  ) (n1 + n2 + n3)  : (7.34)
ここで, POVM要素 E0が (7.3a)式を満たすためには, 次のように与えられる E0の小
さい方の固有値  が正でなければならない.
  = 1  9
2 (1  )
 
1 +
r
1 + 2
3
!
m:
これはエラーマージンmが 0  m  m0cの範囲にあることから, 満たされる.
したがって, もし, エラーマージンmが 0  m  m0cの範囲にあるならば, (7.31)式
で与えられた上限は達成される. そして, 最大識別成功確率は次のように与えられる.
pmax = 2m: (7.35)
B. Intermediate領域
(7.33)式で与えられた上限 dを達成する POVMfE0; E1; E2; E3gを構成する.
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E = C
1 + e  
2
( = 0; 1; 2; 3);
ここで, eは次のように定義される.
e0  jj ; ei 
   ai
j   aij (i = 1; 2; 3):
ただし, は (7.26)式で与えられた の yに対して (7.29)式で与えられた yeを代入し
たもので, aiは (7.8), (7.9), (7.10)式で与えられた ai (i = 1; 2; 3)に y = yeを代入した
ものである.
今, (7.3b)式で与えられたPOVMの完全性関係から, 係数Cに対する 2つの関係が
得られる.
1
2
(C0 + C1 + C2 + C3) = 1; (7.36)
C0e0 + C1e1 + C2e2 + C3e3 = 0: (7.37)
(7.37)式で, 4つのベクトル e1, e2, e3, e0はBlochベクトルn1, n2, n3によって表せら
れる. Blochベクトルの線形独立性から, C1 = C2 = C3という関係があることがわか
る. それゆえ, 今後はCi (i = 1; 2; 3)をCとする. したがって, (7.36), (7.37)式から, 係
数CおよびC0は次のように与えられる.
C =
A
1  
h
2 + 3 (m  A) +
p
3A (2m  A)
i
;
C0 = 2  3C:
POVM要素 E1, E2, E3, E0が (7.3a)式を満たすためには, 係数 C および C0は正でな
ければならない. これはエラーマージンmがm0c  m  mcの範囲にあることから, 満
たされる.
残りの条件は (7.3c), (7.6c)式である. そして, それは 1=2  y  2であることから,
p = mと変換される. 上で構成された POVMを用いて計算することで, p = mが成
り立つことを明確に証明することができる. これは偶然の一致ではなく, パラメータ y
をどのように決定したかの結果である. パラメータ yは上限 dを最小にするように決定
された. つまり, 次のような方程式を解くことで得られた.
@
@y
d =
@
@y
tr [Y ] +m = 0:
ここで, 4.2節で与えられた議論を用いると, @
@y
tr [Y ] =  pは示すことができる. そし
て, それは dの最小化が p = mという関係を導くことを意味する.
したがって, もし, エラーマージンmがm0c  m  mcの範囲にあるならば, (7.33)式
で与えられた上限は達成され, 最大識別成功確率は次のように与えられる.
pmax =
1
2

m+ A+
p
3A (2m  A)

: (7.38)
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7.2.3 例
次のようなBlochベクトルn1, n2, n3で定義される状態の集合を考える.
n1 =
0B@ 10
0
1CA ; n2 =
0B@ 01
0
1CA ; n3 =
0B@ 00
1
1CA :
Blochベクトルのお互いの内積は  = ni  nj = 0 (i 6= j)で与えられる.
図 7.1はエラーマージンmの関数として最大識別成功確率 pmaxと結論の出ない結果
を生む確率 p?を表示する. エラーマージンが 0から 1まで増えるにつれて, 最適な測
定のタイプは次のような方法で変化する. まず, m = m0cで linear領域のタイプから
intermediate領域のタイプに変化する. そして, 次に, m = mcでminimum-error領域
のタイプに変化する. 範囲mc  m  1では, 最大識別成功確率 pmaxと結論の出な
い結果を生む確率 p?はエラーマージンmに依存しない. また, pmaxと p?のカーブは
minimum-error領域と intermediate領域の境界を明らかに示すが, m = m0cではカーブ
はほとんど滑らかである.
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.2  0.4  0.6  0.8  1
pmax
p?
Error margin, m
mcm
′
c
図 7.1: エラーマージンmに対する最大識別成功確率 pmaxと結論の出ない結果を生む
確率 p?
第 4章で, 一般の生起確率を持つ 2つの純粋状態のエラーマージンのある識別問題を
分析し, エラーマージンが十分に小さければ, 識別される状態の 1つを除外するのが最
適である領域があることがわかっている. しかしながら, 今節で考えた対称な状態に対
してそのような領域はなく, 状態の置き換えに関して対称性がある.
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7.3 Qubitの3つの対称な混合状態の場合
今節では, 識別される 3つの状態 1, 2, 3が次のような条件を満たす対称な混合状
態である場合を考える.
tr

21

= tr

22

= tr

23

< 1; tr [12] = tr [23] = tr [31] :
また, Blochベクトルのお互いの内積は次のようにパラメータ化される.
ni  nj 
(
r (i = j);
 (i 6= j); (7.39)
ここで, 0  r  1,  r=2    rである. このように qubitの 3つの混合状態の対称な
集合は 2つのパラメータ r, によって特徴づけられる.
問題は 7.2節での (7.11)式と全く同じ方法で定式化される. 計算はより複雑になるが,
最適解は純粋状態の場合のように得ることができる.
以下で, qubitの 3つの対称な混合状態の場合の結果を述べる. 表現をより簡単にす
るために, 次のような s, tを定義する.
s  1  r; (7.40)
t  1  : (7.41)
Qubitの 3つの対称な混合状態の場合の最大識別成功確率は次のように与えられる.
pmax =8>>>>><>>>>>:
1
3

1 +
q
2(t s)
3

(mc  m  1);
1
s+2t
h
1
2
m (s+ 2t) + A (t  s) +p3A (t  s) [m (s+ 2t)  A (s+ t)]i (m0c  m  mc);
1
s+t

t+
q
(t s)(s+2t)
2

m (0  m  m0c);
(7.42)
ここで, Aは次のように定義される.
A  1
2
 
1 
r
r + 2
3
!
: (7.43)
さらに, 2つの境界エラーマージンmc, m0cは次のように与えられる.
mc  1
3
 
2 
r
2 (t  s)
3
!
; (7.44)
m0c 
2
3
 
2 
r
2 (t  s)
s+ 2t
!
A: (7.45)
ただし, r = 1のとき, これは 7.2節で得られた結果を再現している.
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第8章 結論
本研究では,量子情報分野の中でも,最も基本的で重要な研究課題である量子状態の識
別問題について考察し,量子状態の識別問題を考える上で標準的な設定であるminimum-
error discriminationや unambiguous discrimination, 識別間違い確率に対してエラー
マージンを導入することでminimum-error discriminationと unambiguous discrimina-
tionを連続的に補間する設定での識別問題を分析した. 以下に, 本研究で新しく得られ
た結果をまとめる.
まず, 第 4章で, 一般の生起確率を持つ 2つの純粋状態のエラーマージンのある識別
問題を考察し, 最大識別成功確率を導出した. そこで, 最適な測定は 3つのタイプに分
類され, そのタイプによって生起確率とエラーマージンの 2次元パラメータ空間が次の
ような 3つの領域に分けられることがわかった.
mc  m  1 (minimum-error領域);
m0c  m  mc (intermediate領域);
0  m  m0c (single-state領域):
さらに, エラーマージンには, 平均の間違い確率に対する弱いエラーマージン条件と条
件付き間違い確率に対する強いエラーマージン条件という 2つの制限のタイプが考え
られた. そこで, この 2つの制限のタイプの識別成功確率のあいだにある関係を証明し
た. これにより, 2つの純粋状態の場合では, どのような場合でも解析的な形式で最大
識別成功確率が得られるようになった.
次に, 識別される状態の数が 3つになった場合を考察した. 識別される状態が 2つ
以上の複数である場合, 識別問題の標準的設定であるminimum-error discriminationや
unambiguous discriminationでさえ, 特別な場合を除いて, 完全に解析的な解は得られ
ていなかった. それは識別される状態の数が増えることにより決定しなければならな
いパラメータの数も増えるので, 問題自体がより複雑になることが原因として考えら
れた. そこで, 本研究では, 主問題を直接解くのではなく, そこから導かれた双対問題
を解くことを提案した. まず, 第 5章では, qubitの 3つの純粋状態のminimum-error
discriminationを分析した. そして,生起確率が等しい場合に最大識別成功確率とそれを
達成する最適なPOVMを構成することができた. そこで, 識別される状態のBlochベク
トルの終点が成す三角形の外心が最適な解を構成するための重要な役割を果たすこと
を証明した. そして, 最適な測定は識別される状態のBlochベクトルの成す三角形が鋭
角三角形または直角三角形の場合と鈍角三角形の場合とで分類されることがわかった.
さらに, 一般の生起確率の場合への拡張を試みたが, 現時点では, 完全に解析解を得る
ことはできなかった. 次に, 第 6章では, 3つの純粋状態の unambiguous discrimination
を分析した. まず, SDP(Semidenite programming)として, n個の線形独立な純粋状態
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の unambiguous discriminationを定式化し, 一般的な性質や解が一意であることなどを
証明した. さらに, unambiguous discriminationでの最適な戦略では, 与えられた状態
がいくつかの状態である同定する確率が 0であることがあった. そこで, この確率をう
まく扱うために変数に対するある制限を緩和した問題を考えると非常に便利であるこ
とを示した. そして, これらの戦略を 3つの純粋状態の場合に適用し, 互いの内積が実
数である場合の解析解が得られた. 互いの内積が一般の複素数の場合への拡張も試み
たが, ある特別な場合にしか解析解は得られなかった. また, ここで用いた戦略を 3つ
の純粋状態のエラーマージンのある識別問題や 3つのユニタリープロセスの識別など
へ拡張することで今後の研究への興味を持つことができるだろう. 第 7章では, qubit
の 3つの対称な純粋状態のエラーマージンのある識別問題を分析し, 完全に解析的な形
式で最大識別成功確率とそれを実現する最適な POVMを構成した. さらに, この方法
が qubitの 3つの対称な混合状態の場合にも適用できることを示した. そこで, 最適な
測定はエラーマージンによって 3つのタイプに分類されることがわかった. また, この
分類は次のように"わからない"という結果を表す POVM要素E0のランクによっても
なされることがわかった.
rank(E0) =
8><>:
0 (minimum-error領域)
1 (intermediate領域)
2 (linear領域)
rank(E0) = 0のとき,最適な測定はminimum-error領域のそれである. そして, rank(E0) =
1のとき, 最適な測定は intermediate領域のそれであり, rank(E0) = 2のとき, 最適な
測定は linear領域のそれである. しかしながら, rank(E0) = 1の場合と rank(E0) = 2の
場合の物理的意味の違いについては明確ではない.
本研究により, 2つの純粋状態の場合についてはどのような場合でも解析的な形式で
最大識別成功確率を得られるようになった. そして, 3つの純粋状態の場合についても,
標準的な設定であるminimum-error discriminationや unambiguous discrimination, そ
して, それら 2つの設定を統一的に扱えるエラーマージンのある識別問題で解析的な形
式で最大識別成功確率を得ることができた. しかしながら, 3つの純粋状態の場合につ
いては, minimum-error discriminationや unambiguous discriminationでさえ, 特別な
場合でしか解析解を得ることはできなかった. 今後の課題として, 3つの純粋状態のよ
り一般的な場合について, それぞれの設定で解析解を求めることが挙げられる. さらに,
識別される状態の数を 3つ以上の複数である識別問題がどうなるかということも考え
られる.
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付 録A Pauli行列
量子情報分野において, Pauli行列は非常に有用である. そして, Pauli行列は次のよ
うな 2 2行列で定義される.
x 
 
0 1
1 0
!
; y 
 
0  i
i 0
!
; z 
 
1 0
0  1
!
;
ここで, 単位行列 Iを含めた 4つの行列を Pauli行列と呼ぶこともある.
Pauli行列は Hermiteであり, Unitaryでもある. そして, 以下のような性質を持つ.
まず, x, y, zのトレースおよび行列式は次のように与えられる.
tr [x] = tr [y] = tr [z] = 0;
det [x] = det [y] = det [z] =  1:
また, 単位行列 Iのトレースおよび行列式はそれぞれ tr [I] = 2, det [I] = 1である.
次に, Pauli行列の積はそれぞれ次のように与えられる.
2x = 
2
y = 
2
z = I;
xy =  yx = iz;
yz =  zy = ix;
zx =  xz = iy:
したがって, 次のような交換関係が成り立つことは明らかである.
[x; y] = 2iz; [y; z] = 2ix; [z; x] = 2iy;
[y; x] =  2iz; [z; y] =  2ix; [x; z] =  2iy:
そして, 次のような反交換関係も成り立つ.
fx; xg = fy; yg = fz; zg = 2I;
fx; yg = fx; zg = fy; xg = fy; zg = fz; xg = fz; yg = 0:
さらに, 次のような関係も成り立つ.
(a  ) (b  ) = (a  b) I + i (a b)  ;
ここで, a, bは任意の 3次元ベクトルである.
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最後に, 任意の 2  2Hermite行列は Pauli行列の線形結合によって表すことができ
る. そして, それは次のように示される. まず, 任意の 2 2Hermite行列Aおよびその
Hermite共役 (転置複素共役)Ayを次のように定義する.
A =
 
a b
c d
!
; Ay =
 
a c
b d
!
: (A.1)
AはHermiteであることから, 次のような関係が成り立つ.
A = Ay:
これは各行列要素に対して, 次のような関係が成り立つことを意味する.
a = a; b = c; c = b; d = d:
それゆえ, a, dは実数であり, b, cは次のような複素数で与えられる.
b = x  iy; c = x+ iy;
ここで, x, yは実数である. したがって, Aは次のように書き換えられる.
A =
 
a x  iy
x+ iy d
!
=
a+ d
2
 
1 0
0 1
!
+ x
 
0 1
1 0
!
+ y
 
0  i
i 0
!
+
a  d
2
 
1 0
0  1
!
= + xx + yy + zz =  +   ; (A.2)
ここで, 次のような実数 , x, y, zを定義した.
 =
a+ d
2
; x = x; y = y; z =
a  d
2
:
以上から, 任意の 2 2Hermite行列はPauli行列の線形結合によって表せられることが
示された.
さらに, 行列Aの固有値 は次のような固有値方程式を解くことで得られる.
det jA  Ij = ( + z   ) (  z   )  (x   iy) (x + iy)
= (  )2    2x + 2y + 2z
= ( + jj   ) (  jj   ) = 0:
したがって, は次のように与えられる.
 =  jj : (A.3)
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付 録B 三角形の外心
図B.1のように三角形ABCの各頂点が同一円周上にあるとき, この円は三角形ABC
の外接円であり, 外接円の中心は三角形ABCの外心Oである. 三角形ABCの外心O
の位置ベクトルOは次のようにして求められる. まず, 次のようなベクトル a, b, cを
定義する.
a   !BC; b   !CA; c   !AB:
A
B
C
N
M
O
R
図 B.1: 三角形ABCの外心O
今, ベクトル
 !
AOは次のように与えられる.
 !
AO = s
 !
AB + t
 !
AC
= sc  tb; (B.1)
ここで, s, tは実数である. また, 外心Oは三角形ABCの各辺の垂直二等分線の交点で
ある. 辺ABと辺CAの中点をそれぞれM, Nとすると,
 !
AB ?   !MO,  !CA ?  !NOという
関係が成り立つことは明らかである. まず,
 !
AB ?   !MOという関係から, 次のような s, t
に関する方程式が得られる.
 !
AB ?   !MO =  !AB 
 !
AO   !AM

= c 

(sc  tb)  1
2
c

=

s  1
2

jcj2   t (b  c) = 0:
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同様にして,
 !
CA ?  !NOという関係から,
 !
CA ?  !NO =  

t  1
2

jbj2 + s (b  c) = 0;
が得られる. それゆえ, 次のような s, tに関する連立方程式が得られる.
jcj2 s  (b  c) t = 1
2
jcj2 ;
  (b  c) s+ jbj2 t = 1
2
jbj2 :
この連立方程式を解くことで, s, tは次のように与えられる.
s =  1
2
jbj2

c  a
jbj2 jcj2   (b  c)2

; t =  1
2
jcj2

a  b
jbj2 jcj2   (b  c)2

: (B.2)
今, ベクトル bとベクトル cの成す角を とすると, 三角形ABCの面積 Sは次のように
与えられる.
S =
1
2
jbj jcj sin : (B.3)
さらに, この三角形の面積 Sを用いた次のような関係が得られる.
jbj2 jcj2   (b  c)2 = jbj2 jcj2   jbj2 jcj2 cos2 
= jbj2 jcj2  1  cos2 
= jbj2 jcj2 sin2 
= 4S2:
そして, s, tは次のように書き換えられる.
s =   1
8S2
jbj2 (c  a) ; t =   1
8S2
jcj2 (a  b) : (B.4)
したがって, ベクトル
 !
AOは次のように与えられる.
 !
AO =   1
8S2
 jbj2 (c  a) c   jcj2 (a  b) b : (B.5)
さらに, (B.5)式から, 外心Oの位置ベクトルOは三角形ABCの各頂点A, B, Cの位
置ベクトルA, B, Cを用いて次のように与えられる.
O =   1
8S2
 jaj2 (b  c)A+  jbj2 (c  a)B +  jcj2 (a  b)C : (B.6)
また, 三角形ABCの外接円の半径Rも次のように与えられる.
R =
jaj jbj jcj
4S
: (B.7)
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