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Abstract
What are the natural features of hand-written characters
and how to arrive at them automatically? We apply inde-
pendent components analysis on hand-written characters.
Independentcomponentsanalysisextracts the underlyings-
tatistically independent signals from a mixure of them. We
expect strokes to be the independent components of hand-
written characters. Our ﬁndings show that stroke-like fea-
turesemergeasaresult oftheanalysisconﬁrmingtheabove
intuition. This ﬁnding is signiﬁcant since it gives an au-
tomatic procedures for extracting stroke-like features from
multilingual character data sets. We use these features for
handwritten digit recognition using a very simple classiﬁer.
The classiﬁer is chosen to be simple so that the quality of
input feature set can be evaluated. The recognition results
indicate that the features arrived at by independentcompo-
nent analysis are useful.
1 Introduction
Handwritten character recognition poses a major chal-
lenge to researchers and practitioners in the ﬁeld of auto-
matedhandwrittendocumentanalysisandrecognition. This
is particularly so because different people have differen-
t ways of writing each character. There may be variations in
size, thicknessandstyle amongsamplesofthesame charac-
ter. Handwritten character recognitionhas been approached
using a variety of techniques. Some of these are: bina-
ry weighted scheme [7], frequency weighted scheme [8],
multi-layer perceptron network [9], moment-based pattern
classiﬁers [10], and hidden markov models [11] Methods
using multiple classiﬁers [12] have been developed to im-
prove robustness. In classical pattern recognition parlance,
these are different classiﬁers.T h efeatures used for classiﬁ-
cation are different. In general the featuresused are careful-
ly selected and optimizedfor particularclassiﬁers. It should
also be noted that the features used are also optimized for
particular orthographic character sets.
This approach is useful when one is considering few
orthographic character sets. In the context of Indian lan-
guages,thisapproachisoflimitedusesincetherearealarge
number of languages each with its own orthography. The
characters also have a component structure in the sense that
thegraphicrepresentationofcharactersismadeof“strokes”
and the strokes can stand for a short-hand of some other
character. Thus a stroke-based analysis of the input is es-
sential. A stroke-like feature set optimal for each language
has to be arrived at. This is a tedius process. A more useful
approach would learn the optimal features from examples
of characters.
In this paper, we present a method of recognizing hand-
written characters which makes use of independent com-
ponent analysis. Independent component analysis is a sig-
nal processing approach in which a set of multidimensional
measurement vectors are represented in a basis where the
componentsareasstatistically independentaspossible. The
redundancy reduction that results from such a process is
similar to that achieved by the human visual system, and
hence can be applied to practical problems concerning pat-
tern recognition.
We have tested the usefulness of resulting features for
character recognition. The results shown in this paper use
the simplest possible classiﬁer: nearest neighbor classiﬁer.
This is to show the optimality of the features learned. With
more sophisticated classiﬁers and some amount of tuning,
the classiﬁcation accuracies are bound to improve.2 Independent Component Analysis (ICA)
Let us denote a vector, which represents a phenomenon
associated with
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T. This is called the source vector,as the
components are independent sources of information. Let
x be an observed
m dimensional random vector obtained
when we subject
s to a linear process,
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Here matrix
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n matrix referred to as the mixing
matrix. The converse relation can be written as,
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W is referred to as the separating matrix. We are interested
in extracting the sources from the observed vector. The es-
timation of
s and/or
A and
W, based on the observed data,
is called independent component analysis or ICA [1][3][5-
6]. Independent component analysis basically involves two
steps. These are,
Data Preprocessing: In this we center the data by remov-
ing its mean. We also removethe correlations between
the components of the data. This process is called
whitening.
Extraction of independent components: This is done us-
ing one among the various algorithms available. We
have chosen a fast ﬁxed-point algorithm by Hyvarinen
and Oja [1], because it is simple, fast and can be im-
plemented by readily available software.
3 Data preprocessing
Before we apply the algorithm to compute the indepen-
dent components, we subject the given data to preprocess-
ing. Let
E denote the matrix of eigenvectors of the covari-
ance matrix
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nalmatrixofcorrespondingeigenvalues. The whiteneddata
vector correspondingto the observed vector
x is given by,
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T is called the whitening matrix.
Using relation (1), we have,
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Matrix
B is called the whitened mixing matrix.
4 Extraction of the independent components
Theimagedataisﬁrstconvertedtoavectorusingtherow
major representation. Each image is now a vector and the
collection of input images now becomes a matrix. To ex-
tract the independent components of the data matrix
x,w e
use the a ﬁxed-point algorithm [1]. This main idea of this
algorithm is the optimization of a contrast function, such as
the kurtosis [4]. Kurtosis of a random variable
y is deﬁned
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a zero mean whitened random variable
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Necessary conditions for an optimum are given by the
method of Lagrange multipliers[2]
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Equation (3) shows that at an optimum
w the right hand
side of the equation is parallel with
w, or that the direction
of
w remains ﬁxed under the iteration
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It has been shown [1] that the computation in the algorithm
converges to the desired optima if we start at any random
initial point.
5 ICA of characters
Independentcomponent analysis was performed on a set
of 60 images of handwritten Devanagari characters. Each
image is resized to 32
￿ 32 pixels and then arranged into
one row. Thus each row of the input matrix is one image.
This data matrix is subjected to ICA using the ﬁxed-point
algorithm that was previously discussed. Figure 1 shows
the data from which the independent components have to
be extracted. Figure 2 shows the 20 most signiﬁcant inde-
pendent componentsof the set of images. By “most signiﬁ-
cant”, we mean the independentcomponentscorresponding
to the 20 highest eigenvaluesin the covariancematrix of the
data matrix. Figure 3 is obtained after Figure 2 has been
subjected to a thinningprocess. This has been donesharpen
the features of the independent components. Now, we are
able to observe clearly that the independentcomponentsre-
semble “strokes” constituting the individual characters. We
can interpret the independent components of a set of char-
acters as a set of strokes, like those made by a pen. Each
2character is then a linear combination of these strokes with
each stroke having a corresponding weight. It is found that
the images can be reconstructed with negligible distortion
using a much smaller number of independent components
than the number of images used as input data. This means
that these more signiﬁcant independent components corre-
spond to those strokes which are more pronounced in the
characters. These are the strokes which play the major role
in the formation of the individual characters. There is no
signiﬁcant distortion as a result of ignoring the less signiﬁ-
cantindependentcomponentscorrespondingto theless pro-
nounced strokes.
5.1 Recognition methodology
Based on the conclusion that the independent compo-
nents of a set of characters are strokes constituting the indi-
vidual characters, we can arrive at a useful method of hand-
written character recognition. Initially, a set of images of
the class of handwrittencharactersto be recognizedare tak-
en. These constitute the training set of data. Each image
is resized to, say, 32
￿ 32 pixels and then arranged into
one row. The training data is realized by arranging these
rows into a matrix – one after the other. This training data,
comprising the set of character images, is then subjected to
ICA and a number of signiﬁcant independent components
are extracted. These independent components, as explained
above, are the signiﬁcant strokes which form the individu-
al characters by combining linearly. Now, each row of the
mixing matrix
A of relation (1) contains the weight of each
stroke in forming the character correspondingto that row in
the training matrix.
Theimageto berecognized,called thetest image, isthen
taken,resized tothe same size as that ofthe trainingimages,
and arranged into one row. Let this test vector be referred
to as
y. We then determine the weight of each indepen-
dent component or stroke in forming this test image. Let
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the equation
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We thendeterminethe row of the mixingmatrix
A to which
the weight vector
! lies closest to.
6 Experiments with handwritten digit recog-
nition
The initial experiment was performed on a training set
consisting of 20 differenthandwrittensamples for each dig-
it, giving a total of 200 images. These images were resized
to 32
￿ 32 pixels and arranged as rows of the training ma-
trix in sequence, i.e. the samples of the digit 1 form the
ﬁrst twenty rows, the samples of digit 2 form the next twen-
ty, etc. These training data then subjected to ICA. The 20
most signiﬁcant independent components are extracted and
thecorrespondingtruncatedmixingmatrixisobtained. This
entries in this matrix corresponding to each digit are aver-
aged resulting in 10 templates, one for each digit. For a
given test input, we calculate the mixture coefﬁcients and
ﬁnd the closest template.
Recognitiontests wereperformedbyvaryingthenumber
of training samples per digit (20 or 40) and number of inde-
pdendent componentsretained (20 or 40), with and without
thinning the input data.
7 Results and Discussion
The percentage of recognition of each digit was docu-
mented for each case mentioned in the previous section.
TheresultsaretabulatedinTable1. Thesepercentageswere
recorded by conducting recognition tests on a large number
of test samples of each digit. The trainingand test data have
been obtained from a database of handwritten matter dis-
tributedbythe Center of Excellencefor DocumentAnalysis
and Recognition (CEDAR) at the State University of New
York at Buffalo. The percentages of non-zero eigenvalues
of the covariance matrix retained for computing the inde-
pendent components have been mentioned for each case in
parentheses. With a training set consisting of only 40 sam-
ples per digit, an average recognition rate of 87.2% was
recorded, which is comparable to the success rates of other
available methods [12]. The effect of thinning is depdends
on the character. Largerdata sets improverecognitionaccu-
racy and larger numberof independentcompondentsgener-
ally improves recognition performance.
Thus the merits of ICA for handwritten character analy-
sis are two fold:
1. The features learned do reﬂect the underlying ortho-
graphic structure.
2. Recognition using a simple classiﬁer compares favor-
ably with other approaches.
Extensions for robust recognition of multiple Indian lan-
guage character sets are being worked out.
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Table 1. The results are reported as percentages of cor-
rectly recognized digits. The values in parentheses are per-
centages of non-zero eigenvalues retained for that case.
Di 20 samples / digit 40 samples / digit Overall
gi Normal Thinned Normal best
t 20 ICs 40 ICs 20 ICs 40 ICs 40 ICs 20 ICs %
(62.5%) (76.7%) (40.4%) (56.7%) (72.5%) (48.3%)
0 92.6 95.8 96.8 98.9 97.9 100 100
1 93.5 94.6 98.9 98.9 93.5 100 100
2 85.0 86.2 77.5 72.5 86.2 67.5 86.2
3 84.6 86.8 87.9 91.2 90.1 82.4 91.2
4 94.3 98.9 51.1 60.2 90.9 68.2 98.9
5 75.6 72.2 38.9 51.1 74.4 56.7 75.6
6 90.5 98.8 73.8 75.0 91.7 72.6 98.8
7 68.8 69.9 68.8 75.3 95.7 84.9 95.7
8 69.7 68.5 70.8 73.0 80.1 74.2 80.1
9 61.1 65.6 37.8 57.8 70.0 56.7 70.0
Av 81.5 83.6 70.4 75.7 87.2 76.7
4