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Abstract In this paper we study the system of a scalar
quantum field confined between two plane, isotropic,
and homogeneous parallel plates at thermal equilib-
rium. We represent the plates by the most general loss-
less and frequency-independent boundary conditions that
satisfy the conditions of isotropy and homogeneity and
are compatible with the unitarity of the quantum field
theory. Under these conditions we compute the thermal
correction to the quantum vacuum energy as a func-
tion of the temperature and the parameters encoding
the boundary condition. The latter enables us to obtain
similar results for the pressure between plates and the
quantum thermal correction to the entropy. We find out
that our system is thermodynamically stable for any
boundary conditions, and we identify a critical temper-
ature below which certain boundary conditions yield
attractive, repulsive, and null Casimir forces.
Keywords Thermal Casimir effect · Selfadjoint
extensions · Casimir force · Quantum Field Theory
1 Introduction
Since its theoretical prediction in 1948 [1] the Casimir
effect has been extensively studied, both theoretically
[2–5] and experimentally [6–9]. In its original formula-
tion the Casimir force is a consequence of the interac-
tion energy due to the coupling between the quantum
vacuum fluctuations of the electromagnetic field with
the charged current fluctuations of the plates [10, 11].
For separation distances between plates much larger
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than any other length scale which determines the elec-
tric response of the plates, only the long-wavelength
transverse modes of the electromagnetic field are rele-
vant to the interaction, and they can be mimicked by
the normal modes of a scalar field [3, 12, 13].
Recently there has been renewed interest in the ther-
mal Casimir effect motivated by its applications to the
design of nano-electronic devices [14–17], the appear-
ance of negative self-entropies in Casimir-like systems
[18–24], technological applications, and cosmological pro-
blems [25]. In most of the cases the focus has been on
the dependence of the Casimir effect at finite temper-
ature with the geometry, and not much attention has
been paid to the dependence on the physical properties
of the boundaries appearing in the system.
The quantum vacuum energy at zero temperature
of a massless scalar field confined between two parallel
plates with general boundary conditions was studied in
[26], using the theory of selfadjoint extensions for the
Laplace-Beltrami operator developed in [27]. The most
remarkable result of Ref. [26] is the computation of the
quantum vacuum energy for a scalar field confined be-
tween two homogeneous isotropic plates as a function
over the space of those selfajoint extensions that are
allowed in quantum field theory. As a consequence the
authors were able to characterise those selfadjoint ex-
tensions that give rise to attractive, repulsive or null
Casimir force between plates. In this article, we ad-
dress the problem of the Casimir effect at finite temper-
ature from a mathematical perspective. In particular,
we compute the free energy, entropy and pressure, of a
system described by a quantum scalar field in thermal
equilibrium confined between two homogeneous paral-
lel plates that are mimicked by the most general type
of dispersionless and frequency-independent boundary
conditions. Physically, the normal modes of the scalar
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2field are a simplification of the transverse modes of
the electromagnetic field, and the dispersionless and
frequency-independent boundary conditions mimic the
permitivities and permeabilities of lossless plates which,
for the range of wavelengths relevant to the problem,
behave as effective constants. This simplification will
enable us to understand the role of boundary condi-
tions and its interplay with thermal quantum field fluc-
tuations in the Casimir effect at finite temperature. In
addition, it serves to extend the results of Refs. [26, 27]
on a massless scalar field at zero temperature to the
thermal environment. In addition, the calculation of the
entropy will provide a clear understanding about the
thermodynamical stability of the original Casimir sys-
tem, but with sufficiently general boundary conditions.
Finally, following the results of Ref. [26], the calcula-
tion of the Casimir pressure between plates for gen-
eral boundary conditions will allow us to distinguish
between boundary conditions which produce repulsive,
attractive or null Casimir force at finite temperature.
The article is organised as follows. In Section 2 we
make a compilation of basic formulas and previous re-
sults needed to obtain the main results of the paper. In
Section 3 we proceed to the calculation of the Helmholtz
free energy and the entropy of a massless scalar field
confined between two plates with general boundary con-
ditions. Afterwards in Section 4 we use the previous
section’s formulas to compute the Casimir quantum
pressure between plates at finite temperature. We fi-
nalise with the conclusions in Section 5. In addition
we have added an Appendix where we discuss the low
and high temperature expansions for general boundary
conditions that satisfy the requirements of isotropy and
homogeneity.
Throughout the paper we will use natural units, ~ =
c = kB = 1, being ~ the Planck constant, c the speed
of light, and kB the Boltzmann constant.
2 Basic formulas
2.1 Overview of scalar quantum fields with general
boundary conditions.
In this paper we will study a massless scalar field con-
fined between two homogeneous and isotropic parallel
plates. The susceptibility of the plates will be mim-
icked by the most general type of lossless and frequency-
independent boundary conditions that are compatible
with unitarity and satisfy the conditions of homogeneity
and isotropy. There exists a strong dependence of the
quantum vacuum state and the vacuum energy on the
geometry of the physical space and the physical prop-
erties of the boundaries that interact with the quantum
field, that are encoded in the boundary conditions [2,
3, 5, 28–31]. We consider a free massless complex scalar
field φ confined in a domain Ω ∈ R3 bounded by two
parallel homogeneous and isotropic two-dimensional pla-
tes orthogonal to the x-axis and placed at x = 0, L, i.
e., Ω = [0, L] × R2. In this situation the classical ac-
tion for the massless scalar field that gives rise to local
equations of motion is given by
S(φ) =
1
2
∫
Ω
d3+1x ∂µφ∗∂µφ+
1
2
∫
∂Ω
d3xφ∗∂nφ, (1)
being ∂n the normal outgoing derivative. After a stan-
dard canonical second quantization the equation for the
modes of the scalar quantum field is given by the non-
relativistic Schro¨dinger eigenvalue problem,
−∆φω(x) = ω2φω(x). (2)
Splitting the spatial coordinate as x = (x,y‖), with
y‖ = (y, z) ∈ R2 and x ∈ [0, L], we can separate vari-
ables in the modes equation above by writing the modes
of the quantum field as φω(x) = ψk‖(y‖)gk(x). Under
these assumptions the total Laplace operator and its
spectrum of eigenvalues ω2 split as
∆ = ∆‖ + ∂2x ⇒ ω2 = k‖2 + k2.
Assuming that the two plates are isotropic and homoge-
neous ∆‖ is nothing but the Laplace-Beltrami operator
in R2, and its eigenvalues can be written as
√
k‖2, with
k‖2 ∈ R2. Hence the only nontrivial eigenvalue equa-
tion leftover is the one corresponding to the OX3 axis,
− d
2
dx2
gk(x) = k
2gk(x), x ∈ [0, L]. (3)
The Laplace operator ∆ over Ω = [0, L]×R2 is not es-
sentially selfadjoint, so it admits an infinite set of selfad-
joint extensions. In order to respect the unitarity prin-
ciple of quantum field theory we must take into account
only those selfadjoint extensions of the Laplace opera-
tor that give rise to non-negative selfadjoint operators
for all L ∈ (0,∞). The set of selfadjoint extensions of
∆ in Ω has been widely studied. From a physical point
of view the most meaningful way to determine the set
of selfadjoint extensions is given in Ref. [27]. Under our
assumptions of homogeneity and isotropy of the plates
the set of selfadjoint extensions of the Laplacian ∆ over
Ω is in one-to-one correspondence with the set of self-
adjoint extensions of the operator −d2/dx2 over [0, L]
which are given by the group U(2) (see Ref. [26]). The
domain1 DU ⊂ H2([0, L],C) of field modes that defines
1We denote by H2([0, L],C) the class 2 Sobolev space.
3the selfadjoint extension ∆U is given in terms of the
matrix U ∈ U(2) (see [26, 32]) by
DU = {φ ∈ H2([0, L],C)/ϕ− iaϕ˙ = U(ϕ+ iaϕ˙)}, (4)
ϕ =
(
φ(0)
φ(L)
)
, ϕ˙ =
(
∂nφ(0)
∂nφ(L)
)
,
U(α, θ,n) = eiα[12 cos θ + i(n · σ) sin θ], (5)
where n = (n1, n2, n3) is a unitary vector, σ is the
vector of Pauli matrices, the angles α, θ are such that
α ∈ [0, pi] and θ ∈ [−pi/2, pi/2], and a is a fundamental
length scale related to the electromagnetic response of
the plates. Note that, except for the trivial choice a =
0, in which case Eq.(4) reduces to Dirichlet’s bound-
ary conditions, Eq.(4) leaves us with two independent
length scales at our disposal, in addition to the temper-
ature. From a physical perspective, considering φ as the
effective field of transverse electromagnetic modes, and
noting that a relates field values and field derivatives,
the length a can be associated to the relationship be-
tween the electric and magnetic response of the plates.
The space of boundary conditions MF that give
rise to non-negative selfadjoint extensions ∆U of the
Laplacian operator is2
MF ≡ {U(α, θ,n) ∈ U(2)/0 ≤ α± θ ≤ pi}. (6)
We can characterize the non-zero part of the spectrum
for any selfadjoint extension∆U ∈MF including multi-
plicities of eigenvalues throughout the secular equation
obtained in [26],
hU (k) = sin (kL)[(k
2a2 − 1) cos θ + (k2a2 + 1) cosα]
− 2ka cos (kL) sinα− 2ka n1 sin θ, (7)
where, by assumption (isotropy and homogeneity of
the plates), the boundary condition parameters do not
depend on k and are uniform on the plates. In addi-
tion, since they are temperature independent, Eq.(7) is
equivalent to the spectrum of normal modes obtained
in Refs.[26, 32]. Note that since fU contains terms in
different powers of the dimensionless quantities kL and
ka, the spectral function varies with respect to a and L
in an independent manner. Hereafter, in order to sim-
plify matters we will disregard the trivial case a = 0 and
consider without loss of generality a = 1, unless stated
otherwise. Thus, the separation length L and the in-
verse of the temperature T−1 will be expressed in units
of a in most of the reminder of this paper.
The vacuum energy is given by the sum of the eigen-
values of
√−∆U , i. e., E0 = tr
√−∆U . This sum is
2Since there is a one-to-one correspondence between unitary
matrices U determining a boundary condition, and selfad-
joint extensions ∆U we will not distinguish between the uni-
tary matrices and their corresponding selfadjoint extensions
throughout the paper.
ultraviolet divergent due to the contributions of the en-
ergy density of the field theory in the bulk and the sur-
face energy density associated to the plates. Nonethe-
less, there are finite volume corrections to the vacuum
energy that give rise to a finite neat Casimir effect.
These divergencies can be subtracted to obtain a finite
result. Following [26, 33] we can write the zero temper-
ature finite Casimir energy per unit area of the plates
in three dimensions as
E
(3)
U
A
=
1
6pi2
∫ ∞
0
dk k3
[
L− ∂k log
(
hU (ik, L)
h∞U (ik)
)]
, (8)
where A is the area of the plates and h∞U (ik) is the
dominant asymptotic term of hU (ik) as L → ∞, given
by [33]
lim
L0→∞
hU (ik, L0)
ekL0
≡ h∞U (ik). (9)
Defining the polynomial cU (z) ≡ z2 − z tr(U) + det(U)
it is easy to see that
h∞U (ik) =
1
2
(k − i)2cU
(
−k + i
k − i
)
. (10)
Comment on the electromagnetic field. It is common
in the literature concerning electromagnetic Casimir
forces to split the electromagnetic field modes into trans-
verse electric (TE) and transverse magnetic (TM) po-
larizations. Effectively this splitting enables to treat the
TE and TM modes as independent scalar fields, spe-
cially concerning the boundary conditions in a parallel
plates setup. For an ideal conductor, i. e., one for which
the permittivity ε tends to infinity, the TE and the
TM modes will satisfy Dirichlet and Neumann bound-
ary conditions respectively. In the case where the per-
meability µ tends to infinity it is the TE-modes the
ones that satisfy Neumann boundary condition mean-
while the TM-modes verify Dirichlet boundary condi-
tion. For intermediate situations where the plates have
non-inifite permittivity or permeability the transverse
electromagnetic modes verify Robin boundary condi-
tions. In all this situations the plates are mimicked
by boundary conditions with the formalism presented
above. Specifically, Dirichlet boundary condition for both
plates is obtained when one takes U = −12, Neumann
boundary condition arises for U = 12 and Robin bound-
ary condition for identical plates (both plates have the
same Robin parameter) can be obtained when U =
eiα12 with α ∈ [0, pi]. In all these cases the plates are
mimicked by boundary conditions with constant pa-
rameters. Generally, in realistic materials the response
of the plates depend on the frequency as well as on
the parallel components of the momentum of the field
4modes, k‖. If we restrict ourselves to frequency-indepen-
dent boundary conditions, the formalism presented here
can be extended by letting the parameters of the bound-
ary conditions depend on k‖, i. e.,
U = U(α(k‖), θ(k‖),n(k‖)).
In this generalised situation the boundary condition in
Eq. (4) remains valid and one would have to account
for an spectrum of normal momenta that is not inde-
pendent of the parallel momenta. Examples of this sit-
uations in Casimir setups can be found in Refs. [34, 35],
where the effective couplings between the plates and the
electromagnetic field in between arise after the integra-
tion of the electron Dirac field in the plates3. Specifi-
cally in Eq. (17) from Ref. [34] it is shown how the elec-
tromagnetic 4-potential Aµ satisfies a boundary con-
dition that defines the Dirac-δ with a coupling given
by the polarization tensor emerging after integrating
over the Dirac fields over graphene plates. The Dirac-δ
boundary conditions can be easily written in the form
of Eq. (4) as was shown in Ref. [36], but since the polar-
ization tensor shown in Ref. [34] depends on the parallel
momenta k‖ the parameters of the corresponding ma-
trix U will depend on k‖. For simplicity in this paper we
will only consider cases in which the matrix U does not
depend on the parallel momenta k‖ (isotropy require-
ment) since it enables us to infer which are the effects
of the boundary conditions with enough generality.
Boundary conditions and topology change. The formal-
ism developed in Refs. [26, 27] for boundary condi-
tions enables the implementation of topology changes
in the physical space. This can be seen easily by notic-
ing that there are one-parameter families of bound-
ary conditions in MF that interpolate smoothly be-
tween a system with two plates and a system where
these two plates are identified to give rise to a cylinder.
The simplest example showing this situation is the one-
parameter family of boundary conditions defined by the
unitary operator
U(θ) = −eiθ(12 cos(θ) + iσ1 cos(θ)), (11)
for θ ∈ [−pi/2, 0]. On the one hand, from Eq. (11)
U(θ = 0) = −I which corresponds to Dirichlet bound-
ary condition, where one has two identical plates that
mimic the interaction of an electromagnetic TE mode
with two perfectly conducting identical parallel plates.
On the other hand, U(θ = −pi/2) = σ1 defines the
3The response of the plates is due to the 1-loop effective ac-
tion of the fields in the plates that are coupled to the elec-
tromagnetic filed. In this situation in general the effective
couplings that mimmic the plates are frequency dependent.
well known periodic boundary condition where the in-
terval [0, L] is identified with a circle with length L and
we can not speak about identical plates. This exam-
ple illustrates how variations in the parameters of the
boundary conditions involve topology changes (see Ref.
[27] for a more detailed discussion).
2.2 Free energy and thermodynamics.
When considering thermal excitations of an ensemble
of particles, the statistical behaviour of the ensemble is
characterised by a temperature T and a probability dis-
tribution once the equilibrium is reached. In our case, a
quantum scalar field between plates is nothing but an
infinite collection of harmonic oscillators that do not
interact with each other. The system is characterised
by the grand canonical partition function, Z(T ), which
will be computed in the next section. The Helmholtz
free energy of the system in thermal equilibrium at a
temperature T is given in terms of the partition func-
tion as
F = −T lnZ. (12)
Once the free energy is known, other thermodynamic
quantities can be obtained easily. In particular, we will
focus our attention in the entropy (S)
S = −∂F
∂T
, (13)
and the force between plates per unit of area of the
plates, i. e., the pressure P ,
P = − 1
A
(
∂F
∂L
)
T
. (14)
The main aim of this work is to calculate the thermal
correction ∆TF to the zero-temperature vacuum en-
ergy E
(3)
U , the entropy, and the quantum vacuum pres-
sure of the system for arbitrary temperature and arbi-
trary boundary conditions fulfilling the requirements of
homogeneity and isotropy.
3 Free energy and entropy at finite
temperature
The fact that the unitary matrix U ∈ U(2) that defines
the boundary condition in Eq. (4) does not depend on k,
together with the unitarity of the quantum field theory
ensured by the non-negativity of −∆U , enables us to
simplify the expression of the free energy. Indeed, in
our case the Hamiltonian of the quantum field theory
5can be written as a formal summation over the modes
of the quantum field as
H =
∑
ω2∈σ(∆U )
ω
(
Nˆω +
1
2
)
, (15)
where σ(∆U ) is the spectrum of the corresponding self-
adjoint extension ∆U . Therefore we can simply write
e−H/T =
∏
ω2∈σ(∆U )
exp
(
−ω
T
(
Nˆω +
1
2
))
. (16)
Thus, we can treat the system as an ensemble of non-
interacting harmonic oscillators with energy levels
En =
(
1
2
+ n
)
ω, n ∈ 0 ∪ {N}, (17)
where ω2 is an eigenvalue of the selfadjoint extension of
∆U with boundary condition given by a certain matrix
U ∈MF , i. e., the non-zero eigenvalues {ω2} are given
by the zeros of hU in Eq.(7). The fact that the ensemble
of harmonic oscillators do not interact enables to write
the partition function of the quantum field theory as an
infinite product of harmonic oscillator canonical parti-
tion functions, one for each frequency ω (ω2 ∈ σ(∆U )),
Z =
∏
ω2∈σ(∆U )
Zos(T ;ω). (18)
It is a well known result that the canonical partition
function for a single harmonic oscillator of frequency ω
can be written as [37]
Zos(T ) =
∞∑
n=0
e−En/T =
e−ω/2T
1− e−ω/T , (19)
and the corresponding free energy is
Fos(T ) = −T lnZos = ω
2
+ T ln(1− e−ω/T ). (20)
Hence from this expression and using Eqs. (12) and (18)
after some straightforward manipulations we obtain for
the total Helmholtz free energy the well known result
F(T ) =
∑
ω2∈σ(∆U )
[ω
2
+ T ln(1− e−ω/T )
]
. (21)
From the previous equation we can split the free energy
(12) in two parts [5],
F = F|T=0 +∆TF . (22)
The first one corresponds to the quantum vacuum en-
ergy at zero temperature,
Evac0 ≡ F|T=0 =
1
2
∑
ω2∈σ(∆U )
ω, (23)
which carries all the divergences; thus, it must be renor-
malized [5]. The divergences and regularization meth-
ods for Evac0 have been largely studied (see e.g. Refs.
[2, 3, 5]), and in our case the finite quantum vacuum
energy will be given by (8) following Refs. [26, 33]. The
second part of (22) is the temperature dependent part
of the free energy that is free of divergencies and can
be written as
∆TF =
∑
ω2∈σ(∆U )
B(ω, T ) (24)
B(ω, T ) = T ln
[
1− exp
(
−ω
T
)]
. (25)
The summation over the field modes ω can be separated
into the summation over the parallel momenta, which
is an integration over k‖, and the discrete summation
over the transverse momenta k.
3.1 Summation over the parallel momenta
Starting from Eq. (24) and taking into account that
the frequencies of the field modes are given by ω =√
k‖2 + k2, with k‖ being the two-dimensional paral-
lel momenta and k the discrete orthogonal momenta
(which can be obtained from the non-null zeroes of the
spectral function, i.e., Z∗(hU )). Hence the summation
over the whole spectrum σ(∆U ) when ∆U does not have
zero modes transforms into
4TF =
∑
σ(∆U )
B(ω, T ) = A
∫
R2
d2k‖
(2pi)2
∑
k∈Z∗(hU )
B(ω, T ), (26)
where A is the area of the plates. The integration over
the parallel momenta can be commuted with the sum-
mation over the discrete transverse momenta. Doing so
the integration over the parallel momenta reads
I3(k, T ) = T
∫
R2
d2k‖
(2pi)2
log
(
1− e−
√
k2‖+k
2
T
)
=
Tk
2pi
∫ ∞
0
dk‖
k‖
k
log
(
1− e−
k
T
√
k2‖/k
2+1
)
. (27)
This integration can be performed analytically using
Mathematica, to obtain
I3(k, T ) = −T
3
2pi
(
k
T
Li2
(
e−
k
T
)
+ Li3
(
e−
k
T
))
, (28)
where Lis(z) denotes the polylogarithmic function of
order s [38].
We are just left the summation over transverse mo-
menta k. At this point we need to distinguish between
those boundary conditions that give rise to selfadjoint
extensions that do not have zero modes, and those that
do. The subset M(0)F ∈ MF of selfadjoint extensions
6that admit zero modes was characterised in Ref. [32].
Furthermore in Ref. [32] it was demonstrated that any
∆U ∈M(0)F only admits one constant zero-mode.
3.2 The case with no zero-modes: U ∈MF −M(0)F
As stated above the summation over transverse mo-
menta is equivalent to summing over the zeros of hU (k)
different from k = 0. As was explained in Ref. [32], when
U ∈ MF −M(0)F the spectral function hU (k) from Eq.
(7) needs to be replaced with
fU (k) ≡ k−1hU (k), (29)
in order to be able to write the summation over the
discrete transverse momenta as a contour integral [39,
40] avoiding the possible problems at k = 0. Hence the
final formula for the temperature dependent part of the
free energy when ∆U ∈MF −M(0)F is
∆TF = A
∑
k∈Z(fU )
I3(k, T ), (30)
being Z(fU ) the set of zeros of fU (k). The summation
in Eq. (31) can be written down by using a complex
contour integral as
∆TF = lim
R→∞
A
∮
Γ
dk
2pii
I3(k, T ) ∂k log fU (k), (31)
where Γ is the contour shown in Fig. 1, which encloses
all the zeroes of fU (k) when R→∞.
Fig. 1 Complex contour Γ that encloses all the zeroes of
fU (k) as R → ∞. In this figure, R1 : z = ξeiγ with ξ ∈
[R, 0]; R2 : z = ξe−iγ with ξ ∈ [0, R]; C : z = Reiµ with
µ ∈ [−γ, γ]. For the contour Γ , R > 0 and 0 < γ < pi/2
constants.
The integral (31) is well defined because fU (k) is
a holomorphic function on k. When R → ∞ in the
contour of Fig. 1, the integration over the circumference
arc C goes to zero. Hence integrating over the whole
contour in Fig. 1, and taking the limit R→∞, Eq. (31)
reduces to the integration over the two straight lines
z = ξe±iγ with being γ a constant angle and ξ ∈ [0,∞),
4TF = A
∫ ∞
0
dξ
2pii
[−I3(ξeiγ , T )∂ξ log fU (ξeiγ)+
I3(ξe
−iγ , T )∂ξ log fU (ξe−iγ)
]
. (32)
The residue theorem ensures that the result of this in-
tegration does not depend on the angle γ taken in the
contour. This is so because all the zeros of fU (z) lie in
R+ since ∆U ∈ MF −M(0)F has no zero modes and it
is a definite positive selfadjoint operator [26]. It is of
note that when we take γ = pi/2 and Cauchy Principal
Values are considered, we obtain the well known Mat-
subara formula after integrating by parts in ξ as shown
in Refs [5, 10, 24, 41–43].
The integral (32) can be evaluated numerically with
Mathematica for any finite temperature T and any uni-
tary matrix U ∈ MF −M(0)F to obtain ∆TF(U). In
addition, formula (8) from Refs. [26, 33] enables to ob-
tain the zero temperature energy which, together with
∆TF(U) give the total Helmholtz free energy as a func-
tion of the temperature T and the parameters of the
general boundary condition.
Low temperature behaviour of the Helmholtz energy. In
Figs. 2-4 we can observe the numerical results for the
free energy at low temperatures (T = 0.55). In each
figure we can see the quantum vacuum energy at T = 0
(left plots) computed with formula (8), the thermal cor-
rection ∆TF (central plots) and the total free energy
F (right plots) as functions of the parameters {α, θ, n1}
defining the boundary condition. It can be seen that al-
though the thermal correction ∆TF is definite negative
for any boundary condition, the total free energy can be
positive, negative, or zero, as for the case of the quan-
tum vacuum energy at zero temperature [26]. On the
contrary, unlike it happens for T = 0 where the vac-
uum energy behaves with the distance between plates
as E
(3)
U /A ∼ L−3, for any T > 0, positive or negative
total Helmholtz free energy does not ensure attractive
or repulsive thermal Casimir force. This is discussed in
detail in the next section.
High temperature behaviour of the Helmholtz energy.
The thermal correction ∆TF is a negative and mono-
tonically decreasing function of T , as can be seen in
Fig. 5. Hence, as the temperature grows it dominates
7Fig. 2 Quantum vacuum energy per unit area at T = 0 (left), thermal correction ∆TF/A (center) and total Helmholtz free
energy per unit area (right) as functions of the parameters α and θ. In these plots, T = 0.55, n1 = 0 and L = 1.
Fig. 3 Quantum vacuum energy per unit area at T = 0 (left), thermal correction ∆TF/A (center) and total Helmholtz free
energy per unit area (right) as functions of the parameters α and θ. In these plots, T = 0.55, n1 = 1 and L = 1.
Fig. 4 Quantum vacuum energy per unit area at T = 0 (left), thermal correction ∆TF/A (center) and total Helmholtz free
energy per unit area (right) as functions of the parameters α and θ. In these plots, T = 0.55, n1 = 0.5 and L = 1.
the total Hemholtz free energy. In addition, if we com-
pare the plots for E
(3)
U in Figs. 2-4 with the plots in Fig.
5 it is straightforward to see that for TL 1,
|∆TF|  |E(3)U |. (33)
Therefore at high temperature the total Helmholtz free
energy is always negative. For further details about the
high temperature behaviour see the Appendix.
On the critical temperature TFc . From the numerical re-
sults discussed above, we infer that for a fixed length
L there should be a critical temperature TFc such that
for any T > TFc there are no boundary conditions giv-
ing rise to positive total Helmholtz free energy. On the
other hand, whenever T < TFc total Helmholtz energy
F will not have a defined sign, i. e., it can be posi-
tive, negative or zero. From Ref. [26] we know that the
boundary condition for which the quantum vacuum en-
ergy at T = 0 reaches its maximum is given by anti-
periodic boundary conditions,
Uap =
(
0 −1
−1 0
)
. (34)
8Fig. 5 ∆TF/A for hight temperature (T=2.5) as function of the parameters α, θ and n1. In these plots we have fixed L = 1.
Fig. 6 TFc as a function of the distance between plates L.
Moreover, the quantum vacuum energy for anti-periodic
boundary conditions can be obtained analytically,
Eap = A
7pi2
360L3
. (35)
Since ∆TF is a monotonically decreasing function of T ,
we can ensure that the situation in which the possibility
of having positive total Helmholtz free energy at a given
T disappears occurs when
|∆TF(Uap)| = Eap. (36)
This equality yields an equation in T and L that enables
us to obtain TFc numerically. In Fig. 6 it is shown T
F
c
as a function of the length L. It is of note that the
critical temperature TFc does not separate the regimes
in which the quantum vacuum force is fully repulsive
and the case in which it can be repulsive, attractive or
zero.
The entropy. The entropy arising from Casimir self-
energies has been a field of intensive activity in recent
years since it was noticed in Ref. [18] that the quan-
tum vacuum energy at finite temperature can give rise
to negative corrections to the entropy. The existence
of negative entropy is interpreted as a hint of possi-
ble instabilities in Casimir-like systems [44]. Therefore,
the calculation of the entropy for the system we are
studying is of great interest to infer if there are bound-
ary conditions that can generate negative entropy cor-
rections. Making use of formula (13) we can compute
numerically the entropy as a function over the space of
boundary conditions for any arbitrary temperature (see
Figs. 7-8). As can be seen the entropy is positive definite
for any set of parameters {α, θ, n1} and is a monotoni-
cally increasing function of T . This ensures that there is
no boundary condition giving rise to negative entropy
corrections. Therefore all the boundary conditions are
thermodynamically stable. Moreover for any T > 0 the
maximum entropy is reached for Neumann boundary
condition (α = θ = 0) and minimum entropy occurs for
Dirichlet boundary condition (α = 2pi, θ = 0).
3.3 Quantum field theories with zero modes:
∆U ∈M(0)F
The boundary conditions in MF that give rise to a
quantum field theory with zero-modes was studied in
detail in Ref. [32]. Concerning these boundary condi-
tions the two most important results from Ref. [32] are:
• There are boundary conditions in the spaceMF for
which ∆U has at most one constant zero-mode, the
space M(0)F .
• The spaceM(0)F can be characterised in terms of the
parameters of the unitary matrices that determine
the boundary condition as
M(0)F = {U ∈MF / |n1| = 1, θ = −n1α}. (37)
9Fig. 7 Entropy per unit area for low (left) and high (right) temperatures with n1 = 0.75. In these plots L = 1.
Fig. 8 Entropy per unit area for low (left) and high (right) temperatures with n1 = 0. In these plots L = 1.
In this situation, the spectral function that must be
used is given by [32]
f
(0)
U (k) =
hU (k)
k3
∣∣∣∣
U∈M(0)F
. (38)
Plugging n1 = ±1, θ = −n1α into the equation above
and taking into account Eq.(7) we obtain
f
(0)
U (k) =
k cos(α) sin(kL) + sin(α)(1− cos(kL))
k2
. (39)
It is of note that the zeros of f
(0)
U (k), i. e. Z(f
(0)
U ), char-
acterise the non-zero spectrum of the discrete trans-
verse momenta. Therefore the whole spectrum of trans-
verse momenta when U ∈M(0)F is
σ(∆U ) = {0} ∪ Z(f (0)U ).
Hence, in this case the summation over the spectrum
σ(∆U ) splits into two terms,
∆
(0)
T F = A
∫
d2k‖
(2pi)2
B(k‖, T ) + ∑
k∈Z(f(0)U )
B(ω, T )
 . (40)
The integration
A
∫
d2k‖
(2pi)2
B(k‖, T ) = A
∫ ∞
0
dk‖
2pi
k‖B(k‖, T ) (41)
accounts for all the field modes characterised by fre-
quencies ω =
√
k2‖ + 0
2, that are not included when we
perform the summation over the zeroes of f
(0)
U (k). The
integral (41) can be obtained analytically,
A
∫ ∞
0
dk‖
2pi
k‖B(k‖, T ) = −AT
3ζ(3)
2pi
. (42)
Hence the temperature dependent part of the Helmholtz
free energy for the case in which there is a zero mode
reads,
∆
(0)
T F = −
Aζ(3)
2pi
T 3+A
∫
d2k‖
(2pi)2
∑
k∈Z(f(0)U )
B(ω, T ). (43)
The extra term arising due to the existence of a trans-
verse zero-mode will not contribute to the force be-
tween plates since it does not depend on the distance
between plates. Nevertheless, it contributes to the dom-
inant term of the free energy at high temperature since
10
−T
3ζ(3)
2pi
' −0.191313T 3, (44)
as discussed in detail in the Appendix. The second term
in (43) can be again computed using (32) replacing
fU (z) by f
(0)
U (z).
Fig. 9 F/A for U ∈M(0)F at low temperatures: T = 0 (blue
line), T = 0.55 (yellow line), and T = 0.75 (green line).
Fig. 10 F/A for U ∈ M(0)F at high temperatures: T = 1.35
(blue line), T = 1.65 (yellow line), and T = 1.85 (green line).
In Figs. 9 and 10 we show the numerical computa-
tion of F|M0 for different values of the temperature as a
function of the free parameter α that determines the el-
ements ofM(0)F . Periodic boundary condition (α = pi/2)
corresponds to the minimum of F|M0 for any T < 1
(see Fig 9). In contrast, when the temperature is suffi-
ciently high (see Fig. 10) F|M0 becomes a monotoni-
cally increasing function of α, so the minimum of F|M0
occurs at Neumann boundary condition (α = 0).
4 Finite temperature Casimir force. Attraction,
repulsion and no-force boundary conditions
The finite temperature force per unit area of the plates,
i. e. the thermal pressure, can be obtained from (14).
Since only those terms that depend on the distance be-
tween plates contribute to the pressure in this case there
is no need to make any distinction between boundary
conditions inM(0)F and the rest of boundary conditions
inMF because the zero mode contribution in (43) does
not depend on the distance L. Taking this into account
the general formula for the temperature dependent part
of the quantum vacuum pressure reads,
∆TP =
∫ ∞
0
dξ
2pii
[
I3(ξe
iγ , T )∂L∂ξ log fU (ξe
iγ)−
I3(ξe
−iγ , T )∂L∂ξ log fU (ξe−iγ)
]
. (45)
In addition the zero-temperature pressure can be easily
obtained from formula (8) if we take into account that
for any U ∈MF ,
E
(3)
U = A
c
(3)
U
L3
, (46)
being c
(3)
U a coefficient that does not depend on the dis-
tance between plates L [26]. Hence the zero temperature
quantum vacuum pressure is
P (T = 0) =
1
A
3E
(3)
U
L
=
3
L
1
6pi2
×∫ ∞
0
dk k3
[
L− ∂k log
(
hU (ik, L)
h∞U (ik)
)]
. (47)
Putting together formulas (45) and (47) we obtain the
quantum vacuum pressure for any temperature and any
boundary condition U ∈MF ,
P (T ) = P (T = 0) +∆TP. (48)
It is of note that since ∆TP does not scale with the
distance between plates as L−4, the regions where the
force becomes attractive, repulsive or zero do not match
the regions when the total vacuum energy F is negative,
positive, or zero. In Fig.11 we show the numerical values
of the pressure at finite temperature computed using
formulas (45), (47), and (48). As can be seen the pres-
sure still gives rise to attraction, repulsion or no-force
regimes when the temperature is low enough. In par-
ticular, the minimum pressure is obtained for periodic
boundary conditions (see plot for n1 = 1, left-hand-
side corner in Fig.11), and the maximum pressure for
anti-periodic boundary conditions (see plot for n1 = 1,
right-hand-side corner in Fig.11) , as it is also found for
T = 0 (see Ref. [26]). The strongest temperature effect
at low temperature happens when n1 = 0 where the
attractive regime almost disappears with respect the
T = 0 case (see plot n1 = 0 in Fig.11 and its analogue
for T = 0 from Ref. [26]).
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Fig. 11 Pressure in the α− θ plane for different values of n1. In these plots, T = 0.35 and L = 1.
4.1 Critical temperature: the fully repulsive regime
As it is expected from the previous results, as the tem-
perature increases the quantum vacuum pressure will
be dominated by the thermal fluctuations, which tend
to produce a repulsive force. Hence the temperature at
which the minimum pressure is equal to zero defines
a critical temperature TPc that separates the thermal-
dominated regime (if T > TPc there is only repulsion
due to the thermal fluctuations for any U ∈ MF ) and
the quantum vacuum fluctuations dominated regime (if
T < TPc there can be attractive, repulsive or null quan-
tum vacuum pressure). From Ref. [26], it is known that
the minimum quantum vacuum pressure at zero tem-
perature occurs for periodic boundary conditions,
Up =
(
0 1
1 0
)
.
Taking this into account, the equation for the critical
temperature TPc at a given distance between plates, L,
is P (Up, T
P
c ) = 0, from which
∆TP (Up, T
P
c ) = −P (Up, T = 0), (49)
where P (Up, T = 0) is given by [26],
P (Up, T = 0) = − pi
2
15L4
.
Eq. (49) can not be solved analytically, so we have to
proceed by using numerical methods. In Fig. 12 we show
the numerical results for TPc and T
F
c together. As can be
seen the temperature at which the possibility of having
attractive quantum vacuum pressure disappears (TPc )
is higher than the critical temperature (TFc ) at which
the total quantum vacuum energy F becomes definite
negative.
Fig. 12 TFc (blue line) and TPc (red line) as functions of the
distance between plates L.
5 Conclusions and further comments
In this paper we have considered a massless scalar field
confined between two plane, isotropic and homogeneous
parallel plates mimicked by sufficiently general bound-
ary conditions compatible with the principles of the the-
ory of quantum fields at finite temperature. We have
computed and analysed the Helmholtz free energy, the
entropy and the pressure as functions of the temper-
ature and the free parameters entering the boundary
condition.
Concerning the Helmholtz free energy, the main re-
sult obtained is the possibility of having a change in
its sign for temperatures under certain critical TFc (see
Fig. 6, and Figs. 2-4). As happens at zero temperature
(see Ref. [26]), at finite temperature and T < TFC the
maximum of the free energy occurs for anti-periodic
boundary conditions, and the minimum is reached for
periodic boundary conditions (see Fig. 3). Neverthe-
less, since the finite temperature correction to the free
12
energy ∆TF has its minimum at Neumann boundary
conditions4 (see Figs. 2-5, 9 and 10) and its maximum
at Dirichlet boundary conditions5, when the tempera-
ture is high enough the maximum and the minimum
of F take place at Dirichlet and Neumann boundary
conditions, respectively.
Regarding the entropy as a function of the temper-
ature and the free parameters mimicking the plates,
we have found that the one-loop quantum correction to
the entropy is positive definite for any temperature and
any U ∈ MF . In relation with previous works where
there have been found negative one-loop quantum cor-
rections to the entropy in Casimir-like systems [18, 20–
23], suggesting certain instabilities of the quantum sys-
tem [44], we conclude that the quantum system of a
scalar field confined between two plates mimicked by
the sufficiently general boundary conditions is always
thermodynamically stable. Moreover, for any temper-
ature the maximum entropy is reached for Neumann
boundary conditions, while the minimum is obtained
for Dirichlet boundary conditions (see Figs. 7 and 8).
In Ref. [45] it was computed how the renormalization
group transformations for massless scalar fields trans-
form the boundary condition defined by a unitary ma-
trix U ∈MF , i. e., the boundary renormalization group
transformations. It is remarkable that the extrema of
the entropy for any temperature occur for the most un-
stable (Dirichlet boundary condition) and stable (Neu-
mann boundary condition) boundary renormalization
group flow fixed points which were studied in Ref. [45].
In addition taking into account the results presented in
Ref. [24] we can ensure that when there exists a poten-
tial with compact support between plates, the entropy
in general can become negative for certain potentials,
making the quantum system thermodynamically more
unstable than its classical analogue (see Ref. [44])
For the Casimir pressure at finite temperature we
have obtained the critical temperature TPc that sepa-
rates the thermal fluctuation dominated regime (T >
TPc ), and the zero-temeperature fluctuation dominated
regime (T < TPc ) (see Fig. 12). On the one hand, when
T < TPc the quantum vacuum fluctuations at zero tem-
perature still dominate the pressure behaviour of the
system. Hence, there exist boundary conditions that
produce attractive, repulsive or null force between plates
(see Fig. 11). On the other hand, for T > TPc the ther-
mal fluctuations become dominant giving rise to a re-
pulsive force between plates for any boundary condition
U ∈ MF . In addition, as it happens at zero tempera-
ture, when T < TPc the maximum and minimum of
4Neumann boundary condition corresponds to θ = α = 0.
5Dirichlet boundary condition corresponds to θ = 0 and α =
pi.
Fig. 13 Quantum vacuum pressure as a function of the tem-
perature for Neumann/Dirichlet boundary conditions and for
L = 1.
the quantum vacuum force occur for anti-periodic and
periodic boundary conditions, respectively. As a conse-
quence, we can conclude that the theorem of Kenneth
and Klich that states6 the opposites attract [46, 47] only
holds for T < TPc . For instance, it can be seen in Fig. 13
that the sign of the Casimir pressure for Dirichlet and
Neumann boundary conditions varies with the temper-
ature.
It is of note that our results can be generalised to
arbitrary dimension. If the physical space with bound-
ary in which the scalar field is confined is given by
[0, L] × RD, then all our arguments and formulas to
compute the free energy, the entropy and the pressure
remain valid by just replacing I3 defined in Eq. (27)
with
ID ≡ T
∫
R2
dDk‖
(2pi)D
log
(
1− e−
√
k‖2+k2
T
)
. (50)
This integral can be computed in terms of more com-
plicated combinations of polylogarithms of higher or-
der. Nevertheless since in any case the arguments of the
polylogarithms will be e−k/T it is ensured that non of
them will go through the branch cut when performing
the integration in k to sum over the orthogonal modes.
For the boundary conditions U ∈ M(0)F the dominant
contribution of the zero-mode to the free energy will be
given by
∆
(0)
T Fzm =
ATDΓ
(
1+D
2
)
pi
1+D
2
ζ(1 +D) (51)
6The main result of the paper is that Casimir-like systems
with mirror symmetry produce attractive Casimir forces.
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Appendix A: High and low temperature
expansions
The analytic formulas used to compute the numerical
results throughout the paper are valid for any temper-
ature. Nevertheless, we can obtain some simplified ex-
pressions in the low and high temperature limits. In
the first place, it is customary in the literature to de-
fine these limits in terms of the quantity TL. That
is, TL  1 corresponds to the low temperature limit
whereas TL  1 does to the high temperature limit.
Both limits have been well studied in the literature for
the most common boundary conditions [5, 39], where
the length scale a appearing in Eq (7) is irrelevant. Our
purpose in this appendix is to extend the definition of
these limits in order to account for the general bound-
ary conditions studied in this paper. It will be shown
that the scale a becomes relevant at the low tempera-
ture regime.
Appendix A.1: The low temperature expansion
For the most common boundary conditions, i.e., Dirich-
let, Neumann and (anti)periodic, the low temperature
approximation to the Helmholtz free energy is com-
puted in terms of the lowest frequency of the field modes
[3, 5, 39]. It is very standard to write down the domi-
nant contribution to∆TF in the low temperature regime
when there are no zero-modes as
∆TF ' −ω0 A
2pi
T 2 exp
[
−ω0
T
]
, LT  1, (A.1)
with ω0 being the lowest field mode. Likewise, as for
the case that there are zero-modes the dominant con-
tribution is the first term on the lef-hand-side in Eq.
(43), i. e.
∆
(0)
T Fzm = −
AζR(3)
2pi
T 3, LT  1. (A.2)
In the following we will show that the low tempera-
ture expansion (A.1) is not valid when we deal with
boundary conditions given by unitary operators U ∈
MF −M(0)F that are very close toM(0)F . In addition, we
will give a low temperature expansion for these bound-
ary conditions and the corresponding free energy. At
the same time, we will show that a more general defi-
nition of the low temperature limit is needed.
In previous sections, for the sake of simplicity, the
length scale a has been set to one. In this section, we
set a free to vary and study the analytical properties
of ∆TF as a function of the boundary condition pa-
rameters, making special emphasis on the relationship
of those parameters, α, θ and n1, with the fundamental
length scales of the system, L and a at low temperature
T . We start writing for any U ∈MF ,
∆TF = q0 +A
∫
d2k‖
(2pi)2
∑
k∈Z(f(J)U )
B(ω, T ), (A.3)
where
q0 =
{
0 U ∈MF −M(0)F
−Aζ(3)2pi T 3 M(0)F
, (A.4)
and
f
(J)
U =
{
fU U ∈MF −M(0)F
f
(0)
U U ∈M(0)F
. (A.5)
In order to perform the low temperature expansion
in the surroundings of M0 we need to develop an ap-
proximate solution for the spectrum of normal modes
kn for those boundary conditions that do not have zero
modes but that are very close to those that do.
Appendix A.1.1: Analytical behaviour of the spectrum
around M(0)F
In order to provide an analytical result, we will restrict
ourselves to variations in a neighbourhood ofM(0)F . To
do so, we compute the eigenvalues of the spectrum of
normal modes in a neighbourhood ofM0. That is given
by Eq. (39), and the equation that characterises the
spectrum of the transverse momenta for the associated
selfadjoint extensions can be rewritten as
cos θ sin (kL)
ka
− sin θ(1− cos (kL))
(ka)2
= 0. (A.6)
This equation is fulfilled whether
k
(0)
2n =
2pin
L
or k
(0)
2n+1 =
tan θ tan (k
(0)
2n−1L/2)
a
, (A.7)
for n = 0, 1, 2, 3 . . . . Notice that, generally, the distance
between consecutive eigenvalues depends strongly on
the value of θ. In fact, the distance between two consec-
utive eigenvalues reaches its maximum is for Neumann’s
boundary condition
θ = 0⇒ k(0)n+1 − k(0)n =
pi
L
,
and the minimum distance occurs for periodic bound-
ary conditions (θ = −pi/2) when the solutions of the
equation for k
(0)
2n−1 in Eq. (A.7) coincide with k
(0)
2n =
2pin/L, giving rise to a spectrum with degeneracy two.
Although no closed formulas can be provided for the
odd modes at generic values of θ, this behaviour guar-
antees that there is no level crossing in M(0)F .
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To study the low temperature approximation of∆TF
for selfadjoint extensions close toM(0)F , we must study
some analytical properties of the spectrum of such self-
adjoint extensions. To do so we will consider the subset
of selfadjoint extensions characterised by
{U(α, θ,n) ∈MF such that α+ θ = , n1 = 1}, (A.8)
where  > 0 is a small displacement in the α-θ plane.
To perform a perturbative study of the spectrum of the
selfadjoint extensions in(A.8) we make the substitutions
α = −θ+  and kn = k(0)n + δn in the spectral function
fU given by Eq. (29), and expand it up to first order in .
Solving for fU = 0, we obtain for the lowest transverse
mode (k
(0)
0 = 0),
k0 =
√

aL
. (A.9)
It is of note that, in the limit → 0, k0 goes smoothly
to zero as expected. Moreover the condition for the self-
adjoint extension ∆U ∈ MF to be close to M(0)F can
be re-formulated as the requirement k0L 1 i. e.,
 a/L. (A.10)
Thus, the spectrum varies continuously as a function
of the boundary condition parameter θ in a neighbour-
hood ofM(0)F , regardless of the length scales. As for the
modes with n ≥ 1 we get
kn = k
(0)
n + δn, (A.11)
where
δn =
2k
(0)
n a− ((k(0)n a)2 + 1) tan θ tan (k(0)n L)
2k
(0)
n a(k
(0)
n aL+ tan (k
(0)
n L)(a− L tan θ))
. (A.12)
In general, δn depends on the parameter θ as well as on
L, a and n1 through k
(0)
n .
Appendix A.1.2: Analytical behaviour of the thermal
corrections to the free energy at low-temperature
We finalise this section studying the analyticity of the
free energy as a function of the boundary parameters
in a neighbourhood of M(0)F . To this end, we compute
the thermal corrections to the free energy as a function
of the dimensionless parameter
χ ≡ /LaT 2, (A.13)
in the low-temperature limit, LT  1.
As explained previously, for LT  1, all alongM(0)F
the free energy in Eq.(A.2) is dominated by the contri-
bution of the zero mode k0 = 0 given by Eq. (A.2).
In the neighbourhood of M(0)F given by the set of pa-
rameters {α = −θ + , θ, n1 = 1}, the lowest mode
k0 =
√
/aL > 0 is still the dominant contribution to
∆TF . However, two asymptotic behaviours can be dis-
tinguished in ∆TF as a function of k0/T . In the first
case, when
k0/T  1⇒ χ = /aLT 2  1,
I3 in Eq.(26) can be expanded around the zero mode
up to leading order in k20/T
2  1. That yields a loga-
rithmic correction to ∆
(0)
T Fzm,
∆TF|χ1 ' ∆(0)T Fzm −
1
8pi
A
aL
T log (/aLT 2), (A.14)
On the contrary, for
k0/T & 1⇒ χ = /aLT 2 > 1,
the Boltzmann factor happens to be exponentially sup-
pressed, and the contribution of k0 is the one given by
Eq. (A.1) as shown in standard references (c.f. [5])
∆TF|χ>1 ' −
A
√

2pi
√
aL
T 2 exp
[
−
√

LaT 2
]
. (A.15)
Therefore, we conclude that the low temperature limit
in a neighbourhood ofM0 needs to be refined. That is,
on top of the customary criterion LT  1, an additional
condition upon k0/T must be considered. In Fig.14 we
compare ∆TF|χ1 and ∆TF|χ>1 from Eqs. (A.14) and
(A.15) respectively, and compare both approximations
with ∆TF using the exact formula (32) for boundary
conditions of the form
U (α = −θ + , θ, n1 = 1) ∈MF −M(0)F ,
close enough to M(0)F . It can be seen that, for a fixed
values of T and L such that TL  1, when  is suffi-
ciently small such that k0/T  1, the low temperature
approximation (A.14) is much better than the one ob-
tained from (A.15). Therefore, we conclude that the
standard low temperature approximation given by Eq.
(A.15) is valid only when the boundary conditions are
not close to M(0)F for a given temperature, i.e., when
k0/T > 1.
Appendix A.2: The high temperature limit
The high temperature expansion of the Helmholtz free
energy can be obtained in terms of the high energy
part of the one-particle states spectrum. Following Refs.
[5, 39] the latter can be written using zeta function
regularization as7
F(s) = q0 − 1
2
∂
∂s
µ2s
∫ ∞
0
dt
t
ts
Γ (s)
KT (t)K
(3)
U (t), (A.16)
7The physical limit is obtained taking s→ 0.
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Fig. 14 Graphical representation of ∆TF/∆(0)T Fzm as a function of the parameter  in the subset {α = −θ + , θ, n1 = 1},
as given by Eq.(32) (solid line in red), and their asymptotic approximations of Eq.(A.14) (dashed line in blue, RIGHT) and
Eq.(A.15) (dashed line in blue, LEFT). The numerical values are T = 1, L = 0.1, and a = 0.025.
being
KT (t) = T + 2T
∞∑
`=1
e−tξ
2
` ; ξ` = 2piT`, (A.17)
and
K
(3)
U (t) =
∑
ω∈σ(∆U )
e−tω. (A.18)
the heat trace for the selfadjoint extension −∆U . After
subtracting the divergences in (A.16) the series expan-
sion for high temperature, i. e. TL→∞ can be written
down in terms of heat kernel coefficients associated to
−∆U . Remember that
∆U = ∆R2 +∆
U
[0,L], [∆R2 , ∆
U
[0,L]] = 0 (A.19)
being ∆U[0,L] the selfadjoint extension of the operator
d2/dx2 over the interval [0, L] associated to the bound-
ary condition defined by U ∈MF . Hence the heat trace
for ∆U in Eq. (A.18) factorises as
K(t) = K
(2)
‖ (t)K
(1)
U (t), (A.20)
being K
(2)
‖ (t) and K
(1)
U (t) the heat traces for −∆R2 and
−∆U[0,L] respectively. From Eq. (A.20) it is obvious that
the heat kernel coefficients of −∆U can be written in
terms of products of heat kernel coefficients for −∆R2
and heat kernel coefficients of −∆U[0,L]. Taking into ac-
count that the heat kernel coefficients for −∆R2 can be
found in standard books (see e. g. Ref. [39]) and that the
heat kernel coefficients for the operator −∆U[0,L] were re-
cently computed as functions of the matrix U ∈ MF
in Ref. [32], the high temperature expansion is fully
determined and does not require any extra attention.
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