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ABSTRACT 
In this note it is shown that for certain pairs of (infinite) matrices A,B whose 
product is not commutative, there holds a relation AB = DA, similar to commutativity 
in that D is obtained from B by a very slight modification: by the deletion of some 
rows, or by the deletion of some rows and columns. 
1 
Given a sequence { p,,}, n = 0, 1, . . . of real numbers, the quasi-Hausdorff 
matrix H* = (H*, p,,) and the Meyer-K&-rig-Ramanujan matrix s* = (s*, I-&) 
are, by definition, the matrices whose nth-row, I&-column elements are 
and 
given by 
(k, 4 
(kc4 
(1) 
(2) 
respectively, for n, k =O, 1,. . . . Here Ap” = p,, - Pi+ r, A”p, = /.L,, and A”p,, 
= A(Ak-$,J. If we take { K} = {an+‘}, then (1) gives the matrix Tz of the 
sequence-to-sequence form of the Taylor method of summability, while (2) 
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gives the matrix S,* of the sequence-to-sequence form of Meyer-K&rig’s 
(Laurent series) method of summability introduced by him in [l]. (It should 
be noted that Meyer-K&rig [l, 21 uses the symbols I’_, and S,_, for our T,* 
and Sz respectively.) Simultaneously and independently Vermes arrived at 
these matrices in his study [4] of analytic continuations by power series and 
Laurent series. Particularly important classes of matrices H* = (H*, p,,) and 
S* = (S*, pJ are those for which for some and therefore indeed for every real 
number a the sequence {a, pa, pi, ps,. . . } is a sequence of moment constants; 
that is, there exists a function I of bounded variation in [0, l] such that 
a= o&(t) 
s s 
1 
and 1-1,= t”+‘&&(t) (fr > 0). (3) 
0 
(See e.g. Ramanujan [3].) If a, x, satisfy (3) we define the function x(t) by 
x(0)=x,(+0), x(t) =x(t) (O<t<1). (4) 
Then x(t) will be a function of bounded variation in [0, l] with 
s 
1 
x(0)=x(+0) and (I,,= tn+‘&( t) (n > 0). (5) 
0 
The above is precisely the necessary and sufficient condition that the matrix 
P = ( Pnk) [where P denotes either (H*, p,,) or (S*, p,,)] is the matrix of a 
bounded linear operator on l,, the Banach space of bounded sequences 
under the sup norm. When the condition is satisfied P will also be conver- 
gence-preserving: that is, the sequence { XrcoPnksk} will be convergent 
whenever { sk} is convergent. Also, when x(t) is a function of bounded 
variation satisfying the condition (5), the typical elements of the matrices 
H*,S* defined by (1) and (2) can be written in the forms 
[H*lnk= t”+‘(l- t)k-“dx(t), 
(6) 
respectively. (We define, as usual, k 0 =0 if n>k.) n 
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2 
Let r be a nonnegative real number. Then the Cesaro matrix C, = (c,~) is 
given by 
-1 
n+r )i 1; O<k<n; n=O,l,.... (7) n 
(Note that cnk = 0 for k > n; thus C, is a “lower triangle”; C, = I, the identity 
matrix.) If T is a nonnegative integer and H* = (H*,K), S* = (S*,pJ are 
given, let ZZ*(‘) = (H*(‘),&, S*@) = (S*@), p,,) be the matrices defined by 
[ H*(‘)lnk = Ak-“p,,,, (8) 
and 
[s*cr)lnk= n+;+r Akp,,+, 
i i 
respectively. Thus the matrix S*(‘) is obtained by deleting the first r rows of 
S*, whereas the matrix H*(‘) is obtained by deleting the first T rows and the 
first r columns of the matrix H*. In particular, H*(O)= H* and S*(O)= S*. The 
main theorem of this note can now be stated as follows. 
THEOREM. Let {v,,} be a sequence of moment constants and p,, = v,+ 1 
for n=O,l,.... Let H*=(H*,pJ and S*=(S*,pJ be defined by (1) and (2). 
In other words, let (H*,& and (S*,CL,) be convergence-preserving matrices. 
Then for each fixed r=O,l,... we have the following relations for matrix 
products: 
and 
C H* = H*“‘C 
T T (10) 
c 
T 
s* = s*“‘c 
r* (11) 
REMARK. Unless one of the factors in (10) is a scalar multiple of Z (the 
identity matrix), we have C,H* # H*C, and C,S* # S*C,. The relations (10) 
and (11) therefore may be regarded as compensating to some extent the 
noncommutativity of the matrices involved. Applications of the relations (10) 
and (11) will be considered in a subsequent note elsewhere. The particular 
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case of the theorem where H* = T,* and S* = S,* (i.e., when v,, = (Y “), with 
0 < (Y < 1, was proved by Meyer-K&rig in [2]. We shall call this result the 
Meyer-K&rig lemma. 
Proof of the Theorem Since H* is convergence-preserving, so is H*(‘). It is 
well known that the product of any two convergence-preserving matrices 
always exists (and is itself a convergence-preserving matrix). Hence the 
matrix products C,H* and H*(‘)C, exist; similarly the products C,S* and 
S*(‘)C are also seen to exist. 
Nixt, let x(t) be a function of bounded variation in [0, l] such that (5) and 
hence also (6) hold. If P(x) and N(x) are the positive and negative variations 
of x(t) in [0,x], O<x<l, then x(r)=P(x)-N(r) and p~=~$“dP-~$“diV 
= a, - P,, say, where {a,>, { A> are (totally monotone) sequences of 
moment constants corresponding to the increasing functions P(t) and N(t) of 
bounded variation in [0, 11. Then (H*,pJ = (H*,a,) -(H*,&) = H: - H,*, 
say. It follows that H*(“)= H:(‘)- H,*(‘) and 
C,H* = C,H: - C,H;, H*“‘C I 
= H*“‘C _ H;“‘C 
1 I I. 
Hence, to prove (10) we may without loss of generality assume that the 
function x(t) is increasing in [0, 11. Similar remarks and conclusion will apply 
in regard to (11) also. 
We assume therefore that x(t) is an increasing function of bounded 
variation in [0, l] satisfying (5) and (6). In order to prove the relations (10) 
and (11) simultaneously, we make use of the following notation. We define 
the matrices P, P’ and F(t) (0 < t < 1) as follows. Let either 
P= H*, P’= H*(‘) and F(t) = TF (12) 
or 
where 
P= s*, PC’)= S*(r) and F(t) = Sf, (13) 
[T&= k t”+‘(l- t)k-n 
0 n 
(15) 
for 0 < t < 1 and n, k=O, 1,. . . . (Thus T:, ST are the matrices discussed 
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immediately after the equation (2) in Sec. 1.) From (6) we get 
and 
PA= lFn&k(t) I (16) 0 
P’(‘)l,,~ = ~‘F,$‘( t) &( t) (r=O,l,...), (I? 
writing F,,(i)(t) for [ [F( t)]‘r’]nk. By the Meyer-K&@ lemma (referred to at 
the end of the remark following the statement of the theorem) we have, for 
o<t<1: 
C,F( t) = [F( t)](‘)Cr. 
Writing C, = ( c,,~), this becomes 
Fc,,F&= ~F$+)C$ (n,k=O,l,...). 
i 
(18) 
(Here and subsequently all summations will be assumed to be over the 
appropriate range; thus in (18), the first I: is over 0 < i < n, while the second 
E is over all i > n in case (12) holds and over i > 0 in case (13) holds.) It is 
easily verified that the relation (18) holds in fact when t=O and t= 1 also. 
Further, for each fixed i and k, the function Fik(t) is a continuous function of 
t in [0, 11, and hence for each fixed n and k, the left-hand side of (18), which 
is a finite sum of continuous functions, is a function continuous on [O,l]. 
Therefore, for each fixed 12 and k, the right-hand side of (18) is also 
continuous on [0, I]. It follows that the integrals 
and 
j’~F$t)c,,dx(t)=B 
O i 
exist and that 
A=B. (21) 
The integrand in (19) is a finite sum of integrable functions, and hence we 
may interchange the order of integration and summation in (19). The 
integrand in (20) is a series of nonnegative continuous functions whose sum is 
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also continuous on [O,l], and hence (by uniform convergence) we may 
interchange the order of integration and summation in (20) also. Thus we 
get from (21) that 
or C,P= P(?,. This proves the theorem. n 
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