An Information Theoretic Approach to Speaker Diarization of Meeting Recordings by Vijayasenan, Deepu
POUR L'OBTENTION DU GRADE DE DOCTEUR ÈS SCIENCES
acceptée sur proposition du jury:
Prof. P. Vandergheynst, président du jury
Prof. H. Bourlard, Dr F. Valente, directeurs de thèse
Prof. M. Ostendorf, rapporteur 
Prof. S. Renals, rapporteur 
Dr J.-M. Vesin, rapporteur 
An Information Theoretic Approach to Speaker Diarization of 
Meeting Recordings
THÈSE NO 4888 (2010)
ÉCOLE POLYTECHNIQUE FÉDÉRALE DE LAUSANNE
PRÉSENTÉE LE 6 DÉCEMBRE 2010
À LA FACULTÉ SCIENCES ET TECHNIQUES DE L'INGÉNIEUR
LABORATOIRE DE L'IDIAP
PROGRAMME DOCTORAL EN GÉNIE ÉLECTRIQUE
Suisse
2010
PAR
Deepu VIJAYASENAN
2
iRe´sume´
Dans cette the`se, nous e´tudions, dans le cadre de la the´orie de l’information, une
me´thode non parame´trique de segmentation et de regroupement en locuteurs (SRL) de
donne´es audios de re´unions. Le proble`me est formule´ en utilisant le principe du goulot
d’e´tranglement de l’information (principe IB pour Information Bottleneck). Contraire-
ment aux autres me´thodes ou` la distance entre des segments de locuteurs est introduite
arbitrairement, le principe IB recherche la partition qui maximise l’information mu-
tuelle entre les observations et les variables approprie´es au proble`me tout en minimisant
la distorsion entre les observations. L’optimisation de la fonction objectif du principe IB
conduit a` choisir la divergence de Jensen-Shannon comme distance entre segments de
parole.
Dans la premie`re partie de cette the`se, nous e´tudions la SRL reposant sur le principe
IB et utilisant les coefficients spectraux MFCC (Mel-Frequency Cepstral Coefficients)
comme primitives d’entre´e. Nous traitons les questions lie´es a` la SRL reposant sur le
principe IB telles que l’optimisation de la fonction objectif du principe IB ou les crite`res
permettant de de´duire le nombre de locuteurs. Nous e´valuons le syste`me propose´ en
le comparant au syste`me de re´fe´rence en utilisant le jeu de donne´es NIST RT06 (Rich
Transcription) pour la SRL. Notre syste`me reposant sur le principe IB atteint un taux
d’erreur locuteur (16,8%) similaire au syste`me de re´fe´rence HMM / GMM (17,0%). Ce
syste`me utilisant un regroupement non parame´trique, il effectue la SRL six fois plus
rapidement qu’en temps re´el, alors que la me´thode de re´fe´rence est trop lente pour eˆtre
re´alise´e en temps re´el.
La seconde partie de cette the`se propose un nouveau syste`me de combinaison de pri-
mitives dans le cadre de la SRL reposant sur le principe IB. Les deux e´tapes que consti-
tuent le regroupement et l’alignement des locuteurs sont discute´es. Contrairement aux
syste`mes actuels, la me´thode propose´e permet de combiner des primitives tout en e´vitant
le calcul de la moyenne des scores de log-vraisemblance. Deux ensembles diffe´rents de
primitives ont e´te´ conside´re´s - (a) combinaison de primitives MFCC avec des primi-
tives de diffe´rences de temps d’arrive´e (TDOA) (b) combinaison de primitives de quatre
espe`ces dont MFCC, TDOA, spectre de modulation et pre´diction line´aire fre´quence-
ii
domaine. Les expe´riences montrent que le syste`me propose´ ge´ne`re 5% d’ame´lioration
absolue par rapport au syste`me de re´fe´rence lorsque deux types de primitives sont com-
bine´s (a), et 7% en combinant les quatre types (b). L’augmentation de la complexite´ de
l’algorithme du syste`me reposant sur le principe IB est minime lorsque l’on augmente
le nombre de primitives. Le syste`me utilisant les quatre types de primitives en entre´e
fonctionne en temps re´el et est dix fois plus rapide que le syste`me reposant sur les GMM.
Mots-cle´s : Segmentation et regroupement en locuteurs, donne´es de re´unions, prin-
cipe du goulot d’e´tranglement de l’information, combinaisons de primitives.
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Abstract
In this thesis we investigate a non parametric approach to speaker diarization for
meeting recordings based on an information theoretic framework. The problem is for-
mulated using the Information Bottleneck (IB) principle. Unlike other approaches where
the distance between speaker segments is arbitrarily introduced, the IB method seeks
the partition that maximizes the mutual information between observations and vari-
ables relevant for the problem while minimizing the distortion between observations.
The distance between speech segments is selected as the Jensen- Shannon divergence as
it arises from the IB objective function optimization.
In the first part of the thesis, we explore IB based diarization with Mel frequency cep-
stral coefficients (MFCC) as input features. We study issues related to IB based speaker
diarization such as optimizing the IB objective function, criteria for inferring the number
of speakers. Furthermore, we benchmark the proposed system against a state-of-the-art
system on the NIST RT06 (Rich Transcription) meeting data for speaker diarization. The
IB based system achieves similar speaker error rates (16.8%) as compared to a baseline
HMM/GMM system (17.0%). This approach being non parametric clustering, perform
diarization six times faster than realtime while the baseline is slower than realtime.
The second part of thesis proposes a novel feature combination system in the context
of IB diarization. Both speaker clustering and speaker realignment steps are discussed.
In contrary to current systems, the proposed method avoids the feature combination by
averaging log-likelihood scores. Two different sets of features were considered – (a) com-
bination of MFCC features with time delay of arrival features (b) a four feature stream
combination that combines MFCC, TDOA, modulation spectrum and frequency domain
linear prediction. Experiments show that the proposed system achieve 5% absolute im-
provement over the baseline in case of two feature combination, and 7% in case of four
feature combination. The increase in algorithm complexity of the IB system is minimal
with more features. The system with four feature input performs in real time that is ten
times faster than the GMM based system.
Keywords: Speaker diarization, meeting data, information bottleneck principle, multi-
stream diarization.
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Chapter 1
Introduction
The exponential increase in storage capacity and processing power has facilitated digitization of
large volumes of spoken documents like broadcast, meetings, lecture room conversations. In this
context, there is a strong need to apply automatic speech processing methods to achieve effective
searching and indexing of those data. This requires other technologies besides automatic speech
recognition. Speaker diarization is one of such technologies addressing the problem “who spoke
when”.
In recent years, diarization has been applied to spontaneous multi-party discussions also infor-
mally known as meeting recordings. Speaker diarization is trivial if meeting participants have their
own recording instruments such as lapel microphones or individual headset microphones. However,
audio recording is often performed in a “non-intrusive manner” using Single Distant Microphone
(SDM) or Multiple Distant Microphones (MDM).
MDM is generally a collection of one or more microphone arrays (circular or linear). the number
of microphones can vary from two to up to sixty four microphones depending on the meeting room
equipment.
Speaker diarization finds its application across a wide variety of domains. Some applications
include:
• The speaker segmentation information can be used to refine the raw text output of Automatic
Speech Recognition (ASR) into a conversational form that is useful in related tasks such as
meeting summarization. The segmentation output is also used by speaker adaptation algo-
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rithms to improve the ASR performance.
• In case of large multimedia archives, obtaining speaker labels can be useful in terms of
speaker indexing and retrieval across different documents.
• Most of the meeting analysis algorithms include speaker diarization as a first step. Speaker
diarization output contains useful characteristics of meeting participants like total speaking
length, average speaking duration etc. These features are employed in automatic analysis
of interaction between participants, e.g., dominance detection, role recognition, identifying
whether a meeting is co-operative or not.
1.1 Motivations
Speaker Diarization involves two simultaneous tasks: (1) the estimation of the number of speakers
in an audio stream (2) associating each speech segment to each speaker. In recent years, diarization
of meeting domain data has been an active research field.
Conventional methods perform speaker diarization based on parametric models such as Hidden
Markov Model (HMM) with Gaussian Mixture Models (GMM) as the emission probabilities. Recent
advances show that significant improvements can be obtained combining traditional short term
spectral features, e.g., Mel Frequency Cepstral Coefficients (MFCC), together with the Time Delay
of Arrival (TDOA) extracted from the microphone array as well as with other features extracted
from long time spans of the signal.
While the combination several information sources is effective in reducing the diarization error,
it introduces a number of weaknesses and challenges that are addressed in this work, i.e, the com-
putational complexity of the system and the most effective and robust way of integrating multiple
features.
• The conventional models based on the HMM/GMM framework estimate separate parametric
models for each hypothesized speaker. This is computationally expensive and requires consid-
erable optimization to achieve real time performance. Whenever multiple features are used,
the computational complexity of the diarization system further increases.
In the context of the meeting processing, there is a strong requirement to have diarization
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systems with low computational complexity. Such a speaker diarization system would enable
applications such as meeting browsing, meeting indexing and retrieval on a normal desktop
machine.
• The dimensionality of TDOA feature vector is variable, and the combination of MFCC and
TDOA features often presents a robustness problem. The combination of a fixed dimension
MFCC vector with a variable dimension TDOA vector does not always produce consistent
improvements.
• Beside TDOA features, other combinations have been proven effective, e.g., MFCC plus
prosodic features, MFCC plus modulation spectrum features. However no positive results
have been reported to date on the combination of more then two feature streams.
1.2 Objective
The main objective of the thesis is to advance the field of speaker diarization of meeting data
recorded with multiple distant microphones along two axes:
• The reduction the computational complexity of the system with little loss in performances so
that real time diarization is possible even when a large number of features are integrated in
the system.
• The inclusion of multiple features, beyond the common two streams paradigm (MFCC and
TDOA), in order to further reduce the diarization error.
1.3 Contributions
Towards those objectives, this thesis investigate the use of a non-parametric clustering algorithm
for speaker diarization. The method is based on the Information Bottleneck (IB) principle which
operates on a space of “relevance variables”. The clustering method attempts to preserve maximum
mutual information with respect to relevance variables.
The main contributions are:
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• The first part of the thesis casts the speaker diarization problem using the Information Bot-
tleneck method.
Being non-parametric, the algorithm does not estimate explicit parametric models for each
speaker. Hence the method is computationally less expensive than conventional HMM/GMM
systems. The proposed system could achieve similar performance while being significantly
faster [134].
• The second part of this thesis extends the IB framework to handle multiple features streams.
Experiments reveal that the increase in computational complexity is significantly lower com-
pared to the HMM/GMM case. Furthermore the combination is more robust to the different
feature. In particular whenever the time delay of arrivals are used together with the MFCC
features, the IB system is more robust to the dimensionality of the TDOA vector producing
lower speaker error than the HMM/GMM system [138].
• The third part of the thesis investigates the use of additional features to the MFCC and TDOA
combination. Two different sets of features based on long temporal context are explored.
The combination of four feature streams results in significant improvements in case of IB
diarization; in contrast to the marginal benefits in case of baseline HMM/GMM from this
combination. As per our best knowledge, this is the first successful attempt in combining
more than two features for speaker diarization [137].
• The time complexity of the proposed system with multiple input features does not increase
considerably as compared to the conventional systems. The proposed diarization system with
four input feature streams is still faster than real-time [136].
In summary this thesis proposes and investigates a novel diarization system based on the Infor-
mation Bottleneck principle which allows the integration of a large number of features while still
performing the task faster then real time.
1.4 Organization
The structure of this thesis is as follows:
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• Chapter 2 is an overview of different algorithms that perform various steps in typical speaker
diarization algorithms.
• Chapter 3 introduces single stream diarization system based on Information Bottleneck Prin-
ciple. The relevance information is provided through a background GMM and the clustering
is performed by agglomerative optimization. Two criteria for model selection (detecting the
number of speakers) are investigated.
• Chapter 4 extends the diarization system to incorporate time delay of arrival features. The
chapter describes the new distribution based combination of feature streams. Subsequently,
a realignment algorithm based on IB principle is described. The algorithm is evaluated using
MFCC and TDOA input features.
• Chapter 5 further investigates an extension of the two stream system with two additional
acoustic features with long temporal context. Different issues such as algorithms robustness
are investigated in comparison with a traditional HMM/GMM system for the multi-stream
combination.
• Chapter 6 reports the results of the algorithms on recent NIST evaluation datasets.
• Chapter 7 provides a short summary and conclusions of the thesis.
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Chapter 2
Speaker Diarization: An Overview
The goal of speaker diarization is to segment a continuous audio recording into different segments
and to annotate each segment with a “speaker label” as shown in Figure 2.1. This includes deter-
mining how many speakers are present in the meeting as well as identifying the speech segments
of each speaker in an unsupervised manner.
In this chapter, we review key sub-tasks needed to perform speaker diarization namely,
• Feature Extraction: This step extracts the speaker characteristics from the audio (Sec-
tion 2.1).
• Speech Activity Detection (SAD): This is the task of speech non speech separation (Sec-
tion 2.2).
• Speaker Change Point Detection This step divides the input speech into short segments
that contain only one speaker (Section 2.3).
• Speaker Clustering: This step operates on the output of change point algorithm and groups
Figure 2.1. Speaker diarization consists of detecting number of speakers and speech corresponding to each speaker
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Figure 2.2. Various stages in speaker diarization
the speech segments of same speaker together (Section 2.4).
The block diagram of a typical diarization system is illustrated in Figure 2.2. We examine different
approaches to each of these blocks in the following.
2.1 Feature Extraction
The objective of feature extraction is to extract the information that is useful for the task and to
suppress all irrelevant information. Speaker diarization systems generally use one or more of the
following features:
• Short term spectrum based features are extracted from the Fourier transform of speech
segments considered in short analysis time windows. This is discussed in Section 2.1.1.
• Time delay of Arrival (TDOA) features are extracted from audio recorded with multiple
microphones. These features contain speaker location information and will be described in
Section 2.1.2.
• Other features include prosodic features such as pitch and modulation spectrogram and will
be described in Section 2.1.3.
2.1.1 Short term spectral features
Most of the speaker diarization systems employ features based on short term spectrum of the sig-
nal. The input audio is windowed using a hamming window of around 25ms duration with a 50%
overlap of successive windows. The spectral features are then extracted from the short term Fourier
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transform of the windowed signal. The most common features used in this context are the Mel fre-
quency Cepstral coefficients (MFCC) (eg: [2; 5]). Speaker diarization systems use a higher number
(around 20) of cepstral coefficients as compared to Automatic Speech Recognition systems. Unlike
ASR systems, the delta and delta-delta coefficients are not employed widely since they capture
short-time variations of the signal (tens of milliseconds) that generally capture phoneme evolution.
Only a few attempts make use of delta features for diarization [150; 71]. Other short term features
explored in literature include Line Spectrum Pair (LSP) frequency features [1], Perceptual Linear
Prediction (PLP) coefficients [104] and Linear Predictive Cepstral Coefficients [3].
In order to reduce the effect to background noise and other unrelated acoustic events, feature
warping techniques [91] are proposed to gaussianize the pdf of the features prior to modeling. Sig-
nificant improvements are reported [104; 152]. In the same context, RASTA-PLP features [49] are
used in AMI speaker diarization system [128; 129].
2.1.2 Time Delay of Arrival Features
In case of meeting room data with multiple microphones, the time delay of arrival (TDOA) of signals
in different microphones was found to be useful [65; 89]. The TDOA features are calculated by
finding the peak of the cross correlation between channels and can be estimated without explicit
knowledge of the microphone array geometry. Another set of features was proposed in the context of
multiple microphones in [86]. The feature set consists of a subspace approximation of energy ratios
in different sub-bands. These features were found to be more robust to overlapped speech [87]. In
another attempt, a discriminant analysis with respect to an initial set of clusters is performed over
TDOA features [31]. The initial clustering was made with a threshold on the Euclidean distance
between features. The method reported consistent improvement over meetings that have more
than 2 microphone inputs. The most common approach is to use TDOA features in combination
with MFCC features. This achieves the state of the art in speaker diarization in different speaker
diarization evaluations [10; 143; 114; 115].
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2.1.3 Other Features
Long term features consider the speech in larger segments which reveals long term speaker charac-
teristics, that are not captured by the short term analysis. Features such as pitch frequency, energy,
centroid of peak frequency and peak frequency bandwidth are examples of features considered for
speaker segmentation [148]. In addition, three new features based on cross correlation of the signal
power spectrum – temporal feature stability, spectral shape and white noise similarities – are inves-
tigated. A wide variety of prosodic features are presented in [35] in terms of their discriminability
for speaker diarization.
To complement the short-time spectral features, modulation spectrogram features that depend
on a longer temporal context were employed in [139]. In a similar work, the combination of MFCC
and a set of prosodic and long term features such as energy based features, harmonic to noise ratio,
long term average spectrum were found to improve the diarization performance [35]. In a related
work [51], the prosodic features were used to initialize the clusters for agglomerative clustering.
2.2 Speech Activity Detection
Speech activity detection(SAD) refers to identification of regions that contain speech from the par-
ticipants present in the meeting recording. The non-speech regions may contain silence, any meet-
ing room noise, other sounds such as laugh, background music etc. A speech/non speech separation
is essential prior to any speaker segmentation or clustering.
Speech/non-speech detectors can be generally classified into different categories:
1. Energy based detectors perform the speech non speech classification based on short term
energy of the signal (Section 2.2.1).
2. Model based speech-non speech detection builds separate speech and non speech models
from the input features (Section 2.2.2).
3. Hybrid schemes depend on energy based schemes to obtain an initial classification to train
the speech and non speech models in an unsupervised manner (Section 2.2.3).
4. Multichannel speech activity detection attempts to perform speech/non-speech separa-
tion from a multichannel audio recording (Section 2.2.4).
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2.2.1 Energy Based Detectors
Energy based speech detection works based on thresholding the short term energy of the signal.
This scheme is simple and require no training data and is used in telephone audio in general. The
algorithms perform noise adaptation to track the non-stationarity of the signal [61; 59]. However,
meeting recordings contain various high energy non speech events such as laughing. In this case
the speech detection performance with energy based systems degrades as the non-speech events
also have high energy. In addition, speech acquired using distance microphones has relatively low
SNR. This degrades the performance of energy based systems for meeting recordings [52; 127].
2.2.2 Model Based Detectors
Model based detectors are very common for speech activity detection for meetings. They build
multiple models for different characteristics of the audio from a development dataset. General
approach consists of training Gaussian Mixture Models (GMMs) using labeled data. A Viterbi
decoding on the unsegmented audio using these models provides the required speech/non speech
segmentation. The models are used in segmenting the input audio to speech and non-speech region.
The simplest system uses only two models for speech and noise [144].
In case of broadcast data, multiple speechmodels are trained for different gender and bandwidth
combinations [79] or to model noise and music separately [39; 151]. Those works also model classes
like speech+noise and speech+music that helps in reducing rejection of speech frames as non speech.
This data is subsequently classified as speech.
One advantage with this approach is that it can deal with very specific speech / non-speech
classes. However, the method needs labeled training data that requires manual annotation. In
addition, with complex models the labelled data may not be sufficient to train the parameters and
may not generalize across different recording conditions.
An alternative approach consists of employing multi layer perceptron (MLP) for speech/no-
speech separation [30] in meeting recordings. The MLP parameters are estimated from data that
is labelled with force alignment. A Viterbi decoding with scaled likelihoods that are generated from
the MLP classifier perform the speech non-speech segmentation.
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2.2.3 Hybrid Schemes
Hybrid systems attempt to remove the data dependency in case of model based approaches. They
generally consist of two stages – an energy based first step followed by a model based detector. The
output of the energy based detector can be used as training data for the second stage and thus the
dependency on labeled training data is eliminated. A derivative filter often precedes the energy
thresholding to enhance the change points [8; 10]. The second stage is a model based detector
that is typically based on GMM models. The system parameters are estimated using segmentation
from the first stage. Multiple iterations of training and segmentations are performed using an EM
algorithm. As in case of model detectors, multiple models for non speech such as silence, non-speech
sound models are explored [50; 143].
2.2.4 Multichannel detectors
Recent research efforts concentrate on multichannel audio recordings. In this context there have
been attempts to address multi-speaker speech activity detection. An important challenge in this
domain is to avoid cross talk. Features for classifying the multichannel audio into four classes
namely local channel speech, local channel speech with cross talk, cross talk and silence was in-
vestigated in this context [145]. Another method to discard cross talk speech segments is based
on a post processing step that thresholds cross correlation between channels [92]. An alternate
algorithm detects cross-talk by means of peak of joint cross correlation [64]. This method did not
require any training data and was later extended to a hybrid system using Gaussian models for
detection [63].
2.3 Speaker Change Detection
Speaker Change Detection algorithms divide the output of the SAD system into segments that
contain speech of only one speaker. The algorithm tries to detect all speaker change points to
form “speaker-pure” segments so that they can be clustered in the next step. Common approach to
change detection involves computation of a distance measure between two segments of speech data
Xi and Xj around the hypothesized change point. The distance is then compared with a threshold
to determine if a speaker change occurs. The threshold for the decision is empirically determined
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based on experiments conducted in development data. Various speaker change detection algorithms
are proposed in the literature based on the distance measure and the choice of decision threshold.
The most common distance measure is based on Bayesian Information Criterion. However, various
other forms of distance measures such as symmetric KL divergence, Gish distance, Generalized Log
likelihood Ratio (GLR) exist in literature.
2.3.1 KL based change detection
KL divergence measures dissimilarity between two distributions. In case of speaker change detec-
tion, the adjacent windows are declared as belonging to same speaker if the KL divergence is below
an empirically determined threshold. Most of the speaker segmentation algorithms based on KL is
based on a closed form expression of KL divergence in case of Gaussian distributions.
KL(Xi||Xj) =
1
2 tr[(Σi − Σj)(Σ
−1
j − Σ
−1
i ) + (Σ
−1
j − Σ
−1
i )(mi −mj)(mi −mj)
′] (2.1)
where ml,Σl are the mean and covariance of data Xl. A symmetric form of KL divergence is given
by the sum of two KL divergences:
KL2(Xi, Xj) = KL(Xi||Xj) +KL(Xj||Xi) (2.2)
This symmetric KL divergence is used as the distance measure where models of the data in the two
segments in consideration are Gaussian distributions [103]. It was observed that the environment
conditions introduce a bias in mean estimates and a refined measure known as divergence shape
distance was proposed to avoid the dependency on mean estimates [60].
Since no exact closed form expression exists for mixture models, use of KL divergence is mostly
limited to Gaussian speaker models that have limited capabilities in modeling. However, KL diver-
gence is often used as the first stage [28; 153] to decrease the computational cost.
2.3.2 Generalized Likelihood Ratio Test
Earliest approaches to speaker change detection scheme rely on Generalized Likelihood Ratio
(GLR) test. The generalized ratio test [141] was adopted to segment the speaker turns with a
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tuned threshold[20; 36; 1]. Speaker segmentation is based on whether the two adjacent windows
Xi and Xj of speech is modeled with a single gaussian Ni+j trained on the entire data Xi ∪Xj (no
speaker change) or with separate gaussians Ni and Nj (speaker change detected). The distance
measure is computed from the likelihoods as:
DGLR = −log
[
L(Xi ∪Xj |Ni+j)
L(Xi|Ni)L(Xj |Nj)
]
(2.3)
Ni+j denotes the Gaussian distribution estimated from data Xi and Xj combined.
Gish distance measure is derived from GLR [40; 41] avoiding the dependency on mean estimates
as in case of divergence shape distance and is expressed in closed form as:
DGish(Xi, Xj) = −
N
2
log
|Σi|α|Σj |1−α
|αΣi + (1 − α)Σj |
(2.4)
where Σi,Σj are the covariance matrices for Xi and Xj and α = Ni/(Ni +Nj).
Though GLR can be computed for the mixture models, the measure does not take the complexity
of the models into consideration. The log-likelihoods can be arbitrarily increased with introducing
more mixture components. This issue is addressed by Bayesian Information Criterion(BIC) that
try to penalize models with high complexity [24] which is described below.
2.3.3 Bayesian Information Criterion
Bayesian Information Criterion(BIC) was originally introduced in the case of model selection [101]
and was later applied to speaker change detection [24]. For an acoustic segment Xi BIC value of a
modelMi is given by:
BIC(Mi) = logL(Xi|Mi)−
λ
2
#(Mi) log(Ni) (2.5)
where Ni denotes number of samples in Xi and #(Mi) denotes the number of parameters for the
model. λ is a tunable parameter that controls the trade-off between model complexity (number
of parameters) and the best fit of the data (large likelihood). Speaker segmentation is based on
whether the two windows Xi and Xj in question are modeled with a single distribution, Mi+j
trained on entire data Xi ∪ Xj (no speaker change) or each with separate distributions Mi and
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Mj (speaker change detected). i.e., The two speech segments Xi and Xj are compared based on
difference between the BIC value of the combined window and the sum of BIC values of the two
individual segments and is given by:
∆BICij = logL(Xi ∪Xj |Mi+j)− [logL(Xi|Mi) + logL(Xj |Mj)]−
λ
2
#(δij) logN (2.6)
where#(δij) = #(Mi+j)− [#(Mi)+#(Mj)] denotes the change in number of parameters. Whenever
a change point is detected, the window boundaries are restarted from the change point again. In
case no speaker change is observed, the window size is increased and the process repeats. The BIC
criterion in this form contains a tunable parameter λ in the penalty term that implicitly defines
the threshold for comparison. Further studies have investigated different methods to improve this
scheme. An alternate penalty selection was found to improve the method [121]. Another scheme
eliminates the use of this threshold by adjusting the number of parameters between models [4].
In this scheme, the number of model parameters is kept constant before and after merge. i.e., the
number of components of the model Mi+j is equal to the sum of the number of components in Mi
andMj . Thus the last term in Equation 2.6 reduces to zero, thus eliminating the tunable parameter
λ.
BIC is still the state of the art for many different applications. However, two major issues are
reported with BIC systems [119] and are given by:
• BIC has high miss rates on detecting short turns ( < 2− 5s), that can be problematic to use on
fast interchange speech like conversations.
• the full search implementation is computationally expensive.
There has been considerable research to overcome these issues for BIC. While one approach [121]
tries to consider a variable window where the size of the window is increased adaptively, an alter-
nate scheme tries to avoid some unlikely BIC computations in order to decrease computations. A
MAP adaptation of speaker models was presented [95] that is able to detect speaker change points
in a short duration.
In order to reduce the computational complexity many systems apply a computationally less
expensive distance measure as an approximation to BIC in the first stage. Only the change points
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detected in this stage are passed to the BIC computation. DIST-BIC [29; 28] is such an algorithm
where a Log likelihood ratio test or KL divergence is used in the first stage. This work was further
extended to refine speaker change position location and change candidate detection [153]. An-
other approach based on applying T 2 statistics prior to BIC [149] which when combined with vari-
able window length increasing schemes resulted in close to 100 times improvement in the perfor-
mance time. A similar approach employs a symmetrical KL divergence measure on Line Spectrum
Pair(LSP) frequency features and the system is able to meet realtime processing requirement [67].
Alternate distance measures to reduce the computational complexity include normalized log
likelihood ratio (NLLR) [130] and cross BIC (XBIC) [7]. XBIC distance measure is shown to be
faster than BIC, while having similar performances. A normalized version of XBIC was found to be
more robust against speaker variations [68].
Other approaches towards reduction of computational complexity include employing a variable
window length is used to reduce the number of computations [105] and a divide and conquer ap-
proach where the long segments are segmented first and then further proceeds towards shorter
time segments[25]. In the latter scenario, both stages use BIC criterion and the method reports
significant improvements over single stage BIC.
2.4 Speaker Clustering
Speaker clustering combines segments from same speaker together. Ideally one cluster is pro-
duced for each speaker and all speech segments from a given speaker are assigned to the same
cluster. Most of the state-of-the art systems follow a top-down or bottom-up hierarchical clus-
tering. The clusters of speech segments are iteratively split (agglomerative/top-down) or merged
(divisive/bottom-up) until a stopping criteria is reached. Top down systems start with few large
clusters and divide them until the optimum number of clusters. In contrast, bottom-up methods
over-segment the speech segments into a large number of clusters which are merged until the opti-
mum number of clusters. Either case would require two quantities to be defined:
• a distance measure that defines the speaker similarity between two speech seg-
ments/clusters
• a stopping criterion to terminate the merging / splitting at the optimal number of clusters
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Input:
Speech segments x1, . . . , xN from speaker change detec-
tion/uniform linear segmentation
Stopping Criterion
Distance measure d(., .)
Output:
Cm: m-partition of X , 1 ≤ m ≤ N
Initialization:
• Initial partition ci = xi, i = 1, . . . , N
Main Loop:
While stopping criterion != true
merge ci, cj such that d(ci, cj) is minimum
Figure 2.3. Agglomerative Speaker Clustering
Most of the research focuses on definition of these quantities that is discussed below.
2.4.1 Agglomerative Approaches
Agglomerative or bottom-up clustering is the most common approach towards speaker clustering
since it could incorporate the output of speaker change detection algorithms as the starting point.
Normally a distance metric between all clusters is computed at each stage and the closest pair is
merged until the stopping criterion is satisfied. Figure 2.3 presents the pseudo code.
Many distance measures that are used in case of speaker change detection can be applied for
agglomerative speaker clustering. The earliest works in this domain depend on modeling speakers
with Gaussian distributions with Gish distance or symmetric KL divergence as the distance mea-
sure [54; 103; 149]. The most common stopping criterion is based on an empirical threshold on the
minimum distance between pairs. Minimization of a penalized version of within cluster dispersion
was also explored to determine the optimal number of clusters in case of Gish distance [54]. In this
work, the Gish distance is weighted to favor merging of neighboring segments. The Gaussian model
might be too restrict to characterize speaker properties in this case.
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State of the art algorithms use Gaussian mixture modeling of speakers and Bayesian Informa-
tion Criterion (BIC) is again the most common distance measure as in the case of speaker change
detection. Starting from each segment as a speaker cluster, hierarchical clustering is performed.
The BIC measure is calculated for every cluster pair, and the one with highest BIC is merged to-
gether. Though the clustering uses a threshold that is based on model selection framework, experi-
ments on broadcast news [121; 130; 120] revealed that tuning this threshold is essential not only to
improve performance but also to generalize well on unseen data. A similar scheme was employed
for meeting diarization also [127]. A significant contribution in this domain eliminates the penalty
term by fixing the number of parameters the same before and after merge step [4]. BIC is however
a computationally expensive algorithm since each distance calculation involve a GMM estimation
step. Different strategies for fast computation of BIC was explored in literature [121; 130].
Many speaker clustering algorithms use speaker models that are adapted from a common back-
ground GMM, that is estimated from the speech data from the same meeting. In the special case
when all speaker model GMMs are mean adapted from the background GMM based on MAP adap-
tation, an upper bound on KL divergence between two Gaussian models was used as the distance
measure [17]. The method adopts a threshold on the distance measure as the stopping criterion
and outperforms BIC in a broadcast news corpus. However, the method was found to be less robust
compared to BIC with errors in segmentation and was improved by replacing the stopping criterion
with a BIC criterion [76]. A similar distance measure based on KL divergence between individual
Gaussian distributions of a GMM allows fast distance computation as well as updation of speaker
models [96]. Another choice of distance measure in the case of GMM speaker models is based on
Generalized Likelihood Ratio(GLR) test [112; 55]. The algorithm use BIC as the stopping criterion.
To force the merge of clusters that are close in time, a penalized GLR was proposed [140].
Motivated by speaker recognition systems, many speaker clustering algorithms use a Universal
Background Model (UBM). The UBM is estimated from a large number of speakers from a separate
training dataset. The speaker models are estimated by performing adaptation of the UBM model
for individual speaker segments. In this framework, Cross likelihood distance is used to perform
agglomerative clustering, which is initialized with a BIC based clustering with an early stopping
(more number of clusters than required) [15; 151; 152; 104]. The cluster models are then compared
using cross-likelihood distance for further merging where an empirical set of thresholds define the
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stopping criteria. The cross likelihood distance is given by:
D(Xi, Xj) =
1
Ni
L(Xi|MUBM+j)
L(Xi|MUBM )
+
1
Nj
L(Xj |MUBM+i)
L(Xj |MUBM )
(2.7)
whereMUBM denotes the background model andMUBM+j denotes the MAP adapted of UBM mod-
els with data Xj . Another related work proposes a Common Variance GMM (CVGMM) which is
a tied covariance model to take into account small duration clusters better[83]. A model selection
(GMM/CVGMM) is performed by a BIC criterion. Another novel distance metric is based on a tech-
nique called triangulation [73]. Given a set of acoustic segments {Xk} and a set of initial clusters
{Ci}, each cluster is represented in terms of the conditional likelihoods p(Ci|Xk). The distance
measure between clusters is computed in terms of cross correlation between such vectors:
D(Ci, Cj) =
∑
k
p(Ci|Xk)p(Cj |Xk) (2.8)
The method can be seen as a projection into a speaker space followed by the computation of the
distance measure.
An alternative distance metric, namely relative entropy distance [58] is used in speaker clus-
tering [98] to improve speech recognition performance. The relative entropy distance between two
segments Xi and Xj with GMM speaker modelsMi andMj is:
D(i, j) =
1
2
[
Dλiλj +Dλjλi
]
(2.9)
Dλkλl = L(Xk|Mk) + L(Xk|Ml) (2.10)
The stopping criterion is again based on a threshold on the distance measure. The same framework
is also utilized for other datasets [48]. The framework was later refined [99] to train a single
GMM on all speech segments with a separate mixture weight distribution adapted to each segment.
The distance between segments is defined in terms of relative increase in entropy of this weight
distribution due to clustering of two segments.
Another approach for speaker clustering depends on Fisher voices [26]. A background GMM is
trained on the meeting whose means are then MAP-adapted to each speaker segment. The means
of the adapted GMMs are considered to form a super-vector. The set of super-vectors are projected
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to a discriminative subspace(estimated from a development dataset) and agglomerative clustering
is performed with Euclidean distance metric.
2.4.2 Divisive Clustering
Divisive or top-down approaches are not very common as speaker clustering algorithms. A top
down split and merge clustering framework [57] splits data into upto four sub-clusters and allows
for merging of similar sub-clusters. Two implementations are proposed for the algorithm – the first
one based on MLLR adaptation and the other one based on Arithmetic Harmony Sphericity (AHS)
metric [18] – to assign speech segments to the sub-clusters. The AHS distance measure is defined
as:
AHC(Xi, Xj) = log[tr(ΣiΣ
−1
j ).tr(ΣjΣ
−1
i )]− 2 log(d) (2.11)
where Σl is the covariance matrix of speech segment Xl and d is the feature dimension. The split-
ting is terminated based on a minimum occupancy criterion. This algorithm was further used for
speaker diarization task [56; 120].
2.4.3 Other Approaches
There are set of algorithms that do not belong to agglomerative/divisive framework for speaker clus-
tering.A typical example is a speaker clustering algorithm based on Self Organizing Maps (SOM)
[62]. It is a VQ clustering algorithm that generate the code books for each speaker. The optimum
number of clusters is defined by applying BIC on a likelihood function defined over the code vectors
of the codebook.
Another approach maximizes the within-class homogeneity to optimize the speaker cluster-
ing [122]. The within-cluster homogeneity is characterized by the likelihood probability that a
cluster model, trained using all the utterances within a cluster, matches each of the within-cluster
utterances. The maximization is performed either by a genetic algorithm or an alternative solution
based on a divergence based model similarity. Model selection is performed using BIC.
Spectral clustering approaches were also successfully employed towards speaker diariza-
tion [80]. Individual speech segments are modeled with GMM and an approximation of KL di-
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vergence is used as a distance measure. Spectral clustering [78] is performed using an affinity
matrix constructed based on this distance measure. Two model selection algorithms based on the
eigen decomposition of the affinity matrix are explored.
Variational Bayesian(VB) learning was explored in the context of speaker clustering [124; 125]
where both speaker models and the complexity of the model are learned at the same time. The
system can be initialized with high number of clusters and gaussians per speaker, and the system
would eliminate the cluster models and Gaussian components that are not used. This work was
later extended in the context of meeting diarization [126].
This work was later extended to consider the use of infinite models for speaker clustering[123].
Speaker segmentation is obtained through a Dirichlet Process Mixture model and learning is based
on a VB approximation. This method shows improvements over ML/BIC and MAP/BIC
2.4.4 System Combination
There were only a few attempts to combine the output of multiple speaker clustering algorithms.
A cluster voting scheme was designed to reduce the diarization error by combining the results
from two different diarization systems[118]. Two different sets of systems are tested with the com-
bination and consistent improvements with respect to the individual performances are reported.
Other approaches to combine information from different diarization systems are hybridization and
merging [74; 75]. The hybridization method uses the segmentation result of a bottom-up system to
initialize a top-down system. Merging strategy proposes associating the common result segments
followed by a re-segmentation of the data to assign the segments where the two algorithms differ.
A similar approach trains MAP-adapted GMMs from speech segments where two input systems
agree and these adapted models are used for iterative segmentation [21].
2.4.5 Joint segmentation and clustering
One important class of algorithms perform a model-based speaker segmentation and clustering
tasks jointly and eliminate the requirement of an initial speaker change detection algorithm. An
iterative approach combines both segmentation and clustering in a framework referred as evolutive
HMM (E-HMM)[70]. Initially the system starts with one HMM trained over all the acoustic data
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available. The best subset of features that gives maximum likelihood is selected and is used to
create a MAP adapted HMM. A segmentation is performed on the data by Viterbi decoding. These
steps are followed iteratively. A tunable parameter based on gain in the likelihood score is used as
the stopping criterion. A similar approach introduces a repository model that further improve the
purity of the clusters [6].
One of the popular approaches employed an ergodic HMMmodel [3] used for agglomerative clus-
tering. The algorithm is initialized with uniform linear segmentation of input segments. Multiple
iterations of re-estimation and segmentation are performed. Once the models converge, two near-
est cluster pairs according to a modified Bayesian Information Criterion(BIC) are merged together.
The stopping criterion is determined by the same BIC criterion. This framework was utilized by
many systems in literature for speaker diarization. Alternatively Viterbi segmentation likelihoods
are used in the stopping criterion [144]. Various improvements to this system include, a purifi-
cation algorithm to split acoustically non-homogeneous clusters[11]; a new algorithm to initialize
the input clustering [10]. These systems achieve the state of the art in NIST “Meeting Diarization
Evaluation” task with a combination of MFCC and TDOA systems.
2.4.6 Purification of output clusters
The agglomerative approaches follow a greedy strategy that could result in a segmentation that is
a local minimum. Often a post processing step further refines the clustering output.
A purification method involves the algorithm to first find the best speech segment (the segment
with highest likelihood) for each cluster. Subsequently a ∆BIC value is computed between the best
segment and every other segment in the same cluster. Depending on a threshold, either the model
is declared pure or split into two clusters. In case of a split, all models are retrained and the data
is re-segmented [9].
Another algorithm with the same goal was proposed where speaker models are re-estimated
multiple times and the input data is re-segmentedwith the updatedmodels [81]. In order to prevent
over-fitting, each cluster is divided into two equal parts randomly. While the model estimation step
performs re-estimation from one part, the segmentation step updates the cluster labels of the other
part. In the next step the role of the two parts are reversed. The method is referred as “cross EM
refinement”.
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2.5 Resources for Speaker diarization
This section presents a small overview of available datasets for meeting recordings that was tran-
scribed with accurate speaker labels so that speaker diarization algorithms can be benchmarked.
• AMI Meeting Corpus contains around 100 hours of meeting recordings [69]. The corpus con-
tains scenario based as well as real meetings, recorded across three meeting rooms. The raw
data was annotated at multiple levels including speech transcriptions, dialog acts and sum-
maries. All meetings are in English with mostly non-native speakers. One or more circular
microphone arrays are used to record the data.
• ICSI Meeting Corpus consists of 75 meeting recordings that are about one hour in length
but range between 17 to 103 minutes [53]. There are 53 unique speakers in the corpus. Each
meeting has 3 to 10 participants with an average of 6 per meeting. Meetings are recorded
with 4 omni-directional tabletop and 2 electret microphones.
• ISL Meeting Corpus: This corpus contains around 100 hours of data across 104 meetings.
The set of meetings contain meetings based on different scenarios such as project planning,
topic discussion [22]. Initially recordings used single microphone which is increased to three
in later recordings.
• NIST Meeting Pilot Corpus: This is a small corpus containing 19 meetings between 2001
and ’03 with a total of 15 hours [38]. Audio recordings use 3 omni-directional microphones and
one circular directional microphone with 4 elements.
Other Meeting corpora include VACE Multimodal corpus [23], CHIL Corpus [77] LDC meeting
data [42].
2.5.1 NIST Rich Transcription Evaluations
National Institute for Standards and Technology (NIST) has been organizing a Rich Transcrip-
tion (RT) evaluation to benchmark the advances in the state-of-the-art in several automatic speech
recognition technologies. The evaluation series aims to create technologies that produce transcrip-
tions which are more readable by humans and useful to machines. RT Evaluations has been con-
ducted from 2002 onwards. Speaker diarization evaluations had started and principal focus on
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Conversational Telephone Speech and Broadcast News data (2002,’03,’04). Meeting diarization was
introduced later and is the prime focus of all evaluations since 2006.
These evaluations use Diarization Error (DER) to measure the performance. It is measured
as the fraction of time that is not assigned correctly to a speaker or nonspeech. This measure is
computed as follows. Since the sets of speaker labels provided by reference and hypothesis from the
system are arbitrary, an optimal mapping between the two sets is first constructed such that the
overlap time between corresponding speakers is maximum. The DER is then calculated as:
DER =
∑
all seg{dur(seg)[max(Nref (seg), Nhyp(seg))−Ncorrect(seg)]}∑
allseg dur(seg)Nref (seg)
(2.12)
where Nref (seg) and Nhyp(seg) denote the number of speakers as determined by the reference and
hypothesized segmentation for the speech segment seg with duration dur(seg). Ncorrect denotes the
number of speakers that are correctly mapped between reference and hypothesized segmentations.
Segments that are labelled as non speech is considered to be having 0 speakers. When all speakers
are correctly matched between the reference and hypothesized segmentation for a segment, the
corresponding DER is zero.
DER consists of different set of components as follows:
• False Alarm Speech is the percentage of scored time that a hypothesized speaker is labelled
as non-speech in the reference. It can be expressed as:
EFA =
∑
seg:Nhyp>Nref
{dur(seg)[Nhyp(seg)−Nref (seg)]}∑
allseg dur(seg)Nref (seg)
(2.13)
• Missed Speech is the percentage of time that a reference speaker segment is mapped to no
hypothesized speakers. Missed speech include error thus includes undetected speakers. It is
given by:
EMISS =
∑
seg:Nhyp<Nref
{dur(seg)[Nhyp(seg)−Nref (seg)]}∑
allseg dur(seg)Nref (seg)
(2.14)
• Speaker error represents the percentage of time when a hypothesized speaker label is
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mapped to the wrong reference speaker label. Speaker error is given by:
ESPKR =
∑
all seg{dur(seg)[min(Nref (seg), Nhyp(seg))−Ncorrect(seg)]}∑
allseg dur(seg)Nref (seg)
(2.15)
Diarization error can be re-written as:
DER = EFA + EMISS + ESPKR (2.16)
The segment boundaries are evaluated upto an accuracy of a predefined collar that accounts for
the inexact boundaries in the labelling. This value was fixed by NIST at 0.25s.
DER for a dataset with multiple meetings is computed from individual meeting DER values
by performing a linear combination of individual DER values. The weight for each meeting is
proportional to the total scored time (
∑
allseg dur(seg)Nref (seg)) of the meeting.
2.6 Context of work in thesis
As we can see from the review, agglomerative clustering is followed in most of the diarization sys-
tems that is based on a similarity measure between segments. Several similarity measures have
been considered in the literature as described in Section 2.4.1. The choice of this distance measure
is somewhat arbitrary. In this work, we instead try to minimize an objective function that maxi-
mizes the mutual information with respect to a set of relevance variables. The distance measure
arises from the objective function and depends on the distribution of the relevance variables. This
distance measure is used to perform clustering and realignment. The distribution is estimated from
different feature streams when multiple feature streams are present.
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Chapter 3
Speaker Diarization based on IB
Principle
In this chapter we investigate the use of a clustering technique motivated from an information the-
oretic framework known as the Information Bottleneck (IB) [117]. The IB method has been applied
to clustering of different types of data like documents [109; 110] and images [43]. IB clustering
[106; 117] is a distributional clustering inspired from Rate-Distortion theory [27]. In contrast to
many other clustering techniques, it is based on preserving the relevant information specific to a
given problem instead of arbitrarily assuming a distance function between elements. Furthermore,
given a data set to be clustered, IB tries to find the trade-off between the most compact representa-
tion and the most informative representation of the data.
In the rest of the chapter we review Information Bottleneck Principle and different algorithms
to optimize IB objective function (Section 3.1). The model selection algorithms are introduced in
Section 3.2. The full diarization system is then described (Section 3.4). The experiments and bench-
mark tests are presented in Sections 3.5 and 3.6.
3.1 Information Bottleneck Principle
The Information Bottleneck (IB) [106; 117] is a distributional clustering framework based on in-
formation theoretic principles. It is inspired from the Rate-Distortion theory [27] in which a set of
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elements X is organized into a set of clusters C minimizing the distortion between X and C. Un-
like the Rate-Distortion theory, the IB principle does not make any assumption about the distance
between elements of X . On the other hand, it introduces the use of a set of relevance variables, Y ,
which provides meaningful information about the problem. For instance, in a document clustering
problem, the relevance variables could be represented by the vocabulary of words. Similarly, in a
speech recognition problem, the relevance variables could be represented as the target sounds. IB
tries to find the clustering representation C that conveys as much information as possible about Y .
In this way the IB clustering attempts to keep the meaningful information with respect to a given
problem.
Let Y be the set of variables of interest associated with X such that ∀x ∈ X and ∀y ∈ Y the
conditional distribution p(y|x) is available. Let clusters C be a compressed representation of input
data X . Thus, the information that X contains about Y is passed through the compressed rep-
resentation (bottleneck) C. The Information Bottleneck (IB) principle states that this clustering
representation should preserve as much information as possible about the relevance variables Y
(i.e., maximize I(Y,C)) under a constraint on the mutual information betweenX and C i.e. I(C,X).
Dually, the clustering C should minimize the coding length (or the compression) of X using C i.e.
I(C,X) under the constraint of preserving the mutual information I(Y,C). In other words, IB tries
to find a trade-off between the most compact and most informative representation w.r.t. variables
Y . This corresponds to maximization of the following criterion:
F = I(Y,C)−
1
β
I(C,X) (3.1)
where β (notation consistent with [117]) is the Lagrange multiplier representing the trade off be-
tween amount of information preserved I(Y,C) and the compression of the initial representation
I(C,X).
Let us develop mathematical expressions for I(C,X) and I(Y,C). The compression of the repre-
sentation C is characterized by the mutual information I(C,X):
I(C,X) =
∑
x∈X,c∈C
p(x)p(c|x)log
p(c|x)
p(c)
(3.2)
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The amount of information preserved about Y in the representation is given by I(Y,C) :
I(Y,C) =
∑
y∈Y,c∈C
p(c)p(y|c)log
p(y|c)
p(y)
(3.3)
The objective function F must be optimized w.r.t the stochastic mapping p(C|X) that maps each
element of the dataset X into the new cluster representation C.
This minimization yields the following set of self -consistent equations that defines the condi-
tional distributions required to compute mutual informations (3.2) and (3.3) see [117] for details:


p(c|x) = p(c)
Z(β,x) exp(−β ·KL[p(y|x)||p(y|c)])
p(y|c) =
∑
x p(y|x)p(c|x)
p(x)
p(c)
p(c) =
∑
x p(c|x)p(x)
(3.4)
where Z(β, x) is a normalization function and KL[., .] represents the Kullback-Liebler divergence
given by:
KL[p(y|x)||p(y|c)] =
∑
y∈Y
p(y|x) log
p(y|x)
p(y|c)
(3.5)
We can see from the system of equations (3.4) that as β → ∞ the stochastic mapping p(c|x)
becomes a hard partition of X , i.e. p(c|x) can take values 0 and 1 only.
Various methods to construct solutions of the IB objective function include iterative optimiza-
tion, deterministic annealing, agglomerative and sequential clustering (for exhaustive review
see [106]). Here we focus only on two techniques referred to as agglomerative and sequential infor-
mation bottleneck, which will be briefly presented in the next sections.
3.1.1 Agglomerative Information Bottleneck
Agglomerative Information Bottleneck (aIB) [109] is a greedy approach to maximize the objective
function (3.1). The aIB algorithm creates hard partitions of the data. The algorithm is initialized
with the trivial clustering of |X | clusters i.e, each data point is considered as a cluster. Subsequently,
elements are iteratively merged such that the decrease in the objective function (3.1) at each step
is minimum.
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The decrease in the objective function ∆F obtained by merging clusters ci and cj is given by:
∆F(ci, cj) = (p(ci) + p(cj)) · d¯ij (3.6)
where d¯ij is given as a combination of two Jensen-Shannon divergences:
d¯ij = JS[p(y|ci), p(y|cj)]−
1
β
JS[p(x|ci), p(x|cj)] (3.7)
where JS denotes the Jensen-Shannon (JS) divergence between two distributions and is defined as:
JS(p(y|ci), p(y|cj)) = piiKL[p(y|ci)||qY (y)] + pij KL[p(y|cj)||qY (y)] (3.8)
JS(p(x|ci), p(x|cj)) = piiKL[p(x|ci)||qX(x)] + pij KL[p(x|cj)||qX(x)] (3.9)
with:
qY (y) = pii p(y|ci) + pij p(y|cj) (3.10)
qX(x) = pii p(x|ci) + pij p(x|cj) (3.11)
pii = p(ci)/(p(ci) + p(cj)) (3.12)
pij = p(cj)/(p(ci) + p(cj)) (3.13)
The objective function (3.1) decreases monotonically with the number of clusters. The algorithm
merges cluster pairs until the desired number of clusters is attained. The new cluster cr obtained
by merging the individual clusters ci and cj is characterized by:
p(cr) = p(ci) + p(cj) (3.14)
p(y|cr) =
p(y|ci)p(ci) + p(y|cj)p(cj)
p(cr)
(3.15)
It is interesting to notice that the JS divergence is not an arbitrarily introduced similarity mea-
sure between elements but a measure that naturally arises from the maximization of the objective
function. For completeness we report the full procedure described in [106] in Figure 3.1.1.
At each agglomeration step, the algorithm takes the merge decision based only on a local crite-
rion. Thus aIB is a greedy algorithm and produces only an approximation to the optimal solution
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Input:
Joint Distribution p(x, y)
Trade-off parameter β
Output:
Cm: m-partition of X , 1 ≤ m ≤ |X |
Initialization:
C ≡ X
For i = 1 . . .N
ci = {xi}
p(ci) = p(xi)
p(y|ci) = p(y|xi)∀y ∈ Y
p(ci|xj) = 1 if j = i, 0 otherwise
For i, j = 1 . . .N, i < j
Find ∆F(ci, cj)
Main Loop:
While |C| > 1
{i, j} = argmini′,j′ ∆F(ci, cj)
Merge {ci, cj} ⇒ cr in C
p(cr) = p(ci) + p(cj)
p(y|cr) =
[p(y|ci)p(ci)+p(y|cj)p(cj)]
p(cr)
p(cr|x) = 1, ∀x ∈ ci, cj
Calculate ∆F(cr, c), ∀c ∈ C
Figure 3.1. Agglomerative IB algorithm [106]
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which may not be the global solution to the objective function.
3.1.2 Sequential Information Bottleneck
Sequential Information Bottleneck (sIB) [110] tries to improve the objective function (3.1) in a given
partition. Unlike agglomerative clustering, it works with a fixed number of clusters M . The algo-
rithm starts with an initial partition of the space into M clusters {c1, ..., cM}. Then some element
x is drawn out of its cluster cold and represents a new singleton cluster. x is then merged into the
cluster cnew such that cnew = argmin
c∈C
∆F(x, c) where ∆F(., .) is as defined in (3.6). It can be veri-
fied that if cnew 6= cold then F(Cnew) < F(Cold) i.e., at each step the objective function (3.1) either
improves or stays unchanged. This is performed for each x ∈ X . This process is repeated several
times until there is no change in the clustering assignment for any input element. To avoid local
maxima, this procedure can be repeated with several random initializations. The sIB algorithm is
summarized for completeness in Fig 2.
3.2 Model Selection
In typical diarization tasks, the number of speakers in a given audio stream is not a priori known
and must be estimated from data. This means that the diarization system has to solve simultane-
ously two problems: finding the actual number of speakers and clustering together speech from the
same speaker. This problem is often cast into a model selection problem. The number of speakers
determines the complexity of the model in terms of number of parameters. The model selection
criterion chooses the model with the right complexity and thus the number of speakers. Let us
consider the theoretical foundation of model selection.
Consider a dataset X , and a set of parametric models {m1, · · · ,mM} where mj is a parametric
model with nj parameters trained on the data X . Model selection aims at finding the model mˆ such
that:
mˆ = argmax
j
{p(mj|X)} = argmax
j
[
p(X |mj)p(mj)
p(X)
]
(3.16)
Given that p(X) is constant and assuming uniform prior probabilities p(mj) on models mj , maxi-
mization of (3.16) only depends on p(X |mj). In case of parametric modeling with parameter set θj ,
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Input:
Joint Distribution p(x, y)
Trade-off parameter β
Cardinality valueM
Output:
Partition C of X intoM clusters
Initialization:
C ← random partition of X intoM clusters
For every ci ∈ C:
p(ci) =
∑
xj∈ci
p(xj)
p(y|ci) =
1
p(ci)
∑
xj∈ci
p(y|xj)p(xj)
p(ci|xj) = 1 if xj ∈ ci, 0 otherwise
Main Loop:
While not Done
Done ← TRUE
For every x ∈ X :
cold ← cluster x belongs
Split cold ⇒ {c′old, {x}}
p(c′old) = p(cold)− p(x)
p(y|c′old) =
p(y|cold)p(cold)−p(y,x)
p(c′
old
)
p(c′old|xi) = 1; ∀xi ∈ cold, xi 6= x
cnew = argminc∈C ∆F({x}, c)
Merge {cnew, {x}} ⇒ c′new
p(c′new) = p(cnew) + p(x)
p(y|c′new) =
p(y|cnew)p(cnew)+p(y,x)
p(c′new)
p(c′new|xi) = 1; ∀xi ∈ cnew, xi = x
If cnew 6= cold
Done ← FALSE
Figure 3.2. Sequential IB algorithm [106]
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e.g. HMM/GMM, it is possible to write:
p(X |mj) =
∫
p(X, θj |mj)dθj (3.17)
This integral cannot be computed in closed form in the case of complex parametric models with
hidden variables (e.g. HMM/GMM). However several approximations for (3.17) are possible, the
most popular one being the Bayesian Information Criterion (BIC) [101]:
BIC(mj) = log(p(X |θˆj,mj))−
pj
2
log N (3.18)
where pj is the number of free parameters in the modelmj , θˆj is the MAP estimate of the model com-
puted from data X , and N is the number of data samples. The rationale behind (3.18) is straight-
forward: models with larger numbers of parameters will produce higher values of log(p(X |θj,mj))
but will be more penalized by the term
pj
2 log N . Thus the optimal model is the one that achieves the
best trade-off between data explanation and complexity in terms of number of parameters. How-
ever, BIC is exact only in the asymptotic limit N → ∞. It has been shown [24] that in the finite
sample case, like in speaker clustering problems, the penalty term must be tuned according to a
heuristic threshold. In [3; 4; 2], a modified BIC criterion that needs no heuristic tuning has been
proposed and will be discussed in more details in Section 3.6.1.
In the case of IB clustering, there is no parametric model that represents the data and model
selection criteria based on a Bayesian framework like BIC cannot be applied. Several alternative
solutions have been considered in the literature.
Because of the information theoretic basis, it is straightforward to apply the Minimum Descrip-
tion Length (MDL) principle [102]. The MDL principle is a formulation of the model selection
problem from an information theory perspective. It states that the optimal modelm is the one that
minimizes the length of the description of the model m and the description length of the data X
given the modelm [16]. In mathematical formalism, the MDL criterion for modelm is given by The
optimal model minimizes the following criterion.
FMDL(m) = L(m) + L(X |m) (3.19)
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A version of MDL criterion for IB clustering is given by (See Appendix A.1 for details) :
FMDL = N [H(Y )− I(Y,C) +H(C)] +N log
N
M
(3.20)
Similar to the BIC criterion, N log N
M
acts like a penalty term that penalizes codes that uses too
many clusters.
When aIB clustering is applied, expression (A.4) is evaluated for each stage of the agglomeration
that produces |X | different clustering solutions ranging from each input element considered as a
singleton cluster (|C| = |X |) to all input elements assigned to one cluster(|C| = 1). Then the number
of clusters that minimizes (A.4) is selected as the actual number of speakers.
Another way of inferring the right number of clusters can be based on the Normalized Mutual
Information (NMI)
I(Y,C)
I(X,Y ) . The Normalized Mutual Information
I(Y,C)
I(X,Y ) represents the fraction of
original mutual information that is captured by the current clustering representation. This quan-
tity decreases monotonically with the number of clusters (see Figure 3.3). It can also be expected
that this quantity will decrease more when dissimilar clusters are merged. Hence, we investigate a
simple thresholding of
I(Y,C)
I(X,Y ) as a possible choice to determine the number of clusters. The thresh-
old is heuristically determined on a separate development data set.
3.3 Applications
Being a general unsupervised learning techniques, Information Bottleneck framework has many
applications. Applying IB to any domain requires the knowledge about the relevance variables in
that domain. In this section, the applications to different domains are described.
The original application of the principle was in the domain of Document clustering [107]. The
algorithm use a a set of word clusters as the relevance variables. The word clusters themselves is
learned as part of the algorithmwhere the roles ofX and Y are interchanged in the IB optimization.
i.e., Initially a set of word clusters are learned that captures maximum mutual information about
the set of documents. The resulting set of word clusters are then used for document clustering.
The system uses aIB clustering to perform the optimization. It was also verified that the word
clusters achieve good performance in document classification [108]. Significant improvements in
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Figure 3.3. Normalized mutual information decreases monotonically with the number of clusters.
classification accuracy was observed even with small training data as compared to just using word
distributions for clustering. However aIB algorithm does not scale very well to very large databases
due to computational requirements. A sequential optimization (sIB) using the word-clusters as
relevance variables is employed in the context of large datasets [111].
A similar double clustering algorithm is used for analyzing neural codes. Neural stimulus fea-
tures are clustered such that the mutual information of the cluster representation is maximum
with respect to the resulting spike trains (relevance variables) [100].
Other applications of IB principle was applied to the image clustering task as well. In case of
Image clustering, each image is represented as a set of feature points where the location of the
pixel is appended to the color information [43; 44]. This represents the relevance variables. The
distribution of relevance variables for each image is represented with a GMM. Since no closed form
approximation of KL divergence exists for GMM distributions a Monte-Carlo approximation is used
for agglomerative clustering. An alternate representation that avoids the Monte carlo step repre-
sents the image with histograms [44]. Discrete distributions are used to perform the IB clustering
where a closed form expression exists for the KL divergence.
In the speech processing domain, Information Bottleneck was used for extraction of relevant
3.4. APPLYING IB TO DIARIZATION 49
speech features [47]. The study analyzes Mutual information of the input speech data with respect
to two different relevance variable set– phoneme labels and speaker labels. The study reports an
increase in the mutual information with respect to phoneme labels with MFCC feature extraction.
The study proposes to use task specific features, that maximizes the mutual information with re-
spect to the relevance variables.
3.4 Applying IB to Diarization
To apply the Information Bottleneck principle to the diarization problem, we need to define input
variablesX to be clustered and the relevance variables Y representing the meaningful information
about the input.
In the original case of document clustering, documents represent the input variable X . The
vocabulary of words is selected as the relevance variable. Associated conditional distributions
{p(yi|xj)} are the probability of each word yi in document xj . Documents can be clustered together
with IB using the fact that similar documents will have similar probabilities of containing the same
words.
In this paper, we investigate the use of IB for clustering of speech segments according to cluster
similarity. We define in the following the input variablesX = {xj}, the relevance variables Y = {yi}
and the conditional probabilities p(yi|xj).
3.4.1 Input Variables X
The Short Time Fourier Transform (STFT) of the input audio signal is computed using 30ms win-
dows shifted by a step of 10ms. 19 Mel Frequency Cepstral Coefficients (MFCC) are extracted
from each windowed frame. Let {s1, s2, · · · sT } be the extracted MFCC features. Subsequently, a
uniform linear segmentation is performed on the feature sequence to obtain segments of a fixed
length D (typically 2.5 seconds). The input variables X are defined as the set of these segments
{x1, x2, · · · , xM}. Thus each segment xj consists of a sequence of MFCC features {s
j
k}k=1,··· ,D.
If the length of the segment is small enough, X may be considered as generated by a single
speaker. This hypothesis is generally true in case of Broadcast News audio data. However in case
of conversational speech with fast speaker change rate and overlapping speech (like in meeting
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data), initial segments may contain speech from several speakers.
3.4.2 Relevance Variables Y
Motivated by the fact that GMMs are widely used in speaker recognition and verification systems
(see e.g. [94]), we choose the relevant variables Y = {yj} as components of a GMM estimated
from the meeting data. A shared covariance matrix GMM is estimated from the entire audio file.
The number of components of the GMM is fixed proportional to the length of the meeting i.e. the
GMM has P
D
components where P is the length of the audio stream (in seconds) and D is length of
segments (in seconds) defined in section 3.4.1.
The computation of conditional probabilities p(Y = yi|X = xj) is straightforward. Consider a
Gaussian Mixture Model f(s) =
∑L
j=1 wjN (s, µj ,Σj) where L is the number of components, wj are
weights, µj means and Σj covariance matrices. It is possible to project each speech frame sk onto
the space of Gaussian components of the GMM. Adopting the notation used in previous sections,
the space induced by GMM components would represent the relevance variable Y .
Computation of p(yi|sk) is then simply given by:
p(yi|sk) =
wiN (sk, µi,Σi)∑L
j=1 wjN (sk, µj ,Σj)
; i = 1, . . . , L (3.21)
The probability p(yi|sk) estimates the relevance that the ith component in the GMM has for
speech frame sk. Since segment xj is composed of several speech frames {s
j
k}, distributions
{p(yi|s
j
k)} can be averaged over the length of the segment to get the conditional distribution p(Y |X).
In other words, a speech segmentX is projected into the space of relevance variables Y estimat-
ing a set of conditional probabilities p(Y |X).
3.4.3 Clustering
Given the variablesX and Y , the conditional probabilities p(Y |X), and trade-off parameter β, Infor-
mation Bottleneck clustering can be performed. The diarization system involves two tasks: finding
the number of clusters (i.e. speakers) and an assignment for each speech segment to a given cluster.
The procedure we use is based on the agglomerative IB described in Section 3.1.1. The algorithm
is initialized with M clusters with M = |X | and agglomerative clustering is performed, generating
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a set of possible solutions in betweenM and 1 clusters.
Out of the M = |X | possible clustering solutions of aIB, we choose one according to the model
selection criteria described in Section 3.2 i.e. Minimum Description Length or Normalized Mutual
Information.
However, agglomerative clustering does not seek the global optimum of the objective function
and can converge to local minima. For this reason, the sIB algorithm described in Section 3.1.2 can
be applied to improve the partition. Given that sIB works only on fixed cardinality clustering, we
propose to use it to improve the greedy solution obtained with the aIB.
To summarize, we study the following four different types of clustering/model selection algo-
rithms:
1 agglomerative IB + MDL model selection.
2 agglomerative IB + NMI model selection.
3 agglomerative IB + MDL model selection + sequential IB.
4 agglomerative IB + NMI model selection + sequential IB.
3.4.4 Diarization algorithm
We can summarize the complete diarization algorithm as follows:
1 Extract acoustic features {s1, s2, · · · , sT } from the audio file.
2 Speech/non-speech segmentation and reject non-speech frames.
3 Uniform segmentation of speech in chunks of fixed size D, i.e. definition of set X =
{x1, x2, · · · , xM}.
4 Estimation of GMM with shared diagonal covariance matrix i.e. definition of set Y .
5 Estimation of conditional probability p(Y |X).
6 Clustering based on one of the methods described in Section 3.4.3.
7 Viterbi realignment using conventional GMM system estimated from previous segmentation.
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Steps 1 and 2 are common to all diarization systems. Speech is segmented into fixed length
segments in step 3. This step tries to obtain speech segments that contain speech from only one
speaker. We use a uniform segmentation in this work though other solutions like speaker change
detection or K-means algorithm could be employed.
Step 4 trains a background GMM model with shared covariance matrix from the entire audio
stream. Though we use data from the same meeting, it is possible to train the GMM on a large
independent dataset i.e. a Universal Background Model (UBM) can be used.
Step 5 involves conditional probability p(y|x) estimation. In step 6 clustering and model selection
are performed on the basis of the Information Bottleneck principle.
Step 7 refines initial uniform segmentation by performing a set of Viterbi realignments. This
step modifies the speaker boundaries and is discussed in the following section.
3.4.5 Viterbi Realignment
As described in 3.4.1, the algorithm clusters speech segments of a fixed length D. Hence, the cluster
boundaries obtained from the IB are aligned with the endpoints of these segments. Those end-
points are clearly arbitrary and can be improved by re-aligning the whole meeting using a Viterbi
algorithm.
The Viterbi realignment is performed using an ergodic HMM. Each state of the HMM represents
a speaker cluster. The state emission probabilities are modeledwith GaussianMixtureModels, with
a minimum duration constraint. Each GMM is initialized with a fixed number of components.
The IB clustering algorithm infers the number of clusters and the assignment fromX segments
to C clusters. A separate GMM for each cluster is trained using data assignment produced by the
IB clustering. The whole meeting data is then re-aligned using the ergodic HMM/GMM models.
During the re-alignment a minimum duration constraint of 2.5 seconds is used as well.
3.5 Effect of System Parameters
In this section we study the impact of the trade-off parameter β (Section3.5.2), the performance of
the agglomerative and sequential clustering (Section 3.5.3), the model selection criterion (Section
3.5.4) and the effect of the Viterbi re-alignment (Section 3.5.5) on development data.
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3.5.1 Data description
The data used for the experiments consist of meeting recordings obtained using an array of far-field
microphones also referred as Multiple Distant Microphones (MDM). Those data contain mainly
conversational speech with high speaker change rate and represent a very challenging data set.
We study the impact of different system parameters on the development dataset which contains
meetings from previous years’ NIST evaluations for “Meeting Recognition Diarization” task [85].
This development dataset contains 12meeting recordings each one around 10minutes. The best set
of parameters is then used for benchmarking the proposed system against a state-of-the-art diariza-
tion system. Comparison is performed on the NIST RT06 evaluation data for “Meeting Recognition
Diarization” task . The dataset contains nine meeting recordings of approximately 30minutes each.
Preprocessing consists of the following steps: signals recorded with Multiple Distant Micro-
phones are filtered using a Wiener filter denoising for individual channels followed by a delay-
and-sum beamforming [12],[5]. This was performed using the BeamformIt toolkit [147]. Such pre-
processing produces a single enhanced audio signal from individual far-field microphone channels.
19 MFCC features are then extracted from the beam-formed signal.
The system performance is evaluated in terms of Diarization Error Rates (DER). DER is the
sum of missed speech errors (speech classified as non-speech), false alarm speech error (non-speech
classified as speech) and speaker error [84]. Speech/non-speech (spnsp) error is the sum of missed
speech and false alarm speech. For all experiments reported in this paper, we include the over-
lapped speech in the evaluation.
Speech/non-speech segmentation is obtained using a forced alignment of the reference tran-
scripts on close talking microphone data using the AMI RT06 first pass ASR models [45]. Results
are scored against manual references force aligned by an ASR system. Being interested in com-
paring the clustering algorithms, the same speech/non-speech segmentation will be used across
all experiments. The missed speech, false alarm speech and total speech/non-speech error for all
meetings in the development dataset and evaluation dataset are listed in Table 3.1 and Table 3.2
respectively.
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Table 3.1. Missed Speech, False Alarm and Total Speech/Non-speech Error for the Development Dataset
Meeting Miss FA spnsp
AMI 20041210-1052 0.40 1.20 1.60
AMI 20050204-1206 2.60 2.10 4.70
CMU 20050228-1615 9.40 1.10 0.50
CMU 20050301-1415 3.80 1.60 5.40
ICSI 20000807-1000 4.70 0.30 5.00
ICSI 20010208-1430 3.70 1.00 4.70
LDC 20011116-1400 2.10 1.70 3.80
LDC 20011116-1500 5.90 1.00 6.90
NIST 20030623-1409 1.00 0.60 1.60
NIST 20030925-1517 7.70 5.70 3.40
VT 20050304-1300 0.60 1.00 1.60
VT 20050318-1430 1.40 6.20 7.60
ALL 3.50 1.80 5.30
Table 3.2. Missed Speech, False Alarm and Total Speech/Non-speech Error for the Evaluation Dataset
Meeting Miss FA spnsp
CMU 20050912-0900 11.60 0.20 11.80
CMU 20050914-0900 10.30 0.00 10.30
EDI 20050216-1051 4.90 0.10 5.00
EDI 20050218-0900 4.30 0.10 4.40
NIST 20051024-0930 7.00 0.20 7.20
NIST 20051102-1323 6.10 0.10 6.20
TNO 20041103-1130 3.80 0.10 3.90
VT 20050623-1400 5.20 0.20 5.40
VT 20051027-1400 3.50 0.30 3.80
ALL 6.50 0.10 6.60
3.5.2 Trade-off β
The parameter β represents the trade-off between the amount of information preserved and the
level of compression. To determine its value, we studied the diarization error of the IB algorithm
in the development dataset. The performance of the algorithm is studied by varying β on a log-
linear scale and applying aIB clustering. The optimal number of clusters is chosen according to
an oracle. Thus, the influence of the parameter can be studied independently of model selection
methods or thresholds. The Diarization Error Rate (DER) of the development dataset for different
values of beta is presented in Fig 3.4. These results do not include Viterbi re-alignment. The value
of β = 10 produce the lowest DER. In order to understand how the optimal value of β changes across
different meetings, we report in Table 3.3 optimal β for each meeting, DER for the optimal β and
for β = 10. In eight meetings out of the twelve, the β that produces the lowest DER is equal to 10.
3.5. EFFECT OF SYSTEM PARAMETERS 55
In four meetings the optimal β is different from 10, but only in one (CMU 20050228) the DER is
significantly different from the one obtained using β = 10. To summarize the optimal value of β
seems to be consistent across different meetings.
Table 3.3. Optimal value for β for each meeting in the development dataset. DER for the optimal β as well as β = 10
are reported.
DER at DER at
Meeting optimal β optimal β β = 10
AMI 20041210-1052 10 4.6 4.6
AMI 20050204-1206 10 10.0 10.0
CMU 20050228-1615 50 20.4 25.3
CMU 20050301-1415 10 9.4 9.4
ICSI 20000807-1000 100 11.9 12.3
ICSI 20010208-1430 10 12.9 12.9
LDC 20011116-1400 1000 6.2 8.7
LDC 20011116-1500 10 18.7 18.7
NIST 20030623-1409 10 6.0 6.0
NIST 20030925-1517 10 24.3 24.3
VT 20050304-1300 10 7.3 7.3
VT 20050318-1430 100 28.5 29.7
Figure 3.5 shows the DER curve w.r.t. number of clusters for two meetings (LDC 20011116-
1400 and CMU 20050301-1415). It can be seen that the DER is flat for β = 1 and does not de-
crease with the increase in number of clusters. This low value of β implies more weighting to the
regularization term 1
β
I(C,X) of the objective function in Equation (3.1). Thus the optimization
tries to minimize I(C,X). The algorithm uses hard partitions i.e. p(c|x) ∈ {0, 1}, this leads to
H(C|X) = −
∑
x∈X p(x)
∑
c∈C p(c|x) log p(c|x) = 0 and as a result I(C,X) = H(C)−H(C|X) = H(C).
Henceminimizing I(C,X) is equivalent to minimizingH(C). ThusH(C) is minimized while cluster-
ing with low values of β. This leads to a highly unbalanced distribution where most of the elements
are assigned to one single cluster(H(C) ≈ 0). Thus the algorithm always converges towards one
large cluster followed by several spurious clusters and the DER stays almost constant. Conversely,
when β is high (eg: β = ∞), effect of this regularization term vanishes. The optimization criterion
focuses only on the relevance variable set I(Y,C) regardless of the data compression. The DER
curve thus becomes less smooth.
For intermediate values of β, the clustering seeks the most informative and compact represen-
tation. For the value of β = 10, the region of low DER is almost constant for comparatively more
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Figure 3.4. Effect of varying parameter β on the diarization error for the development dataset. The optimal β is chosen
as β = 10
values of |C|. In this case, the algorithm forms large speaker clusters initially. Most of the re-
maining clusters are small and merging these clusters does not change the DER considerably. This
results in a regularized DER curve as a function of number of clusters (see Figure 3.5).
3.5.3 Agglomerative and Sequential clustering
In this section, we compare the agglomerative and sequential clustering described in Sec-
tions 3.1.1, 3.1.2 on the development data. As before model selection is performed using an oracle
and the value of β is fixed at 10 as found in the previous section. Agglomerative clustering achieves
a DER of 13.3% while sequential clustering achieves a DER of 12.4%, i.e. 1% absolute better. Re-
sults are presented in Table 3.4. Improvements are obtained on 8 of the 12 meetings included in
the development data.
Also the additional computation introduced by the sequential clustering is small when initial-
ized with aIB output. The sIB algorithm converges faster in this case than using random initial
partitions (4 iterations as compared to 6 iterations on an average across the development dataset).
3.5. EFFECT OF SYSTEM PARAMETERS 57
1 2 3 4 5 6 7 8 9 10
5
10
15
20
25
30
35
40
45
50
−−|C|→
−
−
D
ER
→
LDC_20011116−1400
 
 
β=1
β=10
β=100
β=∞
1 2 3 4 5 6 7 8 9 10
5
10
15
20
25
30
35
40
45
50
−−|C|→
−
−
D
ER
→
CMU_20050301−1415
 
 
β=1
β=10
β=100
β=∞
Figure 3.5. DER as a function of number of clusters (|C|) for different values of parameter β
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Table 3.4. Diarization error rate of development data for individual meetings for aIB and aIB+sIB using oracle model
selection and without Viterbi re-alignment.
aIB
Meeting aIB + sIB
AMI 20041210-1052 4.6 3.7
AMI 20050204-1206 10.0 8.3
CMU 20050228-1615 25.3 25.2
CMU 20050301-1415 9.4 10.1
ICSI 20000807-1000 12.3 13.2
ICSI 20010208-1430 12.9 13.0
LDC 20011116-1400 8.7 7.0
LDC 20011116-1500 18.7 17.5
NIST 20030623-1409 6.0 5.7
NIST 20030925-1517 24.3 23.9
VT 20050304-1300 7.3 5.2
VT 20050318-1430 29.7 25.6
ALL 13.3 12.4
3.5.4 Model selection
In this section, we discuss experimental results with the model selection algorithms presented in
Section 3.2. Two different model selection criteria – Normalized Mutual Information (NMI) and
Minimum Description Length (MDL) – are investigated to select the number of clusters. They are
compared with an oracle model selection which manually chooses the clustering with the lowest
DER. The Normalized Mutual Information is a monotonically increasing function with the number
Table 3.5. Optimal value for NMI threshold for each meeting in the development dataset. The DER is reported for the
optimal value as well as for 0.3. The clustering is performed with β = 10
optimal NMI DER at DER at
Meeting threshold opt th. thres 0.3
AMI 20041210-1052 0.3 9.6 9.6
AMI 20050204-1206 0.3 14.9 14.9
CMU 20050228-1615 0.3 26.5 26.5
CMU 20050301-1415 0.3 9.6 9.6
ICSI 20000807-1000 0.4 13.5 20.0
ICSI 20010208-1430 0.3 14.4 14.4
LDC 20011116-1400 0.3 9.2 9.2
LDC 20011116-1500 0.2 20.6 21.9
NIST 20030623-1409 0.4 7.8 11.9
NIST 20030925-1517 0.4 25.2 30.6
VT 20050304-1300 0.3 5.9 5.9
VT 20050318-1430 0.3 34.9 34.9
of clusters. The NMI value is compared against a threshold to determine the optimal number of
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Figure 3.6. Effect of varying NMI threshold on the diarization error for the development dataset. The optimal threshold
is fixed as 0.3
clusters in the model. Figure 3.6 illustrates the change of overall DER over the whole development
dataset for changing the value of this threshold. The lowest DER is obtained for the value of 0.3.
In order to understand how the optimal value of the threshold changes across different meetings,
we report in Table 3.5 optimal threshold for each meeting, DER for the optimal threshold and for
threshold equal to 0.3. In eight out the twelve meetings in the development data set, the threshold
that produces the lowest DER is equal to 0.3. Only in two meetings (ICSI 20000807-1000 and
NIST 20030925-1517) results obtained with the optimal threshold are significantly different from
those obtained with the value 0.3.To summarize the optimal value of the threshold seems to be
consistent across different meetings.
The MDL criterion described in equation (A.4) is also explored for performing model selection.
Speaker error rates corresponding to both the methods are reported in Table 3.6. The NMI criterion
outperforms the MDL model selection by ∼ 2%. The NMI criterion is 2.5% worse than the oracle
model selection.
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Table 3.6. Diarization Error Rates for dev dataset with NMI, MDL and oracle model selection.
aIB aIB+sIB
Model without with without with
selection Viterbi Viterbi Viterbi Viterbi
Oracle 13.3 10.3 12.4 10.0
MDL 17.3 14.3 16.2 13.8
NMI 15.4 12.6 14.3 12.5
3.5.5 Viterbi realignment
The Viterbi realignment is carried out using an ergodic HMM as discussed in Section 3.4.5. The
number of components of each GMM is fixed at 30 based on experiments on the development
dataset. The performance after Viterbi realignment is presented in Table 3.6. The DER is reduced
by roughly 3% absolute for all the different methods. The lowest DER is obtained using sequential
clustering with NMI model selection.
3.6 RT06 Meeting Diarization
In this section we compare the IB system with a state-of-the-art diarization system based on
HMM/GMM. Results are provided for the NIST RT06 evaluation data. Section 3.6.1 describes
the baseline system while Section 3.6.2 describes the results of the IB based system. Section 3.6.3
compares the computational complexity of the two systems.
3.6.1 Baseline System
The baseline system is an ergodic HMM as described in [3; 5]. Each HMM state represents a cluster
(speaker). The state emission probabilities are modeled by Gaussian Mixture Models (GMM) with
a minimum duration constrain of 3 seconds. 19 MFCC coefficients extracted from the beam-formed
signal are used as the input features. The algorithm follows an agglomerative framework, i.e, it
starts with a large number of clusters (hypothesized speakers) and then iteratively merges similar
clusters until it reaches the best model. After each merge, data are re-aligned using a Viterbi
algorithm to refine speaker boundaries.
The initial HMM model is built using uniform linear segmentation and each cluster is modeled
with a 5 component GMM. The algorithm then proceeds with bottom-up agglomerative clustering
3.6. RT06 MEETING DIARIZATION 61
of the initial cluster models [24]. At each step, all possible cluster merges are compared using a
modified version of the BIC criterion[101; 3] which is described below.
Consider a pair of clusters ci and cj with associated data Di and Dj respectively. Also let the
number of parameters for modeling each cluster respectively be pi and pj parameterized by the
GMM models mi and mj . Assume the new cluster c having data D obtained by merging Di and Dj
is modeled with a GMM model m parameterized by p Gaussians. The pair of clusters that results
in the maximum increase in the BIC criterion (given by equation 3.18) are merged.
(i′, j′) = argmax
i,j
BIC(m) − [BIC(mj) +BIC(mi)] (3.22)
In [3], the model complexity (i.e. the number of parameters) before and after the merge is made the
same. This is achieved by keeping the number of Gaussians in the new model m the same, i.e, as
the sum of number of Gaussians in mj andmi. i.e., p = pi+ pj . Under this condition equation (3.22)
reduces to
(i′, j′) = argmax
i,j
log
p(D|m)
p(Di|mi)p(Dj |mj)
(3.23)
This eliminates the need of the penalty term from the BIC. Following the merge, all cluster models
are updated using an EM algorithm. The merge/re-estimation continues until no merge results in
any further increase in the BIC criterion. This determines the number of clusters in the final model.
This approach yields state-of-the art results [5] in several diarization evaluations. The performance
of the baseline system is presented in Table 5.1. The table lists missed speech, false alarm, speaker
error and diarization error. 1
Table 3.7. Results of the baseline system
File Miss FA spnsp spkr err DER
All meetings 6.5 0.1 6.6 17.0 23.6
1We found that one channel of the meeting in RT06 denoted with VT 20051027-1400 is considerably degraded. This
channel was removed before beamforming. This produces better results for both baseline and IB systems compared to those
presented in [131].
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3.6.2 Results
In this section we benchmark the IB based diarization system on RT06 data. The same speech/non-
speech segmentation is used for all methods. According to the results of previous sections the
value of β is fixed at 10. The NMI threshold value is fixed at 0.3. Viterbi re-alignment of the
data is performed after the clustering with a minimum duration constrain of 2.5s to refine cluster
boundaries. Since we use the same speech/non-speech segmentation the values of false alarm and
missed speech are same as Table 5.1 and only speaker error values are reported henceforth.
Table 3.8 reports results for aIB and aIB+sIB clustering. Results for both NMI and MDL cri-
teria are reported. NMI is more effective than MDL by 0.7%. Sequential clustering (aIB+sIB)
Table 3.8. Speaker error values for RT06 evaluation data.
Model aIB+ sIB+
selection Viterbi Viterbi
MDL 17.8 17.2
NMI 17.1 16.6
outperforms agglomerative clustering by 0.5%. As in the development data, the best results are
obtained by aIB+sIB clustering with NMI model selection. This system achieves a DER of 16.6% as
compared to 17.0% for the baseline system.
Table 3.9 reports diarization error for individual meetings of the RT06 evaluation data set. We
can observe that overall performances are very close to those of the baseline system but results per
meeting are quite different. This difference can be mainly attributed to the different optimization
criteria used by the two systems – BIC criterion for the baseline system and IB criterion for the
proposed system.
Furthermore, the IB clustering is based on the use of a set of relevance variables defined as the
components of a background GMM. The GMM is estimated using data from the same meeting. As
variations in signal properties like Signal-to-noise-ratio (SNR) and amount of overlapping speech
can deteriorate the quality of the GMM thus the clustering results. For instance, the performance of
the IB system are comparatively low for CMUmeetings which contain large amounts of overlapping
speech and low SNR. On the other hand, IB performs considerably better then the baseline system
on VT meetings that have high SNR and TNO meeting which has very less overlapping speech.
Table 3.10 shows the number of speakers estimated by different algorithms for the RT06 eval
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Table 3.9. Speaker error for individual meetings using NMI model selection.
Viterbi realign
Meeting Baseline aIB aIB + sIB
CMU 20050912-0900 6.0 8.3 6.9
CMU 20050914-0900 5.0 11.6 10.5
EDI 20050216-1051 41.0 43.5 45.5
EDI 20050218-0900 19.4 28.9 28.7
NIST 20051024-0930 4.8 9.0 10.1
NIST 20051102-1323 17.5 9.5 8.8
TNO 20041103-1130 27.6 24.8 22.2
VT 20050623-1400 19.0 4.2 4.0
VT 20051027-1400 17.9 16.2 14.6
Table 3.10. Estimated number of speakers by different model selection criteria.
aIB + sIB HMM/
Meeting #speakers NMI MDL GMM
CMU 20050912-0900 4 5 5 5
CMU 20050914-0900 4 6 6 5
EDI 20050216-1051 4 7 7 5
EDI 20050218-0900 4 7 7 6
NIST 20051024-0930 9 7 7 5
NIST 20051102-1323 8 7 7 6
TNO 20041103-1130 4 7 6 5
VT 20050623-1400 5 8 8 5
VT 20051027-1400 4 6 4 4
data. The number of speakers in the IB system is mostly higher than the actual. This is due to
the presence of small spurious clusters with very short duration (typically less than 5 seconds).
However those small clusters does not significantly affect the final DER which is similar to the
HMM/GMM system.
3.6.3 Computational Complexity
Both the The IB bottleneck algorithm and the baseline HMM/GMM system use the agglomerative
clustering framework. Let the number of clusters at a given step in the agglomeration be K. At
each step, the agglomeration algorithm needs to calculate the distance measure between each pair
of clusters. i.e., 12K(K − 1) distance calculations. Let us consider the difference between the two
methods:
• In the HMM/GMM model, each distance calculation involves computing the BIC criterion
as given by equation (3.23). Thus a new parametric model m has to be estimated for every
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possible merge. This requires training a GMM model for every pair of clusters. The training
is done using the EM algorithm which is computationally demanding. In other words, this
method involves the use of EM parameter estimation for every possible cluster merge.
• In the IB framework, the distance measure is the sum of two Jensen-Shannon divergences
as described by equation (3.7). The JS divergence calculation is straightforward and compu-
tationally very efficient. Thus the distance calculation in the IB frame work is much faster
as compared to the HMM/GMM approach. The distribution obtained merging two clusters is
given by equations (3.14-3.15) which simply consists in averaging distributions of individual
clusters.
In summary while the HMM/GMM systems make intensive use of the EM algorithm, the IB based
system performs the clustering in the space of discrete distributions using closed form equations
for distance calculation and cluster distribution update. Thus the proposed approach require less
computation than the baseline.
We perform benchmark experiments on a desktop machine with AMD AthlonTM 2.4GHz 64 X2
Dual Core Processor and 2GB RAM. Table 3.11 lists the real time factors for the baseline and IB
based diarization systems for the RT06 meeting diarization task. It can be seen that the IB based
systems are significantly faster than HMM/GMM based system. Note that most of the algorithm
time for IB systems is consumed for estimating the posterior features. The clustering is very fast
and takes only around 30% of the total algorithm time. Also, introducing the sequential clustering
contributes very little to the total algorithm time (≈ 8%). Overall the proposed diarization system
is considerably faster than-real time.
Table 3.11. Real time factors for different algorithms on RT06 eval data
posterior Viterbi
method calculation clustering realign Total
aIB 0.09 0.06 0.07 0.22
aIB +sIB 0.09 0.08 0.07 0.24
Baseline – – – 3.5
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3.7 Discussions
We have presented speaker diarization systems based on the information theoretic framework
known as the Information Bottleneck. This system can achieve Diarization Error rates close to
those obtained with conventional HMM/GMM agglomerative clustering. In the following we dis-
cuss main differences between this framework and traditional approaches.
• Distance measure: in the literature, several distance measures have already been proposed
for clustering speakers e.g. BIC, generalized log-likelihood ratio, KL divergence and cross-
likelihood distances. The IB principle states that when the clustering seeks the solution that
preserves as much information as possible w.r.t a set of relevance variables, the optimal dis-
tance between clusters is represented by the Jensen-Shannon divergence (see equation 3.8).
JS divergence can be written as the sum of two KL divergences and has many appealing prop-
erties related to Bayesian error (see [66] for detailed discussion). This similarity measure
between clusters is not arbitrarily introduced but is naturally derived from the IB objective
function (see [109]).
• Regularization: The trade-off parameter β between amount of mutual information and com-
pression regularizes the clustering solution as shown in Section 3.5.2. We verified that this
term can reduce the DER and make the DER curve more smooth against the number of clus-
ters.
• Parametric Speaker Model: HMM/GMM based systems build an explicit parametric model for
each cluster and for each possible merge. This assumes that each speaker provides enough
data for estimating such a model. On the other hand, the system presented here is based on
the distance between clusters in a space of relevance variables without any explicit speaker
model. The set of relevance variables is defined through a GMM estimated on the entire
audio stream. Furthermore the resulting clustering techniques are significantly faster than
conventional systems given that merges are estimated in a space of discrete probabilities.
• Sequential clustering: Conventional systems based on agglomerative clustering (aIB) can pro-
duce sub-optimal solutions due to their greedy nature. Conversely, sequential clustering (sIB)
seeks a global optimum of the objective function. In Sections 3.5.3 and 3.6.2, it is shown
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that sequential clustering outperforms agglomerative clustering by ∼ 1% on development and
∼ 0.5% evaluation data sets. The sequential clustering can be seen as a “purification” algo-
rithm. In the literature, methods aiming at obtaining clusters that contain speech from a sin-
gle speaker are referred to as “purification” methods. They refine the agglomerative solution
according to smoothed log-likelihood [146] or cross Expectation-Maximization between mod-
els [82] for finding frames that were wrongly assigned. In case of sIB, the purification is done
according to the same objective function, and the correct assignment of each speech segment
is based on the amount of mutual information it conveys on the relevance variables. Further-
more, as reported in Table 3.11, its computational complexity is only marginally higher than
the one obtained using agglomerative clustering.
Thus the proposed system based on the IB principle can achieve on RT06 evaluation data a
DER of 23.2% as compared to 23.6% of HMM/GMM baseline while running 0.3xRT i.e. significantly
faster than the baseline system. In the next chapter we extend this system to handle multiple
feature streams.
Chapter 4
Multistream Diarization
Typical acoustic features consist of short term spectral features such as Mel Frequency Cepstral
Coefficients (MFCC). In the meeting scenario, data recordings are commonly carried out in a non-
intrusive way with multiple distant microphones. The spatial redundancy of the different signals
can be used for speaker diarization. For instance, whenever the geometry of the microphone array is
known, the speaker locations can be estimated and used as complementary features to conventional
MFCC [65]. Otherwise if the array geometry is unknown, the estimated time difference of arrival
(TDOA) between different channels of a microphone array can be used as features. Experiments
have shown that [89] TDOA performs poorly as stand alone features with respect to MFCC, but sig-
nificant performance improvements are obtained when MFCC and TDOA are used in combination
[88; 90].
MFCC and TDOA are modeled separately with different GMMs and they are combined by lin-
early weighting the individual log-likelihoods [88]. The log-likelihood combination is used to calcu-
late the BIC distance measure and to refine the speaker boundaries using the Viterbi realignment.
The weights of the linear combination are estimated from an independent development data set.
This approach has been proven very effective in several evaluations and is implemented in large
number of diarization systems [11; 142; 129].
Speaker diarization is applied to recordings performed with varying the number of microphones
across different meeting rooms (from 2 microphones to 16 for conference room meetings [32; 33]
and up to 64 microphones in case of lecture recordings). If a recording is done with an array of C
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microphones, the number of TDOA features is equal to C − 1. As a consequence, the dimension of
the TDOA feature vector will vary according to the number of microphones resulting in different
ranges of log-likelihoods.
In this chapter, we explore the combination of MFCC and TDOA features for speaker diarization
in the context of an HMM/GMM system as well as the IB system. The study investigates the issues
related with varying dimension of TDOA features on diarization. The chapter include two new
contributions to the IB system proposed in Chapter 3.
• The clustering in the space of relevance variables is extended to handle multiple feature
streams (Section 4.2). In contrary to the HMM/GMM, it avoids the combination of log-
likelihoods.
• The HMM/GMM realignment is replaced with a Kullback-Leibler based realignment as it
arises from the IB principle (Section 4.3). The realignment scheme operates on the same
relevance variable space and again avoids the combination of log-likelihoods.
The rationale behind performing clustering and realignment using the IB framework rather than
log-likelihood combination is that the system should gain robustness to the statistics of the different
features (MFCC and TDOA). The proposed approaches are validated in experiments using the same
dataset where the number of microphones vary between 2 and 16.
4.1 MFCC and TDOA Combination in HMM/GMM System
Let us consider a diarization system based on the HMM/GMM framework. Each speaker is mod-
eled with an HMM state with minimum duration of three seconds. The system is initialized with
an over determined number of speakers by means of uniform segmentation or by speaker change
detection methods. Multiple iterations of clustering and realignment are then performed. The clus-
tering follows an agglomerative framework in which a a modified BIC measure [4] is used as the
merge/stop criterion.
The BIC criterion depends on the emission probability likelihoods (Equation 3.23) for each clus-
ter. The emission probability distribution bci corresponding to speaker cluster ci is modeled as a
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GMM:
log bci(st) = log
∑
r
wrciN (st, µ
r
ci
,Σrci) (4.1)
where st is the input feature, N (.) is the Gaussian pdf and w
r
ci
, µrci , Σ
r
ci
are the weights, means and
covariance matrices corresponding to rth mixture Gaussian of cluster ci.
The pdf of a multidimensional Gaussian distribution with mean µ = [µ1, . . . , µd]
′, diagonal co-
variance matrix Σ = diag(σ21 , . . . , σ
2
d) for an input feature vector s = [s1, . . . , sd]
′ is given by:
N (s, µ,Σ) = (2pi)−
d
2
(
Πdq=1σ
2
q
)− 1
2 exp
(
−Σdq=1
(sq−µq)
2
2σ2q
)
(4.2)
where d denotes the feature dimension. If the feature vector has a large dimension, the number
of terms (each term is positive) in the summation increases. This would decrease the likelihood
(increase the negative log likelihood). Thus the range of log likelihood in Equation 4.1 varies with
change in feature dimension.
Each cluster merge is followed by a Viterbi re-alignment that smooths the speaker boundaries
and improves the diarization performance. The entire meeting is then realigned with the estimated
speaker models after the merge. The oracle path (speaker sequence) c = (c1, . . . , cT ) is determined
as the best sequence of states that maximizes the data likelihood. This can be represented as the
following optimization:
c
opt = argmin
c
∑
t
[− log bct(st)− log(actct+1)] (4.3)
where ct is the speaker cluster at time t. The term acicj represents the transition probability from
speaker state ci to cj . The transition probabilities incorporate a minimum duration constraint.
4.1.1 Multiple Feature Streams
Whenever multiple feature streams are available, the HMM/GMM system uses a linear combina-
tion of log likelihoods. This approach models the two feature streams with separate GMMs and
the combination is then performed by linearly weighting their log-likelihoods [88]. GMMs are es-
timated separately with observations assigned to the same speaker cluster. The individual weights
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for different feature streams are estimated minimizing the diarization error on a independent de-
velopment data set.
Let smfcct and s
tdoa
t represent the feature values at time t. GMM models b
mfcc
ci
(.) and btdoaci (.)
are estimated separately from MFCC and TDOA features assigned to the same cluster. A linear
combination of the log likelihoods is computed as:
logLck(st) = Pmfcc log b
mfcc
ci
(smfcct ) + Ptdoa log b
tdoa
ci
(stdoat ) (4.4)
Pmfcc and Ptdoa denote the weights corresponding to MFCC and TDOA features respectively such
that Pmfcc + Ptdoa = 1. The diarization system then performs both agglomerative clustering and
Viterbi realignment using the combination of the log-likelihoods as in Equation (4.4).
4.1.2 Baseline Experiments and Results
In this section the impact of variations in feature statistics in the baseline system is investigated.
The RT09 dataset recorded using Multiple Distance Microphones (MDM) across five different meet-
ing rooms is used. The set of meetings with associated number of microphones is listed in Table 4.1.
A delay and sum beamforming [12] is performed on the MDM data to obtain a single enhanced
channel. The beamforming is performed with the BeamformIt [147] toolkit. The beamforming
first selects a reference channel based on maximum average cross correlation with other channels.
Then the Time Delay of Arrival (TDOA) of each channel with respect to the reference channel
is computed with a generalized cross correlation phase transform (GCC-PHAT). After choosing a
reference channel, signal in each channel is windowed using a 500ms window. The GCC-PHAT
between two channels si[n] and sj [n]is defined as
GPHAT (f) =
Si(f)S
∗
j (f)
|Si(f)||Sj(f)|
(4.5)
where Si(f) and Sj(f) are the Fourier transforms of the two signals. The TDOA of channels si with
respect to reference channel sj is estimated as
dPHAT (i, j) = argmax
d
RPHAT (d) (4.6)
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Table 4.1. List of meeting used for evaluation in the paper with associated number of microphones
sl.no. meeting id #microphones
1 CMU 20050912-0900 2
2 CMU 20050914-0900 2
3 EDI 20050216-1051 16
4 EDI 20050218-0900 16
5 NIST 20051024-0930 7
6 NIST 20051102-1323 7
7 TNO 20041103-1130 9
8 VT 20050623-1400 4
9 VT 20051027-1400 3
where RPHAT (d) is the inverse Fourier transform of GPHAT (f). Since delay features are calculated
with respect to a reference channel number of delay features is one less than the number of mi-
crophones. Following the TDOA estimation, a weighted delay and sum combination of all channels
results in a single enhanced channel. 19 MFCC coefficients are estimated from this enhanced out-
put using a 30ms window shifted every 10ms. Both MFCC and TDOA values have the same frame
rate.
In order to consider the different statistical properties of the features, MFCC are initially mod-
eled with a five component GMM while TDOA are modeled with a single Gaussian [88]. Figure 4.1
plots the average negative log likelihood values of two independent GMMs trained on MFCC and
TDOA features for the 9 meetings used in this work. It can be seen that their dynamic ranges are
quite different. TDOA likelihoods depend on the feature vector dimensions and thus on the number
of microphones. Larger feature dimension leads to larger likelihood values. For example meeting 3
and 4 have the largest feature dimension (16) among the meetings and posses highest negative log
likelihood values. Furthermore TDOA and MFCC statistics are considerably different.
Also there is a two order magnitude difference between the minimum and the maximum values
of TDOA log likelihoods across different meetings in Figure 4.1. Possible reasons of such variations
include variable dimension of features, differences in the recording environments etc.
Let us now consider the effect of this in a diarization system. Since we use same speech non-
speech segmentation that has same speech/non-speech error across all experiments (see Table 3.2)
only speaker error rates are reported for the purpose of comparison.
The baseline HMM/GMM system is initialized with 16 clusters obtained with uniform linear
segmentation and the clustering is performed using modified BIC as the distance measure [142].
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Figure 4.1. Average negative log likelihood values of MFCC and TDOA features at the beginning of clustering for a set
of nine meetings. The numbers in the TDOA plot denote the feature dimension.
To study the performances of the diarization systems on the evaluation data, independently
of any weight estimation scheme or development data, two different types of oracle experiments
referred as meeting-wise oracle and global oracle are proposed.
The meeting-wise oracle is the best possible weighting that yields the minimum speaker error
for each meeting. It provides the best meeting-wise performance using the feature combination
scheme. This is obtained by varying the individual feature weight Pmfcc between zero and one such
that Pmfcc+Ptdoa = 1 for each meetingm and selecting the set of weight values that minimizes the
speaker error. This results in a set of weights {Pmmfcc, P
m
tdoa} for each meeting recording.
The global oracle is the best possible set of weights across all meetings that correspond to the
least diarization error in the dataset. In other words, the same set of weights is applied to all the
meetings. This is obtained by varying the individual features weight Pmfcc between zero and one
such that Pmfcc + Ptdoa = 1. The set of values {Pmfcc, Ptdoa} that minimizes the speaker error for
the entire data set is selected.
The oracle experiments on the evaluation dataset permit the study of the two systems under the
ideal weighting that minimizes the speaker error. The comparison betweenmeeting-wise and global
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Figure 4.2. Meeting-wise speaker error for MFCC+TDOA feature combination of HMM/GMM system: meeting wise and
global oracle weights for each meeting.
Table 4.2. Overall speaker error for MFCC+TDOA combination of the HMM/GMM system: meeting-wise and oracle
weights as well as the estimated weight from development data (Ptdoa = 0.1). Pmfcc = 1 − Ptdoa. The table also
reports the speaker error with and without re-alignment after the last clustering step.
meeting-wise global oracle Estimated wt.
oracle Ptdoa = 0.01 Ptdoa = 0.1
7.0 11.7 13.6
oracles could provide insights to robustness of the individual feature weights. The corresponding
results are compared against the performance of the feature weights estimated from development
data (Ptdoa = 0.1 and Pmfcc = 0.9 as reported by [88]).
Table 4.2 reports the speaker error for the meeting-wise and global oracle weights, as well as
for the estimated weight from development dataset. It can be observed that there is a performance
reduction of 4.7% with a global oracle weight as compared to meeting-wise oracle.
The individual meeting performances are depicted in Figure 4.2 and the corresponding oracle
weights for the TDOA feature stream are illustrated in Figure 4.3. It can be seen that:
1. the magnitudes of the weights span a considerably large range (note that the plot is in loga-
rithmic scale). This could happen due to the difference in statistical properties of individual
74 CHAPTER 4. MULTISTREAM DIARIZATION
1 2 3 4 5 6 7 8 9
10−6
10−5
10−4
10−3
10−2
10−1
100
−
−
 
P t
do
a→
−− meeting →
 
 
meeting−wise oracle
global oracle
Figure 4.3. Variation of oracle weight in the HMM/GMM system for TDOA feature across different meetings Pmfcc =
1− Ptdoa
feature streams as discussed before.
2. if the global weights are considerably different from the oracle values (meetings 4, 8 and 9),
the drop from the optimum performances can be large.
With the weights estimated from the development data, the actual speaker error is almost double
of the speaker error with oracle weights.
In the following we investigate IB system with an alternative combination scheme.
4.2 IB System Extension to Multiple Features
Let us now consider the case in which MFCC and TDOA features from the same meeting are avail-
able. The proposed method can be extended using separate aligned background GMMs for MFCC
and TDOA. The backgroundmodels have the same number of components proportional to the length
of the meeting as described in Section 3.1.1.
Initially a GMM model is estimated using MFCC features smfcct . Each observation s
mfcc
t is
then assigned to one of the GMM components. The parameters of the TDOA GMM are estimated
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using the same mapping between the feature time indices and the GMM components. In other
words, suppose the rth component parameters of MFCC GMM were estimated from a set of MFCC
features {smfcct′ }. The r
th component parameters of the TDOA GMM will then be estimated from
the set of TDOA features {stdoat′ } that have the same time indices {t
′}.
While in the baseline system [88] MFCC and TDOA GMM for each cluster are estimated sepa-
rately with observations (MFCC and TDOA) assigned to the same cluster, in the proposed system
separate background models are estimated with observations assigned to the same components
(from the MFCC background model). Thus the two GMMs have the same number of components
and have a strict one-to-one mapping between the components.
The set of these corresponding aligned mixture components represent the relevance variables.
The relevance variable distributions p(y|smfcct ) and p(y|s
tdoa
t ) are estimated as before using Bayes’
rule. The estimation of p(y|smfcct , s
tdoa
t ) is obtained as a weighted average of individual distributions
as:
p(y|smfcct , s
tdoa
t ) = p(y|s
mfcc
t )Pmfcc + p(y|s
tdoa
t )Ptdoa (4.7)
where Pmfcc and Ptdoa represent the weights such that Pmfcc + Ptdoa = 1. In contrary to GMM log-
likelihood combination, here the individual distributions p(y|smfcct ) and p(y|s
tdoa
t ) are normalized
and have the same dynamic range regardless of the dimension of the feature vector. Thus the
linear combination does not suffer from dimensionality/statistics problems as in the case of GMM
log-likelihoods.
4.2.1 Experiments and Results
In order to investigate the effectiveness of the proposed approach, experiments are conducted to
study the combination of MFCC and TDOA features on the same set of meetings. The effect of the
realignment algorithm will be discussed in the next section.
The evaluation is done on the meeting recordings described in Table 4.1. As before we report the
performance of the system using meeting-wise and global oracle as well as estimated weights. The
feature weights are determined using the same development data set described in Section (3.5.1).
Table 4.3 presents the speaker error values. It can be seen that the difference between global
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Table 4.3. Overall speaker error for MFCC+TDOA combination of the IB system: oracle weights for each meeting and
the estimated weight from separate development data (Ptdoa = 0.3). Pmfcc = 1− Ptdoa
meeting-wise global oracle Estimated wt
oracle Ptdoa = 0.2 Ptdoa = 0.3
8.7 10.4 11.6
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Figure 4.4. Meeting-wise speaker error for MFCC+TDOA of IB based feature combination: meeting-wise and global
oracle weights for each meeting
oracle and meeting-wise oracle in the IB system (1.7%) is less compared to the HMM/GMM system
(4.7%). The global oracle speaker error with aIB clustering is 1.3% absolute better than the baseline
result even before performing the realignment step.
The meeting-wise speaker errors in Figure 4.4 show that the global oracle performances are
close to the best performance determined by the oracle weights. The oracle weights for each meet-
ing in case of IB system are represented in Figure 4.5 and as opposed to the HMM/GMM system
(Figure 4.3), they span a smaller range. Figure 4.6 depicts the variation of speaker error with the
variation of Ptdoa for the meeting with highest difference between oracle and estimated weight val-
ues. The IB system performance with estimated weights is closer to the performance with oracle
weights as compared to the baseline system.
The estimated values of weights are (Pmfcc, Ptdoa) = (0.7, 0.3). It is interesting to notice that
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Figure 4.5. Variation of oracle weight in the IB system for TDOA features across different meetings Pmfcc = 1− Ptdoa
those values are different from those obtained when the tuning is done using log-likelihood com-
bination i.e., (0.9, 0.1). The system outperform the HMM/IB system by 2% before the realignment
step.
In summary, whenever the combination happens at the level of the relevance variables instead
of log-likelihoods, the diarization error is less sensitive to the dimension of the TDOA features.
4.2.2 Sequential Clustering
Sequential Information Bottleneck(sIB) was proposed in Section 3.1.2 to further optimize the ag-
glomerative clustering output. The IB objective function either improves or stays the same at each
step of sIB clustering. We propose here the use of this sequential optimization on the agglomerative
clustering partition. In this scenario, sIB refines the clusters by reassigning the elements similar to
the cluster purification algorithms [146]. In case of multistream diarization, the distribution p(y|x)
calculated by Equation (4.7) can be employed. As the aIB, the sIB algorithm also requires only the
distribution p(y|x) as the input.
Table 4.4 reports the results in case of two and four feature streams. The sequential framework
improves the performance of the oracle results as well as the performance with actual estimated
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Figure 4.6. Speaker error as a function of Ptdoa (Pmfcc = 1 − Ptdoa) for a meeting with estimated weight farthest from
oracle. The selected weight from development data tuning is Ptdoa = 0.3 for the IB system and Ptdoa = 0.1 for the
baseline
weights. The meeting-wise and global oracle performances are improved by about 1% absolute while
this improvement in case of estimated weights is 2.2%.
meeting-wise global oracle estimated wt
oracle Ptdoa = 0.2 Ptdoa = 0.3
7.50 8.60 9.40
Table 4.4. Results of sIB purification in case of meeting-wise oracle, global oracle and estimated weights.
4.3 KL based Realignment
The second contribution of this chapter consists of introducing a speaker realignment that operates
directly in the space of the relevance variables estimated by Equation (3.21). The rationale is
that performing realignment in the space of normalized distributions p(Y |S) would increase the
robustness of the system as compared to the log-likelihood domain.
4.3.1 Approach
Let us rewrite the IB objective function according to the following proposition:
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Proposition 4.3.1. The IB maximization of Equation (3.1) is equivalent to the following minimiza-
tion:
min[I(X,C) + β E(d(X,C))] (4.8)
d(X,C) = KL(p(Y |X)||p(Y |C)) (4.9)
where d(X,C), is the KL divergence between distributions given by the cluster and the input [46].
(See Appendix A.2 for a proof)
The re-alignment is performed after the agglomerative clustering to smooth the initial arbitrary
boundaries obtained by uniform segmentation. The aIB clustering described in section 4.2 provides
an initial partition of features (s1, . . . , sT ) (input variables of realignment) into a set of speakers
{c1, . . . , cK}. This corresponds to an hard clustering partition where p(c|s) ∈ {0, 1}. Hard clustering
is obtained by taking the limit β → ∞ in the IB optimization criterion (3.1). Thus the IB criterion
reduces to the maximization of I(C, Y ) alone [106]. From the above proposition, this is equivalent
to minimizing d(S,C). Developing the expression for d(S,C), it is possible to write:
E(d(S,C)) = E[KL(p(Y |S)||p(Y |C))]
=
∑
t
p(st)
∑
i
p(ci|st)KL(p(Y |st)||p(Y |ci))
=
∑
t
p(st)KL(p(Y |st)||p(Y |ct)) (4.10)
where ct is such that p(ct|st) = 1, for other values of C, p(ci|st) = 0. Assuming equal priors for st,
minimization of E(d(S,C)) is equivalent to:
minE(d(S,C)) = min
∑
t
KL(p(Y |st)||p(Y |ct)) (4.11)
The term p(Y |ct) denotes the distribution of relevance variables for each speaker. This can
be seen as the “speaker model” estimated using p(Y |st). While the GMM realignment selects the
speaker that maximizes the log-likelihood sum, the proposed approach selects the speaker that
minimize the KL divergence between p(Y |st) and p(Y |ct). The problem of minimizing the KL diver-
gence between a feature stream represented as distributions and a set of learned models has been
explored previously in the context of automatic speech recognition [13]. The estimation formula for
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”speaker models” p(y|c) is given by (See Appendix A.3 for a proof):
p(y|ci) =
1
p(ci)
∑
st:st∈ci
p(y|st)p(st) (4.12)
In case of equal priors p(st), the estimation formula becomes the arithmetic mean of the distribu-
tions p(y|st). Thus the speaker model for a cluster ct is the average of distributions p(y|st) assigned
to it.
Then, the objective function can be extended to include the minimum duration constraint as in
the baseline system:
c
opt = argmin
c
∑
t
[KL(p(Y |st)||p(Y |ct))− log(actct+1)] (4.13)
A parallel can be seen between Equations (4.3) and (4.13) reported below:
c
opt = argmin
c
∑
t
[− log bct(st)− log(actct+1)]
The term p(Y |ct) represents the speaker model in the relevant variable space and dur-
ing the Viterbi. The negative log-likelihood (− log bct(st)) is replaced by the KL divergence
KL(p(Y |st)||p(Y |ct)) which serves as the distance measure between the speaker model and the
input features p(Y |st). The realignment depends only on the distribution p(y|st) which is nor-
malized. When MFCC and TDOA feature streams are used, this distribution is computed as
p(y|smfcct , s
tdoa
t ) = p(y|s
mfcc
t )Pmfcc + p(y|s
tdoa
t )Ptdoa. Performing KL based realignment using
p(y|smfcct , s
tdoa
t ) eliminates the combination of log-likelihood scores.
4.3.2 Experiments and Results
This section compares the KL based realignment with the HMM/GMM based realignment. Both
systems use a minimum duration constraint equal to 2.5 second i.e. 250 frames. The comparison
is done on the same setup of section 4.1.2 after aIB clustering. Table 4.5 compares the speaker
error in case of oracle and estimated weights. Figure 4.7 illustrates the meeting-wise speaker error
before and after realignment.
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Table 4.5. Overall speaker error for MFCC+TDOA combination of the IB system with KL realignment: using meeting-wise
and global oracle weights, and estimate from development data.
meeting-wise global estimated wt.
Realignment oracle Ptdoa = 0.2 Ptdoa = 0.3
aIB HMM/GMM 7.9 9.1 10.7
HMM/KL 7.0 8.7 9.9
aIB+sIB HMM/GMM 6.9 8.3 9.2
HMM/KL 6.6 7.6 8.6
Table 4.6. Comparison of speaker errors of IB system (aIB and aIB+sIB systems) with the baseline. The table presents
results that corresponds to weights estimated from development data.
aIB aIB + sIB Baseline
no realign 11.6 9.4
HMM/GMM 10.7 9.2 13.6
KL based 9.9 8.6
Both realignment schemes reduce the overall speaker error in case of oracle weights as well as
in case of weights estimated from development data. However the KL realignment outperforms the
HMM/GMM realignment by close to 1% absolute. Figure 4.7 shows that the HMM/GMM system im-
proves the diarization output in six out of nine meetings whereas the KL realignment is improving
consistently across all meetings of the data set. All results with estimated weights are summarized
in Table 4.6.
Comparing the realignment results with HMM/GMM system it can be seen that the meeting-
wise oracle weights yield the same performance for the baseline system (Table 4.2) and the IB
system with KL realignment (Table 4.5, Row 2). However, with the estimated set weights, perfor-
mance of the IB system is (≈ 5%) better as compared to the IB system. Thus the degradation from
the best performance is less in case of the IB diarization system.
4.4 Summary
This chapter discussed the combination of MFCC and TDOA features for speaker diarization intro-
ducing two new contributions that extendswork on information theoretic diarization in the previous
chapter.
• Combination Scheme: State-of-the-art multiple stream diarization uses a linear combination
of GMM log-likelihoods trained on MFCC and TDOA features. TDOA features have differ-
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Figure 4.7. Speaker error with and without realignment for feature combination with estimated weights
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Figure 4.8. Meeting wise speaker error for the baseline system and the IB based system with KL realignment
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ent statistics compared to MFCC. Furthermore their dimensionality varies according to the
number of channels used for recordings. Setting linear combination weights according to
log-likelihoods present robustness problems across different meeting rooms. A combination
scheme performed in a normalized space of relevance variables is proposed and investigated.
• KL based Realignment: Instead of re-aligning boundaries with an HMM/GMM system, a KL
based realignment scheme is proposed. This method uses only the frame level relevance vari-
able distributions.
The experiments are performed on a dataset with number of TDOA features of variable dimen-
sion from 2 to 16. Both oracle weights as well as weights estimated from tuning on a development
data set are investigated. The proposed combination performs 2% absolute better compared to the
baseline even before realignment. Both realignments (HMM/GMM and KL) reduce the speaker er-
ror, the KL outperforming the HMM/GMM by 1% absolute. The meeting-wise results are illustrated
in 4.8.
The performance of the system with aIB clustering and KL realignment is 4% absolute (28%
relative) better than the baseline system. The sIB post processing further improves the output
of the IB system by 1.3%. It is important to notice that the two systems hold the same oracle
performance meaning that when meeting-wise oracle weights are selected, the speaker error is
similar. On the other hand, whenever weights are fixed, the IB system is more robust to variations
across data. The individual weights variations is much larger when the combination happens at
the log-likelihood level.
Although the feature combination of only two features (MFCC and TDOA) is investigated in this
work, the algorithms proposed are general and could be extended to other features (acoustic or vi-
sual). The framework only uses the distribution p(y|st) that is normalized and is hence more robust
to features with diverse statistics compared to the conventional HMM/GMM system. Experiments
with more than two feature sets would be addressed in the next chapter.
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Chapter 5
Diarization beyond Two Feature
Streams
While TDOA stays the most common source of extra information and is implemented in all the
evaluation systems, other alternatives such as modulation spectrogram features [139] or prosody
based features [35] have been explored as complementary features to MFCC. However, most of
the systems in literature report combination of only two feature streams, i.e., MFCC+TDOA,
MFCC+modulation spectrum or MFCC+prosodic features. Though different features were found
to reduce the diarization error, there was little attempt to integrate them with the MFCC+TDOA
baseline and, to our best knowledge, no positive results have been reported using HMM/GMM sys-
tems.
This chapter focuses on the integration of additional feature streams together with the MFCC
and TDOA in the IB based speaker diarization system. The investigation is carried with respect to
two issues:
• Robustness of the diarization algorithm towards features with diverse statistics
• Estimation of relative weights of different input feature streams
The system is investigated through a set of oracle experiments as in two streams to address
the first issue. We compare the performance of the log-likelihood combination with a HMM/GMM
with the combination based on relevance variables in case of IB system. The actual performances
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are then studied using weights estimated from a development dataset. We also discuss the relative
increase in computational complexity that results from incorporating additional features.
5.1 Experimental Setup
The experimental setup for evaluation consists of the same set of meetings from the RT06 evalu-
ation campaign. The meetings’ names with the number of channels that compose the microphone
array are listed in Table 4.1. Multiple channels are beamformed and MFCC and TDOA features
are extracted as explained in Section 4.1.2.
In addition to these features, two sets of features based on long temporal context – the Mod-
ulation Spectrum (MS) and Frequency Domain Linear Prediction(FDLP) – are explored . The ra-
tionale behind investigating those features is that they could capture the long term dependencies,
which the short term spectral features are not capable of. Furthermore they have shown to pro-
vide complementary information and robustness in other meeting-related tasks like speech recog-
nition [113], [97].
• Modulation Spectrogram Features – The modulation spectrum represents the slowly varying
components of the spectrum. The critical band energy trajectories are filtered using a low pass
filter and the resulting features are de-correlated [49]. This feature has a dimension of 26.
• FDLP features – Frequency domain linear prediction provides a smoothed approximation to
the temporal envelope of a signal [14]. FDLP is performed over sub-bands of audio signal
over a large time window (typically 1s), that yields a parametric model of the temporal en-
velope. Short term spectral integration is performed over smoothed envelope and short term
spectral energies are converted to 19 dimensional short term cepstrum like features. A gain
normalization step in the linear prediction helps to remove the artifacts from reverberrent
speech [116].
In this study conventional MFCC+TDOA features (referred in the following as two streams
combination) are extended to have a diarization system with MFCC + TDOA +MS + FDLP features
(referred in the following as four streams combination).
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To study the performances of the additional features in diarization systems independently of any
weight estimation scheme or development data, two different types of oracle experiments referred
as meeting-wise oracle and global oracle are investigated as before.
The meeting-wise oracle provides the best meeting-wise performance using the feature combi-
nation scheme. This is obtained by varying the individual feature weights Pl between zero and one
such that
∑
l Pl = 1 for each meeting m and selecting the set of weight values that minimizes the
speaker error. This results in a set of weights {Pml } for each meeting recording. The global oracle
is the best possible set of weights across all meetings that correspond to the least diarization error
in the dataset. This is obtained by varying the individual features weights Pl between zero and one
such that
∑
l Pl = 1. The set of values {Pl} that minimizes the speaker error for the entire data set
is selected. The oracle experiments on the evaluation dataset permit the study of the two systems
under the ideal weighting that minimizes the speaker error. The comparison between meeting-wise
and global oracles could provide insights to robustness of the individual feature weights. These
studies are presented in Section 5.2.2 and Section 5.3.2.
The actual weights are estimated by minimizing the error on a separate development data set.
The development dataset used for parameters tuning consists of ten meetings recorded across 5
different meeting rooms and is the same as described in 3.5.1. The development dataset contains
meetings with variable number of microphones that is representative of the evaluation data set.
Section 5.4 reports results obtained with estimated weights and performs comparison with results
from oracle experiments.
5.2 HMM/GMM System
In this section, we compare the oracle performances of the HMM/GMM system with two as well as
four input features.
5.2.1 Feature Combination
Let us consider the case in which multiple input features {slt}, l = 1, . . . ,M are available as the
input features for speaker diarization. HMM/GMM systems use a separate model (GMMs) for each
stream and a linear combination of likelihoods is considered in the computation of the BIC distance
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Table 5.1. Speaker error for HMM/GMM system in case of two (MFCC+TDOA) and four (MFCC+TDOA+MS+FDLP) feature
streams computed using meeting-wise and global oracles as well as weights estimated from development data
meeting-wise global
2 features 7.0 11.7
4 features 3.9 7.9
measure and in realignment. A separate GMM emission distribution blck(.) is estimated for each
feature stream sl. A combined log likelihood logLck(st) is computed for each cluster ck as:
logLck(st) =
M∑
l=1
Pl log
[
blck(s
l
t)
]
(5.1)
where, Pl corresponds to the weight of each feature stream (
∑
l Pl = 1). This combined likelihood
logLck(.) replaces the log likelihood in the estimation of BIC criterion (Equation 3.22) and during
the Viterbi realignment (Equation 4.3).
5.2.2 Oracle Experiments and Results
Table 5.1 presents the oracle result experiments on two as well as four feature streams for the
HMM/GMM system. The meeting-wise oracle weights are depicted in Figure 5.2. The global
oracle weights are given by (Pmfcc, Ptdoa) = (0.99, 0.01) in case of two stream combination and
(Pmfcc, Ptdoa, Pms, Pfdlp) = (0.84, 0.01, 0.05, 0.10) in case of four streams.
Table 5.1 shows that the use of four streams can improve the system performance over two
streams from 7.0% to 3.9% in case of meeting-wise oracle weights and from 11.7% to 7.9% in case of
global oracle weights. Furthermore when the oracle weights are chosen globally, i.e., same weights
are used across all the meetings, the performances degrade by more the 4% absolute in both two
and four features stream cases. The meeting-wise performance numbers are reported in Figure 5.1.
As in the case of two stream feature combination, meeting-wise optimal weights span quite a large
range (see Figure 5.2). This could happen as the result of large variations of likelihood values as
illustrated in Figure 5.3.
The reason of this effect can be found in the combination scheme. The combination happens
at log-likelihood level (see Equation 5.1) where an independent GMM is estimated for each feature
stream. Figure 5.3 plots the average log-likelihoods computed using GMMs estimated from the four
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Figure 5.1. Comparison of meeting-wise oracle (feature weights that minimize speaker error for each meeting) per-
formance with the global oracle (same feature weights across all meetings that minimize the overall speaker error) of
HMM/GMM system for four stream combination.
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Figure 5.2. Feature weights that corresponds to lowest speaker error for each meeting (meeting-wise oracle) for the
Four feature combination. The feature stream weight is varied between 0 and 1 such that
∑
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Figure 5.3. Negative log-likelihoods for different feature streams across all meetings. The numbers adjacent to the
delay features denotes the feature dimension. It can be seen that the likelihood range of delay features varies across
different meetings. Meetings with higher delay feature dimension (meetings 3,4) have highest value for negative log
likelihoods
different streams (MFCC, TDOA, MS, FDLP). While features with constant dimensionality (MFCC,
MS, FDLP) have constant log-likelihood ranges across meetings, TDOA features, whose dimension-
ality depends on the number of microphones, have considerably varying log-likelihood ranges. This
would cause the meeting-wise oracle weights to change significantly in case of HMM/GMM (see
Figure 5.2) and the performance of global-oracle degrades a lot for certain recordings (e.g. EDI
meetings where arrays are composed of 16 microphones - see Figure 5.1).
5.3 IB System
In this section we perform similar oracle experiments for the IB diarization system with four feature
inputs.
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5.3.1 Feature Combination
The IB system performs feature combination in the relevance variable space by means of aligned
background GMMs. Initially a background model is estimated for MFCC feature stream. The
parameters of the other GMMs are estimated using the same mapping between feature frame in-
dices and GMM components as described in Section 4.2. Thus there is a one-to-one correspondence
between the Gaussian components of the background GMMs.
Following the estimation of the background GMMs from each feature stream {slt} t = 1 . . . ,M ,
the distributions p(y|slt) are estimated using Bayes’ rule as in Equation 3.21. The estimation of
p(y|s1t , . . . , s
M
t ) is obtained as a weighed average of individual distributions, i.e.:
p(y|s1t , . . . , s
M
t ) =
∑
l
p(y|slt)Pl (5.2)
where Pl represents the weight corresponding to feature s
l
t such that
∑
l Pl = 1.
The distributions p(y|s1t , . . . , s
M
t ), are averaged across all frames in a speech segment to obtain
the distribution corresponding to the input speech segment p(y|x) which is then used as the input
to aIB clustering. The realignment also uses the combined distribution p(y|s1t , . . . , s
M
t ).
5.3.2 Oracle Experiments and Results
As before, we consider the meeting-wise and global oracle performance of the algorithm. The results
are reported in Table 5.2. Results show that the use of four streams can improve the diarization
error as compared to two streams from 7.0% to 3.4% in case of meeting-wise oracle weights and
from 8.7% to 5.7% in case of global oracle weights. The meeting-wise oracle weights are depicted
in Figure 5.2. The global oracle weights are given by (Pmfcc, Ptdoa) = (0.80, 0.20) in case of two
stream combination and (Pmfcc, Ptdoa, Pms, Pfdlp) = (0.45, 0.15, 0.15, 0.25) in case of four streams.
When the oracle weights are chosen globally, i.e., with same weights for all the meetings, the per-
formances degrade by 2% in both two and four feature stream case. Comparing the IB system with
the HMM/GMM, it is possible to notice that,
• The meeting-wise oracle results are similar for the two systems.
• When the meeting-wise oracle weights are replaced with global weights the HMM/GMM sys-
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Table 5.2. Speaker error for IB system with KL realignment in case of two (MFCC+TDOA) and four
(MFCC+TDOA+MS+FDLP) stream combinations computed using meeting-wise and global oracle weights
meeting-wise global
2 features 7.0 8.7
4 features 3.4 5.7
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Figure 5.4. Comparison of meeting-wise oracle (feature weights that minimize speaker error for each meeting) perfor-
mance with the global oracle (same feature weights across all meetings that minimize the overall speaker error) for four
feature stream combination with IB system
tem degrades by 4% absolute while the IB system degrades only by 2%. This is verified both
in case of two and four stream systems.
In contrary to HMM/GMM system, the best per-meeting weights are in similar range in case of
the IB system. Furthermore Figure 5.4 plots the speaker error for all the meetings when weights
are chosen by meeting-wise oracle and by global oracle. It can be noticed that in case of HMM/GMM,
the use of a global weights instead of meeting-wise weights degrades the performance considerably
as compared to the IB system in certain cases (meeting ids 3, 4, 5, 9).
In case of IB feature combination system, the feature combination happens in the space of rel-
evance variables. Since individual distributions are normalized, problems associated with diverse
statistics of features are avoided. This explains that meeting-wise oracle weights have similar
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Figure 5.5. Speaker error of IB system as a function of feature stream weight Ptdoa (2 feature stream). the global
minimum is (Pmfcc, Ptdoa) = (0.7, 0.3) Pmfcc = 1− Ptdoa
ranges (see Figure 5.2) and that the performance of global-oracle degrades comparatively less w.r.t.
the HMM/GMM system (see Figure 5.4).
5.4 Estimated combination weights
Let us now consider the case in which the combination weights are estimated from the development
data set described in section 5.1. The weights are selected based on the set of weights that achieve
minimum error in the development dataset.
Consider the speaker error in the development data as a function of the stream weights in the
two as well as four stream combination. Since, the four weights (Pmfcc, Ptdoa, Pms, Pfdlp) lie in a
three dimensional subspace (
∑
l Pl = 1), the speaker error can be visualized by fixing one of the
weights and plotting as a function of the other two. Figure 5.7 and Figure 5.8 illustrate the speaker
error function in the development data for the IB and HMM/GMM systems respectively. While in
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Figure 5.6. Speaker error of HMM/GMM system as a function of stream weight Pmfcc (2 feature stream). the global
minimum is (Pmfcc, Ptdoa) = (0.9, 0.1) Ptdoa = 1− Pmfcc [90]
case of two feature streams (MFCC and TDOA) the problem has just one degree of freedom and the
speaker error is a smooth function and with a well defined minimum (Figure 5.5, 5.6), in case of
four features the problem has three degrees of freedom that has no well defined minimum.
In order to increase the robustness of the weight estimation in case of four streams, a simple
smoothing procedure is proposed. The original error is convolved with a multi-dimensional Gaus-
sian given by:
g[l,m, n] = e−
1
2σ2
(l2+m2+n2); |l|, |m|, |n| ≤ 1
= 0; otherwise (5.3)
The filter is a low pass filter centered at the origin. It computes the weighted average of the center
point with the 26 neighboring points. The weights are then chosen as the point with lowest value
for the filtered speaker error function. The rationale behind this, is to avoid local minima of the
function that does not generalize well on the test data.
5.4.1 Experiments and Results
The speaker errors are reported in Table 5.3
Results show that, whenever weights are selected according to a development data set:
• The filtering does not alter the weights in case of MFCC+TDOA combination and hence the
5.4. ESTIMATED COMBINATIONWEIGHTS 95
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0
0.1
0.2
0.3
0.4
8
9
10
11
12
13
−− P
ms
 →−− Pfdlp →
−
−
 
sp
kr
 e
rr 
→
(a)
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0
0.1
0.2
0.3
0.4
8
10
12
14
16
18
20
22
−− P
ms
 →−− Ptdoa →
−
−
 
sp
kr
 e
rr 
→
(b)
Figure 5.7. Speaker error of IB system as a function of feature stream weights (four feature stream). The global minimum
is (Pmfcc, Ptdoa, Pms, Pfdlp) = (0.7, 0.25, 0, 0.05) (a) Fixed Ptdoa = 0.25 and (b) Fixed Pfdlp = 0.05. Pmfcc = 1− (Ptdoa +
Pms + Pfdlp)
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Figure 5.8. Speaker error of HMM/GMM system as a function of feature stream weights (four feature stream). The
global minimum is (Pmfcc, Ptdoa, Pms, Pfdlp) = (0.74, 0.15, 0.01, 0.10) (a) Fixed Ptdoa = 0.15 and (b) Fixed Pfdlp = 0.10.
Pmfcc = 1− (Ptdoa + Pms + Pfdlp)
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Table 5.3. Comparison of speaker error : Performance of the HMM/GMM system and IB system with estimated weights
from development data using minimum value of the filtered speaker error
HMM/GMM aIB
2 features 13.6 9.9
4 features 14.5 6.7
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Figure 5.9. Comparison of meeting-wise performances of global oracle and estimated weights for four feature stream
combination with HMM system
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Figure 5.10. Comparison of meeting-wise performances of global oracle and estimated weights for four feature stream
combination with IB system
two stream results remain constant.
• Both system performances degrade as compared to the global oracle, the difference being
larger in HMM/GMM system (≈ 6.5%) as compared to IB system (≈ 1%) in case of four stream
features.
• The HMM/GMM system performance with four streams do not improve as compared to the
two stream in spite of the increase in oracle performance.
• The IB system benefits from the four stream combination and the system performance im-
proves by 3% as compared to two stream combination.
• The IB outperforms the HMM/GMM system, the difference being 3.3% in case of two features
and 7% in case of four features.
Comparison of the meeting-wise results with estimated weights and global oracle weights are pre-
sented in Figure 5.9,Figure 5.10 for HMM/GMM and IB systems respectively. In case of HMM/GMM
system, the degradation in performance with estimated weights as compared to oracle is higher in
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Table 5.4. Comparison of speaker error : selecting the feature streamweights based onminimum value of speaker error
Vs minimum value of filtered speaker error
aIB aIB + sIB
2 features 9.9 8.6
4 features 6.7 6.0
meetings with higher dimension of TDOA features (meetings 3,4 7). This degradation is more uni-
form in case of IB system.
5.4.2 Sequential IB Purification
As discussed in the Section 3.4.3 it is possible to perform a sequential clustering to refine the output
of aIB clustering system. Table 5.4 reports the results in case of two and four feature streams. The
sequential framework improves the performance by 1.3% absolute in the first case (from 9.9% to
8.6%) and by 0.7% absolute (10% relative) in the second case (from 6.7% to 6.0%).
The improvement obtained by the sequential optimization is small while the number of streams
increases and the speaker error becomes very low.
5.5 Computational Complexity
This section analyzes the complexity of the HMM/GMM and IB diarization systems. Both systems
follow an agglomerative clustering framework. This requires calculation of distance measure be-
tween every pair of clusters. In case of HMM/GMM system this distance measure is given by the
BIC criterion. Computing this involves the estimation of a Gaussian Mixture Model(GMM) using
the Expectation Maximization algorithm. In case of multiple feature streams a new GMM model
needs to be estimated for each feature stream per each BIC computation (see Equation 5.1), thus
increasing the computational complexity.
In contrast to this, the IB system estimates a background GMM only once and then the combina-
tion happens in the space of relevance variable distributions (Equation 5.2). The distance measure
in this space is based on a Jensen-Shannon divergence (Equation 3.7) that can be computed in close
form. This calculation does not depend on the number of feature streams, since the dimension of
relevance variables depends only on the number of components of the background GMM models.
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Table 5.5. Algorithm time used by different steps - relevance distribution estimation, agglomerative clustering, KL re-
alignment - in terms of real time factors for the IB system
aIB aIB+sIB
estimate IB KL estimate IB KL
p(y|x) clstrng realgn p(y|x) clstrng realgn
2 feat 0.24 0.08 0.09 0.25 0.10 0.09
4 feat 0.52 0.09 0.11 0.52 0.10 0.11
Table 5.6. Comparison of real time factors between IB and HMM/GMM system
Baseline aIB aIB+sIB
2 feats 3.8 0.41 0.43
4 feats 11.3 0.72 0.75
Thus, once the combined distribution p(y|x) is estimated, computational complexities of clustering
and realignment steps stay the same.
The algorithm complexities are bench-marked on a normal desktop Machine (AMD Athlon
TM
64x2 Dual core processor 2.6 GHz, 2GB RAM). The run-time of algorithms are averaged across
different meetings and multiple iterations. Table 5.5 reports the real time factors of various steps
of IB diarization algorithm. Majority of the algorithm time ( roughly 60% in case of two features
and 70% in case of four features) is spent in estimating the relevance variable distributions. The
clustering and realignment complexities stay almost constant with the addition of new features. In
both cases, the additional complexity introduced by sIB step is minimal (≈ 12% of clustering time).
Table 5.6 illustrates the comparison with HMM/GMM system. The proposed IB system runs in
real time and is 8 times faster than HMM/GMM system in the two stream case and around 14 times
faster in the four stream case. Addition of two feature streams slows down the HMM/GMM system
by a factor of 3, while this is only 1.7 in case of IB system. Thus the IB system is computationally
more efficient as compared to the HMM/GMM.
5.6 Summary
Speaker diarization based on multiple feature streams has been an active field of research during
the recent years. While the most studied and used combination consists of MFCC and TDOA fea-
ture, no success has been reported in literature on integrating other feature streams together with
those.
This chapter investigates the use of two features with long temporal context, i.e. the Modula-
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tion Spectrum and FDLP together with MFCC and TDOA. The study is done on a set of 9 meetings
recorded across five meeting rooms used in NIST Rich Transcription ’06 campaign. In this chapter,
we perform a comparison between a conventional HMM/GMM diarization system based on a modi-
fied BIC criterion and the Information Bottleneck system. The first performs a combination based
on log-likelihoods while the second operates in a space of relevance variables.
The comparison is performed using both oracle weights (i.e. the weights that produces the
lowest possible speaker error) and weights estimated using a development data set. Experiments
performed based on oracle weights reveal that:
• Four feature streams with oracle weights reduce the speaker error in both systems compared
to the two stream case by almost 50% relative.
• Both systems have comparable performance with meeting-wise oracle weights. While the
weights are fixed across the meetings (global oracle), the IB system performance is supe-
rior to the HMM/GMM system. This happens since optimal meeting-wise weights for the
HMM/GMM system span a larger range as it depends on the GMM log-likelihood values that
change according to the number of microphones in the array. On the other hand, the IB sys-
tem uses a normalized space of relevance variables thus being less sensitive to the different
feature vectors dimensions.
• as a consequence of the dependency to the feature vector dimension, the HMM/GMM appears
to be more sensitive to changes in individual stream weights as compared to the IB system.
Experiments based on weights estimated from a development data set show that:
• The speaker error function of stream weights in case of four streams is a highly non-smooth
function with no clear minimum. In order to avoid the local minima in the development data,
a simple smoothing function is applied on the development data error function of the weights.
Although very simple, the filter produces considerable improvements in case of four feature
streams and leave unchanged the results in case of two feature streams.
• IB results in case of four features are superior to those of the HMM/GMM which is affected by
the dimensionality of the TDOA features.
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• The IB system with sIB post processing improves the performance by 10% relative. The im-
provement is relatively small as compared to the improvements in the two stream system.
The computational requirements of HMM/GMM and IB systems are compared in terms of real
time factors for the two stream as well as four stream feature combination. The two systems fun-
damentally differ in terms of the distance calculations. The experimental outcomes report that:
• The IB system is significantly faster (8 times with two feature streams and 14 times with
four feature streams ) than the HMM/GMM system and is able to achieve realtime diarization
even with four input feature streams. This difference happens since the distance measure
computation in case of HMM/GMM system requires estimation of a new GMM model that
is computationally expensive while the IB system has a distance measure based on Jensen-
Shannon divergence that is straightforward to compute.
• The realtime factor of HMM/GMM increases by a factor of 3 with the introduction of two
additional features, while this factor for IB system is only 1.7. This is due to the fact that
introduction of new features in the HMM/GMM system involves building separate models for
each input feature stream whenever two clusters are merged. In contrary, the increase in
complexity in IB system happens only in the estimation of relevance variable distributions.
Time complexity of clustering and realignment algorithms of of IB based diarization system
depends only on the number of relevance variables and not on number and dimension of input
features.
Thus the IB system provides a robust method to integrate multiple features for speaker diariza-
tion with limited increase in computation complexity.
Chapter 6
Performance on NIST Evaluation
Data
All the algorithms were so far evaluated and compared on the RT06 evaluation data set. In this
chapter we perform the diarization experiments on a larger dataset that consists of meetings across
different NIST diarization evaluations.
6.1 Experiments and Results
All experiments are performed in a dataset that consists of NIST “meeting diarization evaluation”
meetings from the years 2006,2007 and 2009. There are 24 meetings in the dataset recorded across
6 meeting rooms. The set of meetings is listed in Table 6.1. The total length of audio recording
is about 9 hours. The number of channels from meetings vary from 2 to 16. All meetings are
beamformed using the BeamformIt [147] toolkit that performs a delay and sum beamforming. The
beamformed audio is used to extract MFCC features, modulation spectrum and the FDLP features.
Experiments are conducted using the HMM/GMM system as well as the proposed IB diariza-
tion systems. Both the two feature combination (MFCC + TDOA) and fourstream combination are
performed. The oracle performance computation involves diarization of each meeting with an ex-
haustive list of weights. With large number of meetings, this is computationally expensive in case
of HMM/GMM, and hence only the system performance with estimated weights from development
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Table 6.1. List of meeting used for evaluation associated number of microphones
sl.no. meeting id #microphones
1 CMU 20050912-0900 2
2 CMU 20050914-0900 2
3 CMU 20061115-1030 3
4 CMU 20061115-1530 3
5 EDI 20050216-1051 16
6 EDI 20050218-0900 16
7 EDI 20061113-1500 16
8 EDI 20061114-1500 16
9 EDI 20071128-1000 8
10 EDI 20071128-1500 8
11 IDI 20090128-1600 8
12 IDI 20090129-1000 8
13 NIST 20051024-0930 7
14 NIST 20051102-1323 7
15 NIST 20051104-1515 7
16 NIST 20060216-1347 7
17 NIST 20080201-1405 7
18 NIST 20080227-1501 7
19 NIST 20080307-0955 7
20 TNO 20041103-1130 9
21 VT 20050408-1500 4
22 VT 20050425-1000 7
23 VT 20050623-1400 4
24 VT 20051027-1400 3
data are reported. The same sets of weights as reported in Chapter 4 and 5 are employed for the
combination. We use a common speech-non speech segmentation with a missed speech error of 7.3%
and false alarm rate of 0.4% across all experiments. Thus the speech non-speech error is fixed at
7.7% and only speaker error is reported henceforth.
Table 6.2 reports the results for HMM/GMM system as well as IB system (with and without sIB
purification). It can be seen that the IB system performs ≈ 2% better than the HMM/GMM system
in case of two feature streams. However the HMM/GMM system do not benefit from the additional
features as observed in Chapter 5. At the same time, the IB system performance improve by 5%
Table 6.2. Comparison of speaker error for the evaluation – HMM/GMM and IB diarization system performances for two
streams (MFCC with TDOA features) and four stream (MFCC, TDOA, Modulation Spectrum and FDLP features) inputs
IB
HMM/GMM aIB aIB+sIB
2 stream 14.3 12.3 11.3
4 stream 14.5 7.2 6.8
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Figure 6.1. Comparison of HMM/GMM and IB system performances in case of four stream combination
absolute in case of four feature stream combination. These results are similar to the NIST RT’06
Evaluation performance reported in Table 4.6. Sequential IB algorithm improves the performance
further by around ≈ 1% absolute for two feature stream. The improvement in case of four feature
streams is very small (only 0.4%). The meeting-wise comparison of performances for the four stream
systems are presented in Figure 6.1. It can be seen that the meetings where IB system outperform
the HMM/GMM system have higher number of microphones (meetings 5,6,7,8,10, 20). The delay
features have a higher dimension in these meetings that leads to a higher log-likelihood range. This
could affect the performance of the HMM/GMM system since it depends on linear combination of
log-likelihoods.
6.2 Conclusions
In this chapter, we evaluated the proposed system on a larger dataset. Experiments reveal that
while the HMM/GMM system is not able to utilize the four feature streams, IB system performance
improves considerably. The IB based diarization system has a speaker error that is half as compared
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to the HMM/GMM system.
Chapter 7
Summary and Conclusions
Speaker Diarization is a crucial step in many meeting analysis tasks. In this domain, there is need
for fast diarization systems with low computational complexity for some applications like meeting
summarization and analysis while the meeting is taking place. This would enable realization of
several applications (meeting browsing, speaker retrieval) on normal desktop machines. However,
conventional diarization systems depend on parametric models to compute the BIC distance mea-
sure for diarization and require the re-estimation of parametric models for every possible cluster
pair merge. This is computationally very expensive and require considerable optimization to make
it feasible for real time speaker diarization.
7.1 IB Based Diarization
In this thesis, we propose a distributional clustering algorithm for speaker diarization based on In-
formation Bottleneck (IB) principle [131]. The algorithm aims to minimize the mutual information
loss with respect to a set of relevance variables, through which the knowledge about the problem is
introduced. The method depends only on the distribution of those relevance variables and avoids
estimation of speaker models. We follow an agglomerative optimization of the Information Bottle-
neck criterion and propose a model selection criterion to determine the number of speakers. While
evaluated on the NIST RT06 meeting diarization task, the performance of the IB system (17.1%)
is similar to a state-of-the-art HMM/GMM system (17.0%) with a considerable improvement in di-
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arization time (0.22×RT ) as compared to the HMM/GMM system (3.5×RT ).
One drawback in agglomerative algorithms is the convergence to sub-optimal solutions due to
greedy natures. Purification algorithms aim to reassign the speech frames that are assigned to
the wrong class. We also present a purification scheme based on sequential optimization of the
same objective function to improve the agglomerative clustering output [132]. The sequential op-
timization improves the output of agglomerative algorithm (16.6%). The increase in computational
complexity by adding the sequential optimization is very small and the overall system perform in
0.25×RT [134].
7.2 Multiple Input Features
More recently speaker diarization systems tend to exploit multiple feature stream inputs to fur-
ther improve their performance. Towards this goal conventional systems build separate speaker
models for each feature stream. A linear combination of log likelihoods is then employed in the
distance computation and realignment steps. However, different input features might possess dif-
ferent statistical properties. For example the dimension of TDOA features depends on the number
of microphones, which may vary across meetings. In addition, the log-likelihood range of each
meeting might possess different dynamic range.
7.2.1 Feature combination for IB clustering
We propose a feature combination scheme in the space of relevance variables [133]. Distribution of
the relevance variables are estimated from each feature stream. The feature combination is per-
formed as the linear combination of individual distributions. The combined distribution is then
used as the input to agglomerative clustering. Since the individual distributions are normalized,
issues related to log-likelihood combination are avoided. The algorithms are evaluated on RT06
Evaluation data with the conventional MFCC and TDOA combination. Oracle experiments reveal
that the ideal weights for feature combinations span a large range in case of log-likelihood com-
bination. On the other hand, in case of distribution based combination, the weights have a much
smaller range. Using the actual estimated weights from development data, the IB system achieves
a speaker error of 11.6% which represents an absolute improvement of 2%. over the HMM/GMM
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Figure 7.1. Various contributions of this thesis in the diarization system (represented in bold)
system.
7.2.2 Viterbi realignment
Speaker diarization systems make an extensive use of Viterbi realignment algorithm for incorpo-
rating the minimum duration constraint and smooth the speaker boundaries. An ergodic HMM
with minimum duration constraint for each speaker is employed for this purpose. We develop a
realignment algorithm that optimizes a special case of IB criterion with a minimum duration con-
straint [135]. The realignment algorithm also depends only on the relevance variable distribution.
This eliminates the need for explicit log likelihood combination from realignment step. Experi-
ments show that the proposed Viterbi realignment algorithm yields similar results as HMM/GMM
realignment in case of single stream diarization. However, the proposed realignment performs
better than HMM/GMM realignment in case of multiple streams (From 10.7% to 9.9%) [138].
7.2.3 Beyond two streams
Different features including TDOA, modulation spectrum and prosody based features have been
studied as complementary features for MFCC. While most of these features improve the MFCC
alone system, most state of the art systems use a combination of MFCC and TDOA features only.
There are few attempts to combine more than these two features to improve the MFCC+TDOA per-
formance. We extend the proposed system to more than two features by the addition of two more
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feature sets – Modulation Spectrogram and Frequency Domain Linear Prediction – with MFCC
and TDOA combination and investigate the robustness of the algorithms [137]. Oracle experiments
show improvements in case of both HMM/GMM system as well as IB systems. However, with esti-
mated weights the performance of the HMM/GMM degrades as compared to the MFCC and TDOA
combination. In contrary, the IB system is able to achieve a significant error reduction (2.2% abso-
lute) over the two stream combination. To our best knowledge, this is the first successful attempt to
combine more than two features for diarization. Figure 7.1 summarizes various propositions made
in this thesis.
Analysis of algorithm run time on RT06 Evaluation data shows that the only increase in com-
putational complexity that happens with additional features is in estimation of the relevance vari-
able distributions. The clustering and realignment algorithms depend only on the distribution, and
hence their complexity remains the same once the distributions are computed. The system run time
is less than realtime both with two streams (0.43×RT ) as well as four streams (0.75×RT ) [136].
7.3 Future Directions
A number of future directions can be foreseen to further improve the current system. In between
those, let us mention:
• Universal background model: Currently, the set of relevance variables are estimated from
the background GMM, that is estimated from the same meeting. The amount of available data
is then relatively small. A Universal Background Model (UBM) trained from large number
of speakers was employed in the context of speaker recognition systems [93]. In a similar
manner, a UBM could be used to replace the background GMM in IB diarization. This could
further improve the system. In addition, the current scheme of using a background GMM from
the same meeting require the entire meeting recording before starting the diarization. This
constraint will be eliminated by the UBM that would eventually enable on-line diarization.
• Overlapping speech:The current system always assigns a speech segment to one particular
speaker and does not consider the case when two or more speakers talk together (overlapping
speech). Speech data in case of meeting rooms contains considerable amount of overlapping
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speech, and it was shown that overlap detection can improve the diarization performance (Eg:
[19]). The method performs an overlap detection, and perform the speaker clustering on seg-
ments that are not overlapping. Incorporating a similar overlap detection/segmentation mod-
ule can help to process the overlapping speech separately, thus improving the diarization.
• Automatic feature weights: Whenever multiple input features are present, the IB diariza-
tion system requires a development dataset tuning to estimate the feature weights. Alter-
native methods such as combination of posterior feature streams with automatic weighting
has been explored in the context of ASR. (Eg. [72]). This could eliminate the dependency of
feature combination on the development data. Although some attempts in this direction have
been done, e.g. [142], the problem of automatically selecting the feature weights is largely
unexplored.
• Multimodal diarization Multimodal diarization is an emerging paradigm (See [34] for an
example). Video features such as visual focus of attention and intensity of motion to contain
diarization information that are complementary to spectral based features [37]. Thus when-
ever, synchronized video and audio data are available for a meeting recording, the current
system could benefit from incorporating such visual features.
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Appendix A
Appendices
A.1 MDL criterion for IB clustering
The optimal model minimizes the following criterion.
FMDL(m) = L(m) + L(X |m) (A.1)
where L(m) is the code length to encode the model with a fixed length code and L(X |m) is the code
length required to encode the data given the model.
To determine L(X |m) let us consider N input samples clustered into M clusters. The average
number of input samples per cluster is N
M
. Therefore the point in each cluster can be modeled with
a code of length log N
M
. The total number of bits for all the N input samples is given by:
L(X |m) = N log
N
M
(A.2)
L(m) represents the optimal number of bits to encode the clusters with the relevance variables
is given by the entropy H(Y,C) that can be written as:
(H(Y |C) +H(C)) (A.3)
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Since H(Y |C) = H(Y )− I(Y,C) the MDL criterion becomes:
FMDL = N [H(Y )− I(Y,C) +H(C)] +N log
N
M
(A.4)
A.2 Alternate form of IB Objective function
Here we prove the equivalence in Proposition 4.3.1 which states:
argmax I(C, Y )−
1
β
I(X,C) = argmin
[
I(X,C) + β
∑
x,c
p(x, c)KL (p(Y |x)||p(Y |c))
]
Consider the I(X,Y )− I(C, Y )
=
∑
x,y
p(x, y) log
p(x, y)
p(x)p(y)
−
∑
y,c
p(y, c) log
p(y, c)
p(y)p(c)
=
∑
x,y,c
p(x, y, c) log
p(x, y)p(c)
p(y, c)p(x)
=
∑
x,y,c
p(y|x, c)p(c|x)p(x) log
p(x, y)p(c)
p(y, c)p(x)
=
∑
x,y,c
p(y|x)p(c|x)p(x) log
p(y|x)
p(y|c)
=
∑
x
p(x)
∑
c
p(c|x)
∑
y
p(y|x) log
p(y|x)
p(y|c)
=
∑
x
p(x)
∑
c
p(c|x)KL (p(Y |x)||p(Y |c))
=
∑
x,c
p(x, c)KL (p(Y |x)||p(Y |c)) (A.5)
Consider the IB criterion in Equation (3.1); i.e, the maximization of I(C, Y ) − 1
β
I(X,C). This can
be rewritten as a minimization in the following form: min[I(X,C) − βI(C, Y )] which is equivalent
to min[I(X,C) + β. (I(X,Y )− I(C, Y ))] since I(X,Y ) is a constant for the minimization. Using the
result of Equation A.5 the optimization becomes:
min
[
I(X,C) + β
∑
x,c
p(x, c)KL (p(Y |x)||p(Y |c))
]
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A.3 Re-estimation Formula for HMM/KL Realignment
In this section, we compute the relevance variable distributions in each cluster p(Y |ct), that is the
solution of the minimization of Equation (4.10). The minimization is given by:
min
∑
t
p(st)KL(p(Y |st)||p(Y |ct)) (A.6)
Consider the objective function:
∑
t
p(st)KL(p(Y |st)||p(Y |ct)) =
∑
i
∑
{st:st∈ci}
p(st)KL(p(Y |st)||p(Y |ci))
=
∑
i
∑
{st:st∈ci}
p(st)
∑
j
p(yj |st) log
(
p(yj |st)
p(yj |ci)
)
Introducing Lagrange multipliers for the constraints
∑
j p(yj |ci) = 1; ∀i the objective function
becomes:
J =
∑
i
∑
{st:st∈ci}
p(st)
∑
j
p(yj |st) log
(
p(yj|st)
p(yj |ci)
)
+
∑
i
λi

∑
j
p(yj |ci)− 1

 (A.7)
Taking partial derivatives with respect to particular variable p(yl|cm), i.e.,
∂J
∂p(yl|cm)
= 0 results in:
∑
{st:st∈cm}
p(st)−
p(yl|st)
p(yl|cm)
+ λm = 0
p(yl|cm) =
1
λm
∑
{st:st∈cm}
p(st)p(yl|st)
(A.8)
Substituting the result in the constraint
∑
l p(yl|cm) = 1
∑
l
1
λm
∑
{st:st∈cm}
p(st)p(yl|st) = 1
1
λm
∑
{st:st∈cm}
p(st)
∑
l
p(yl|st) = 1
λm =
∑
{st:st∈cm}
p(st) = p(cm)
(A.9)
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Combining (A.8) and (A.9) we obtain:
p(yl|cm) =
1
p(cm)
∑
{st:st∈cm}
p(st)p(yl|st) (A.10)
The second derivative ∂
2J
∂p(yl|cm)2
turns out to be:
∑
{st:st∈cm}
p(st)
p(yl|st)
[p(yl|cm)]2
(A.11)
which is positive since all terms in the sum are positive. This confirms that the optimum obtained
in Equation (A.10) is a minimum.
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