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We investigate the effect of disorder on the transfer of quantum states across a one-dimensional
lattice with varying levels of control resources. We find that the application of properly designed
control signals, even when applied only to the two ends of the lattice, allows perfect state transfer
up to disorder strengths that would not allow a generic quantum state to propagate the length of
the lattice. At sufficiently large disorder strengths, however, the local control signals fail to send the
quantum state from one end of the system to the other end. Our results shed light on the interplay
between disorder and controlled transport in one-dimensional systems.
I. INTRODUCTION
Disorder has a profound effect on transport in quan-
tum systems. One of the most striking manifestations
of this statement is Anderson localization [1], where an
increasing amount of disorder can lead to a phase tran-
sition from a metallic to an insulating state, even in the
seemingly simple case of noninteracting particles. This
phenomenon, first predicted over fifty years ago, has been
observed directly in a number of physical systems in re-
cent years [2].
Another subject where there has been extensive work
in recent years is the problem of quantum state transfer
along one-dimensional lattices or spin chains [3–5]. In
this problem the goal is to transport an unknown quan-
tum state from one end of a spin chain to the oppo-
site end of the chain. Previous studies have for exam-
ple considered the probabilistic state transfer in a chain
with uniform parameters [3], perfect state transfer with
properly designed time-independent system parameters
[4], perfect state transfer using externally applied time-
dependent control fields [6] and quantum state routers in
branched spin chains [7].
One question that has not been investigated in much
detail in the literature is the effect of disorder on one’s
ability to perform perfect state transfer [8–10]. One can
say that there are some simple limiting cases and trick-
ier, intermediate cases in relation to this question. If, for
example, one has full control on single-spin parameters
but there is disorder in the inter-spin coupling strengths,
one is able to perform perfect state transfer by using the
large amount of control resources to counter the adverse
effects of the disorder (e.g. by performing a sequence of
two-spin swap operations while decoupling the rest of the
chain during each such two-spin operation). Even in this
case, where intuition tells us that perfect state transfer
must be possible (and does not involve exponential scal-
ing of resources), there remains the practically important
question of the minimum time required for perfect state
transfer. On an opposite extreme, if one uses a protocol
that relies on static Hamiltonian settings, e.g. as is done
in Ref. [4], then one would intuitively infer that disorder
will induce Anderson localization and state transfer will
not be possible for long chains. An intermediate case is
that where one has full control over the parameters at
the two opposite ends of the chain, with disorder present
throughout the chain. In this case there are spatial lim-
itations on the control resources, but there are no tem-
poral limitations. The question then arises whether this
high degree of control in the time domain will for exam-
ple allow one to properly launch a spin wave that carries
the quantum state and is able to propagate through the
disordered landscape of the spin chain without suffering
Anderson localization. In order to appreciate this ques-
tion, one could note here that the problem of Anderson
localization is usually studied in a control-free setting
where the wave packet is assumed to be a generic one
by some definition and in particular not prepared for the
specific disorder landscape that it is going to encounter.
As a result, it is difficult to take intuition accumulated
from past studies on Anderson localization and use it to
predict the effect of disorder on systems that are sub-
jected to driving by control signals.
In this paper we present results of numerical simula-
tions on the propagation and transfer of quantum states
through a disordered chain with and without control. In
the case of controlled state transfer, we use optimal con-
trol theory to determine the control signals that maxi-
mize the transfer fidelity. We find that the control signals
can help suppress the effects of small amounts of disorder
and enable fast perfect state transfer up to a reasonably
large disorder strength, even with a limited amount of
control. For large disorder strengths, however, Ander-
son localization physics eventually sets in and the con-
trolled transfer cannot be improved beyond the sequen-
tial nearest-neighbor transfer protocol, and in the case of
limited control resources the transfer time grows indefi-
nitely. For intermediate values of the disorder strength,
we find large variations in the transfer fidelity for differ-
ent disorder instances, indicating that different disorder
patterns can have drastically different localizing effects,
even for the same disorder strength.
The remainder of this paper is organized as follows: In
Sec. II we describe the model system and formulate the
problem to be solved. In Sec. III we present the results of
our numerical simulations and discuss their implications.
2Section IV contains concluding remarks.
II. PROBLEM SETUP
We consider a spin chain described by the Hamiltonian:
Hˆ =
N∑
i=1
ωi
2
σˆ(i)z +
N−1∑
i=1
Jiσˆ
(i)
x ⊗ σˆ(i+1)x , (1)
where ωi are the on-site energies, Ji are the (nearest-
neighbor) inter-spin coupling strengths and σ
(i)
α (with
α = x, y or z) are the usual Pauli operators for the
spin at site i. Disorder can be introduced into the prob-
lem through ωi and/or Ji, and Anderson localization
occurs in both cases, up to minor quantitative differ-
ences. We shall assume that the control fields couple to
single-spin operators, in particular assuming that some
or all ωi are tunable parameters. We therefore focus on
the case where disorder enters the problem through Ji.
We use a uniform distribution for Ji, i.e. for a disor-
der strength ∆ the values of Ji are distributed uniformly
between J(1 − ∆) and J(1 + ∆). As our main setup
for discussions, we shall assume that the on-site ener-
gies at the beginning and end of the chain, i.e. ω1 and
ωN , are control parameters that can be adjusted without
any constraints, while all other ωi are fixed and uniform,
i.e. ω2 = ω3 = ... = ωN−1. The system is illustrated in
Fig. 1.
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FIG. 1: Schematic diagram of a chain with N spins, nearest-
neighbor inter-spin coupling strengths Ji and control fields
applied to the first and last spins in the chain. In this system,
the on-site energies are equal throughout the lattice, except
for the edge spins, where the on-site energies ω1 and ωN can
be tuned via the control fields.
The objective of the control protocol is to transfer a
quantum state from the first site to the last site of the
chain. The chain is therefore assumed to initially be in
the state
|Ψinitial〉 = |φ〉1 ⊗ |ground state〉2,3,...,N , (2)
and the desired final state is
|Ψtarget〉 = |arbitrary state〉1,2,...,N−1 ⊗ |φ〉N , (3)
where the indices label the different sites in the chain.
The ground state is used in Eq. (2) because it is typically
easy to prepare. The state |φ〉, which can be expressed
as α |0〉 + β |1〉, is treated as an unknown quantum su-
perposition of the ground and excited states. There are
a number of different scenarios where the assumption of
an unknown state arises. For example, the sender could
have received the state |φ〉 as a bit of quantum infor-
mation from another source or obtained it as the output
of a quantum information protocol, and the sender is
therefore unable to know the quantum state without dis-
turbing it. Note that the state could be entangled with
other parts of the system, and a protocol that transforms
Eq. (2) into Eq. (3) will similarly transfer any entan-
glement associated with the quantum state. The state
could also be known to the sender, e.g. the state |↑〉 or
|↓〉 along an axis that the sender chooses but does not
reveal to anybody else until a later point in the protocol,
and in order to protect this information against eaves-
dropping any part of the state transfer protocol outside
of the sender’s location must be designed to work for an
arbitrary quantum state.
If we start with an unknown quantum state at the first
site with the rest of the chain prepared in its ground state,
i.e. as in Eq. (2), the subsequent dynamics will in general
involve complex dynamics in the 2N -dimensional Hilbert
space of the N -site chain. Since this problem becomes
intractable for chains of length N ∼ 20, we assume, as
is commonly done in this context, that the parameters
are in the regime where the rotating-wave approximation
is valid. In other words, we assume that Ji are much
smaller than ωi, such that to a good approximation we
can ignore terms in the Hamiltonian given in Eq. (1) that
mix states with different values of
∑N
i=1 σ
(i)
z , and we can
use the approximate Hamiltonian
Hˆ =
N∑
i=1
ωi
2
σˆ(i)z +
N−1∑
i=1
Ji
[
σˆ
(i)
+ ⊗ σˆ(i+1)− + σˆ(i)− ⊗ σˆ(i+1)+
]
,
(4)
where σ
(i)
± are the spin raising and lowering operators
at site i. Under this approximation, the number of
excitations in the system becomes a conserved quan-
tity. As a result, and since the global ground state
|0〉1⊗|0〉2⊗· · ·⊗|0〉N−1⊗|0〉N (with |0〉i being the ground
state of the single-site Hamiltonian at site i) does not
evolve except for acquiring a simple phase, the problem of
transferring an unknown single-spin quantum state from
the first to the last spin (with all other spins starting and
ending up in their ground states) can be simplified to the
problem of transferring a single excitation from the first
to the last site in the chain, i.e. transforming the state
|ψ〉 = |1〉 ≡ |1〉1⊗|0〉2⊗· · ·⊗ |0〉N−1⊗|0〉N into the state
|ψ〉 = |N〉 ≡ |0〉1⊗|0〉2⊗· · ·⊗ |0〉N−1⊗|1〉N . The excita-
tion that is transferred can alternatively be thought of as
a particle. In other words, one has a natural mapping be-
tween the spin chain containing a single excitation and
a system containing a single particle hopping between
lattice sites. In both cases the system dynamics is well
described using the picture of wave propagation. The
Hilbert space required in order to study these problems
is of size N only. The simplification of the problem from
a 2N -dimensional to an N -dimensional Hilbert space al-
lows us to investigate relatively long chains, well above
the limit of N ∼ 20 when dealing with 2N -dimensional
3Hilbert spaces.
Since the output of the protocol is the state at site N ,
we in principle evaluate the performance of the protocol
based on how close the state of site N at the final time
(after tracing out the state of all the other sites) is to the
state |φ〉, averaged over all possible single-spin states |φ〉.
As mentioned above, however, under the rotating-wave
approximation the transfer fidelity can also be evaluated
through the probability P that the initial state |ψ〉 = |1〉
evolves to the state |ψ〉 = |N〉 at the final time. This
probability can be expressed as
P = |〈ψ(tfinal) |N〉 |2. (5)
As mentioned above, in our main simulations we shall
assume that ω1 and ωN are tunable parameters, with
all the other ωi fixed. In this case ω1 and ωN can be
treated as control parameters, and we can use optimal
control theory techniques to identify the control signals
that maximize the transfer fidelity. We use the GRAPE
algorithm [11] to obtain the optimal control pulses [12].
In each such calculation, we search for the control pulse
that maximizes the probability P . The idea is to perform
these calculations for a few different values of the pulse
time. The probability P increases from zero at very short
pulse times to values that are essentially equal to unity
for pulse times that are equal to or larger than the min-
imum perfect-transfer time [13]. We shall refer to this
time as Tmin.
In all of the calculations presented here, we consider
chains containing fifty sites. We divide the total pulse
time T into 200 time steps [14]. We perform the GRAPE
algorithm with up to 4000 iterations, although in most
cases the fidelity saturated and stopped increasing within
the first few hundred iterations [15]. It should be noted
that each pulse that we find using this technique is op-
timized for the particular set of parameters in a given
instance of disorder and will not be optimal for other in-
stances with the same disorder strength. These instance-
specific optimized pulses are relevant in cases where the
disorder is static, e.g. disorder related to defects that ap-
pear during the fabrication of a device but do not change
in time. It is crucial to note in this context that the
coupling strengths in the chain can be measured using
access to only the ends of the chain [16], such that it is
not unrealistic to assume that one has access to only the
edges of the chain but is nevertheless able to have knowl-
edge about the values of Ji for the entire chain. It is also
crucial to note that the optimized pulses are independent
of the quantum state that is transferred across the chain.
A natural reference point that is useful to set at this
point is the time that it takes to transfer a state from
one end of the chain to the opposite end using a sequence
of swap operations, one step at a time. Each such swap
operation takes pi/(2Ji), such that the transfer across the
entire chain of length N takes a total time of
Tseq =
N−1∑
i=1
pi
2Ji
=
(N − 1)pi
2
× J−1i . (6)
In the absence of disorder and with full control over all
ωi, one can perform the state transfer more quickly by
tuning the parameters in such a way that one launches a
spin wave that traverses the chain at the maximum pos-
sible wave speed (keeping in mind that in such discrete
systems there is a maximum propagation speed set by
J), leading to the result that Tmin = Tseq/pi in the limit
of an infinitely long chain (see e.g. Ref. [13]).
III. RESULTS AND DISCUSSION
As mentioned in Sec. II, the probability P of successful
transfer of a single excitation across the chain is a good
measure of the transfer fidelity for an unknown quantum
state, and we shall use this probability in our analysis
below. More specifically, we assume that at the initial
time an excitation is localized at the first site in the chain,
and we investigate the probability that the excitation will
be found at the last site in the chain at the end of a given
pulse time.
In Fig. 2 we plot P as a function of pulse time T for a
few different instances of disorder with varying disorder
strength in the case where control fields are applied to
only the first and last sites in the chain. As would be ex-
pected, P increases from zero at small values of T to unity
at a value that defines the minimum perfect-transfer time
Tmin, and it remains equal to unity for larger values of
T [17]. For ∆ = 0.1, where the disorder is weak, P
jumps from almost zero at pulse time T = 0.2 × Tseq to
almost unity at T = 0.4 × Tseq, which means that Tmin
is close to Tseq/pi, the limiting value in the case of van-
ishing disorder strength and full control over the on-site
energies. Even at ∆ = 0.3, the disorder does not seem to
cause much slowing down of the transfer and the differ-
ent instances of disorder do not lead to large variations in
Tmin. Only one out of five disorder instances in this case
(magenta triangles) seems to give a transfer probability
that is consistently higher than those in the other four
instances, and the difference is rather small. It should
be noted, however, that Tmin is now close to Tseq, which
is a factor of pi slower than that obtained in the absence
of disorder. A more dramatic change occurs when we
increase the disorder strength ∆ to 0.5. In three out of
five disorder instances, Tmin is still around Tseq, but in
one instance there is a slowing down by a factor of two
and in another instance the transfer seems to slow down
by at least an order of magnitude. These large varia-
tions can be intuitively understood by keeping in mind
that some instances of the disorder will contain potential
barrier landscapes that are more localizing than others.
From Fig. 2 we can see that starting from T = Tseq/pi
the transfer probability P increases steadily until it
reaches a value very close to unity. Furthermore, in in-
stances where the disorder is not causing a serious in-
crease in Tmin, P has values close to unity at T = Tseq.
We therefore perform further calculations focusing on
this value of T as a way to get a simple but rather reli-
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FIG. 2: The transfer probability P as a function of pulse time
T for a fifty-site chain and control over the two edge sites. The
time is measured relative to the sequential swap transfer time
Tseq. The different panels correspond to different values of
the disorder strength: ∆ = 0.1 (a), 0.3 (b) and 0.5 (c). There
are five sets of data points in each panel. These correspond
to five different instances of the disordered coupling strengths
that we generate for each value of coupling strength.
able indicator for Tmin. In Fig. 3 we plot P as a function
of disorder strength ∆ for T = Tseq. Up to ∆ = 0.4, P
remains high for the vast majority of disorder instances.
Between ∆ = 0.5 and ∆ = 0.7, different instances of
disorder lead to drastically different values of P . Above
∆ = 0.7, P quickly becomes small for the vast majority
 0
 0.2
 0.4
 0.6
 0.8
 1
 0.2  0.4  0.6  0.8∆
P
FIG. 3: The transfer probability P as a function of disorder
strength ∆ for a fifty-site chain, a pulse time T = Tseq =
(N − 1)pi/2 × 1/Ji and control over the two edge sites. The
ten different data points for each value of ∆ correspond to
ten different instances of the randomly generated coupling
strengths. The different colors are used in order to help re-
solve closely spaced points but have no physical significance.
The dashed line shows the mean value of P averaged over the
ten different instances at each value of ∆.
of disorder instances (with one notable exception where
∆ = 0.9 and P = 0.71). As we shall see below, the dis-
order strength range where the probability drops from
high to low (i.e. between 0.5 and 0.7, roughly speaking)
is related to the range where the Anderson localization
length becomes much smaller than the chain length.
The above results indicate that the spatially con-
strained but temporally unconstrained control that is ap-
plied to the two edges of the chain is successful in sup-
pressing the localizing effects of disorder for small values
of the disorder strength, but it eventually fails for strong
disorder. A possible intuitive explanation for this phe-
nomenon is that for weak disorder a wave packet (or at
least part of it) is able to propagate the full length of the
chain, and the control fields are then able to ensure that
the full amplitude of the wave packet is collected at the
last site in the chain at the end of the pulse (with a pulse
time that grows only linearly with chain length). For
strong disorder, the wave packet cannot reach the end of
the chain, and at least as far as the last site of the chain
is concerned there is nothing that the control fields can
do in order to catch the wave packet there.
In order to identify more clearly the role of the control
pulses in countering the localizing effects of disorder, we
perform a few further sets of calculations with different
assumptions regarding the control resources. First we
consider the problem of state transfer without control or,
in other words, the free propagation of waves. We also
analyze the spatial extension of energy eigenstates in the
presence of disorder. We then consider the case where one
has control over a number of sites located equidistantly
from each other (up to the minor constraint imposed by
5the exact chain length) and the case where one has full
control over all the sites in the chain.
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FIG. 4: (a) Average position x as a function of time t for an
excitation that is initialized at site 1 and propagates freely
in a fifty-site chain, averaged over 103 disorder instances.
The different curves correspond to different values of disorder
strength: from top to bottom, ∆ = 0, 0.2, 0.4, ..., 1. (b) The
long-time occupation probability Pn = |ψn(2Tseq)|
2 as a func-
tion of site index n, showing the exponential-decay behavior.
The time t = 2Tseq is chosen because, as can be seen from
panel a, it is sufficiently long that a steady-state distribution
has been reached. The three different symbols correspond to
different values of disorder strength: ∆ = 0.2 (red squares),
0.4 (green circles) and 0.6 (blue diamonds). (c) The inverse
of the localization length Lloc that is extracted from the ex-
ponentially decaying long-time probability distribution as a
function of disorder strength ∆.
In the first set of these additional calculations, we ini-
tialize the system in the state |ψ〉 = |1〉 with an excita-
tion (or particle) localized at the first site, and we simply
let it evolve according to the Schro¨dinger equation with
the Hamiltonian given in Eq. (4) and time-independent
parameters. For a given value of ∆, we run 103 differ-
ent instances of the disordered Hamiltonian and inspect
physical observables averaged over these instances. In
particular, we inspect the average position as a function
of time
[
x(t) =
∑
n n× |ψn(t)|2
]
and the site occupation
probabilities as functions of position and time. The re-
sults are plotted in Fig. 4. The average position x(t)
clearly shows that the excitation propagates and possi-
bly bounces back and forth between the ends of the chain
before it converges to a constant value. This long-time
value decreases with increasing disorder strength, which
suggests that it is related to the Anderson localization
length. Furthermore, after the transient propagation pe-
riod (whose duration also shrinks with increasing dis-
order strength), the (averaged) probability distribution
stabilizes and follows an exponential decay function as a
function of site index (with only the first and last sites re-
maining slightly above the exponential fitting function).
From this long-time probability distribution we can ex-
tract a localization length Lloc. Figure 4(c) shows a plot
of 1/Lloc as a function of ∆. One can see that 1/Lloc in-
creases from a value that is on the order of 1/N for small
amounts of disorder to a value close to 1/6 for ∆ = 1.
This latter value indicates that the excitation propagates
at most a few sites away from its initial location, hence
clearly showing Anderson localization. The reason why
we obtain a finite propagation distance even for the max-
imum value of the disorder strength in our calculations,
i.e. ∆ = 1, is the fact that even for this maximum value
of ∆ there is a reasonable probability to have a smooth
landscapes up to a certain distance from the chain edge,
such that the excitation propagates a few sites on av-
erage. Apart from the overall scale, the exact value of
1/Lloc must be specific to the choice of the distribution
function for Ji values. It should be noted here that dis-
order in ωi would not have an upper limit, in contrast
to the case with disorder in Ji, and one can expect that
1/Lloc will grow indefinitely with increasing disorder in
that case.
Using the results for the localization length in Fig. 4,
we can evaluate that the mean value of P in Fig. 3 has the
value 0.5 when Lloc = 13 ≈ N/3.8. Similar calculations
(whose results are not shown here in detail) with N =
30 and 40 give similar values for the ratio N/Lloc (3.1
and 3.6, respectively), which gives further support to the
idea that the drop of P from near unity to near zero is
correlated with the range where the localization length
becomes significantly smaller than the chain length.
A point that is worth noting here is that in the strong-
disorder regime x reaches a steady-state value that is
much smaller than N , and here N = 50. As such,the
diffusive transport regime (where x increases as
√
t) is not
realized. If we include decoherence or time-dependent
fluctuations, we would obtain such diffusive dynamics.
In the weak-disorder regime, we have ballistic transport
(with x ∝ t) during the initial transient period, as can
6be seen in Fig. 4(a).
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FIG. 5: Upper panel: The inverse participation ratio (IPR)
as a function of disorder strength ∆ and energy level index n.
Lower panel: The IPR as a function of ∆ for two represen-
tative energy eigenstates, namely n = 1 (green dashed line)
and n = 20 (blue dotted line), as well as the average IPR for
the fifty states (red solid line). One can see that all energy
eigenstates progress from being delocalized in the absence of
disorder (with the IPR being comparable to 1/N) to being
localized with a spatial extent of only a few lattice sites when
∆ = 1. The states near the edges of the spectrum are more
susceptible to disorder-induced localization than states in the
middle of the spectrum.
In addition to the localization obtained in the free
propagation of initially localized states, localization ef-
fects also manifest themselves in the energy eigenstates.
These effects can be investigated through the inverse par-
ticipation ratio (IPR), which for a given quantum state
ψ is given by:
IPR =
∑N
n=1 |ψn|4(∑N
n=1 |ψn|2
)2 , (7)
where the index n runs over all the sites in the chain.
Roughly speaking, the IPR for a state gives the inverse
of the spatial extent of the state. Note that there are
N different values of the IPR for the N energy eigen-
states of the system [18]. The instance-averaged IPR as
a function of disorder strength and energy level index is
plotted in Fig. 5. The increase in the IPR mirrors that
in 1/Lloc, up to a factor of order unity, which shows that
Anderson localization manifests itself similarly in these
two problems.
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FIG. 6: The transfer probability P as a function of disorder
strength ∆ for a fifty-site chain, a pulse time T = Tseq and
control over four sites (namely sites 1, 18, 35 and 50; panel
a) or eight sites (namely sites 1, 8, 15, 22, 29, 36, 43 and
50; panel b). The ten different data points for each value
of ∆ correspond to the same ten instances of the randomly
generated coupling strengths used in Fig. 3. The different
colors are used in order to help resolve closely spaced points
but have no physical significance. The solid red line shows the
mean value of P for the four-site-control protocol averaged
over the ten different disorder instances at each value of ∆.
The dotted green line shows the mean value of P for the eight-
site-control protocol. The dashed blue line shows the mean
value of P for the case where one has control over the edge
sites only, i.e. the same as in Fig. 3.
Next we consider the case where control fields are ap-
plied to intermediate sites located equidistantly in the
chain as well as the two edge sites (i.e. sites 1 and 50).
This situation is somewhat similar to that encountered in
7the context of quantum repeaters, where one has multiple
communication stations located at properly chosen loca-
tions between two communicating parties, such that the
distance from each station to the next one is sufficiently
small that quantum information can be exchanged effi-
ciently between the two parties located at opposite ends
of the setup. The results of our calculations are plotted
in Fig. 6. In the first set of calculations, we consider the
situation where control fields are applied to two interme-
diate sites in addition to the edge sites. The largest gains
obtained with the enhanced control resources are seen be-
tween ∆ = 0.5 and ∆ = 0.8, which is the range where the
transfer probability with only edge control drops from
near unity to near zero. The gains start shrinking for
stronger disorder, however, and for ∆ = 0.9 one hardly
gains any increase in the transfer probability. When we
increase the number of controlled sites from four to eight,
meaning that the distance between each controlled site
and the next one is only seven sites, the improvement is
enhanced further. The transfer probability is now very
high in all instances up to ∆ = 0.7, and even at ∆ = 0.8
the transfer probability is higher than 0.9 in the major-
ity of the instances. Although we now see a clear en-
hancement at ∆ = 0.9 compared to the cases with fewer
controlled sites, with a fidelity above 95% in two of the
ten instances, the transfer probability still shows a clear
tendency to drop towards zero as we approach ∆ = 1.
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FIG. 7: The average value of the minimum transfer time Tmin
as a function of disorder strength ∆ for the case where all the
on-site energies are tunable and treated as control variables.
Each point in the figure is a plot over five disorder instances
used in the calculations for Fig. 3.
Finally we perform calculations where we determine
the minimum perfect-transfer time Tmin in the case where
control fields are applied to all the on-site energies in
the chain. As mentioned above, in the absence of disor-
der and in the limit of an infinitely long chain, Tmin =
Tseq/pi. Our numerical calculations with N = 50 give
Tmin = 1.15× Tseq/pi. The 15% difference with the the-
oretical formula can be attributed to a combination of
finite-size effects (i.e. the finite length of the chain), a
slightly early termination of the search algorithm (not-
ing here that the algorithm exhibits slow convergence
when it approaches the maximum transfer probability)
and the finite distance between pulse-time values used
in our calculations (which is about 4%). We performed
similar calculations for finite values of disorder strength
and calculated the average value of Tmin (averaged over
a few disorder instances), to which we refer as Tmin. The
results are shown in Fig. 7. The full control over the
on-site energies allows one to strongly suppress the lo-
calizing effects of the disorder in the coupling strengths
up to ∆ = 0.6, after which Tmin increases rapidly. Note
here that the sequential swap protocol gives a transfer
time Tseq, providing an upper bound for Tmin. In other
words, even for very strong disorder, one can still perform
perfect state transfer with a pulse time T = Tseq. Ob-
taining this value, however, indicates that one is (almost
completely) unable to take advantage of wave propaga-
tion in order to speed up the state transfer and instead
has to rely on the sequential neighbor-to-neighbor state
transfer protocol.
IV. CONCLUSION
We have considered the effect of disorder in a spin chain
on the controlled transfer of an excitation or an unknown
quantum state from one end of the chain to the opposite
end of the chain, particularly in the case where the con-
trol fields can be applied only to the two sites at the two
opposite ends of the chain. We have found that with op-
timized pulses one can achieve time-efficient perfect state
transfer in the vast majority of disorder instances up to
disorder strengths for which the uncontrolled dynamics
would allow the excitation to propagate a distance that is
only a small fraction of the total length of the chain. The
application of quantum-repeater-like ideas where control
fields are also applied to a number of intermediate sites
enhances the transfer fidelity, allowing the protocol to
give a high fidelity for rather large values of the disor-
der strength. However, the usefulness of this approach
decreases when the disorder strength exceeds some value
that depends on the details of the protocol.
These results demonstrate that local control can
counter the localizing effects of disorder even substan-
tially away from the points where the control fields
are applied. Nevertheless, at sufficiently high disorder
strengths the ability to perform state transfer deterio-
rates and even with full on-site control one cannot do
much better than the neighbor-to-neighbor transfer pro-
tocol as the disorder strength approaches its maximum
value.
We note here that we have only considered static dis-
order. In practice, dynamical disorder, or in other words
temporal fluctuations of the parameters, are also present
in many physical settings [9]. While it is possible that
the optimized pulses in the presence of such fluctuations
will differ from those that are optimal in the absence of
8fluctuations, we believe that it is unlikely that control sig-
nals can reduce the effects of an unknown time-dependent
noise signal.
In conclusion, our results provide theoretical under-
standing to the question of the competition between the
constraining effects of disorder and the enabling effects of
control. With the steady experimental progress in quan-
tum coherence in spins and artificial atoms [19] and the
high interest in constructing spin chains for fundamental
investigation and quantum state transfer purposes, it is
likely that such systems will be constructed in the near
future, which will then allow the ideas discussed here to
be tested and applied to achieve high-fidelity quantum
state transfer in these systems.
We would like to thank Yu Chen for useful discussions
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