SUMMARY
A MITE (multi-node, interactive, task-sharing, expert-instruction) system, in general, is responsible for determining task allocation strategies for members of a team who must work together over a computer network to accomplish an overall objective. The MITE system must adapt to changing skill and performance levels of the team members and continually reallocate the tasks to insure optimal team performance. In order to best allocate tasks among team members, the MITE system should maintain internal models of the member's capacity and knowledge relating to the tasks which that member may be allocated. The system should also provide expert recommendations and instruction for team members to improve performance.
In this Phase I study, while investigating the application of hybrid neural network / knowledge base strategies to the problem of MITE systems, we also look for foundation technologies that can be applied to current or future commercial products with high potential returns. Designing the MITE system with an object-oriented client/server architecture provides the necessary reusability of code objects for a variety of application domains (Rumbaugh, 1991) . For example, the complete MITE system can be used for both Army weapons systems, such as Avenger, and large scale manufacturing applications. The task allocation objects can be used within MITE systems or for single user project scheduling. The neural network objects developed for the task allocation module can also be extracted and used for a variety of other optimization problems. 
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Background
The hybrid integration of artificial neural networks (ANNs) and knowledge-based expert systems (KBs) is an ideal step in the development of intelligent systems. In general, the two methods complement each other such that ANNs provide soft constraints, while expert systems allow hard constraints Glover and Rao (1990) . Specifically, ANNs perform nonlinear functions, pattern recognition capabilities, fault tolerance and parallel processing; while expert systems involve language processing, formal logic and rule interpretation. Here, we exploit the complementary strengths of neural networks and knowledge-based expert systems to investigate a modular hybrid multi-node, interactive, task-sharing, expert-instruction (MITE) system with an object-oriented client/server architecture.
A MITE system, in general, is responsible for determining task allocation strategies for members of a team who must work together over a computer network to accomplish an overall objective. The MITE system must adapt to changing skill and performance levels of the team members and continually reallocate the tasks to insure optimal team performance. In order to best allocate tasks among team members, the MITE system should maintain internal models of the member's capacity and knowledge relating to the tasks which that member may be allocated. The system should also provide expert recommendations and instruction for team members to improve performance.
Charles River Analytics has significant accomplishments in many areas directly related to the MITE system development. We have identified optimal task allocation methods for aircrews and developed pilot/crew models using neural networks and expert systems Zacharias and Gonsalves (1990) ; object-oriented task representation, rule-based situation assessment, domain simulation, and aircrew modeling Zacharias and Riley (1992) . Additionally, our company has been in the forefront of hybrid neural network/expert system R&D over the last number of years. We have developed a hybrid neural network knowledge based structural monitoring system for smart structure applications Mazzu, Caglayan, Allen, et al. (1992) , developed a hybrid neural network knowledge based system for robotic pose determination , multiple target recognition Gonsalves and Caglayan (1992) remote sensing Mazzu, Snorrason and Caglayan (1992) , nuclear plant monitoring Mazzu, Caglayan and Gonsalves (1992) , and real-time intelligent systems Caglayan, Walker and Riley (1992) .
The results of our extensive research is evident in our successful commercialization of the first learning agent, Open Sesame!®, available on the Macintosh platform Charles River Analytics Inc. (1992) . Open Sesame!® is the first software assistant that learns by watching the user, what to do for the user. We have also successfully commercialized the industry's first hybrid development environment, NueXTu, which facilitates the development of hybrid neural network / knowledge base systems.
2 Summary
In this Phase I study, while investigating the application of hybrid neural network / knowledge base strategies to the problem of MITE systems, we also look for foundation technologies that can be applied to current or future commercial products with high potential returns. Designing the MITE system with an object-oriented client/server architecture provides the necessary reusability of objects for a variety of application domains Rumbaugh, Blake, Premerlani, et al. (1991) . For example, the complete MITE system can be used for both Army weapons systems, such as Avenger, and large scale manufacturing applications. The task allocation objects can be used within MITE systems or for single user project scheduling. The neural network objects developed for the task allocation module can also be extracted and used for a variety of other optimization problems.
In our study, we draw upon our achievements in adaptive modeling, task allocation, training systems, diagnostics and assessments, while incorporating the hybrid neural network/expert system methodology to provide a significant advancement in the development of a hybrid MITE systems. In particular, answers to the following questions are sought: What hybrid strategies can be employed to insure the proper allocation of tasks based on the team member models located at each node on the PC network?
Outline of the Report
This report is divided into nine chapters. Chapter 2 formulates the problem of MITE systems and the executive operation levels. Hybrid neural network / knowledge base methodologies are described in Chapter 3. The MITE system is presented in object oriented methodology in Chapter 4. Chapter 5 describes in detail the optimal task allocation strategies developed. The MITE diagnostic and interpretation module is presented in Chapter 6 with adaptive models presented in Chapter 7. The full-scale research prototype requirements are presented in Chapter 8 while Chapter 9 presents the research and development conclusions and recommendations for future work.
2.
FORMULATION OF THE PROBLEM
MITE systems
The objective is to obtain a major advantage in multi-node, interactive, task-sharing, expertinstruction (MITE) systems by using hybrid neural network/rule-based expert systems in an objectoriented client/server architecture, to capitalize on their complementary strengths within the optimal task allocation, domain/team member models and expert recommendations and instruction. Neural networks will use quantitative knowledge for pattern classification and estimation while expert systems represent and process qualitative knowledge in rule-bases.
The hybrid MITE System (Figure 2 .1-1) extends the architecture of Warren, Goodman and Maciorowski (1993) to include Team and Scheduling Modules required for multi-node task sharing functionality, and provides each module with the hybrid neural network/expert system capabilities required to produce an intelligent adaptable system. Here, we take advantage of the object-oriented methodology to encapsulate the MITE functionality of instruction, expert domain knowledge, domain simulation, human-computer interface (HCI), performance diagnostics, adaptive member models, team objectives, and optimal task-scheduling. In general, the diagnostics compare the member model with the domain expert model to determine the team member's progress. For multi-node task sharing functionality, the diagnostics are monitoring the team performance in order to compare the team model with the domain model (part of the Expertise Module), and appropriately allocating the domain tasks through the Scheduling Module. The Executive maintains the mutli-node operation levels (ITS, TEAM-FM and TEAM-PM), while being responsible for all messages sent to and from the MITE Modules.
The high level domain and interface dependent modules are designed to contain replaceable code and rule base objects; this insures the maximum reusability of system components. Figure  3 .2.1 shows that the Diagnostics, Member, Team and Scheduling Modules have been identified to incorporate the hybrid neural network/expert system (ANN/KB) strategies, while the Instruction, Expertise, and Executive will at least take advantage to the knowledge-based expert system technology (KB).
MITE Executive and Operational Levels
The system Executive (Figure 2 .2-1) is responsible for maintaining the MITE client/server operation levels and coordain g all messages sent to and from the previously identified MITE modules. The Executive encapsulates an Executive Function Manager and a Message Manager to accomplish these objectives. For PC network operations, each computer's system Executive is responsible for maintaining its appropriate Executive functionality according to the overall MITE operation level.
The MITE operation levels consist of ITS, TEAM-FM (Full-Up Mode), and TEAM-PM (Pseudo-Member Mode). In order to accomplish these overall operation levels, the Executive must be capable of six independent functionalities, including: ITS, TEAM Server, TEAM-FM Client, TEAM-PM Client, TEAM Server/FM Client, and TEAM Server/PM Client. The object-oriented methodology allows all MiTE Modules to be ignorant of the Executive functionality while being experts on their particular modular functionality. Therefore, the same MITE Modules can be used with any of the PC network Executives operating with any of the six functionalities.
3.
HYBRID NEURAL/EXPERT METHODOLOGY
Hybrid Methodology
The hybrid methodology exploits the complementary strengths of neural networks and expert systems (Figure 3 .1-1) to create intelligent systems that can outperform either method alone.
ANNs and expert systems both offer unique solutions to various technical problems. However, each have weaknesses which can be balanced by the strengths of the other. For instance, ANNs would not be appropriate for constraint based analysis, though expert systems would easily handle this. On the other hand, expert systems would have difficulty recognizing patterns from large data sets, while ANNs can process large data sets and continue to recognize patterns even when some of the data is missing. Therefore, the hybrid methodology takes advantage of complementary characteristics which maximize the functionality of both ANNs and expert systems, in order to obtain an intelligent system where the whole is greater than the sum of its parts.
ANs ndexer ssem bthoferuiqe oltinstovriustehnca roles.Hoevr R9305 charles River Analytics Inc. In general, expert systems are useful where the expertise of a domain expert is available and this expertise can be described as a set of rules and facts. Neural networks are useful where there is no real expertise or when the domain knowledge cannot easily be captured in terms of rules. Most real life problems fall somewhere in between these two realms, and therefore the hybrid integration of both technologies is desirable. Charles River Analytics has conducted extensive research in hybrid systems, applied the hybrid methodology to the development of intelligent systems for advanced applications, commercialized the industry's first hybrid development environment, NueX3M, and the first commercially available learning agent for the Macintosh, Open Sesame!.t@
Neural Networks Overview
Artificial neural networks (ANNs) Anderson and Rosenfeld (1988) represent nonalgorithmic class of information processing for using massively parallel distributed processing architectures. Stimulated by the efforts directed at understanding the interconnection of neurons in the human brain allowing the storage, retrieval, and processing of complex data, research over the last 25 years in artificial neural systems has produced solutions to complex problems in visual pattern recognition, combinatorial search, and adaptive signal processing. Hopfield
In this section, we present a brief introduction to Hopfleld neural networks and how they can be used to optimize static continuous valued functions. For a more detailed analysis of Hopfield networks, we refer the reader to Hertz, Krough and Palmer (1991) and Hopfield (1984) . 
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where ui and Vi are the input and output of unit i respectively and f(. ) is the activation function. The connection weights wij form a symmetric connectivity matrix. Three different methods have been proposed to update the output of the different units: asynchronous, synchronous and continuous. In the asynchronous update, each unit is updated randomly and independently from all other units. In the synchronous update, the units are updated simultaneously at each clock cycle. In the continuous update, the units are updated continuously based on equation 2.
We are more interested in the continuous updating because it has been shown that it yields better results for combinatorial optimization problems. It has been shown, using Lyapunov stability theorems, that for a symmetric positive definite matrix of weights and a monotonic function f(.), the set of equations (2) converges to a unique equilibrium point.
To use a Hopfield network for the minimization of a multivariable cost function we follow the following steps Hertz, et al. (1991): 1. Define an energy function H(V) which is bounded from below. The minimum of this energy function should correspond to the minimum of the cost function to be optimized.
2. use Vj = f(uj), where f(. ) is a monotonically increasing function.
3. use the update equation:
4. The weights of the network are determined by the function dVi If the energy function H(V) has a quadratic form:
where W is a positive definite function, then the matrix W define the connectivity weight matrix.
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Adaptive Resonance Theory
ART2- A Carpenter, Grossberg and Rosen (1991) is an algorithmic version of ART2 Carpenter and Grossberg (1987a) which is a dynamical system that can perform unsupervised classification of an arbitrary number of analog spatial patterns. ART2-A is a three layer network, where one performs preprocessing, one is a feature representation field, and the third is a category representation field with competitive learning.
Competitive Neural Networks
Competitive networks differ from Hopfield networks by the fact that some of the constraints that the network should satisfy are established through competition and need not be specified in the energy function. The processing units of such a network compete with each other and are arranged in such a way that the more powerful units (i.e. the ones receiving the largest inputs) win and are selected. The other units are inhibited. Competitive networks have been used for clustering and classification (for example ART networks) or also for constraint satisfaction in combinatorial optimization Looi (1992) . An example of a simple competitive network is a winnertake-all network. In this network competition is established through lateral inhibition between the units in the output layer. At steady state, the output unit with the largest inputs is reinforced and becomes active and inhibits the rest of the output units. The book by Hertz, Krogh and Palmer Hertz, et al. (1991) contains numerous other examples of competitive networks.
Knowledge-Based Expert Systems Overview
An expert system is a computer program that can perform a task normally requiring the reasoning ability of a human expert. Expert systems are highly specialized according to their application domains. Although any program solving a particular problem may be considered to exhibit expert behavior, expert systems are differentiated from other programs according to the manner in which the domain specific knowledge is structured, represented, and processed to produce solutions. In particular, expert system programs partition their knowledge into the following three blocks: Data Base, Rule Base, and Inference Engine. Expert systems utilize symbolic and numeric reasoning in applying the rules in the Rule Base to the facts in the Data Base to reach conclusions according to the construct of reasoning specified by the Inference Engine.
Knowledge Representation
There are two basic types of knowledge that can be incorporated into expert systems: declarative knowledge and procedural knowledge. The kind of knowledge describing the relationships among objects is called declarative knowledge. The kind of knowledge prescribing the sequences of actions that can be applied to this declarative knowledge is called procedural knowledge. In expert systems, procedural knowledge is represented by production rules whereas declarative knowledge is represented by frames and semantic networks in addition to production rules.
While expert systems have been traditionally built using collections of rules based on empirical associations, interest has grown recently in knowledge-based expert systems which perform reasoning from representations of structure and function knowledge. For instance, an expert system for digital electronic systems troubleshooting is developed by using a structural and behavioral description of digital circuits Davis (1988) . The objective of this approach to expert system implementation is to reason from first principles about the domain rather than from empirical associations. One of the key ideas in this approach is to use multiple representations of the digital circuit (both functional and physical structure) in troubleshooting applications. The approach is also similar to the multiple levels of abstraction in modeling of mental strategies for fault diagnosis problems Rasmussen (1985) .
Inference Strategies
The inference control strategy is the process of directing the symbolic search associated with the underlying type of knowledge represented in an expert system: antecedents of IF-THEN rules, nodes of a semantic net, or collection of frames. In practical expert system applications, the blind search is an unacceptable approach due to the associated combinatorial explosion. Search techniques can be basically grouped into three: breadth-first, depth-first, and heuristic. The breadth-first search exhausts all nodes at a given level before going to the next level. In contrast, the depth-first exhausts all nodes in a given branch before backtracking to another branch at a given level. Heuristic search incorporates general and domain-specific rules of thumb to constrain a search.
Expert systems employ basically two types of reasoning strategies based on the search techniques above: forward chaining and backward chaining. In forward chaining, starting from what is initially known, a chain of inferences is made until a solution is reached or determined to be unattainable. For instance, in rule-based systems, the inference engine matches the left-hand side of rules against the known facts and executes the right-hand side of the rule that is activated. In contrast, backward-chaining systems start with a goal and searches for evidence to support that goal. Pure forward chaining is appropriate when there are multiple goal states and a single initial state whereas backward chaining is more appropriate when there is a single goal state and multiple initial facts. Many expert systems utilize both forward and backward chaining.
3.4
Review of Genetic Algorithms
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Figuratively, genetic algorithms Goldberg (1989) are defined as search algorithms based on the mechanics of natural selection and natural genetics. Mathematically speaking, they are search algorithms that use random choice as a tool to guide a highly exploitive search through a coding of a parameter space. The focus of the algorithm is not perfection (or optimum) but satisfaction. Moreover, the algorithm is not meant to apply to one specific problem, but a set of problems for which little knowledge or "properties" of the problems are available. Consequently, the judgment of a genetic algorithm is not whether it can find an optimum point in one problem, but whether the algorithm can do a better job than other types of algorithms in a wide variety of problems.
The major differences between genetic algorithms and traditional search algorithms are: direct use of a coding, blindness to auxiliary information, search from a population, and randomized operators. Specifically, genetic algorithms abstract different kinds of search problems (decision, learning, optimization) into a common problem: exploitation of the best string representation among a set of feasible strings. Since the algorithm works at the coding level, and does not use functional properties of the problem, it cannot be fooled when there exist some tricky properties, or breaks down when no knowledge of properties is available. Moreover, genetic algorithms work with a population of possible search points instead of only one, therefore reducing the risk of being stuck at a local minimum. Finally, the transition rules in the algorithm are stochastic; the algorithm uses "calculated chances" to achieve the better solution.
Basic Genetic Operators
In genetic algorithms, the feasible values of search variables (states) are coded into strings of characters (genes), each encoding a piece of information about the variable. Associated with each string is a unique fitness value that indicates the performance of the string (search state).
Given an initial population of strings, reproduction, crossover, and mutation are three basic operations that are used in genetic algorithms to guide the exploiting search. The reproduction corresponds to Darwin's "survival of the fittest", implying that strings with higher values have higher probabilities of contributing offspring strings.
Reproduction begins with determining each individual string's relative fitness within the current population. Once the relative fitness is determined, strings from the current population are randomly chosen to be parent strings in the reproduction process by using the strings' relative fitness as probability distribution function. After the reproduction strings are chosen, crossover and mutation operators are then conducted to produce new offspring strings.
Crossover is a "normal" reproduction process where two new strings are generated by "crossing over" their parent strings. As an example, if at random two parent strings are chosen to be 101 and 000 and crossing happens at the last code, the resulting offsprings due to the crossover R9305 Charles River Analytics Inc.
will be 100 and 001. This random mixing of genetic codes provides a highly effective randomly search through the solution-space.
Mutation, on the other hand, is an "occasional" reproduction process where random alteration of the value of offspring string is performed. For example, from the parent strings 101 and 000, mutation may produce a new string 010, albeit generate a new genetic string of genes different from the parent strings.
With the above mentioned three operators, common information in the string representations of the problem are implicitly utilized and exploited during the search process. This concept consists of a similarity template (schema) and the building block hypothesis. Simply speaking, the schema is a template describing the similarities between the strings. The schema is implicitly used to guide an effective search based on a belief that the common genes among highly fit strings must be the "good" genes, which are used as building blocks in the formation of the next generation of genes.
The Fundamental Theorem of Genetic Algorithms, or Schema Theorem of Equation 3.1.1, governs the hypothesis that highly fit, low order, schemata with short defining length (known as building blocks) receive exponentially increasing trials in successive generations:
where: f (14 = average fitness of strings representing schema H at time t f = average fitness of entire population =-' mr(H, 0) = m examples of schema H at time step t Pm = probability of mutation Pc = probability of crossover 0 ( = order of schema (number of fixed string positions) 804 = defining length (distance between first/last fixed string position)
The merit of the genetic algorithms is their adaptability to various problems, and their little requirement on the knowledge of the problem--an opposite of the Al approach. Moreover, the focus of the genetic algorithms is not perfection (or optimum) but satisfaction. The algorithms are not meant to apply to one specific problem, but a set of problems for which little knowledge or "properties" of the problems are available. Consequently, the judgment of a genetic algorithm is not whether it can find an optimum point or not in one problem, but whether the algorithm can do a better job than other types of algorithms in a wide variety of problems.
MITE OBJECT ORIENTED ARCHITECTURE
The MITE system architecture is specified according to the object modeling techniques (OMT) presented within (Rumbaugh, 1991) . This provides a solid object class hierarchy from which MITE system objects can inherit properties and behavior methods. 
MITE OPTIMAL TASK ALLOCATION MODULE

An Intelligent Automated Resource Management and Task Planning System
In order for a large organization to achieve its goals effectively it has to intelligently manage its resources, and to identify and plan the different tasks it needs to perform to reach its goals in the most optimal way. The resources of the organization may include humans, machines and material.
An intelligent resource management system should be able to adapt to changing environments and goals. Moreover, it may be able to give advice on which current constraints hinder performance and how to improve the performance by removing some of these constraints.
The functions that an intelligent resource management system may perform include:
"* The optimal scheduling of tasks and allocation of resources subject to the different task and resource constraints.
" The identification and fixing of both resource bottlenecks and under-usage. For example the system has to recognize an impossible set of tasks given the timing and resource constraints. Moreover, it may suggest different alternatives that can make the performance of the tasks possible or more efficient. These alternatives may include, for example, the retraining of human resources and the addition or removal of resources.
" Reactive planning and scheduling to compensate for unforeseen disturbances. This is important for example when the creation or disappearance of resources or tasks is unpredictable, or the occurrence of some tasks is conditional on the occurrence of a particular event.
" Learning of task and resource attributes from previous experiences. For example learning of resource capacities and skills and task requirements and payoffs.
"
The evaluation and pricing of resources based on their added value and the criticality of their role in the organization.
In this section, we will try to examine some of the above functions and suggest different possible methods to automate these procedures in order to achieve optimal performance.
Optimal Scheduling and Resource Allocation
A general scheduling and resource allocation problem is defined as follows:
Given a group of jobs that can be divided into smaller tasks and a set of limited resources (e.g. machines, people), which can perform the tasks with different efficiencies; and given some objectives that we would like to optimize and certain constraints that have to be met; how to schedule the tasks on the different resources to achieve these objectives optimally. This is a general problem that is present in almost any large organization. For example, similar problems arise in manufacturing, construction management, parallel computer processor scheduling, large network management, real-time systems and large project management. Military applications may include, for example, the optimal deployment of forces.
There are three components to the task allocation problem that govern the choice of a good schedule:
The overall objective or goal of the tasks. Examples of simple objectives include: maximizing payoff, minimizing tardiness or makespan and minimizing cost.
b. Tasks Definition:
The nature of the tasks and their attributes. Difficulties of tasks, expected times for task completions, required resources, task priorities, deadlines and task dependencies are among the important attributes that have to be taken into consideration when determining task scheduling. The different resources available and their attributes. These may include cost of resources, their skills and efficiencies in performing the different tasks.
The different task and resource attributes represent both hard constraints that have to be met for a feasible task and resource allocation, and soft constraints that represent preferences.
Examples of hard constraints include deadlines, task dependencies and the availability of the right resources. Soft constraints may include the preference that a task should be better performed at a particular time for best results, or that some tasks should be better done concurrently or within a given time window apart.
Solution of the optimal resource allocation problem
Assuming all the attributes of the tasks and resourceS are known a priori and are deterministic, there are many different ways for task scheduling and resource allocation. These methods can be grouped into two main groups: "* Al heuristic search techniques "* optimization methods However, it must be emphasized that the optimal resource allocation problem belongs to a class of problems known as NP-hard. This means that there is no known algorithm which can find the globally optimal solution in a polynomial function of the size of the problem. In general the amount of time required to find the globally optimal solution is likely to grow exponentially with the size of the problem. This is due to the fact that there is no known way of knowing the optimal answer without enumerating almost all the possible alternatives. However, there exists a number of good search techniques which are able to find approximately optimal actions in a reasonable time.
Here we present some of the currently used search techniques for resource allocation and discuss their advantages and disadvantages. The following issues are addressed when comparing the different search algorithms: Artificial intelligence heuristic search techniques consist of first representing the scheduling problem as a tree structure, then use different heuristic search strategies to find a good path through the tree. Each node in the tree structure may represent, for example, a partially determined schedule and the branches originating from the nodes may represent the different available options at this particular state. A cost or utility may also be associated with each branch. To explore all possible paths from a starting node to a final node may be a huge task for even reasonably sized problems. Al search techniques employ different strategies to limit the search to the most promising paths. One such strategy, the branch-and-bound algorithm, uses domain specific knowledge to put lower bounds on the expected cost of the different paths, and only traverses the most promising ones Winston (1979) . The paper by Cheng, Diamond and Lin Cheng, Diamond and Lin (1993) provides an example of the use of the branch-and-bound algorithm for schedule optimization. In that paper, domain specific knowledge is used to determine the sequence of nodes and the bounds on the costs. A recent review by Nelson and Toptsis Nelson and Toptsis (1992) describes different Al search algorithms that can be implemented both in serial and parallel machines.
Rule-based techniques for scheduling and schedule evaluation have also been explored by many researchers. One promising approach that has been recently explored is the use of fuzzy rules. Hatono et al. Hatomo, Suzuka, Umano, et al. (1992) propose a system for flexible manufacturing scheduling which employs fuzzy rules to assign tasks to resources. Fuzzy rules are used to determine the quality of a schedule. The degree of influence of each decision on the schedule evaluation is computed and assignments are changed based on their degrees of influence.
Optimization-based methods
The basic idea behind optimization-based methods is to represent the goal of the resource allocation problem using a utility or a cost function. Next, this function is optimized subject to different equality and inequality constraints that exist due to the task and resource attributes. Many optimization techniques have been explored for solving differeat types of scheduling and resource allocation problems with varying degrees of success (Rogers and White Jr (1991); Looi (1992) ; Uckun, Bagchi and Kawamura (1993) ; Eberhardt, Daud, Kerns, et al. (1991) ; Vaithyanathan and Ignizio (1992) In some of these optimization techniques such as genetic algorithms and simulated annealing, it is very hard to represent the constraints explicitly. This problem is circumvented by adding to the cost function a large penalty term if the constraints are not satisfied. For the case of genetic algorithms, the fitness of a chromosome is reduced proportional to the degree of constraint violation. The mutation and crossover rules generally do not incorporate the constraints. In general, the final solution obtained for methods which use a penalty to represent the constraints need not be a valid solution. Some optimization techniques, such as mathematical programming, simulated annealing and Boltzman machines, have the ability to converge to the globally optimal solution although this may not be practical in large applications due to the very long time it takes to converge to the global optima.
Optimization methods tend to be more general than heuristic search techniques and can be applied to any problem that can be formulated as a cost or utility optimization. However, due to the lack of problem specific knowledge, the optimization-based methods tend to take longer than heuristic search methods on a serial machine to obtain comparable solutions.
In this report, we develop an optimization-based scheduling and resource allocation technique which utilizes a type of competitive recurrent neural network Eberhardt, et al. (1991) . We chose this particular network configuration due to its ability of representing many of the constraints explicitly.
Competitive Recurrent Neural Network Solution
Before presenting the algorithm, we will first formulate the scheduling problem that we would like to solve. The time horizon of the scheduling problem is divided into discrete units (e.g. seconds, minutes or days) which depend on the scale of the problem and the desired precision of the schedule required.
Define the following variables:
* N the number of tasks that need to be scheduled Constraint (1) means that each task should only be scheduled once and constraint (2) means that the utilization of any resource at any time step should be less or equal to the available quantity of that resource.
Task Scheduling with Resource Constraints
The processing units of the competitive neural network are arranged in two different subnetworks as shown in figure 5.2.1-1. The output of the different units of the task scheduling subnetwork represent the variable yi(k). The columns of the task scheduling matrix are connected to a resource constraint violation matrix, the columns of which are feedback to the rows of the task scheduling matrix. The patterns of the connections and the connection strengths are determined from the utilization of each resource by the different tasks. This can be determined from the sets Qi and time units ti. The connections between the resource constraint violation network and the task scheduling network are designed in order to satisfy constraint 2. The units of the resource constraint violation subnetwork are called k-m Winner-Take-All (k-m WTA) units Eberhardt, et al. (1991) . Constraint 1 can also be enforced using similar units.
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The function g(sum, min, max) is called a windowing function. For the resource scheduling application, we do not specify a minimum of resource utilization and the function go )
used should act like a threshold function. An example of a threshold function g(Rsumi(k),Rmaxi(k)) is shown in figure 4 below, where Rsumi(k) represents the amount of resource i used at time k, and Rmaxi(k) represents the maximum amount of resource i available at time k. Using the threshold function go, the rate of change of the output of the resource constraint violation unit is zero as long as the sum of the corresponding resources used does not exceed the maximum available. On the other hand, if the sum of the resources required to perform the schedule exceeds the available limit for a certain resource at any given time, the output of the corresponding resource constraint violation unit will increase until the task schedule is changed. 
Annealing is required to avoid local minima and to force the solution into a zero one configuration. This is done by adjusting the parameter T of the sigmoidal function. The parameter T, also called temperature, is gradually decreased using for example an exponential schedule as shown in equation 5:
To control noise and settling time the hysteric annealing component qyi(k) is added to the task scheduling processing units Eberhardt, et al. (1991) . The value of the variable q should be increasing with time in order to provide an increasing positive feedback to each processing unit and force the solution to a comer of the hypercube representing the output of the different units. An example of a possible schedule for the variable q is as shown by equation (6) q(t) = (t / tq) 2 (6) tq is a time constant that controls the settling time. The bigger it is, the longer it takes for the solution to reach an equilibrium and the better is the quality of the solution.
Task Scheduling Evaluation
The Competitive Recurrent Neural Network should settle in a valid solution, that is a solution which satisfies constraints I and 2 (assuming such a solution exists) if the different time constants are chosen appropriately. The time constants for the resource processing units should be much larger than those of the task scheduling units to prevent oscillation. The time constant for the annealing schedules should be slow.
Optimal Resource Allocation
The formulation of the task scheduling problem does not yet take into account the efficiencies of each resource and its cost in performing the tasks. The collective output of each of the resource types has only been considered thus far. In order to allow the network to optimize over the resource cost and task efficiencies, it is necessary to represent tasks which can be accomplished by various resource combinations as separate nodes within the Task Each instance combination carries with it a total cost based upon each resource's cost and task efficiency. In this case each processing unit in the task scheduling subnetwork will represent the scheduling of the particular task instances. We then have to add the additional constraint that the task has to be performed only by one of the available task instances. This can again be performed using a k-m WTA subnetwork. 
Optimal Resource Allocation Evaluation
For a limited number of task/resource combinations the above approach should not represent a computational problem. However, if the number of possible task/resource combinations is very high, this approach may not be practical. One way to solve the computational complexity problem in this case is to preprocess the task/resource combination and only enumerate the most attractive combinations. In this manner, heuristic and fuzzy rules are used to evaluate the different task/resource combinations.
MITE DIAGNOSTIC AND INTERPRETATION MODULE
If the competitive network fails to find a valid schedule, such a schedule may not exist due to some resource bottleneck or time limitation. In such a case we can examine the task schedule and resource constraint violation subnetworks to determine which items represent bottlenecks. For example if a particular resource could not be scheduled (i.e. the corresponding column of processing units of the scheduling subnetwork have all low values), we examine the inputs to each unit and determine the most influential one (i.e the input with the highest inhibitory value). We can then determine whether this is due to a particular resource scarcity, or an unfeasible deadline or both. The network interpretation may be performed using a network interpretation module which uses heuristic or fuzzy rules to make its decisions.
Associative networks together with some training using patterns/decisions pairs may also be applied. The function of the network interpreter is represented in block diagram below: (Figure  6-1 An example of a membership function with three different levels: low, medium and high is shown in figure 6-2.
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In other cases, when resources are available, we may still be interested in improving some performance measure (e.g. minimize cost of resources, minimize time ...). This can be done by constructing a sensitivity of the performance measure to the different resource parameters. One possible way to perform this is to change a resource parameter, one at a time, and perform the optimization on the changed system and then compute the new performance measure. Resources should then be changed in the direction of improvement of performance. We can also use a simulation tool such as a petri net to examine the performance of the planned schedule and determined the performance sensitivity to different parameters Kapasouris, Serfaty, Deckert, et al. (1991).
ADAPTIVE RESOURCE AND TEAM MODELS
In many applications, resource and task attributes may not be known a priori. In such cases, these unknowns have to be inferred from prior performances on similar tasks. This can be done using either clustering techniques, such as an adaptive resonance network (ART network), or also using supervised feedforward backpropagation networks. The inputs to these networks will be some resource (or task) identifiers and the output should be the expected resource attributes.
To create the Team Model, ANNs are separated into high and low level classifiers Glover and Rao (1990)); a high level classifier network will process raw input data, while low level networks create or process feature sets (Figure 7-1 ). In our research, we investigated the application of genetic algorithms (GAs) to perform the necessary model learning capabilities. A genetic algorithm was applied to the evolution of neural network paradigms. The GA operators of Reproduction, Crossover and Mutation were applied to the selection of neural network nodes, forward propagation functions and weight change functions.
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The following structures were used to represent the neural network population: Each Network in the population consists of a collection of generic Neurons which are identified with the network's NeuronGene. This NeuronGene is evolved using the GA techniques.
After the network gene has been established for each network in the population, the training data is propagated through the network using each neuron's Activation gene string. Next the error signal is propagated back through the network using each neuron's Remember gene string.
The Operator and Objects which make up the neuron's Activation and Remember gene strings are specified as follows:
Operators: +,-,,*,Af,A A = power I = summation A = change weights delta (Remember)
The A operator appears only in the Activation gene string and serves to initiate the use of the Remember gene string which will be used to modify the neuron's Memory string containing connection weights.
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Chries River Anaydics Inc. Figure 7-2 shows a log of a sample genetically evolving neural network. The fitness of the network population is illustrated after 9 generations of network evolution. This GA method of evolving neural networks looks to be promising for problems which known networks solutions are not available. The GA will evolve a population of networks that will be capable of solving the problem on which it was trained.
7.
IDENTIFICATION OF TASK-SHARING DOMAINS
Pedestal Mounted Stinger (PMS)/Avenger Team
The PMS/Avenger Air Defense Weapon System is a lightweight, day/night, limited adverse weather fire unit for countering the threat of low altitude high-speed fixed wing or rotary wing aircraft. Boeing (1988) The fire unit incorporates two turret mounted STINGER missile pods, a .50 caliber machine gun, Forward Looking Infrared (FLIR), Laser Range Finder (LRF) and Identification Friend or Foe (IFF). The fully rotatable, gyro-stabilized turret is mounted on the M998 High-Mobility Multipurpose Wheeled Vehicle (HMMWV). It can shoot missiles or machine gun on-the-move or from a stationary position with gunner in turret or at a remote location. It has on-board communications for both radio and intercom operations.
The MITE system can be applied to a team of Avenger units which must all operate together to accomplish a set objective. This requires the identification of the Tasks and Resources involved in the Avenger system in addition to specification of the team objective or goal. Here, we investigate each major part of the Avenger system (as specified in Boeing (1988) ) and identify the Description: FLIR receiver is attached to left launch beam directly below missile pod. Receiver follows elevation aiming point of pod. Gunner switches to narrow field of view. Gunner switches to narrow field-of-view using left footswitch in turret or a pushbutton switch on remote control unit to complete target acquisition. Switching to rain mode and increasing gain setting enhances FLIR acquisition capability during inclement weather. The MITE system investigated here can be applied to a variety of task scheduling and resource optimization problems which require a team of users working together over a computer network. Most large development projects consist of team members with corresponding costs and skills, who must use available resources to perform tasks, in order to accomplish an overall project goal.
FULL RESEARCH PROTOTYPE REQUIREMENTS
Charles River Analytics is identifying an object oriented intelligence framework which will provide fundamental building block objects for the development of intelligent agent systems which will operate across various networks and computer platforms. The framework includes neural networks, genetic algorithms, fuzzy logic, and proprietary Open Sesame!® learning capabilities.
The task scheduling and resource optimization technology developed within this MITE contract are being integrated into the design and development of our future intelligent agent products. Complete implementation of the fundamental MITE intelligence modules should be accomplished within the intelligence framework currently under development. This will allow the MITE system to be applied to a number of commercial applications in addition to specific defense related Avenger team applications. Furthermore, the classes and objects implemented for the MITE system will be capable of reuse and recombination for the development of optimization applications that have not yet been considered.
9.
CONCLUSIONS AND RECOMMENDATIONS
Conclusions
In our Phase I study, we developed a multi-node, interactive, task-sharing, expertinstruction (MITE) system which takes advantage of the hybrid neural network / knowledge base approach within an object oriented architecture. In particular, our investigation has shown the following:
" We have demonstrated that the MITE system architecture can be designed according to object oriented methodologies, and have developed a class diagram which illustrates an object class hierarchy for MITE systems.
" We have identified the important classes and associated object properties needed for representation of team objectives, tasks to perform, and required resources.
"
We have shown how competitive neural network architectures will be applied to the problem of task scheduling, how those architectures must be expanded to provide optimal resource allocation, and demonstrated how the automatically generated schedule is interpreted by a fuzzy logic rule base.
We have identified various task-sharing domain problems which are applicable to the hybrid MITE system. The PMS / Avenger system is investigated for potential communication and task scheduling coordination between remotely located Avenger teams which must work together to accomplish a common objective. Corresponding tasks and resources are identified for application of the MITE system to the Avenger team.
We have implemented a prototype of a genetically evolving neural network paradigm by applying the genetic algorithm (GA) operators to gene strings which represent neuron connection paths, activation functions and weight change functions.
Recommendations
On the basis of our successful Phase I results, we recommend the following:
The development of a full-scale research prototype of the hybrid multi-node, interactive, task-sharing, expert-instruction (MiTE) system. This involves expanding the object class diagiams, developing state transition scenarios, and implementing the object oriented architecture in our in-house developed hybrid development framework. The object oriented intelligence framework provides fundamental building block
