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Abstract
Given an Ito¯ semimartingale with a time-homogeneous jump part observed
at high frequency, we prove weak convergence of a normalized truncated em-
pirical distribution function of the Le´vy measure to a Gaussian process. In
contrast to competing procedures, our estimator works for processes with a
non-vanishing diffusion component and under simple assumptions on the jump
process.
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1 Introduction
Recent years have seen a growing interest in statistical methods for time-continuous
processes exhibiting jumps, in particular for Le´vy processes and related models, as
these processes possess a rather simple mathematical form but allow for a flexible
modelling of various real-life phenomena. In the framework of discrete observations
of such processes, two different strands of literature have been developed, depending
on the nature of the sampling scheme and its asymptotics. Let n denote the number
of observations and ∆n > 0 the distance between two successive observations of
the underlying process X. Besides the natural assumption n∆n → ∞ of a growing
time horizon, which in general cannot be avoided due to the fact that only finitely
many large jumps exist over any finite interval, one has to distinguish between low-
frequency observations with ∆ = ∆n being fixed and high-frequency observations
with ∆n → 0 as well.
Usually, the statistical methods are highly different in both contexts, and it is
well-known that not all characteristics of a Le´vy process, say, can be recovered in
both situations. In the low-frequency situation, the focus is typically on methods
from the frequency domain and involves estimation of the characteristic exponent of
X in order to identify the quantities of interest. See e.g. Neumann and Reiß (2009),
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Gugushvili (2012) or Nickl and Reiß (2012). On the other hand, for high-frequency
observations one mostly remains in the time domain and identifies e.g. jumps of
X from large increments over small intervals. With a view on the Le´vy measure,
this approach has been used for instance in Figueroa-Lopez (2008) or Bu¨cher et al.
(2014).
Most recently, Nickl et al. (2015) presented several approaches to estimate
Nρ(t) =
t∫
−∞
ρ(x)ν(dx),
where ν denotes the Le´vy measure and ρ is chosen appropriately such that the inte-
gral is always defined. Under weak conditions on ρ, this Le´vy distribution function
determines the entire jump behaviour of X, just like probability measures being
determined by standard distribution functions. Among other estimators, including
a spectral estimator in the spirit of Nickl and Reiß (2012), the authors discuss prop-
erties of the natural estimator from the high-frequency framework, which counts
increments of X below the threshold t and weights them according to ρ. Precisely,
they use
N (n)ρ (t) =
1
n∆n
n∑
i=1
ρ(∆ni X)1(−∞,t](∆
n
i X),
where ∆ni X := Xi∆n −X(i−1)∆n denotes the increment of X over [(i − 1)∆n, i∆n].
The authors establish weak convergence of
√
n∆n
(
N
(n)
ρ (t) − Nρ(t)
)
to a Gaussian
process, but only for Le´vy processes without a diffusion component and under ad-
ditional conditions on the Le´vy measure of which some are difficult to check.
Given the need to assess the unknown Le´vy measure for various applications like
model validation or to identify changes in the temporal behaviour, it is unsatisfactory
that estimators in the time domain only work when no Brownian component is
present. For this reason, we propose a natural extension using a truncation technique
which allows for limit theorems involving diffusion components as well, that is
N
(n)
ρ (t) =
1
n∆n
n∑
i=1
ρ(∆ni X)1(−∞,t](∆
n
i X)1{|∆ni X|>vn}
for a suitable sequence vn. Truncation methods in the high-frequency regime date
back to Mancini (2009) and have usually been used to cut off jumps in order to
focus on continuous movements of the process only. Here, we use truncation to
identify jumps, which is crucial to estimate the Le´vy distribution function around
zero correctly. Moreover, we allow the continuous part of X to be a general Ito¯
semimartingale, and our conditions on the jump measure are sufficiently general to
accommodate a variety of well-known jump processes from the literature as well.
In the following, X denotes an Ito¯ semimartingale with characteristics (bs, σs, µ),
that is a stochastic process with the decomposition
Xt = X0 +
t∫
0
bsds+
t∫
0
σsdWs +
t∫
0
∫
R
x1{|x|≤1}(µ− µ)(ds, dx)
+
t∫
0
∫
R
x1{|x|>1}µ(ds, dx). (1.1)
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Here, bs and σs are predictable processes from Ω×R+ to R, W denotes a standard
Brownian motion and µ is the random measure associated with the jumps of X.
We assume that the jump behaviour of X is constant over time, in which case the
compensator µ of µ is of the form µ(ds, dx) = dsν(dx), where the Le´vy measure
ν(dx) integrates the function 1 ∧ x2 and does not charge 0. Observations come
regularly in a high-frequency regime, i.e. at stage n ∈ N we observe realizations of
X at the equidistant time points i∆n with i = 0, . . . , n, where the mesh ∆n → 0,
while n∆n →∞.
The remainder of the paper is organised as follows: Section 2 deals with the
conditions on the process and the auxiliary sequences, which we need in order for
weak convergence of
√
n∆n
(
N
(n)
ρ (t)−Nρ(t)
)
to hold. These assumptions are rather
mild and satisfied by a number of standard models. Section 3 contains the main
theorems of this work, as well as a short overview on the strategy we use in order to
establish these results. All proofs are gathered in an Appendix which is Section 4.
2 Conditions on the underlying process and the estima-
tor
Suppose we have complete knowledge of the distribution functionNρ(t) for a function
ρ which satisfies 0 ≤ ρ(x) ≤ K(1 ∧ x2) for some constant K > 0 and ρ(x) > 0 for
x 6= 0. Obviously, the measure with density M(dx) := ρ(x)ν(dx) is completely
determined from knowledge of the entire function Nρ and does not charge zero.
Therefore, 1/ρ(x)M(dx) = ν(dx) and consequently the jump behaviour of the Ito¯
semimartingale is known as well. For all possible applications it is thus sufficient to
draw inference on Nρ only.
Throughout this work we assume that X is defined on a filtered probability space
(Ω,F ,P, (Ft)t∈R+) and has a representation as in (1.1). Recall further that at stage
n ∈ N we observe realisations of X at the equidistant time points i∆n with 0 ≤ i ≤ n.
In order to establish weak convergence of the estimatorN
(n)
ρ (t), we state some further
conditions on the underlying process and the auxiliary variables.
Condition 2.1. Let 0 < β < 2 and 0 < ζ < τ < 1/16. Furthermore define
p := 8(1 + 3β) 1+τ1−16τ .
(a) Conditions on the Le´vy measure and the function ρ:
The Le´vy measure has a Lebesgue density h which satisfies:
(1) h(x) ≤ K|x|−(1+β) for x in a neighbourhood of 0 and some K > 0.
(2) h(x) is bounded on each Cn := {x : 1n ≤ |x| ≤ n} with n ∈ N.
(3) There is an M > 0 such that h(x) ≤ K|x|−p− for some K > 0, when
|x| ≥M with some  > 0.
(4) ρ : R→ R is a bounded C1-function with ρ(0) = 0 and its derivative satisfies
|ρ′(x)| ≤ K|x|p−1 for all x ∈ R and some constant K > 0.
(b) Conditions on the truncation sequence vn and the observation scheme:
The truncation sequence vn satisfies
vn := γ∆
w
n ,
3
with w = 1/8 and some γ > 0. Define further:
t1 := (1 + τ)
−1 and t2 := (1 + ζ)−1.
Then we have 0 < t1 < t2 < 1 and we suppose that the observation scheme
satisfies
∆n = o(n
−t1) and n−t2 = o(∆n).
(c) Conditions on the drift and the diffusion coefficient:
For the function
A(ω) :=
{
sup
s∈R
|bs(ω)| ∨ sup
s∈R
|σs(ω)|
}
,
on Ω we have
E∗Am <∞,
with
m =
(⌊
8 + 7β − β2
3− β
⌋
+ 1
)
∨ 4 ∈ {4, . . . , 18},
where E∗ denotes outer expectation and bzc is the largest integer smaller or
equal to z.
Remark 2.2. While Condition 2.1 (c) is extremely mild, as it requires only a
bound on the moments of drift and volatility, the two other assumptions are more
restrictive:
Part (a) basically says that the Le´vy measure has a continuous Le´vy density,
which behaves near zero like the one of a β-stable process, whereas it has to decay
sufficiently fast at infinity. Such conditions are well-known in the literature and
often used in similar works on high-frequency statistics; see e.g. Aı¨t-Sahalia and
Jacod (2009) or Aı¨t-Sahalia and Jacod (2010). Common models in finance like the
variance gamma process for the log stock price also satisfy our assumptions (see for
instance Madan et al. (1998)). Also, the function
ρ˜(x) =
{
0, if x = 0
e−1/|x|, if |x| > 0
is suitable for any choice of the constants β and τ . In practice, however, one would
like to work with a polynomial decay at zero, in which case the condition on p comes
into play. Here, the smaller β and τ , the smaller p can be chosen.
Besides conditions on X and ρ, it is crucial to choose the observation scheme in
a specific manner. Obviously, ∆n → 0 and n∆n → ∞ because of 0 < t1 < t2 < 1,
and one would typically pick ∆n = O(n
−y) and n−y = O(∆n) for some 0 < t1 <
y < t2 < 1.
It is possible to work with even weaker assumptions, as can be seen from Condition
4.1 and Proposition 4.2 in the Appendix. Nevertheless, for the ease of exposition
we stick to the set of assumptions above which are much simpler to check and to
interpret.
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3 Convergence of the truncated empirical distribution
function of the Le´vy measure
Recall from the introduction that, for a suitable function ρ, we consider the truncated
empirical distribution functions of the Le´vy measure, which are defined as
N
(n)
ρ (t) =
1
n∆n
n∑
i=1
ρ(∆ni X)1(−∞,t](∆
n
i X)1{|∆ni X|>vn}.
These quantities can be considered as estimators for the distribution function
Nρ(t) =
t∫
−∞
ρ(x)ν(dx)
at the point t ∈ R. Furthermore, we define the empirical processes
G(n)ρ (t) =
√
n∆n
(
N
(n)
ρ (t)−Nρ(t)
)
.
Below, we state our main result.
Theorem 3.1. Let X be an Ito¯ semimartingale and let ρ : R→ R be a C1 function
such that Condition 2.1 is satisfied. Suppose further that the observation scheme
meets the properties of Condition 2.1. Then we have the weak convergence
G(n)ρ  Gρ
in `∞(R), where Gρ is a tight mean zero Gaussian process in `∞(R) with covariance
function
Hρ(u, v) :=
∫
ρ2(x)1(−∞,u∧v](x)ν(dx).
Additionally, the sample paths of Gρ are almost surely uniformly continuous with
respect to the semimetric
dρ(u, v) =
{∫
ρ2(x)1(u∧v,u∨v](x)ν(dx)
}1/2
.
Remark 3.2. Set cρ =
∫
ρ2(x)ν(dx) and consider a standard Brownian motion B
on [0, cρ]. It is a well known fact (see for instance Section 8 in Billingsley (1999))
that the law of this process is tight in `∞([0, cρ]). Furthermore, the sample paths
of B are uniformly continuous with respect to the Euclidean distance and for each
, η > 0 there is a δ > 0 such that
P
(
sup
|u−v|1/2<δ
|B(u)− B(v)| > ) < η. (3.1)
This is a consequence of Theorem 1.5.7 and Addendum 1.5.8 in Van der Vaart and
Wellner (1996).
Because of Lemma 1.3.12(ii) in the previously mentioned reference two tight Borel
laws on `∞(T ) (for an arbitrary set T ) are equal if they have the same marginal
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distributions. Therefore the limit distribution of Theorem 3.1 is equal to the law of
the rescaled Brownian motion
Bρ(t) = B
(∫
ρ2(x)1(−∞,t](x)ν(dx)
)
,
because the latter process is in fact tight in `∞(R) by (3.1) and Theorem 1.5.6
in Van der Vaart and Wellner (1996). The sample paths of Bρ are also uniformly
continuous with respect to dρ.
Let us sketch the main idea behind the proof of Theorem 3.1. We choose an aux-
iliary function Ψ: R+ → R, which is C∞ and satisfies 1[1,∞)(x) ≤ Ψ(x) ≤ 1[1/2,∞)(x)
for all x ∈ R+. For α > 0 define Ψα : R → R through Ψα(x) = Ψ(|x|/α) and let
Ψ′α : R→ R be the function Ψ′α(x) = 1−Ψα(x). These functions are used to distin-
guish between small and large increments of X which need different treatments.
For the function ρ we define ρα(x) = ρ(x)Ψα(x) and ρ
′
α(x) = ρ(x)Ψ
′
α(x). Fur-
thermore, let
g
(α)
t (x) = ρ(x)Ψα(x)1(−∞,t](x) and g
′(α)
t (x) = ρ(x)Ψ
′
α(x)1(−∞,t](x),
for x, t ∈ R and define the following empirical processes:
G
(α)
ρ,n(t) =
√
n∆n
{
1
n∆n
n∑
i=1
g
(α)
t (∆
n
i X)1{|∆ni X|>vn} −Nρα(t)
}
,
G
′(α)
ρ,n (t) =
√
n∆n
{
1
n∆n
n∑
i=1
g
′(α)
t (∆
n
i X)1{|∆ni X|>vn} −Nρ′α(t)
}
.
Then, of course, we have G
(n)
ρ (t) = G
(α)
ρ,n(t) +G
′(α)
ρ,n (t).
A standard argument laid out in the Appendix shows that it suffices to prove
three auxiliary lemmas in order to establish Theorem 3.1. The first one regards the
behaviour of the large jumps, i.e. it holds for G
(α)
ρ,n and a fixed α > 0.
Lemma 3.3. If Condition 2.1 is satisfied, we have the weak convergence
G(α)ρ,n  Gρα
in `∞(R) for each fixed α > 0, where Gρα denotes a tight centered Gaussian process
with covariance function
Hρα(u, v) =
∫
ρ2α(x)1(−∞,u∧v](x)ν(dx).
The sample paths of Gρα are almost surely uniformly continuous with respect to the
semimetric
dρα(u, v) =
{∫
ρ2α(x)1(u∧v,u∨v](x)ν(dx)
}1/2
.
The general idea behind the proof of Lemma 3.3 is to approximate the distribution
function N
(n)
ρα with empirical distribution functions of suitable Le´vy processes, for
which we can show weak convergence to a Gaussian process using a central limit
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theorem for empirical processes. Precisely, let µ be the Poisson random measure
associated with the jumps of X. Then we consider the Le´vy processes
L(n) = (x1{|x|>vn}) ? µ
with the truncation vn = γ∆
w
n as above. Note that these processes are well-defined,
even when the jumps are not summable. The auxiliary empirical processes are
defined in terms of a function f , for which we plug in ρα and ρ
′
α later. Precisely,
Y
(n)
f (t) =
√
n∆n
{
1
n∆n
n∑
i=1
[f(∆ni L
(n))1(−∞,t](∆ni L
(n))
− E(f(∆ni L(n))1(−∞,t](∆ni L(n)))]
}
(3.2)
for t ∈ R, where f : R→ R is a continuous function which satisfies |f(x)| ≤ K(1∧x2)
for some K > 0. Since f is bounded, expectations always exist.
Proving weak convergence of the empirical processes Y
(n)
f is advantageous, as they
consist of a sum of independent increments for which standard tools are available.
We begin, however, with a claim which is needed to control the estimation error,
as it proves that the bias due to estimating E(f(∆ni L(n))1(−∞,t](∆ni L(n))) instead of
Nf (t) is small compared to the rate of convergence. Due to the simple structure of
the Le´vy processes L(n) the proof holds under much weaker conditions than in Nickl
et al. (2015) in their Proposition 17.
Proposition 3.4. Suppose Condition 2.1 is satisfied and let f : R→ R be a Borel-
measurable function with |f(x)| = O(|x|p) as |x| → 0 and |f(x)| ≤ K(1 ∧ x2) for all
x ∈ R and a K > 0. Then we have
sup
t∈R
∣∣∣∣ 1∆nE
{
f(L
(n)
∆n
)1(−∞,t](L
(n)
∆n
)
}
−Nf (t)
∣∣∣∣ = O(∆wn ), (3.3)
with R = R ∪ {−∞,+∞}.
The following claim now states weak convergence of Y
(n)
f . Its proof relies heavily
on a result from Kosorok (2008) which is tailored for triangular arrays of independent
processes.
Proposition 3.5. Suppose Condition 2.1 is satisfied and let f : R → R be a con-
tinuous function with |f(x)| ≤ K(1∧ |x|p) for all x ∈ R and some K > 0. Then the
empirical processes Y
(n)
f from (3.2) converge weakly in `
∞(R) to the tight mean zero
Gaussian process Gf from Lemma 3.3, that is
Y
(n)
f  Gf .
Using the previous two propositions, the final part of the proof of Lemma 3.3
is the justification that the error is small when replacing the original increments
by those of the approximating Le´vy processes. This argument is laid out in the
Appendix as well.
In order to obtain the result from Theorem 3.1 we have to ensure that the limiting
process Gρα converges in a suitable sense as α→ 0. This is the content of the second
lemma.
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Lemma 3.6. Under Condition 2.1 the weak convergence
Gρα  Gρ
holds in `∞(R) as α→ 0.
Its proof is a direct consequence of the following result.
Proposition 3.7. Suppose Condition 2.1 is satisfied and let fn : R → R (n ∈ N0)
be Borel-measurable functions with |fn(x)| ≤ K(1∧x2) for a constant K > 0 and all
n ∈ N0, x ∈ R. Assume further that fn → f0 converges ν-a.e. Then we have weak
convergence
Gfn  Gf0
in `∞(R) for n→∞.
Finally, the contribution due to small jumps, which are comprised in the process
G
′(α)
ρ,n , need to be uniformly small when α tends to zero. This is discussed in the
next lemma.
Lemma 3.8. Suppose Condition 2.1 is satisfied. Then for each η > 0 we have:
lim
α→0
lim sup
n→∞
P(sup
t∈R
|G′(α)ρ,n (t)| > η) = 0.
4 Appendix
Before we prove Theorem 3.1 and the other claims related to it, we begin with a
set of alternative conditions. Here and below, K or K(δ) denote generic constants
which sometimes depend on an auxiliary quantity δ and may change from line to
line.
Condition 4.1. (a) Conditions on the Le´vy measure and the function ρ:
(1) There exists r ∈ [0, 2] with ∫ (1 ∧ |x|r+δ)ν(dx) <∞ for each δ > 0.
(2) ρ : R→ R is a bounded C1-function with ρ(0) = 0. Furthermore, there exists
some p > 2∨ (1 + 3r) such that the derivative satisfies |ρ′(x)| ≤ K|x|p−1 for
all x ∈ R and some K > 0.
(3)
∫ |x|p−11{|x|≥1}ν(dx) <∞ with p from (a2).
(4) (I) There exist r > w > v > 0, α0 > 0, q > 0 and K > 0 such that we
have for sufficiently large n ∈ N:∫ ∫
1{|u−z|≤∆rn}1{∆vn/2<|u|≤α0}1{∆vn/2<|z|≤α0}ν(dz)ν(du) ≤ K∆qn.
(II) For each α > 0 there is a K(α) > 0, with∫ ∫
1{|u−z|≤∆rn}1{|u|>α}1{|z|>α}ν(dz)ν(du) ≤ K(α)∆qn,
for n ∈ N large enough with the constants from (a(4)I).
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(b) Conditions on the truncation sequence vn and the observation scheme:
We have vn = γ∆
w
n for some γ > 0 and w satisfying
1
2(p− r) < w <
1
2
∧ 1
4r
.
Furthermore, the observation scheme satisfies with the constants from the pre-
vious conditions:
(1) ∆n → 0,
(2) n∆n →∞,
(3) n∆
1+q/2
n → 0,
(4) n∆1+2wn → 0,
(5) n∆2pv−1n → 0,
(6) n∆
2(1−rw(1+))
n → 0 for some  > 0,
(7) n∆
1+2(r−w)
n →∞.
(c) Conditions on the drift and the diffusion coefficient:
Set
˜`=
{
1
2
(
 ∧ 1−2rw2rw
)
, if r ≤ 1
1
2
(
 ∧ 1−2rw2rw ∧ 2(p−r)w−12(r−1)w
)
, if r > 1
(4.1)
with the previously established constants and ` = 1 + ˜`. Let
m =
⌊
2 + r`
`− 1 ∨
1 + 2w
1/2− w
⌋
+ 1.
There is a random variable A such that
|bs(ω)| ≤ A(ω), |σs(ω)| ≤ A(ω) for all (ω, s) ∈ Ω× R+
and
EAm <∞.
In the following, we will work with the previous assumptions without further
mention. This is due to the following result which proves that Condition 2.1 implies
the set of conditions above.
Proposition 4.2. Condition 2.1 is sufficient for Condition 4.1.
Proof. Let 0 < β < 2, 0 < ζ < τ < 1/16, p = 8(1 + 3β) 1+τ1−16τ and suppose that
Condition 2.1 is satisfied for these constants. In order to verify Condition 4.1 define
the following quantities:
r = β, r =
1 + ζ
8
, w = 1/8,
v =
1− 16τ
8(1 + 3β)
, q = r − (1 + 3β)v = ζ/8 + 2τ. (4.2)
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ρ is obviously suitable for Condition 4.1(a2), and in particular p > 2 ∨ (1 + 3r) is
clearly satisfied. Condition 4.1(b) is established since
1
2(p− r) < w <
1
2
∧ 1
4r
holds due to p > 4 + β, and further simple calculations show
1 < 1 + 2r − 2w < t−12 = 1 + ζ
< 1 + τ = t−11 < (2pv − 1) ∧ (1 +
q
2
) ∧ (1 + 2w) < 2− 2rw(1 + ),
with  = 3−β2 . Therefore, all conditions on the observation scheme are satisfied.
Additionally, we have
h(x)(1 ∧ |x|r+δ) ≤ K|x|−(1−δ)
on a neighbourhood of zero for each δ > 0. Therefore and due to Condition 2.1(a2)
and (a3) we have
∫ (
1∧ |x|r+δ)ν(dx) <∞ for every δ > 0. Again conditions 2.1(a2)
and (a3) prove
∫ |x|p−11{|x|≥1}ν(dx) <∞ which is Condition 4.1(a3).
With the constants given above we obtain for ˜` defined in (4.1)
˜`= /2 =
3− β
4
and therefore with ` = 1 + ˜`
1 + 2w
1
2 − w
= 10/3 < 4 and
2 + r`
`− 1 =
8 + 7β − β2
3− β ∈ (
8
3
, 18).
Thus Condition 2.1(c) yields Condition 4.1(c).
We are thus left with proving Condition 4.1(a(4)I) and (a(4)II). Obviously, 0 <
v < w < r holds with the choice in (4.2). First we verify Condition 4.1(a(4)I). To
this end we choose α0 > 0 such that h(x) ≤ K|x|−(1+β) on [−α0, α0] \ {0}. Now we
compute for n ∈ N large enough:∫ ∫
1{|u−z|≤∆rn}1{∆vn/2<|u|≤α0}1{∆vn/2<|z|≤α0}ν(dz)ν(du)
≤ K
∫ ∫
1{|u−z|≤∆rn}1{∆vn/2<|u|≤α0}1{∆vn/2<|z|≤α0}|z|−(1+β)|u|−(1+β)dzdu
≤ 2K
∞∫
0
∞∫
0
1{|u−z|≤∆rn}1{∆vn/2<u≤α0}1{∆vn/2<z≤α0}z
−(1+β)u−(1+β)dzdu.
For the second inequality we have used symmetry of the integrand as well as ∆rn <
∆vn/2. In the following, we ignore the extra condition on u. Evaluation of the
integral with respect to u plus a Taylor expansion give the further upper bounds
K
∞∫
0
|(z −∆rn)β − (z + ∆rn)β|
|z2 −∆2rn |β
z−(1+β)1{∆vn/2<z≤α0}dz
≤ K∆rn
∞∫
0
ξ(z)β−1
|z2 −∆2rn |β
z−(1+β)1{∆vn/2<z≤α0}dz (4.3)
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for some ξ(z) ∈ [z − ∆rn, z + ∆rn]. Finally, we distinguish the cases β < 1 and
β ≥ 1 for which the numerator has to be treated differently, depending on whether
it is bounded or not. The denominator is always smallest if we plug in ∆vn/2 for z.
Overall, ∫ ∫
1{|u−z|≤∆rn}1{∆vn/2<|u|≤α0}1{∆vn/2<|z|≤α0}ν(dz)ν(du)
≤

K∆rn∆
−(1+β)v
n
α0∫
∆vn/2
z−(1+β)dz, if β < 1
K∆rn∆
−2βv
n
α0∫
∆vn/2
z−(1+β)dz, if β ≥ 1
≤ K∆r−(1+3β)vn = K∆qn.
Finally, we consider Condition 4.1(a(4)II), for which we proceed similarly with
n ∈ N large enough and α > 0 arbitrary:∫ ∫
1{|u−z|≤∆rn}1{|u|>α}1{|z|>α}ν(dz)ν(du)
≤ O(∆rn) + 2K
∞∫
M ′
∞∫
M ′
1{|u−z|≤∆rn}1{u>α}1{z>α}z
−4u−4dzdu.
This inequality holds with a suitable M ′ > 0 due to Condition 2.1 (a2) and (a3), as
we have h(x) ≤ K|x|−4 for large |x| from p > 4. Therefore,∫ ∫
1{|u−z|≤∆rn}1{|u|>α}1{|z|>α}ν(dz)ν(du)
≤ O(∆rn) +K
∞∫
M ′
|(z −∆rn)3 − (z + ∆rn)3|
|z2 −∆2rn |3
z−41{z>α}dz
≤ O(∆rn) +K∆rn
∞∫
M ′∨α
(ξ(z))2
|z2 −∆2rn |3
z−4dz = o(∆qn), (4.4)
using another Taylor expansion as in (4.3) with a ξ(z) ∈ [z−∆rn, z+ ∆rn]. The final
bound in (4.4) holds since the last integral is finite.
Let us now proceed with a proof of the results from Section 3. We begin with the
results in order to establish Lemma 3.3.
Proof of Proposition 3.4. With the notation Fn = {x : |x| > vn} we have
L(n) = x1Fn(x) ? µ. These processes are compound Poisson processes and possess
the representation
L
(n)
t =
N
n
t∑
i=1
Y
(n)
i ,
where N
n
is a Poisson process with parameter ν(Fn) and (Y
(n)
i )i∈N is an i.i.d.
sequence of random variables with distribution 1/ν(Fn)×ν|Fn which is independent
of N
n
.
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Now consider the sets An =
{
N
n
∆n ≤ 1
}
. According to Condition 4.1(a1) we have∫ (
1 ∧ |x|r+δ)ν(dx) < ∞ for each δ > 0. Thus there is a constant K(δ) > 0 such
that ν(Fn) ≤ K(δ)v−r−δn . Consequently,
P(ACn ) ≤ ∆2n(ν(Fn))2 ≤ K(δ)∆2−2(r+δ)wn = O(∆3/2−n ), (4.5)
where the final equality holds for each  > 0 as soon as δ > 0 is small enough due
to w < 14r . Now we obtain
1
∆n
E
{
f(L
(n)
∆n
)1(−∞,t](L
(n)
∆n
)
}
−Nf (t)
=
1
∆n

∫
ACn
f(L
(n)
∆n
)1(−∞,t](L
(n)
∆n
)P(dω) +
∫
An
f(L
(n)
∆n
)1(−∞,t](L
(n)
∆n
)P(dω)
−
−
∫
f(x)1(−∞,t](x)ν(dx)
= O(∆wn ) +
1
∆n
∫
{Nn∆n=1}
f(Y
(n)
1 )1(−∞,t](Y
(n)
1 )P(dω)
−
∫
f(x)1(−∞,t](x)ν(dx)
where the O-term is uniform in t ∈ R. In the final equality above we have bounded
the first term in the curly brackets using (4.5) as well as w < 1/2. Using the
properties of a compound Poisson process we obtain
1
∆n
E
{
f(L
(n)
∆n
)1(−∞,t](L
(n)
∆n
)
}
−Nf (t)
= e−∆nν(Fn)
∫
Fn
f(x)1(−∞,t](x)ν(dx)−
∫
f(x)1(−∞,t](x)ν(dx) +O(∆wn )
with a uniform O-term. Since we have |1−e−x| ≤ |x| for x ≥ 0 and as f is integrable
with respect to ν, we conclude
sup
t∈R
∣∣∣∣ 1∆nE
{
f(L
(n)
∆n
)1(−∞,t](L
(n)
∆n
)
}
−Nf (t)
∣∣∣∣
≤ O(∆wn ) +K∆nν(Fn) +
∫
|f(x)|1{|x|≤vn}ν(dx)
≤ O(∆wn ) +K∆1/2n +Kvp−r−δn
∫ (
1 ∧ |x|r+δ)ν(dx) = O(∆wn ), (4.6)
where the last inequality holds for two reasons: First, for each δ > 0 and n ∈ N large
enough we use |f(x)| ≤ K|x|p on {|x| ≤ vn}, which is possible due to f(x) = O(|x|p)
as |x| → 0. Second, 1 − (r + δ)w ≥ 3/4 −  ≥ 1/2 > w from w < 14r . For the final
equality in (4.6) observe that p − r − δ > 1 for δ > 0 small enough and vn = γ∆wn
as well as Condition 4.1(a1).
Proof of Proposition 3.5. The processes Y
(n)
f have the form
Y
(n)
f (ω; t) =
mn∑
i=1
{gni(ω; t)− E(gni(·; t))} ,
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with mn = n and the triangular array {gni(ω; t) | n ∈ N; i = 1, . . . , n; t ∈ R} of
processes
gni(ω; t) =
1√
n∆n
f(∆ni L
(n)(ω))1(−∞,t](∆ni L
(n)(ω)),
which is obviously independent within rows. Thus by Theorem 11.16 in Kosorok
(2008) the proof is complete, if we can show the following six conditions of the
triangular array {gni} (see for instance Kosorok (2008) for the notions of AMS and
manageability):
(A) {gni} is almost measurable Suslin (AMS);
(B) {gni} is manageable with envelopes {Gni | n ∈ N; i = 1, . . . , n}, given through
Gni =
K√
n∆n
(1 ∧ ∣∣∆ni L(n)∣∣p) with K > 0 such that |f(x)| ≤ K(1 ∧ |x|p), where
{Gni} are also independent within rows;
(C)
Hf (u, v) = lim
n→∞E
{
Y
(n)
f (u)Y
(n)
f (v)
}
for all u, v ∈ R;
(D) lim sup
n→∞
n∑
i=1
EG2ni <∞;
(E)
lim
n→∞
n∑
i=1
EG2ni1{Gni>} = 0
for each  > 0;
(F) For u, v ∈ R the limit df (u, v) = lim
n→∞ d
(n)
f (u, v) with
d
(n)
f (u, v) =
{
n∑
i=1
E |gni(·;u)− gni(·; v)|2
}1/2
exists, and for all deterministic sequences (un)n∈N, (vn)n∈N ⊂ R with df (un, vn)→
0 we also have d
(n)
f (un, vn)→ 0.
Proof of (A). With Lemma 11.15 in Kosorok (2008) the triangular array {gni} is
AMS if it is separable, that is for each n ∈ N there exists a countable subset Sn ⊂ R
such that
P∗
(
sup
t1∈R
inf
t2∈Sn
n∑
i=1
(gni(ω; t1)− gni(ω; t2))2 > 0
)
= 0.
But if we choose Sn = Q for all n ∈ N, we obtain
sup
t1∈R
inf
t2∈Sn
n∑
i=1
(gni(ω; t1)− gni(ω; t2))2 = 0
for each ω ∈ Ω and n ∈ N.
Proof of (B). Gni are independent within rows since L
(n) are Le´vy processes.
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In order to show manageability consider for n ∈ N and ω ∈ Ω the set
Gnω =
{(
1√
n∆n
f(∆n1L
(n)(ω))1(−∞,t](∆n1L
(n)(ω)), . . .
. . . ,
1√
n∆n
f(∆nnL
(n)(ω))1(−∞,t](∆nnL
(n)(ω))
)∣∣∣∣t ∈ R} ⊂ Rn.
These sets are bounded with envelope vector
Gn(ω) = (Gn1(ω), . . . , Gnn(ω)) ∈ Rn.
For i1, i2 ∈ {1, . . . , n} the projection
pi1,i2(Gnω) =
{(
1√
n∆n
f(∆ni1L
(n)(ω))1(−∞,t](∆ni1L
(n)(ω)),
1√
n∆n
f(∆ni2L
(n)(ω))1(−∞,t](∆ni2L
(n)(ω))
)
| t ∈ R
}
⊂ R2
onto the i1-th and the i2-th coordinate is an element of the set{
{(0, 0)},{(0, 0), (si1,n(ω), 0)}, {(0, 0), (0, si2,n(ω))}, {(0, 0), (si1,n(ω), si2,n(ω))},
{(0, 0),(si1,n(ω), 0), (si1,n(ω), si2,n(ω))}, {(0, 0), (0, si2,n(ω)), (si1,n(ω), si2,n(ω))}
}
.
with si1,n(ω) =
1√
n∆n
f(∆ni1L
(n)(ω)) and si2,n(ω) =
1√
n∆n
f(∆ni2L
(n)(ω)).
Consequently, in the sense of Definition 4.2 in Pollard (1990), for every s ∈ R2 no
proper coordinate projection of Gnω can surround s and therefore Gnω has a pseudo
dimension of at most 1 (Definition 4.3 in Pollard (1990)). Thus by Corollary 4.10 in
the same reference, there exist constants A and W which depend only on the pseudo
dimension such that
D2(x‖αGn(ω)‖2, α Gnω) ≤ Ax−W =: λ(x),
for all 0 < x ≤ 1, n ∈ N, ω ∈ Ω and each rescaling vector α ∈ Rn with non-
negative entries, where ‖ · ‖2 denotes the Euclidean distance on Rn, D2 denotes the
packing number with respect to the Euclidean distance and  denotes coordinate-
wise multiplication.
Obviously, we have
1∫
0
√
log λ(x)dx <∞,
and therefore the triangular array {gni} is indeed manageable with envelopes {Gni}.
Proof of (C). Using the independence within rows of the triangular array {gni}
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we calculate for u, v ∈ R as follows:
E
{
Y
(n)
f (u)Y
(n)
f (v)
}
=
1
n∆n
n∑
i=1
E
[
f2(∆ni L
(n))1(−∞,u∧v](∆ni L
(n))
]−
− 1
n∆n
n∑
i=1
(
E
[
f(∆ni L
(n))1(−∞,u](∆ni L
(n))
]
E
[
f(∆ni L
(n))1(−∞,v](∆ni L
(n))
])
=
1
∆n
E
{
f2(L
(n)
∆n
)1(−∞,u∧v](L
(n)
∆n
)
}
−
−∆n
(
1
∆n
E
{
f(L
(n)
∆n
)1(−∞,u](L
(n)
∆n
)
})( 1
∆n
E
{
f(L
(n)
∆n
)1(−∞,v](L
(n)
∆n
)
})
→
∫
f2(x)1(−∞,u∧v](x)ν(dx) = Hf (u, v).
The equality holds because {gni(t)} are also identically distributed within rows and
the convergence follows with Proposition 3.4.
Proof of (D). Because L(n) are Le´vy processes we obtain
lim sup
n→∞
n∑
i=1
EG2ni = lim sup
n→∞
K2
1
∆n
E
{
1 ∧
∣∣∣L(n)∆n∣∣∣2p}
= K2
∫
(1 ∧ |x|2p)ν(dx) <∞,
with Proposition 3.4, since p > 1.
Proof of (E). We have n∆n →∞ and thus for  > 0 we can choose
N = min{m ∈ N | K√
n∆n
≤  for all n ≥ m} <∞.
So for n ≥ N the integrand satisfies G2ni1{Gni>} = 0 for all 1 ≤ i ≤ n and this
yields the assertion.
Proof of (F). From Proposition 3.4 and since the L(n) are Le´vy processes we have
(
d
(n)
f (u, v)
)2
=
n∑
i=1
E |gni(u)− gni(v)|2
=
1
n∆n
n∑
i=1
E
[
f2(∆ni L
(n))1(u∧v,u∨v](∆ni L
(n))
]
=
1
∆n
E
{
f2(L
(n)
∆n
)1(u∧v,u∨v](L
(n)
∆n
)
}
=
∫
f2(x)1(u∧v,u∨v](x)ν(dx) +O(∆wn )
=
(
df (u, v)
)2
+O(∆wn )→
(
df (u, v)
)2
for arbitrary u, v ∈ R, where the O-term is uniform in u, v ∈ R. Therefore,∣∣∣d(n)f (u, v)− df (u, v)∣∣∣ = O(∆w/2n )
uniformly as well, because ∣∣∣√a−√b∣∣∣ ≤√|a− b|
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holds for arbitrary a, b ≥ 0. This uniform convergence implies immediately that
for deterministic sequences (un)n∈N, (vn)n∈N ⊂ R with df (un, vn) → 0 we also have
d
(n)
f (un, vn)→ 0.
Finally, df is in fact a semimetric: Define for y ∈ R the random vectors gn(y) =
(gn1(y), . . . , gnn(y)) ∈ Rn and apply first the triangle inequality in Rn and afterwards
the Minkowski inequality to obtain
d
(n)
f (u, v) =
{
E‖gn(u)− gn(v)‖2
}1/2
≤
{
E
(‖gn(u)− gn(z)‖+ ‖gn(z)− gn(v)‖)2}1/2
≤ {E‖gn(u)− gn(z)‖2}1/2 + {E‖gn(z)− gn(v)‖2}1/2
= d
(n)
f (u, z) + d
(n)
f (z, v),
for u, v, z ∈ R and n ∈ N. The triangle inequality for df follows immediately.
Proof of Lemma 3.3. Let α > 0 be fixed and recall the definition of the
processes L(n) = (x1{|x|>vn}) ? µ. Due to Proposition 3.4, Proposition 3.5 and
Condition 4.1(b4) the processes
Y˜ (n)ρα (t) =
√
n∆n
{
1
n∆n
n∑
i=1
g
(α)
t (∆
n
i L
(n))−Nρα(t)
}
converge weakly to Gρα in `∞(R). Thus it suffices to show
1√
n∆n
sup
t∈R
∣∣∣∣∣
n∑
i=1
{
g
(α)
t (∆
n
i X)1{|∆ni X|>vn} − g
(α)
t (∆
n
i L
(n))
}∣∣∣∣∣ P−→ 0. (4.7)
We proceed similarly to Step 5 in the proof of Theorem 13.1.1 in Jacod and Protter
(2012). Recall the constants ` and ˜` of (4.1) in Condition 4.1. Then we have
1 < ` <
1
2rw
∧ (1 + ) and also ` < 2(p− 1)w − 1
2(r − 1)w if r > 1. (4.8)
We set further
un = (vn)
` and Fn = {x : |x| > un} (4.9)
as well as
X˜ ′′n = (x1Fn(x)) ? µ,
X˜ ′′(α)n = (x1Fn∩{|x|≤α/4}(x)) ? µ,
Nnt = (1Fn ? µ)t,
X˜ ′nt = Xt − X˜ ′′n
= X0 +
t∫
0
bsds+
t∫
0
σsdWs
+ (x1FCn (x)) ? (µ− µ)t − (x1{|x|≤1}∩Fn(x)) ? µt,
Ani = {|∆ni X˜ ′n| ≤ vn/2} ∩ {∆ni Nn ≤ 1}. (4.10)
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Let m ∈ N be the integer from Condition 4.1(c). Then by Lemma 2.1.5 in Jacod
and Protter (2012) we obtain for 1 ≤ i ≤ n and any 0 < δ < 1
E
∣∣∣∆ni (x1FCn (x)) ? (µ− µ)∣∣∣m
≤ K
(
∆n
∫
{|x|≤un}
|x|mν(dx) + ∆m/2n
{ ∫
{|x|≤un}
|x|2ν(dx)
}m/2)
≤ K(δ)(∆1+(m−r−δ)`wn + ∆m/2n ).
Furthermore, µ(ds, dx) = ds⊗ ν(dx) yields for 1 ≤ i ≤ n and arbitrary δ > 0∣∣∆ni (x1{|x|≤1}∩Fn(x) ? µ)∣∣ = ∆n∣∣∣∣ ∫
{un<|x|≤1}
xν(dx)
∣∣∣∣
≤ ∆nu−(r+δ−1)+n
∫
{un<|x|≤1}
|x|r+δν(dx)
≤ K(δ)∆1−`w(r+δ−1)+n .
Moreover, from an application of Ho¨lder’s inequality and the Burkholder-Davis-
Gundy inequalities (equation (2.1.32) on page 39 in Jacod and Protter (2012)) we
obtain with A being the upper bound of the coefficients in Condition 4.1(c) for
1 ≤ i ≤ n:
E
∣∣∣∣
i∆n∫
(i−1)∆n
bsds
∣∣∣∣m ≤ ∆mn E( 1∆n
i∆n∫
(i−1)∆n
|bs|m ds
)
≤ ∆mn EAm ≤ K∆mn
and
E
∣∣∣∣
i∆n∫
(i−1)∆n
σsdWs
∣∣∣∣m ≤ K∆m/2n E( 1∆n
i∆n∫
(i−1)∆n
|σs|2 ds
)m/2
≤ K∆m/2n EAm ≤ K∆m/2n .
Additionally, Nn is a Poisson process with parameter ν(Fn) ≤ K(δ)/ur+δn for each
δ > 0. Therefore, for any 1 ≤ i ≤ n and some K(δ) we have
P(∆ni Nn ≥ 2) ≤ K(δ)∆2−2(r+δ)`wn .
Let us now choose δ > 0 in such a way that 1 − `w(r + δ − 1)+ > w. Then, for n
large enough we have ∆
1−`w(r+δ−1)+
n ≤ Kvn, and Markov inequality gives
n∑
i=1
P((Ani )C) ≤ K(δ)n
{
∆2−2(r+δ)`wn + ∆
1+(m−r−δ)`w−mw
n
+ ∆m/2−mwn + ∆
m−mw
n
}
. (4.11)
From the choice of the constants we further have
2− 2(r + δ)`w ≥ 2− 2r(1 + )w
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and (
1 + (m− r − δ)`w −mw) ∧ (m/2−mw) ≥ 1 + 2w,
again for δ > 0 small enough. Thus the right hand side of (4.11) converges to zero
for this choice of δ, using Condition 4.1(b4) and (b6).
Consequently, we have P(Bn)→ 1 for the sets
Bn =
n⋂
i=1
Ani . (4.12)
On Bn, and with n large enough such that vn ≤ α/4, one of the following mutually
exclusive possibilities holds for 1 ≤ i ≤ n:
(i) ∆ni N
n = 0.
Then we have |∆ni X| =
∣∣∣∆ni X˜ ′n∣∣∣ ≤ vn/2 and there is no jump larger than vn on
the interval ((i− 1)∆n, i∆n]. Thus g(α)t (∆ni X)1{|∆ni X|>vn} = 0 = g
(α)
t (∆
n
i L
(n))
holds for all t ∈ R and the summand in (4.7) vanishes.
(ii) ∆ni N
n = 1 and ∆ni X˜
′′n = ∆ni X˜
′′(α)n 6= 0.
So the only jump in ((i− 1)∆n, i∆n] (of absolute size) larger than vn is in fact
not larger than α/4, and because of vn ≤ α/4 we have |∆ni X| ≤ α/2. Thus,
as in the first case, g
(α)
t (∆
n
i X)1{|∆ni X|>vn} = 0 = g
(α)
t (∆
n
i L
(n)) is true for all
t ∈ R and the summand in (4.7) is equal to zero.
(iii) ∆ni N
n = 1 and ∆ni X˜
′′n 6= 0, but ∆ni X˜ ′′(α)n = 0.
So the only jump in ((i− 1)∆n, i∆n] larger than vn is also larger than α/4. If
we define Xˆ ′′(α) = (x1{|x|>α/4}) ? µ, we get
∆ni X = ∆
n
i X˜
′n + ∆ni Xˆ
′′(α) and
g
(α)
t (∆
n
i L
(n)) = ρα(∆
n
i Xˆ
′′(α))1{|∆ni Xˆ′′(α)|>vn}1(−∞,t](∆
n
i Xˆ
′′(α))
Now obtain an upper bound for the term in (4.7) on Bn, as soon as vn ≤ α/4:
1√
n∆n
sup
t∈R
∣∣∣∣∣
n∑
i=1
{
g
(α)
t (∆
n
i X)1{|∆ni X|>vn} − g
(α)
t (∆
n
i L
(n))
}∣∣∣∣∣
≤ 1√
n∆n
sup
t∈R
∣∣ n∑
i=1
{
ρα(∆
n
i X)1{|∆ni X|>vn}1(−∞,t](∆
n
i X)− ρα(∆ni Xˆ ′′(α))×
× 1{|∆ni Xˆ′′(α)|>vn}1(−∞,t](∆
n
i Xˆ
′′(α))
}
1{|∆ni Xˆ′′(α)|>α/4}1{|∆ni X˜′n|≤vn/2}
∣∣
≤Cn +Dn,
where we can substitute ∆ni X = ∆
n
i X˜
′n + ∆ni Xˆ
′′(α) in the second line and with
Cn =
K√
n∆n
sup
t∈R
n∑
i=1
∣∣∣1(−∞,t](∆ni X˜ ′n + ∆ni Xˆ ′′(α))− 1(−∞,t](∆ni Xˆ ′′(α))∣∣∣×
× 1{|∆ni Xˆ′′(α)|>α/4}1{|∆ni X˜′n|≤vn/2}
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and
Dn =
1√
n∆n
n∑
i=1
∣∣ρα(∆ni X˜ ′n + ∆ni Xˆ ′′(α))1{|∆ni X˜′n+∆ni Xˆ′′(α)|>vn}−
− ρα(∆ni Xˆ ′′(α))1{|∆ni Xˆ′′(α)|>vn}
∣∣1{|∆ni X˜′n|≤vn/2}.
Here, K > 0 denotes an upper bound for ρ. Because of P(Bn) → 1 it is enough
to show Cn
P→ 0 and Dn P→ 0 in order to verify (4.7) and to complete the proof of
Lemma 3.3.
First we consider Dn. Let g be either ρα or ρ
′
α. Then there exists a constant
K > 0 which depends only on α, such that we have for x, z ∈ R and v > 0:∣∣g(x+ z)1{|x+z|>v} − g(x)1{|x|>v}∣∣1{|z|≤v/2}
≤ K(|x|p1{|x|≤2v} + |x|p−1|z|1{|z|≤v/2}). (4.13)
Note that for |x + z| > v and |x| > v we use the mean value theorem and |z| ≤ |x|
as well as
∣∣∣ dgdx(x)∣∣∣ ≤ K|x|p−1 for all x ∈ R by the assumptions on ρ. In all other
cases in which the left hand side does not vanish we have |z| ≤ |x| ≤ 2v as well as
|g(x)| ≤ K|x|p for all x ∈ R by another application of the mean value theorem and
the assumptions on ρ.
Thus Dn
P→ 0 holds, if we can show
an =
1√
n∆n
n∑
i=1
E
{∣∣∣∆ni Xˆ ′′(α)∣∣∣p 1{|∆ni Xˆ′′(α)|≤2vn}}→ 0
and
bn =
vn
2
√
n∆n
n∑
i=1
E
∣∣∆ni Xˆ ′′(α)∣∣p−1 → 0.
For y ∈ R+ set
δ̂α(y) =
∫
|x|y1{|x|>α/4}ν(dx).
The assumptions on the Le´vy measure ν and p > 2∨ (1+3r) yield a constant K > 0
with {
δ̂α(r) ∨ δ̂α(1) ∨ δ̂α(p− 1)
}
≤ K and |x|p1{|x|≤2vn} ≤ Kvp−rn |x|r.
We obtain the desired result with Lemma 2.1.7 (b) in Jacod and Protter (2012) and
Condition 4.1(b4) as follows:
an ≤ K√
n∆n
nvp−rn
{
∆nδ̂α(r) + ∆
r∨1
n δ̂α(1)
r∨1
}
= O
(√
n∆
1+2w(p−r)
n
)
= o
(√
n∆1+2wn
)
→ 0,
bn ≤ K√
n∆n
nvn(∆nδ̂α(p− 1) + ∆(p−1)∨1n δ̂α(1)(p−1)∨1) = O
(√
n∆1+2wn
)
→ 0.
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Finally, we show Cn
P→ 0. Recall the Le´vy process of the large jumps, i.e.
Xˆ ′′(α) = (x1{|x|>α/4}) ? µ,
and define for 1 ≤ i, j ≤ n with i 6= j and the constant r of Condition 4.1
R
(n)
i,j (α) =
{∣∣∆ni Xˆ ′′(α)−∆nj Xˆ ′′(α)∣∣ ≤ ∆rn} ∩ {∣∣∆ni Xˆ ′′(α)∣∣ > α/4} ∩Bn. (4.14)
Let x be arbitrary and either y = 0 or |y| > α/4. Then, for n large enough we have
1{|x−y|≤∆rn}1{|x|>α/4} ≤ 1{|x−y|≤∆rn}1{|x|>α/4}1{|y|>α/4}.
Using the fact that on Bn there is at most one jump of Xˆ
′′(α) on an interval ((k −
1)∆n, k∆n] with 1 ≤ k ≤ n, we thus obtain
P(R(n)i,j (α)) ≤
∫ ∫ ∫ ∫ ∫
1{|x−y|≤∆rn}1((j−1)∆n,j∆n](t)1{|y|>α/4}×
× 1Bn(ω)µ(ω; dt, dy)1{|x|>α/4}1((i−1)∆n,i∆n](s)µ(ω; ds, dx)P(dω). (4.15)
Now, forget about the indicator involving Bn and assume j < i. If (Ft)t∈R+ de-
notes the underlying filtration, the inner stochastic integral in (4.15) with respect
to µ(ω; dt, dy) is Fj∆n-measurable. Accordingly, the integrand in the stochastic in-
tegral with respect to µ(ω; ds, dx) is in fact predictable. Fubini’s theorem and the
definition of the predictable compensator of an optional P˜-σ-finite random measure
(Theorem II.1.8 in Jacod and Shiryaev (2002)) yield for n large enough:
P(R(n)i,j (α)) ≤ ∆2n
∫ ∫
1{|x−y|≤∆rn}1{|x|>α/4}1{|y|>α/4}ν(dy)ν(dx). (4.16)
We define the sets J
(1)
n (α) by their complements:
J (1)n (α)
C =
n⋃
i,j=1
i 6=j
R
(n)
i,j (α). (4.17)
Then we have P(J (1)n (α))→ 1, because (4.16), Condition 4.1(a(4)II) and Condition
4.1(b3) show that there is a constant K > 0 such that
P(J (1)n (α)C) ≤ Kn2∆2+qn → 0.
So in order to obtain Cn
P→ 0 we may assume that for 1 ≤ i, j ≤ n with i 6= j∣∣∣∆ni Xˆ ′′(α)−∆nj Xˆ ′′(α)∣∣∣ > ∆rn
is satisfied. But then for each t ∈ R at most vn/∆rn summands in the sum of the
definition of Cn can be equal to 1. We conclude
Cn = O
(
1/
√
n∆
1+2(r−w)
n
)
→ 0,
on J
(1)
n (α) by Condition 4.1(b7).
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Proof of Proposition 3.7 Remark 3.2 reveals that the processes Gfn are indeed
the rescaled Brownian motions Bfn(t) = B(
∫
f2n(x)1(−∞,t](x)ν(dx)) with a standard
Brownian motion B on [0, c] with c = K2
∫ (
1 ∧ x4)ν(dx). From (3.1), for each
, η > 0 there exists some δ > 0 such that
sup
n∈N
P∗
(
sup
dfn (u,v)<δ
|Bfn(u)− Bfn(v)| > 
) ≤ P( sup
|u−v|1/2<δ
|B(u)− B(v)| > ) < η,
(4.18)
where P∗ denotes outer probability, because for each n ∈ N the set on the left hand
side is a subset of the set on the right hand side. But dfn converges uniformly to
df0 by Lebesgue’s convergence theorem under the given assumptions and therefore
for each , η > 0 we have
lim sup
n→∞
P∗
(
sup
df0 (u,v)<δ/2
|Bfn(u)− Bfn(v)| > 
)
< η
with δ > 0 from (4.18). Thus, Gfn is asymptotically uniformly df0-equicontinuous
in probability. Furthermore, it is immediate to see that (R, df0) is totally bounded.
Trivially, the marginals of Gfn converge to Gf0 , because these are centered multivari-
ate normal distributions and their covariance functions converge again by Lebesgue’s
dominated convergence theorem. Therefore the desired result holds due to Theorem
1.5.4 and Theorem 1.5.7 in Van der Vaart and Wellner (1996).
Proof of Lemma 3.8 For α > 0 define the following empirical processes:
Y˜
(n)
ρ′α
(t) =
√
n∆n
{
1
n∆n
n∑
i=1
g
′(α)
t (∆
n
i L
(n))−Nρ′α(t)
}
.
For n→∞ these processes converge weakly in `∞(R), that is
Y˜
(n)
ρ′α
 Gρ′α ,
due to Proposition 3.4 and Proposition 3.5. On the other hand we have weak
convergence
Gρ′α  0
in `∞(R) as α → 0, by Proposition 3.7. Therefore, by using the Portmanteau
theorem (Theorem 1.3.4 in Van der Vaart and Wellner (1996)) twice, we obtain for
arbitrary η > 0:
lim sup
α→0
lim sup
n→∞
P
(
sup
t∈R
∣∣∣Y˜ (n)ρ′α (t)∣∣∣ ≥ η) ≤ lim supα→0 P( supt∈R ∣∣Gρ′α(t)∣∣ ≥ η) = 0.
Thus it suffices to show
lim sup
n→∞
P
(
sup
t∈R
∣∣∣V (n)α (t)∣∣∣ > η) = 0,
for each η > 0 and every α > 0 on a neighbourhood of 0, where V
(n)
α denotes
V (n)α (t) =
1√
n∆n
n∑
i=1
{
g
′(α)
t (∆
n
i X)1{|∆ni X|>vn} − g
′(α)
t (∆
n
i L
(n))
}
. (4.19)
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We will proceed similarly as in the proof of Lemma 3.3. Therefore, we consider
again the quantities defined in (4.9) and (4.10), and with the same `.
First of all let α > 0 be fixed for the following consideration. As we have seen
prior to (4.12) the sets Bn satisfy P(Bn) → 1. Furthermore, on the set Bn, and if
vn ≤ α, we have three mutually exclusive possibilities for 1 ≤ i ≤ n:
(i) ∆ni N
n = 0.
Then we have |∆ni X| =
∣∣∣∆ni X˜ ′n∣∣∣ ≤ vn/2 and there is no jump larger than vn on
the interval ((i−1)∆n, i∆n]. Thus g′(α)t (∆ni X)1{|∆ni X|>vn} = 0 = g
′(α)
t (∆
n
i L
(n))
holds for all t ∈ R and the i-th summand in (4.19) vanishes.
(ii) ∆ni N
n = 1 and ∆ni X˜
′′n 6= 0, but ∆ni X˜ ′′(8α)n = 0.
So the only jump in ((i − 1)∆n, i∆n] larger than vn is also larger than 2α.
Because
∣∣∣∆ni X˜ ′n∣∣∣ ≤ vn/2 ≤ α/2 holds, we have |∆ni X| ≥ α, and consequently
g
′(α)
t (∆
n
i X)1{|∆ni X|>vn} = 0 = g
′(α)
t (∆
n
i L
(n)) using the definition of g
′(α)
t .
(iii) ∆ni N
n = 1 and ∆ni X˜
′′n = ∆ni X˜
′′(8α)n 6= 0.
Here we can write
∆ni X = ∆
n
i X˜
′n + ∆ni X˜
′′(8α)n
and
g
′(α)
t (∆
n
i L
(n)) = ρ′α(∆
n
i X˜
′′(8α)n)1{|∆ni X˜′′(8α)n|>vn}1(−∞,t](∆
n
i X˜
′′(8α)n).
Therefore on Bn, and as soon as vn ≤ α, we have with V (n)α as in (4.19):
sup
t∈R
∣∣∣V (n)α (t)∣∣∣ ≤ 1√n∆n supt∈R
∣∣∣ n∑
i=1
{
ρ′α(∆
n
i X)1{|∆ni X|>vn}1(−∞,t](∆
n
i X)−
− ρ′α(∆ni X˜ ′′(8α)n)1{|∆ni X˜′′(8α)n|>vn}1(−∞,t](∆
n
i X˜
′′(8α)n)
}
1{|∆ni X˜′n|≤vn/2}
∣∣∣
≤Cˆn(α) + Dˆn(α) + Eˆn(α),
where ∆ni X = ∆
n
i X˜
′n + ∆ni X˜
′′(8α)n can be substituted in the first line and with
Cˆn(α) =
K√
n∆n
sup
t∈R
n∑
i=1
∣∣∣1(−∞,t](∆ni X˜ ′n + ∆ni X˜ ′′(8α)n)− 1(−∞,t](∆ni X˜ ′′(8α)n)∣∣∣×
× 1{|∆ni X˜′′(8α)n|>∆vn}1{|∆ni X˜′n|≤vn/2},
Dˆn(α) =
1√
n∆n
n∑
i=1
∣∣ρ′α(∆ni X˜ ′n + ∆ni X˜ ′′(8α)n)1{|∆ni X˜′n+∆ni X˜′′(8α)n|>vn}−
− ρ′α(∆ni X˜ ′′(8α)n)1{|∆ni X˜′′(8α)n|>vn}
∣∣1{|∆ni X˜′′(8α)n|>∆vn}1{|∆ni X˜′n|≤vn/2},
Eˆn(α) =
1√
n∆n
sup
t∈R
∣∣∣ n∑
i=1
{
ρ′α(∆
n
i X)1{|∆ni X|>vn}1(−∞,t](∆
n
i X)−ρ′α(∆ni X˜ ′′(8α)n)×
× 1{|∆ni X˜′′(8α)n|>vn}1(−∞,t](∆
n
i X˜
′′(8α)n)
}
1{|∆ni X˜′n|≤vn/2}1{|∆ni X˜′′(8α)n|≤∆vn}
∣∣∣
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where K > 0 denotes an upper bound for ρ and v > 0 is the constant from Condition
4.1(a(4)I). In the first line of the definition of Eˆn(α) we will later substitute ∆
n
i X =
∆ni X˜
′n + ∆ni X˜
′′(8α)n again.
Now it suffices to show for each fixed α, η > 0:
lim sup
n→∞
P(Cˆn(α) > η) = 0, (4.20)
lim sup
n→∞
P(Dˆn(α) > η) = 0, (4.21)
lim sup
n→∞
P(Eˆn(α) > η) = 0. (4.22)
Concerning (4.20), assume without loss of generality that 2α < α0 with the constant
α0 of Condition 4.1(a(4)I). Similar to (4.14) we define for 1 ≤ i, j ≤ n with i 6= j
and the constants v < r of Condition 4.1:
S
(n)
i,j (α) =
{∣∣∣∆ni X˜ ′′(8α)n −∆nj X˜ ′′(8α)n∣∣∣ ≤ ∆rn} ∩ {∣∣∣∆ni X˜ ′′(8α)n∣∣∣ > ∆vn} ∩Bn.
The same considerations as for (4.15) and (4.16) yield
P(S(n)i,j (α)) ≤ ∆2n
∫ ∫
1{|x−y|≤∆rn}1{∆vn/2<|x|≤α0}1{∆vn/2<|y|≤α0}ν(dx)ν(dy)
≤ K∆2+qn ,
for n large enough, because of Condition 4.1(a(4)I) and v < r.
Just as in (4.17) we define
(J (2)n (α))
C =
n⋃
i,j=1
i 6=j
S
(n)
i,j (α).
Therefore P(J (2)n (α))→ 1 holds, and on J (2)n (α) ∩Bn we have∣∣∣∆ni X˜ ′′(8α)n −∆nj X˜ ′′(8α)n∣∣∣ > ∆rn
for each two indices i, j for which the summand in Cˆn(α) does not vanish. So for
each t ∈ R at most vn/∆rn summands in Cˆn(α) can be equal to 1, and we have
Cˆn(α)→ 0 pointwise on J (2)n (α) ∩Bn by Condition 4.1(b7).
Now we discuss (4.21). Because of (4.13) there is a constant K > 0 such that∣∣ρ′α(x+ z)1{|x+z|>v} − ρ′α(x)1{|x|>v}∣∣ 1{|z|≤v/2}
≤ K(|x|p−1|z|1{|z|≤v/2} + |x|p1{|x|≤2v}).
Therefore it suffices to verify
lim
n→∞ cn(α) = 0 (4.23)
with
cn(α) =
1√
n∆n
n∑
i=1
E
{∣∣∣∆ni X˜ ′′(8α)n∣∣∣p 1{|∆ni X˜′′(8α)n|≤2vn}}
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and
lim
n→∞ dn(α) = 0 (4.24)
for
dn(α) =
vn
2
√
n∆n
n∑
i=1
E
∣∣∣∆ni X˜ ′′(8α)n∣∣∣p−1 .
In order to show (4.23) let α > 0 be fixed. Define further for y ∈ R+
δ̂n,α(y) =
∫
|x|y1{un<|x|≤2α}ν(dx).
Obviously, for each small δ > 0 there is a constant K(δ) > 0 with
|x|p1{|x|≤2vn} ≤ K(δ)vp−((r+δ)∧1)n |x|(r+δ)∧1
and
δ̂n,α((r + δ) ∧ 1) ≤ K(δ)u−((r+δ)−1)+n
by the assumptions on the Le´vy measure in Condition 4.1. Thus Lemma 2.1.7(b) in
Jacod and Protter (2012) shows
E
{∣∣∣∆ni X˜ ′′(8α)n∣∣∣p 1{|∆ni X˜′′(8α)n|≤2vn}}
≤ K(δ)vp−((r+δ)∧1)n E
{∣∣∣∆ni X˜ ′′(8α)n∣∣∣(r+δ)∧1}
≤ K(δ)vp−((r+δ)∧1)n ∆nδ̂n,α((r + δ) ∧ 1)
≤ K(δ)∆1+(p−((r+δ)∧1)−`((r+δ)−1)+)wn
for all 1 ≤ i ≤ n, and consequently for δ small enough
cn(α) ≤
K(δ)
√
n∆
1+2(p−r−δ)w
n = o
(√
n∆1+2wn
)→ 0, if r < 1
K(δ)
√
n∆2n → 0, if r ≥ 1
by Condition 4.1(b4). The second case holds because of (p−1− `(r−1))w > 12 from
(4.8).
In order to establish (4.24), note from the assumptions on ν in Condition 4.1 and
from p− 1 > r that we have for each small δ > 0 and n ∈ N large enough:
δ̂n,α(1) ≤ K(δ)u−(r+δ−1)+n and δ̂n,α(p− 1) ≤ K(δ).
Furthermore, Lemma 2.1.7 (b) in Jacod and Protter (2012) gives
E
∣∣∣∆ni X˜ ′′(8α)n∣∣∣p−1 ≤ K(δ)(∆nδ̂n,α(p− 1) + ∆(p−1)∨1n (δ̂n,α(1))(p−1)∨1),
for each 1 ≤ i ≤ n. Therefore we obtain from Condition 4.1(b4) and p > 2, for δ
small enough:
dn(α) ≤ K(δ)
{
1√
n∆n
n∆nvn +
1√
n∆n
n∆p−1n vnu
−(r+δ−1)+(p−1)
n
}
≤ K(δ)
{√
n∆1+2wn +
√
n∆
2(p−1)−2(p−1)(r+δ−1)+`w−1+2w
n
}
≤
{
K(δ)
√
n∆1+2wn → 0, if r < 1,
K(δ)
{√
n∆1+2wn +
√
n∆2+2wn
}
→ 0, if r ≥ 1,
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where the last case follows, because when r ≥ 1 we have p > 1 + 3r ≥ 4 and thus
2(p− 1)− 2(p− 1)(r + δ − 1)`w − 1 > 2(p− 1)[1− 1
2
]− 1 = p− 1− 1 > 2,
for 0 < δ < 1 by the choice of ` < 12rw .
Concerning (4.22), let α > 0 be fixed. Due to the indicator functions in the
definition of Eˆn(α) we have for n ∈ N large enough:
|∆ni X˜ ′′(8α)n| ≤ ∆vn and |∆ni X˜ ′n + ∆ni X˜ ′′(8α)n| ≤ 2∆vn,
because of vn = γ∆
w
n and v < w from Condition 4.1(a(4)I). Therefore the i-th
summand in the definition of Eˆn(α) is bounded by K∆
pv
n due to the behaviour of ρ
near zero. Thus
Eˆn(α) = O
(√
n∆2pv−1n
)
→ 0,
for each ω ∈ Ω by Condition 4.1(b5).
Proof of Theorem 3.1 In order to establish weak convergence we use Theorem
1.12.2 in Van der Vaart and Wellner (1996). With E∗ denoting outer expectation it
is sufficient to prove
E∗h(G(n)ρ )→ Eh(Gρ)
for each bounded Lipschitz function h ∈ BL1(`∞(R)), that is ‖h‖∞ ≤ 1 and h is
Lipschitz continuous with a Lipschitz constant bounded by 1. Here, we use that the
tight process Gρ is also separable.
Thus, let h ∈ BL1(`∞(R)) and δ > 0. Then we choose α > 0 with
lim sup
n→∞
P(sup
t∈R
|G′(α)ρ,n (t)| > δ/6) ≤ δ/13 (4.25)
and
|Eh(Gρα)− Eh(Gρ)| ≤ δ/3. (4.26)
(4.25) is possible using Lemma 3.8, and Lemma 3.6 allows (4.26). For this α > 0
choose an N ∈ N with ∣∣∣E∗h(G(α)ρ,n)− Eh(Gρα)∣∣∣ ≤ δ/3,
for n ≥ N . This is possible due to Lemma 3.3. Now, because of the previous
inequalities and the Lipschitz property of h, we have for n ∈ N large enough:∣∣∣E∗h(G(n)ρ )− Eh(Gρ)∣∣∣ ≤
≤ E∗
∣∣∣h(G(n)ρ )− h(G(α)ρ,n)∣∣∣+ ∣∣∣E∗h(G(α)ρ,n)− Eh(Gρα)∣∣∣+ |Eh(Gρα)− Eh(Gρ)| ≤ δ.
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