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We present an approach to achieve efficient single-photon frequency conversion in the microwave domain
based on coherent control in superconducting quantum circuits, which consist of a driven artificial atom coupled
to a semi-infinite transmission line. Using full quantum mechanical method, we analyze the single-photon
scattering process in this system and find that single-photon frequency up- or down-conversion with efficiency
close to unity can be achieved by adjusting the parameters of the control field applied to the artificial atom.
We further show that our approach is experimentally feasible in currently available superconducting flux qubit
circuits.
PACS numbers: 85.25.-j, 42.50.Ct, 42.65.Ky
I. INTRODUCTION
Quantum networks may be made up of hybrid quantum
structures combining the advantages of different quantum sys-
tems at different energy scales [1], where photons are usually
used as “flying” qubits for efficient transmission of quantum
information over large distances [2], and trapped atoms (or
ions, quantum dots, etc.) as “stationary” qubits for manip-
ulation and storage [3–5]. To couple different quantum sys-
tems, efficient frequency conversion of photons is required
and plays important role ranging from quantum communica-
tion to quantum-information processing [6–14]. Moreover,
this technique could facilitate reliable detection of single-
photon by converting the frequency of photons to a spectrum
range available for photon detectors [15–17]. Frequency con-
version can also be used to generate photons at frequencies for
which we have no suitable photon sources [18].
Recent advances in nanoscale device fabrication enable
the control of light-matter interactions in ultra low power
regimes. By strongly coupling photons in nano-structures,
unprecedented optical devices at single-photon level [19–
34] can be realized. Typically, the strong light-matter in-
teractions can be achieved by placing a quantum emitter in-
side a cavity [21, 22], called cavity electrodynamics (cavity-
QED), or coupling a quantum emitter to a one-dimensional
waveguide, called waveguide electrodynamics (waveguide-
QED) [23–34]. Based on waveguide-QED structure, some ef-
fective single-photon frequency conversion schemes [35–37]
have been proposed.
The waveguide-QED structure can be realized based on su-
perconducting circuits by coupling a superconducting artifi-
cial atom to a one-dimensional transmission line [38–44]. We
know that the operating frequency for waveguide QED sys-
tem is usually determined by the material properties of the
quantum emitter and can not be engineered. However, for
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superconducting artificial atoms, e.g., flux qubit [45], flux-
onium [46], and phase qubits [47], the spacings of energy
levels and transition elements are tunable by adjusting exter-
nal variables [48–50]. Meanwhile, recent experiments show
that these systems exhibit high atom-waveguide coupling ef-
ficiency [38–44], meaning low leakage of photons into non-
waveguided degrees of freedom. In this paper, by utilizing
these advantages of superconducting quantum circuits, we
propose an approach to realize efficient frequency conversion
for microwave single-photons with tunable input and output
frequency. Different from existing methods using a Josephson
parametric converter [51], or using dressed-state engineering
of a driven circuit-QED system [52], our proposal is based
on a waveguide-QED structure that a driven three level artifi-
cial atom with ∆-type transition [48, 53–56] (e.g., flux qubit)
is coupled to a semi-infinite transmission line. Using a full
quantum mechanical method, we find that by adjusting the
parameters of the classical control field, the proposed device
can achieve single-photon frequency up- or down-conversion
with efficiency close to unity. Note that existing proposals
of single-photon frequency conversion based on waveguide-
QED structures [35, 36, 52, 57], to obtain a high conver-
sion efficiency, the ratio between different decay rates of the
emitter should satisfy particular condition. However, our ap-
proach, benefiting from the control field, allows arbitrary de-
cay rates of the transition channels relevant to single-photon
frequency conversion. We also note that recently three-wave
mixing [58] and frequency conversion [59] of classical mi-
crowave fields via a single three-level superconducting qubit
has been studied.
The paper is organized as follows. In Sec. II, we give a gen-
eral theoreticalmodel for single-photon frequency conversion,
including Hamiltonian and equations of motion in Sec. II A,
the scattering problem of a monochromatic single-photon in
Sec. II B, and the scattering problem of a single-photon with
finite bandwidth and corresponding frequency-conversion ef-
ficiency in Sec. II C. Then, in Sec. III, using experimentally
feasible parameters, we study a physical realization of pro-
posed frequency convertor using a superconducting flux qubit
embedded at the end of a semi-infinite one-dimensional trans-
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FIG. 1: (Color online) (a) Schematics of a quantum emitter coupled
to a one-dimensional waveguide, in which single photons propagate
along the arrow direction. The upper part shows the directly-coupled
cases. The lower part shows the side-coupled cases. (b) Energy
level structure of the ∆-type emitter (artificial atom). The transi-
tions |1〉 ↔ |2〉 and |1〉 ↔ |3〉 are coupled to the waveguide modes
with strength V21 and V31, respectively. The transition |2〉 ↔ |3〉 is
driven by a classical control field with the Rabi frequency Ω.
mission line. Finally, further discussions and conclusions are
given in Sec. IV.
II. SINGLE-PHOTON FREQUENCY CONVERSION
A. Hamiltonian and equations of motion
In this section, we give a general theoretical framework for
the frequency-conversion process. The system consists of a
∆-type three-level quantum emitter being placed at one end
of a semi-infinite waveguide, as shown in the upper schematic
diagram in Fig. 1(a). The quantum emitter can be flux
qubit [45], fluxonium [46], phase qubit [47], or other types
of superconducting artificial atoms, and here the “waveguide”
represents a transmission line. This coupling configuration
is widely adopted in experiments based on superconducting
quantum circuits [60, 61]. In this case, the propagation of the
right- and left-going modes in the transmission line is then
restricted to x < 0. They can be easily mapped to a unidi-
rectional transporting even modes [26, 31], as shown in the
lower schematic diagram in Fig. 1(a). For convenience, our
calculation on single-photon scattering will be based on this
equivalent configuration. Note that this type of chiral modes
is important to realize a high conversion efficiency, as dis-
cussed in Refs. [35, 36], where a Sagnac interferometer is
utilized to generate effective even modes. The energy level
structure of the quantum emitter is shown in Fig. 1(b). Three
energy levels are denoted by |1〉, |2〉, and |3〉, respectively.
They possess ∆-type transition. In our proposal, the transi-
tion channels |1〉 ↔ |3〉 and |1〉 ↔ |2〉 are used to interact
with single-photons relevant to frequency conversion. Thus
the microwave modes coupling to these transitions are mod-
eled as quantized fields. Moreover, a classical microwave, act-
ing as a control field, with frequencyω and Rabi frequencyΩ,
is applied to couple the levels |2〉 and |3〉.
In real space, the total Hamiltonian describing the system
shown in the lower schematic diagram in Fig. 1(a) can be writ-
ten as
Hˆ = HˆWG + Hˆatom + Hˆd + Hˆint, (1)
where HˆWG describes the free propagation of the photons in
the waveguide, Hˆatom describes the quantum emitter, Hˆint de-
scribes the interaction between the quantized fields and the
emitter, and Hˆd describes the interaction between the classi-
cal driving field and the emitter.
The free-photon Hamiltonian can be written as
HˆWG/~ =
∫
dxaˆ†e (x)
(
−ivg ∂
∂x
)
aˆe (x)
+
∫
dxbˆ†e (x)
(
−ivg ∂
∂x
)
bˆe (x) , (2)
where vg is the group velocity of the photons. Here we have
assumed that the entire frequency range of interest is far away
from the cutoff frequency of the waveguide, so that the linear
dispersion relation holds. In addition, we assume the transi-
tions frequencies greatly exceeds the linewidths (given by the
effective decay rate). As a result, only modes in a very narrow
frequency interval around the energy levels can efficiently in-
teract with the emitter. Thus we can safely treat the waveguide
modes as two distinct ones, i.e., a- and b-modes. Specifically,
in Hamiltonian (2), aˆ†e(x) [aˆe(x)] is bosonic operators creat-
ing(annihilating) an a-mode photon at x, and bˆ†e(x) [bˆe(x)] is
the bosonic operator of b-mode photons. Note that both a-
and b-modes are even modes [26, 31], thus we use the sub-
script “e” to denotes them.
The atomic Hamiltonian is given by
Hˆatom/~ =
∑
i=2,3
(
ωi1 − iγi
2
)
|i〉 〈i| , (3)
where ωi1 is the transition frequency from the state |i〉 to the
state |1〉. Here the energy of the ground state |1〉 is set to
zero as reference. Additionally, in the spirit of the quantum
jump picture [62], we introduce imaginary parts −iγi/2 in
the Hamiltonian. These dissipation terms model the pure de-
phasing due to fluctuations of atomic levels and the photon
loss due to coupling to the modes other than waveguide a-
and b-modes.
Under rotating wave approximation, the interaction be-
tween the classical driving field and the emitter can be rep-
resented by the following Hamiltonian :
Hˆd/~ = −Ω
2
(|3〉 〈2| e−iωt +H.c.) , (4)
where ω and Ω are the frequency and Rabi frequency of the
classical field, respectively. Without loss of generality, the
Rabi frequency is assumed to be real.
Under rotating wave approximation, the interaction be-
tween the quantized modes in waveguide and the emitter is
represented by the following Hamiltonian :
Hˆint/~ = −V31
∫
dxδ (x)
[
aˆ†e (x) |1〉 〈3|+H.c.
]
−V21
∫
dxδ (x)
[
bˆ†e (x) |1〉 〈2|+H.c.
]
, (5)
3where V21 and V31 are the coupling strengths.
For single-photon scattering problem, a general interaction
state |Ψ(t)〉 can be expanded in the single-photon subspace as
|Ψ(t)〉 =
∫
dxφa (x, t) aˆ
†
e (x) |∅, 1〉
+
∫
dxφb (x, t) bˆ
†
e (x) |∅, 1〉+
∑
i=2,3
λi (t) |∅, i〉, (6)
where |∅, 1〉 is the vacuum state, representing zero photon in
the waveguide and the atom in its ground state. |∅, i〉 is the
0-photon state with the atom in the exited state |i〉 (i = 2, 3).
φa (x, t) [φb (x, t)] is the wave function of a-(b-) mode single-
photons. λi(t) is excitation amplitude of the the atomic level
|i〉. The dynamics of system is governed by the Schro¨dinger
equation
Hˆ |Ψ(t)〉 = i~ ∂
∂t
|Ψ(t)〉 . (7)
By substituting Eq. (6) into Eq. (7), we obtain the following
equations of motion:
−ivg ∂
∂x
φa (x, t)− V31δ (x) λ3 (t) = i
∂φa (x, t)
∂t
, (8)
−ivg ∂
∂x
φb (x, t)− V21δ (x) λ2 (t) = i
∂φb (x, t)
∂t
, (9)
−V21φb (0, t) +
(
ω21 − iγ2
2
)
λ2 (t)− Ω
2
eiωtλ3 (t)
= i
∂λ2 (t)
∂t
, (10)
−V31φa (0, t) +
(
ω31 − iγ3
2
)
λ3 (t)− Ω
2
e−iωtλ2 (t)
= i
∂λ3 (t)
∂t
. (11)
B. Single-photon scattering spectra
1. Down-conversion
We first deal with the frequency down-conversion problem.
Let us assume that the atom is initially (t → −∞) in its
ground state and a monochromatic a-mode photon (i.e., its
frequency is near ω31) is incident, the corresponding state of
the whole system can be written as
|Ψin(t)〉 = |ν〉a = 1√
2pi
∫
dxeikx−iνtaˆ†e (x) |∅, 1〉 , (12)
where ν and k are frequency and wave vector of photon, sat-
isfying dispersion relation ν = vgk. Under this initial con-
dition, when the atom interacts with the photon, the excita-
tion amplitude λ3(t) in the state (6) should oscillate at the
incoming-photon frequency ν, and the excitation amplitude
λ2(t) should oscillate at the difference frequency ν
′ = ν − ω
between the incoming photon and the classical field. After
scattering, the frequency of outgoing photon may either stay
unchanged or experience a red shift. Thus the amplitudes of
the state vector (6) should take the following ansatz:
φa(x, t) =
1√
2pi
eikx−iνt [θ(−x) + Taθ(x)] , (13)
φb(x, t) =
1√
2pi
eik
′x−iν′tTbθ(x), (14)
λ2(t) = Λ2e
−iν′t, (15)
λ3(t) = Λ3e
−iνt, (16)
where Ta and Tb are the transmission coefficients of a- and
b-mode photon, respectively. k′ = k − ω/vg is the wave
vector of red-shifted photon, θ(x) denotes the Heaviside step
function, and Λi (i = 2, 3) is the time independent part of
λi(t). Clearly, |Ta|2 gives the probability of elastic scattering,
( i.e., the outgoing photon experiencing no frequency shift),
and |Tb|2 gives the probability of inelastic scattering (i.e., a
photon with down-shifted frequency ν′ = ν−ω is generated).
Substituting Eqs. (13)-(16) into Eqs. (8)-(11), the equations
for transmission coefficients of photon and excitation ampli-
tudes of emitter are given by
− ivg√
2pi
(Ta − 1)− V31Λ3 = 0, (17)
− ivg√
2pi
Tb − V21Λ2 = 0, (18)
− V21
2
√
2pi
Tb +
(
ω21 − ν′ − iγ2
2
)
Λ2 − Ω
2
Λ3 = 0, (19)
− V31
2
√
2pi
(Ta + 1) +
(
ω31 − ν − iγ3
2
)
Λ3 − Ω
2
Λ2 = 0.
(20)
Solving Eqs. (17)-(20), we have
4FIG. 2: (Color online) Transmission spectra of frequency down-conversion case. |Ta|
2 represents elastic transmission, and |Tb|
2 represents
inelastic transmission. (a)-(c) give the transmission spectra of the ideal case with no photon loss; (d)-(f) give the transmission spectra with
photon loss.
Ta(ν) =
[
i (ν − ω31) + Γ312 − γ32
] [
i (ν − ω31 −∆)− Γ212 − γ22
]
+ Ω
2
4[
i (ν − ω31)− Γ312 − γ32
] [
i (ν − ω31 −∆)− Γ212 − γ22
]
+ Ω
2
4
, (21)
Tb(ν) =
− i2
√
Γ21Γ31Ω[
i (ν − ω31)− Γ312 − γ32
] [
i (ν − ω31 −∆)− Γ212 − γ22
]
+ Ω
2
4
, (22)
Λ2(ν) =
1√
2pi
− 12V31Ω[
i (ν − ω31)− Γ312 − γ32
] [
i (ν − ω31 −∆)− Γ212 − γ22
]
+ Ω
2
4
, (23)
Λ3(ν) =
1√
2pi
−iV31
[
i (ν − ω31 −∆)− Γ212 − γ22
]
[
i (ν − ω31)− Γ312 − γ32
] [
i (ν − ω31 −∆)− Γ212 − γ22
]
+ Ω
2
4
, (24)
where Γij = V
2
ij/vg represents atom-waveguide decay rate
through transition channel |i〉 ↔ |j〉. ∆ = ω − (ω31 − ω21)
is the detuning of the classical driving field.
We find that efficient frequency conversion can be realized
by adjusting the parameters of the classical field. Specifically,
if we set
∆ = 0, Ω =
√
(Γ31 − γ3) (Γ21 + γ2), (25)
then the transmission probabilities for an incident photon on-
resonance with the emitter (i.e., ν = ω31) are
|Ta(ω31)|2 = 0, |Tb(ω31)|2 = 1− γ3/Γ31
1 + γ2/Γ21
. (26)
This result shows that after interacting with the emitter, an
incoming a-mode photon is totally converted to a photon of
other modes (b-mode or reservoir). In particular, if there is no
photon loss (γ2 = γ3 = 0), an incident photon with frequency
ω31 will completely convert to a photon with frequencyω31−
ω. In fact, if we rewrite Eqs. (17) and (18) as
Tb = i
√
2pi
V21
vg
Λ2, (27)
Ta = 1 + i
√
2pi
V31
vg
Λ3, (28)
then one can find that the elastic-scattering photon results
from the interference between the directly transmitted pho-
5ton [represented by the first term in Eq. (28)] and the re-
emitted photon by the atom [represented by the second term
in Eq. (28)]. Under the optimal frequency conversion condi-
tion (25), the interference is destructive, giving zero transmis-
sion (i.e.,Ta = 0) for an a-mode photon on-resonance with
atomic transition |1〉 ↔ |3〉. If there is no photon loss, ac-
cording to photon number conservation, the incident a-mode
single photon must convert to a b-mode single photon.
Now we discuss the transmission spectra in more details.
When the emitter dissipation rate is not included (i.e., γ2 =
γ3 = 0), the condition (25) becomes
∆ = 0, Ω =
√
Γ31Γ21. (29)
The corresponding transmission probabilities |Ta(ν)|2 and
|Tb(ν)|2 are
|Ta(ν)|2 =
(
η2 − 1)2 ( ν−ω31Γ )2 + 4 (η + 1)4 ( ν−ω31Γ )4
η2 + (η2 − 1)2 ( ν−ω31Γ )2 + 4 (η + 1)4 ( ν−ω31Γ )4
,
(30)
|Tb(ν)|2 = η
2
η2 + (η2 − 1)2 ( ν−ω31Γ )2 + 4 (η + 1)4 ( ν−ω31Γ )4
,
(31)
where Γ = Γ21+Γ31 and η = Γ21/Γ31. For given Γ, we have
relation |Ta(η)|2 = |Ta(1/η)|2 and |Tb(η)|2 = |Tb(1/η)|2, as
shown in Figs. 2(a)-2(c). For different η, highly efficient fre-
quency down-conversion can be realized around the resonant
point ν = ω31 if our driving field satisfies condition (29), as
shown in Figs. 2(a)-2(c). Specifically, if η ∼ 1, the line width
of the transmission curve is on the order of Γ21 (or Γ31). If
η ≫ 1, the transmission spectra around the resonant point can
be approximated as |Ta|2 ≃ (ν − ω31)2/[Γ231 + (ν − ω31)2]
and |Tb|2 ≃ Γ231/[Γ231 + (ν − ω31)2], exhibiting inverted
Lorentzian and Lorentzian line shape, respectively, as shown
in Fig. 2(c). Clearly, only a photon with frequency rang-
ing from ω31 − Γ31 to ω31 + Γ31 can be efficiently con-
verted to a frequency down-shifted photon. If η ≪ 1, the
transmission spectra around the resonant point can be ap-
proximated as |Ta|2 ≃ (ν − ω31)2/[Γ221 + (ν − ω31)2] and
|Tb|2 ≃ Γ221/[Γ221 + (ν − ω31)2]. In this case, only a photon
with frequency ranging from ω31 − Γ21 to ω31 + Γ21 can be
efficiently converted to a frequency down-shifted photon, as
shown in Fig. 2(a).
It should be emphasized that in our proposal of frequency-
conversion, even if the ratio between Γ21 and Γ31 is arbitrary,
conversion efficiency close to unity can be achieved in the
presence of the tunable control field Ω. While in the schemes
based on Λ-type quantum emitter [35, 36], to obtain a high
conversion efficiency, equal decay rates (i.e., atom-waveguide
coupling rates) for different transition channels are required,
which is not easy to be achieved in real cases.
In practice, there always exists photon loss due to emit-
ter coupling to environment. The transmission spectra in the
presence of atomic dissipation are shown in Figs. 2(d)-(f). If
there are no dissipative processes, the sum of the transmission
coefficients should satisfy |Ta|2 + |Tb|2 = 1. However, when
the atom dissipation rate is included, the leakage of photons
into the degrees of freedom other than waveguide modes (i.e.,
a- and b-modes) can lead to |Ta|2+ |Tb|2 < 1, as shown in the
gray thin curves in Figs. 2(d)-(f). To obtain a highly efficient
frequency conversion, we need to guide most of the decayed
photons into waveguide modes, i.e.,
γ3 ≪ Γ31, γ2 ≪ Γ21. (32)
In this case, according to Eq. (26), the transmission probabil-
ity of an on-ressonance b-mode photon can be approximated
as |Tb(ω31)|2 ≃ 1− γ2/Γ21 − γ3/Γ31 [see Figs. 2(d)-2(f)].
2. Up-conversion
If the emitter is initially prepared in its ground state |1〉, the
frequency of an incident b-mode photon (with frequency near
ω21) can also be up-converted. In this case, the initial state of
system is
|Ψin(t)〉 = |ν〉b = 1√
2pi
∫
dxeikx−iνtbˆ†e (x) |∅, 1〉 . (33)
The calculations are similar to those of frequency down-
conversion, and the main results are summarized below. The
transmission coefficients of photon and the excitation ampli-
tudes of emitter are given by
T˜a(ν) =
− i2
√
Γ21Γ31Ω[
i (ν − ω21 +∆)− Γ312 − γ32
] [
i (ν − ω21)− Γ212 − γ22
]
+ Ω
2
4
, (34)
T˜b(ν) =
[
i (ν − ω21 +∆)− Γ312 − γ32
] [
i (ν − ω21) + Γ212 − γ22
]
+ Ω
2
4[
i (ν − ω21 +∆)− Γ312 − γ32
] [
i (ν − ω21)− Γ212 − γ22
]
+ Ω
2
4
, (35)
Λ˜2(ν) =
1√
2pi
−iV21
[
i (ν − ω21 +∆)− Γ312 − γ32
]
[
i (ν − ω21 +∆)− Γ312 − γ32
] [
i (ν − ω21)− Γ212 − γ22
]
+ Ω
2
4
, (36)
Λ˜3(ν) =
1√
2pi
− 12V21Ω[
i (ν − ω21 +∆)− Γ312 − γ32
] [
i (ν − ω21)− Γ212 − γ22
]
+ Ω
2
4
. (37)
6Here, |T˜b|2 gives the probability of elastic scattering, ( i.e., the
outgoing photon experiencing no frequency shift), and |T˜a|2
gives the probability of inelastic scattering (i.e., a photon with
up-shifted frequency ν+ω is generated). The optimal param-
eters of the classical driving field for frequency up conversion
are
∆ = 0, Ω =
√
(Γ31 + γ3) (Γ21 − γ2). (38)
And the resulting transmission coefficients for an on-
resonance incoming photon (with ν = ω21) are
|T˜b(ω21)|2 = 0, |T˜a(ω21)|2 = 1− γ2/Γ21
1 + γ3/Γ31
, (39)
meaning that in ideal case γ2 = γ3 = 0, an incoming photon
with frequency ν will be completely converted to a outgoing
photon with frequency ν + ω.
C. Scattering of a single-photon with finite bandwidth
Now we construct the scattering matrix using the scatter-
ing eigenstates given above. Here we take frequency down-
conversion case as an example. According to the Lippmann-
Schwinger formalism [25, 63], one can show that an input
state with single frequency is scattered to an output state
Ta(ν) |ν〉a + Tb(ν) |ν − ω〉b , (40)
where Ta(ν) and Tb(ν) are given by Eqs. (21) and (22), |ν〉a
is the input state given by Eq. (12), and |ν − ω〉b is defined as
|ν − ω〉b =
1√
2pi
∫
dxe
i(k− ω
vg
)x−i(ν−ω)t
bˆ†e (x) |∅, 1〉 .
(41)
The corresponding scattering matrix can be constructed as .
Sˆdc =
∫
dν [Ta(ν) |ν〉a + Tb(ν) |ν − ω〉b] 〈ν|a . (42)
Utilizing scattering matrix given above we can consider a
more realistic situation and deal with the problem of scatter-
ing of a single-photon pulse with finite bandwidth. A general
incoming a-mode single-photon state can be written as
|Ψin〉 =
∫
dνψa,in(ν) |ν〉a , (43)
where ψa,in(ν) is the spectral amplitude of the single photon
pulse. We assume that the central frequency is near the transi-
tion frequency ω31, and the pulse width is much less than the
effective atom-waveguide decay rate so that the input photon
can be safely looked on as an a-mode photon. Using the S-
matrix defined above, one can obtain the corresponding output
state
|Ψout〉 = Sˆdc |Ψin〉
=
∫
dνTa(ν)ψa,in(ν) |ν〉a
+
∫
dνTb(ν)ψa,in(ν) |ν − ω〉b . (44)
Here, the first term represents the elastic scattered component,
and the second term is the inelastic scattered component. No-
tably, in our proposal, the state of emitter is initially prepared
in its ground state |1〉. After of single-photon scattering, the
emitter again return to its ground state, as shown by the output
state (44). Thus we can start next frequency-conversion oper-
ation without requiring initialization of the atomic state once
again.
The efficiency of frequency conversion is defined as the
area ratio of the inelastic scattered component to the input
pulse. Assuming that the spectral amplitudeψa,in(ν) has been
normalized, i.e.,
∫
dν|ψa,in(ν)|2 = 1, the efficiency of fre-
quency conversion takes the form
Pdc =
∫
dν
∣∣Tb(ν)ψa,in(ν)∣∣2 . (45)
As shown in Sec. II B, the contribution from off-resonance
frequencies degrades conversion efficiency, thus to obtain a
conversion efficiency close to 1, first, the central frequency
of the wave packet should be on-resonance with the transition
channel |3〉 ↔ |1〉, and second, the pulse width d of |ψa,in|2
should be much less than the width of transmission spectra
|Ta|2 and |Tb|2. Based on the results in Sec. II B, this can be
summarized as
d≪ min(Γ31,Γ21). (46)
Under these conditions, |ψa,in|2 can be approximated as a
δ-function, namely, |ψa,in|2 ∼ δ(ν − ω31), thus accord-
ing to Eq. (45), Pdc ≃ |Tb(ω31)|2. In this case of quasi-
monochromatic input, if the losses through dissipation are
negligible, then we have |Tb(ω31)|2 = 1 [see Fig. 2(a)-(c)].
This means that conversion efficiency close to unity is possi-
ble. Note that condition (46) can also guarantee that the pulse
widths of the incoming and outgoing photons are much less
than the effective atom-waveguide decay rate, so that they can
be safely treated as a-mode and b-mode photons, respectively.
As an example, we take a wave packet with Gaussian-type
spectral amplitude
ψa,in(ν) =
(
2
pid2
) 1
4
e−
(ν−ω31)
2
d2 , (47)
where d is the pulse width. Fig. 3(a) and 3(b) shows the ef-
ficiency of frequency conversion for a Gaussian pulse given
by Eq. (47) as function of pulse width d for fixed Γ =
Γ21 + Γ31 and different η = Γ21/Γ31. Clearly, when the
photon loss is not included and the pulse width d satisfies the
condition (46), a conversion efficiency close to unity can be
achieved [Fig. 3(a)], which is in accordance with our earlier
analysis. While Fig. 3(b) shows the efficiency of frequency
conversion when low photon loss is included. In this case, for
a sufficiently narrow photon pulse satisfying condition (46),
according to Eq. (26), the efficiency can be approximated as
Pdc ≃ |Tb(ω31)|2 ≃ 1− γ2/Γ21 − γ3/Γ31, which is verified
by Fig. 3(b).
At the end of this section, we give the main results of fre-
quency up-conversion case. The scattering matrix in this case
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FIG. 3: (Color online) Frequency down-conversion efficiency for a Gaussian pulse given by Eq. (47) as function of pulse width d for different
values of η = Γ21/Γ31. (a) The ideal case with no photon loss; (b) The case with photon loss.
is
Sˆuc =
∫
dν
[
T˜a(ν) |ν + ω〉a + T˜b(ν) |ν〉b
]
〈ν|b . (48)
For an incoming b-mode single-photon state
|Ψin〉 =
∫
dνψb,in(ν) |ν〉b , (49)
with normalized spectral amplitudeψb,in(ν). The correspond-
ing efficiency of frequency conversion is the area ratio of the
inelastic scattered component to the input pulse and has the
form
Puc =
∫
dν
∣∣∣T˜a(ν)ψb,in(ν)
∣∣∣2 . (50)
III. EXPERIMENTAL REALIZATION IN
SUPERCONDUCTING QUANTUM CIRCUITS
A. Effective Hamiltonian for superconducting quantum circuit
FIG. 4: (Color online) The circuit diagram of a three-junction flux
qubit capacitively coupled to the end of a semi-infinite transmission
line. The frequency-shifted photon can be measured in reflection. A
circulator is used to separate the input and output fields.
We now further study our proposal by considering a more
concrete example. We specify our three level superconduct-
ing quantum system to a flux qubit (also called artificial
atom), which is embedded at the end of a semi-infinite one-
dimensional transmission line, as sketched in Fig. 4. The flux
qubit circuit consists of a superconducting loop with three
Josephson junctions. The two larger ones are identical and
have the same Josephson energies EJ1 = EJ2 = EJ and ca-
pacitances CJ1 = CJ2 = CJ, while for the third junction
EJ3 = αEJ and CJ3 = αCJ, with α < 1. The semi-infinite
transmission line has characteristic inductance l and capaci-
tance c per unit length. The qubit circuit is coupled to the
semi-infinite transmission line through a coupling capacitance
Cc. The incident single photon and the control microwave
field are applied through the input port. A circulator is used to
separate the input and output photons.
Following the method used in Refs. [44, 60, 61], we de-
rive the Hamiltonian of the full system, which consists of the
flux qubit, the transmission line and the coupling parts. The
Hamiltonian of flux qubit part is given by
Hˆatom = ECnˆ
2
p +
2EC
1 + 2α+ 2β
nˆ2m
+EJ [2 + α− 2 cos δp cos δm
−2α cos (2δm + 2pif)] , (51)
where β = Cc/CJ, EC = e
2/(2CJ) is the charging energy.
δp = (δ1 + δ2)/2 and δm = (δ1 − δ2)/2 are defined by the
phase drops δ1 and δ2 across the two larger junctions. The
charge number operators nˆp = −i ∂∂δp and nˆm = −i ∂∂δm
are conjugate variables of δp and δm. f = Φext/Φ0 is the
reduced magnetic flux. Here Φext is an external magnetic
flux through the qubit loop and Φ0 = h/(2e) is the flux
quantum. We choose the lowest three energy levels |1〉, |2〉
and |3〉, which can form a ∆-type three-level artificial atom
when f 6=0.5 [48], to implement our frequency conversion
scheme. Using the three lowest eigen states, one can trun-
cate the Hilbert space of the atom part into three dimensions
8and rewrite the atomic Hamiltonian (51) as
Hˆatom =
∑
i=2,3
~ωi1 |i〉 〈i| . (52)
Here the energy of the ground state |1〉 is set to zero as refer-
ence.
Let us now consider the free Hamiltonian of the transmis-
sion line. We assume that the transitions frequencies greatly
exceed the line widths, which can be verified by the follow-
ing numerical simulations using experimentally feasible pa-
rameters in Sec. IIIB. We also assumed that the difference
between ω32 and ω21 are exceed the line widths. Thus we
can treat the transmission-line modes as three different quasi-
monochromatic modes. The photon modes coupling the tran-
sitions |1〉 ↔ |3〉 and |1〉 ↔ |2〉 are relevant to input and
output single photons, thus we treat them as quantized fields.
While the strong driving filed coupling the energy levels |2〉
and |3〉 is treated as classical one. The two quantized photon
modes is described by the Hamiltonian
HˆWG =
∫
k≃k31
dk~ωkaˆ
†
kaˆk +
∫
k≃k21
dk~ωk bˆ
†
kbˆk, (53)
with bosonic creation (annihilation) operators aˆ†k(aˆk) and
bˆ†k(bˆk). Here we have mapped the left- and right-modes in
a semi-infinite transmission line to a unidirectional transport-
ing chiral modes in a infinite transmission line, as shown in
Fig.1(a). We are only interested in photons with narrow band-
widths in the vicinity of atomic transition frequencies, thus
the integrals in (53) should be carried out over narrow inter-
vals around k31 and k21, with corresponding frequency ω31
and ω21, respectively.
Under rotating wave approximation, the interaction be-
tween the propagating photons and the flux qubit is governed
by
Hˆint = −~V31√
2pi
∫
k≃k31
dk
(
aˆ†k |1〉 〈3|+H.c.
)
−~V21√
2pi
∫
k≃k21
dk
(
bˆ†k |1〉 〈2|+H.c.
)
, (54)
where
Vij =
1
~
2eβ
1 + 2α+ 2β
√
2~ωij
c
|nij | (55)
is the coupling strength between the flux qubit and quan-
tized a- and b-mode photons in the transmission line. nij =
〈i| nˆm |j〉 is the transition elements. In general, Vij is ωk de-
pendent. However, in our case only photons within a narrow
bandwidth around the atomic frequency ωij can effectively
couple to the qubit, therefore we approximate the coupling
constant Vij as its value at ωk = ωij . This assumption is
equivalent to the Markovian approximation [64]. Using the
Fermi Golden Rule [44, 65], one can verify that the interac-
tion Hamiltonian (54) gives rise to the rate of spontaneous
emission into the transmission line as follows
Γij =
2
~
(
2eβ
1 + 2α+ 2β
)2
Zωij |nij |2, (56)
where Z =
√
l/c is the characteristic impedance of the trans-
mission line.
Finally, we give the Hamiltonian describing interaction be-
tween the classical field and the flux qubit. In the presence of a
classical microwave field, the voltage felt by the qubit locating
at the end of the transmission line is 12Vc(e−iωt+c.c.), whereVc andω are the amplitude and frequency of the classical field,
respectively. Here, we assume Vc is real and ω ≃ ω32. Un-
der rotating wave approximation, the corresponding interac-
tion Hamiltonian can be written as
Hˆd = −~Ω
2
(|3〉 〈2| e−iωt +H.c.) , (57)
where
Ω =
1
~
2eβ
1 + 2α+ 2β
|n32| Vc (58)
is the Rabi frequency of the classical field.
We assume that in the entire frequency range of interest the
linear dispersion relation holds. Thus the frequency of a- and
b-mode photon can be written as ωk = ωa + vg(k − ka) and
ωk = ωb + vg(k − kb), respectively, where ωa (ωb) is some
arbitrary frequency near ω31 (ω21), ka (kb) is the correspond-
ing wave vector. vg is the group velocity of the propagating
photons. In a rotating reference frame defined by the unitary
transformation,
U = exp
[
iωa
(∫
k≃k31
dkaˆ†kaˆk + |3〉〈3|
)
t
+iωb
(∫
k≃k21
dkbˆ†k bˆk + |2〉〈2|
)
t
]
, (59)
the total Hamiltonian can be written as
Hˆ/~ =
∫ +∞
−∞
dk′vgk
′aˆ†k′ aˆk′ +
∫ +∞
−∞
dk′′vgk
′′bˆ†k′′ bˆk′′
+(ω31 − ωa) |3〉 〈3|+ (ω21 − ωb) |2〉 〈2|
−Ω
2
(
|3〉 〈2| e−i[ω−(ωa−ωb)]t +H.c.
)
− V31√
2pi
∫ +∞
−∞
dk′
(
aˆ†k′ |1〉 〈3|+H.c.
)
− V21√
2pi
∫ +∞
−∞
dk′′
(
bˆ†k′′ |1〉 〈2|+H.c.
)
. (60)
Here we have set k′ = k− ka, k′′ = k− kb and extended the
limits of the sum over k′ (k′′) to (−∞,∞). By defining
aˆk′ =
∫ +∞
−∞
dxaˆe(x)e
−ik′x, (61)
bˆk′′ =
∫ +∞
−∞
dxbˆe(x)e
−ik′′x, (62)
and including the dissipation rate γi of the atom (including
the contributions of pure dephasing and photon loss to other
modes), one can get the effective real-space Hamiltonian (1).
Note that in Hamiltonian (1), we have adopted renormalized
frequencies by making a change of variables ω31−ωa → ω31,
ω21 − ωb → ω21, and ω − (ωa − ωb)→ ω.
9FIG. 5: (Color online) Flux bias dependence of energy levels, transition matrix elements, and spontaneous emission rates, for the lowest three
states. The circuit parameters are chosen as α = 0.7, β = 0.5, EJ = 80EC and Z = 50 Ω. (a) Energy levels, in units of EJ, of the flux qubit
vs reduced flux f . (b) Moduli |nij | of the transition matrix elements between states |i〉 and |j〉 vs f . (c) Spontaneous emission rates, in units
of EJ, between states |i〉 and |j〉 vs f .
B. Numerical results with experimentally feasible parameters
Figure. 5(a) shows the energy spectrum for the qubit Hamil-
tonian (51) and Fig. 5(b) the corresponding transition ma-
trix elements, both as functions of reduced magnetic flux f .
The circuit parameters are chosen as α = 0.7, β = 0.5,
EJ/~ = 2pi × 150 GHz, EC = EJ/80 and Z = 50 Ω, which
are experimentally feasible [45, 60, 61]. One can find that
the transition matrix elements have comparable values when
the reduced flux is slightly away from the degenerate point
f = 0.5, all the three transitions are nonzero, the flux qubit
can then be used as a ∆-type artificial atom [48] to realize
the scheme shown in Fig 1(b). Note that the spacing between
energy levels is highly tunable by adjusting the flux bias, en-
abling a broadband dynamic range in our frequency convertor.
Figure. 5(c) shows the spontaneous emission rate Γij as a
function of reduced magnetic flux f . One can see that Γij
are about three orders of magnitude smaller than the energy
separations of the three-level system. Thus our previous treat-
ing the transmission line modes as distinct ones is reason-
able. In Sec II B. we have shown that for both frequency up-
and down-conversion cases, to obtain an efficiency close to
1, sufficiently low photon loss should be guaranteed, namely,
the condition (32) should be satisfied. Note that in condi-
tion (32), γ3 models the spontaneous emission of the atomic
level |3〉 due to coupling to the degrees of freedom other than
a-modes. Specifically, these including the degrees of free-
dom in the environment and the transmission-line modes cou-
pling to the transition |2〉 ↔ |3〉, where the corresponding
decay rates are defined as γ˜3 and Γ32, respectively, satisfying
γ3 = γ˜3+Γ32. While γ2 describes the spontaneous emission
of the atomic level |2〉 due to coupling to modes other than
b-modes. To satisfy condition (32), we suggest that the emit-
ter is perfectly coupled to the transmission line, i.e., γ2 ≃ 0,
γ˜3 ≃ 0, and at the same time Γ32 ≪ Γ31. These conditions
are experimentally feasible in our proposal based on super-
conducting circuits. Firstly, recent experiments [38, 41–43]
have demonstrated that the microwave photons can be cou-
pled extremely efficiently to a single artificial atom, show-
ing extinction efficiencies in an open transmission line up to
99.6% [41]. That is to say, the majority of the decayed light
from the artificial atom is guided into transmission line modes
(so called “strong coupling” between the atom and the trans-
mission line [24, 30]), meaning that γ2 ≃ 0, γ˜3 ≃ 0. In
addition, the condition Γ32 ≪ Γ31 can be guaranteed by bias-
ing the flux qubit around f = 0.485, or f = 0.515, as shown
in Fig. 5(c).
To verify above analysis, we plot the conversion efficien-
cies for perfect coupling case (i.e., γ2 ≃ 0, γ3 ≃ Γ32) as
functions of f around these two areas, as shown in Figs. 6(a)
and 6(b). The solid line is the conversion efficiency for fre-
quency down-conversion case, and the dashed line for fre-
quency up-conversion case, respectively. Here we assume
the photon is monochromatic and on-resonance, the accord-
ing conversion efficiencies are given by |Tb|2 in Eq. (26) (fre-
quency down-conversion case) and |T˜a|2 in Eq. (39) (fre-
quency up-conversion case), respectively. Clearly, these re-
sults give the upper limits (i.e., single frequency limits) for the
case of a single-photon pulse with finite bandwidth. Specif-
ically, the flux bias f = 0.4845 and f = 0.5155, indicated
by the vertical thin lines in Figs. 6(a) and 6(b), are optimal
for frequency conversion. The corresponding conversion effi-
ciencies are 95.9% for frequency down-conversion case (solid
line), and 96.1% for frequency up-conversion case (dashed
line), respectively. In addition, for both down-conversion
and up-conversion cases, efficiencies over 90% can be ob-
tained in a desirable flux bias range 0.4812 < f < 0.4898
or 0.5102 < f < 0.5188, as shown by the shaded areas in
Figs. 6(a) and 6(b).
When biasing the flux in this region, while Γ32 is much less
than Γ31, but the corresponding transition elements |n32| is
not so small, as shown in Fig. 5(b), thus energy levels |2〉 and
|3〉 can be easily coupled by applying a classical driving field.
Our simulation shows that, if the circuit parameters are the
same as those in Fig. 5, to obtain a Rabi frequency satisfying
the condition (25) or (38), the order of magnitude of the am-
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FIG. 6: (Color online) The conversion efficiencies for a monochromatic and on-resonance photon as functions of f . Here perfect coupling
between flux qubit and transmission line is assumed. The solid line is the down-conversion efficiency, and the dashed line plots the up-
conversion efficiency. The flux bias f = 0.4845 and f = 0.5155, marked by the vertical thin lines in (a) and (b), are optimal working points
for frequency conversion. (a) The conversion efficiency around f = 0.4845; (b) The conversion efficiency around f = 0.5155.
plitude of the classical field should be 10−7 ∼ 10−6 V, which
is experimentally feasible [66].
In practice, a single-photon pulse is always with finite band-
width. Fig. 7 shows input Gaussian photon pulses and resulted
outputs, illustrated by the case of frequency down-conversion.
The flux bias is set as f = 0.4845, which is optimal for fre-
quency conversion. The corresponding frequency separations
of qubit are ω31/2pi = 20.318 GHz, ω21/2pi = 17.033 GHz
and ω32/2pi = 3.285 GHz, and the spontaneous decay rates
are Γ31/2pi = 0.118 GHz, Γ21/2pi = 0.041 GHz, and
Γ32/2pi = 0.005 GHz. According to recent experiments [41],
we assume that γ˜3/Γ31 = γ2/Γ21 = 0.001. That is to
say, the qubit-waveguide coupling efficiency is about 99.9%.
In Figs. 7(a) and 7(b), the solid blue curves show the input
pulses centered at frequency 20.318 GHz, which is on res-
onance with the |1〉 ↔ |3〉 transition. Dashed blue curves
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FIG. 7: (Color online). Input and output pulses for the case of fre-
quency down conversion. The input Gaussian pulses with different
pulse widths, shown by the solid blue curves, are centered at fre-
quency 20.318 GHz : (a) The width of input pulse is 0.05 GHz;
(b) The width of input pulse is 0.005 GHz. Dashed blue curves
are the elastically scattered (i.e., frequency-unshifted) outputs, and
dot-dashed red curves are the inelastically scattered (i.e., frequency-
shifted) outputs. The flux bias is set as f = 0.4845, the qubit-
waveguide coupling rate is 99.9%, other circuit parameters are the
same as in Fig. (5).
are the elastically scattered (i.e., frequency-unshifted)outputs,
and dot-dashed red curves are the inelastically scattered (i.e.,
frequency-shifted) outputs. In Fig. 7(a) the width of input
pulse is 0.05 GHz, which is comparable to Γ21. In this case,
the condition (46) is not satisfied. The frequency-unshifted
outputs are not negligible, as shown by the dashed blue curve
in Fig 7(a). Consequently, the conversion efficiency is low-
ered to 78.6% due to off-resonance effects, far below the
single frequency limit 95.9%. On the contrary, in Fig. 7(b)
the width of input pulse is 0.005 GHz, satisfying condition
(46). In this case, the elastically scattered outputs almost van-
ish [see the dashed blue curve in Fig. 7(b)] because the off-
resonance effects can be negligible. Accordingly, the conver-
sion efficiency is up to 95.5%, only slightly below the single
frequency limit 95.9%.
In experiments, the input field can also be a weak con-
tinuous microwave field (probe field), instead of a single-
photon. If the input continuous field is sufficiently weak
(single-photon limit), our analytical calculations based on
single-photon scattering problem can still well describe the
frequency-conversion process. If the input power is increased,
the conversion efficiency becomes lower due to saturation of
the atom. In this nonlinear region, we can treat the prob-
lem numerically. Here we take the case of frequency down-
conversion as an example. We can write down a semi-classical
Hamiltonian by assuming the input (coupling levels |1〉 and
|3〉) and control fields (coupling levels |2〉 and |3〉) as two
continuous microwave fields with Rabi frequencies Ωp and
Ω, respectively. We can obtain the transmission coefficients
(frequency-conversionefficiency) of the input field using mas-
ter equation method (see Appendix for details). In our sim-
ulation, the circuit parameters are chosen as those in Fig 7.
In Fig. 8(a), we compare the analytical results [Eq. (21) and
Eq. (22)] with numerical ones under conditionΩp ≪ Γ31. We
can see that when the input continuousmicrowave field is suf-
ficiently weak (Ωp = 0.01Γ31), the numerical results are in
good agreement with the analytical ones obtained by treating
the input field quantum mechanically. Clearly, in this weak
field (or single-photon) limit, a high conversion efficiency
close to 1 can be obtained, as shown in Fig. 8(a). When the
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FIG. 8: (Color online) (Color online) Effects of nonlinearity on the transmission spectra (frequency down-conversion case). (a) Transmission
spectra when Ωp = 0.01Γ31; (b) Transmission spectra when Ωp = 0.5Γ31; (c) Transmission coefficients as function of Ωp. Other parameters
are the same as in Fig. (7).
power of the incident microwave is increased (Ωp ∼ Γ31 or
Ωp > Γ31), the atom will be saturated, resulting a lower trans-
mission probability |Tb|2 (i.e., down-conversion efficiency).
Note that in this nonlinear region, the analytical calculations
by taking single-photon limit fail. But the transmission spec-
tra can still be numerically calculated using master equa-
tion method. Fig. 8(b) shows the transmission spectra when
Ωp = 0.5Γ31. One can see that for a resonantly incident
field, the conversion efficiency |Tb|2 ≃ 37.2%. The trans-
mission coefficients for on-resonance input fields as functions
of Ωp are given in Fig. 8(c). With increasing Ωp, more pho-
tons of the microwave field Ωp transmit without interaction
with the atom because of the saturation of the atom excita-
tion. Consequently, the transmission |Ta|2 monotonically in-
creases, as shown by the dashed line in Fig. 8(c). On the
other hand, only the photons interacting with the atom can
convert to frequency-shifted ones, thus with increasing Ωp
the ratio of down-converted photons to input photons must
become smaller. Consequently, the transmission probability
|Tb|2 monotonically decreases, as shown by the solid line in
Fig. 8(c). We should emphasize that, when single-photon
condition Ωp ≪ Γ31 is satisfied, the system we studied can
work as an idea frequency convertor with conversion effi-
ciency close to 1.
IV. CONCLUSIONS AND DISCUSSIONS
In summary, we study an efficient single-photon frequency
conversion in microwave domain based on superconduct-
ing quantum circuits. Our proposal requires a single three-
level superconducting artificial atom with ∆-type transition
configuration embedded at the end of a semi-infinite one-
dimensional transmission line. The frequency conversion
can be controlled and optimized by tuning the parameters
(strength and detuning) of the applied microwave field. We
demonstrate that this device can achieve single-photon fre-
quency up- or down-conversionwith efficiency close to 100%.
As an example, we study the frequency conversion using
superconducting flux qubit circuits. We show that conversion
efficiency higher than 95% can be obtained with experimen-
tally feasible parameters. Note that throughout our proposal,
the state of emitter only needs to be manually prepared to
ground state once. After frequency-conversion operation, the
emitter will return to its ground state and is ready for the next
operation cycle. Our convertor also works in a broadband fre-
quency range. For example, by changing the flux bias of a flux
qubit circuit, the frequencies of input and output photons, and
accordingly, the difference between them are highly tunable
(a few GHz). The device studied here is suitable for on-chip
integrations and may have broad applications in areas such
as quantum information processing utilizing superconducting
circuits, microwave single-photon detection, and quantum in-
terface connecting devices operating at different frequencies
in the future hybrid quantum network.
In our proposal, a control field Ω is used to optimize the
conversion efficiency. We note that the quantum fluctuation
of the control field should in principle be included when the
strength of the control field is finite. However, in the parame-
ter regime that we discussed, we find that the finite amplitude
effect is negligibly small when the Rabi frequency of control
field is comparable to the decay rates. Similar to the deriva-
tion for input field in Appendix, we can derive that the average
photon-number of the control field within decay time scale
2pi/Γ32 is N = piΩ
2/(2Γ232). If we let the Rabi frequency
of control field satisfy Eq. (25) and use experimentally feasi-
ble parameter given in Sec. IIIB, we find N ≃ 37, which is
much larger than 1. Note that only when N ≪ 1 the control
field should be treated as single-photon field and the quantum
fluctuation of the control field play significant role. Thus we
can safely neglect the fluctuation of the control field within
the parameter regime that we considered.
We emphasize that although our discussions on physical re-
alization of our proposal are focused on superconducting cir-
cuits, the general analysis in Sec. II A can also be applica-
ble for other quantum systems with ∆-type transition struc-
ture, including chiral molecules [67–69], asymmetric quan-
tum wells [67], and natural atoms with the two metastable
states coupling by a microwave through magnetic-dipole tran-
sition [70]. Thus, the frequency convertor based on our
12
scheme can be implemented in a variety of systems and work
at other frequencies besides microwave.
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Appendix A: NUMERICAL CALCULATION USING
MASTER EQUATION
In this appendix, we numerically calculate the frequency
conversion efficiency using a semiclassical method. Here we
discuss the frequency down-conversion case only. We treat
both the weak input field (couples levels |1〉 and |3〉) and the
strong control field (couples levels |2〉 and |3〉) as continuous
microwave fields. Note that the end of the transmission line is
broken at x = 0. Under this boundary condition, the external
voltage signal (not including the fields re-emitted by the atom)
in the semi-infinite transmission line can be written as
V0(x, t) =
1
4
Vp(eikx + e−ikx)e−iνtθ(−x)
+
1
4
Vc(eikωx + e−ikωx)e−iωtθ(−x) + c.c., (A1)
which includes incident field and directly reflected field. Here,
without loss of generality, we assume that the amplitudes Vp
and Vc are real. The voltage felt by the artificial atom (flux
qubit) locating at the end of the transmission line (x = 0)
is 12Vpe−iνt + 12Vce−iωt + c.c. Note that the probe (control)
field with frequency ν (ω) is nearly resonant with the transi-
tion channel |1〉 ↔ |3〉 (|2〉 ↔ |3〉). Thus under rotation wave
approximation, the Hamiltonian of artificial atom can be writ-
ten as
Hˆs =
3∑
i=1
~ωi|i〉〈i|
−~
2
(
Ωpe
−iνt|3〉〈1|+Ωe−iωt|3〉〈2|+H.c.) ,(A2)
where the Rabi frequencies are defined as Ωp =
1
~
|q31|Vp and
Ω = 1
~
|q32|Vc, respectively. Here qij is matrix elements of ef-
fective charge operator qˆ = 2eβ1+2α+2β nˆm (like dipole moment
matrix elements in atomic physics).
It is convenient to work in the interaction picture. Here we
define
Hˆ0 = ~ω1|1〉〈1|+~(ω1+ν)|3〉〈3|+~(ω1+ν′)|2〉〈2| (A3)
with ν′ = ν − ω. After using Hˆs → eiHˆ0tHˆse−iHˆ0t, we
find in the interaction picture, the Hamiltonian of this driven
three-level system reads
Hˆs = −~∆p|3〉〈3| − ~ (∆p −∆) |2〉〈2|
−~
2
(Ωp|3〉〈1|+Ω|3〉〈2|+H.c.) , (A4)
where the detunings are defined as∆p = ν− (ω3−ω1),∆ =
ω − (ω2 − ω1). The dynamics of the atom can be described
by the master equation
dρˆ
dt
=
1
i~
[
Hˆs, ρˆ
]
+ L [ρˆ] , (A5)
where the Lindblad term is defined by
L [ρˆ] = Γ31 (|1〉〈1| − |3〉〈3|) + Γ32 (|2〉〈2| − |3〉〈3|)
+Γ21 (|1〉〈1| − |2〉〈2|)−
∑
i6=j
γijρij |i〉〈j|. (A6)
Here Γij (i > j) are the relaxation rates between the levels
|i〉 and |j〉, as defined in the main text. γij = γji are the
damping rates of the off-diagonal terms. Specifically, γ12 =
Γ21/2+ γ
ϕ
12/2, γ13 = (Γ32+Γ31)/2+ γ
ϕ
13/2, γ23 = (Γ32+
Γ31+Γ21)/2+γ
ϕ
23/2, with γ
ϕ
ij being the pure dephasing. The
pure dephasing γϕij and the photon loss rate γi defined in main
text have relations: γϕ12 = γ2, γ
ϕ
13 = γ3, γ
ϕ
23 = γ2 + γ3.
The external fields can induce an effective charge qˆ on the
artificial atom at x = 0 (playing a role of atomic polarization).
The corresponding expectation value is qe = Tr[qˆρˆ]. Here we
are interest in the components at frequencies ν and ν′, which
can be written as
q13ρ31e
−iνt + q12ρ21e
−iν′t + c.c. (A7)
Without loss of generality, we can replace qij by its absolute
value |qij | (i.e., move the phase factor of qij into ρji). This
oscillating charge as a point-like source can re-emitting mi-
crowave into the transmission line. The net wave in the trans-
mission line should be superposition of the externally applied
waves and the re-emitted waves by the artificial atom, which
satisfies the relevant one dimensional wave equation:
∂xxV (x, t) − v−2g ∂ttV (x, t) = lδ(x)∂ttqe(t), (A8)
where vg = 1/
√
lc is the group velocity, l and c are character-
istic inductance and capacitance per unit length. Specifically,
the components of the field oscillating at frequencies ν and ν′
can be written as
V (x, t) =
1
4
Vpeikx−iνtθ(−x) + 1
4
TaVpe−ikx−iνtθ(−x)
+
1
4
√
ν′
ν
TbVpe−ik
′x−iν′tθ(−x) + c.c. (A9)
where Ta and Tb are defined as photon number transmission
coefficients. Substituting Eqs. (A9) into Eqs. (A8), and after
some calculations, we have
Ta = 1 + 2i
Γ31
Ωp
ρ31 (A10)
Tb = 2i
√
Γ31Γ21
Ωp
ρ21 (A11)
13
To give the single-photon condition of the input field, we
can define an average number of photons per interaction time
2pi/Γ31 as N = 2piP/(~νΓ31). Here the probe power is
P = (V(in)p )2/(2Z), where V(in)p = Vp/2 is the complex am-
plitude of input field. By using Ωp =
1
~
|q31|Vp and Γ31 =
2
~
Zω31|q31|2, one can rewritten the average number of pho-
tons as N = piΩ2p/(2Γ
2
31). Note that the single-photon condi-
tion is N ≪ 1, thus it can be equally written as Ωp ≪ Γ31.
To generate frequency down-converted photons with high ef-
feciency, the average number of input photons within the time
scale 2pi/Γ21 should also much less than 1, resulting in the
condition Ωp ≪ Γ21. If the Rabi frequency of control field
satisfies Eq. (25), we find Ω ≃ √Γ31Γ21 ≥ min(Γ31,Γ21).
Thus if the input probe Ωp satisfies the conditions Ωp ≪ Γ31
and Ωp ≪ Γ21, we furthermore have Ωp ≪ Ω.
If the input field Ωp is sufficiently weak (Ωp ≪ Ω, Ωp ≪
Γ31, Ωp ≪ Γ21), the analytical expressions of the induced
coherence between levels |1〉 and |2〉 (|3〉), up to the first order
of Ωp, can be written as
ρ
(1)
21 =
− 14ΩpΩ
[i (∆p −∆)− γ12] (i∆p − γ13) + Ω24
, (A12)
ρ
(1)
31 =
−iΩp2 [i (∆p −∆)− γ12]
[i (∆p −∆)− γ12] (i∆p − γ13) + Ω24
. (A13)
Substituting above results into Eqs. (A10) and (A11), we find
Eqs. (21) and (22) in the main text (which obtained by treating
the input field as single photon) can be repeated. This means
that in this weak-inout (or single-photon) limit, the two meth-
ods are equivalent.
When the power of the incident microwave is increased
(Ωp ∼ Γ31 or Ωp > Γ31), the atom will be saturated. In this
nonlinear region, the analytical calculations by taking weak-
input-field (or single-photon) limit fail. But we can still nu-
merically calculate the steady-state density matrix elements
ρij by utilizing the mater equation (A5), and further obtain
transmission coefficients through Eqs. (A10) and (A11). The
results are shown in Figs. 8(a)-(c) and the corresponding dis-
cussions are given in Sec. IIIB in the main text.
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