Of primary concern in the statistical analysis of the results of an experiment is to quantify the mean response to treatment and to accurately quantify the experimentation error variance. The traditional approach to account for nuisance sources of variation or a heterogeneous popUlation is to group or block the popUlation (or sample) into homogeneous groups with respect to a concomitant variable. A blocking term then is included in the statistical analysis. Alternatively, concomitant variables can be used as covariate information in a statistical analysis. A statistical analysis incorporating blocks assumes that the magnitude of difference in treatment response is equal across all blocks. Covariate information is used in an analysis to describe individual differential treatment effects on response. Covariate information used in conjunction with blocks may allow for a more realistic and appropriate estimate of the experimentation error variance and, thus, a more powerful analysis.
Introduction
The reliability of an inference drawn from an experiment is determined by the quality of the information (data) collected during the experiment and the appropriateness of the statistical analysis. In addition to being able to quantify the mean response of a subject (experimentation unit) to treatment, another primary concern is being able to quantify the experimentation error variance associated with the observed data. The experimentation error variance is the variation in response associated with the defined experimentation unit that would be expected in repeated application of an identical treatment to different experimentation units under similar conditions. The experimentation error variance provides the ability to determine if a statistically significant treatment response has been observed. It also partly defines the limits of the popUlation to which the statistical inference can be extended.
In order to accurately quantify the experimentation error variance, all other sources of variation not associated with experimentation error must be quantified and partitioned from the estimate of the experimentation error variance. Depending on the experimentation unit defined in the experiment, such sources of variation could include pen-to-pen variation, variation due to location, or variation due to day of the week or other concomitant variables. Often, these additional sources of variation not related to experimentation error are called nuisance sources of variation. If the design and conduct of the experiment do not address all sources of variation, the statistical analysis may be less effective, or making a reliable inference may not be possible. To accurately summarize the data and quantify the experimentation error variance, the statistical analysis must reflect both the design and conduct of the experiment and the characteristics of the response variable.
A key component in the experimentation process is the appropriate randomization of treatments to experimentation units. Traditionally, randomization is thought of as a mechanism to help reduce or eliminate bias from the experimentation process. Randomization also provides the ability to accurately estimate not only the mean response to treatment but also the experimentation error variance by helping to control or account for nuisance sources of variation. In addition, randomization can help to maintain equality of treatment allocation among experimentation groups throughout the experiment, which helps provide more powerful analyses.
The objective of this paper is to discuss how a judicious randomization of treatments to experimentation units can maximize the information obtained from the response data and the subsequent statistical analysis. Four examples are discussed to highlight the importance of recognizing nuisance sources of variation and incorporating them into the experiment through randomization and appropriate statistical analysis.
Basic Design
Each of the following examples is based on the results of a study that was conducted to determine the effect of various levels of treatment on the weight of calves. Four treatment groups were involved in the study: a control with low, medium, and high dose levels. Ten calves were assigned through randomization to each treatment group.
The following series of examples will demonstrate the effect of two different randomization schemes on the conduct, results, and interpretation of the experiment. In addition, two statistical analysis strategies will be presented to demonstrate how differing randomization schemes can influence both the statistical analysis and interpretation of the results. Together, these examples demonstrate several possibilities for controlling or accounting for the effect of nuisance sources of variation through randomization and analysis techniques.
Completely Randomized Design Structure
In this first example, treatment was assigned to each experimentation unit (calf) in a completely random fashion, without regard to any concomitant variable or characteristic. A computer-generated randomization table was used to assign treatments to help assure an unbiased allocation, as well as equal representation among the four treatment groups. This method of randomization assumes that the calves in the study represent a sample from a homogeneous population, which is not stratified by some systematic characteristic. It also assumes that calves within the population would respond to an identical treatment in a similar manner. Thus, calf-to-calf variation in response represents experimentation error variation. Table 1 is a summary of the completely randomized allocation of treatments to calves and the final weight observed for each calf at the end of study. Figure 1 is a graphical representation of the final weight measurements for each calf by treatment group, which appears to indicate an increasing trend in final weight with increased level of dose. A statistical analysis is used to determine if the apparent difference in final weight among treatment groups is significant and, thus, a repeatable response.
In this example, the experiment was conducted with a one-way treatment structure and a completely randomized design structure. Thus, the statistical analysis must incorporate both differences in final weight due to treatments and differences in final weight due to between-calf variation within a treatment group. Here, the variation in final weight among calves within the same treatment group provides the estimate of the experimentation error variance. This measures the variation in response that would be expected if no differences existed among treatment groups. If the difference in final weight associated with treatment is in excess of the experimentation error variance, a significant treatment difference is declared. The analysis of variance (ANOVA) model for this design is Yij = ~i + £ij where Yij denotes the final weight of calf j receiving dose i, ~i denotes the mean effect of dose i, and £ij denotes random error with £ij -iid N(O, cr~). Table 2 is a summary of the ANOVA using the data displayed in Table 1 . The estimate of the experimentation error variance is 323.51303 with 36 degrees of freedom, given as the mean square error. The test statistic for detecting treatment differences has a value of 1.14 with a corresponding p-value of 0.3470, which indicates that no significant treatment differences among groups can be declared. Although not relevant for this example, pairwise comparisons among the least squares means for treatment response also do not indicate any significant treatment differences (p20.0955).
Analysis of Covariance
Analysis of covariance is a statistical technique useful for accommodating the effect of a concomitant variable (covariate) in the statistical analysis. The technique assumes that a linear relationship exists between the response and the concomitant variable. Analysis of covariance also allows for treatment to affect the magnitude of the relationship where, for example, the difference in final weight among treatment groups may be more dramatic in calves with heavier initial weights. The experimentation error variance is estimated after the response data are adjusted for the effect of the covariate. If the covariate has a significant effect on response, the estimate of the experimentation error variance obtained through analysis of covariance will be smaller than the estimate obtained through ANOVA techniques. Because ANOVA does not accommodate covariate effects, the reported mean square error from ANOVA is a combined estimate of both the experimentation error variance and variation in response due to the covariate. The estimate will be inflated and, thus, if used, may leave significant treatment differences undetected.
Continuing with the previous example data presented in Table 1 , a potential covariate associated with final weight is initial weight of each calf prior to treatment. Table 3 is an expanded data listing showing each calf's initial weight. The final weight data are the same as given in Table 1 with the same completely randomized treatment allocation. The analysis of covariance model for this design is Yij = ~i + f3 i X ij + £ij where Yij denotes the final weight of calf j receiving dose i, ~i denotes the mean effect of dose i, f3 i denotes the differential effect of initial weight on final weight for dose i, x ij denotes the initial weight of calf j receiving dose i, and £ij denotes random error with £ij -iid N(O, a~). Table 4 is a summary of the analysis of covariance results of the data presented in Table 3 , assuming differential effects of the covariate (initial weight) on final weight among treatment group. The test for differential covariate effects is not significant (p=O.6594). Thus, an analysis of covariance assuming a common effect of initial weight on final weight for all treatment groups is considered. Table 5 is a summary of the analysis of covariance results assuming a common effect of initial weight on final weight for all treatment groups. The test for a common covariate effect is significant (p=O.0174), indicating that the initial weight of calves is important to accurately estimate the experimentation error variance. The estimate of the experimentation error variance is 282.45172 with 35 associated degrees of freedom. This represents a significant reduction in the variance estimate as compared to the results of the ANOVA given in Table 2 , which does not allow for the covariate effect. Although the estimate of the experimentation error variance is reduced, the test for differences among treatment groups remains not significant (p=O.2680). The least squares means reported in Table 5 are adjusted for the mean initial weight.
The significant covariate effect detected in the analysis reported in Table 5 also could be interpreted as indicating that initial weight is a nuisance source of variation that should be accommodated in the randomization scheme. Analysis of covariance techniques assume a linear relationship between the covariate and response. If the relationship between covariate and response is nonlinear, for example, analysis of covariance techniques alone may not be able to provide an accurate estimate of the experimentation error variance. A restricted randomization scheme can be useful to help control the effect of nuisance sources of variation. The following examples describe an alternative randomization scheme and analysis strategy.
Randomized Complete Block Design Structure
A randomized complete block design structure assumes that the popUlation is not homogeneous in the sense that individuals within the popUlation will respond differently to treatment depending on some characteristic or concomitant variable. In the above examples, initial weight proved to be related to final weight and a nuisance source of variation. However, the presented analysis of covariance assumed a linear relationship between initial and final weight. If a linear relationship cannot be assumed, a more flexible approach to accommodate a concomitant variable is to block or group the population (or the obtained sample of experimentation units) with respect to the concomitant variable. Treatment then is assigned randomly to individuals within each block. The randomization scheme is termed complete if each treatment is represented in each block at least once. Other possible concomitant or blocking variables could be location of a pen within a barn, day of week, or breed of animal.
The philosophy behind the completely randomized block design assumes that, although response to treatment may be increased or decreased corresponding to an increase or decrease of the concomitant or blocking variable, the relative magnitude of difference between treatments remains constant. Then, once the data have been adjusted through the analysis for block-to-block variation, the experimentation error variance can be estimated independently of block variation. Keeping block sizes as small as possible is usually recommended because large blocks tend to represent a larger portion of the total population and allow a broader range of the concomitant variable to be represented within each block. Thus, the nuisance source of variation is reintroduced into the blocks, causing the blocks to be less effective. Table 6 is a listing of the data from the previous examples, utilizing initial weight as a blocking variable. Here, calves were ranked from smallest to largest in terms of initial weight. They then were grouped into blocks of four, with each block housed in individual pens. Treatments were assigned randomly to calves within each block, with each treatment group randomized to an experimentation unit in each block. The rationale supporting a blocked randomization using initial weight is that the estimated experimentation error variance better characterizes response in practice. The ANOVA model for this blocked design is Yij = b j + ~i + £ij where Yij denotes the final weight of calf j receiving dose i, b j denotes the effect of block j, ~i denotes the mean effect of dose i, and £ij denotes random error with b j -iid N(O, a~) and £iji i d N ( 0, a~). Table 7 is a summary of the ANOVA using the data displayed in Table 6 and incorporating the blocked design structure to accommodate pen-to-pen variation. By including a term for pen differences in the ANOVA, the response to treatment is adjusted by centering each calf's final weight by the average final weight of the corresponding pen. The remaining variation in response is then a measure of the experimentation error variance. Based on the analysis reported in Table 7 , the estimate of the experimentation error variance is 56.89532 with 27 degrees of freedom. This represents a significant reduction in the estimate of the experimentation error variance as compared to the ANOVA results reported in Table 2 , as noted by the significant test of pen variation (p=O.OOOl). The loss of degrees of freedom associated with the estimate of the experimentation error variance as compared to the analysis reported in Table 2 is more than compensated for by the reduction in the estimate of the experimentation error variance.
If blocking is used inappropriately, the reduction of degrees of freedom can produce an inflated estimate of the experimentation error variance, thus again causing significant treatment differences to remain undetected. In this example, blocking by pen on initial weight was appropriate and effective, resulting in a significant test for treatment group differences (p=O.0019) Pairwise comparisons among the least squares means for treatment response indicate that the control treatment group demonstrated a significant and lesser response to treatment as compared to the high-dose group (p=O.0004). In addition, the high-dose group demonstrated a significant and greater response to treatment as compared to both the low-(p=O.0021) and medium-(p=O.0468) dose groups.
By blocking initial weight by pen, other sources of variation, such as' pen location, could be incorporated in the statistical analysis. However, incorporating other random effects into the statistical analysis may redefine the experimentation error variance, restricting the limits of the population of inference. As discussed earlier, traditional analysis of covariance techniques assume a linear relationship between the covariate and response. If the relationship is not linear, analysis of covariance alone may not be adequate to provide an accurate estimate of the experimentation error variance. On the other hand, blocking is most effective if distinct and homogeneous groups of experimentation units can be defined.
Considering the data as presented in Table 6 , blocked by initial weight, the maximum differences in initial weight are 4.9 lbs. among the calves in pen #9 and 4.3 lbs among the calves in pen #10, for example. But the difference between the largest calf in pen #9 compared to the smallest calf in pen #10 in terms of initial weight is 0.2 lbs. This implies that, in terms of initial weight, similarity may exist between pens that cannot be accounted for by use of a blocked randomization scheme. If the blocking variable is a numeric measure, using analysis of covariance techniques in conjunction with a blocked randomization scheme may provide the best estimate of the experimentation error variance. The blocked analysis of covariance model for this design is Yij = b j + Jli + (3i X ij + £ij where Yij denotes the final weight of calf j receiving dose i, b j denotes the effect of block j, Jli denotes the mean effect of dose i, (3i denotes the differential effect of initial weight on final weight for dose i, x ij denotes the initial weight of calf j receiving dose i, and £ij denotes random error with b j -iid N(O, a~) and £ij -iid N(O, a~). Table 8 is a summary of the blocked analysis of covariance results of the data presented in Table 6 , incorporating both the blocked design structure as well as initial weight as a covariate. The estimate of the experimentation error variance is 47.07360 with 23 degrees of freedom. Here, differential covariate effects are detected among the treatment groups (p=0.0488). This indicates that comparisons among treatment groups must be conducted for a given value of the covariate. Unless specific values of the covariate are of interest, a traditional choice is to compare treatments at the 25th, 50th, and 75th percentiles of the covariate. For the data in Table 6 , the 25th, 50th, and 75th percentiles of initial weight are 76.2, 83.6, and 89.6 lbs, respectively. From the results reported in Table 8 , no significant differences among treatment groups were detected at the 25th percentile of the covariate (p=0.0515), but significant differences among treatment groups were detected at the 50th (p=0.0006) and 75th (p=0.0003) percentiles of the covariate. At the 50th percentile of the covariate, significant differences were detected between the control group and both the medium-(p=0.0301) and high-(p=O.OOOl) dose groups. In addition, significant differences were detected between both the low-(p=O.0007) and medium-(p=O.0285) dose groups when compared to the high-dose group. At the 75th percentile of the covariate, significant differences were detected between the control group and both the medium-(p=O.0019) and high-(p=O.OOOl) dose groups. In addition, a significant difference was detected between the low-and high-dose groups (p=O.0028).
An alternative analysis strategy is to express the covariate information as deviations from the block mean initial weight. This would allow for differential covariate effects between the smallest and largest calves in each pen. The blocked analysis of covariance model for this design and analysis strategy is y .. = b· + II. + o· (x .. -x. ) + £ .. where y .. denotes the final lJ J r, l lJ l. lJ lJ weight of calf j receiving dose i, b j denotes the effect of block j, Jli denotes the mean effect of dose i, 0i denotes the differential effect of initial weight on final w~ight for dose i, x ij denotes the initial weight of calf j receiving dose i, Xi. denotes the pen average initial weight, and ['J denotes random error with b j -iid N(O, a~) and [ij - iid N(O, a~). Table 9 is a summary of the blocked analysis of covariance results of the data presented in Table 6 , incorporating both the blocked design structure and adjusted initial weight as a covariate expressed as deviations from the pen averages. The estimate of the experimentation error variance is 53.07012. with 23 degrees of freedom. Here, differential covariate effects are not detected among the treatment groups (p=0.1678). Thus, an analysis of covariance assuming a common covariate effect for all treatment groups is considered. Table 10 is a summary of the blocked analysis of covariance results of the data presented in Table 6 , assuming a common covariate effect for all treatment groups. The test for a common covariate effect is not significant (p=0.5409). Deleting the common covariate term would reduce the analysis model to the blocked analysis summarized in Table 7 .
The two blocked analysis of covariance testing strategies can be combined into one analysis model. However, the analysis model will be overparameterized, resulting in some loss of information from the resulting analysis. The blocked analysis of covariance model ~or this design and analysis strategy is Yij = b j + J1i + {3i X ij + 0i (xij -Xi.) + [ij where Yij denotes the final weight of calf j receiving dose i, b j denotes the effect of block j, J1i denotes the mean effect of dose i, (3i denotes the differential effect of initial weight on final weight for dose i, Xij denotes the initial weight of calf j receiving dose i, 0i denotes the differential effect of initial weight expressed as_a deviation from the block mean initial weight on final weight for dose i, Xi. denotes the pen average initial weight, and [ij denotes random error with b j -iid N(O, a~) and [ij -iid N(O, a~) . Table 11 is a summary of the combined blocked analysis of covariance results of the data presented in Table 6 , assuming a differential covariate effect for all treatment groups. Neither test for differential covariate effects was significant. Removing the heterogeneous covariate effect of initial weight as a deviation from the block mean (p=0.1499) reduces the analysis of covariance model to the blocked analysis of covariance summarized in Table 8 .
Summary
Drawing reliable inferences from an experiment requires not only accurate estimation of treatment response but also accurate estimation of the experimentation error variance. The estimate of the experimentation error variance provides the measure for detecting significant differences among treatment groups. The best estimate of the experimentation error variance will be independent of all other sources of variation. Highlighting potential nuisance sources of variation when designing the experiment is important to help assure successful completion.
Appropriate randomization of treatment to experimentation unit is an important part of the experimentation process. In addition to helping to remove obvious bias from the response data, randomization provides a mechanism to account for nuisance sources of variation.
The statistical analysis must reflect the design and conduct of the study as well as characteristics of the response measure. The sequence of examples discussed in this paper demonstrate how randomization and appropriate ANOVA strategies allow for accurate estimation of the experimentation error variance. Table 1 Completely Randomized Design Response Data: Final Weight (lbs) 
