The answer to the general question was not known by the author until the Commutative Algebra Conference in June of 1974 at the University of Nebraska where a counterexample was produced by Andy Magid. He has graciously requested that it be reproduced in this paper. The fact that rings with nilpotent Jacobson radical are power-invariant is known [6] . The paper will also show that if i? [ 
[X]] = S[[F]]
, under the assumption that certain elements are not zero-divisors that there exist one-to-one maps from R into S and S into R. In particular, this is the case if R is a domain. Finally, the paper generalizes the power-invariant results to an arbitrary number of variables.
The following notational conventions will be observed and referred to throughout the paper. J(R) will denote the Jacobson radical of a ring R. W, R, S, X, Y, j, u, v will 
be such that W=R[[X]] = S[[Y]]
where X and Y are analytic indeterminates over R and S respectively; Y = j + uX, and X = k + vY where Je J (R), ueW,ke J(S) , and v e W.
Note that since W is complete with respect to both (X) and (Y), W is also complete with respect to (X, Y) and thus also complete with respect to the ideals jW and kW contained in (X, Y). (If {w n } is a Cauchy sequence in the (X, F)-adic topology, it can be written as a sum of two Cauchy sequences {s n } and {t n } which are also Cauchy with respect to the (X)-adic and (Y)-adic topologies respectively. Let s be the limit of {sj in the (X)-adic topology and t the limit of {t n } in the (Y)-adic topology. Since s and t are then limit points of {s % } and {t n } respectively in the (X, F)-adic topology, s + t is a limit point of {w n }. Conceivably the (X, Y)-adic topology may not be Hausdorff, so that limits aren't necessarily unique.) Further, R is certainly a closed subset of W in the iΐF-adic topology so R is complete with respect to (j), the ideal of R generated by j, but perhaps not Hausdorff. Similarly, S is complete but perhaps not Hausdorff with respect to (&), the ideal of S generated by (k).
l Andy Magid's counterexample* The example is the completion with respect to a certain ideal of Melvin Hochster's counterexample to the question whether R [X] isomorphic to S [Y] implies S is isomorphic to R, where X and Y are ordinary indeterminates over R and S respectively. Specifically, there exists a Noetherian ring R with zero Jacobson radical which has a finitely generated nonfree module P such that P 0 R -RK Taking symmetric algebras of both sides yields A [T] isomorphic to R [X, Y, Z] where T, {X, Y, Z) are indeterminates over A and R respectively and A is the symmetric algebra of P, and is not isomorphic to R[X, Y\. See either [3] or [4] for more details. If M is a l?-module, let S B {M) denote the complete symmetric algebra of M over B, i.e., the completion of the symmetric algebra S B (M) with respect to the ideal generated by M. To get the counterexample for the power series case, take the complete symmetric algebras of PφR and R 3 over R. 
Let M be any finitely generated lϋ-module. J(S B (M) ) is the ideal generated by M since MS(M) is certainly contained in J(S B (M)) and S(M)/MS(M) = R whose Jacobson radical is zero. Thus, the associated graded ring of S(M) with respect to
2 0 -which is isomorphic to S(M). Thus, S(M) determines S(M) and the result follows.
2* Some power-invariant rings* The following theorem from [8] and [9] will be needed for the results of this section. THEOREM 
Let B = ΣΓ= 0 <M^ e i£[[X]], and suppose that ψ is an R-endomorphism of R[[X]] such that φ{X) -B. Then: (a) φ is onto if and only if a γ is a unit of R. (b) If φ is onto, then φ is one to one. (c) φ is an automorphism if and only if a γ is a unit of R.
and R is complete with respect to (b 0 ) (or i2 [[X] ] is complete with respect to (J5)) then φ B which maps ΣΓ^oΛt-X* to ΣΠ=OΛ 4 JB* is an R-endomorphism. [7] .
Also recall that an element of i2[[X]] is invertible if its constant term is invertible
We are ready for our first result. 
In this case Theorem 1 would imply R[[k]] = R[[X]] = S[[Y]] with k analytically independent over R, and R -S/(k)[[Y]] with Γ an analytic indeterminate over S/(k). Similarly, S ~ R/(J)[[X]] with X analytically independent over R/(j). However, (X, j) = (X, Y)
). This yield iίsS. It remains only to show the desired endomorphisms exist. W is certainly complete with respect to (j) (or (&)), so by Theorem 2 and symmetry, the result will follow from the following proposition.
PROPOSITION. Let R[[X]] = S[[Y]] = W where Y = j + uX and X = k + vY as above. If u is in J{W), then
Let / e A so that / = jt, for some t lf and / = j n t n for some ί Λ given n. jfa -j 
it!p[[X]] = S Q [[Y]] and the result follows from Theorem 4. The proof of the other completion is similar, this time complete W M with respect to (X, Y) = (j, X) = (k, Y).

THEOREM 5. If R is a complete semi-local ring, R is powerinvariant.
Proof. Let R[[X]] = S[[Y]] = W, then
Wand S are also complete semilocal. Since a complete semilocal ring is a direct sum of complete local rings, the result follows from the corollary. 
LEMMA 3. With notation as above, j not a zero-divisor implies k is not a zero-divisor.
Proof, j not a zero-divisor implies {j 9 X) is a ΫP-sequence. Suppose ί; is a zero-divisor, then some element of S kills k, say sk = 0. We get sX = svY. Now sv£{x) since then s would be a multiple of Y. However, sX = svj + svuX makes svj a multiple of X which is a contradiction. Thus, k is not a zero-divisor. THEOREM 
Let R[[X]] = S[[Y]], Y = j + uX 9 X = k + vY. If j and φ(j) -(io)° are not zero-divisors (unless 0), then there exist 1 to 1 maps from R into S and from S into R.
Proof. We need only consider the two cases of Lemma 2. Clearly the map from R to S which takes r to r 0 is 1-1. Let 158 ELOISE HAMANN φ denote the map from S to S which takes s to (s°) 0 . Since k is not a zero-divisor, φ{k) is zero or not a zero-divisor. Thus, by Lemma 2 Ker φ -0 or Ker ^ = (k). If Ker ^ -(k) the above argument with the role of R and S reversed yields R ~ S. If Ker φ = 0, the map from S to R which takes s to s° is 1-1.
There is the following analogue of Theorem 6. The proof is due to Nagata and appears in [1] . THEOREM 
If R is an integral domain and R[X] = S[Y], then there exist injective homomorphisms of R into S and S into R.
4* %-Variable case* I believe the work on power-invariance to data has involved only one variable. It is natural to consider the following question. When can one conclude S = R, if there exists some n such that R[ [X lf ,
, ΓJ] where the X, and Yi are independent analytic indeterminates over R and S respectively. To wit, we give the following definition:
DEFINITION. R will be called "forever power-invariant" provided S ~ R whenever there is a positive integer n such that [[X lf -. ,XJ] where the X i are independent analytic indeterminates over R and S.
Induction readily yields the following:
is a quasi-local or a complete semi-local ring, then R is forever power-invariant.
The next theorem generalizes the result that a ring with nilpotent Jacobson radical is power-invariant under the 1-variable definition. It also relaxes the nilpotent condition to a nil Jacobson radical. THEOREM 
If every element of J{R) is nilpotent, then R is forever power-invariant.
Proof. X n 
