Abstract: The paper analyzes the capabilities of identification algorithms based on the intelligent data analysis to predict the approach of process parameters to critical limits, as well as their possible transition to chaotic dynamics. The results obtained are illustrated with an example from the oil refining industry.
INTRODUCTION
Today plant's unified information space enables not only the monitoring of production status but the operation of software aimed at various tasks: analysis, prediction, control, etc. (Bakhtadze et al., 2007) . Algorithms and models can be adjusted in real time using both on-line data, including other process models or their fragments, as well as historical data. Software systems aimed at model design and tuning based on real-time data are called inferential models, or soft sensors (Albertos and Goodwin, 2002) .
In recent years, model(-based) predictive control (MPC) became the most popular tool for addressing strongly interrelated multi-variable processes with a lot of constraints and big dead times (Qin and Badgwell, 2003) . MPC is based on using a pre-designed process model in the control loop. A wider term Advanced Process Control (APC) is well-known; this comprises MPC as well as some other control technologies such as traditional (non-model-based) advanced controls (TAC, also called advanced regulatory controls -ARC), soft sensors, adaptive regulatory controllers, etc. Soft sensors play a key role in most of MPC solutions, as they provide the only cost-effective tool for on-line control of product qualities.
A class of automatic control systems based on DA+КBS (Data Analysis and Knowledge-Based Systems) technology, i.e., data analysis, knowledge revelation, representation, and processing, has been making great strides. Application efficiency of such systems in control tasks at all levels results from the ability to compensate for the lack of a priori information about the control object in case of poorly formalized input signals and system structure as well as when nonlinear models are required.
The paper discusses the identification techniques and algorithms based on knowledge processing technology.
Knowledge management in process control systems enables the application of control techniques with intelligent predictive models (automatic control or managerial decisionmaking support) as well as of network, multi-agent, and multimodal techniques.
In order to predict the process approach to dangerous limits the following scheme is used. We construct a predictive model using associative search technique (Bakhtadze et al., 2008) . For essentially nonlinear objects, a new ("virtual") model is built at each time point by selecting analogues from the process history database fitting (per a selected criterion) the current input data. The prediction is made using least squares techniques.
For non-stationary objects, it makes sense to examine the spectrum of dynamic object's multiscale wavelet decomposition. It looks reasonable to employ wavelet analysis in identification tasks, in particular, for building predictive models using associative search techniques. Such approach may be relevant under non-stationary conditions either for non-stationary input signal or in case of unmodeled plant's dynamics.
The scheme proposed helps not only in effective detection of process variables approach critical limits specified in the process manual. The processes evolving with possible phase transitions, especially with bifurcation points, may be of specific interest (Ivancevic, 2008) . A leap occurs in the bifurcation point. The system dynamics becomes chaotic; a new dissipative structure is further developed entailing the system's new evolutionary stage.
The instability near bifurcation points is caused by the sensitivity of evolving processes to small fluctuations resulting in chaotic dynamics.
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Such impacts affect process parameters and product qualities purposefully and effectively, improve product range, qualities and energy efficiency. This is attained owing to lower melting and vaporization temperatures and decreased dispersed phase particle sizes.
Against this background, the paper investigates the conditions of process transition to instability and qualitative leaps in oil refining control systems.
THE ASSOCIATIVE SEARCH METHOD
Algorithms based on knowledge revealed from history system data (inductive knowledge, persistently enriched) implement an intelligent approach to constructing identification models. The intelligence is applying knowledge (Knowledge Based) revealed from history data on the basis of their analysis (Data Mining).
The process of knowledge processing in the intelligent system is reduced to recovering (associative search of) knowledge over its fragment. Meanwhile, the knowledge may be interpreted as associative connections between images. As an image, we will use ''sets of indicators'', that is components of input vectors, input variables.
The criterion of closeness between images may be formulated in very different manners. In the most general case, it may be represented as a logic function, the predicate. In a particular case, when sets of indicators are vectors in n-dimensional space, the criterion of closeness may be a distance in this space.
The associative search process may be implemented either as a process of recovering the image over partially given indicators (or recovering a knowledge fragment under the conditions of incomplete information; as a rule, just this process is simulated in different models of the associative memory), or as a process of searching another images that are associatively connected with the given one, attached to other time instants.
In (Bakhtadze, et al., 2012a,b) an approach to form the support on decision making on the control is proposed, based on dynamic modeling the associative search procedure. Results of adoption of the associative search algorithms developed by the authors for industrial processes of the chemical and petroleum manufacturing, processes of control in intelligent power networks (smart grids), trading processes, transport logistic processes.
The method of the associative search consists in constructing virtual predicting models. The method assumes constructing predicting model of a dynamic plant, being new under each t, by use of a set of history data (''associations'') formed at the stage of learning and adaptively corrected in accordance to certain criteria, rather than approximating real process in the time. Within the present context, linear dynamic model is of the form:
where: is the prediction of the output plant at the time instant , is the vector of input actions, is the memory depth in the output, is the memory depth in the input, is the dimension of the input vectors, and , are the tuned coefficient, meanwhile − , are selected disregarding the order of the chronological decreasing, have been referred as the associative pulse.
Let us note that this model is not classical regression one: there are selected certain inputs in accordance to a certain criterion, rather than all chronological ''tail''.
The algorithm of deriving the virtual model consists in constructing at each time instant an approximating hypersurface of the space of input vectors and singledimensional outputs. To construct the virtual model, corresponding to sometime instant, from the archive there are selected input vectors being in a certain sense close to the current input vector. An example of selecting the vectors is described below. The dimension of this hypersurface is selected heuristically. Again, by use of classical (nonrecursive) least squares (LS) method there is determined the output value (modeled signal) in the next time instant. Meanwhile, each point of the global non-linear surface of the regression is formed in the result of using linear ''local'' models, in each new time instant.
In contrast to classical regression models, for each fixed time instant from the archive there are selected input vectors being close to the current input vector in the sense of a certain criterion (rather than the chronological sequence as it is done in regression models). Thus, in equation (1) is the number of vectors from the archive (from the time instant 1 to the time instant ), selected in accordance to the associative search criterion. At each time segment [ − 1, ] there is selected a certain set of vectors, 1 ≤ ≤ . The criterion of selecting the input vectors from the archive to derive the virtual model in the given time instant over the current plant state may be as follows.
Let us introduce as a distance (a norm in ℜ ) between points of the S-dimensional space of inputs the value:
, − = �� , − − , � =1 , ∀ = 1, ����� ,
where , are components of the input vector at the current time instant .
By virtue of a property of the norm (''the triangle inequality'', we have:
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