Abstract. Attempts to generalize Helly's theorem to sets of lines intersecting convex sets led to a series of results relating the geometry of a family of sets in R d to the structure of the space of lines intersecting all of its members. We review recent progress in the special case of disjoint Euclidean balls in R d , more precisely the inter-related notions of cone of directions, geometric permutations and Helly-type theorems, and discuss some algorithmic applications.
1. Introduction. Lines intersecting or tangent to prescribed geometric objects are central to various problems in computational geometry and application areas; typical examples include visibility [26, 64] or shortest path [61] computation and robust statistics [14, 67] . To design efficient algorithms for these problems, one first has to understand the geometry of the underlying sets of lines. A natural embedding of the space of lines in P 3 (R) is as a quadric in P 5 (R), the Klein (or Plücker) quadric; in some sense this is optimal 1 , so line geometry is, at least in dimension 3, inherently nonlinear.
Let C be a collection of subsets of R d , or objects for short. Denote by T k (C) the set of k-transversals to C, that is of k-dimensional affine subspaces that intersect every member of C. Helly's theorem [42] asserts that if C consists of convex sets then T 0 (C) is nonempty if and only if T 0 (F ) is nonempty for any subset F ⊂ C of size at most d + 1. Whether Helly's theorem generalizes to other values of k is a natural question which was, to my knowledge, first investigated in the 1930's by Vincensini [76] . The answer turns out to be negative in general but positive when the geometry of the objects is adequately constrained. The study of how the geometry of the objects in C determines the structure of T k (C), and subsequent developments of similar flavor, is now designated as geometric transversal theory [34] .
Helly's theorem was recently generalized to line transversals (k = 1) to disjoint (Euclidean) balls in R d , answering in the positive a conjecture of Danzer [23] who settled the 2-dimensional case. This generalization builds on a series of results concerning two notions: cone of directions and geometric permutations. This survey gives a comprehensive overview of these investigations by presenting, in a unified language, the results of several papers [3, 7, 16, 17, 19, 20, 21, 45, 48, 53, 73, 81] , new extensions of these results and some of their algorithmic consequences. Although some results generalize to other settings, the discussion will focus on the case of line transversals to disjoint balls.
Notations and terminology.
We denote by R d the real d-dimensional affine space or, equivalently, the Euclidean d-dimensional space; the Euclidean metric is the only one we consider over R d . We denote by P d the real d-dimensional projective space and by S d−1 the space of directions in R d , which we identify with the unit sphere. Recall that a great circle of S d is a section of S d by some 2-flat through its center. We write A o the interior of a set A and use arrows to denote vectors; in particular, we write − → a direction vector of an oriented line . We use − → u , − → v and ∠( − → u , − → v ) to denote, respectively, the dot product of and the angle between vectors − → u and − → v . A ball is closed unless otherwise specified: the ball of center c and radius r is the set of points x such that |c − x| ≤ r. In particular, disjoint balls are not allowed to be tangent; for the sake of simplicity, we say that several balls are disjoint if they are pairwise disjoint. A unit ball is a ball with radius 1; since transversal properties are unchanged under scaling, results obtained for unit balls usually extend to congruent balls, i.e. sets of balls with equal radii. The radius disparity of a set of balls is the ratio of the largest radius to the smallest. The internal center of similitude of two disjoint balls in R d with respective centers a, b and radii r a , r b is the point r b a+rab ra+r b (see Figure 1) ; this point is sometimes referred to as the geometric center [81] or the center of gravity [47] of the two balls. We use the terms collection or family for an unordered set, and sequence for an ordered set. We denote by |X| the cardinality of a set X. Given a sequence C, we denote by ≺ C the corresponding ordering on its elements. A subsequence of a sequence is a subset of its members, ordered as in the sequence. A k-transversal to a collection C is an affine subspace of dimension k that intersects every member of C; for the sake of simplicity, we say transversal for 1-transversal, that is line transversal, and speak of the common intersection of a family for the common intersection of its members. Depending on the context, a transversal may be oriented or not. An oriented transversal to a collection C of convex sets induces an ordering on C, and a partial ordering if some of its members intersect. A geometric permutation of C is a pair of orderings, one reverse of the other, on C induced by the two orientations of some transversal (see Figure 2) . A transversal to a sequence C is order-respecting if it meets the members of C in the order ≺ C . The directions of all order-respecting transversals to C make up a subset of S d−1 called the cone of directions of C and denoted K(C).
The projection along a direction − → u is the orthogonal projection on some hyperplane with normal − → u ; since we consider properties invariant under translation of the hyperplane, all such hyperplanes are equivalent.
A pinning configuration is a ordered pair (C, ) where C is a collection of objects having as an isolated transversal, in the sense that is an isolated point of T 1 (C). Equivalently we say that C pins the line . A pinning configuration (C, ) is minimal if no proper subset of C pins .
Content and organization.
We start by recalling, in Section 2, some variants of Helly's theorem used in the rest of the paper. We then discuss, in Section 3, the convexity of the connected components of the projection of T 1 (C) in the space of directions, the so-called cones of directions, when C consists of disjoint balls; we present the two existing approaches to proving this result [3, 16, 19, 40, 45] and discuss some of its immediate consequences. In Section 4, we review the bounds obtained on the number of geometric permutations of disjoint balls [7, 20, 21, 48, 53, 73, 81] . Section 5 then discusses Helly-type theorems for line transversals to disjoint balls. Specifically, we present the known bounds on the constants k for which the following statements hold:
(a) a sequence of disjoint balls has a transversal if every subsequence of size at most k has an order-respecting transversal, (b) a collection of disjoint balls (with adequate constraints on the radii) has a transversal if every subset of size at most k has a transversal, (c) if a transversal to n disjoint balls is isolated then it is an isolated transversal to a subset of at most k of the balls. The smallest such constants are referred to as, respectively, the Hadwiger, Helly 2 and pinning numbers. Section 6 reviews the connection between Helly-type theorems and LP-type problems [4] and the impact of the bounds on the Helly number on the computational complexity of finding a transversal to a family of disjoint balls. We conclude this paper by commenting some open problems in Section 7.
Related surveys.
For an overview of geometric transversal theory we refer to the surveys of Wenger [79] and Goodman et al. [35] . A detailed account on early generalizations of Helly's theorem can be found in the article by Danzer et al. [24] and more recent developments are presented in the survey of Eckhoff [27] . The overlap of the present survey has with the, related, ones of Sottile and Theobald [74] and Holmsen [44] is limited, so they can be read in conjunction. For a discussion of the computational aspects of lines in space we refer to the survey of Pellegrini [64] and the notes of the Alcala lecture by Pach and Sharir [63, Chapter 7] . One way to restate Helly's theorem is that the emptiness of the intersection of any finite number of convex sets in R d can be decided by looking only at subsets of size at most d+1. Other results of similar flavor are called Helly-type theorems; the typical formulation is that a collection C has property P if and only if every subset of C of size at most k has property P (k being independent of |C|). The smallest integer k for which a given theorem holds is called the associated Helly number. In this section, we review some of these results used when dealing with transversals.
Spherical Helly theorem.
There are several generalizations of Helly's theorem on the sphere S d involving various notions of convexity [66] . Recall that a set A ⊂ S d is strongly convex if it does not contain any pair of antipodal points and if it contains for any two points in A the smallest great circle arc that connects them. A strongly convex set A ⊂ S d is strictly strongly convex if any great circle intersects its boundary in at most two points. THEOREM 2.2. A finite family of n ≥ d + 2 strongly convex sets in S d has a point in common if and only if every d + 2 members have a point in common.
Proof. Consider a family C of strongly convex sets on a sphere S d embedded in R d+1 with center O. Replacing each set X ∈ C by X = CH(X ∪{O})\{O}, where CH(·) denotes the convex hull operator, we get a family C of convex sets in R d+1 that has a common intersection if and only if C has a common intersection. The statement follows.
With Recall that a set is contractible if it is homotopic to a point. The above theorem remains true if "homology cell" is replaced by "contractible set" since contractible subsets of R d are homology cells (homology being invariant under homotopy); we will, in fact, only need this simpler variant.
2.3.
Helly's theorem for unions of sets. The previous theorems do not apply to families of disconnected sets, as they are neither convex nor homologically trivial. Helly's theorem does, however, generalize to collections such that any members intersect in a bounded number of convex sets. The following theorem was conjectured by Grünbaum and Motzkin [39] and proven by Amenta [5] : THEOREM 2.5. Let C be a collection of sets in R d such that the intersection of any nonempty finite sub-family of C is the disjoint union of at most k closed convex sets. Then all sets in C have a point in common if and only if every k(d+1) members do.
The same argument as in the proof of Theorem 2.2 yields: COROLLARY 2.1. Let C be a collection of sets in S d such that the intersection of any nonempty finite sub-family of C is the disjoint union of at most k closed convex sets. Then all sets in C have a point in common if and only if every
Similar generalizations were obtained for the topological versions of Helly's theorem [2, 58] . We use the following corollary of a theorem of Matoušek [58, Theorem 2] : THEOREM 2.6. For any d ≥ 2, k ≥ 1 there exists a number h(d, k) such that the following holds. Let C be a collection of sets in R d such that the intersection of any nonempty finite sub-family of C has at most k path-connected components, each of them contractible. Then C has a point in common if and only if every h(k, d) members have a point in common.
2.4. Convexity structure on the Grassmannian. Transversals to convex sets provide an elegant way to define a "convexity" structure on the Grassmaniann [31, 33] : convex sets of k-flats are simply defined as the sets of k-transversals to convex objects. When k = 1 and the objects are restricted to axis-aligned boxes, the resulting structure is known as frame convexity. In fact, frame convexity, when restricted to ascending lines 5 , is isomorphic to the ordinary notion of convexity on some convex subset of R 2d−2 ; through this isomorphism, Helly's theorem essentially corresponds to Santaló's theorem [68] , one of the earliest Helly-type theorems for line transversals [32] . As the examples of Santaló [68] and Danzer [23] show, Helly's theorem does not extend to the more general convexity structure of Goodman and Pollack [33] .
3. Cone of directions. One of the specificities of the set of transversals to disjoint balls 6 is the following convexity property [16, Theorem 1]: THEOREM 3.1. The cone of directions of any sequence of disjoint balls in R d is a strictly, strongly convex subset of S d−1 . The use of the convexity of the cone of directions for proving Helly-type theorems for line transversals can be traced back to Vincensini [76] . In dimension 3 or more, Theorem 3.1 was first asserted 7 for the case of thinly distributed families of balls [40] , i.e. families where the distance between the centers of any two balls is at least twice the sum of their radii.
3.1. Reduction. We first explain why Theorem 3.1 follows from the case of 3 balls in 3 dimensions.
is convex for any triple X ⊂ C and any 3-transversal T to X.
Proof. The statement follows from two facts:
Let and be two order-respecting transversals to a sequence C of disjoint convex sets in R d and T some 8 3-space that contains their span. Observe that T is a 3-transversal to C whose vector space contains any direction in the great circle spanned by
contains the shorter arc of the great circle between − → and − → . As a consequence, we get that if K(C ∩ T ) is convex for every 3-transversal to C, then K(C) is convex. This proves claim (i).
Applying Helly's theorem to the projection of C along some direction − → u , we find that C has a transversal with direction − → u if and only if every subset of size d has a transversal with direction − → u . Since two parallel lines intersect disjoint convex sets in the same order,
and claim (ii) follows.
This reduction holds more generally for sequences of disjoint convex sets.
Analytic approach.
The first published proof of Theorem 3.1 came for families of disjoint unit balls in R 3 [45] . This case was not covered by Hadwiger's statement since two unit balls within distance δ ∈ (0, 2) are disjoint but not thinly distributed.
Let C be a sequence of disjoint unit balls in R 3 and u, v ∈ K(C). Consider some coordinate axis, say z, normal to these two directions and let R denote some plane parallel to z. Let Q uv C ⊂ R × S 1 denote the set of (t, α) such that there is an oriented line in the plane z = t that intersects the sequence C in the right order and makes an angle α with R. The projection of Q uv C on the second coordinate is exactly the intersection of K(C) with the great circle through u and v; the convexity of Q uv C for all pairs u, v ∈ K(C) thus implies that of K(C). Let A and B be two balls such that A ≺ B in C; define similarly Q uv AB ⊂ R × S 1 as the set of all (t, α) such that there is an oriented line in the plane z = t that intersects A before B and makes an angle α with R. Helly's theorem implies that
so it suffices to prove the convexity of Q uv AB . Using symmetries with respect to translation and rotation, the convexity of Q uv AB reduces to the convexity of the function
, where a and b parameterize the respective positions of the centers. Elementary calculus suffices to conclude. 
This property does, in fact, not hold for disjoint balls with arbitrary radii; Figure 3 depicts an example of two 3-dimensional disjoint balls for which the nonconvexity of certain sets Q uv C can be ascertained [36] ; the balls have centers (0, 0, 0) and (3.9, 0, 8.6) and radii 1 and 8.44. Of course, this nonconvexity may (and, in fact, does) disappear when Q uv C is projected on the second coordinate, so this does not disprove Theorem 3.1. It does, however, show that the previous approach requires a constraint stronger than the balls' disjointedness. That approach was, nevertheless, extended in two directions.
Ambrus et al. [3] used this technique to prove Theorem 3.1 for d-dimensional unit balls such that the distance between any two centers is at least 2 2 + √ 2. The key observation is that the distance between two centers in the section of such a sequence by any of its 3-transversals is at least 2 1 + √ 2; this guarantees the convexity of the function G for these sections, and thus for the d-dimensional balls (by the argument used to prove Lemma 3.1).
Cheong et al. [19] proved Theorem 3.1 for sequences of balls where every pair is isometric to the section of two higher-dimensional disjoint unit balls by some d-transversal; such pairwise-inflatable pairs are characterized by the property that the squared distance between their centers is at least twice the sum of their squared radii 9 . The convexity of Q uv AB is first established for disjoint unit balls in R 4 via extensive computations 10 , then deduced for pairwise-inflatable balls in R 3 and finally extended to pairwise-inflatable balls in
. Three slices at (x, y) planes (regularly spaced along the y axis) showing that the "middle" of two existing transversals is not a transversal (right).
3.4. The algebraic approach. The general case of Theorem 3.1 was proven by Borcea et al. [16] by showing that the algebraic arcs that make up the boundary of K(C) do not contain any inflexion point. By Lemma 3.1, it suffices to consider the case where C is a triple of disjoint balls in R 3 . Boundary arcs. The directions that belong to the boundary of K(C) can be characterized in terms of projection patterns [19, Lemma 9 and 11]: LEMMA 3.2. A direction − → u belongs to the boundary of K(C) if and only if the projections of the balls of C along − → u intersect in a single point.
An immediate consequence is that the directions in the interior of K(C) are exactly the directions of transversals to the open balls in C:
The intersection of the projections of a triple C of balls in R 3 along − → u ∈ ∂K(C) belongs to the boundary of either two or three disks (see Figure 4) . The boundary of K(C) thus decomposes into two types of arcs, directions of inner special bitangents, i.e. tangents to two balls through their inner center of similitude 11 , and of tritangents. The directions of inner special bitangents make up a circle on S 2 , so the local convexity of arcs of the first type is trivial. The directions of tritangents This generalizes to higher dimensions and follows from the property that the balls centered at the vertices of a simplex and going through a given point have no other common intersection if and only if that point belongs to the simplex.
Controlling the flexes. Proving Theorem 3.1 essentially amounts to showing that the boundary of the cone of directions of three disjoint balls does not contain inflexion points of the curve of directions of tritangents; these, also called flexes, are the intersections of the curve with its Hessian and the sources of nonconvexity in an algebraic curve. Given a projection pattern of a sequence C of three balls along some direction − → u ∈ ∂K(C), the conditions that the Hessian of the direction-sextic of C vanishes in − → u , and that the balls are disjoint exclude one another [16, Proposition 5] . This approach avoids the apparently difficult task of classifying the 72 flexes of the direction-sextic 12 .
3.5. Strict convexity and tangents to spheres. The algebraic approach immediately yields that the cone of direction is strictly convex, in the sense that its boundary does not contain great circle arcs. This property is also related [19, Proposition 4 ] to collections of spheres with degenerate families of common tangents [74] . In R 3 , if the cone of directions of three balls contains a great circle arc then these balls have infinitely many common tangents that meet one and the same line at infinity [19, Lemma 10] . Such configurations require the balls to intersect [60] , so the strict convexity follows for three, and hence n, disjoint balls in R 3 . The generalization to higher dimensions is based on the following lemma: LEMMA 3.4. For any sequence C of disjoint balls in R d and any great circle
Proof. Since K(C) is convex, its intersection with Γ is a (possibly empty) small great circle arc η. If η is reduced to a single point then Lemma 3.2 implies that C has a unique transversal with direction in Γ, and any 3-space T containing this transversal will do. Otherwise, let T be some 13 3-space containing the two transversals to C with directions in ∂η. As K(C ∩ T ) is convex, its intersection with Γ is a small great circle arc. Since this arc contains ∂η it contains η, and the other inclusion is immediate.
Let T be a 3-transversal to C such that K(C) ∩ Γ = K(C ∩ T ) ∩ Γ. By Lemma 3.2, the projections of C along any direction − → u ∈ ∂K(C) ∩ Γ intersect in a single point; the projections of C ∩ T along − → u must then also intersect in a single point, and − → u ∈ ∂K(C ∩ T ).
In particular, if the cone of directions of some sequence of disjoint balls C in R d contains a great circle arc Γ on its boundary, then Γ also appears on the boundary of the section of C by some 3-transversal; the strict convexity thus extends from the 3-dimensional case to higher dimensions.
3.6. Immediate consequences. Let C be a finite collection of disjoint balls in R d . The following are simple consequences of Theorem 3.1.
3.6.1. Topology of order-respecting transversals. Obviously, two transversals to C that realize distinct geometric permutations belong to different connected components of T 1 (C). Theorem 3.1 implies that the converse is true [19, Lemma 14] : THEOREM 3.2. The set of transversals to a finite number of disjoint balls in R d in a given order is contractible. Proof. Let C be a finite sequence of disjoint balls and L its set of orderrespecting transversals. A transversal to C is barycentric if it goes through the center of mass of the intersection of the projections of the balls in C along − → . For any direction v in K(C) there is a unique barycentric transversal to C, which we denote b C (v). Let L * denote the set of order-respecting barycentric transversals to C. The projection of a ball changes continuously with the direction of projection, so b C is continuous. Since the direction of a line changes continuously with the line, b −1 C is also continuous and b C defines a homeomorphism between L * and K(C). By Theorem 3.1, K(C) is convex and hence contractible. It follows that L * is also contractible. The map
is continuous and shows that L * is a deformation retract of L. Since L * is contractible, so is L.
3.6.2. Isotopy and geometric permutations. Two transversals to C are said to be isotopic if one can be moved continuously into the other while remaining a transversal during the motion, i.e. if they belong to the same path-connected component of T 1 (C). Theorem 3.2 implies that the number of geometric permutations of C is equal to the number of connected components of T 1 (C):
COROLLARY 3.1. Two transversals to a finite family of disjoint balls in R d are isotopic if and only if they induce the same geometric permutation. Koltun and Sharir [55, Theorem 5.4] showed that the number of isotopy classes of transversals to n disjoint balls is O(n 3+ ) for d = 3 and O(n 2d−2 ) for d ≥ 4; their proofs recast the set of transversals as a sandwich region in an arrangement of hyperplanes and builds on a series of results on the structure of such arrangements. With Corollary 3.1, Theorem 4.1 immediately improves these bounds.
3.6.3. Pinning configurations. Since T 1 (C) can be recast as an union of cells in an arrangement of algebraic surfaces of bounded degree [55] , it has a bounded number of connected components. Thus, a point in T 1 (C) is isolated if and only if it is a connected component of T 1 (C). Minimal pinning configurations can then be characterized as follows: COROLLARY 3.2. Let be an order-respecting transversal to a finite sequence C of disjoint balls in R d . C pins if and only if no other transversal to C realizes the same geometric permutation as , or equivalently:
Proof. Since C pins if and only if { } is a connected component of T 1 (C), the first equivalence follows from Theorem 3.2. If K(C) = { − → } then Lemma 3.2 ensures that no other line realizes the same geometric permutation as , and the second equivalence follows. The remaining equivalences are straightforward.
Since a transversal is isolated if and only if no other transversal realizes the same geometric permutation, and two lines are always contained in some common 3-space, we have: COROLLARY 3.3. A finite collection C of disjoint balls in R d pins a line if and only if for every 3-space T that contains , C ∩ T pins in T .
4. Geometric permutations. The first investigation of geometric permutations is, to the best of our knowledge, due to Katchalski, Lewis and Liu [50] . Since then, the maximum number of geometric permutations was studied for a variety of different shapes: convex sets [6, 10, 28, 52, 70, 78] , boxes [80] , fat convex sets [54] , translates of a convex set [8, 9, 11, 51] , balls [73] , congruent balls [20, 21, 48, 53, 73] , balls with bounded radius disparity [48, 81] . For disjoint balls, the bounds can be summarized as follows: THEOREM 4.1. The maximum number of geometric permutations of a family of n disjoint balls in R d is Θ n d−1 if the balls have arbitrary radii, O γ log γ if the balls have radius disparity at most γ, at most 3 if the balls have equal radii and at most 2 if, in addition, n ≥ 9 or n ≥ 4 and d = 2.
The following description of the geometric permutations in the case of unit radius will be used in Section 5: THEOREM 4.2. Two geometric permutations of n disjoint unit balls in R d , with n ≥ 9 or n ≥ 4 and d = 2, differ by switching two adjacent elements.
These bounds were obtained through essentially three techniques we now review: separation sets, switch pairs and incompatible pairs.
4.1. Separation sets. Let C be a collection of disjoint convex sets in R d . A separation set H for C is a set of hyperplanes such that any two members in C can be separated by a hyperplane parallel to some element in H. An oriented transversal to two disjoint convex sets C 1 and C 2 meets C 1 first if and only if for some hyperplane Π separating C 1 and C 2 , meets the halfspace containing C 1 first; in other words, if Γ Π denotes the hypersphere of directions of Π, it depends on which side of Γ Π − → lies. Thus, the geometric permutation realized by a transversal to C depends only on the cell of the arrangement on S d−1 of the hyperspheres of directions associated with the members of H that contains its direction. As a consequence, the number of geometric permutations of C is bounded by the complexity of that arrangement, that is O |H| d−1 , and n disjoint compact convex objects have O(n 2d−2 ) geometric permutations [78] . . . , C k of given opening angle α. For any 1 ≤ i ≤ n and 1 ≤ j ≤ k let Γ i,j denote the cone with apex the center of B i induced by cap C j and h i,j a hyperplane separating B i from the closest ball with larger radius and having its center in Γ i,j , if any; specifically, h i,j is chosen tangent to B i and normal to the line through the centers of the two separated balls (see Figure 5 ). For α smaller than sin
, the collection
separates any two balls in C. As a consequence, any collection of n disjoint balls admits a separation set of size O(n), and has O(n d−1 ) geometric permutations.
Lower between them is at most 2γ along segments of length Ω n γ d−1 . We say that two transversals are oriented consistently if the angle between their direction vectors is less than π/2, that is, close to 0 when the transversals are nearly parallel. A switch pair for C is a pair of balls intersected in different orders by two transversals to C oriented consistently 14 . Switch pairs were investigated first for congruent disks in the plane [72, 73] , then for balls in higher dimensions, both for the unit radius case [20, 48, 53] and the bounded radius disparity case [48, 81] . . Therefore, disjoint balls with radius disparity at most γ have O γ log γ geometric permutations.
The case of unit balls.
The previous result implies that sufficiently large collections of disjoint unit balls have at most 4 geometric permutations. This bound was reduced to 2 by ad hoc techniques.
In the plane. If C admits 3 geometric permutations it has at least two switch pairs, say (A, B) and (C, D). Up to symmetries we can then assume that the four disks admit the three geometric permutations ABCD, BACD, and ABDC. Thus, the cells of the Voronoi diagram of the centers of these disks, where each cell inherits the label of the disk it contains, also admit these three geometric permutations. An elementary case-study of the configurations of four points in the plane shows that this is impossible [73] . Thus, any sufficiently large family of disjoint unit disks in R 2 has at most one switch pair and at most 2 geometric permutations.
In higher dimensions.
A refined analysis shows that the distance between the inner centers of similitude of two switch pairs consisting of unit balls is at most 1 + o(1) [20, Lemma 4] . Since this contradicts the lower-bound of √ 2 − o(1) previously obtained for the same distance, it proves that sufficiently large collections of disjoint unit balls have at most one switch pair and 2 geometric permutations.
Incompatible pairs.
An efficient way to bound the size of a set of permutations is to show that certain patterns cannot occur. Given two geometric permutations gp 1 and gp 2 of C and two permutations on k elements p 1 and p 2 , we say that (p 1 , p 2 ) is a sub-pattern of (gp 1 , gp 2 ) if the restriction of (gp 1 , gp 2 ) to some k objects in C yields two permutations that are equal, up to relabelling and reversing, to (p 1 , p 2 ). Showing that certain pairs of permutations on four elements cannot occur as sub-patterns of pairs of geometric permutations of disjoint unit balls led to bounds that are tight in the plane [7] and almost tight in higher dimensions [21] . In particular, these bounds also apply to small families, unlike those obtained by studying switch pairs. The use of incompatible pairs for studying geometric permutations can be traced back to Katchalski reversing, to one of a or b and row β or γ can be obtained from α by adequate relabelling. Therefore, any quadruple of objects for which a and b are incompatible has at most three geometric permutations, one from each row (the same holds if b is replaced by (1234, 1423) [51] ). Given three different geometric permutations σ 1 , . . . , σ 3 of n ≥ 4 objects for which a and b are incompatible, there are always 3 objects to which the restrictions of the σ i differ [21, Lemma 1]; from there, one can prove that any family of n objects for which a and b are incompatible has at most three geometric permutations [21, Lemma 2] . Note that pairs other than a and b can be used equivalently, for instance a and (1234, 4123) [7] .
Similar arguments yield that any family of n objects for which the pairs a, . . . , d are incompatible has at most two geometric permutations that differ only by the swapping of two adjacent elements [21, Lemma 3] . Proving Theorems 4.1 and 4.2 thus reduces to showing that the pairs a to d are incompatible.
The planar case.
Consider two intersecting transversals to four disks, and mark on each line one point from each disk. Different situations arise depending on which half-line each point belongs (there are 29 such configurations). A careful analysis of these situations shows that for families of disjoint unit disks the pairs a and b [51, Lemmas 1-3] and c and d [7] 15 are incompatible 16 . A different proof, avoiding the discussion of the 29 configurations, was given later by the same authors [9] . A packing argument ([21, Lemma 6] ) shows that the intersection of the solids bounded by two cylinders of radius 1 whose axis make angle at least π/4 contains at most 8 points with smallest inter-point distance at least 2. Thus, two transversals to any collection of n ≥ 9 disjoint unit balls in R d make an angle of less than π/4. Now, let − → v and − → v be the direction vectors of transversals to n ≥ 9 disjoint unit balls that realize, respectively, the permutations 1234 and one of 1423 or 3142 on some subset of four balls. Because there are n ≥ 9 balls,
and Lemma 4.1 implies that the angle between − → v and − − → c 2 c 4 is at most Hadwiger's transversal theorem states that n disjoint 17 convex sets in the plane have a transversal if any 3 have a transversal consistent with some global ordering of the family [41] . The bound on the Hadwiger number shows that this theorem generalizes to disjoint balls in arbitrary dimension, a situation that is remarkable as it is not the case for disjoint translates of a convex set, not even in R 3 [46] . Danzer proved that n disjoint unit disks 18 in the plane have a transversal if any 5 do [23] , and conjectured that a similar result holds in higher dimensions. The bound on the Helly number for disjoint unit balls is the positive answer to this question.
Relationship between the pinning and Hadwiger numbers.
In the plane, the pinning and Hadwiger numbers are the same, namely 3. In higher dimensions, the convexity of the cone of directions (Theorem 3.1) implies: THEOREM 5.
If p d and h d denote respectively the pinning and Hadwiger numbers of collections and sequences of disjoint balls in
Proof. Let C be a sequence of at least n ≥ p d + 2 disjoint balls and assume that every subsequence of size p d + 1 has an order-respecting transversal. Shrink continuously all balls by, for instance, multiplying all radii by some parameter t ranging from 1 down to 0, until some subsequence X of size p d + 1 is about to lose its last order-respecting transversal. By Theorem 3.1, at that position K(X) is a single point and X has a unique order-respecting line transversal . Since (X, ) is a pinning configuration, there exists a subset Y ⊂ X of size at most p d such that Y pins . Given any Z ∈ (C \ Y ), the subsequence Y ∪ {Z} has size at most p d + 1 and thus has some order-respecting line transversal Z . Since (Y, ) is a pinning configuration, Y admits no order-respecting transversal other than , and thus Z = and intersects Z. It follows that C has a line transversal, and
REMARK 5.1. The same proof yields that if every subsequence of size p d + 2 has an order-respecting transversal then C has an order-respecting transversal.
Bounds on the pinning and Hadwiger numbers.
The current bounds on the pinning and Hadwiger numbers, given by Theorem 5.3, grow linearly with the dimension [19] . We sketch the proof of these bounds, after giving a much simpler argument that yields a bound quadratic in the dimension [3, 40, 45] . Proof. Let C be a sequence of disjoint balls in R d and C d the set of its subsequences of length d. As argued in the proof of Lemma 3.1,
and Theorem 3.1 yields that for any subsequence X the set K(X) is strictly convex.
The spherical Helly theorem on Proof. Let C = {B 1 , . . . , B n } be a sequence of balls in R d with separation set {H} (in particular the balls are pairwise disjoint). Let denote the minimal angle any transversal to two balls in C makes with H, and let T (X) denote the set of transversals to a subsequence X ⊂ C making an angle at least with H. Parameterizing lines by their intercept in two translated copies of H recasts the T (B i ) as contractible subsets of R 2d−2 . Thus, to apply Helly's topological theo-rem it suffices to prove:
Since C has a separation set of size one, any subsequence of C has at most one geometric permutation. Therefore, for X, Y ⊂ C we have that
and the above condition follows from Theorem 3.2. Therefore, the Helly number for thinly distributed balls in R d is at most 2d−1. Because all subsequences have a unique geometric permutation, the bound on the Hadwiger number follows. Since a transversal is isolated if the open balls have no transversal in the same order, the bound on the pinning number also follows.
Compatible directions. The same idea can be applied to more general families of balls by restricting the set of possible directions of transversals so that any subsequence of C has only one geometric permutation [19] . Specifically, call a direction − → u compatible with a sequence C if
where a and b denote the respective centers of A and B; by extension, we say that a transversal to X ⊂ C is compatible if its direction is. The directions of compatible transversals to a subsequence X ⊂ C are the intersection of K(X) with a polytope in S d−1 , and thus strongly convex; the same proof as in Theorem 3.2 yields that the set of compatible transversals to X ⊂ C is contractible. Also, a compatible transversal to X, Y ⊂ C is order-respecting on X ∪ Y . As a consequence, the proof of Theorem 5. Proof. Let C be a sequence of disjoint balls in R d that pins an order-respecting transversal . From Corollary 3.2 we get that the open balls in C have no compatible transversal, and so Lemma 5.2 yields that some subsequence X ⊂ C of size at most 2d − 1 has no transversal compatible with C. Since K(X) is convex and the set of compatible directions, which is open, intersects K(X) but not K o (X), K(X) has empty interior and X pins . Thus, the pinning number is at most 2d − 1 and Theorem 5.1 bounds the Hadwiger number by 2d. 
We describe in Sections 5.3.1 and 5.3.2 the two techniques used to obtain such bounds. We show in Section 5.3.3 that the requirement that the balls be unit can be replaced by a bound on the number of geometric permutations of all subfamilies (Theorem 5.6). This implies, for instance, that the Helly number of a family of balls with radius disparity at most γ can be bounded by a function of d and γ (Corollary 5.1).
5.3.1. Designing an ordering. Holmsen et al. [45] used the earlier analysis of switch pairs [20, 48, 53, 81] to bound the Helly number of disjoint unit balls in 3 dimensions by 22.
Let δ denote the smallest diameter of a set of centers of 31 disjoint unit balls in R 3 and C = {B 1 , . . . , B n } a collection of at least 31 disjoint unit balls in R 3 . Assume that the centers of B 1 and B n are the furthest apart and let T denote the set of transversals to these two balls, oriented from B 1 to B n . Say that (B i , B j ) is a switch pair if there are transversals in T that meet these two balls in distinct orders 21 . A result similar to Theorem 4.2 applies to families with less than 9 balls provided the centers are sufficiently spread out [45, Theorem 3]: LEMMA 5.3. Any family of disjoint unit balls in R 3 whose set of centers has diameter at least δ has at most two switch pairs; the balls of a switch pair appear consecutively in any geometric permutation of the family. We can then bound the Helly number as follows [45, Theorem 1]: PROPOSITION 5.1. The Helly number of collections of at least 31 disjoint unit balls in R 3 is at most 22. Proof. Assume that every subset of C of size at most 22 has a transversal. We discuss the case where C has two switch pairs P 1 and P 2 (if C has one or no switch pair the proof is similar). Lemma 5.3 implies that there exists an ordering ≺ on C = C \ (P 1 ∪ P 2 ) such that any transversal in T to a subset of C respects ≺ . Since the balls in each switch pair are consecutive, there are only 4 possible extensions of ≺ into an ordering of C, say ≺ 1 , . . . , ≺ 4 . Assume that for each i = 1, . . . , 4 there is a quadruple Q i ⊂ C such that Q i ∪P 1 ∪P 2 has no transversal in T respecting ≺ i . Then the at most 22 balls of the subset
have no common transversal, which contradicts the assumption. Consequently, some extension ≺ i of ≺ is such that for any quadruple Q ⊂ C the balls in Q ∪ P 1 ∪ P 2 have a transversal in T respecting ≺ i . It follows that every 6-tuple in C has a transversal respecting ≺ i , and since the Hadwiger number of disjoint balls in R 3 is at most 6 (by Theorem 5.3), we get that C has a transversal. . Shrink uniformly the balls in C until the first subset of 2p d + 1 balls, say F, is about to lose its last order-respecting transversal. Any subset of F of size at least |F| − 2 has at most two geometric permutations differing by the switching of two consecutive balls 22 . In the rest of this proof all balls are considered shrunk.
We first argue that we can assume that F has a unique transversal . Otherwise, F has only isolated transversals, each one corresponding to a distinct geometric permutation. Theorem 4.2 yields that there are 2 such lines, say 1 and 2 . Each i can be pinned by p d balls from F, so some subset F ⊂ F of size |F| − 1 suffices to pin both of them and Theorem 4.2 implies that this subset has no other transversal. Consequently, every ball in C \ F meets one of the i . If all such balls meet 2 , it is a transversal to C and we are done; if some ball A misses 2 then F ∪ {A} is a subset of size at most |F| with = 1 as unique transversal.
Next, we argue that some proper subset F of F has no other transversal than . Otherwise, let G be a subset of size p d that pins and for Z ∈ F \ G denote by Z a transversal to F \{Z} other than . Since G pins , the orderings ≺ and ≺ Z differ on G and thus on F \ {Z} and, by Theorem 4.2, they differ by the swapping of two balls X Z and Y Z . Since ≺ and ≺ Z already differ on G, we have that X Z , Y Z ∈ G. For A, B ∈ F \ G, the set F \ {A, B} has three transversals ( , A and B ) but, by Theorem 4.2, at most two geometric permutations. Since ≺ and ≺ Z disagree on G, we thus get that A and B induce the same geometric permutation on F \ {A, B} for any A, B ∈ F \ G. It follows that X Z and Y Z are independent of the choice of Z; call these two balls X and Y and let ≺ be the ordering on F obtained by swapping X and Y in ≺ . Since F has no transversal in the order ≺, Remark 5.1 implies that some subset H ⊂ F of size p d + 2 has no transversal respecting that order. Thus, F = G ∪ H has no other transversal than ; the balls X and Y both belong to H as otherwise ≺ and ≺ are equivalent, so F has size at most 2p d and is a proper subset of F.
Let X be some ball in C. Since F ∪ {X} has some transversal and is the only transversal to F , it follows that intersects X. Thus, C has a transversal.
Note that this bound is not tight in the two-dimensional case [23] . Proof. Let C = {B 1 , . . . , B n } be a family of disjoint balls in R d and T i the set of oriented line transversals to B i . By Theorem 3.2, the intersection of any number of T i consists of at most k contractible components. The T i are subsets of the Grassmaniann G 2,2d−2 , which naturally embeds in P 2d−1 ; to apply Theorem 2.6, we embed (part of) the T i in R 2d−2 . We handle this technicality as follows. Let Π and Π be two parallel planes and T * i denote the set of oriented line transversals to ball B i that are not parallel to Π. By parameterizing all lines not parallel to Π using their intersections with Π and Π , we recast the T * i as subsets of R 2d−2 . The directions of lines in T * i are exactly the directions of lines in T i minus a great hypersphere. Similarly, the directions of an intersection of T * i consists in the difference of at most k convex sets and a great hypersphere, which is at most 2k convex sets. This implies that the intersection of any T * i has at most 2k connected components, and Theorem 2.6 applies. With h (d, k) = h(2d − 2, 2k), we thus get that if every subset of C of size h (d, k) has a line transversal not parallel to Π then C has a line transversal. Now, observe that if a subset has a strict line transversal, then its cone of directions has nonempty interior and it must have a line transversal not parallel to Π.
By Theorem 4.1, this applies to case of balls of bounded radius disparity immediately:
COROLLARY 5. Proof. Let C be a collection of balls in R d such that all centers lie in some k-flat Π. If is a transversal to C then so is the orthogonal projection of on Π, as the orthogonal projection reduces the distance to the balls' centers. As a consequence, any lower-bound example for the pinning, Hadwiger and Helly numbers in R k can be embedded in R d for d ≥ k while retaining its transversal properties, and these numbers are nondecreasing with d.
Two-dimensional examples. In the plane, the pinning and Hadwiger numbers of disjoint disks are at most 3; these bounds are easily seen to be tight (c.f. follows from the example of five unit disks centered at the vertices of a regular pentagon, depicted by Figure 7 (c) (see [23, 44] for a more detailed description).
Higher dimensions. The upper bound for the pinning number of families of disjoint balls can be shown to be tight [18] Since the example of Figure 7 (a) can be embedded in R 3 , we also have that not every minimal pinning configuration has the same size.
6. Algorithmic aspects. The problem of computing a line transversal to some given collection of sets, if one exists, has been studied in a variety of situations: segments in the plane [15, 30, 62] and higher dimensions [13] , convex polygons in the plane [15, 22] , polyhedra in three dimensions [13, 49] , translates of a convex set in the plane [29] . For families of balls, the best algorithms have complexity O(n) for n disjoint unit disks in the plane [4, 29] , O(n log n) for n intersecting unit disks in the plane [29] and O(n 3+ ) for n balls in three dimensions [1] ; if the dimension is part of the input, deciding if (intersecting) unit balls have a transversal is NP-hard [59] . We complete these results by: THEOREM 6.1. A transversal to n disjoint balls with bounded radius dis-
This is remarkable as there is a Ω(n log n) lower bound for this problem for n segments or n unit disks in the plane [12] . The constant in the O() notation depends on the dimension and the radius disparity. The same holds, in any fixed dimension, for thinly distributed collections of balls or more generally any collection for which the number of geometric permutations of any sub-family is bounded.
The next sections briefly recalls the class of LP-type problems and uses the connection it bears to Helly-type theorems [4] for deducing Theorem 6.1 from Theorem 5.4.
6.1. Generalized linear programming. The linear programming problem, one of the fundamental problems in optimization, consists in maximizing some linear function while satisfying a family of linear equalities and inequalities. Geometrically, it translates into finding a point extremal in some direction (the gradient of the linear function) inside a polytope given as the intersection of halfspaces. Techniques for solving linear programming such as the randomized incremental algorithm of Seidel [69] have been known to solve other problems, for instance computing the smallest enclosing circle of a planar point set. This observation was formalized by Sharir and Welzl [71] in the framework of LP-type problems.
Let H be a set. Given F ⊂ H and x ∈ H we denote by F + x and F − x respectively the union and the difference of F and {x}. An LP-type problem is a pair (H, w) consisting of a set H and a map w : 2 H → Ω, where Ω is a totally ordered set with maximal element N , that satisfies for any F ⊂ G ⊂ H and x ∈ H the two properties:
• Monotonicity: w(F ) ≤ w(F + x).
• Locality: if w(F ) = w(G) then
A subset F ⊂ H is a basis if it contains no proper subset with the same image under w:
Any set F ⊂ H contains a basis B with w(B) = w(F ); B is called a basis of F . A basis B is feasible if w(B) < N . The combinatorial dimension of an LP-type problem is the maximal cardinality of a feasible basis. Sharir and Welzl [71] showed that if the combinatorial dimension of an LP-type problem (H, w) is bounded independently of |H|, then a basis of H can be computed in randomized O(|H|) time [71] .
If (H, w) is an LP-type problem of combinatorial dimension k, then w(H) is equal to w(B) for some subset B ⊂ H of size at most k; thus, for any λ ∈ R, any LP-type problem satisfies the following Helly-type theorem:
w(H) ≤ λ if and only if 23 w(B) ≤ λ for any B ⊂ H of size at most k.
This connection goes, in fact, both ways [4] and a large class of Helly-type theorems have a corresponding LP-type problem. The next section applies this correspondence to Theorem 5.4.
6.2. LP-type formulation. Let C be a collection of disjoint closed balls in R d . Given a ball X of radius r and a real ρ ≥ 0 we denote by ρX the ball with same center as X and radius ρr; given a collection F of balls we also denote by ρF the collection {ρX|X ∈ F }. associates to every sub-collection of balls the amount by which these balls can be "deflated" and still retain some transversal -possibly N if the sub-collection had no transversal to begin with. Theorem 3.1 implies that if φ(F ) < N then φ(F )F has only finitely many transversals. If C is not in generic position, there may be more than one such transversal and this implies that (C, φ) may violate the locality condition (see Figure 9 ). Simply put, the system of transversals to balls doesn't meet the "unique minimum property" of Amenta [4] . This can be taken care of as follows 24 . Let ν(F ) denote the number of transversals to φ(F )F , with the convention that ν(F ) = 0 whenever φ(F ) = N . Define Ω as ([0, 1] × Z) ∪ {(N, 0)}, ordered lexicographically, and w = (φ, ν) : 2 C → Ω . LEMMA 6.1. (C, w) is a LP-type problem. 23 The other direction follows from the monotonicity property. 24 Amenta [4] asserts that a "standart perturbation argument" can also be used. Proof. Let F, G ⊂ C and x ∈ C. If φ(F ) < N then w(F + x) = w(F ) if and only if x intersects every transversal to φ(F )F , so the monotonicity follows. If F ⊂ G and w(F ) = w(G) then φ(F )F and φ(G)G have exactly the same set of transversals, and the locality follows.
To prove Theorem 6.1, it suffices to observe that the combinatorial dimension of (C, w) is bounded: LEMMA 6.2. For all collections C of disjoint balls in R d with radius disparity at most γ the combinatorial dimension of (C, w) is O d 2 γ log γ . Proof. Let F ⊂ C be a basis and denote by H(d, γ) the size of the largest family of disjoint balls in R d with radius disparity at most γ that has no transversal and is minimal for this property. If ρ = φ(F ) then for any η ∈ (ρ, φ(F )), the family ηF has no transversal but all its proper subsets do, and thus |F | ≤ H(n, γ). If ρ = φ(F ) then let B be a basis contained in F such that φ(B) = φ(F ) and ν(B) = µ. By definition of µ, for any proper subset B of B we have φ(B ) = φ(B) and so the previous argument yields that B has size at most H(d, γ). Each transversal to φ(F )B that is not a transversal to φ(F )F misses some ball φ(F )X with X ∈ F \ B. Thus, since F is a basis, its size is at most |B| + µ − ν(F ). It follows from Theorem 4.1 that µ = O γ log γ and the statement follows. REMARK 6.1. The same technique yields that the combinatorial dimension is at most 2d − 1 for families of balls with a separation set of size 1 (using Theorem 5.2) and 4d − 1 for families of disjoint unit balls (using Theorem 5.4). then the problem (C, φ) does not satisfy the locality assumption (see Figure 10 ). In this case, Theorem 3.2 ensures that the unique minimum property is satisfied. 7. Some open problems. To conclude this overview, we highlight a few of the many questions that remain open.
1. Geometric permutations. What is the asymptotic behavior of the maximum number of geometric permutations of n disjoint convex sets in R d ? The gap between the Ω(n d−1 ) lower bound [73] and the O(n 2d−2 ) upper bound [78] was closed for disjoint balls [73] and fat objects [54] in R d and narrowed for sets of bounded description complexity in three dimensions [55] . Also, what is the number of geometric permutations of n ∈ {4, . . . , 9} disjoint unit balls or to few disjoint balls with bounded radius disparity in dimension d ≥ 3? A better grasp of these questions may be required to improve the current upper-bounds on the Helly number.
2. Hadwiger number of disjoint balls in R 3 . Are the pinning and Hadwiger numbers equal in 3 dimensions? In the plane, the argument used in Theorem 5.1 can be refined to prove that they are; intuitively, case analysis shows that if three objects pin an order-respecting transversal that does not intersect a fourth one, then three of the objects have no order-respecting transversal. Since this analysis exploits the fact that in two dimensions lines are also hyperplanes, it is not clear whether it generalizes to higher dimensions.
3. Pinning number of convex sets. Are there arbitrarily large minimal pinning configurations of convex sets in R d , or are the corresponding pinning numbers also bounded? Note that there are minimal pinning configurations of size six in R 3 if the objects are not required to be strictly convex (see Figure 11 ).
FIG. 11.
A minimal pinning configuration consisting of 6 pieces of cylinder: the line is constrained to remain in two planes by triples of cylinders.
