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固有値問題とは，行列値関数 F : Ω ⊂ C→ Cn×n について
F (λ)x = 0 (1.1)
を満たす固有値 λ ∈ Ωおよび対応する固有ベクトル x ∈ Cn\{0}を求める問題である．特に F (λ)が
F (λ) = λI −A, A ∈ Cn×n, (1.2)




















近年の大規模計算環境の計算ノードでは，CPU 以外の計算資源として GPU などのコプロセッサ

















cuBLAS[5] や MAGMA[24, 33] が挙げられる．特に MAGMA はノード内に搭載されている複数の




MAGMA はノード内の GPU を用いた並列計算は可能であるが，ノード間の並列計算には対応し
ていない．そのため，MAGMA において扱うことができる問題のサイズはノードに搭載されている
GPU の基数および GPU のデバイスメモリの容量に律せられる．大規模な行列の連立一次方程式
を解くためには複数ノードによる分散並列な線形ソルバが必要となる．しかし，GPU を使用し複数
































Ax = λBx, λ ∈ R, x ∈ Cn\{0} (2.1)
を考える．ここで，A,B ∈ Cn×n は共にエルミート行列であり，B は正定値である．
B がエルミート正定値であることから，B の Cholesky 分解
B = LLH (2.2)
を考える．
y := LHx (2.3)
と定義することで元の一般化固有値問題 (2.1)は
A˜y = λy (2.4)
と標準固有値問題へ変換される．ここで，
A˜ := L−1AL−H (2.5)
である．A˜に対して Householder 変換を使用して上 Hessenberg 行列に変換することを考える．こ
のとき，A˜はエルミート行列であることから，Householder 変換によるユニタリ行列 Q ∈ Cn×n を
用いて
T = QHA˜Q (2.6)
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と実対称三重対角行列 T ∈ Rn×n へ変換する事が可能である．
z := QHy (2.7)
を利用すると，標準固有値問題 (2.4)は
Tz = λz (2.8)
と実対称三重対角行列の標準固有値問題へ更に変換される．相似変換では固有値が変化しないことか
ら，T の固有値を求めることは A˜の固有値を求めることと等価であり，元の一般化固有値問題 (2.1)
の固有値を求めることと等価である．何らかの方法で標準固有値問題 (2.8)の固有対 (λ, z)を計算し
た上で，(2.7)および (2.3)の関係を用いて固有ベクトルを逆変換することにより元の一般化固有値問
題 (2.1)の固有対を計算する．
実三重対角行列の固有対を求める手法として，全固有値を計算する必要がある場合は QR 法 [15]お
よび分割統治法に基づく方法 [6]が，部分固有値が必要である場合には，二分法 [34]により固有値を求
めた上で各固有値に対して逆反復法 [35]により固有ベクトルを計算する手法や，Multiple Relatively




2.2.1 周回積分による部分空間の生成と Rayleigh-Ritz procedure
求める領域を Ω ⊂ Cとし，Ωに沿った正の向きの周回路を Γとする．L本の線形独立な列ベクト
ルからなる行列 V ∈ Cn×L に対して Γ上の周回積分により行列 S を






zk (zB −A)−1BV dz, k = 0, . . . ,M − 1, (2.9)
と定義する．ここで，iは虚数単位である．Lをブロックサイズと呼び，Ω内に含まれる固有値の最
大の重複度以上とする．また，M をモーメント次数と呼び，LM が Ω内の重複を含めた固有値の数
m以上とする．このとき，S の列ベクトルは Ω内の固有値に対応する固有ベクトルの線形結合とな
る．つまり，
span(S) = span(x1, . . . ,xm).
行列 S から固有値および対応する固有ベクトルを抽出するための手法として，block Hankel行列
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とする．ここで，Σ = diag(σ1, . . . , σLM ) ∈ RLM×LM , U = [u1, . . . ,uLM ] ∈ Cn×LM , W ∈
CLM×LM である．rank S = mであるから，特異値について，
σ1 ≥ · · · ≥ σm > σm+1 = · · · = σLM = 0, (2.10)
の関係が成立する．非零特異値に対応する左特異ベクトルからなる行列 Um を









分により近似計算を行う．領域 Ωが中心 γ ∈ C，実軸方向の半径 ρ ∈ Rおよび実軸方向の半径と虚
軸方向の半径の比 α ∈ Rで表現される楕円であるとする．このとき，Sk は





j (zjB −A)−1BV, (2.11)
と近似計算される．ここで，ζj は正規化された積分点，zj は実際の積分点，wj は zj における数値積
分の重み，θj は領域が正円である場合の zj が位置する角度であり，それぞれ
wj = α cos θj + i sin θj ,
ζj = cos θj + iα sin θj ,











Sˆ = Uˆ ΣˆWˆH
とする．Sˆ は一般に rank Sˆ ̸= mであるため，関係 (2.10)が成立しない．このため，小さなしきい値
δ ∈ Rを用いて
σˆ1 ≥ · · · ≥ σˆmˆ ≥ δσˆ1 > σˆmˆ+1 ≥ · · · ≥ 0, (2.12)
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Algorithm 1 Sakurai-Sugiura method with Rayleigh-Ritz procedure
Input: A,B ∈ Cn×n, L,M,N ∈ N, α, γ, δ ∈ R, ρ ∈ C
Output: λi ∈ C,xi ∈ Cn, i = 1, . . . , mˆ
1: Generate an input matrix V
2: for j = 1, . . . , N do
3: Calculate wj , ζj , zj , θj
4: Solve (zjB −A)−1Yj = BV
5: end for
6: Calculate Sˆ by (2.11)
7: Perform singular value decomposition of Sˆ
8: Determine mˆ by (2.12)
9: Form the projected eigenproblem
10: Solve the projected eigenproblem
11: Calculate (λi,xi) = (ωi, Uˆmˆri)













Sakurai-Sugiura法の計算において，最もコストがかかる計算は (2.11)における N 個の L本の右
辺ベクトルを持つ連立一次方程式
(zjB −A)Yj = BV, Yj ∈ Cn×L, j = 1, . . . , N, (2.13)
の求解である．
行列 Aおよび B が共に実対称行列またはエルミート行列の場合を考える．この場合，固有値は全
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て実軸上に位置することから領域 Ωを実軸に対象となるように設置する．N が偶数であるとき，積
分点 zj について，
zj = zN−j+1, (2.14)
の関係が成立する．




















































コミュニケータに属する Np プロセスに対して，積分点 N 個を割り当てる．各プロセスは
高々 ⌈ NNp ⌉ 個の積分点を担当する．ここで，⌈x⌉ は x を下回らない最小の整数を示す．プロセス
i(= 0, . . . , Np− 1)が担当する積分点の添字の集合をN (i) とする．各計算ノードにおいて連立一次方
程式の求解は MAGMA の magma zgetrf mgpu[23] を用いてノード内にある全ての GPU を用いて




連立一次方程式の解 Yj を用いて各プロセスは Sˆ の一部の計算を行う．これらの計算を割り当てられ
10


















j Yj , k = 0, . . . ,M − 1,
を保持する．最後にコミュニケータ上で Sˆ(i) に対して MPI Allreduceを使用して足し合わせること
で Sˆ を計算しつつ全プロセスに配布する．
3.2 Rayleigh-Ritz procedure








u1 . . . umˆ
]
として計算を行う．この計算は各プロセスににおいて冗長に計算を行う．
直交基底を用いて元の問題の行列 Aおよび行列 B の射影行列を計算する．メモリ使用量削減のた









割り当てられた添字の集合を J とする．j ∈ J について，UˆHmˆAjUˆmˆ および UˆHmˆBjUˆmˆ を計算し，割
り当てられた全ての添字に対して計算を行った後，計算結果を MPI Allreduceを用いて収集するこ
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Algorithm 2 Parallel SSM implementation for medium sized dense matrices on GPU clusters
Input: A,B ∈ Cn×n, L,M,N ∈ N, α, γ, δ ∈ R, ρ ∈ C
Output: λi ∈ C,xi ∈ Cn, i = 1, . . . , mˆ
1: Generate an input matrix V
2: Compute BV cublas zgemm




5: for j ∈ N (i) do
6: Compute Cj = zjB −A
7: Transfer Cj to device(s)
8: Factorize Cj = LjUj magma zgetrf mgpu
9: Transfer LU factors from device(s)
10: Solve CjYj = BV ZGETRS










15: Allreduce Sˆ(i) with summation MPI Allreduce
16: Perform QR decomposition: Sˆ = QR magma zgeqrf
17: Perform singular value decomposition: R = Uˆ ′ΣˆWˆH magma zgesvd
18: Determine mˆ
19: Compute Uˆmˆ = Q [uˆ1, . . . , uˆmˆ] magma zunmqr
20: for j ∈ J do
21: Compute AjUˆmˆ cublas zgemm
22: Compute UˆHmˆAjUˆmˆ cublas zgemm
23: Compute BjUˆmˆ cublas zgemm
24: Compute UˆHmˆBjUˆmˆ cublas zgemm
25: end for
26: Allreduce UˆHmˆAjUˆmˆ and Uˆ
H
mˆBjUˆmˆ with summation MPI Allreduce
27: Solve UˆHmˆAjUˆmˆti = θiUˆ
H
mˆBjUˆmˆti, i = 1, . . . , mˆ ZGGEV
28: Compute xi = Uˆmˆti, i = 1, . . . , mˆ cublas zgemm
29: λi = θi, i = 1, . . . , mˆ
12
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Algorithm 3 Specialized version for SSPD type problems
Input: A,B ∈ Rn×n, L,M,N ∈ N, α, γ, δ, ρ ∈ R
Output: λi ∈ R,xi ∈ Rn, i = 1, . . . , mˆ
1: Generate an input matrix V
2: Compute BV cublas dgemm




5: for j ∈ N (i) do
6: Compute Cj = zjB −A
7: Transfer Cj to device(s)
8: Factorize Cj = LjUj magma zgetrf mgpu
9: Transfer LU factors from device(s)
10: Solve CjYj = BV ZGETRS













15: Allreduce Sˆ(i) with summation MPI Allreduce
16: Perform QR decomposition: Sˆ = QR magma dgeqrf
17: Perform singular value decomposition: R = Uˆ ′ΣˆWˆH magma dgesvd
18: Determine mˆ
19: Compute Uˆmˆ = Q [uˆ1, . . . , uˆmˆ] magma dormqr
20: for j ∈ J do
21: Compute AjUˆmˆ cublas dgemm
22: Compute UˆHmˆAjUˆmˆ cublas dgemm
23: Compute BjUˆmˆ cublas dgemm
24: Compute UˆHmˆBjUˆmˆ cublas dgemm
25: end for
26: Allreduce UˆHmˆAjUˆmˆ and Uˆ
H
mˆBjUˆmˆ with summation MPI Allreduce
27: Solve UˆHmˆAjUˆmˆti = θiUˆ
H
mˆBjUˆmˆti, i = 1, . . . , mˆ magma dgesvd
28: Compute xi = Uˆmˆti, i = 1, . . . , mˆ cublas dgemm
29: λi = θi, i = 1, . . . , mˆ
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Algorithm 4 Specialized version for HHPD type problems
Input: A,B ∈ Cn×n, L,M,N ∈ N, α, γ, δ, ρ ∈ R
Output: λi ∈ R,xi ∈ Cn, i = 1, . . . , mˆ
1: Generate an input matrix V
2: Compute BV cublas *gemm




5: for j ∈ N (i) do
6: Compute Cj = zjB −A
7: Transfer Cj to device(s)
8: Factorize Cj = LjUj magma zgetrf mgpu
9: Transfer LU factors from device(s)
10: Solve CjYj = BV ZGETRS
11: Solve CHj YN−j+1 = BV ZGETRS

















17: Allreduce Sˆ(i) with summation MPI Allreduce
18: Perform QR decomposition: Sˆ = QR magma zgeqrf
19: Perform singular value decomposition: R = Uˆ ′ΣˆWˆH magma zgesvd
20: Determine mˆ
21: Compute Uˆmˆ = Q [uˆ1, . . . , uˆmˆ] magma zunmqr
22: for j ∈ J do
23: Compute AjUˆmˆ cublas zgemm
24: Compute UˆHmˆAjUˆmˆ cublas zgemm
25: Compute BjUˆmˆ cublas zgemm
26: Compute UˆHmˆBjUˆmˆ cublas zgemm
27: end for
28: Allreduce UˆHmˆAjUˆmˆ and Uˆ
H
mˆBjUˆmˆ with summation MPI Allreduce
29: Solve UˆHmˆAjUˆmˆti = θiUˆ
H
mˆBjUˆmˆti, i = 1, . . . , mˆ magma zhegvd
30: Compute xi = Uˆmˆti, i = 1, . . . , mˆ cublas zgemm
31: λi = θi, i = 1, . . . , mˆ
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表 3.1 HA-PACS ベースクラスタ部の計算ノードの仕様
CPU Intel Xeon E5-2670, 2.60GHz, 2 socket, 332.8GFLOPS/node
Memory 128GB, DDR3 1600MHz, 102.8GB/s/node
GPU NVIDIA M2090, 4 GPU, 2660GFLOPS/node
GPU memory 6GB/GPU, GDDR5 177GB/s (ECC off)








Ttotal(1) = N{Tfact(nGPU) + Tsolve}+ TSVD + TRR. (3.1)
ここで，Tfact(nGPU)は nGPUGPUを使用して LU分解を計算する時間，Tsolve は全身後退代入の計
算時間，TSVD は特異値分解を計算する時間，そして TRR は Uˆmˆ による Rayleigh-Ritz procedure の
計算時間である．
次に，Np プロセスを積分点の並列性に対して適用した場合を考える．N 点分の LU分解および全






{Tfact(nGPU) + Tsolve}+ TSVD + TRR. (3.2)
特に，Np = N であれば，




ターにある GPU クラスタ HA-PACS のベースクラスタ部で行った．表 3.1 に HA-PACS ベースク
ラスタ部の性能諸元を，表 3.2にソフトウェア環境を示す．
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法のパラメータは，N = 32,M = 8, L = 32, α = 0.1, δ = 10−14 とし，積分路は固有対が全体の 1%
が入るように設定した．使用するノード数は 1から 16まで変化させ，ノード内で使用する GPUの
数は，16ノード使用時のみ 1から 4の間で変化させた．
実験の結果を図 3.1及び図 3.2に示す．16GPU以下ではノードあたり 1GPUを使用し，ノード数





























図 3.3，及び図 3.4に結果を示す．なお，LUは LU 分解にかかる時間，solveは前進後退代入にか
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図 3.3 数値実験 3-2: 計算時間


























図 3.4 数値実験 3-2: 各パートごとの計算時間
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図 3.5 数値実験 3-3: 計算時間
使用するGPUの数は 4とした．周回路に含まれる固有対の数を，1%, 2%, 5%, 10%, 20%となるよう
に周回路を設定し，Sakurai-Sugiura法のパラメータ Lは残差ノルムが十分小さくなるようにそれぞ
れ 32, 64, 128, 256, 512と設定した．
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図 3.7 数値実験 3-4: 求めた固有値と相対残差ノルム
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第 4 章 大規模密行列向け block Krylov 部分空間反復法の分散並列実装
Algorithm 5 Block BiCGrQ for solving AX = B and AHX˜ = B
Input: A,X0, B, R˜0
Output: Xk, X˜k








2: V0 = Q0, V˜0 = Q˜0














5: Xk+1 = Xk + VkTkCk, X˜k+1 = X˜k + V˜kT˜kC˜k
























8: Vk+1 = Qk+1 + VkWk, V˜k+1 = Q˜k+1 + V˜kW˜k











block Krylov部分空間反復法を採用すると，Cj および CN−j+1 に関する連立一次方程式を同時に解
くことが可能である．この性質により，block BiCG型の解法を採用することで Sakurai-Sugiura法
で現れる連立一次方程式を効率よく解くことが可能である．本稿では，反復毎に残差行列を直交化す
ることにより数値的安定性を高めた block BiCGrQ法 [10, Algorithm 6]を使用することを提案する．
Algorithm 5 に block BiCGrQ法のアルゴリズムを示す．
4.3 分散並列実装
反復計算の主要部である n× n行列に関する分散 GEMMのデータ分散形式として，ScaLAPACK
で用いられている 2D block cyclic distribution ではなく，2D block distribution を採用する．2D
block distributionを採用する理由として，通信パターンの煩雑化の回避および通信回数の削減が挙
23
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Algorithm 6 2D block distribution における分散行列-行列 (複数本ベクトル)積の計算手順
1: Perform local matrix-matrix multiplication AijVj *GEMM
2: (All)reduce the local product on Pi∗ MPI Reduce
3: Broadcast the result from Pjj to P∗j MPI Bcast
げられる．また，行列の分解を行わないため，計算負荷の著しい偏りが生じないことも挙げられる．
本節では，block BiCGrQ法を構成するために必要な各種計算の分散並列実装について述べる．
4.3.1 2D block distribution による分散行列-行列積
行列 A ∈ Cn×n および L本のベクトルからなる行列 V = [v1, . . . ,vL] ∈ Cn×L の積 AV を p2 プ
ロセスを用いて計算することを考える．p2 プロセスからなるプロセスグリッドを考え，各プロセスを
Pij , 1 ≤ i, j ≤ pと表現する．プロセスグリッド上での行列 Aの 2D block distribution を
A =
A11 · · · A1p... . . . ...
Ap1 · · · App
 (4.1)





ここで，Vj の行数は Aij の列数と同じである．Pij は Vj を保持する．左から Aをかけると，
AV =
A11 · · · A1p... . . . ...






A11V1 + · · ·+A1pVp...
Ap1V1 + · · ·+AppVp
 ,
となる．つまり，プロセス Pij は Aij と Vj の積をローカルに計算を行い，Pi∗ と加算の (All)reduce
を行うことで行列-行列積を計算することが可能である．この行列-行列積を一度行うと縦長行列の分
散方向が反転するため，Pjj は P∗j へ計算結果を配布することで本来の分散方向に戻すことができる．
以上をまとめると，Algorithm 6 となる．
24
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Algorithm 7 一般化内積の計算手順
1: Perform local matrix-matrix multiplication UHj Vj *GEMM
2: Allreduce the local product on Pi∗ MPI Allreduce
4.3.2 一般化内積











= UH1 V1 + · · ·+ UHp Vp,








Cholesky QR法は，分解の対象となる縦長行列 V ∈ Cn×L の Gram積W := V HV の Cholesky






本節では提案した block BiCGrQ 法の分散並列実装および Sakurai-Sugiura 法へ組み込んだ場合
の性能を，応用で実際に現れる問題を用いた数値実験により評価する．数値実験は JCAHPC が運
営する大規模 Xeon Phi クラスタである Oakforest-PACS を最大で 1024 ノード使用して行った．
各計算ノードには Knights Landing 世代の Xeon Phi が 1 基搭載されており，メモリは DDR4 が
25
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Algorithm 8 Cholesky QR法のアルゴリズムと使用する関数
Input: V ∈ Cn×L
Output: Q ∈ Cn×L, R ∈ CL×L
1: Compute Gram product W := V HV Algorithm 7
2: Perform Cholesky factorization W = RHR ZPOTRF












96GB と MCDRAM が 16GB 利用可能である．本稿の実験では MCDRAM は cache として利用
した．また，1 ノードあたり 4 プロセスを割り当て，各プロセスに 64 個の OpenMP スレッドを
KMP AFFINITY=compactで割り当てた．また，計算では動的 Tickless設定コアのみを使用した．
実験で用いた問題は電子状態計算プログラム SIRIUS[31, 22] から得られた n = 95951 の行列
からなるエルミート定値一般化固有値問題である．図 4.1 に固有値の分布を示す．この行列の区間
[−10,−0.1]内にある 1960個の固有値および固有ベクトルを計算することを考える．
Sakurai-Sugiura 法でこの区間の固有対を 1 区間として計算することは困難であることから，
[−10,−9], [−5,−4], [−4,−3], [−1,−0.1]の 4区間を設定した．以降，これらを区間 1,2,3および 4と
呼ぶこととする．図 4.2に，各区間における積分点の配置を示す．数値実験 4-1を除いて，各区間に
おいて Sakurai-Sugiura法のパラメータは N = 16,M = 8, L = 256とした．
block BiCGrQ法を Sakurai-Sugiura法へ組み込む際に，Sakurai-Sugiura法のライブラリである
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パラメータ Lを 24, 25, . . . , 210 と設定し，各条件において各区間・積分点における block BiCGrQ
法の反復回数および全積分点の総計算時間を計測した．使用ノード数は 64 ノードで計測を行った．
Block BiCGrQ法の最大反復回数を 1000回，収束判定条件は 10−6 に設定した．
各区間における積分点毎の反復回数を図 4.3から図 4.6に，区間毎の総計算時間を図 4.7に，区間
4での計算時間を元に算出した block BiCGrQの反復における各計算部分の計算時間およびその割合
を図 4.8および図 4.9に，そして計算の主要部となる分散 GEMMの各処理にかかる時間およびその
割合を図 4.10および図 4.11に示す．
図 4.3，図 4.4，図 4.3 および図 4.4 から L を増加させると，block BiCGrQ 法の反復回数は減少
していることが確認できる．しかしながら図 4.7では，Lを増加させると総計算時間はおおよそ増加
している．これは，Lの増加による反復回数の減少の割合に比べて反復毎の計算時間の増加の割合の
方が計算時間に対する寄与が大きいためであると考えられる．図 4.8 から，L の増加に対して分散
GEMMの計算時間がほぼ線形に増加していることが確認できる．一方で，図 4.9から，Lが増加す
ると block BiCGrQ法の反復における分散 GEMMの占める割合は減少していることが確認できる．
これは，一般化内積など Lが線形以上で計算量に寄与する計算に関する計算時間の増大のためである




数値実験 4-2 では提案した block BiCGrQ 法と ScaLAPACK の直接法線形ソルバである
PZGETRFおよび PZGETRSのスケーラビリティの比較を行った．数値実験 4-2は数値実験 4-3の
予備実験であると同時に，両線形ソルバが Sakurai-Sugiura法の Bottom Layerの並列性をどの程度
活用できるのかを調査する．
Block BiCGrQ 法について，一つの積分点における連立一次方程式求解にかかる時間を，
42, 82, 122, . . . , 322 ノードを使用して計測した．全領域の各積分点において予め反復回数を調べてお
き，一番反復回数が多かった積分点を計測対象の積分点として使用した．使用するノード数が平方数
27






















































図 4.4 区間 2の各積分点における Lに対する block BiCGrQ法の反復回数
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図 4.6 区間 4の各積分点における Lに対する block BiCGrQ法の反復回数 (L = 16における積
分点 1,2,3および L = 32における積分点 1は最大反復回数に到達)
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図 4.8 Block BiCGrQ法の各計算部分のループ毎の計算時間
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図 4.10 分散 GEMMの各計算部分の呼び出し毎の計算時間
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となっているのは，分散 GEMMにおける行列の分割数を行方向と列方向で同一にするためである．
収束判定条件は 10−6 とした．
ScaLAPACK の直接法について，1 つの積分点での連立一次方程式について 1 回の LU 分解およ
び 2 回の前進後退代入を行う時間を計測した．計測に使用したノード数は block BiCGrQ 法と同一
である．ScaLAPACKの 2D block cyclic distributionのブロックサイズmbおよび nbは各々 1024
とした．
両線形ソルバについて 16ノードでの計算時間を基準にスケーラビリティを算出した．図 4.12に両
者のスケーラビリティを，図 4.13に ScaLAPACKの直接法線形ソルバの計算時間の内訳を，図 4.14
および図 4.15に block BiCGrQ法の計算時間の内訳およびその割合を，そして図 4.16および図 4.17
に block BiCGrQ法内部の分散 GEMMの計算時間の内訳およびその割合をそれぞれ示す．
図 4.12 から，block BiCGrQ は ScaLAPACK の直接法線形ソルバよりスケーラビリティが良









数値実験 4-3では，Sakurai-Sugiura法に block BiCGrQ法を組み合わせた固有値解法 (SSM-BB)，
ScaLAPACK の直接法線形ソルバを組み合わせた固有値解法 (SSM-SL) および ScaLAPACK の直
接法固有値解法の実装である PZHEGVXの 3つの固有値解法の実装について，計算時間の比較を行
う．SSM-BBおよび SSM-SLでは数値実験 4-2の結果を利用して総計算時間の推定を行った．
SSM-BBについて，収束判定条件が 10−6, 10−8, 10−10 の場合について，64ノードで全積分点の反
復回数を予め計測し，計算時間推定に利用した．計算時間推定における各層の並列性の利用のされ方










LS (PLS) + Tother(PLS).
ここで，T (i,j)LS (PLS) および Tother(PLS) は下層の並列数 PLS における区間 i の j 番目の積分点にお
ける連立一次方程式求解時間および Sakurai-Sugiura法の連立一次方程式求解以外にかかる時間であ
32























































ScaLAPACK's direct solver timings vs # node
PZGETRF
PZGETRS(2x)



























図 4.14 各ノード数における block BiCGrQ法の計算時間内訳
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図 4.16 各ノード数における block BiCGrQ法内部の分散 GEMMの計算時間内訳
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表 4.1 計算時間推定に用いた並列 (ノード)数内訳
Pint 1 2 4 4 4 4 4 4 4 4 4 4 4
Pq 1 1 1 2 4 8 8 8 8 8 8 8 8
PLS 16 16 16 16 16 16 64 144 256 400 576 784 1024
Ptotal 16 32 64 128 256 512 2048 4608 8192 12800 18432 25088 32768




ScaLAPACK の PZHEGVX について，2D block cyclic distribution のブロックサイズを各々
1024 とした上で，数値実験 4-2 で両線形ソルバの性能を計測したノード数と同一のノード数におい
て，実際に範囲内のすべての固有値を計算する時間を計測した．結果を図 4.18に示す．
ノード数が少ない場合，PZHEGVXが最速である．しかし，数 100ノード以降，速度向上がほと
んど得られない状態になっている．SSM-SL および SSM-BB は 16 ノードにおいて PZHEGVX よ
り 3 倍程度計算時間がかかっているが，1000 ノード付近で PZHEGVX を逆転する．SSM-SL は直
接法線形ソルバを使用しているので，Top Layerはリニアにスケールし，Middle Layerもほぼリニ
アにスケールする．一方，Bottom Layerの並列性は数値実験 4-2で示されている通り良好ではない
ことから，それ以上の計算時間削減は厳しいと予測される．SSM-BB は Top Layer および Middle
Layer の並列性に関してロードバランスが崩れるためにリニアにスケールせず，Middle Layer の並
























































































































































複素対称行列向け real valued 解法
前章では，第 3 章で提案した周回積分型固有値解法の分散並列実装を大規模問題に適用するた











(AR + iAI)(X + iY ) = BR + iBI, (5.1)
を考える．ここで AR, AI ∈ Rn×n は実対称行列であり，AR は不定値，AI は正定値である．また i
は虚数単位であり，BR, BI ∈ Rn×s は右辺の実部および虚部を表す．X,Y ∈ Rn×s は未知行列の実
部および虚部である．s≪ nであること，および (AR + iAI)は正則であることを仮定する．
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Algorithm 9 Real-valued 解法の基本アルゴリズム
1: Compute F = BR −AI(AR + γAI)−1(BI − γBR)
2: Solve CγX = F
3: Compute Y = γX − (AR + γAI)−1(γBR −BI + (1 + γ2)AIX)
を用いることができる．方程式 (5.2),(5.3)や他の変換方法，およびそれらに対する前処理に関する分
析が文献 [8]に記されている.
Axelsson ら [1]は標準的な 2× 2実ブロック形式の Schur complement を基にした real-valued な
手法を提案した．その手法は n次の行列およびベクトルに関する実演算のみ使用している．しかしな









る文献 [1]の real-valued アルゴリズムを呼び起こす．方程式 (5.3)は(
Cγ 0√














と書き換えることができる．ここで Cγ および F は，
Cγ := AR − γAI + (1 + γ2)AI(AR + γAI)−1AI, (5.4)
F := BR −AI(AR + γAI)−1(BI − γBR),




CγX = F (5.5)
は反復法によって解くことが一般的である．実用上は Cγ は陽に計算せず，block Krylov 部分空間法
で必要となる Cγ と n × s行列との積を計算する場合には Algorithm 10に示す方法にて計算を行
う．Algorithm 9の 1行目と 3行目，そして Cγ の計算の内部で (AR + γAI)の逆行列を作用させ
41
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Algorithm 10 W = CγV を計算する手順 (V,W ∈ Rn×s)
1: Compute T1 = AIV
2: Compute T2 = (AR + γAI)
−1T1
3: Compute W = ARV − γT1 + (1 + γ2)AIT2
る計算が現れる．このため，(AR + γAI)に関する方程式を解く内部線形ソルバが必要となる．ここ
で，(AR + γAI)は実対称であるが一般的に不定値である．内部線形ソルバとして，実対称行列向け
修正 Cholesky 分解を使用することが考えられる．前処理付き Krylov 部分空間法を用いることもで
きる．
文献 [1]において，AR が実対称正定値行列および AI が実対称半正定値行列である場合，適切な γ
を選択すると (AR + γAI)−1 が連立一次方程式 (5.5)を解く際に有効な前処理行列であると説明され
ている．もし A−1R AI の最大固有値が既知である場合，前処理を適用した係数行列の条件数が最小に
なるような最適な γ を用いることができる．もし最大固有値が既知でない場合においても，γ = 1と
すれば κ = 2となることから，リーズナブルな選択肢として挙げられる．
しかしながら，本研究では AR は不定値であることおよび AI が正定値であることを想定してい
る．そのため，文献 [1] において提案されている好ましい定理が成り立たない．加えて，Cγ および
(AR + γAI)の両者が共に正定値でないことから，実対称正定値行列向けの方法として一番良く知ら
れている (前処理付き)CG 法をそのまま適用することができない．係数行列 Cγ が実対称不定値であ
ることから，短い漸化式を用いた残差ノルムに対して最適となる MINRES 法 [28]を使用することが
考えられる．しかしながら，MINRES 法は前処理行列が実対称正定値であることが要求される．実
対称正定値な良い前処理行列を探すことは一般的に困難なタスクである．短い漸化式の最適な方法の
代わりに，GMRES 法などの長い漸化式を用いた Krylov 部分空間反復法を考えることができる．ま
たは，BiCGSTAB 法などの短い漸化式を用いた最適ではない方法の使用も考えられる．
連立一次方程式 (5.5)を解くために短い漸化式の最適な Krylov 部分空間法を使用することができ
ることを示すために，次の命題を示す．
命題 5.2.1. Gγ := (AR + γAI)−1Cγ を考える．AIGγ は実対称正定値であり，Gγ は AI 内積に対し
て対称である．
証明. AR は実対称行列で，AI が実対称正定値行列であることから，ARU = AIUΛ および U−1 =
UTAI を満たすような正則行列 U ∈ Rn×n および対角行列 Λ ∈ Rn×n が存在する．それらを用いる
と，Gγ は次のように変形できる．
Gγ = (AR + γAI)
−1[AR − γAI + (1 + γ2)AI(AR + αAI)−1AI]
= [AI(A
−1
I AR + γI)]
−1AI[A−1I AR − γI + (1 + γ2)(A−1I AR + γI)−1]
= (A−1I AR + γI)
−1[A−1I AR − γI + (1 + γ2)(A−1I AR + γI)−1]
= U(Λ + γI)−1[Λ− γI + (1 + γ2)(Λ + γI)−1]U−1
= UΘU−1.
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ここで，Θは，Θ := (Λ+ γI)−1[Λ− γI + (1 + γ2)(Λ + γI)−1]と定義される．Θは対角行列である
ことから，Gγ の固有値 θ は次のように書き表される．
θ =






ここで，λは Λの対角要素である．以上から，Gγ の固有値は正の実数である．ただし，Gγ 自身は対称
でないことに注意する．次にAIGγ を考える．U−1 = UTAIであることから，AIGγ = AIUΘ(AIU)T
である．この関係から，AIGγ 実対称正定値行列であり，(Gγx,y)AI = (x, Gγy)AI となる．ここで，
x,y ∈ Rn であり，(x,y)AI = xTAIy である．以上により補題 5.2.1が示された．
前述の理由により，連立一次方程式 (5.5)と等価な連立一次方程式
GγX = F̂ := (AR + γAI)
−1F (5.6)
を考え，Cγ ではなく Gγ := (AR + γAI)−1Cγ を係数行列とした上で，行列の重み付き内積を使用
することで，CG 法や MINRES 法などの最適な Krylov 部分空間法を活用することができるように
なる．
5.3 重み付き内積を用いた Krylov部分空間反復法の構成
本節では，複素対称行列を係数行列とした連立一次方程式 (5.1) を解くための新しい real-valued
CG 法を提案する．
非零行列 V = [v(1),v(2), . . . ,v(s)]を用いて，Krylov 部分空間および block Krylov 部分空間は以
下の通り定義される．








jv(i) | ηj,i ∈ C(∀j, i)

= Km(A;v(1)) +Km(A;v(2)) + · · ·+Km(A;v(s)).
block CG 法 [27]は複数の右辺ベクトルを持つ連立一次方程式向けの CG 法の拡張である．同法は
実対称またはエルミート正定値行列を係数行列とする連立一次方程式に対して活用される．





block CG 法では，反復毎に探索空間の基底が s本づつ拡張される．block CG 法は普通 CG 法より
少ない反復回数しか必要としない．
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アルゴリズム中の n× s行列がほぼ線形従属になりやすいことから，block CG 法を愚直に構築す
ると不安定になる．そのため，この問題への対処法がいくつか提案されている [27, 26, 11]．
block CG 法の k 反復目の近似解 x(i)k は全ての x ∈ x(i)0 + Bk(A;R0)に対して
‖x− x∗i ‖A
を最小化することが知られている．ここで，x∗i は i番目の右辺ベクトルに対する真の解である (文献
[27]の Theorem 2を見よ)．文献 [27]において，O’Leary は block CG 法の誤差のノルムの上界を
示した．
連立一次方程式 (5.6)を解く AI 内積を用いた block CG 法を考える．Gγ は AI 内積に対して対称
であることから，以下の条件を満たす block Lanczos 基底 Vm ∈ Cn×sm を形成することができる．
V TmAIVm = I,
V TmAIGγVm = Tm.
Tm ∈ Csm×sm はブロックサイズが sの対称なブロック三重対角行列である．
そのため，標準の内積を AI 内積に置き換えることで文献 [27]の導出と同様に新しい block CG 法
のアルゴリズムは導出される．Algorithm 11にアルゴリズムの擬似コードを示す．ここで，Cγ は
(5.4)で定義されており，陽には計算しない．Cγ に関する行列積は Algorithm 10の手順に従って




次方程式向けの解法として block BiCG 法を提案した．Du らは文献 [10]において，block CG 法に
対する Dubrulle[11]の考えを用いて block BiCGrQ 法と呼ばれる安定化した手法を提案した．その
block BiCGrQ 法は複素対称行列からなる連立一次方程式向けに特殊化することができ，その特殊化
は block COCGrQ 法につながる．
数値実験では提案手法と (前処理付き) block COCGrQ 法との比較を行う．
5.4 効率的な実装
本節では 5.3節で示した方法の効率的な実装方法を説明する．Algorithm 11において，一見する
と AI を複数本のベクトル (n× s行列)に対して反復あたり 4回かける必要があるように見える．(2
回は Cγ の計算の内部，残りの 2回は W´k と Ẑk+1 の計算の内部．) 次式の計算で用いられる複数本
ベクトルを残しておくことを考える．
CγPk = ARPk − γAIPk + (1 + γ2)AI(AR + γAI)−1AIPk.
44
第 5 章 複素対称行列向け real valued 解法
Algorithm 11 複数右辺ベクトルを持つ複素対称行列からなる連立一次方程式を解く real-valued
block CG 型解法のナイーブなアルゴリズム
Input: AR = A
T
R ∈ Rn×n; AI = ATI ∈ Rn×n; BR, BI, X0 ∈ Rn×s; γ ∈ R
Output: X,Y ∈ Rn×s
1: F = BR −AI(AR + γAI)−1(BI − γBR)
2: R̂0 = (AR + γAI)
−1(F − CγX0)
3: P0 = R̂0; Z0 = AIR̂0
4: for k = 0, 1, . . . until solution converges do
5: S´k = (AR + γAI)
−1CγPk
6: W´k = AIS´k




8: Xk+1 = Xk + Pkαk
9: R̂k+1 = R̂k − S´kαk
10: Zk+1 = AIR̂k+1




12: Pk+1 = R̂k+1 + Pkβk
13: end for
14: X = Xk
15: Y = γXk − (AR + γAI)−1(γBR −BI + (1 + γ2)AIXk)
ここで以下の通り Sk, Tk そしてWk を定義する．
Sk := AIPk,




PTk W´k = P
T
k AIS´k = S
T
k S´k
= STk (AR + γAI)
−1CγPk
= ((AR + γAI)
−1Sk)TCγPk
= TTk Wk,
であるから，αk を W´k = AIS´k の計算をせずに計算することができる．加えて，Wk は Wk =
ARPk − γSk + (1 + γ)2AITk と計算され，Sk は漸化式 Sk+1 = Zk+1 + Skβk を用いて更新すること
ができる．このため，AI に関する行列積の回数を 4回から 2回に削減することができる．
本来解くべき連立一次方程式は CγX = F である (Algorithm 9 を見よ)．残差 R := F − CγX
を手軽に計算するために，漸化式 Rk+1 = Rk −Wkαk を導入する．
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初期解 X0 と Y0 が
Y0 = γX0 − (AR + γAI)−1(γBR −BI + (1 + γ2)AIX0), (5.7)
の関係を満たす場合，Yk は漸化式
Yk+1 = Yk + γPkαk − (1 + γ2)(AR + γAI)−1AIPkαk
= Yk + (γPk − (1 + γ2)Tk)αk, (5.8)
を用いて更新することができる．なぜならば，Xk+1 = Xk + Pkαk であり，連立一次方程式 (5.1)の
真の解の実部 X∗ と虚部 Y ∗ は
Y ∗ = γX∗ − (AR + γAI)−1(γBR −BI + (1 + γ2)AIX∗)
を満たすためである．導出は文献 [1]を参照せよ．
他の Krylov 部分空間法でも見られるように，漸化式で計算した残差 Rk は丸め誤差によって真の
残差 F −CγXk と異なることがある．そのため，近似解の精度を評価するためにアルゴリズムの最後
で真の解を計算する必要がある．
幸いにも真の解は BR −ARX +AIY で手軽に計算することが可能である．なぜならば，
R = F − CγX
= BR −AI(AR + γAI)−1(BI − γBR)
− (AR − γAI + (1 + γ2)AI(AR + γAI)−1AI)X
= BR −ARX +AI(γX − (AR + γAI)−1(γBR −BI + (1 + γ2)AIX))




関係 (5.9)および (5.8)を活用することで，初期化フェーズと最終フェーズ (1,2行目と 15行目)に
おける (AR + γAI)−1 を作用させる計算を 4回から 2回に削減することができる．
他の block Krylov 部分空間反復法と同様に，本手法も n × s行列の列ベクトルがほぼ線形従属に
なりがちであることから，不安定性がある．普通の block CG 法に対して文献 [11]で提案されている
ように，残差行列 Rk の列ベクトルを thin QR 分解 (qr(·))を用いることで安定化させることが考え
られる．
安定化した手法の構築のために，列直交な行列 Qk ∈ Rn×s を導入する．Qk は Qk∆k = Rk を満
たす．ただし，∆k ∈ Rs×s である．反復中において数値的安定性のために Qk を Rk の替わりに使用
する．Rk を陽に直交化することはしない．Qk と上三角行列 ρk ∈ Rs×s は次のように漸化式を用い
て計算される．
Qkρk = qr(Qk−1 − W˜k−1α˜k−1),
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表 5.1 数値実験で使用した行列の特徴と AR および AI を生成するために使用した複素数スカラー値 z
Name Size nnz(AR) nnz(AI) z
BCSST25 15,439 252,241 15,439 100+1i
Ge87H76 112,985 7,892,195 112,985 0+0.01i
VCNT22500 22,500 8,737,290 8,737,290 -0.55+0.01i
CQSZ20 94,948 13,247,276 9,730,976 0.015+4.9e-5i
ここで，α˜k := ∆kαk∆−1k であり，W˜k := Wk∆−1k である．∆k は ∆k = ρk∆k−1 と更新される．
‖Rk‖F = ‖Qk∆k‖F = ‖∆k‖F であるから，残差行列のフロベニウスノルムは ‖∆k‖F を経由して計
算できることに留意する．
Algorithm 12にオリジナルの，Algorithm 13に残差行列の直交化を行うことで数値的安定性
を高めた手法を効率的に計算することができるアルゴリズムを示す．ここで，qr(·) は thin QR 分
解を表す．残差直交化を行うバージョンの数式中で現れる αk, βk, Pk, Sk, Tk, Wk，そして Zk は
オリジナルの手法の同じ記号で表される量とは数学的に等価ではないことに留意する．本研究では，
Algorithm 13を提案手法とする．
Q̂TkZk = Is を満たすような Q̂k を計算することができることに留意する．ここで，Is は s次の単





実対称定値一般化固有値問題 Kt = µMtを周回積分型固有値解法で解く際に現れる複素対称行列
の連立一次方程式に対して提案法を検査する．ここで，K は実対称不定値行列，M は実対称正定値
行列であり，(µ, t)は固有対である．周回積分型固有値解法のアルゴリズム中で，複数右辺ベクトル
を持つ複素対称行列を係数行列とする連立一次方程式 (zjM −K)を解く必要がある．ここで，zj は
周回積分を数値積分する際の積分点を示す複素数のスカラー値である．K が不定値，M が正定値で
あることから，この連立一次方程式は式 (5.1)型の連立一次方程式である．
表 5.1 に実験で使用した行列の一覧を示す．nnz(·) は行列の非零要素数を表す．BCSST25 は
SuiteSparse Matrix Collection[7]より取得した行列対 (BCSSTK25 and BCSSTM25)より生成され
た問題である．この問題では AI は対角行列である．Ge87H76 も SuiteSparse Matrix Collection[7]
より取得した問題である．この問題では AI は単位行列である．VCNT22500 は ELSES matrix
library[13]より取得した同名の行列対から生成された問題である．CQSZ20は密度汎関数理論に基づ
く電子状態計算アプリケーション CONQUEST [4]で生成された問題である．
実験は 2基の Intel Xeon E5-2667v3 (2.67GHz, 8 cores/16 thread, Haswells)と 512 GBの主記
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表 5.2 数値実験 5-1の結果 (BCSST25)
s 1 2 4 8 16 32 64
# iter 23 18 14 12 10 8 7
ttotal 1.0 0.8 1.0 1.4 2.1 3.3 5.8
tfact 0.3 0.2 0.2 0.2 0.2 0.2 0.2
ttsol 0.6 0.7 0.8 1.1 1.7 2.7 4.9
tR 0.0 0.0 0.0 0.0 0.1 0.1 0.1
tI 0.0 0.0 0.0 0.0 0.0 0.0 0.1
tqr 0.0 0.0 0.0 0.0 0.1 0.2 0.3
true res 1.4e-12 1.9e-12 1.9e-12 3.3e-12 3.4e-12 7.1e-12 9.0e-12
憶 (DDR4 ECC REG 32GB×16)が搭載された計算機で行った．アルゴリズムの実装には C++言
語を用い，線形計算ライブラリ Eigen 3.3.1[12]および Intel Math Kernel Library (MKL) を使用し
た．実および複素対称 LDLT 分解，および全身後退代入は MKL PARDISO を使用した．提案法に
おいて，(AR + γAI)に関する連立一次方程式は PARDISO の直接法ソルバを用いて求解を行った．
ILU0 前処理は Eigen の疎行列演算を用いて実装した．
複数右辺ベクトルの実部 BR は乱数により生成した．虚部 BI については，0とした．反復法の収
束条件として maxi ||Rk(:, i)||2/||R0(:, i)||2 < 10−15 を採用した．ここで，Rk(:, i)は Rk の i番目の
列ベクトルを表す．全ての例において初期解は 0とした．提案法について，AR が正則であることか
ら γ = 0とした．
5.5.1 数値実験 5-1
数値実験 5-1では本章で提案した直交化を行う real-valued block CG 法について，同時に解く右
辺ベクトルの数が反復回数や計算時間にどのように影響を及ぼすか調査する．表 5.2,5.3,5.4，そして
表 5.5にそれぞれ，BCSST25, Ge87H76, VCNT22500, そして CQSZ20に対する結果を示す．これ
らの表において，# iter は反復回数を表す．tfact, ttsol, tR, tI, そして tqr はそれぞれ実 LDLT 分解，
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Algorithm 12 効率化された real-valued block CG 型解法
Input: AR = A
T
R ∈ Rn×n; AI = ATI ∈ Rn×n; BR, BI, X0, Y0 ∈ Rn×s; γ ∈ R
Output: X,Y ∈ Rn×s
1: if there is no initial guess then
2: X0 = O; Y0 = (AR + γAI)
−1(BI − γBR)
3: else
4: ((5.7) must hold)
5: end if
6: R0 = BR −ARX0 +AIY0
7: R̂0 = (AR + γAI)
−1R0
8: P0 = R̂0; S0 = Z0 = AIR̂0
9: for k = 0, 1, . . . until solution converges do
10: Tk = (AR + γAI)
−1Sk
11: Wk = ARPk − γSk + (1 + γ2)AITk




13: Xk+1 = Xk + Pkαk
14: Yk+1 = Yk + (γPk − (1 + γ2)Tk)αk
15: Rk+1 = Rk −Wkαk
16: R̂k+1 = (AR + γAI)
−1Rk+1
17: Zk+1 = AIR̂k+1




19: Pk+1 = R̂k+1 + Pkβk
20: Sk+1 = Zk+1 + Skβk
21: end for
22: X = Xk; Y = Yk
表 5.3 数値実験 5-1の結果 (Ge87H76)
s 1 2 4 8 16 32 64
# iter 37 28 22 16 13 10 8
ttotal 443.4 467.6 524.9 560.2 639.8 789.5 1038.1
tfact 276.4 282.6 276.3 282.3 276.5 282.1 276.4
ttsol 166.5 184.2 247.3 275.9 359.6 499.8 750.0
tR 0.3 0.5 0.8 1.1 1.8 2.8 4.4
tI 0.0 0.1 0.1 0.1 0.2 0.3 0.5
tqr 0.0 0.1 0.2 0.3 0.7 2.6 3.4
true res 1.2e-14 2.0e-14 3.2e-13 1.1e-12 1.7e-12 3.1e-12 4.3e-12
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表 5.4 数値実験 5-1の結果 (VCNT22500)
s 1 2 4 8 16 32 64
# iter 116 76 48 32 22 17 14
ttotal 22.7 24.3 26.1 28.8 34.3 50.0 78.9
tfact 1.9 2.0 1.9 2.0 2.0 2.0 1.9
ttsol 17.6 18.2 19.0 19.7 22.5 32.3 51.1
tR 1.0 1.3 1.7 2.2 3.0 4.7 7.7
tI 2.0 2.6 3.2 4.4 5.9 9.2 14.7
tqr 0.0 0.0 0.1 0.1 0.2 0.6 0.8
true res 7.0e-15 1.5e-14 1.9e-14 1.6e-13 9.2e-13 2.3e-12 4.8e-12
表 5.5 数値実験 5-1の結果 (CQSZ20)
s 1 2 4 8 16 32 64
# iter 56 38 26 19 14 11 9
ttotal 101.7 90.6 104.1 108.1 120.1 162.3 232.8
tfact 24.3 23.9 23.9 24.3 23.9 24.3 23.9
ttsol 75.3 63.7 76.2 77.7 86.8 121.3 182.0
tR 0.8 1.0 1.4 2.1 3.1 4.9 7.8
tI 1.2 1.5 2.1 3.0 4.4 6.9 11.1
tqr 0.1 0.1 0.1 0.3 0.6 2.3 3.1
true res 1.2e-13 1.5e-12 2.5e-12 4.8e-12 5.0e-11 6.4e-11 1.0e-10
5.5.2 数値実験 5-2
数値実験 5-2 では計算時間の観点から複素対称 LDLT，前処理なし block COCGrQ 法，そし
て ILU0 前処理付き block COCGrQ 法と比較を行う．表 5.6, 5.7, 5.8，そして表 5.9 にそれぞれ
BCSST25, Ge87H76, VCNT22500，そして CQSZ20 に対する結果を示す．
表において，Proposed, C-LDLT, BlockCOCG(I), and BlockCOCG(ILU0) はそれぞれ直交化を行
う提案手法，複素対称 LDLT 分解を用いた直接法, 前処理を行わない block COCGrQ 法，そして
ILU0 前処理付き block COCGrQ 法を表す．






第 5 章 複素対称行列向け real valued 解法
表 5.6 数値実験 5-2の結果 (BCSST25)
Method Proposed C-LDLT BlockCOCG(I) BlockCOCG(ILU0)
# iter 10 – 965(max) 965(max)
ttotal 2.1 0.6 44.8 68.3
tfact 0.2 0.3 – 0.0
ttsol 1.7 0.2 – 23.9
tR 0.1 – 19.8 20.0
tI 0.0 – – –
tqr 0.1 – 16.0 15.8




BlockCOCG(ILU0) の両者は多くの反復回数が必要となり，Proposed と C-LDLT に比べて非常に遅
い．ILU0 前処理が反復回数を減らすことに成功しているにもかかわらず，ILU0 の前進後退代入の
コストにより合計の計算時間が前処理なしの場合に比べて増大している．加えて，block COCG 法に
ついては真の相対残差ノルムが 10−11 付近と収束判定条件の 10−15 に比べて非常に大きくなってし
まっていることに注意する．








図 5.5.2に各行列に対する s = 16における提案法の残差ノルムの履歴を示す．図から，残差ノルム
はスムーズに収束していることがわかる．このような場合，もし低い精度での解を許容できるのであ
れば，C-LDLTよりも高速になり得る．CQSZ20はそのような一例である．
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表 5.7 数値実験 5-2の結果 (Ge87H76)
Method Proposed C-LDLT BlockCOCG(I) BlockCOCG(ILU0)
# iter 13 – 2106 1469
ttotal 639.8 819.1 1759.7 2383.1
tfact 276.5 788.3 – 3.2
ttsol 359.6 30.8 – 1177.5
tR 1.8 – 1212.3 843.6
tI 0.2 – – –
tqr 0.7 – 343.0 238.8
true res 1.7e-12 5.5e-15 4.1e-11 5.6e-11
表 5.8 数値実験 5-2の結果 (VCNT22500)
Method Proposed C-LDLT BlockCOCG(I) BlockCOCG(ILU0)
# iter 22 – 1407 Fail
ttotal 34.3 4.4 860.4 –
tfact 2.0 3.3 – –
ttsol 22.5 1.1 – –
tR 3.0 – 807.4 –
tI 5.9 – – –
tqr 0.2 – 34.9 –
true res 9.2e-13 1.4e-15 2.3e-11 –
表 5.9 数値実験 5-2の結果 (CQSZ20)
Method Proposed C-LDLT BlockCOCG(I) BlockCOCG(ILU0)
# iter 14 – 3000(max) 3000(max)
ttotal 120.1 75.4 3404.5 7490.4
tfact 23.9 67.9 – 4.2
ttsol 86.8 7.5 – 4096.4
tR 3.1 – 2774.0 2752.4
tI 4.4 – – –
tqr 0.6 – 383.6 391.9
true res 5.0e-11 2.1e-14 4.5e+01 1.8e+04
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しそして前処理付き block COCGrQ 法と実験で比較を行った．
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Algorithm 13 残差直交化を行う効率化された real-valued block CG 型解法
Input: AR = A
T
R ∈ Rn×n; AI = ATI ∈ Rn×n; BR, BI, X0, Y0 ∈ Rn×s; γ ∈ R
Output: X,Y ∈ Rn×s
1: if there is no initial guess then
2: X0 = O; Y0 = (AR + γAI)
−1(BI − γBR)
3: else
4: ((5.7) must hold)
5: end if
6: R0 = BR −ARX0 +AIY0
7: Q0∆0 = qr(R0)
8: Q̂0 = (AR + γAI)
−1Q0
9: P0 = Q̂0; S0 = Z0 = AIQ̂0
10: for k = 0, 1, . . . until solution converges do
11: Tk = (AR + γAI)
−1Sk
12: Wk = ARPk − γSk + (1 + γ2)AITk




14: Xk+1 = Xk + Pkαk∆k
15: Yk+1 = Yk + (γPk − (1 + γ2)Tk)αk∆k
16: Qk+1ρk+1 = qr(Qk −Wkαk)
17: ∆k+1 = ρk+1∆k
18: Q̂k+1 = (AR + γAI)
−1Qk+1
19: Zk+1 = AIQ̂k+1






21: Pk+1 = Q̂k+1 + Pkβk
22: Sk+1 = Zk+1 + Skβk
23: end for










列を係数行列として持つ連立一次方程式をより効率的に解くことが可能な block Krylov 部分空間反
復法を提案した．
第 2章では，相似変換型解法と周回積分型解法について説明した．
第 3 章では，GPU クラスタにおける中規模密行列向けの分散並列実行可能な固有値解法として，
周回積分型固有値解法の MPI および線形計算ライブラリ MAGMA および cuBLAS を使用した実
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度の低い固有対を許容するのであれば，収束判定条件を緩く設定することにより反復回数を削減する







ての性能比較では，数 100ノードで ScaLAPACK の直接法固有値ソルバは性能が頭打ちになる一方








反復法解法として，実演算のみを用いた block Krylov部分空間反復法を提案した．Axelsson らの先
行研究とは条件が違うため，先行研究の定理等をそのまま適用することは不可能であった．しかしな
がら，行列の重み付き内積を考えることで先行研究の手法を発展させ，短い漸化式で構成される最適
な Krylov 部分空間反復法を構築することが可能であることを示した．また，構築した block CG 型
解法について，実装の面からより効率的な実装を提案した．数値実験において，提案した real-valued
解法と複素対称 LDLT 分解を用いた直接法，そして複素対称行列向け Krylov 部分空間反復法である
block COCGrQ 法との比較を複数の種類の行列を使用して行った．提案した real-valued 解法は，右
辺ベクトル数を増やすと収束までの反復回数が減少することが実験で使用したすべての行列で示され
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