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Abstract
As macroeconomic data are released with diﬀerent delays, one has to handle
unbalanced panel data sets with missing values at the end of the sample period
when estimating dynamic factor models. We propose an EM algorithm which
copes with such data sets while accounting for autoregressive common factors and
allowing for serial correlation in the idiosyncratic components. Based on Monte
Carlo simulations, we ﬁnd that taking on board the dynamics of the idiosyncratic
components improves signiﬁcantly the accuracy of the estimation of both the
missing values and the common factors at the end of the sample period.
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11 Introduction
The literature on dynamic factor models in economics and ﬁnance goes back to Geweke
(1977), Sargent and Sims (1977), Geweke and Singleton (1981) and Watson and Engle
(1983). In a factor model, the data generating process of each variable is the sum of
a common component, driven by a small number of latent common factors, and an
idiosyncratic component. In the classical formulation, the idiosyncratic components
are cross-sectionally and serially independent and also uncorrelated with the common
factors. In addition, the common factors are generated by a ﬁnite order vector autore-
gression. For a ﬁxed cross-sectional dimension, the model can be consistently estimated
by Gaussian maximum likelihood. In the early literature, the analysis was limited to
panels with a small number of variables and the model was estimated by maximum
likelihood using either frequency or time domain approaches.
In the context of growing data availability, the existence of large panel data sets led
to the development of a non-parametric estimation approach based on least squares.
The resulting principal components estimator avoided the feasibility issues and the
increased technical complexity of the maximum likelihood estimator when dealing with
large cross-sections. Connor and Korajczyk (1986, 1988, 1993) discussed the consistency
of the principal components estimator when the number of variables tends to inﬁnity
and the time dimension remains ﬁxed. When both panel dimensions tend to inﬁnity,
Stock and Watson (1998, 2002b), Bai and Ng (2002), Bai (2003) and Amengual and
Watson (2007) have shown that, under slightly diﬀerent sets of assumptions regarding
the data generating processes of the factors and of the idiosyncratic components, the
ﬁrst principal components span the factor space, even if there is some heteroskedasticity
and limited dependence of the idiosyncratic components in both dimensions, as well as
moderate correlation between the latter and the factors. Related work includes Forni
and Reichlin (1998), Forni and Lippi (2001), Forni et al. (2000, 2004, 2005), using
frequency domain methods.
Doz et al. (2012) reconciled the classical factor model estimated by Gaussian max-
imum likelihood with the strand of literature on factor models for large cross-sections.
In a quasi-maximum likelihood approach (in the sense of White, 1982), they treat the
classical model as a possibly misspeciﬁed model which is used for estimation purposes,
henceforth the "estimation model". By imposing the classical assumptions on the es-
2timation model makes the Gaussian maximum likelihood estimation feasible for large
cross-sections. They show that the factor space is estimated consistently when both
panel dimensions tend to inﬁnity even if the underlying data set is generated by a model
with heteroskedastic and serially correlated idiosyncratic components. More recently,
the estimation model has been generalized to allow for serially correlated idiosyncratic
components (Jungbacker and Koopman, 2008; Reis and Watson, 2010; Banbura and
Modugno, 2010; among others).
In practice, macroeconomic data become available with diﬀerent delays, i.e. one has
to handle unsynchronized data releases for a large number of variables. In fact, if one
h a dt ow a i tu n t i la l ld a t aw e r ea v a i l a b l ei tw o u l db en e c e s s a r yt ow a i taf e wm o n t h st o
estimate the factors for the current period. The staggered release of information results
in an unbalanced panel data with missing values located at the end of the sample
p e r i o d . T h ep r e s e n c eo fm i s s i n gv a l u e sa tt h ee n do ft h es a m p l ei sb ya n dl a r g et h e
more practically relevant issue for macroeconomic forecasting, nowcasting and policy
analysis. Typically, for data of the same frequency, there are no missing values at the
middle of the sample whereas if they are located at the beginning one can always shorten
the sample and still have long time series in most cases. In light of this, the jagged edge
panel data feature is clearly the most challenging feature that one has to deal with.
Giannone et al.(2008) address this issue in the framework of a dynamic factor model
and a large cross-section. They refer to panels with this speciﬁc unbalanced feature as
having a jagged edge across the most recent periods of the sample. Other authors refer
to this problem as ragged edge data (see, for example, Wallis ,1986, and more recently
Schumacher and Breitung, 2008, Marcellino and Schumacher, 2010, and Kuzin et al.,
2011).
The estimation model considered by Giannone et al. (2008) is a dynamic factor
model with idiosyncratic components cross-sectionally orthogonal and white noise.1 As
mentioned above, the misspeciﬁcation of the idiosyncratic components autocorrelation
does not jeopardize the consistent estimation of the factor space, but consistency is not
the only issue at stake. A more accurate estimation of factors at the end of the sample
is key to produce superior forecasts when the panel presents the jagged edge feature. A
precise estimation of the factors in the most recent periods may also be important, for
1They do not estimate the model by maximum likelihood. Instead, they use the two-step estimator
based on Kalman ﬁltering suggested by Doz et al. (2007).
3example, in real time disaggregation of time series based on factor models estimated
with higher frequency panel data sets (see Angelini et al., 2006).
Assuming serially uncorrelated idiosyncratic components can be a strong assump-
tion. In Figure 1 we present the histogram of the ﬁrst order autocorrelation coeﬃcients
of the idiosyncratic components estimated from the well-known US monthly data set
of Stock and Watson (2005), using the principal components estimator and setting
the number of factors to seven as found by Stock and Watson.2 We can see that a
large fraction of the variables shows clear signs of autocorrelation in the idiosyncratic
component.
Classical dynamic factor model and its extension with serially correlated idiosyn-
cratic components can be written in state-space form. The EM algorithm is a well
known approach to maximize the Gaussian log-likelihood function of models in state-
space form (Shumway and Stoﬀer, 1982, and Watson and Engle, 1983). Moreover, the
EM algorithm is convenient to deal with missing values in the panel data set. For an
arbitrary pattern of missing values, Shumway and Stoﬀer (1982) provided the modi-
ﬁcations required to the algorithm in the case of known loadings. Stock and Watson
(2002a) suggest an EM algorithm to estimate several types of missing values in the case
of a classical model with unknown loadings, ﬁxed factors and white noise idiosyncratic
components.
Banbura and Modugno (2010) try to circumvent the diﬃculties in the general case of
unknown loadings and autoregressive factors and idiosyncratic components by adding
the latter to the state-vector. Their solution consists of modelling the idiosyncratic
component as a sum of a ﬁrst order autoregressive process ((1)), which is included
in the state vector, and an independent white noise process. By making the variance
of the white noise arbitrarily small, they obtain an approximation to the likelihood
estimators for the model with (1) idiosyncratic components. However, for large
cross-sections, as pointed out by Jungbacker et al. (2011), the dimension of the aug-
mented state vector becomes very large, which leads to computational ineﬃciency. To
2The panel covers the period from January 1959 up to December 2003 and comprises 132 time
series. The data can be downloaded at http://www.princeton.edu/~mwatson and are transformed as
suggested by Stock and Watson (2005). Similar results for the autocorrelation coeﬃcients are obtained
if the model is estimated by maximum likelihood either with seven or, alternatively, with four dynamic
factors, in the latter case also including their ﬁrst lags in the measurement equation (in line with the
results of Bai and Ng, 2007).
4overcome the problem, Jungbacker et al. (2011) propose a computationally more eﬃ-
cient state-space representation with time-varying state dimensions (and autoregressive
idiosyncratic components), augmenting only moderately the size of the state-vector in
each period.
In this paper, while allowing for serially correlated idiosyncratic components, we
focus on the special case of jagged edge panel data sets. As regards nowcasting, the
existence of missing values at the end of the sample period is by large the more prac-
tically important feature of the data sets. Our focus on jagged edge data is similar to
that of Giannone, Reichlin and Small (2008), but they do not take into account the
idiosyncratic serial correlation, which reduces the realism of their model and leads to
a poorer estimation and forecasting performance. Our algorithm deals eﬃciently with
the presence of missing values at the end of the data set and is analytical and computa-
tionally simpler in this special case than the algorithm for the general case proposed by
Jungbacker et al. (2011). Using our algorithm, and through Monte Carlo simulations,
we assess the performance of the maximum likelihood estimator for diﬀerent estimated
model speciﬁcations and data generating processes. We evaluate the accuracy of the
estimation of both the common factors at the end of the sample and the missing data.
We ﬁnd that, when the idiosyncratic components are autocorrelated in the data gener-
ating process, admitting (1) idiosyncratic components (as compared to white noise
ones) in the estimation model substantially improves the accuracy.
The paper is organized as follows. In section 2, we present the dynamic factor
model with autoregressive factors and (1) cross-sectionally independent idiosyncratic
components. An EM algorithm for such model and for jagged edge panel data is
proposed in section 3. In section 4, we present the Monte Carlo simulation design and
discuss the results. Finally, section 5 concludes.
2 The dynamic factor model
Consider a vector of  stationary time series ˚  =
h
˚ 1 ··· ˚  ··· ˚ 
i0
with
data generating process given by the dynamic factor model, for  =1 ···:
˚  =  + Λ() +˚  (1)
5() =  (2)

























1 ···  ··· 
i0
is a vector of  latent common dynamic factors,
˚  =
h
˚ 1 ··· ˚  ··· ˚ 
i0
is a vector of  latent idiosyncratic components,  and
˚  are Gaussian white noise innovations to the vector autoregressive (  ) processes
of  and ˚ , respectively. The vector of (unknown) constants  is -dimensional and
Λ() is the polynomial matrix in the lag operator 
Λ()=Λ0 + Λ1 + ···+ Λ
 ( × )
Λ ( × ) being the matrix of (also unknown) factor loadings associated with −
( =0 1···). Similarly,
()= − 1 − ···− 
 ( × )
and
()= −  ( × )
where  ( =1 ···) and  are the (unknown) matrices of coeﬃcients in the  
processes of  and ˚ , respectively.3 Equation (5) states the initial conditions for the
dynamic factors, with  =m a x ( ;+2).V e c t o r (×1) and the symmetric matrix
Ω ( × ) are also unknown parameters.
We assume that  and Ψ are diagonal, thereby reducing the number of parameters
3O n l yt h ec a s eo fﬁrst order autoregressive idiosyncratic components is pursued in the paper, but the
extension to allow for autoregressive processes of order larger than one is straightforward (although
more cumbersome in terms of notation). The main diﬀerence would be that, for each observable
variable, the maximization of the concentrated expected log likelihood in subsection 3.1 would not be
univariate anymore, and we would need to resort to some quasi-Newton scheme. We are convinced
that, in practice, this extension is not very relevant. The results of the simulations reported in Section
4 show that the speciﬁcation with (1) idiosyncratic components continue to perform well when
these components are generated according to (2) or (1) processes instead of (1).
6to a manageable size and avoiding to blur the separate identiﬁcation of the common
and idiosyncratic components. The resulting speciﬁcation still encompasses most of
the speciﬁcations found in the recent literature on dynamic factor models for large
cross-sections. Reis and Watson (2010) specify a model equivalent to (1)-(5) in order
to breakdown consumption goods’ inﬂation into three components. Jungbacker and
Koopman (2008) suggest a likelihood-based analysis of a general dynamic factor model
which allows for dynamic factors generated according to a vector autoregressive moving
average (   ) process and for idiosyncratic components generated by a  of
order possibly larger than one.4 However, in their empirical illustration, they simplify
the speciﬁcation to the formulation above using  =0 . The "approximating factor
model" considered by Doz et al. (2007,2012), as well as the model considered by
Giannone et al. (2008), are also particular cases of our model with  =0 .5 Finally,
the case  =  =0and  =0was considered by Stock and Watson (2002a, Appendix
A) to motivate an EM algorithm for dealing with several types of data irregularities.
Model (1)-(5) can be written in a state-space form
˚  =  + Πf
()





−1 +  (7)
f
()










is the (×1) vector of state variables, with 
deﬁned as above,  =(  −)+˚ −1 is a ( ×1) vector of predetermined variables







Υ if  ≤  +2 h







Λ0 (Λ1 − Λ0) ··· (Λ − Λ−1) −Λ
i
4In addition, they admit exogenous explanatory variables in equation (1).
5Doz et al. (2012) mention in a footnote that the restriction of serially uncorrelated idiosyncratic
components is only made for expositional simplicity. Doz et al. (2007, 2012) also admit that  =0 ,
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⎡
⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢
⎣
1 2 ··· −1 
 0 ··· 00
0  ··· 00
. . .
. . . ... . . .
. . .
00 ···  0
⎤
⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥
⎦
if  ≥  +2
⎡
⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢
⎣
1 2 ··· −1  0 ··· 00
 0 ··· 00 0 ··· 00
0  ··· 00 0 ··· 00
. . .
. . . ... . . .
. . .
00 ··· 00 0 ···  0
⎤










where  stands for the identity matrix of order .
In order to allow for a jagged edge feature of the data, we admit that the -th
variable of the panel is observed for any  from 1 to T (1  T ≤ ).L e t t h e N-
dimensional column vector  (with N ≤ ) denote the sub-vector of ˚  comprising
the variables with non-missing realizations. One may write  = ˚ ,w i t h the
(N × ) selection matrix of zeros and ones such that its () element is 1 if both
the realization of ˚  is not missing and if  = ˚ .6 Note that if T =  for all 
(or, equivalently, if N =  for all ), the panel data set is balanced. Also note that the
only missing values that we are admitting are associated with the latest time periods
of the sample: if ˚ 0 is missing for  and 0 than ˚  is also missing for all  0.
3 An EM algorithm for the case of panel data sets
with jagged edge
The EMalgorithm for maximizing the log-likelihood consists of iterating an "expectation-
step" (or "E-step") and a "maximization-step" (or "M-step") until convergence, i.e. un-
6If all variables are observed for period ,  is the identity matrix of order .
8til the improvement in the value of the log-likelihood function is smaller than some tol-
erance level. Given a set of values for the model parameters, the E-step corresponds to
computing the ﬁrst and second order moments of the dynamic factors conditional on the
realizations of {1··· ··· }. The Kalman smoother is used to perform this com-
putation. Having obtained the estimated factor moments, the "M-step" corresponds
to maximizing the expected value of the joint likelihood of "observables and factors"
{(˚  )}=1··· with respect to the model parameters and conditional on {}=1···.
In this section, we describe an EM algorithm to estimate our model in the case of
a panel data set with jagged edge.7 Owing to the diagonality of  and Ψ,i no r d e r
to determine the solution for the diagonal elements of , the suggested M-step only
requires  univariate estimations in the range ] − 1;1[.G i v e n ,t h es o l u t i o n sf o r
the remaining parameters are computed resorting to analytical expressions. As usual,
the EM algorithm may be initialized with parameter estimates based on the principal
component estimator and linear regression methods.
The presence of missing values in the panel data set creates diﬃculties to the imple-
mentation of the EM algorithm. In particular, the expected value of the joint likelihood
of observables and factors, conditional on a realization of the observables becomes more
complex if there are missing values in the sample. The procedure suggested by Jung-
backer et al. (2011) consists of developing a state space model with time-varying state
dimensions. However, that comes at an analytical and a computational cost.
In their paper, Jungbacker et al. (2011) report an assessment of the computational
cost incurred by the presence of randomly chosen missing entries, for diﬀerent dimen-
sions of the panel and diﬀerent "intensities" of missing observations. For the case of
 =1 0 0and 1% and 10% of missing observations, the computation time increases about
20% and 300% relative to the case of a balanced panel, respectively. The algorithm
that we suggest in the following subsections, besides being more simple analitically, also
deals more eﬃciently with the missing data. Indeed, for  =  =1 0 0and 1000 panels
with 1% and 10% of missing values generated according to the procedure described in
subsection 4.1, the average computation time increased only by around 10% and 20%
relative to the case of a balanced panel, respectively.
7Obviously, the suggested procedure is also valid for the particular case of a balanced panel data
set.
93.1 The M-step
Let (·) denote the joint probability density function of the complete data (observables














Λ0 Λ1 ··· Λ
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After somewhat lengthy but straightforward calculations (see Appendix 1), we get:







































































¯  (T) − 2¯  (T) + ¯  (T)
2
 +
− 2¯  (T)
0  +2 ¯ f (T)





where ’$’ stands for ’identity up to a term that does not depend on the parameters’, 
is the transposed -th row of Λ,t h e-th diagonal elements of  and Ψ are denoted by
 and , respectively, the conditional ﬁrst and second order moments of the factors































































































































































































































11From the ﬁrst order conditions of the problem of maximization of the expected log
likelihood with respect to the model parameters, we can derive analytical expressions
for the solutions of , Ω,  and Φ as functions of suﬃcient statistics based on the ﬁrst
and second order moments of the common factors (see Appendix 2):
ˆ  = f
()
1| (10)














































Additionally, from the ﬁrst order conditions with respect to ,  and  ( =


















¯  (T) −
1
¯  (T)
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1
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¯  (T) −
1
¯  (T)
¯  (T)¯ f (T)
¸¾
(16)
Concentrating (·), we obtain:



















For each ,t h es o l u t i o nˆ  which maximizes 
()
 (|1··· T) can be found by
grid search in the range ]−1;1[. Having obtained ˆ  ( =1 ···), the corresponding
solutions for ˆ , ˆ  and ˆ  follow from (14)-(16). Note that the computation time of
the estimates does not depend signiﬁcantly on the number of missing values. Indeed,
the single diﬀerence relative to the case of a balanced panel is that T replaces  in
some of the expressions.
3.2 The E-step
The suﬃcient statistics based on the ﬁrst and second order moments of the dynamic fac-
tors can be computed applying the Kalman smoother to the state-space representation
of the model, for given estimates of the model parameters. Expressions for the Kalman
ﬁlter and smoother for a model such as (6)-(8) and balanced panel data sets can be
found e.g. in Harvey (1989), Durbin and Koopman (2001) and Shumway and Stoﬀer
(1982, 2006). In the case of missing values, if the idiosyncratic components of observed
a n du n o b s e r v e dv a r i a b l e sa r eu n c o r r e l a t e d( a si no u rm o d e l ) ,a sn o t e db yS h u m w a ya n d
Stoﬀer (1982, 2006), the ﬁltered and smoothed state vectors can be calculated from the
usual equations by plugging zeros in the observation vector where data is missing and
by zeroing out the corresponding rows of the design matrix.
Using our notation and the selection matrices  ( =1 ···),t h eK a l m a nﬁlter
and smoother recursions for state-space representation (6)-(8) with missing data can
be written as follows:
13(i) Filter forward recursions (for  =2 ···)8
f
()





|−1 = ˆ ΘP
()
−1−1|−1ˆ Θ


























































 − ( − ˆ )ˆ  −  ˆ 
0








|−1 − Kˆ ΠP
()
|−1







































































| =  (17)
Even with these ( +1 ) 2 identifying restrictions, any rotation of the dynamic fac-
tors (with the oﬀsetting transformation of the associated parameters) will generate an
8Note that ˆ Ψ0
 is diagonal.
14observationally equivalent model. However, it should be mentioned that, conditional




| is non-singular and T  2 for
all  the solution of the M-step is unique.
After running the smoother backward recursions of the E-step, and before moving
to a new iteration of the M-step, the factor moments are normalized so as to comply














where | ( =1 ···) are calculated from the recursions, before normalization. Also
let
L =(  ⊗ L)
where ⊗ denotes the Kronecker product. For any , the normalization corresponds to:




















For a set of realizations {1··· ··· } and for a given set of estimates of the model
parameters ˆ Ξ =
³
ˆ  ˆ Λ ˆ  ˆ Ψ ˆ  ˆ Φˆ  ˆ Ω
´
, we may use the prediction error decomposition
to evaluate the log-likelihood function:9
L
³











































ˆ  (˚ |1··· −1)
´i
+
9Note that, by construction, N1 =  and 1 = .
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h
 − ˆ  (|1··· −1)
i0 h
ˆ  (|1··· −1)
i−1 h
 − ˆ  (|1··· −1)
i¾
where ˆ  (·) and ˆ  (·) denote, respectively, the estimated expected values and variances:
ˆ  (1)=ˆ  + ˆ Λˆ 
ˆ  (1)=
³
 − ˆ 
2
´−1
ˆ Ψ + ˆ Λˆ Ωˆ Λ
0
and, for  =2 ···:
ˆ  (|1··· −1)=
h³
 − ˆ 
´
ˆ  + ˆ 
0
−1−1 + ˆ Λf
(+1)




ˆ  (|1··· −1)=
= 
h
ˆ Ψ + ˆ ΛP
(+1)
|−1ˆ Λ
0 + ˆ ˆ ΛP
(+1)
−1−1|−1ˆ Λ
0 ˆ  − ˆ ΛP
(+1)
−1|−1ˆ Λ








4 A Monte Carlo analysis
In this section, a Monte Carlo study is conducted to evaluate the performance of al-
ternative model speciﬁcations in the presence of panel data with jagged edge. First,
we deﬁne the data generating process which will be our base case and discuss the re-
sults. Then, we perform a sensitivity analysis to assess the robustness of the ﬁndings
to diﬀerent simulation settings.
4.1 The base case
Take the model (1) to (5). We consider a data generating process similar to the one of
Stock and Watson (2002b) and Doz et al. (2012) and admit the following assumptions:10
Λ ∼  (01) ( =0 ···; =1 ···; =1 ···)
Λ independent of Λ for any  6= 




∼  ([0307]) if  = 
0 otherwise
 = () with  ∼  ([−0909])























with  ∼  ([0109])
( =1 ···)
 ()=[  ()] with  ()=
|−| ( =1 ···)
I nt h eb a s ec a s e ,a sr e g a r d st h ed y n a m i c so ft h ef a c t o r sw h e ng e n e r a t i n gt h ed a t a ,
we set  =1and allow the autoregressive coeﬃcient of the common factors to be drawn
from a uniform distribution on [0307]. Concerning the number of dynamic factors,
we consider four common factors,  =4 . The number of static factors is set to be equal
to the number of dynamic factors, i.e.  =0 . The autoregressive coeﬃcients of the
idiosyncratic components are drawn from a uniform distribution on [−0909].A n o t h e r
parameter of interest is , which can be interpreted as the ratio between the variance
of the common component and the total variance of variable . The variance of ,
denoted ,d e p e n d so n. We allow  to be drawn from a uniform distribution on
[0109]. It is worth mentioning that from the results of Stock and Watson (2005), with
the model estimated by principal components and the number of common factors set
to seven, we roughly get a uniform pattern for the empirical distribution of the ratios
between the estimated variances of the common components and the total variances.
The parameter  controls for the amount of contemporaneous cross-correlation between
the idiosyncratic components. When  =0 ,  () reduces to the identity matrix, which
corresponds to the base case.
Regarding the size of the panel data, we consider one hundred series and twenty
years of monthly data, i.e.  =1 0 0and  =2 4 0 , which can be seen as the size of a
typical large data set. Monthly indicators are usually available at most with a lag of
two months (see, for example, Giannone et al., 2008, for the US), so in the base case
17we assume, as in a stylized calendar, that half of the series have no release lag, one
fourth of the series have a lag of one month and the remaining fourth have a lag of two
months.
Concerning the estimation model, we consider three alternative speciﬁcations. The
ﬁrst is ( =0  =0 ) , which assumes white noise factors and idiosyncratic components
(as in Stock and Watson, 2002a). The second speciﬁcation, ( =0  =1 ) ,t a k e si n t o
account only the dynamics of the common factors. Finally, the third speciﬁcation is
( 6=0  =1 ) , which takes into account the dynamics of both the common factors
and the idiosyncratic components.
Several measures are computed for the comparison of the diﬀerent estimation models
and the results are based on 1000 sample draws. To evaluate the accuracy in the
estimation of the missing values and the factors at the end of the sample in the presence
of unbalanced data we resort to the Mean Squared Error (MSE) for the last observation
of the sample (observation ) and for the second last observation (observation  − 1).
For ease of comparison, we present the relative MSE (RMSE) for each speciﬁcation
vis-à-vis the speciﬁcation ( =0  =0 ) . Following Stock and Watson (2002b) and
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where b  [] denotes the expectation estimated by averaging the relevant statistic over
the 1000 draws. This statistic is a measure of ﬁt of the multivariate regression of the
true factors on the estimated factors, and is commonly used because the common factors
are identiﬁed only up to a rotation. A value close to one denotes a good approximation
of the space spanned by the true common factors.
18The simulation results for the base case are presented in Table 1. One can see
that the speciﬁcation ( =0  =1 )leads to quite similar results to those obtained
with ( =0  =0 ) . However, for the speciﬁcation ( 6=0  =1 ) , besides the slight
increase in 2
 , there is a substantial improvement in the accuracy of the estimation of
both the factors and the missing values. In particular, the gain in the estimation of the
factors for observation  is around 26 percentage points (pp) and for observation  −1
the improvement is almost 30 pp. For the missing values, the gain is more than 20 pp
for observation  and around 27 pp for observation  − 1. Hence, taking into account
the dynamics of the factors seems to have only a limited gain in the estimation of the
factors and missing values, while taking on board the dynamics of the idiosyncratic
components proves to be quite valuable.
In Table 1 we also report the average running time (in seconds) for our algorithm
and for the EM version of the algorithm proposed by Jungbacker et al. (2011). For
the speciﬁcation with autoregressive idiosyncratic components our algorithm takes on
average about four seconds whereas the general purpose algorithm takes almost seven
seconds (i.e. a computational gain of 70%). For the other cases, the running time is
reduced from more than four seconds to around one second.11
4.2 Sensitivity analysis
Due to the high dimensionality of the problem and the existence of inﬁnite possible
combinations, the sensitivity analysis was carried out by changing one setting of the
simulation design at a time while maintaining all the others constant vis-à-vis the base
case. In this way, it is possible to identify the settings of the base case that are more
critical for the results (see Table 2).
First, to assess the importance of the amount of serial correlation of the idiosyn-
cratic components, several ﬁxed values for  were considered instead of  ∼ 
([−0909]) as in the base case. In particular, we ﬁxed  at −09,a t −08,a n d
so on up to 09.A n o t e w o r t h y ﬁnding is the fact that when  =0 ,t h a ti s ,w h e n
the idiosyncratic components are serially uncorrelated in the data generating process,
allowing for the dynamics of idiosyncratic components in the estimation model does not
11We only report the average running time for the Junbacker et al. (2011) algorithm because the
other results are virtually identical to those obtained with our algorithm, as expected. The Matlab
codes are available from the authors upon request.
19involve any cost in terms of relative performance. Another ﬁnding is that the larger (in
absolute value) is the serial correlation, the larger are the gains in considering (1)
idiosyncratic components when estimating both the factors and the missing values. In-
deed, speciﬁcation ( 6=0  =1 )ranks always ﬁrst, with gains that can be quite large
in the presence of moderate to strong serial correlation of the idiosyncratic components.
Simulations were also carried out considering diﬀerent numbers of dynamic factors
(both in the data generating process and in the estimated speciﬁcations). In particular,
we set  =2and  =6 . Increasing or decreasing the number of common factors does
not seem to make much diﬀerence in terms of the relative performance. In fact, the
gains are similar to the ones observed in the base case.
Diﬀerent dimensions of the panel data set were also addressed. Increasing the num-
ber of variables to  =2 0 0has a limited eﬀect on the results. Regarding the number
of observations, decreasing the sample size to half, that is setting  =1 2 0 , deterio-
rates slightly the relative performance of speciﬁcation ( 6=0  =1 )in estimating the
common factors at the end of the sample. Nevertheless, the gain in the estimation of
the factors for observation  is 21 pp and for observation  − 1 the improvement is
more than 24 pp. Increasing the number of observations to  =4 8 0leads to larger
gains than in the base case. In particular, the estimation of the factors for observation
 is improved almost 30 pp whereas for observation  − 1 the gain is around 38 pp.
Concerning the results for the missing values, whatever the size of the panel the results
are almost unchanged vis-à-vis the base case.
Furthermore, we assessed the sensitivity of the results to the value of ,t h er a t i o
of the variance of the common component to the total variance of the -th variable. A
low value for  means that the idiosyncratic component is relatively more important
and therefore allowing for the dynamics of such component may prove to be crucial. In
fact, setting  =0 1 results in a noteworthy improvement in the relative performance
of speciﬁcation ( 6=0  =1 )both in terms of 2
  and in terms of the estimation of
t h ef a c t o r sa tt h ee n do ft h es a m p l ep e r i o d .T h eg a i ni nt h ee s t i m a t i o no ft h ef a c t o r sf o r
observation  is around 36 pp whereas for the observation  −1 t h eg a i ni sm o r et h a n
47 pp. Naturally, as  increases, the gain reduces. Nevertheless, for  =0 5,t h a ti s ,
when the common component contributes as much as the idiosyncratic component to
the total variance of the series, the gains in the estimation of the factors at the end of
the sample are around 35 pp. For  =0 9, that is when the idiosyncratic component
20plays a minor role in the total variance, the gains still turn out to be about 15 pp.
Regarding the estimation of the missing values, the results are similar to those of the
base case.
We also assessed diﬀerent values for the autoregressive coeﬃcients of the common
factors. In particular, we considered 1 =0 0, 03, 05, 07, 09(  =1 ···).T h e
results suggest that, as the serial correlation of the common factors increases, the gains
in the estimation of the factors by taking into account the dynamics of the idiosyncratic
components decrease. When the factors have no serial correlation, the gain is more than
30 pp for observation  and is close to 37 pp for observation  −1, whereas in the most
unfavorable case, 1 =0 9, the improvement is around 14 pp for observation  and
more than 10 pp for observation  −1. As regards the estimation of the missing values,
t h er e s u l t sa r en o ti n ﬂuenced by the amount of serial correlation of the common factors.
T h ej a g g e de d g ei s s u ed e p e n d so nt h ev a r i a b l e si n c l u d e di nt h ed a t as e ta sw e l la s
on the release calendar which may diﬀer from country to country. In the base case, we
assumed that 50% of the series have no release lag, 25% o ft h es e r i e sh a v eal a go fo n e
month and the other 25% of the series present a lag of two months. For the sensitivity
analysis, we considered two alternatives. In the ﬁrst, 80% of the series have no release
lag, 10% have a lag of one month and 10% have a lag of two months, while in the second
case 30% o ft h es e r i e sh a v en or e l e a s el a g ,35% have a lag of one month and 35% have
a lag of two months. One can see that the results are quite similar to those in Table 1.
In the base case, we set  =0 , which implies that there is no distinction between
the dynamic and the static factors. If we consider  =1both in the data generating
process and in the estimated speciﬁcations, the results are again similar to the base
case.
So far, it has been assumed that there is a match between the speciﬁcation ( 6=
0 =1 )and the model underlying the data generating process. To assess the perfor-
mance under misspeciﬁcation, several exercises were conducted.
First, we assumed a mismatch between the true number of dynamic factors and the
number of estimated dynamic factors. When the true number of dynamic factors is two
but the model is estimated assuming that there are four dynamic factors, the results
remain virtually unchanged. In contrast, when the true number of dynamic factors is
six but the model is estimated again assuming that there are only four dynamic factors,
the 2
  worsens signiﬁcantly and the gains in the estimation of the common factors
21at the end of sample period almost vanish. Hence, the underspeciﬁcation of the model
in terms of the number of common factors limits substantially the gains of taking into
account the dynamics of the idiosyncratic components. Nevertheless, the speciﬁcation
( 6=0  =1 )continues to present a signiﬁcant improvement in the estimation of the
missing values.
Another robustness exercise relates to the dynamics of the idiosyncratic compo-
nents. Two variants were assessed. First, (2) instead of (1) idiosyncratic compo-
nents were considered in the data generating process while holding the three estimation
model speciﬁcations unchanged. The two roots for each autoregressive polynomial
were generated as the inverse of independent draws from a uniform distribution on
[−0909]. For this variant, the improvement in the relative performance of speciﬁca-
tion ( 6=0  =1 )is even larger than in the base case. In particular, the gain in
the estimation of the factors for observation  exceeds 42 pp and for observation  −1
the improvement is around 46 pp. For the missing values, the gain is about 31 pp for
observation  and almost 39 pp for observation  −1. The second variant corresponds
to admit (1) idiosyncratic components in the data generating process, the coeﬃ-
cients also being drawn from a uniform distribution on [−0909].T h e s p e c i ﬁcation
( 6=0  =1 )continues to perform better than the other speciﬁcations, but the gains
a r el o w e rt h a ni nt h eb a s ec a s e .H o w e v e r ,t h e r ei ss t i l lag a i no fm o r et h a n10 pp for
observation  and 14 pp for observation  −1 in the estimation of the common factors.
Two additional exercises allowed for contemporaneous cross-correlation amongst the
idiosyncratic components in the data generating process and not taken into account in
the estimated speciﬁcations. In this respect, we ﬁrst set  =0 5, which corresponds
to a moderate contemporaneous cross-correlation between the generated innovations
of idiosyncratic components. One can see that the relative performance remain almost
unchanged vis-à-vis the base case. Note that in the latter simulation exercise the matrix
of coeﬃcients of the lagged idiosyncratic components is kept diagonal and the cross-
correlation is generated only through the contemporaneous covariance matrix of their
innovations.12 A more general scheme for generating cross-correlation would consider
the non-diagonality of both the contemporaneous covariance matrix of the innovations
and the matrix of coeﬃcients of the lagged idiosyncratic components (i.e. non-zero
12This way of generating cross-correlation between the idiosincratic components closely follows Doz
et al. (2012).
22oﬀ-diagonal entries in matrix ). With this in mind, in a second exercise to assess
the eﬀects of cross-correlation on the properties of the estimators, we considered the
alternative speciﬁcation for generating the idiosyncratic components:
(1 − )˜  =  ( =1 ···; =1 ···) with  ∼ (0)








where  () is such that  ()
0  ()= ().13 As in the ﬁrst speciﬁcation,  ()=
 and the generating process reduces to the base case when  i ss e tt oz e r o .T h er e s u l t s
with  =0 5, which roughly mimics the cross-sectional correlations of the idiosyncratic
components in the US data set, are also presented in Table 2. One can conclude that
in this more demanding setup there are still noteworthy gains although smaller than in
the base case.
Turning now to the number of factor lags in the measurement equation of the model,
we set  =1in the data generating process while continuing to estimate the model
assuming  =0 . Similarly to what happens when the number of dynamic factors
is underspeciﬁed, the 2
  is signiﬁcantly lower for all estimated speciﬁcations and
the gains in the estimation of the common factors at the end of sample period using
speciﬁcation ( 6=0  =1 )vanish. Nevertheless, the speciﬁcation ( 6=0  =1 )
continues to be the best in terms of the estimation of the missing values, with a gain
of 12 pp for observation  and around 18 pp for observation  − 1.
In a ﬁnal exercise, we investigated simultaneously the impact of the underestimation
of the number of factors and variations in the ratio of the variance of the common
component to the total variance of the -th variable. In particular, we considered the
case where the true number of factors is four but the number of estimated factors is two
and the case where the true number of factors is six but the number of estimated factors
is four. For both cases, we considered several values for the ratio of the variance of the
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23common component to the total variance of the -th variable, namely  =0 1,05,09.
The 2
  is the highest for speciﬁcation ( 6=0  =1 )when  =0 1,05.F o r t h e
case where  =0 9,d i ﬀerences are negligible. In terms of the estimation of the factors,
the speciﬁcation ( 6=0  =1 )presents gains vis-à-vis the other speciﬁcations when
 =0 1,05 whereas when  =0 9 diﬀerences are again marginal. Regarding the
estimation of the missing values, the speciﬁcation ( 6=0  =1 )continues to present
noteworthy gains in all cases.
5 Conclusions
The staggered release of macroeconomic data results in unbalanced panel data sets with
missing values at the end of the sample (the so-called jagged or ragged edge) which raises
diﬃc u l t i e st ot h ee s t i m a t i o no fd y n a m i cf a c t o rm o d e l si nar e a l - t i m ee n v i r o n m e n t .
We propose an EM algorithm which copes with panel data sets with jagged edge
without signiﬁcantly increasing the computation time relative to the balanced panel
case, while accounting for autoregressive common factors and allowing for serial cor-
relation of the idiosyncratic components. When compared with the general purpose
algorithm proposed by Jungbacker et al. (2011), our algorithm is much simpler analyt-
ically and also signiﬁcantly faster.
Being able to exploit the dynamics of both the common factors and the idiosyncratic
components proves to be quite useful for the estimation of the factors in a context of
limited data availability at the end of the sample. Based on a Monte Carlo analysis, we
found that taking into account only the dynamics of the factors leads to results similar
to those obtained when assuming serially independent factors, as in Stock and Watson
(2002a). However, when one also takes into account the dynamics of the idiosyncratic
components, besides some increase in the overall ﬁt of the factors, there is a substantial
improvement in the relative MSE of the estimation of both the common factors at the
end of the sample and the missing values. In particular, the gain in the estimation
of the common factors for the last observation is around 26 percentage points and for
the second last observation the improvement is almost 30 percentage points, while for
the missing values the gain exceeds 20 percentage points for the last observation and is
around 27 percentage points for the second last observation.
To assess the robustness of such ﬁndings, a thorough sensitivity analysis was per-
24formed. The results reinforce the importance of taking into account the dynamics of
the idiosyncratic components when dealing with jagged edge panel data sets. The
results also show that, in the particular case of underspeciﬁcation of the number of fac-
tors in the estimation model, the overall ﬁt worsens signiﬁcantly for all speciﬁcations
and the gains in the relative performance of taking into account the dynamics of the
idiosyncratic components decrease.
25Appendix 1 - M-step: The expected log likelihood
function
For any vectors of random variables  and ,l e t(;) and (|;)
denote the probability density functions of  and of  conditional on , respectively.
To shorten the length of the expressions, also let any quadratic form 
0∆ be written as

0∆(···). The log joint density of both the variables and factors generated according













































































































( × ) is an orthogonal matrix (i.e. ˚ ˚ 0
 =
˚ 0
˚  = ), where ¨  (( − N) × ) is a matrix of zeros and ones such that ¨  ¨ 0
 =
−N and  ¨ 0






,w h e r e¨  is the ( −N)-dimensional
vector of variables of period  for which the realizations are missing:
˚ ˚  = ˚ 
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w h e r ew ea d o p t e dt h es i m p l i ﬁed notation  () instead of  (|1 2··· ).M o r e -
over,
 (¨ ¨ 
0




 = ¨ Ψ ¨ 
0

The expected values (conditional on 1 2··· )o ft h eq u a d r a t i cf o r m si nt h e





















































































































( − 2)Ψ−1 (···)
¸
= [because T  1 for all ]
= 
∙³




























































0 − 2(1 − )f
(+1)0














































































































Thus, taking into account that  and Ψ are diagonal matrices, the expected log



















































































(1 − )(1 − )





















































































































































2 − 2(1 − )f
(+1)0

































































































































































































































































































































































30Appendix 2 - M-step: The ﬁrst order conditions
The partial derivatives of the expected log likelihood with respect to all parameters












































































































[¯  (T) − 2¯  (T)+
+¯  (T)
2
 − 2¯  (T)
0  +2 ¯ f (T)




Equating these partial derivatives to zero and solving the system of ﬁrst conditions


















0 ˆ  +2 ¯ f (T)
0 ˆ ˆ  + ˆ 
0
 ¯ M(T) ˆ 
i
(20)
From (18)-(19) we get (14) and (15). Finally, replacing ˆ  and ˆ  in (20) by (14)-(15)
we obtain (16).
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9(B = 0, P = 0) (B = 0, P = 1) (B ≠ 0, P = 1)
R
2 0.959 0.960 0.975
RMSE for FT-1 1.000 0.999 0.705
RMSE for FT 1.000 0.996 0.739
RMSE for x T-1 1.000 1.000 0.731
RMSE for x T 1.000 1.001 0.793
Running time (seconds)
Average 1.010   [4.513] 1.033   [4.552] 4.055   [6.883]
Monte Carlo simulation results for the base case 
Note: The relative Mean Squared Error (RMSE) is computed vis-à-vis the specification (B = 0, P = 0). The running times were 
obtained using a computer with Intel Core Duo 2.93 Ghz, 64 Bit, 32 Gb RAM. Figures in square brackets refer to the EM version 
of the algorithm proposed by Jungbacker, Koopman and van der Wel (2011). The codes were developed in Matlab.
TABLE 1(B = 0, P = 0) (B = 0, P = 1) (B ≠ 0, P = 1) (B = 0, P = 1) (B ≠ 0, P = 1) (B = 0, P = 1) (B ≠ 0, P = 1) (B = 0, P = 1) (B ≠ 0, P = 1) (B = 0, P = 1) (B ≠ 0, P = 1)
-0.9 0.950 0.953 0.969 0.945 0.683 0.952 0.582 0.998 0.195 0.998 0.273
-0.8 0.955 0.958 0.966 0.951 0.793 0.955 0.699 0.998 0.366 0.998 0.480
-0.7 0.957 0.959 0.964 0.956 0.849 0.962 0.775 0.998 0.517 0.999 0.638
-0.6 0.957 0.959 0.963 0.962 0.889 0.967 0.833 0.998 0.647 0.999 0.757
-0.5 0.958 0.960 0.962 0.968 0.922 0.972 0.880 0.999 0.757 0.999 0.845
-0.4 0.958 0.960 0.961 0.973 0.948 0.976 0.917 0.999 0.846 0.999 0.909
-0.3 0.958 0.960 0.961 0.979 0.968 0.980 0.946 0.999 0.916 1.000 0.953
-0.2 0.958 0.960 0.960 0.984 0.983 0.984 0.969 0.999 0.966 1.000 0.982
-0.1 0.958 0.960 0.959 0.990 0.994 0.988 0.985 0.999 0.995 1.000 0.998
0 0.959 0.959 0.959 0.996 1.000 0.993 0.995 0.999 1.005 1.000 1.003
0.1 0.959 0.959 0.958 1.002 1.002 0.997 0.998 0.999 0.995 1.001 0.997
0.2 0.959 0.959 0.958 1.008 0.999 1.002 0.994 1.000 0.964 1.001 0.981
0.3 0.959 0.959 0.957 1.015 0.991 1.007 0.982 1.000 0.914 1.001 0.951
0.4 0.959 0.959 0.957 1.022 0.980 1.011 0.961 1.000 0.844 1.001 0.906
0.5 0.959 0.958 0.956 1.030 0.966 1.016 0.932 1.000 0.754 1.001 0.842
0.6 0.959 0.958 0.955 1.039 0.950 1.020 0.893 1.001 0.645 1.001 0.754
0.7 0.958 0.957 0.953 1.048 0.932 1.025 0.846 1.001 0.516 1.001 0.635
0.8 0.957 0.956 0.951 1.059 0.919 1.029 0.792 1.001 0.367 1.001 0.478
0.9 0.953 0.951 0.949 1.073 0.913 1.037 0.740 1.002 0.198 1.001 0.274
2 0.972 0.973 0.982 0.995 0.714 0.995 0.774 1.000 0.732 1.000 0.803
6 0.946 0.947 0.968 0.979 0.652 0.989 0.731 0.999 0.727 0.999 0.793
N 200 0.971 0.972 0.981 1.000 0.737 1.003 0.771 1.000 0.729 1.000 0.801
120 0.943 0.944 0.962 1.007 0.759 0.993 0.790 1.000 0.747 1.000 0.809
480 0.968 0.968 0.982 0.978 0.623 0.988 0.704 1.000 0.738 0.999 0.799
0.1 0.653 0.577 0.841 1.136 0.526 1.099 0.641 1.003 0.724 1.000 0.790
0.5 0.943 0.945 0.968 0.991 0.644 0.991 0.685 0.998 0.726 1.000 0.788
0.9 0.978 0.979 0.984 1.023 0.864 1.014 0.846 1.000 0.724 1.001 0.785







Note: The relative Mean Squared Error (RMSE) is computed vis-à-vis the specification (B = 0, P = 0).
R
2(B = 0, P = 0) (B = 0, P = 1) (B ≠ 0, P = 1) (B = 0, P = 1) (B ≠ 0, P = 1) (B = 0, P = 1) (B ≠ 0, P = 1) (B = 0, P = 1) (B ≠ 0, P = 1) (B = 0, P = 1) (B ≠ 0, P = 1)
0.0 0.968 0.967 0.984 1.001 0.629 1.002 0.697 1.000 0.730 1.000 0.793
0.3 0.964 0.964 0.980 1.004 0.664 1.004 0.717 1.000 0.731 1.001 0.793
0.5 0.960 0.961 0.976 1.001 0.701 0.998 0.736 1.000 0.731 1.001 0.793
0.7 0.950 0.952 0.965 0.990 0.763 0.980 0.770 0.999 0.731 1.000 0.793
0.9 0.901 0.906 0.916 0.980 0.896 0.950 0.859 0.995 0.730 0.994 0.791
10 & 10 0.959 0.960 0.975 1.000 0.695 0.997 0.779 0.999 0.741 1.001 0.793
35 & 35 0.959 0.959 0.974 0.995 0.722 0.986 0.732 0.999 0.732 1.000 0.815
S 1 0.958 0.958 0.972 1.012 0.756 0.980 0.703 1.000 0.740 0.998 0.802
2 0.971 0.968 0.982 1.077 0.710 1.052 0.777 0.991 0.736 0.990 0.804
6 0.671 0.671 0.678 1.004 0.996 1.000 0.972 1.002 0.790 1.001 0.845
AR(2) 0.959 0.960 0.981 1.003 0.534 0.989 0.574 1.000 0.612 0.999 0.692
MA(1) 0.959 0.959 0.968 0.996 0.857 0.995 0.896 1.000 0.876 1.001 0.943
δ 0.5 0.958 0.959 0.974 0.998 0.696 0.989 0.735 0.999 0.730 1.000 0.796
ρ 0.5 0.957 0.958 0.967 0.996 0.818 0.993 0.852 0.999 0.838 1.000 0.873
S 1 0.674 0.680 0.679 0.993 1.003 1.089 1.086 0.996 0.824 1.000 0.880
γn = 0.1 0.379 0.369 0.461 1.007 0.878 1.006 0.882 1.000 0.748 0.999 0.809
Q = 4 γn = 0.5 0.514 0.514 0.517 1.001 0.986 0.992 0.984 1.001 0.826 0.998 0.877
γn = 0.9 0.527 0.526 0.521 0.994 0.993 0.994 0.995 0.999 0.792 0.997 0.875
γn = 0.1 0.399 0.289 0.565 1.152 0.739 1.103 0.812 1.000 0.740 0.997 0.803
Q = 6 γn = 0.5 0.663 0.664 0.677 0.990 0.966 0.996 0.963 1.000 0.799 1.000 0.855
γn = 0.9 0.691 0.691 0.688 0.994 1.022 1.005 1.008 0.995 0.816 1.002 0.882
TABLE 2 (continued)







2 RMSE for FT-1 RMSE for FT RMSE for x T-1 RMSE for x TWORKING PAPERS
2000
1/00 UNEMPLOYMENT DURATION: COMPETING AND DEFECTIVE RISKS
— John T. Addison, Pedro Portugal
2/00 THE ESTIMATION OF RISK PREMIUM IMPLICIT IN OIL PRICES
— Jorge Barros Luís
3/00 EVALUATING CORE INFLATION INDICATORS
— Carlos Robalo Marques, Pedro Duarte Neves, Luís Morais Sarmento
4/00 LABOR MARKETS AND KALEIDOSCOPIC COMPARATIVE ADVANTAGE
— Daniel A. Traça
5/00 WHY SHOULD CENTRAL BANKS AVOID THE USE OF THE UNDERLYING INFLATION INDICATOR?
— Carlos Robalo Marques, Pedro Duarte Neves, Afonso Gonçalves da Silva
6/00 USING THE ASYMMETRIC TRIMMED MEAN AS A CORE INFLATION INDICATOR
— Carlos Robalo Marques, João Machado Mota
2001
1/01 THE SURVIVAL OF NEW DOMESTIC AND FOREIGN OWNED FIRMS
— José Mata, Pedro Portugal
2/01 GAPS AND TRIANGLES
— Bernardino Adão, Isabel Correia, Pedro Teles
3/01 A NEW REPRESENTATION FOR THE FOREIGN CURRENCY RISK PREMIUM
— Bernardino Adão, Fátima Silva
4/01 ENTRY MISTAKES WITH STRATEGIC PRICING
— Bernardino Adão
5/01 FINANCING IN THE EUROSYSTEM: FIXED VERSUS VARIABLE RATE TENDERS
— Margarida Catalão-Lopes
6/01 AGGREGATION, PERSISTENCE AND VOLATILITY IN A MACROMODEL
— Karim Abadir, Gabriel Talmain
7/01 SOME FACTS ABOUT THE CYCLICAL CONVERGENCE IN THE EURO ZONE
— Frederico Belo
8/01 TENURE, BUSINESS CYCLE AND THE WAGE-SETTING PROCESS
— Leandro Arozamena, Mário Centeno
9/01 USING THE FIRST PRINCIPAL COMPONENT AS A CORE INFLATION INDICATOR
— José Ferreira Machado, Carlos Robalo Marques, Pedro Duarte Neves, Afonso Gonçalves da Silva
10/01 IDENTIFICATION WITH AVERAGED DATA AND IMPLICATIONS FOR HEDONIC REGRESSION STUDIES
— José A.F. Machado, João M.C. Santos Silva
Banco de Portugal | Working Papers i2002
1/02 QUANTILE REGRESSION ANALYSIS OF TRANSITION DATA
— José A.F. Machado, Pedro Portugal
2/02 SHOULD WE DISTINGUISH BETWEEN STATIC AND DYNAMIC LONG RUN EQUILIBRIUM IN ERROR
CORRECTION MODELS?
— Susana Botas, Carlos Robalo Marques
3/02 MODELLING TAYLOR RULE UNCERTAINTY
— Fernando Martins, José A. F. Machado, Paulo Soares Esteves
4/02 PATTERNS OF ENTRY, POST-ENTRY GROWTH AND SURVIVAL: A COMPARISON BETWEEN DOMESTIC AND
FOREIGN OWNED FIRMS
— José Mata, Pedro Portugal
5/02 BUSINESS CYCLES: CYCLICAL COMOVEMENT WITHIN THE EUROPEAN UNION IN THE PERIOD 1960-1999. A
FREQUENCY DOMAIN APPROACH
— João Valle e Azevedo
6/02 AN “ART”, NOT A “SCIENCE”? CENTRAL BANK MANAGEMENT IN PORTUGAL UNDER THE GOLD STANDARD,
1854 -1891
— Jaime Reis
7/02 MERGE OR CONCENTRATE? SOME INSIGHTS FOR ANTITRUST POLICY
— Margarida Catalão-Lopes
8/02 DISENTANGLING THE MINIMUM WAGE PUZZLE: ANALYSIS OF WORKER ACCESSIONS AND SEPARATIONS
FROM A LONGITUDINAL MATCHED EMPLOYER-EMPLOYEE DATA SET
— Pedro Portugal, Ana Rute Cardoso
9/02 THE MATCH QUALITY GAINS FROM UNEMPLOYMENT INSURANCE
— Mário Centeno
10/02 HEDONIC PRICES INDEXES FOR NEW PASSENGER CARS IN PORTUGAL (1997-2001)
— Hugo J. Reis, J.M.C. Santos Silva
11/02 THE ANALYSIS OF SEASONAL RETURN ANOMALIES IN THE PORTUGUESE STOCK MARKET
— Miguel Balbina, Nuno C. Martins
12/02 DOES MONEY GRANGER CAUSE INFLATION IN THE EURO AREA?
— Carlos Robalo Marques, Joaquim Pina
13/02 INSTITUTIONS AND ECONOMIC DEVELOPMENT: HOW STRONG IS THE RELATION?
— Tiago V.de V. Cavalcanti, Álvaro A. Novo
2003
1/03 FOUNDING CONDITIONS AND THE SURVIVAL OF NEW FIRMS
— P.A. Geroski, José Mata, Pedro Portugal
2/03 THE TIMING AND PROBABILITY OF FDI: AN APPLICATION TO THE UNITED STATES MULTINATIONAL
ENTERPRISES
— José Brandão de Brito, Felipa de Mello Sampayo
3/03 OPTIMAL FISCAL AND MONETARY POLICY: EQUIVALENCE RESULTS
— Isabel Correia, Juan Pablo Nicolini, Pedro Teles
Banco de Portugal | Working Papers ii4/03 FORECASTING EURO AREA AGGREGATES WITH BAYESIAN VAR AND VECM MODELS
— Ricardo Mourinho Félix, Luís C. Nunes
5/03 CONTAGIOUS CURRENCY CRISES: A SPATIAL PROBIT APPROACH
— Álvaro Novo
6/03 THE DISTRIBUTION OF LIQUIDITY IN A MONETARY UNION WITH DIFFERENT PORTFOLIO RIGIDITIES
— Nuno Alves
7/03 COINCIDENT AND LEADING INDICATORS FOR THE EURO AREA: A FREQUENCY BAND APPROACH
— António Rua, Luís C. Nunes
8/03 WHY DO FIRMS USE FIXED-TERM CONTRACTS?
— José Varejão, Pedro Portugal
9/03 NONLINEARITIES OVER THE BUSINESS CYCLE: AN APPLICATION OF THE SMOOTH TRANSITION
AUTOREGRESSIVE MODEL TO CHARACTERIZE GDP DYNAMICS FOR THE EURO-AREA AND PORTUGAL
— Francisco Craveiro Dias
10/03 WAGES AND THE RISK OF DISPLACEMENT
— Anabela Carneiro, Pedro Portugal
11/03 SIX WAYS TO LEAVE UNEMPLOYMENT
— Pedro Portugal, John T. Addison
12/03 EMPLOYMENT DYNAMICS AND THE STRUCTURE OF LABOR ADJUSTMENT COSTS
— José Varejão, Pedro Portugal
13/03 THE MONETARY TRANSMISSION MECHANISM: IS IT RELEVANT FOR POLICY?
— Bernardino Adão, Isabel Correia, Pedro Teles
14/03 THE IMPACT OF INTEREST-RATE SUBSIDIES ON LONG-TERM HOUSEHOLD DEBT: EVIDENCE FROM A
LARGE PROGRAM
— Nuno C. Martins, Ernesto Villanueva
15/03 THE CAREERS OF TOP MANAGERS AND FIRM OPENNESS: INTERNAL VERSUS EXTERNAL LABOUR
MARKETS
— Francisco Lima, Mário Centeno
16/03 TRACKING GROWTH AND THE BUSINESS CYCLE: A STOCHASTIC COMMON CYCLE MODEL FOR THE EURO
AREA
— João Valle e Azevedo, Siem Jan Koopman, António Rua
17/03 CORRUPTION, CREDIT MARKET IMPERFECTIONS, AND ECONOMIC DEVELOPMENT
— António R. Antunes, Tiago V. Cavalcanti
18/03 BARGAINED WAGES, WAGE DRIFT AND THE DESIGN OF THE WAGE SETTING SYSTEM
— Ana Rute Cardoso, Pedro Portugal
19/03 UNCERTAINTY AND RISK ANALYSIS OF MACROECONOMIC FORECASTS: FAN CHARTS REVISITED
— Álvaro Novo, Maximiano Pinheiro
Banco de Portugal | Working Papers iii2004
1/04 HOW DOES THE UNEMPLOYMENT INSURANCE SYSTEM SHAPE THE TIME PROFILE OF JOBLESS
DURATION?
— John T. Addison, Pedro Portugal
2/04 REAL EXCHANGE RATE AND HUMAN CAPITAL IN THE EMPIRICS OF ECONOMIC GROWTH
— Delfim Gomes Neto
3/04 ON THE USE OF THE FIRST PRINCIPAL COMPONENT AS A CORE INFLATION INDICATOR
— José Ramos Maria
4/04 OIL PRICES ASSUMPTIONS IN MACROECONOMIC FORECASTS: SHOULD WE FOLLOW FUTURES MARKET
EXPECTATIONS?
— Carlos Coimbra, Paulo Soares Esteves
5/04 STYLISED FEATURES OF PRICE SETTING BEHAVIOUR IN PORTUGAL: 1992-2001
— Mónica Dias, Daniel Dias, Pedro D. Neves
6/04 A FLEXIBLE VIEW ON PRICES
— Nuno Alves
7/04 ON THE FISHER-KONIECZNY INDEX OF PRICE CHANGES SYNCHRONIZATION
— D.A. Dias, C. Robalo Marques, P.D. Neves, J.M.C. Santos Silva
8/04 INFLATION PERSISTENCE: FACTS OR ARTEFACTS?
— Carlos Robalo Marques
9/04 WORKERS’ FLOWS AND REAL WAGE CYCLICALITY
— Anabela Carneiro, Pedro Portugal
10/04 MATCHING WORKERS TO JOBS IN THE FAST LANE: THE OPERATION OF FIXED-TERM CONTRACTS
— José Varejão, Pedro Portugal
11/04 THE LOCATIONAL DETERMINANTS OF THE U.S. MULTINATIONALS ACTIVITIES
— José Brandão de Brito, Felipa Mello Sampayo
12/04 KEY ELASTICITIES IN JOB SEARCH THEORY: INTERNATIONAL EVIDENCE
— John T. Addison, Mário Centeno, Pedro Portugal
13/04 RESERVATION WAGES, SEARCH DURATION AND ACCEPTED WAGES IN EUROPE
— John T. Addison, Mário Centeno, Pedro Portugal
14/04 THE MONETARY TRANSMISSION N THE US AND THE EURO AREA: COMMON FEATURES AND COMMON
FRICTIONS
— Nuno Alves
15/04 NOMINAL WAGE INERTIA IN GENERAL EQUILIBRIUM MODELS
— Nuno Alves
16/04 MONETARY POLICY IN A CURRENCY UNION WITH NATIONAL PRICE ASYMMETRIES
— Sandra Gomes
17/04 NEOCLASSICAL INVESTMENT WITH MORAL HAZARD
— João Ejarque
18/04 MONETARY POLICY WITH STATE CONTINGENT INTEREST RATES
— Bernardino Adão, Isabel Correia, Pedro Teles
Banco de Portugal | Working Papers iv19/04 MONETARY POLICY WITH SINGLE INSTRUMENT FEEDBACK RULES
— Bernardino Adão, Isabel Correia, Pedro Teles
20/04 ACOUNTING FOR THE HIDDEN ECONOMY: BARRIERS TO LAGALITY AND LEGAL FAILURES
— António R. Antunes, Tiago V. Cavalcanti
2005
1/05 SEAM: A SMALL-SCALE EURO AREA MODEL WITH FORWARD-LOOKING ELEMENTS
— José Brandão de Brito, Rita Duarte
2/05 FORECASTING INFLATION THROUGH A BOTTOM-UP APPROACH: THE PORTUGUESE CASE
— Cláudia Duarte, António Rua
3/05 USING MEAN REVERSION AS A MEASURE OF PERSISTENCE
— Daniel Dias, Carlos Robalo Marques
4/05 HOUSEHOLD WEALTH IN PORTUGAL: 1980-2004
— Fátima Cardoso, Vanda Geraldes da Cunha
5/05 ANALYSIS OF DELINQUENT FIRMS USING MULTI-STATE TRANSITIONS
— António Antunes
6/05 PRICE SETTING IN THE AREA: SOME STYLIZED FACTS FROM INDIVIDUAL CONSUMER PRICE DATA
— Emmanuel Dhyne, Luis J. Álvarez, Hervé Le Bihan, Giovanni Veronese, Daniel Dias, Johannes Hoffmann,
Nicole Jonker, Patrick Lünnemann, Fabio Rumler, Jouko Vilmunen
7/05 INTERMEDIATION COSTS, INVESTOR PROTECTION AND ECONOMIC DEVELOPMENT
— António Antunes, Tiago Cavalcanti, Anne Villamil
8/05 TIME OR STATE DEPENDENT PRICE SETTING RULES? EVIDENCE FROM PORTUGUESE MICRO DATA
— Daniel Dias, Carlos Robalo Marques, João Santos Silva
9/05 BUSINESS CYCLE AT A SECTORAL LEVEL: THE PORTUGUESE CASE
— Hugo Reis
10/05 THE PRICING BEHAVIOUR OF FIRMS IN THE EURO AREA: NEW SURVEY EVIDENCE
— S. Fabiani, M. Druant, I. Hernando, C. Kwapil, B. Landau, C. Loupias, F. Martins, T. Mathä, R. Sabbatini, H.
Stahl, A. Stokman
11/05 CONSUMPTION TAXES AND REDISTRIBUTION
— Isabel Correia
12/05 UNIQUE EQUILIBRIUM WITH SINGLE MONETARY INSTRUMENT RULES
— Bernardino Adão, Isabel Correia, Pedro Teles
13/05 A MACROECONOMIC STRUCTURAL MODEL FOR THE PORTUGUESE ECONOMY
— Ricardo Mourinho Félix
14/05 THE EFFECTS OF A GOVERNMENT EXPENDITURES SHOCK
— Bernardino Adão, José Brandão de Brito
15/05 MARKET INTEGRATION IN THE GOLDEN PERIPHERY – THE LISBON/LONDON EXCHANGE, 1854-1891
— Rui Pedro Esteves, Jaime Reis, Fabiano Ferramosca
2006
1/06 THE EFFECTS OF A TECHNOLOGY SHOCK IN THE EURO AREA
— Nuno Alves , José Brandão de Brito , Sandra Gomes, João Sousa
Banco de Portugal | Working Papers v2/02 THE TRANSMISSION OF MONETARY AND TECHNOLOGY SHOCKS IN THE EURO AREA
— Nuno Alves, José Brandão de Brito, Sandra Gomes, João Sousa
3/06 MEASURING THE IMPORTANCE OF THE UNIFORM NONSYNCHRONIZATION HYPOTHESIS
— Daniel Dias, Carlos Robalo Marques, João Santos Silva
4/06 THE PRICE SETTING BEHAVIOUR OF PORTUGUESE FIRMS EVIDENCE FROM SURVEY DATA
— Fernando Martins
5/06 STICKY PRICES IN THE EURO AREA: A SUMMARY OF NEW MICRO EVIDENCE
— L. J. Álvarez, E. Dhyne, M. Hoeberichts, C. Kwapil, H. Le Bihan, P. Lünnemann, F. Martins, R. Sabbatini, H.
Stahl, P. Vermeulen and J. Vilmunen
6/06 NOMINAL DEBT AS A BURDEN ON MONETARY POLICY
— Javier Díaz-Giménez, Giorgia Giovannetti , Ramon Marimon, Pedro Teles
7/06 A DISAGGREGATED FRAMEWORK FOR THE ANALYSIS OF STRUCTURAL DEVELOPMENTS IN PUBLIC
FINANCES
— Jana Kremer, Cláudia Rodrigues Braz, Teunis Brosens, Geert Langenus, Sandro Momigliano, Mikko
Spolander
8/06 IDENTIFYING ASSET PRICE BOOMS AND BUSTS WITH QUANTILE REGRESSIONS
— José A. F. Machado, João Sousa
9/06 EXCESS BURDEN AND THE COST OF INEFFICIENCY IN PUBLIC SERVICES PROVISION
— António Afonso, Vítor Gaspar
10/06 MARKET POWER, DISMISSAL THREAT AND RENT SHARING: THE ROLE OF INSIDER AND OUTSIDER
FORCES IN WAGE BARGAINING
— Anabela Carneiro, Pedro Portugal
11/06 MEASURING EXPORT COMPETITIVENESS: REVISITING THE EFFECTIVE EXCHANGE RATE WEIGHTS FOR
THE EURO AREA COUNTRIES
— Paulo Soares Esteves, Carolina Reis
12/06 THE IMPACT OF UNEMPLOYMENT INSURANCE GENEROSITY ON MATCH QUALITY DISTRIBUTION
— Mário Centeno, Alvaro A. Novo
13/06 U.S. UNEMPLOYMENT DURATION: HAS LONG BECOME LONGER OR SHORT BECOME SHORTER?
— José A.F. Machado, Pedro Portugal e Juliana Guimarães
14/06 EARNINGS LOSSES OF DISPLACED WORKERS: EVIDENCE FROM A MATCHED EMPLOYER-EMPLOYEE
DATA SET
— Anabela Carneiro, Pedro Portugal
15/06 COMPUTING GENERAL EQUILIBRIUM MODELS WITH OCCUPATIONAL CHOICE AND FINANCIAL FRICTIONS
— António Antunes, Tiago Cavalcanti, Anne Villamil
16/06 ON THE RELEVANCE OF EXCHANGE RATE REGIMES FOR STABILIZATION POLICY
— Bernardino Adao, Isabel Correia, Pedro Teles
17/06 AN INPUT-OUTPUT ANALYSIS: LINKAGES VS LEAKAGES
— Hugo Reis, António Rua
2007
1/07 RELATIVE EXPORT STRUCTURES AND VERTICAL SPECIALIZATION: A SIMPLE CROSS-COUNTRY INDEX
— João Amador, Sónia Cabral, José Ramos Maria
Banco de Portugal | Working Papers vi2/07 THE FORWARD PREMIUM OF EURO INTEREST RATES
— Sónia Costa, Ana Beatriz Galvão
3/07 ADJUSTING TO THE EURO
— Gabriel Fagan, Vítor Gaspar
4/07 SPATIAL AND TEMPORAL AGGREGATION IN THE ESTIMATION OF LABOR DEMAND FUNCTIONS
— José Varejão, Pedro Portugal
5/07 PRICE SETTING IN THE EURO AREA: SOME STYLISED FACTS FROM INDIVIDUAL PRODUCER PRICE DATA
— Philip Vermeulen, Daniel Dias, Maarten Dossche, Erwan Gautier, Ignacio Hernando, Roberto Sabbatini,
Harald Stahl
6/07 A STOCHASTIC FRONTIER ANALYSIS OF SECONDARY EDUCATION OUTPUT IN PORTUGAL
— Manuel Coutinho Pereira, Sara Moreira
7/07 CREDIT RISK DRIVERS: EVALUATING THE CONTRIBUTION OF FIRM LEVEL INFORMATION AND OF
MACROECONOMIC DYNAMICS
— Diana Bonfim
8/07 CHARACTERISTICS OF THE PORTUGUESE ECONOMIC GROWTH: WHAT HAS BEEN MISSING?
— João Amador, Carlos Coimbra
9/07 TOTAL FACTOR PRODUCTIVITY GROWTH IN THE G7 COUNTRIES: DIFFERENT OR ALIKE?
— João Amador, Carlos Coimbra
10/07 IDENTIFYING UNEMPLOYMENT INSURANCE INCOME EFFECTS WITH A QUASI-NATURAL EXPERIMENT
— Mário Centeno, Alvaro A. Novo
11/07 HOW DO DIFFERENT ENTITLEMENTS TO UNEMPLOYMENT BENEFITS AFFECT THE TRANSITIONS FROM
UNEMPLOYMENT INTO EMPLOYMENT
— John T. Addison, Pedro Portugal
12/07 INTERPRETATION OF THE EFFECTS OF FILTERING INTEGRATED TIME SERIES
— João Valle e Azevedo
13/07 EXACT LIMIT OF THE EXPECTED PERIODOGRAM IN THE UNIT-ROOT CASE
— João Valle e Azevedo
14/07 INTERNATIONAL TRADE PATTERNS OVER THE LAST FOUR DECADES: HOW DOES PORTUGAL COMPARE
WITH OTHER COHESION COUNTRIES?
— João Amador, Sónia Cabral, José Ramos Maria
15/07 INFLATION (MIS)PERCEPTIONS IN THE EURO AREA
— Francisco Dias, Cláudia Duarte, António Rua
16/07 LABOR ADJUSTMENT COSTS IN A PANEL OF ESTABLISHMENTS: A STRUCTURAL APPROACH
— João Miguel Ejarque, Pedro Portugal
17/07 A MULTIVARIATE BAND-PASS FILTER
— João Valle e Azevedo
18/07 AN OPEN ECONOMY MODEL OF THE EURO AREA AND THE US
— Nuno Alves, Sandra Gomes, João Sousa
19/07 IS TIME RIPE FOR PRICE LEVEL PATH STABILITY?
— Vitor Gaspar, Frank Smets , David Vestin
Banco de Portugal | Working Papers vii20/07 IS THE EURO AREA M3 ABANDONING US?
— Nuno Alves, Carlos Robalo Marques, João Sousa
21/07 DO LABOR MARKET POLICIES AFFECT EMPLOYMENT COMPOSITION? LESSONS FROM EUROPEAN
COUNTRIES
— António Antunes, Mário Centeno
2008
1/08 THE DETERMINANTS OF PORTUGUESE BANKS’ CAPITAL BUFFERS
— Miguel Boucinha
2/08 DO RESERVATION WAGES REALLY DECLINE? SOME INTERNATIONAL EVIDENCE ON THE DETERMINANTS
OF RESERVATION WAGES
— John T. Addison, Mário Centeno, Pedro Portugal
3/08 UNEMPLOYMENT BENEFITS AND RESERVATION WAGES: KEY ELASTICITIES FROM A STRIPPED-DOWN
JOB SEARCH APPROACH
— John T. Addison, Mário Centeno, Pedro Portugal
4/08 THE EFFECTS OF LOW-COST COUNTRIES ON PORTUGUESE MANUFACTURING IMPORT PRICES
— Fátima Cardoso, Paulo Soares Esteves
5/08 WHAT IS BEHIND THE RECENT EVOLUTION OF PORTUGUESE TERMS OF TRADE?
— Fátima Cardoso, Paulo Soares Esteves
6/08 EVALUATING JOB SEARCH PROGRAMS FOR OLD AND YOUNG INDIVIDUALS: HETEROGENEOUS IMPACT
ON UNEMPLOYMENT DURATION
— Luis Centeno, Mário Centeno, Álvaro A. Novo
7/08 FORECASTING USING TARGETED DIFFUSION INDEXES
— Francisco Dias, Maximiano Pinheiro, António Rua
8/08 STATISTICAL ARBITRAGE WITH DEFAULT AND COLLATERAL
— José Fajardo, Ana Lacerda
9/08 DETERMINING THE NUMBER OF FACTORS IN APPROXIMATE FACTOR MODELS WITH GLOBAL AND
GROUP-SPECIFIC FACTORS
— Francisco Dias, Maximiano Pinheiro, António Rua
10/08 VERTICAL SPECIALIZATION ACROSS THE WORLD: A RELATIVE MEASURE
— João Amador, Sónia Cabral
11/08 INTERNATIONAL FRAGMENTATION OF PRODUCTION IN THE PORTUGUESE ECONOMY: WHAT DO
DIFFERENT MEASURES TELL US?
— João Amador, Sónia Cabral
12/08 IMPACT OF THE RECENT REFORM OF THE PORTUGUESE PUBLIC EMPLOYEES’ PENSION SYSTEM
— Maria Manuel Campos, Manuel Coutinho Pereira
13/08 EMPIRICAL EVIDENCE ON THE BEHAVIOR AND STABILIZING ROLE OF FISCAL AND MONETARY POLICIES IN
THE US
— Manuel Coutinho Pereira
14/08 IMPACT ON WELFARE OF COUNTRY HETEROGENEITY IN A CURRENCY UNION
— Carla Soares
15/08 WAGE AND PRICE DYNAMICS IN PORTUGAL
— Carlos Robalo Marques
Banco de Portugal | Working Papers viii16/08 IMPROVING COMPETITION IN THE NON-TRADABLE GOODS AND LABOUR MARKETS: THE PORTUGUESE
CASE
— Vanda Almeida, Gabriela Castro, Ricardo Mourinho Félix
17/08 PRODUCT AND DESTINATION MIX IN EXPORT MARKETS
— João Amador, Luca David Opromolla
18/08 FORECASTING INVESTMENT: A FISHING CONTEST USING SURVEY DATA
— José Ramos Maria, Sara Serra
19/08 APPROXIMATING AND FORECASTING MACROECONOMIC SIGNALS IN REAL-TIME
— João Valle e Azevedo
20/08 A THEORY OF ENTRY AND EXIT INTO EXPORTS MARKETS
— Alfonso A. Irarrazabal, Luca David Opromolla
21/08 ON THE UNCERTAINTY AND RISKS OF MACROECONOMIC FORECASTS: COMBINING JUDGEMENTS WITH
SAMPLE AND MODEL INFORMATION
— Maximiano Pinheiro, Paulo Soares Esteves
22/08 ANALYSIS OF THE PREDICTORS OF DEFAULT FOR PORTUGUESE FIRMS
— Ana I. Lacerda, Russ A. Moro
23/08 INFLATION EXPECTATIONS IN THE EURO AREA: ARE CONSUMERS RATIONAL?
— Francisco Dias, Cláudia Duarte, António Rua
2009
1/09 AN ASSESSMENT OF COMPETITION IN THE PORTUGUESE BANKING SYSTEM IN THE 1991-2004 PERIOD
— Miguel Boucinha, Nuno Ribeiro
2/09 FINITE SAMPLE PERFORMANCE OF FREQUENCY AND TIME DOMAIN TESTS FOR SEASONAL FRACTIONAL
INTEGRATION
— Paulo M. M. Rodrigues, Antonio Rubia, João Valle e Azevedo
3/09 THE MONETARY TRANSMISSION MECHANISM FOR A SMALL OPEN ECONOMY IN A MONETARY UNION
— Bernardino Adão
4/09 INTERNATIONAL COMOVEMENT OF STOCK MARKET RETURNS: A WAVELET ANALYSIS
— António Rua, Luís C. Nunes
5/09 THE INTEREST RATE PASS-THROUGH OF THE PORTUGUESE BANKING SYSTEM: CHARACTERIZATION AND
DETERMINANTS
— Paula Antão
6/09 ELUSIVE COUNTER-CYCLICALITY AND DELIBERATE OPPORTUNISM? FISCAL POLICY FROM PLANS TO
FINAL OUTCOMES
— Álvaro M. Pina
7/09 LOCAL IDENTIFICATION IN DSGE MODELS
— Nikolay Iskrev
8/09 CREDIT RISK AND CAPITAL REQUIREMENTS FOR THE PORTUGUESE BANKING SYSTEM
— Paula Antão, Ana Lacerda
9/09 A SIMPLE FEASIBLE ALTERNATIVE PROCEDURE TO ESTIMATE MODELS WITH HIGH-DIMENSIONAL FIXED
EFFECTS
— Paulo Guimarães, Pedro Portugal (to be published)
Banco de Portugal | Working Papers ix10/09 REAL WAGES AND THE BUSINESS CYCLE: ACCOUNTING FOR WORKER AND FIRM HETEROGENEITY
— Anabela Carneiro, Paulo Guimarães, Pedro Portugal (to be published)
11/09 DOUBLE COVERAGE AND DEMAND FOR HEALTH CARE: EVIDENCE FROM QUANTILE REGRESSION
— Sara Moreira, Pedro Pita Barros (to be published)
12/09 THE NUMBER OF BANK RELATIONSHIPS, BORROWING COSTS AND BANK COMPETITION
— Diana Bonfim, Qinglei Dai, Francesco Franco
13/09 DYNAMIC FACTOR MODELS WITH JAGGED EDGE PANEL DATA: TAKING ON BOARD THE DYNAMICS OF THE
IDIOSYNCRATIC COMPONENTS
— Maximiano Pinheiro, António Rua, Francisco Dias
Banco de Portugal | Working Papers x