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Abstract Autocatalytic cycles are rather widespread in
nature and in several theoretical models of catalytic reaction
networks their emergence is hypothesized to be inevitable
when the network is or becomes sufficiently complex.
Nevertheless, the emergence of autocatalytic cycles has
been never observed in wet laboratory experiments. Here,
we present a novel model of catalytic reaction networks
with the explicit goal of filling the gap between theoretical
predictions and experimental findings. The model is based
on previous study of Kauffman, with new features in the
introduction of a stochastic algorithm to describe the
dynamics and in the possibility to increase the number of
elements and reactions according to the dynamical evolu-
tion of the system. Furthermore, the introduction of a
temporal threshold allows the detection of cycles even in
our context of a stochastic model with asynchronous update.
In this study, we describe the model and present results
concerning the effect on the overall dynamics of varying
(a) the average residence time of the elements in the reactor,
(b) both the composition of the firing disk and the con-
centration of the molecules belonging to it, (c) the com-
position of the incoming flux.
Keywords Catalytic reaction networks  Autocatalytic
sets of molecules  Complex systems biology 
Origin of life
Introduction
There are numerous examples of autocatalytic cycles (or
autocatalytic sets, ACS from now on) in the present day
biological systems, the outcome of billions of years of
evolution. In this regard, if one is interested either in the
problem of the origin of life, or in the design of artificial
protocells (Carletti et al. 2008; Filisetti et al. 2008;
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Rasmussen et al. 2004; Serra et al. 2007; Szostak et al.
2001), the question on the emergence of ACSs and the
characterization of the generic properties of catalytic
reaction networks in general is of fundamental importance.
Here, we introduce a novel model tailored for an in-depth
investigation of the issue.
Models of this kind have been developed in the past,
including the well-known studies by Dyson (1985), Eigen
and Schuster (1979), Kauffman (1986), Jain and Khrishna
(2001), and Kaneko (2006). These models can be grouped
in two classes, depending on the underlying hypotheses
about the physical nature of the collectively replicating
molecules and of their interactions. The first class is based
on the hypothesis of ‘‘gene-first’’ scenarios and is inspired
by nucleic acid template matching, where a linear polymer
drives the synthesis of its complementary strand; the sec-
ond class is instead inspired by ‘‘protein-first’’ scenarios,
according to which a molecule can catalyze reactions
involving other molecules without imposing the constraint
of complementary matching.1
Note that nowadays there is a wide consensus that the
appearance of collectively self-replicating sets of mole-
cules is not per se ‘‘life’’, whose properties require also the
existence of a container which separates the ‘‘living sys-
tem’’ from its environment and a coupling between the
dynamics of the replicating molecules and the growth and
division of the container. Once such coupling has been
achieved, it has been proven that the rates of the two
processes (duplication of the genetic molecules and of the
container) tend to spontaneously synchronize through
successive divisions (Serra et al. 2007; Filisetti et al. 2008;
Carletti et al. 2008), leading to an exponential growth of a
population of protocells, i.e., a Darwinian selection
between them (Munteanu et al. 2006). In any case, the
appearance of a set of collectively self-replicating mole-
cules is a crucial step both for the origin of life and for that
of an effective protocell.
It is interesting to notice that, in spite of their important
differences, all the above mentioned models describe a
qualitative change in the system behavior, such that when a
certain set of conditions is met at least an ACS emerges.
On the other hand, it is observed in wet lab experiments
that obtaining a set of molecules endowed with such a
property is a very difficult task, and this seems of course to
contradict the apparent universality of the theoretical
behavior. Our model is aimed to investigate the reasons of
such a mismatch between the theoretical predictions and
the experimental results.
The first inspiration of this study is one of the above-
mentioned models, i.e., proposed by Kauffman (1986),
which is summarized in ‘‘Critical review of previous
results’’ section.
In brief, the molecules are linear chains of monomers
taken from a finite alphabet. There are two possible reac-
tions, namely condensation (two polymers are joined
forming a longer one) and cleavage (a polymer gives rise to
two by splitting at a certain point). It is assumed that these
reactions occur at a negligible rate unless they are cata-
lyzed, and it is also assumed that any molecule has a small
but finite chance to catalyze any random reaction. By
enumerating all the possible reactions and molecules, Ka-
uffman came to the conclusion that, provided that there are
enough different molecules in the initial set, a connected
component will appear in the reaction graph, this corre-
sponding to the presence of (at least) an ACS.
The reasoning of Kauffman about the transition phase is
compelling, but the simplifications are drastic. In particu-
lar, in his original study Kauffman did not consider
selection nor the concentration of the molecules, but
focused his attention on the graph of the reactions which
are possible among molecules which can be synthesized.
Indeed, no extinction, no small-number effects are taken
into account. To overcome this setback, a further evolution
of the model was introduced by Farmer et al. (1986) and
Bagley and Farmer (1991), who switched to a representa-
tion in terms of differential equations, thus taking the
concentrations into account. Moreover, they modelled a
chemostat, thereby providing a kind of selective pressure.
Their results are interesting, and will be briefly summarized
in ‘‘Critical review of previous results’’ section. However,
the use of a continuous formalism does not allow to take
stochastic effects into account properly (Bower and Bolo-
uri 2004). In order to partially circumvent this problems,
the authors introduced a threshold, roughly corresponding
to a molecule per reaction volume,2 so that when the
(continuous valued) concentration falls below that level it
is suddenly set to 0 (Bagley and Farmer 1991).
In our model we stick to the original Kauffman repre-
sentation, but we relax the non-physical constraints
regarding a maximum allowed length, allowing the crea-
tion of new species and of new reactions according to the
dynamics, and we introduce the quantity of the different
molecules in the system. The dynamics is described using a
stochastic approach, by means of the well-known Gillespie
algorithm (Gillespie 1977), to consider the stochastic nat-
ure of the dynamics of interacting molecules in real sys-
tems, with particular attention to the instability points and
the cases in which the number of some of the species is
considerably low. Moreover, we avoid three-molecular
reactions because of their extreme rarity, splitting the
1 We also mention the lipid-world hypothesis (Segre et al. 1998).
2 The reaction volume was taken to be similar to that of a small
bacterium, i.e. 1 lm3.
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condensation reaction in two steps: first the formation of a
complex between the catalyst and a substrate, and later the
encounter between the complex and the second substrate.
The complex has a finite lifetime, so it may dissociate
before condensation occurs.
In previous study (Filisetti et al. 2011), we provided an
in-depth formal description of the features of the model and
we illustrated some preliminary analysis concerning the
composition of the incoming flux in critical systems. In
particular, we showed that the number of different species
that are present in the flux seriously influences the overall
dynamics, with particular regard to the emergence of ACSs
(which become more probable as the number of species
increases); on the opposite, (limited) variations of the
concentration of the singular species appear to play a minor
role in the enhancement of the overall activity of the sys-
tem. Furthermore, we proved that an increase of the aver-
age length of the polymers in the incoming flux does not
alter the dynamics in a significant way.
The article is organized as follows: In ‘‘Critical review
of previous results’’ section a critical review of the results
of the previous models of catalytic reaction networks is
presented. Our model is then described in detail in ‘‘The
model’’ section, where we also deal with the problem of the
choice of the appropriate reaction graph, with particular
attention to the introduction of a specific temporal thresh-
old that allows to identify cycles also within an asyn-
chronous stochastic update framework. In ‘‘Results of the
analyses’’ section we report the results of the analyses
regarding some of the key parameters of the system, to
understand whether and how their variation may affect the
chance of emergence and maintenance of ACSs. In par-
ticular, we study the influence of the average residence
time of the elements present in the reactor and we compare
the effects of variations of the composition of the firing
disk, i.e., the initial set of all the species up to a certain
length (some species may have an initial concentration
equal to 0), and of the incoming flux on the overall
dynamics. Notice that in several cases one finds that there
are some species with low numerosity whose presence
turns out to be crucial. This observation proves the use-
fulness of choosing a stochastic framework dealing with
this issue. In the final section indications for further study
are provided.
Critical review of previous results
The main idea contained in the original study proposed in
Kauffman (1986) is that the emergence of ACSs of reac-
tions is unavoidable when starting from a mixture con-
taining enough polypeptides. Considering polypeptides
composed of two monomers A and B and an initial
population in which all polypeptides up to length M are




2L ¼ 2Mþ1  2: ð1Þ
As anticipated in ‘‘Introduction’’ section, we consider
two possible reactions: condensation and cleavage,
therefore, the total number of reactions building a




ð2  2iL Þ þ ðL  1Þ: ð2Þ
It is possible to show (Kauffman 1986) that the ratio
between the total number of reactions among polymers and








ﬃ M  2: ð3Þ
Equation 3 shows that, although the total number of
polymers increases exponentially, the number of
conceivable reactions, (i.e., the number of potential
reactions by which polymers up length M can be
interconverted) increases even faster, leading to the linear
increase of their ratio. Therefore, an ACS will certainly
form, no matter what the probability of catalysis is,
provided that there are polymers long enough, which in this
case corresponds to having a sufficient number of different
types of polymers in the system (Kauffman 1986).
Equation 2 shows the number of reactions able to build a
specific polymer of length L*,1 O L* O M. This number
decreases as L approaches M, and therefore there are more
ways to form short polymers than long polymers. Never-
theless, one should also consider that for any given length
L there are 2L different polymers formed by a 2 letters
alphabet; as a consequence the number of reactions which




ð2  2iLÞ þ ðL  1Þ
" #
 2Lþ1: ð4Þ
The last term takes into account the case, where the
index of the sum is i = 2L.3 Therefore, although there are
more ways to create a short specific polymer than a longer
one, the formation of long polymers is favored.
The concentrations of the various species are taken into
account in the models (Farmer et al. 1986; Bagley and
Farmer 1991). In both cases simulations were performed
using a deterministic model, i.e., a set of ordinary differ-
ential equations.
3 In this case one single reaction is enough to produce two different
polymers of equal length, so the total amount of reactions have to be
reduced by 2 9 22L-L = 2L?1 reactions.
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Analyses were based on the connectivity ratio between
edges and nodes, R, of the reactions graph. If R \ 0.5 the
system is subcritical and no ACS is formed, between 0.5
and 1 a critical zone is established and some structures
begin to form and R [ 1 corresponds to the supracritical
state, where cycles appear. In particular, they investigated
the relations between the probability that a randomly
chosen molecule catalyzes a randomly chosen reaction, and
the properties of the initial set of species, pointing out the
importance of providing a rich set of different species to
allow the formation of cycles. Note that in this model, as in
Kauffman’s, the initial food set is composed of all the
species up to length M, so it is impossible to distinguish the
effects of the numerosity from that of the maximum
allowed length. If we call B the size of the alphabet and
L the maximum length of the firing disk, criticality is
achieved if p & B-2L. A well stirred chemostat having the




For an exhaustive description of the model please refer to
Filisetti et al. (2011). Here, we will outline its main fea-
tures. The aim of the model is not to provide a detailed
description of a specific set of reactions; rather, it is to
focus on the general dynamics emerging from the inter-
action of a large number of interacting molecules.
The basic entities of this model are linear chains of
letters from a finite alphabet. The model is fairly general
and does not refer to specific chemical classes; in partic-
ular, the basic units could represent single elements, stable
compounds, or more complex domains. Given their
essential characteristic of allowing recursive assembly, let
us call them (without losing generality) ‘‘monomers’’,
whereas the linear chains could be called ‘‘polymers’’.
Species will be used to denote either monomers or
polymers.
Species can change in time and they will be denoted at a
given time by (x1; x2; . . .; xn). In the sequence of monomers
the order matters, reading from left to right (i.e., ABB is
different from BBA) and the various species can have dif-
ferent lengths. Any species can be present in multiple
copies, and the number of exemplars belonging to the
various species will be denoted by (x^1; x^2; . . .; x^n). In this
study the term ‘‘molecules’’ will be used to denote the
exemplars belonging to the various species, either mono-
mers or polymers. The reaction rates depend upon con-
centrations but, working at a fixed volume, we will
sometimes refer to the number of molecules.
As in the original model proposed by Kauffman (1986),
we consider two possible reactions, i.e., condensation and
cleavage. Let us assume that both reactions need a catalyst
to occur and that the kinetic of the spontaneous reactions is
much slower than that of the catalyzed reactions, hence
spontaneous reactions are neglected. We also assume that
the rates of the reverse reactions are negligible with respect
to that of the forward reactions. According to the number
and the length of the species present in the system, the




ðLðxiÞ  1Þ þ N2; ð5Þ
where L(xi) is the length of the ith species and N is the total
number of species present in the system (the sum refers to
the number of cleavages and the quadratic term to the
number of condensations). Note that in any particular
simulation not all the possible reactions actually happen,
and we assume that there is a probability p that a randomly
chosen species catalyzes a randomly chosen reaction. Thus,
in the present model there is no functional relationship
between sequences (i.e. ‘‘chemical composition’’) of the
catalysts and the reactions they catalyze.
Concentrations change in time according to an asyn-
chronous stochastic approach based on the well-known
Gillespie algorithm (Gillespie 1977, 2007), by means of
which at each step a reaction is chosen (among all the
possible ones) and physical time is computed. All reactions
occur in a well stirred chemostat and the concentration of
each species is assumed to be constant all over the space.
The model behavior thus depends on the characteristics of
the initial chemical population and on the characteristics of
the flux.
The dynamics
The initialization phase requires the creation of the initial
population of species. It is possible to build all the species
having a length up to the initial maximum species length M
[the so-called firing disk (Farmer et al. 1986)], or to gen-
erate a more sparse initial population, for example by
creating only Nini species, i.e., a portion of the complete
firing disk, according to particular distributions of length or
composition. In the simulations described in this article all
the species of length 1 are always created.
Once a species is created, its concentration is initialized
according to some distribution having the length of the
species as a parameter; so it is possible to generate initial
compositions favoring short species or having a uniform
distribution of species lengths. The total number R of
conceivable reactions is computed and each species will
catalyze each reaction independently with probability p
(therefore, generating on average r ¼ R  p catalyzed
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reactions). The cutting point of cleavages is chosen with
uniform probability and it is possible to tune the relative
fraction of cleavages and condensations.
In condensation reactions two substrates are selected
and the product is created concatenating them together.
Note that, while cleavage is a bi-molecular reaction that
occurs instantaneously when the catalyst binds the sub-
strate, condensation is a three-molecular reaction and it is
performed in two steps: in the first step the catalyst binds a
substrate forming a temporary complex, while in the sec-
ond step the complex binds the second substrate releasing
the product and the catalyst. Note that also the spontaneous
dissociation of the complex is considered. Hence, the
system is composed of four possible kind of reactions
(condensation is split in three phases):
Cleavage: AB þ C ! A þ B þ C
Condensation: (whole reaction: A þ B þ C ! AB þ C)
– Complex formation: A þ C ! AC
– Complex dissociation: AC ! A þ C
– Final condensation: AC þ B ! AB þ C
The outgoing flux is simulated by means of a sponta-
neous decay of each specie and complex, with a common
kinetic constant. The incoming flux is measured in moles
per second.
The internal dynamics must take into account the fact
that new species can be created; these new objects could
react with the already present chemicals, and/or catalyze
new reactions. So, whenever a new species is created, N
increases, and the total number of conceivable reactions
increases too; as a consequence reactions catalyzed by the
species already present in the systems have to be updated
according to the presence of the new species. If, in course
of the dynamics, some of the existing species disappear, the
current set of reactions is kept in memory, to assure con-
sistency if those species would reappear.
Notice that the adoption of an asynchronous updating
framework entails problems in identifying cycles. In order
to analyze the structure of the system it is, in fact, useful to
represent species and reactions by means of a directed
graph, where the nodes are the species, and node X is
linked to node Y if the species corresponding to node X
catalyzes the formation of the specie corresponding to node
Y. However, because of the asynchronous updating of the
algorithm, there can be several network representations (a
situation that is not encountered in the case of deterministic
approaches, where all the reactions occur at the same time,
corresponding to stable edges in the reaction graph
representation).
Strictly speaking, on the graph representing the asyn-
chronous framework at each step there is only one edge
(representing the single reaction occurred during the last
time interval). In order to avoid such a trivial representa-
tion, we decided to introduce a specific temporal window:
the graph contains all the reactions which take place within
the window. This representation is also useful to neglect
the influence of very rare reactions, i.e., those with a very
low rate but which might have occurred once in the past: if
the reaction does not occur within the temporal window,
the edge is removed from the graph. We define this graph
as the ‘‘actual reaction graph’’.
Another possible representation is given by the graph
containing all the possible reactions according to the spe-
cies present at least in one copy at a given time t. This
representation could provide indications about the ‘‘nearest
adjacent possible’’ (Kauffman 2008) and is defined as
‘‘possible reaction graph’’.
Results of the analyses
In our model, an ACS is identified by a subgraph of the
actual reactions graph in which each specie is formed by at
least one reaction catalyzed by at least one other species
present in such a subgraph; thus, each node belonging to an
ACS is directly or indirectly connected with each other
node of the ACS, i.e., it is a strongly connected component
(SCC for short). This fact implies the presence of a path
from a to b but also from b to a and, as a consequence, a
SCC contains at least one cycle. If we define A as the
adjacency matrix in which Aij is equal to 1 when species j
catalyzes the formation of species i and 0 if it does not, it is
possible to determine whether an ACS is present by means
of the analysis of the eigenvalue of A with largest real part
(ELRP), k1: Since A is real and non-negative, the Perron–
Frebonius theorem (Lutkepohl 1996) assures that k1 is real
and k1>0; it can also be shown that if k1 ¼ 0 there are no
cycles in the graph, and the presence of a cycle is associ-
ated with k1>1 (Jain and Krishna 2001).
The variation of the residence time
A first set of simulations concerns the influence of the
average residence time of the species present within the
reactor on the overall dynamics, with particular regard to
the emergence of ACSs.
Considering that the average residence time hwi is given
by the following equation:
hwi ¼ 1=kout ð6Þ
where kout is the outflux rate, and that the average number
of molecules present in the system at the equilibrium hNeqi
is given by the equation:
hNeqi ¼ I=kout ð7Þ
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where I is the number of molecules entering the reactor
every second, we set some specific combination of influx
and outflux to variate the average residence time, while
keeping hNeqi constant. Notice that, to sensibly analyze the
emergence of ACSs we decided to set the reaction proba-
bility (i.e., the probability that a random species catalyzes a
random reaction) close to the critical value, that is the
value according to which every species catalyzes, on the
average, one random reaction.4 The results of the analyses
are shown in Fig. 1.
In Fig. 1a, we can observe the dependence of the
number of new species not belonging to the incoming flux
at the end of the simulation in function of hwi, which
approximate a logarithmic curve.This first outcome sug-
gests that larger residence times would entail a general
enhancement of the activity of the system, which would
favor the creation of new species and the maintenance of
the existing ones.
In Fig. 1b, we can observe the total concentration pro-
duced within the ACSs an by the ACS leaves. Also in this
case, the larger is the value of hwi, the higher is the
probability of encountering an ACS, highlighting the
influence of this key parameter on the overall dynamical
behavior.
The firing disk and the incoming flux
A second set of simulations is aimed to detect the possible
effect of a variation of the composition of the firing disk,
and relative concentrations, on the overall dynamics and on
the emergence of ACSs. We test distinct initial configu-
rations of the firing disks, in which we variate both the
maximum allowed length of the species (i.e., 2, 3, and 4)
and their relative abundance in terms of initial concentra-
tion, while the influx composition and rate are kept con-
stant (allowing all the species up to length 4 to enter the
reactor). Also, in this case, the reaction probability is set
critical and the average residence time is set to 50 s.
In Table 1, we can observe the variation of the average
number of species with concentration greater than 0, not
belonging to the incoming flux, present in the system at the
end of the simulation (time = 1000 s). We can notice that
no significant difference is detected when the composition
of the firing disk is changed, pointing to a substantial
independence of the overall dynamics from these parame-
ters. Also the analysis about the emergence of ACSs con-
firms these results (not shown here).
We then performed further simulations in which dif-
ferent ensembles of networks are characterized by incom-
ing fluxes composed of all the polymers up to length
Q. The firing disks are kept equal to the corresponding
influxes. It is important to remark that in this case, we
allowed a supra-critical value of the reaction probability, to
enhance the activity of the system and favor the emergence
of ACSs. In this way the effects of a variation of the influx
4 Notice also that in all the simulations that we describe in this article
we use firing disks and incoming fluxes without any ACS and that in


























Fig. 1 The graphs show: a The average number of species with
concentration greater than 0 not belonging to the incoming flux in
function of 10 different values of hwi (log scale on the x-axis), b The
overall molecules concentration produced within the ACSs and by the
ACS first-order leaves in function of 10 different values of hwi (20
different runs, the error bars represent the standard error, hwi:
0.78, 1.56, 3.13, 6.25, 12.5, 25, 50, 100, 200, 400 s)
Table 1 Average number of species with concentration greater than
0 not belonging to the incoming flux at the end of the simulation (30
different simulations for each table entry) starting from different
initial conditions in terms of ‘‘the overall initial concentration’’ (conc)
and ‘‘the number of different species present in the firing disk’’ (max
length)
Max length 2 Max length 3 Max length 4
Conc = 1e - 1 16.57 17.62 15.62
Conc = 1e - 2 17.23 15.76 15.97
Conc = 1e - 3 16.90 17.45 16.03
Conc = 1e - 4 18.00 17.14 17.72
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is more easily detectable. As one can see in Figs. 2 and 3,
the system can generate and maintain ACSs only if Q is
large enough.
The variation in time of the size of the ACSs in a typical
simulation is shown in Fig. 4. We can observe that, despite
their size, ACSs can undergo periods of strong instability
(for example, close to second 60 during the simulation
shown in Fig. 4), but also that in the long term the largest
part of the molecules still present within the reactor are
recruited by an ACS.
In order to prevent trivial results we forced the absence
of ACSs within the incoming flux, therefore the existence
of ACSs requires species which are generated in the
reactor. Nevertheless, some of them are often present with
a small number of molecules. This fact entails an important
consequence: species characterized by a low number of
molecules are subject to large fluctuations which can in
turn affect also species present in greater number, but that
are catalyzed by rarer ones.
The results can be summarized stating that ACSs may be
subject to heavy random fluctuations and that simulations
performed using a deterministic framework could not
capture some important characteristics of the phenomenon.
In practice, the ACSs that we could observe in the simu-
lations appear to be structurally fragile, as depending on
the presence of some rare molecules (or reactions), which
Fig. 2 Graphs show the average time behavior of the ELRP with
respect to the heterogeneity of the influx (10 different runs, the error
bars represent the standard deviation). From left to right: Influx
composed by all the species up to length 2, all the species up to length
3 and all the species up to length 4
Fig. 3 Graphs show the average amount of catalysts not belonging to
the influx with respect to the different compositions the influx (10
different runs, the error bars represent the standard deviation). From
left to right: Influx composed by all the species up to length 2, all the
species up to length 3 and all the species up to length 4
Fig. 4 Example simulation. On
the left panel the number of
molecules belonging to the ACS
is shown whereas, on the right
panel, the percentage of
molecules (over the total
number of molecules) belonging
to an ACS versus time is shown.
All simulations are made using
a firing disk with maximum
length 4
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are subject to random fluctuations and noise (Fig. 5).
Moreover, given that this fragility already involves cycles
composed by a very few components, we can reasonably
hypothesize that the stability of bigger cycles (rarely
observed) may degenerate, as occurs, for instance, with
hypercycles (Eigen and Schuster 1977). Note also that this
outcome could help in explaining some difficulties asso-
ciated in observing the emergence of ACSs in the
laboratory.
Conclusions and indications for further study
The model described in this study allows a proper treat-
ment of the stochastic dynamics associated to catalytic
reaction networks and therefore provides a virtual labora-
tory for investigating the influence of the key parameters
and studying the general properties of the system.
Within this methodological framework it was possible to
show that the composition of the incoming flux plays a
major role on the dynamics, with particular regard to the
emergence of ACSs, while, conversely, the variation in the
compositions and concentrations of the firing disk appear
to be substantially not relevant in the overall behavior.
Furthermore, another key parameter of the system, the
average residence time, appear to be largely correlated with
an enhancement of the general activity, entailing a higher
probability of emergence of ACSs when the time is higher.
The use of a stochastic approach is well grounded
a priori, as we specified in the introduction, but the results
of the simulations provide a further support to this choice.
Indeed, one of the most interesting outcomes is the fact
that, in most cases, the existence of the ACS critically
depends upon that of some rare molecules, which may
disappear because of fluctuations. This result provides a
possible explanation of the observed difficulty in observing
ACSs in wet lab experiments, even though further inves-
tigations are needed as, for instance, the introduction of the
species forming the ACSs in the incoming flux, to look for
possible differences in the behavior of these species in
respect to those not belonging to any ACS.
Many developments of the model are possible as, for
instance, the introduction of a relation between the struc-
ture (i.e. the chemical composition) of a catalyst and the
kind of reactions that it will affect. Moreover, the model
presented here has essentially an informational nature,
while the energetics of chemical reactions are not explicitly
considered. Since, however, such energetic effects play a
major role in nature, a priority in future developments will
be incorporation of such effects into the reactions within
our model.
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Fig. 5 A representation of a typical behavior of the system. A zoom
of the reactions network (right side) shows four species (dark grey
nodes) involved in an ACS characterized by a bottleneck reaction
occurred only 9 times during the time span of the simulation. The
other reactions involving the species forming the ACS occur 10290,
2261, and 1313 times. The bottleneck reaction occurs at a so slow rate
that large temporal thresholds are needed to identify this structure as
an ACS
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