ABSTRACT The execution of the airline operation is often deviated from the original schedule due to some unexpected disruptions, such as aircraft breakdowns and severe weather conditions. In this situation, a recovery plan is needed to get the irregular operation back to normal to minimize the losses of the airline. To produce recovery plans and solve the airline disruption problems, a novel modified traveling salesman problem model is proposed to generate sets of the feasible flight routes for each aircraft fleet type. Then, the feasible flight routes are reassigned to the available aircrafts in each fleet to form a recovery plan. Numerical results show that the approach proposed in this paper is efficient and promising.
I. INTRODUCTION
Generally, traveling by aircrafts is the most convenient and time-saving way for long distance transportation. Therefore, the punctuality of airlines is significant to the airline carriers because unpunctuality always causes great inconvenience to the passengers and brings losses to airlines. To pursue a good punctuality, the operation of an airline requires an elaborate construction of an airline schedule planning, which includes flight scheduling, fleet assignment, aircraft routing and crew scheduling. The ideal execution of the airline operation is identical to the flight schedules [1] , but it is seldom operated as original plan due to unexpected disruptions such as aircraft breakdowns, crew absences, severe weather conditions and air traffic & airport restrictions. Thus aircrafts, crews and passengers are affected by the disruptions. The disruptions can cause misconnect, rest and duty problems to the schedules of the crews [2] . The passengers may miss their connecting flights or other transportation, which leads to economy losses. For the airlines, the ground time they spend at airports between two consecutive flights is minimized to maximize the utilization of each aircraft. Therefore, any disruption can cause downstream impact on the subsequent flights of the disrupted aircrafts since the aircrafts and crews may not be available at the scheduled time of the downstream flights [2] , [3] . The consequential disruption of the downstream flights is called delay propagation, and it affects the airline operations much more than the initial delay. The disruptions not only cause great inconvenience to the passengers but also bring losses to airlines. For a typical airline, losses caused by the disruptions approximately take up 10% of its scheduled revenue according to the paper [4] .
In mainland China, the punctuality performance of all the airlines in 2010 is reported in [5] . There are 1,888 thousands scheduled flights in the major airline companies. 1,431 thousands flights perform as scheduled, but 457 thousands flights or 24.2% of the total flights perform irregularly. For the middle and small airlines, of the total 260 thousands scheduled flights, there are 81 thousands flights operated irregularly. The percentage is up to 31.2%. The total losses caused by the irregularities reaches CNY2.1 billion in 2002, and it is estimated to increase to CNY7.6 billion in 2020 [6] . The general manager from China Eastern Air Holding Co. points out that the direct operating cost of China Eastern Airlines is CNY1,000 for each minute's delay in 2011, and the cost does not cover the compensation and the service to the passengers [7] .
In the Europe, it is revealed by European Organization for the Safety of Air Navigation (EUROCONTROL) [8] and Central Office for Delay Analysis (CODA) 1 [9] that 18% of the flights are delayed on arrival by more than 15 minutes in 2011.EUROCONTROL [8] shows the estimated cost of ATFM delays decreases from C2.2 billion in 2010 to C1.45 billion in 2011, but it is still higher than that in 2009 by 21%. In the United States, the average percentage of the punctual flights from September 1987 to December 2003 is 78.9% [3] . The lowest point is only 72.6% that happened in December 2000 [3] . The U.S. reports that the direct aircraft operating cost per minute is $65.19 in 2010, and it increases by 6% versus 2009 [10] . The total delay costs come up to $6,475 millions in 2010.
Since the disruptions can result in huge revenue losses to airlines inevitably, the punctuality performance affects the profit of the airlines. However, the research in [11] shows that most airlines with high punctuality rates appear to be more profitable than those low punctuality rates. When the airline disruptions happen, producing a recovery plan can reduce the losses and increase the punctuality.
It is a complex task to produce recovery plans since many resources such as crews, aircrafts and passengers have to be reassigned and this problem have attracted researchers' interests since 1980s. A branch and bound method is used to produce the recovery plan to minimize total passenger delays [12] , and the work is further extended in the papers [13] , [14] . All of them model the airline disruption problem as a connection network which is also adopted in [15] and [16] . The papers [17] , [18] use the time-line network to formulate the problem. Other papers [19] , [20] propose a time-band network to model the airline disruption problem. A framework for the integrated recovery that considers aircraft, crew and passenger together is proposed in [21] . In terms of solution methods, the research in [18] and [19] apply heuristics to solve the airline disruption problems based on the models they formulated, while the majority of the other researchers mentioned before use integer programming to solve the problems. An introduction to airline disruption management is given [22] . An inequality-based multi-objective genetic algorithm (MMGA) that is capable of solving multiple objective airline disruption problems is developed [23] . For more theoretical descriptions and comparisons regarding the airline disruption management, one may refer to the review by the paper [1] . Some new method and theory [24] - [27] could also be used to this airline disruption problems.
The multiple fleet airline disruption problems consist of two subproblems. In the first subproblem, sets of the feasible flight routes for each fleet are generated by Dang and Ye's method [28] in a distributed computation network. In the second subproblem, the feasible flight routes are reassigned to the available aircrafts in each fleet to form a recovery plan. The first subproblem is mainly focused in this paper 1 CODA is a service of EUROCONTROL and a modified Traveling Salesman Problem (TSP) model is proposed to formulate the first subproblem. The flight legs are matched to form flight pairs which are the decision variables in the modified TSP model, and this model is different from any model that is formulated for planning or recovery purposes in literature. The solution of the problem is a sequence of flight pairs, and any of the two consecutive flight pairs are joint in the same flight legs. So the sequence of flight A distributed computation is proposed based on Dang and Ye's iterative method for integer programming. Using this method, the feasible flight routes for an aircraft are obtained sequentially in the lexicographical order from the original flight route of the aircraft. The feasible flight routes for all the aircrafts in all the fleet types can be generated simultaneously in the distributed computation. Not all the feasible flight routes are needed for the second subproblem. Only by providing partial feasible flight routes can a solution of the second subproblem be found. When sufficient feasible flight routes are generated, solutions that are better than the solutions in literature can be found from the computational experience in Section IV.
The rest of this paper is organized as followed. Section II gives the mathematical formulations of the two subproblems. Dang and Ye's method and the distributed computation are introduced in Section III. In Section IV, performance comparisons are presented. Finally, a conclusion of this paper is given in Section V.
II. PROBLEM FORMULATION
The problem that is focused on this paper is to reassign the available aircrafts during a disruption period. The disruption is caused by severe weather or aircraft mechanical malfunction or any other reasons and results in that some aircrafts are unavailable for a certain amount of time in their original schedule or even the whole day. All the flights served by the unavailable aircrafts may be canceled if no recovery action is taken. The cancelations can cost the air carriers a lot and dissatisfy the passengers. But through reassigning the flight legs of the unavailable aircrafts to the remaining available aircrafts, a recovery schedule of the airline with a minimum impact caused by the disruption can be found.
Normally most air carriers have multiple fleet types, and they have different characteristics. Of all the characteristics, the passenger capacity is the most important one to this research. During the recovery process of the disrupted airline schedule, an affected flight leg can only be reassigned to an aircraft with a passenger capacity that is larger than the actual passenger load of the flight leg.
The existence of the aircraft substitutions in the multiple fleet airline disruption problem makes it more difficult than the single fleet problem since the sets of the flight legs that can be assigned to each fleet are different. To solve this problem, a distributed implementation of the iterative method [28] for integer programming is proposed to generate feasible flight routes for each fleet. Then the generated feasible flight routes are used to construct an aircraft reassignment to recovery the disrupted schedule. To find an aircrafts reassignment that minimizes the loss of the disruption and the deviation from the original schedule, the process concerns two subproblems as illustrated in Figure 1 . First, sets of the feasible flight routes for each fleet are generated simultaneously in the first subproblem formulated in Subsection II-A. Then for the aircrafts in each fleet, feasible flight routes are chosen from the feasible flight route set that corresponds to the fleet to form a recovery schedule in the second subproblem given in Subsection II-B.
A. FEASIBLE FLIGHT ROUTES GENERATION
The decision variables in the feasible flight routes generation model of our previous works [29] - [31] are flight legs, and the sequence of the flight legs cannot be decided in the previous models. Thus when the numerical solutions of the model are transformed into the actual flight routes, plenty of the actual flight routes are useless because there exists very long delay or grounding time between two flight legs. Thus enormous feasible solutions are needed to generate the actual feasible flight routes. To improve the efficiency, a modified TSP model is proposed to generate feasible flight routes in this paper. The original flight legs are matched to form flight pairs which are the decision variables in the modified TSP model. The flight pairs are generated under the constraint that the destination of the first flight leg is the same as the origin of the second flight leg. A sample schedule [32] in Table 1 is used to illustrate the generation of the flight pairs.
The TSP requires that all the cities have to be visited exactly once, and the visit returns to the beginning city to form a tour. However, all the flight legs are chosen to form a route at most once in the feasible flight routes generation problem. So some of the flight legs may not be chosen. Two dummy stations named Source and Sink are introduced to indicate the first flight leg and the last flight leg of a flight route respectively. The Source combines with the original station of each flight route and the Sink combines with the terminal station of each flight route in the original schedule to form dummy flight legs. The dummy flight legs match with the flight legs in the original schedule to form dummy flight pairs as in Table 2 . Each resulting feasible flight pair route must originates from one of the source flight pairs and terminates at one of the sink flight pairs. Table 3 displays the flight pairs and the dummy flight pairs that are constructed by the flight legs and the dummy flight legs. The symbol √ in Table 3 be marked × if the maximum delay time and the maximum turnaround time are given. Figure 2 is the network of the feasible flight routes generation problem. The arcs represent the valid flight pairs, the valid dummy source flight pairs and the valid dummy sink flight pairs which are symbolized √ in Table 3 . For the arcs with a single arrow, only one flying direction is allowed. For the arcs with double arrows, both of the two flying directions are allowed and they represent two valid flight pairs. The circular nodes represent the flight legs, and the triangular nodes and the inverse triangular nodes respectively represent the dummy source flight legs and the dummy sink flight legs. The problem is to find a set of feasible flight route for an involved fleet type, and each feasible flight route is a combination of the arcs in Figure 2 . Only partial arcs and nodes are chosen to form the combination, and they must satisfy the following conditions:
• Only nodes with actual passenger loads that do not exceed the aircraft capacity of the involved fleet can be chosen,
• Only one of the arcs that leave the triangular nodes is chosen,
• Only one of the arcs that enter the inverse triangular nodes is chosen,
• Each circular node in the chosen arcs is entered and left exactly once,
• No subtour exists. Once all the requirements are met, the resulting chosen arcs are connected to each other in a sequence that originates from one of the triangular nodes and terminates at one of the inverse triangular nodes. The actual passenger loads of each node are within the aircraft capacity of the fleet type, so the feasible flight routes that are obtained from the chosen arcs can be flew by the aircrafts in the fleet type.
To construct the mathematical formulation of the network in Figure 2 , F = {1, · · · , i, · · · , j, · · · , n} is defined to denote the set of circular nodes that represent the flight legs, A is introduced to denote the set of arcs that represent the valid flight pairs ((i, j) ∈ A ). Decision variables x ij are introduced to formulate the feasible generation problem, and they denote the valid flight pairs. x ij = 1 if the flight leg j immediately follows the flight leg i in the flight route, x ij = 0 otherwise. For the invalid flight pairs ((i, j) / ∈ A ) which are symbolized × in Table 3 , x ij = 0 always holds.
Let 
(sink node conservation)
(source node conservation)
(flow-out node conservation) (w:(j,w)∈A )
(at most one flow-out node)
(sink node cover)
(subtour elimination) The model aims at enumerating all the feasible flight pair routes under the constraints (1b) to (1l). The constraint (1b) limits the number of the flight legs to the requirement given by the problem. The constraint (1c) is a knapsack problem constraint, and it ensures that the total durations of each chosen flight leg do not exceed the total length of time from the departure of the earliest flight leg to the departure curfew time of stations. The constraint (1d) and the constraint (1e) ensure that if a dummy sink or source flight pair is chosen, there must be a flight pair connecting it. The constraint (1f) ensures that if a flight pair is chosen, there must be a flight pair or a dummy sink flight pair connecting it on the second flight leg of the chosen flight pair. The constraint (1g) ensures that if a flight pair is chosen, there must be a flight pair or a dummy source flight pair connecting it on the first flight leg of the chosen flight pair. The constraint (1h) and the constraint (1i) restrict that each flight leg is flew at most once. The constraint (1j) and the constraint (1k) impose that only one source node and one sink node exist. The constraint (1l) [33] is used to eliminate subtours. The constraint (1m) excludes flight pairs that consist of flight legs with actual passenger loads exceeding the aircraft capacity of the involved fleet. For the dummy flight pairs that consist of flight legs with actual passenger loads exceeding the aircraft capacity, they can be excluded under the constraints (1d), the constraint (1e) and the constraint (1m).
The constraint (1h) and the constraint (1i) are modified from the TSP constraint which ensures that each city is entered and left exactly once [33] . They meet the requirement that each flight leg is flew at most once, but they cannot ensure that each flight pair is connected by another flight pair. For the first/second flight leg in a chosen flight pair, maybe none of the flight pairs that contain it as the second/first flight leg is chosen. So the constraints (1d) to (1g) are constructed to make sure that all the chosen flight pairs connect to each other only once, resulting in that each flight leg in the chosen flight pairs is flew exactly once.
The paper [33] claims that the number of the constraint (1l) is nearly 2 |F| . But the number is limited to a small amount in the airline disruption problem. Let U s = {(i, j) ∈ A : i ∈ U , j ∈ U }, so |U s | = |U | holds in the TSP. But |U s | ≤ |U | always holds in the airline disruption problem.
Considering the situation that U = {i, j} and |U | = 2. If x ij is a valid flight pair ((i, j) ∈ A ), x ji can be an invalid flight pair ((j, i) / ∈ A ). The flight leg i's destination is the same as the flight leg j's origin, but the flight leg j's destination may not be the same as the flight leg i's origin. Besides, the change of the flight leg sequence from x ij to x ji can result in a huge delay time between two flight legs in x ji . Once the delay time exceeds the maximum delay time given by the problem, x ji should be classified as an invalid flight pairs. Both x 11,14 and x 14, 11 are valid flight pairs in Table 3 , but the flight leg 11 has to delay nearly 4.5 hours in the flight pair x 14, 11 . x 14,11 should be classified as an invalid flight pairs once a maximum delay time is given and the maximum delay time is short than the delay time in x 14, 11 . Since x ji does not exist, |U s | = 1 ≤ |U |−1 always holds, and the constraint (1l) which does not work can be deleted for this situation.
The feasible solutions of (1) are sequences of the flight pairs that begin in a dummy source flight pair and end in a dummy sink flight pair, and they can be easily transformed to sequences of the flight legs which are the feasible flight routes. Although the constraint (1c) ensures that the total durations of each chosen flight leg do not exceed the total length of available flying time, the actual total flying time of a feasible flight route is much longer than the sum of the durations of each flight leg in the feasible flight route. The reason is that there may exists big time intervals between two consecutive flight legs in the feasible flight route. Generally speaking, an aircraft can not departure earlier than the original departure time in the recovery schedule, and it have to wait in the airport during the time intervals. If the total flying time of a feasible flight route is too long that the departure time of the last flight leg exceeds the the departure curfew time of stations, the feasible flight route will be deleted.
Let P be the set of all the feasible flight routes that includes the original flight routes and S be the set of all the airports. The research [34] asserts that the |P| is very large with respect to |F| and |S|. If the length of each flight route is restricted to at most v flight legs, where v |F| and v < |S|, [34] shows that |P| is bounded below by a function (v), where
Thus, |P| is exponential with respect to the maximum flight route length v. No detail on generating P is given in the papers [15] , [34] , [35] . In this paper, the feasibility problem (1) is proposed to generate P. For small |F| and |S|, it's not difficult and time-consuming to generate all the feasible flight routes using CPLEX CP Optimizer. However, when |F| and |S| are large, |P| is extremely large and CPLEX CP Optimizer can't generate all the feasible flight routes in a reasonable amount of time. To tackle this difficulty, a distributed computational approach to integer programming based on Dang and Ye's method is proposed to solve the feasibility problem (1). Details of this method are given in Section III. VOLUME 5, 2017
B. AIRCRAFTS REASSIGNMENT
Once the first subproblem (1) is solved, the feasible flight routes for one involved aircraft fleet can be obtained. Therefore, the first subproblem have to be solved as many times as the number of the fleet types to obtained all the feasible flight route sets for each fleet type. Using the distributed computation that is introduced in Section III, the first subproblem for each fleet type can be solved simultaneously. So all the feasible flight route sets for each fleet type can be obtained only once. With the feasible flight route sets, the second subproblem can be modeled as a resource assignment problem which is similar to the model in papers [34] , [35] . However, these papers reveal that the resource assignment problem is extremely difficult to solve since it is impossible to enumerate all the feasible flight routes. In this paper, the feasible flight routes are generated by Dang and Ye's method, and they are ordered in the lexicographical order with respect to the original flight routes. Thus, by providing some partial feasible flight routes of the problem (1), the aircrafts reassignment problem can be solved easily using CPLEX Optimizers's Concert Technology. There is no need to compute all the feasible flight routes. Details of the formulation for the aircrafts reassignment problem are given below.
The following notations are used in the formulation. 
(binary aircraft assignment)
(binary cancelation assignment)
Coefficients b ir , h or and g or can be determined from the feasible solutions of Subsection II-A. The remaining coefficients are inputs derived from the flight schedule.
The objective of (3a) is tominimizes the total cost of each chosen flight route and total cancelation cost of each canceled flight leg. The flight cover constraint (3b) ensures that all the flight legs must be either in a flight route or canceled. The aircrafts balance of source stations constraint (3c) and the aircrafts balance of sink stations constraint (3d) implement the requirement for the number of the aircrafts that are positioned at the beginning and the end of the disruption period for each station. The constraint (3e) ensures that the number of the chosen feasible flight routes for each fleet type is equal to the number of the available aircrafts in the fleet type. The constraints (3f) and (3g) preclude fractional solutions.
III. METHODOLOGY
The problem (1) in Subsection II-A can also be solved by CPLEX as the problem (3) in Subsection II-B, but for a large airline disruption problem it is unlikely to obtain all the feasible flight routes of the problem (1) by CPLEX CP Optimizer in a reasonable amount of time as mentioned by the papers [34] , [35] . The experiments from our former works [30] , [31] , [36] also show that it is impossible to enumerate all the solutions of the problem (1) in a reasonable amount of time. To tackle this difficulty, the initial seeds cluster division method is introduced to divide the solution space of the problem (1) into several segments, and each divided segment has a unique initial seed. Then Dang and Ye's method is applied to enumerate the feasible solutions of the problem (1) in each divided segment. The obtained feasible solutions of the problem (1) in a segment are only related to the initial seed of the segment, so the computation process of Dang and Ye's method in each divided segment is independent to each other. A distributed computation is proposed so that the computation in each divided segment can be conducted simultaneously. Details of these methods are given below.
A. [28]'s ITERATIVE METHOD
Let P = {x ∈ R n |Ax + Gw ≤ b for some w ∈ R p }, where A ∈ R m×n is an m × n integer matrix with n ≥ 2, G ∈ R m×p an m × p matrix, and b a vector of R m .
Let
Given an integer point y ∈ D(P) with y 1 > x l i , [28] 's iterative method is presented in Figure 3 . It determines whether there is an integer point x * ∈ P with x * ≤ l y. An example given below is used to illustrate the method. Consider a polytope P = {x ∈ R 3 |Ax ≤ b} with
It is easy to obtain x u = (1, 0, 0) T and x l = (−1, −2, −2) T . Let y = x u , y 0 = y, and k = 3 − 1 = 2. y 1 = (1, −1, 0) can be obtained in the first iteration, and y 2 = (1, −1, −1) which is an integer point in P is obtained in the second iteration. An illustration of y 0 , y 1 , and y 2 can be found in Figure 4 . Dang and Ye's method is the improvement of the Dang's method [37] . The results obtained by both of the two methods are the same, but the computation processes are different. The idea of Dang and Ye's method to solve the integer programming is to define an increasing-mapping from the lattice into itself. The integer points outside the P are mapped into the first point in P that is smaller than them in the lexicographical order or x l . All the integer points inside the polytope are fixed points under this increasing mapping. Given an initial integer point, the method either yields an integer point in the polytope or proves no such point exists within a finite number of iterations. With a simple modification all the integer points in P can be obtained sequentially in the lexicographical order. That is to say, for two consecutively obtained points, the one obtained earlier is always larger than the one obtained latter in the lexicographical order, and there is no other feasible point exists between two consecutively obtained points. For more details and proofs about this iterative method, one can refer to the research [28] , [37] .
B. INITIAL SEEDS CLUSTER DIVISION
Given another polytope P in Figure 5 , and a lattice D(P) can be easily constructed by the point x u and x l as illustrated in Figure 5 . Takeing x u as y 0 in Figure 3 , all the integer points in the polytope P can be enumerated in the lexicographical order using Dang and Ye's method. If providing several initial seed points as the big dots in Figure 5 and taking each of them as y 0 in Figure 3 respectively, the feasible integer points which are smaller than the seed points in the lexicographical order can be obtained using Dang and Ye's method. With a simple modification of Dang and Ye's method, the feasible integer points which are larger than the seed point in the lexicographical order can also be obtained using Dang and Ye's method. So staring from the seed point, the enumeration for the feasible points can be conducted in two directions as in Figure 5 . The obtained feasible points form a point cluster around a seed point. 
If the bound points x b i are calculated, all the segments S(P) i are obtained and they can be used to enumerate the feasible points in a distributed computation. Let x b 0 = x l , x b m = x u . The calculation process of the remaining bound points is given below.
Let x I i and x I i+1 with x l < l x I i < l x I i+1 < l x u be two consecutive initial seeds. The bound point x b i is in the middle of the x I i and x I i+1 in the lexicographical order. Thus,
. The bound points x b i for i = 1, 2, · · · , m − 1 is given by the Lemma 1.
is given by the following formula:
The proof of the Lemma 1 is in our previous work [30] , and it is omitted here. Once the bound points are calculated, all the segments are decided. The generation of the feasible points starts from the seed point in each segment using Dang and Ye's method, and the generation goes in both the direction that is lexicographically larger than the seed and the direction that is lexicographically smaller than the seed as illustrated in Figure 5 . A parameter cluster size is used to control the number of the feasible points to be obtained in one direction in each segment, so the generation in one of the two directions stops when the number of the obtained feasible points equals the cluster size or a bound point is encountered. The set of the obtained feasible points in each segment form a cluster around the seed point in the segment, and the cluster is a subset of the segment.
This division method is especially devised to solve the feasibility problem (1) in Subsection II-A. When a disruption happens, some of the original flight routes may become irregular and result in losses of revenue. Alternative flight routes of the irregular original flight routes can minimize the losses. So the feasibility problem (1) is formulated to find the alternative flight routes for one fleet type. Take the original flight routes as the initial seed points in Figure 5 , and the polytope P and the lattice D(P) can be constructed from the constraints of the problem (1), the computation of the problem (1) for one fleet type can be transformed into the generation of the feasible points in the polytope P in Figure 5 using [28] 's method. Normally there are more than one aircraft in a fleet type, so D(P) can be divided into several segments and the generation of the feasible flight routes from the original flight route in each segment can be conducted simultaneously using [28] 's method in a distributed computation network that is introduced in Subsection III-C.
Dang and Ye's method generates new feasible points that are always lexicographically smaller than the one generated earlier, and it can also generate new feasible points that are always lexicographically larger than the one generated earlier if the generation direction is reversed. So both the feasible flight routes that are lexicographically larger than the original flight routes and the feasible flight routes that are lexicographically smaller than the original flight routes can be found. Each segment S(P) i can be divided again by another division method proposed in the paper [30] if more computation processors are available.
C. DISTRIBUTED COMPUTATION IMPLEMENTATION
A distributed computation network is constructed by Message Passing Interface (MPI), and it consists of plenty of computers. MPI is used to construct the communication among the processors of each computer. Due to enough computation processors, the distributed computation can increase the computation efficiency and it can be conducted in three different ways as followed:
• The feasibility problem (1) for each fleet type, • The generation of the feasible flight routes in each divided segment for one feasibility problem (1),
• The linear programming in Dang and Ye's method as illustrated in Figure 3 The feasible flight routes are generated only for one fleet type when the feasibility problem (1) is solved once. So the problem (1) have to be solved as many times as the number of the fleet types to obtained all the feasible flight route sets for all the fleet types. The problem (1) for each fleet type differs in the matrices of polytope Ps that are constructed from the constraints (1b) to (1m) and the original flight routes. After the matrices and the original flight routes of each fleet type are sent to each participated computers in the computation network, the distributed computation can be started. The communication of data can be easily done by the send operation MPI_SEND and the receive operation MPI_RECV from MPI, and the control of all the participated computers can also be easily done by MPI. Details of the usage of MPI can be found in ''A Message-Passing Interface Standard'' [38] .
The D(P) of each feasibility problem (1) can be divided into several segments, and these segments satisfy the condition (4). Besides, the obtained feasible flight routes of the problem (1) in a segment is only related to the original flight route of the segment. So the computation process of Dang and Ye's method in each divided segment is independent to each other and it can be conducted simultaneously in each computation processor. Details of the distributed computation among segments of one feasibility problem (1) can be found in the paper [30] .
The linear programming in Dang and Ye's method aims at maximizing the sum of a series of variables. Since these variables are independent to each other, they can be maximized individually and the results are the same. Thus, the linear programming in Figure 3 can be reformulated as followed:
The number of the linear programming increases from 1 to n − k, and these n − k linear programming can be solved simultaneously in the distributed computation network if there are enough computation processors. It can also be done by MPI easily, and the implementations are conducted on a simple problem that has few variables. No implementation on the problems in Section IV is conducted due to the limited computation processors. The distributed computation of the linear programming can indeed save a lot of computation time for large-degree problems with enough computation processors provided.
In an implementation, the previous two ways of the distributed computations can be treated together as illustrated in Figure 6 . Since each segment is divided based on an original flight route of an aircraft. The total segments for all the aircrafts in all the fleet types can be obtained first. The generation of the feasible flight routes starts from the original flight routes within the bound points in each segment. So for VOLUME 5, 2017 the generation of the feasible flight routes for the aircrafts in one fleet type, the differences are the bound points that define the segments and the original flight routes of the aircrafts. For the generation of the feasible flight routes for all the aircrafts in all the fleet types, the differences are the bound points that define the segments, the original flight routes of the aircrafts and the matrices of polytope Ps. The distributed computation is implemented by sending the bound points, the original flight routes and the matrices of polytope Ps to each computation processors in the distributed computation network.
IV. COMPUTATIONAL EXPERIENCE
Airline flight schedules that appeare in the paper [16] , [39] are used to evaluate our approach to the airline disruption problems, and details of the schedules can be found in the research [16] , [39] . The distributed computation network in which is constructed by MPI consisting of 3 different computers, and one computer can establish 16 threads simultaneously to compute and the other two can establish 2 threads. So 20 segments can be processed simultaneously at most. All the programs are coded in C++, and CPLEX Concert Technology is used to solve the linear programming in Dang and Ye's method. The version of the Cplex used is 12.6.1. First the problem (1) in Subsection II-A is solved using [28] 's method. Then all these feasible flight routes are used to generate a solution for the problem (3) in Subsection II-B. CPLEX Optimizers's Concert Technology is used to solve the problem (3).
In our previous work [30] , [31] , numerical results have showed that Dang's method and Dang and Ye's method outperform CPLEX CP Optimizer when they are used to solve the problem(1) respectively. So no comparison is made between Dang and Ye's method and CPLEX CP Optimizer in this paper. We mainly focus on the comparisons between present results and the results in the paper [16] , [39] . (1) is divided into 29 segments and each of the segment has a unique seed point which is the original flight route and a unique pair of bound points. For the segments whose corresponding aircrafts are in the same fleet type, they share the same matrix of polytope P. Since only 20 segments can be processed simultaneously, the last 9 segments can be started to compute after any one of the first 20 segments is finished.
A. EUROPEAN MID-SIZE AIRLINE RESULTS

Paper
A disruption given in the research [39] happens when the aircraft 321-YYLBC is breakdown and under repair from 8:00 AM until 11:00 PM. So the disruption lasts for 15 hours. The flight legs XX863 VIE-CAI, XX864 CAI-VIE and XX127 VIE-FRA which are originally assigned to the aircraft 321-YYLBC are affected by the disruption. These flight legs may be canceled if no recovery plan is made. The cancelation of the flight leg XX127 VIE-FRA causes aircrafts unbalance at the airport FRA at the end of the schedule. So a recovery plan is needed to make sure that there is an aircraft substituting the aircraft 321-YYLBC and terminating at the airport FRA at the end of the schedule. Besides, the cancelations of the flight legs result in huge losses of revenue, so the recovery plan also aims at minimizing the losses. Table 4 and Table 5 are the solutions obtained by our approach and the comparison with the solutions that are given in the paper [39] . Row two to row four of Table 4 are the solutions of the problem (3) obtained by our approach, and each solution is a recovery plan of the airline disruption problem. The solutions are computed by the feasible flight routes that are generated in the problem (II-A). The parameter cluster size in the second column is used to control the number of the feasible flight routes that are generated in both of the two directions in each segment. So the total number of the feasible flight routes that are obtained for each available aircraft equals to the double of the cluster size. Column three and column four are number of the delayed flight legs and the total delay time in minute respectively. Column five are the number of the flight legs that are swapped with other flight routes' flight legs. Column six are the number of the flight routes that are not affected by the disruption, and they are flew as the plans in the original schedule.
The cluster size is enlarged to test the impact of the number of the feasible flight routes on the solution of the problem (3). Larger cluster size can find a better solution of the disruption problem, because more feasible flight routes that are involved in the constitution of the recovery plan means more possibilities that a better recovery plan with less flight swaps and more unaltered flight routes can be produced. When the cluster size increases to 10, the solution which is the same as the dispatchers' solution in row eight is found. The recovery plan that is obtained under the cluster size 10 is what the airline dispatchers would implement.
Row five to row seven of Table 4 are solutions that are computed by the paper [39] . There are delayed flight legs in each of the recovery plan they produced. Although there are less flight swaps in their solutions, the amount of the total delayed flight time brings a huge losses of revenue to airline. The airline dispatchers would not implement any of these solutions that are computed by the paper [39] . The dispatchers' solution that would be implemented by the dispatchers in row eight is given not through computation. It is obtained by modifying the solution in the row seven of Table 4 .
Details of solutions that are obtained by our approach can be found in Table 5 . The aircrafts appeared in Table 5 fly the flight legs that are reassigned to them, and the remaining aircrafts that are not appeared fly their original flight route in the recovery plan. The solutions without delayed flight legs can be found only under the cluster size 2, that means only 4 feasible flight routes are needed for each available aircraft to produce the recovery plan. 20 feasible flight routes are needed for each available aircraft to produce the recovery plan that the airline dispatchers would implement. Also all the solutions that are computed by the paper [39] in row five to row seven of Table 4 can be constituted using the feasible flight routes that are obtained under the cluster size 10. This is done by setting the parameter ''SolnPoolAGap'' of CPLEX Optimizerss Concert Technology to a proper value. A larger value of the parameter ''SolnPoolAGap'' means more nonoptimal solutions can be obtained. Also non-optimal solutions which deviate too much from the optimum can be found by setting a larger ''SolnPoolAGap''.
Our approach is more effective than the method [39] when solving this European mid-size airline schedule disruption problem considering the dispatchers' solution can be computed by our approach but it can not be computed by the approach proposed by the paper [39] .
B. SWEDISH DOMESTIC AIRLINE RESULTS
The research [16] use two flight schedules, s1 and s2, from Swedish domestic airline to illustrate their approach. The characteristics of the two schedules are given in Table 6 . The two schedules are disrupted in two different ways, a and b, that are given in [16] . a is disrupted by an unavailability of an aircraft and b is disrupted by an imposed delay on several flight legs. So there are four disruption problems s1a, s1b, s2a and s2b. Causes of the disruptions are given in Table 7 . The paper [16] aims at maximizing the revenue of airline when solving the disruption problems, and they use weights to calculate the costs of the disruptions. So the objective function (3a) of the problem (3) is modified to maximize the revenue of the airline.
The following notations are used in the formulation of the modified objective function. Weights So the aircrafts reassignment problem in Subsection II-B is to maximize the objective (7) under the constraints (3b) to (3g) for these disruptions problems from the Swedish domestic airline. To be convenient for the comparison, the notations of the weights and the new coefficients are the same as those in the paper [16] . But the notations of the new coefficients are in bold in order to distinguish them from the notations that have been used before. For example, d r is different from d e r that appears in the problem (3) in Subsection II-B.
The objective (7) is the sum of the revenues of the feasible flight routes. The revenue of each feasible flight route is calculated by subtracting the swap cost sw_t ×st r , sw×s r and delay cost del ×d r from the cancelation weight can multiplied by the actual passenger load i∈F b ir c i on the feasible flight route. The coefficients st r and s r can be inspected from each feasible flight route. For a delayed flight leg, the delay in passenger minutes equals the actual passenger load on the delayed flight leg multiplied by the delay time of the delayed flight leg. So the coefficient d r is calculated by summing the delays in passenger minutes of each delayed flight leg in the feasible flight route r.
The paper [16] provides several different weight settings for each of the four disruption problems s1a, s1b, s2a and s2b as in Table 8 . Thus more problem instances can be generated from the original four disruption problems. s1a1 uses flight schedule s1 with the disruption a and weight setting 1 which sets can to 20, sw_t to 100, sw to 20 and del to 1 to generate a disruption problem. A unique solution with different characteristics can be obtained with each weight setting, and all of the 13 generated problems are used to evaluate our approach. Table 9 and Table 10 are the results of the problems generated from the schedule s1 and s2 respectively. Obj is the solution of the objective function (7) under the constraints (3b) to (3g). c is the number of the canceled passengers in the solution. st is the number of swaps between the flight legs in different fleet types in the solution. s is the number of swaps between the flight legs in the same fleet types in the solution. d is the delay in passenger minutes in the solution.
In Table 9 , the solution of each problem generated from schedule s1 under different cluster size is given. The cluster size is increased to find to a better solution of each problem since more feasible flight routes can constitute a better solution. Once a solution which is equal to or better than that computed by the research [16] , the cluster size stoppes increasing. The row in bold is the best solution of each problem, and a solution which is better than that in the research [16] is found for the problem s1b1 in the row marked in bold and italic. It is obtained under the cluster size 125, and the objective value is larger than that in the paper [16] by 50. The details of the solution are offered bellow. The 5 aircrafts fly the flight legs that are reassigned to them, and the remaining aircrafts that are not appeared below fly their original flight routes in the recovery plan.
• Table 10 , the final solution of each problem generated from schedule s2 is given. The first 5 solutions equal those computed by the research [16] . The solution of the last problem s2b3 is better than that of paper [16] by 50, and it is computed only under the cluster size 10. Details of the solution of the problem s2b3 are given below.
• SEISY: 37 38, 39, 208, 209, 210, 211, 212, 213, 214 It can be seen that present approach is effective to solve the airline disruption problems. Not only the solutions that are equal to the solutions in literature can be computed, but also the solutions that are better than the solutions in literature can be found for some problems. It is because each feasible flight route is generated from an original flight route, and the feasible flight routes can be obtained sequentially in the lexicographical order using Dang and Ye's method. The feasible flight routes have relations with the original flight routes. Some of the flight legs in the feasible flight routes are different from those in the original flight routes, while others are the same. The number of the different flight legs in the feasible flight routes increase as the generation for the feasible flight routes go on. Sometimes the feasible flight routes with more flight legs that are different from those in the original flight routes can constitute a better solution of the disruption problem, and more feasible flight routes have to be generated before the feasible flight routes with more flight legs that are different from those in the original flight routes can be obtained. So the quality of the solutions are related to the number of the feasible flight routes that are controlled by the cluster size. Some problems only need a few feasible flight routes to obtain a better solution of the disruption problem, but some other problems may need much more. Basically speaking, a much better solution of the disruption problem can be obtained by providing more feasible flight routes. In an actual implementation, the cluster size can be set to a relatively larger value. And the computation of the disruption problem can be conducted periodically. For example, the aircrafts reassignment problem (3) in Subsection II-B can be solved once 100 new feasible flight routes are obtained. The computation stops when the solution satisfies the airline dispatchers.
V. CONCLUSION
A novel modified TSP model is formulated to generate feasible flight routes for producing a recovery plan for the airline disruption problems. A distributed computation network is constructed to solve the modified TSP model using Dang and Ye's method, and the feasible flight routes for all the aircrafts in all the fleet types can be generated simultaneously in the distributed computation. Dang and Ye's method ensures that the obtained feasible flight routes are in the lexicographical order automatically, and there does not exist other feasible flight route between two consecutively obtained feasible flight routes. This characteristic enables the generated feasible flight routes to constitute a recover plan easily, and only partial feasible flight routes are needed. If more feasible flight routes are provided, a much better recover plan can be constituted. In the evaluation of present approach, not only the same solutions as those in literature can be computed, but also solutions that are better than those in literature can be found.
In the future work, the distributed computation network will be expanded by incorporating with the third way of the distributed computation that is mentioned in Subsection III-C. For large problems, the (6) which is the most computationally expensive part can be computed in less time. Thus, the solutions of the disruption problems can be obtained more efficiently. 
