Abstract. Using recent results by the authors on the spectral asymptotics of the Neumann Laplacian with magnetic field, we give precise estimates on the critical field, H C 3 , describing the appearance of superconductivity in superconductors of type II. Furthermore, we prove that the local and global definitions of this field coincide. Near H C 3 only a small part, near the boundary points where the curvature is maximal, of the sample carries superconductivity. We give precise estimates on the size of this zone and decay estimates in both the normal (to the boundary) and parallel variables.
1. Introduction 1.1. Setup and results for general domains. Our main motivation comes from superconductivity. As appeared from the works of Bernoff-Sternberg [BeSt] , LuPa2, LuPa3, LuPa4] , and HelfferPan [HePa] , the determination of the lowest eigenvalues of the magnetic Schrödinger operator is crucial for a detailed description of the nucleation of superconductivity (on the boundary) for superconductors of Type II and for accurate estimates of the critical field H C3 . If the determination of the complete asymptotics of the lowest eigenvalues of the Schrödinger operators was essentially achieved (except for exponentially small effects) in the two-dimensional case with the works of [HeMo2] and [FoHe2] , what remained to be determined was the corresponding asymptotics for the critical field. We will actually obtain much more and clarify the links between the various definitions of critical fields considered in the mathematical or physical literature and supposed to define the right critical field.
The Ginzburg-Landau functional is given by
with (ψ, A) ∈ W 1,2 (Ω; C) × W 1,2 (Ω; R 2 ) and where p A = (−i∇ − A) . We fix the choice of gauge by imposing that div A = 0 in Ω , A · ν = 0 on ∂Ω .
(1.2)
By variation around a minimum for E κ,H we find that minimizers (ψ, A) satisfy the Ginzburg-Landau equations, Here curl (A 1 , A 2 ) = ∂ x1 A 2 − ∂ x2 A 1 , and curl 2 A = (∂ x2 (curl A), −∂ x1 (curl A)) .
Let F denote the vector potential generating the constant exterior magnetic field div F = 0 curl F = 1 in Ω , F · ν = 0 on ∂Ω .
(1.4)
It is known that, for given values of the the parameters κ, H, the functional E has (possibly non-unique) minimizers. However, after some analysis of the functional, one finds (see [GiPh] for details) that given κ there exists H(κ) such that if H > H(κ) then (0, F ) is the only minimizer of E κ,H (up to change of gauge).
Following Lu and Pan [LuPa1] , we can therefore define H C3 (κ) = inf{H > 0 : (0, F ) is a minimizer of E κ,H } .
(1.5)
In the physical interpretation of a minimizer (ψ, A), |ψ(x)| is a measure of the superconducting properties of the material near the point x. Therefore, H C3 (κ) is the value of the external magnetic field, H, at which the material loses its superconductivity completely. A central question in the mathematical treatment of Type II 1 superconductors is to establish the asymptotic behavior of H C3 (κ) for large κ. We will also be concerned with this and will, in particular, describe how H C3 (κ) can be determined by the study of a linear problem.
Our first result is the following strengthening of a result in [HePa] .
Theorem 1.1.
Suppose Ω is a bounded simply-connected domain in R 2 with smooth boundary. Let k max be the maximal curvature of ∂Ω. Then 6) where C 1 , Θ 0 are universal constants.
When Ω is a disc we get the improved estimate where both c 0 ∈ R and a ≥ 1 2 depend on ∂Ω. In order to expand H C3 to higher orders we will impose a geometric condition, Assumption 1.8 below, on Ω.
Our second result is a precise estimate on the size of the superconducting region in the case where H is close to, but below, H C3 . To state it we need a bit of notation concerning the boundary, ∂Ω. Let γ : R/|∂Ω| → R 2 be a (counter-clockwise) parametrization of ∂Ω with |γ ′ (s)| = 1. For s ∈ R/|∂Ω| we denote by k(s) the curvature of ∂Ω at the point γ(s). For more discussion of these boundary coordinates, see Appendix B.1. Furthermore, we introduce
(1.8)
Furthermore, we define the coordinate t = t(x) that measures the distance to the boundary t(x) := dist(x, ∂Ω) . Let ν(s) be the interior normal vector to ∂Ω at the point γ(s) and define Φ : R/|∂Ω| × (0, t 0 ) → Ω by Φ(s, t) = γ(s) + tν(s) .
Then, for t 0 sufficiently small, Φ is a diffeomorphism with image Φ R/|∂Ω| × (0, t 0 ) = {x ∈ Ω dist(x, ∂Ω) < t 0 } .
Furthermore, t(Φ(s, t)) = t. Thus, in a neighborhood of the boundary, the function s = s(x) is defined (by (s(x), t(x)) = Φ −1 (x)). From the work of Helffer-Morame [HeMo2] (see also Helffer-Pan [HePa] for the non-linear case) we know that minimizers of the Ginzburg-Landau functional are exponentially localized to a region near the boundary (see Theorem 4.1 for a restatement of their results). Here we prove that minimizers are also localized in the tangential variable to a small zone around the points of maximum curvature. The size of that zone depends on the order to which the derivatives of the curvature vanishes at such points. Our estimate is an improvement of a similar estimate in [HePa] .
Theorem 1.4 (Tangential Agmon estimates (non-linear case)).
Let Ω be a bounded simply-connected domain in R 2 with smooth boundary. Let (ψ, A) = (ψ κ,H , A κ,H ) be a family of minimizers of the Ginzburg-Landau functional depending on the parameters κ, H. We suppose that H = H(κ) in such a way that
The proof of Theorem 1.4 will also be given in Section 5.
1.2. Discussion of critical fields. Actually, we should define more than one critical field, instead of just H C3 . We define an upper and a lower critical field,
The proof of Theorem 1.1 gives a lower bound to H C3 (κ) and an upper bound to H C3 (κ), so the expansion in (1.6) is valid for both fields. The physical idea of a sharp value for the external magnetic field strength at which superconductivity disappears, requires the different definitions of the critical field to coincide. Our most precise result, Theorem 1.11, establishes this identification under a (generically satisfied) geometric assumption on ∂Ω.
Most works analyzing H C3 relate (more or less implicitly) these global critical fields to local ones given purely in terms of spectral data of a magnetic Schrödinger operator, i.e. in terms of a linear problem. We will discuss the local fields more in Section 3. Here we will give the following definition. Let, for B ∈ R + , the magnetic Neumann Laplacian H(B) be the self-adjoint operator (with Neumann boundary conditions) associated to the quadratic form
We define λ 1 (B) as the lowest eigenvalue of H(B). The local fields can now be defined as follows.
The difference between H loc C3 (κ) and H loc C3 (κ)-and also between H C3 (κ) and H C3 (κ)-can be retraced to the general non-existence of an inverse to the function B → λ 1 (B), i.e. to lack of strict monotonicity of λ 1 . Remark 1.5. The detailed spectral analysis in Bauman-Phillips-Tang [BaPhTa] 
(1.14)
The easy proof of Theorem 1.6 is given in Section 3. For general domains we do not know that the local fields H loc C3 (κ) and H loc C3 (κ) coincide. The next theorem improves Theorem 1.6 and is typical of type II materials.
Theorem 1.7.
Let Ω be a bounded simply-connected domain in R 2 with smooth boundary. Then there exists a constant κ 0 > 0 such that, for κ > κ 0 , we have
(1.15) Theorem 1.7 will be proved in Section 7.
Results for non-degenerate domains.
In order to obtain more precise results, we need to impose geometric conditions on Ω. We will work with two different conditions (one more strict than the other). 
(1.16)
Finally, these maxima are non-degenerate, in the sense that k 2,j := −k ′′ (s j ) = 0. We write k 2 = min j k 2,j . 
In the asymptotics of λ 1 (B), for large B, was calculated (under Assumption 1.9). In Appendix A we prove that a similar asymptotics holds under the (less restrictive) Assumption 1.8. We will prove in Section 2 that (under Assumption 1.8) 
has a unique solution H(κ).
In other words, Proposition 1.10 says that, for large κ, the upper and lower local fields, defined in (1.12), coincide. We define, for κ ≥ κ 0 , the local critical field H loc C3 (κ) to be the solution given by Proposition 1.10, i.e.
In Subsection 3.2, we calculate the asymptotics of H loc C3 (κ) (based on the asymptotics of λ 1 (B) from [FoHe2] ). The result is that the solution H loc C3 (κ) to (1.17) has the formal asymptotic expansion given by H formal , where 19) as κ → +∞. Here the coefficients η j ∈ R are computable recursively. The expression for H formal is to be understood as an asymptotic series, no convergence being proved (or even expected). Using Proposition 1.10 we can identify the lower and upper local fields and therefore find the following result.
Theorem 1.11.
Suppose Ω is either the disc or that it satisfies Assumption 1.8. Then there exists κ 0 > 0 such that, when κ > κ 0 , then
The case of the disc follows from Theorems 1.6 and 1.7 together with Corollary 2.8. For the non-degenerate case-i.e. under Assumption 1.8-Theorem 1.11 follows from combining Proposition 1.10 with Theorems 1.6 and 1. In this section we will study the behavior for large B of the lowest Neumann eigenvalue λ 1 (B) of the operator H(B) associated to the quadratic form in (1.11).
We will not generally impose the Assumption 1.9 in this section. We only assume that Ω is bounded with piecewise Lipschitz boundary. Then the magnetic operator H(B) has compact resolvent, so the eigenvalues tend to infinity, in particular, the degeneracy of the ground state is finite.
Let B ∈ R and let n be the degeneracy of λ 1 (B). By analytic perturbation theory (see for instance [Kato] or [ReSi, Chapter XII] 
We may choose ǫ sufficiently small in order to have the existence (but not necessarily the uniqueness) of j + , j − ∈ {1, . . . , n} such that
Define the left and right derivatives of λ 1 (B):
But this result is just first order perturbation theory (Feynman-Hellmann).
Proposition 2.2. Let g be a function such that for all ǫ ∈ (−1, 1) we have
Suppose Ω is such that there exists α ∈ R such that λ 1 (B) = αB + g(B) + o(1), as B → +∞. Then the limits lim B→∞ λ We now observe that, for any ǫ > 0,
Therefore, the variational principle implies
By assumption there exists a function f : R + → R + , with lim β→∞ f (β) = 0, and such that
Thus,
Therefore, (using (2.3)) lim inf
Since ǫ > 0 was arbitrary, this finishes the proof of (2.5). The proof of (2.6) is similar (taking ǫ < 0 reverses the inequalities) and will be omitted.
From Remark 2.3 it is clear that in order to prove monotonicity of λ 1 (B) we only need to have an asymptotic expansion of λ 1 (B) with an error term of order o(1). This can be achieved in much more general situations than that given by Assumption 1.9, which was the assumption used in [FoHe2] . In Appendix A we generalize the result of [FoHe2] to the situation where the curvature of the boundary has a finite number of non-degenerate maxima. In particular, we get that Proposition 2.4 below holds in this case. Notice that with several maxima (and symmetry) one expects (see [BonDa] ) the difference between λ 1 (B) and λ 2 (B) to be exponentially small, so it may seem a bit surprising that one is able to prove Proposition 2.4 in this case.
Another very interesting case where the conditions of Proposition 2.2 can be verified is the case of a domain with corners. This is the subject of the work [BonDa] .
Proposition 2.4.
Suppose Ω satisfies Assumption 1.8. Then
(2.8)
In particular, B → λ 1 (B) is strictly increasing for large B.
Proof. This is clear using Proposition 2.2, Corollary A.3 and Remark 2.3.
We finish this subsection by giving the proof of Proposition 1.10. Proof of Proposition 1.10. Since, by Proposition 2.4, lim B→∞ λ
Furthermore, by continuity, we may choose B 0 sufficiently big such that
for all B < B 0 . So, using (2.9), the inverse function λ
is uniquely defined as a continuous function λ
has the unique solution
The case of the disc.
In the case where Ω = B(0, R) is a disc, we do not know from the best available asymptotics ( [BaPhTa] ) that the hypothesis (2.3) is satisfied. In this subsection we will make a more precise asymptotic estimate in order to settle the question of diamagnetism for the disc. The definition of the spectral parameters, C 1 , Θ 0 , ξ 0 is recalled in Appendix B.2.
Theorem 2.5 (Eigenvalue asymptotics for the disc).
Suppose that Ω is the unit disc. Define δ(m, B), for m ∈ Z, B > 0, by
Then there exist (computable) constants C 0 , δ 0 ∈ R such that if
(2.12) Remark 2.6. As the proof will show, the constants C 0 , δ 0 can be expressed in terms of spectral data for the basic operator h 0 (see (2.22)) discussed in Appendix B.2.
Before we give the proof of Theorem 2.5, we collect the following important consequence.
Proposition 2.7.
Let Ω be the disc. Then the left-and right-hand derivatives λ ′ 1,± (B) exist and satisfy λ
(2.13)
The monotonicity of B → λ 1 (B) implies that the local fields are equal.
Corollary 2.8.
Let Ω be the disc. Then there exists a constant
We calculate as in the proof of Proposition 2.2 until we reach (2.7). Notice that 0
and we get lim inf
The rest of the proof follows the one of Proposition 2.2 by taking ǫ to zero (and using that |ξ 0 | = √ Θ 0 ). That Θ 0 > 3 2 C 1 |ξ 0 | can be seen from the following argument. From [FoHe2, Proposition A.3] , we get that 3C 1 |ξ 0 | = 1 − 4I 2 , where the integral I 2 (given in (2.30) below) satisfies I 2 > 0. In particular, 3C 1 |ξ 0 | < 1. Since it is known that Θ 0 > 1 2 , this proves the desired statement. We also state the following numerical values from [Bon1] ,
Proof of Theorem 2.5. We will use standard results on the spectral theory of the Neumann operator
. Some of these results are recalled in Appendix B.2. Let D(t) = {x ∈ R 2 | |x| ≤ t} be the disc with radius t. Let Q B be the quadratic form
be the lowest eigenvalue of the corresponding self-adjoint operator (Friedrichs extension). Using the Agmon estimates in the normal direction (see Theorem 4.1), we see that
By changing to boundary coordinates (if (r, θ) are usual polar coordinates, then t = 1 − r, s = θ), the quadratic form Q B [u] becomes,
Here we used Lemma B.1, and that
2 for the disc. Performing the scaling τ = √ Bt and decomposing in Fourier modes,
we findλ
Here the function δ(m, B) was defined in (2.10) and e δ,B is the lowest eigenvalue of
with Neumann boundary condition at 0 and Dirichlet at √ B/2):
We will only consider δ varying in a fixed bounded set. This is justified since it follows from [FoHe2, Lemma 5.4 ] that for all C > 0 there exists
Furthermore, for δ varying in a fixed bounded set, we know (from the analysis of h 0 , some of which is recalled in Appendix B.2) that there exists a d > 0 such that if B > d −1 , then the spectrum of q δ,B contained in (−∞, Θ 0 + d) consists of exactly one simple eigenvalue.
The self-adjoint Neumann operator h(δ, B) associated to q δ,B (on the space
We will write down an explicit test function for h(δ, B) in (2.26) below, giving e δ,B up to an error of order O(B −   3 2 ) (locally uniformly in δ). We can formally develop h(δ, B) as
Let u 0 be the known ground state eigenfunction of h 0 with eigenvalue Θ 0 . Here h 0 is considered as a selfadjoint operator on L 2 (R + ; dτ ) with Neumann boundary condition at 0. Let R 0 be the regularized resolvent, which is defined by
Here 'perpendicular' is measured with respect to the usual inner product (no perturbation of the measure) in L 2 (R + ; dτ ). Let λ 1 and λ 2 be given by
Here the inner products are the usual inner products in L 2 (R + ; dτ ). The functions u 1 , u 2 are given as
Notice that (see [FoHe2, Lemma A.5] ) u 0 ∈ S(R + ) and that R 0 maps S(R + ) (continuously) into itself. Therefore, u 0 , u 1 , u 2 (and their derivatives) are rapidly decreasing functions on 25) and let χ B (τ ) = χ(τ B − 1 4 ) . Our trial state is defined by
A calculation (using in particular the exponential decay of the involved functions) gives that 27) where the constant in O is uniform for δ in bounded sets. Therefore, we have proved that (uniformly for δ varying in bounded sets)
It remains to calculate λ 1 , λ 2 and, in particular, deduce their dependence on δ.
A standard calculation (which can for instance be found in [FoHe2, Section 2]) gives that
(2.29)
In particular, λ 1 is independent of δ (this is because
It is much harder to calculate λ 2 explicitly. However, notice (by writing
is a quadratic polynomial as a function of δ. We find the coefficient to δ 2 as 1 − 4I 2 , with
But this integral was calculated in [FoHe2, Proposition A.3] (we have kept the notation I 2 from that paper), and it was found that 1
Remembering (2.17) and (2.19) this finishes the proof of Theorem 2.5.
Local critical fields

General analysis.
In addition to the (global) critical fields H C3 (κ) and H C3 (κ), one can also define local fields. These local fields are determined by the values where the normal solution
Since the Hessian, Hess E κ,H , at the normal solution is associated with the sesquilinear form
we get the equivalent definitions given in (1.12) in the introduction. Furthermore, we get the general comparison between the local and global fields given in Theorem 1.6: Proof of Theorem 1.6. We first prove (1.13). Suppose H > H C3 (κ). Then (0, F ) is the only minimizer of E κ,H . In particular, for all φ, A,
This implies that Hess E κ,H (0, F ) ≥ 0 . Since H > H C3 (κ) was arbitrary, we get (1.13). Next we prove (1.14). Suppose H < H loc C3 (κ). Then λ 1 (κH) < κ 2 . Let ψ be a ground state for H(κH). We use, for η > 0, the pair (ηψ, F ) as a trial state in
. Thus (0, F ) is not a minimizer for E κ,H . Since H < H loc C3 (κ) was arbitrary, this proves (1.14) and therefore finishes the proof of the theorem.
3 Notice that (0, F ) is a solution to the GL-equations (1.3), for all values of κ, H. Thus, (0, F ) is always a stationary point of the Ginzburg-Landau functional E κ,H .
As a corollary of Proposition 1.10 we get the following result. 
Calculating asymptotics.
In this section we will describe the structure of the asymptotics of the solution H(κ) to
The calculation is based on the asymptotic expansion of λ 1 (B) proved in the work [FoHe2] and its extension in Appendix A. Therefore we need to impose Assumption 1.8. Lemma 3.2.
Suppose Ω satisfies Assumption 1.8. Let H = H(κ) be the solution to the equation
given by Proposition 1.10. Then there exists a sequence
in the sense of an asymptotic series as κ → +∞ . Proof. Let µ (1) (h) be the lowest eigenvalue of the magnetic Neumann Laplacian associated with the following quadratic form on W 1,2 (Ω)
From [FoHe2] and/or Appendix A we know that there exists a sequence
as h → 0 + . By a simple scaling we see that if λ 1 (B) is the lowest eigenvalue of the magnetic Neumann Laplacian associated to the form defined in (1.11), then λ 1 (B) = B 2 µ (1) (B −1 ), and therefore, as B → ∞, we get for any M ∈ N,
We calculate with the Ansatz for H(κ) given by (3.4).
Here the coefficients f
j , f j,k only depend on (η 0 , . . . , η j ) . Therefore, we find the following structure
where the g j only depend on the η s with s < j . This implies that there exists a solution of the form (3.4) to the identity λ 1 (κH) = κ 2 in the sense of asymptotic series.
It is elementary to prove by induction that the solution H(κ) given by Proposition 1.10 must have the asymptotic expansion given by the formal solution (3.4).
Remark 3.3 (Comparison with Bernoff-Sternberg [BeSt] results).
In [BeSt, Formula (3.1) ] the asymptotics
is given. To translate to our notations we use the table
So in our notation, their result is
This is in almost complete agreement with our result (3.4), except for the fact that we do not exclude the existence of a term of order O(κ −3/4 ) .
Localization
In this section we will give Agmon estimates for the linear problem-both tangential and normal to the boundary. We also recall how these estimates carry over to the non-linear equations (1.3). 4.1. Estimates in the normal direction. First we recall the estimate in the normal direction from in [HePa] (see also the work on the linear problem [HeMo2] ). Define the magnetic quadratic form by
where A is any (possibly B-dependent) vector field satisfying, for some C 0 > 0, the following estimates:
Notice that, by [HePa, Proposition 4 .2] (recalled as Theorem 5.1 below), (4.2) is verified uniformly for all the minimizers of the GL-functional. We will denote the unique (Neumann) self-adjoint operator associated with the quadratic form q B A by H B A . 
for all B > C.
The above result can also be applied to obtain similar localization estimates for the (non-linear) Ginzburg-Landau problem. This was carried out in [HePa, 
This theorem admits the following but basic corollary :
Corollary 4.3.
With the assumptions of the theorem, for any p ≥ 2, there exists a constant
C p such that ||ψ|| L 2 (Ω) ≤ C p κ − p−2 2p ||ψ|| L p (Ω) . (4.6)
Proof.
We first observe that the normal Agmon estimate gives the existence of C such that :
We can then use Hölder to get for any q ≥ 1
Taking q = p 2 , we get (4.6).
Energy estimates.
In this subsection we will give uniform lower bounds on the ground state energies of the magnetic quadratic form q B A .
Theorem 4.4. Let C 0 > 0 be given and let Ω be a bounded, connected domain in R 2 with smooth boundary. Let γ ∈ R satisfy that Θ 0 < γ < 1. Then there exists ǫ 0 ∈ (0, 1) such that, if A = A B is a (curve of ) vector field(s) satisfying (4.2) with the given C 0 , and U B (x) is given by 
. However, the disadvantage is that the curvature k(s) has been replaced by the smaller functionk(s).
In the proof of Theorem 4.4 we will use the following result from [BaPhTa] . 
Remark 4.8.
• Clearly, in the case of a disc, the curvature k is constant, k = R −1 . 
• The technical condition in Theorem 4.4-that Ω is bounded-is only im
Under the assumptions of Theorem 4.4, we have
q B A [u] ≥ u 2 Θ 0 B − C 1 k max B 1/2 − O(B 1/4 ) ,(4.
Proof of Theorem 4.4.
Let u = u B, A,ǫ0 be a ground state of H B A − U B . Notice, that (for fixed B, ǫ 0 ) it is clear that the spectrum of H B A − U B consists of a sequence of eigenvalues whose only accumulation point is +∞. Therefore such a ground state u exists. Let λ = λ B, A,ǫ0 be the associated ground state energy. We will prove that if ǫ 0 is sufficiently small, then λ ≥ 0.
Notice that since A satisfies (4.2), we get, for all u ∈ W 1,2 0 (Ω),
Therefore, u satisfies the Normal Agmon estimates, Theorem 4.1 (see [HeMo2, (6.25) (4.14)
We will always choose the s j,B such that |s j,B | ≤ |∂Ω|/2 . Let χ 1 , χ 2 be a standard partition of unity on R : We will also consider χ j,B as a function on Ω (by passing to boundary coordinates) without changing the notation. Using the standard localization formula and the Normal Agmon estimates, we get
Modulo choosing ǫ 0 sufficiently small, it therefore suffices to prove that
Proving (4.17) will finish the proof of Theorem 4.4. We will write each of the terms in · | · in boundary coordinates and compare with the similar term with fixed curvature. Proof of (4.17).
Since Ω is bounded we have k max > 0. Outside a small neighborhood of the boundary points s with k(s) = k max , the result of Theorem 4.5 is stronger than that of Theorem 4.4. Therefore, by Theorem 4.5 (for B sufficiently large), if j is such that k takes negative values on supp χ j,B , then
So only terms in (4.17) with k(s j,B ) ≈ k max > 0 need to be analyzed finer than what Theorem 4.5 gives, and below we will therefore only consider j such that k(s j,B ) > 0. Using Lemma B.1 we may assume that, on each of the sets supp χ j,B , the gauge is chosen such that the expression for A in boundary coordinates is as in (B.8). In the estimates below, the constants C will be uniform in j. Definẽ
We know from (4.2) and Lemma B.1 that
Similarly, we define 
We observe that B j,B = χ j,B u | Hχ j,B u and will compare B j,B and A j,B . We clearly have Thus,
We estimate, using (4.26), for any η > 0 ,
We also estimate f 2 and f 3 by (4.28) and
(4.29) Thus, we get by combining (4.24) with (4.27), (4.28), and (4.29) and integrating,
This gives (with a new constant C)
From Theorem 4.7 we get the estimate
, and making a Taylor expansion of k(s) − k j,B , we get
By definition, the function K(s), which can also be identified with a periodic function on R, satisfies, for some C > 0, 34) for some constant C ′ > 0 and all s ∈ R. So we see that for ǫ 0 , η sufficiently small we get (4.35) 4 Using (4.33) we find, for all s, σ ∈ R,
we get (4.34) with C ′ = 4C.
for some C ′ > 0. Therefore, we get from (4.30), for the given choice of η, The normal Agmon estimates and easy manipulations (as in [HeMo2] ) give that the last two terms in (4.36) are bounded by CB 37) and if
(4.38) Proof. The proof of Theorem 4.10 is similar to (but easier than) the proof of Theorem 1.4, given in Section 5 below, and will therefore be omitted.
Corollary 4.11.
With the assumptions of the theorem and Assumption 1.9, for any p ≥ 2, there exists a constant C p such that
This can also be extended without additional difficulties to the case when K has isolated zeros of finite order. 4.4. An alternative approach to λ 1 (B A). In the case where λ 1 (B) is known to very high precision, it is advantageous to estimate λ 1 (B A) by first approximating by constant field and then using the knowledge of λ 1 (B). This is the result in Theorems 4.12 and 4.13 below. Remember that λ 1 (B A) is the lowest eigenvalue (bottom of the spectrum) of H(B A).
Theorem 4.12. Let C 0 > 0 be given. Suppose that Ω is a smooth, bounded, simply-connected domain in R 2 and that Ω is not a disc. Then there exists B 0 , ǫ 0 , C > 0 such that, for all B ≥ B 0 and if A satisfies (4.2) with the given C 0 , then
If Ω is a disc, then (4.40) is replaced by
We consider first the case where Ω is not a disc.
Let φ B A be a normalized ground state of H(B A). Since, by Corollary 4.9,
4 ), we may assume that
(if not, there is nothing to prove). Then the normal Agmon estimates (given in Theorem 4.1) and the tangential Agmon estimates (given in Theorem 4.10) give exponential localization estimates on φ B A . Since Ω is not a disc, there exists a σ 0 ∈ R/|∂Ω| such that
= 1 be a partition of unity on Ω such that
By the standard localization formula,
Using the Agmon estimates, we therefore find for some C, ǫ 0 ,
(4.42)
Using Lemma B.1 (in the situation given by (B.8)) we know that we can choose a gauge ϕ on supp f 1 such thatÃ
whereÃ,F are A and F transformed to boundary coordinates and where ǫ(s, t) L ∞ is controlled by curl A − 1 C 1 . Therefore, we can estimate, for all ρ > 0,
Using the normal Agmon estimates, we therefore get from (4.42) and (4.43)
We finish the proof of (4.40) by applying the normal and tangential Agmon estimates again (to remove the localization f 1 ) and by choosing ρ = curl A − 1 C 1 (Ω) / √ B (using that λ 1 (B) ≤ B for large B). When Ω is a disc, we make the partition of unity f 1 , f 2 as follows.
The localization error Ω |∇f 1 | 2 + |∇f 2 | 2 |φ B A | 2 dx then becomes of unit size, and we get When curl A − 1 C 1 (Ω) is very small, the exponentially small error in Theorem 4.12 is too expensive. Therefore we need the following simpler result.
Theorem 4.13.
Suppose Ω is a smooth, bounded, simply-connected domain in R 2 . Then there exist B 0 > 0 and, for all p > 2, C p > 0 such that
To prove the estimate (4.46), we write b = curl A − 1 ∈ C 1 0 (Ω) and define
Then curl a = ∆Φ = b in Ω, and for all p > 2,
Since Ω is simply connected there exists a choice of gauge ϕ such that A− F −∇ϕ = a. Withφ B = e −iBϕ φ B A , we get for all 0 < ρ,
This implies (notice that (4.48) is trivial for ρ > 1) by (4.47), for all ρ > 0,
we get the desired estimate (using that λ 1 (B) ≤ B for large B).
Proofs of Theorem 1.1 and Theorem 1.4
Let us start by recalling the following result from [HePa, Prop.4 .2].
Theorem 5.1. Suppose (ψ, A) = (ψ κ,H , A κ,H ) is a sequence of minimizers for the GL-functional. Suppose that the parameters κ, H satisfy,
for some function g : R → R with lim κ→∞ g(κ) = 0. Then there exists a constant C > 0, such that for all κ > C, we have
In particular, We consider first the case of the disc. Using Theorem 2.5, we see that there exists C > 0, such that if κ > C, and
then λ 1 (κH) < κ 2 . Therefore, Theorem 1.6 implies that
On the other hand, Theorem 4.12, combined with Theorems 2.5 and 5.1, implies the existence of
and (ψ, A) is a Ginzburg-Landau minimizer with parameters (κ, H), then necessarily λ 1 (κH A) > κ 2 . But then (ψ, A) = (0, F ). This finishes the proof in the case of the disc.
Consider now the case of general Ω. The lower bound in Corollary 4.9 combined with the matching upper bound from [HeMo2] gives that
From this it is an elementary calculation to prove that there exists C > 0 large enough such that
for all κ > C. In particular, λ 1 (κH) < κ 2 − √ κ, for all κ > C, and therefore Theorem 1.6 implies that
To prove the opposite inequality, let (κ, H) n be a sequence of parameters (we will suppress the n from the notation for convenience) such that
• there exists a non-trivial GL-minimizer (ψ, A) when (κ, H) is in the sequence.
, where C is a (big) constant to be chosen below.
Then Theorem 5.1 and Corollary 4.9 imply that, if the constant C is chosen sufficiently big,
But this contradicts the non-triviality of the GL-minimizers and therefore proves that
We will now estimate the tangential size of the superconducting boundary layer when H is very close to-but below-H C3 . Proof of Theorem 1.4. The proof is a variant of the proof of a similar result obtained in [HePa] . Since 0 ≤ H C3 (κ) − H = ρ, we get from Theorem 1.1 that
But then an elementary calculation gives that
With χ 1 , χ 2 being a standard partition of unity and using the equation (1.3) satisfied by the GL-minimizer (ψ, A), we can calculate
We can estimate the localization error as
where
Using the Agmon estimates in the normal direction, Theorem 4.2, we get
Now, using Theorems 4.4 and 5.1, we have
Using (5.8), (5.9), and (5.12), we therefore get, remembering that by (4.34), we have
We split the integral on the right hand side in (5.13) as
for some S > 0. We will choose S sufficiently large below. By definition of I 2 , we get
If α is sufficiently small and S is sufficiently big, we have
Combining the estimates (5.13), (5.14), (5.15), and (5.11), we find (for α sufficiently small and S sufficiently big)
Combining (5.16) and (5.17) finishes the proof of the theorem.
6. An improved estimate on ψ L ∞ From the maximum principle, one gets that minimizers (ψ, A) of the GinzburgLandau functional (1.1) satisfy the estimate ψ L ∞ ≤ 1 independently of the values of κ, H. When H is far below H C3 , that is a very useful estimate, but in the region near H C3 , this estimate is far from optimal and it is interesting to have a better control of ||ψ|| ∞ . Let us start by a non-rigorous argument which should give a limit on what one can hope to prove. Multiplying the GL-equation (1.3) by ψ and integrating, one gets
(6.1) Let δ = κ 2 − λ 1 (κH A) be the spectral distance, then one expects that
Therefore the GL-equation (6.1) implies that
Unfortunately, it is difficult to justify the second estimate in (6.2) rigorously, so we will only obtain a somewhat less accurate estimate. 
If Ω satisfies Assumption 1.8, and ρ = O(κ
We use (6.6) and (6.7) to get 
Therefore Corollary 4.9 and an elementary calculation gives
Therefore, (6.3) expressed in terms of ρ becomes
Under Assumption 1.8, and with ρ = O(κ
(6.14)
7. H C3 (κ) = H loc C3 (κ) for all domains. In this section we will prove Theorem 1.7 stating that the local and global upperfields are equal-with no extra hypothesis on the domain Ω.
We know that H C3 (κ) ≥ H loc C3 (κ), so we only need to prove the opposite inequality. Let H ≤ H C3 (κ). We may assume that H > H loc C3 (κ), so that λ 1 (κH) ≥ κ 2 .
(7.1) Furthermore, with (ψ, A) being a minimizer of the Ginzburg-Landau functional, we may assume that
We define
with Neumann boundary conditions, and will study the asymptotics of the spec-
Furthermore, the coefficients {ζ
are independent of the choice of Ω (j) satisfying (1) and (2) above.
be the sequence of the {µ (n,j) (h)}, j = 1, . . . , N , n = 1, . . . , ∞ with multiplicity and in non-decreasing order. In this context, it is convenient to consider the operator
The main result of this appendix is the following theorem.
Theorem A.2. Suppose that Ω satisfies Assumption 1.8. With the above notation, we have for all n ∈ N \ {0},
By simple manipulations we convert the small h asymptotics to a large B asymptotics. We may choose η > 0 such that
Let φ j be a smooth function satisfying
We may consider φ j ψ (n,jn) h as a function on Ω (extended by zero). By the Agmon estimates (in the Ω (j) 's), we easily get
Therefore, the variational characterization of eigenvalues gives
We now prove the opposite inequality. Define φ = N j=1 φ j . For ψ ∈ L 2 (Ω), we can naturally identify φψ with an element of L 2 (Ω (1) ) ⊕ · · · ⊕ L 2 (Ω (N ) ). We will do so without changing the notation. Using again the Agmon estimates (this time in Ω), we see that
Here the inner products on the left hand sides are the natural inner products on
. A second application of the variational principle therefore gives .9) and finishes the proof.
Appendix B. Boundary coordinates B.1. The coordinates.
Let Ω be a smooth, simply-connected domain in R 2 . Let γ : R/|∂Ω| → ∂Ω be a parametrization of the boundary with |γ ′ (s)| = 1 for all s. Let ν(s) be the unit vector, normal to the boundary, pointing inward at the point γ(s). We choose the orientation of the parametrization γ to be counter-clockwise, so det γ ′ (s), ν(s) = 1 . is, when t 0 is sufficiently small, clearly a diffeomorphism with image Φ R/|∂Ω| × (0, t 0 ) = {x ∈ Ω dist(x, ∂Ω) < t 0 } =: Ω t0 .
Furthermore, t(Φ(s, t)) = t. If A is a vector field on Ω t0 with B = curl A we define the associated fields in (s, t)-coordinates bỹ Let us write ν = curl A − 1 ,ν(s, t) = ν(Φ(s, t)) ,ν ′ =ν t .
Then ν ′ L ∞ ≤ C ν C 1 (Ωt 0 ) and
Then ϕ is a well-defined continuous function on R/|∂Ω| × (0, t 0 ). We poseĀ = A − ∇ϕ and find A(s, t) = Ā 1 (s, t) A 2 (s, t) = Ā 1 (s, t) 0 , ∂ tĀ1 (s, t) = −(∂ sÃ2 − ∂ tÃ1 ) = −(1 − tk(s))(1 + tν ′ ) , A 1 (s, 0) = γ 0 .
Therefore,Ā 1 (s, t) = γ 0 − t + t 2 k(s)
and we get (B.7) by applying l'Hôpital's rule to the integral.
In the case where we only consider a simply connected part (s 0 , s 1 )×(0, t 0 ) of the ring R/|∂Ω| × (0, t 0 ), we have trivial topology and therefore any two vector fields generating the same magnetic field are gauge equivalent. Therefore the constant term, γ 0 , can be omitted. From a more practical point of view, one can see that we can omit the term sγ 0 in (B.9) since we do not need to ensure periodicity of the function ϕ.
B.2. The model operator.
When considering functions localized near the boundary (i.e. t small), and after making a partial Fourier transformation in the s-variable, one is led from the quadratic form in (B.5) to the study of a simpler operator on the half-line depending on a real parameter ζ h(ζ) := − d 2 dτ 2 + (ζ + τ ) 2 , (B.10) on L 2 (R + , dτ ). The boundary condition at τ = 0 is the usual Neumann boundary condition. It is clear that this (self adjoint) operator is very important for the subject considered in the present paper, and it has been extensively studied. We will here recall the main spectral properties (see [DaHe] and [BeSt] ) of h(ζ). We denote by µ(ζ) the lowest eigenvalue of h(ζ) and by ϕ ζ the corresponding strictly positive normalized eigenfunction. Then one has the following statements.
• The infimum, inf ζ∈R inf Spec(h(ζ), is actually a minimum: there exists ξ 0 < 0 such that µ(ξ) decreases monotonically to a minimum value 1 2 < Θ 0 < 1 and then increases monotonically again.
• Θ 0 = ξ 2 0 . We will write u 0 instead of φ ξ0 and define
