ABSTRACT. For any smooth spatially-periodic solution of the Benjamin-Ono equation, the work of Nazarov-Sklyanin determines a dispersive action profile, a piecewise-linear function of an auxiliary real variable whose values are all conserved by the flow. In this paper, we derive three results for dispersive action profiles (finite gap conditions, convex action profiles in the small dispersion limit, and frozen regions) and relate each to the dispersive dynamics (the Satsuma-Ishimori multi-phase solutions, the dispersionless characteristics, and the bound on dispersive shock wave speeds predicted by Whitham modulation theory, respectively). Our results establish a correspondence between the constructions of Nazarov-Sklyanin and Dobrokhotov-Krichever and are evidence for existence of an infinite gap integration theory for large periodic initial data (a periodic version of the Fokas-Ablowitz inverse scattering transform). We prove our results in spectral theory after extending a result of Kerov for spectral shift functions of Jacobi operators, defining dispersive action profiles by the spectral shift function of the Lax operator in periodic Hardy space with respect to its principal minor, and rewriting Szegő's First Theorem for Toeplitz operators (dispersionless Lax operators) through spectral shift functions. To illustrate our results, we characterize the dispersive action profile of sinusoidal initial data by a functional difference equation and its small dispersion limit as the convex profile of Vershik-Kerov-Logan-Shepp, both of which have appeared in Nekrasov-Shatashvili theory.
INTRODUCTION AND STATEMENT OF RESULTS
For v = v(x, t), v : R × [0, ∞) → R, the Benjamin-Ono equation [8, 17, 69] Global well-posedness of (1.1) is established for rapidly-decaying L 2 initial data by Ionescu-Kenig [33] and for periodic L 2 initial data by Molinet [59] . Equation (1.1) models long weakly non-linear internal waves in stratified fluids and has been extensively studied. For a recent survey of work on (1.1), see Saut [73] . We discuss the notation ε in § [2.5] and write v = v(x, t; ε) for solutions of (1.1).
For smooth rapidly-decaying initial data, solutions of (1.1) are conjectured to be determined by the inverse scattering transform (IST) of Fokas-Ablowitz [30] as surveyed in Klein-Saut [41] and Saut [73] . Similarly, for smooth periodic initial data, solutions of (1.1) are conjectured to be determined by an infinite gap integration theory (a periodic version of IST) extending the finite gap theory in Dobrokhotov-Krichever [21] . Concretely, these conjectures predict that a smooth rapidly-decaying or periodic initial data decomposes as a non-linear superposition of infinitely-many interacting stable solitary traveling waves (1-soliton solutions) or periodic traveling waves (1-phase solutions), respectively, that exchange fundamental moduli (e.g. amplitudes, speeds, and characteristic widths) yet exhibit non-chaotic dynamics. Matsuno's multi-soliton solutions [48] and Satsuma-Ishimori's multi-phase solutions [72] of (1.1) define finite-dimensional Liouville integrable subsystems within the larger infinite-dimensional phase space. These conjectures posit a precise framework in which the dynamics of general solutions v could be shown to be governed by these integrable subsystems. While there is no standard definition of Liouville integrability for infinite-dimensional Hamiltonian systems such as the Benjamin-Ono equation (1.1), these conjectures may be viewed as predictions for the existence and construction of action-angle variables for (1.1) in an appropriate phase space.
Our goal in this paper is to provide three pieces of evidence that the dispersive action profiles f (c|v; ε) determined by the integrable hierarchy of Nazarov-Sklyanin [63] encode action variables in the conjectured infinite gap integration theory for smooth periodic v. As we state precisely below, we characterize the dispersive action profile of v in three degenerations -at the multi-phase solutions, in the small dispersion limit, and at c ∈ [inf t sup x v, ∞) -and relate our findings in each degeneration to the dynamics of v. We now recall the Nazarov-Sklyanin integrable hierarchy from [63] and define dispersive action profiles in §1.1, state our results in §1.2, §1.3, §1.4, illustrate our results at sinusoidal initial data in §1.5, and give comments and comparison to previous work in §2.
1.1. Definition of Nazarov-Sklyanin Integrable Hierarchy and Dispersive Action Profiles. As has been known since Bock-Kruskal [12] , without reference to boundary conditions, (1.1) can be formally rewritten via a Lax pair with Lax operator L • (v; ε) the generalized Toeplitz operator of order 1 with symbol −εD + v for D = . One expects the Lax operator to carry both the conserved quantities (action variables) and generalized scattering data (angle variables). What was not known until the work of Nazarov-Sklyanin [63] was how to extract from this Lax operator a convergent integrable hierarchy of conserved quantities for periodic initial data of a given regularity. To state their result, we define this Lax operator L • (v; ε) and its embedded principal minor L + (v; ε). [Nazarov-Sklyanin [63] ] For ε > 0 and smooth v 2π-periodic in x, the matrix element T ↓ (u|v; ε) = 0|L • (v)(u − L + (v; ε)) −1 L • (v)|0 for |0 = 1 is conserved by (1.1) for all u ∈ C \ R and is the generating function of an integrable hierarchy: for all u ∈ C \ R,
∂ t T ↓ (u|v(x, t; ε); ε) = 0.
In this paper, we provide an equivalent presentation of the Nazarov-Sklyanin hierarchy through what we call dispersive action profiles f (c|v; ε) defined by a spectral shift function ξ(c|v; ε). That is, we check that one can present the hierarchy either by matrix elements or through spectral theory. , (ii) f (c|v; ε) is piecewise-linear of slopes ±1, interlacing local minima C ↑ h (v; ε) and maxima C ↓ h (v; ε) For a review of the spectral shift function introduced by Kreȋn [42] , see Birman-Pushnitski [10] and Birman-Yafaev [11] . Our notation reflects the fact that the principal minor L ⊥ + (v; ε) differs from the embedded principal minor L + (v; ε) by a single zero eigenvalue C ↓ 0 (v; ε) = 0 which does not appear in either Definition [1.1.5] nor in Figure [1] . Theorem 1.1.6. [Equivalent Formulation of Nazarov-Sklyanin [63] ] For any ε > 0 and smooth v 2π-periodic in x, all terms in the interlacing sequence (1.3) are conserved quantities if v(x, t; ε) solves (1.1), hence so is the dispersive action profile in Definition [1.1.5]: for any c ∈ R,
We verify the equivalence of Theorem [1. 
and abbreviate them by s ∈ R 2n+1 . Dobrokhotov-Krichever [21] gave an alternative presentation of the multi-phase solutions of Satsuma-Ishimori [72] by the following explicit formula:
where M s (x, t; ε) is the n × n matrix with entries M s ij (x, t; ε) for 1 ≤ i, j ≤ n defined by
where Z i ( s) is given by
For n = 1, (1.6) is the 1-phase periodic traveling wave found by Benjamin [8] and Ono [69] . As s [48, 49] . For the uniqueness, stability, and bifurcations of these multi-soliton and multi-phase solutions of (1.1), see Amick-Toland [5] , Angulo Pava-Natali [6] , Kenig-Martel [37] , Ambrose-Wilkening [2, 3] , and Wilkening [82] . We now state our first result. Theorem 1.2.1. For ε > 0 and s ∈ R 2n+1 , the dispersive action profile of a multi-phase solution v = v s (1.6) 2π-periodic in x is finite gap, independent of ε, and determined by (1.5) : As can be seen in simulations of multi-phase solutions of integrable dispersive equations such as (1.1), the visible moduli of the n constituent 1-phase solutions (e.g. amplitude, characteristic width, speed) are not conserved but rather exchanged. Thus, while the conserved quantities s ∈ R 2n+1 (1.5) are visible in the Dobrokhotov-Krichever formula (1.6), one does not expect that they can be read off directly from the graph of v s (x, t; ε) regarded as a non-linear superposition of n individual 1-phase solutions. To give a dynamical interpretation of these conserved quantities s ∈ R 2n+1 and hence of the finite gap dispersive action profiles, consider the limiting regime in which for all
] grow large and the distance between the bands [s
(1.10) 1
In this regime, the off-diagonal entries in the n × n matrix (1.7) vanish and the multi-phase solution becomes a true sum of n 1-phase solutions. Only asymptotically in this limit does s ∈ R 2n+1 acquire meaning as the conserved moduli of multiple 1-phase solutions. In the spirit of Sutherland's asymptotic Bethe ansatz [77] applied here in the non-compact momentum space, one can call the conservation laws s ∈ R 2n+1 in Dobrokhotov-Krichever's formula the asymptotic 1-phase moduli. 
• The fundamental spatial period L i is inversely proportional to the length of the band [s
• The mean (average height) a is the center of the dispersive action profile
Corollary [1.2.2] follows directly from the Dobrokhotov-Krichever formula (1.6) for the multi-phase solution as a rational function of exponential phases e i(k i x−ω i t) . Note that in the soliton limit s ↓ i → s ↑ i−1 as all bands shrink to zero size, s i has the meaning of the asymptotic soliton wavespeeds. We can now formulate our proposal for the dynamical interpretation of dispersive action profiles. Conjecture 1.2.3. For any ε > 0 and any smooth solution v of (1.1) 2π-periodic in x with n(v) ∈ N ∪ {∞} gaps in its dispersive action profile, there exists an n(v)-gap integration theory which decomposes v into a system of n(v) interacting 1-phase solutions so that the midpoints
of the finite size bands in which the dispersive action profile has slope −1 are the conserved asymptotic wavespeeds of the constituent 1-phase solutions. 
for some (N 1 , N 2 , . . . , N n ) ∈ N n , so the ith 1-phase wave has N i bumps over a period 2π [3] . [13] . These conditions on band lengths (not on gap lengths) are also the spacings seen for constant v ≡ a in the discrete spectra {a − εh} 
. To find this relation, one needs to know which eigenvalues participate in the opening of the n(v) gaps for generic v. We depict a possible such relation in Figure [2 , the dispersive action profiles f (c| − v s ; ε) of the reflected multi-phase solutions −v s (x, t; ε) defined by (1.6) and the reflection v → −v are not finite gap.
Small Dispersion Limits of Dispersive Action Profiles and Dispersionless Characteristics.
Our next result is a calculation of the small dispersion limit of dispersive action profiles for solutions v of (1.1) with ε-independent initial data (thus excluding multi-phase solutions (1.6) with s ∈ R 2n+1 independent of ε). Recall that for the dispersionless Benjamin-Ono equation
it is well known that solutions v(x, t; 0) to (1.15) for smooth periodic initial data v(x, 0; 0) do not remain smooth for all t. Nevertheless, for small t, v(x, t; 0) has infinitely-many conserved quantities
indexed by an auxiliary real variable c ∈ R: the Lebesgue measure of {x ∈ [0, 2π] : v(x, t; 0) ≤ c} is conserved for small t by the method of characteristics. We encode this information in a profile. For ε > 0 and smooth solutions v of (1.1) 2π-periodic in x with ε-independent initial data v 0 = v(x, 0; ε) = v(x, 0; 0), the dispersive action profile converges weakly to the convex action profile in the small dispersion limit: for all bounded continuous test functions φ : R → C,
f (c|v 0 ; 0)dc. 
of dispersive action profile bands as asymptotic 1-phase wavespeeds is consistent in the small dispersion limit ε → 0 with the interpretation in the method of characteristics of the measure dF (c|v; 0) = 
for finite time t consistent with simulations and predictions of Whitham modulation theory [81] . Figure 4 which show initial data of maximum height c + = sup v(x, 0) break into a dispersive shock wave whose leading edge has height sup v(x, t; ε) ≈ 4c + . We now give a brief review of the prediction of the relation (1.18) by Whitham modulation theory for dispersive shock waves and suggest an argument for Evidence [1.4.2] . For an introduction to dispersive shock waves, see El-Hoefer [28] , Lax-Levermore-Venakides [45] , and Miller [54] .
The approximation of a dispersive shock waves in Whitham [81] has three parts: (I) the bulk is a rapidly oscillating 1-phase solution with slowly varying moduli over a long spatial scale, (II) the left trailing edge is a harmonic wave (amplitude goes to zero), and (III) the right leading edge is a 1-soliton (wavenumber goes to zero) [28] . The leading 1-soliton must have speed s + = c + matching the characteristic of the maximum of the dispersionless equation. Thus, by the soliton amplitude-speed relation A = 4s for Benjamin-Ono [1, 29] , the ansatz (III) implies A + = 4c + .
The soliton approximation (III) appears naturally in the following argument for Evidence [1. 
Since slopes of the dispersive action profile must be predominantly +1 near the edge c + (v) and 1-phase solutions are 1-solitons in the limit s
in which band of slope −1 concentrate to points, (III) holds hence so does (1.18).
Illustration of Results for Sinusoidal Initial Data.
To illustrate our results, we characterize the dispersive action profile for sinusoidal initial data v (x, 0; ε) = 2 cos x by a functional difference equation and its small dispersion limit as the profile of Vershik-Kerov-Logan-Shepp [39, 46] . Definition 1.5.1. For any ε > 0 and smooth v 2π-periodic in x, the T ↑ -observable of the dispersive action profile f (c|v; ε) is the holomorphic function of u ∈ C \ R defined by
Corollary 1.5.2. For ε > 0, the smooth solution v with initial data v (x, 0; ε) = 2 cos x has dispersion action profile f (c|v ; ε) whose T ↑ -observable (1.19) is the unique solution of
We prove Corollary [1.5.2] in §[9.1]. As ε → 0, the dispersive action profile becomes convex:
For the initial data v (x, 0; ε) = 2 cos x independent of ε, f (·|v ; ε) → f (·|v ; 0) the dispersive action profile concentrates weakly on the convex Vershik-Kerov-Logan-Shepp profile
We prove Corollary [1. [73] .
In the periodic case, to our knowledge the first convergent construction of an integrable hierarchy of conserved quantities came in Nazarov-Sklyanin [63, 64] . Their result in [63] builds upon their paper [64] and is stronger than Theorem [1.
, the symplectic space for (1.1). Moreover, their proof follows from quantum commutativity of distinguished quantization of T ↓ (u|v; ε) with respect to the symplectic structure in the leaf in
. Note that we do not require the Hamiltonian structure of the equation (1.1) in this paper but do in [60, 61] .
In recent work in the periodic case, low regularity conservation laws were constructed by Talbut [79] and invariant measures were constructed in several works culminating in Deng-Tzvetkov-Visciglia [20] and Sy [78] . To facilitate extensions of our work to rougher initial data, we anchor our analysis in the spectral theory of Toeplitz operators where, as surveyed in Deift-Its-Krasovsky [19] , the regularity of symbols is a central focus. Note that the spectral shift functions appearing implicitly in the perturbation determinants in Talbut [79] are different from the spectral shift function in Definition [1.1.5] of our dispersive action profiles since the latter depend on more than just the discrete periodic spectrum. This difference may reflect the fact that the method in Talbut [79] is also applied in Killip-Vişan-Zhang [40] to the periodic KdV equation whose spectral curves are smooth hyperelliptic curves of arbitrary genus [27, 52] , while Nazarov-Sklyanin [63] exploit "a pecularity of the Benjamin-Ono equation ... it has rational spectral curves." Since Dobrokhotov-Krichever [21] derive (1.6) from such a curve singular at s in (1.5), our Theorem [1.2.1] confirms this peculiarity.
Comments on Finite Gap
Conditions and Dobrokhotov-Krichever Spectral Curves. As surveyed by Krichever [44] , Dobrokhotov-Krichever's construction [21] in Theorem [6.1.1] of the quasi-periodic multi-phase solutions of (1.1) from a priori unrelated solutions of non-stationary Schrödinger equations comes from a long tradition beginning with the many works of Its-Matveev and Dubrovin-Novikov on periodic KdV (surveyed in Matveev [52] ), Krichever's construction [43] of complex quasi-periodic finite gap potentials for non-stationary Schrödinger equations from generic curves, Dubrovin's conditions [23, 24] for reality and smoothness of the potentials, and the later work of Dobrokhotov-Maslov [22] and Dubrovin-Krichever-Malanyuk-Makhankov [26] .
In a separate context, Nazarov-Sklyanin's proof of Theorem [1. 1.4] follows from the construction of a Baker-Akhiezer function in [63] which neither relies on -nor establishes a relationship to -the Baker-Akhiezer functions from Theorem [6.1.1] in Dobrokhotov-Krichever [21] . That being said, our use of Theorem [6.1.1] part (iv) in our proof of Theorem [1.2.1] is in agreement with Sklaynin's emphasis in [76] on the importance of choosing a normalization for the Baker-Akhiezer function.
2.3. Comments on the Small Dispersion Limit and Dispersionless Characteristics. For the small dispersion limit of (1.1), recent progress in case of smooth rapidly-decaying initial data appeared in Miller-Xu [57, 58] and Miller-Wetzel [56] . These papers investigate the small dispersion limit of the full scattering data in the Fokas-Ablowitz IST and require more detailed asymptotic analysis than our Theorem 1.3.3 for dispersive action profiles. However, this IST does not a priori apply to the case of smooth spatially-periodic initial data in (1.1) studied in this paper.
Comments on Frozen Regions and Whitham Modulation
Theory. The study of dispersive shock waves in (1.1) and in particular the rigorous justification of the predictions of Whitham's modulation theory [21, 34, 50, 51] and Masoero-Raimondo-Antunes' extension [47] of Dubrovin's universality conjectures [25] are active areas of research. These two finite-time predictions are expected to persist a wide class of non-integrable generalizations of (1.1). For recent results in such non-integrable generalizations, see Baldi [7] , Ambrose-Wright [4] , and El-Nguyen-Smyth [29] .
2.5. Comments on Sinusoidal Initial Data and Nekrasov-Shatashvili Theory. Our ε in (1.1) can be matched to ε = ε 1 + ε 2 in Nekrasov's Omega background [65] . For ε = 0, Nekrasov-Okounkov [66] proved that the Vershik-Kerov-Logan-Shepp profile f (c|v ; 0) in Corollary [1.5.3] determines the Seiberg-Witten curve and prepotential of pure U (1) N = 2 SUSY Yang-Mills theory on R 4 . For ε > 0, Poghossian [70] proved that the the functional difference equation in Corollary [1.5.2] determines the Nekrasov-Shatashvili ε-deformed curve and twisted superpotential of this theory. As Nekrasov-Pestun-Shatashvili [67] write, for ε > 0 "the important difference is that now ... the profile ... cannot be assumed to be a smooth function. Instead, the profile ... shall be described by an infinite series of continuous variables," the local extrema of the dispersive action profile f (c|v ; ε).
2.6.
Comments on Quantum Shock Waves and Critical Regularity. The profile (1.21) appeared independently in Vershik-Kerov [39] and Logan-Shepp [46] as a limit shape at the global scale for random partitions sampled from Plancherel measures. The author's thesis [61] showed that generalizations of this limit shape result at the global scale arise in the short time small dispersion and semi-classical analysis of coherent state initial data for Nazarov-Sklyanin's [63] quantization of (1.1). Moreover, long time behavior of coherent state initial data is captured by random partitions at the local scale. Even in the absence of dispersion, quantization resolves the gradient catastrophe by formation of quantum shock waves [9] . Our perspective in [61] is a quantum analog of our Conjecture [1.2.3], a correspondence between profiles of random partitions and the momentum statistics of quantum dispersive shock waves. Finally, the author also shows in [61] that the quantization of (1.1) in Nazarov-Sklyanin [63] is a J-holomorphic Segal-Bargmann quantization where J is the spatial Hilbert transform and the Segal-Bargmann weight is the log-correlated Gaussian field on the circle. Coincidentally, the Sobolev regularity s = − is also the critical regularity of (1.1) [73, 80] , so extending our results to criticality may be necessary in a full study of the quantum Benjamin-Ono equation. As a first step, we quantize the results in this paper in [60] .
JACOBI SPECTRAL SHIFT FUNCTIONS IN KEROV'S THEORY OF PROFILES
In this section, we recall Kerov's theory of profiles from [38] and extend a result of Kerov in the spectral theory of Jacobi operators from [38] in our Corollary [3.5.5].
3.1. Profiles: Interlacing Measures and Shifted Rayleigh Functions. We follow Kerov [38] .
Let P ∨ denote the space of all profiles.
(1 + f (c)). 
The points of inflection of f separate regions of convexity and concavity, which correspond to increasing ↑ or decreasing ↓ regions of the Rayleigh function F f , hence to our notation for interlacing measures. For all profiles, we consider their behavior relative to the profile f 0 (c) = |c − 0|: Definition 3.1.6. The shifted Rayleigh function ξ f of a profile f is the difference
Finally, note one can recover f from ξ f by f (c) = Definition 3.2.2. For n ∈ N∪{∞} possibly infinite, two sequences {s
of real numbers of lengths n + 1 and n are interlacing sequences if
A profile of interlacing sequences is a piecewise-linear profile with slopes ±1 and Rayleigh measure determined by some interlacing sequence according to the formula Whereas regions of concavity and convexity of a generic profile may be of full Lebesgue measure, for the profile of an interlacing sequence its regions of convexity and concavity are localized at the local minima and maxima of the piecewise-linear profile f . Most importantly, every a ∈ R defines a profile f a (c) = |c − a| that is both convex and also the profile of the interlacing sequences {a}, ∅ with 2n + 1 interlacing local extrema for n = 0. In fact, f a (c) = |c − a| is both the convex action profile f (c|a; 0) for constant v ≡ a and also f (c|v s ; ε) of the n = 0-phase solution for s = s ↑ 0 = a. [38] , a bijection between profiles f and probability measures dτ on R given by taking f → dτ ↑ f the transition measure of f . Definition 3.3.1. For u ∈ C \ R, the T ↑ -observable of a profile f ∈ P ∨ is defined in terms of its shifted Rayleigh function ξ f from Definition [3.1.6] for u ∈ C \ R by
If a profile f ∈ P ∨ is of bounded variation, integration by parts implies that its T ↑ -observable can be written through its Rayleigh measure dF f for u ∈ C \ R by
Definition 3.3.3. Let P denote the space of probability measures on R.
∨ is also the Stieltjes transform
of a unique probability measure dτ ↑ f ∈ P called the transition measure of f . Moreover, the formula (3.9) defining f → dτ ↑ f is a bijection P ∨ → P between profiles and probability measures on R.
Our notation ↑ in T ↑ (u)| f emphasizes a relationship between the transition measure dτ 
The partial fraction decomposition of (3.10) shows that the transition measure dτ ↑ f is non-negative and supported on {s 
Jacobi Operators: Embedded Principal Minors and Titchmarsh-Weyl Functions.
Here we gather basic notions of Jacobi operators whose spectral theory we discuss in the next subsection. 
is well-defined by the Fredholm determinant for any u ∈ C \ R.
We now turn to a particular rank
The distinction between the principal minor L ⊥ + and the embedded principal minor L + is crucial. The next result is well-known in the spectral theory of orthogonal polynomials on the real line [75] . 
the perturbation determinant of the embedded principal minor u − L + with respect to u − L • in H • . T ↑ (u) is also known as the Titchmarsh-Weyl m-function in the theory of Jacobi operators [75] .
Theorem
one can simplify (3.15) by 3.5. Jacobi Operators: Spectral Measures and Spectral Shift Functions. We now convert the equality (3.15) of matrix elements of Jacobi operators L • , L + into a statement in spectral theory. Definition 3.5.1. The spectral measure of L • at Ψ 0 is the probability measure dτ ↑ ∈ P defined by
for every u ∈ C \ R. To emphasize its definition, we write dτ
For trace-class perturbations, there is a relative notion of spectral measure due to Kreȋn [42] . 
For a review of Kreȋn's spectral shift function and a proof of Theorem [3.5.3] , see [10, 11] . Corollary 3.5.4. Under the assumptions of essential self-adjointness in Theorem [3.4.3] , the spectral measure dτ
Formula (3.20) is a particular case of formula (3.9) . By Corollary [3.5.4], we have proven: Corollary 3.5.5. Under the assumptions of essential self-adjointness of 
Multiplication Operators and Convex Action Profiles.
We first give a spectral realization of the convex action profile f (c|v; 0) via multiplication operators.
We say that L(v) is the multiplication operator with symbol v. [14, 15] and discuss their spectral theory in the next subsection.
, the Szegő projection π • is the bounded singular integral operator
Hardy space is H • , not H + , because it contains |h = e ihx for h = 0, 1, 2, . . . including 0. 
is an operator π + :
+ is the projection onto the shifted Hardy space H + spanned by {e ihx : h = 1, 2, . . .}. We have 
where L(v) is the multiplication operator on H and π • is the Szegő projection to H • .
is the multiplication operator L(v) on H and π + is the shifted Szegő projection to H • .
the Fourier modes of the symbol v(x) = ∞ k=−∞ V −k e +ikx , in the basis
4.4.
Szegő's First Theorem and Convex Action Profiles. We now give a second realization of the convex action profiles f (c|v; 0) in the spectral theory of Toeplitz operators. Essential self-adjointness implies stability of the Galerkin approximations [14, 15] and is also the key assumption in Theorem [3.4.3] which implies
The computation of the perturbation determinant (4.11) is a famous result in Toeplitz theory: 
Szegő's First Theorem, also known as the "weak Szegő theorem," is not often stated for perturbation determinants of Toeplitz operators but instead as an asymptotic result for determinants of large Toeplitz matrices as originally conjectured by Pólya, see for example Theorem 5.10 in §5.5 of Böttcher-Silbermann [15] or Theorem 2 in Deift-Its-Krasovsky [19] . However, as discussed by 
Therefore, an infinite-dimensional analogue of Proposition [3.4.5] cannot hold.
We now realize the convex action profile f (c|v; 0) not by an auxiliary spectral theory of a local multiplication operator L(v) as in Proposition 
LAX SPECTRAL SHIFT FUNCTIONS AND DISPERSIVE ACTION PROFILES
In this section, we recall the definition of the classical Benjamin-Ono Lax operator as a generalized Toeplitz operator of order 1, recall the explicit construction of an integrable hierarchy for periodic Benjamin-Ono from Nazarov-Sklyanin [63] , and verify using our Corollary [3.5.5] and the spectral theorem in Boutet de Monvel-Guillemin [18] that this integrable hierarchy can be equivalently presented through the dispersive action profile f (c|v; ε) as stated above in Theorem [1.1.6]. 
which is not Toeplitz due to the non-constant main diagonal. By Definition [1.1.3] the restriction of the embedded principal minor To our knowledge there is no known ε > 0 analog of Szegő's First Theorem [4.4.3] . Such a Generalized Szegő's First Theorem would be a formula for the Titschmarsh-Weyl function T ↑ (u|v; ε) or dispersive action profiles f (c|v; ε) explicitly in terms of v and ε or, more likely, a generalization to ε > 0 of Verblunsky's form of Szegő's First Theorem as a sum rule discussed in Simon [75] .
5.3. Nazarov-Sklyanin Integrable Hierarchy and Dispersive Action Profiles. We now verify the equivalence between our two presentations of the results of Nazarov-Sklyanin [63] in Theorem 
FINITE GAP CONDITIONS FOR DISPERSIVE ACTION PROFILES
In §6.1, we establish a correspondence between the constructions of Dobrokhotov-Krichever [21] and Nazarov-Sklyanin [63] 6.1. Multi-Phase Solutions from Dobrokhotov-Krichever Baker-Akhiezer Functions. In [21] , Dobrokhotov-Krichever derived the formula (1.6) for the Satsuma-Ishimori multi-phase solutions by associating to 2n + 1 real parameters s ∈ R 2n+1 (1.5) a singular rational spectral curve and Baker-Akhiezer functions Ψ ± (x, t; u|v s ; ε) each solving a non-stationary Schrödinger equation. We now collect properties of these Baker-Akhiezer functions from the proof of Theorem 1.1 in [21] .
Theorem 6.1.1. [Dobrokhotov-Krichever [21] ] Given ε > 0 and s ∈ R 2n+1 as in (1.5), the Satsuma-Ishimori multi-phase quasi-periodic solutions of the Benjamin-Ono equation (1.1) have the formula (1.6) as a rational function of exponential phases. These formulae are determined by an auxiliary parameter u ∈ C and two finite gap solutions Ψ ± (x, t; u|v s ; ε) of two different non-stationary Schrödinger equations indexed by +, − so that the following four relations hold:
• (i) As functions of x ∈ R, Ψ ± (x, t; u|v s ; ε) extend to analytic functions of x in (6.1) C ± = {x ∈ C : ±Im(x) ≥ 0} the upper (+) and lower (-) half-planes.
is the size of the smallest of the n gaps.
• (iii) If s ∈ R 2n+1 satisfy constraints (1.14) so that the multi-phase solution is a 2π-periodic function of x, then there exist Φ ± (x, t; u|v s ; ε) 2π-periodic functions of x so that
• (iv) The two functions Ψ ± (x, t; u|v s ; ε) are related by the identity 
of the dispersive action profile f (c|v; ε) for the very specific solution v = v s of (1.1) from (1.6) coincides with T ↑ (u)| f s from formula (6.5), the T ↑ -observable of the piecewise-linear profile f s of the interlacing sequence (1.5).
• 
Taking π 0 of both sides gives
which is formula (6.6). By our comments above, this completes the proof.
Note that with the T ↓ (u|v; ε) used in Nazarov-Sklyanin [63] defined from T ↑ (u|v; ε) by (5.5), at the multi-phase solutions 
• Proof of Theorem [1.2.5]: By contradiction, assume that −v s is finite gap. To leading-order in ε, the Nazarov-Sklyanin observables T ↑ (v; ε) are determined by the Sobolev norms of v: For the second ≤ with B v;ε > 0, use the assumption −v s finite gap and Lemma [6.3.3] . Formula (6.18) and Lemma [6.3.4 ] imply −v s is Laurent in e ix , contradicting (1.6).
SMALL DISPERSION LIMITS OF DISPERSIVE ACTION PROFILES
• Proof of Theorem [1. Since the transition measure dτ ↑ (c|v; ε) of the dispersive action profile f (c|v; ε) is the spectral measure of L • (v(x, t; ε); ε) at |0 = 1 ∈ H • , the transition measure must therefore have support in (−∞, sup x v(x, t; ε)]. By Corollary [3.3.5] , the dispersive action profile f (c|v; ε) must have Rayleigh measure dF (c|v; ε) supported in (−∞, sup x v(x, t; ε)] as well and hence must agree with |c − a(v; ε)| in this region where a(v(x, t; ε); ε) is the coefficient of u −2 in the asymptotic expansion of its T ↑ -observable. By the spectral realization of f (c|v; ε), the coefficient of u − −1 in the asymptotic expansion of the T ↑ -observable of the dispersive action profile is T ↑ (v; ε) = 0|L • (v; ε) |0 , so for = 1, and so a(v; ε) = V 0 is the mean of v as claimed, which we note is independent of ε. Finally, while ||v(x, t; ε)|| ∞ changes over time, the dispersive action profile does not, hence the dispersive action profile must agree with |c − a| in the interval [inf t sup x v, ∞).
ILLUSTRATION OF RESULTS FOR SINUSOIDAL INITIAL DATA
In this section, we prove Corollary [1.5.2] and Corollary [1.5.3] which determine the dispersive action profile f (c|v ; ε) and its small dispersion limit for the sinusoidal initial data v (x) = 2 cos x. [38] .
