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ABSTRACT
This paper discusses the performance of traffic flow over Local Area Networks (LAN) utilizing
buffers to avoid any irrelevant traffic that clusters the network using sniffer pro. The study
applies buffer technology to filter out unnecessary information so the system captures only
required information packets. Buffers that capture the protocols are identified. These are.
Address Resolution Protocols (ARP), Internet Control Message Protocol (ICMP), Transmission
Control Protocol (TCP), and User Datagram Protocol (UDP). The study identified to the
user/analyzer of an Ethernet technology, how to isolate a cluster network problem, monitor
network performance, and offer tips on how to correctly assess and fix network problems. The
study provides detailed analysis of threshold gauges, errors, broadcasts, multicasts, packets, and
many other facets of dashboard graph configurations thereby ensuring a successful network
analysis. The study concludes by providing solutions to poor network performance affecting one
user, several users, or an entire network.
INTRODUCTION
The World Wide Web has grown from an early research prototype to a global communication
system that has impacted businesses throughout the world. Systematic and exponential growth of
online business are among the most interesting and exciting phenomena in networking. System
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LAN administrators' management of real-time or on-line data in collaborative environments
instigated extensive processing, communication and administrative challenges (Prasad, 1988).
Network communication has successfully remained in existence for a variety of reasons. Most
early LANs, were implemented for resource sharing (Touch, 2002). Since then, LAN
capabilities have materialized. These include but are not limited to communication, management
control, cost effectiveness, downsizing, and new application software design, testing and
launching (MeGeehan, 2003).
Today, simulation and analytical models of LAN performance are still important areas to
improve within the telecommunication arena. There are many LAN administrators working on
the improvement of LAN trafficking. LAN technology is not a static entity (Hoffinan, 2004).
The reasoning in this analogy is that data stored on LAN changes overtime as new applications
are systematically added while old applications are retired. Further, as end users come and go,
workstations are added, moved, removed or replaced (Hoffman, 2004). As a result, the LAN
administrator must device a mechanism to resolve the clustering of the network. Network
platforms must have the technology exchanging large volume of data at local and remote sites
that comprise of dedicated systems that are invariably complex and difficult to support (Touch,
2004).
This paper describes the rationale for providing traffic situations for LAN networks by
identifying the role of buffer management in controlling the effects of congestion in enterprise
network systems. Although large buffers primarily benefit long-term TCP application flows,
quality of service (QoS) functionality can be leveraged to allocate appropriate levels of buffering
and bandwidth to different classes of traffic thereby protecting delay-sensitive applications from
excessive queuing delays associated with large buffers (MeGeehan, 2003). The duty of buffers
is to filter out the unwanted traffic. Buffers are identified on the basis of protocols. After being
assigned to specific protocol, the buffers in return capture the information packets relating to a
specific protocol. In this study, the protocols that will be investigated are ARP, ICP, TCP, and
UDP.
Typical simulation and analytical models of Local Area Networks (LAN) performance make
assumptions about the packet arrival process, such as fixed packet size, that are exponentially
distributed among stations on the network. Early studies have shown that these assumptions are
incorrect (Lam, 1980; Kummerle, 1987; Prasad, 1988). Recent studies indicate that accurate
Ethernet simulators have been used to eliminate many of the common errors that have been
formd on common models of the Ethemet (Touch, 2001; Hoffinan, 2004; Eggert 2005).
The objective of the experiment described in this paper is to capture data on an Ethemet segment
and analyze its performance. In conjunction with that effort, we will discover, analyze, assess,
and conclude if the network performance is adequate for an effective LAN communication. In
the process of packets, broadcast, and multicast being dispersed at various distinctive rates, we
will analyze the potency or their individual affect on the performance on the overall network.
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LITERATURE REVIEW
The McGeehan study (2003) indicated that there are three general network subtypes. These are
LANs, MANs and WANs. It was documented that within these subtypes, there are a variety of
network implementations. Each of these is optmuzed to fulfill one or more specific networking
needs. According to Merchant (2004), LAN technology services a limited geographical area at
high speed. These are usually at 10 million bits per second and higher. Peripheries of this
technology are usually owned by the enterprise systems that manipulate or use the technology
(Kamath, 2004). Touch (2005) noted that LAN technologies have become the most popular
form of computer networks. Merchant (2005) concluded by stating this technology now connects
more computers than any other type of network. Merchant (2005), Hauer (2003), and Touch
(2001) among others conclude that network technology that allows multiple computers to share a
communication medium are used for local communication. McGeeham (2005) summarized that
Ethemet is a widely used network technology that employs bus topology. This technology was
invented by Xerox Corporation's Palo Alto Research Center in the early 1970s. Ethemet is
defined as a bus network in which multiple computers share a single transmission medium
(Hauer, 2003). This technology is used to coordinate transmission of data and information.

SYSTEM TOPOLOGY
The initial line of defense against congestion is to have adequate buffering available. An
appropriate method of buffering is essential so as to minimize packet loss and to maximize the
utilization of the end-to-end network (Eggert, 2005). Buffers were implemented to isolate the
positive information packets while troubleshooting for congestion causing packets (Hoffman,
2004). This process will ensure that unwanted data will be identified and eliminated

Figure 1: Super Buffer Configurations

Figure 1 shows the different kind of buffers. When LAN traffic flow through a supper buffer
which can be one of the protocols ARP, ICMP, TCP, and UDP, the buffers (protocols) filter out
unnecessary information so the system captures only the required information packets. The
descriptions of each of the traffic protocols are described in the next sections.
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NETWORK ANALYSIS AND RESULTS
Address Resolution Protocol
Address Resolution Protocol (ARP) is one of the most important groups of protocols. It allows
IP-enabled devices on network to map MAC addresses to IP addresses. We defined ARP and
then captured some of the ARP traffic on a network. Below are the results.
TramcMali

Figure 2: Filtered LAN ARP Traffic

Figure 2 gives the best reason why protocol buffers are used, as it narrows down the vast
broadcast. It only captures the source addresses related to ARP which helps in analyzing the
problem.
Ttvirnc Map

Figure 3; LFnfiltered LAN Traffic
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Figure 3 shows the traffic map on a network without any specific buffer defmition. The
difference between Figure 2 and Figure 3 is that Figure 3 shows unnecessanly captured
information.
By defining buffers we can specifically know how many bytes we are receiving or sending to
hosts using ARP as shown in Figure 4.

OCID7B356B400
00005GSB13E3
• HPl B401GF
3 000BDBD4E4FA
1OD0a74B351C3
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Figure 4: ARP Traffic Flowing Over LAN

Address Resolution Protocol (ARP) also helps in identifying the duplicate IP address problem.
Figure 5 shows multiple responses to a single ARP from different devices. This can help as we
know the MAC address we fixed by tracking their exact location through MAC.
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Figure 5: Identifying Multiple IP Addresses Using ARP
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Internet Control Message Protocol
Internet Control Message Protocol (ICMP) supports packets containing error, control and
informational messages. An ICMP packet is composed of three different headers; the DLC
header, IP header, and ICMP header. We defined ICMP buffers on two different computers and
the results were surprisingly interesting.
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Figure 6: ICMP Traffic Captured on Computer I
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Figure 7: ICMP Traffic Captured on Computer 2

We found that Computer I was connected directly to the HUB then to a switch whereas
Computer 2 was connected directly to a switch without a HUB.
Transmission Control Protocol
TCP is the most popular protocol on the Internet. With time, more and more legacy protocols
such as IPX and AppleTalk are migrating to TCP/IP. IP traffic is dominating on the Intemet so
the task of capturing and analyzing it is also on the increase and in demand. Traditionally its
application is file transferring; TCP can also be used to get passwords. We captured TCP traffic
in the same way as we did before we first defined the TCP buffer: we connected it to the LAN
and then captured TCP.
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Figure 8: Three Stages of TCP Communication
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Figure 8 shows that TCP is a three-way handshake. Frame 1 is the beginning of the TCP threeway handshakes. In the first packet NETB client sends a packet to NETB server to destination
packet 1433. Then the server acknowledges the frame with number 1513030025. In the last
frame of the handshake the workstation confirms the receipt of the frame by sending an
acknowledgement packet 1673666825 telling that the connection is established.
User Datagram Protocol
The major difference between the UDP and TCP protocol is that it is connectionless so there is
no need to establish a session between the source and the destination before transmitting the data.
Thus we don't have to go through the three-way handshake process. As UDP is a connectionless
protocol, it does not have most of the fields in a TCP frame such as sequence numbers, flags, and
window size.
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The advantage of UDP being connectionless over TCP as in Figures 9 and 10 is that UDP is free
of sequence numbers, flags and window size.
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Figure 11: A Network Environment Graph

The graph in Figure 11 is the result of a time period in which the activity of the packets,
utilization, errors, drops, bjdes, broadcast, and multicast are displayed just to give the
user/analyzer a better imderstanding of the network environment.
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Figure 12: The Distribution Rates and the Network Outputs

These charts in Figure 12 arc llic jirodiicts of the distribution rates and the network outptits.

Figure 13: The Dashboard
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The dashboard in Figure 13 gives a visual depiction of the number of packets/second, the
percentage utilization and the errors/second. In this figure, a gauge tab and a detail tab. The
detail of tab gives information on the broadcasts/multicasts, types of errors and packet size
distribution. The figures are cumulative. The gauge indicates the default thresholds in red. Using
the default values is recommended and the user can see if traffic utilization is hitting over 38%
(Ethernet) or 80% (Token Ring), or if error rates are over 10%, or if broadcasts/multicasts are
over 10%. The dashboard displays a network segment packet rate, percentage of utilization, and
error rate in real time. Also provided are configurable graphs for various network statistics.
Various tabs are available to view accumulated detail statistics of average per second statistic for
a number of important network parameters. The exact tabs available depend on the currently
selected adapter (Kummerle, 1987).
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Figure 14: The Captured Window

Create a capture by selecting Capture > Start by clicking on the 'Play' icon on the toolbar.
Pausing and stopping the capture is carried out the same way. To stop the capture, select Stop
and Display. This will immediately view the capture. Select File > Save to save it, giving it a
relevant name. To improve monitoring of traffic, all captures are time stamped.
The state of the capture can be monitored by selecting Capture > Capture Panel. This will show
how much of the buffer has been used, the number of packets captured/dropped and the buffer
size. Figure 14 shows an example of captured window and Figure 15 shows the monitoring tool.
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Traffic Map

Figure 15: Monitoring Tool

This monitoring tool in Figure 15 gathers statistics on the traffic between stations. It can also be
displayed as a table, a bar/pie chart or a traffic map. The Outline view can be used to see the total
activity between pairs, or can be separated out into protocols using the Detail View (magnifying
glass). The traffic map is good for a quick look at the top talkers (thickest lines) and to find who
is talking to whom. Holding the mouse over a line reveals the throughput. Right-clicking allows
for zooming in and out. The matrix view is useful for finding devices that are not receiving or
transmitting traffic and to see who is talking to whom. The tabs can be used to view the
conversations at the MAC layer or at the IP or IPX layer.
Filters can he defined from the matrix view by right-clicking on a device and selecting define
filter. Another quick way to filter the display is to create visual filters. This works by chcking on
the desired devices in the matrix view, whilst holding down the Ctrl key. Once the visual filter
button at the top of the matrix view window is clicked, a new capture is created containing just
those devices.
TROUBLESHOOTING
In the aet of troubleshooting, there are several methods in whieh the user ean get comfortable
and gain familiarization with the network. It is necessary to have a baseline of the network
performance to recognize when and where problems have occurred. The following steps are
taken in the event of a network problem;
> Take snapshots of graph and gauge outputs over a given time period.
> The snapshots should be for a specified time period, say 5 or 10 minutes.
> Pick the same places each time the snapshots are taken.
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> Have a set of commands to measure response times by. These could include ping tests,
trace routes, DNS lookups, and finger points.
> Observe the expert system.
> Save the captures and include network diagrams as part of the documentation.
> Note relative times between client requests and server responses, this gives a baseline to
test by if network problems occur later on.
> Have a filing system that makes it easy to retrieve the data if required later.
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Figure 16: The History Samples

The history samples in Figure 16 allow the user to gather a selection of statistics such as
Packets/sec, Utilization, Errors/sec etc. that can be used to gain a profile or baseline of the
network when it is functioning correctly. Alarm thresholds can then be set accordingly and future
trends can be spotted over time. Up to 10 of these samples can be run at any one time and the
user can save them to view later in different formats and mixed in together as multiple histories.
The icons on the left hand side of the window give different display options and file export
options.
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Figure 17: The Host Table in Chart
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Figure 18: The Host Table in Pie Chart

Chart and Pie graphs in Figures 17 and 18 respectively display various outputs and the use of
packets and broadcast are very useful in the research process. The table can be viewed in bar or
pie chart format plus the statistics can be exported to a spreadsheet, the format being .csv, .txt or
.pm. When viewing in Chart format, the top talkers are listed from the top on the right, and
displayed from left to right on the bar chart. Obtaining statistics on a particular station is useful
as one can filter a station, determine the highest user, and find incorrectly configured protocol
stacks, faulty NICs and export data specific to that station.
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MANAGERIAL IMPLICATIONS
Network administrators who are myopic about the opportunities presented by broadband
technologies, risk placing their organizations at a competitive disadvantap. As LANs
technology progresses to a 10-gigabits-per second range, the need has arisen for LAN
interconnection over wide areas and at high speed. Technologies such as switched multimegabit
data services ("SMDS" used for data), synchronous optical network ("SONET" used for data and
voice), and broadband integrated services digital network ("BISDN" used for data, voice, image,
graphics, fax etc) provide high speed LAN interconnection. Network managers should
implement these technologies so as to augment communications and the sharing of information
among enterprise systems and its suppliers.
To ensure that adequate combinations of services are acquired in the most cost-effective manner,
network administrators should closely monitor changes and developments in broadband services
and be prepared to make adjustments as needed.
CONCLUSION
Managing the network platform has become essential for enterprise systems to operate
effectively and remain a viable and competitive organization. Enterprise systems are therefore
required to expand beyond local areas networks to wider geographical networks. The key is
mobility, transparency and speed as data move across various platforms.
The study presented technical details on how to isolate clusters of problems in a network. It
showed that effective management requires an understanding of the technologies involved with a
networking platform. Network administrators will have to deal with definitions and protocols to
make good decisions since such decisions will provide the cost advantage and customer support
required for a competitive advantage in the information technology platform.
This paper defmed the Ethemet buffers and then captured the information packets from LAN
traffic. Defining buffers on the basis of specific protocols helped in narrowing down the LAN
traffic which was filling up space in the machines. We also came up with the applications of
different buffers and ran the traffic tests on them. We identified for the Ethemet user/analyzer,
how to isolate a problem by monitoring network performance. The study concludes by providing
directions on how to correctly assess and correct a clustered network. Detailed were provided on
the threshold gauges, errors calibration, broadcast, multicast, packets, and other facets of the
dashboards graph configuration to ensure a successful network analysis.
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