Abstract -For a finite field F q of characteristic p ≥ 5 and K = F q (t), we consider the family of elliptic curves E d over K given by y 2 + xy − t d y = x 3 for all integers d coprime to q. We provide an explicit expression for the L-functions of these curves. Moreover, we deduce from this calculation that the curves E d satisfy an analogue of the Brauer-Siegel theorem. Precisely, we show that, for d → ∞ ranging over the integers coprime with q, one has Tate 
Introduction
Let F q be a finite field of characteristic p ≥ 5, and K = F q (t). For a non-isotrivial elliptic curve E over K, we denote by L(E/K, T ) its L-function: it is a priori defined as a formal power series in T . Deep theorems of Grothendieck and Deligne, however, show that L(E/K, T ) is actually a polynomial with integral coefficients, satisfying the expected functional equation, whose degree is given in terms of the conductor of E, and for which the Riemann Hypothesis holds.
In general, these facts are not sufficient to study finer analytic and arithmetic questions about E. For example, a general study of the distribution of zeros of L(E/K, T ) on the critical line appears to be out of reach at the moment. In the meantime, partial evidence could be gathered by studying special families of elliptic curves E/K for which L(E/K, T ) is explicitly known.
Our first goal in this article is thus to exhibit a new infinite family for which the L-functions can be explicitly calculated. Specifically, for any integer d ≥ 2 that is coprime to q, consider the Hessian elliptic curve E d over K, whose affine Weierstrass model is:
To give a flavour of our result (Theorem 3.1) without having to introduce too many notations, we restrict in this paragraph to the case where d divides |F 
In Theorem 3.1, we provide a similar formula for L(E d /K, T ) under the much lighter assumption that d be coprime to the characteristic of K. In this more general setting, one has to account for the possibly nontrivial action of Gal(F q /F q ) on the d-th roots of unity in F q , which leads to mild technical complications (see §2, §3). We hope that the explicit expression for L(E d /K, T ) can be of use for several applications. For example, using Theorem 3.1, one could reprove a result of Ulmer stating that as d ≥ 2 ranges through integers coprime to q, the ranks of the Mordell-Weil groups E d (K) are unbounded (see [Ulm07, [2] [3] [4] ).
In §4 and §5, we then use our explicit knowledge of L(E d /K, T ) to prove the following asymptotic estimate (see Theorem 5.5):
Theorem B -Let F q be a finite field of characteristic p ≥ 5, and K = F q (t) 
where
Reg(E d /K) denotes the Néron-Tate regulator of E d , and H(E d /K) its exponential differential height.

From the computation of H(E d /K), one further gets that log (|X(E
showing that the product |X(E d /K)| · Reg(E d /K) grows exponentially fast with d: see [Hin07] for an interpretation of this fact in terms of the "complexity of computing E d (K)". Theorem B can also be restated as:
The upper bound here essentially proves a conjecture of Lang (the formulation for elliptic curves over Q is [Lan83, Conj. 1]). Better yet, our lower bound reveals that the exponent 1 is optimal (i.e. no smaller exponent would work in the upper bound).
Remark 0.1 The Brauer-Siegel theorem asserts that when k runs through a sequence of number fields whose degrees over Q are bounded and such that the absolute values ∆ k of their discriminants tend to +∞, one has the asymptotic estimate
where Cl(k) denotes the class-group of k, and Reg(k) its regulator of units (see [Lan94, Chap. XVI] ). At least in their formal structure, (2) and (3) look very similar and, following [HP16] , we view Theorem B as an analogue of the Brauer-Siegel theorem for the Hessian elliptic curves. Note that there are only six infinite families of elliptic curves where a complete analogue of the BrauerSiegel is known to hold unconditionally: see [HP16, Thm. 1.4], [Gri17, Thm. 1.1], and four more examples in [Gri16a] .
Let us give a rough sketch of how we prove Theorem B. General results of Ulmer for elliptic curves in "Kummer towers" imply that for all d as above, E d /K satisfies the Birch and Swinnerton-Dyer conjecture 1 (see [Ulm07, §6] ). In particular, the Tate-Shafarevich group X(E d /K) is finite and, by bounding some of the terms appearing in the "BSD formula" (see Corollary 1.6), we get
, proving the estimate (2) is equivalent to the more analytic problem of showing that
In a previous article [Gri16b] , we have proved bounds on special values of L-functions of a certain type.
is explicitly known, we can check that it has the correct shape to apply these results. The resulting upper and lower bounds are enough to ensure that (4) holds (see §4).
The paper is organized as follows. We begin by giving, in §1, a detailed presentation of the curves E d and we compute the relevant invariants: height, conductor, torsion subgroup and Tamagawa number. The next two sections are devoted to the calculation of the L-functions of E d : §2 introduces the necessary notations and tools while §3 contains the result and its proof. Finally, we show the analogue of the BrauerSiegel theorem for E d : we prove the necessary bounds on the special value in §4, before recalling the BSD conjecture and concluding the proof of Theorem B in §5.
Notations For two functions f (x), g(x) defined on [0, ∞), we use both Landau's "f (x) = O a (g(x))" and Vinogradov's "f (x) ≪ a g(x)" notations to mean that there exists a constant C > 0 depending at most on the mentioned parameters a such that |f (x)| ≤ Cg(x) for x → ∞. Unless otherwise stated, all constants are effective and could be made explicit.
Hessian elliptic curves
Throughout this article, we fix a finite field F q of characteristic p ≥ 5, and we denote by K = F q (t).
Let E/K be a nonconstant elliptic curve with a K-rational (nontrivial) 3-torsion point P 0 . Translating P 0 to the origin (0, 0), we can assume that E has an affine Weierstrass model of the form
with A(t) 3 = 1 (see [SS10, §7.10] ). This model is often called the Hessian normal form of E. In this article, we exclusively concentrate on the case when A(t) is a monomial A(t) = t d , for some integer d ≥ 1 which we always assume to be coprime with q. For all such integers d, we thus denote by E d the elliptic curve over K given by the affine Weierstrass model:
which we call the d-th Hessian elliptic curve over K. It can readily be seen that the model (1.1) has discriminant ∆ = −t 3d (27t d + 1), and that the j-invariant of E d is:
Hence, as a map
The reader is referred to [Ulm11, Lecture 1] and [SS10] for nice expositions of basic results about elliptic curves over function fields in positive characteristic. Remark 1.1 These elliptic curves E d have previously been studied by Davis and Occhipinti (see [DO16] ) from a different perspective: for many values of d, they have produced explicit F q 2 (t)-rational points on E d , which generate a full-rank subgroup of E d (F q 2 (t)). They use these explicit points to study the size of certain character sums over F q 2 .
Bad reduction and invariants
Let us start by describing the bad reduction of E d and by determining the relevant invariants thereof.
By inspection of the places of K dividing the discriminant ∆ of (1. 
In this With this Proposition, we can compute the minimal discriminant divisor 
The discriminant of this integral Weierstrass model is
so that this new model is minimal at all the finite places v of K. At v = ∞, the application of Tate's algorithm when 3 | d (i.e. in the case of good reduction) proves that a minimal integral model of E at ∞ is y 2 + u d/3 xy − y = x 3 , where u = 1/t is the uniformizer at ∞. This model is readily brought into short Weierstrass form:
Torsion and Tamagawa number
In this section, we compute the torsion subgroup E d (K) tors , as well as the Tamagawa number τ (E d /K).
Proposition 1.5 -For any integer d ≥ 1 coprime with q, one has
More precisely, E d (K) tors is generated by P 0 = (0, 0).
it is easy to check that 2P 0 = (0, t d ) = −P 0 . In particular, the point P 0 is 3-torsion, and T already contains a subgroup isomorphic to Z/3Z.
We observe that the p-part We now distinguish two cases. First assume that 3 ∤ d: by Proposition 1.2, E d has additive reduction at the place ∞ (with type IV or IV * ). Lemma 7.8 in [SS10] asserts that the non-p-part of T injects into the component group G v at an additive place v. Here, this yields that the whole of T injects into G ∞ ≃ Z/3Z, and we conclude that T ≃ Z/3Z in this case.
We now turn to the case when 3 | d. By Corollary 7.5 in [SS10] , the torsion group T injects into the product v|∆ G v of the component groups. Therefore, T is a subgroup of v|∆ G v ≃ Z/3dZ (see (1.4)). From which we deduce that T is cyclic of some order M ∈ Z ≥1 , with 3 | M | 3d.
We denote by X 1 (M ) the compactification of the modular curve classifying pairs (E, P ) where E is an elliptic curve and P is a rational point of order M . Choosing a generator Q ∈ T , we form a pair (E d , Q) which, by construction, corresponds to a K-rational (non-cuspidal) point on X 1 (M ). Hence, there exists a morphism j ′ : P 1 → X 1 (M ). As we have seen, the j-invariant j(E d /K) : P 1 → P 1 is non constant and separable, and so is the induced morphism j ′ . Applying the Riemann-Hurwitz formula to j ′ yields that the genus of X 1 (M ) has to be 0. This can only happen for M ∈ {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12} (see [Ulm11, Lect. 1, §7]). Given that M must be divisible by 3, there remains only four possible values: M ∈ {3, 6, 9, 12}. To conclude the proof in this case, it suffices to check that M must be odd, and that M cannot be 9.
If there were a point P = (x, y) ∈ E d (K) of exact order 2, then the x-coordinate of P would satisfy 4x
we would obtain that 4x
But the latter equation has no solution x 1 ∈ F q (u) since it factors as (4x
Next suppose that there exists a K-rational point Q = (x, y) of order exactly 9 on E d . Up to replacing Q by one of its multiples, we can assume that 3 · Q = P 0 . Using the triplication formula (see [Sil09, Chap. III, Ex. 3.7 (d)]), it is possible to express the x-coordinate of 3Q = P 0 in terms of x. By a rather tedious computation, one can show that x must then satisfy:
Since none of these equations has any solution x 2 ∈ F q (u), the 9-torsion in E d (K) has to be trivial. Therefore, M = 3 and T ≃ Z/3Z as claimed.
can be computed from the last column of the table in Proposition 1.2: we immediately get
In §5.1, we will need the results of Proposition 1.5 and (1.5) in the form of the following bound: Corollary 1.6 -For all integers d ≥ 2, coprime with q, the following bound holds:
for some effective constants depending at most on q.
This is a straightforward consequence of our computations of
Remark 1.7
The above Corollary could also have been obtained as a special case of deep results in [HP16] .
In that paper, the authors prove upper bounds on the order of the torsion subgroup (loc. cit., Thm. 3.8) and on the Tamagawa number (loc. cit., Thm. 6.5), which are valid for abelian varieties over K, under mild semistability assumptions. Note that their proof is much more involved and less explicit, which is why we chose to include a self-contained treatment here.
Preliminaries for the computation of the L-function
The goal of the next section is to calculate the L-function of E d in terms of Jacobi sums. In this section, we introduce the necessary notations and review the required facts about characters and Jacobi sums. The notations introduced in this section will be in force for the rest of the paper.
Action of q on Z/dZ
For any integer d ≥ 2 coprime to q, q acts naturally on Z/dZ by n → q · n. For any subset Z ⊂ Z/dZ which is stable under this action, we denote by O q (Z) the set of orbits of Z. In what follows, we will be particularly interested in the set
(which is stable under multiplication by q because gcd(d, q) = 1) and in the corresponding set of orbits 
Characters of order dividing d
Fix an algebraic closure Q of Q and a prime ideal P above p in the ring of integers Z of Q: the residue field Z/P is an algebraic closure F p of F p . The given finite field F q and, more generally, any finite extension thereof will be seen as subfields of F p . The reduction map Z → Z/P induces an isomorphism between the group µ ∞,p ′ ⊂ Z × of roots of unity of order prime to p and the multiplicative group F p × . We let t : F p × → µ ∞,p ′ be the inverse of this isomorphism, and we denote by the same letter the restriction of t to any finite extension of F q . Any nontrivial multiplicative character on a finite extension of F q is then a power of (a restriction of) t, cf. [Coh07, §3.6.2]. The trivial multiplicative character will be denoted by ½.
Definition 2.2 For any m ∈ Z/dZ {0} and any integer s ≥ 1, define a character t
and we let t Here, N q s·|m| /q |m| : F q s·|m| → F q |m| denotes the norm of the extension F q s·|m| /F q |m| .
When s = 1, we denote t 
m is defined on F × q s·|m| and has the same order as t m because the norm N q s·|m| /q |m| is surjective. Moreover, the following result shows that we can thus enumerate all characters of order dividing d on finite extensions of F q : Lemma 2.3 -Let d ≥ 2 be coprime to q, and F q n be the extension of degree n of
Proof: The characters t This shows that χ = t
We will actually need the following, slightly more precise, result:
Lemma 2.4 -Let d ≥ 2 be coprime to q, and F q n be the extension of degree n of F q . Denote by
Proof: We distinguish two cases. First, if 3 ∤ d, there are no nontrivial character of order dividing d whose third power is trivial (since 3 and d are coprime), so that
On the other hand, 
Jacobi sums
Let F r be a finite field of odd characteristic (in our applications, F r will be a finite extension of F q ). We extend the (multiplicative) characters χ : F 
Let us recall some classical facts about these sums (see [Coh07, §2.5.3- §2.5.4] for details and proofs). If χ 1 , χ 2 , χ 3 and χ 1 χ 2 χ 3 are all nontrivial, one has |j r (χ 1 , χ 2 , χ 3 )| = r. If χ 1 , χ 2 , χ 3 are nontrivial but χ 1 χ 2 χ 3 is trivial, the Jacobi sum "degenerates" to:
(2.1) 
We finally introduce the following notation: 
where J(m) is the Jacobi sum defined in (2.3).
The rest of the section is devoted to the proof of this Theorem. 
This was stated as Theorem A in the introduction; it follows from Theorem 3.1 with Remarks 2.1 and 2.5.
Character sums identities
The proof of Theorem 3.1 requires two identities about character sums, which we first establish. For any finite field F r of odd characteristic, we denote by λ : F × r → {±1} the unique nontrivial character of order 2 on F × r (the "Legendre symbol" of F r ), extended by λ(0) = 0.
Proposition 3.3 -Let F r be a finite field of odd characteristic. For any character
(3.4)
Proof: Let S r (χ) denote the double sum on the left-hand side of (3.4). We first put z ′ = 4z in the outer sum, exhange the order of summation and split the sum according to whether x = 0 or not: we obtain that
To treat the sum over x = 0, note the following: for a given x = 0, by writing z ′ = x(y + 1), we obtain that
Summing this identity over all x = 0 and exchanging the order of summation yields that
If χ is trivial, a straightforward evaluation of the sums leads to the desired result: S r (χ) = 0. From now on, we thus assume that χ is nontrivial: in which case, z ′ =0 χ(z ′ ) = 0 and χ(0) = 0, so that the last displayed identity reads:
Recall that 1 + λ(w) = |{t ∈ F r : t = w 2 }| for all w ∈ F r . Thus, for any y ∈ F r , one can rewrite the sums over x under the form:
This leads to
, y + 1 is a bijection, and this allows us to write the latter double sum as a Jacobi sum:
Therefore, we have proved that S r (χ) = χ(−1) · j r (χ, χ, χ). This concludes the proof.
Proposition 3.4 -Let F r be a finite field of odd characteristic, and a ∈ F × r . Then
where the sum on the right-hand side is over nontrivial characters ξ : F × r → Q × of order 3.
Proof:
The sum over ξ in (3.5) contains 2 or 0 terms, depending on whether 3 divides |F × r | = r − 1 or not, respectively. For any z ∈ F r , one has {x ∈ F r : x = z 3 } = ξ 3 =½ ξ(z), where the sum is over characters
The first sum on the right-hand side vanishes because λ is nontrivial. If 3 does not divide |F × r |, we are done since the sum over ξ is empty. In the case where 3 divides |F × r |, let ξ be one of the two characters of exact order 3 on F × r . Then,
The penultimate equality follows from [Coh07, Prop. 2.5.18], and the last one from (2.1) because ξ 3 = ½.
Plugging this result twice into (3.6) finishes the proof.
Proof of Theorem 3.1
From the definition (3.1) of the L-function, expanding log L(E d /K, T ) as a power series and rearranging terms as in [CHU14, §3.2], one arrives at the following expression of L(E d /K, T ):
Lemma 3.5 -Let n ≥ 1. For any τ ∈ P 1 (F q n ), denote by v τ the place of K corresponding to τ , and by
For all n ≥ 1 and any τ ∈ P 1 (F q n ), we let
Our first step will be to find a more explicit expression of the inner sums in (3.7). For any finite extension F q n of F q , we again denote by λ : F × q n → {±1} (or by λ q n when confusion is possible) the quadratic character on F × q n . For any τ ∈ P 1 (F q n ), we fix an affine model 
of degree 3). A standard computation yields that
where the sum is over nontrivial characters ξ of F × q n such that ξ 3 = ½ (note that ξ(−1) = 1 for such a ξ).
Next for any τ ∈ F q n , as was noted in Remark 1.4, one can take f τ (x) = x 3 + x 2 − 8τ d · x + 16τ 2d and (3.8) here leads to
For any z ∈ F q n , one has τ ∈ F q n :
, where the sum is over all characters χ of
. After exchanging order of summation, we obtain that
Using Proposition 3.3 on the inner sums (with r = q n ), we find that
In both cases, one can rewrite this as
where the sum is over the set
2). Plugging this last identity into (3.7), we obtain that
We now perform a "reindexation" on this double sum: Lemma 2.4 allows us to rewrite (3.9) under the form:
Further, t (s)
m (−1) = t m (−1) s and the Hasse-Davenport relation (2.2) implies that
Therefore, we derive that
In the right-most sum, notice that each term "log 1 − t m (−1)J(m) · T |m| " appears |m| times since J(q k · m) = J(m) for all k ≥ 1. Thanks to the "weighting" by 1/|m|, we may thus write the sum over m ∈ Z d as a sum over m ∈ O q (Z d ). Finally, we have proved
It remains to exponentiate this identity to complete the proof of Theorem 3.1.
Bounds on the special value
We now study in more detail the behaviour of
Remark 4.1 The special value is "usually" defined as the first nonzero coefficient in the Taylor expansion of s → L(E d /K, q −s ) around s = 1: our definition (4.1) differs from this more "usual" one by a factor (log q) ρ , which we prefer to avoid in order to ensure that
Note that this is consistent with our normalization of Reg(E d /K) (see §5 below).
The goal of this section is to give an asymptotic estimate on the size of L * (E d /K, 1) in terms of the height H(E d /K), as d grows to +∞. By a rather crude estimate, as in [HP16, §7] for example, one readily obtains that
Here, we prove the following improved bounds:
Theorem 4.2 -For all ǫ ∈ (0, 1/4), there exist positive constants C 1 , C 2 , depending at most on p, q and ǫ, such that for any integer d ≥ 2 coprime to q, the special value L * (E d /K, 1) satisfies:
In the next section, we will use the BSD conjecture to reveal the arithmetic significance of such an estimate. The rest of this section is dedicated to the proof of Theorem 4.2. Using Theorem 3.1, we notice that L(E d /K, T ) is a polynomial of the type studied in [Gri16b] . The desired bounds on L * (E d /K, 1) are then a direct consequence of the results of loc. cit., which we start by recalling.
Framework for bounding some special values
For the convenience of the reader, we briefly recall the setting introduced in [Gri16b, §3] to prove bounds on special values of polynomials of the type appearing in (3.2). For any integer d ≥ 2 coprime to q, consider
The group (Z/dZ) × acts on G d by coordinate-wise multiplication. In particular, q acts by multiplication on G d and, for any nonempty subset Λ ⊂ G d which is stable under the action of q, we denote by O q (Λ) the set of orbits. For a ∈ G d , we denote its orbit by A = {a, qa, q 2 a, . . . }. We say that a nonempty subset Λ ⊂ G d satisfies hypothesis (H) if for all ǫ ∈ (0, 1/4), there exists u ∈ (0, 1) such that
for some constant c ′ . For a = (a 0 , . . . , a 3 ) ∈ G d with a = 0 = (0, 0, 0, 0), whose orbit A has length |A|, we define four characters on F × q |A| :
∀i ∈ {0, 1, 2, 3},
One then defines a Jacobi sum:
Since a ∈ G d , the product χ 0 χ 1 χ 2 χ 3 is the trivial character on F × q |A| , and a classical calculation (cf. Lemma 2.5.13 in [Coh07] ) relates J ′ (a 0 , a 1 , a 2 , a 3 ) to the Jacobi sums in Definition 2.6:
For any a = (a 0 , a 1 , a 2 , a 3 ) ∈ G d {0}, it is well-known that J ′ (a) = 0 as soon as some (but not all) of the a i 's are 0 mod d, and that |J ′ (a)| = q |A| if all a i 's are nonzero. To any nonempty subset Λ ⊂ G d which is stable under the action of (Z/dZ) × , we can associate a polynomial
where, for any orbit A, a ∈ G d denotes a choice of representative of A. Since the action of Gal(
. For Λ as above, we finally introduce a special value:
The following statement summarizes the main technical results of [Gri16b] :
Theorem 4.3 -For all ǫ ∈ (0, 1/4), there exist positive constants C 3 , C 4 , depending at most on q, p and ǫ, such that the following holds. For any integer d ≥ 2 coprime to q, and any nonempty subset Λ ⊂ G d which is stable under the action of (Z/dZ) × and for which hypothesis (H) holds, the special value P * (Λ) satisfies
This theorem is a concatenation of Theorems 5.1 and 6.2 in loc.cit.: the proof of the upper bound is relatively straighforward but that of the lower bound is more delicate. It essentially involves two ingredients: the Stickelberger theorem about p-adic valuations of Jacobi sums and an average equidistribution theorem for subgroups of (Z/dZ) × (see [Gri16b, §4, §6] for more details).
Proof of Theorem 4.2
In order to apply Theorem 4.3 to the special value L * (E d /K, 1), we start by relating L(E d /K, T ) to a certain P (Λ, T ) as in the last subsection. Namely, for any integer d ≥ 2 coprime to q, we consider the subgroup H d ⊂ G d generated by u = (1, 1, 1, −3) and we let 
Consequently, in the notations of §4.1, Theorem 3.1 translates as:
In particular, since the definitions (4.1) and (4.4) of special values agree, we see that
Let us now check that the subset Λ d ⊂ G d defined in (4.6) satisfies (a strong form of) hypothesis (H):
Lemma 4.5 -For all u ∈ (0, 1), one has In particular, we obtain that
where τ (d) is the number of divisors of d. By a classical theorem, for all v > 0, there is an explicit constant
. In particular, for v = u/2 > 0, we have:
This proves the Lemma, and shows that Λ d satisfies hypothesis (H).
Together with Corollary 4.4, the previous Lemma implies that Theorem 4.3 applies to P
By (1.3), we have
Combining the last two displayed sets of inequalities concludes the proof of Theorem 4.2. 
for any choice of a Z-basis P 1 , . . . , 
] for more details. In Theorem 5.1 below, we will see that X(E d /K) is finite.
The BSD conjecture
Inspired by the conjecture of Birch and Swinnerton-Dyer for elliptic curves over Q, Tate gave a conjectural arithmetic interpretation of ρ( 
• moreover, one has 
where the implicit constant is effective and depends at most on q.
Proof: We first note that Theorem 5.1 ensures that X(E d /K) is a finite group, so that the quantity on the left-hand side makes sense. For any integer d ≥ 2 coprime to q, we take the logarithm of (5.1) and divide throughout by log H(E d /K). Reordering terms, we obtain that
Corollary 1.6 then allows us to control the size of the right-most term. This yields the desired result.
Analogue of the Brauer-Siegel theorem
We finally turn to the proof of the asymptotic estimate announced in Theorem B of the introduction:
Theorem 5.5 -When d ≥ 2 ranges through integers coprime to q, one has the asymptotic estimate:
Proof: Given what has already been proved, the proof is almost clear: by Corollary 5.4, we know that
Further, Theorem 4.3 implies that, for all ǫ ∈ (0, 1/4), there exists a constant C 5 > 0 such that
The concatenation of these two results thus yields that:
where the implicit constant in the intermediate equality is effective and depends at most on q, p and ǫ. This is more than enough to prove Theorem 5.5. conditionally to the BSD conjecture for all E ∈ Eℓℓ. In this terminology, Theorem 5.5 above can be rephrased as follows: the ratio Bs(E d /K) has a limit when E d ranges through the Hessian family of elliptic curves (with d → ∞), and this limit is 1 (unconditionally).
