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Abstract
Let H0 be a purely absolutely continuous selfadjoint operator acting on some separable
infinite-dimensional Hilbert space and V be a compact non-selfadjoint perturbation. We relate
the regularity properties of V to various spectral properties of the perturbed operator H0+V .
The structure of the discrete spectrum and the embedded eigenvalues are analysed jointly
with the existence of limiting absorption principles in a unified framework. Our results are
based on a suitable combination of complex scaling techniques, resonance theory and positive
commutators methods. Various results scattered throughout the literature are recovered and
extended. For illustrative purposes, the case of the one-dimensional discrete Laplacian is
emphasized.
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1 Introduction
The spectral theory of non-selfadjoint perturbations of selfadjoint operators has made significant
progresses in the last decades, partly due to its impact and applications in the physical sciences.
The existence of Limiting Absorption Principles (LAP) and the distributional properties of the
discrete spectrum have been two of the main issues considered in this field, among the many results
obtained so far.
LAP have been evidenced in various contexts, mostly based on the existence of some positive
commutators. [30, 31] and [5] have developed respectively non-selfadjoint versions of the regular
Mourre theory and the weak Mourre theory. The analysis of the discrete spectrum has been
carried out from a qualitative point of view in [27, 28, 15, 16, 7], where the main focus is set on the
existence and structure of the set of limit points. Quantitative approaches based on Lieb-Thirring
inequalities, and the identification of the distribution law of the discrete spectrum around the limit
points, have also been developed, see e.g. [8, 10, 18, 4, 12, 17, 19, 22, 26, 36] and references therein.
These results have been established mostly for specific models like the Schrödinger operators and
Jacobi matrices. Extensions to non-selfadjoint perturbations of magnetic Hamiltonians, Dirac and
fractional Schrödinger operators have also been studied in [32, 33] and [9] respectively. In general,
the techniques used depend strongly on the model considered.
The present paper is an attempt to analyze more systematically the issue of the spectral
properties of non-selfadjoint compact perturbations of Hamiltonians exhibiting some absolutely
continuous spectrum. In particular, we show various relationships between the regularity of the
perturbation and, first the properties of the discrete spectrum, second the existence of some
LAP. In order to relate our approach with the existing literature, we have focused our discussion
on non-selfadjoint compact perturbations of the discrete Schrödinger operator in dimension one.
However, most of the strategies developed in this case can be adapted to many standard models in
mathematical physics. This is the purpose of a forthcoming work. For a study of non-selfadjoint
discrete Schrödinger operator in random regimes, we refer the reader to [13, 14].
We have articulated this paper on the two following axes.
Firstly, for highly regular compact perturbations, we adapt various complex scaling arguments
to our non-selfadjoint setting and show that the limit points of the discrete spectrum are nec-
essarily contained in the set of thresholds of the unperturbed Hamiltonian (Theorem 2.2). We
also exhibit some LAP on some suitable subintervals of the essential spectrum away from these
thresholds (Theorem 2.3). Since for perturbations displaying some exponential decay, the method
of characteristic values allows to establish the absence of resonance in some neighbourhood of the
thresholds (Theorem 2.4), we conclude about the finiteness of the discrete spectrum in this case
(Theorem 2.5). Let us mention that a variation of this result was previously obtained within the
more restricted framework of Jacobi matrices with slightly weaker decay assumptions (see [15,
2
Theorem 1]). Our approach extends that result in two ways: it applies to perturbations exhibiting
a full off-diagonal structure and also proves the existence of a LAP, which seems to be new.
Secondly, for mildly regular compact perturbations, we show that the set of embedded eigenval-
ues away from the thresholds is finite and exhibits more restricted versions of LAP (Theorems 2.6
and 2.7). It is actually an application of a non-selfadjoint version of the Mourre theory developed
under optimal regularity condition (Theorem 5.1 and Corollary 5.2).
The paper is structured as follows. The main concepts and main results are introduced in
Section 2 jointly with the model. The complex scaling arguments for non-selfadjoint operators
are developed in Section 3 and culminate with the proof of Theorems 2.2 and 2.3. Section 4 is
focused on the method of characteristic values and the proof of Theorem 2.4. The development
of a Mourre theory for non-selfadjoint operators under optimal regularity conditions is exposed
in Section 5, ending with the proofs of Theorem 5.1, Corollary 5.2, Theorems 2.6 and 2.7). It
is self-contained and can be read independently. Finally, various results about the concepts of
regularity used throughout the text are recalled and illustrated in Section 6.
Notations: Throughout this paper, Z, Z+ and N denote the sets of integral numbers, non-negative
and positive integral numbers respectively. For δ ≥ 0, we define the weighted Hilbert spaces
`2±δ(Z) :=
{
x ∈ CZ :
∑
n∈Z
e±δ|n||x(n)|2 <∞}.
In particular, `2(Z) = `20(Z). We have the inclusions `2δ(Z) ⊂ `2(Z) ⊂ `2−δ(Z). For δ > 0,
we define the multiplication operators Wδ : `2δ(Z) → `2(Z) by (Wδx) (n) := e(δ/2)|n|x(n), and
W−δ : `2(Z) → `2−δ(Z) by (W−δx) (n) := e−(δ/2)|n|x(n). We denote by (en)n∈Z the canonical
orthonormal basis of `2(Z).
H will denote a separable Hilbert space, B(H ) and GL(H ) the algebras of bounded linear
operators and boundedly invertible linear operators acting on H . S∞(H ) and Sp(H ), p ≥ 1,
stand for the subalgebra of compact operators and the Schatten classes. In particular, S2(H ) is
the ideal of Hilbert-Schmidt operators acting on H . For any operator H ∈ B(H ), we denote its
numerical range by N (H) := {〈Hψ,ψ〉 : ψ ∈ H : ‖ψ‖ = 1}, its spectrum by σ(H), its resolvent
set by ρ(H), the set of its eigenvalues by Ep(H). We also write
Re(H) =
1
2
(H +H∗) , Im(H) :=
1
2i
(H −H∗).
We define its point spectrum as the closure of the set of its eigenvalues and write it σpp(H) =
Ep(H). Finally, if A is a selfadjoint operator acting on H , we write 〈A〉 :=
√
A2 + 1.
For two subsets ∆1 and ∆2 of R, we denote as a subset of C, ∆1 + i∆2 :=
{
z ∈ C : Re(z) ∈
∆1, Im(z) ∈ ∆2
}
. For R > 0 and z0 ∈ C, we set DR(z0) :=
{
z ∈ C : |z − z0| < R
}
and
D∗R(z0) := DR(z0) \ {z0}. In particular, D = D1(0) denotes the open unit disk of the complex
plane. For Ω ⊆ C an open domain and B a Banach space, Hol(Ω,B) denotes the set of holomorphic
functions from Ω with values in B. We will adopt the following principal determination of the
complex square root:
√· : C \ (−∞, 0] −→ C+ := {z ∈ C : Im(z) > 0}. By 0 < |k| << 1, we mean
that k ∈ C is sufficiently close to 0.
The discrete Fourier transform F : `2(Z) → L2(T), where T := R/2piZ, is defined for any
x ∈ `2(Z) and f ∈ L2(T) by
(Fx)(ϑ) := (2pi)− 12
∑
n∈Z
e−inϑx(n),
(F−1f)(n) := (2pi)− 12 ∫
T
einϑf(ϑ)dϑ. (1.1)
The operator F is unitary. For any bounded (resp. selfadjoint) operator L acting on `2(Z), we
define the bounded (resp. selfadjoint) operator L̂ acting on L2(T) by
L̂ := FLF−1. (1.2)
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2 Model and Main results
2.1 The model
The unperturbed Hamiltonian. We denote by H0 the one-dimensional Schrödinger operator
defined on `2(Z) by
(H0x)(n) := 2x(n)− x(n+ 1)− x(n− 1). (2.1)
H0 is a bounded selfadjoint operator. We deduce that Ĥ0 = FH0F−1 is the multiplication
operator on L2(T) by the function f where
f(ϑ) := 2− 2 cosϑ =
(
4 sin2
ϑ
2
)
, ϑ ∈ [−pi, pi]. (2.2)
It follows that σ(H0) = σess(H0) = σac(H0) = [0, 4], where {0, 4} are the thresholds. For z ∈
C \ [0, 4], we write R0(z) = (H0 − z)−1. We deduce that for any x ∈ `2(Z),
(FR0(z)x)(ϑ) = (Fx)(ϑ)
f(ϑ)− z , z ∈ C \ [0, 4].
For z ∈ C \ [0, 4] small enough, we can introduce the change of variables
z = 4 sin2
φ
2
, Im(φ) > 0.
In this case, the resolvent R0(z) is represented by the convolution with the function
R0(z, n) =
ieiφ|n|
2 sinφ
=
iei|n|2 arcsin
√
z
2√
z
√
4− z , arcsin
√
z
2
∼
z=0
√
z
2
. (2.3)
The perturbation. For any bounded operator V acting on `2(Z), we define the perturbed
operator
HV := H0 + V. (2.4)
If
{
V (n,m)
}
(n,m)∈Z2 denotes the matrix representation of the operator V in the canonical or-
thonormal basis of `2(Z), for x ∈ `2(Z), the sequence V x ∈ `2(Z) is given by
(V x)(n) =
∑
m∈Z
V (n,m)x(m) for any n ∈ Z. (2.5)
If V is represented by a diagonal matrix (i.e. V (n,m) = V (n,m)δnm), we write V (n) := V (n, n)
and V is just the multiplicative operator defined by (V x)(n) = V (n)x(n), x ∈ `2(Z), n ∈ Z.
For further use, let us conclude this paragraph with the following observation (see Subsection
2.3 for more details). Let J : `2(Z) → `2(Z) be the unitary operator defined by (Jx)(n) :=
(−1)nx(n), x ∈ `2(Z), and define
VJ := JV J
−1. (2.6)
Then, J2 = I and the matrix representation of the operator VJ in the canonical orthonormal basis
of `2(Z) satisfies
VJ(n,m) = (−1)n+mV (n,m), (n,m) ∈ Z2.
In particular, if V is a diagonal matrix, then VJ = V . Calculations yield (see e.g. [24, Eq. (A.1)]):
JHV J
−1 = −H−VJ + 4 so that
J
(
HV − z
)−1
J−1 = −(H−VJ − (4− z))−1. (2.7)
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The conjugate operator. Finally, let us define the auxiliary operator A0, conjugate to H0 in
the sense of the Mourre theory and acting on `2(Z) by
A0 := F−1Â0F , (2.8)
where the operator Â0 is (abusing notation) the unique selfadjoint extension of the symmetric
operator
sinϑ(−i∂ϑ) + (−i∂ϑ) sinϑ
defined on C∞(T).
Remark 2.1 Define the position operator X and shift operator S on span {en : n ∈ Z} by
(Xx)(n) = nx(n) and (Sx)(n) = x(n + 1). A0 is also the unique selfadjoint extension of the
symmetric operator Im(S)X +X Im(S) defined on span {en : n ∈ Z}.
2.2 Essential and discrete spectra
Let L be a closed operator acting on a Hilbert space H . If z is an isolated point of σ(L), let γ
be a small positively oriented circle centered at z and separating z from the other components of
σ(L). The point z is said to be a discrete eigenvalue of L if its algebraic multiplicity
m(z) := rank
(
1
2ipi
∫
γ
(L− ζ)−1dζ
)
(2.9)
is finite. Note that m (z) ≥ dim (Ker(L− z)), the geometric multiplicity of z. Equality holds if L
is normal (see e.g. [25]). We define the discrete spectrum of L by
σdisc(L) :=
{
z ∈ σ(L) : z is a discrete eigenvalue of L}. (2.10)
We recall that a closed linear operator is a Fredholm operator if its range is closed, and both its
kernel and cokernel are finite-dimensional. We define the essential spectrum of L by
σess(L) :=
{
z ∈ C : L− z is not a Fredholm operator}. (2.11)
It is a closed subset of σ(L).
Remark 2.2 If L is selfadjoint, σ(L) can be decomposed always as a disjoint union: σ(L) =
σess(L)
⊔
σdisc(L). If L is not selfadjoint, this property is not necessarily true. Indeed, consider
for instance the shift operator S : `2(Z+)→ `2(Z+) defined by (Sx)(n) := x(n+ 1). We have
σ(S) =
{
z ∈ C : |z| ≤ 1}, σess(S) = {z ∈ C : |z| = 1}, σdisc(S) = ∅.
However, in the case of the operator HV , we have the following result:
Theorem 2.1 Let V belongs to S∞(`2(Z)). Then, σ(HV ) = σess(HV )
⊔
σdisc(HV ), where σess(HV ) =
σess(H0) = [0, 4]. The possible limit points of σdisc(HV ) are contained in σess(HV ).
Proof. It follows from Weyl’s criterion on the invariance of the essential spectrum under compact
perturbations and from [21, Theorem 2.1, p. 373]. 
The reader will note that if V is compact and selfadjoint, then σdisc(HV ) ⊂ (−∞, 0) ∪ (4,∞)
and the set of limit points of σdisc(HV ) is necessarily contained in {0, 4}. If V is non-selfadjoint,
then σdisc(HV ) may contain non-real numbers and the set of limit points may be considerably
bigger, see e.g. [7] for the case of Laplace operators. However, we show in Theorem 2.2 that this
cannot be the case if V satisfies some additional regularity conditions.
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Definition 2.1 Let H be a Hilbert space, R > 0 and A be a selfadjoint operator defined on
H . An operator B ∈ B(H ) belongs to the class AR(A) if the map θ 7→ eiθABe−iθA, defined
for θ ∈ R, has an extension lying in Hol(DR(0),B(H )). In this case, we write B ∈ AR(A) and
A(A) := ∪R>0AR(A) is the collection of bounded operators for which a complex scaling w.r.t. A
can be performed.
Remark 2.3 (a) If B ∈ S∞(H )∩AR(A) for some selfadjoint operator A and some R > 0, then
the holomorphic extension of the map θ 7→ eiθABe−iθA lies actually in Hol(DR(0),S∞(H )),
see e.g. [29, Lemma 5, Section XIII.5].
(b) The main properties of the classes AR(A) are recalled in Section 6. In particular, in our
case, we have V ∈ AR(A0) if and only if V̂ ∈ AR(Â0).
We have:
Theorem 2.2 If V ∈ S∞
(
`2(Z)
) ∩ A(A0), then the possible limit points of σdisc(HV ) belong to
{0, 4}.
The next result provides more details about the essential spectrum σess(HV ) = [0, 4].
Theorem 2.3 Let V ∈ S∞
(
`2(Z)
)∩A(A0). Then, there exists a discrete subset D ⊂ (0, 4) whose
only possible limits points belong to {0, 4} and for which the following holds: given any relatively
compact interval ∆0, ∆0 ⊂ (0, 4) \ D, there exist δ0 > 0 such that for any analytic vectors ϕ and
ψ w.r.t. A0,
sup
z∈∆0+i(−δ0,0)
|〈ϕ, (z −HV )−1ψ〉| <∞,
sup
z∈∆0+i(0,δ0)
|〈ϕ, (z −HV )−1ψ〉| <∞.
Remark 2.4 If V is selfadjoint, then HV = HV ∗ and D coincides with the set of eigenvalues of
HV embedded in (0, 4) i.e. D = Ep(HV )∩ (0, 4). In the non-selfadjoint case HV 6= HV ∗, we expect
that Ep(HV ) ∩ (0, 4) ⊂ D.
The proofs of Theorems 2.2 and 2.3 are postponed to Section 3. Among perturbations V which
satisfy the hypotheses of Theorem 2.2 and 2.3, we may consider:
• those which satisfy Assumption 2.1 below,
• V = |ψ〉〈ϕ|, where ϕ and ψ are analytic vectors for A0.
We refer to Subsection 6.1.2 for more details and further examples.
For V ∈ S∞
(
`2(Z)
) ∩ A(A0), Theorem 2.2 states that the points of (0, 4) cannot be the limit
points of any sequence of discrete eigenvalues. In the next section, we consider more specifically
the case of the thresholds {0, 4}.
2.3 Resonances
In this section, we show how to control the distribution of resonances, hence the eigenvalues of
HV around the thresholds {0, 4}. We perform this analysis by means of the characteristic values
method. First, we formulate a new assumption and recall some basic facts about resonances.
Assumption 2.1 There exist constants C > 0 and δ > 0 such that∣∣V (n,m)∣∣ ≤ C e−δ(|n|+|m|), (n,m) ∈ Z2,
where
(
V (n,m)
)
(n,m)∈Z2 is the matrix representation of the operator V in the canonical orthonor-
mal basis of `2(Z).
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Remark 2.5 If V satisfies Assumption 2.1, then
(a) V ∈ S1
(
`2(Z)
) ⊂ S∞(`2(Z)),
(b) V ∈ A(A0) (see Proposition 6.5).
We also note that Assumption 2.1 holds for V if and only if it holds for VJ , defined by (2.6).
So, for a fixed operator V satisfying Assumption 2.1 and when no confusion arises, we write
V = V or − VJ . (2.12)
As a preliminary, we have the following result, whose proof is contained in Section 4.
Proposition 2.1 Let Assumption 2.1 hold. Set z(k) = k2. Then, there exists 0 < ε0 ≤ δ/8 small
enough such that the resolvent, as an operator-valued function,
k 7−→
((
HV − z(k)
)−1
: `2−δ(Z) −→ `2δ(Z)
)
admits a meromorphic extension from D∗ε0(0)∩C+ to D∗ε0(0). This extension will be denoted again
RV
(
z(k)
)
.
Now, we define the resonances of the operator HV near z = 0 and z = 4. We refer to Section
4 for the details about the next definitions. In particular, the quantity Indγ(·) denotes the index
w.r.t. a contour γ and is defined by (4.11).
Definition 2.2 The resonances of the operator HV near 0 are the poles of the meromorphic
extension of the resolvent RV (z), as introduced in Proposition 2.1. The multiplicity of a resonance
z0 := z0(k) = k
2 is defined by
mult(z0) := Indγ
(
I + TV
(
z0(·)
))
, (2.13)
where γ is a circle positively oriented chosen sufficiently small such that k is the only point satis-
fying z0(k) is a resonance of HV .
There exists a simple way of defining the resonances of HV near the threshold z = 4. Indeed,
relation (2.7) implies that
JW−δ(HV − z)−1W−δJ−1 = −W−δ
(
H−VJ − (4− z)
)−1
W−δ. (2.14)
Using (2.14) as in Definition 2.2, we define the resonances of the operator HV near 4, as points
z = u− 4 with u poles of the meromorphic extension of the resolvent
(H−VJ − u)−1 : `2−δ(Z)→ `2δ(Z), u := 4− z, (2.15)
near u = 0. Therefore, the analysis of the resonances of HV near the second threshold 4 is reduced
to that of the first one 0 (up a sign and a change of variable). More precisely, we have:
Definition 2.3 The resonances of the operator HV near 4 are the points z = 4 − u where u are
the poles of the meromorphic extension of the resolvent R−VJ (u), as introduced in Proposition 2.1.
The multiplicity of a resonance z4 := z4(k) := 4− k2 is defined by
mult(z4) := Indγ
(
I + T−VJ
(
4− z4(·)
))
, (2.16)
where γ is a circle positively oriented chosen sufficiently small such that k is the only point satis-
fying 4− z4(k) is a pole of R−VJ (u).
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We denote by Resµ (HV ) the resonances set of HV near the threshold µ ∈ {0, 4}. The discrete
eigenvalues of the operator HV near 0 (resp. near 4) are resonances. Moreover, the algebraic
multiplicity (2.9) of a discrete eigenvalue coincides with its multiplicity as a resonance near 0
(resp. near 4), defined by (2.13) (resp. (2.16)). Let us justify it briefly in the case of the
discrete eigenvalues near 0 (the case concerning those near 4 can be treated similarly). Let z0 =
z0(k) ∈ C \ [0, 4] be a discrete eigenvalue of HV near 0. According to [35, Chap. 9] and since
V = W−δVW−δ is of trace class, V being defined by (4.9), this is equivalent to the property
f(z0) = 0, where for z ∈ C \ [0, 4], f is the holomorphic function defined by
f(z) := det
(
I + V (H0 − z)−1
)
= det
(
I + VW−δ(H0 − z)−1W−δ
)
.
Moreover, the algebraic multiplicity (2.9) of z0 is equal to its order as zero of the function f .
Residue Theorem yields:
m(z0) = indγ′f :=
1
2ipi
∫
γ′
f ′(z)
f(z)
dz,
γ′ being a small circle positively oriented containing z0 is the only zero of f . The claim follows
immediately from the equality
indγ′f = Indγ
(
I + TV
(
z0(·)
))
,
see for instance [3, Eq. (6)] for more details.
Remark 2.6 (a) The resonances z0(k) := k2 and z4(k) := 4−k2 are defined in some two-sheets
Riemann surfacesMµ, µ ∈ {0, 4}.
(b) The discrete spectrum and the embedded eigenvalues of HV near µ belong to the set of
resonances
zµ(k) ∈Mµ, Im(k) ≥ 0.
The above considerations lead us to the following result:
Theorem 2.4 If Assumption 2.1 holds, then for any 0 < r << 1, we have that for µ ∈ {0, 4},
#
{
zµ(k) ∈ Resµ(HV ) : k ∈ D∗r(0)
}
= 0,
the resonances being counted according to their multiplicity defined by (2.13) and (2.16).
According to Theorem 2.4, there are no resonances of HV in a punctured neighborhood of µ,
in the two-sheets Riemann surface Mµ (where the resonances are defined). Figure 2.1 gives an
illustration of this fact.
Since the discrete eigenvalues of HV near µ are part of the set of resonances zµ(k) ∈ Mµ,
Im(k) ≥ 0, we conclude from Theorems 2.2, 2.4 and Proposition 6.5 that:
Theorem 2.5 Let Assumption 2.1 hold. Then, σdisc(HV ) has no limit points in [0, 4], hence is
finite. There exists also a finite subset D ⊂ (0, 4) for which the following holds: given any relatively
compact interval ∆0, ∆0 ⊂ (0, 4)\D, there exist δ0 > 0 such that for any vectors ϕ and ψ analytic
w.r.t. A0,
sup
z∈∆0+i(−δ0,0)
|〈ϕ, (z −HV )−1ψ〉| <∞,
sup
z∈∆0+i(0,δ0)
|〈ϕ, (z −HV )−1ψ〉| <∞.
Remark 2.7 As shown in Lemma 6.2, the linear subspace span {en;n ∈ Z} is contained in the
family of vectors analytic w.r.t. A0.
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Figure 2.1: Resonances near the threshold µ ∈ {0, 4} in variable k.
As mentioned in the introduction, the first conclusion of Theorem 2.5 can be produced under
weaker decay conditions along the diagonal under the additional assumption that the perturbed
operator HV is still a Jacobi operator (see e.g. [15, Theorem 1]). But, Theorem 2.5 allows to
handle perturbations displaying a full off-diagonal structure and proves the existence of some LAP.
If V is selfadjoint and satisfies Assumption 2.1, the sets of eigenvalues and resonances in some
neighbourhood of the thresholds {0, 4} coincide. It follows from Theorem 2.4, Proposition 2.1 and
the usual complex scaling arguments (see e.g. [34]) that:
Corollary 2.1 Let Assumption 2.1 hold. If the perturbation V is selfadjoint, then:
• σess(HV ) = [0, 4] and σdisc(HV ) is finite.
• There is at most a finite numbers of eigenvalues embedded in [0, 4]. Each eigenvalues em-
bedded in (0, 4) has finite multiplicity.
• The singular continuous spectrum σsc(HV ) = ∅ and the following LAP holds: given any
relatively compact interval ∆0 ⊂ (0, 4)\Ep(HV ), there exist δ0 > 0 such that for any analytic
vectors ϕ and ψ w.r.t. A0,
sup
z∈∆0+i(0,δ0)
|〈ϕ, (z −HV )−1ψ〉| <∞,
sup
z∈∆0+i(−δ0,0)
|〈ϕ, (z −HV )−1ψ〉| <∞ .
2.4 Embedded eigenvalues and Limiting Absorption Principles
For less regular perturbation V , we can still take advantage of the existence of some positive
commutation relations to control some spectral properties of HV . Let us define the regularity
conditions involved in the statement of Theorem 2.6 below.
Definition 2.4 Let H be a Hilbert space and A be a selfadjoint operator defined on H . Let
k ∈ N. An operator B ∈ B(H ) belongs to the class Ck(A), if the map WA : θ 7→ eiθABe−iθA is
k-times strongly continuously differentiable on R. We also denote C∞(A) = ∩k∈NCk(A).
Remark 2.8 A bounded operator B belongs to C1(A) if and only if the sesquilinear form defined
on D(A) × D(A) by (ϕ,ψ) 7→ 〈Aϕ,Bψ〉 − 〈ϕ,BAψ〉, extends continuously to a bounded form
on H × H . The (unique) bounded linear operator associated to the extension is denoted by
adA(B) = [A,B] and we have (∂θWA)(0) = iadA(B).
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Following [1], we also consider fractional order regularities:
Definition 2.5 Let H be a Hilbert space and A be a selfadjoint operator defined on H . An
operator B ∈ B(H ) belongs to C1,1(A) if∫ 1
0
∥∥eiAθBe−iAθ + e−iAθBeiAθ − 2B∥∥ dθ
θ2
<∞ .
Actually, C1,1(A) is a linear subspace of B(H ), stable under adjunction ∗. It is also known that
C2(A) ⊂ C1,1(A) ⊂ C1(A), see e.g. inclusions (5.2.19) in [1]. Examples of these classes are given
in Subsection 6.2 below.
We recall that the operator A0 is defined by (2.8). If we assume that Im(V ) is signed, we
obtain Theorem 2.6 below.
Theorem 2.6 Let V ∈ S∞
(
`2(Z)
)
and assume ± Im(V ) ≥ 0. Fix any open interval ∆ such that
∆ ⊂ (0, 4).
1. Assume V ∈ C1(A0) and adA0
(
Re(V )
)
also belongs to S∞
(
`2(Z)
)
. Then,
Ep(HV ) ∩∆ ⊂ σpp
(
Re(HV )
) ∩∆ .
The set Ep(HV ) ∩∆ is finite and its eigenvalues have finite geometric multiplicity.
2. Assume that V ∈ C1,1(A0). Given any open interval ∆0 such that ∆0 ⊂ ∆ \ σpp
(
Re(H)
)
and any s > 1/2, the following LAP holds:
sup
∓ Im(z)>0,Re(z)∈∆0
‖〈A0〉−s(z −HV )−1〈A0〉−s‖ <∞.
Remark 2.9 (a) If V ∈ S∞(H ), then V ∗, Re(V ) and Im(V ) also belong to S∞(H ).
(b) If V belongs to C1(A) (resp. C1,1(A)), then, Re(V ) and Im(V ) also belong to C1(A) (resp.
C1,1(A)). In particular, if V belongs to C1,1(A) and Re(V ) ∈ S∞(H ), then adA
(
Re(V )
) ∈
S∞(H ), see Remark (ii) in the proof of Theorem 7.2.9 in [1].
Finally, we also have:
Theorem 2.7 Let V ∈ S∞
(
`2(Z)
)
and assume that V ∈ C1,1(A0).
1. If Im(V ) > 0 and iadA0(Re(V ))+β− Im(V ) ≥ 0 for some β− ≥ 0, then for any open interval
∆ such that ∆ ⊂ (0, 4) and any s > 1/2, the following LAP holds:
sup
− Im(z)>0,Re(z)∈∆
‖〈A0〉−s(z −HV )−1〈A0〉−s‖ <∞.
2. If Im(V ) < 0 and iadA0(Re(V ))−β+ Im(V ) ≥ 0 for some β+ ≥ 0, then for any open interval
∆ such that ∆ ⊂ (0, 4) and any s > 1/2, the following LAP holds:
sup
+ Im(z)>0,Re(z)∈∆
‖〈A0〉−s(z −HV )−1〈A0〉−s‖ <∞.
The proofs of Theorems 2.6 and 2.7 are direct applications of the abstract Mourre theory
developed in Section 5. See Section 5.8 for the details.
3 Complex scaling
In this section, we use a complex scaling approach to study σ(HV ) for compact perturbations
V ∈ A(A0). Since the spectral properties of HV and ĤV coincide, we reduce our analysis to those
of ĤV .
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3.1 Before perturbation
By following the general principles exposed in [34], we first describe the scaling process for the
unperturbed operator Ĥ0, which is the multiplication operator by the function f (see (2.2)). In
what follows, we have summarized the main results. When no confusion can arise, the operator
Ĥ0 is identified with the function f .
We consider the unitary group
(
eiθÂ0
)
θ∈R, so that for ψ ∈ L2(T), we have(
eiθÂ0ψ
)
(ϑ) = ψ
(
ϕθ(ϑ)
)√
J(ϕθ)(ϑ), (3.1)
where
• (ϕθ)θ∈R is the flow solution of the equation{
∂θϕθ(ϑ) = 2 sin
(
ϕθ(ϑ)
)
,
ϕ0(ϑ) = idT(ϑ) = ϑ for each ϑ ∈ T,
• J(ϕθ)(ϑ) denotes the Jacobian of the transformation ϑ 7→ ϕθ(ϑ).
Existence and uniqueness of the solution follow from standard ODE results. Explicitely,
ϕθ(ϑ) = ± arccos
(−th(2θ) + cosϑ
1− th(2θ) cosϑ
)
for ± ϑ ∈ T.
By using (3.1) and the fact that ϕθ1 ◦ ϕθ2 = ϕθ1+θ2 for all (θ1, θ2) ∈ R2, we have for all θ ∈ R,(
eiθÂ0Ĥ0e
−iθÂ0ψ
)
(ϑ) = f
(
ϕθ(ϑ)
)
ψ(ϑ).
Let T : C→ C, T (z) := 2(1− z). Note that the map T is bijective with
T−1(z) = 1− z
2
,
and maps [−1, 1] onto [0, 4]. The points T (−1) = 4 and T (1) = 0 are the thresholds of H0
and Ĥ0. Note also that f = T ◦ cos. Consider for θ ∈ R, the function Gθ defined on [0, 4] by
Gθ := T ◦ Fθ ◦ T−1 with
Fθ(λ) :=
λ− th(2θ)
1− λth(2θ) , λ ∈ [−1, 1]. (3.2)
Then, for all θ ∈ R, (
eiθÂ0Ĥ0e
−iθÂ0ψ
)
(ϑ) = Gθ(Ĥ0)ψ(ϑ), (3.3)
In other words, for any θ ∈ R, eiθÂ0Ĥ0e−iθÂ0 is the multiplication operator by the function (Gθ◦f),
where Gθ ◦ f = (T ◦ Fθ ◦ cos) = (Gθ ◦ T ◦ cos).
Remark 3.1 In (3.2), the denominator does not vanish since
∣∣th(2θ)λ∣∣ < 1 for λ ∈ [−1, 1].
We summarise the following properties, whose verification is left to the reader.
Proposition 3.1 Let D := D1(0) denote the open unit disk of the complex plane C. Then,
(a) For any λ ∈ [−1, 1], the map θ 7→ Fθ(λ) is holomorphic in Dpi4 (0).
(b) For θ ∈ C such that |θ| < pi8 , the map λ 7→ Fθ(λ) is a homographic transformation with
F−1θ = F−θ. In particular, for θ ∈ R, Fθ(D) = D and Fθ
(
[−1, 1]) = [−1, 1].
(c) For θ ∈ C such that 0 < |θ| < pi8 , the unique fixed points of Fθ are ±1.
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(d) For θ1, θ2 ∈ C with |θ1|, |θ2| < pi8 , we have that: Fθ1 ◦ Fθ2 = Fθ1+θ2 .
From Proposition 3.1, statements (a) and (b), we deduce:
Proposition 3.2 The bounded operator valued-function
θ 7→ eiθÂ0Ĥ0e−iθÂ0 ∈ B
(
L2(T)
)
,
admits a holomorphic extension from
( − pi8 , pi8 ) to Dpi8 (0), with extension operator given for θ ∈
Dpi
8
(0) by Gθ(Ĥ0), which is the multiplication operator by the function Gθ ◦ f = (T ◦ Fθ ◦ cos) =
(Gθ ◦ T ◦ cos). In the sequel, this extension will be denoted Ĥ0(θ).
Combining the continuous functional calculus, Proposition 3.2 and unitary equivalence prop-
erties, we get for θ ∈ Dpi
8
(0),
σ
(
Ĥ0(θ)
)
= σ
(
Gθ(Ĥ0)
)
= Gθ
(
σ(Ĥ0)
)
= Gθ
(
σ(H0)
)
= Gθ
(
[0, 4]
)
.
Thus, for θ ∈ Dpi
8
(0), σ
(
Ĥ0(θ)
)
is a smooth parametrized curve given by
σ
(
Ĥ0(θ)
)
=
{
T ◦ Fθ(λ) = Gθ ◦ T (λ) : λ ∈ [−1, 1]
}
. (3.4)
More precisely, we have:
Proposition 3.3 Consider the family of bounded operators (Ĥ0(θ))θ∈Dpi
8
(0) defined in Proposition
3.2. Then,
(a) For θ1, θ2 ∈ Dpi8 (0) such that Im(θ1) = Im(θ2), we have
σ
(
Ĥ0(θ1)
)
= σ
(
Ĥ0(θ2)
)
. (3.5)
The curve σ
(
Ĥ0(θ)
)
does not depend on the choice of Re(θ).
(b) For ± Im(θ) > 0, θ ∈ Dpi
8
(0), the curve σ
(
Ĥ0(θ)
)
lies in C±.
(c) Let θ ∈ Dpi
8
(0). If Im(θ) 6= 0, the curve σ(Ĥ0(θ)) is an arc of a circle containing the points
0 and 4. If Im(θ) = 0, σ
(
Ĥ0(θ)
)
= [0, 4].
We refer to Figure 3.1 below for a graphic illustration.
Proof. We start by justifying statement (a). Let θ1, θ2 ∈ Dpi8 (0) with Im(θ1) = Im(θ2). Thanks
to (3.4), it suffices to show that{
Fθ1(λ) : λ ∈ [−1, 1]
}
=
{
Fθ2(λ) : λ ∈ [−1, 1]
}
, (3.6)
to prove (3.5). So, let z = Fθ1(λ), for some λ ∈ [−1, 1]. Let us show that there exists λ′ ∈ [−1, 1]
such that z = Fθ2(λ′). By Proposition 3.1, statements (b) and (d), we can write
z = Fθ2
(
F−1θ2
(
Fθ1(λ)
))
= Fθ2
(
F−θ2
(
Fθ1(λ)
))
= Fθ2
(
Fθ1−θ2(λ)
)
= Fθ2
(
FRe(θ1−θ2)(λ)
)
.
Since th
(
2 Re(θ1 − θ2)
)
< 1, then we have
∣∣FRe(θ1−θ2)(λ)∣∣ ≤ 1 for λ ∈ [−1, 1]. Setting λ′ =
FRe(θ1−θ2)(λ) yields z = Fθ2(λ
′) with λ′ ∈ [−1, 1]. This proves the inclusion{
Fθ1(λ) : λ ∈ [−1, 1]
}
⊂
{
Fθ2(λ) : λ ∈ [−1, 1]
}
.
The opposite inclusion can be shown similarly by permuting the roles of θ1 and θ2. This proves
the first claim. Statement (b) follows by direct calculations. Let us prove the last statement.
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According to statement (a), θ can be chosen with Re(θ) = 0, say θ = iy with y ∈ R. The case
Im(θ) = 0 (i.e. y = 0) is immediate since σ
(
Ĥ0(θ)
)
= σ
(
Ĥ0(0)
)
= σ
(
Ĥ0
)
= σ
(
H0
)
= [0, 4]. Now,
suppose that y 6= 0. Observe that the map T is a composition of a translation and a homothety.
To prove that σ
(
Ĥ0(θ)
)
is an arc of a circle, it is enough to observe that {F−iy(λ) : λ ∈ [−1, 1]} is
a continuous parametrised curve and that for λ ∈ [−1, 1], the real and imaginary parts of F−iy(λ)
satisfies a circle equation. Indeed, denoting
th(−2θ) = i sin(−2y)
cos 2y
= i tan(−2y) =: it,
we have
F−iy(λ) =
λ(1 + t2)
1 + λ2t2
+ i
(1− λ2)t
1 + λ2t2
=: X + iY,
and
X2 +
(
Y +
1− t2
2t
)2
=
(
1 + t2
2t
)2
. (3.7)

Remark 3.2 For θ ∈ Dpi
8
(0), Im(θ) 6= 0, Equation (3.7) provides the center cθ ∈ C and the radius
Rθ > 0 of the circle supporting σ
(
Ĥ0(θ)
)
.
3.2 After perturbation
Now, we focus on the complex scaling of the perturbation V̂ together with the perturbed operator
ĤV = Ĥ0 + V̂ . For V̂ ∈ AR(Â0), R > 0, and for all θ ∈ DR(0), we set
V̂ (θ) := eiθÂ0 V̂ e−iθÂ0 .
The following lemma holds:
Lemma 3.1 Let V̂ ∈ S∞
(
L2(T)
) ∩ AR(Â0), R > 0. Then, for all θ ∈ DR(0), V̂ (θ) is compact.
Proof. This follows from [29, Lemma 5, Section 5], since V̂ (·) is the analytic continuation of a
bounded operator-valued function with compact values on the real axis. 
Now, for all θ ∈ D2R′(0) with 2R′ := min
(
R, pi8
)
, we consider
ĤV (θ) := Ĥ0(θ) + V̂ (θ), V̂ ∈ AR(Â0). (3.8)
We obtain:
Proposition 3.4 Let V̂ ∈ AR(Â0), R > 0. Then,
(a) ĤV (θ) is a holomorphic family of bounded operators on D2R′(0).
(b) For any θ′ ∈ R such that |θ′| < R′, we have
ĤV (θ + θ
′) = eiθ
′Â0ĤV (θ) e
−iθ′Â0 ,
for all θ ∈ DR′(0).
Proof. Statement (a) follows from Proposition 3.2. Now, we prove (b). We fix θ′ ∈ R with |θ′| < R′
and observe that the following maps
θ 7−→ eiθ′Â0ĤV (θ) e−iθ′Â0 and θ 7−→ ĤV (θ + θ′),
are bounded and holomorphic on DR′(0). Moreover, they coincide on R ∩ DR′(0) = (−R′, R′).
Hence, they also coincide on DR′(0). 
The next proposition gives the key to the proofs of Theorems 2.2 and 2.3.
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Proposition 3.5 Let R > 0 and V̂ ∈ S∞
(
L2(T)
) ∩ AR(Â0), and let R′ > 0 such that 2R′ =
min(R, pi8 ). Then, for any θ ∈ DR′(0), we have
(a) σ
(
ĤV (θ)
)
depends only on Im(θ).
(b) It holds: σess
(
ĤV (θ)
)
= σess
(
Ĥ0(θ)
)
= σ
(
Ĥ0(θ)
)
and
σ
(
ĤV (θ)
)
= σdisc
(
ĤV (θ)
)⊔
σess
(
Ĥ0(θ)
)
,
where the possible limit points of σdisc
(
ĤV (θ)
)
lie in σess
(
Ĥ0(θ)
)
.
Proof. Statement (a) is a consequence of the unitary equivalence established in statement (b) of
Proposition 3.4. Statement (b) follows from Lemma 3.1, the Weyl criterion on the invariance of
the essential spectrum and [21, Theorem 2.1, p. 373]. 
3.3 Proof of Theorem 2.2
The proof of Theorem 2.2 follows from Proposition 3.6 below as an adaptation of the usual complex
scaling arguments to our non-selfadjoint setting (see e.g. [29, Theorem XIII.36], [23]).
For any θ ∈ Dpi
8
(0), cθ ∈ C and Rθ > 0 stand respectively for the center and the radius of the
circle supporting σ
(
Ĥ0(θ)
)
. For ± Im(θ) ≥ 0, we define the open domains S∓θ := C \A±θ where
A±θ :=
{
z ∈ C : Re(z) ∈ [0, 4],± Im(z) ≥ 0, |z − cθ| ≥ Rθ
}
, ± Im(θ) > 0,
and A±0 =
{
z ∈ C : Re(z) ∈ [0, 4],± Im(z) ≥ 0}. According to Proposition 3.3, the domains S±θ
depend only on Im(θ). In addition, if 0 ≤ Im(θ′) < Im(θ), S−θ′ ( S−θ and if Im(θ) < Im(θ′) ≤ 0,
S+θ′ ( S
+
θ .
Proposition 3.6 Let R > 0, V̂ ∈ AR(Â0) and R′ > 0 such that 2R′ = min(R, pi8 ). Let (θ, θ′) ∈
DR′(0)×DR′(0). Then:
(a) If 0 ≤ Im(θ′) < Im(θ), we have σdisc
(
ĤV (θ
′)
)∩S−θ′ = σdisc(ĤV (θ))∩S−θ′ ⊂ σdisc(ĤV (θ))∩S−θ .
In particular,
σdisc
(
ĤV (θ)
) ∩ S−0 = σpp(ĤV ) ∩ S−0 .
(b) If Im(θ) < Im(θ′) ≤ 0, we have σdisc
(
ĤV (θ
′)
)∩S+θ′ = σdisc(ĤV (θ))∩S+θ′ ⊂ σdisc(ĤV (θ))∩S+θ .
In particular,
σdisc
(
ĤV (θ)
) ∩ S+0 = σpp(ĤV ) ∩ S+0 .
As a consequence, the discrete spectrum of ĤV (and HV ) can only accumulate at 0 and 4.
Proof. We focus our attention on case (a). For a moment, fix θ0 ∈ DR′(0) such that Im(θ0) > 0
and suppose that λ ∈ σdisc(ĤV (θ0)). Since the map θ 7−→ ĤV (θ) is analytic, there exist open
neighborhoods Vθ0 and Wλ of θ0 and λ respectively such that [25, 29]:
• For all θ ∈ Vθ0 , the operator ĤV (θ) has a finite number of eigenvalues in Wλ denoted by
λj(θ) ∈ {1, . . . , n}, all of finite multiplicity.
• These nearby eigenvalues are given by the branches of a finite number of holomorphic func-
tions in Vθ0 with at worst algebraic branch point near θ0.
If ϕ = θ − θ0 ∈ R for θ ∈ Vθ0 , then ĤV (θ0 + ϕ) and ĤV (θ0) are unitarily equivalent according to
Proposition 3.4. So, the only eigenvalue of ĤV (θ0 +ϕ) near λ inWλ is λ. Therefore, λj(θ) = λ for
any j ∈ {1, . . . , n} and for θ ∈ Vθ0 with θ − θ0 ∈ R. By analyticity, we deduce that for all θ ∈ Vθ0
and all j ∈ {1, . . . , n} one has λj(θ) = λ. Finally, we have proved that given θ0 ∈ DR′(0) and λ ∈
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Figure 3.1: Spectral structure of the operator ĤV (θ) for θ ∈ Dpi8 (0) and Im(θ) ≥ 0.
σdisc(ĤV (θ0)), there exists a neighborhood Vθ0 of θ0, such that for all θ ∈ Vθ0 , λ ∈ σdisc
(
ĤV (θ)
)
.
Now, following [29, Problem 76, Section XIII], if γ ∈ C0([0, 1], DR′(0)) is a continuous curve and
λ ∈ σdisc(ĤV (γ(0))), then either λ ∈ σdisc
(
ĤV (γ(1))
)
or λ ∈ σess
(
ĤV (γ(t))
)
for some t ∈ (0, 1].
We apply this observation twice keeping in mind Proposition 3.5.
Fix θ ∈ DR′(0) with Im(θ) > 0. Starting with λ ∈ σdisc(ĤV )∩S−0 = σpp(ĤV )∩S−0 , considering
the continuous curve γ+ : [0, 1]→ DR′(0)
γ+(t) = tθ,
and applying the above observation yields: σdisc(ĤV ) ∩ S−0 ⊂ σdisc
(
ĤV (θ)
) ∩ S−0 . Now starting
with λ ∈ σdisc
(
ĤV (θ)
) ∩ S−0 , considering the opposite continuous curve γ− : [0, 1]→ DR′(0)
γ−(t) = (1− t)θ,
and applying the above observation yields the opposite inclusion. So, we have proven that given
θ ∈ DR′(0) with Im(θ) > 0, λ ∈ S−0 , then λ ∈ σdisc
(
ĤV (θ)
)∩S−0 if and only if λ ∈ σdisc(ĤV )∩S−0 =
σpp(ĤV ) ∩ S−0 .
The proof of the identity σdisc
(
ĤV (θ
′)
)∩S−θ′ = σdisc(ĤV (θ))∩S−θ′ for any 0 ≤ Im(θ′) < Im(θ) is
similar. The inclusion σdisc
(
ĤV (θ)
)∩S−θ′ ⊂ σdisc(ĤV (θ))∩S−θ follows from the inclusion S−θ′ ( S−θ ,
which allows us to conclude on case (a).
The proof of case (b) is analogous.
Once proven Statements (a) and (b), we conclude as follows. From Proposition 3.5, we know
that the limit points of σdisc(ĤV ) belong necessarily to σess(ĤV ) = [0, 4]. Pick one of these points,
say λ0. It is necessarily the limit point of a subsequence of either σdisc(ĤV )∩S−0 or σdisc(ĤV )∩S+0 .
Without any loss of generality, assume there exists a subsequence of σdisc(ĤV )∩S−0 which converges
to λ0 ∈ [0, 4]. Since σdisc(ĤV ) ∩ S−0 = σdisc
(
ĤV (θ)
) ∩ S−0 for any Im(θ) > 0, θ ∈ DR′(0), λ0 also
belongs to σess
(
ĤV (θ)
)
. Since σess
(
ĤV (θ)
)∩σess(ĤV ) = {0, 4} for any Im(θ) > 0, λ0 ∈ {0, 4} and
the last part follows. 
3.4 Proof of Theorem 2.3
Let R > 0, V̂ ∈ AR(Â0) and R′ > 0 such that 2R′ = min(R, pi8 ). Observe first that for any
θ ∈ DR′(0) with Im(θ) > 0, D+ := σdisc
(
ĤV (θ)
) ∩ (0, 4) is discrete and its possible accumulation
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points belong to {0, 4}. Let ϕ and ψ be two analytic vectors for Â0 with convergence radius R0 > 0
and denote by ϕ : θ 7→ ϕ(θ) and ψ : θ 7→ ψ(θ) their analytic extension on DR0(0). Consider the
function F (z, θ) = 〈ψ(θ¯), (HV (θ)− z)−1ϕ(θ)〉 whenever it exists. For θ ∈ Dmin(R0,R′)(0), F (·, θ) is
analytic in C\σ(ĤV (θ)) and meromorphic in C\σess(ĤV (θ)). Now, let us fix z ∈ S−0 \σdisc(ĤV ).
Then F (z, ·) is analytic on some region Dmin(R0,R′)(0) ∩ {θ ∈ C : −z < Im(θ)}, for some z > 0.
Since for any η ∈ Dmin(R0,R′)(0) ∩ R, direct calculations yield F (z, η) = F (z, 0), we conclude by
analyticity that F (z, ·) is constant in Dmin(R0,R′)(0)∩ {θ ∈ C : −z < Im(θ)}. In particular, given
θ0 ∈ Dmin(R0,R′)(0) with Im(θ0) > 0, F (·, θ0) provides an analytic continuation to the function
F (·, 0) from S−0 \ σdisc(ĤV ) to S−θ0 \ σdisc(ĤV
(
θ0)
)
. In particular, for any relatively compact
interval ∆0, ∆0 ⊂ (0, 4) \ D+, the map 〈ψ, (HV − z)−1ϕ〉 extends continuously from some region
∆0 − i(0, δ−0 ], for some δ−0 > 0, to ∆0 − i[0, δ−0 ]. Note that δ−0 can be chosen as:
δ−0 = dist(∆0,min{Im z; z ∈ σdisc(ĤV ) ∩ S−0 }) > 0.
This proves the first statement.
The proof of the other case is similar. Once proven both cases, we can set D = D+ ∪ D− and
the proposition follows.
4 Resonances for exponentially decaying perturbations
4.1 Preliminaries
Throughout this subsection, the perturbation V is assumed to satisfy Assumption 2.1. We define
and characterize the resonances of the operator HV near z = 0 and z = 4.
Let RV (z) := (HV − z)−1 denote the resolvent of the operator HV . We have the following
lemma:
Lemma 4.1 Set z(k) := k2. Then, there exists 0 < ε0 ≤ δ8 small enough such that the operator-
valued function
k 7→W−δ
(
H0 − z(k)
)−1
W−δ,
admits a holomorphic extension from D∗ε0(0) ∩ C+ to D∗ε0(0), with values in S∞
(
`2(Z)
)
.
Proof. For k ∈ D∗ε(0) ∩ C+, 0 < ε < δ4 small enough, and x ∈ `2(Z), the operator W−δ
(
H0 −
z(k)
)−1
W−δ satisfies(
W−δ
(
H0 − z(k)
)−1
W−δx
)
(n) =
∑
m∈Z
e−
δ
2 |n|R0
(
z(k), n−m)e− δ2 |m|x(m), (4.1)
R0(z, ·) being the function defined by (2.3). Thus, for any (n,m) ∈ Z2, we have
e−
δ
2 |n|R0
(
z(k), n−m)e− δ2 |m| = e− δ2 |n| iei|n−m|2 arcsin k2
k
√
4− k2 e
− δ2 |m| =: f(k). (4.2)
Since for 0 < |k|  1 we have 2 arcsin k2 = k + o(|k|), then, there exists 0 < ε0 ≤ δ8 small enough
such that for any 0 < |k| ≤ ε0,
∣∣∣e− δ2 |n|R0(z(k), n−m)e− δ2 |m|∣∣∣ ≤ e− δ2 |n| e−
(
Im(k)− δ4
)
|n−m|∣∣k√4− k2∣∣ e− δ2 |m|. (4.3)
It can be checked that the r.h.s. of (4.3) lies in `2(Z2,C) whenever 0 < | Im(k)| < δ8 . In this case,
the operator W−δ
(
H0 − z(k)
)−1
W−δ belongs to S2
(
`2(Z)
)
. Consequently, the operator-valued
function
k 7→W−δ
(
H0 − z(k)
)−1
W−δ
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can be extended via the kernel (4.2) from D∗ε0(0) ∩ C+ to D∗ε0(0), with values in S∞
(
`2(Z)
)
. We
shall denote this extension A(k), k ∈ D∗ε0(0). It remains to prove that k 7→ A(k) is holomorphic
in D∗ε0(0).
For k ∈ D∗ε0(0), introduce D(k) the operator with kernel given by
e−
δ
2 |n|∂kR0
(
z(k), n−m)e− δ2 |m| = e− δ2 |n| iei|n−m|2 arcsin k2
k2(4− k2) e
− δ2 |m|
(
2ik|n−m| − 4− 2k
2
√
4− k2
)
.
As above, it can be shown that D(k) ∈ S2
(
`2(Z)
)
. Then, for k0 ∈ D∗ε0(0), the Hilbert-Schmidt
operator A(k)−A(k0)k−k0 −D(k0) admits the kernel
N(k, k0, n,m)
:= e−
δ
2 |n|
(
R0
(
z(k), n−m)−R0(z(k0), n−m)
k − k0 − ∂kR0
(
z(k0), n−m
))
e−
δ
2 |m|.
(4.4)
To conclude the proof of the lemma, it suffices to prove that
∥∥∥A(k)−A(k0)k−k0 −D(k0)∥∥∥S2(`2(Z)) → 0 as
k → k0. Since we have∥∥∥∥A(k)−A(k0)k − k0 −D(k0)
∥∥∥∥2
S2(`2(Z))
≤
∑
n,m
∣∣N(k, k0, n,m)∣∣2, (4.5)
it is then sufficient to prove that the r.h.s. of (4.5) tends to zero as k → k0. By applying the
Taylor-Lagrange formula to the function
[0, 1] 3 t 7→ g(t) := f(tk + (1− t)k0) = R0(z(tk + (1− t)k0), n−m),
we get that there exists θ ∈ (0, 1) such that
R0
(
z(k), n−m) = R0(z(k0), n−m)+ (k − k0)∂kR0(z(k0), n−m)
+
(k − k0)2
2
∂
(2)
k R0
(
z(θk + (1− θ)k0), n−m
)
.
(4.6)
Then, it follows from (4.4) and (4.6) that the kernel N(k, k0, n,m) has the representation
N(k, k0, n,m) =
k − k0
2
e−
δ
2 |n|∂(2)k R0
(
z(θk + (1− θ)k0), n−m
)
e−
δ
2 |m|, (4.7)
for some θ ∈ (0, 1). Now, by easy but fastidious computations, it can be seen that for any q ∈ N,
there exists a family of functions Gj,q, 0 ≤ j ≤ q, holomorphic on D∗ε0(0) such that
∂
(q)
k R0
(
z(k), n−m) = iei|n−m|2 arcsin k2 q∑
j=0
Gj,q(k)|n−m|q−j .
In particular, for q = 2, we have
∂
(2)
k R0
(
z(k), n−m) = iei|n−m|2 arcsin k2 (G0,2(k)|n−m|2 +G1,2(k)|n−m|+G2,2(k)).
This together with (4.7) imply that∣∣N(k, k0, n,m)∣∣
≤ |k − k0|
2
∣∣G0,2(θk + (1− θ)k0)∣∣∣∣∣e− δ2 |n|ei|n−m|2 arcsin k2 e− δ2 |m|∣∣∣|n−m|2
+
|k − k0|
2
∣∣G1,2(θk + (1− θ)k0)∣∣∣∣∣e− δ2 |n|ei|n−m|2 arcsin k2 e− δ2 |m|∣∣∣|n−m|
+
|k − k0|
2
∣∣G2,2(θk + (1− θ)k0)∣∣∣∣∣e− δ2 |n|ei|n−m|2 arcsin k2 e− δ2 |m|∣∣∣
=:
2∑
j=0
Nj(k, k0, n,m).
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Therefore,∑
n,m
|N(k, k0, n,m)|2
≤ Const.
(∑
n,m
N0(k, k0, n,m)
2 +
∑
n,m
N1(k, k0, n,m)
2 +
∑
n,m
N2(k, k0, n,m)
2
)
.
(4.8)
In the sequel, we show that
∑
n,mNj(k, k0, n,m)
2 → 0 as k → k0, j ∈ {0, 1, 2}. Similarly to (4.3),
we have for k ∈ D∗ε0(0)∣∣∣e− δ2 |n|ei|n−m|2 arcsin k2 e− δ2 |m|∣∣∣ ≤ e− δ2 |n|e−( Im(k)− δ4)|n−m|e− δ2 |m|
≤ e− δ2 |n|e 3δ8 |n−m|e− δ2 |m|.
Thus, it follows that for j ∈ {0, 1, 2}, we have
Nj(k, k0, n,m)
2
≤ |k − k0|
2
4
∣∣Gj,2(θk + (1− θ)k0)∣∣2e−δ|n|e 3δ4 |n−m|e−δ|m||n−m|2(2−j).
Since the sequence
(
e−δ|n|e
3δ
4 |n−m|e−δ|m||n−m|2(2−j)
)
n,m
belongs to `2(Z2,C), then we have
∑
n,m
Nj(k, k0, n,m)
2 ≤ Const. |k − k0|
2
4
∣∣Gj,2(θk + (1− θ)k0)∣∣2 −→
k→k0
0,
which implies by (4.5) and (4.8) that
∥∥∥A(k)−A(k0)k−k0 −D(k0)∥∥∥S2(`2(Z)) → 0 as k → k0. Consequently,
the operator-valued extension D∗ε0(0) 3 k 7→ A(k) is holomorphic with derivative ∂kA(k) = D(k).
This concludes the proof of the lemma. 
4.2 Resonances as poles: proof of Proposition 2.1
With the aid of the identity
(HV − z)−1
(
I +V(H0 − z)−1
)
= (H0 − z)−1,
we get
W−δ(HV − z)−1W−δ = W−δ(H0 − z)−1W−δ
(
I +WδV(H0 − z)−1W−δ
)−1
.
Assumption 2.1 on V together with the Schur lemma imply that there exists a bounded operator
V on `2(Z) such that
WδVWδ = V , ⇐⇒WδV = VW−δ ⇐⇒ V = W−δVW−δ. (4.9)
By putting this together with Lemma 4.1, it follows that the operator-valued function
k 7−→ TV
(
z(k)
)
:= WδV
(
H0 − z(k)
)−1
W−δ = VW−δ
(
H0 − z(k)
)−1
W−δ (4.10)
is holomorphic in D∗ε0(0), with values in S∞
(
`2(Z)
)
. Then, by the analytic Fredholm extension
theorem,
k 7−→
(
I +WδV
(
H0 − z(k)
)−1
W−δ
)−1
admits a meromorphic extension from D∗ε0(0)∩C+ to D∗ε0(0). So, we have proved Proposition 2.1.
In the rest of our analysis, the compact operator TV
(
z(k)
)
defined by (4.10) will play a main
role. For this reason, it is important to note the following:
Remark 4.1 (a) In the sequel, when V = −VJ , we will take V = −VJ to avoid confusion.
(b) Of course, the factorization V = W−δVW−δ in (4.9) is note unique. For instance, with
respect to the polar decomposition of an operator, we have V = J|V| = J|V|1/2|V|1/2.
However, sometimes another decompositions are more convenient as in (4.9).
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4.3 Resonances as characteristic values
In what follows below, we give a simple and useful characterization of the resonances of HV near
z = 0 and z = 4.
We recall some basic facts about the concept of characteristic values of a holomorphic operator-
valued function. For more details on this subject, we refer for instance to [20] and the book [21,
Section 4]. The content of the first part of this section follows [21, Section 4].
Definition 4.1 Let U be a neighborhood of a fixed point w ∈ C, and F : U \ {w} −→ B(H ) be a
holomorphic operator-valued function. The function F is said to be finite meromorphic at w if its
Laurent expansion at w has the form
F (z) =
+∞∑
n=m
(z − w)nFn, m > −∞,
where (if m < 0) the operators Fm, . . . , F−1 are of finite rank. Moreover, if F0 is a Fredholm
operator, then, the function F is said to be Fredholm at w. In this case, the Fredholm index of F0
is called the Fredholm index of F at w.
We have the following proposition:
Proposition 4.1 [21, Proposition 4.1.4] Let D ⊆ C be a connected open set, Z ⊆ D be a closed
and discrete subset of D, and F : D −→ B(H ) be a holomorphic operator-valued function in D\Z.
Assume that:
• F is finite meromorphic on D (i.e. it is finite meromorphic near each point of Z),
• F is Fredholm at each point of D,
• there exists w0 ∈ D\Z such that F (w0) is invertible.
Then, there exists a closed and discrete subset Z ′ of D such that:
1. Z ⊆ Z ′,
2. F (z) is invertible for each z ∈ D\Z ′,
3. F−1 : D\Z ′ −→ GL(H ) is finite meromorphic and Fredholm at each point of D.
In the setting of Proposition 4.1, we define the characteristic values of F and their multiplicities
as follows:
Definition 4.2 The points of Z ′ where the function F or F−1 is not holomorphic are called the
characteristic values of F . The multiplicity of a characteristic value w0 is defined by
mult(w0) :=
1
2ipi
Tr
∫
|w−w0|=ρ
F ′(z)F (z)−1dz,
where ρ > 0 is chosen small enough so that
{
w ∈ C : |w − w0| ≤ ρ
} ∩ Z ′ = {w0}.
According to Definition 4.2, if the function F is holomorphic in D, then, the characteristic
values of F are just the complex numbers w where the operator F (w) is not invertible. Then,
results of [20] and [21, Section 4] imply that mult(w) is an integer.
Let Ω ⊆ D be a connected domain with boundary ∂Ω not intersecting Z ′. The sum of the
multiplicities of the characteristic values of the function F lying in Ω is called the index of F with
respect to the contour ∂Ω and is defined by
Ind∂ΩF :=
1
2ipi
Tr
∫
∂Ω
F ′(z)F (z)−1dz =
1
2ipi
Tr
∫
∂Ω
F (z)−1F ′(z)dz. (4.11)
Let us contextualize the previous discussion for our model. We reformulate our characterization
of the resonances near z = 0 as follows:
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Proposition 4.2 For k ∈ D∗ε0(0), the following assertions are equivalent:
(a) z0(k1) = k21 ∈M0 is a resonance of HV ,
(b) z0,1 = z0(k1) is a pole of RV (z),
(c) −1 is an eigenvalue of TV (z0(k1)) := VW−δR0
(
z0(k1)
)
W−δ,
(d) k1 is a characteristic value of I + TV
(
z0(·)
)
.
Moreover, thanks to (2.13), the multiplicity of the resonance z0(k1) coincides with that of
the characteristic value k1.
Proof. The equivalence (a)⇐⇒ (b) is just Definition 2.2.
The equivalence (b)⇐⇒ (c) is an immediate consequence of the identity(
I + VW−δR0(z)W−δ
)(
I − VW−δRV (z)W−δ
)
= I,
which follows from the resolvent equation.
The equivalence (c)⇐⇒ (d) follows from Definition 4.2. 
In a similar way, the following proposition holds:
Proposition 4.3 For k ∈ D∗ε0(0), the following assertions are equivalent:
(a) z4(k0) = 4− k20 ∈M4 is a resonance of HV ,
(b) z˜4,0 = z˜4(k0) = 4− z4(k0) = k20 is a pole of R−VJ (u),
(c) −1 is an eigenvalue of T−VJ (z˜4(k)) := −VJW−δR0
(
z˜4(k)
)
W−δ,
(d) k0 is a characteristic value of I + T−VJ (z˜4
(·)).
Moreover, thanks to (2.16), the multiplicity of the resonance z4(k0) coincides with that of
the characteristic value k0.
4.4 Proof of Theorem 2.4
4.4.1 Preliminary results
Our goal in this section is to split near the spectral thresholds z = 0 and z = 4, the weighted
resolvent TV
(
z(k)
)
, z(k) = k2, into a sum of a singular part at k = 0 and a holomorphic part in
the whole open disk Dε0(0), with values in S∞
(
`2(Z)
)
.
From (4.1), we know that the kernel of W−δ
(
H0 − z(k)
)−1
W−δ is given by
e−
δ
2 |n|R0
(
z(k), n−m)e− δ2 |m|,
with
R0
(
z(k), n−m) = iei|n−m|2 arcsin k2
k
√
4− k2 =
i
k
√
4− k2 +
i
(
ei|n−m|2 arcsin
k
2 − 1
)
k
√
4− k2
=
i
2k
+ α(k) + β(k),
(4.12)
where the functions α and β are defined by
α(k) := i
(
1
k
√
4− k2 −
1
2k
)
and β(k) :=
i
(
ei|n−m|2 arcsin
k
2 − 1
)
k
√
4− k2 .
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Moreover, it is not difficult to show that the functions α and β can be extended to holomorphic
functions in Dε0(0). By combining (4.1) and (4.12), we get for k ∈ Dε0(0)(
W−δ
(
H0 − z(k)
)−1
W−δx
)
(n) =
∑
m∈Z
ie−
δ
2 |n|e−
δ
2 |m|x(m)
2k
+
(
A(k)x
)
(n), (4.13)
where A(k) is the operator defined by(
A(k)x
)
(n) :=
∑
m∈Z
e−
δ
2 |n|α(k)e−
δ
2 |m|x(m) +
∑
m∈Z
e−
δ
2 |n|β(k)e−
δ
2 |m|x(m). (4.14)
Let Θ : `2(Z) −→ C be the operator defined by Θ(x) := 〈x, e− δ2 |·|〉
`2(Z)so that its adjoint Θ
∗ :
C −→ `2(Z) be given by (Θ∗(λ))(n) := λe− δ2 |n|. Then, this together with (4.13) yields(
W−δ
(
H0 − z(k)
)−1
W−δx
)
(n) =
i
(
Θ∗Θx
)
(n)
2k
+
(
A(k)x
)
(n). (4.15)
By combining (4.10) and (4.15), we finally obtain
TV
(
z(k)
)
= V
iΘ∗Θ
2k
+ V A(k).
We therefore have proved the following result:
Proposition 4.4 For k ∈ D∗ε0(0), the operator TV
(
z(k)
)
admits the decomposition
TV
(
z(k)
)
=
iV
k
M ∗M + V A(k), M := 1√
2
Θ,
with the operator A(k) given by (4.14). Moreover, k 7→ V A(k) is holomorphic in the open disk
Dε0(0), with values in S∞
(
`2(Z)
)
.
Remark 4.2 Notice that MM ∗ : C −→ C is the rank-one operator given by
MM ∗(λ) =
λ
2
〈
e−
δ
2 |·|, e−
δ
2 |·|
〉
`2(Z) =
λ
2
Tr
(
e−δ|·|
)
,
Tr
(
e−δ|·|
)
standing for the trace of the multiplication operator by the function Z 3 n 7→ e−δ|n|.
Then, so is the operator M ∗M : `2(Z) −→ `2(Z).
4.4.2 End of the proof
Let µ ∈ {0, 4}. Then, from Propositions 4.2 and 4.3 together with Proposition 4.4, it follows that
zµ(k) is a resonance of HV near µ if and only if k is a characteristic value of the operator
I + TV
(
z(k)
)
= I +
iV
k
M ∗M + V A(k).
Since the operator V A(k) is holomorphic in the open disk Dε0(0) with values in S∞
(
`2(Z)
)
, while
iV M ∗M is a finite-rank operator, then, Theorem 2.4 follows immediately by applying Proposition
4.1 with
• D = Dr(0),
• Z = {0},
• F = I + TV
(
z(·)).
This concludes the proof of Theorem 2.4.
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5 On positive commutators
In this section, we extend the validity of the Mourre theory in a non-selfadjoint setting under
optimal regularity assumptions. In what follows, H is a fixed Hilbert space and A is a selfadjoint
operator densely defined on H . We recall that the classes Ck(A) and C1,1(A), k ∈ N, have been
introduced in Definitions 2.4 and 2.5. Throughout this section, H belongs to B(H ) and we denote
σ+ := maxσ
(
Im(H)
)
and σ− := minσ
(
Im(H)
)
.
As a general rule, a statement involving the symbol ± has to be understood as two independent
statements.
5.1 Abstract results
The abstract results we are about to introduce associate the existence of positive commutation
relations with the control of some spectral properties of the operator H. We start by describing
these positivity conditions. Let ∆ ⊂ R be a Borel subset:
Assumptions
(M+) Re(H) ∈ C1(A) and there exist a+ > 0, b+ > 0 and β+ ≥ 0 such that
iadA
(
Re(H)
)
+ β+(σ+ − ImH) ≥ a+ERe(H)(∆)− b+E⊥Re(H)(∆).
(M−) Re(H) ∈ C1(A) and there exist a− > 0, b− > 0 and β− ≥ 0 such that
iadA
(
Re(H)
)
+ β−(ImH − σ−) ≥ a−ERe(H)(∆)− b−E⊥Re(H)(∆).
(M) Re(H) ∈ C1(A) and there exist c∆ > 0, K ∈ S∞(H ), such that
ERe(H)(∆)i
(
adA
(
Re(H)
))
ERe(H)(∆) ≥ c∆ERe(H)(∆) +K, (5.1)
Remark 5.1 Assumptions (M±) stated with β± = 0 are equivalent to Assumption (M) stated
with K = 0. Indeed, if B ∈ B(H ) is symmetric and E is an orthogonal projection acting on H ,
then the following statements are equivalent:
(a) There exists c > 0 such that EBE ≥ cE.
(b) There exist a > 0, b > 0, such that B ≥ aE − bE⊥, with E⊥ = 1− E.
(c) There exist a > 0, b > 0, such that B ≥ a− (a+ b)E⊥, with E⊥ = 1− E,
where inequalities are understood in the sense of quadratic forms.
We start by a reformulation of [31, Proposition 2.4] and refer to Section 5.2 for its proof.
Lemma 5.1 Let H ∈ B(H ) and ∆ ⊂ R be a Borel subset.
• Assume (M) holds on ∆. Then, Ep(H) ∩
(
∆ + i{σ±}
) ⊂ (σpp(Re(H)) ∩ ∆) + i{σ±}. In
particular, the set Ep(H) ∩
(
∆ + i{σ±}
)
is finite and each of these eigenvalues has finite
geometric multiplicity. If (M) holds with K = 0, then Ep(H) ∩
(
∆ + i{σ±}
)
= ∅.
• Assume that Re(H) ∈ C1(A) and that iadA(Re(H)) > 0 (i.e. positive and injective). Then,
Ep(H) ∩
(
R+ i{σ±}
)
= ∅.
Remark 5.2 If H ∈ C1(A), then, Re(H) and Im(H) belong to C1(A) and,
adA
(
Re(H)
)
= i Im
(
adA(H)
)
,
adA
(
Im(H)
)
= −iRe (adA(H)).
Indeed, H∗ ∈ C1(A) and adA(H∗) = −
(
adA(H)
)∗, see e.g. [1, Proposition 5.1.7].
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We recall that if H ∈ C1,1(A), then H ∈ C1(A).
Theorem 5.1 Let H ∈ C1,1(A), ∆ ⊂ R be an open interval and s > 1/2.
• Assume (M+) holds on ∆. For any relatively compact interval ∆0, ∆0 ⊂ ∆, we have
sup
z∈∆0+i(σ+,∞)
‖〈A〉−s(z −H)−1〈A〉−s‖ <∞.
• Assume (M−) holds on ∆. For any relatively compact interval ∆0, ∆0 ⊂ ∆, we have
sup
z∈∆0+i(−∞,σ−)
‖〈A〉−s(z −H)−1〈A〉−s‖ <∞.
The proof of Theorem 5.1 is carried out through Sections 5.3–5.5.
Remark 5.3 Once observed that for any s > 0 and for any z ∈ ∆0+i((−∞, σ−−1]∪[σ++1,∞)),
we have
‖(z −H)−1‖ ≤ 1/dist(z,N (H)) ≤ 1,
the proof of Theorem 5.1 reduces to bound the weighted resolvent uniformly for z ∈ ∆0+i(σ+, σ++1]
and z ∈ ∆0 + i[σ− − 1, σ−) respectively.
Remark 5.4 Theorem 5.1 can be formulated equivalently with weights of the form h(A), h¯(A)
instead of 〈A〉−s, where h : R → C is such that: 0 < c1 ≤ h(x)〈x〉s ≤ c2 for some c1 > 0, c2 > 0
and s > 1/2. For technical reasons, the proof of Theorem 5.1 is actually developed with weights of
the form h(A) where h(x) = (|x|+ 1)−s.
Interpolation spaces can also be introduced within this framework in order to obtain an optimal
version on the Besov scales.
Theorem 5.1 can be reformulated as follows:
Corollary 5.1 Let H ∈ C1,1(A), ∆ ⊂ R be an open interval and s > 1/2. Let ∆1 be an open
bounded interval such that ∆0 ⊂ ∆1 ⊂ ∆1 ⊂ ∆. Let χ ∈ C∞0 (R) be supported on ∆1 and taking
value 1 on ∆0.
• Assume (M+) holds on ∆. Then, we have
sup
z∈R+i(σ+,∞)
∥∥〈A〉−sχ(Re(H))(z −H)−1χ(Re(H))〈A〉−s∥∥ <∞.
• Assume (M−) holds on ∆. Then, we have
sup
z∈R+i(−∞,σ−)
∥∥〈A〉−sχ(Re(H))(z −H)−1χ(Re(H))〈A〉−s∥∥ <∞.
Synthesizing Lemma 5.1 and Theorem 5.1, we obtain:
Corollary 5.2 Let H ∈ C1,1(A). Assume (M) holds on some open interval ∆ ⊂ R. Then,
• Ep(H)∩
(
∆+i{σ±}
) ⊂ (σpp(Re(H))∩∆)+i{σ±}. In particular, the set Ep(H)∩(∆+i{σ±})
is finite and each of these eigenvalues has finite geometric multiplicity.
• Let s > 1/2. For any relatively compact interval ∆0 ⊂ ∆ such that ∆0 ⊂ ∆ \ Ep(Re(H)),
sup
z∈∆0+i(σ+,∞)
‖〈A〉−s(z −H)−1〈A〉−s‖ <∞.
For any relatively compact interval ∆0 ⊂ ∆ such that ∆0 ⊂ ∆ \ Ep(Re(H)),
sup
z∈∆0+i(−∞,σ−)
‖〈A〉−s(z −H)−1〈A〉−s‖ <∞.
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The proofs of Corollaries 5.1 and 5.2 are postponed to Sections 5.6 and 5.7 respectively.
We conclude this section by the following remark. If H is selfadjoint in Theorem 5.1, that is
H = Re(H), Im(H) = 0 and σ± = 0, we recover [1, Theorem 7.3.1]. Namely,
Theorem 5.2 Let H ∈ C1,1(A) be selfadjoint, ∆ ⊂ R be an open interval and s > 1/2. Assume
(M±) hold on ∆ with β± = 0, then for any relatively compact interval ∆0, ∆0 ⊂ ∆, we have
sup
z∈∆0+iR∗
‖〈A〉−s(z −H)−1〈A〉−s‖ <∞. (5.2)
5.2 Proof of Lemma 5.1
We start with the following lemma:
Lemma 5.2 Let H ∈ B(H ). Assume that there exist ϕ ∈ H and λ ∈ R such that Hϕ =
(λ+ iσ±)ϕ. Then, Re(H)ϕ = λϕ. In particular,
Ep(H) ∩
(
R+ i{σ±}
) ⊂ (Ep(Re(H)) ∩ R)+ i{σ±}. (5.3)
Proof. We have
〈ϕ, Im(H)ϕ〉 = Im (〈ϕ,Hϕ〉) = σ±‖ϕ‖2,
σ−‖ϕ‖2 ≤ 〈ϕ, Im(H)ϕ〉 ≤ σ+‖ϕ‖2 .
(5.4)
To fix ideas, let us consider the + case. We have
∥∥√σ+ − Im(H)ϕ∥∥2 = 〈ϕ, (σ+ − Im(H))ϕ〉 = 0,
so
√
σ+ − Im(H)ϕ = 0, and hence Im(H)ϕ = σ+ϕ and Re(H)ϕ = λϕ. 
Let us prove now Lemma 5.1. Assume (M) holds. As a consequence of the Virial Theorem, see
e.g. [1, Corollary 7.2.11], σpp
(
Re(H)
) ∩∆ is necessarily finite with finite multiplicity. Moreover,
it is empty if K = 0. In view of Lemma 5.2, this proves the first statement of Lemma 5.1.
If there exists ϕ ∈ H such that Hϕ = (λ + iσ+)ϕ for some λ ∈ R, then Re(H)ϕ = λϕ,
due to Lemma 5.2. Assuming that Re(H) ∈ C1(A), we can apply the Virial Theorem (see e.g.
[1, Proposition 7.2.10]) to deduce that 〈ϕ, iadA(Re(H))ϕ〉 = 0. If in addition iadA(Re(H)) > 0,
then necessarily ϕ = 0. This means that Ep(H) ∩
(
R + i{σ+}
)
= ∅. Similarly, we have that
Ep(H) ∩
(
R+ i{σ−}
)
= ∅, which proves the second statement of Lemma 5.1.
5.3 Deformed resolvents and first estimates
The proof of Theorem 5.1 is based on Mourre’s differential inequality strategy. Our presentation
interpolates between [1] and [30]. Throughout this section, ∆ ⊂ R denotes an open interval and
H ∈ C1(A). In particular Re(H) ∈ C1(A) (see Remark 5.2). For further use, we formulate various
additional hypotheses, that will be related to the condition H ∈ C1,1(A) in Section 5.5.
We assume there exist 0 < 0 ≤ 1 and two maps
S : (0, 0) → B(H ),
B : (0, 0) → B(H ),
such that
Assumptions
(A1) there exists C > 0 so that for any  ∈ (0, 0), ‖S()−H‖ ≤ C,
(A2) lim
→0
‖B()− iadA(H)‖ = 0,
(A3) lim
→0
−1‖S()−H‖ = 0,
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(A4) the maps S and B are continuously differentiable on (0, 0) w.r.t. the operator norm topology,
(A5) sup
∈(0,0)
‖B()‖ <∞,
(A6) for any  ∈ (0, 0), S() and B() belong to C1(A).
Note that Assumptions (A1)–(A4) allow to extend continuously the functions S, B and ∂S on
[0, 0), by setting S(0) = H, B(0) = iadA(H) and (∂S)(0) = 0.
For  ∈ (0, 0)× C, we denote
Q± :=
S()−H

∓ i(B()− iadA(H)),
R± :=
S()−H

∓ iB() = Q± ± adA(H),
and set Q±0 = 0, R
±
0 := ±adA(H). We also define for (, z) ∈ [0, 0)× C,
T± (z) = z − S()± iB() = T0(z)± i
(
iadA(H)
)− Q±
= T0(z)− R± ,
(5.5)
where T0(z) = T±0 (z) = z −H.
Due to Assumptions (A1)–(A4), the maps  7→ Q± and  7→ R± are continuous on [0, 0) w.r.t.
the operator norm topology. Using (A1), (A3) and (A5), we also have
CR := sup
∈[0,0)
‖R± ‖ <∞. (5.6)
Thus, it follows that:
Lemma 5.3 Assume that (A1)–(A5) hold. Then, for any z ∈ C, any  ∈ [0, 0), we have∥∥T± (z)− T0(z)∥∥ ≤ CR. (5.7)
Lemma 5.4 Assume that (A1)–(A4) hold. Then, for any z ∈ C such that Im(z) ∈ [σ+, σ+ + 1]∪
[σ− − 1, σ−], any  ∈ (0, 0], any p > 0 and any ψ ∈H , we have∣∣〈ψ, Im (T0(z))ψ∣∣ ≤ 1
2p
‖T± (z)ψ‖2 +
(
CR+
p
2
)
‖ψ‖2,∣∣〈ψ, Im (T0(z))ψ∣∣ ≤ 1
2p
∥∥T± (z)∗ψ∥∥2 + (CR+ p2)‖ψ‖2.
(5.8)
In particular, for any z ∈ C such that Im(z) ∈ [σ+, σ+ + 1] ∪ [σ− − 1, σ−], any  ∈ (0, 0], any
p > 0 and any ψ ∈H , we also have∥∥ Im (T0(z))ψ∥∥2 ≤ σ0
2p
‖T± (z)ψ‖2 + σ0
(
CR+
p
2
)
‖ψ‖2,∥∥ Im (T0(z))ψ∥∥2 ≤ σ0
2p
∥∥T± (z)∗ψ∥∥2 + σ0(CR+ p2)‖ψ‖2, (5.9)
where σ0 := supz∈C,Im(z)∈[σ+,σ++1]∪[σ−−1,σ−]
∥∥ Im (T0(z))∥∥ = σ+ − σ− + 1.
Proof. Due to Lemma 5.3, for any z ∈ C, any ψ ∈H and any  ∈ [0, 0),
|〈ψ, Im(T0(z))ψ〉| ≤ |〈ψ, T0(z)ψ〉| ≤ |〈ψ, T± (z)ψ〉|+ CR‖ψ‖2 ≤ ‖ψ‖‖T± (z)ψ‖+ CR‖ψ‖2,
while for any p > 0,
‖ψ‖‖T± (z)ψ‖ ≤
1
2p
‖T± (z)ψ‖2 +
p
2
‖ψ‖2.
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Once observed that Im(T0(z)∗) = − Im(T0(z)), some analog inequalities hold with T0(z)∗ and
T± (z)
∗ instead of T0(z) and T± (z). This allows us to conclude about the first estimates. Now,
note that if Im(z) ∈ [σ+, σ+ + 1], Im
(
T0(z)
) ≥ 0, and if Im(z) ∈ [σ− − 1, σ−], Im (T0(z)) ≤ 0. So,
for any ψ ∈H and any z ∈ C such that Im z ∈ [σ+, σ+ + 1] ∪ [σ− − 1, σ−],∥∥ Im (T0(z))ψ∥∥2 ≤ ∥∥ Im (T0(z))∥∥∣∣〈ψ, Im (T0(z))ψ〉∣∣ ≤ σ0∣∣〈ψ, Im (T0(z))ψ〉∣∣. (5.10)
The last estimates follow immediately from the first ones. 
In order to shorten our notations, we denote for any Borel set ∆0 ⊂ R,
∆+0 := ∆0 + i[σ+, σ+ + 1],
∆−0 := ∆0 + i[σ− − 1, σ−],
∆o 0
+ := ∆0 + i(σ+, σ+ + 1],
∆o 0
− := ∆0 + i[σ− − 1, σ−),
Until the end of the section, we fix ∆0 as a relatively compact subset of ∆, such that ∆0 ⊂ ∆. In
particular, δ0 := dist(∆0,∆c) > 0.
Lemma 5.5 Assume that (A1)–(A5) hold. For any z ∈ ∆±0 , any  ∈ [0, 0), any p > 0 and any
ϕ ∈H , we have
‖E⊥Re(H)(∆)ϕ‖2 ≤ 3δ−20
(
(1 +
σ0
2p
)‖T± (z)ϕ‖2 + (C2R2 + σ0CR+ σ0
p
2
)‖ϕ‖2
)
,
‖E⊥Re(H)(∆)ϕ‖2 ≤ 3δ−20
(
(1 +
σ0
2p
)‖T± (z)∗ϕ‖2 + (C2R2 + σ0CR+ σ0
p
2
)‖ϕ‖2
)
.
(5.11)
Proof. For for Re(z) ∈ ∆0 we have δ0
∥∥(Re(T0(z)))−1E⊥Re(H)(∆)∥∥ ≤ 1. So, if z ∈ ∆±0 , we can
write
E⊥Re(H)(∆) =
(
Re(T0(z))
)−1
E⊥Re(H)(∆)
(
T± (z)− i Im
(
T0(z)
)
+ R±
)
,
E⊥Re(H)(∆) =
(
Re(T0(z))
)−1
E⊥Re(H)(∆)
(
T± (z)
∗ + i Im
(
T0(z)
)
+ R±∗
)
,
(5.12)
and deduce from the triangular inequality that
‖E⊥Re(H)(∆)ϕ‖2 ≤ 3δ−20
(
‖T± (z)ϕ‖2 +
∥∥ Im (T0(z))ϕ∥∥2 + C2R2‖ϕ‖2),
‖E⊥Re(H)(∆)ϕ‖2 ≤ 3δ−20
(∥∥T± (z)∗ϕ‖2 + ∥∥ Im (T0(z))ϕ∥∥2 + C2R2‖ϕ‖2). (5.13)
The conclusion follows now from Lemma 5.4. 
From now on, we fix
p± =
a±δ20
4β±δ20 + 6(a± + b±)σ0
. (5.14)
In view of Hypotheses (A2), (A3) and (M), we can also assume without any restriction that 0 > 0
is chosen such that:
Assumption (A7)
3(a± + b±)
δ20
(
(CR0)
2 + σ0CR0
)
+ β±CR0 + sup
∈[0,0)
∥∥ Im(Q± )∥∥ ≤ a±4 .
Assumption (A7) combined with (5.14) ensures that
3(a± + b±)
δ20
sup
∈[0,0)
(
(CR0)
2 + σ0CR0 +
σ0p±
2
)
+β± sup
∈[0,0)
(
CR+
p±
2
)
+ sup
∈[0,0)
∥∥ Im(Q± )∥∥ ≤ a±2 .
(5.15)
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For z ∈ C, we have
Im
(
T± (z)
)
= Im(z)− Im (S())± Re (B()) = Im(z−H)± iadA(Re(H))−  Im(Q± ). (5.16)
Assuming (M+), we get for z ∈ ∆ + i[σ+,∞),
Im
(
T+ (z)
)
= − Im (T+ (z)∗)
≥ ( Im(z)− σ+)+ a+− (a+ + b+)E⊥Re(H)(∆)− β+(σ+ − ImH)−  Im(Q+ )
≥ ( Im(z)− σ+)+ a+− (a+ + b+)E⊥Re(H)(∆)− β+ Im(T0(z))−  Im(Q+ ). (5.17)
Assuming (M-), we get for z ∈ ∆ + i(−∞, σ−],
− Im (T− (z)) = Im (T− (z)∗)
≥ (σ− − Im(z))+ a−− (a− + b−)E⊥Re(H)(∆)− β−(ImH − σ−) +  Im(Q− )
≥ (σ− − Im(z))+ a−− (a− + b−)E⊥Re(H)(∆) + β− Im(T0(z)) +  Im(Q− ).
(5.18)
This leads us to:
Proposition 5.1 Assume that (A1)–(A5) and (A7) hold.
• If (M+) holds, then there exists C+1 > 0 such that for any  ∈ [0, 0), any ϕ ∈ H and any
z ∈ ∆+0 ,
Im
(〈ϕ, T+ (z)ϕ〉)+ C+1 ‖T+ (z)ϕ‖2 ≥ d+( Im(z), )‖ϕ‖2, (5.19)
− Im (〈ϕ, (T+ (z))∗ϕ〉)+ C+1 ‖(T+ (z))∗ϕ‖2 ≥ d+( Im(z), )‖ϕ‖2, (5.20)
with d+(Im(z), ) := (Im(z)− σ+) + a˜+, a˜+ = a+/2.
• If (M−) holds, then there exists C−1 > 0 such that for any  ∈ [0, 0), any ϕ ∈ H and any
z ∈ ∆−0 ,
− Im (〈ϕ, T− (z)ϕ〉)+ C−1 ‖T− (z)ϕ‖2 ≥ d−( Im(z), )‖ϕ‖2, (5.21)
Im
(〈ϕ, T− (z)∗ϕ〉)+ C−1 ‖T− (z)∗ϕ‖2 ≥ d−( Im(z), )‖ϕ‖2, (5.22)
with d−(Im(z), ) := −(Im(z)− σ−) + a˜−, a˜− = a−/2.
In particular, T± (z) is boundedly invertible as soon as  ∈ [0, 0), z ∈ ∆±0 and d±
(
Im(z), 
)
> 0.
Remark 5.5 The constants C±1 can be explicitly chosen as:
C±1 :=
3(a± + b±)
δ20
(
1 +
σ0
2p±
)2
+
β±
2p±
. (5.23)
Proof. Inequalities (5.19) and (5.20) follow from (5.17), Lemmata 5.4 and 5.5, while inequalities
(5.21) and (5.22) follows from (5.18), Lemmata 5.4 and 5.5.
Fix  ∈ [0, 0), z ∈ ∆+0 with d+
(
Im(z), 
)
> 0. Inequalities (5.19) and (5.20) show that T+ (z)
and T+ (z)∗ are injective from H into itself and have closed ranges. Since
Ran
(
T+ (z)
)
=
(
Ker
(
T+ (z)
∗))⊥,
we deduce that T+ (z) and (T+ (z))∗ are actually bijective and boundedly invertible. Similarly, fix
 ∈ [0, 0), z ∈ ∆−0 with d−
(
Im(z), 
)
> 0. Inequalities (5.21) and (5.22) show T− (z) and T− (z)∗
are injective from H into itself and have closed ranges. Since
Ran
(
T− (z)
)
=
(
Ker
(
T− (z)
∗))⊥,
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we deduce that T− (z) and (T− (z))∗ are actually bijective and boundedly invertible. 
In view of Proposition 5.1, we define for any  ∈ [0, 0), z ∈ ∆±0 with d±
(
Im(z), 
)
> 0,
G± (z) :=
(
T± (z)
)−1
. (5.24)
As a direct consequence of Proposition 5.1, we obtain
Proposition 5.2 Assume that (A1)–(A5), (M±) and (A7) hold. First, we have
C±0 := sup
(,z)∈[0,0)×∆±0 ,d±(Im(z),)>0
d±
(
Im(z), 
)‖G± (z)‖ <∞. (5.25)
In addition, for C+1 defined in Proposition 5.1, we have:
• For any  ∈ (0, 0), z ∈ ∆+0 ,
‖G+ (z)ϕ‖ ≤
√
2C+1
a+
‖ϕ‖+
√
2
∣∣ Im (〈ϕ,G+ (z)ϕ〉)∣∣
a+
, (5.26)
‖G+ (z)∗ϕ‖ ≤
√
2C+1
a+
‖ϕ‖+
√
2
∣∣ Im (〈ϕ,G+ (z)ϕ〉)∣∣
a+
. (5.27)
• For any  ∈ (0, 0), z ∈ ∆−0 ,
‖G− (z)ϕ‖ ≤
√
2C−1
a−
‖ϕ‖+
√
2
∣∣ Im (〈ϕ,G− (z)ϕ〉)∣∣
a−
, (5.28)
‖G− (z)∗ϕ‖ ≤
√
2C−1
a−
‖ϕ‖+
√
2
∣∣ Im (〈ϕ,G− (z)ϕ〉)∣∣
a−
. (5.29)
Proof. Observe first that for any  ∈ [0, 0), z ∈ ∆±0 with d±
(
Im(z), 
)
> 0,
G± (z)
∗ Im
(
T± (z)
)
G± (z) = − Im
(
G± (z)
)
. (5.30)
Once replaced ϕ by G+ (z)ϕ in (5.19), resp. by G− (z)ϕ in (5.21), Proposition 5.1 reads: for any
 ∈ [0, 0), z ∈ ∆±0 , d±
(
Im(z), 
)
> 0,∣∣ Im (〈G± (z)ϕ,ϕ〉)∣∣+ C±1 ‖ϕ‖2 ≥ d±( Im(z), )‖G± (z)ϕ‖2.
But, for all  ∈ [0, 0), z ∈ ∆±0 with d±
(
Im(z), 
)
> 0, we have∣∣ Im (〈G± (z)ϕ,ϕ〉)∣∣ ≤ |〈G± (z)ϕ,ϕ〉| ≤ ‖ϕ‖‖G± (z)ϕ‖. (5.31)
Multiplying both sides by d±
(
Im(z), 
)
and using the fact that d±
(
Im(z), 
) ≤ 1+0a˜± if z ∈ ∆±0 ,
we deduce that
d±
(
Im(z), 
)‖G± (z)ϕ‖‖ϕ‖+ C±1 (1 + 0a˜±)0‖ϕ‖2 ≥ d±( Im(z), )2‖G± (z)ϕ‖2. (5.32)
Taking first supremum over the vectors ϕ of norm 1, we deduce that C±0 <∞.
For any  ∈ (0, 0), z ∈ ∆±0 , inequality (5.3) implies that∣∣ Im (〈G± (z)ϕ,ϕ〉)∣∣+ C±1 ‖ϕ‖2 ≥ a˜±‖G± (z)ϕ‖2,
which implies estimates (5.26) and (5.28).
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Note that ‖G± (z)∗‖ = ‖G± (z)‖ whenever it exists. Once replaced ϕ by G+ (z)∗ϕ in (5.20),
resp. by G− (z)∗ϕ in (5.22), Proposition 5.1 reads: for any  ∈ [0, 0), z ∈ ∆±0 , d±
(
Im(z), 
)
> 0,∣∣ Im (〈G± (z)∗ϕ,ϕ〉)∣∣+ C±1 ‖ϕ‖2 ≥ a˜±‖G± (z)∗ϕ‖2.
Estimates (5.27) and (5.29) follow at once. 
We recall that for z ∈ C \ N (H), we have ‖(z − H)−1‖ ≤ 1/dist(z,N (H)). In particular,
if z ∈ ∆o 0±, ‖(z − H)−1‖ ≤ | Im(z) − σ±|−1. The following estimates follows directly from
Proposition 5.2 and Lemma 5.3:
Corollary 5.3 Assume that (A1)–(A5), (M±) and (A7) hold. For any  ∈ [0, 0) and any z ∈
∆o 0
±, we have
‖G± (z)− (z −H)−1‖ ≤ min
(
CRC
±
0 ∣∣ Im(z)− σ±∣∣2 , 2CRC
±
0
a
∣∣ Im(z)− σ±∣∣
)
.
Proof. For any  ∈ [0, 0) and any z ∈ ∆o 0+, G+ (z)−(z−H)−1 = G+ (z)
(
T0(z)−T+ (z)
)
(z−H)−1.
We obtain the first estimate by using Lemma 5.3 and Proposition 5.2.
The proof of the second estimate is analogous. 
Let 1/2 < s ≤ 1. For any  ∈ (0, 0), z ∈ ∆±0 , we define
F±s,(z) := Ws()G
±
 (z)Ws(),
where Ws() := (|A|+ 1)−s(|A|+ 1)s−1.
Note that for any s ∈ (1/2, 1], (Ws())∈[0,0) is a family of bounded selfadjoint operators. In
particular, sup∈[0,1] ‖Ws()‖ ≤ 1. Proposition 5.2 entails immediately:
Corollary 5.4 Assume that (A1)–(A5), (M±) and (A7) hold. We have
sup
∈(0,0),z∈∆±0
‖F±s,(z)‖ ≤
2C±0
a±
<∞.
In addition, for any  ∈ (0, 0), z ∈ ∆±0 , we have
‖G± (z)Ws()‖ ≤
√
2C±1
a±
+
√
2‖F±s,(z)‖
a±
,
‖Ws()G± (z)‖ = ‖(G± (z))∗Ws()‖ ≤
√
2C±1
a±
+
√
2‖F±s,(z)‖
a±
.
5.4 Differential Inequalities
Next, we derive a system of differential inequalities for the weighted deformed resolvents F±s,(z).
We recall the following basic facts and refer to [1, Lemma 7.3.4] for proofs.
Lemma 5.6 Assume that (A1)–(A5), (M±) and (A7) hold. Then, for any fixed z ∈ ∆±0 , the map
 7→ G± (z) is continuous on the interval [0, 0) w.r.t. the operator norm topology, continuously
differentiable on (0, 0) w.r.t. the operator norm topology, with
∂G
+
 (z) = G
+
 (z)
(
∂S()− i∂B()− iB()
)
G+ (z),
∂G
−
 (z) = G
−
 (z)
(
∂S() + i∂B() + iB()
)
G− (z) .
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Lemma 5.7 Assume that (A1)–(A7), (M±) hold. Then, for any  ∈ [0, 0), z ∈ ∆±0 , we have
G± (z) ∈ C1(A), with
adAG
+
 (z) = G
+
 (z)
(
adA
(
S()
)− iadA(B()))G+ (z),
adAG
−
 (z) = G
−
 (z)
(
adA
(
S()
)
+ iadA
(
B()
))
G− (z).
Summing up, we obtain:
Proposition 5.3 Assume that (A1)–(A7), (M±) hold. Then, for any  ∈ (0, 0), z ∈ ∆±0 , the
map  7→ G± (z) is continuously differentiable on (0, 0) w.r.t. the operator norm topology with
∂G
+
 (z) = adA
(
G+ (z)
)
+G+ (z)Q+()G+ (z),
∂G
−
 (z) = −adA
(
G− (z)
)
+G− (z)Q−()G− (z),
where
Q+ = ∂S − i∂B − iB − adAS + iadAB,
Q− = ∂S + i∂B + iB + adAS + iadAB.
This is the first key to state some differential inequalities. Now, for any fixed 1/2 < s < 1, the
map  7→ Ws() is strongly continuous on [0, 0) and converges strongly to (|A|+ 1)−s as  tends
to zero. Let us introduce for any  ∈ (0, 0),
q±() := −1‖Q±()‖ . (5.33)
We have:
Proposition 5.4 Assume that (A1)–(A7), (M±) hold. Let 1/2 < s < 1. For any fixed z ∈ ∆±0 ,
the map  7→ F±s,(z) is weakly continuously differentiable on (0, 0) and for any ϕ ∈ H , any
 ∈ (0, 0),
∣∣〈ϕ, ∂F±s,(z)ϕ〉∣∣ ≤ 2C±1a± ‖ϕ‖2
(
δ0ωs() + 2q
±()
)
+ 2
√
2|〈ϕ, F±s,(z)ϕ〉|
a±
‖ϕ‖ωs() + 4
a±
q±()|〈ϕ, F±s,(z)ϕ〉|. (5.34)
where the function ωs is defined for s > 0 and  ∈ (0,∞) by ωs() := 1 + (1− s)s−1.
Proof. First, note that the map  7→ Ws() is strongly continuously differentiable on the interval
(0, 0) and that for any  ∈ (0, 0) and any ϕ ∈H , we have
‖∂Ws()ϕ‖ ≤ (1− s)s−1‖ϕ‖. (5.35)
Due to Proposition 5.3, for any fixed z ∈ ∆±0 , the map  7→ F±s,(z) is weakly continuously
differentiable on (0, 0). Fix z ∈ ∆±0 . We have that for any  ∈ (0, 0),
|〈ϕ, ∂F±s,(z)ϕ〉| ≤ |〈(∂Ws())ϕ,G± (z)Ws()ϕ〉+ 〈Ws()ϕ,G± (z)(∂Ws())ϕ〉|
+ |〈Ws()ϕ, (∂G± (z))Ws()ϕ〉|.
(5.36)
Using consecutively Cauchy Schwarz inequality, Proposition 5.2 and estimate (5.35), the first term
on the r.h.s. of (5.36) is bounded by
‖∂Ws()ϕ‖
(‖G± (z)∗Ws()ϕ‖+ ‖G± (z)Ws()ϕ‖)
≤ 2(1− s)s−1
(√
2C±1
a±
‖ϕ‖+
√
2|〈ϕ, F±s,(z)ϕ〉|
a±
)
‖ϕ‖.
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Note that for 1/2 < s < 1, ‖AWs()‖ = ‖Ws()A‖ ≤ 1. Using Proposition 5.3 and Cauchy Schwarz
inequality, the r.h.s. of (5.36) is bounded by∣∣〈Ws()ϕ, adA(G± (z))Ws()ϕ〉∣∣+ |〈G± (z)∗Ws()ϕ,Q±()G± (z)Ws()ϕ〉|
≤ ‖ϕ‖(‖G± (z)Ws()ϕ‖+ ‖G± (z)∗Ws()ϕ‖)+ q±()‖(G± (z))∗Ws()ϕ‖‖G± (z)Ws()ϕ‖.
In view of Proposition 5.2, the r.h.s. of this last inequality is bounded itself by
2‖ϕ‖
√2C±1
a±
‖ϕ‖+
√
2|〈ϕ, F±s,(z)ϕ〉|
a±
+ 4q±()(C±1
a±
‖ϕ‖2 + |〈ϕ, F
±
s,(z)ϕ〉|
a±
)
. (5.37)
From (5.23), we deduce that
a±
C±1
≤ δ
2
0
3
, (5.38)
which allows to obtain (5.34). 
Note that if s = 1, stronger conclusions hold:
Proposition 5.5 Assume that (A1)–(A7), (M±) hold. For any fixed z ∈ ∆±0 , the map  7→ F±1,(z)
is continuously differentiable on (0, 0) w.r.t. the operator norm topology, and for any  ∈ (0, 0),
∥∥∂F±1,(z)∥∥ ≤ 2C±1a±
(
δ0 + 2q
±()
)
+ 2
√
2‖F±1,(z)‖
a±
+
4
a±
q±()‖F±1,(z)‖. (5.39)
Proof. Due to Proposition 5.3, for any fixed z ∈ ∆±0 , the map  7→ F±1,(z) is continuously
differentiable on (0, 0) w.r.t. the operator norm topology. Fix z ∈ ∆±0 . We have that for any
 ∈ (0, 0),
‖∂F±1,(z)‖ = ‖(|A|+ 1)−1(∂G± (z))(|A|+ 1)−1‖.
Note that ‖A(|A|+ 1)−1‖ = ‖(|A|+ 1)−1A‖ ≤ 1. Using again Proposition 5.3, we deduce that
‖∂F±1,(z)‖ ≤
∥∥(|A|+ 1)−1adA(G± (z))(|A|+ 1)−1∥∥
+ ‖(|A|+ 1)−1G± (z)Q±()G± (z)(|A|+ 1)−1‖
≤ ‖G± (z)(|A|+ 1)−1‖+ ‖(|A|+ 1)−1G± (z)‖
+ q±()‖(|A|+ 1)−1G± (z)‖‖G± (z)(|A|+ 1)−1‖.
In view of Corollary 5.4 (with s = 1), the r.h.s. of the last inequality can be bounded by
2
(√
2C±1
a±
+
√
2‖F±1,(z)‖
a±
)
+ 4q±()
(
C±1
a±
+
‖F±1,(z)‖
a±
)
.
From (5.38), we deduce (5.39). 
The next result follows from Propositions 5.4, 5.5 and Gronwall lemma.
Proposition 5.6 Assume that (A1)–(A7), (M±) hold. Fix s ∈ (1/2, 1]. If the function q± belongs
to L1(0, 0), then for any 0 < 1 < 0,
sup
∈(0,1),z∈∆±0
‖F±s,(z)‖ <∞.
31
Proof. Assume q± ∈ L1(0, 0). If s = 1, we deduce directly (5.6) from Proposition 5.5 and
Gronwall Lemma, as stated in e.g. [11] or [1] Lemma 7.A.1, i.e.
sup
∈(0,1),z∈∆±0
‖F±1,(z)‖ ≤
4
a±
C±0 −11 + C±1 (δ0 + 2Cq) +
(∫ 1
0
dµ√
µ
)2 e 4Cqa± <∞,
where Cq = ‖q±‖L1(0,0). If 1/2 < s < 1, an extra step is required. For any  ∈ (0, 1), we have∣∣〈ϕ, F±s,(z)ϕ〉∣∣ ≤ ∣∣〈ϕ, F±s,1(z)ϕ〉∣∣+ ∫ 1

∣∣〈ϕ, ∂µF±s,µ(z)ϕ〉∣∣ dµ.
Note that Corollary 5.4 provides the bound∣∣〈ϕ, F±s,1(z)ϕ〉∣∣ ≤ 2C±01a± ‖ϕ‖2.
Once noted that ‖ωs‖L1(0,1) = s−1, Proposition 5.4 gives
∣∣〈ϕ, F±s,(z)ϕ〉∣∣ ≤ 2a± (C±0 −11 + C±1 (δ0s−1 + 2Cq)) ‖ϕ‖2 + 2
√
2
a±
‖ϕ‖
∫ 1

ωs(µ)
√
|〈ϕ, F±s,µ(z)ϕ〉|
µ
dµ
+
4
a±
∫ 1

q±(µ)|〈ϕ, F±s,µ(z)ϕ〉| dµ. (5.40)
Using again Gronwall Lemma, we deduce that
sup
∈(0,1),z∈∆±0
|〈ϕ, F±s,(z)ϕ〉| ≤
4
a±
‖ϕ‖2
C±0 −11 + C±1 (δ0s−1 + 2Cq) +
(∫ 1
0
ωs(µ)√
µ
dµ
)2 e 4Cqa± <∞,
with
∫ 1
0
ωs(µ)√
µ
dµ =
2s
2s− 1 .
Since ‖F±s,(z)‖ = sup‖ϕ‖=1,‖ψ‖=1 |〈ϕ, F±s,(z)ψ〉|, Proposition 5.6 follows by polarisation. 
Proposition 5.7 Assume that (A1)–(A7), (M±) hold. Fix s ∈ (1/2, 1]. If the function q± belongs
to L1(0, 0), then
sup
z∈ ∆o 0±
‖(|A|+ 1)−s(z −H)−1(|A|+ 1)−s‖ <∞.
Proof. Assume first that s = 1 and fix z ∈ ∆o 0±. Due to Corollary 5.3, for any  ∈ (0, 0),
‖(|A|+ 1)−1(z −H)−1(|A|+ 1)−1 − F±1,(z)‖ ≤
CRC
±
0 
| Im(z)− σ±|2 .
In other words, for any fixed z ∈ ∆o 0±, lim→0+ F±1,(z) = (|A| + 1)−1(z − H)−1(|A| + 1)−1 in
the operator norm topology. By considering Proposition 5.6 and taking the limit when  tends to
zero, we deduce that
sup
z∈ ∆o 0±
‖(|A|+ 1)−1(z −H)−1(|A|+ 1)−1‖ <∞.
Assume now that 1/2 < s < 1. Pick two vectors ϕ, ψ in H and fix again z ∈ ∆o 0±. For any
 ∈ (0, 0),
〈ϕ, (|A|+ 1)−s(z −H)−1(|A|+ 1)−sψ〉 − 〈ϕ, F±1,(z)ψ〉 = 〈Ws()ϕ,
(
(z −H)−1 −G± (z)
)
Ws()ψ〉
+ 〈Ws(0)ϕ, (z −H)−1
(
Ws(0)−Ws()
)
ψ〉
+ 〈(Ws(0)−Ws())ϕ, (z −H)−1Ws()ψ〉.
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Using the facts that ‖Ws()‖ ≤ 1 for any  ∈ [0, 1], ‖(z −H)−1‖ ≤ 1/dist
(
z,N (H)) ≤ | Im(z) −
σ±|−1 and Corollary 5.3, we deduce that
|〈ϕ, (|A|+ 1)−s(z −H)−1(|A|+ 1)−sψ〉 − 〈ϕ, F±1,(z)ψ〉| ≤
CRC
±
0 
| Im(z)− σ±|2 ‖ϕ‖‖ψ‖
+
1
| Im(z)− σ±| ‖(Ws(0)−Ws())ϕ‖‖ψ‖
+
1
| Im(z)− σ±| ‖ϕ‖‖(Ws(0)−Ws())ψ‖.
In other words, for any fixed z ∈ ∆o 0±, w − lim→0+ F±1,(z) = (|A| + 1)−s(z −H)−1(|A| + 1)−s.
Considering Proposition 5.6, taking the limit when  vanishes yields and finally taking supremum
over vectors ϕ and ψ of norm one, gives
sup
z∈ ∆o 0±
‖(|A|+ 1)−s(z −H)−1(|A|+ 1)−s‖ <∞.

In order to conclude about the proof of Proposition 5.1, it remains to show that if H ∈ C1,1(A),
then it satisfies the hypotheses (A1)–(A6) (hence (A7)) and the integrability of the functions q±.
This is the purpose of the next section.
5.5 Last step to the proof of Proposition 5.1
The next result is quoted from [1, Lemma 7.3.6].
Lemma 5.8 Let S ∈ B(H ) be a bounded selfadjoint operator of class C1,1(A). Then, there exists
a family (S())∈(0,1) of bounded operators with the following properties:
• The map  7→ S() with values in B(H ) is of class C∞, ‖S() − S‖ ≤ C for some C > 0
and ∫ 1
0
‖∂S()‖

d <∞.
• For any  ∈ (0, 1), S() ∈ C∞(A) and∫ 1
0
∥∥ad2A(S())∥∥ d <∞.
• S ∈ C1(A), lim→0+
∥∥adA(S()) − adA(S)∥∥ = 0, the map  7→ adA(S()) with values in
B(H ) is of class C∞ and ∫ 1
0
∥∥∂adA(S())∥∥ d <∞.
If H ∈ C1,1(A), its adjoint H∗, hence Re(H) and Im(H) also belong to C1,1(A), see e.g. Lemma
5.2. Applying Lemma 5.8 to both Re(H) and Im(H) shows that the conclusions of Lemma 5.8 are
still valid if H is not selfadjoint.
Given such an operator H, choose the function S as given by Lemma 5.8 (0 = 1) and define
the function B by B = iadA(S). The associated functions Q± are defined on (0, 1) by Q± =
∂S ∓ i∂B + iadA(B). By Lemma 5.8, Assumptions (A1)–(A6) are verified and q± belong to
L1((0, 1)).
Note that if s ≥ 1,
sup
z∈ ∆o 0±
‖(|A|+ 1)−s(z −H)−1(|A|+ 1)−s‖ ≤ sup
z∈ ∆o 0±
‖(|A|+ 1)−1(z −H)−1(|A|+ 1)−1‖.
The proof of Theorem 5.1 follows now directly from Remarks 5.3, 5.4 and Proposition 5.7.
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5.6 Proof of Corollary 5.1
Lemma 5.9 Let H ∈ B(H ), χ ∈ C∞0 (R,R) and A be a selfadjoint operator acting on H . If
Re(H) ∈ C1(A), then, for all s ∈ [−1, 1], the operator 〈A〉sχ(Re(H))〈A〉−s extends as bounded
operator on H .
See e.g. [31, Lemma 6.4] for a proof.
Let us prove Corollary 5.1. Without any loss of generality, we suppose that 1/2 < s ≤ 1. First,
note that for any z ∈ R + i((−∞, σ− − 1) ∪ (σ+ + 1,∞)), ‖(z − H)−1‖ ≤ 1/dist(z,N (H)) ≤ 1.
Hence,
sup
z∈R+i((−∞,σ−−1)∪(σ++1,∞))
∥∥〈A〉−sχ(Re(H))(z −H)−1χ(Re(H))〈A〉−s∥∥ <∞.
So, by combining Theorem 5.1 and Lemma 5.9, we get
sup
z∈∆1+i(σ+,∞)
∥∥〈A〉−sχ(Re(H))(z −H)−1χ(Re(H))〈A〉−s∥∥ <∞,
sup
z∈∆1+i(−∞,σ−)
∥∥〈A〉−sχ(Re(H))(z −H)−1χ(Re(H))〈A〉−s∥∥ <∞.
Finally, for z ∈ (R \∆1) + i([σ− − 1, σ−) ∪ (σ+, σ+ + 1]) and any (ϕ,ψ) ∈H ×H , the resolvent
identity yields∣∣〈χ(Re(H))〈A〉−sϕ, (z −H)−1χ(Re(H))〈A〉−sψ〉∣∣ ≤∣∣〈χ(Re(H))〈A〉−sϕ, (Re(T0(z)))−1χ(Re(H))〈A〉−sψ〉∣∣+∥∥(Re(T0(z)))−1χ(Re(H))〈A〉−sϕ∥∥∥∥ Im(T0(z))(z −H)−1χ(Re(H))〈A〉−sψ∥∥,
(5.41)
where Cχ = supλ∈R\∆1
∥∥(λ−Re(H))−1χ(Re(H))∥∥ <∞. Due to (5.10), for any ψ ∈H and any
z ∈ C such that Im(z) ∈ [σ− − 1, σ−) ∪ (σ+, σ+ + 1], we have∥∥ Im (T0(z))ψ∥∥2 ≤ σ0∣∣〈ψ, T0(z)ψ〉∣∣,
whence∥∥ Im (T0(z))(z−H)−1χ(Re(H))〈A〉−sψ∥∥2 ≤ σ0∣∣〈〈A〉−sχ(Re(H))(z−H)−1χ(Re(H))〈A〉−sψ,ψ〉∣∣.
From inequality (5.41), we deduce that∣∣〈χ(Re(H))〈A〉−sϕ, (z −H)−1χ(Re(H))〈A〉−sψ〉∣∣ ≤
Cχ‖χ‖∞‖ϕ‖‖ψ‖+ Cχ‖ϕ‖√σ0
√∣∣〈〈A〉−sχ(Re(H))(z −H)−1χ(Re(H))〈A〉−sψ,ψ〉∣∣.
This entails that
sup
z∈(R\∆1)+i[σ−−1,σ−)
∥∥〈A〉−sχ(Re(H))(z −H)−1χ(Re(H))〈A〉−s∥∥ <∞,
sup
z∈(R\∆1)+i(σ+,σ++1]
∥∥〈A〉−sχ(Re(H))(z −H)−1χ(Re(H))〈A〉−s∥∥ <∞,
which concludes the proof.
5.7 Proof of Corollary 5.2
Since H ∈ C1(A), Re(H) ∈ C1(A). The first statement paraphrases Lemma 5.1. Given any
relatively compact interval ∆0, ∆0 ⊂ ∆ \ Ep(Re(H)), (M±) hold both on ∆0, with β± = 0. We
refer to e.g. [1, Paragraph 7.2.2] for details. The second statement follows then from Theorem
5.1.
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5.8 Proof of Theorems 2.6 and 2.7
Following [2, Section 5], H0 = L ∈ C∞(A0). Actually,
iadA0(H0) = 4H0 −H20 .
Proof of Theorem 2.6. If V (hence Re(V )) belongs to C1(A0) (resp. C1,1(A0)), thenHV (hence
Re(HV )) belongs to C1(A0) (resp. C1,1(A0)). In addition, if V (hence Re(V )) and iadA0
(
Re(V )
)
belong to S∞(`2(Z)), then (M) holds with c∆ > 0 if ∆ ⊂ (0, 4). The conclusion follows as a
particular case of Corollary 5.2.
Proof of Theorem 2.7. If V belongs to C1,1(A0), then HV belongs to C1,1(A0). The conclusion
follows directly from Theorem 5.1.
6 Regularity classes
In this section, H is a Hilbert space and A denotes a selfadjoint operator acting on H , with
domain D(A). We sum up the main properties of the regularity classes considered in this paper.
We also propose some explicit criteria in the case H = `2(Z) and A = A0 defined by (2.8).
6.1 The A(A0) class
We refer to [25, Chapter III] for general considerations on bounded operator-valued analytic maps.
6.1.1 General considerations
The classes A(A) and AR(A), R > 0, have been introduced in Definition 2.1. For L ∈ AR(A), we
denote the corresponding analytic map by
a[L] : DR(0) → B(H )
θ 7→ eiθABe−iθA.
The next propositions follow from direct calculations:
Proposition 6.1 Let R > 0, (L1, L2) ∈ AR(A)×AR(A) and α ∈ C. Then,
• αL1 + L2 ∈ AR(A) and a[αL1 + L2] = αa[L1] + a[L2],
• L1L2 ∈ AR(A) and a[L1L2] = a[L1]a[L2],
• I ∈ AR(A) and a[I] ≡ I,
• L∗1 ∈ AR(A) and a[L∗1](θ) = (a[L1](θ¯))∗, for any θ ∈ DR(0).
In particular, A(A) is a sub-algebra of B(H ).
Proposition 6.2 Let R > 0 and K be an auxiliary Hilbert space. Let U :H → K be a unitary
operator. Then, L ∈ AR(A) if and only if ULU∗ ∈ AR(UAU∗). In addition, for all θ ∈ DR(0),
(U(a[L])U∗)(θ) = (a[ULU∗])(θ).
Next, we turn to some characterizations of the classes AR(A). Let us recall the following
lemma:
Lemma 6.1 Let Ω ⊆ C be an open subset and (Fn)n∈N ⊂ Hol
(
Ω,B(H )). Assume that (Fn) con-
verges uniformly to a function F∞ in any compact subset included in Ω. Then, F∞ ∈ Hol
(
Ω,B(H )).
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Proof. Let D be any open disk such D ⊂ Ω, and T be a triangle in D. Then, Goursat’s theorem
implies that for any n ∈ N, we have ∫
T
Fn(z)dz = 0.
Since (Fn) converges uniformly to F∞ in D, then F∞ is continuous in D together with∫
T
Fn(z)dz −→
n→∞
∫
T
F∞(z)dz = 0.
Thus, Morera’s theorem implies that F∞ ∈ Hol
(
D,B(H )), and the claim follows since D is
arbitrary. 
Proposition 6.3 Let Σ be a countable set and (Lν)ν∈Σ ⊂ AR(A) for some R > 0. Assume that
there exist 0 < R′ < R, and a family of finite subsets (Σn)n∈N with
Σ0 ⊂ · · · ⊂ Σn ⊂ Σn+1 ⊂ · · · ⊂ Σ,
⋃
n∈N
Σn = Σ,
such that ∑
n∈N
∑
ν∈∑n \∑n−1
sup
θ∈DR′ (0)
∥∥eiθALνe−iθA∥∥ <∞. (6.1)
Then, the operator
∑
ν∈Σ Lν ∈ AR′(A).
Proof. By hypotheses, for any ν ∈ Σ, the map a[Lν ] : DR′(0) −→ B(H ) belongs to Hol
(
DR′(0),B(H )
)
.
Then, so are the maps
a
[ ∑
ν∈Σn
Lν
]
: DR′(0) −→ B(H ), θ 7−→
∑
ν∈Σn
eiθALνe
−iθA,
for any n ∈ N. Now, hypothesis (6.1) implies that (a[∑ν∈Σn Lν])n∈N converges uniformly to
a
[∑
ν∈Σ Lν
]
on DR′(0), hence on any compact subset included in DR′(0). The claim follows from
Lemma 6.1. 
A first application of Proposition 6.3 is the following result:
Theorem 6.1 Let Σ = N or Z. Let (ϕn)n∈Σ and (ψn)n∈Σ be two sequences of analytic vectors
for A such that for any n ∈ Σ the series
∞∑
k=0
|θ|k
k!
∥∥Akϕn∥∥, ∞∑
k=0
|θ|k
k!
∥∥Akψn∥∥, n ∈ Σ,
converge on DR(0) for some R > 0. Let (αn)n∈Σ be a complex sequence.
1. Assume that there exists 0 < R′ < R such that∑
n∈Σ
|αn| sup
θ∈DR′ (0)
∥∥eiθAϕn∥∥∥∥eiθ¯Aψn∥∥ <∞. (6.2)
Then, the operator
∑
n∈Σ αn|ϕn〉〈ψn| belongs to AR′(A) with extension given by
a
[∑
n∈Σ
αn|ϕn〉〈ψn|
]
(θ) =
∑
n∈Σ
αne
iθA|ϕn〉〈ψn|e−iθA,
for all θ ∈ DR′(θ).
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2. Assume that there exists 0 < R′ < R such that∑
n∈Σ
|αn| sup
θ∈DR′ (0)
∥∥eiθ¯Aψn∥∥ <∞. (6.3)
Then, for any fixed m ∈ Σ, the operator∑n∈Σ αn|ϕm〉〈ψn| belongs to AR′(A), with extension
given by
a
[∑
n∈Σ
αn|ϕm〉〈ψn|
]
(θ) =
∑
n∈Σ
αne
iθA|ϕm〉〈ψn|e−iθA,
for all θ ∈ DR′(θ).
Proof. The analyticity properties of the sequences (ϕn) and (ψn) reads: for any (n,m) ∈ Σ × Σ,
the operator |ϕn〉〈ψm| ∈ AR(A) and the associated holomorphic map satisfies
a
[|ϕn〉〈ψm|](θ) = eiθA|ϕn〉〈ψm|e−iθA,
for any θ ∈ DR(0). In the sequel, we only give the proof of the first statement. Since∥∥eiθA|ϕn〉〈ψn|e−iθA∥∥ = ∥∥|eiθAϕn〉〈eiθ¯Aψn|∥∥ = ∥∥eiθAϕn∥∥∥∥eiθ¯Aψn∥∥,
for all θ ∈ DR(0), it follows from (6.2) that∑
n∈Σ
|αn| sup
θ∈DR′ (0)
∥∥eiθA|ϕn〉〈ψn|e−iθA∥∥ <∞.
Now, let us introduce the family of finite subsets (Σn)n∈N defined by Σn =
{
k ∈ Σ : |k| ≤ n}.
Thus, we have∑
n∈Σ
|αn| sup
θ∈DR′ (0)
∥∥eiθA|ϕn〉〈ψn|e−iθA∥∥ = ∑
n∈N
∑
k∈∑n \∑n−1
|αk| sup
θ∈DR′ (0)
∥∥eiθA|ϕk〉〈ψk|e−iθA∥∥,
and the claim follows from Proposition 6.3. 
6.1.2 Applications
In this paragraph, we consider the case H = `2(Z) and A = A0. We recall that (en)n∈Z denotes
the canonical orthonormal basis of `2(Z).
First, we state the following result:
Lemma 6.2 For any n ∈ Z, the series ∑∞k=0 |θ|kk! ∥∥Ak0en∥∥ converge on D 12 (0). In particular, en,
n ∈ Z, is an analytic vector for A0.
Proof. First, note that for any n ∈ Z, A0en = −in(en+1− en−1). We deduce that for any k ∈ Z+,
n ∈ Z∗, we have
‖Ak0en‖ ≤ 2k
(|n|+ k − 1)!
(|n| − 1)! .
The conclusion follows. 
In the sequel, we let ϕθ (resp. J(ϕθ)) denote the analytic extension w.r.t. θ ∈ DR0(0), R0 ≤ 12 ,
of the flow ϕθ (resp. the Jacobian J(ϕθ)) defined by (3.1). Note that by [34, Lemma 3.3], such
extensions exist and furthermore R0 can be chosen such that
√
J(ϕθ) is analytic in DR0(0).
Lemma 6.3 Let 0 < R < R0. Then, there exists a constant C > 0 such that for any n ∈ Z,
sup
θ∈DR(0)
∥∥eiθA0en∥∥ ≤ Ce|n| sup(θ,ϑ)∈DR(0)×T | Im(ϕθ(ϑ))|. (6.4)
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Proof. First, observe that en, n ∈ Z, is an analytic vector for A0 if and only if ein·, n ∈ Z, is an
analytic vector for Â0. Thus, it follows from the uniqueness of the analytic extension and (3.1)
that for any n ∈ Z, we have(
eiθÂ0ein·
)
(ϑ) = einϕθ(ϑ)
√
J(ϕθ)(ϑ), (θ, ϑ) ∈ DR(0)× T.
Moreover, since for θ ∈ DR(0) fixed we have∥∥eiθA0en∥∥ = ∥∥eiθÂ0ein·∥∥ ≤ sup
ϑ∈T
√
|J(ϕθ)(ϑ)|e|n| supϑ∈T | Im(ϕθ(ϑ))|,
then the claim follows. 
Proposition 6.4 Let Σ = N or Z, and (αn)n∈Σ be a complex sequence satisfying |αn| ≤ γe−δ|n|,
n ∈ Σ, for some constants γ, δ > 0. Then, there exists Rδ > 0 such that:
(a) The operator
∑
n∈Σ αn|en〉〈en| belongs to ARδ(A0) with extension given by
θ 7−→
∑
n∈Σ
αne
iθA0 |en〉〈en|e−iθA0 .
(b) For any m ∈ Σ fixed, the operator∑n∈Σ αn|em〉〈en| belongs to ARδ(A0) with extension given
by
θ 7−→
∑
n∈Σ
αne
iθA0 |em〉〈en|e−iθA0 .
Proof. We only prove the first point. According to Lemma 6.2 and Theorem 6.1, it suffices to
show that there exists 0 < Rδ < 12 such that∑
n∈Σ
|αn| sup
θ∈DRδ (0)
∥∥eiθA0en∥∥∥∥eiθ¯A0en∥∥ <∞. (6.5)
Let R0 be a constant as in Lemma 6.3, and note that for any constant Γ > 0, there exists
0 < RΓ < R0 such that we have
sup
(θ,ϑ)∈DRΓ (0)×T
| Im(ϕθ(ϑ))| < Γ. (6.6)
In particular, by taking Γ = δ4 in (6.6) and by using Lemma 6.3, it follows that there exists
0 < Rδ < R0 such that
sup
θ∈DRδ (0)
∥∥eiθA0en∥∥ ≤ Ce δ4 |n|, C > 0. (6.7)
This together with |αn| ≤ γe−δ|n|, n ∈ Σ, γ > 0, imply (6.5), and the claim follows. 
Proposition 6.5 Let V satisfy Assumption 2.1. Then, there exists Rδ > 0 such that V belongs
to ARδ(A0) with extension given by
θ 7−→
∑
n∈Z
∑
m∈Z
V (n,m) eiθA0 |em〉〈en|e−iθA0 .
Proof. Canonically, the operator V can be written as
V =
∑
n∈Z
∑
m∈Z
V (n,m)|em〉〈en| =
∑
m∈Z
Lm,
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where Lm :=
∑
n∈Z V (n,m)|em〉〈en|. Since for any m ∈ Z fixed |V (n,m)| ≤ Const. e−δ|m|e−δ|n|,
then, it follows from Proposition 6.4 (ii) that Lm ∈ ARδ(A0) for some Rδ > 0, with extension
given by
θ 7−→
∑
m∈Z
V (n,m) eiθA0 |em〉〈en|e−iθA0 .
Now, let Σn, n ∈ N, be the finite subsets defined by Σn =
{
k ∈ Z : |k| ≤ n}. We have∑
n∈N
∑
m∈∑n \∑n−1
sup
θ∈DRδ (0)
∥∥eiθA0Lme−iθA0∥∥ = ∑
m∈Z
sup
θ∈DRδ (0)
∥∥eiθA0Lme−iθA0∥∥
≤
∑
n∈Z
∑
m∈Z
|V (n,m)| sup
θ∈DRδ (0)
∥∥eiθA0 |em〉〈en|e−iθA0∥∥
=
∑
n∈Z
∑
m∈Z
|V (n,m)| sup
θ∈DRδ (0)
∥∥eiθA0em∥∥∥∥eiθ¯A0en∥∥ <∞,
since Rδ is the constant appearing in the proof of Proposition 6.4, so that (6.7) holds. Thus, the
claim follows from Proposition 6.3. 
6.2 The Ck(A) and Cs,p(A) classes
The classes Ck(A) and C1,1(A), k ∈ N, have been introduced in Definitions 2.4 and 2.5. Let us
consider also the following definition:
Definition 6.1 Let H be a Hilbert space and A be a selfadjoint operator defined on H . An
operator B ∈ B(H ) belongs to C0,1(A) if∫ 1
0
∥∥eiAθBe−iAθ −B∥∥ dθ
θ
<∞.
We recall that these classes are linear subspaces of B(H ), stable under adjunction, according to
[1, Chapter 5]. The results exposed in this paragraph illustrate Theorem 2.6.
We start by introducing the sequence subspaces:
Qk(Z) :=
{
x ∈ CZ :
k∑
j=0
qj(x) <∞
}
, k ∈ {0, 1, 2},
c0(Z) :=
{
x ∈ CZ : lim
|n|→∞
x(n) = 0
}
,
where the maps qk : CZ → [0,∞], k ∈ {0, 1, 2} are defined by q0(x) := supn∈Z
∣∣x(n)∣∣, q1(x) :=
supn∈Z
∣∣n(x(n + 1) − x(n))∣∣ and q2(x) := supn∈Z ∣∣n2(x(n + 2) − 2x(n + 1) + x(n))∣∣. Direct
calculations allow to show:
Lemma 6.4 Consider the linear operator V defined on the canonical orthonormal basis of `2(Z)
by V en = vnen, n ∈ Z. Then, denoting v = (vn)n∈Z, we have:
(a) if v ∈ Q0(Z), then V is bounded,
(b) if v ∈ c0(Z), then V is compact,
(c) if v ∈ Qk(Z) for some k ∈ {1, 2}, then V ∈ Ck(A0).
Lemma 6.5 Let N ∈ N and consider two finite families of vectors (ϕk)Nk=1 and (ψk)Nk=1 whose
elements belong to D(Ak0) for some k ∈ N. Then, for any (β1, . . . , βN ) ∈ CN ,
V =
N∑
k=1
βk|ψk〉〈ϕk| ∈ Ck(A0) . (6.8)
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In order to capture fractional order regularities, let us denote for any 0 < a < b
Sa,b(Z) :=
{
γ ∈ CZ :
∫ ∞
1
sup
ar≤n≤br
|x(n)| dr <∞
}
,
Ma,b(Z) :=
{
γ ∈ CZ :
∫ ∞
1
sup
ar≤n≤br
|x(n+ 1)− x(n)| dr <∞
}
,
(6.9)
and define S(Z) = ∪0<a<bSa,b(Z) andM = ∪0<a<bMa,b(Z).
Proposition 6.6 Consider the linear operator V defined on the canonical orthonormal basis of
`2(Z) by V en = vnen, n ∈ Z. Then, denoting v = (vn)n∈Z, we have:
(a) if v ∈ S(Z), then V ∈ C1,1(A0),
(b) if v ∈M(Z)∩Q1(Z), then V ∈ C1(A0) and adA0(V ) ∈ C0,1(A0). In particular, V ∈ C1,1(A0).
Proof. The first statement follows from [1, Theorem 7.5.8]. The second statement, which is based
on the inclusions 5.2.19 in [1], was proved in [6]. 
Let us also consider the subset of vectors Da,b, 0 < a < b <∞,
Da,b :=
{
ξ ∈ `2(Z) :
∫ ∞
1
( ∑
n∈N∩[ar,br]
|ξn|2
)1/2
dr <∞
}
, (6.10)
and define D = ∪0<a<bDa,b. We have the following proposition:
Proposition 6.7 Let N ∈ N and consider two finite families of vectors (ϕk)Nk=1 and (ψk)Nk=1
whose elements belong to D. Then, for any (β1, . . . , βN ) ∈ CN ,
V =
N∑
k=1
βk|ψk〉〈ϕk| ∈ C1,1(A0) . (6.11)
We refer to [2, Lemmata 3.13 and 3.14] for the proof.
Remark 6.1 Since C1,1(A0) is a linear subspace of B
(
`2(Z)
)
, stable under adjunction, which also
contains C2(A0), it also possible to combine Lemmata 6.4, 6.5 with Propositions 6.6, 6.7 to obtain
more elaborated examples. To name a few, we have:
1. if v ∈ S(Z) + (M(Z)∩Q1(Z))+Q2(Z), then the linear operator V defined on the canonical
orthonormal basis of `2(Z) by V en = vnen, n ∈ Z belongs to C1,1(A0),
2. if ϕ ∈ D(A20) and ψ ∈ D (or vice-versa), then for any β ∈ C, V = β|ψ〉〈ϕ| belongs to
C1,1(A0).
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