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Abstract
We consider a bipartite distance-regular graph  with diameter D4 and valency k3. Let X denote the vertex set of  and ﬁx
x ∈ X. Let22 denote the graph with vertex set X˘={y ∈ X | (x, y)=2}, and edge set R˘={yz | y, z ∈ X˘, (y, z)=2}, where  is the
path-length distance function for . The graph 22 has exactly k2 vertices, where k2 is the second valency of . Let 1, 2, . . . , k2
denote the eigenvalues of the adjacency matrix of 22; we call these the local eigenvalues of . Let A denote the adjacency matrix
of . We obtain upper and lower bounds for the local eigenvalues in terms of the intersection numbers of  and the eigenvalues
of A. Let T = T (x) denote the subalgebra of MatX(C) generated by A,E∗0 , E∗1 , . . . , E∗D , where for 0 iD, E∗i represents the
projection onto the ith subconstituent of  with respect to x. We refer to T as the subconstituent algebra (or Terwilliger algebra)
of  with respect to x. An irreducible T-module W is said to be thin whenever dimE∗
i
W 1 for 0 iD. By the endpoint of W
we mean min{i|E∗
i
W = 0}. We give a detailed description of the thin irreducible T-modules that have endpoint 2 and dimension
D−3. MacLean [An inequality involving two eigenvalues of a bipartite distance-regular graph, DiscreteMath. 225 (2000) 193–216]
deﬁned what it means for  to be taut. We obtain three characterizations of the taut condition, each of which involves the local
eigenvalues or the above T-modules.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Let  denote a distance-regular graph with diameter D4, valency k3, and intersection numbers ai, bi, ci (see
Section 2 for formal deﬁnitions). In this paper we obtain some results on the subconstituent algebra [35] of , and
some related results concerning the taut condition [22]. We will state our results shortly, but ﬁrst we begin with a brief
discussion of the subconstituent algebra. Let X denote the vertex set of  and ﬁx x ∈ X. We view x as a “base vertex.”
Let T = T (x) denote the subalgebra of MatX(C) generated by A,E∗0 , E∗1 , . . . , E∗D , where A denotes the adjacency
matrix of andE∗i represents the projection onto the ith subconstituent ofwith respect to x. The algebraT is called the
subconstituent algebra (or Terwilliger algebra) of  with respect to x [35]. Observe T has ﬁnite dimension. Moreover
T is semi-simple; the reason is each of A,E∗0 , E∗1 , . . . , E∗D is symmetric with real entries, so T is closed under the
conjugate-transpose map [10, p. 157]. Since T is semi-simple, each T-module is a direct sum of irreducible T-modules.
Describing the irreducible T-modules is an active area of research [4–9,11–14,16,33,35–38,41].
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In this paper we are concerned with the irreducible T-modules that possess a certain property. In order to deﬁne this
property we make a few observations. Let W denote an irreducible T-module. Then W is the direct sum of the nonzero
spaces among E∗0W,E∗1W, . . . , E∗DW . There is a second decomposition of interest. To obtain it we make a deﬁnition.
Let k=0 > 1 > · · ·> D denote the distinct eigenvalues ofA, and for 0 iD letEi denote the primitive idempotent
ofA associated with i . ThenW is the direct sum of the nonzero spaces amongE0W,E1W, . . . , EDW . If the dimension
ofE∗i W is at most 1 for 0 iD then the dimension ofEiW is at most 1 for 0 iD [35, Lemma 3.9]; in this case we
sayW is thin. LetW denote an irreducible T-module. By the endpoint ofW wemean min{i|0 iD,E∗i W = 0}. There
exists a unique irreducible T-module with endpoint 0 [12, Proposition 8.4]. We denote this module V0. The module
V0 is thin; in fact E∗i V0 and EiV0 have dimension 1 for 0 iD [35, Lemma 3.6]. For a detailed description of V0
see [7,12].
For the rest of this section assume  is bipartite. There exists, up to isomorphism, a unique irreducible T-module
with endpoint 1 [7, Corollary 7.7]. We denote this module V1. The module V1 is thin; in fact each of E∗i V1, EiV1 has
dimension 1 for 1 iD − 1 and E∗DV1 = 0, E0V1 = 0, EDV1 = 0. For a detailed description of V1 see [7]. In this
paper we are concerned with the thin irreducible T-modules with endpoint 2.
We now state our results. In order to state our ﬁrst result we deﬁne some parameters. Let 22 = 22(x) denote the
graph with vertex set X˘ and edge set R˘, where
X˘ = {y ∈ X | (x, y) = 2},
R˘ = {yz | y, z ∈ X˘, (y, z) = 2},
and where  is the path-length distance function for . The graph 22 has exactly k2 vertices, where k2 is the second
valency of . Also, 22 is regular with valency p222. We let 1, 2, . . . , k2 denote the eigenvalues of the adjacency
matrix of 22. By [8, Theorem 11.7], these eigenvalues may be ordered such that 1 = p222 and i = b3 − 1 (2 ik).
Abbreviate d = D/2. Our ﬁrst main result, Theorem 11.4, states that ˜1i ˜d for k + 1 ik2, where ˜1 =
−1 − b2b3(21 − b2)−1 and ˜d = −1 − b2b3(2d − b2)−1. We remark 21 >b2 > 2d by [21, Lemma 2.6], so ˜1 < − 1
and ˜d0.
In order to state our next set of results we make a deﬁnition. LetW denote a thin irreducible T-module with endpoint
2. Observe E∗2W is a 1-dimensional eigenspace for E∗2A2E∗2 ; let  denote the corresponding eigenvalue. It turns out
 is one of k+1, k+2, . . . , k2 so ˜1 ˜d . We call  the local eigenvalueof W. To describe the structure of W we
distinguish four cases: (i) D is odd, and  = ˜1 or  = ˜d ; (ii) D is even and  = ˜1; (iii) D is even and  = ˜d ; (iv)
˜1 < < ˜d . We investigate cases (i), (ii) in the present paper.We will investigate the remaining cases in a future paper.
Our results concerning the T-modules, most of which appear in Section 13, are as follows. Choose n ∈ {1, d} if D
is odd, and let n = 1 if D is even. Deﬁne  = ˜n. Let W denote a thin irreducible T-module with endpoint 2 and local
eigenvalue . Let v denote a nonzero vector in E∗2W . We showW has a basis Eiv (1 iD − 1, i = n, i = D − n).
We show this basis is orthogonal (with respect to the Hermitian dot product) and we compute the square norm of each
basis vector. We show W has a basis E∗i+2Aiv (0 iD − 4), where Ai denotes the ith distance matrix for . We
ﬁnd the matrix representing A with respect to this basis. We show this basis is orthogonal and we compute the square
norm of each basis vector. We ﬁnd the transition matrix relating our two bases for W. In Theorem 14.5, we show the
following scalars are equal: (i) The multiplicity with which W appears in the standard module CX. (ii) The number of
times  appears among k+1, k+2, . . . , k2 .
In order to state our remaining results we recall the taut condition. In [6, Theorem 18] Curtin showed that
b2(k−2)(c2 −1)21 with equality if and only if  is 2-homogeneous in the sense of Nomura [25]. In [6, Theorem 12]
Curtin showed 0, where = (k − 2)(c3 − 1) − (c2 − 1)p222. In [22, Lemma 3.8] MacLean proved that
b3(b2(k − 2) − (c2 − 1)21)(b2(k − 2) − (c2 − 1)2d)b1(21 − b2)(b2 − 2d). (1)
We mentioned earlier that 21 >b2 > 2d , so the last two factors on the right in (1) are positive. Observe each factor in
(1) is nonnegative. From these comments we ﬁnd that  is 2-homogeneous if and only if = 0 and equality holds in
(1). MacLean deﬁned  to be taut [22] whenever  = 0 and equality holds in (1).
Assume for the moment that  is taut. It turns out that the structure of  depends to a large extent on the parity of D.
We investigated this structure for D even in [24], and for D odd in [23]. In this paper we obtain three characterizations
of the taut condition, two of which require the assumption that D is odd.
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In order to state our ﬁrst characterization of the taut condition we make a deﬁnition. We say  is spectrally taut with
respect to x whenever i is one of ˜1, ˜d for k + 1 ik2. In Theorem 15.2 we show the following are equivalent: (i)
 is taut; (ii)  = 0 and  is spectrally taut with respect to each vertex; (iii)  = 0 and  is spectrally taut with respect
to at least one vertex.
For the rest of this section assume D is odd.We obtain two additional characterizations of the taut condition. In order
to state the ﬁrst one we make a deﬁnition.We say  is taut with respect to x whenever every irreducible T-module with
endpoint 2 is thin with local eigenvalue ˜1 or ˜d . In Theorem 16.4, we show the following are equivalent: (i)  is taut;
(ii)  = 0 and  is taut with respect to each vertex; (iii)  = 0 and  is taut with respect to at least one vertex.
Before we state our last characterization we recall two concepts. Recall that  is 2-thin with respect to x whenever
every irreducible T-module with endpoint 2 is thin. Recall that  is an antipodal 2-cover whenever for all y ∈ X, there
exists a unique vertex z ∈ X such that (y, z)=D. In Theorem 16.7, we show the following are equivalent: (i)  is taut
or 2-homogeneous; (ii)  is an antipodal 2-cover and 2-thin with respect to each vertex; (iii)  is an antipodal 2-cover
and 2-thin with respect to at least one vertex.
For more information on the taut condition and related topics we refer the reader to [14,17–31,38,40].
2. Preliminaries concerning distance-regular graphs
In this section we review some deﬁnitions and basic concepts concerning distance-regular graphs. For more back-
ground information we refer the reader to [1,3,15,35].
Let X denote a nonempty ﬁnite set. Let MatX(C) denote the C-algebra consisting of all matrices whose rows and
columns are indexed by X and whose entries are in C. Let V = CX denote the vector space over C consisting of
column vectors whose coordinates are indexed by X and whose entries are in C. We observe MatX(C) acts on V by left
multiplication. We endow V with the Hermitian inner product 〈, 〉 deﬁned by
〈u, v〉 = utv (u, v ∈ V ), (2)
where t denotes transpose and − denotes complex conjugation. As usual, we abbreviate ‖u‖2 = 〈u, u〉 for all u ∈ V .
For all y ∈ X, let yˆ denote the element of V with a 1 in the y coordinate and 0 in all other coordinates. We observe
{yˆ | y ∈ X} is an orthonormal basis for V . The following formula will be useful. For all B ∈ MatX(C) and for all
u, v ∈ V ,
〈Bu, v〉 = 〈u,Btv〉. (3)
Let  = (X,R) denote a ﬁnite, undirected, connected graph, without loops or multiple edges, with vertex set X and
edge set R. Let  denote the path-length distance function for , and set D = max {(x, y) | x, y ∈ X}. We refer to D
as the diameter of . We write D/2 to denote the greatest integer at most D/2. Let x, y denote vertices of . We
say x, y are adjacent whenever xy is an edge. Let k denote a nonnegative integer. We say  is regular with valency k
whenever each vertex of  is adjacent to exactly k distinct vertices of . We say  is distance-regular whenever for all
integers h, i, j (0h, i, jD) and for all vertices x, y ∈ X with (x, y) = h, the number
phij = |{z ∈ X|(x, z) = i, (z, y) = j}| (4)
is independent of x and y. The integersphij are called the intersection numbers of.We abbreviate ci=pi1i−1 (1 iD),
ai =pi1i (0 iD), and bi =pi1i+1 (0 iD− 1). For notational convenience we deﬁne c0 = 0 and bD = 0.We note
a0 = 0 and c1 = 1.
For the rest of this paper we assume  is distance-regular with diameter D3.
By (4) and the triangle inequality, phij = 0 if one of h, i, j is bigger than the sum of the other two (0h, i, jD).
Observe  is regular with valency k = b0, and that ci + ai + bi = k (0 iD). Moreover, bi > 0 (0 iD − 1) and
ci > 0 (1 iD).
For 0 iD we abbreviate ki = p0ii , and observe
ki = |{z ∈ X | (x, z) = i}|, (5)
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where x is any vertex in X. Apparently k0 = 1 and k1 = k. By [1, p. 195] we have
ki = b0b1 · · · bi−1
c1c2 · · · ci (0 iD). (6)
We refer to ki as the ith valency of .
We recall the Bose–Mesner algebra of . For 0 iD let Ai denote the matrix in MatX(C) with xy entry
(Ai)xy =
{1 if (x, y) = i
0 if (x, y) = i (x, y ∈ X).
We callAi the ith distance matrix of . For convenience we deﬁneAi =0 for i < 0 and i >D.We abbreviateA=A1
and call this the adjacency matrix of . We observe (ai) A0 = I ; (aii)∑Di=0Ai = J ; (aiii) Ai = Ai (0 iD); (aiv)
Ati = Ai (0 iD); (av) AiAj =
∑D
h=0phijAh (0 i, jD), where I denotes the identity matrix and J denotes the
all 1’s matrix. Let M denote the subalgebra of MatX(C) generated by A. Using (ai) and (av) one can readily show
A0, A1, . . . , AD form a basis forM .We refer to M as the Bose–Mesner algebra of. By [3, p. 45] M has a second basis
E0, E1, . . . , ED such that (ei) E0 = |X|−1J ; (eii)∑Di=0 Ei = I ; (eiii) Ei =Ei (0 iD); (eiv) Eti =Ei (0 iD);
(ev)EiEj = ijEi (0 i, jD). We refer to E0, E1, . . . , ED as the primitive idempotents of . We call E0 the trivial
idempotent of .
We recall the eigenvalues of. SinceE0, E1, . . . , ED form a basis forM , there exist complex scalars 0, 1, . . . , D
such that A =∑Di=0iEi . Combining this with (ev) we ﬁnd AEi = EiA = iEi for 0 iD. Using (aiii) and (eiii)
we ﬁnd 0, 1, . . . , D are in R. Observe 0, 1, . . . , D are distinct since A generates M . By [2, Proposition 3.1]
we have 0 = k and −kik for 0 iD. Throughout this paper we assume E0, E1, . . . , ED are indexed so that
0 > 1 > · · ·> D . We refer to i as the eigenvalue of  associated with Ei . For 0 iD let mi denote the rank of
Ei . We refer to mi as the multiplicity of Ei (or i). From (ei) we ﬁnd m0 = 1. Using (eii)–(ev) we ﬁnd
V = E0V + E1V + · · · + EDV (orthogonal direct sum). (7)
For 0 iD the space EiV is the eigenspace of A associated with i . We observe the dimension of EiV is mi .
We now recall the dual eigenvalues of . Let  denote an eigenvalue of  and let E denote the associated primitive
idempotent. Since A0, A1, . . . , AD is a basis for M , there exist complex scalars ∗0, ∗1, . . . , ∗D such that
E = |X|−1
D∑
i=0
∗i Ai . (8)
Evaluating (8) using (aiii) and (eiii) we see ∗0, ∗1, . . . , ∗D are in R. We refer to ∗i as the ith dual eigenvalue of  with
respect to E (or ). We call ∗0, ∗1, . . . , ∗D the dual eigenvalue sequence associated with E (or ). By [3, p. 128] we
have
ci
∗
i−1 + ai∗i + bi∗i+1 = ∗i (0 iD), (9)
where ∗−1, ∗D+1 are indeterminates. We remark by [1, p. 62] that ∗0 = mi where = i .
The following lemma will be useful.
Lemma 2.1 (Jurišic´ et al. [21, Lemma 2.6]). Let  denote a distance-regular graph with diameter D3 and eigen-
values k = 0 > 1 > · · ·> D . Then
(i) −1< 1 <k.
(ii) a1 − kD < − 1.
Later in this paper we will discuss polynomials in one or two variables. We will use the following notation. We let
 denote an indeterminate. We let R[] denote the R-algebra consisting of all polynomials in  that have coefﬁcients
in R. We let  denote an indeterminate that commutes with . We let R[, ] denote the R-algebra consisting of all
polynomials in  and  that have coefﬁcients in R.
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3. Bipartite distance-regular graphs
We now consider the case in which  is bipartite. We say  is bipartite whenever the vertex set X can be partitioned
into two subsets, neither of which contains an edge. In the next few lemmas, we recall some routine facts concerning
the case in which  is bipartite. To avoid trivialities, we will generally assume D4.
Lemma 3.1 (Brouwer et al. [3, Propositions 3.2.3, 4.2.2]). Let denote a distance-regular graphwith diameterD4,
valency k, and eigenvalues 0 > 1 > · · ·> D . The following are equivalent:
(i)  is bipartite.
(ii) phij = 0 if h + i + j is odd (0h, i, jD).
(iii) ai = 0 (0 iD).
(iv) ci + bi = k (0 iD).
(v) D−i = −i (0 iD).
Lemma 3.2. Let  denote a bipartite distance-regular graph with diameter D4 and eigenvalues k =
0 > 1 > · · ·> D .
(i) Assume D is even and let d = D/2. Then d = 0.
(ii) Assume D is odd and let d = (D − 1)/2. Then d > 0 and d+1 = −d .
Proof. Immediate from Lemma 3.1(v). 
Lemma 3.3 (Curtin [6, Lemma 9]). Let denote a bipartite distance-regular graph with diameterD4. Let  denote
an eigenvalue of and let ∗0, ∗1, . . . , ∗D denote the corresponding dual eigenvalue sequence.Then the dual eigenvalue
sequence associated with − is ∗0,−∗1, ∗2, . . . , (−1)D∗D .
Lemma 3.4. Let = (X,R) denote a bipartite distance-regular graph with diameter D4, and eigenvalues 0 > 1
> · · ·> D . Then ED = |X|−1J ′, where
J ′ =
D∑
i=0
(−1)iAi . (10)
Proof. By (aii), (ei), we have E0 = |X|−1∑Di=0 Ai . Combining this with (8) and Lemma 3.3 we ﬁnd ED = |X|−1∑D
i=0(−1)iAi . The result follows. 
Lemma 3.5. Let denote a bipartite distance-regular graph with diameterD4 and eigenvalues 0 > 1 > · · ·> D .
Then 21 >b2 > 2d , where d = D/2.
Proof. Apply Lemma 2.1 to the halved graph of , and use [3, Proposition 4.2.3]. 
Lemma 3.6 (Brouwer [3, Lemma 4.1.7]). Let  denote a bipartite distance-regular graph with diameter D4. Then
p222 = (b2(c3 − 1) + c2(k − 2))c−12 . (11)
4. Two families of polynomials
Let = (X,R) denote a bipartite distance-regular graph with diameter D4. In this section we recall two types of
polynomials associated with . To motivate things, we recall by (av) and the triangle inequality that
AAi = bi−1Ai−1 + ci+1Ai+1 (0 iD), (12)
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where b−1 = 0 and cD+1 = 0. Let f0, f1, . . . , fD denote the polynomials in R[] satisfying f0 = 1 and
fi = bi−1fi−1 + ci+1fi+1 (0 iD − 1), (13)
where f−1 = 0. Let i denote an integer (0 iD). The polynomial fi has degree i, and the coefﬁcient of i is
(c1c2 · · · ci)−1. Comparing (12) and (13) we ﬁnd fi(A)=Ai . By [1, p. 63] the polynomials f0, f1, . . . , fD satisfy the
orthogonality relation
D∑
h=0
fi(h)fj (h)mh = ij |X|ki (0 i, jD). (14)
Let  denote an eigenvalue of  and let ∗0, ∗1, . . . , ∗D denote the associated dual eigenvalue sequence. Comparing (9)
and (13) using (6) we routinely obtain
fi() = ki∗i /∗0 (0 iD). (15)
We remark on two special cases. Setting i = 0, i = 1 in (13) we routinely ﬁnd f1 = , f2 = (2 − k)/c2. Now setting
i = 1, i = 2 in (15) we ﬁnd
∗1/∗0 = /k, ∗2/∗0 = (2 − k)/(kb1). (16)
We now recall some polynomials related to the fi . Let p0, p1, . . . , pD denote the polynomials in R[] satisfying
pi =
{
f0 + f2 + f4 + · · · + fi if i is even
f1 + f3 + f5 + · · · + fi if i is odd
(0 iD). (17)
Let i denote an integer (0 iD). The polynomial pi has degree i, and the coefﬁcient of i is (c1c2 · · · ci)−1. Recalling
fj (A) = Aj (0jD), we observe
pD(A) + pD−1(A) = J, pD(A) − pD−1(A) = (−1)DJ ′, (18)
where J ′ is from (10).
A bit later we ﬁnd an orthogonality relation satisﬁed by the polynomials pi . To obtain it we use the following result.
Lemma 4.1. Let  denote a bipartite distance-regular graph with diameterD4. Let the polynomials f0, f1, . . . , fD
be from (13), and let the polynomials p0, p1, . . . , pD be from (17). Then
(i) pi − pi−2 = fi (2 iD),
(ii) (k2 − 2)pi = bibi+1fi − ci+1ci+2fi+2 (0 iD − 2).
Proof. (i) Immediate from (17).
(ii) To see that the two sides are equal, in the expression on the left eliminate pi using (17), and evaluate the result
by repeatedly applying (13) and Lemma 3.1(iv). 
Theorem 4.2. Letdenote abipartite distance-regular graphwith diameterD4.Let the polynomialsp0, p1, . . . , pD
be as in (17). Then p0 = 1 and
pi = ci+1pi+1 + bi+1pi−1 (0 iD − 1), (19)
where p−1 = 0.
Proof. Evaluate each side of (19) using (17) and (13), and simplify using Lemma 3.1(iv). 
The polynomials pi satisfy the following orthogonality relation.
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Lemma 4.3. Let  = (X,R) denote a bipartite distance-regular graph with diameter D4 and eigenvalues
k=0 > 1 > · · ·> D .Let the polynomialsp0, p1, . . . , pD be as in (17).ThenpD(h)=0 andpD−1(h)=0 for 1h
D − 1. Moreover,
D∑
h=0
pi(h)pj (h)(k
2 − 2h)mh = ij |X|kibibi+1 (0 i, jD − 2). (20)
(We recall mh denotes the multiplicity of h for 0hD).
Proof. We ﬁrst show pD(h) = 0 and pD−1(h) = 0 for 1hD − 1. Let h be given. Multiplying both sides of the
equations in (18) by Eh and recalling J, J ′ are scalar multiples of E0, ED , respectively, we ﬁnd
pD(A)Eh + pD−1(A)Eh = 0, pD(A)Eh − pD−1(A)Eh = 0 (21)
in view of (ev). Solving the equations in (21), we ﬁnd pD(A)Eh = 0, pD−1(A)Eh = 0. Observe pD(A)
Eh = pD(h)Eh, pD−1(A)Eh = pD−1(h)Eh, and thus pD(h) = 0, pD−1(h) = 0. Concerning (20), let the integers
i, j be given. Without loss of generality, we may assume ij . We ﬁrst assume i is even. By (17) and Lemma 4.1(ii),
the left-hand side of (20) is equal to
D∑
h=0
(fi(h) + fi−2(h) + · · · + f0(h))(bj bj+1fj (h) − cj+1cj+2fj+2(h))mh. (22)
Evaluating (22) using (14) and recalling ij , we ﬁnd (22) is equal to the right-hand side of (20). The result follows.
The case in which i is odd is similar. 
The following fact will be useful.
Lemma 4.4. Let  denote a bipartite distance-regular graph with diameter D4 and eigenvalues k = 0 > 1
> · · ·> D . Let  denote one of 1, 2, . . . , D−1 and let ∗0, ∗1, . . . , ∗D denote the corresponding dual eigenvalue
sequence. Then ∗0 = ∗2 and
pi() = b2b3 · · · bi+1
c1c2 · · · ci
∗i − ∗i+2
∗0 − ∗2
(0 iD − 2), (23)
where the polynomials pi are from (17).
Proof. Using the equation on the right in (16), we routinely verify that ∗0 = ∗2. To obtain (23), set  =  in Lemma
4.1(ii), and simplify the result using (6), (15), and (16). 
Corollary 4.5. Let  denote a bipartite distance-regular graph with diameter D4 and eigenvalues k = 0 > 1 >
· · ·> D . Let  denote one of 1, 2, . . . , D−1 and let ∗0, ∗1, . . . , ∗D denote the corresponding dual eigenvalue
sequence. Then
2 − b2
b2b3
= 
∗
2 − ∗4
∗0 − ∗2
. (24)
We remark that the denominator on the right in (24) is nonzero by Lemma 4.4.
Proof. Using (19) and recursion, we routinely ﬁnd that p2()= (2 − b2)/c2. Using this fact and setting i = 2 in (23),
we obtain the desired result. 
5. The polynomials i
Let  denote a bipartite distance-regular graph with diameter D4. In the previous section we used  to deﬁne two
families of polynomials in one variable. We denoted these polynomials fi and pi . Later in this paper we will use  to
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deﬁne a third family of polynomials in one variable. We will denote these polynomials gi . To deﬁne and study the gi
it is convenient to ﬁrst consider some polynomials i in two variables.
Deﬁnition 5.1. Let  denote a bipartite distance-regular graph with diameter D4. For 0 iD − 2 let i denote
the polynomial in R[, ] given by
i =
i∑
h=0
i−h even
ph()ph()
kibibi+1
khbhbh+1
, (25)
where the polynomials p0, p1, . . . , pD−2 are from (17). We observe 0 = 1 and 1 = .
Lemma 5.2. Let  denote a bipartite distance-regular graph with diameter D4. Let the polynomials pi,i be as
in (17), (25), respectively. Then
pi()pi() =i − bibi+1
cici−1
i−2 (2 iD − 2). (26)
Proof. This is immediate from Deﬁnition 5.1. 
The following equation is a variation of the Christoffel–Darboux formula.
Lemma 5.3. Let  denote a bipartite distance-regular graph with diameter D4. Let the polynomials pi,i be as
in (17), (25), respectively. Then for 1 iD − 1,
pi+1()pi−1() − pi−1()pi+1() = c−1i c−1i+1(2 − 2)i−1. (27)
Proof. Repeatedly applying (19), we ﬁnd that for 0hD − 2,
2ph() = ch+1ch+2ph+2() + (ch+1bh+2 + bh+1ch)ph() + bhbh+1ph−2(), (28)
where we deﬁne p−1 := 0, p−2 := 0. Similarly,
2ph() = ch+1ch+2ph+2() + (ch+1bh+2 + bh+1ch)ph() + bhbh+1ph−2(). (29)
Subtracting (khbhbh+1)−1ph() times (29) from (khbhbh+1)−1ph() times (28) and using (6), we ﬁnd
(2 − 2)ph()ph()
khbhbh+1
= ph+2()ph() − ph()ph+2()
kh+2
− ph()ph−2() − ph−2()ph()
kh
, (30)
for 0hD−2. Fix an integer i (1 iD−1). Summing (30) over all h such that 0h i−1 and such that i−1−h
is even, and using (6), (25), we obtain (27). 
Lemma 5.4. Let  = (X,R) denote a bipartite distance-regular graph with diameter D4 and eigenvalues
k = 0 > 1 > · · ·> D . Let the polynomials pi, i be as in (17), (25), respectively. Then for 0 i, jD − 2,
D∑
h=0
i (h, )j (h, )(k
2 − 2h)(2 − 2h)mh (31)
=ij |X|pi()pi+2()kibibi+1ci+1ci+2. (32)
(We recall mh denotes the multiplicity of h for 0hD).
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Proof. Let the integers i, j be given. Without loss of generality we may assume ij . By Lemma 5.3 we have
pj+2(h)pj () − pj (h)pj+2() = c−1j+1c−1j+2(2h − 2)j (h, )
for 0hD, so the sum (31) is equal to
cj+1cj+2
D∑
h=0
i (h, )(pj+2()pj (h) − pj ()pj+2(h))(k2 − 2h)mh. (33)
Eliminating i (h, ) in (33) using (25), and evaluating the result using Lemma 4.3 and ij , we obtain (32). The
result follows. 
Lemma 5.5. Let  denote a bipartite distance-regular graph with diameter D4 and eigenvalues k = 0 > 1
> · · ·> D . Let the polynomials pi be as in (17). Then the following (i), (ii) hold.
(i) Abbreviate = 1. Then pi()> 0 for 0 iD − 2, and pD−1() = 0, pD() = 0.
(ii) Abbreviate = D−1. Then (−1)ipi()> 0 for 0 iD − 2, and pD−1() = 0, pD() = 0.
Proof. (i) Observe pD−1(1)=0, pD(1)=0 by Lemma 4.3. Suppose there exists an integer i (0 iD−2) such that
pi()0. Let us pick the minimal such i. Observe i2 since p0()= 1, p1()= . Apparently pi−2()> 0.We claim
there exists an integer h (2hD−2) such thati−2(h, ) = 0. To see this, observe byDeﬁnition 5.1 thati−2(, )
is a polynomial in with degree i−2. In this polynomial the coefﬁcient of i−2 is pi−2()(c1c2 · · · ci−2)−1.Apparently
this polynomial is not identically 0 so there exist at most i −2 integers h (2hD−2) such thati−2(h, )=0. By
this and since iD − 2, there exists at least one integer h (2hD − 2) such that i−2(h, ) = 0. We have now
proved our claim. We may now argue
0<
D−2∑
h=2
2i−2(h, )(k2 − 2h)(2 − 2h)mh
=
D∑
h=0
2i−2(h, )(k2 − 2h)(2 − 2h)mh
= |X|pi−2()pi()ki−2bi−2bi−1ci−1ci (by Lemma 5.4)
0.
We now have a contradiction and the result follows.
(ii) Similar to the proof of (i). 
Lemma 5.6. Let  denote a bipartite distance-regular graph with diameter D4 and eigenvalues k = 0 > 1
> · · ·> D . Assume D is odd and abbreviate d = (D − 1)/2. Let the polynomials pi be as in (17). Then the
following (i), (ii) hold.
(i) Abbreviate = d . Then (−1)i/2pi()> 0 for 0 iD − 2, and pD−1() = 0, pD() = 0.
(ii) Abbreviate = d+1. Then (−1)(i+1)/2pi()> 0 for 0 iD − 2, and pD−1() = 0, pD() = 0.
Proof. (i) Observe pD−1(d) = 0, pD(d) = 0 by Lemma 4.3. Suppose there exists an integer i (0 iD − 2)
such that (−1)i/2pi()0. Let us pick the minimal such i. Observe i2 since p0() = 1, p1() = . Apparently
(−1)(i−2)/2pi−2()> 0, so pi(), pi−2() do not have opposite signs. We claim there exists an integer h (1h
D − 1), h = d, h = d + 1 such that i−2(h, ) = 0. To see this, observe by Deﬁnition 5.1 that i−2(, ) is a
polynomial in with degree i−2. In this polynomial the coefﬁcient of i−2 ispi−2()(c1c2 · · · ci−2)−1.Apparently this
polynomial is not identically 0 so there exist at most i − 2 integers h (1hD− 1) such thati−2(h, )= 0. By this
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and since iD−2, there exists at least one integer h (1hD−1), h = d, h = d+1 such thati−2(h, ) = 0.We
have now proved our claim. We may now argue
0>
D−1∑
h=1
h=d,h=d+1
2i−2(h, )(k2 − 2h)(2 − 2h)mh
=
D∑
h=0
2i−2(h, )(k2 − 2h)(2 − 2h)mh
= |X|pi−2()pi()ki−2bi−2bi−1ci−1ci (by Lemma 5.4)
0.
We now have a contradiction and the result follows.
(ii) Similar to the proof of (i). 
6. A third family of polynomials
In this section we will use the following notation.
Notation 6.1. Throughout this section,will denote a bipartite distance-regular graph with diameterD4 and eigen-
values k=0 > 1 > · · ·> D . Let the polynomialspi be as in (17). IfD is odd,we let  denote one of 1, d , d+1, D−1,
where d= (D−1)/2. If D is even, we let  denote one of 1, D−1.We remark pi() = 0 for 0 iD−2 by Lemmas
5.5 and 5.6.
In this section we use  to deﬁne a family of polynomials in one variable. We denote these polynomials gi .
Deﬁnition 6.2. With reference to Notation 6.1, for 0 iD − 2 we deﬁne the polynomial gi ∈ R[] by
gi =
i∑
h=0
i−h even
ph()kibibi+1
pi()khbhbh+1
ph.
We observe
i (, ) = pi()gi , (34)
where i is from Deﬁnition 5.1. We emphasize gi depends on  as well as the intersection numbers of .
Lemma 6.3. With reference to Notation 6.1, let g0, g1, . . . , gD−2 denote the associated polynomials from Deﬁnition
6.2. Then
pi = gi − bibi+1
ci−1ci
pi−2()
pi()
gi−2 (2 iD − 2). (35)
Proof. Set =  in (26) and simplify the result using (34). 
Lemma 6.4. With reference to Notation 6.1, let g0, g1, . . . , gD−2 denote the associated polynomials from Deﬁnition
6.2. Then (i) and (ii) hold below for 0 iD − 2:
(i) The polynomial gi has degree exactly i.
(ii) The coefﬁcient of i in gi is (c1c2 · · · ci)−1.
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Proof. Routine. 
We now present a three-term recurrence satisﬁed by the polynomials gi .
Theorem 6.5. With reference to Notation 6.1, let g0, g1, . . . , gD−2 denote the associated polynomials from Deﬁnition
6.2. Then g0 = 1 and
gi = ci+1gi+1 + 	igi−1 (36)
for 0 iD − 3, where g−1 = 0,	0 = 0, and
	i = bi+1ci+2
ci
pi−1()pi+2()
pi()pi+1()
(1 iD − 3). (37)
Proof. We ﬁnd g0 =1 by Deﬁnition 6.2. To prove (36), we proceed by induction. It is routine to show equality holds in
(36) for i = 0, 1 using Deﬁnition 6.2 and (19). Now suppose equality holds in (36) for i = j − 2, where 2jD − 3.
We show equality holds in (36) for i = j . By the inductive hypothesis, we have
gj−2 = cj−1gj−1 + 	j−2gj−3. (38)
We must prove gj = cj+1gj+1 + 	j gj−1. First consider the expression cj+1gj+1 + 	j gj−1. Eliminating gj+1,	j
in this expression using (35), (37), respectively, and then simplifying the result using (19), we ﬁnd
cj+1gj+1 + 	j gj−1 = cj+1pj+1 + bj+1pj−1()
cjpj ()
gj−1. (39)
Now consider the expression gj . Replacing gj in this expression using (35), and eliminating pj , gj−2 in the result
using (19), (38), respectively, we ﬁnd
gj = cj+1pj+1 + bj+1pj−1 + bjbj+1
cj−1cj
pj−2()
pj ()
(cj−1gj−1 + 	j−2gj−3). (40)
Eliminating	j−2 in (40) using (37) and eliminating bj−1bjpj−3()(cj−2cj−1pj−1())−1gj−3 in the result using (35),
we ﬁnd
gj = cj+1pj+1 + bj+1 cjpj () + bjpj−2()
cjpj ()
gj−1. (41)
Observe the right-hand sides of (39), (41) are equal in view of (19), and thus the left-hand sides are equal. We ﬁnd
equality holds in (36) for i = j , as desired. 
Theorem 6.6. With reference to Notation 6.1, let g0, g1, . . . , gD−2 denote the associated polynomials from Deﬁnition
6.2. Then
D∑
h=0
gi(h)gj (h)(k
2 − 2h)(2 − 2h)mh = ij |X|kibibi+1ci+1ci+2
pi+2()
pi()
(42)
for 0 i, jD − 2.
Proof. To verify (42), on the left-hand side ﬁrst eliminate gi(h) and gj (h) using (34), and then evaluate the result
using Lemma 5.4. 
7. The subconstituent algebra and its modules
In this section we recall some deﬁnitions and basic concepts concerning the subconstituent algebra and its modules.
For more information we refer the reader to [4,7,8,13,16,35].
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Let = (X,R) denote a distance-regular graph with diameter D3. We recall the dual Bose–Mesner algebra of .
For the rest of this section, ﬁx a vertex x ∈ X. For 0 iD let E∗i = E∗i (x) denote the diagonal matrix in MatX(C)
with yy entry
(E∗i )yy =
{1 if (x, y) = i
0 if (x, y) = i (y ∈ X). (43)
We call E∗i the ith dual idempotent of  with respect to x. We observe (di)
∑D
i=0 E∗i = I ; (dii) E∗i = E∗i (0 iD);
(diii) E∗ti = E∗i (0 iD) (div) E∗i E∗j = ijE∗i (0 i, jD). Using (di) and (div) we ﬁnd E∗0 , E∗1 , . . . , E∗D form a
basis for a commutative subalgebra M∗ = M∗(x) of MatX(C). We call M∗ the dual Bose–Mesner algebra of  with
respect to x. We recall the subconstituents of . Using (43) we ﬁnd
E∗i V = Span{yˆ | y ∈ X, (x, y) = i} (0 iD). (44)
By (44) and since {yˆ | y ∈ X} is an orthonormal basis for V we ﬁnd
V = E∗0V + E∗1V + · · · + E∗DV (orthogonal direct sum). (45)
Combining (44) and (5) we ﬁnd the dimension of E∗i V is ki for (0 iD). We call E∗i V the ith subconstituent of 
with respect to x.
We recall how M and M∗ are related. By [35, Lemma 3.2],
E∗hAiE∗j = 0 if and only if phij = 0 (0h, i, jD). (46)
Let T = T (x) denote the subalgebra of MatX(C) generated by M and M∗. We call T the subconstituent algebra of
 with respect to x [35]. We observe T has ﬁnite dimension. Moreover T is semi-simple; the reason is that T is closed
under the conjugate-transpose map [10, p. 157].
We now consider the modules for T . By a T-module we mean a subspace W ⊆ V such that BW ⊆ W for all B ∈ T .
We refer to V itself as the standard module for T . LetW denote a T-module. ThenW is said to be irreducible whenever
W is nonzero and W contains no T-modules other than 0 and W . Let W,W ′ denote T-modules. By an isomorphism of
T-modules from W to W ′ we mean an isomorphism of vector spaces 
 : W → W ′ such that
(
B − B
)W = 0 for all B ∈ T .
The modules W,W ′ are said to be isomorphic as T-modules whenever there exists an isomorphism of T-modules from
W to W ′.
LetW denote aT-module and letW ′ denote aT-module contained inW. Using (3) we ﬁnd the orthogonal complement
of W ′ in W is a T-module. It follows that each T-module is an orthogonal direct sum of irreducible T-modules. We
mention any two nonisomorphic irreducible T-modules are orthogonal [10, Chapter IV].
Let W denote an irreducible T-module. Using (di)–(div) above we ﬁnd W is the direct sum of the nonzero spaces
among E∗0W,E∗1W, . . . , E∗DW . Similarly using (eii)–(ev) we ﬁnd W is the direct sum of the nonzero spaces among
E0W,E1W, . . . , EDW . If the dimension of E∗i W is at most 1 for 0 iD then the dimension of EiW is at most 1
for 0 iD [35, Lemma 3.9]; in this case we say W is thin. Let W denote an irreducible T-module. By the endpoint
of W we mean
min {i | 0 iD, E∗i W = 0}.
We adopt the following notational convention.
Deﬁnition 7.1. For the rest of this paper we let  = (X,R) denote a bipartite distance-regular graph with diam-
eter D4, valency k3, intersection numbers bi, ci , adjacency matrix A, Bose–Mesner algebra M, and eigenval-
ues 0 > 1 > · · ·> D . For 0 iD we let Ei denote the primitive idempotent of  associated with i . We deﬁne
d = D/2. We let V denote the standard module for . We ﬁx x ∈ X and abbreviate E∗i = E∗i (x) (0 iD),
M∗ = M∗(x), T = T (x). We deﬁne
si =
∑
y∈X
(x,y)=i
yˆ (0 iD). (47)
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8. The T-module of endpoint 0
With reference to Deﬁnition 7.1, there exists a unique irreducible T-module with endpoint 0 [12, Proposition 8.4].We
denote this module V0. The module V0 is described in [7,12]. We summarize some details below in order to motivate
the results that follow.
The module V0 is thin. In fact each of EiV0, E∗i V0 has dimension 1 for 0 iD. We give two bases for V0. The
vectors E0xˆ, E1xˆ, . . . , EDxˆ form a basis for V0. These vectors are mutually orthogonal and ‖Eixˆ‖2 = mi |X|−1 for
0 iD. To motivate the second basis we make some comments. For 0 iD we have si =Aixˆ. Moreover, si =E∗i ,
where =∑y∈X yˆ. The vectors s0, s1, . . . , sD form a basis for V0. These vectors are mutually orthogonal and ‖si‖2=ki
for 0 iD. With respect to the basis s0, s1, . . . , sD the matrix representing A is⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 b0 0
c1 0 b1
c2 · ·
· · ·
· · bD−1
0 cD 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
The two bases for V0 given above are related as follows. For 0 iD we have
si =
D∑
h=0
fi(h)Ehxˆ,
where the polynomial fi is from (13).
9. T-modules of endpoint 1
With reference to Deﬁnition 7.1, there exists, up to isomorphism, a unique irreducible T-module with endpoint 1
[7, Corollary 7.7]. We denote this module V1. The module V1 is described in [7,14].We summarize some details below
in order to motivate the results that follow.
The module V1 is thin with dimension D − 1. We give two bases for V1. Let v denote a nonzero vector in E∗1V1.
Then the sequence E1v,E2v, . . . , ED−1v is a basis for V1. These vectors are mutually orthogonal and
‖Eiv‖2 = mi(k
2 − 2i )
|X|k(k − 1) ‖v‖
2 (1 iD − 1).
Tomotivate the second basis wemake some comments.We haveE∗i+1Aiv=pi(A)v for 0 iD−2 andE∗DAD−1v=0,
where the polynomialpi is from (17). The vectorsE∗1A0v,E∗2A1v, . . . , E∗D−1AD−2v form a basis forV1. These vectors
are mutually orthogonal and
‖E∗i+1Aiv‖2 =
b2 · · · bi+1
c1 · · · ci ‖v‖
2 (0 iD − 2).
With respect to the basis E∗1A0v,E∗2A1v, . . . , E∗D−1AD−2v, the matrix representing A is⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 b2 0
c1 0 b3
c2 · ·
· · ·
· · bD−1
0 cD−2 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
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The two bases for V1 given above are related as follows. For 0 iD − 2 we have
E∗i+1Aiv =
D−1∑
h=1
pi(h)Ehv.
We comment that V1 appears in V with multiplicity k − 1. We will need the following result.
Corollary 9.1. With reference to Deﬁnition 7.1, let W denote an irreducible T-module with endpoint 1. Observe E∗2W
is an eigenspace for E∗2A2E∗2 . The corresponding eigenvalue is b3 − 1.
Proof. The desired eigenvalue is the entry in the second row and second column of the matrix representing A2 with
respect to the basis E∗1A0v,E∗2A1v, . . . , E∗D−1AD−2v. To compute this entry, ﬁrst set i = 1 in (12) and observe that
c2A2 =A2 − kI . Using this fact and the above matrix display of A, we verify the speciﬁed matrix entry is b3 − 1. 
10. The local eigenvalues
Later in the paper we will consider the thin irreducible T-modules with endpoint 2. In order to discuss these we
introduce some parameters we call the local eigenvalues.
Deﬁnition 10.1. With reference to Deﬁnition 7.1, we let 22 = 22(x) denote the graph (X˘, R˘), where
X˘ = {y ∈ X | (x, y) = 2},
R˘ = {yz | y, z ∈ X˘, (y, z) = 2},
where we recall  denotes the path-length distance function for . The graph 22 has exactly k2 vertices, where k2 is
the second valency of . Also, 22 is regular with valency p222. We let A˘ denote the adjacency matrix of 22. The matrix
A˘ is symmetric with real entries; therefore A˘ is diagonalizable with all eigenvalues real. We let 1, 2, . . . , k2 denote
the eigenvalues of A˘. We call 1, 2, . . . , k2 the local eigenvalues of  with respect to x.
With reference to Deﬁnition 7.1, we consider the second subconstituent E∗2V . We recall the dimension of E∗2V is
k2. Observe E∗2V is invariant under the action of E∗2A2E∗2 . To illuminate this action we make an observation. For an
appropriate ordering of the vertices of  we have
E∗2A2E∗2 =
(
A˘ 0
0 0
)
,
where A˘ is from Deﬁnition 10.1. Apparently the action of E∗2A2E∗2 on E∗2V is essentially the adjacency map for 22.
In particular the action of E∗2A2E∗2 on E∗2V is diagonalizable with eigenvalues 1, 2, . . . , k2 . We observe the vector
s2 from (47) is contained in E∗2V . One may easily show that s2 is an eigenvector for E∗2A2E∗2 with eigenvalue p222. Let
v denote a vector in E∗2V . We observe the following are equivalent: (i) v is orthogonal to s2; (ii) E0v = 0; (iii) Jv = 0;
(iv) EDv = 0; (v) J ′v = 0. Let V1 denote an irreducible T-module of endpoint 1, and let v denote a vector in E∗2V1.
By Corollary 9.1, v is an eigenvector for E∗2A2E∗2 with eigenvalue b3 − 1. Reordering the eigenvalues if necessary, we
have 1 = p222 and i = b3 − 1 (2 ik). For the rest of this paper we assume the local eigenvalues of  are ordered
in this way.
We now need some notation.
Deﬁnition 10.2. With reference to Deﬁnition 7.1, letY denote the subspace ofV spanned by the irreducible T-modules
with endpoint 1. We deﬁne the set U to be the orthogonal complement of E∗2V0 + E∗2Y in E∗2V .
Deﬁnition 10.3. With reference to Deﬁnition 7.1, let  denote the set of distinct scalars among k+1,k+2, . . . , k2 ,
where the i are from Deﬁnition 10.1. For  ∈ R we let mult denote the number of times  appears among
k+1, k+2, . . . , k2 . We observe mult = 0 if and only if  ∈ .
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Using (3) we ﬁnd U is invariant under E∗2A2E∗2 . Apparently the restriction of E∗2A2E∗2 to U is diagonalizable with
eigenvalues k+1, k+2, . . . , k2 . For  ∈ R let U denote the set consisting of those vectors in U that are eigenvectors
for E∗2A2E∗2 with eigenvalue . We observe U is a subspace of U with dimension mult. We emphasize the following
are equivalent: (i) mult = 0; (ii) U = 0; (iii)  ∈ . By (3) and since E∗2A2E∗2 is symmetric with real entries we ﬁnd
U =
∑
∈
U (orthogonal direct sum). (48)
The following result will be useful.
Lemma 10.4. With reference to Deﬁnition 7.1, let E denote a primitive idempotent of  and let ∗0, ∗1, . . . , ∗D denote
the corresponding dual eigenvalue sequence. Then
|X|E∗2EE∗2 = (∗0 − ∗4)E∗2 + (∗2 − ∗4)E∗2A2E∗2 + ∗4E∗2JE∗2. (49)
Proof. By (aii),
E∗2JE∗2 = E∗2
(
D∑
i=0
Ai
)
E∗2
=E∗2 + E∗2A2E∗2 + E∗2A4E∗2 (50)
in view of (ai), (46). Using (8) we similarly ﬁnd
|X|E∗2EE∗2 = E∗2
(
D∑
i=0
∗i Ai
)
E∗2
= ∗0E∗2 + ∗2E∗2A2E∗2 + ∗4E∗2A4E∗2 . (51)
Eliminating E∗2A4E∗2 in (51) using (50) we get (49). 
11. Some inner products
In this section we are concerned with the following basis.
Lemma 11.1. With reference to Deﬁnition 7.1, let v denote a nonzero vector in E∗2V which is orthogonal to s2. Then
the nonvanishing vectors among
E1v,E2v, . . . , ED−1v (52)
form an orthogonal basis for Mv.
Proof. Recall E0, E1, . . . , ED form a basis for M. We assume v is orthogonal to s2 so E0v = 0, EDv = 0. Now
apparently the vectors in (52) span Mv. The vectors in (52) are mutually orthogonal by (7) and the result follows. 
Referring to Lemma 11.1, in this section we determine which of E1v,E2v, . . . , ED−1v are zero. To do this, we
compute the square norms of these vectors.
Theorem 11.2. With reference to Deﬁnition 7.1, let v denote a nonzero vector in E∗2V which is orthogonal to s2.
Assume v is an eigenvector for E∗2A2E∗2 ; let  denote the corresponding eigenvalue.
(i) Assume  = −1. Then
‖Eiv‖2 = mi(i − k)(i + k)(
2
i − )
|X|kb1(− b2) ‖v‖
2 (0 iD), (53)
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where
= b2
(
1 − b3
1 + 
)
. (54)
We remark the denominator in (53) is nonzero by the form of (54).
(ii) Assume = −1. Then
‖Eiv‖2 = mi(k − i )(k + i )|X|kb1 ‖v‖
2 (0 iD). (55)
Proof. First assume i ∈ {0,D}. Then i ∈ {−k, k}. We assume v is orthogonal to s2 so E0v = 0, EDv = 0. Thus the
equations in (53), (55) hold since both sides of the equations are zero. Now assume 1 iD − 1. Observe v = E∗2v
by construction so Eiv = EiE∗2v. We may now argue
‖Eiv‖2 = (EiE∗2v)tEiE∗2v by (2)
= vtE∗t2 EtiEiE∗2v
= vtE∗2E2i E∗2v by (eiii), (eiv), (dii), (diii)
= vtE∗2EiE∗2v by (ev). (56)
To evaluate (56) we apply Lemma 10.4. To do this we make some comments. Let ∗0, ∗1, . . . , ∗D denote the dual
eigenvalue sequence forEi .We assume v is orthogonal to s2 so Jv=0.We already mentionedE∗2v=v. By assumption
E∗2A2E∗2v=v. Since each of J,E∗2 ,A2 has real entries and since  is real, we see Jv=0,E∗2v=v, andE∗2A2E∗2v=v.
Evaluating (56) using Lemma 10.4 and our above comments, we ﬁnd |X| ‖Eiv‖2 is equal to ‖v‖2 times
∗0 − ∗4 + (∗2 − ∗4). (57)
Observe (57) is equal to ∗0 − ∗2 times
1 + (1 + ) 
∗
2 − ∗4
∗0 − ∗2
. (58)
Using (16) and recalling ∗0 = mi , we ﬁnd ∗0 − ∗2 = mi(k − i )(k + i )/(kb1). First assume  = −1. Then (58) is
equal to 1 and (55) follows. Next assume  = −1. Evaluating (58) using Corollary 4.5 and (54), we routinely verify
that (53) holds. 
With reference to Deﬁnition 10.1, our next goal is to get upper and lower bounds for the local eigenvalues i
(k + 1 ik2). We will use the following notation.
Deﬁnition 11.3. With reference to Deﬁnition 7.1, for all z ∈ C ∪ ∞ we deﬁne
z˜ =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−1 − b2b3
z2 − b2 if z = ∞, z
2 = b2,
∞ if z2 = b2,
−1 if z = ∞.
By Lemma 3.5 neither of 21, 2d is equal to b2, so
˜1 = −1 − b2b3(21 − b2)−1, ˜d = −1 − b2b3(2d − b2)−1. (59)
By the data in Lemma 3.5 we have ˜1 <− 1. Moreover ˜d > b3 − 1 if D is odd and ˜d = b3 − 1 if D is even. In either
case ˜d0.
Theorem 11.4. With reference to Deﬁnitions 7.1 and 10.1, we have ˜1i ˜d for k + 1 ik2.
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Proof. Let the integer i be given, and abbreviate = i . Let v denote a nonzero vector in U. First suppose < ˜1. By
Deﬁnition 11.3 and Lemma 3.5 we ﬁnd
+ 1< b2b3
b2 − 21
< 0. (60)
Using (54) and (60), we ﬁnd >b2 and < 21. Now ‖E1v‖2 < 0 by Theorem 11.2, a contradiction. The inequality
i ˜d is proven similarly. 
Referring to Lemma 11.1, we now determine which of E1v,E2v, . . . , ED−1v are zero.
Lemma 11.5. With reference to Deﬁnition 7.1, let v denote a nonzero vector in U. Then (i)–(vi) hold below.
(i) E0v = 0 and EDv = 0.
(ii) For 1 iD − 1, Eiv = 0 provided i is not among 1, d,D − d,D − 1.
(iii) E1v = 0 if and only if v ∈ U˜1 .(iv) ED−1v = 0 if and only if v ∈ U˜1 .(v) Edv = 0 if and only if v ∈ U˜d .(vi) ED−dv = 0 if and only if v ∈ U˜d .
Proof. By Deﬁnition 10.2, U is orthogonal to V0; in particular v is orthogonal to s2. Thus E0v, EDv are zero. Now
suppose there exists an integer n (1nD − 1) such that Env = 0. We show n is among 1, d,D − d,D − 1, and that
v ∈ U˜n . We claim v is an eigenvector for E∗2A2E∗2 . To see this, in (49) set E = En and apply both sides to v. Using
v = E∗2v and Jv = 0 we ﬁnd
0 = (∗0 − ∗4)v + (∗2 − ∗4)E∗2A2E∗2v,
where ∗0, ∗2, ∗4 are dual eigenvalues for En. Observe ∗2 = ∗4; otherwise ∗0 = ∗4 by the above line, forcing ∗0 = ∗2
and contradicting Lemma 4.4. Apparently v is an eigenvector for E∗2A2E∗2 , as claimed. Let  denote the corresponding
eigenvalue. By assumption Env = 0 so ‖Env‖2 = 0. Applying Theorem 11.2 we ﬁnd 2n = and thus = ˜n. Thus n is
among 1, d,D − d,D − 1 by Theorem 11.4, Lemma 3.1(v), and the fact that 0 > 1 > · · ·> D . Apparently v ∈ U˜n .
To ﬁnish the proof, suppose n = 1 or n = d and assume v ∈ U˜n .We show Env = 0, ED−nv = 0. Observe v is an
eigenvector for E∗2A2E∗2 with eigenvalue ˜n. Applying Theorem 11.2 we ﬁnd ‖Env‖2 = 0 so Env = 0, as desired.
Observe ED−nv = 0 since ‖ED−nv‖2 = ‖Env‖2 by (53). The result follows. 
Corollary 11.6. With reference to Deﬁnition 7.1, let v denote a nonzero vector in U. Then (i)–(iv) hold below.
(i) If v ∈ U˜1 then Mv has dimension D − 3.(ii) If v ∈ U˜d and D is odd, then Mv has dimension D − 3.(iii) If v ∈ U˜d and D is even, then Mv has dimension D − 2.(iv) If v /∈U˜1 and v /∈U˜d then Mv has dimension D − 1.
Proof. Combine Lemmas 11.1 and 11.5 and observe the integers d, D − d are distinct precisely when D is odd. 
The following equations will be useful.
Lemma 11.7. With reference to Deﬁnitions 7.1 and 10.3, the following (i)–(iii) hold.
(i) k +∑∈mult = k2.
(ii) p222 + (k − 1)(b3 − 1) +
∑
∈ mult = 0.
(iii) (p222)2 + (k − 1)(b3 − 1)2 +
∑
∈ 2mult = k2p222.
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Proof. (i) There are k2 − k elements in the sequence k+1, k+2, . . . , k2 .
(ii) Recall the matrix A˘ from Deﬁnition 10.1. Each diagonal entry of A˘ is zero, so the trace of A˘ is zero. Recall
1, 2, . . . , k2 are the eigenvalues of A˘, so
∑k2
i=1 i = 0. By this and since 1 = p222, i = b3 − 1 (2 ik), we have
the desired result.
(iii) Recall 22 is regular with valency p222, so each diagonal entry of A˘2 is p222. Apparently the trace of A˘2 is k2p222,
so
∑k2
i=1 2i = k2p222. By this and since 1 = p222, i = b3 − 1 (2 ik), we have the desired result. 
Deﬁnition 11.8. With reference to Deﬁnition 7.1, let W denote a thin irreducible T-module with endpoint 2. Ob-
serve E∗2W is a 1-dimensional eigenspace for E∗2A2E∗2 ; let  denote the corresponding eigenvalue. We observe E∗2W
is contained in E∗2V and is orthogonal to any irreducible T-module with endpoint 0 or 1, so E∗2W ⊆ U. Appar-
ently U = 0 so  is one of k+1, k+2, . . . , k2 . We have ˜1 ˜d by Theorem 11.4. We refer to  as the local
eigenvalue of W.
With reference to Deﬁnition 7.1, letW denote a thin irreducible T-module with endpoint 2 and local eigenvalue . In
order to describe W we distinguish four cases: (i) D is odd, and  = ˜1 or  = ˜d ; (ii) D is even and  = ˜1; (iii) D is
even and = ˜d ; (iv) ˜1 < < ˜d . We investigate cases (i), (ii) in the present paper. We will investigate the remaining
cases in a future paper.
12. The spaces U
˜1
and U
˜d
We state our main goal for this section. With reference to Deﬁnition 7.1, choose n ∈ {1, d} if D is odd, and let n= 1
if D is even. Deﬁne  = ˜n. We show that for all nonzero v ∈ U the space Mv is a thin irreducible T-module with
endpoint 2 and local eigenvalue .
Lemma 12.1. With reference to Deﬁnition 7.1, let v denote a vector in E∗2V . Then
E∗i Ajv = 0 if |i − j |> 2 (0 i, jD),
and
E∗i Ajv = 0 if i + j is odd (0 i, jD).
Proof. Let i, j be given and observe E∗2v = v so E∗i Ajv = E∗i AjE∗2v. The result now follows from (46). 
Lemma 12.2. With reference to Deﬁnition 7.1, let v denote a vector in E∗2V which is orthogonal to s2. Then
D∑
j=0
E∗i Ajv = 0 (0 iD).
Proof. Observe Jv = 0 so E∗i J v = 0. Eliminate J in this expression using (aii) to get the result. 
Lemma 12.3. With reference to Deﬁnition 7.1, choose n ∈ {1, d} if D is odd, and let n= 1 if D is even. Deﬁne = ˜n.
Then for all v ∈ U we have
D∑
j=0
∗jE∗i Ajv = 0 (0 iD),
where ∗0, ∗1, . . . , ∗D denotes the dual eigenvalue sequence for n.
Proof. Observe Env = 0 by Lemma 11.5 so E∗i Env = 0. Eliminate En in this expression using (8) to get
the result. 
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Lemma 12.4. With reference to Deﬁnition 7.1, choose n ∈ {1, d} if D is odd, and let n= 1 if D is even. Deﬁne = ˜n.
Then for all v ∈ U we have
E∗i Aiv =
∗i−2 − ∗i+2
∗i+2 − ∗i
E∗i Ai−2v (2 iD − 2), (61)
E∗i Ai+2v =
∗i−2 − ∗i
∗i − ∗i+2
E∗i Ai−2v (2 iD − 2), (62)
where ∗0, ∗1, . . . , ∗D denotes the dual eigenvalue sequence for n. Moreover
E∗0Aiv = 0, E∗1Aiv = 0, E∗D−1Aiv = 0, E∗DAiv = 0 (0 iD). (63)
We note the denominators in (61), (62) are nonzero by Lemmas 4.4, 5.5, and 5.6.
Proof. By Lemmas 4.4, 5.5, and 5.6, we ﬁnd ∗i−2 = ∗i for 2 iD. Solving the equations in Lemmas 12.2 and 12.3
using Lemma 12.1, we routinely obtain (61)–(63). 
Lemma 12.5. With reference to Deﬁnition 7.1, let v denote a vector in E∗2V which is orthogonal to s2. Let the
polynomials p0, p1, . . . , pD be from (17). Then
pi(A)v = E∗i+2Aiv − E∗i Ai+2v (0 iD − 2). (64)
Moreover, pD−1(A)v = 0, pD(A)v = 0.
Proof. For 0 iD − 2 we have
pi(A)v =
∑
0 s i
i−s even
Asv
= (E∗0 + E∗1 + · · · + E∗D)
∑
0 s i
i−s even
Asv
=
∑
E∗r Asv, (65)
where the ﬁnal sum is over all integers r, s such that 0rD, 0s i, and i−s is even. Cancelling terms in (65) using
Lemmas 12.1 and 12.2 we obtain (64). Using (18), we may solve for each of pD−1(A), pD(A) as a linear combination
of J and J ′. Recall Jv = 0, J ′v = 0, and thus pD−1(A)v = 0, pD(A)v = 0. 
Theorem 12.6. With reference to Deﬁnition 7.1, choose n ∈ {1, d} if D is odd, and let n=1 if D is even. Deﬁne = ˜n.
Then for all v ∈ U we have
E∗i+2Aiv =
∑
0h i
i−h even
∗h − ∗h+2
∗i − ∗i+2
ph(A)v (0 iD − 2), (66)
where ∗0, ∗1, . . . , ∗D denotes the dual eigenvalue sequence for n. Moreover, each side of (66) is zero for i = D − 3,
i = D − 2. We note the denominators in (66) are nonzero by Lemmas 4.4, 5.5, and 5.6.
Proof. To verify (66), in the expression on the right eliminate ph(A)v using (64), and simplify the result using (62),
(63). We now have (66). For i = D − 3, i = D − 2, each side of (66) is zero by (63). 
Theorem 12.7. With reference to Deﬁnition 7.1, choose n ∈ {1, d} if D is odd, and let n = 1 if D is even. Deﬁne
= ˜n. Let =n, and let g0, g1, . . . , gD−2 denote the associated polynomials from Deﬁnition 6.2. Then for all v ∈ U
Mark S. MacLean, P. Terwilliger /Discrete Mathematics 306 (2006) 1694–1721 1713
and for 0 iD − 2,
E∗i+2Aiv = gi(A)v. (67)
Moreover, each side of (67) is zero for i = D − 3, i = D − 2.
Proof. Choose an integer h (0hD − 2). Using Lemma 4.4 and (6), we ﬁnd
kibibi+1
khbhbh+1
ph()
pi()
= 
∗
h − ∗h+2
∗i − ∗i+2
,
where denominators are nonzero by Lemmas 5.5, 5.6. The result now follows by Deﬁnition 6.2 and Theorem 12.6.
For i = D − 3, i = D − 2 both sides of (67) are zero by Theorem 12.6. 
Lemma 12.8. With reference to Deﬁnition 7.1, choose n ∈ {1, d} if D is odd, and let n= 1 if D is even. Deﬁne = ˜n.
Then for all nonzero v ∈ U, the vectors E∗i+2Aiv (0 iD − 4) form a basis for Mv.
Proof. ByCorollary 11.6 the dimensionofMv isD−3.By this and sinceAgeneratesMweﬁndv,Av,A2v, . . . , AD−4v
form a basis for Mv. For 0 iD − 2 let the polynomial gi be as in Deﬁnition 6.2 (with = n). Recall gi has degree
i. Apparently the vectors gi(A)v (0 iD − 4) form a basis for Mv. By Theorem 12.7 we have gi(A)v = E∗i+2Aiv
for 0 iD − 4. The result follows. 
Theorem 12.9. With reference to Deﬁnition 7.1, choose n ∈ {1, d} if D is odd, and let n=1 if D is even. Deﬁne = ˜n.
Then for all nonzero v ∈ U the space Mv is a thin irreducible T-module with endpoint 2 and local eigenvalue .
Proof. We ﬁrst show Mv is a T-module. It is clear Mv is closed under M. By Lemma 12.8 and (div) we ﬁnd Mv is
closed under M∗. Recall M and M∗ generate T so Mv is a T-module. We show Mv is irreducible. From Lemma 12.8
we ﬁnd v is a basis for E∗2Mv. In particular, E∗2Mv has dimension 1. Since Mv is a T-module it is a direct sum of
irreducible T-modules. It follows there exists an irreducible T-moduleW ′ such thatW ′ ⊆ Mv and such thatE∗2W ′ = 0.
We show W ′ = Mv. Observe E∗2W ′ ⊆ E∗2Mv, and we mentioned E∗2Mv has dimension 1, so E∗2W ′ = E∗2Mv. Now
apparently v ∈ E∗2W ′. ObserveW ′ isM-invariant, soMv ⊆ W ′, and it followsW ′=Mv. In particularMv is irreducible.
From Lemma 12.8 we ﬁnd E∗i Mv is 0 for i ∈ {0, 1,D − 1,D} and has dimension 1 for 2 iD − 2. Apparently
Mv is thin with endpoint 2. We mentioned v is a basis for E∗2Mv. From the construction v ∈ U so Mv has local
eigenvalue . 
13. The thin irreducible T-modules with endpoint 2 and local eigenvalue ˜1 or ˜d
With reference to Deﬁnition 7.1, choose n ∈ {1, d} if D is odd, and let n = 1 if D is even. We now describe the thin
irreducible T-modules with endpoint 2 and local eigenvalue ˜n.
Theorem 13.1. With reference to Deﬁnition 7.1, choose n ∈ {1, d} if D is odd, and let n= 1 if D is even. Let W denote
a thin irreducible T-module with endpoint 2 and local eigenvalue ˜n. Let v denote a nonzero vector in E∗2W . Then
W = Mv. The vectors
Eiv (1 iD − 1, i = n, i = D − n) (68)
form a basis for W and E0v = 0, Env = 0, ED−nv = 0, EDv = 0.
Proof. Observe W is M-invariant and v ∈ W so Mv ⊆ W . Observe v ∈ U˜n by Deﬁnition 11.8; combining this with
Theorem 12.9 we ﬁnd Mv is a T-module. Now W =Mv by the irreducibility ofW. We mentioned v ∈ U˜n ; by this and
Lemma 11.5 we ﬁnd each of the vectors in (68) are nonzero. Moreover E0v = 0, Env = 0, ED−nv = 0, and EDv = 0.
Applying Lemma 11.1 we ﬁnd the vectors in (68) form a basis for Mv. 
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Theorem 13.2. With reference to Deﬁnition 7.1, choose n ∈ {1, d} if D is odd, and let n= 1 if D is even. Let W denote
a thin irreducible T-module with endpoint 2 and local eigenvalue ˜n. The vectors in (68) are mutually orthogonal and
‖Eiv‖2 = mi(
2
i − k2)(2i − 2n)
|X|kb1(2n − b2)
‖v‖2 (1 iD − 1, i = n, i = D − n), (69)
where the scalar mi denotes the multiplicity of i . We remark the denominator in (69) is nonzero by Lemma 3.5.
Proof. The vectors in (68) are mutually orthogonal by (7). To obtain (69) we apply Theorem 11.2. Set  = ˜n and
observe  = −1 by Deﬁnition 11.3. Now (53) holds and (69) follows. 
Theorem 13.3. With reference to Deﬁnition 7.1, choose n ∈ {1, d} if D is odd, and let n= 1 if D is even. Let W denote
a thin irreducible T-module with endpoint 2 and local eigenvalue ˜n. Let v denote a nonzero vector in E∗2W . Then the
vectors E∗i+2Aiv (0 iD − 4) form a basis for W.
Proof. Observe v ∈ U˜n by Deﬁnition 11.8 and W = Mv by Theorem 13.1. The result now follows in view of
Lemma 12.8. 
Theorem 13.4. With reference to Deﬁnition 7.1, choose n ∈ {1, d} if D is odd, and let n=1 if D is even. LetW denote a
thin irreducible T-module with endpoint 2 and local eigenvalue ˜n. Abbreviate = n, and let g0, g1, . . . , gD−2 denote
the associated polynomials from Deﬁnition 6.2. Let v denote a nonzero vector in E∗2W . Then for 0 iD− 4 we have
E∗i+2Aiv =
∑
1 jD−1
j =n, j =D−n
gi(j )Ejv. (70)
Proof. By Theorem 12.7 we have E∗i+2Aiv = gi(A)v. In this equation, multiply gi(A)v on the left by I, expand using
(eii), and simplify the result using AEj = jEj (0jD). Observe E0v = 0, Env = 0, ED−nv = 0, EDv = 0 by
Theorem 13.1. 
Theorem 13.5. With reference to Deﬁnition 7.1, choose n ∈ {1, d} if D is odd, and let n=1 if D is even. LetW denote a
thin irreducible T-module with endpoint 2 and local eigenvalue ˜n. Let v denote a nonzero vector in E∗2W . The vectors
E∗i+2Aiv (0 iD − 4) are mutually orthogonal and
‖E∗i+2Aiv‖2 =
kibibi+1ci+1ci+2
kb1(
2
n − b2)
pi+2(n)
pi(n)
‖v‖2 (0 iD − 4), (71)
where the polynomials pi are as in (17).We remark the denominators in (71) are nonzero by Lemmas 3.5, 5.5, and 5.6.
Proof. The vectors E∗i+2Aiv (0 iD − 4) are mutually orthogonal by (45). To verify (71), in the left-hand side
eliminate E∗i+2Aiv using (70), and evaluate the result using Theorems 6.6 and 13.2. 
Theorem 13.6. With reference to Deﬁnition 7.1, choose n ∈ {1, d} if D is odd, and let n= 1 if D is even. Let W denote
a thin irreducible T-module with endpoint 2 and local eigenvalue ˜n. With respect to the basis for W given in Theorem
13.3 the matrix representing A is⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 	1 0
c1 0 	2
c2 · ·
· · ·
· · 	D−4
0 cD−4 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
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where
	i = bi+1ci+2
ci
pi−1(n)pi+2(n)
pi(n)pi+1(n)
(1 iD − 4). (72)
We remark the denominator in (72) is nonzero by Lemmas 5.5 and 5.6.
Proof. Let = n, and let g0, g1, . . . , gD−2 denote the associated polynomials from Deﬁnition 6.2. Setting = A in
(36) and applying the result to v, we ﬁnd
Agi(A)v = ci+1gi+1(A)v + 	igi−1(A)v (0 iD − 4),
where g−1 = 0, 	0 = 0. The result follows in view of Theorem 12.7. 
In summary we have the following theorem.
Theorem 13.7. With reference to Deﬁnition 7.1, choose n ∈ {1, d} if D is odd, and let n=1 if D is even. LetW denote a
thin irreducible T-module with endpoint 2 and local eigenvalue ˜n. Then W has dimension D − 3. For 0 iD, E∗i W
is zero if i ∈ {0, 1,D−1,D} and has dimension 1 if i /∈ {0, 1,D−1,D}.Moreover,EiW is zero if i ∈ {0, n,D−n,D}
and has dimension 1 if i /∈ {0, n,D − n,D}.
Proof. The dimension of W is equal to D − 3 by Theorem 13.3. Fix an integer i (0 iD). From Theorem 13.3 we
ﬁnd E∗i W is zero if i ∈ {0, 1,D− 1,D} and has dimension 1 if i /∈ {0, 1,D− 1,D}. From Theorem 13.1 we ﬁnd EiW
is zero if i ∈ {0, n,D − n,D} and has dimension 1 if i /∈ {0, n,D − n,D}. 
14. Some multiplicities
With reference to Deﬁnition 7.1, choose n ∈ {1, d} if D is odd, and let n = 1 if D is even. Let W denote a thin
irreducible T-module with endpoint 2 and local eigenvalue ˜n. In this section we consider the multiplicity with which
W appears in the standard module V.
Theorem 14.1. With reference to Deﬁnition 7.1, choose n ∈ {1, d} if D is odd, and let n= 1 if D is even. Let W denote
a thin irreducible T-module with endpoint 2 and local eigenvalue ˜n. Let W ′ denote an irreducible T-module. Then the
following (i), (ii) are equivalent.
(i) W and W ′ are isomorphic as T-modules.
(ii) W ′ is thin with endpoint 2 and local eigenvalue ˜n.
Proof. (i) ⇒ (ii) Clear.
(ii) ⇒ (i) We display an isomorphism of T-modules from W to W ′. Observe E∗2W and E∗2W ′ are both nonzero. Let
v (resp. v′) denote a nonzero vector in E∗2W (resp. in E∗2W ′). By Theorem 13.3 the vectors
E∗i+2Aiv (0 iD − 4) (73)
form a basis for W. Similarly the vectors
E∗i+2Aiv′ (0 iD − 4) (74)
form a basis for W ′. Let 
 : W → W ′ denote the isomorphism of vector spaces that sends E∗i+2Aiv to E∗i+2Aiv′ for
0 iD − 4. We show 
 is an isomorphism of T-modules. By Theorem 13.6 the matrix representing A with respect
to the basis (73) is equal to the matrix representing A with respect to the basis (74). It follows 
A − A
 vanishes on
W. From the construction we ﬁnd that for 0hD, the matrix representing E∗h with respect to the basis (73) is equal
to the matrix representing E∗h with respect to the basis (74). It follows 
E∗h − E∗h
 vanishes on W. The algebra T is
generated by A,E∗0 , E∗1 , . . . , E∗D . It follows 
B − B
 vanishes on W for all B ∈ T . We now see 
 is an isomorphism
of T-modules from W to W ′. 
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Lemma 14.2. With reference toDeﬁnition 7.1, choosen ∈ {1, d} if D is odd, and letn=1 if D is even.Deﬁne =˜n.Then
U = E∗2H,
where H denotes the subspace of V spanned by all the thin irreducible T-modules with endpoint 2 and local
eigenvalue .
Proof. We ﬁrst show U ⊆ E∗2H. Assume U = 0; otherwise the result is trivial. Let v denote a nonzero vector in
U. By Theorem 12.9 we ﬁnd Mv is a thin irreducible T-module with endpoint 2 and local eigenvalue , so Mv ⊆ H.
Of course v ∈ Mv so v ∈ H. By the construction v ∈ E∗2V so v = E∗2v. It follows v ∈ E∗2H. We have now shown
U ⊆ E∗2H. Next we show U ⊇ E∗2H. To see this observe E∗2H is spanned by the E∗2W , where W ranges over all
thin irreducible T-modules with endpoint 2 and local eigenvalue . For all such W the space E∗2W is contained in U
by Deﬁnition 11.8. It follows U ⊇ E∗2H. 
Deﬁnition 14.3. With reference to Deﬁnition 7.1, and from our discussion in Section 7, the standard module V can be
decomposed into an orthogonal direct sum of irreducible T-modules. Let W denote an irreducible T-module. By the
multiplicity with which W appears in V, we mean the number of irreducible T-modules in the above decomposition
which are isomorphic to W.
Deﬁnition 14.4. With reference to Deﬁnition 7.1, choose n ∈ {1, d} if D is odd, and let n = 1 if D is even. Deﬁne
 = ˜n. We let  denote the multiplicity with which W appears in V, where W is a thin irreducible T-module with
endpoint 2 and local eigenvalue . If no such W exists we set  = 0.
Theorem 14.5. With reference to Deﬁnition 7.1, choose n ∈ {1, d} if D is odd, and let n=1 if D is even. Deﬁne = ˜n.
Then the following scalars (i)–(iii) are equal:
(i) The scalar  from Deﬁnition 14.4.
(ii) The dimension of U.
(iii) The scalar mult from Deﬁnition 10.3.
Proof. We mentioned below Deﬁnition 10.3 that the above scalars (ii), (iii) are equal. We now show the scalars (i), (ii)
are equal. In view of Lemma 14.2 it sufﬁces to show the dimension of E∗2H is . Observe H is a T-module so it is
an orthogonal direct sum of irreducible T-modules. More precisely
H = W1 + W2 + · · · + Wm (orthogonal direct sum), (75)
where m is a nonnegative integer, and whereW1,W2, . . . ,Wm are thin irreducible T-modules with endpoint 2 and local
eigenvalue . Apparently m is equal to . We show m is equal to the dimension of E∗2H. Applying E∗2 to (75) we ﬁnd
E∗2H = E∗2W1 + E∗2W2 + · · · + E∗2Wm (orthogonal direct sum). (76)
Observe each summand on the right in (76) has dimension 1. These summands are mutually orthogonal so m is equal
to the dimension of E∗2H. Now apparently  is equal to the dimension of E∗2H, as desired. It follows the scalars (i),
(ii) above are equal. 
15. Taut graphs and the local eigenvalues
In this section we assume  is bipartite with diameter D4, valency k3, and eigenvalues k = 0 > 1 > · · ·> D .
Let d = D/2. We now recall the taut condition. In [6, Theorem 18] Curtin showed that b2(k − 2)(c2 − 1)21 with
equality if and only if  is 2-homogeneous in the sense of Nomura [25]. In [6, Theorem 12] Curtin showed 0,
where
= (k − 2)(c3 − 1) − (c2 − 1)p222.
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In [22, Lemma 3.8] MacLean proved that
b3(b2(k − 2) − (c2 − 1)21)(b2(k − 2) − (c2 − 1)2d)b1(21 − b2)(b2 − 2d). (77)
We remark that inequality (77) looks different from the inequality presented in [22], but it is straightforward to
show that these two inequalities are equivalent. Recall from Lemma 3.5 that 21 >b2 > 2d , so the last two factors on
the right in (77) are positive. Observe each factor in (77) is nonnegative. From these comments we ﬁnd that  is 2-
homogeneous if and only if=0 and equality holds in (77).MacLean deﬁned to be tautwhenever = 0 and equality
holds in (77).
Fix x ∈ X. In this section we give a characterization of the taut condition in terms of the local eigenvalues of  with
respect to x. In order to motivate our results we sketch a proof of (77).
Proof of (77). Fix x ∈ X and let 1, 2, . . . , k2 denote the corresponding local eigenvalues of . Consider the sum
k2∑
i=1
(i − ˜1)(i − ˜d). (78)
We evaluate (78) in two ways. First, by Theorem 11.4 and since 1 = p222, i = b3 − 1 (2 ik) we ﬁnd (78) is at
most (p222 − ˜1)(p222 − ˜d) + (k − 1)(b3 − 1 − ˜1)(b3 − 1 − ˜d). Second, we determine (78) by computing
∑k2
i=1 i
and
∑k2
i=1 2i . By Lemma 11.7(ii), (iii) we ﬁnd
∑k2
i=1 i = 0 and
∑k2
i=1 2i = k2p222. From these comments expression
(78) is equal to k2(p222 + ˜1˜d).We now have an inequality involving k, k2, p222, b3, ˜1, ˜d ; eliminating ˜1, ˜d using
(59) and simplifying using (6) and (11), we get (77). 
In order to gain some insight into the case in which is taut, we examine the above proof.We begin with a deﬁnition.
Deﬁnition 15.1. With reference to Deﬁnition 7.1, we say  is spectrally taut with respect to x whenever i is one of
˜1, ˜d for k + 1 ik2. (The scalars i and ˜i are from Deﬁnitions 10.1 and 11.3, respectively).
From the above proof of (77) we routinely obtain the following.
Theorem 15.2. Let  denote a bipartite distance-regular graph with diameter D4 and valency k3. Then the
following (i)–(iii) are equivalent.
(i)  is taut.
(ii)  = 0 and  is spectrally taut with respect to each vertex.
(iii)  = 0 and  is spectrally taut with respect to at least one vertex.
Corollary 15.3. With reference to Deﬁnition 7.1, assume that  is taut. Then
mult˜1 =
k(21 − b2)(b2(k − 2) − (c2 − 1)2d)
(21 − 2d)b2c2
, (79)
mult˜d =
k(2d − b2)(b2(k − 2) − (c2 − 1)21)
(2d − 21)b2c2
. (80)
Moreover each of mult˜1 , mult˜d is nonzero.
Proof. By Theorem 15.2,  ⊆ {˜1, ˜d}, where  is from Deﬁnition 10.3. Applying Lemma 11.7(i), (ii), we ﬁnd
k + mult˜1 + mult˜d = k2, p
2
22 + (k − 1)(b3 − 1) + ˜1mult˜1 + ˜dmult˜d = 0.
Solving these two equations for mult˜1 , mult˜d and simplifying using (6), (11) and (59), we obtain (79), (80). Now
we show mult˜1 , mult˜d are nonzero. Suppose mult˜1 = 0. Since 
2
1 − b2 = 0 by Lemma 3.5, by the form of (79) we
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conclude that b2(k − 2) − (c2 − 1)2d = 0. Since equality holds in (77), we have = 0, contradicting Theorem 15.2.
The proof that mult˜d is nonzero is similar. 
16. Taut graphs and the subconstituent algebra
With reference to Deﬁnition 7.1, assume D is odd. In this section we give two characterizations of the taut condition
in terms of the subconstituent algebra T. We begin with the following deﬁnition.
Deﬁnition 16.1. With reference to Deﬁnition 7.1, assume D is odd. We say  is algebraically taut with respect to x
whenever every irreducible T-module with endpoint 2 is thin with local eigenvalue ˜1 or ˜d .
The notions of spectrally taut and algebraically taut are related as follows.
Lemma 16.2. With reference to Deﬁnition 7.1, assume D is odd. Then the following (i), (ii) are equivalent.
(i)  is spectrally taut with respect to x.
(ii)  is algebraically taut with respect to x.
Proof. (i) ⇒ (ii) LetW denote an irreducible T-module with endpoint 2.We showW is thin with local eigenvalue ˜1 or
˜d . ObserveE∗2W is nonzero and invariant underE∗2A2E∗2 . Therefore, there exists a nonzero vector v ∈ E∗2W which is
an eigenvector for E∗2A2E∗2 . Let  denote the corresponding eigenvalue. LetY denote the subspace of V spanned by all
the irreducible T-modules with endpoint 1. ObserveE∗2W is orthogonal to V0 +Y so v ∈ U by Deﬁnition 10.2 . Now 
is one of k+1, k+2, . . . , k2 . By this and Deﬁnition 15.1 we ﬁnd  is one of ˜1, ˜d . By Theorem 12.9 we ﬁnd Mv is a
thin irreducible T-module with endpoint 2 and local eigenvalue . Observe Mv ⊆ W so Mv =W by the irreducibility
of W. Apparently W is thin with local eigenvalue  and the result follows.
(ii) ⇒ (i) Let S denote the subspace of V spanned by all the irreducible T-modules with endpoint 2. Then
S = H˜1 + H˜d (orthogonal direct sum), (81)
where H˜1 and H˜d are from Lemma 14.2. Let Y denote the subspace of V spanned by all the irreducible T-modules
with endpoint 1. Recall U denotes the orthogonal complement of E∗2V0 + E∗2Y in E∗2V . Applying E∗2 to each term in
(81), and evaluating the result using Lemma 14.2 and E∗2S = U , we obtain
U = U˜1 + U˜d (orthogonal direct sum). (82)
Comparing (82) and (48) we ﬁnd i is one of ˜1, ˜d for k + 1 ik2. Now  is spectrally taut with respect to x by
Deﬁnition 15.1. 
Deﬁnition 16.3. With reference to Deﬁnition 7.1, assume D is odd. We say  is taut with respect to x whenever the
equivalent conditions (i), (ii) hold in Lemma 16.2.
Combining Theorem 15.2 and Deﬁnition 16.3 we immediately obtain the following theorem.
Theorem 16.4. Let  denote a bipartite distance-regular graph with diameter D4 and valency k3. Assume D is
odd. Then the following (i)–(iii) are equivalent.
(i)  is taut.
(ii)  = 0 and  is taut with respect to each vertex.
(iii)  = 0 and  is taut with respect to at least one vertex.
For our ﬁnal characterization of the taut condition, we will need the following two deﬁnitions.
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Deﬁnition 16.5. Let  denote a distance-regular graph with vertex set X and diameterD3.We say  is an antipodal
2-cover whenever for all x ∈ X, there exists a unique vertex y ∈ X such that (x, y) = D. In other words,  is an
antipodal 2-cover if and only if kD = 1.
Deﬁnition 16.6. With reference to Deﬁnition 7.1, we say  is 2-thin with respect to x whenever every irreducible
T-module with endpoint 2 is thin.
Theorem 16.7. Let  denote a bipartite distance-regular graph with diameter D4 and valency k3. Assume D is
odd. Then the following (i)–(iii) are equivalent:
(i)  is taut or 2-homogeneous.
(ii)  is an antipodal 2-cover and 2-thin with respect to each vertex.
(iii)  is an antipodal 2-cover and 2-thin with respect to at least one vertex.
Proof. (i) ⇒ (ii) Let x denote a vertex of . First suppose  is taut. Then  is an antipodal 2-cover by
[23, Theorem 6.4], and  is 2-thin with respect to x by Theorem 16.4. Now suppose  is 2-homogeneous. By
[6, Theorem 42],  is an antipodal 2-cover, and  = 0 and equality holds in (77). Then  is spectrally taut with
respect to x by the proof of (77). Then  is 2-thin with respect to x by Deﬁnition 16.1 and Lemma 16.2.
(ii) ⇒ (iii) Clear.
(iii) ⇒ (i) By assumption there exists a vertex with respect to which  is 2-thin. Denote this vertex by x and
write T = T (x). Let W denote an irreducible T-module of  with endpoint 2. Then the dimension of W is D − 3 by
[5, Lemma 14.1]. Now by Corollary 11.6, the local eigenvalue ofW is either ˜1 or ˜d . Then  is algebraically taut with
respect to x by Deﬁnition 16.1. Thus  is spectrally taut with respect to x by Lemma 16.2, so equality holds in (77).
Thus  is taut or 2-homogeneous. 
17. Directions for further research
In this section we give some suggestions for further research.
We start with a problem that we admit is quite general but we believe is important.
Problem 17.1. With reference to Deﬁnition 7.1, assume that up to isomorphism there exist at most two irreducible
T-modules with endpoint 2, and they are both thin. Investigate the combinatorial and algebraic implications of this
assumption.
Remark 17.2. With reference to Deﬁnition 7.1, assume  is taut and D is odd. Then  satisﬁes the assumptions of
Problem 17.1 by Theorem 16.4.
Remark 17.3. With reference toDeﬁnition 7.1, assume isQ-polynomial.Then satisﬁes the assumptions of Problem
17.1 [4, Section 14].
Remark 17.4. Assume  satisﬁes the assumptions of Problem 17.1. Then using [8, Theorem 13.1] we can recursively
obtain the intersection numbers of  in terms of the diameter D, the local eigenvalues of the T-modules mentioned in
Problem 17.1, and the multiplicities with which these modules appear in V. The resulting formulae are not attractive
however.
Problem 17.5. Assume  satisﬁes the assumptions of Problem 17.1. Obtain the intersection numbers of  in closed
form as attractive rational expressions involving D and at most four complex parameters.
Problem 17.6. With reference to Deﬁnition 7.1, letW denote a thin irreducible T-module with endpoint 2. Let  denote
the local eigenvalue of W and assume ˜1 < < ˜d . Describe the structure of W along the lines of Section 13 in the
present paper.
The following problem is of interest in view of Theorem 15.2.
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Problem 17.7. With reference to Deﬁnitions 7.1 and 10.2, assume D is even and there exists a nonzero vector v ∈ U
that is an eigenvector for E∗2A2E∗2 with eigenvalue b3 − 1. Show the T-module T v is irreducible with basis
{E∗i+2Aiv | 0 iD − 3} ∪ {E∗i Ai+2v | 3 iD − 3, i odd}.
Compute the matrix representing A with respect to this basis.
Problem 17.8. Let  denote a bipartite distance-regular graph with diameter D4. Let E,F denote pseudoprimitive
idempotents of [39].We say the pairE,F is tautwheneverE◦F is a linear combination of atmost two pseudoprimitive
idempotents of . Find all the taut pairs of pseudoprimitive idempotents of . See [32] for related results concerning
tight pairs of pseudoprimitive idempotents.
Conjecture 17.9. With reference to Deﬁnition 7.1, assume that up to isomorphism there exist exactly two irreducible
T-modules with endpoint 2, and they are both thin. Pick ,  ∈ C ∪ ∞ such that ˜ and ˜ are the local eigenvalues for
these T-modules. Let E (resp. F) denote a pseudoprimitive idempotent [39] of  for  (resp. ). Then the pair E,F is
taut in the sense of Problem 17.8.
Conjecture 17.10. Let denote a taut distance-regular graphwith odd diameterD5. Recall is an antipodal 2-cover
by Theorem 16.7; we conjecture that the antipodal quotient of  is Q-polynomial.
Problem 17.11. Let  = (X,R) denote a bipartite distance-regular graph with diameter D4 and eigenvalues
0 > 1 > · · ·> D . Fix x, y ∈ X at distance (x, y)= 2. For 0 i, jD deﬁne wij =∑ zˆ, where the sum is over all
z ∈ X such that (x, z) = i and (y, z) = j . Show that the following are equivalent: (i)  is taut; (ii) the vectors E1xˆ,
E1yˆ, E1w11, E1w22 are linearly dependent and the vectors Edxˆ, Edyˆ, Edw11, Edw22 are linearly dependent, where
d = D/2.
Problem 17.12. Let=(X,R) denote a taut distance-regular graph with odd diameterD5. Fix x, y ∈ X at distance
(x, y) = 2, and let the vectors wij be as in Problem 17.11. For 2 iD − 2 deﬁne w+ii =
∑ |{r ∈ X | (r, x) =
1, (r, y) = 1, (r, z) = i − 1}| zˆ, where the sum is over all z ∈ X such that (x, z) = i and (y, z) = i. Show that the
vectors
{wij | 0 i, jD, |i − j | = 2} ∪ {wii | 1 iD − 1} ∪ {w+ii | 2 iD − 2}
form a basis for an A-invariant subspace of the standard module. Find the matrix representing A with respect to this
basis.
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