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The time-dependent numerical renormalization group method (TDNRG) [Anders et al., Phys. Rev. Lett. 95,
196801 (2005)] was recently generalized to multiple quenches and arbitrary finite temperatures [Nghiem et al.,
Phys. Rev. B 89, 075118 (2014)] by using the full density matrix approach [Weichselbaum et al., Phys. Rev. Lett.
99, 076402 (2007)]. The formalism rests solely on the numerical renormalization group (NRG) approximation.
In this paper, we numerically implement this formalism to study the response of a quantum impurity system to a
general pulse and to periodic driving, in which a smooth pulse or a periodic train of pulses is approximated by a
sufficient number of quenches. We show how the NRG approximation affects the trace of the projected density
matrices and the continuity of the time evolution of a local observable. We also investigate the long-time limit of
a local observable upon switching from a given initial state to a given final state as a function of both the pulse
shape and the switch-on time, finding that this limit is improved for smoother pulse shapes and longer switch-on
times. This lends support to our earlier suggestion that the long-time limit of observables, following a quench
between a given initial state and a given final state, can be improved by replacing a sudden large and instantaneous
quench by a sequence of smaller ones acting over a finite time interval: longer switch-on times and smoother
pulses, i.e., increased adiabaticity, favor relaxation of the system to its correct thermodynamic long-time limit.
For the case of periodic driving, we compare the TDNRG results to the exact analytic ones for the noninteracting
resonant level model, finding better agreement at short to intermediate time scales in the case of smoother driving
fields. Finally, we demonstrate the validity of the multiple-quench TDNRG formalism for arbitrary temperatures
by studying the time evolution of the occupation number in the interacting Anderson impurity model in response
to a periodic switching of the local level from the mixed valence to the Kondo regime at low, intermediate, and
high temperatures.
DOI: 10.1103/PhysRevB.90.035129 PACS number(s): 75.20.Hr, 71.27.+a, 72.15.Qm, 73.63.Kv
I. INTRODUCTION
The time evolution of strongly correlated systems in
response to perturbations, such as quantum quenches, pulses,
or periodic driving fields, is a topic of great current interest,
with relevance to diverse fields, such as, for example, pump-
probe investigations of correlated materials [1], investigations
of coherent control and relaxation in solid-state qubits [2,3],
driven quantum tunneling [4], the determination of relaxation
rates of excited spin states of magnetic adtoms via voltage
pulses [5], and nonequilibrium effects in cold atom systems
[6–9]. A reliable understanding of the time dependence of
strongly correlated systems, in response to such perturbations,
is an important theoretical challenge. Open issues, include,
for example, the description of thermalization following a
quantum quench [10–12] or the description of nonequilibrium
states in response to stationary or time-dependent fields
[13–15].
For quantum impurity models, a number of techniques are
available for studying time-dependent dynamics, including
functional renormalization group [16], generalized to time-
dependent problems in Ref. [17], real-time renormaliza-
tion group [15], time-dependent numerical renormalization
group (TDNRG) [18–22], perturbative scaling [13], Keldysh
perturbation theory [23], real-time [24] and renormalized
perturbation theory [25], flow-equation [26,27], dual-fermion
[28], slave-boson, [29], quantum Monte Carlo [30–33], density
matrix renormalization group (DMRG) for impurities embed-
ded in one-dimensional chains [34–36], the time-dependent
Gutzwiller approach [37,38], and 1/N-expansion techniques
[39,40]. Applications of these to a number of quantum
impurity models have been made, including, to the interacting
resonant level [17,41–43], and the Anderson impurity model
[22,24,25,40,44–49].
In this paper, we shall be concerned with the TDNRG
method. The underlying numerical renormalization group
(NRG) method [50–53] has proven to be one of the most
powerful and accurate methods for dealing with equilibrium
properties of strongly correlated quantum impurity systems,
yielding essentially exact results [53–55]. Despite this, its
application to time-dependent phenomena has revealed a
number of problems, such as difficulty in obtaining exactly the
long-time limit of observables following a quantum quench
[22,56] or difficulties in describing nonequilibrium steady
states and nonequilibrium spectral functions [14]. These
problems, together with techniques for extending the NRG
to more complex multichannel models [57–61] are currently
under active investigation.
In a previous paper (Ref. [22], henceforth, referred to as
paper I), we presented a generalization of the time-dependent
numerical renormalization group method (TDNRG) for single
quantum quenches to finite temperatures within the full
density matrix (FDM) approach [62]. The results of this finite
temperature generalization of the TDNRG approach were
illustrated by application to the Anderson impurity model. In
addition, in paper I, we also generalized the finite-temperature
formalism for the single-quench case to multiple quantum
quenches. Multiple quantum quenches can be used to describe
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FIG. 1. A system driven from an initial to a final state via
a sequence of quantum quenches at times τ˜0 = 0,τ˜1, . . . ,τ˜n with
evolution according to HQp in the time step τ˜p > t  τ˜p−1. Such a
sequence of multiple quantum quenches could also be used to describe
periodic switching, i.e., a periodic train of pulses, or, to approximate
any general continuous pulse (e.g., as indicated by the smooth solid
line). For the case shown here, where initial and final states are the
same, the switch-on time corresponds to the pulse duration.
general continuous pulses and periodic switching by a suitable
discretization of the time domain as illustrated in Fig. 1. While
the formalism for the multiple-quench case is considerably
more complicated than that for the single-quench case, we
showed in paper I that it is nevertheless numerically feasible. In
particular, we showed that the computational time should scale
approximately linearly with the number nquench of quenches.
In this paper, we implement this approach numerically for the
Anderson impurity model and its noninteracting counterpart,
the resonant level model (RLM), and present results for two
interesting situations: (i) general pulses acting over a finite time
interval, the so-called called switch-on time τ˜n [see Fig. 1],
and (ii) periodic driving where a system parameter, such as the
local level position, is modulated periodically in time. Periodic
driving has also been studied for the interacting resonant
level model in Ref. [20], by using a hybrid TDNRG method,
combining the TDNRG at short times with the Chebyshev
expansion technique [63] for longer times. In contrast to the
TDNRG approach used in Ref. [20], which involved additional
approximations beyond the NRG approximation, our TDNRG
formalism rests solely on the latter approximation (see Sec. II C
and paper I for details).
The paper is organized as follows. In Sec. II, we outline
the model and the notation for describing multiple quenches,
provide a brief description of the NRG, the complete basis set
and the FDM, and recapitulate the multiple quench TDNRG
formalism from paper I. For full details of the derivation
of the multiple-quench TDNRG, we refer the reader to the
previous publication. In Sec. III, we discuss exact results and
limiting cases, the conservation of the trace of the projected
density matrices in each time interval, and the continuity of
observables at the boundaries of these time intervals, and
how these are affected by the use of the NRG approximation.
We argue in Sec. III that the NRG approximation introduces
a cumulative error in the trace of the projected density
matrices after all but the first quantum quench, and discuss
the size of this finite time error as well as its influence on
the continuity of observables. In Sec. IV, we present our
numerical results of the multiple-quench formalism, applied
to general pulses for the Anderson impurity model (Sec. IV A)
and to periodic driving for the RLM and Anderson impurity
models (Sec. IV B). In the former, we analyze the error in
the long-time limit of observables, both as a function of
the switch-on time for a fixed pulse shape (a linear ramp),
and also its dependence on different pulse shapes, such as
linear, trigonometric, and logistic, for a fixed switch-on time.
In the latter, periodic driving is investigated for square and
triangular pulses, comparing with analytical continuum results
for the case of the RLM, which allows us to demonstrate
the accuracy and limitations of the method. In addition,
periodic driving is applied to the strong correlation limit of
the Anderson impurity model in a wide range of temperatures,
thereby demonstrating the application of the formalism to
finite temperatures. Conclusions and an outlook are given in
Sec. V.
II. PRELIMINARIES
A. Model, multiple quenches, and time evolution
We shall apply the TDNRG method for multiple quenches
and general pulses to the model defined by
H = Himp + Hbath + Hint, (1)
Himp =
∑
σ
εd (t)ndσ + U (t)nd↑nd↓, (2)
Hbath =
∑
kσ
kc
†
kσ ckσ , (3)
Hint =
∑
kσ
V (t)c†kσ dσ + H.c. (4)
Here, ndσ = d†σ dσ is the number operator for electrons with
spin σ in a local level with energy εd (t). The Coulomb
repulsion between two electrons in the local level is U (t),
k is the kinetic energy of the conduction electrons with wave
number k, and V (t) is the hybridization matrix element of
the local d state with the conduction states. For U (t) = 0, this
model corresponds to the Anderson impurity model, which for
U (t) = 0 reduces to the noninteracting resonant level model
(RLM). In this paper, we consider a switching protocol in
which only the local level position is allowed to have a
time-dependence εd (t), with V (t) = V and U (t) = U being
kept constant.
Both the Anderson model and its noninteracting counter-
part, the RLM, are characterized by the bare energy scales εd
and the hybridization strength  = πρV 2, where ρ = 1/W
is the density of state for a flat band of width W = 2D = 2,
and D = 1 is the half-bandwidth. In the case of the Anderson
model in the strong correlation limit, U  , and for −εd 
, an additional low-energy scale emerges, the Kondo scale
TK =
√
U/2eπεd (εd+U )/2U . We shall express the temperature
035129-2
TIME-DEPENDENT NUMERICAL RENORMALIZATION . . . PHYSICAL REVIEW B 90, 035129 (2014)
in terms of T/ for the RLM calculations, and in terms
of T/TK for the Anderson impurity model calculations. In
plotting the time dependence of local observables, we shall
use a time-axis variable t in all cases, i.e., time is measured
in units of / with the Planck constant set to unity  = 1.
For a system driven through a set of quenches, as in Fig. 1,
the time-evolved density matrix at a general time in the interval
τ˜p+1 > t  τ˜p is given by
ρ(t) = e−iHQp+1 (t−τ˜p)e−iHQp τp ...e−iHQ1 τ1
× ρeiHQ1 τ1 ...eiHQp τp eiHQp+1 (t−τ˜p), (5)
in which HQp,p = 1, . . . ,n are intermediate quench Hamilto-
nians, acting during time intervals of length τp,p, that deter-
mine the time evolution at intermediate times and HQ0 = Hi
and HQn+1 = Hf are the initial- and final-state Hamiltonians,
respectively (see Fig. 1), and ρ is the initial density matrix
of the system at time t < τ˜0 = 0 (to be specified in the
next section). The time evolution of a local observable ˆO at
τ˜p+1 > t  τ˜p is then given by
O(t) = Tr[ρ(t) ˆO]. (6)
B. NRG, complete basis set, and FDM
The n intermediate quench Hamiltonians HQp,p =
1, . . . ,n, together with initial, Hi = HQ0 , and final, Hf =
HQn+1 , state Hamiltonians are iteratively diagonalized in
the usual way within the NRG method [50,51,53], yielding
eigenstates and eigenvalues for a sequence of truncated
Hamiltonians HQpm , m = 1,2, . . . , which approximate the
spectra of HQp , on successively decreasing energy scales
ωm ∼ 
−m/2. The discretization parameter 
 > 1 is required
to achieve a separation of energy scales in HQp , such that
an iterative diagonalization scheme remains a controlled
numerical procedure. This procedure is performed up to a
maximum iteration m = N (“the longest Wilson chain”). At
each m, the states generated, denoted |qm〉Qp , are partitioned
into the lowest energy retained states, denoted |km〉Qp , and the
high energy eliminated (or discarded) states, |lm〉Qp . In order
to avoid an exponential increase in the dimension of the Hilbert
space, only the former are used to set up and diagonalize
the Hamiltonian for the next iteration m + 1. The eliminated
states, while not used in the iterative NRG procedure, are
nevertheless crucial as they are used to set up a complete
basis set with which the expressions for the time-dependent
dynamics are evaluated [18]. This complete basis set is defined
by the product states |lem〉Qp = |lm〉Qp |e〉, m = m0, . . . ,N ,
where m0 is the first iteration at which truncation occurs,
and |e〉 = |αm+1〉|αm+2〉 . . . |αN 〉 are environment states at
iteration m such that the product states |lem〉Qp , for each
m = m0,m0 + 1, . . . ,N , reside in the same Fock space (that
of the largest system diagonalized, m = N ). The αm represent
the configurations of site m in a linear chain representation
of the quantum impurity system (e.g., the four states 0,↑,↓,
and ↑↓ at site m for a single channel Anderson model) and
“e” in |lem〉Qp denotes the collection e = {αm+1...αN }. For
each quench Hamiltonian HQp , completeness relations may
be defined [18,19]
N∑
m=m0
∑
le
|lem〉QpQp 〈lem| = 1, (7)
where for m = N all states are counted as discarded (i.e., there
are no kept states at iteration m = N ).
By using the complete basis set for the initial Hamiltonian
HQ0 = Hi , we can construct an initial state density matrix ρ,
entering Eq. (5), and which is valid at any temperature, the
FDM [62,64],
ρ =
N∑
m=m0
wmρ˜m, (8)
ρ˜m =
∑
le
|lem〉i e
−βEml
˜Zm
i〈lem|, (9)
which includes all discarded states of Hi from all
shells. For later use, we note that (a) Tr[ρ˜m] = Tr[ρ] =
1 implies that
∑N
m=m0 wm = 1 and (b) Tr[ρ˜m] = 1 im-
plies that 1 = ∑le e−βEml˜Zm = ∑l dN−m e−βEml˜Zm = dN−m Zm˜Zm where
Zm =
∑
l e
−βEml , i.e., ˜Zm = dN−mZm, and d is the degeneracy
of the Wilson site αm (with d = 4 for the Anderson impurity
model of this paper) [62,65].
C. Multiple-quench formalism
With the above notation and background information, we
recall the important equations in our multiple-quench TDNRG
formalism given in paper I. A system driven through a
sequence of quenches, as in Fig. 1, results in the following
time evolution for a local observable ˆO at τ˜p+1 > t  τ˜p:
O(t) =
/∈KK ′∑
mrs
ρ
i→Qp+1
rs (m,τ˜p)e−i(Emr −Ems )(t−τ˜p)Omsr ,
with
ρ
i→Qp+1
rs (m,τ˜p) =
∑
e
Qp+1〈rem|e−iH
Qp τp . . . e−iH
Q1 τ1
× ρeiHQ1 τ1 . . . eiHQp τp |sem〉Qp+1 , (10)
and Omsr = Qp+1〈sm| ˆO|rm〉Qp+1 the matrix elements of ˆO.
Substituting the FDM of the initial state from Eqs. (8) and
(9) into the above projected density matrix, we have
ρ
i→Qp+1
rs (m,τ˜p)
=
∑
m1l1e1e
Qp+1〈rem|e−iH
Qp τp . . . e−iH
Q1 τ1 |l1e1m1〉i
×wm1
e
−βEm1l1
˜Zm1
i〈l1e1m1|eiHQ1 τ1 . . . eiHQp τp |sem〉Qp+1 .
(11)
We decompose ρi→Qp+1rs (m,τ˜p) into three terms,
ρ
i→Qp+1
rs (m,τ˜p) = ρ˜++rs (m,τ˜p) + ρ0rs(m,τ˜p) + ρ−−rs (m,τ˜p),
(12)
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corresponding to the m1 > m, m1 = m, and m1 < m contribu-
tions in Eq. (11) and following the same notation as in paper
I. Explicitly written out, these are given by
ρ˜++rs (m,τ˜p) =
∑
kk′
SmrQp+1 ki (−τ˜p)R
m
red(k,k′)Smk′i sQp+1 (τ˜p),
(13)
ρ0rs(m,τ˜p) =
∑
l
SmrQp+1 li (−τ˜p)wm
e−βE
m
l
Zm
SmlisQp+1 (τ˜p),
(14)
ρ−−rs (m,τ˜p) =
1
d
∑
kk′αm
A
αm†
rk
[
ρ0kk′(m − 1,τ˜p)
+ ρ−−kk′ (m − 1,τ˜p)
]
A
αm
k′s
with
ρ−−rs (m0,τ˜p) = 0, (15)
in which Rmred(k,k′) is the full reduced density matrix of
the initial state [62,65], and can be calculated, recursively
[22]. The transformation matrix Aαmk′s entering above, relates
eigenstates |sm〉Qp of HQpm to product states |k′m − 1〉|αm〉Qp ,
i.e.,
|sm〉Qp =
∑
k′αm
A
αm
k′s |k′m − 1〉|αm〉. (16)
The generalized overlap matrix elements SmrisQp+1 (τ˜p) appear-
ing in Eqs. (13) and (14) are diagonal in the environment
variables [22],
SmrisQp+1 (τ˜p) × δee′ = i〈rem|e
iHQ1 τ1 . . . eiH
Qp τp |se′m〉Qp+1 ,
(17)
and assume the values SmrisQ1 (τ˜0) = S
m
risQ1
at τ˜0 = 0, with
SmrisQ1
being the ordinary overlap matrix elements between
eigenstates of HQ0 = Hi and HQ1 .1
Similarly to the projected density matrix, the generalized
overlap matrix elements SmsirQp+1 (τ˜p) can be decomposed into
three terms and calculated recursively as follows:
SmrisQp+1 (τ˜p) = S
m++
ri sQp+1
(τ˜p) + Sm0ri sQp+1 (τ˜p) + S
m−−
ri sQp+1
(τ˜p),
(18)
Sm++ri sQp+1 (τ˜p) =
∑
k
SmrikQp (τ˜p−1)eiE
m
k τpSmkQp sQp+1
, (19)
Sm0ri sQp+1 (τ˜p) =
∑
l
Smri lQp (τ˜p−1)eiE
m
l τpSmlQp sQp+1
, (20)
1The factor e−iHQp τp . . . e−iHQ1 τ1 is the time-evolution
operator at time τ˜p =
∑p
i=1 τi following p intermediate
quantum quenches described by HQ1 , . . . ,HQp . Hence,
Qp+1 〈rem|e−iH
Qp τp . . . e−iH
Q1 τ1 |se′m〉i is the matrix element of
this time-evolution operator between the initial states of Hi and the
states of the quench Hamiltonian HQp+1 . These generalized overlap
matrix elements reduce to ordinary overlap matrix elements only at
τ˜0 = 0.
Sm−−ri sQp+1 (τ˜p) =
∑
αm
∑
kk′
A
αm†
rk
[S (m−1)0
kik
′
Qp+1
(τ˜p) + S (m−1)−−kik′Qp+1 (τ˜p)
]
×Aαmk′s
with
Sm0−−ri sQp+1 (τ˜p) = 0. (21)
For detailed proofs of these equations, we refer the reader
to our previous paper. In reducing the generalized overlap
matrix elements from the general expression in Eq. (17) to the
expressions in terms of the components in Eqs. (19)–(21), the
NRG approximation is adopted in the time-evolution factors
eiH
Qp τp
, i.e., we use that H |qem〉 ≈ Hm|qem〉 = Emq |qem〉
and eiHt |qem〉 ≈ eiHmt |qem〉 = eiEmq t |qem〉. Therefore all the
generalized overlap matrix elements are subject to an error
coming from the NRG approximation, except for SmrisQ1 (τ˜0) =
SmrisQ1
, which involves no time-evolution factors. Furthermore,
the generalized overlap matrix elements at τ˜p depend recur-
sively on those at τ˜p−1, Eqs. (19) and (20). Hence the error in
the generalized overlap matrix elements at τ˜p is not just due to
the NRG approximation at this step but also accumulates from
the error of overlap matrix elements at previous steps. Since
the multiple-quench TDNRG formalism relies on the NRG
approximation for evaluating the generalized overlap matrix
elements, this approximation results in errors in the projected
density matrices for p > 1, which result also in errors in the
time evolution of a local observable, which we shall quantify
in the next section on numerical results.
Nevertheless, our multiple-quench TDNRG formalism,
is based solely on the NRG approximation, and explicitly
includes all the components of the projected density matrix and
generalized overlap matrix elements. As for the single-quench
case, discussed in our previous paper, the present multiple-
quench TDNRG remains valid at arbitrary finite temperatures
due to the use of the FDM in Eq. (11), see Sec. IV B 2. It differs
from previous studies of multiple quenches within the hybrid
TDNRG [20] where some components, e.g., Sm−− and ρ−−,
are neglected.
III. EXACT RESULTS AND SOURCES OF ERROR
As for the single-quench case [22], the TDNRG for
multiple quenches obeys a number of exact results and fulfills
some exact limits. We can use these to check the numerical
precision of the calculations as well as the accuracy of the
multiple-quench TDNRG method. For example, in paper I,
we showed that for the single-quench case, the short-time
limit of observables is exact, i.e., that O(t → 0+) = Oi , with
Oi = Tr(ρ ˆO) being the thermodynamic value in the initial
state. This result remains true also for the multiple-quench
TDNRG method; in both cases, it relies on the fact that the
NRG approximation is inoperative in the limit t → 0+ (see
paper I for a formal proof of this result). In contrast to this,
we find, as for the single-quench case, that the long-time limit
of observables, O(t → ∞), has a finite error, which we shall
discuss further in Sec. IV A in the context of general pulses.
We next list the various limiting cases and exact results for the
multiple-quench TDNRG.
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First, if the switch-on time is set to zero,
∑p=1
n τp = τ˜n = 0,
the multiple-quench formalism reduces exactly to our formal-
ism for the finite temperature single-quench case in paper I. In
this case, each time interval τp = 0 leads to eiHQp τp |rem〉Qp ≡
1˙|rem〉Qp , and no error is incurred in these factors upon adopt-
ing the NRG approximation HQp |rem〉Qp ≈ HQpm |rem〉Qp .
Therefore, from Eqs. (18)–(21), we have that Smrisf (τ˜n =
0) = Smrisf , and the multiple-quench formalism recovers the
single-quench one exactly. Indeed, multiple-quench numerical
calculations with τ˜n = 0 yielded results within 10−10 of the
corresponding single-quench numerical calculation.
Second, when all quench sizes equal zero, i.e., when
Hi = HQ0 = · · · = HQn+1 = Hf , the expectation value of
a local observable in Eq. (10) is time independent and
exactly equals the equilibrium thermodynamic value O(t) =
Oi = Of . In this case, SmrQp sQp+1 = δrs and the generalized
overlap matrix elements in Eqs. (18)–(21) yield SmrisQp+1 (τ˜p) =
eiE
m
r τ˜p δrs . Substituting this generalized overlap matrix element
into Eqs. (13) and (14), we see that only the ρ0rs(m,τ˜p)
component of the projected density matrix contributes in
Eq. (10) with the restriction rs /∈ KK ′. Even though, the NRG
approximation appears in SmrisQp+1 (τ˜p), it will be canceled by
the complex conjugate SmsQp+1 ri (−τ˜p) in Eq. (14). Eventually,
O(t) = ∑ml wm e−βEmlZm Oll = Oi = Of . In this limiting case,
the multiple-quench numerical calculation agreed with the
exact equilibrium results within an error of typically less than
10−10. Together with the first exact result above, this provides
a useful test that the multiple-quench formalism is correctly
implemented numerically.
Third, by setting the local observable in Eq. (10) to be the
identity operator, ˆO = 1, we can show that the trace of the
projected density matrices is preserved at each time step, i.e.,
Tr[ρi→Qp+1 (τ˜p)] = 1, provided that the NRG approximation is
not used to evaluate the generalized overlap matrix elements
in Eq. (17). The proof of this may be found in Appendix A.
In practice, as outlined at the end of Sec. III, the evaluation
of these generalized overlap matrix elements proceeds via the
recursive expressions in Eqs. (18)–(21), which are obtained by
making the NRG approximation. Hence, except for the first
time interval t  τ˜1, an accumulated error in the trace of the
projected density matrices for p > 1 will arise, which we shall
quantify in more detail, numerically, below.
Finally, one can ask whether the continuity in the time
evolution of a local observable is guaranteed at the boundaries
of each time step, i.e., whether O(t → τ˜−p ) = O(t → τ˜+p ).
Here, again, we can prove that this holds within the multiple-
quench TDNRG formalism presented above, provided that
we do not use the NRG approximation in evaluating the
generalized overlap matrix elements in Eq. (17), see Appendix
B. However, in practice, this approximation is required to
arrive at a feasible procedure for the evaluation of these matrix
elements, such as the recursion relations in Eqs. (18)–(21),
which are obtained from Eq. (17) by making use of only
the NRG approximation. Consequently, in actual numerical
calculations, which use Eqs. (18)–(21), discontinuities in the
time dependence of observables at the boundaries of the
time intervals do arise and we shall discuss these in more
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FIG. 2. (Color online) Application of the multiple-quench TD-
NRG to the Anderson impurity model, for nquench = 3 quenches at
low temperature T/TK ≈ 10−4 (essentially zero temperature). The
sequence of quenches, shown in (a), switches the system from
εi = 0 (the mixed-valence regime) through two states with local level
position at −2 and −4, before eventually switching it to the final
state at εf = −6 (the symmetric Kondo regime). (b) The deviation
of Tr[ρi→Qp (τ˜p−1)] from the expected value of 1 at each time step. (c)
The time evolution of the occupation number at each time step. The
other parameters are U = 12 and  = 10−3D. TK ≈ 2.0 × 10−5D
is the Kondo temperature in the final state. The calculations are for

 = 4, no z averaging, and keeping states below Ecut = 24. In this,
and all subsequent numerical results, we do not use any damping [19]
in the exponential factors appearing in Eq. (10).
detail below (see also the next section on numerical results,
particularly Sec. IV A 1).
In order to obtain further insight into the errors described
above, we present here the numerical results of the multiple-
quench TDNRG applied to the Anderson impurity model with
a simple switching. In Fig. 2(a), we switch the local level
position εd (t) by a sequence of three quenches, which changes
the system from the mixed-valence regime to the symmetric
Kondo regime. Figure 2(b) represents the percentage deviation
of the trace of projected density matrix from the expected value
of 1 at each time step. At the first step, the trace exactly equals
1, but the traces at the later steps deviate from unity with
errors less than 0.1%. Since the projected density matrix at
each time step is calculated via the generalized overlap matrix
elements at the same time step, while the latter, SmrisQ1 (τ˜p),
except for SmrisQ1 (τ˜0 = 0), are evaluated by making use of the
NRG approximation, we have that Tr[ρi→Q1 (τ˜0)] = 1 exactly,
and the trace of the projected density matrices at later time
steps shows a finite error.
For the continuity of the time evolution of a local observ-
able, we present the time evolution of the local level occupation
number nd in Fig. 2(c). The gaps at the boundary of each
time step, nd (τ˜p) = |nd (τ˜+p ) − nd (τ˜−p )|, can not be observed
in the figure as they are less than 10−4. The errors in the
trace of projected density matrices and the time evolution of
a local observable are small here due to the short time steps,
and the small quench sizes. In the next section, we apply the
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multiple-quench TDNRG method to some cases, where the
errors can become more significant.
IV. NUMERICAL RESULTS
In this section, we apply the TDNRG for multiple quenches
to the Anderson impurity model for general pulses in
Sec. IV A, clarifying the dependence of the error in the
long-time limit of observables as a function of the switch-on
time and pulse shape, for fixed initial and final states. In
Sec. IV B, we present results for periodic driving, comparing
the multiple-quench TDNRG results with analytic continuum
results in the case of the RLM and showing the applicability
of the method to arbitrary finite temperatures for the nontrivial
case of the interacting Anderson impurity model.
A. General pulses: Anderson impurity model
In applying the multiple-quench TDNRG to general pulses,
we use the Anderson impurity model in the strong correlation
limit U  . We focus on switching from a given initial state
(the mixed-valence regime for d = 0) to a given final state
(the symmetric Kondo regime with εd = −U/2 and local level
occupancy nd = 1). We shall investigate the time evolution of
the local level occupancy for a linear ramp as a function of the
switch-on time (Sec. IV A 1) and as a function of increasingly
smoother pulses for a fixed switch-on time (Sec. IV A 2),
comparing results in both cases to the single-quench result.
We suggested in paper I that the multiple-quench TDNRG
may describe the long-time thermodynamic limit better than
the single-quench case, and we shall show below that the
results support this suggestion. Increasing the switch-on time
for a given pulse allows the system more time to relax to its
correct thermodynamic long-time limit, which we find, while
smoother pulses favor equilibration and have a similar effect. In
brief, adiabatic changes allow for a better dissipation of energy
in response to perturbations and a more accurate description
of the long-time limit.
1. Dependence on switch-on time
Figure 3 shows the time dependence of the occupation
number nd (t) upon switching the system from the mixed
valence to the symmetric Kondo regime for different switch-on
times: τ˜n = 0 for the sudden quench, and τ˜n = 0.8, and 1.6
for the linear ramps shown in the inset of Fig. 3. The linear
ramps are approximated by a sequence of smaller quenches.
The number of quenches nquench for each linear ramp is chosen
by increasing it until the time evolution converges. We use
nquench = 20 for the linear ramp with τ˜n = 0.8, and nquench =
30 for τ˜n = 1.6. As expected, the occupation evolves in time
with a delay time which increases monotonically with the
switch-on time on short time scales. Note that the discontinuity
in the time evolution discussed in Sec. III can not be observed
here, since all the gaps, nd (τ˜p), at the boundaries of the time
steps are less than 5 × 10−4. In the long-time limit, the linear
ramp with the longer switch-on time gives us the occupation
number closer to the expected value 1, i.e., the thermodynamic
value in the final state. This supports our suggestion in paper I
that the TDNRG can give an improved long-time limit in the
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FIG. 3. (Color online) Time dependence of the occupation num-
ber nd (t) following pulses εd (t) as in the inset with different switch-on
times; τ˜n = 0 (single quench), 0.8, and 1.6 (linear ramps). In all
cases, switching is from the mixed-valence regime with εd = 0 and
nd ≈ 0.44 to the symmetric Kondo regime with εd = −U/2 and
nd = 1. The calculation is at the low temperature T ≈ 10−4TK. The
other parameters are U = 12  and  = 10−3D. TK ≈ 2.0 × 10−5D
is the Kondo temperature in the final state. The calculations are for

 = 4, Nz = 32, and keeping states below Ecut = 24.
case of a sequence of small quenches over a finite time scale
than in the case of a sudden large quench.
To further clarify the above discussion, we investigate the
switch-on time τ˜n dependence of the occupation number in
the long-time limit, shown in Fig. 4. The system here is also
switched from the mixed valence to the symmetric Kondo
regime via a linear ramp, approximated as in the inset of Fig. 3,
but for a wider range of switch-on times τ˜n. For τ˜n  4, the
linear ramps are approximated by a sequence of 100 quenches,
a limit set mainly by the available computer memory. For
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FIG. 4. (Color online) The occupation number in long-time limit
nd (t → ∞) vs the switch-on time τ˜n. The system is switched with
a linear ramp pulse, which is approximated by a sequence of up to
100 quenches, depending on τ˜n. The inset shows the corresponding
deviation of the trace of the projected density matrix from the
expected value, 1. The calculation is for T ≈ 10−4TK (essentially zero
temperature). The other parameters are U = 12  and  = 10−3D.
TK ≈ 2.0 × 10−5D is the Kondo temperature in the final state.
The calculations are for 
 = 4, Nz = 4, and keeping states below
Ecut = 24.
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τ˜n/ < 4, nquench is chosen such that the occupation number
in the long-time limit is converged, and we find in this case
that nquench < 100 suffices. We see that the occupation number
in the long-time limit approaches the expected value of nd = 1
as the switch-on time increases, exceeds 1 for τ˜n  2, and
eventually saturates to a finite value. This finite value exceeds
the expected one by ∼0.6%.
From Eq. (10), we have that the occupation number in the
long-time limit only depends on the diagonal elements of the
projected density matrix at the last time step, nd (t → +∞) =∑
ml ρ
i→f
ll (m,τ˜n)Omll . On the other hand, from Sec. III we
learn that the TDNRG calculation for multiple quenches gives
rise to an error in the trace of the projected density matrix,
Tr[ρi→f (τ˜n)] =
∑
ml ρ
i→f
ll (m,τ˜n). One may, therefore, raise
a question concerning the switch-on time dependence of the
occupation number in the long-time limit, namely, whether
the occupation number in the long-time limit is really getting
closer to the expected value with increasing switch-on times,
or, whether this is a result of the accumulated error of the
projected density matrix, e.g., as shown in Fig. 2(b). To clarify
this, we show the error in the trace of the corresponding
projected density matrix at the last time step versus the
switch-on time in the inset to Fig. 4. This error is seen to
also increase with increasing switch-on time, but does not
exceed 0.6%, and also starts to saturate at longer switch-on
times. This suggests that the error in the projected density
matrix results in the small 0.6% deviation of nd (t → ∞) from
its expected long-time limit of 1 observed in Fig. 4. Therefore
we conclude that longer switch-on times really result in the
occupation number coming closer to its expected value in
the long-time limit. Since the source of the error in the trace
Tr[ρi→f (τ˜n)] stems from the NRG approximation used in the
evaluation of the generalized overlap matrix elements (see
Sec. III), improved schemes for evaluating the latter may allow
the multiple-quench formalism to obtain the long-time limit
of observables exactly.
2. Dependence on pulse shape
We now turn to the effect of the pulse shape on the time
evolution for a fixed switch-on time. Figure 5 shows the
time dependence of the occupation number upon switching
the system from a fixed initial state in the mixed-valence
regime (that for εd = 0) to the final state defined by the
symmetric Kondo regime (εd = −U/2) using pulses of differ-
ent shape while maintaining a fixed switch-on time: the step
function (the sudden quench), the logistic, trigonometric, and
linear functions (smooth pulses) as represented in the inset to
Fig. 5. For comparison between the cases of a sudden quench
and general smooth pulses, we shift the sudden quench to
start at τ˜0 = 0.8, and set the switch-on time equal for all
three smooth pulses (τ˜n = 1.6) with τ˜0 = 0. Each pulse
is approximated by a sequence of 30 quenches, described by
the same set of {HQ0 , . . . ,HQn+1}. Due to the different pulse
shapes, however, we have different sets of {τ˜1, . . . ,τ˜n} for
each pulse. As expected, the time evolution of the occupation
number at short times is more rapid for pulses which vary more
rapidly. As in Fig. 3, the discontinuity in the time evolution can
not be observed here since the gaps at the boundaries of the
time steps are less than 5 × 10−4. In the long-time limit, the
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FIG. 5. (Color online) Time dependence of the occupation num-
ber nd (t) in response to pulses with different shapes but with a
constant switch-on time τ˜n = 1.6/; εd (t) is shown in the inset for
the four pulse shapes [square (solid line), logistic (long-dashed line),
trigonometric (dashed line), and linear (dotted line)]. The calculation
is at the low temperature T ≈ 10−4TK. The other parameters are U =
12  and  = 10−3D. TK ≈ 2.0 × 10−5D is the Kondo temperature
in the final state. The calculations are for 
 = 4, Nz = 32, and
keeping states below Ecut = 24.
smoother varying pulses result in occupation numbers closer to
the expected value of nd = 1. Together with the switch-on time
dependence of the occupation number in the long-time limit in
Fig. 4, this suggests that the TDNRG for general pulses gives
improved results the smoother the pulse. Smoother pulses also
imply increased adiabaticity favoring energy dissipation and
relaxation to the correct long-time limit. Note also, the gradual
disappearance of the oscillations with increasing switch-on
time in Fig. 3, and with increasing smoothness of the pulse in
Fig. 5. The former trend has been noted before in the context
of the interacting resonant level model [43]. In general, this
suppression of ringing correlates with increased adiabaticity.
B. Periodic driving
In this section, we first apply the multiple-quench TDNRG
to periodic driving in the exactly solvable RLM and compare
the numerical results with analytic continuum results. We
consider square and triangular periodic driving of the local
level position (Sec. IV B 1). We next apply the TDNRG to the
nontrivial case of the strongly correlated Anderson impurity
model U   with a triangular periodic driving of the local
level, showing, in particular results for the time evolution
of the occupation number at arbitrary finite temperatures
(Sec. IV B 2).
1. RLM: comparison with exact results
In the application of the multiple-quench TDNRG method
to the RLM, we shall further check the accuracy of the
method by comparing the time evolution of the occupation
number to the analytical results in the wide-band limit. The
analytic expression for the occupation number following a
single quench [19] is generalized to the multiple-quench case
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as follows:
nd (τ˜p+1 > t  τ˜p) = ρF
∫ +∞
−∞
f (ε)|A(ε,t)|2dε, (22)
A(ε,τ˜p+1 > t  τ˜p)
= VQp+1e
−iεt
i
(
ε
Qp+1
d − ε
)+ Qp+1 − e
−i(εQp+1d +Qp+1 )(t−τ˜p)
×
[
VQp+1e
−iετ˜p
i
(
ε
Qp+1
d − ε
)+ Qp+1 − A(ε,τ˜p)
]
, (23)
in which A(ε,τ˜p+1 > t  τ˜p) is calculated recursively with
A(ε,τ˜0) = Vii(εid−ε)+i corresponding to the initial state. ρF
is the density of states of the fermionic bath, f (ε) is the
Fermi distribution, Qp = πρF |VQp |2, and {VQp,εQpd } are the
hybridization and local level associated with the quench
Hamiltonian HQp . In both the analytic and the TDNRG
calculations, we approximate a smooth pulse, or here, a train
of pulses, by exactly the same sequence of small quenches.
Thus we can compare directly the exact continuum results
with those of the TDNRG approach.
In Fig. 6 (lower panel), we show the time evolution of
the occupation number, following the periodic switching,
represented in the upper panel of Fig. 6. One sees that the
occupation numbers calculated with the TDNRG and the
analytical Eqs. (22) and (23) both oscillate in time with the
same frequency as the driving. The two results agree very well
with each other up to t < 3 and deviate for longer times. The
discontinuity in the time evolution of the occupation number
in the TDNRG calculation can be observed here with visible
gaps nd (t) at the boundaries of the time steps, t = 4.5,5.5,
and 6.5, while the analytical result is obviously continuous.
The difference between the results of the two calculations
comes partly from the fact that the TDNRG calculation is
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FIG. 6. (Color online) Application of the multiple-quench TD-
NRG to the RLM with the square periodic switching εd (t) as in
the upper panel figure. The lower panel shows the time evolution
of the occupation number at the low temperature T ≈ 10−4. The
other parameters are U = 0  and  = 10−3D. The calculations
are for 
 = 4, z averaging with Nz = 16, and keeping states below
Ecut = 24.
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FIG. 7. (Color online) As in Fig. 6, but with triangular periodic
switching approximated by the sequence of small quenches shown
in the upper panel. The lower panel shows the time evolution of the
occupation number nd (t) for this case and the parameters are as in
Fig. 6.
based on the logarithmic discretization of the conduction band,
while the analytic calculation is carried out in the continuum
limit. However, the NRG approximation also contributes to
this difference, resulting in the observed discontinuities which
increase in size with increasing time. We expect, in general,
following the discussion of pulse shapes on cumulative errors
in Sec. IV A, that smoother driving will show reduced errors
at longer times, a topic we discuss next.
Figure 7 shows the time evolution of the occupation number
(lower panel) in response to a triangular periodic driving,
which is approximately replaced by a sequence of small
quenches, represented in the upper panel of Fig. 7. We set
the square and triangular periodic drivings in Figs. 6 and 7 to
have the same frequency and phase, therefore the oscillations
of the occupation numbers calculated by either the TDNRG or
the analytical expression in these two figures are period and
phase matching. In contrast, the amplitude of the oscillations in
the occupation numbers in the two cases differ, with triangular
switching resulting in a smaller amplitude. In the TDNRG
calculations for the square and triangular drivings, we have
used the same discretization parameter 
 = 4. However, in
comparison to the case of square switching in Fig. 6, we
see that the TDNRG result for the time evolution of the
occupation number with triangular periodic driving exhibits
better agreement to the analytical result, and less significant
gaps at the boundaries of the time steps. This suggests that
the TDNRG calculation for multiple quenches gives the time
evolution of a local observable in closer agreement to the exact
result if each quench size is small enough and for sufficiently
smooth trains of pulses.
2. Periodically driven Anderson model: temperature dependence
So far, we have only shown results for very low (essentially
zero) temperature. However, the multiple-quench TDNRG
formalism is also applicable to arbitrary finite temperatures
since it is based on the FDM approach. Temperature effects
are particularly important for interacting systems, such as
the Kondo or Anderson impurity models. To illustrate the
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FIG. 8. (Color online) Application to the Anderson impurity
model with triangular periodic switching εd (t) as shown in the upper
panel. The lower panel shows the time evolution of the occupation
number for a number of temperatures T/TK, ranging from very low,
10−4 (essentially zero temperature), to very high, 10+5 (comparable
to band width). The other parameters are U = 12  and  = 10−3D.
TK ≈ 2.0 × 10−5D is the Kondo temperature in the final state. The
calculations are for 
 = 4, Nz = 16, and keeping states below
Ecut = 24.
applicability of our formalism to finite temperature, we show in
Fig. 8 the time dependence of the occupation number in the An-
derson impurity model upon switching the system periodically
between the mixed valence and the symmetric Kondo regime
at four different temperatures, T/TK = 10−4,10+2,10+3, and
10+5. We use triangular switching, and approximately replace
this by a sequence of quenches, nquench = 44, as shown in
the upper part of Fig. 8. At each temperature, one can
see that the occupation number oscillates in time with the
driving frequency. The oscillation amplitude decreases with
increasing temperature, and, eventually, at the very highest
temperature T = 105TK ≈ 2000    (comparable to the
bandwidth), the oscillations disappear. In this limit, where
T  |εd (t)|,U,, all four states of the impurity are equally
occupied and the average local level occupancy acquires the
time-independent value of nd = 1. As in the application of
the multiple-quench TDNRG to the RLM with triangular
periodic driving, the gaps at the boundaries of the time steps
are sufficiently small as to not be observable in the figure at all
temperatures.
V. CONCLUSIONS
In this paper, we numerically implemented the TDNRG
formalism for multiple quenches, derived in our previous paper
[22], to study the response of a quantum impurity system to
general pulses and periodic switching. Several limiting cases
allowed us to test the correctness and accuracy of our numerical
implementation.
For general pulses, with switching between a given initial
and a given final state, we applied the method to the Anderson
impurity model and investigated how the error in the long-time
limit depends on the switch-on time and the pulse shape. We
found that the long-time limit becomes more accurate with
increasing switch-on times for a given pulse shape (a linear
ramp) and with increasing smoothness of the pulse (for a fixed
switch-on time). We interpret this as implying that longer
switch-on times or smoother pulses, i.e., increased adiabaticity,
favor equilibration of the system to its correct long-time
limit. The switch-on time and pulse shape dependence of
the long-time limit supports our suggestion in the previous
paper that the long-time limit can be improved if the system
is switched by a sequence of many small quenches over
a finite time scale instead of a sudden large quench. The
multiple-quench TDNRG formalism therefore provides an
algorithmic improvement in obtaining the long-time limit of
observables, as compared to the single-quench formalism in
paper I. Nevertheless, as discussed in Ref. [56], the use in
NRG calculations of a Wilson chain, which has only a finite
(non-extensive) heat capacity, may prohibit thermalization
of local observables to their exact thermodynamic values
at long times. Support for this comes from the observation
in paper I that the long-time limit of observables is indeed
improved for 
 → 1+, in which a Wilson chain (
 > 1)
approaches a continuum bath (
 = 1). Since the limit
 → 1+
is impractical in NRG calculations [50], it would be interesting
in the future to explore ways of including a coupling to a
thermal reservoir within NRG in order to address the above
problem.
For periodic driving, we compared the multiple-quench
TDNRG calculations to available exact analytic results for
the RLM. In the short to intermediate time range, the time
evolution of the occupation number shows better agreement to
the analytic results in the case of triangular periodic switching
than in the case of square periodic switching. This also suggests
that the time evolution is more accurate for smoother periodic
pulses than for less smooth periodic pulses (e.g., square
pulses). Finally, we applied the TDNRG to the Anderson
impurity model with periodic driving and demonstrated the
validity of the formalism to an arbitrary finite temperature.
We identified a source of error in the multiple-quench
TDNRG, absent in the single-quench case, which is due to the
use of the NRG approximation in the time evolution factors
entering the generalized overlap matrix elements (Sec. II C
and Sec. III). While the errors are small in many situations, see
Secs. III and IV, they can become significant after many cycles
in the case of periodic driving. It would therefore be of interest
in the future to devise alternative schemes for evaluating the
generalized overlap matrix elements, in order to reduce or
overcome this source of error.
In future, it would be interesting to apply the present
formalism to pump-probe spectroscopies of magnetic adatoms
to calculate lifetimes of excited states [5], to quantum dots in
time-dependent fields [66–71], and, with a suitable generaliza-
tion to spectral functions, to time-resolved photoemission and
related spectroscopies [1,5,72–74]. The latter generalization
would also be of interest in the context of nonequilibrium
dynamical mean-field theory [75,76].
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APPENDIX A: TRACE OF THE PROJECTED DENSITY MATRIX
For the proof of the conservation of the trace of the projected density matrices, we have, starting from the equation preceding
Eq. (11),
Tr[ρi→Qp+1 (τ˜p)] =
∑
mle
Qp+1〈lem|e−iH
Qp τp . . . e−iH
Q1 τ1ρeiH
Q1 τ1 . . . eiH
Qp τp |lem〉Qp+1
=
∑
mle
∑
m1l1e1
Qp+1〈lem|e−iH
Qp τp . . . e−iH
Q1 τ1 |l1e1m1〉iwm1
e
−βEm1l1
˜Zm1
i〈l1e1m1|eiHQ1 τ1 . . . eiHQp τp |lem〉Qp+1
=
∑
mle
∑
m1l1e1
i〈l1e1m1|eiHQ1 τ1 . . . eiHQp τp |lem〉Qp+1Qp+1〈lem|e−iH
Qp τp . . . e−iH
Q1 τ1 |l1e1m1〉iwm1
e
−βEm1l1
˜Zm1
=
∑
m1l1e1
i〈l1e1m1|eiHQ1 τ1 . . . eiHQp τpe−iHQp τp . . . e−iHQ1 τ1 |l1e1m1〉iwm1
e
−βEm1l1
˜Zm1
=
∑
m1l1
wm1
e
−βEm1l1
Zm1
= 1. (A1)
This is conserved at any step, so that we have Tr[ρi→Qp+1 (τ˜p)] = · · · = Tr[ρi→Q1 (τ˜0)] = 1.
Notice that in this proof, we have not made use of the NRG approximation for the generalized overlap matrix elements
defined in Eq. (17) that appear in the above expression for the trace of the projected density matrices. In practice, however, the
NRG approximation is required to obtain feasible expressions for these matrix elements, such as the recursive expressions in
Eqs. (18)–(21) for each time step (except for p = 1 where no NRG approximation enters these matrix elements). Use of the latter
in the above expression for the trace results, then, in a finite error in all but the first projected density matrix.
APPENDIX B: CONTINUITY OF THE TIME EVOLUTION OF A LOCAL OBSERVABLE
For the continuity, we start from the general equation [see Eq. (10)]
O(t  τ˜p) =
/∈KK ′∑
mrse
Qp+1〈rem|e−iH
Qp τp . . . e−iH
Q1 τ1ρeiH
Q1 τ1 . . . eiH
Qp τp |sem〉Qp+1e−i(E
m
r −Ems )(t−τ˜p)
Qp+1〈sem| ˆO|rem〉Qp+1, (B1)
then O(t → τ˜−p ) =
/∈KK ′∑
mrse
Qp 〈rem|e−iH
Qp−1 τp−1 . . . e−iH
Q1 τ1ρeiH
Q1 τ1 . . . eiH
Qp−1 τp−1 |sem〉Qpe−i(E
m
r −Ems )(τ˜p−τ˜p−1)
Qp 〈sem| ˆO|rem〉Qp
=
/∈KK ′∑
mrse
Qp 〈rem|e−iH
Qp−1 τp−1 . . . e−iH
Q1 τ1ρeiH
Q1 τ1 . . . eiH
Qp−1 τp−1 |sem〉Qpe−i(E
m
r −Ems )τp
Qp 〈sem| ˆO|rem〉Qp (B2)
and O(t → τ˜+p ) =
/∈KK ′∑
mrse
Qp+1〈rem|e−iH
Qp τp . . . e−iH
Q1 τ1ρeiH
Q1 τ1 . . . eiH
Qp τp |sem〉Qp+1e−i(E
m
r −Ems )(τ˜p−τ˜p)
Qp+1〈sem| ˆO|rem〉Qp+1
=
/∈KK ′∑
mrse
Qp+1〈rem|e−iH
Qp τp . . . e−iH
Q1 τ1ρeiH
Q1 τ1 . . . eiH
Qp τp |sem〉Qp+1Qp+1〈sem| ˆO|rem〉Qp+1
=
/∈KK ′∑
mrse
∑
m1l1e1
∑
m2l2e2
Qp+1〈rem|l1e1m1〉QpQp 〈l1e1m1|e−iH
Qp τp . . . e−iH
Q1 τ1ρeiH
Q1 τ1 . . . eiH
Qp τp |l2e2m2〉QpQp
×〈l2e2m2|sem〉Qp+1Qp+1〈sem| ˆO|rem〉Qp+1
=
/∈KK ′∑
mrse
∑
m1l1e1
∑
m2l2e2
Qp 〈l1e1m1|e−iH
Qp τp . . . e−iH
Q1 τ1ρeiH
Q1 τ1 . . . eiH
Qp τp |l2e2m2〉QpQp 〈l2e2m2|sem〉Qp+1Qp+1
×〈sem| ˆO|rem〉Qp+1Qp+1〈rem|l1e1m1〉Qp . (B3)
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We can prove that
∑/∈KK ′
mrse Qp 〈l2e2m2|sem〉Qp+1Qp+1〈sem| ˆO|rem〉Qp+1Qp+1〈rem|l1e1m1〉Qp = Qp 〈l2e2m2| ˆO|l1e1m1〉Qp [22]. Sub-
stituting this into Eq. (B3), we have that
O(t → τ˜+p ) =
∑
m1l1e1
∑
m2l2e2
Qp 〈l1e1m1|e−iH
Qp τp . . . e−iH
Q1 τ1ρeiH
Q1 τ1 . . . eiH
Qp τp |l2e2m2〉QpQp 〈l2e2m2| ˆO|l1e1m1〉Qp
=
/∈KK ′∑
m1rse1
Qp 〈re1m1|e−iH
Qp τp . . . e−iH
Q1 τ1ρeiH
Q1 τ1 . . . eiH
Qp τp |se1m1〉QpQp 〈se1m1| ˆO|re1m1〉Qp
=
/∈KK ′∑
m1rse1
Qp 〈re1m1|e−iH
Qp−1 τp−1 . . . e−iH
Q1 τ1ρeiH
Q1 τ1 . . . eiH
Qp−1 τp−1 |se1m1〉Qpei(E
m1
s −Em1r )τp
Qp 〈se1m1| ˆO|re1m1〉Qp .
(B4)
Clearly, from Eqs. (B2) and (B4), we have that O(t → τ˜+p ) = O(t → τ˜−p ).
As in Appendix A, the above proof of the continuity of observables uses the general form for the generalized overlap matrix
elements [Eq. (17)]. Once these are reduced to their recursive form in Eqs. (18)–(21) via the use of the NRG approximation,
continuity is only guaranteed for t → 0+, i.e., for the short-time limit of observables, as in paper I.
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