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Abstract - The MC-CDMA signals (Multicarrier Coded
Division Multiple Access) have strong envelope fluctua-
tions which make them very prone to nonlinear effects.
These effects can be both intentional (such as the ones
inherent to a nonlinear signal processing for reducing the
envelope fluctuations) or not (such as the ones inherent to
a nonlinear power amplification).
In this paper we present an analytical tool for the
performance evaluation of nonlinear effects in MC-CDMA
signals which takes advantage of the Gaussian-like behav-
ior of MC-CDMA signals with a large number of subcar-
riers and employs results on memoryless nonlinear devices
with Gaussian inputs so as to characterize statistically
the signals at the output of the nonlinear device. This
characterization is then used for an analytical computation
of the SIR levels (Signal-to-Interference Ratio) and the
BER performance (Bit Error Rate).
A set of numerical results is presented and discussed,
showing the accuracy of the analytical BER performance
analysis in the presence of nonlinear effects1.
Keywords: MC-CDMA, nonlinear effects, iterative re-
ceivers, Gaussian processes.
I. Introduction
The MC-CDMA schemes (Multicarrier Coded Division
Multiple Access) [1]-[4] combine a CDMA scheme with
OFDM modulation (Orthogonal Frequency Division Multi-
plexing) [5], so as to allow high transmission rates over
severe time-dispersive channels without the need of a com-
plex receiver implementation. Since the spreading is made in
frequency domain, the time synchronization requirements are
much lower than with conventional direct sequence CDMA
schemes. Moreover, the diversity effect inherent to the spread-
ing allows good uncoded performances, or for high code rates.
As with other multicarrier schemes, the MC-CDMA signals
have strong envelope fluctuations and high PMEPR values
(Peak-to-Mean Envelope Power Ratio) which makes them very
prone to nonlinear effects. These nonlinear effects can be both
intentional (such as the ones inherent to a nonlinear signal
processing for reducing the envelope fluctuations, as in [6]-
[9], or the envelope clipping characteristic that results when a
nonlinear amplifier is linearized through an ideal pre-distortion
1This work was partially supported by the FCT project
POSI/CPS/46701/2002 - MC-CDMA and the B-BONE project IST-
2003-507607.
[10]) or not (such as the ones inherent to a nonlinear power
amplification [11], [12]).
The performance evaluation of nonlinear transmission usu-
ally resorts to Monte-Carlo simulations that require a long
computation time. For this reason, analytical approaches have
been proposed for the performance evaluation of nonlinear
effects in OFDM transmission [7]-[9],[13].
In this paper we present an analytical approach for the
performance evaluation of nonlinear effects in MC-CDMA
signals. For this purpose, we take advantage of the Gaussian-
like behavior of MC-CDMA signals with a large number of
subcarriers and employ a statistical characterization of Gaus-
sian signals submitted to a bandpass memoryless nonlinear
device [9], [14]. This characterization is then used for an
analytical computation of the SIR levels (Signal-to-Interference
Ratio) and the BER performance (Bit Error Rate) of MC-
CDMA schemes in the presence of nonlinear effects.
We also consider an enhanced receiver structure, based
on the techniques proposed in [15], [16], where an iterative
cancelation of nonlinear distortion effects is carried out. This
iterative detection procedure allows good performances even
in the presence of significant nonlinear distortion effects such
as the ones that arise when MC-CDMA transmission with very
low envelope fluctuations is intended. We also take advantage
of our statistical models for obtaining, in an analytical way,
the achievable performance of these iterative receivers.
This paper is organized as follows: the MC-CDMA schemes
considered in this paper are described in Sec. II. The analytical
characterization of the transmitted signals in the presence
of nonlinear effects is made in Sec. III and used in Sec.
IV for performance evaluation purposes. Sec. V describes
an enhanced receiver structure with iterative cancelation of
nonlinear distortion effects introduced at the transmitter side.
A set of performance results is presented in Sec. VI and, finally,
Sec. VII is concerned with the conclusions and final remarks
to this paper.
II. Systems Description
In this paper we consider downlink transmission (i.e., the
transmission from the BS (Base Station) to the MT (Mobile
Terminal)) within MC-CDMA systems employing frequency-
domain spreading, although our approach could also be em-
ployed in the uplink transmission. A constant spreading factor
K is assumed for all users (the extension to VSF schemes
(Variable Spreading Factor) [17] is straightforward). The
frequency-domain block to be transmitted by the BS is an
interleaved version of the block fSk; k = 0; 1; : : : ;N ¡ 1g2,
where N = KM , with K denoting the spreading factor
and M the number of data symbols for each user (see fig.
1(A)). The frequency-domain symbols are given by Sk =PU
p=1 »pSk;p, where »p is an appropriate weighting coefficient
that accounts for the power control in the downlink (the
power associated to the pth user is proportional to j»pj2) and
Sk;p = CkModK;pAbk=Kc;p is the kth chip for the pth user (bxc
denotes ’largest integer not greater than x’), where fAk;p; k =
0; 1; : : : ;M ¡ 1g is the block of data symbols associated
to the pth user and fCk;p; k = 0; 1; : : : ; K ¡ 1g is the
corresponding spreading sequence. An orthogonal spreading
is assumed throughout this paper, with Ck;p belonging to a
QPSK constellation (Quadrature Phase Shift Keying). Without
loss of generality, it is assumed that jCk;pj = 1.
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Fig. 1. Conventional MC-CDMA transmitter (A) and receiver (B) for
the downlink (¦ and ¦¡1 denote appropriate chip-level interleaving and
deinterleaving operations, respectively).
As with conventional OFDM, an appropriate cyclic exten-
sion is appended to each block transmitted by the BS. At
the receiver, the cyclic extension is removed and the received
samples are passed to the frequency domain, leading to the
block fYk; k = 0; 1; : : : ; N ¡ 1g.
It can be shown that, when the cyclic extension is longer
than the overall channel impulse response, the samples Yk can
be written as
Yk = HkS
0
k +Nk (1)
(a perfect synchronization is assumed), where Hk and Nk
denote the channel frequency response and the noise term
for the kth frequency, respectively. The block fS0k; k =
0; 1; : : : ;N ¡ 1g is the interleaved version of the block
fSk; k = 0; 1; : : : ; N ¡ 1g.
Since the orthogonality between users is lost in frequency
selective channels, an FDE (Frequency-Domain Equalizer) is
2Typically, the transmitted frequency-domain block is generated by submit-
ting the block fSk;k = 0; 1; : : : ; N ¡ 1g to a rectangular interleaver with
dimensions K £ M , i.e., the different chips associated to a different data
symbol are uniformly spread within the transmission band.
required before the despreading operation [4], [18]. This means
that the receiver structure can be the one depicted in Fig. 1(B).
Under perfect channel estimation, the FDE coefficients are
given by Fk = SNR H¤k=(1 + SNRjHkj2), with SNR =
E[jSkj2]=E[jNkj2], which corresponds to the minimization of
the MMSE (Minimum Mean-Squared Error) in the frequency-
domain samples Sk. After removing the idle subcarriers, the
equalized samples ~S0k = YkFk are deinterleaved, leading to the
block f ~Sk; k = 0; 1; : : : ; N ¡ 1g. The data symbols associated
to the pth user can be estimated from the despreaded samples
~Ak;p =
X
k02ªk
~Sk0C
¤
k0;p; (2)
with ªk denoting the set of frequencies employed to transmit
the kth data symbol of each user (for an K £M interleaving,
the set ªk is given by ªk = fk; k+M; : : : ; k+(K¡1)Mg).
III. Nonlinear Effects in MC-CDMA Signals
In the previous section an ideal linear transmitter was
assumed. However, the MC-CDMA signal has large envelope
fluctuations which makes them very prone to nonlinear ef-
fects. In this section we present an appropriate model of the
transmitted signals when a nonlinear transmitter is considered.
For the sake of simplicity, the transmitter structure depicted
in Fig. 2 is assumed, where the nonlinear device gC(¢) is
modeled as a bandpass memoryless nonlinearity [11] operating
on an oversampled version of the MC-CDMA burst, i.e.,
sCn = gC(js00nj) exp(j arg(s00n)) (the corresponding AM-to-
AM and AM-to-PM conversions are jgC(¢)j and arg(gC(¢)),
respectively). In fact, adding N 0 ¡ N zeros to the origi-
nal frequency-domain block (i.e., N 0 ¡ N idle subcarriers),
followed by an IDFT operation is equivalent to generate a
sampled version of the MC-CDMA signal, with an oversam-
pling factor MTx = N 0=N . An optional frequency-domain
filtering procedure, through the set of multiplying coefficients
Gk; k = 0; 1; : : : ; N
0¡1, can also be considered to reduce the
out-of-band radiation levels inherent to the nonlinear operation
[7].
The transmitter structure of Fig. 2 is similar to the nonlinear
signal processing schemes proposed in [7], [8] for reducing
the PMEPR of OFDM signals while maintaining the spectral
efficiency of conventional OFDM schemes. This transmitter
model could also be employed for evaluating the impact of
a nonlinear power amplification: we just have to consider
an oversampling factor large enough and omit the frequency-
domain filtering subsequent to the nonlinear operation.
When the number of subcarriers is high (N >> 1) the
time-domain coefficients s00n can be approximately regarded as
samples of a complex Gaussian process. If E[Sk] = 0 and
E[SkS
¤
k0 ] = 2¾
2
S±k;k0 (±k;k0 = 1 for k = k0 and 0 otherwise),
with ¾2S =
1
2E
£jSkj2¤ (E[¢] denotes ”ensemble average”), then
it can be easily demonstrated that E[s00n] = 0 and
E
h
s00ns
00¤
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i
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= 2¾2
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Fig. 2. Transmitter model considered in this paper.
(n; n0 = 0; 1; : : : ; N 0 ¡ 1), with ¾2 = N(N 0)2¾2S .
The output of a memoryless nonlinear device with a Gaus-
sian input can be written as the sum of two uncorrelated
components [19]: a useful one, proportional to the input, and
a nonlinear self-interference one, i.e.,
sCn = ®s
00
n + dn ; (4)
where E[s00nd¤n0 ] = 0 and ® = E[sCn s
00¤
n ]=E[js00nj2] =
E[RgC(R)]=E[R
2], with R = js00nj. Since R has a Rayleigh
distribution, we get
® =
1
2¾2
Z +1
0
RgC(R)
R
¾2
exp
µ
¡ R
2
2¾2
¶
dR: (5)
The average power of the useful component is PSNL =
j®j2¾2, and the average power of the nonlinear self-
interference component is given by P INL = PNL¡PSNL, where
PNL denotes the average power of the signal at the nonlinearity
output, given by
PNL =
1
2
E[jsCn j2] =
1
2
E[jgC(R)j2] =
=
1
2
Z +1
0
jgC(R)j2 R
¾2
exp
µ
¡ R
2
2¾2
¶
dR: (6)
It can be shown [14] that
E[sCn s
C¤
n0 ] = R
C
s (n¡ n0) =
=
+1X
°=0
2P2°+1
(Rs(n¡ n0))°+1 (R¤s(n¡ n0))°
(Rs(0))
2°+1 ; (7)
where the coefficient P2°+1 denotes the total power associated
to the IMP (Inter-Modulation Product) of order 2° + 1. This
coefficient can be obtained as follows [20]:
P2°+1 =
jv2°+1j2
2°!(° + 1)!
; (8)
where
v2°+1 =
Z +1
0
RgC(R)W2°+1
µ
Rp
2¾2
¶
dR; (9)
with
W2°+1(x) =
°!
2
e¡x
2
xL(1)° (x
2) (10)
(L(1)° (¢) denotes a generalized Laguerre polynomial of order °
[21]).
Since RCs (n¡ n0) = j®j2Rs(n¡ n0) +E[dnd¤n0 ], it can be
easily recognized that P1 = j®j2¾2 and
E[dnd
¤
n0 ] = Rd(n¡ n0) =
=
+1X
°=1
2P2°+1
(Rs(n¡ n0))°+1 (R¤s(n¡ n0))°
(Rs(0))
2°+1
: (11)
The total self-interference power is
P INL =
1
2
Rd(0) =
+1X
°=1
P2°+1 = PNL ¡ PSNL: (12)
Having in mind (4) and the signal processing chain in
Fig. 2, the frequency-domain block fSTxk = SCk Gk; k =
0; 1; : : : ; N 0 ¡ 1g can obviously be decomposed into useful
and nonlinear self-interference components:
STxk = ®S
00
kGk +DkGk; (13)
where fDk; k = 0; 1; : : : ; N 0 ¡ 1g is the DFT of fdn;n =
0; 1; : : : ; N 0 ¡ 1g. Clearly, E[Dk] = 0 and
E [DkD
¤
k0 ] =
½
N 0Gd(k); k = k
0
0; otherwise (14)
(k; k0 = 0; 1; : : : ; N 0 ¡ 1), where fGd(k); k = 0; 1; : : : ; N 0 ¡
1g denotes the DFT of the block fRd(n);n = 0; 1; : : : ; N 0¡1g
(Rd(n ¡ n0) = E[dnd¤n0 ]). Moreover, Dk exhibits quasi-
Gaussian characteristics for any k, provided that the number
of subcarriers is high enough. Clearly, E[SCk SC¤k0 ] = 0 for
k 6= k0 and E[jSCk j2] = N 0GCs (k), where fGCs (k) =
j®j2Gs(k) + Gd(k); k = 0; 1; : : : ; N 0 ¡ 1g denotes the
DFT of fRCs (n); k = 0; 1; : : : ; N 0 ¡ 1g (given by (7)),
with fGs(k); k = 0; 1; : : : ; N 0 ¡ 1g = DFT fRs(n);n =
0; 1; : : : ; N 0 ¡ 1g. Therefore, E[STxk STx¤k0 ] = 0 for k 6= k0,
and E[jSTxk j2] = jGkj2E[jSCk j2] = N 0jGkj2GCs (k).
Clearly, the power of the useful and nonlinear self-
interference components of the transmitted signals are
PSTx =
X
k
E[j®S00kGkj2] (15)
and
P ITx =
X
k
E[jDkGkj2]; (16)
respectively. We can also define the power of the nonlinear
self-interference component in the in-band region as
P ITx;IB =
X
k in-band
E[jDkGkj2] (17)
When Gk = 1 for the N in-band subcarriers, PSTx = PSNL. If
we also have Gk = 0 for the N 0 ¡N out-of-band subcarriers
then P ITx;IB = P ITx.
The ”signal-to-interference ratio” (SIR) for the transmitted
signals is
SIRTx =
PSTx
P ITx
· SIRNL = P
S
NL
P INL
; (18)
where SIRNL denotes the SIR at the output of the nonlinear
device; the SIR for the in-band region is
SIRTx;IB =
PSTx
P ITx;IB
: (19)
We can also define a SIR for each subcarrier, given by
SIRk =
E
£j®S00k j2¤
E [jDkj2] : (20)
Without oversampling, (3) leads to Rs(n ¡ n0) = 2¾2±n;n0
and, from (7),
RCs (n¡ n0) =
½
2
P+1
°=0 P2°+1; k = k
0
0; otherwise.
(21)
Therefore,
SIRk =
P1P+1
°=1 P2°+1
= SIRNL = SIRTx = SIRTx;IB ;
(22)
which is independent of k, when MTx = 1. For MTx > 1
(i.e., when N 0 > N), Rs(n¡ n0) 6= 2¾2±n;n0 and SIRk is a
function of k, since E[jDkj2] depends also on k.
IV. Analytical Performance Evaluation
A. SIR Levels and BER Performance
From (1), the frequency-domain samples at the receiver are
given by Yk = STxk Hk +Nk, provided that the guard interval
is long enough.
For an ideal Gaussian channel, the detection of the kth sym-
bol transmitted by the pth user is based on the ”despreaded”
samples
~Ak;p =
X
k02ªk
Yk0C
¤
k0;p = ®»pKAk;p +D
eq
k;p +N
eq
k;p (23)
(see (2)). As referred above, for a frequency-selective channel
we need to perform an FDE previous to the ”despread-
ing” operation. In (23), Deqk;p =
P
k02ªk
Dk0C
¤
k0;p and
Neqk;p =
P
k02ªk
Nk0;pC
¤
k0;p denote the equivalent nonlinear
self-interference and noise terms for detection purposes, re-
spectively.
Clearly, the power of the nonlinear self-interference term,
Deqk;p, is
P I;eqk;p =
X
k02ªk
E[jDk0 j2] =
2P ITx;IB
M
³k (24)
with
³k =
M
P
k02ªk
E[jDk0 j2]P
k0in-bandE[jDk0 j2]
(25)
(it is assumed that jCk;pj = 1). Since we are employing
orthogonal spreading sequences, the ”useful” component for
detection purposes of the pth user is
®
X
k02ªk
Sk0C
¤
k0;p = ®»pAk;p
X
k02ªk
jCk0;pj2 = ®»pKAk;p: (26)
By assuming E[jAk;pj2] = 1, the power of the ”useful”
component for detection purposes of the pth user is
PS;eqk;p = jK®»pj2 =
K j®»pj2P
p0 »
2
p0
X
k02ªk
E[jSk0 j2] =
=
Kj®»pj2
U»2
X
k02ªk
E[jSk0 j2] = K
U
´»;p
2PSTx
M
; (27)
with »2 =
P
p0 »
2
p0=U and ´»;p = »2p=»2p .
Therefore, the corresponding signal-to-self-interference ratio
for detection purposes is
SIReqk;p =
PS;eqk;p
P I;eqk;p
=
K
U
´»;pSIRTx;IB³
¡1
k : (28)
From (28), it is clear that the equivalent SIR for detection
purposes increases when we decrease the number of users,
for a given spreading factor K. This is a consequence of the
samples of the nonlinear self-interference component, DkC¤k;p,
being uncorrelated, contrarily to the useful components. We
can also note that the equivalent SIR for detection purposes
is not the same for the different users: the users with smaller
attributed powers (i.e., the users that are closer to the BS and/or
have better propagation conditions) have worse SIReqk;p levels,
and, consequently, a larger performance degradation due to the
nonlinear effects.
Since the nonlinear self-interference component is approx-
imately Gaussian-distributed at the subcarrier level [9], Deqk
is also approximately Gaussian-distributed, even when the
number of users is small. Therefore, if the data symbols are
selected from a QPSK constellation under a Gray mapping
rule (the extension to other constellations is straightforward),
the BER for an ideal Gaussian channel is approximately given
by
BERk;p = Q
³q
SNReqk;p
´
; (29)
where Q(¢) denotes the well-known Gaussian error function
and SNReqk;p denotes an equivalent signal-to-noise ratio for
the detection of the kth data symbol, for the pth user. This
ratio is given by
SNReqk;p =
PS;eqk;p
P I;eqk;p + P
N;eq
; (30)
where PN;eq = E[jNeqk j2] = KE[jNkj2] = 2KN0, with N0
denoting the PSD (Power Spectral Density) of the channel
noise. It can be shown that
SNReqk;p = 2´S´
I
k;p
Eb;p
N0
; (31)
where
Eb;p =
PSTx + P
I
Tx
2UM
´»;p (32)
denotes the average bit energy for the pth user. In (31),
´S =
PSTx
PSTx + P
I
Tx
(33)
and
´Ik;p =
Ã
1 + 2
U
K´»;p
¢ P
I
Tx;IB³k
PSTx + P
I
Tx
¢ Eb;p
N0
!¡1
: (34)
Clearly, the degradation factor ´S is associated to the useless
power spent in the transmitted nonlinear self-interference; the
degradation factor ´Ik;p is due to the fact that the equivalent,
quasi-Gaussian nonlinear self-interference Deqk is added to the
Gaussian channel noise.
B. Special Cases and Simplified Formulas
For most cases of interest, the analytical approach for
obtaining the SIR levels and the BER performances described
above can be simplified with only a very slight decrease in its
accuracy.
As it was referred in the previous section, if there is no
oversampling before the nonlinear operation (i.e., for MTx =
N 0=N = 1), then P ITx;IB = P ITx = P INL, PSTx=P ITx =
SIRTx = SIRNL and ³k = 1. Therefore,
´S =
SIRNL
1 + SIRNL
(35)
and ´Ik;p, which becomes independent of k, is given by
´Ik;p =
µ
1 + 2
U
K´»;p
1
1 + SIRNL
Eb;p
N0
¶¡1
: (36)
It can easily be verified that when the ”chips” associated to
a given data block are uniformly spread in the transmission
band (i.e., for a rectangular interleaver with size K£M) then
³k ¼ 1, provided that the spreading factor is not too low.
Let us assume now that MTx > 1. To obtain an approximate
formula for the SIR levels that does not require the computation
of all IMPs, we will assume that the total nonlinear self-
interference power is associated to the IMP of order 3, i.e.,
P3 = P
I
NL and P2°+1 = 0, ° > 1. This is a slightly pes-
simistic assumption relatively to the in-band self-interference
levels, as depicted in Fig. 3, where it is assumed that gC(R)
is an ideal envelope clipping, with normalized clipping level
sM=¾ = 1:0. In that case, we can derive a closed formula
for the power distribution of the nonlinear self-interference
component, as well as the total in-band self-interference power,
as shown in Appendix A. Using these formulas, it is clear that
the average power of the nonlinear self-interference component
for the N in-band subcarriers is
1
N
X
k in-band
E[jDkj2] ¼ ·(MTx)
N
X
k
E[jDkj2] = ·(MTx)
N
2P INL;
(37)
with ·(MTx) given by (49). This means that, for Gk = 1 for
the N in-band subcarriers and 0 for the N 0 ¡N out-of-band
subcarriers,
´S ¼ SIRNL=·(MTx)
1 + SIRNL=·(MTx)
(38)
and ´Ik;p is almost independent of k and given by
´Ik;p =
µ
1 + 2
U
K´»;p
1
1 + SIRNL=·(MTx)
Eb;p
N0
¶¡1
: (39)
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Fig. 3. Evolution of E[jDkj2]: exact values (solid line) and approximate
values when it is assumed that P3 = P INL and P2°+1 = 0, ° > 1 (dashed
line).
For MTx ¸ 2, ·(MTx) = 2=3 and we have a gain of 3=2
(approximately 1.8dB) in the equivalent SIR levels relatively
to the case where there is no oversampling (MTx = 1).
Clearly, the computation of ´S and ´Ik;p involves only the
two integrals inherent to ® and PNL (see (5) and (6)). If the
nonlinearity corresponds to an ideal envelope clipping, i.e.,
when
gC(R) =
½
R; R · sM
sM ; R > sM ;
(40)
with sM denoting the clipping level, which is a very common
situation, these two integrals can be written in a closed form:
® = 1¡ exp
µ
¡ s
2
M
2¾2
¶
+
p
2¼sM
2¾
Q
³sM
¾
´
(41)
PNL = ¾
2
µ
1¡ exp
µ
¡ s
2
M
2¾2
¶¶
: (42)
V. Iterative Cancelation of the Deliberate Nonlinear
Distortion Effects
From (13), the received frequency-domain samples can be
written as Yk = ®S00kHk +DkHk +Nk, for the N ”in-band”
subcarriers (it is assumed that Gk = 1 for the N in-band
subcarriers). It was shown in [15], [16] that we can improve
significantly the performance of OFDM schemes submitted
to nonlinear devices by employing a receiver with iterative
cancelation of nonlinear distortion effects. This concept can
be extended to MC-CDMA, leading to the receiver structure
of Fig. 4. For each iteration, an estimate fS^0(i)k g of the data
vector is obtained from the received vector fYkg and the
distortion vector estimate fD^(i¡1)k g provided by the preceding
iteration; next, the distortion vector estimate is updated by
using the new data vector estimate (for the first iteration,
D^
(0)
k = 0). Naturally, this means that we need to jointly detect
the data symbols associated to all spreading codes. If a perfect
cancelation of the nonlinear self-interference levels is achieved
the only degradation is due to the ”useless” power spent by the
self-interference component and the BER in an ideal AWGN
channel is lower-bounded by
BERk;p ¼ Q
Ãr
2´S
Eb;p
N0
!
; (43)
when the data symbols belong to a QPSK constellation.
VI. Performance Results
In this paper we present a set of performance results
concerning the performance evaluation of nonlinear effects in
MC-CDMA transmission. It is assumed that the MC-CDMA
signals have a spreading factor K = 64 and each user has
M = 16 data symbols per block, corresponding to MC-CDMA
blocks with length N = KM = 1024, plus an appropriate
cyclic extension. The same power is attributed to each user
(i.e., »p = 1 for all users). We consider the transmitter structure
depicted in Fig. 2, where an ideal envelope clipping, operating
on a sampled version of the MC-CDMA signal, is adopted for
reducing the envelope fluctuations of the transmitted signals
(unless stated otherwise, an oversampling factor MTx = 2 is
assumed). However, as it was already mentioned, our analytical
approach can easily be extended to other nonlinear devices,
namely those associated to a nonlinear power amplification
(in fact, since we have almost the same SIR levels regardless
of the oversampling factor MTx, provided that MTx ¸ 2, our
performance results are still valid for a perfectly linearized
power amplifier, modeled as an ideal envelope clipping).
Fig. 5 shows the impact of the normalized clipping level
SIRTx;IB when MTx = 1 or 2. We also include the ap-
proximate SIRTx;IB formula that is obtained by using (48),
with MTx ¸ 2 (i.e., SIRTx;IB ¼ 3SIRNL=2). From this
figure, it is clear that our approximate formula for SIRTx;IB
is very accurate, especially for moderate clipping levels. The
corresponding values of ´S , depicted in Fig. 6, are close to 1
(0dB), unless the clipping level is very low.
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Fig. 5. SIRTx;IB when MTx = 1 (dotted line) or 2 (solid line) and
3SIRNL=2 (dashed line).
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Fig. 6. Evolution of ´S .
Let us first consider a conventional receiver structure and
an ideal AWGN channel. The theoretical BER performances,
together with the corresponding simulated results, are depicted
in Figs. 7 and 8. We have U=K = 1, corresponding to a fully
loaded system, in Fig. 7 and U=K = 1=2 in Fig. 8. Clearly,
our analytical approach is very accurate. The approximate BER
formulas are slightly pessimistic for low clipping levels; for
moderate and high clipping levels they are very accurate (this is
in accordance with Fig. 5). It should be noted that the increase
in the robustness against nonlinear effects when U=K < 1
(implicit in the formulas of Sec. IV) was confirmed by the
simulations. It should also be noted that similar results were
observed for other values of N , provided that N is high enough
{ }( ),ˆ ; 1, 2,...,ik pA p U=
X
{ }kF
+
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NLSP{ })1(ˆ −ikD
       -
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DelayΣ
X
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  -
{ }( 1)ˆTx ikS −
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Fig. 4. Enhanced receiver structure with iterative cancellation of nonlinear distortion effects (NLSP: nonlinear signal processing chain similar to that of Fig.
2).
to validate the Gaussian approximation for the signals at the
input of the nonlinear device (in fact, our analytical approach
is already very accurate with a few tens of subcarriers, at least
for BER¸ 10¡4).
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Fig. 7. Exact (solid line) and approximate (dashed line) BER formulas when
U=K = 1 (the (o) denote the simulated results).
Let us consider now the enhanced receiver structure depicted
in Fig. 4, where an iterative estimation and cancelation of
the nonlinear self-interference component is performed. The
corresponding performances for an ideal AWGN channel are
depicted in Figs. 9 and 10. Clearly, the iterative receiver has
excellent performances, being able to remove almost entirely
the self-interference component, at least for moderate and high
values of Eb=N0, even for small clipping levels.
Let us consider a time-dispersive channel. As an example,
we adopted the HIPERLAN/2 channel C [22] (similar results
were obtained for other time-dispersive channels). The useful
part of the block has duration T = 4¹s and the cyclic
extension has duration TG = 1:1¹s (the duration of the channel
impulse response is 1:05¹s), corresponding to MC-CDMA
blocks with duration TB = T + TG = 5:1¹s. The channel
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Fig. 8. Exact (solid line) and approximate (dashed line) BER formulas when
U=K = 1=2 (the (*) denote the simulated results).
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Fig. 9. BER performance for the iterative receiver when sM=¾ = 0:5.
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Fig. 10. BER performance for the iterative receiver when sM=¾ = 1:0.
is invariant for the duration of each block and we assumed
perfect channel estimation at the receiver. Fig. 11 presents
the performance of the iterative receiver. Clearly, the iterative
receiver structure is still able to cancel almost entirely the
nonlinear self-interference component.
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Fig. 11. BER performance for the iterative receiver when sM=¾ = 1:0,
U=K = 1 and a time-dispersive channel.
VII. Conclusions and Final Remarks
In this paper we presented an analytical tool for the
performance evaluation of nonlinear effects in MC-CDMA
signals. For this purpose, we took advantage of the Gaussian-
like behavior of MC-CDMA signals with a large number of
subcarriers and employed well-known results on memoryless
nonlinear devices with Gaussian inputs to statistically charac-
terize the signals at the output of the nonlinear device. We also
included analytical, exact formulas for the BER computation,
as well as low complexity, approximate formulas which require
only the evaluation of two integrals (if the nonlinear device
corresponds to an ideal envelope clipping, these two integrals
can be written in closed form). Since the OFDM signals can
be regarded as MC-CDMA signals with K = 1 and M = N ,
our low-complexity SIR and BER expressions can also be used
for evaluating the nonlinear effects in OFDM schemes.
It was shown that the ratio between the number of used
channels and the spreading factor has a key influence on the
robustness of a given MC-CDMA scheme to nonlinear effects.
The higher this ratio the lower the robustness to nonlinear
effects. The spreading provides a diversity effect over the
nonlinear interference.
It should be noted that, by using our statistical characteriza-
tion of the signals at the output of the nonlinear device we can
simplify Monte-Carlo simulations: due to the Gaussian nature
of the nonlinear self-interference component, we do not need
to simulate the nonlinear operation (we just need to modify
the noise variance to include both the channel noise and the
self-interference component).
Our simplified analytical approach could also be em-
ployed for the performance evaluation of conventional OFDM
schemes in the presence of the same nonlinear distortion effects
(in fact, the OFDM schemes can be regarded as MC-CDMA
schemes with spreading factor K = 1 and M = N).
Appendix A.
Let us assume an infinite oversampling factor (MTx =
+1). If all subcarriers have the same average power and its
number is very high then the autocorrelation of the complex
envelope of the signal at the input of the nonlinear device,
referred to the central frequency of the spectrum, is approx-
imately given by Rin(¿ ) = Pinsinc(¿B), with Pin denoting
its power and B its bandwidth. The corresponding PSD is
Gin(f) = Pinrect(f=B)=B.
If we assume that the power of the nonlinear self-
interference power, P INL, is associated to the IMP of order
3 (i.e., P3 = P INL and P2°+1 = 0, ° > 1), then the
autocorrelation of the self-interference component is (see (11))
Rd(¿ ) = 2P3 = 2P
I
NL
R3in(¿)
R3in(0)
; (44)
and the corresponding PSD is
Gd(f) = FfRd(¿ )g =
= 2P INL
Gin(f) ¤Gin(f) ¤Gin(f)
R3in(0)
=
2P INLG3(f=B)
B
; (45)
where G3(f) = G1(f)¤G1(f)¤G1(f), with G1(f) =rect(f).
Clearly,
G3(f) =
8<
:
3=4¡ f2; jf j · 1=2
9=8¡ 3jf j=2 + f2=2; 1=2 < jf j < 3=2
0; jf j ¸ 3=2:
(46)
Therefore, the total in-band power is P INL;IB =R B=2
¡B=2
Gd(f)df . For 1 ¸ MTx ¸ 2, we have aliasing
effects in the in-band region. Therefore, the total in-band
power is
P INL;IB =
Z B=2
¡B=2
(Gd(f)+Gd(f¡B)+Gd(f+B))df: (47)
It can be shown that, in this case,
P INL;IB = ·(MTx)P
I
NL; (48)
with
·(MTx) =
½
1
3
(¡M3Tx + 6M
2
Tx ¡ 12MTx + 10); 1 ·MTx < 2
2
3
; MTx ¸ 2:
(49)
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