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Abstract
We present a phase field model for multi-component surface diffusion, which can
be used to describe the evolution of clusters of immiscible fluids such as soap bubble
clusters. The model is given by a Cahn–Hilliard system with a non-smooth obstacle
free energy and a degenerate mobility matrix. On stating the considered finite
element approximation, we describe the iterative solver used to solve the nonlinear
discrete system at each time step and present several numerical experiments for N =
3, 4, 5 and 6 components in two and three space dimensions, including simulations
with topological changes.
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1 Introduction
In classical models of fluid systems, interfaces between two fluids are treated as infinitely
thin, or sharp, and are endowed with properties such as surface tension. In this paper, we
consider a vector valued Cahn–Hilliard equation as a phase field model (also called diffuse
interface model) for the evolution of such fluid clusters in Rd, with d = 2, 3. Originally,
Cahn–Hilliard systems were studied in order to model phase separation and coarsening
in multi-component systems such as alloys or polymers, see [39, 19]. However, it was es-
tablished in [27] via formal asymptotics that a singular limit of degenerate Cahn–Hilliard
systems gives rise to a geometric evolution equation, the so-called multi-component surface
diffusion. This evolution law is of particular interest, because it can be used as a simplified
model for the evolution of immiscible fluid clusters, such as soap bubbles. In particular,
steady state solutions of the flow (which typically consist of constant mean curvature seg-
ments that meet at triple junctions and, for d = 3 and N ≥ 4, quadruple junction points)
are the natural candidates for area minimizing soap bubble constellations for fixed given
volume fractions. We note that there is great interest in these bubble constellations, with
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many open questions still remaining. See e.g. [43, 23, 34, 37, 28, 1, 42, 45, 38, 29, 22, 44]
and the references therein. In this paper, we will often not make the distinction between
the multi-component system in the phase field model and the analogue in the sharp in-
terface limit, i.e. we will refer to a fixed enclosed volume/bubble also as a “component”
and vice versa.
We now present the phase field model that we will consider in this paper, where we
largely follow the introduction of the degenerate Cahn–Hilliard system in [21]. We consider
a cluster of immiscible fluids F1, . . . , FN in R
d, with F1 the ambient fluid. We introduce the
interfacial parameter γ ∈ R>0 and the conserved vector-valued order parameter uγ(·, t) =
(u1γ, ..., u
N
γ )
T ∈ RN , where at any time t ∈ [0, T ] we denote by unγ(·, t) the fractional
concentration of the nth fluid/component. Physically meaningful values for the order
parameter uγ have nonnegative entries and satisfy
∑N
n=1 u
n
γ = 1. It is therefore convenient
to define the Gibbs simplex
QN := {ζ ∈ RN :
N∑
n=1
ζn = 1, ζ ≥ 0} ⊂ RN (1.1)
as the set of meaningful values for uγ. Hence the pure phases can be identified by uγ = en,
where epn = δnp, p = 1 → N , with δnp denoting the Kronecker delta. Next we introduce
the free energy Eγ, which is of the Ginzburg–Landau form
Eγ(uγ) :=
∫
Ω
(
γ
2
|∇uγ |2 + 1γ Ψ(uγ)
)
dx, (1.2)
where Ω is a bounded domain in Rd, d = 2, 3. The homogeneous free energy density Ψ is
given by
Ψ(uγ) := Ψ0(uγ)− 12 uTγAuγ , (1.3)
where A is a constant symmetric N×N matrix that describes the surface energy densities
between different fluids/components. A typical choice is
A = idN − 1 1T , (1.4)
which is the case when all the surface energy densities are the same. Here 1 = (1, . . . , 1)T ∈
RN and idN is the identity matrix in R
N . Finally, the term Ψ0 represents the obstacle
free energy
Ψ0(uγ) :=
{
0 if uγ ∈ QN ,
∞ if uγ ∈ RN \QN ,
(1.5)
which forces uγ to take values inside the Gibbs simplex Q
N . Moreover, we will always
assume that Anp ≤ 0, with equality if and only if n = p, so that the free energy density
has N global minima Ψ(en) = 0, n = 1→ N , at the vertices of the Gibbs simplex.
In order to formulate the evolution equation for the order parameter uγ , we introduce
the chemical potential wγ = (w
1
γ, . . . , w
N
γ )
T , where wnγ is the variational derivative of Eγ
with respect to the nth component, i.e. formally
wγ = −γ∆uγ + γ−1DΨ(uγ), (1.6)
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where {DΨ(uγ)}n := ∂Ψ∂un (uγ). We note that as Ψ, with Ψ0 given by (1.5), is nondifferen-
tiable, the above identity only holds where uγ ∈ QN \ ∂QN . In general, we need to solve
a variational inequality in order to obtain wγ, see (1.11b) below.
The evolution equations for uγ are then given by
γ ∂
∂t
uγ = ∇ . (L(uγ)∇wγ), (1.7)
where L is a symmetric N ×N mobility matrix and in this paper is taken of the form
{L(ζ)}np = ζn (δnp − ζp) ζ ∈ QN . (1.8)
More general choices for the mobility matrix are possible, for example
{L(ζ)}np = ln(ζn)
(
δnp − [1T l(ζ)]−1 lp(ζp)
)
, (1.9)
where l(ζ) := (l1(ζ1), . . . , lN(ζN))T and the bare mobilities are continuous functions ln ∈
C([0, 1];R≥0), n = 1 → N . Clearly, the choice (1.8) corresponds to setting ln(s) = s,
n = 1 → N , in (1.9). We note that L(ζ) is symmetric positive semi-definite and that
L(ζ) 1 = 0 for any ζ ∈ QN . The latter implies, on noting (1.7), that γ ∂
∂t
∑N
n=1 u
n
γ =
γ ∂
∂t
(1T uγ) = 0, which means that (1.7) is always solved on the hyperplane
HN := {ζ ∈ RN : 1T ζ = 1} . (1.10)
As the zero eigenvector 1 of the mobility matrix L is perpendicular to the corresponding
tangent space, this degeneracy does not affect the analysis, see [21]. However, the matrix
L degenerates further on the boundary ∂QN of the Gibbs simplex, i.e. rank L(ζ) ≤ N −2
for ζ ∈ ∂QN . Altogether this means that (1.7) is a fourth-order degenerate parabolic
system of partial differential equations, also called degenerate Cahn–Hilliard system. This
degeneracy makes the analysis and numerical treatment of (1.7) particularly difficult.
Before we proceed, we complement the equations (1.7) and (1.6) with the appropriate
boundary and initial conditions and state precisely the problem we seek to solve for a
fixed given γ > 0.
(Pγ) Find functions {uγ, wγ} : Ω× [0, T ]→ QN ×RN such that
γ ∂
∂t
uγ −∇ . (L(uγ)∇wγ) = 0 in ΩT , (1.11a)
(−γ∆uγ − γ−1Auγ −wγ)T (η − uγ) ≥ 0 ∀ η ∈ QN in ΩT , (1.11b)
∂
∂ν
uγ = L(uγ)
∂
∂ν
wγ = 0 on ∂Ω× (0, T ] , (1.11c)
uγ(x, 0) = u
0
γ(x) ∈ QN ∀ x ∈ Ω, (1.11d)
where T > 0 is a fixed positive time, ΩT := Ω × (0, T ] and ν is the outer normal to the
boundary ∂Ω.
Existence of weak solutions to the degenerate Cahn–Hilliard system (1.11a–d) has
been shown in [20, 21]. A numerical approximation to (1.11a–d) in the context of multi-
component phase separation was considered in [4], where in addition a convergence proof
for the introduced finite element approximation was given for d = 1.
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We note that it immediately follows from (1.11a–d) that
d
dt
∫
Ω
uγ dx = 0 , (1.12)
i.e. the fractional mass/volume concentrations are preserved. Moreover we see from (1.2)
with e.g. (1.4), that it is desirable for uγ to partition Ω into pure phases {uγ = en},
n = 1 → N , with smooth diffuse interfacial layers between them, whose thickness is
proportional to γ. On combining the techniques in [27, 13], see also [2, 11], it is possible
to show that when the interfacial parameter γ → 0, the system (1.11a–d) approximates
a sharp interface model of multi-component surface diffusion. The model can be used
as a simplified approximation of the evolution of immiscible fluid clusters, such as soap
bubbles, where gravitational and inertial effects are negligible. In particular, the limiting
sharp interface model yields motion by minus the Laplacian of mean curvature for each
of the involved interfaces. At triple junctions Young’s law, a no-flux condition and a
continuity condition for the chemical potentials have to hold. See e.g. [6, 8] for a detailed
description of the sharp interface evolution equations. Note that Young’s law in the
equal surface energy density case (when A is given by (1.4)) yields a 120◦ triple junction
angle condition, as well as a ϕ ≈ 109◦ angle condition at quadruple junction points in
R3, where cosϕ = −1
3
. These angles are well-known in the theory of minimal surfaces,
see e.g. [30]. We remark that the formal asymptotics for (Pγ) with (1.4) yield that the
interface thickness of the diffuse interfaces is approximately γ π. We refer to [2, 12, 26]
and the forthcoming paper [8] for more details. In particular, it can be shown that, as
γ → 0, Eγ leads to a sharp interface free energy of the form
E =
N∑
n,p=1
n<p
ςnp |Γnp| ,
where Γnp ⊂ Rd denotes the not necessarily connected and possibly empty interface
separating phases n and p, with surface energy densities
ςnp = 2 inf
q
∫ 1
−1
|q′(s)|
√
1
2
Ψ(q(s)) ds, n, p ∈ {1, . . . , N} , (1.13)
where the infimum is over all q ∈ C1([−1, 1],RN) with q(−1) = en and q(1) = ep.
The paper is organized as follows. In Section 2 we state the finite element approxi-
mation of (Pγ) that we employ in this paper and introduce an efficient and novel solution
method for the discrete nonlinear systems of equations that need to be solved at each
time level. In Section 3 we present numerous numerical results for the evolution of soap
bubbles in R2 and R3. Of particular interest are the double bubble shapes and their
stability; i.e. N = 3. We note that the double bubble conjecture for d = 3 has been
shown only relatively recently in [31], see also [23] for the case d = 2. The conjecture
asserts that if V1 and V2 are two given volumes, then the standard double bubble has
smallest possible surface area among all the surfaces enclosing and separating these two
volumes. Here the standard double bubble is made up of three pieces of round spheres,
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meeting along a common circle at an angle of 120 degrees. See Figure 11 for an example
for a standard double bubble and Figure 13 for a nonstandard one. The corresponding
conjecture for a triple bubble, i.e. N = 4, is still open for d = 3, while the proof for the
planar triple bubble, d = 2, has recently been given in [46]. Remarkably, for N ≥ 5 the
corresponding results are still only conjectures, even for d = 2, as was reported e.g. in
[15].
Existing approaches for the numerical approximation of soap bubbles include the well
known Surface Evolver by Brakke, [10], where a direct parameterization and a gradient
descent method is used in order to find the surface area minimizer for a given constellation
of volumes. We note that the Surface Evolver has recently been used to numerically study
large soap bubble clusters in two and three space dimensions, see e.g. [18, 17, 33, 16]. A
level set approach for the simulation of the evolution of soap bubbles has been consid-
ered in [47]. However, the numerical results obtained there appear to be inaccurate, in
that the steady state solutions reported there seem to differ from the true equilibrium
solutions; see Section 3 for details. In addition, a direct parametric finite element ap-
proximation of multi-component surface diffusion for d = 2, also called surface diffusion
of curve networks, was recently proposed in [6]. There a novel variational formulation of
geometric evolution equations for curves and curve networks is introduced, which leads to
an unconditionally stable parametric finite element approximation. The highly nontrivial
extension of this approach to d = 3 is the subject of current research. Of course, the
parametric approach fails for evolutions with topological changes, such as the merging
of two bubbles. Numerical results for N -component Cahn–Hilliard systems, including
the evolution of triple junctions in ternary systems, have been presented in [4, 35], while
N -component Allan–Cahn systems with volume constraints have been considered in [25].
Here we recall that Allan–Cahn systems arise as the natural L2 gradient flow of the energy
(1.2), leading to a second-order system of parabolic equations. Enforcing volume preser-
vation with the help of some side constraints allows the authors of [25] to numerically
study equilibrium constellations of bubble clusters. Finally, an alternative finite element
approximation of the phase field model (Pγ), for which it is possible to prove convergence
in space dimensions d = 2 and d = 3, will be given in the forthcoming article [8]. To
our knowledge, the numerical results presented in this paper, see Section 3, are the first
simulations in the literature of multi-component surface diffusion in R3, and the first such
simulations in R2 of evolutions that feature changes in topology in nontrivial domains.
2 Approximation and iterative solver
We now consider a finite element approximation of the phase field model (Pγ). To this
end, we recall the finite element approximation from [4]. Let Ω be a polyhedral domain
and let {T h}h>0 be a family of partitionings of Ω into disjoint open simplices σ with
hσ := diam(σ) and h := maxσ∈T h hσ, so that Ω = ∪σ∈T hσ. Associated with T h is the
finite element space
Sh := {χ ∈ C(Ω) : χ |σ is linear ∀ σ ∈ T h}.
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We extend this definition to vector functions, i.e. χ ∈ Sh ⇒ χn ∈ Sh, n = 1→ N . Let J
be the set of nodes of T h and let {pj}j∈J be the coordinates of these nodes. Let {χj}j∈J
be the standard basis functions for Sh; that is χj ∈ Sh and χj(pi) = δij for all i, j ∈ J .
We introduce πh : C(Ω) → Sh, the interpolation operator, such that πhη(pj) = η(pj)
for all j ∈ J . A discrete semi-inner product on C(Ω) is defined by
(η1, η2)
h := (πh[η1 η2], 1) , (2.1)
where here and throughout (·, ·) denotes the standard L2 inner product over Ω. We
extend naturally the above definitions to vector functions; e.g. pih : C(Ω) → Sh with
{pihη}n := πhηn. For later purposes, we also introduce the following convex subsets of
Sh:
Sh≥0 := {χ ∈ Sh : χ(pj) ≥ 0 ∀ j ∈ J }, Kh := {χ ∈ Sh≥0 : 1T χ(pj) = 1 ∀ j ∈ J }.
Following [4], we now introduce a regularized version of our chosen degenerate mobility
matrix (1.8). To this end, for any ε > 0, let
lnε (s) := s+ ε s ∈ [0, 1] , n = 1→ N , (2.2)
and then, similarly to (1.9), let the regularized mobility matrix Lε be defined by
{Lε(ζ)}np = lnε (ζn)
(
δnp − [1T lε(ζ)]−1 lpε(ζp)
)
. (2.3)
Moreover, for our numerical approximation of problem (Pγ) we split
A ≡ A+ + A−, where A+(−) is symmetric positive (negative) semi-definite. (2.4)
In addition, let 0 ≡ t0 < t1 < · · · tK−1 < tK ≡ T be a partitioning of [0, T ] into possibly
variable time steps τk := tk− tk−1, k = 1→ K. Let τ := maxk=1→K τk. For a fixed γ > 0,
we then consider the following fully practical finite element approximation of (Pγ):
For k ≥ 1, find {U kε ,W kε } ∈ Sh≥0 × Sh such that for all η ∈ Sh and χ ∈ Sh≥0
γ
(
U kε −U k−1ε
τk
,η
)h
+
(
Lε(U
k−1
ε )∇W kε ,∇η
)
= 0, (2.5a)
γ (∇Ukε ,∇ (χ−U kε ))− (γ−1A−U kε +W kε ,χ−U kε )h ≥ γ−1 (A+U k−1ε ,χ−U kε )h;
(2.5b)
where U 0ε ∈Kh is an approximation of u0γ as in (1.11d), e.g. U 0ε ≡ pihu0. Existence and
(partial) uniqueness of a solution to (2.5a,b) can be established on considering the Euler–
Lagrange variational inequality of an appropriate strictly convex minimization problem,
see [4] for details. In addition, it is easily established that the solution to (2.5a,b) is
unconditionally stable and conserves mass, i.e. it satisfies a discrete analogue of (1.12).
Here, we only quote the following result.
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Lemma. 2.1 Let ε > 0, h > 0 and let U 0ε ∈Kh. Then, for any time partitioning {τk}Kk=1
there exists a solution {Uε,Wε}Kk=1 ∈ [Sh≥0 × Sh]K to (2.5a,b); and the solution {Uε}Kk=1
is unique. Moreover, the solution is unconditionally stable and it holds that
Ehγ (U kε ) ≤ Ehγ (U k−1ε ) , k = 1→ K ,
where Ehγ (U kε ) := γ2 (∇U kε ,∇U kε ) + γ−1 (Ψ(U kε ), 1)h is the natural discrete analogue of
(1.2). Finally, it holds that
∫
Ω
U kε dx =
∫
Ω
U 0ε dx, and hence U
k
ε ∈ Kh, for all k = 1 →
K.
Proof. The proof in [4, Theorem 2.1] immediately carries over to the slightly different
scaling in the free energy (1.2) considered here.
We note that at each time level of (2.5a,b) a system of variational inequalities needs
to be solved. The authors in [4] considered a splitting method that is based on the
algorithm in [36], which can be efficiently solved on uniform partitionings of rectangular
domains Ω ⊂ R2. In this paper, on the other hand, we want to consider highly adaptive
triangulations that utilize the fact that away from the diffuse interfaces only relatively
coarse meshes are needed. Moreover, we also want to consider curved domains, such as
the unit sphere; see Figure 8. To this end, we consider a multi-component version of
the projected block Gauss–Seidel iterative solver introduced in [9] for the scalar Cahn–
Hilliard equation with degenerate mobility. We note that this extension is nontrivial. In
particular, certain non-Euclidean projections have to be employed during the solution
process; see below.
Adopting the obvious notation, the system (2.5a,b) can be rewritten as: Find
{U kε ,W kε} ∈ (RN≥0)J × (RN)J such that
γMUkε + τk Lk−1W kε = r (2.6a)
γ (V −U kε)T BU kε − (V −U kε)T (MW kε + γ−1A−U kε) ≥ (V −U kε)T s ∀ V ∈ (RN≥0)J ,
(2.6b)
where M, B and Lk−1 are symmetric J × J block matrices, J := #J , with entries
Mij := (χi, χj)h idN , Bij := (∇χi,∇χj) idN , Lk−1ij := (∇χi,∇χj)Lε(U k−1ε ),
A±ij := (χi, χj)hA±, and r := γMUk−1ε ∈ (RN)J , s := γ−1A+U k−1ε ∈ (RN)J .
Let Lk−1 ≡ LD−LL−LTL, with LL and LD being the lower (block) triangular and diagonal
parts of the matrix Lk−1, similarly for B. We use this formulation in constructing our
“Gauss–Seidel type” iterative method to solve (2.5a,b).
Given {U k,0ε ,W k,0ε } ∈ Sh≥0 × Sh, for m ≥ 1 find {U k,mε ,W k,mε } ∈ (RN≥0)J × (RN)J
such that
γMUk,mε + τk (LD − LL)W k,mε = r + τk LTLW k,m−1ε (2.8a)
(V −U k,mε )T (γ (BD − BL)U k,mε − (MW k,mε + γ−1A−U k,mε ))
≥ (V −U k,mε )T (s+ γ BTL U k,m−1ε ) ∀ V ∈ (RN≥0)J . (2.8b)
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We note that (2.8a,b) can be solved explicitly for j = 1 → J , and for each vertex
j ∈ J a system of the following type has to be solved: Find {U j,W j} ∈ RN≥0 × RN such
that
mj U j + LjjW j = r̂j (2.9a)
[V −U j]T [(kj idN − γ−1mj A−)U j −mjW j − ŝj] ≥ 0 ∀ V ∈ RN≥0, (2.9b)
where mj = (χj , χj)
h, kj = γ (∇χj ,∇χj), Ljj = γ−1 τk Lk−1jj . Also r̂ = γ−1 r +
γ−1 τk (LLW k,mε + LTLW k,m−1ε ) and ŝ = s + γ (BLU k,mε + BTL U k,m−1ε ). If we assume
for the moment that the matrix Ljj is nonsingular, then (2.9a,b) can be reformulated as:
Find U j ∈ RN≥0 such that for all V ∈ RN≥0
[V −U j ]T L−1jj [(kj Ljj − γ−1mj Ljj A− +m2j idN)︸ ︷︷ ︸
=:C
U j − (mj r̂j + Ljj ŝj)︸ ︷︷ ︸
=:g
] ≥ 0 . (2.10)
Clearly, the solution to (2.10) is U j = P≥0(C
−1 g), where P≥0 is the orthogonal projection
onto the convex set RN≥0 with respect to the weighted inner product 〈x, y〉⋆ := xT L−1jj C y.
However, we recall from (2.3) that Ljj 1 = 0, and so we cannot simply invert equation
(2.9a). On restricting Ljj to be a map Ljj : HN → HN , recall (1.10), one can introduce
an appropriate inverse and make (2.10) rigorous. Alternatively, one can introduce the
nonsingular matrix L˜jj := Ljj + ω 11
T , where ω := maxn,p=1→N |{Ljj}np|, which turns
out to be more convenient in practice. Then it is easy to see that (2.9a) can be equivalently
written as
mj U j + L˜jjW j = r̂j + β 1, 1
T U j = 1 , (2.11)
where β ∈ R is unknown. Then, similarly to (2.10), we define
C˜ := kj L˜jj − γ−1mj L˜jj A− +m2j idN (2.12)
and g˜ := mj r̂j + L˜jj ŝj , so that we need to solve the system: Find U j ∈ RN≥0 and β ∈ R
such that 1T U j = 1, i.e. U j ∈ QN , and
[V −U j]T L˜−1jj [C˜ U j − (g˜ +mj β 1)] ≥ 0 ∀ V ∈ RN≥0 . (2.13)
Choosing V with 1T V = 1 in (2.13), on noting that L˜−1jj 1 =
1
ωN
1, yields that U j ∈ QN
satisfies the variational inequality
[V −U j]T L˜−1jj [C˜ U j − g˜] ≥ 0 ∀ V ∈ QN . (2.14)
Hence the solution of (2.14), similarly to (2.10), is given by
U j = P˜QN (C˜
−1 g˜) , (2.15)
where P˜QN is the orthogonal projection onto Q
N with respect to the weighted inner
product 〈x, y〉e⋆ := xT L˜−1jj C˜ y = xT (kj idN − γ−1mj A− +m2j L˜−1jj ) y. Observe that L˜−1jj C˜
is clearly symmetric positive definite. Having obtainedU j, we can computeW j as follows.
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Let n ∈ {1, . . . , N} be such that Unj > 0. Then choosing V = U j ± 12 Unj en in (2.13), it
follows that
eTn L˜
−1
jj [C˜ U j − (g˜ +mj β 1)] = 0
and hence
β =
eTn L˜
−1
jj [C˜U j − g˜]
mj eTn L˜
−1
jj 1
= ωN m−1j 〈en,U j − C˜−1 g˜〉e⋆ .
Finally, the solution to (2.9a,b) is completed by
W j = L˜
−1
jj (r̂j + β 1−mj U j) . (2.16)
In order to solve (2.15), and hence (2.9a,b), it remains to find P˜QN (x) for an arbitrary
x ∈ RN . Here we use the fact that P˜QN (x) = P˜QN (P˜HN (x)), i.e. we first project x onto
the Gibbs plane HN , and then project the result onto QN . As HN is an affine subspace,
the former projection is straightforward. In order to derive an efficient algorithm for
computing the projection P˜QN (x), for x ∈ HN , we need the following lemma.
Lemma. 2.2 Let ∂nQ
N := {ζ ∈ QN : ζn = 0} ⊂ HNn := {ζ ∈ HN : ζn = 0} be the
face of the Gibbs simplex opposite the vertex en, n = 1 → N . Let x ∈ HN and set
dQN (x) = |P˜QN (x)− x|e⋆, where |ζ|e⋆ := [〈ζ, ζ〉e⋆] 12 . Then the following hold:
(a). dQN (x) = min{|ζ − x|e⋆ : ζ ∈ QN}.
(b). If x /∈ QN , then dQN (x) = minn=1→N min{|ζ − x|e⋆ : ζ ∈ ∂nQN}.
(c). If x /∈ QN and xp ≥ 0, then dQN (x) = minn 6=pmin{|ζ − x|e⋆ : ζ ∈ ∂nQN}.
(d). P˜∂nQN (x) = P˜∂nQN (P˜HNn (x)), where P˜A is the ⋆˜-orthogonal projection onto A ⊂ HN .
Proof. (a) follows immediately from the definition of P˜QN (x). (b) follows from ∂Q
N =
∪Nn=1∂nQN . (c) can be shown with the following geometric argument. Assume that
y = P˜QN (x) ∈ ∂pQN . We know that there exists an N− ≥ 1 such that xqi < 0, i =
1 → N−. For all i it follows, since yqi ≥ 0, that the segment [x,y] ⊂ RN intersects the
hyperplane HNqi in a point zi. Let zqj be the point furthest away from x, i.e. |zqj −x|e⋆ =
maxi=1→N− |zqi − x|e⋆. Then we have that zqj ∈ ∂qjQN and |zqj − x|e⋆ ≤ |y − x|e⋆. On
recalling that qj 6= p, this implies the desired result. Finally, (d) follows directly from the
definitions of P˜∂nQN and P˜HNn , and the fact that ∂nQ
N ⊂ HNn .
We are now in a position to describe an algorithm for finding the projection y =
P˜QN (x), where we may assume that x ∈ HN . Clearly, y = x if x ∈ QN . So from now on
we assume in addition that x /∈ QN .
If N = 2, the projection simplifies to the standard projection onto the Gibbs simplex
Q2, that is y = en, if x
n > 1.
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For N ≥ 3 we use the following routine. Let {n : xn < 0} ≡ {ni : i = 1 → N−}
and yni = P˜∂niQN (x), i = 1 → N−. Then choose y = yn0 such that |yn0 − x|e⋆ =
mini=1→N− |yni − x|e⋆. On recalling Lemma 2.2(d), we compute the projection yni =
P˜∂niQN (x) by first projecting x onto the hyperplane HNni followed by a projection onto
∂niQ
N ⊂ HNni . Here we note that as ∂niQN is isomorphic to QN−1, the second projection
can be implemented recursively. Finally, the projection P˜HNni can be obtained as follows.
Let HNni = ep+ span{vj : j = 1→ N − 2}, where e.g. vj = epj − ep with pj 6= p 6= ni and
pj 6= ni. Define the Gram matrix G ∈ R(N−2)×(N−2) and right hand side b ∈ RN−2 such
that
Gij = 〈vi,vj〉e⋆, bj = 〈x− ep,vj〉e⋆ ∀ i, j = 1→ N − 2, and let ω := G−1 b . (2.17)
Then P˜HNni (x) = ep +
∑N−2
j=1 ωi vj .
We note that in practice the linear systems (2.15) and (2.16), (2.17) are solved with
an LU and a Cholesky factorization method, respectively.
3 Numerical results
In this section we report on several numerical simulations for the approximation (2.5a,b)
of (Pγ). We will use a uniform time step size τk = τ , k = 1 → K and set ε = 10−5
throughout. Unless otherwise stated, the domain is given by the unit cube Ω = (−1
2
, 1
2
)d.
In addition, for N 6= 3 we let A be given by (1.4), so that A− = −N−1
N
1 1T . If N = 3, on
the other hand, we let A be defined by
A = −
0 1 α1 0 1
α 1 0
 , (3.1)
where α ∈ R>0. We note that now A− = −1s
 (α+s)
2
8
α+s
2
(α+s)2
8
α+s
2
2 α+s
2
(α+s)2
8
α+s
2
(α+s)2
8
, where s := [α2+8] 12 .
Unless otherwise stated, we always choose α = 1.
For the iterative algorithm (2.8a,b) we set, for k ≥ 1, {U k,0ε ,W k,0ε } ≡ {U k−1ε ,W k−1ε },
where U 0ε = pi
hu0γ and W
0
ε ∈ Sh is defined, on recalling (2.6b), by W 0ε = γM−1 BU 0ε −
γ−1 (A− +A+)U 0ε, and adopted the stopping criterion
|U k,mε −U k,m−1ε |∞ < tol, (3.2)
with tol = 10−7, where |V |∞ := maxj=1→J |V j | for V ∈ (RN)J . Once the stopping
criterion is satisfied, we set {U kε ,W kε } ≡ {U k,mε ,W k,mε }.
For ease of notation, we introduce the definition
Uε(t) :=
1
τ
(
(t− tk−1)U kε + (tk − t)U k−1ε
)
t ∈ [tk−1, tk] k ≥ 1 . (3.3)
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In order to define the initial shape of the bubbles we introduce the following function.
Given z ∈ Rd, a ∈ Rd with min{a1, a2, a3} = 1 and R ∈ R>0 we define
v(z, a, R; x) :=

1 r(z, a; x)− R ≤ −γ π
2
1
2
− 1
2
sin( r(z,a;x)−R
γ
) |r(z, a; x)− R| < γ π
2
0 r(z, a; x)− R ≥ γ π
2
, (3.4)
where (r(z, a; x) − R) denotes a suitable distance function for e.g. an ellipsoid centred
around z with semi axis a1R, . . . , adR or a torus with radius a1 and tubular radius R.
E.g. r(z, a; x) ≡ re(z; x) := [
∑d
i=1(
xi−zi
ai
)2]
1
2 for an ellipse and r(z, a; x) ≡ rt(z, a; x) :=
[(a1 − [
∑d−1
i=1 (xi − zi)2]
1
2 )2 + (xd − zd)2] 12 for a torus. In line with the asymptotics of the
phase field approach, see Section 1, the interfacial thickness for v is not less than γ π. We
note that for the choice (3.1), the thickness of the interface between phases 1 and 3 is
asymptotically given by γ π√
α
. Hence, for α 6= 1, we adapt the profile (3.4) for the function
v3 in (3.5), below, accordingly. For the initial data u
0
γ to (Pγ), we choose a sequence of
functions v1, . . . , vN , where v1 ≡ 1 and vn, n = 2→ N , are of the form (3.4), and then set
{u0γ}n(x) = vn(x)
N∏
p=n+1
(1− vp(x)) . (3.5)
It is easy to see that the following algorithm produces the initial values (3.5). For p =
1→ N set ypp(x) := vp(x), and let ypn(x) := yp−1n (x) (1− vp(x)) for n = 1→ p− 1. Finally,
set u0γ(x) := (y
N
1 (x), . . . , y
N
N (x))
T ∈ QN , where the latter claim follows inductively from
the given construction.
For the graphical plots in this section we will use the zero contour sets of the function
p1(Uε) to visualize the bubble boundaries, where
pn(U) = max
i=1→N
{|U − en|2 − |U − ei|2}, n = 1→ N. (3.6)
In addition, for d = 2 we will give the zero contour lines of the functions pn(Uε), n = 2→
N − 1, wherever p1(Uε) > 0. For the plots in R3 we used the package GRAPE (Graphics
Programming Environment).
3.1 Adaptive mesh
The finite element approximation (2.5a,b) was implemented in the framework of the adap-
tive finite element toolbox Alberta 1.2, see [41]. In particular, we utilized the possibility
to employ highly adaptive finite element meshes and implemented a mesh refinement
strategy that is based on the two dimensional approximation for the scalar Cahn–Hilliard
equation in [9], see also [3] for d = 3. Here we make use of the fact that the evolution
will concentrate inside the interfacial regions {U k−1ε 6= en , n = 1 → N}. Hence we
want to use a refined mesh in these interfacial regions, and a coarser mesh away from the
interfaces, inside the pure phases {U k−1ε = en}, n = 1→ N .
11
We now describe our mesh refinement strategy. Here we assume that Ω ⊂ [−1
2
, 1
2
]d.
We choose two integer parameters Nf > Nc and set hf =
1
Nf
, hc =
1
Nc
. Then we set
volf =
hdf
d!
and volc =
hdc
d!
,
that is, for d = 3, volf denotes the volume of a tetrahedron with three right-angled and
isosceles faces with side length hf , while for d = 2 it denotes the area of a right-angled
and isosceles triangle with side length hf , and similarly for volc.
We start with an initial triangulation T 0 consisting of uniform elements σ for which
|σ| ≤ volf , and fix the two parameters δf = tol × 10−1 and δc = tol × 10−3, where tol is
the prescribed tolerance from (3.2). Then, for k ≥ 1 given U k−1ε and a partition T k−1, an
element is marked for refinement if it satisfies
δf < ησ := 1− max
n=1→N
1
|σ|
∫
σ
{Uk−1ε }n(x) dx . (3.7)
Note that the indicator ησ in (3.7) is zero if and only if U
k−1
ε ≡ en on σ for an n ∈
{1, . . . , N}, i.e. when σ lies entirely inside one of the pure phases. If a marked element’s
volume satisfies |σ| ≥ 2 volf , it is refined into two smaller elements via bisectioning of
its longest edge. An element is marked for coarsening if it satisfies |σ| ≤ 1
2
volc and
ησ < δc. An element that is marked for coarsening is coarsened only if all its neighbouring
elements are marked for coarsening as well. Once all the elements have been visited and a
refinement or coarsening indication has been assigned as discussed above, then the mesh
is updated accordingly. This marking and refinement process is repeated until no more
elements have been refined or coarsened. Thus we obtain the triangulation T k on which
the new solution U kε will be computed. We note that in practice only at the first time
step k = 1, more then 1 of the described refinement cycles are needed.
Finally, throughout the numerical simulations in this section we choose Nf such that
there are always at least approximately 6 mesh points across each interface in each direc-
tion. In addition, unless otherwise stated, we choose Nc = 2 throughout.
3.2 Numerical results for d = 2
3.2.1 Double bubbles
We conducted the following convergence experiments for the evolution of two elliptical
bubbles that merge to form a standard double bubble, i.e. N = 3, with the two bubbles
and the surrounding fluid each represented by one component. Recall that the standard
double bubble is given by two arcs of a circle with a straight line in between them, see e.g.
[31]. The initial setup for our experiments is given by two 2 : 3 ellipses with semi minor
axis 0.15 and centres (±0.18, 0)T ∈ R2. We repeated the same experiment with decreasing
values of γ, i.e. γ = 1
6π
, 1
12π
, 1
24π
. In particular, we set T = 0.01, τ = 72 (γ π)2 × 10−5
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Figure 1: The solution Uε(t) visualized at times t = 0, 5 × 10−4, T = 0.01 for γ = 16π
and γ = 1
24π
(from top to bottom).
and used the appropriate refinement parameters Nf =
32
3
1
γπ
and Nc =
Nf
8
. See Figure 1,
where we plot the results for γ = 1
6π
and γ = 1
24π
, by visualizing the appropriate zero
contour lines of the functions defined in (3.6). We omitted the results for γ = 1
12π
, as they
look very similar. In addition, for the computation for γ = 1
24π
we show the adaptive mesh
at times t = 0 and t = T as well as a comparison between the computed solution and
the true sharp interface solution in Figure 2. Here we use the fact that the steady state
solution for this flow is the exact standard double bubble shape, where the involved radii
can be computed from the given volume fractions as described in the Appendix. We note
that the two solutions are graphically indistinguishable and hence we are satisfied that
our numerical method can accurately predict energy minimizing constellations of soap
bubble clusters. We stress that this is an improvement on the approach in [47], where e.g.
the solution shown in [47, Fig. 6] clearly differs from the standard double bubble solution.
We now compare the previous evolution to an example, where the surface energy
densities are not equal, so that the triple junction angles will deviate from 120◦. In
particular, the observed angles are predicted by Young’s Law
sinφ1
ς23
= sinφ2
ς13
= sinφ3
ς12
; (3.8)
where ςij is the energy density of the interface between the pure phases ei and ej , recall
(1.13), and φn is the angle inside phase n at a triple junction, opposite the (i, j)-interface,
where i, j 6= n. It follows from (3.1) that ς12 = ς23, and so (3.8) implies that the angles
at a triple junction are given by (π− φ2
2
, φ2, π− φ22 ) with φ2 = 2 arccos(12 ς13ς12 ). We choose
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Figure 2: (γ = 1
24π
) Adaptive mesh at times t = 0, T = 0.01 and a comparison between
the computed solution Uε(T ) (red) and the exact sharp interface solution (blue), which
are graphically indistinguishable.
α ∈ {1
4
, 4
5
, 5
4
, 2} in (3.1) and start the evolution with the same parameters as in Figure 1 for
γ = 1
12π
. The results can be seen in Figure 3. We note that as the energy of the right most
interface is now larger(smaller), its length gets penalized more(less) and consequently
in the steady state configuration it is shorter(longer) than in Figure 1. We also want
to compare the four computed equal area steady state solutions with the exact energy
minimizer. To this end, we determine the two surface energies ς13 and ς12 numerically,
similarly to the technique used in [7]. That is, for the two pairs (i, j) = (1, 2) and (1, 3)
we split the domain Ω into two pure phases ei, ej , with a vertically aligned straight
interface between them. Using this setup, we compute the evolution of the corresponding
Allan–Cahn version of the scheme (2.5a,b) until a steady state has been reached. This
resulting standing wave will then approximate the energy minimizing profile in (1.13),
and hence provides a numerical value for the energy density ςij . We note that if one
can guarantee that the standing wave minimizing profile in (1.13) stays on the boundary
∂QN of the Gibbs simplex, then one can compute the energy density ςij exactly, and the
expected angle is then given by ς13
ς12
=
√
α. We stress that for the numerical estimation
of the densities ςij , it is crucial to replace the Cahn–Hilliard approximation (2.5a,b) with
an analogous Allan–Cahn approximation, as otherwise the mass conservation property of
(2.5a,b) (recall Lemma 2.1) prevents any other phase from being present in the standing
wave profile, which in general would lead to an overestimation of ςij .
The numerically determined surface energy densities for the different values of α lead
to the following angles at the triple junctions: φ2 = 150.9
◦, 126.8◦, 112◦ and 90.4◦,
respectively. We compare the computed steady state solutions to the exact double bubble
shapes for these triple junction angles, and the comparisons can be seen in Figure 4. We
note that there is excellent agreement between our phase field solutions and the true sharp
interface energy minimizers. Once again we refer to the Appendix for the details on how
to compute the true sharp interface solutions.
Next we provide an example for an evolution for two bubbles with nonequal area.
The initial data is given by two superimposed circles of radius 0.25 and 0.15 with centres
at (−0.15, 0)T and (0.1, 0)T , respectively. The results are shown in Figure 5, where we
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Figure 3: (γ = 1
12π
) Equal area double bubble for different surface energy densities. The
solution Uε(t) is shown at times t = 5× 10−4, T = 0.01 for α = 14 , 45 , 54 and 2 (from top
left to bottom right).
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Figure 4: (γ = 1
12π
) Comparison between the computed solution Uε(T ) (red) and the
exact sharp interface solution (blue) for α = 1
4
, 4
5
, 5
4
and 2.
used the same discretization parameters as in Figure 1 for γ = 1
12π
. Once again we note
the excellent agreement between the computed numerical steady state and the true sharp
interface solution.
3.2.2 Triple bubbles
In the next experiment we investigate the evolution of three equal area bubbles towards
the standard triple bubble, so here N = 4. The initial bubbles are given by two elliptical
bubbles as in Figure 1, now centred at (±0.18,−0.22)T , plus a rotated bubble of the
same type centred at (−0.18, 0.22)T . The interfacial parameter is γ = 1
12π
and the chosen
discretization parameters are Nf = 128, τ = 10
−6 and T = 0.05. The evolution can be
seen in Figure 6, where we note once more that our method can easily deal with topological
changes. Moreover, the numerical steady state solution shows the standard triple bubble
for three equal area bubbles, i.e. three straight line segments meeting at a triple junction
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Figure 5: (γ = 1
12π
) A nonequal area double bubble. The solution Uε(t) is shown at times
t = 0, 5× 10−4, T = 0.01. A comparison of Uε(T ) (red) to the exact solution (blue) is
shown on the right.
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Figure 6: (γ = 1
12π
) The solution Uε(t) at times t = 0, 5 × 10−4, 0.001, 0.002, 0.01,
0.015, 0.02, T = 0.05.
and three circle segments, which in pairs meet the straight line segments at three further
triple junctions. All the triple junction angles are equal to 120◦. As previously stated, the
proof that this configuration is indeed the surface energy minimizer among all the curve
networks enclosing and separating three equal volumes was given only very recently in
[46].
3.2.3 Boundary intersections
In this subsection, we consider the surface diffusion flow for curves and networks of curves
that intersect the external boundary ∂Ω. The first example is for a nonconvex domain Ω,
see Figure 7. The boundary of the domain Ω is given by the parameterization r : S1 → R2,
where r(z) = (3
8
+ 1
8
cos(4 θ)) z. We show two different evolutions for this domain. One
is for an initial circle of radius 0.2 centred at (0.2, 0.15)T , and the second is for the same
circle now centred at (0.1, 0.15)T . The discretization parameters are Nf = 128, τ = 10
−5,
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Figure 7: (γ = 1
12π
) The solution Uε(t) at times t = 0, t = 0.002, 0.005, 0.007, 0.008 and
t = 0.01, 0.05.
T = 0.05. In both cases one can observe that the interface moves along the boundary ∂Ω
until it has reached a profile that partitions the domain according to the initially given
area fractions by a curve of shortest length. We note that similar numerical experiments
for a direct approximation of surface diffusion for curves have been conducted in [5], while
theoretical aspects on the stability of configurations as in Figure 7 have been considered
in [24].
Next we study the evolution of curve networks inside the unit disk, so that the steady
state solutions are candidates for the least perimeter partitions of the disk as considered
in [14]. We note that there only a proof for the well known least perimeter partition
of the disk into three regions of prescribed area is given, whereas for the case N ≥ 4
only conjectures exist so far. We start with the case N = 3 and show the evolution
of two different triple junctions inside the circular domain Ω := {x ∈ R2 : |x| < 1
2
}
in Figure 8. The first experiment is for two superimposed circles with radius 0.3 and
0.4, centred at (0.3, 0.25)T and (0.25,−0.25)T , respectively. The initial setup for the
second experiment consists of a circle of radius 0.3 centred at (0.3,−0.1)T that is joined
by a straight horizontal line through (0,−0.1)T . The discretization parameters for both
experiments are Nf = 128, τ = 5 × 10−6 and T = 0.05. Some examples for the case of
N = 4 present phases are shown in Figure 9. The initial setups are given by (a) two
circles of radius 0.2 centred at (±0.3,−0.1)T that are connected by a straight horizontal
line through (0,−0.1)T and (b) by three superimposed circles of radii 0.4, 0.3 and 0.3
centred at (0.25,−0.25)T , (0.3, 0.25)T and (0,−0.25)T , respectively. The discretization
parameters are as before. Finally, we show a partition for N = 5 and N = 6 in Figure 10.
The initial setups are given by (a) three superimposed circles of radii 0.3, 0.2 and 0.2
centred at (0,−0.1)T and (±0.3,±0.25)T , respectively, and (b) the same three circles
with an additional vertical line through (−0.3, 0)T . The discretization parameters are
chosen as before.
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Figure 8: (γ = 1
12π
) Evolution of two triple junctions inside the a disk. The solution Uε(t)
at times t = 0, 0.002, 0.01, 0.05.
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Figure 9: (γ = 1
12π
) Two evolutions for a four phase partition of a disk. The solution
Uε(t) at times t = 0, 0.05.
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Figure 10: (γ = 1
12π
) Evolutions for a five and a six phase partition of a disk. The solution
Uε(t) at times t = 0, 0.05.
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Figure 11: (γ = 1
12π
) Evolution towards the symmetric standard double bubble in 3d.
Solution at times t = 0, 10−4, 10−3, 8× 10−3.
We note that in each of our simulations, the numerical solutions attain a steady state
that corresponds to the conjectured least perimeter partition of the unit disk for the given
N areas. That is, each interface (or curve segment) has constant mean curvature, i.e. is a
straight line or a circle segment, and intersects the external boundary at an angle of 90◦
or meets two other interfaces at a triple junction with an angle of 120◦.
3.3 Numerical results for d = 3
3.3.1 Standard double bubbles
In our first numerical simulation in three space dimensions we investigate the evolution
of two ellipsoidal bubbles to the standard double bubble. In the equal volume case the
standard bubble is given by two symmetric arches of two sphere segments that touch a
flat disc between them at an angle of 120◦. The evolution towards this standard double
bubble is shown in Figure 11. We note that the evolution undergoes a change of topology
when the two bubbles merge, and that this poses no difficulties for the employed phase
field approximation. The chosen discretization parameters are Nf = 128, τ = 5 × 10−7,
T = 0.008. The initial setup is given by two 2 : 3 : 2 ellipsoids with semi minor axis 0.15
and centres (±0.18, 0, 0)T ∈ R3. In addition, we also show an evolution for a non-equal
volume standard double bubble. To this end, we start with two superimposed spheres,
where the larger one has radius 0.25 and is centred around (0.1, 0, 0)T , while the smaller
one has radius 0.15 and is centred around (−0.15, 0, 0)T . The evolution of this setup to
the standard double bubble can be seen in Figure 12. The discretization parameters are
chosen as before.
3.3.2 Nonstandard double bubbles
Here we investigate numerically the stability of so-called nonstandard double bubbles,
where one bubble wraps around the other. Such bubble configurations are also called
torus bubbles, see e.g. [29, Fig. 7] for an illustration. Until the double bubble conjecture
was proven, these configurations were candidates for stable surface energy minimizing
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Figure 12: (γ = 1
12π
) A nonsymmetric standard double bubble in 3d. Solution at times
t = 0, T = 8× 10−3, and the second bubble at time T .
Figure 13: (γ = 1
6π
) Evolution of nonstandard double bubble with a thin torus. Solution
at times t = 0, 10−4, 10−3, 2.5× 10−3, 3× 10−3, 0.05. Below we show the evolution of the
cylindric part of the double bubble.
double bubbles, and so there is great interest in their modelling. However, along with
their recent proof of the double bubble conjecture in [31], the authors also showed that the
nonstandard double bubble configuration is unstable. This is confirmed by our numerical
simulations, see e.g. Figure 14. We note that the method in [47] apparently failed to
correctly simulate the evolution of a torus bubble. E.g. in [47, Fig. 7] it appears that a
torus bubble is shown as a local energy minimizer. In contrast to that, we are satisfied
that the results in Figures 13 and 14 are accurate simulations of the evolution of torus
bubbles.
For our simulation in Figure 13 we started with an initial setup of two nontouching
bubbles, where one is a torus with radius 0.27 and tubular radius 0.09, and the other is
a “cigar like” shape, i.e. a union of a cylinder and two half spheres, of total dimensions
0.23×0.23×0.728. The discretization parameters areNf = 64, τ = 5×10−6 and T = 0.05.
Next we compute the evolution of a similar torus bubble, where the torus part of
the bubble is thinner than before and is no longer aligned at the middle of the cylindric
bubble. Again a change in topology occurs when the torus part of the bubble merges to a
ball. But this time the initially cylindric bubble does not split up into two parts. Instead,
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Figure 14: (γ = 1
6π
) Evolution of a nonstandard double bubble with a thin torus. Solution
at times t = 0, 10−4, 10−3, 0.018, 0.02, 0.05. Below we show the evolution of the cylindric
part of the double bubble.
a standard double bubble forms with both components occupying connected regions in
space. The numerical results can be seen in Figure 14. We used the same discretization
parameters as before. The initial setup is given by a torus with radius 0.28 and tubular
radius 0.07, together with a cigar like shape of total dimensions 0.3 × 0.3 × 0.75. The
corresponding evolution of the interface for the second bubble is shown in the lower half
of Figure 14.
3.3.3 Triple bubbles
Finally, we present a simulation for a triple bubble in three space dimensions. The
initial setup consists of three 3 : 2 : 2 ellipsoids with semiminor axis 0.15 and centred at
(−0.14, 0,−0.19)T , (0.22, 0,−0.19)T and (−0.14, 0, 0.24)T , respectively. The discretization
parameters are Nf = 64, τ = 5×10−6 and T = 0.05. The results can be seen in Figure 15.
We note that the numerical steady state exhibits three flat surfaces, together with three
spherical ones. We also note that there are two quadruple junction points, where in each
case four triple junction lines meet. To our knowledge, these are the first numerical results
for the evolution of triple bubbles in R3 in the literature.
Conclusion
We have presented a phase field (diffuse interface) model for the evolution of immiscible
fluid clusters. The introduced finite element approximation together with the employed
adaptive mesh strategy allows for accurate and efficient numerical simulations of these
clusters. To this end, a novel iterative solution method involving nontrivial projections to
the Gibbs simplex was introduced. The accuracy of the numerical method was tested with
the help of exact solutions for d = 2, and several numerical experiments for d = 2 and
d = 3 were presented, for up to N = 6 different fluids. The presented numerical results
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Figure 15: (γ = 1
6π
) A symmetric triple bubble in 3d. Solution at times t = 0, 5×10−4, 5×
10−3, T = 0.05. Below the three separate bubbles making up the triple bubble at time T .
will be of particular interest to researchers in materials science, chemical engineering as
well as in geometric measure theory.
A Appendix
Here we discuss how to construct the exact double bubble solutions used in Figures 2, 4
and 5. Let d = 2 and let the two enclosed areas v1, v2 as well as the triple junction angles
(φ1, φ2, φ3) be given. We need to find three circular arcs of the form
Γi := {(ρi + ri cos θ, ri sin θ) : θ ∈ Ii}, i = 1→ 3,
where
I1 := [θ1, 2 π − θ1], I2 := [π − θ2, π + θ2], I3 := [−θ3, θ3],
and where ρi, ri and θi are unknown, see Figure 16. Here we have assumed that the
double bubble is aligned with the x1-axis and that the two triple junction points lie on
the x2-axis. At first, for simplicity, we assume that ρ3 < 0 so that the centre of the circle
segment Γ3 lies in the left half plane.
It is now our aim to derive a set of nonlinear equations for the unknowns ρi, ri, θi,
i = 1 → 3. It turns out that the nine unknowns can be expressed in terms of r1, r2,
θ3 and the data (φ1, φ2, φ3) alone. First, a simple geometric argument yields that e.g.
θ1 − θ3 = π − φ2 and hence
θ1 = π − φ2 + θ3 and similarly θ2 = π − φ1 − θ3. (A.1)
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Figure 16: An example double bubble for v1 = v2 and φ2 = 150
◦.
Second, it obviously holds that
ρi = (−1)i ri cos θi, i = 1→ 3 . (A.2)
Finally, we can express r3 in terms of r1 and r2. To see this, recall from Young’s law (3.8)
that we can express the ratios of surface energies as
ς13
ς12
= sinφ2
sinφ3
and ς23
ς12
= sinφ1
sinφ3
. (A.3)
Moreover, it follows from the balance of flux condition
ς23
1
r1
− ς13 1r2 − ς12 1r3 = 0 ,
see e.g. [27], that
r3 =
[
ς23
ς12
1
r1
− ς13
ς12
1
r2
]−1
. (A.4)
The relationship (A.4) for the equal energy case ς12 = ς23 = ς13 was stated in e.g. [32].
Combining (A.1)–(A.4) yields that there are really only three unknowns: r1, r2 and θ3.
Hence it is sufficient to prescribe three independent equations. This is now straightforward
on recalling the area formula for a circular segment:
ai := r
2
i (θi − sin θi cos θi), i = 1→ 3, (A.5)
where e.g. a3 is the area enclosed by Γ3 and the x2-axis. Then three possible equations
that need to hold are
v1 = π r
2
1 − a1 + a3 , (A.6a)
v2 = π r
2
2 − a2 − a3 , (A.6b)
0 = r1 sin θ1 − r2 sin θ2 . (A.6c)
The equations (A.6a–c) can be solved with a nonlinear optimization method. In practice,
a Nelder–Mead simplex method, [40], with the starting value (r1, r2, θ3) = ((
v1
π
)
1
2 , (v2
π
)
1
2 , 0)
always converged.
Finally, the case ρ3 > 0 can be treated in an analogous fashion and one finds once
again that the equations (A.6a–c) need to hold.
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