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Optimal Power Allocation in Battery/Supercapacitor
Electric Vehicles using Convex Optimization
Sebastian East and Mark Cannon.
Abstract—This paper presents a framework for optimizing the
power allocation between a battery and supercapacitor in an
electric vehicle energy storage system. A convex optimal control
formulation is proposed that minimizes total energy consumption
whilst enforcing hard constraints on power output and total
energy stored in the battery and supercapacitor. An alternating
direction method of multipliers (ADMM) algorithm is proposed,
for which the computational and memory requirements scale
linearly with the length of the prediction horizon (and can be
reduced using parallel processing). The optimal controller is
compared with a low-pass filter against an all-battery baseline in
numerical simulations, where it is shown to provide significant
improvement in battery degradation (inferred through reductions
of 71.4% in peak battery power, 21.0% in root-mean-squared
battery power, and 13.7% in battery throughput), and a reduction
of 5.7% in energy consumption. It is also shown that the ADMM
algorithm can solve the optimization problem in a fraction of a
second for prediction horizons of more than 15 minutes, and is
therefore a promising candidate for an online, receding-horizon
control algorithm.
Index Terms—Energy management, electric vehicles, super-
capacitor, convex optimization, alternating direction method of
multipliers.
I. INTRODUCTION
ELECTRIC vehicles have surged in popularity in the pastdecade, and are expected to achieve a passenger vehicle
market share of 10% by 2024 [1, p.3]. One of the challenges
facing large scale adoption of electric vehicles, however, is the
high cost of lithium-ion batteries, which can reach 50% of the
total cost of a vehicle [2, §3]. This issue is exacerbated by the
batteries’ low power density and cycle life (≤2000 W/kg and
∼2000 cycles [3, Table B1]), which imply that the battery may
need to be sized above its total energy requirement in order
to meet its power requirement, and also require replacement
at a higher frequency than other powertrain components.
A hybrid energy storage system consisting of a conventional
battery and a supercapacitor can be used to reduce the effect of
these limitations. The operational principle is that short term
fluctuations and large spikes in power demand are delivered
by the supercapacitor whilst the battery delivers power at a
reduced and more constant level (see [4] for a review of
battery/supercapacitor vehicle architectures). Supercapacitors
are appropriate for this architecture as they have a power
density of up to 23,500 W/kg and an effectively infinite cycle
life [3, Table B1]).
One of the factors that determines the effectiveness of the
hybrid storage system in reducing battery usage is the control
S. East and M. Cannon are with the Department of Engineer-
ing Science, University of Oxford, Oxford, OX1 3, UK e-mail:
{sebastian.east,mark.cannon}@eng.ox.ac.uk.
system used to determine the power allocation between the
battery and supercapacitor (see [5, §4] for a comprehensive
review of control methods). Rule-based control algorithms are
simple and real-time implementable. A common rule-based
approach uses a low pass filter to allocate the low frequency
components of the power demand signal to the battery and
the high frequency components to the supercapacitor [6]–[8].
A drawback of these approaches is that they do not account
for hardware constraints such as electrical storage capacity,
so the vehicle will be forced to allocate charge/discharge
demands to the battery during periods when the supercapacitor
is completely charged/discharged. Furthermore, it is unlikely
that a rule-based controller is optimal (in the sense of mini-
mizing energy consumption or battery degradation) even when
hardware limits are not active.
Optimization-based control strategies aim to achieve the
best possible power allocation for a given performance cri-
terion. This approach typically has greater computational re-
quirements than rule-based heuristics and assumes knowledge
of the predicted power demand over a future horizon, but it is
potentially much more effective. Dynamic programming (DP)
can be used to determine the globally optimal control inputs
for arbitrary cost functions, system dynamics, and hardware
constraints. However DP is computationally inefficient, and
can typically only be used offline as a benchmark [7], [9],
[10]. A possible use case of DP is to generate target data for
tuning real-time control methods; a rule-based controller was
tuned to DP results in [11], and an artificial neural network
was trained on DP results in [12]. A real-time DP control
strategy was obtained in [13], where the optimal state-feedback
law obtained using stochastic DP was saved as a look-up
table, but this approach has a potentially prohibitive memory
requirement (12Gb).
Pontryagin’s Minimum Principle was investigated in [7] and
[14] to develop a real-time optimization-based controller, but
these problem formulations considered very limited hardware
constraints in the optimal control formulation. Hard constraint
satisfaction can be addressed using model predictive control
(MPC). In [10], [15], and [16] the hybrid energy storage
system was modelled as a linear system so that the MPC
optimization problem reduced to a quadratic program. Convex
quadratic programs can be solved efficiently and reliably using
widely available software, however the linear approximation
of the system dynamics renders the obtained control inputs
suboptimal in general.
In this paper, the limitations of the aforementioned
optimization-based control approaches are addressed using
convex optimization. This approach allows the use of nonlinear
models of powertrain losses and more general system dynam-
2ics than linear-quadratic MPC, whilst guaranteeing constraint
satisfaction. Furthermore, a convex formulation generally per-
mits a solution in polynomial time [17], and guarantees that
a locally optimal solution is also globally optimal. Previous
studies have also investigated convex optimization for this
application: in [18] a real-time convex optimization based con-
troller was presented, although constraints on battery power
and energy were not considered, and only a one-step prediction
horizon was used. Also, a primal-dual interior point algorithm
for convex optimization was implemented in [19], but this did
not optimize the power split in regenerative mode, and the
algorithm was only tested on a single drive cycle (49 cycles
are used in this paper), and the computational performance of
the algorithm was not reported.
A. Contributions
This paper makes three novel contributions to the electric
vehicle energy management problem using convex optimiza-
tion.
1) A general convex optimization framework is presented
for optimal electric vehicle power allocation. The frame-
work considers losses in each of the battery, supercapac-
itor, and powertrain, and enforces hard constraints on
instantaneous power delivered by the battery, superca-
pacitor, and powertrain, and total energy stored in both
that battery and supercapacitor.
2) A computationally efficient alternating direction method
of multipliers (ADMM) [20] algorithm is presented for
the solution of the convex optimization problem. The
algorithm is designed to exploit the separability of the
problem, and the iteration and memory costs are O(T )
(where T is the length of the prediction horizon). If
parallel processing is available, the computation of a
subset of the variable updates reduces to O(1).
3) A set of numerical experiments are presented in which
the proposed ADMM algorithm is compared with a low-
pass filter against an all-battery baseline on 49 examples
of real driver behaviour. It is demonstrated that the
convex formulation significantly reduces several metrics
of battery use (Root-mean-square (RMS) battery power,
peak battery power, total power throughput, and energy
consumption) relative to the low-pass filter, and that the
ADMM algorithm solves the convex optimization prob-
lem in an average of 0.38s (even for prediction horizons
of up to 1003 samples), compared to an average of
63s using general purpose convex optimization software
CVX [21], [22].
The work presented in this paper builds on the authors’
previous work developing fast optimization algorithms for en-
ergy management in plug-in hybrid electric vehicles. A similar
ADMM algorithm was proposed in [23] and subsequently
developed in [24] and [25], but the structure of this problem
is different and all of the work presented here is new.
B. Notation
A vector of ones is given by 1, and a vector of zeros is
given by 0 (in all cases the dimension of the vector can easily
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Fig. 1. Power-flow diagram for electric vehicle with hybrid energy storage
system.
be inferred and is not specified). All inequalities ≤ and ≥
are considered element-wise in the context of vectors. The
set of integers between upper and lower bounds is defined by
{z, . . . , z} := {z ∈ Z : z ≤ z ≤ z}.
II. PROBLEM FORMULATION
A. Variables
Figure 1 shows a simplified diagram of the power flows
in the powertrain used to formulate the energy management
problem, where it is assumed that the storage system is an
active architecture in which the power delivered by the battery
and supercapacitor can be controlled individually (a discussion
of possible power electronics is presented in [4]). The power-
train is modelled in discrete time with an assumed sampling
interval of 1 s, so that t ∈ {0, . . . , T }, where T ∈ {1, . . . ,∞}
is the duration of the journey under consideration (although the
methods presented here can be readily extended to an arbitrary
sampling interval). The variable u := (u0, . . . , uT−1) ∈ R
T
represents the rate of change of the internal energy of the
battery, and by assuming that the power values are constant
between sampling intervals, the energy stored in the battery,
x := (x1, . . . , xT ) ∈ R
T , is given by
xt := x0 −
t−1∑
i=0
ui for t ∈ {1, . . . , T },
where x0 ∈ R is the battery’s internal energy at the start of
the journey. Similarly, the variable v := (v0, . . . , vT−1) ∈
R
T represents the rate of change of internal energy in the
supercapacitor, so the energy stored in the supercapacitor, y :=
(y1, . . . , yT ) ∈ R
T , is given by
yt := y0 −
t−1∑
i=0
vi for t ∈ {1, . . . , T },
where y0 ∈ R is the supercapacitor’s internal energy at the
start of the journey. The variable u˘ := (u˘0, . . . , u˘T−1) ∈
R
T represents the electrical power delivered by the battery
after losses, v˘ := (v˘0, . . . , v˘T−1) ∈ R
T is the electrical
power delivered by the supercapacitor after losses, m :=
(m0, . . .mT−1) ∈ R
T is the mechanical power delivered by
the powertrain to the wheels, b := (b0, . . . , bT−1) ∈ R
T
+
is the mechanical braking power, and d := (d0, . . . , dT−1)
represents the power demanded by the driver throughout the
journey. Methods for predicting future driver behaviour are
still an open problem [26] that is outside of the scope of
this paper; it is assumed here that an exact prediction of
d is available to the powertrain controller. The limitations
3introduced by an inaccurate prediction are discussed in Section
IV.
B. Loss Functions
Battery losses are represented by the time-varying function
gt, while powertrain losses are modelled with the time varying
function ht, and the supercapacitor losses are modelled with
the time varying function ft. It is assumed that the losses
in the battery and motor are independent of states such as
temperature and state of charge; this will typically be an
approximation of the true dynamics, but is justified as it de-
couples the decision variables, thereby significantly reducing
the complexity of the problem. Under the above assumptions,
the electrical power delivered by the battery is given by u˘t :=
gt(ut) ∀t ∈ {0, . . . , T − 1} and the electrical power delivered
by the supercapacitor is v˘t := ft(vt) ∀t ∈ {0, . . . , T − 1}.
These are then combined additively and delivered to the pow-
ertrain so that mt := ht(gt(ut)+ ft(vt)) ∀t ∈ {0, . . . , T − 1}.
Finally, the power delivered by the powertrain is combined
additively with the power from the brakes to meet the driver
demand power
dt := bt + ht(gt(ut) + ft(vt)) ∀t ∈ {0, . . . , T − 1}. (1)
Assumption 1. For all t ∈ {0, . . . , T − 1}, ft(·), gt(·), and
ht(·) are strictly increasing functions of their arguments.
Assumption 2. For all t ∈ {0, . . . , T −1}, ft(·) and gt(·) are
concave functions of their arguments.
Assumptions 1 and 2 are justified by a physical interpreta-
tion of a loss function: it would be expected that an increase
in output power would require an increase in input power,
which implies Assumption 1, and it would be expected that
the losses would increase as the magnitude of the input/output
power increases, which implies Assumption 2. In order for the
modelled system to be valid, it is also required that ft(x) ≤ x,
gt(x) ≤ x, and ht(x) ≤ x ∀x, t (i.e. the system cannot create
energy), but this condition is not explicitly required to obtain
a convex formulation.
Assumption 3. For all t ∈ {0, . . . , T − 1}, ft(·), gt(·), and
ht(·) are surjective functions.
Assumption 3 is a technicality required for Assumption 1 to
imply that ft(·), gt(·), and ht(·) are bijective ∀t ∈ {0, . . . , T−
1}, which therefore implies that f−1t (·), g
−1
t (·), and h
−1
t (·)
exist ∀t ∈ {0, . . . , T − 1}.
Note that whilst the focus of this paper is on bat-
tery/supercapacitor electric vehicles, the proposed approach
can be used for any hybrid energy storage system in which
the loss functions satisfy Assumptions 1-3.
C. Optimal Control Problem
The power delivered by the battery, power delivered by the
supercapacitor, total electrical power delivered to the power-
train, total battery energy, and total supercapacitor energy are
all subject to upper and lower bounds, and the braking power
is constrained to be nonpositive:
ut ≤ ut ≤ ut, vt ≤ vt ≤ vt, et ≤ gt(ut) + ft(vt) ≤ et,
xt ≤ xt ≤ xt, yt ≤ yt ≤ yt, bt ≤ 0,
∀t ∈ {0, . . . , T − 1}. The cost function
T−1∑
t=0
[ut + vt − ht(gt(ut) + ft(vt))− bt]
is used to represent the total losses in the system (although any
convex function of u, v, x, and/or y can be used in the pro-
posed framework). This cost represents the sum over T steps
of the braking energy, −bt, plus the difference between the
combined energy delivered by the battery and supercapacitor,
(ut + vt), and the total energy delivered by the powertrain,
ht(gt(ut) + ft(vt)).
Therefore, the optimal control sequences, denoted (u, v, b)⋆,
are obtained as the minimizing argument of
min
(u,v,b)
T−1∑
t=0
[ut + vt − ht(gt(ut) + ft(vt))− bt]
s.t.
dt = bt + ht(gt(ut) + ft(vt))
bt ≤ 0
ut ≤ ut ≤ ut
vt ≤ vt ≤ vt
et ≤ gt(ut) + ft(vt) ≤ et
xt+1 = x0 −
∑t
i=0 ui
xt+1 ≤ xt+1 ≤ xt+1
yt+1 = y0 −
∑t
i=0 vi
y
t+1
≤ yt+1 ≤ yt+1


∀t ∈ {0, . . . , T − 1}.
(2)
Problem (2) is generally nonconvex if any of ft(·), gt(·), or
ht(·) are nonlinear for any t ∈ {0, . . . , T − 1}.
D. Convex Formulation
The constraint bt ≤ 0 ∀t ∈ {0, . . . , T −1} can be combined
with (1) to obtain dt ≤ ht(gt(ut) + ft(vt)), which under
Assumption 1 is equivalent to
h−1t (dt) ≤ gt(ut) + ft(vt).
This is combined with the constraint et ≤ gt(ut) + ft(vt) as
eˆt ≤ gt(ut) + ft(vt)
where eˆt := max{et, h
−1
t (dt)}. The set {(ut, vt) ∈ R
2 : eˆt ≤
gt(ut)+ft(vt)} is convex under Assumption 2. The constraint
gt(ut) + ft(vt) ≤ et is in general nonconvex, and is linearly
approximated by
gˆt(ut) + fˆt(vt) ≤ et, gˆt(ut) := gt(uˆt) + g
′
t(uˆt)(ut − uˆt),
fˆt(vt) := ft(vˆt) + f
′
t(vˆt)(vt − vˆt),
where g′t(·) and f
′
t(·) are the derivatives of gt(·) and ft(·)
1, and
uˆt ∈ R and vˆt ∈ R are fixed linearization points
2 chosen such
1if ft(·) or gt(·) are nondifferentiable, then any non-zero element from
their sub-gradients can be used in place of f ′
t
(·) and g′
t
(·).
2The choice of uˆt and vˆt is discussed further in Remark 1 in Appendix C.
4that gt(uˆt) 6= 0 and ft(vˆt) 6= 0. The concavity of gt and ft
(Assumption 2) implies that {(vt, ut) ∈ R
2 : gˆt(ut)+ fˆt(vt) ≤
et} ⊆ {(vt, ut) ∈ R
2 : gt(ut) + ft(vt) ≤ et}, so the
linear approximation guarantees that the original constraint is
enforced, and the set {(vt, ut) ∈ R
2 : gˆt(ut) + fˆt(vt) ≤ et}
is convex. The approximation does also, however, potentially
introduce some conservatism to the solution, but note that
gt(ut) + ft(vt) ≤ et is the upper bound on powertrain power
(typically imposed by the torque limits of the powertrain
components). Assuming that the driver demand power cannot
exceed this upper limit, the constraint gt(ut) + ft(vt) ≤ et
can only be active if the brakes are active while the battery
and supercapacitor deliver power in excess of the demand
power. Given that the cost function penalizes energy loss, it is
unlikely that this constraint is active at the optimal solution of
(2), although it is technically possible in particular operating
conditions (the issue is discussed further in Appendix A).
Using (1), the objective of (2) can be simplified:
ut + vt − ht(gt(ut) + ft(vt))− bt = ut + vt − dt,
where d is independent of the decision variables. Problem
(2) can therefore be approximated by the convex optimization
problem
min
(u,v)
1
⊤(u+ v)
s.t. x = 1x0 −Ψu x ∈ X ,
y = 1y0 −Ψv y ∈ Y,
(ut, vt) ∈ Ct
ut ∈ Ut
vt ∈ Vt

 ∀t ∈ {0, . . . , T − 1},
(3)
where Ψ is a T × T lower triangular matrix of ones, and
Ct := {(ut, vt) ∈ R
2 : eˆt ≤ gt(ut) + ft(vt),
gˆt(ut) + fˆt(vt) ≤ et},
Ut := {ut ∈ R : ut ≤ ut,≤ ut},
Vt := {vt ∈ R : vt ≤ vt,≤ vt},
X := {x ∈ RT : xt ≤ xt,≤ xt ∀t ∈ {1, . . . , T }},
Y := {y ∈ RT : y
t
≤ yt,≤ yt ∀t ∈ {1, . . . , T }}.
The optimal braking power sequence, b⋆, is then obtained from
b⋆t = dt− ht(gt(u
⋆
t )+ ft(v
⋆
t )) ∀t ∈ {0, . . . , T − 1}, where u
⋆
and v⋆ are the minimizing arguments of (3).
III. ALTERNATING DIRECTION METHOD OF MULTIPLIERS
Problem (3) can be solved using general purpose convex
optimization software (e.g. CVX), but these tools are typically
computationally intensive. In this section an ADMM algorithm
is proposed that is tailored to the structure of (3).
A. Algorithm
Problem (3) is equivalent to the equality constrained prob-
lem
min
(u,v)
1
⊤(u+ v) +
T−1∑
t=0
[ΛCt(ut, vt) + ΛUt(ut) + ΛVt(vt)]
+ ΛX (x) + ΛY(y),
s.t. u = ζ,
v = η,
x = 1x0 −Ψζ,
y = 1y0 − Ψη,
(4)
where ζ ∈ RT and η ∈ RT are vectors of dummy variables,
and the indicator functions are defined for a given set S by
ΛS(s) :=
{
0 s ∈ S
∞ otherwise
.
Problem (4) is in turn the equivalent of
argmin
(u,v)
f˜(u˜) s.t. Au˜+Bx˜ = c, (5)
where
u˜ := (u, v, x, y), x˜ := (ζ, η),
f˜(u˜) := 1⊤(u+ v) +
T−1∑
t=1
[ΛCt(ut, vt) + ΛUt(ut) + ΛVt(vt)]
+ΛX (x) + ΛY(y),
A :=
[
I
I
I
I
]
, B :=
[
−I
−I
Ψ
Ψ
]
, c := (0,0,1x0,1y0).
The augmented Lagrangian function for (5) is
L(u˜, x˜, λ) := f˜(u˜) +
1
2
‖Au˜+Bx˜− c+ λ‖2ρ
where
‖x‖2ρ := x
⊤ρx, ρ := diag(ρ11, ρ21, ρ31, ρ41),
λ := (λ1, λ2, λ3, λ4),
ρi ∈ R+ ∀i ∈ {1, 2, 3, 4}, λi ∈ R
T ∀i ∈ {1, 2, 3, 4}.
In [20] it was demonstrated that the ADMM iteration
u˜(j+1) := argmin
u˜
L(u˜, x˜j , λj) (6a)
x˜(j+1) := argmin
x˜
L(u˜(j+1), x˜, λj) (6b)
λ(j+1) := λj +Au˜(j+1) +Bx˜(j+1) − c (6c)
converges to the solution of (5) as the residuals defined by
r(j+1) := Auˆ(j+1) +Bxˆ(j+1) − c
s(j+1) := A⊤ρB(xˆ(j+1) − xˆ(j))
necessarily converge to zero (the proof is presented for a
positive scalar value of ρ, but is trivially extended to a fixed
positive diagonal matrix as presented here). The algorithm is
initialized with the values
uˆ(0) = 0, xˆ(0) = 0, λ(0) = 0,
5and terminated when the criterion
max{‖r(j+1)‖, ‖s(j+1)‖} ≤ ǫ (7)
is met, where ǫ ∈ R+ is a pre-determined convergence
threshold.
B. Variable Updates & Algorithm Complexity
Update (6a) is equivalent to
(ut, vt)
(j+1) := argmin
(ut,vt)
[
ΛCt(ut, vt) + ΛUt(ut) + ΛVt(vt)+
ρ1
2
(ut − ζ
(j)
t + λ
(j)
1,t)
2 +
ρ2
2
(vt − η
(j)
t + λ
(j)
2,t)
2
]
(8a)
x(j+1) := ΠX
[
1x0 −Ψζ
(j) − λ
(j)
3
]
, (8b)
y(j+1) := ΠY
[
1y0 −Ψη
(j) − λ
(j)
4
]
, (8c)
where the projection onto a set S is given by ΠS(s) :=
argminsˆ∈S‖s− sˆ‖2. The combined (ut, vt) update in (8a) is a
convex optimization problem subject to inequality constraints,
and a method is presented in Appendix C for solving this
problem from a finite set of candidate solutions, thereby
avoiding the use of a general inequality constrained convex
optimization algorithm (e.g. interior-point algorithm), which
could increase the computational complexity of the ADMM
algorithm as a whole. The update for (u, v) is separable w.r.t
each element (ut, vt), and therefore its computational com-
plexity scales linearly with T when each update is performed
sequentially for t ∈ {0, . . . , T − 1}, or is independent of
T when they are performed in parallel. The computation of
the argument of the projection in (8b) scales linearly with T
because multiplication by Ψ is the equivalent to a cumulative
sum (and has no memory requirement). The projection ΠX
can then be performed element-wise, so (8b) scales linearly
with T overall, and the same is true for y(j+1).
Update (6b) is equivalent to
ζ(j+1) := (ρ1I + ρ3Ψ
⊤Ψ)−1
[
ρ1(u
(j+1) + λ
(j)
1 )
− ρ3Ψ
⊤(x(j+1) − 1x0 + λ
(j)
3 )
]
(9a)
η(j+1) := (ρ2I + ρ4Ψ
⊤Ψ)−1
[
ρ2(v
(j+1) + λ
(j)
2 )
− ρ4Ψ
⊤(y(j+1) − 1y0 + λ
(j)
4 )
]
(9b)
where equations (9a) and (9a) are the solutions of the general
system of linear equations (kI + Ψ⊤Ψ)x = b. In Appendix
D it is demonstrated that these solutions can be obtained with
O(T ) computation and memory requirement.
The residual updates are the equivalent of
r(j+1) =


u(j+1) − ζ(j+1)
v(j+1) − η(j+1)
x(j+1) +Ψζ(j+1) − 1x0
y(j+1) +Ψη(j+1) − 1y0


s(j+1) =


ρ1(ζ
(j) − ζ(j+1))
ρ2(η
(j) − η(j+1))
ρ3Ψ(ζ
(j+1) − ζ(j))
ρ4Ψ(η
(j+1) − η(j))


TABLE I
SUMMARY OF THE COMPLEXITY OF EACH OF THE ADMM VARIABLE
UPDATES W.R.T HORIZON LENGTH T .
O(·) (u, v) x y ζ η r s λ
Parallel 1 T T T T T T 1
Sequential T T T T T T T T
Fig. 2. Velocity and gradient data against distance (figure taken from [25])
which scale linearly with T and have no additional memory
requirement (multiplication by Ψ is the equivalent of a cumu-
lative sum). Finally, update (6c) is equivalent to
λ(j+1) := λ(j) + r(j+1).
The overall scaling properties w.r.t horizon T of the com-
putation of each iteration are summarised in Table 13, and
the memory requirement of the algorithm is O(T ), as only
two bandwidth 2 matrices (defined in Appendix D) and the
variables themselves require storage. The ADMM iteration
(6) is a particular case of ‘Generalized ADMM’, for which it
was demonstrated in [27] that O(1/ǫ) iterations are required
to meet criterion (7) for a given problem. To the best of
the authors’ knowledge there are no results that demonstrate
how the iteration complexity varies with horizon length (i.e.
problem size), but numerical studies using ADMM for the
PHEV energy management problem suggest that the number
of iterations required for a given tolerance ǫ is independent of
horizon length [24, §5-C].
IV. NUMERICAL EXPERIMENTS
A. Vehicle & Driver Model
Figure 2 shows velocity and road gradient trajectories used
to generate optimization scenarios. These are taken from 49
instances of real drive-test data on a single route. Power
demand trajectories were generated for a 1900 kg passenger
vehicle from the longitudinal model
dt = (mv˙k +
1
2
ρav
2
tCdA+ Crmg cos θt +mg sin θt)vt,
where vt ∈ R is the velocity at sample t, v˙t ∈ R is the
acceleration at sample t (obtained using central difference
numerical differentiation with a sample period of 1 s), θt ∈ R
is the road gradient at sample t, m ∈ R is the vehicle mass,
ρa ∈ R is the density of air, Cd ∈ R is the vehicle’s drag
coefficient, Cr ∈ R is the vehicle’s rolling resistance, and
g ∈ R is the acceleration due to gravity.
3Note that the scaling properties presented here are an improvement relative
to those presented in [24] and [25] due to the result of Appendix D.
6B. Powertrain Model
The vehicle was modelled with a single-speed transmission
so that the rotational speed of the motor, ωm ∈ R
T , was calcu-
lated at each timestep from ωm,t =
vt
rwrd
∀t ∈ {0, . . . , T −1},
where rw ∈ R is the effective radius of the wheel and rd ∈ R
is the final drive ratio of the transmission. The losses in the
motor were modelled as a quadratic function mapping the
output power, mt, to motor input power, gt(ut)+ ft(vt), with
parameters dependant on the motor speed, ωm,t:
gt(ut) + ft(vt) := β2(ωm,t)m
2
t + β1(ωm,t)mt + β0(ωm,t)
where β2(ωm,t) > 0 ∀ωm,t (this is a common method for
approximating the motor loss map, e.g. [28, §II. B.] [29, §7.5]
[30, §2.5]). It was assumed that all drivetrain components other
than the motor were 100% efficient, so that the inverse pow-
ertrain losses were modelled using the sampled coefficients,
βi,t = βi(ωm,t) ∀i ∈ {0, 1, 2}, for each sample of ωm,t as
h−1t (mt) := β2,tm
2
t + β1,tmt + β0,t ∀t ∈ {0, . . . , T − 1},
which is invertible on the domain
[
−
β1,k
2β2,k
,∞
]
and range[
β0,k −
β2
1,k
4β2,k
,∞
]
. As a result the powertrain loss function,
ht(x) :=
−β1,t +
√
β21,t − 4β2,t(β0,t − x)
2β2,t
,
satisfies assumptions 1 and 3. The motor was also subject to
upper and lower bounds on power due to its torque limits, so
the overall power limits were
ek := max
{
β0,k −
β21,k
4β2,k
, Tωm,k
}
, ek := Tωm,k,
where T and T are lower and upper torque limits (set at ±250
Nm).
C. Battery & Model
The battery was modelled as an equivalent circuit with
internal resistance R (0.1 Ω) and open circuit voltage V
(300 V), so that
gt(ut) :=
V 2 − (V − 2Rut
V
)2
4R
∀t ∈ {0, . . . , T − 1},
which satisfies Assumptions 1, 2, and 3 on the domain[
−∞, V
2
2R
]
and range
[
−∞, V
2
4R
]
. The linearization point was
set at uˆt = 0 ∀t ∈ {0, . . . , T − 1}.
The battery was subject to upper and lower bounds on
power, P and P (set at ±70 kW), so that
ut := P ut := min
{
P ,
V 2
2R
}
∀t ∈ {0, . . . , T − 1}, and the battery upper limit was set to
22 kWh (80 MJ) to model a typical electric vehicle battery
capacity (e.g. 2015 Renault Fluence ZE [31, Table 2]). It
was assumed that the battery’s power electronics (e.g. DC-DC
converter) were 100% efficient.
D. Supercapacitor Model
It was assumed that the supercapacitor and associated power
electronics were 100% efficient so that
ft(vt) = vt ∀t ∈ {0, . . . , T − 1},
which trivially satisfies Assumptions 1, 2, and 3 (and does
not require linearization, so the choice of vˆt is arbitrary). The
power limits were infinite so that vt = −∞ and vt = ∞
∀t ∈ {0, . . . , T − 1}. There are currently no commercially
available battery/supercapacitor electric vehicles, so the super-
capacitor energy limit was set at 300 Wh (1.08 MJ) to reflect
the parameters used in similar studies (441.5 Wh was used in
[32, Table 2]; 203 Wh in [12, §II.B.]; and 0.8 MJ in [13, Table
IV]).
E. ADMM Parameters
The ρ parameters detailed in Section III-A require tuning;
a two-dimensional parameter search similar to that detailed in
[24, §V-B] was used to optimize the parameters ρ1 and ρ3,
with ρ2 = ρ1 and ρ4 = ρ3, as these parameters correspond
to constraints of similar magnitude. The chosen values were
ρ1 = 5 × 10
−5 and ρ3 = 1 × 10
−8, which were used for
all simulations (the results in [24] and [25] suggest that the ρ
values are tuned to hardware characteristics, and fixed values
perform well across a diversity of drive cycles).
The termination criterion (7) enforces an upper bound on a
measure of constraint violation (‖r(j+1)‖) and sub-optimality
(‖s(j+1)‖). In the experiments presented here the termination
criterion ǫ = 100 was used, which can be loosely interpreted as
a 0.1 % upper bound on solution error (as u and v took values
of the order of magnitude 105). The solutions obtained using
CVX and ADMM were indistinguishable using this criterion.
F. Control Algorithms
Each of the 49 test-drives shown in Figure 2 was simulated
using four alternative power allocation methods:
1) All-battery - all positive (and negative power) was de-
livered from (to) the battery, unless the upper bound on
the battery energy was active and the power demand was
negative, in which case the excess power was delivered
by the brakes.
2) Low-pass Filter - A first order low-pass filter with a
bandwidth of 0.01 Hz was used to separate the power
demand frequencies. The filtered signal was allocated
to the battery, and the remaining power demand was
allocated to the supercapacitor, unless the supercapacitor
limits were active, in which case the excess power was
also delivered by the battery.
3) Optimal - The battery and supercapacitor were con-
trolled using the optimal controls obtained from the so-
lution of (3) in open-loop (no uncertainty was modelled
in the driver behaviour predictions). The solution was
obtained for each journey using both ADMM and CVX
to determine the relative computational performance.
The ADMM algorithm was programmed in Matlab, the
default solver and tolerance was used for CVX, and a
2.60GHz Intel Core i7-9750H CPU was used for both.
7G. Results
Figure 3 shows the battery power, supercapacitor power,
battery energy, and supercapacitor energy obtained using each
of the algorithms detailed in Section IV-F for a single journey.
Qualitatively, it can be seen that the low-pass filter reduces
the amplitude and frequency of the peaks in the battery
control signal relative to the all-battery controller, whilst the
optimal controls obtained from the solution of (4) result in
a piecewise constant battery control signal (this is explained
further in Appendix B). The optimal solution suggests that
it is challenging to approximate the optimal controls using a
linear filter, as the presence of both hard discontinuities and
periods of constant output place conflicting requirements on
the bandwidth of the filter. The battery power constraint is
violated for the all-battery mode as the battery is the only
power source, but it is also violated using the low pass filter. In
particular, it is violated at two large peaks at ∼50 s and ∼200s,
where the supercapacitor is completely empty and the battery
is forced to deliver the positive demand power. Conversely,
the battery power constraint is satisfied at all times using the
optimal controller, for which the only hard constraints that
are active are the upper and lower limits on supercapacitor
energy. It was found that by tightening the battery power or
energy limits to ensure that they were active at the solution,
the problem generally becomes infeasible.
An aim of the energy management optimization was to
minimize battery degradation, a complex phenomenon caused
by a multitude of factors (see [33] for a comprehensive
review of lithium-ion battery ageing mechanisms). There are
a range of explicit models of battery degradation (for a
review of modelling methods see [34]), but these typically
model the battery at a level that is inconsistent with the
resolution of the simulations performed here (e.g. the cur-
rent distribution on a cellular level would depend on the
battery management system, which is not modelled in this
paper). Therefore, three metrics of battery power were instead
used as approximate measures of battery degradation: the
Root-Mean-Squared (RMS) battery power, RMS(u), the peak
battery power, max |u|, and total power throughput,
∑
|u|.
Additionally, the total energy consumption,
∑
(u + v), was
used to determine relative efficiency of each control method
(this was the optimization objective in (3)). Note that RMS(u),
max |u|, and
∑
|u| could also be included as objectives in
a convex optimization problem, but the results show that the
proposed objective function is a good heuristic for minimizing
all four quantities. Table II shows each of these measures for
the trajectories shown in Figure 3, and it can be seen that
the optimal controller provides a significant improvement over
the low-pass filter for all three degradation metrics and energy
consumption. In particular, the low-pass filter provides almost
no reduction in peak battery power due to the instances where
a high positive power is demanded and the supercapacitor is
empty, whereas the optimal controller reduces the peak battery
power from 113.3 kW to 36.4 kW. This clearly demonstrates
the benefits of a predictive controller that can ensure the
supercapacitor has sufficient charge available for high power
events. Furthermore, the RMS battery power and total battery
Fig. 3. Trajectories for battery power, supercapacitor power, battery energy,
and supercapacitor energy for a single journey using all-battery mode, a low-
pass filter, and optimal controls. Hard constraints are shown in grey areas.
TABLE II
APPROXIMATE MEASURES OF BATTERY DEGRADATION FOR THE
TRAJECTORIES SHOWN IN FIGURE 3. THE PERCENTAGE VALUES ARE THE
IMPROVEMENTS RELATIVE TO THE ALL-BATTERY BASELINE.
All Battery Low-pass Filter Optimal
RMS(u) (kW) 31.8 25.2 (-20.8%) 21.0 (-33.9%)
max |u| (kW) 133.3 132.1 (-0.9%) 36.4 (-72.7%)∑
|u| (MJ) 17.9 15.9 (-11.3%) 13.6 (-24.2%)∑
(u+ v) (MJ) 6.8 6.6 (-3.7%) 6.4 (-5.5%)
throughput are also significantly reduced using the optimal
controller, and the supercapacitor state constraints are only
active for a small fraction of the journey. This suggests that the
filter is inherently sub-optimal, even when detrimental control
decisions are not being forced by the state constraints.
Figure 4 shows the RMS battery power, peak battery power,
battery power throughput, and energy consumption for each
control method on all 49 journeys, and the averages are
summarized in Table III. It can be clearly seen that the optimal
controller provides a significant and consistent improvement
over the low-pass filter across all four metrics and every
journey.
High temperatures and thermal gradients have been identi-
8Fig. 4. Approximate measures of battery degradation for all 49 journeys,
using all-battery control, the low-pass filter, and optimal controls.
fied as factors contributing to battery degradation [35, §3], and
the optimal controller provides the greatest overall reduction
in peak current, which will have an impact on reducing both
battery temperature (there will be a lag between heat being
generated within individual cells and being sensed by the
cooling system) and temperature gradients within each cell
(the increased temperature will initially be localised to the
core and/or terminals). Conversely, for a significant number of
journeys the low-pass filter provides no perceptible reduction
in peak battery power, as shown for the journey in Figure
3. The optimal controller also significantly reduces the RMS
battery power, which will also reduce thermal degradation, and
total power throughput, which will reduce degradation from
battery cycling. Finally, the optimal controller also increases
the efficiency of the powertrain over the low-pass filter, from
a reduction of 3.8% to 5.7% relative to the all battery mode,
providing an increase in the range available to the vehicle from
full charge.
Figure 5 shows histograms of the horizon lengths of the
journeys and the solution times using ADMM and CVX. The
average horizon length of T was 815, with a maximum of
1003, for which the average and maximum solution times
using CVX were 63 s and 105 s, and the average and
maximum solution times using ADMM were 0.38 s and 0.53 s.
The ADMM algorithm was implemented sequentially using
vectorized Matlab code in these experiments, so a compiled
implementation where the combined (u, v) updates are per-
TABLE III
AVERAGES OF THE APPROXIMATE MEASURES OF BATTERY DEGRADATION
FOR ALL 49 JOURNEYS AND ALL CONTROL METHODS. THE STATED
PERCENTAGES ARE THE AVERAGE OF THE PERCENTAGE IMPROVEMENTS
RELATIVE TO THE ALL-BATTERY BASELINE.
All Battery Low-Pass Filter Optimal
RMS(u) (kW) 31.7 24.6 (-22.5%) 20.0 (-36.8%)
max |u| (kW) 114.1 101.5 (-11.0%) 32.7 (-71.4%)
∑
|u| (MJ) 18.6 15.7 (-15.6%) 13.7 (-26.4%)
∑
(u+ v) (MJ) 7.1 6.8 (-3.8%) 6.7 (-5.7%)
Fig. 5. Histograms of horizon length, T , and solution time using ADMM
and CVX for all 49 journeys.
formed in parallel will improve the absolute performance
further.
These results have important implications for electric vehi-
cle powertrain control and design. The speed of computation
suggests that the ADMM algorithm is a promising candidate
for a real-time, online, receding-horizonMPC implementation,
which could significantly reduce the battery degradation and
energy consumption characteristics of a given electric power-
train design. Furthermore, the algorithm could also be used to
determine the optimal size of the powertrain components (a
problem considered in [11] and [9]). In this case, the speed of
computation could allow a brute-force approach, where every
possible combination of a discrete set of powertrain parameters
is evaluated against a set of candidate drive-cycles.
One of the limitations of the proposed approach is that
it does not address uncertainty in the predictions of driver
behaviour, and it is possible that sufficiently inaccurate pre-
dictions could be generated so that the performance of
optimization-based controllers becomes worse than a low-
pass filter. It is, however, worth highlighting that the convex
formulation permits the use of scenario MPC (e.g. [36]) to
explicitly consider the uncertainty in future driver behaviour
by optimizing over multiple predictions, possibly taken from
samples of previous velocity trajectories. A systematic investi-
gation of the robustness of the proposed method to prediction
errors is left for future work.
9V. CONCLUSIONS
This paper proposes a convex optimization framework for
optimal power allocation in electric vehicles with a bat-
tery/supercapacitor hybrid storage system, considering hard
power limits on all storage and powertrain components and
hard limits on battery and supercapacitor storage. An ADMM
algorithm is proposed for the solution of the resulting convex
optimization problem that has O(T ) computation require-
ment for each variable update (and which is suitable for
parallelization), and O(T ) memory requirement. The convex
formulation is compared in simulation with a low-pass filtering
heuristic against an all-battery baseline, and it was shown that
the optimal controller significantly reduced several measures
of battery degradation. Finally, it was demonstrated that the
ADMM algorithm solved the optimal control problem in less
than a second, even with a horizon of 1000 samples.
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APPENDIX A
ANALYSIS OF PROBLEM (2)
The Lagrangian equation for problem (2) is
L(u, v) := u+ v − λ⊤1 (u − u)− λ
⊤
2 (u − u)− λ
⊤
3 (v − v)
− λ⊤4 (v − v)− λ
⊤
5 (1x0 −Ψu− x)− λ
⊤
6 (x− 1x0 +Ψu)
− λ⊤7 (1y0 −Ψv − y)− λ
⊤
8 (y − 1y0 +Ψv)
− λ⊤9 (g(u) + f(v)− e)− λ
⊤
10(e− g(u)− f(v)),
where
g(u) := (g0(u0), . . . , gT−1(uT−1))
f(v) := (f0(v0), . . . , fT−1(vT−1)).
The first-order necessary conditions for optimality imply that
λ⋆j ≥ 0 ∀j ∈ {0, . . . , 10}, and ∇uL = 0 and ∇vL = 0 imply
that
λ⋆1,t − λ
⋆
2,t +
T−1∑
i=t
[λ⋆5,i − λ
⋆
6,i] + g
′
t(u
⋆
t )(λ
⋆
10,t − λ
⋆
9,t) = −1
λ⋆3,t − λ
⋆
4,t +
T−1∑
i=t
[λ⋆7,i − λ
⋆
8,i] + f
′
t(v
⋆
t )(λ
⋆
10,t − λ
⋆
9,t) = −1
∀t ∈ {0, . . . , T −1}. Suppose that the constraint et−gt(ut)−
ft(vt) ≥ 0 is active for some t, then λ10,t > 0 and λ9,t = 0
so
g′t(u
⋆
t )λ
⋆
10,t = −1 + λ
⋆
1,t − λ
⋆
2,t −
T−1∑
i=t
[λ⋆5,i − λ
⋆
6,i], (10a)
f ′t(v
⋆
t )λ
⋆
10,t = −1 + λ
⋆
3,t − λ
⋆
4,t −
T−1∑
i=t
[λ⋆7,i − λ
⋆
8,i], (10b)
Assumption 1 implies that g′t(u
⋆) > 0 and f ′t(v
⋆) > 0, so
g′t(u
⋆
t )λ
⋆
10,t > 0 and f
′
t(v
⋆
t )λ
⋆
10,t > 0. In the case where the
bounds on battery and supercapacitor energy and power are
not considered (i.e. λ⋆j = 0 ∀j ∈ {1, . . . , 6}), this contradicts
(10a) and (10b) so the constraint et − gt(ut) − ft(vt) ≥ 0
cannot be active at the solution. In the case where these bounds
are included in the problem formulation, the same conclusion
cannot be reached as λ⋆1,t and/or λ
⋆
6,i for some i ∈ {t, . . . , T−
1} may be nonzero.
APPENDIX B
PIECEWISE CONSTANT SOLUTION OF (4)
A similar approach as used in Appendix A can be used
to show that, under the assumption that the constraints on
battery power are inactive (i.e. λ1,t = 0 and λ2,t = 0 ∀t) and
that the upper constraint on powertrain power is inactive (i.e.
λ10,t = 0 ∀t), then the solution to (3) satisfies
−g′t(u
⋆
t )λ
⋆
9,t = −1−
T−1∑
i=t
[λ⋆5,i − λ
⋆
6,i], (11a)
−f ′t(v
⋆
t )λ
⋆
9,t = −1−
T−1∑
i=t
[λ⋆7,i − λ
⋆
8,i], (11b)
Consider a set {t, . . . , t} where the upper and lower bounds
on x and y are inactive, i.e. λ⋆5,t = 0, λ
⋆
6,t = 0, λ
⋆
7,t = 0, and
λ⋆8,t = 0 ∀t ∈ {t, . . . , t}, then −1 −
∑T−1
i=t [λ
⋆
5,i − λ
⋆
6,i] = c1
and −1−
∑T−1
i=t [λ
⋆
7,i − λ
⋆
8,i] = c2 ∀t ∈ {t, . . . , t}. Therefore,
u⋆t , v
⋆
t , and λ
⋆
9,t are given by
−g′t(u
⋆
t )λ
⋆
9,t = c1 and − f
′
t(v
⋆
t )λ
⋆
9,t = c2.
For the system models presented in Section IV, f ′t(vt) = 1 and
g′t(ut) = 1 −
2Rut
V 2
∀t ∈ {0, . . . , T − 1}, so λ⋆9,t = −c2 ∀t ∈
{t, . . . , t}, and
ut =
V 2
2R
(
1−
c1
c2
)
∀t ∈ {t, . . . , t},
which implies that the optimal control input is constant on the
interval {t, . . . , t¯}.
APPENDIX C
COMBINED u AND v UPDATE
The optimization problem in (8a) is equivalent to
argmin
(ut,vt)
ρ1
2
(ut − ζ
(j)
t + λ
(j)
1,t)
2 +
ρ2
2
(vt − η
(j)
t + λ
(j)
2,t )
2
s.t. ut ≤ ut ≤ ut, vt ≤ vt ≤ vt,
eˆt ≤ gt(ut) + ft(vt), gˆt(ut) + fˆt(vt) ≤ et,
(12)
which is a convex (quadratic) inequality constrained optimiza-
tion problem, and Figure 6 shows the constraint set for an
illustrative example. A rigorous treatment of the proposed
approach is provided below, but the principle is that there are
three candidate solutions that can be obtained from simpler
optimization problems: a) problem (12) with the constraints
eˆt ≤ gt(ut) + ft(vt) and gˆt(ut) + fˆt(vt) ≤ et discarded, b)
problem (12) with equality constraint gˆt(ut) + fˆt(vt) = et c)
problem (12) with equality constraint eˆt = gt(ut) + ft(vt).
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eˆt = gt(ut) + ft(vt)
vt = vt
vt = vt
ut = ut
ut = ut
gˆt(ut) + fˆt(vt) = et
ut
vt
Fig. 6. Illustration of constraint sets defined by Ct (in red) and Ut ∩ Vt (in
green).
eˆt = gt(ut) + ft(vt)
vt = vt
vt = vt
ut = ut
ut = ut
gˆt(ut) + fˆt(vt) = et
ut
vt
Fig. 7. Illustration of constraint sets for reduced problems (14) and (15).
Problems a) and b) have analytical solutions, and c) reduces
to a one-dimensional problem that can be solved numerically.
Each of these cases will now be considered in detail; it is
assumed throughout that (12) is feasible.
a) The constraints eˆt ≤ gt(ut)+ft(vt) and gˆt(ut)+fˆt(vt) ≤
et (i.e. (ut, vt) ∈ Ct) are discarded, and a candidate solution
(u†1t , v
†1
t ) to (12) is obtained from
argmin
(ut,vt)
ρ1
2
(ut − ζ
(j)
t + λ
(j)
1,t)
2 +
ρ2
2
(vt − η
(j)
t + λ
(j)
2,t)
2
s.t. ut ≤ ut ≤ ut, vt ≤ vt ≤ vt,
as u†1t = min{ut,max{ut, ζ
(j)
t − λ
(j)
1,t}} and v
†1
t =
min{vt,max{ut, η
(j)
t − λ
(j)
2,t}}. If the discarded constraints
are satisfied for the candidate solution, then this is the actual
solution to (12). If not, then the solution must be further
constrained by eˆt = gt(ut)+ft(vt) and/or gˆt(ut)+fˆt(vt) = et.
Therefore, two further candidate solutions are obtained by
tightening each of eˆt ≤ gt(ut)+ft(vt) and gˆt(ut)+fˆt(vt) ≥ et
in (12) to equality constraints.
b) A candidate solution (u†2t , v
†2
t ) is obtained from
argmin
(ut,vt)
ρ1
2
(ut − ζ
(j)
t + λ
(j)
1,t)
2 +
ρ2
2
(vt − η
(j)
t + λ
(j)
2,t )
2
s.t. ut ≤ ut ≤ ut, vt ≤ vt ≤ vt,
eˆt ≤ gt(ut) + ft(vt), gˆt(ut) + fˆt(vt) = et.
(13)
In section III it was specified that uˆ and vˆ were chosen so
that g′(uˆ) and f ′(vˆ) are nonzero (and under Assumption 1
must be positive), so gˆ−1 and fˆ−1 exist and are both affine
and increasing.
Proposition 1. Define the set
Uˆt := {ut ∈ R : fˆ
−1
t (et − gˆt(ut)) ≥ f
−1
t (eˆt − gt(ut))},
and define u∩1t := inf Uˆt and u
∩2
t := sup Uˆt. Then
{(ut, vt) ∈ R
2 : gˆt(ut) + fˆt(vt) = et, eˆt ≤ gt(ut) + ft(vt)}
={(ut, vt) ∈ R
2 : gˆt(ut) + fˆt(vt) = et, ut ∈ [u
∩1
t , u
∩2
t ] ∩ R}.
Proof. The set {(ut, vt) ∈ R
2 : eˆt ≤ gt(ut) + ft(vt)} is
convex under Assumption 2 and is the epigraph of the function
vt = f
−1
t (eˆt−gt(ut)), which therefore must also be a convex
function. Additionally, gˆt(ut)+ fˆt(vt) = et ⇔ vt = fˆ
−1
t (et−
gˆt(ut)), so
{(ut, vt) ∈ R
2 : gˆt(ut) + fˆt(vt) = et, eˆt ≤ gt(ut) + ft(vt)}
={(ut, vt) ∈ R
2 : gˆt(ut) + fˆt(vt) = et,
fˆ−1t (et − gˆt(ut)) ≥ f
−1
t (eˆt − gt(ut))}
The set Uˆt therefore defines the values of ut where an affine
function is greater than or equal to a convex function, so is
convex.
Consider the illustration of gˆt(ut) + fˆt(vt) = et and
eˆt = gt(ut)+ft(vt) in Figure 6, and assume that the function
f−1t (eˆt− gt(ut)) is strongly convex (which is the case for the
models specified in Sections IV-C and IV-D). This implies that
Ut is closed and Uˆt = [u
∩1
t , u
∩2
t ] (i.e. u
∩1
t ∈ R and u
∩2
t ∈ R
are the ‘lower’ and ‘upper’ intersection points of the functions
gˆt(ut) + fˆt(vt) = et and eˆt = gt(ut) + ft(vt)).
Now assume that f−1t (eˆt − gt(ut)) is not strongly convex.
Under the assumptions on ft(·) and gt(·) it is possible to
construct cases in which there are no intersection points, or
only an ‘upper’ or ‘lower’ intersection point (e.g. if ft(·) and
gt(·) are piecewise affine). In these cases Uˆt = [u
∩1
t , u
∩2
t ]
where u∩1 ∈ {−∞,R} and u∩2 ∈ {R,∞}.
Remark 1. If eˆt = gt(ut)+ft(vt) is strongly convex and twice
continuously differentiable (which is the case for the models
specified in Sections IV-C and IV-D), then et = eˆt =⇒
u∩1t = u
∩2
t , and Ct has a single element that is trivially the
solution to (12). This also implies that u∩1t = u
⋆
t , so the
linearization points uˆt and vˆt should be chosen so that the
power consumed by the powertrain is zero when et = eˆt, as
this occurs when the vehicle is stationary.
Proposition 2.
{(ut, vt) ∈ R
2 : gˆt(ut) + fˆt(vt) = et, a ≤ vt ≤ b}
= {(ut, vt) ∈ R
2 : gˆt(ut) + fˆt(vt) = et,
gˆ−1t (et − fˆt(b)) ≤ ut ≤ gˆ
−1
t (et − fˆt(a))}
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Proof. In section III it was specified that uˆ and vˆ were both
chosen so that g′(uˆ) and f ′(vˆ) were non-zero (which under
Assumption 1 implies that they are greater than zero), so fˆt(·)
and gˆt(·) are both increasing, and it can then be shown that
vt ≤ b⇒ et − fˆt(vt) ≥ et − fˆt(b)
⇒ ut ≥ gˆ
−1
t (et − fˆt(b)).
It can similarly be shown that ut ≤ gˆ
−1
t (et − gˆt(a)).
Propositions 1 and 2 imply that (13) is equivalent to
argmin
ut
ρ1
2
(ut − ζ
(j)
t + λ
(j)
1,t )
2
+
ρ2
2
(fˆ−1t (et − gˆt(ut))− η
(j)
t + λ
(j)
2,t)
2
s.t. ut ≥ max{ut, u
∩1
t , gˆ
−1
t (et − fˆt(vt))}
ut ≤ min{ut, u
∩2
t , gˆ
−1
t (et − fˆt(vt))}
(14)
which is a one-dimensional constrained quadratic optimization
problem for uˆt, with the constraint set illustrated in blue in
Figure 7. The solution to the unconstrained problem can be
obtained analytically and projected onto the upper and lower
bounds on uˆt to obtain u
†2
t , then the corresponding value of
vt can then be returned from v
†2
t = fˆ
−1
t (et − gˆt(u
†2
t )).
c) The final candidate solution (u†3t , v
†3
t ) is obtained from
argmin
(ut,vt)
ρ1
2
(ut − ζ
(j)
t + λ
(j)
1,t)
2 +
ρ2
2
(vt − η
(j)
t + λ
(j)
2,t)
2
s.t. ut ≤ ut ≤ ut, vt ≤ vt ≤ vt,
eˆt = gt(ut) + ft(vt), gˆt(ut) + fˆt(vt) ≤ et,
which can be shown to be equivalent to
argmin
ut
ρ1
2
(ut − ζ
(j)
t + λ
(j)
1,t )
2
+
ρ2
2
(f−1t (et − gt(ut))− η
(j)
t + λ
(j)
2,t)
2
s.t. ut ≥ max{ut, u
∩1
t , gˆ
−1
t (et − fˆt(vt))}
ut ≤ min{ut, u
∩2
t , gˆ
−1
t (et − fˆt(vt))}
(15)
using the same approach as for b). The constraint set for (15)
is illustrated in red in Figure 7. The function f−1t (et−gt(ut))
is nonlinear, so the cost function in (15) is nonconvex in
general, but a stationary point can be obtained without the
inequality constraints using an iterative algorithm (e.g. New-
ton’s method)4 and then projected onto the bounds on ut.
The stationary point of (15) and (u†2t , v
†2
t ) are then evalu-
ated against the cost function of (12) to determine which is the
minimizing argument. If the constraint eˆt ≤ gt(ut)+ ft(vt) is
strongly active at the solution then the stationary point of (15)
corresponds to the global minimum of (12). If the constraint
eˆt ≤ gt(ut) + ft(vt) is not strongly active at the solution
to (12) then problem (15) may have multiple stationary points
that may not be minimal for (12), but in this case the constraint
gˆt(ut) + fˆt(vt) ≤ et will be strongly active at the solution to
(12), so (u†2t , v
†2
t ) will be the minimizing argument of (12).
The overall algorithm for update (8a) is presented in Algo-
rithm 1.
4For the experiments detailed in Section IV, the function f−1
t
(et−gt(ut))
is quadratic, so the cost function in (15) is quartic, and the stationary points
can be found from the roots of a cubic equation.
Algorithm 1 Update (8a)
1: u†1t ← min{ut,max{ut, ζ
(j)
t − λ
(j)
1,t}}
2: v†1t ← min{vt,max{ut, η
(j)
t − λ
(j)
2,t}}
3: if (u†1t , v
†1
t ) ∈ Ct then
4: (ut, vt)
j+1 ← (u†1t , v
†1
t )
5: else
6: u†2t ← Solution to (14)
7: v†2t ← fˆ
−1
t (et − gˆt(u
†2
t ))
8: u†3t ← Stationary point of (15)
9: v†3t ← fˆ
−1
t (et − gˆt(u
†3
t ))
10: Evaluate (u†2t , v
†2
t ) and (u
†3
t , v
†3
t ) against cost function
of (8a)
11: (ut, vt)
j+1 ← minimizing argument
12: end if
APPENDIX D
MATRIX INVERSION IN ζ AND η UPDATE.
Proposition 3. The system of linear equations
(kI +Ψ⊤Ψ)x = b, (16)
where k ∈ R+, x ∈ R
T , b ∈ RT , Ψ is a T × T lower
triangular matrix of ones, and I is the identity matrix, can be
solved with O(T ) computation and O(T ) memory storage.
Proof. Firstly, note that
Ψ−1 =

 1−1 1. . . . . .
−1 1

 , Ψ−1(Ψ−1)⊤ =


1 −1
−1 2 −1
. . .
. . .
. . .
−1 2 −1
−1 2

 ,
and
(kI +Ψ⊤Ψ)x = b
⇔ (kΨ−1(Ψ−1)⊤ + I)x = Ψ−1(Ψ−1)⊤b.
The matrix (kΨ−1(Ψ−1)⊤ + I) is diagonally dominant, so is
positive definite from Gershgorin circle theorem. This implies
that the Cholesky factorization
(kΨ−1(Ψ−1)⊤ + I) = LL⊤
exists, where L is a lower diagonal matrix with nonzero entries
on the diagonal and first subdiagonal only. The solution to (16)
can therefore be obtained from
x = L⊤\L\Ψ−1(Ψ−1)⊤b,
where the backslash operator indicates a backwards/forwards
substitution. Multiplications by Ψ−1 and (Ψ−1)⊤ are
the equivalent of difference operations, and the back-
wards/forwards substitutions involve bandwidth-2 Cholesky
factors, so the total complexity of the operations is O(T ). The
only values that need storing in memory are the diagonal and
first subdiagonal entries of L, which requireO(T ) storage.
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