Abstract. Let X = G/K symmetric space of non compact type, where G is a rank-one connected semisimple Lie group with finite center. We shall look at the transform P λ f (x) = f * ϕ λ (x), where, λ ∈ C and ϕ λ is the elementary spherical function. We shall try to characterizes the image of the Schwartz spaces S p (X) where 0 < p ≤ 2 under the above transform.
Introduction
Let X be the Riemannian symmetric space realized as G/K where G is a connected, noncompact, real rank-one semi-simple Lie group with finite center. Let ϕ λ (λ ∈ C) be the elementary spherical functions of G. We denote S p (X) (0 < p ≤ 2) for the L p -Schwartz class functions on X. For f ∈ S p (X) (0 < p ≤ 2) (for the case 1 < p ≤ 2, f ∈ L p (X)) we consider the transform f → P λ f (x) = f * ϕ λ (x) for each λ in a suitable domain. The function P λ f is an eigenfunction of the Laplacian L of the group G, satisfying LP λ f (x) = −(1 + λ 2 )P λ f (x) and the transform f → P λ f is called the generalized spectral projection. Strichartz in his series of papers [Str88] , [Str89] , [Str91] , [Str92] initiated the project of reviewing Harmonic Analysis in terms of the generalized spectral projection. Continuing this project Bray [Bra96] proved a spectral Paley-Wiener theorem for the symmetric space X = G/K. Ionescu [Ion00] characterized the image P λ L 2 (X) . Strichartz [Str89] determined the image of Euclidean Schwartz class functions under spectral projection. The aim of this paper is to characterize the image of the L p -Schwartz space S p (X) (0 < p ≤ 2) under the transform f → P λ f . For each f ∈ S p (X), P λ f is a function on a * ε × X where a * ε = λ ∈ C | |ℑλ| < ε = 2 p − 1 . The characterization of the image of S p (X) under the generalized spectral projection is divided into two parts. In Section 3 we obtain some basic properties (necessary conditions) of the functions P λ f for f ∈ S p (X). Sufficient conditions for a left-K-finite function f (λ, x) on a * ε × X to be of the form P λ g(x) = f (λ, x) for some g ∈ S p (X) are taken up in Section 4. Finally, in Section 5, we shall characterize the image of certain subspace of L 2 (X) under the above mentioned transform in the light of the inverse Paley-Wiener theorem due to Thangavelu [Tha07] . For this section we refer [GKÓ06a, GKÓ06b, GK02, KS04, KS05] and [Tha07] .
Preliminaries
In this section we shall briefly recall some basic facts and results about noncompact Riemannian symmetric spaces realized as X = G/K where G be a connected noncompact semisimple Lie group with finite center and K a maximal compact subgroup of G. Let k be the Lie algebra of K. We fix an Iwasawa decomposition G = KAN and let a be the Lie algebra of the abelian subgroup A. In this discussion we shall mainly concentrate on the 'rank-one' Riemannian symmetric spaces so our associated semisimple Lie group G will be of 'real rank-one'. Hence A and a both are of dimension one. Let a * be the real dual of a and a normalization the linear functional ρ can be identified with the constant function ρ(X) = 1. The same normalization also identifies A, a, a * with R and a * C with C. The Weyl group in our case W = {+1, −1} acts on A, a, a * and a * C simply by multiplication. We denote a + a cone in a called the positive Weyl chamber. Let a * + ⊂ a * be the cone dual to a + . In the rank-one case both a + and a * + essentially correspond to the set R + of all positive numbers. Let a + and a * + respectively denote the closures of the cones a + and a * + also let us denote A + = exp a + . The group elements of A will now be denoted by a t where t ∈ R and exp t = a t . Let H : g = ka t n → H(g) = t ∈ a be the Iwasawa-a-projection of G in a for the KAN decomposition of the group. The Cartan decomposition gives G = KA + K. It induces a diffeomorphism from K/M × A + × K (or
onto an open dense subset of G where M is the centralizer of A in K (M also normalizes N ). Let x + be the a + projection of x ∈ G for the Cartan decomposition x = k 1 (exp x + )k 2 and we denote |x| = x + . For all x ∈ G the Iwasawa-a-projection H(x) and the quantity |x| are related by the inequality:
H(x) ≤ c|x|, x ∈ G, where c > 0 is a fixed constant.
We also note that in the symmetric space X = G/K, |x| is the Riemannian distance of xK from the coset eK, e being the identity element of G.
The Haar measure corresponding to the Iwasawa-KAN decomposition is given by (2.2)
where the const stands for a normalizing constant. In the case of the Cartan decomposition the Haar measure on G is given by
where the density function ∆(t) has the estimate ∆(t) = O(e 2t ). A function f will be called right-Kinvariant if it satisfies f (xk) = f (x) for all x ∈ G and k ∈ K. A function on the symmetric space X = G/K can also be considered as a right-K-invariant function on the group G. We denote C ∞ (G) for the set of all smooth functions on G. Let U(g) be the 'universal enveloping algebra' over g and Ω be the Casimir element of U(g). The action of the Laplace-Beltrami operator L on X is defined by the action of Casimir operator Ω: Lf (xK) = f (x; Ω) for all x ∈ G. In our discussion the following eigenspaces of the operator L (2.4)
will be of main interest. For each λ ∈ C, let ϕ λ be the elementary spherical function associated with λ. We recall that ϕ λ (λ ∈ C) is given by the following integral representations [GV88] :
We recollect some of the very basic properties of the elementary spherical functions, which will be used throughout.
Proposition 2.1.
is a joint eigenfunction of all the G-invariant differential operators on G/K; in particular for the Laplace-Beltrami operator we have:
(iii) For each λ ∈ C and x, y ∈ G, the following property is referred to as the 'symmetric property of the elementary spherical functions'
(iv) For any given D, E ∈ U(g), there exists a constant c > 0 such that
(v) Given any polynomial P in the algebra S(a) of symmetric polynomials on a * , there exists a positive constant c such that:
(vi) For all t and λ in R + we have:
(vii) For all x ∈ G, we have 0 < ϕ 0 (x) = ϕ 0 (x −1 ) ≤ 1; (viii) For all t ∈ R + , we have the following two-side estimate of ϕ 0 :
where c, a > 0 are group dependent constants; Property (i) is a very basic fact which follows from the definition. For a proof one can see [GV88, Ch. 4] . Property (ii) was proved by Helgason [Hel00] . For (iii) we refer to [Hel94, Ch. III, Theorem 1.1]. The estimates (iv), (v), and (vi) follows from the results in [GV88, Sec. 4.6]. For a direct and a simple proof of (iv) and (v) one can see [Ank91, Proposition 3]. The estimate (vii) of ϕ 0 is due to Harish-Chandra. A proof of this can be found in [GV88, Theorem 4.6.4, Theorem 4.6.5]. We should note that a sharper two-sided estimate of ϕ 0 is given by Anker [Ank87] . Let δ be an unitary irreducible representation of K i.e δ ∈ K with V δ (a finite dimensional vector space) the representation space. Let χ δ stand for the character of the representation δ. [Kos69] proved that for a rank-one group the dimension of V 
δ where, · 2 denotes the Hilbert Schmidt norm. One can associate a norm |δ| to each unitary irreducible representation δ of K (for explicit constriction of this norm we refer [EK76] ). From Weyl's dimension formula we can choose an r ∈ Z + and a positive constant c independent of δ such that
clearly, again c ′ is independent of the chosen δ. For any f ∈ C ∞ (X) we put:
Any function satisfying the property (2.14) will be referred to as (a d δ × d δ matrix valued) left δ-type function. For any function space E(X) ⊆ C ∞ (X), we write E δ (X) = {f δ | f ∈ E(X)}. We shall denote byδ the contragradient representation of the representation δ ∈ K M . A function f will be called a scalar valued left-δ-type function if f = d δ χ δ * f , where the operation * is the convolution over K. For any class of scalar valued functions G(X) we shall denote G(δ, X) = {g ∈ G(X) | g = d δ χ δ * g}. Throughout our discussion we fix the notation D(X) for the subclass of functions in C ∞ (X) which are of compact support. The following theorem, due to Helgason, identifies the two classes D δ (X) and
A consequence of the 'Peter-Weyl theorem' can be stated [Hel00, Ch.IV, Corollary 3.4] in the form that any f ∈ C ∞ (X) has the decomposition (2.15)
where the convergence is in the sense of uniform convergence on compacta. A function f ∈ C ∞ (X) is said to be left-K-finite if there exists a finite subset Γ(f ) ⊂ K M (depending on the function f ) such that tr(f γ ) = 0 for all γ ∈ K M \ Γ(f ). For any class H(X) ⊆ C ∞ (X) of functions we shall denote by H(X) K the subclass consisting of the left-K-finite functions. Let Γ be a fixed subset (finite or infinite) of K M . Then we shall use the notation H(Γ; X) for the subclass of H(X)
The pth Schwartz space S p (X) (1 < p ≤ 2) on X is the class of C ∞ functions f on X with the decay condition: for each D, E ∈ U(g) and n ∈ Z + ∪ {0}
The quantities µ D,E,n (f ) gives a countable family of seminorms on the space S p (X) and the topology induced by this countable family makes
is also a Fréchet space with the topology induced from S p (X). The Hom(V δ , V δ ) valued function space S pδ (X) is also a Fréchet space with respect to the topology induced by the countable family of seminorms: for D, E ∈ U(g) and n ∈ Z + ∪ {0}
Note that for the sake of simplicity we keep the same notation for the seminorms for both the spaces S p (X) and S pδ (X). Clearly the spaces D(δ, X) and D δ (X) respectively are dense subspaces of the Schwartz spaces S p (δ, X) and S pδ (X) with the respective Schwartz space topologies.
Remark 2.3. The topological isomorphism described in Therem 2.2 can be extended from the Schwartz space
For any function f ∈ S p (X), the Helgason Fourier transform (HFT) Ff is defined by
For f ∈ S p (X) the function Ff is defined on the domain a * ε × K/M . Now let S(a * ε × K/M ) denote the space consisting of the C ∞ functions h on a * × K/M which satisfy the following conditions:
(i) For each fixed k ∈ K the function λ → h(λ, kM ) extends to Inta * ε as a holomorphic function and it extends as a continuous function to the closed strip a * ε .
(ii) For any λ ∈ Inta * ε and x ∈ G we haveȟ(−λ, x) =ȟ(λ, x) wherě
where K(xk) is the K part of xk ∈ G in the Iwasawa KAN decomposition. (iii) For each m, n ∈ Z + and P ∈ S(a) (2.20) sup
where ω k is the Casimir element of k. The space S(a * ε × K/M ) becomes a Fréchet space with the topology induced by the countable family of seminorms (2.20). It can be shown that the HFT is a continuous mapping of
Here c(λ) is the Harish-Chandra c-function which is completely known (see, [Hel00, Chap. IV]; [GV88, Sect. 4.7]). For our purpose we shall only need the following simple estimate [Ank92] : for constants c, b > 0
here the integration is done on each matrix entry. It can be shown that
The function f δ (λ) can be represented by the following (for details see [JS07] ):
where for each δ ∈ K M and λ ∈ C, the function
is called the 'generalized spherical function' of class δ. For each x ∈ G, Φ λ,δ (x) is an operator in Hom(V δ , V δ ). Taking point-wise adjoints leads to the expression
We note that from the Iwasawa decomposition, if x ∈ G and τ ∈ K, H(τ x) = H(x). Hence, the expressions (2.25) and (2.26) show that both Φ λ,δ and Φ * λ,δ can be considered as functions on the space
given by the integral (2.24) will be referred as the δ-spherical transform. We list out some basic properties of the generalized spherical functions Φ λ,δ in the following remark Remark 2.4.
(
i) The following can easily be checked from the integral representations given in (2.25) and (2.26) of the generalized spherical function and it's adjoint
• for all
This shows that
The polynomials Q δ are called the Kostant's polynomials. For a rank-one group the polynomial Q δ (1 + iλ) has the following representation interms of the Gamma functions [Hel94, Theorem 11.2, Ch. We now define a function space in the Fourier domain which is a prospective candidate for the image of S pδ (X) under the δ-spherical transform.
Definition 2.5. We denote S δ (a * ε ) for the space of all Hom(V δ , V δ ) valued functions ψ on the complex strip a * ε with the properties: 
29).
(iv) For each P ∈ S(a) and for each integer t ≥ 0 we have:
We have already mentioned that dimV M δ = 1, so for each ψ ∈ S δ (a * ε ) and λ ∈ a * ε , with a convenient choice of basis, ψ(λ) is a d δ × d δ matrix with all the rows except the first one being identically zero. It can be shown that the space S δ (a * ε ) is a Fréchet space with the topology induced by the countable family of seminorms {τ P,t }. We shall be using the following topological characterization of the image of the Schwartz space S pδ (X) under the δ-spherical transform.
Theorem 2.6. For 0 < p ≤ 2 and ε = (2/p − 1) the δ-spherical transform f → f is a topological isomorphism between the spaces S pδ (X) and S δ (a * ε ). This is a part of the result proved by Eguchi and Kawata [EK76] . A proof of this theorem avoiding the complicated asymptotics of the generalized spherical functions can be found in [JS07] .
Necessary Conditions
In this section we start with the L p -Schwartz space S p (X) with 0 < p ≤ 2. For f ∈ S p (X) we define P λ f (x) = (f * ϕ λ )(x), for suitable λ ∈ C. We get an alternative expression for the spectral projection P λ f (·) in terms of the Helgason Fourier transform Ff of the function f ∈ S p (X). Beginning with P λ f (x) = G f (y)ϕ λ (y −1 x)dy, we use the standard symmetric property (2.7) of the elementary spherical functions and the Fubini's theorem to write:
We have already mentioned that for any f ∈ S p (X) the Helgason Fourier transform Ff is defined on the domain a *
is defined on a * ε × X. We use the notation e λ,k (x) for e −(iλ+1)H(x −1 k) , which is the kernel of the integral in the definition (3.1). As we have already mentioned that the Iwasawa decomposition KAN is diffeomorphic to G, so, for each k ∈ K, the Iwasawa-a-projection x → H(x −1 k) is a C ∞ map on G. Thus e λ,k ∈ C ∞ (X) for each λ ∈ C and k ∈ K. Hence, from (3.1) one can conclude that for each λ ∈ a * ε and for each f ∈ S p (X), P λ f ∈ C ∞ (X). Furthermore the kernel e λ,k is a joint eigenfunction of the algebra D(X). In particular for the Laplace-Beltrami operator L the eigenvalue for e λ,k we have:
for each λ ∈ C and k ∈ K [GV88]. According to our notation e λ,k ∈ E λ (X) for each λ ∈ C. Note that the integral in the definition (3.1) of P λ f is over a compact set. Therefore, it follows easily that for each λ ∈ a * ε and f ∈ S p (X), P λ f ∈ E λ (X). To prove other characteristic properties of the function space P λ (S p (X)) (λ ∈ a * ε ). We shall mainly use the continuity of the δ-spherical transform [JS07, Lemma 4.2] which is a part of Theorem 2.6.
For each f ∈ S p (X) and for each λ ∈ a * ε , P λ f ∈ C ∞ (X), we define its matrix valued left δ-projection
δ is a leftδ-type scalar valued function and hence tr(P λ f ) δ ∈ E λ (δ, X). The following proposition relates the projection (P λ f ) δ with the generalized spherical function (2.25). This structure will be very useful for estimating the decay of the function
, for x ∈ X and λ ∈ Inta * ε , where f δ is the δ-spherical transform of f δ as defined in (2.13).
Proof. The existence of P λ f needs a proof in case of f ∈ L p (X), 1 < p ≤ 2. It is a consequence of the estimates (2.8) and (2.10) of the function ϕ λ , that for λ ∈ a * ε , ϕ λ ∈ L q (X), where
Further, it can be shown that for each compact set U ⊂ Inta * ε , there exists a g ∈ L q (X) with g ≥ 0 such that |ϕ λ (x)| < g(x), for λ ∈ U and x ∈ X. Thus by Hölder's inequality f * ϕ λ (x) exists for all λ ∈ U . Moreover, the uniform domination of the ϕ λ means that λ → ϕ λ is a continuous map of U to L q (X). Hölder's inequality will then make f * ϕ λ (x) continuous in λ ∈ U . The compact set U being arbitrary we get the existence and continuity in both the variables on Inta * ε × X. From (3.3) we now have:
Using the symmetric property of the elementary spherical function (2.7) the expression (3.4) can be written as
The repeated integral on the right-hand side converging absolutely, we interchange the integrals to obtain
We have already noticed that Ff δ (λ, k) = δ(k)Ff δ (λ, e) and also we have observed that Ff δ (λ, e) = f δ (λ). Then
Remark 3.2. As ϕ λ (x) = ϕ −λ (x) for all λ ∈ C, so both the functions P λ f , (P λ f ) δ and tr(P λ f ) δ are even in the λ variable.
To characterize P λ f for f ∈ S p (X), we shall first concentrate on each of its δ-projections (P λ f ) δ . The following proposition summarizes the properties of (P λ f ) δ which will be useful to characterize
ε ) has the properties: 
and for any real number r p < 2p−2 p we can find positive constants c i and positive integers l, t such that
Proof. Property (i) has already been discussed. The property (ii) is a consequence of the expression (3.6) and from the fact that the function λ → f δ (λ) satisfies property (ii) and (iii) of Definition 2.5. (iii) Using the result of the Proposition 3.1 we get
We shall use the following estimates for the various derivatives of the matrix coefficients of the principal series representation [HC76, §17, Lemma 1]:
where c > 0 is a constant (may depend on the derivatives chosen but independent of δ ∈ K M ), q ∈ Z + depends on D, E ∈ U(g) and u ∈ Z + depends on the integer ℓ. As λ ∈ a * ε we can replace |ℑλ| by ε = ( 2 p − 1) in (3.9). Now from (3.8) and (3.9) we get:
We notice that for all 0 < p ≤ 2, 1 − r p > 0. Now we make use of the estimate ϕ
bp e (rp−1)|x| , x ∈ X (where b p is a positive real number, to be precise, it is exactly 1 − r p ). This is an easy consequence of the two-sided estimate (2.11) of the elementary spherical function ϕ 0 (x). Hence we can continue the above chain of inequalities by
Now the expression within braces is the norm τ s+q,m−ℓ ( f δ ). Using the continuity of the δ-spherical transform, we write: there exists positive integers l, t such that the last expression (3.11) is dominated by
can be given a separate proof by using the structural form (3.6) of
·). It can be shown that (in fact we shall discuss about this in detail in the next section), for each
x = ka t K, Φ λ,δ (ka t K) = δ(k)Q δ (1+iλ)Φ(λ, t
), where Φ(λ, t) is a scalar valued function on C×R + such that for each value of λ it is a nonzero function in the t variable. Hence, by (3.6), Q
δ being an even function, it is easy to notice that actually,
is holomorphic on Inta * ε . The above proposition helps us to get the decay/growth of P λ f when f ∈ S p (X) and λ ∈ a * ε . The following is the main theorem of this section.
Theorem 3.5. For f ∈ S p (X) (0 < p ≤ 2), the complex valued function P λ f defined on a * ε × X has the properties: 
Proof. The property (i) has already been discussed. Condition (ii) is an easy consequence of the PeterWeyl decomposition (3.14)
for all x ∈ X and Proposition 3.3. To obtain (iii) we use (3.14) to get:
The next inequality follows easily from (3.15) by applying (3.11).
. We have also noticed that the Fréchet topology on S(a * ε × K/M ) is induced by the countable family 2.20 of seminorms. By the theory of smooth functions on the compact group [Sug71, Theorem 4], it follows that the topology of S(a * ε × K/M ) can also be obtained from the equivalent family of seminorms, given by
Hence, we can state that the expression within braces of each of the summands of (3.16) is dominated by the single finite quantity :
(3.17) sup
This coupled with the summability of (1 + |δ|) −2 reduces the inequality (3.16) to:
Again by the equivalence of the seminorms on S(a * ε × K/M ), we can find positive integers m 1 , m 2 , m 3 such that the last expression is ≤ c sup
and by the continuity of the HFT on the Schwartz space S p (X) [EK76] , we get nonnegative integers ℓ, t ∈ Z + such that the above expression is
This completes the proof of theorem. 
for all X ∈ a and w ∈ W } and P λ f satisfies the following properties: p , one can find integers ℓ, t ∈ Z + and a positive constant c depending on n, s, r p and degree of the polynomial Q such that:
) is a W -invariant holomorphic function on the interior of the complex tube a * ε and it extends as a continuous function to the closed tube. For each
where
For each ε > 0, let us now define a function space P ε (X).
Definition 3.7. For ε > 0, then P ε (X) denotes the class of functions (λ, x) → f λ (x) defined on a * ε × X and satisfying the following conditions:
is an even C ∞ function on a * and is analytic on the interior of the strip a * ε = {λ | |ℑλ| ≤ ε}. On the boundary it extends as a continuous function.
It is easy to verify that P ε (X) is a Fréchet space with the topology induced by the countable family of seminorms (3.19). We shall conclude this section by restating the Theorem 3.5 in the light of Definition 3.7.
Theorem 3.8. The spectral projection f → P λ f is a continuous map from the Schwartz space S p (X)
In the next section we shall obtain sufficient conditions for the image of S p (X) under the transform f → P λ f . The fact that G is of real rank-one plays a crucial role there.
Sufficient Conditions
We begin this section with the definition of a specific subspace of the function space P ε (X) for each ε ≥ 0.
Definition 4.1. We denote by P ε (X) K , for each ε > 0, the class of functions f λ (x) in P ε (X) which are of left-K-finite type in the x variable, where the finite set of δ ∈ K M involved can be chosen independently of λ.
In this section we shall try to establish a sufficient condition for a measurable function (λ, x) → f λ (x) ∈ P ε (X) K to be of the form P λ f (x) with some f ∈ S p (X) for suitable 0 < p ≤ 2. Let us fix one ε ≥ 0 and a function f λ (x) ∈ P ε (X) K .
Because of the decay (3.19) the integral
converges absolutely, where c(λ) is the Harish-Chandra c-function. Let us set f 0 = f , i.e
It also follows from the specified decay (3.19) of the function (λ,
For each λ ∈ a * ε and δ ∈ K M we define the operator valued left δ-projection by
It is clear from the definition of the function space P ε (X) K that for each δ ∈ K M and each λ ∈ a * ε , f δ λ ∈ E δ λ (X). The Peter-Weyl decomposition of the function f λ (·) is as follows
As f λ is assumed to be left K-finite, so in the above decomposition (4.4) all but finitely many terms are identically zero functions. Let us denote Γ(f ) for the finite subset of K M corresponding to the function f λ for which the summands are non zero functions. It follows from the earlier discussion that for each δ ∈ Γ(f ) and λ ∈ a * ε , x → trf δ λ (x) is of leftδ-type. Hence trf
· c, the constant c being independent of δ.
Proof. The assertion is true because
Now taking Hilbert Schmidt norms on both sides and using the fact δ(k) 2 = √ d δ we get an inequality from which we get the required conclusion. ( It is easy to check that the δ dependent part in the dominating constant is precisely d 
Proof. Using (4.2) and (4.4) we get the following:
The integral converges absolutely because of the decay (4.6). We have already noticed that trf δ λ (·) are of leftδ-type and we only need the routine checking
to conclude that each ψ δ is a scalar valued leftδ-type. The rest follows from the Peter-Weyl decomposition.
So far we have noted that the function f obtained in (4.2) is in C ∞ (X) and it is of left-K-finite type. Now we shall try to show that f ∈ S p (X) for some 0 < p ≤ 2. Towards that we shall first try to obtain a structural form of f δ λ analogous to the one given in Proposition 3.1. The assumption that f 
form a basis of the eigenspace E λ (δ, X).
We note that by using the definition (2.25) of the generalized spherical functions we can write the basis vectors as follows
Remark 4.6. For a group G with real rank one, we have identified the Iwasawa-A-subgroup with R.
With this normalization a, a * are identified with R and a + , a * + with R + . As we are only considering the real rank one group, so there will be a smallest positive restricted root α and at most one more which will be 2α. Clearly, α ∈ R + . This immediately suggests that for all λ with ℑλ ≤ 0, ℜ iλ, α ≥ 0. Hence, for all λ ∈ {λ ∈ a * ε | ℑλ ≤ 0}, the vectors Ψ λ,δj (x) forms a basis of E λ (δ, X). 
Proof. We note that by assumption the function λ → f δ λ (λ) is even for all x ∈ X. Therefore it is enough to establish the structural form (4.12) for λ's in a * ε with ℑλ ≤ 0. We have noticed that trf δ λ ∈ E λ (δ, X) for all λ ∈ a * ε and δ ∈ Γ(f ). Hence for λ ∈ {λ ∈ a * ε | ℑλ ≤ 0} we write trf δ λ (x) in terms of the basis vectors given in (4.11) as follows. 
Next we shall show that the matrices f δ λ (x) and Φ λ,δ (x)h δ (λ) have identical entries.
Now we use (4.14) to replace trf
The representation coefficients k → δ(k)v, u (u, v ∈ V δ ) satisfy the following consequences of the 'Schur's Orthogonality Relations' :
Using (4.17) in (4.16) as also the fact that {v i }(1 ≤ i ≤ d δ ) forms an orthonormal basis of the representation space V δ we write
For proving λ → h δ (λ) is holomorphic on Inta * ε it is enough to prove that each of its matrix entries is so. By definition the (1, j)th
Hence by (4.26) and the expression (4.21) we get:
As the first order zeros of Q δ (1 + iλ) are neutralized by that of f δ λ (a t ) 1j , so we write:
The left hand side of (4.28) is holomorphic on Inta * ε . To conclude that h δ j is holomorphic at λ ∈ Inta * ε , we can choose t 0 > 0 so that ϕ α+r,β+s λ (t 0 ) = 0 as is possible by the observation (4.23). Noting that ϕ α+r,β+s λ (t 0 ) is holomorphic in λ and that both sinh t 0 and cosh t 0 are positive we reach our conclusion.
is symmetric in λ and so from (4.28)
From the exact expression (2.29) of Q δ (1 − iλ) we further notice that the polynomials Q δ (1 + iλ) and Q δ (1 − iλ) have no common zeros. We can hence conclude that [
is analytic on Inta * ε . Using (4.28) again we get the desired analyticity of
Remark 4.11. For each x ∈ X and δ ∈ K M ; λ → f 
Remark 4.13. We note that for G = SU (n, 1), the quantities α ≥ 0, β = 0 (where α, β are as in (2.29)) and the parameterization (r, s) of K M runs over Z + × Z with r ± s ∈ 2Z + . Suppose for some δ ∈ K M , s δ < 0. In such a case we use the relation [Koo84, (5.75 
and rewrite (4.21) as follows
The Jacobi function ϕ 
Proof. The structural form obtained in Lemma 4.7 and (4.5) gives the following decay/growth condition for each (1, j)th matrix entry of f δ λ (a t ): for each m, n ∈ Z + ∪ {0}
(4.33) sup
Finally we shall show that P λ f (x) = f λ (x) ( λ ∈ a * ε ) where the function f is obtained in (4.2). As f is left K finite P λ f can be decomposed as follows
where the last line follows by using Proposition 3.1, and Γ(f ) being a finite subset of K M . Now from the above discussion and Proposition 3.1 we get the following:
ε . Thus (4.47) can be reformulated as P λ f (x) = δ∈Γ(f ) trf δ λ (x), which immediately gives P λ f (x) = f λ (x) for all λ ∈ a * ε and x ∈ X. We give the gist of what we have shown in this section in the form of the following theorem 
Inverse Paley-Wiener Theorem
We begin the section with a definition.
Definition 5.1. Let P R (X) be the class of scalar valued functions (λ, x) → f λ (x) on a * × X satisfying:
is an even, compactly supported C ∞ function on a * with it support lying in [−R, R] (note that our group G is of real rank-one and thus we have identified a * with R), (ii) for each λ ∈ a * , x → f λ (x) is a C ∞ function on X and f λ (·) ∈ E λ (X).
In this section we shall try to characterize the space P R (X) as an image of certain subspace of L 2 (X) under the spectral projection. We need to recall some basic results regarding a certain G-invariant domain Ξ in G C /K C called the complex crown. Here X C = G C /K C is the natural complexification (see [KÓS05] ) of the symmetric space X. The domain can be explicitly written as Ξ = G exp iΩ · x 0 , where x 0 = eK and Ω = {H ∈ a | |α(H)| < π 2 , α ∈ Σ} [KS05] . Let G(Ξ) be space of all holomorphic functions on the complex crown. For λ ∈ ia * , the function H → ϕ λ (exp iH) (H ∈ a) can be analytically continued in the tube domain a + 2iΩ [KS04] . Almost all the basic analysis on the crown domain uses a fundamental tool called the orbital integrals developed by Gindikin et al. [GK02] . Let h be a function on Ξ suitably decreasing at the boundary and Y ∈ 2Ω, then the orbital integral is defined by Our main theorem in this section is a consequence of the above theorem.
Theorem 5.3. A function f λ (x) (x ∈ X, λ ∈ a * ) is in P R (X) if and only if f λ (x) = (f * ϕ λ )(x) (∀ x ∈ X, λ ∈ a * ) for some f ∈ L 2 (X) which admits a holomorphic extension F ∈ G(Ξ) satisfying the estimate (5.2) Proof. Let f λ (x) ∈ P R (X); then we get a function , the function f ∈ L 2 (X) and it admits a holomorphic extension on the complex crown satisfying the estimate (5.2). On the other hand if g ∈ L 2 (X) then, for all λ ∈ a * and x ∈ X, P λ g(x) = g * ϕ λ (x) = K e −(iλ+1)H(x −1 k) g(λ, k) dk.
Furthermore if g can be extended holomorphically to some g ∈ G(Ξ) with g satisfying (5.2) then by Theorem 5.2, g(λ, ·) is supported in [−R, R]. It is now easy to show that g * ϕ λ (·) ∈ P R (X).
