Abstract. We examine the optimal control of stationary thermally convected uid ows from the theoretical and numerical point of view. We use thermal convection as control mechanism, that is, control is e ected through the temperature on part of the boundary. Control problems are formulated as constrained minimization problem. Existence of optimal control is given and a rst order necessary conditions of optimality from which optimal solutions can be obtained is established. We develop numerical methods to solve the necessary conditions of optimality and present computational results for control of cavity and channel type ows showing the feasibility of the proposed approach.
The control of vorticity has signi cant applications in science and engineering such as control of turbulence and control of crystal growth process. In this article we consider the minimization of vorticity in viscous incompressible thermally convected ows using boundary temperature as control mechanism.
We formulate the control problem as a constrained optimization problem for steady viscous incompressible thermally convected ow, namely that of computing a boundary temperature on a part of the boundary that minimizes the vorticity in the uid. The constraint is the system of equations that represents steady viscous incompressible NavierStokes equations coupled with the energy equation. The choice for the cost is a quadratic functional involving the vorticity in the uid so that a minimum of that functional corresponds to the minimum possible vorticity subject to the constraints. We then prove the existence of an optimal control and derive the rst-order necessary conditions characterizing the control. Once the necessary optimality conditions are derived, we develop numerical methods to solve such conditions and present numerical results showing the feasibility of the approach for cavity and channel type ows.
1.1. The governing equations of a thermally convected ow. The class of thermally convective ow we consider is modelled by Boussinesq equations whose derivation is based on certain assumptions about the thermodynamics and the thermal e ects on the ow. The rst one is that variations in density is negligible except for the body force term g in the momentum equations, where is the density and the vector g is the constant acceleration of gravity. We next assume that the density in the term g can be given by = 0 1 ? (T ? T 0 )], where T 0 and 0 are reference temperature and density, respectively, T is the absolute temperature and is the thermal expansion coe cient. Furthermore, we assume that in the energy equation, the dissipation of mechanical energy is negligible and the viscosity , the heat conductivity , the thermal expansion coe cient and the speci c where is a bounded open set and the heat source is assumed to be zero. If we assume there is a length scale`, a velocity scale U and a temperature scale T 1 ? T 0 in the ow, then one can de ne nondimensional Prandtl number Pr = c p = , Grashof number Gr = `3 2 0 jgj(T 1 ? T 0 )= 2 and Reynolds number Re = 0 U`= . Next, if we nondimensionalize according to x x=`, u u=U, T (T ? T 0 )=(T 1 ? T 0 ), and p (p ? g x)=( 0 U 2 ), we obtain the following nondimensional form of Boussinesq equations.
? 1 Re u + (u r)u + rp + Gr Re 2 Tg = 0 in ; r u = 0 in ; ? 1 RePr T + u rT = 0 in ; where g is now a unit vector in the direction of gravitational acceleration.
1.2. Statement of the optimal control problem. Let us next state the optimal control problem we consider where u 0 , T 0 and T 1 are given on the boundary and g is a temperature control by the radiational heating or cooling. In the cost functional J , the term R jr uj 2 d is a measure of vorticity ! ! ! = r u in the ow, the term R ? 1 jgj 2 d? is the measure of the magnitude of the control which is also required for the rigorous mathematical analysis of the control problem and the penalizing parameter adjusts the size of the terms in the cost. The ow quantities u, T and p denote as usual the velocity, temperature and pressure, respectively. The outline of the paper is as follows. In x2, we give a variational formulation of the state equations and study their wellposedness. We believe it is new since it deals with nonhomogeneous boundary conditions. In x3 the existence of optimal solutions and rst order optimality conditions for optimal control problems are established. x4 deals with computational methods to solve the necessary conditions of optimality. Finally, in x5, we present numerical results for control of cavity and channel ows using boundary temperature controls. for some constant C.
Step II (L 1 estimate): We show that if T 1 g T 2 then T 1 T T 2 almost everywhere x 2 : for every solution (u; T) 2 Z to (2.1). In fact, letting = inf(0; T ? T 1 ) in the second equation of (2.1) and using the same arguments as above, we obtain a 1 ( ; ) + b h (T ? g; ) ? 1 = 0 where (T ? g) = (T ? T 1 ? (g ? T 1 )) j j 2 on ? 1 : Thus, we obtain k k 2 1 = 0 which implies = 0 and hence T T 1 . Similarly, one can prove that T T 2 , choosing the test function = sup(0; T ? T 2 ).
We also have the uniqueness of solutions under the smallness assumption on u and T 1 ? T 2 . Then, we have the existence of solutions to the optimal control problem. Proof. Let (u k ; T k ; g k ) 2 S(g k ) C be a minimizing sequence. Since > 0, kg k k 0;? 1 is uniformly bounded in k and thus from (2.9) so is k(u k ; T k )k 1 . Hence there exists a subsequence of fkg, which will be denoted by the same index, such that (u k ; T k ; g k ) converges weakly to (u; T; g) 2 Z C, since V L 2 (? 1 ) is a Hilbert space and C is a closed and convex set. Since H 1 ( ) is compactly embedded into L 4 ( ), it follows from Lemma 2. ' is convex and lower semicontinuous it follows from 3] that (u; T; g) minimizes (3.1).
Assume that x = (z ; g ) = (u ; T ; g ) denotes an optimal pair of (3.1). Then we have the following theorem. The system (3.8){(3.9) forms the necessary conditions of optimality that optimal states and control must satisfy. This system will also be called the optimality system.
4. Computational Methods. In this section we describe a computational method to nd the optimal control by solving the optimality system (3.8){(3.9). We next brie y sketch the proof of optimal error estimates. We rst prove optimal error estimates for the approximations of the linearized optimality system. Then by a careful choice of spaces and operators we can t the optimality system into the framework of BrezziRappaz-Raviart theory (see 10]). By verifying all the requirements of that theory, we obtain optimal error estimates for the approximation of the optimality system of equations. 
Finite Element
We employ Newton's iteration method to solve this nite dimensional nonlinear system of equations.
Newtons
Method. The Newton's method based on exact Jacobian for solving the discrete optimality system is given as follows:
1 Triangulate the ow domain with a su ciently small mesh size h; choose nite element spaces X h and S h ; choose an initial guess (u 0 ; T 0 ; p 0 ; 0 ; 0 ; 0 ; g 0 ); 2 For n = 1; 2; , compute (u n ; T n ; p n ; n ; n ; n ; g n ) from the following discrete system of equations:
( g n ? b h n ; z h ) ? 1 = 0 8 z h 2 Z h \ L 2 (? 1 ) ; a 0 (u n ; v h ) + b 0 (u n?1 ; u n ; v h ) + b 0 (u n ? u n?1 ; u n?1 ; v h ) + c(v h ; p n ) +b (T n g; v h ) = 0 8 v h 2 X 0 h ; c(u n ; q h ) = 0 8 q h 2 S 0 h ; a 1 (T n ; h ) + b 1 (u n ; h ; T n?1 ) + b 1 (u n?1 ; h ; T n ? T n?1 ) +b h(T n ? g n ; h ) ? 1 = 0 8 h 2 X h \ V 1 ; a 0 ( n ; v h ) + b 0 (u n ? u n?1 ; v h ; n?1 ) + c(v h ; n ) + b 0 (v h ; u n?1 ; n ? n?1 ) +b 0 (u n?1 ; v h ; n ) + b 0 (v h ; u n ; n?1 ) + c(v h ; n ) +(r u n ; r v h ) = 0 8 v h 2 X 0 h ; c( n ; q h ) = 0 8 q h 2 S 0 h ; a 1 ( n ; h ) + b 1 (u n ; h ; n?1 ) + b 1 (u n?1 ; h ; n ? n?1 ) + b ( h ; n ) +b h( h ; n ) ? 1 = 0 8 h 2 X h \ V 1 :
At each Newton's iteration, we solve the linear system of equations by Gaussian eliminations for banded matrices. Under suitable assumptions, Newton's method converges at a quadratic rate to the nite element solution (u h ; T h ; p h ; h ; h ; h ; g h ). Quadratic convergence of Newton's method is valid within a contraction ball. In practice we normally rst perform a few successive approximations and then switch to the Newton's method. The successive approximations are de ned by replacing the second, fourth, fth and sixth equations in the Newton's iterations by
a 0 (u n ; v h ) + b 0 (u n?1 ; u n ; v h ) + c(v h ; p n ) + b (T n g; v h ) = 0 ; a 1 (T n ; h ) + b 1 (u n?1 ; h ; T n ) + b h(T n ? g n ; h ) ? 1 = 0 ; a 0 ( n ; v h ) + b 0 (u n?1 ; v h ; n ) + b 0 (v h ; u n ; n?1 ) + c(v h ; n ) +(r u n ; r v h ) = 0 a 1 ( n ; h ) + b 1 (u n?1 ; h ; n ) + b ( h ; n ) + b h( h ; n ) ? 1 = 0 :
In the case of the uncontrolled Navier-Stokes equations, the solution is unique for small Reynolds numbers and the successive approximations converge globally and linearly; see 7] . However, in the present case of an optimal system of equations for the Navier-Stokes equations, the solution is not shown to be unique and the successive approximation is not shown to be globally convergent, even for small Reynolds numbers. Our numerical experience seems to suggest that the global convergence of the successive approximations for the optimality system is still valid for small Reynolds numbers. Thus the combined successive approximations{Newton iterations gives an e ective method for solving the discrete optimality system of equations.
5. Computational Results. We will consider two test examples for vorticity minimization using boundary temperature control. Both examples are related to optimization and control of vapuor transport process for crystal growth. Some related works are reported in 19], 13] and 5]. In 19], tracking temperature eld in an ampoule using boundary temperature control is considered, tracking a desired history of the freezing interface location/motion in conduction driven solidi cation process using temperature control is considered 13] and some optimal control problems in combustion are discussed in 5].
5.1. Numerical Example 1. In this example, we consider the control of vorticity in a backward-facing-step channel ow. The vorticity is caused by the injection of ow at the inlet of the channel and we try to control the vorticity or the recirculation rather by adjusting the temperature at the top and bottom walls. A schematic of the backwardfacing-step channel is shown in Figure 1 . The height of the step is 0.5 and that of the out ow boundary is 1. The length of the very bottom of the channel is 5 and the total horizontal length is 6. Figure 3 The computational domain is divided into around 350 triangles with re ned grid near the corner, see Figure 2 . The nite element spaces X h and X h are chosen to be piecewise quadratic elements (for u h and T h ) de ned over triangles and the space S h is chosen to be piecewise linear element (for p h ) de ned over the same triangles.
A recirculation appears at the corner region whose size increases with increasing Reynolds number. The objective is to shape the recirculation region by applying temperature control on the very top boundary ? top and bottom boundary ? bottom .
We take the corner region of the channel = (1; 3) (0; :5), see Figure 1 , for vorticity minimization. The control is computed by solving the optimality system (3.9){(3.10) by applying nite element and Newtons method described in x4.1{2. The parameter in the functional was chosen as = 0:01 and the adjoint state variables , and were discretized using the same way as their state counterparts. At each Newton iteration a banded Gaussian elimination was used to solve the resulting linear system. We obtain the optimal solution typically in 7 Newton iterations. Figure 4 gives the controlled velocity eld u h , Figures 5 and 6 are the blow-up of the uncontrolled and controlled ows, respectively, at the corner of the backward-facing-step. Figures 7 and 8 Figure 9 , is a classical con guration for the growth of compound semiconductors by metalorganic vapor phase epitaxy. The reactant gases are introduced at the top of the reactor and ow down to the substrate (? 2 ) which is kept at high temperature. This means that least dense gas is closest to the substrate and the ow is likely to be a ected by buoyancy driven convection. In order to have uniform growth rates and better compositional variations, it is essential to have ow eld without recirculations. Our objective here is to minimize the vorticity by adjusting the temperature at the side walls (? 1 ) in order to obtain a ow eld without recirculations and thereby obtain better vertical transport.
The geometry of the prototype reactor, depicted in Figure 9 , has two outlet portions, ? o , and an inlet, ? i , whose widths are 1/3. The size of the susceptor region ? 2 and that of the side walls ? 1 are 1; the height of the inlet port ? s is 1/3.
The boundary conditions for computations were as follows: For the uncontrolled ow computations, we take g = 0 and throughout the computations in this problem we take the Reynolds number to be Re = 100, the Prandtl number to be Pr = :72 and h = 1. For the discretization, the nite element spaces were chosen to be the same as in the previous example.
We performed simulations with several values of Gr=Re 2 for the uncontrolled case. The ow situations are shown in Figure 10a ){15a) and the corresponding vorticity in L 2 norm is given in Table-I . Two standing circulation appear near the susceptor due to natural convection which did not appear at all when Gr=Re 2 1. For the control simulations heating/cooling control was applied to the side walls ? 1 with xed in ow rate and vorticity cost was minimized with the parameter = 0:01. This control problem was solved using our optimal control techniques.
The resulting ow elds for various Gr=Re 2 values are shown in Figure 10b ){15b) and the corresponding vorticity in L 2 norm is given in Table- Table I . Uncontrolled and Controlled Vorticity in L 2 norm for di erent Gr=Re 2 6. Conclusion. In this article we studied vorticity minimization problem in uid ows using boundary temperature controls. We formulated the problem as constrained minimization problem with cost functional being the vorticity in the ow. We proved the existence of optimal solution and the existence of Lagrange multipliers. The necessary conditions of optimality was given characterizing the controls and optimal states. Newton's method combined with mixed nite element method is used to solve the necessary conditions of optimality. We nally solved two canonical problems demonstrating the feasibility of the approach. 
