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Resumen
El aprendizaje por refuerzo es una técnica que se
utiliza en la búsqueda de soluciones en sistemas de
decisión secuencial. Una gran parte de los algorit-
mos usados en el aprendizaje por refuerzo se fun-
damentan en la programación dinámica, se consi-
dera que el aprendizaje por refuerzo es una exten-
sión de la programación dinámica que proporciona
soluciones sin la necesidad de conocer el modelo de
comportamiento del sistema. Estas técnicas com-
binan algunas caracteŕısticas del control óptimo y
control adaptativo para el diseño de controladores
realimentados. Se describen los algoritmos básicos
del aprendizaje por refuerzo para la implementa-
ción de soluciones en sistemas discretos determi-
nistas. Finalmente, se realizaron pruebas prácticas
de la implementación del algoritmo de aprendizaje
Q-Learning en un péndulo de un grado de liber-
tad, con el objetivo de verificar si el algoritmo de
aprendizaje converge y proporciona un controlador
estabilizante.
Palabras clave Aprendizaje por refuerzo, Q-
Learning, control óptimo, control adaptativo ópti-
mo, programación dinámica .
1. Introducción
El aprendizaje por refuerzo (RL, reinforcement
learning) es un conjunto de técnicas para resolver
problemas de decisión secuenciales, en los cuales
las decisiones son aplicadas al sistema con el ob-
jetivo de obtener una respuesta deseada[12][16].
Este tipo de problemas secuenciales aparecen en
una amplia variedad de campos entre los que po-
demos mencionar el control automático, inteligen-
cia artificial, robótica, control de procesos, entre
otras[10]. El aprendizaje por refuerzo a diferencia
de las técnicas de programación dinámica(DP, dy-
namic programming) no requiere del conocimien-
to del modelo[2][3]. Debido a los múltiples oŕıge-
nes del RL es común encontrar en la literatura los
mismos conceptos con diferentes definiciones, por
ejemplo: programación neuro-dinámica[4], progra-
mación dinámica aproximada[10], programación
dinámica adaptativa[9] entre otros.







Figura 1: Elementos de la DP y RL y su flujo de
interacción[5].
blema a resolver en la DP y RL son representados
en la Figura 1. Se muestra la manera en la que
un agente interactúa con el entorno mediante tres
señales: una señal de estado del entorno, una señal
de acción que permite al agente influenciar el esta-
do del entorno y una señal escalar de recompensa,
la cual proporciona al agente información sobre la
calidad de la acción que acaba de realizar en el es-
tado actual. En cada instante temporal, el agente
recibe una medida del estado y realiza una acción.
Como consecuencia de la acción realizada se pro-
duce una transición del entorno a un nuevo estado.
Además se genera una señal de recompensa que
evalúa la calidad de dicha transición. Entonces el
agente recibe el nuevo estado y el ciclo completo
se repite [12].
El agente selecciona la acción realizada en cada
estado de acuerdo a una poĺıtica. La poĺıtica es
una función que mapea los estados a acciones. El
objetivo del agente es aprender una poĺıtica que
maximice la cantidad total de recompensa reci-
bida, es decir, la recompensa acumulada a largo
plazo[12][4][5].
Considerando las caracteŕısticas que presentan los
controladores proporcionados por las técnicas de
RL se analizan e implementan algoritmos para sis-
temas discretos lineales de los cuales se desconoce
su comportamiento dinámico[6][7].
El paper está estructurado de la siguiente forma:
en la sección 2 se describen los conceptos bási-
cos de la programación dinámica y el aprendizaje
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por refuerzo. La sección 3 describe el aprendizaje
por refuerzo para sistemas lineales discretos. En
la sección 4 se realiza la simulación del aprendi-
zaje en sistemas lineales. En la sección 5 se des-
cribe la aplicación del algoritmo de aprendizaje
Q-Learning a un péndulo de un grado de libertad
y se finaliza con la sección 6 de conclusiones.
2. Programación dinámica y
aprendizaje por refuerzo
La programación dinámica es una parte funda-
mental de la teoŕıa de control óptimo. En un pro-
blema de control óptimo, el objetivo es desarrollar
un controlador que minimice una medida del com-
portamiento de un sistema dinámico a lo largo del
tiempo [4], esta medida de comportamiento es eva-
luada con un ı́ndice de costo o función de valor y
este ı́ndice o valor puede ser definido en términos
de objetivos de optimalidad [8].
El RL tiene sus oŕıgenes en el campo de la inte-
ligencia artificial y se encuentra inspirado en los
mecanismos de aprendizaje biológico. Espećıfica-
mente, tiene sus ráıces en el condicionamiento ope-
rante entre las diferentes formas que un indivi-
duo puede responder ante una misma situación,
aquellas que estén acompañadas de una satisfac-
ción(refuerzo positivo), estarán más firmemente
conectadas a dicha situación de repetirse.
Los algoritmos DP para encontrar una poĺıtica
óptima requieren de un modelo MDP Markov de-
cision processes incluyendo la dinámica de transi-
ción y la función de refuerzo[4], en general muchos
problemas de decisión toman como marco de refe-
rencia los MDP incluidos los sistemas de control
realimentados [7], un estudio detallado y amplio
sobre MDP se puede consultar en [11].
Los algoritmos de RL son libres de modelo [12][4]
lo que les hace muy útiles cuando la obtención del
modelo de un proceso es demasiado dificultosa o
muy costosa de ser implementada. Estos algorit-
mos usan datos obtenidos del proceso, estos datos
pueden ser un conjunto de trayectorias, una sim-
ple trayectoria o un conjunto de muestras, lo que
implica trabajar con un número limitado de datos
que provienen proceso. Mientras los algoritmos de
DP pueden usar el modelo para obtener cualquier
número de muestras de transición de cualquier par
estado-acción.
2.1. Criterios de optimalidad
El objetivo de los algoritmos de DP/RL es encon-
trar una poĺıtica que maximice la recompensa ob-
tenida por el agente a lo largo del tiempo. Escoger
entre los criterios de optimalidad está relacionado
con el problema del aprendizaje. La mayor parte
de los algoritmos de DP y RL emplean el crite-
rio de optimalidad de horizonte infinito desconta-
do (ecuación 1) debido a que posee propiedades





Donde rt es el refuerzo instantáneo y γ ∈ [0, 1) es
el factor de descuento.
2.2. Función de valor y ecuaciones de
Bellman
Las funciones de valor son el punto de unión entre
el sistema y el criterio de optimalidad. Una fun-
ción de valor es una estimación de la bondad que
supone para un agente estar en un determinado
estado cuando se sigue una poĺıtica fija. Existen
dos tipos de funciones de valor: función V , que es-
tima la bondad de estar en un estado, y función Q
que estima la bondad de realizar una acción en un
estado. Usando el modelo de horizonte infinito con











Una de las caracteŕısticas fundamentales de las
funciones de valor es que satisfacen ciertas pro-
piedades recursivas. Para cualquier poĺıtica π y
cualquier estado x la expresión en la ecuación 2
puede ser definida recursivamente en términos de
la llamada ecuación de Bellman[2].
V π(x) = rt + γrt+1 + γ
2rt+2 + ...
= rt + γV
π(xt+1)
(4)
La meta buscada es encontrar la mejor poĺıtica,
por ejemplo la que reciba el mayor retorno. Esto
significa maximizar la ecuación 2 para todos los
estados x ∈ X. Una poĺıtica óptima, denotada π∗,
es tal que V π
∗
(x) ≥ V π(x) para todo x ∈ X y
todas las poĺıticas π. Se puede demostrar que la




V ∗(x) = máx
u
[r(x, u) + γV ∗(x′)] (5)
Esta ecuación se denomina la Ecuación de opti-
malidad de Bellman. Y establece que el valor de
un estado bajo una poĺıtica óptima debe ser igual
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al retorno esperado para la mejor acción en ese
estado. Para seleccionar una acción óptima dada




[r(x, u) + γV π(x′)] (6)
La denominación de esta poĺıtica es poĺıtica voraz
(greedy policy), se denota πgreedy(V ). Esta poĺıtica
selecciona la mejor acción usando la función de va-
lor V . Análogamente el valor óptimo estado-acción
es:
Q∗(x, u) = r(x, u) + γmáx
u′
Q∗(x′, u′) (7)
Las Q-funciones son muy útiles debido a que ha-
cen innecesaria la suma ponderada sobre las dife-
rentes alternativas usando la función de transición.
Esa es la razón por la cual en el enfoque libre de
modelo donde no se conoce la función de transi-
ción ni la función de recompensa son aprendidas
en lugar de las V-funciones. La relación entre Q∗
y V ∗ esta dada por:
V ∗(x) = máx
u
Q∗(x, u) (8)




Es decir, la mejor acción es la acción que tiene la
mayor utilidad esperada sobre la base de posibles
estados próximos resultantes de tomar esa acción.
Los algoritmos de DP y RL de a acuerdo a como
se obtienen la poĺıtica óptima se clasifican en algo-
ritmos de Iteración de función de valor (VI,Value
Iteration), buscan el valor óptimo de la función
de valor, que consiste en el máximo refuerzo de
cada estado o de cada par estado-acción. Algorit-
mos de Iteración de poĺıtica (PI, Policy Iteration),
evalúan las poĺıticas a través de construir sus fun-
ciones de valor (en lugar de la función de valor
óptima), y utilizan estas funciones de valor para
hallar nuevas y mejores poĺıticas.
Hay varios métodos para la implementación de
los algoritmos VI y PI. Los tres prinicipales son:
cálculo exacto, métodos de Monte Carlo y aprendi-
zaje por diferencias temporales(TD,Temporal dif-
ference)[4][12][10]. Los dos últimos métodos pue-
den ser implementados sin el conocimiento de la
dinámica del sistema, el método de diferencias
temporales es el que se toma como referencia en
las secciones posteriores.
2.2.1. Temporal difference
Temporal difference hace referencia a una familia
de métodos para estimar, o predecir, la función V
de una poĺıtica fija, aunque como veremos en sec-
ciones posteriores, el concepto del aprendizaje TD
puede ser extendido al caso de funciones Q[12]. En
los métodos TD la función V se estima en base a
otras estimaciones previas, técnica que recibe el
nombre de bootstraping [12]. Cada vez que el agen-
te realiza una acción el algoritmo TD utiliza la
recompensa generada y la estimación actual de V
para realizar una nueva estimación de acuerdo a
la expresión:
Vk+1(xk) = Vk(xk)+
αk [rk+1 + γVk(xk+1)− Vk(xk)]
(10)
donde αk ∈ [0, 1] es la secuencia de tasas de apren-
dizaje que determina la cantidad con la que se ac-
tualiza el valor del estado xk. El término entre
corchetes, se conoce como diferencia temporal y
da nombre al método, es la diferencia entre la nue-
va estimación de la función V , rk+1 + γVk(xk+1),
y la estimación en el instante temporal anterior,
Vk(xk).
3. Aprendizaje por refuerzo y
control adaptativo óptimo para
sistemas lineales en tiempo
discreto
El análisis f́ısico de los sistemas utilizando por
ejemplo la mecánica lagragiana o la mecánica
hamiltoniana que son una reformulación de la
mecánica clásica proporcionan descripciones de los
sistemas en términos de ecuaciones diferenciales
ordinarias no lineales. Discretizando obtenemos
una representación de los sistemas en ecuaciones
en diferencias[8].
Considerando un sistema discreto representado
por las siguiente ecuación en diferencias
xk+1 = f(xk) + g(xk)uk (11)
donde el estado xk ∈ Rn y la acción de control
uk ∈ Rm. Una poĺıtica de control esta definida
como una función del espacio de estados al espacio
de control h(.) : Rn → Rm. Lo que significa que
por cada estado se define una acción de control
dada por
uk = h(xk) (12)
Una poĺıtica es simplemente un controlador reali-
mentado. A partir de definir una función costo se




γi−k(xTi Hxxi + u
T
i Huui) (13)
con un factor de descuento 0 < γ ≤ 1, Hx ∈
Rnx×nx y Hu ∈ Rnu×nu , son las matrices de pesos
de la función de costo cuadrático y uk = h(xk)
una poĺıtica de control realimentada. El costo de
cada etapa
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es considerado como cuadrático en uk para sim-
plificar el desarrollo, pero puede ser cualquier fun-
ción de control definida positiva. Se asume que el
sistema es estabilizante en un conjunto Ω ∈ Rn,
lo que significa que existe una poĺıtica de con-
trol uk = h(xk) que el sistema en lazo cerrado
xk+1 = f(xk) + g(xk)h(xk) es asintóticamente es-
table en Ω. Una poĺıtica se dice que es admisible si
esta es estabilizante y proporciona un costo finito
V h(xk) para la trayectorias en Ω[8][1]. Para siste-
mas determińısticos discretos, el valor óptimo esta
dado por la ecuación de optimalidad de Bellman
V ∗(xk) = mı́n
h(.)
(r(xk, h(xk)) + γV
∗(xk+1)) (15)
Que es justamente la ecuación Hamilton-Jacobi-
Bellman(HJB)[8] en tiempo discreto. Y tenemos
que la poĺıtica óptima es
h∗(xk) = argmı́n
h(.)
(r(xk, h(xk)) + γV
∗(xk+1)))
(16)
Para el regulador lineal cuadrático para sistemas
discretos(DT LQR) tenemos,






γi−k(xTi Hxxi + u
T
i Huui) (18)
Notar que desde el punto de vista de los sistemas
de control el objetivo que busca el aprendizaje por
refuerzo es encontrar una poĺıtica óptima que mi-
nimice el coste acumulado.
Iteración de poĺıtica(PI) usando aprendiza-
je por diferencias temporales[7]
Inicialización
Seleccionar cualquier poĺıtica de control admisible
h0(xk).
Hacer para j = 0 hasta converger
Evaluación de Poĺıtica











donde ∇V (x) = δV (x)/δx es el gradiente de la
función de valor , interpretado aqúı como un vec-
tor columna. En el método de iteración de la fun-
ción de valor se realiza de manera similar, pero el
procedimiento de evaluación de la poĺıtica se rea-
liza de la siguiente forma.
Iteración de la función de valor(VI) usando
aprendizaje por diferencias temporales[7]
Actualización de la función valor en cada paso
Actualización del valor usando
Vj+1(xk) = r(xk, hj(xk)) + γVj(xk+1) (22)
En VI se puede seleccionar cualquier poĺıtica de
control inicial h0(xk), no necesariamente admisi-
ble o estabilizante.
3.1. Aproximación de la función de valor
Para implementaciones prácticas de PI y VI para
sistemas dinámicos con infinitos espacios de es-
tado y de acciones es aproximar la función de va-
lor usando una estructura de un aproximador ade-
cuado en términos de parámetros desconocidos[6].
Aśı, los parámetros desconocidos son ajustados en
ĺınea exactamente como en un sistema de identifi-
cación. Esta idea de la aproximación de la función
de valor (VFA) fue usada por Werbos[15][14] y lla-
mada programación dinámica aproximada(ADP)
o programación dinámica adaptativa. Esta fue
usada por Bertsekas y Tsitsiklis[4] y la llamó pro-
gramación neurodinámica.
En el caso del LQR es conocido que el valor es








(vec(P ))T (xk ⊗ xk) ≡ pTφ(xk)
(23)
El producto de Kronecker ⊗ permite escribir es-
ta forma cuadrática como una lineal en vector
de parámetros p = vec(P ), que se forma api-
lando la columnas de la matriz P [7]. El vector
φ(xk) = xk = xk ⊗ xk es el vector polinomial
cuadrático que contiene todos los posibles pares
de productos de n componentes de xk. Notar que
P es simétrica y tiene solamente n(n + 1)/2 ele-
mentos independientes, removiendo los términos
redundantes en xk ⊗ xk para definir un conjunto
de base cuadrática φ(xk) con n(n+1)/2 elementos
independientes[7][6].





wiϕi(x) ≡W tφ(x) + εL(x) (24)
donde el vector de base φ(x) =
[ϕ1(x) ϕ2(x) ... ϕL(x)] : R
n → RL y
εL(x) converge uniformemente a cero mientras el
número de términos L→∞[7][5][3].
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3.2. Control adaptativo óptimo en
sistemas lineales discretos con
dinámica desconocida
El método de RL Q-learning proporciona un algo-
ritmo de control adaptativo que converge en ĺınea
a la solución de control óptima para sistemas en
los que se desconoce completamente su dinámi-
ca. Este método resuelve la ecuación de Bellman
y las ecuación HJB en tiempo real a través de la
medición de datos a lo largo de las trayectorias del
sistema, sin conocer la dinámica f(xk), g(xk)[7].
Q-learning [13] es un método simple de RL que tra-
baja para sistemas desconocidos, esto es, para sis-
temas los cuales se desconoce completamente su
dinámica. Q-learning aprende la función Q usado
el método de diferencias temporales(TD) y reali-
zando una acción uk y midiendo en cada etapa
el resultado del conjunto de datos de experien-
cia (xk, xk+1, rk) consistentemente en el estado ac-
tual, el estado próximo y el costo resultante[8].
El algortimo Q-Learning puede ser fácilmente
desarrollado para sistemas dinámicos discretos
usando aproximaciones de la función Q, en [8] se
desarrolla y se muestra las principales ecuaciones
para el Q-Learning en sistemas discretos.
Tomando como referencia [7], tenemos que para
un sistema no lineal la función Q es parametrizada
como
Q(x, u) = WTφ(z)
para algún vector de parámetros desconocido W
y un conjunto de vectores base φ(z). Para un DT
LQR, φ(z) es un conjunto base cuadrático forma-
do por componentes de estado y entrada. Por lo
tanto, el error TD es
ek = −WTφ(zk) + r(xk, uk) + γWTφ(zk+1) (25)
sobre el cual los algoritmos PI y VI pueden basar-
se. Considerando el algoritmo PI el paso de eva-
luación de una función Q es
WTj+1(φ(zk)− γφ(zk+1)) = r(xk, hj(xk)) (26)
y el paso de mejora de la poĺıtica es
hj+1(xk) = argmı́n
u
(WTj+1φ(xk, u)), x ∈ X (27)
Q-learning usando VI esta dado por
WTj+1φ(zk) = r(xk, hj(xk))− γWTj φ(zk+1) (28)
y la ecuación 27. Estas ecuaciones no requieren
conocimiento de la dinámica f(.), g(.).
Para implementaciones en ĺınea, para resolver la
ecuación 26 se puede usar LS por lotes o RLS para
el vector de parámetros Wj+1 obteniendo el vector
de regresión φ(zk) − γφ(zk+1), o en 28 usando el
vector de regresión φ(zk). Los datos observados en
cada instante de tiempo son (zk, zk+1, r(xk, uk))
con zk ≡ [xTk uTk ]T , con uk+1 = hj(xk+1) y hj(xk)
la poĺıtica actual. Se debe agregar ruido de explo-
ración a la entrada de control para obtener una
excitación persistente.
Después de la convergencia de los parámetros de
la función Q, la actualización de la acción es rea-
lizada. Esto se realiza fácilmente sin conocer la
dinámica del sistema debido a que la función Q
contiene uk como uno de sus argumentos aśı que











W = [0m,n Im]∇φTW
donde 0m,n ∈ Rm×n es una matriz de ceros. El
vector de base φ(z) = z ⊗ z ∈ Rn+m2 es el vector
polinomial cuadrático que contiene todos lo posi-
bles pares de productos de los n+m componentes








Las simulaciones realizadas en esta sección consi-
deran sistemas discretos lineales en los cuales la
dinámica del sistema no es conocida.
4.1. Aprendizaje por refuerzo para un
Sistema lineal discreto de segundo
orden usando PI(Policy Iteration).
En esta simulación se muestra el uso del algoritmo
PI para resolver la DT ARE sin conocer la dinámi-
ca del sistema, es decir, para el caso del LQR se
desconoce las matrices A y B del sistema. Las ma-
trices solo se usan para generar las trayectorias y
adquirir los datos que el algoritmo requiere. Por
lo tanto, el modelo del sistema a considerar aqúı











que representa un modelo discretizado de un sis-
tema sencillo masa-muelle-amortiguado Figura 2.
La solución de DT ARE con los pesos de la fun-
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Figura 2: Sistema de masa, muelle y amortiguador

















Figura 3: Variables de estado del sistema simulado
Definimos la aproximación de la función de valor
considerando un modelo de coste cuadrático en la
acción de control:
Q(xk, uk) = W
Tφ(xk, uk)
φ(xk, uk) = [x
2






W = [w1 w2 w3 w4 w5 w6]
T




w−16 [w3 w5][xk1 xk2]
T
La implementación online de PI se realizó usan-
do el método de mı́nimos cuadrados recursivos
(Recursive-Least-Squares,RLS ). Las trayectorias
de los estados se muestran en la Figura 3, don-
de se evidencia como los estados son regulados a







El algoritmo implementado es un algoritmo adap-
tativo de control que identifica la función Q a
través de técnicas RLS. Para su implementación
no se requiere de las matrices de la dinámica del
sistema(A,B). El algoritmo efectivamente resuel-
ve la ecuación algebraica de Riccati en ĺınea a
tiempo real usando datos (xk, uk, xk+1, uk+1) me-
didos en tiempo real en cada instante k. Es ne-
cesario agregar ruido de exploración a la señal de
control para garantizar una excitación persistente
para lograr la convergencia usando RLS.
4.2. Aprendizaje por refuerzo para un
sistema lineal discreto usando
VI(Value Iteration)[7].
En esta simulación se muestra el uso del algorit-
mo VI para resolver la DT ARE sin conocer la
dinámica del sistema. Un modelo lineal puede ser
usado par representar el sistema dinámico alrede-
dor de un punto de operación espećıfico con una
carga de valor constante. El problema se incremen-
ta con el hecho de que los parámetros de la planta
no son conocidos, mientras lo que se busca es una
solución de control óptima. El modelo del sistema
a considerar aqúı es ẋ = Ax + Bu. Los paráme-
tros del sistema en tiempo continuo se seleccionar




−0.0665 8 0 0
0 −3.663 3.663 0
−6.8681 0 −13.7363 −13.7363








El sistema se ha discretizado con un periodo de
muestreo de T = 0.01s y los pesos de la función




0.4805 0.4772 0.0604 0.4771
0.4772 0.7892 0.1240 0.3855
0.0604 0.1240 0.0567 0.0304
0.4771 0.3855 0.0304 2.3509

La implementación de VI se realizó usando
mı́nimos cuadrados por lotes, es aśı que la
ecuación de Riccati es resuelta con los datos
(xk, xk+1, r(xk, uk)). La aproximación de la fun-
ción de valor es:
Q(xk, uk) = W
Tφ(xk, uk)
φ(xk, uk) = [x
2
k1, xk1xk2, xk1xk3, xk1xk4, xk1uk,









W = [w1 w2 w3 ... w14 w15]
T








15 [w5 w9 w12 w14][xk1 xk2 xk3 xk4]
T
Las trayectorias de los estados del sistemas se
muestran en la Figura 4, donde se observa que los
estados son regulados a cero. Los valores finales de
los parámetros estimados para P son
PRL =

0.4753 0.4770 0.0602 0.4769
0.4770 0.7837 0.1238 0.3852
0.0602 0.1238 0.0513 0.0302
0.4769 0.3852 0.0302 2.3457

La Figura 5 muestra la convergencia de Pk a sus
valores óptimos P ∗ durante el proceso de apren-
dizaje. Para su implementación no se requiere de
las matrices de la dinámica del sistema(A,B). El
XXXVIII Jornadas de Automática
365

























Figura 4: Variables de estado del sistema simulado













Figura 5: Convergencia de Pk a su valor óptimo P ∗
algoritmo efectivamente resuelve la ecuación alge-
braica de Riccati en ĺınea a tiempo real usando
datos (xk, uk, xk+1, uk+1) medidos en tiempo real
en cada instante k. Es necesario agregar ruido de
exploración a la señal de control para garantizar
una excitación persistente para lograr la conver-
gencia usando LS.
5. Experimentación real: Péndulo
de un grado de libertad(1DoF)
En esta sección se describe la implementación
práctica del algoritmo de aprendizaje Q-Learning
en un péndulo de un grado de libertad, con el obje-
tivo de verificar si el algoritmo de aprendizaje nos
proporciona una ganancia estabilizante, conside-
rando que no se ha tomado en cuenta para la fun-
ción de coste las no linealidades existentes en ex-
perimentos prácticos. Las implementaciones reales
de los algoritmos se han hecho sobre un banco de
experimentos mostrado en la Figura 6. El banco
de pruebas esta formado por un péndulo de 1DoF
cuyo actuador es un motor DC, el péndulo posee
un sensor de posición de efecto hall en el primer
eslabón. El experimento diseñado se ha definido
Figura 6: Sistema implementado para pruebas de
aprendizaje Q-Learning.












Figura 7: Convergencia de la matriz de parámetros
del aprendizaje usando VI.
como la búsqueda del controlador con realimenta-
ción del estado para una trayectoria del péndulo
desde una posición inicial de −π3 [rad] hasta su po-
sición arriba 0[rad]. En la etapa de exploración se
adquirieron 3000 muestras a un periodo de adqui-
sición de T = 10ms. Los datos obtenidos en la
exploración ingresan al algoritmo de aprendizaje
implementado Q-Learning, el factor de descuen-
to es γ = 0.98 y las matrices de ponderación del






, Hu = 0.1
La aproximación de la función de valor es
Q(xk, uk) = W
Tφ(xk, uk) y la Figura 7 muestra la
convergencia del vector de pesos W . La Figura 8
muestra la evolución de la posición del péndulo
usando el controlador aprendido y comparándolo
con un controlador proporcional-derivativo(PD).
6. Conclusiones
El aprendizaje por refuerzo proporcionan solucio-
nes a problemas de decisión secuencial, los cuales
aparecen en una amplia variedad de campos entre
ellos el de los sistemas de control. Gran parte de
los algoritmos de aprendizaje por refuerzo se ba-
san en las técnicas de programación dinámica, y la
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Figura 8: Evolución de la posición del sistema y
la acción de control del controlador Q-Learning
y de un controlador PD implementado desde la
condición inicial x0 = [−π3 0]
T .
diferencia fundamental yace en que la DP requie-
re de un modelo de comportamiento mientras que
RL no requiere del conocimiento del modelo para
proporcionar una solución, espećıficamente en el
caso de los sistemas de control proporcionan un
controlador estabilizante y óptimo. El aprendiza-
je por refuerzo nos permite diseñar controladores
adaptativos que convergen a soluciones óptimas
usando los datos medidos a lo largo de las trayecto-
rias del sistema. Las simulaciones también permite
concluir que la técnica de aprendizaje Q-Learning
resuelve la ecuación de Riccati, en nuestro caso en
las simulaciones de manera online y en el experi-
mento real de manera offline, sin el conocimiento
del comportamiento dinámico del sistema, simple-
mente observando los datos medidos(exploración)
a lo largo de las trayectorias del sistema.
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