This paper addresses the instability of a two-layer coastal current in a quasigeostrophic model; the potential vorticity (PV) structure of this current consists in two uniform cores, located at different depths, with finite width and horizontally shifted. This shift allows both barotropic and baroclinic instability for this current. The PV cores can be like-signed or opposite-signed, leading to their vertical alignment or to their hetonic coupling. These two aspects are novel compared to previous studies. For narrow vorticity cores, short waves dominate, associated with barotropic instability; for wider cores, longer waves are more unstable and are associated with baroclinic processes. Numerical experiments were performed on the f-plane with a finite-difference model. When both cores have like-signed PV, trapped instability develops during the nonlinear evolution: vertical alignment of the structures is observed. For narrow cores, short wave breaking occurs close to the coast; for wider cores, substantial turbulence results from the entrainment of ambient fluid into the coastal jet. When the two cores have opposite-signed PV, the nonlinear regimes range from short wave breaking to the ejection of dipoles or tripoles, via a regime of dipole oscillation near the wall. The Fourier analysis of the perturbed flow is appropriate to distinguish the regimes of short wave breaking, of dipole formation, and of turbulence, but not the differences between regimes involving only vortex pairs. To explain more precisely the regimes where two vortices (and their wall images) interact, a point vortex model is appropriate.
INTRODUCTION
Planetary fluids, strongly constrained by rotation and stratification, are a favorable medium for the birth, growth and interaction of intense vortices. In the ocean in particular, such vortices can be generated by the instability of intense, sheared currents. If intense vortices are often found in the upper layers of the ocean, others can grow and live for hundreds of turnover periods in the ocean depths.
A well-known example of surface current is the Kuroshio, which is the western boundary current of the North Pacific Ocean. South of Japan, the Kuroshio is a fast and narrow current flowing north-eastward along the continental slope, and making a deflection at about 138 o E, giving rise to the Kuroshio extension (KE) east of Japan. The instability of this current produces many vortices, and indeed, this region has the highest turbulent kinetic energy in the North Pacific ( [16] ).
From the WOCE database, we selected section P10 with CTD/LADCP stations across the path of the Kuroshio. We used temperature and salinity data to calculate the density.
From the velocity, we computed the relative vorticity and finally we obtained Ertel potential vorticity (PV) 1 . Here, we present the Ertel PV anomalies (PV of the current minus PV of
The objective of the present paper is to determine the conditions of prevalence of either type of instability (barotropic or baroclinic), the ensuing nonlinear regimes in parameter space, and to quantify them with simple models. In section 2, we present the model and physical configuration for this problem. In section 3, we provide the mathematical analysis of linear stability of the current. In section 4, we classify and describe the nonlinear regimes of the unstable current, for both like-signed and opposite-signed PV cores. Finally, in section 5,
we discuss more completely the regimes of vortex dipole oscillation or ejection.
MODEL AND CONFIGURATION
We consider a two-layer quasi-geostrophic model for ocean currents. This model assumes that the Rossby number of the flow Ro = U/f L is small, and that its Burger number
2 is of order unity. U is a characteristic velocity magnitude, L a characteristic width, H a characteristic thickness, f is the Coriolis parameter (twice the rotation rate of the Earth, times the sine of the latitude), and N is the buoyancy frequency. Here, we neglect the variations of the Coriolis parameter with latitude, which are small compared with the PV of the flow.
The evolution of the fluid flow in this model is governed by the following equation
which describes the advection and dissipation of quasi-geostrophic potential vorticity. Quasigeostrophic potential vorticity is the equivalent of Ertel potential vorticity anomalies under the conditions Ro 1, Bu ∼ 1. In the upper and lower layers, quasi-geostrophic potential vorticity is defined by
We also define J(a, b) = ∂ x a∂ y b − ∂ x b∂ y a, the Jacobian of a and b, and ψ k is the stream function in layer k. The Froude numbers are F n = f 2 0 L 2 /(g H n ) for each layer (j = 1, 2), H n is the nth layer depth at rest, f 0 is the Coriolis parameter and g = g(ρ 2 − ρ 1 )/ρ 1 is the reduced gravity between the layers. The dissipation terms D n exist only in the nonlinear numerical model (see below).
To follow the example of the Kuroshio, we set H 1 = H 2 = 200 m, f 0 = 10 −4 s −1 , and g = 9 × 10 −2 ms −2 , which corresponds to a typical ocean stratification in the Kuroshio region. The Rossby deformation radius is defined by
In our configuration the value of the Rossby radius is R d = 30 km.
For nonlinear evolutions, equations 1 and 2 are solved using a finite-difference code which uses an Arakawa energy and enstrophy conserving scheme. The model domain is a flat bottom periodic channel, with along-shore x and cross-shore y coordinates. The horizontal resolution is ∆x = ∆y = 5 × 10 3 m on a 200 × 100 grid. In the numerical model, the dissipation terms D n represent bi-harmonic diffusion which suppressed the accumulation of grid scale vorticity features; specifically,
where ν = 10 8 m 4 s −1 is the bi-harmonic diffusion coefficient. This model is initialised with the mean flow (the equivalent of the Kuroshio current) slightly perturbed with a sinusoidal wave.
The mean flow has a piecewise-constant PV distribution in both layers, with values Q 1 and Q 2 , respectively. The lower PV core lies against the coast and the upper PV core is offshore. The current width is L 1 in the lower layer and L = L 2 − L 1 in the upper layer (see figure 2 ).
In summary, there are two PV fronts in the upper layer (at y = L 1 and y = L 2 ) with jumps ±Q 1 and one in the lower layer (at y = L 1 ) with jump −Q 2 . The corresponding streamfunction field and velocity profiles are shown in figure 3 for particular values of Q 1 ,
LINEAR STABILITY ANALYSIS
To study the stability of the mean flow, we consider its perturbation by a weak normal mode associated with the streamfunction
It is associated with meridional displacements of the PV fronts of the mean flow; these
3 ) e ik(x−ct) in the upper and lower layers respectively. To solve the linear stability problem, three conditions are used:
1. the perturbation has vanishing potential vorticity;
2. the perturbation streamfunction is continuous at each PV front of the mean flow;
3. the perturbation streamfunction is related to the PV front displacements via the continuity of the total zonal velocity (mean flow + perturbation).
4. the Lagrangian derivative of the PV front displacement is equal to the meridional perturbation velocity at the PV front
Finally, these equations are linearised around the zonal mean flow with the normal mode perturbation (or, in an equivalent manner,the dynamical equations 1 and 2 are linearised). The mathematical details of this procedure (the form of the mean flow and of the perturbation, that of the linearised conditions, the resulting matrices) are given in the appendix.
These conditions lead to a 3x3 generalized eigenvalue problem DX = cAX, where the matrices D and A depend on the mean flow and on the physical parameters of the problem, and where the vector X contains the coefficients of the perturbation streamfunction (see Appendix). This problem is solved numerically for our purposes. The eigenvalues c are the solution of a cubic equation
gradient of the mean flow must vanish and reverse, respectively on the horizontal, and in or between layers. Clearly, both criteria will be satisfied, whatever the sign of the PV cores. Indeed, the upper layer PV core has opposite-signed jumps at its two fronts, and one of these PV jumps will be of opposite sign to that in the lower layer, whatever
2. Rossby wave resonance is the basis for these instabilities. These waves are due to the PV jumps across the fronts. Barotropic instability is favored when the waves in the same layer of the fluid are close to each other, that is, for narrow PV cores. Baroclinic instability is favored for cores of width comparable with the deformation radius. For like-signed PV cores, the baroclinic resonance occurs between the internal upper front and the lower front. But for opposite-signed PV cores, baroclinic instability involves the resonance of the lower PV front with the external upper PV front, a process which is clearly damped by too wide PV cores. To palliate this, longer waves, which can allow larger meridional displacements of the PV fronts, are needed.
Now we examine the maximum growth rates kImag(c) max and the associated wavenumbers k in the (L 1 /Rd, Q 2 /Q 1 ) parameter plane with L 2 = 2L 1 (see figure 4) . Clearly, the instability characteristics differ from like-signed to opposite-signed PV cores. When Q 1 and Q 2 are like-signed, both the growth rates and the most unstable wavenumbers decrease with increasing L 1 /R d . Barotropic instability is favored by narrow cores and is associated with short waves; baroclinic instability is favored by wide cores and is associated with long waves.
But overall, barotropic instability is more efficient. When Q 1 and Q 2 have opposite signs, the variation in growth rate is not monotonic as L 1 /R d increases from 0.5 to 2.0. After an initial decay, there is a secondary growth, e.g. for
Indeed, narrow cores favor barotropic instability. But here, baroclinic instability is most efficient for a finite width of the PV cores. Indeed, a narrow core has a small potential energy reservoir for a given stratification and thus baroclinic instability is damped. But for a very wide core, the lower PV front and the external upper layer PV front are far away, and the resonance of Rossby waves on these two fronts is damped. Therefore the maximal growth rates for baroclinic instability are found at finite L 1 /R d . For large L 1 /R d , long waves are necessary to couple the fronts. This is why the most unstable wavenumber is about 3 for
Thus, for opposite-signed PV fronts, barotropic instability is favored for narrow PV cores. As the cores become wider, this type of instability is damped, and for a finite width of the cores, baroclinic instability becomes dominant.
Finally, for very wide PV cores, both types of instabilities are damped. Thus we should expect the existence of two families of unstable modes. This is confirmed by figure 5 , which displays the growth rates of normal mode perturbations versus wavenumber for various values of Q 2 /Q 1 , when L 1 /R d = 1.5. These plots confirm the existence of two families of unstable modes, each one associated to a relative maximum of growth rate, and corresponding respectively to short and to long waves, when the PV cores are opposite signed. It also shows that only one family of unstable modes exists when the PV cores are like-signed, which confirms our previous analysis. Finally, for oceanographic applications, we find that the growth periods are about 10 − 20 days, and the unstable wavelengths of the order of 150 to 300 km, which correspond to oceanic observations of the meanders on such currents.
NONLINEAR REGIMES: CLASSIFICATION AND PHYSICAL MECHANISMS
We performed experiments with a finite-difference code of the two-layer quasi-geostrophic equations. This numerical model and its initial conditions were described above. The values of the physical parameters, normalised core width L 1 /R d and PV ratio Q 2 /Q 1 were varied.
The mean flow was initially perturbed by the most unstable wave computed in the previous section. In each case, the model was run for one year of simulated time, and we analysed the evolution of the PV field in the domain.
Firstly, one can recall the results of linear instability: for narrow PV cores, barotropic instability is expected to prevail, since this flow has strong horizontal velocity shears. On the contrary, for wide cores, baroclinic instability will dominate, if the layerwise PV's are like-signed. Indeed, in this case, the two PV fronts with opposite-signed PV jumps lie on top of each other. If the layerwise PV's are opposite-signed, the resonance of Rossby waves on the lower layer PV front with those on the external upper layer PV front will be rendered all the more difficult as the distance between these fronts increases.
The flow evolution displays different regimes depending on the relative values of the parameters L 1 /R d and Q 2 /Q 1 (see figure 6 ). Four main regimes (A,C,D,E) and three variants (B,F,G) were observed:
Regime A is characterised by the breaking of short waves, leading to the formation of small vortices near the coast. This regime is called trapped instability at the coast. It occurs for both signs of Q 2 /Q 1 and for narrow PV cores. Therefore, barotropic instability is expected to be favored, but baroclinic instability may be also strong when the layerwise PV's are like-signed. The strength of the instability leads to the irreversible evolution of the instability, manifested in physical space by wave breaking. The case of narrow PV cores also corresponds to the domain where short wavelengths are most unstable, hence the observed evolution.
Regime B is a variant of regime (A), where the like-signed PV cores align along the coast; this regime occurs for Q 2 /Q 1 > 0 and for PV core widths comparable with the deformation radius; in this case, mixed barotropic-baroclinic instability is expected. This instability produces shoreward and offshore displacements of the PV cores. Since these cores are like-signed, the vertical alignment process ( [14] ; [8] ) will take place and the cores will finally be superimposed.
Regime C corresponds to the formation of baroclinic dipoles near the coast and to their oscillatory evolution with the mirror images. This regime occurs for Q 2 /Q 1 < 0, a necessary condition for the formation of baroclinic dipoles, and for PV core widths comparable with the deformation radius; it is expected that baroclinic instability will be most efficient then. In this case, a vertical phase shift of λ/4 between meanders in the two layers will favor the coupling of these meanders to form baroclinic dipoles (here λ is the wavelength of the perturbation). The closeness of the coast leads to a strong interaction of these dipoles with their mirror images.
Regime D is the formation and ejection of baroclinic dipoles; this regime occurs for Q 2 /Q 1 < 0; the same remarks hold as for regime (C), but now, the upper layer vortices will be formed farther away from the coast. This will diminish the interaction of these vortices with their mirror images, thus allowing the ejection of the dipoles.
Regime E occurs when potential vorticity is present in the upper layer only. It shows the formation of a vortex street along the coast in this layer. In this case, barotropic instability acts alone. This evolution is the classical roll-up of a vorticity strip, slightly modified by stratification.
Regime F is a variant of regime (B) with a turbulent evolution near the coast. This regime occurs for Q 2 /Q 1 > 0 and for wide PV cores. Since long waves are most unstable linearly in this case (see figure 4), they can interact nonlinearly to form multiple shorter waves, leading thus to a turbulent end-state (see also, e.g., [10] ).
Regime G is a variant of regime (D) with the splitting of the lower layer vortices and the formation of baroclinic tripoles; this regime occurs for Q 2 /Q 1 < 0 and also for wide PV cores (and thus for fairly large vortices).
Secondly, after relating the various regimes to the properties of linear instability, we can also state how, in the long run, the nonlinear effects may strongly modify the initial flow situation and properties.
In regimes (A) and (B), the vertical alignment of the PV cores will lead to the disappearance of the null vorticity core along the coast in the upper layer. As a consequence, the inner PV front of the upper layer will tend to disappear, a process which will damp barotropic instability.
In regimes (C) and (D), the formation of baroclinic dipoles completely disrupts the zonal mean flow. Regime (C) is a (nearly) time-periodic state, while regime (D) corresponds to an irreversible evolution where the coastal waters are expelled offshore. Regime (G) also possesses the character of irreversibility. Note that on very long time scales (on many oscillation periods), regime (C) finally destabilises and an evolution similar to that of regime (D) (dipole expulsion) is attained. This shows that a secondary instability, related to the oscillating state, and acting on much longer time-scales, is at work.
Finally, regime (F) also shows multiple stages in the instability where many harmonics successively grow via nonlinear interactions and modify the flow state. Contrary to regime (C), many harmonics grow so that no low-order system is established.
NONLINEAR REGIMES: INDIVIDUAL DESCRIPTION

Potential vorticity evolution and Fourier analysis of the perturbation
For each regime, the time series of potential vorticity maps is shown, and Fourier analyses of the flow along the zonal axis complement the characterisation of the regimes. For each mode in x, the Fourier analysis provides meridionally varying amplitudes Amp k (y, t); the quadratic norm of these functions is computed for their y dependence. This provides a time-dependent (only) amplitude A k (t) for each zonal mode k. interaction. But since the horizontal interaction with the mirror images is stronger than the vertical one, the vortices do not leave the coast as hetons. They rotate around each other and then they continue drifting westward until they encounter with the following upper layer vortex in the row, and the whole process starts again. We call this periodic evolution an "oscillatory regime" because the layer wise vortices propagate zonally and oscillate meridionally periodically (when they are close to the opposite layer vortices). This regime will be studied in more details with point vortices in the following section.
The Fourier analysis of the upper layer potential vorticity (see figure 13 ) indicates that the linearly most unstable wave ("the fundamental", k = 4) generates its first and second harmonics (k = 8, 12) rapidly, while the other waves (initially weak) grow more slowly, and also interact nonlinearly (this is attested by the presence of many wavenumbers). The same waves (k = 4, 8, 12) emerge in the lower layer (not shown here). In the long-run, the fundamental remains of constant amplitude; this reflects the persistence of four distinct vortices.
On the contrary, the first and second harmonics oscillate in relation with the periodic vortex evolution, also associated with the periodic production of smaller-scale filaments. The dominance of a small number of harmonics usually allows the simulation of the evolution via a low-order system of coupled ordinary differential equations, obtained by truncation of the full nonlinear system (e.g. [3] ); but this is beyond the scope of the present paper.
In regime D (see figure 14) , waves appear on all PV fronts, with a meridional phase tilt in the upper layer, and between the internal front in this layer and the lower front, indicating mixed barotropic-baroclinic instability. The roll-up of the upper layer PV core is now only slightly faster than that of the lower core, so that at t = 100, opposite-signed vortices are formed in the two layers and pair baroclinically. This pairing of asymmetric vortices is accompanied by filamentation, and by curved trajectories of the baroclinic dipoles (or "hetons"). Finally, the vortices form a staggered vortex street with similar vortex sizes; this configuration attains a near steady state (see t = 225 and t = 250). This regime will also be studied with point vortices. The Fourier analysis of regime D is similar to that of regime C.
In both layers, the same waves grow.
Regime E corresponds to the case where the lower layer has zero potential vorticity. The nonlinear evolution corresponds to a rapid roll-up of the PV core into a symmetric vortex street (see figure 15 ).
Regime F differs from regime B in that several wavenumbers are linearly unstable. This leads to an asymmetric vortex street along the coast (see t = 150 in figure 16 ). The vertical interaction between these vortices of different sizes leads to much filamentation and roll-up 
Summary
Essentially four regimes were obtained with variants:
1. (A,B,F) trapped instability along the coast, either with the formation of a vortex street, of a current with meanders or of a turbulent flow. Regime A occurs for the most unstable waves which are short, and for both like-signed and opposite-signed PV cores. Regimes B and F occur for long waves and like-signed PV cores. In these cases, the baroclinic coupling of the PV anomalies in the two layers either leads to vertical alignment, or is not sufficient to create strong dipoles, which can leave the coast. The Fourier analysis has shown that, for regime A, short waves emerge but due to linear growth and to nonlinear interactions, longer waves grow (these latter being about twice as long as the main wave). For regime C and D, a main long wave grows to the largest amplitude, and feeds its first two harmonics. Finally, regime F is characterised by a multiplicity of (here, even) waves.
Applying these results to the Kuroshio, we have Therefore, on the beta-plane, we would expect the existence of eddies (or meanders)
close to the coast, travelling in opposite directions in the two layers, for a current such as the Kuroshio. Altimetric sea-surface height maps show the westward propagation of anticyclonic eddies along the Kuroshio ( [9] ), but no data are available for the deeper flow, so that it is not presently possible to check if such a regime effectively occurs.
STUDY OF THE DIPOLAR REGIMES WITH POINT VORTICES
The purpose of the present section is to characterise the possible trajectories of the vortices, once they have detached from the coastal flow. In particular, we wish to discriminate the two regimes that correspond to the dipoles leaving the coast (D) and the dipole oscillation at the coast (C). Indeed, we have seen that the Fourier analysis is not able to distinguish these two regimes. Therefore, we consider a stage where the unstable zonal currents have evolved into a double row of vortices that we model with point vortices. For simplicity we make several additional assumptions. Firstly, we assume that all the potential vorticity contained in an unstable wavelength λ of the PV core has simply concentrated into one vortex, that is, the vortex strengths are
For our applications, we have again chosen L 2 = 2L 1 here. Note that λ is given for each
Secondly, we also assume that each vortex is located meridionally in the middle of its respective PV core, that is the vortices are located at distances
from the coast.
Finally, we assume that the vortices have moved zonally to concentrate into vortex pairs, and thus we neglect the interaction between vortex pairs themselves. For instance, for baroclinic instability, the vortices inside a pair would be separated by λ/4 which corresponds to the maximum efficiency of baroclinic instability. Then, each pair would be separated from the following pair by 3λ/4.
Vortex 1 has strength Γ 1 and is located in x 1 , y 1 = d 1 , vortex 2 has strength Γ 2 and is located in x 2 , y 2 = d 2 and their mirror images have opposite strengths and are located in
The Hamiltonian of the system is therefore
where
The G ij are the Green's functions between layers i and j which are written
with G 0 (r) = Figure 19 shows the isolines of the Hamiltonian in the ( In a second stage, we could consider the Hamiltonian for a baroclinic, staggered, von
Kàrman street, in relation with regimes (C) and (D) which form double rows of vortices along the coast. Most of the calculations are detailed in [13] , and in [11] , so that they are not repeated here. In short, we use Gryanik's results that we restrict to the f −plane. We also assume that h 1 = h 2 = 1/2.
The Hamiltonian of the regular von Kármán street shows few differences between regimes B, C and D, contrary to the four vortex model. This is due in particular to the absence of isolation of vortex dipoles in this model. Indeed each vortex in a zonal row of the street is equally distant to his left and right neighbours in the other row, and thus their mutual influences on shoreward or offshore advection, cancel out.
SUMMARY, CONCLUSION
The linear stability and the nonlinear evolution of a coastal current composed of two cores of uniform potential vorticity, vertically shifted, were studied in a two-layer quasigeostrophic model. The cases of like-signed and of opposite-signed cores were addressed.
The co-existence of barotropic and baroclinic instabilities is a novelty of the present study.
Indeed, this flow configuration, though idealised, contains an ingredient observed at sea but never studied specifically: the shift between two cores of PV in the two different layers of water. Such a configuration may be relevant for the Kuroshio off the coast of Japan and also for the Mediterranean Water undercurrents off Portugal.
The linear stability analysis indicates that, for narrow vorticity cores, short waves dominate, associated with barotropic instability; for wider cores, longer waves are more unstable and are associated with baroclinic processes. The transition between these families of modes is smooth for like-signed cores and discontinuous for opposite-signed cores. The linear instability characteristics were interpreted in terms of the resonance of Rossby waves on the PV fronts.
Numerical simulations of the nonlinear evolutions of the coastal current were then performed with a two-layer quasi-geostrophic finite-difference code in a zonal channel configuration, firstly on the f-plane. These experiments showed that, when both cores have like-signed PV, trapped instability develops during the nonlinear evolution: vertical alignment of the PV cores is observed. For narrow cores, short wave breaking occurs close to the coast; for wider cores, substantial turbulence results from the entrainment of ambient fluid into the coastal jet.
When the two cores have opposite-signed PV, the nonlinear regimes range from short wave breaking to the ejection of dipoles or tripoles, via a regime of dipole oscillation near the wall.
These regimes were explained in terms of the properties of linear instability, but also in terms of interactions of PV anomalies, either for quasi-zonal flows along the coast, or once the meanders of the layerwise currents have occluded as vortices. In particular, three important aspects must be underlined:
1. the vertical alignment of the like-signed PV cores along the coast is the manifestation of a well-known process, but it has here the supplementary effect of closing off the source for barotropic instability;
2. there is a competition between inter-layer vortex interaction, which results in the ejection of baroclinic dipoles, and intra-layer vortex interactions, whereby each vortex couples with its mirror image and propagates along the coast;
3. for large enough detached vortices, the inter-layer interaction can result in vortex breaking; this is due to the shear exerted by the upper on the lower layer vortices.
Therefore, the efficiency of the instability in exporting coastal waters offshore and in mixing it there, depends on a sequence of nonlinear processes, starting with the instability of the coastal current itself.
The addition of beta effect acts against the ejection of baroclinic dipoles and, as expected, To add realism to this configuration, bottom topography should be added; its expected influence would be towards the trapping of the lower PV core near the coast. A finer stratification would allow the representation of smaller-scale features in the horizontal plane, and vertical splitting effects of each PV core, which are not possible in our model. Nevertheless,
an on-going study shows that the basic mechanism of PV front interaction is similar in a four-layer configuration.
APPENDIX: MATHEMATICAL DETAILS OF THE LINEAR STABILITY ANALYSIS
Here we provide the form of the velocity profile for the mean flow; we detail the kinematic and dynamical conditions bearing on the perturbation, and we provide the form of the linear stability matrix G.
Firstly the mean flow is computed by inverting the unperturbed potential vorticity distribution. This is achieved by projecting the layerwise components onto vertical modes via the formulae:
where h j = H j /(H 1 + H 2 ), j = 1, 2, with subscripts (1,2) for the upper and lower layers respectively. The subscripts "t" and "c" denote the barotropic and baroclinic modes respectively. The inverse formula is
Using this, we haveq
and we apply the boundary conditions thatŪ t must vanish at infinity in y and be continuous at each potential vorticity jump (y = L 1 , y = L 2 ), and thatψ c must vanish at the origin (y = 0) and at infinity in y and must also be continuous at each potential vorticity jump.
Thus we haveŪ
with the following relations
Then we write the perturbation streamfunction in vertical modes for each region of the flow by enforcing the condition that the perturbation has zero potential vorticity
Thus we have ten unknowns for the linear instability problem. Firstly, two relations are obtained by imposing that the meridional perturbation velocity must vanish at y = 0. 
Thirdly, u 2 is continuous in y = L 2 (in the absence of any PV jump there); thus, using previous relations, we obtain a supplementary relation
Therefore, we are left with only three unknowns.
Finally, we implement the linearised potential vorticity equation around each PV front as
a denotes the jump of the quantity X between a and b, and we let tend to zero. This provides three equations for the remaining three unknowns, after elimination of the previous seven unknowns using the seven relations above. These three equations involve c which contains the phase speed and the growth rate of the perturbation.
Finally, we defined d jk = U j a jk − b jk so that C 11 , C 12 , C 21 (mentioned in section 3 in the main text) are the values of c in the generalised eigenvalue/eigenvector problem
We chose to solve this problem numerically, for our purposes, and we varied the physical parameters of the problem. 
