Abstract-An increasing number of real-time applications like railway signaling control systems and medical electronics systems require high quality of security to assure confidentiality and integrity of information. Therefore, it is desirable and essential to fulfill security requirements in security-critical real-time systems. This paper addresses the issue of optimizing quality of security in real-time systems. To meet the needs of a wide variety of security requirements imposed by real-time systems, a group-based security service model is used in which the security services are partitioned into several groups depending on security types. While services within the same security group provide the identical type of security service, the services in the group can achieve different quality of security. Security services from a number of groups can be combined to deliver better quality of security. In this study, we seamlessly integrate the group-based security model with a traditional real-time scheduling algorithm, namely earliest deadline first (EDF). Moreover, we design and develop a security-aware EDF schedulability test. Given a set of real-time tasks with chosen security services, our scheduling scheme aims at optimizing the combined security value of the selected services while guaranteeing the schedulability of the real-time tasks. We study two approaches to solve the security-aware optimization problem. Experimental results show that the combined security values are substantially higher than those achieved by alternatives for real-time tasks without violating real-time constraints.
I. INTRODUCTION

R
ECENTLY there have been some efforts devoted to the development of real-time applications with security requirements. Security requirements in many real-time applications (see, for example, [25] and [27] ) must be met in addition to satisfying timing constraints of the real-time applications. Examples of security sensitive real-time applications include online transaction processing systems [18] , medical electronics [30] , radar for tracking missiles [17] , and aircraft control [9] . Sensitive data and processing in a variety of real-time systems must be protected against unauthorized accesses. For example, a radar tracking and processing system needs to read the images from the tracking subsystem periodically and send the tracking commands and directions to the tracking subsystem. In a railway signaling system, a train needs to communicate with the control center about its position, speed and the control center sends commands to the train of which track to follow and sets the train's speed if necessary. Such real-time applications require high quality of security to guarantee the messages between the subsystems not being read or altered by malicious users, and to guarantee the user really be whom he or she claims to be.
A. Security Requirements and Services in Real-Time Systems
To address these security requirements, security services like message encryption and decryption, secure connection establishment, etc., can be used.
According to Kaufman et al. [13] , security services commonly serve confidentiality, authentication and integrity.
• Confidentiality protection service is against unauthorized disclosure of information. Loss of confidentiality means disclosure of asset to unauthorized recipients. • Authentication service is the process of reliably determining the identity of a communicating party. Loss of authentication means that the one claiming to be the sender of the message is not the true sender.
• Integrity protection service is against the unauthorized modification of data. Loss of integrity means damage to the asset through unauthorized modification. The security risks that we need to consider for the railroad signaling system include the following.
• The information of the train status (speed and position) sent from the trains to the control center must not be altered by malicious users. Otherwise, the control center might make a wrong decision based on the wrong messages received.
• The information of the commands from the control center to the trains should not be altered either. Disaster can happen if a wrong command is received and followed by the trains.
• The trains and the control center must authenticate the messages that they receive to make sure the messages were really sent by whom claims to send them.
• The messages should not be able to be read by a third party to protect the message from being altered or to avoid terrorists changing the track to cause disaster.
Thus, the three types security services: confidentiality, authentication and integrity are therefore needed in the railway signalling system to protect the trains from following the wrong track and resulting in accidents. An increasing number of realtime applications like the railway signaling control system require high quality of security to assure confidentiality and integrity of information. Therefore, it is desirable and essential to fulfill security requirements in security-critical real-time systems.
A security service for a particular security requirement can be achieved by various security mechanisms. For example, different cryptographic algorithms can be used to guarantee the confidentiality. The notion of security variant was first brought forward by Irvine et al. [11] . The idea is that the degree of security is different for different security variants. Examples of [11] are as follows.
• Different cryptographic algorithms, e.g., RSA, RC4, RC5 or DES lead to security variants. The strength of each variant can be measured in terms of the work factor associated with a brute force attack or other metrics [35] .
• Different length of cryptographic keys lead to security variants. The longer the key, the more robust the variant.
• Different authentication mechanisms lead to different variants. Example variants are weak password, strong password, biometric, and smart cards with onboard display and input interfaces. A system may provide many security services which can be partitioned into groups. For example, a group of services can be targeting at authentication specifically and another group of services can be targeting at data integrity, etc.
To meet the needs of a wide variety of security requirements imposed by real-time systems, the group-based security model is used in this paper. The services in the same group provide the same type of service but of different quality due to the different mechanism used. The group-based security model is also used by Xie et al. [31] for developing an allocation scheme for parallel applications with deadline and security constraints on clusters. The services in the same group can be considered as security variants [11] . Security services from different groups can be combined to achieve better quality.
Applying security services to a system incurs overhead to the system including more CPU and memory usage. Therefore, each security service in a group can be modeled with a quality value and parameters to compute its overhead.
B. Schedulability
There are many challenges for real-time system security, such as challenges related to efficient implementations, software engineering and programming models, and schedulability. In this paper, we focus on the schedulability.
Real-time systems require not only logical correctness, but also timing correctness. A vehicle with the ability to brake is not enough, it must also be able to brake in time. The timing constraints of a real-time system are often specified as deadlines. It is desirable (required in many cases) for the system to respond within the specified deadline. If such a condition is violated, then it might cause economic losses or even physical damage. Therefore, predictability is a major concern in a real-time system [10] , [28] . Static schedulability analysis can be used to predict whether the timing constraints of a real-time system can be met [4] , [15] . One of the most commonly used schedulability tests for real-time systems is schedulability test for earliest deadline first (EDF) scheduling [15] . The test is to check whether the utilization or density of the task set in the underlying real-time system is less than 1.
To enhance security over real-time systems, the security service overhead needs to be taken into account to guarantee the schedulability of the system since applying security services incurs extra CPU computation. In this paper, the EDF schedulability test is adapted to security aware real-time systems.
C. Security Optimization With Schedulability Constraints
In the group-based security model, services from different groups can be combined to achieve better security. The problem of finding the best combination of services is a combinatorial optimization problem [19] . A naive method would be to exhaustively check all the possible service combinations. This method is obviously too expensive. Two approaches are proposed to select the best combination of security services for real-time systems while guaranteeing their schedulability. One is integer linear programming technique and the other is a search technique. The search technique is efficient since heuristics are developed to prune the branches and back jumping is used to reduce the search space.
The rest of the paper is organized as follows. Section II presents related works. Section III describes system model including task model and security model. Section IV presents the security aware schedulability test. Section V describes the security optimization problem and the two approaches to solve the problem. Section VI shows experiments. Section VII describes the conclusions and future works.
II. RELATED WORKS
Schedulability is the most important requirement in real-time systems. Recently, different factors are brought into real-time scheduling to guarantee the quality and efficiency of systems. Examples are energy aware scheduling [3] , [5] , [22] and faulttolerance aware scheduling [36] . Techniques have been developed to optimize energy saving or reliability of real-time systems while at the same time guaranteeing the schedulability of the systems.
Quality-of-service (QoS) has received widespread attention during the last decade, especially in networking and multimedia systems. Intuitively, a system can achieve better quality if more resources are available. For example, a real-time multimedia application can obtain higher video quality when a higher frame frequency is used. Imprecise computation [16] is a technique for real-time systems where precise outputs are traded off for timely responses to system events and thus a graceful degradation is achieved. The QoS-based Resource Allocation Model (Q-RAM) developed at Carnegie Mellon University allows multiple QoS requirements such as timeliness, cryptography and reliable data delivery to be addressed and traded off against each other [23] . QoS resource tradeoff technique has been incorporated into a resource management system for an aircraft flight control application for QoS negotiation [2] . The QoS resource tradeoff technique has also been used in energy efficient computing systems to maximize the system value while satisfying time and energy constraints [24] . Although cryptographic length is listed as a QoS dimension example in [23] , security optimization in real-time systems has not been well studied.
Security of a system ensures confidentiality of information, authenticity of entity and integrity of message and data. Earlier works that considered security requirement in real-time systems addressed the quality of security in such systems. Irvine and Levin [12] introduced the notion of security variant. Similar to the security variant model, the group-based security model that we adopt also assumes that a system can have different services of different quality. The difference is that in the group-based security model, the services are partitioned into groups and the effect of combining different types of services to enhance the security of a real-time system is addressed. This group-based security model was also used in [31] , [32] as level-based security model when addressing a real-time task allocation scheme on clusters.
One challenge of addressing security requirement in variantbased or group (or level)-based security aware system is how to define the quality value for security services and how to compute the overhead of applying the security services. The solution relies on the security specialists to define the quality value and cost for some certain security service. Irvine and Levin [12] proposed a security taxonomy and overhead framework. Xie et al. [31] have also studied and performed experiments to derive security quality and security overhead for certain security mechanism of three types security services: confidentiality, authentication techniques and data integrity.
In the group-based security model, yet another challenge is how the weight of different groups should be assigned. The weight assignment to the groups of services can be done through security risk analysis methodologies [7] which include asset identification, vulnerability analysis, likelihood analysis and countermeasure evaluation.
There have also been other works addressing the security issue [25] , [26] in real-time systems. Xie et al. [34] have presented challenges and open issues in security-aware real-time scheduling for distributed systems. The focus of [34] is to design a dynamic scheduling algorithm to schedule real-time tasks to achieve high security of the system while maintaining low miss rate of the tasks.
However, the problem of predictability in a real-time system with security requirement was not addressed in these works. Our work addresses static schedulability driven security optimization. To the best of our knowledge, this is the first work on static security aware schedulability analysis and static security optimization in real-time systems.
III. SYSTEM MODEL
A. Task Model
We consider a task set with independent, preemptable periodic tasks to be scheduled on a single processor. A periodic task is identified by the four tuple where • is the (worst case) execution time of the task; • is the period of the task;
• is the relative deadline of the task; • is the number of data items in the message that need security service. Note that is a common model for representing a real-time task [15] . The worst execution time can be derived using high level program analysis [20] , [21] and low level program analysis that considers platform features [8] . What we add here is the communication factor of a task that need security services.
B. Security Model
Real-time systems are developed to execute a wide range of unverified user-implemented applications. Therefore, real-time applications as well as systems are very likely to be targets of security threats. Even worse, legitimate users might by accident tamper with shared data or excessively consume real-time computing resources to disrupt real-time services available to other applications. Many existing real-time computing environments do not incorporate security mechanisms to counter various security threats. Consequently, it becomes critical and important to employ security services to protect security-critical real-time systems. The basic idea of our security model is that real-time system users can flexibly select security services to form an integrated security protection against a wide spectrum of threats in real-time systems.
Next, we present a general model to specify the security services of the systems.
1) Security Services:
A system may provide many security services which can be partitioned into groups where the services in the same group provide the same type of service but of different quality due to the different mechanism used. For example, a group of services can be targeting authentication specifically and another group of services can be targeting for protecting data integrity etc. We can use RC4, RC5, or DES for message encryption. Their quality is different. Security services from different groups can be combined to achieve better quality.
Assume there are groups of security services. Each group contains different security services that provide the same type of security, but has different quality.
is used to indicate the number of services in group and indicates the th service in the th group. Each security service has a quality value. It is assumed that the highest quality of the services in each group is normalized to 1 and the other services have quality value between 0 and 1. The quality value of each service can be thought of as a value compared to the group's best security service. The services are ordered in a decreasing order of their quality. Each service incurs computation overhead to the systems. In this paper, two main factors that introduce overhead to the system are considered. The first one is the overhead to establish (initialize) the service and the second one is the unit overhead to apply the security service to the messages. A three tuple is used to represent a security service : where
• indicates the quality value for service ; • indicates the overhead for initialization of the service ; • indicates the unit overhead for applying the service to one data item. 2) Security Overhead: To reduce management overhead, all tasks in a system use the same set of security services. The CPU overhead of applying service to a real-time system with a task set can be computed as follows:
where is the message (the number of data items) in task that the security service performs on.
3) Combining Security Services: Multiple security mechanisms may be used to form an integrated security solution, which in turn can fulfill high security requirements. For instance, message encryption can be used in combination with message integrity (see, for example, [17] ). A set of security services can perform as building blocks for real-time application developers to implement integrated security mechanisms for real-time systems.
The challenging issue is to compute the quality of the multiple security services that fall into different types of security service groups. The security value of multiple security services depends on the weight of each group. Weights to each group (type of service) are assigned with the sum of the weights for all the groups as 1. By simply computing the weighted sum of quality values of the selected services, we can derive the quality value for the combined services. Let us use to denote the weight of the th group. Fig. 1 shows three groups of services. The quality of each service is represented inside the corresponding node. The weight of each group is shown in the vector on the right hand side. If services and are selected, then the combined security value can be computed as follows:
The intention of security service combination is to provide separate basic security services which offer users an array of fundamental security services. The user can then select multiple security services to form an integrated security protection to meet their needs. It is the users' responsibility to make a meaningful combination of basic security services. This is done through a thorough study on the relationship and interaction between a security mechanism and the system and between different security mechanisms themselves. One should note that not all the security mechanisms can be simply combined. For example, if a shared key encryption (one security mechanism implementation) is chosen for achieving both confidentiality and authentication, then we need to put confidentiality and authentication in the same group. In general, if the implementation of the two types of service mechanisms is not independent, then we cannot separate the services into two groups.
There exist some other cases where a service combination does not make sense. For example, a system that is vulnerable to unauthorized access does not benefit from any integrity or confidentiality services. Our model can still accommodate these cases by properly assigning the weights of the groups. In the above example, the weight of authorization service should be set to 1, whereas the weights of integrity and confidentiality services are 0. In essence, the system is reduced to a single-group and the problem becomes picking the best security service in this group which also guarantees schedulability. Yet one is still encouraged to further analyze the system to identify some fundamental smaller security service building blocks that can be combined to achieve the security requirement of this single group.
C. Security Requirements
There are two types of security requirements.
• First of all, we can specify the minimal security value for each type (or group) of service. Let denote the minimal security required for the th service group. It means that the quality value of the selected service in group must not be less than . The minimal group securities can be represented as a vector
• Second, we can specify the minimal combined security value. Remember that the combined security value is the weighted sum of the quality value of the individual services. We use MinCQ to denote this required minimal combined security value.
IV. SECURITY AWARE EDF SCHEDULABILITY TEST
An EDF [29] scheduler schedules tasks based on their deadline. EDF scheduling policy is the optimal scheduling policy for independent preemptable tasks scheduling on single processor meaning that if a set of independent preemptable tasks are schedulable onto a single processor by any scheduler, then they are schedulable by an EDF scheduler. A good property of EDF scheduling is that we can decide the schedulability of a set of tasks statically.
Next, the EDF schedulability analysis is described. Let us define the density of a task as where and are the execution time, deadline and the period for task . To verify whether a set of tasks are schedulable under EDF scheduling policy, we can use a very simple and robust schedulability test by checking This test follows directly from the following theorem [15] .
Theorem: system of independent, preemptable tasks can be feasibly scheduled on one processor if the density of the system is equal to or less than 1.
We use to represent the original density of the system. Now we show how to compute the new density of the system when considering security service overhead.
Recall that the CPU overhead of applying service to a real-time system with a task set can be computed as follows (see Section III-B2):
We define as the extra density of applying service to the system. We have Let and can be computed as
We define as the total extra density of applying all the services in this combination.
The security aware schedulability test then becomes
V. SECURITY OPTIMIZATION FOR EDF-BASED REAL-TIME SYSTEMS
The process to perform security optimization in a real-time system includes the following steps.
1) Identify the groups of security requirements and determine the weight for each group. The process starts with security requirement analysis to identify the type of requirement needed. To do this, we need to analyze the tasks and the data involved in the application, perform risk analysis and decide what kind of security services are needed and determine the weight of each type (group) of requirement services. 2) Identify the number of data items in each task that need security services from each group. 3) Identify security variants for each security service group.
For each security service in the groups, we need to identify the security variants with its security value, the two overhead parameters: initialization time, and time for servicing a unit data. 4) Formulate the optimization problem. The formulation needs to consider the constraints of minimal security value of each group and minimal security value of the combined security problem. 5) Solve the problem.
A. Problem Formulation
To achieve high quality of a real-time system, we can combine services from two or more groups. The services in the same group provide the same type of service. Therefore, only one service can be selected from one group. It is possible that we do not need all types of services for a system. To allow zero service be selected from a certain group, one just needs to add an idle service to this group. The idle service's and values are set to 0. Not selecting any service from a group means selecting an idle service from the group.
A combination of services is represented as a vector where is the group number and is the service selected from group . The quality value and overhead parameters for are . Our goal is to maximize the weighted sum of quality values , subject to the following constraints.
1) Only one service is selected from each group.
2) Minimal group-security quality constraint: the security value of the selected service in each group has to be bigger than or equal to the minimal required security value for that group. That is, for any
3) Minimal combined-security quality constraint: the combined security has to be not less than the minimal required combined security. That is, where 4) Schedulability constraint: the overhead will not make the system utilization larger than 1. Recall that is the original density of the system. Also , the extra density of applying service to the system is , the total extra density of applying all the services in this combination can be computed as where The schedulability test requires that:
.
B. Using the Integer Linear Programming Technique
The first method to solve the problem is the integer linear programming (ILP) technique. What needs to be done is to formulate the problem as an ILP problem.
First, the variables of the system under consideration need to be defined. Then the goal and the constraints over the defined variables are described.
For each service of a group, a variable is defined where represents the group number and represents the service number . being either 1 or 0 indicates that the th service of the th group is selected or not selected to apply to the system. Our aim is to find an assignment for each to maximize the combined security of the system subject to the minimal security requirement constraint and the schedulability constraint.
The goal function can be expressed as
There are four types of constraints. 1) First, only one service is selected from each group. Therefore, for each group , we have one constraint
2) Minimal group-security quality constraint: the quality of the selected service from any group has to be not less than the minimal required quality value for that group. Therefore, for each group where , we have one constraint 3) Minimal combined-security quality constraint: the combined quality of the selected service cannot be less than the minimal required value. That is, Tables I and II, respectively. Now we can formulate our problem.
1) The goal function we try to maximize is
In this example, it is
2) The problem constraints are as follows.
• Only one service is selected from each group:
• Minimal group-security quality constraint:
In this example, it will be (5) and (6) • Minimal combined-security quality constraint:
In this example, it is (8)
• Schedulability constraint:
where (10) In this example, it is (11) where (12)
3) are integers. After we formulate the whole problem, we can write all of them into a x.lp file and solve it using lp solve function [1] .
The running results are • Value of objective function: 0.95.
• Actual values of the variables: 1) 2) 3) 4) 5) 6) .
C. Using a Search Technique
The second method is a search-based method. First the problem is formulated as a search problem in a graph and then a search technique is used to solve the problem. The algorithm is efficient since some heuristics are applied to reduce the search space.
First a graph which contains layers is constructed. Each layer contains several nodes. A node is a pair where indicates the group number and indicates the service number. Node resides at the th position of the th layer. A path in the graph is a sequence of nodes chosen from each layer in order, where is the length of the path. A path can be complete or incomplete. A complete path contains one node from each layer while an incomplete path contains fewer nodes than . A path passes a node iff . The quality value of a path , denoted by , is defined as where is the quality value of the th service in the th group. We define as the extra density incurred by the services selected in the path. Both and can be computed incrementally meaning that if we add a new node into a path , we can add the new quality value and the of the node to derive the new and . A path is infeasible if and only if violates one of the four types of constraints. Otherwise, is said to be feasible.
A complete path corresponds to a service combination in the original problem. The aim for the search problem is to find a feasible complete path with maximal combined quality value.
To solve the problem, depth-first search [6] with backtracking is used. Three kinds of heuristics are developed to guide the search procedure and cut branches. The three types of pruning factors are the following.
1) The first type of pruning eliminates the nodes in each layer whose quality value is smaller than the minimal required group-security. This is called group quality pruning. This type of pruning greatly reduces the search space. Fig. 2 shows the quality value of each service of the four groups and the required minimal group security value in the MinGQ vector. Obviously, service and can be eliminated before the search starts. 2) Some branches can be pruned because the incomplete path tested already fails the schedulability test. The search is realized by expanding nodes and backtracking. It wastes time in continuing expansion when a path is found to be infeasible. This is because any path with an infeasible path as prefix is still an infeasible path. Therefore, the paths expanded from an infeasible path can be pruned. We call this schedulability pruning. Let us consider an example with four groups (Fig. 3) where group 1 has two services and the other two groups have three services. Suppose the current path is [see Fig. 3(b) ] and violates the schedulability test. Therefore, path is not a feasible path. We should not extend this path any further. That is, the paths shown in Fig. 3(d)-(f) will be pruned. The immediately subsequent path considered during search is shown in Fig. 3(c) .
3) The impossibility to exceed the current combined quality bound: some branches can be pruned since the path's combined quality cannot exceed that of the feasible path found before. We called such pruning quality bound pruning. When a complete feasible path is found, the search procedure cannot stop since the path found does not necessarily have the largest combined quality value. However not all its subsequent paths are of interest since some of them obviously have a smaller combined quality than that of the current path. It is easy to prove (remember that the services of each group are ordered by decreasing quality) that path has a smaller combined quality value than if has the following property w.r.t. : at any level, the node selected for is on the right-hand side of that selected for . Look-ahead and back-jumping mechanisms can be used to prune subsequent paths with such a property. With back jumping, the search may jump a few levels up. The level to jump to is derived based on the following two observations.
• Rule 1) an increment at the final level of a path will not lead to a larger combined quality than the original path, for the reason that the security quality values of services in a group are in the decreasing order. Therefore, the level is at most . For example, if the search reaches the state in Fig. 4(a) , then the next search step will jump back to Fig. 4(a ) without entering into calculating the path passing the third node at level 4.
• Rule 2) if the node of a path at every level from to is in the leftmost position, then increasing at any level between and will not produce a larger combined quality value than the original path . Therefore, the backtracking level can be set to . For the path illustrated in Fig. 4(b) , the nodes from level 3 to level 4 are in the leftmost positions. Here
. Intuitively, the search can jump back to the third node at level 2 and starts from there. This path can also be pruned because its security value is definitely less than that of Fig. 4(b ) . Therefore, the next search actually reaches the path shown in Fig. 4(b) with the . Fig. 4(c) is another example applicable using rule 2. Here . Using rule 2, the search can start from a node in level . Note that there is no subsequent path for the path shown in Fig. 4(c ) meaning that the search can terminate. Let be the complete path found that has the maximal combined quality CQ. If , then it is not possible to find a feasible combination of services satisfying both the security requirement and schedulability requirement.
Given : the number of tasks;
: the number of service groups;
: the number of services in group ; a set of tasks:
; the services: ; and the security constraints:
for each group , and MinCQ, the pruning search Algorithm 1 returns the optimal feasible service combination with the maximal security combined value. To show the effectiveness of the proposed heuristics, we compared the time cost of the pruning search algorithm with that of the simple search algorithm without any pruning heuristic (nonpruning search). The hardware platform is a dual Intel E4600 2.40 GHz processors with 3 GB of memory. The operating system is Linux Redhat with kernel 2.6.18-92.1.10.el5xen. We randomly generated 684 test cases where the number of group is within the range [4, 10] , the number of security services (NS) in each group is within the range [5, 12] and the number of tasks is within [3, 15] which we believe are the reasonable ranges for the parameters. In the 684 test cases, 483 cases are feasible. The time costs for both algorithms of 355 test cases out of the 483 cases are less than 1 second and the comparison of time cost of the rest of 128 test case is shown in Fig. 5 . Note that when the time cost is less than 1 s, it is shown as 0 s in the figure. The results show that the pruning search has great advantages over simple search as the time cost of the pruning search is much less than that of simple search, and the time cost of pruning search increases slower than the simple search does when the parameters (i.e., , NS, ) increase. We also compare the lp solve and the pruning search algorithm using the same set of test cases. Among the 483 feasible cases, there are 459 cases where the time costs of lp solve and pruning search are both less than 1 s. This suggests that both algorithms are efficient. The performance of lp solve and the pruning search for the rest 24 test cases (all with ) is compared in Fig. 6 . lp solve is faster for these cases. But the time cost of the pruning search is also reasonably short (from a few seconds to 14 s).
Pruning Search for Security Optimization
D. Special Case: Service Selection From a Single Group
When there is only one group of security services in the system, the index for the group number is always 1. Remember that our goal is to select the best security service and guarantee the schedulability of the system. If the th service is the optimal service, it must satisfy the security aware EDF schedulability test which includes the service overhead.
First, the maximal allowed density overhead is computed as . Then the density overhead for all the services in the group is calculated and stored in a vector. A binary search on the vector is used to find the service that has the maximal density overhead which does not exceed . We then check if the quality value constraints are met for the service found. If yes, then the optimal security service is found. Otherwise, the system is not feasible.
VI. EXPERIMENTS
Using the ILP or the heuristic search technique, a securityaware EDF schedule problem can be solved efficiently to obtain an optimal service combination. This section shows that our method can improve the security value of a system while guaranteeing schedulability comparing with other methods.
Extensive test suites were performed to compare two metrics: the combined security value and the schedulability value (also called the overall density value which is equal to the original task density plus the overhead density), using the following four policies (Minimum, Maximum, Random, and Optimal). If there is no feasible schedule, the policy outputs 0 as the combined security value.
• Minimum policy: the service with the lowest security level in each group is picked for its corresponding lowest computation overhead.
• Maximum policy: the service with the highest security quality in each group is selected. • Random policy: for each group, the security service is picked randomly. • Optimal policy: the services achieves the optimal security value while meeting all the constraints are picked.
A. Random Test Suites for the Comparison
There are five random test suites in total. For each test suite, we evaluate the combined security value and schedulability value for different policies. In each test suite, a variable is selected and scaled to observe the properties of the four policies. To limit the exploration states, we predetermine one or two variables, such as the number of tasks or the maximum number of security services in each group. Without loss of generality, all the other variables in our model are generated randomly. These five suites with randomly generated test data for representing the general situations are as follows.
• Test suite 1: The maximum number of services is fixed, so as the number of tasks. We set the number of services to 5 and the number of tasks to 10. Let the number of groups grow from 4 to 14 and the increment is 1. All the other data: security quality, initialization overhead, unit data processing overhead, weighted factors, minimal combined security value, task execution time, task period, task deadline, and the number of data items, are randomly generated. The combined security values and schedulability values of the four policies are illustrated in Fig. 7 . When the number of security groups is 8, 10, or 13, the Maximum policy fails to fulfill the schedulability of the task set. It reveals that the security quality greedy approach (i.e., the Maximum policy) has its weakness in scalability. The Minimum policy can produce a feasible schedule, but the combined security value is much lower than that achieved by our optimal method. The average difference of the normalized combined security is 0.7003. • Test suite 2: The number of security service groups and the number of real-time tasks are predetermined as 10. Let the maximal number of services in each group increase from 4 to 16 and the increment is 2. Fig. 8 shows the combined security and schedulability values. Our Optimal policy achieves the maximum combined security value while satisfying the schedulability constraints. More improvement in combined security value of Optimal policy vs. the minimum policy is shown in Fig. 8 than the curves in Fig. 7 . The fact that more security services exist in a group allows more combination choices of the security services. The optimal policy utilizes this to provide more flexible security service combinations for the tasks and thus achieves higher improvement in the combined security values. It is shown that the combined security values of the Optimal policy are close to those of Maximum policy. Note that the schedules of Maximum policy are not feasible for all seven cases, making its highest combined security values useless. Furthermore, another three test suites with random test data are conducted to observe the advantage of our Optimal policy over the others in different scheduling overhead situations. Similar results can be concluded as test suite 1 and 2.
• Test suite 3: For ten groups and at most five services in each group, the number of tasks increases from 4 to 12. Fig. 9 illustrates the combined security and schedulability values for this test suite.
• Test suite 4: The number of groups, the number of services and the number of tasks are all fixed. The number of groups is 10. And the number of services in each group is 5 and the number of tasks is 10. The unit overhead increases from 0.1 to 0.8, and the increment is 0.1. Fig. 10 shows the combined security and schedulability values.
• Test suite 5: In this test case, The number of groups, the number of services and the number of tasks are all fixed. We set the number of groups to 10, the number of services in each group to 5 and the number of tasks to 10. Let the initialization overhead increase from 0.1 to 0.6, and the increment is 0.1. The results are shown in Fig. 11 .
With the increase in the number of tasks (test suite 3), unit overhead (test suite 4) and initialization overhead (test suite 5), the feasible security service combination space is smaller. The Optimal policy ensures the schedulability of the real-time tasks and achieves the optimal combined security values, closest to those achieved by the Maximum policy.
Consequently, from the curves of all these five test suites, we can conclude that the Optimal policy is able to optimize the security services for a system without the loss of schedulability. Although at some points some policies like Maximum or Random policy can get a higher combined security values, the schedulability of the tasks at these points are all unschedulable which makes these higher security values useless.
B. Effect of Overhead Parameter and
A series of experiments were conducted to evaluate the impact of the parameters and for each security service , where is the group index and is the service index in the group.
The parameters predetermined are generated by the programs used in Subsection VI-A, listed in Tables III and IV . We perform fifteen security optimization problems where the scale factor of steps up from 1 to 15. The results are shown in Fig. 12 . The Maximum and Minimum policies have constant combined security value because they have fixed combination of security services. And the combined value of the Random policy is less than or equal to that of the Maximum policy and larger than or equal to that of the Minimum policy. When the scale factor of increases, the overhead of the security services also increases. The schedulability constraint is more stringent. The Optimal policy achieves the highest combined security value the same as achieved by the Maximal policy when the scale factor of is less than 5. When the scale factor of is 5, the overall density of the Maximum policy is 1.06, meaning that the system is not schedulable. When the scale factor of is greater than 5, the combined value achieved by the Optimal policy is lower than that achieved by the Maximum policy. This is because the Optimal policy chooses the services with lower overhead to tolerate the increase of in order to produce a feasible schedule. When the factor is larger than 10, even the Minimum policy cannot find a feasible combination of services (the overall density of any combinations of services is larger than 1). Obviously, the Optimal policy cannot produce a feasible solution either as there exists no feasible solution. This suggests that the feasible upper bound of the scale factor of is 10 for this specific security optimization problem when we only consider schedulability constraint. The feasible upper bound of the scale factor of is reduced to 7 when the constraint of minimum combined security value (here, it is 0.74) is also taken into account. Note that in the figure the combined security value and the schedulablity value of Optimal policy are set to 0 when the case is not feasible (not schedulable or does not fulfill the minimum security requirement).
Similar situations are shown in Fig. 13 for initialization overhead, . The scale factor of increases from 1 to 4 with a step of 0.1. Constant combined security values are achieved by the Maximum policy and Minimum policy for their fixed selection of security services. The Optimal policy schedules the tasks with best feasible combined security values, larger than those achieved by the Random policy.
Based on the results shown in Figs. 12 and 13, we can conclude that the increase of overhead (by increasing either or ) compresses the feasible security service combination space and thus lowers down the combined security level. The Optimal policy considers all the constraints and schedules the tasks with TABLE IV  TASK SET highest combined security value, while the other three policies ignore the constraints of schedulability, minimal group security qualities and minimal combined security value.
C. Real Application
Next, we show the security optimization of a flight control system which was utilized to fly a simulated model of an F-16 fighter aircraft [2] , [32] . The tasks in the system control the aircraft during flight. The set of task include Guidance which sets the reference trajectory of the aircraft in term of altitude and heading; Controller which executes the close loop control function that deals with actuator commands; the two Navigation tasks: Fast Navigation and Slow Navigation; and Missile Control which reads radar and fires missiles. The detailed description of the flight control system can be found in [2] and [32] . There are several versions of the original tasks which are distinguished by the task periods. We randomly chose one version of each task. The system has high security requirement to guarantee the messages between the subsystems not being read or altered by malicious users, and to guarantee the message sender really be the ones claiming to be. The size of the messages that need security service is randomly generated. The parameters of the tasks are shown in Table V .
As in [32] , we focus on three groups of services: confidentiality, integrity and authentication. The services in each group are shown in Tables VI-VIII, respectively. We use the overhead provided in [32] where the overhead of the confidential services and integrity services is measured by served data per time unit (kb/ms) and the overhead of the authentication services is measured by service time (ms). The assumption is that no initialization overhead is involved in the encryption mechanisms and the integrity algorithms while the authentication algorithms take constant time. To transfer this to our overhead model, the initialization overhead is zero for all the confidential services and integrity services and the corresponding value is the inverse of served data per time unit. For example . The unit data processing overhead is zero for all the authentication services and the corresponding I value equals to the service time (ms). For example . The security level is normalized by the timing performance [32] . The security level can also be derived using some other metrics like the likeness of the mechanism being attacked and the ability to protect the system when a brute force method is used. We assume that the weights for the three groups are 0.5, 0.3 and 0. 2   TABLE VI  AIRCRAFT CONTROLLER: CONFIDENTIALITY SERVICES   TABLE VII  AIRCRAFT CONTROLLER: INTEGRITY SERVICES   TABLE VIII  AIRCRAFT CONTROLLER: AUTHENTICATION SERVICES and the minimal group security value (MinGQ) for each group is 0.1. Table IX shows that the optimal solution can produce the best solution (the combined quality value ) which is feasible. Maximum policy cannot find a schedulable solution. Minimum policy finds a feasible solution but the combined quality value is very low. If the MinGQ of each group is raised to 0.3, the solution found by the Minimum policy becomes infeasible due to the MinGQ constraint. Random policy sometimes can find a feasible and good solution (such as Rnd2) and sometimes cannot find a feasible solution (Rnd1, for example).
To cope with the security scheme, we need to implement the security mechanisms as program modules and add code to the tasks to invoke the pre-selected security mechanisms in the flight control system. Properly designing the APIs for the security mechanism is therefore important as the APIs serve as the bridge between the tasks in the application and the security mechanism implementation in the underlying systems. For complicated distributed systems, it is worth while investigating the security middleware system to cope with the complexities and specialties of diverse security mechanisms as shown in [33] as the developer might find that the low level security service APIs are complicated to use. With the security middleware which defines high level API for accessing security service and translates the high level service calls to low level security mechanism calls, the users (or the tasks) only need to access high level APIs for managing and configuring multiple security services. As the schedulability test and the optimization of security selection are performed offline, no support is needed for the underlying system for dynamically selecting the security services.
VII. CONCLUSION AND FUTURE WORKS
This paper presents EDF schedulability driven security optimization in real-time systems. A group-based security model is used where the services are partitioned into groups. Services in the same security group provide the same type of security service but of different quality due to the different mechanism used. Services from different groups can be combined to achieve better security. Applying security services to a system incurs overhead to the system. The overhead model of a security service has also been described. A security aware EDF schedulability test has been developed which takes the density of security service into account. Two approaches have been proposed to select the best combination of security services for real-time systems while guaranteeing their schedulability. One is integer linear programming technique and the other is heuristic search technique. The search technique is efficient since pruning and back jumping are used to reduce the search space. Evaluation has been conducted to show the effectiveness of the security optimization techniques. To the best of our knowledge, this is the first work on static security aware schedulability analysis and static security optimization in real-time systems.
Extensive test suites have been performed to compare the two metrics: the combined security value and the schedulability value, using our method and the following three policies (Minimum, Maximum, and Random) to select the security levels for tasks. Experimental results show that the combined security values obtained by our method are substantially higher than those achieved by alternatives for real-time tasks without violating real-time constraints.
Currently, the weight for security group is the same for all the tasks. In fact, different tasks may require different degree of the various types of security services. A task may require more authentication services than confidentiality service and the other task may require more on data integrity than authentication. Further improvement can be made for computing the overhead of each security variant applying to a task. For example, instead of using two parameters ( and ), functions can be defined for each security overhead computation.
The work will also be extended to consider other scheduling policies such as fixed priority scheduling policy in real-time systems.
