We prove lower bounds on the localization length of eigenfunctions in the three-dimensional Anderson model at weak disorders. Our results are analogous to those obtained by Shubin, Schlag and Wolff, [6], for dimensions one and two. We show that the localization length is, with probability one, bounded from below by ∼ λ −2 /| log λ| for most eigenfunctions, where λ is the disorder strength. This is achieved by time-dependent methods which generalize those developed by Erdös and Yau [2] to the lattice and non-Gaussian case. In addition, we show that the macroscopic limit of the corresponding lattice random Schrödinger dynamics is governed by the linear Boltzmann equations.
Introduction
In the present paper, we study the 3-dimensional Anderson model on a finite lattice Λ L = Z 3 /(LZ) 3 with L ∈ N large. The corresponding discrete random Schrödinger operator is given by
and acts on ψ ∈ ℓ 2 (Λ L ), periodically continued over Z 3 . λ is a small coupling constant, (∆ψ)(x) := 6ψ(x) − |x−y|=1 ψ(y)
is the nearest neighbor lattice Laplacian, and ω(x) are, for x ∈ Λ L , bounded, iid random variables. We prove that with probability one, the localization length of most eigenfunctions of H ω is bounded from below by λ −2 | log λ| −1 . For the case d = 3 studied in this work, we note that there are no restrictions on the eigenenergies. Furthermore, we derive the macroscopic limit of the quantum dynamics in this system, and prove that it is governed by the linear Boltzmann equations. This paper is closely related to a recent work of Schlag, Shubin and Wolff, [6] . Using techniques of harmonic analysis, they established for the Anderson model at small disorders in d = 1, 2, that with probability one, most eigenstates are in frequency space concentrated on shells of thickness ≤ λ 2 in d = 1, and ≤ λ 2−δ in d = 2. The eigenenergies are required to be bounded away from the edges of the spectrum of − 1 2 ∆ Z d , and in d = 2, also away from its center. By the uncertainty principle, this implies the corresponding lower bounds on the localization lengths in position space. Closely related to their and the present work are also the papers [3, 4, 5] by Magnen, Poirot, Rivasseau, and Poirot. Our proof is based on an application of the time-dependent methods of Erdös and Yau developed in [2] to derive the macroscopic limit of the 1-particle Schrödinger dynamics against the background of a weak disorder potential in the continuum R d , for d = 2 and 3. They established in [2] that up to a time t = T λ −2 (and position space scaled according to x = Xλ −2 , where (X, T ) are macroscopic variables), the dynamics in the macroscopic limit λ → 0 is determined by the linear Boltzmann equations, and thus ballistic. We note that this result was first proved by Spohn for sufficiently small values of T [7] , while in [2] , the limit is valid for all T > 0. It is expected, [2, 7] that at a time scale t = T λ −κ with κ > 2, the behaviour in the macroscopic limit becomes diffusive. The link between the lower bound on the localization length of eigenfunctions and the Schrödinger dynamics generated by H ω , expressed in Lemma 3.1 below, is a joint result with L. Erdös, H.-T. Yau included in this paper. The author is deeply grateful to Erdös and Yau for their support, and for allowing him to use Lemma 3.1 in this work.
In the present paper, the methods of [2] are extended to the lattice case, and to random potentials with a non-Gaussian distribution. The additional contributions due to higher correlations turn out to have an insignificant effect, hence the character of our results does not differ from that obtained in the Gaussian case.
Definition of the Model and the Main Theorem
Let Λ L = Z 3 /(LZ) 3 , with L ∈ N large. We consider the discrete random Schrödinger operator
acting on ψ ∈ ℓ 2 (Λ L ), which shall be periodically continued over Z 3 . The impurity potential is given by
where ω y are bounded, independent, identically distributed random variables, which we specify in more detail in section 3.1 below. H ω is, under the given assumption of V ω ∈ l ∞ (Λ L ), a selfadjoint linear operator on ℓ 2 (Λ L ) for every realization of V ω .
The Fourier transform and its inverse are given bŷ
where Λ * L = 1 |ΛL| Λ L ⊂ [−1, 1] 3 is the dual lattice of Λ L , with spacing L −1 . We note that 1 2 (∆f )ˆ(k) = −e(k)f (k) ,
where
is the expression for the kinetic energy in frequency space.
To formulate our main theorem, we first introduce approximate characteristic functions for shells centered around lattice sites x ∈ Λ L . To this end, let K L := 3 j=1 h L (|x j |), with
and h L (x) = 0 for x > L. Clearly, x∈ΛL K L (x) = |Λ L |, andK L is a product of differences of Fejér kernels. For x ∈ Λ L , and δ > 0, let R x,δ,ℓ (y) := K ℓ2 (y) − K ℓ1 (y) 2 with ℓ 1 := δℓ , ℓ 2 := ℓ . (4) R x,δ,ℓ is an approximate characteristic function for a cubical shell of side length 2ℓ 2 centered at x, and thickness ℓ 2 − ℓ 1 .
The following observation, for which the author thanks H.-T. Yau and L. Erdös, is the key to link the localization length of eigenvectors to the dynamics generated by H ω . Let {ψ α } denote an orthonormal H ω -eigenbasis in ℓ 2 (Λ L ), with (H ω − e α )ψ α = 0, for α ∈ A = {1, . . . , |Λ L |}, and e α ∈ R. For ε small, the property x |ψ α (x)| R x,δ,ℓ ψ α ℓ 2 (ΛL) < ε implies that ψ α ∈ ℓ 2 (Λ L ) is localized, with a localization length bounded from below by ∼ δℓ log ℓ , where δ is notably independent of ℓ. The additional factor log ℓ in the denominator compensates a volume factor ℓ 3/2 , which arises due to the fact that |ψ α (x)| appears only linearly, and not quadratically in the sum. Our main result is the following theorem. with α ∈ A, and e α ∈ R. Then, for δ > 0 sufficiently small,
for all sufficiently small λ > 0, and a constant c < ∞ that is uniform in L, λ, and δ.
We remark that in contrast to lower dimensional cases, there is no condition in dimension 3 that requires e α to be bounded away from the edges or center of spec{− 1 2 ∆}.
Proof of Theorem 2.1
The following main lemma relates the localization length of eigenvectors of H ω to the time evolution generated by H ω , with initial condition given by δ x . 
for ε > 0, and let B c ε,δ,ℓ := A \ B ε,δ,ℓ denote its complement. Then, under the assumption that
is satisfied for some ε > 0,
Proof. We have
where a α x := δ x , ψ α = ψ α (x) . By the Schwarz inequality, we get
For the first term on the r.h.s., we find
while for the second term,
Summing over x ∈ Λ L , we have 1
By definition of B ε,δ,ℓ , the last term is bounded by (1 + 2κ −1 )ε. Thus, taking expectations, 1 2 ] 3 is identified with one of the latter by periodicity. A more detailed discussion of properties of e( · ) is given in section 5.2 of the appendix.
We introduce a suitable smooth partition of unity φ j on [0, 1] 3 with j = 1, . . . , 8 and φ i = 1, continued over the boundary of the unit cube by periodicity, and such that every φ i contains precisely one critical point p crit of e( · ) in its interior, yielding
by a standard stationary phase estimate. Since sup y∈supp{K ℓ 1 } {|x − y|} ≤ 2ℓ 1 + 1, and using that ℓ 1 /t = δ 1 7 , we find
recalling that t = δ 6 7 ℓ 2 and ℓ 1 = δℓ 2 . Finally, we choose ℓ 2 = λ −2 , to arrive at the asserted estimate ( 8).
It is easy to check that for the estimates used here, the exponent α = 6 7 in t = δ α λ −2 is optimal.
3.1. Expectation of products of random potentials. Before addressing the proof of ( 9), let us first characterize the random potential V ω in more detail. We require that the moments of ω x satisfy
for every x ∈ Z d , all k ≥ 0, and a constant c ω < ∞ that is independent of k. The pair correlator is given by the Kronecker delta
while for the four-point correlator, we have
We will refer to the operation applied in passing to the expression after the second equality sign as Wick ordering. Its effect is that by a renormalization of the fourth order moment of ω x ,c Letω(k) := x ω x e 2πikx . One easily verifies that
That is, for the Wick ordered expression, one obtains exact Kronecker deltas (and delta distributions weakly in the limit L → ∞) in momentum space. Notably, this is not the case for the individual summands of the expression prior to Wick ordering. Let us next determine Wick ordered products of an arbitrary even number of random potentials. We introduce, for n, n ′ ∈ N withn := n+n ′ 2 ∈ N, the set V n,n ′ := 1, . . . , n, n + 2, . . . , n + n ′ + 1 .
It will later label a linearly ordered set of n + n ′ random potentials that are, in frequency space, split into a group of n ′ copies ofV ω , and a group of n copies ofV ω (the complex conjugate). The label n + 1 excluded here is reserved for a distinguished point that does not belong to a random potential. We note again that the case of n + n ′ odd is a priori excluded by ( 16).
denote the set of partitions of V n,n ′ into disjoint subsets S j (referred to as blocks) of size |S j | ∈ 2N, where S m is the m-th symmetric group. Two partitions π = {S j } m j=1 , π ′ = {S ′ j } m j=1 , are equivalent, π = π ′ , if ∃σ ∈ S m such that S j = S ′ σ(j) for all j ∈ {1, . . . , m}. A partition π ∈ Π n,n ′ will also be referred to as a contraction.
The number of π ∈ Π n,n ′ consisting of m blocks is given by
where j := (j 1 , . . . , j r ), |j| := r i=1 j i , and j, l := r i=1 j i l i for every r. We note that the number of partitions into products of pair correlators, corresponding to the case r = 1, j =n, l = 1, is
On the other hand, it is clear that
Bn(m) <n 2n .
This trivial estimate will suffice for our purposes. For S ⊂ V n,n ′ , with |S| ∈ 2N, we define
where for definiteness, µ(i) := min∈ S i (any element of S i would do). Due to the second product, the factors in c |Sj | δ Sj are not independent. We note that
where of course, |S i ∪ S j | = |S i | + |S j |. Therefore, expanding (1 − δ x µ(i) ,x µ(j) ) in ( 18), using ( 19) recursively, and collecting all terms belonging to the same blocks, we find
are the renormalized moments of ω x . Thus, ( 20) decomposes the expectation value into the sum of all possible products of correlators, which are now mutually independent, due to Wick ordering. It is easy to see that
where c ω is the constant defined in ( 16). This simple bound suffices for our purposes.
Then, the expectation of the full product of random potentials decomposes into
in momentum space, where c |Sj | are the renormalized moments of ω x . 8 3.2. Duhamel Expansion. As previously noted, our proof of ( 10) comprises a modification of the methods developed in [2] to cover the lattice case, together with a generalization that allows to control non-Gaussian distributed random potentials. To this end, we invoke the Duhamel expansion of φ t = e −itHω δ x , then classify and estimate all contractions occurring in ( 9). In this analysis, ε = t −1 and λ will be the small parameters of the theory, ultimately to be related by ε = cλ 2 .
For some large N ∈ N, which will be chosen as a function of ε later, we consider the trucated Duhamel expansion
The explicit formula for the remainder term R N,t is given in ( 63) below. Defining n j=0 ds j t := ds 0 · · · ds n δ( n j=0 s j − t) ,
the Fourier transform of φ n,t is given bŷ
which is true for arbitrary ε > 0. However, by the choice ε = t −1 , divergence of the exponential factor e εt for large t is suppressed. The multiplication operators 1 e(kj )−α−iε corresponding to the Fourier transformed resolvents of − 1 2 ∆ will also be referred to as particle propagators.
Let H − := {z ∈ C Im(z) < 0}. By analyticity of the integrand with respect to the variable α, and noting its exponential decay on H − , the path of the αintegration can, for any fixed n ∈ N, be deformed away from R into the closed contour
which is the boundary of a rectangle that contains spec − 1
where the loop I is taken in clockwise direction.
By the Schwarz inequality,
.
Introducing the variables p = (p 0 , . . . , p n , p n+1 , . . . , p 2n+1 ) := (k n , . . . ,k 0 , k 0 , . . . , k n ) (α j , σ j ) = (α, 1) 0 ≤ j ≤ n (β, −1) n < j ≤ 2n + 1 , one can write more compactly
whereV (k) =V (−k).
Recalling ( 22), we consider a partition π = {S j } m j=1 ∈ Π n,n , and define
The contribution to ( 25) corresponding to π is given by
where δ
Sj (p). The expectation ( 25) is thus obtained from summing the quantities C L,π over all partitions π ∈ Π n,n .
Both for notational reasons, and as a preparation for the discussion of the limit to the linear Boltzmann equations, which will be considered on the infinite lattice Z 3 , we replace the sums by integrals. For a given contraction π ∈ Π n,n , let
Here, δ π (p) = m j=1 δ Sj (p), and δ Sj has the same product structure as δ
Sj , but δ denotes the Dirac distribution. The limit is controlled in the following a priori estimate.
for a constant c that is independent of L and ε.
The proof is deferred to the appendix.
The Graph Representation of Contractions.
In order to systematize the combinatorial problem of classifying the possible classes of integrals C π , it is natural to represent the delta distributions in ( 27) that correspond to various contractions by graphs. We will use the following prescription. We draw two parallel solid 'particle lines', joined together at one end, accounting for δ(p n − p n+1 ), containing n, respectively n ′ vertices, where n + n ′ is even. Every pairing contraction is depicted by a dashed line joining the respective vertices. The higher correlation contractions corresponding to δ Sj are represented by |S j | ∈ 2N dashed lines connecting the corresponding vertices to one mutual vertex that is disjoint from the particle lines. Any edge in this graph that lies on a particle line corresponds to a particle propagator.
Let G π denote the graph associated to a partition π = {S j } m j=1 ∈ Π n,n ′ . The set of vertices of the graph G π is denoted by V (G π ), and the set of edges as
n ′ is the n + n ′ -subset of vertices on the particle line, and V hc (G π ) is the subset of vertices disjoint from the particle lines, which are associated to higher correlations. In the product of Kronecker deltas ( 20) in the position space picture, the elements of V p (G π ) correspond to the sites x i of random potentials, while the elements of V hc (G π ) correspond to the dummy summation variables y j .
A spanning tree T of G π is a connected tree graph that contains V (G π ). We denote the set of edges contained in T by E T , and refer to the corresponding momenta as tree momenta. The momenta corresponding to the edges in the complement E L = E ′ T are referred to as loop momenta. Adding any edge of E L to the spanning tree T produces a loop. Definition 3.2. A contraction π = {S j } ∈ Π n,n ′ is called a pairing contraction if m =n, from which follows that |S j | = 2 for all j. Otherwise, it is called a higher correlation contraction, or a type III contraction (cf. Definition 3.3 below).
Let us further classify pairing contractions as follows, [2] , cf. Definition 3.3. The delta distributions associated to partitions π ∈ Π n,n ′ of the set V n,n ′ are classified into the following types, according to the graph structure of the corresponding contraction among random potentials.
Hence, a partition of V n,n ′ is of type III if it contains a type III delta distribution.
, with j r > i r , both either of type I or of type I', such that i 1 − i 2 and j 1 − j 2 have opposite signs. 
contains the edge corresponding to the momentum p n , but not the one corresponding to the momentum p n+1 .
Simple Pairing Contractions.
For each type of contractions π ∈ Π n,n listed above, we will next derive bounds on the corresponding Feynman amplitudes C π . It turns out that as in [2] , all dominant contributions stem from simple pairings, even with type III contractions included. We will proceed by first discussing simple pairings, then crossing and nested pairings, and finally type III contractions.
3.4.1. The Ladder Graph. The simplest member in the class of simple pairings in Π n,n , for every n, is the ladder graph. It corresponds to the pairing π = {S j } n j=1 ∈ Π n,n , with |S j | = 2, and S j = {j, 2n + 2 − j}, and
cf. ( 27). The following three obvious estimates will be used extensively in the sequel.
for a constant c 1 that is uniform in ε.
Proof. Recalling that by definition of I, inf p∈T 3 dist(e(p) − iε, I) = ε, and that |I| is finite, all of these estimates are evident.
Then, for every 0 < µ < 1, there exists a constant c µ < ∞, such that
Proof. Clearly,
Furthermore,
for some c µ < ∞, which diverges in the limit µ → 1.
The claim thus follows immediately from interpolation. We note that the proof in the lattice case is much simpler than in the continuum case, [2] , owing to |I| < ∞ and |T 3 | = 1 < ∞.
The ladder contribution can thus be estimated by
for 0 < µ < 1. Clearly, the product of delta distributions here is equivalent to that of ( 29). 
Otherwise, either a crossing or a nesting pairing occurs. Hence, any type I or I' delta function in a simple pairing reduces to δ(p i+1 − p i−1 ), for some i. The subintegral in C π corresponding to an immediate recollision is either
or Θ(β, −ε). It contributes to a renormalization of the particle propagator, as discussed in section 4.2, and satisfies the following estimates, which will be used extensively in the sequel.
Lemma 3.6. Let α ∈ I, and recall that ε = t −1 . Then,
for constants c 2 , c 3 uniform in ε and α, α ′ , and for m ∈ N 0
where c ′ is independent of m, ε and α.
Proof. We recall that α ∈ I = I R ∪ I H− from ( 23).
For
As discussed in more detail in the appendix, e( · ) : T 3 → [0, 6] is a real analytic Morse function with 8 critical points. We choose a smooth partition of unity 1 = 8 j=1 φ j on [0, 1] 3 , such that the support of each φ i contains precisely one critical point p crit,i of e( · ) at its center. Applying a stationary phase estimate to
where I(p crit,j ) ∈ C are uniform in ε and s. Thus, |Θ(α, ε)| < c, uniformly in ε. Furthermore, since
follows for any m ≥ 1.
We conclude that
for some constant c 3 that is uniform in ε and α, α ′ . This proves the lemma.
General Simple Pairings.
In contrast to the ladder diagram, simple pairings in general contain progressions of neighboring immediate recollisions on each particle line before and after type II contractions. For a progression of q neighboring delta functions of type I', starting at the edge of the graph carrying the momentum p i , C π contains the corresponding subintegral
The analogous expression for a progression of q neighboring delta functions of type I is evidently obtained from α → β and ε → −ε.
Let us consider a simple pairing π ∈ Π n,n which contains m type II contractions, and introduce multiindices
The set of all simple pairings with fixed n gives (after reindexing the momentum variables) π∈Πn,n π simple
Let us comment on this expression, cf. Figure 3 Clearly, all n−m random potentials on each particle line not involved in type II contractions are part of type I, respectively type I' pairings (immediate recollisions). Since each immediate recollision contracts precisely two random potentials, the sum over m can only take steps of size 2, that is, 0 ≤ m ∈ n − 2N 0 (the case m = n of course corresponds to the ladder graph). Therefore, 
and N n=1 π∈Πn,n simple
where c, c 0 , c 4 are uniform in N and t, and where c 0 is defined in ( 47), and c 4 in ( 48).
Proof. We split, for π ∈ Π n,n simple, and n fixed,
where, under the assumption that π contains m type II pairings,
Then,
Let p (qj ) j = (p j , . . . , p j ) (q j copies), and dp (m+1) := dp 0 · · · dp m . By the Schwarz inequality,
Clearly,
By
and Lemma 3.6,
for a constant c < ∞ that is uniform in ε.
Next, we consider π∈Πn,n simple
for some constant c that depends on c 2 and c 3 . Thus,
, and we arrive at
again using ( 43).
Summarizing, we have π∈Πn,n simple
We choose µ = 1 2 , and define c 0 := c µ= 1 2 .
Furthermore, letting
Clearly, c 0 , c 4 , c are uniform in N , λ, ε.
3.5.
Crossing and nested pairings. We shall next prove that for all π ∈ Π n,n which contain a crossing or nested pairing contraction, |C π | is a factor O(t −1/2 ) smaller than the the ladder graph in Π n,n . This is sufficient to compensate the large combinatorial factors that arise in the pairing contractions.
Lemma 3.8. The sum of all crossing and nested pairing contractions in Π n,n is bounded by π∈Πn,n crossing or nested
Proof. By lemmata 3.9 and 3.10 below, every pairing contraction of crossing or nesting type can be bounded by
and clearly, there are at most 2 n n! such graphs.
Lemma 3.9. If π ∈ Π n,n corresponds to a pairing contraction that contains at least one crossing, then
Proof. Let T denote a complete spanning tree for the graph G π , and T c its complement. All momenta supported on T can be expressed as linear combinations of loop momenta supported on T c . If there exists a crossing pairing, it is shown in [2] that there is a tree momentum p r in T that depends on at least two loop momenta
with singular part A sing ε (w, α, β) := dp j dp l χ(p j ∈ U ε (Σ αj )) χ(p l ∈ U ε (Σ α l )) (e(p j ) − α j ± iε) (e(p l ) − α l ± iε)(e(p j ± p l + w) − α r ± iε) .
Here, Σ α = {p ∈ T 3 |e(p) = α} is an isoenergy surface, and U ε (Σ α ) is a tubular ε-neigborhood of Σ α . We will prove in section 5.2 of the appendix that
for some constant that is uniform in ε. Including the contribution from the complement of the ε-tubular neighborhoods of the energy level surfaces,
For the remaining part of C π , excluding the propagators corresponding to the indices n and n+1, L ∞ -bounds on propagators in T , and L 1 -bounds on propagators in T c , produce a factor (cλ 2 t log t) n−1 . The propagators corresponding to the indices n and n + 1 contribute a factor (c log t) 2 , as in ( 58) below. A detailed exposition is given in [2] . Lemma 3.10. Let π ∈ Π n,n correspond to a non-crossing pairing contraction that contains at least one nested subgraph. Then,
Proof. In this case, π comprises a nested subgraph of length 1 < q ≤ n − 2, and C π thus contains a subintegral (T 3 ) 2q dp j · · · dp j+2q−1
We refer to this nested subgraph as a simple nest, since it does not contain further nested subgraphs in its interior, cf. Figure 3 .5. We note that p 0 , p n , p n+1 , and p 2n+1 can never appear in the interior of a nested subgraph. It is clear that
where we have used ( 35).
Without any loss of generality, let us assume that the simple nest has length q (that is, it contains q immediate recollisions), and that the momentum with largest label preceding it is p j , with j + 2q < n, so that the expression corresponding to ( 50) is N q δ(p j+2q − p j ). The subintegral in C π associated to it is
where |S j | = 2 for all j. Here, µ l (r) := 1 + δ l,r , and where p ′ is the 2(n+ 1 − q)-tuple of momenta in the exterior of the nest (in this expression, δ(p j+2q − p j ) has been integrated out). The product of delta functions corresponds to pairing contractions which are strictly non-crossing.
The product of delta functions accounting for the pairing contractions outside of the simple nest has the following structure. Let I j,q;n := {0, . . . , 2n + 1} \ {j + 1, . . . j + 2q, n, n + 1} denote the index set accounting for all 2(n − q) momenta p i not contained in the nest, apart from the special indices n, n + 1. Let A n−q ⊂ I j,q;n be an index subset of size n − q, which shall contain j, and the label for only one of the two vertices in each pairing. Then, there exists a bijection τ : A n−q → A c n−q (the complement of A n−q in I j,q;n ), such that the product of delta functions has the structure
Thus, the pairings outside of the nest N q (α, ε) can be written in the form
where for every r ∈ A n−q , the function w r ∈ T 3 does not depend on p r .
It is then easy to see that
and I×I |dα| |dβ|
we find
where q ≥ 2. This proves the lemma.
3.6. Type III Contractions. We shall next derive bounds on C π , where π ∈ Π n,n contains type III contractions. We recall that the number of π ∈ Π n,n of type III is bounded by n 2n . The following lemma shows that the superfactorially large number of such graphs is compensated by the very small size of the associated integrals C π .
Lemma 3.11. For any 1 ≤ m < n, and π = {S j } m j=1 ∈ Π n,n of type III, |C π | ≤ n 2n λ 2n t m (c log t) 2n−2m+2 .
20
Proof. After integrating out δ(p n − p n+1 ),
First of all,
by |S j | − 1 bounds of type L 1 − L ∞ , using ( 30) and ( 31). Furthermore, we have recalled ( 21), and again used sup α,β∈I (c ω |S j |/2) 2|Sj| < (c ω n) 2n , we find |C π | ≤ n 2n (cλ 2 ) n ε −m | log ε| 2n−2m+2 , which proves the lemma. Proposition 3.1. For fixed n, the sum of all contributions to the expectation ( 25) that comprise type III contractions is bounded by π∈Πn,n type III |C π | ≤ (cλ 2 t log t) n n 4 (n!)t −1 + n 4n t −2 .
Proof. We note that the total number of graphs for 1 ≤ m ≤ n − 2 is bounded by
cf. the discussion of ( 17). In the case m = n − 1, we have B n (n − 1) < 2 n (n!)n 4 , since we have n − 1 pair correlations, and one correlation of order 4.
Application of Lemma 3.11 to the cases m = n − 1 and m < n − 1 separately immediately implies the claim. 3.7. The Remainder Term. In this section, we control the remainder term R N,t in the Duhamel series. We use the partial time integration method developed in [2] , according to which we subdivide [0, t] into much smaller subintervals, and exploit the rarity of the event in which the quantum particle experiences a large numbers of collisions in a small time interval. Here we will again see that crossing-, nesting-, and type III contractions only give rise to small errors.
The remainder term is defined by
Introducing a large κ ∈ N, which will be determined as a function of ε below, and κ equidistant points {θ 0 , . . . , θ κ−1 } on [0, t] with t 0 = 0 and θ κ−1 = t, we subdivide the time integration into 
Then, we split the remainder term into
for which we intend to prove that E[ R i (t) 2 ] = O(ε δ ) for some δ > 0, where i = 1, 2. While the character of the estimates required to control E[ R 1 (t) 2 ] are essentially the same as for n ≤ N , our strategy to bounding E[ R 2 (t) 2 ] exploits the rarity of events comprising large collision numbers -that is, of order O(N )in the time intervals [θ j , θ j−1 ), whose length t κ is much shorter than [0, t]. The following lemma is the main result in this context. 
where the constant c is uniform in t and N .
Proof. By the Schwarz inequality,
and in addition using the unitarity of e −itHω ,
Let us first address the estimates on R 2 (t) . Each pairing contraction occurring in E[ φ 4N,N,θj (θ j+1 ) 2 ] can be bounded by
This is proved in the same manner as demonstrated previously, but noting that 2(4N − N ) = 6N propagators have a denominator with imaginary part κε ≫ ε instead of ε. Since there are n! pairing contractions, their sum is bounded by
This bound is of use if n = O(N ). Indeed, for the estimate on R 2 (t) , where n = 4N ,
where the first term on the r.h.s. stems from all pairing contractions, and where the second term accounts for all type III contractions. Again, the factor κ −3N appears because in 6N of the 2(4N + 1) free resolvents, we have κε instead of ε (ε appears only in 2N + 2 of the free resolvents 2 ] stemming from pairing contractions. For simple and crossing pairings, the necessary bounds for the present case N < n ≤ 4N are obtained precisely in the same manner as for n ≤ N . The discussion of nested pairing contractions is slightly more involved, due to the fact that particle propagators with different imaginary parts ±iε and ±iκε can appear in the same simple nest. 
where c 0 is defined in ( 47).
Proof. The argument is the same as in Lemma 3.7, while noting that due to κ > 1,
for all j in the estimates on |C π |. (It is not necessary to exploit the factors κ −N here.) Lemma 3.14. Let N < n < 4N , and let π ∈ Π n,n ′ correspond to a pairing contraction that contains at least one crossing. Then,
Proof. This result is proved in the precise same way as Lemma 3.9, and using ( 70). Lemma 3.15. Let N < n < 4N , and let π ∈ Π n,n ′ represent a non-crossing pairing contraction that contains at least one nested subgraph. Then,
Proof. In the case N < n < 4N , particle resolvents with imaginary parts iε and iκε in the denominator can appear simultaneously in the same nested pairing subgraph. If so, C π contains a subintegral corresponding to a nest of length q ≤ n − 2 of the form
where N q1,q2,ζ (α, ε, κε) = λ 2
with ζ = 0 or 1. Clearly,
Using ( 35), the integral on the last line is bounded by
where ( 35) has been used. Furthermore, we note that
cf. ( 52).
Let us assume that G π possesses a simple nested subgraph on the particle line with momenta {p 0 , . . . , p N }. Then,
where, by the assumption of pairing contraction, |S j | = 2 for all j. Moreover, let again µ l (r) := 1 + δ l,r , and let p ′ denote the 2(n + 1 − q)-tuple of momenta in the exterior of the two nests. Furthermore, let ν r := χ(0 ≤ r < N ) + χ(n + N < r ≤ 2n + 1) .
By definition of a nested pairing, the product of delta functions corresponds to pairings that are are strictly non-crossing.
For the contractions outside of the nest, we recall I j,q;n := {0, . . . , 2n + 1} \ {j + 1, . . . j + 2q − 1, n, n + 1} from the proof of Lemma 3.10. As in ( 54), the product of delta functions has the structure
for an index set A n−q ⊂ I j,q;n of size n − q, which contains j, and where τ : A n−q → A c n−q (the complement of A n−q in I j,q;n ) is bijective. Thus, we have pairings of the form
where w r ∈ T 3 is, for each r ∈ A n−q , independent of p r .
Therefore, it follows that
Since sup wr∈T 3 dp r |e(p r ) − α r − iσ r κ νr ε| µj (r) |e(p r + w r ) − α τ (r) − iσ τ (r) κ ν τ (r) ε| ≤ c 1 ε −µj (r) | log ε| κ max{νr ,ν τ (r) } and I×I |dα| |dβ|
Here, we used
which holds since τ : A n,q → A c n,q is bijective, by which {N + 1, . . . , n} ∩ I j,q;n ≥ n − N − 2q, while {n + N + 1, 2n + 1} ∩ I j,q;n = n − N . This proves the lemma. 3.7.2. Type III Contractions. The estimates on type III contractions necessary for n > N are the same as for n ≤ N . Lemma 3.16. Let N < n ≤ 4N , and let π ∈ Π n,n correspond to a type III contraction. Then, π∈Πn,n type III
where the constant c is uniform in t, λ, and n.
Proof. This is proved in the exact same way as Lemma 3.11. We remark that subfactorial factors n 4 , 4 n , etc. have here been absorbed into the multiplicative constant.
3.8. Completing the Proof of Lemma 3.2. Collecting all error estimates derived so far, and recalling that ε = t −1 , we can finally prove the main bound ( 9). Firstly, using Lemma 3.3, the sum of all errors in the present problem stemming from replacing the Riemann sums on Λ * L (thus with spacing L −1 ) by integrals is bounded by
where the additional factor ε −2 accounts for the factor t 2 that arises from using the unitarity of the time evolution operator in estimating E[ R 2 (t) 2 ], cf. ( 67). From ( 28), and Lemmata 3.7, 3.9, 3.10 we find (after collecting terms, and redefining the constants)
|l.h.s. of ( 9)| ≤ c 4 λ 2 ε −1
(where some subexponential factors, such as N 4 , etc., have been absorbed into the multiplicative constant c in c 4N ). We choose ε −1 = t = δ 6 7 λ −2 for the given δ > 0. Furthermore, we let
and κ(ε) ∼ | log ε| 96 .
One then easily verifies that
such that (4N (ε))! ε 2 κ(ε) N (ε) < ε 1/2 .
Furthermore, letting L(ε) ∼ ε −4 , one straightforwardly obtains
such that the estimate |l.h.s. of ( 9)| ≤ c 4 λ 2 ε −1 + Cε − 1 10 (88) is satisfied. This completes the proof of Lemma 3.2.
Linear Boltzmann Equations
In this section, we prove that the macroscopic limit of the Schrödinger dynamics of the present model is governed by the linear Boltzmann equations. For this analysis, we will assume that the system is defined on the infinite lattice Z 3 , that is, we consider the system in the limit L → ∞. Furthermore, because the analysis is very close to the one given in [2] for the continuum case, we will be brief in a number of arguments.
Wigner Transform and Main
Theorem. Let φ t denote a solution of the Schrödinger equation
with initial condition φ 0 ∈ l 2 (Z 3 ). The Wigner transform of φ t is defined by
We remark that in contrast to [2] , the argument of φ t is not given by x ± y 2 (since otherwise, these would in half of all cases not correspond to lattice points). This is the origin of the factor 2 in front of sin 2πV in the linear Boltzmann equations ( 96).
We note that Fourier transformation with respect to the x-variable yieldŝ
where ξ ∈ T 3 .
The Wigner transform is a quintessential tool for the study of the macroscopic limit in a quantum system. Let J ∈ S(R 3 × T 3 ) be a Schwartz class function. We introduce macroscopic variables T := ǫt, X := ǫx, and consider the rescaled
where J ε (x, v) := J(εx, v), which, in momentum space representation, equals
Here we note thatĴ ε (ξ, v) = ε −3Ĵ (ξ/ε, v). where h, S ∈ S(R 3 ). Let (T, X) = ε(t, x), V = v, and ε = λ 2 . Then,
where F T (X, V ) solves the linear Boltzmann equation
with collision kernel σ(U, V ) = 4πδ(e(U ) − e(V )), for X ∈ R 3 , V ∈ T 3 , and initial condition F 0 (X, V ) given by ( 107).
Here and in the rest of this section, we will use the notation sin 2πw := (sin 2πw 1 , sin 2πw 2 , sin 2πw 3 )
From our previous analysis, we infer that the contributions to F T (X, V ) which are non-zero in the macroscopic limit purely stem from type I and II contractions among random potentials in the Duhamel expansion of Ĵ ,Ŵ ε φt . For more detailed calculations, we refer to [2] 
We recall that Π n,n ′ is the set of all contractions that appear in this expectation value at fixed n and n ′ , and CĴ ε π is the value of the corresponding integral for a given π ∈ Π n,n ′ . As in [2] , we then have the following lemma, which expresses that the simple contractions are dominant, and that all other contraction types only contribute to a small error. +O (cλ 2 t log t)n(log t) 3 
and for any simple pairing π, |CĴ ε π | ≤ (cλ 2 t)n . (99)
Proof. The bound on contractions for n = n ′ that are not simple is obtained in the same way as in the case n = n ′ discussed before. For more details, we refer to [2] .
Furthermore, similarly as in the proof of Lemma 3.7, we decompose CĴ ε π , for π simple, into a main part CĴ ε ,main π , and an error part, where the main part CĴ ε,main π is obtained by replacing the recollision terms Θ(α, ε) and Θ(β, −iε) in CĴ ε π by Θ(e(v 0 ), ε) and Θ(e(v 0 ), −iε), respectively. Thus, if CĴ ε π contains m type II contractions, and immediate recollisions indexed by (q 1 , . . . , q m ) and (q 1 , . . . ,q m ), respectively, as in ( 36),
The error term is controlled by the following lemma. Proof. The proof is the same as for lemma 3.7, with the appropriate modifications included to cover the case n = n ′ . Since this generalization is straightforward, and treated in detail in [2] , we will not repeat the argument here.
4.2.
Resummation of Immediate Recollisions. We perform the contour integral with respect to the variables α and β, and find π∈Π n,n ′ π simple CĴ ε,main
where we recall the notation
Then, we evaluate the sum over n, n ′ ∈ {0, . . . , N } by first summing over all q i ,q i , where i = 1, . . . , m, for fixed m, and sum over the indices m at the end. It is thus easy to see that
. is the Wigner distribution in frequency space at time t = 0, and
Notably, by resumming all immediate recollision terms, one arrives at a renormalization of the particle propagator
or likewise, at a shift of the energy plane by a corresponding redefinition of α r .
4.3.
Macroscopic Limit of the Main Term. We will in this section determine the contributions from the main term, and show that it tends to a solution of the linear Boltzmann equations in the macroscopic scaling limit. To this end, we introduce the new time variables a j := weakly as ε → 0. Moreover, for the given choice of φ ε 0 , the weak limit
as ε → 0, is well-defined, [2] .
Thus, we obtain
4πδ(e(v j ) − e(v 0 )) e 2πi n j=0 τj ζ·2 sin 2πvjF
where Θ(v) := lim ε→0 Θ(v, ε), and whereF 0 denotes the Fourier transform of F 0 in the first variable. Notably, the factor ε −n , which emerges from rescaling a i , has eliminated λ 2n .
Taking the Fourier transform with respect to ζ, one obtains 
One straightforwardly verifies that Im(Θ(V )) = − σ(V ) 2 . In particular, one easily checks that F T (X, V ) satisfies the linear Boltzmann equations ( 96). This concludes our proof of Theorem 4.1.
Appendix
5.1. Discretization of C π . We will here prove Lemma 3.3. Let π ∈ Π n,n , and let T denote a complete spanning tree for the graph defined by π, and let T c denote the complement of T , which comprises all loop momenta p := (p i ) pi∈T c . In both C L,π and C π , we sum, respectively integrate out δ L and δ, such that the tree momenta are expressed as functions of the loop momenta. Hence, both C L,π and C π have the same momentum structure, but C L,π is a Riemann sum over boxes of side lengths L −1 , which approximates C π . One finds C L,π − C π = e 2εt λ 2
where E T c is the set of edges of T c , with
The functions w j (p) ∈ T 3 are linear combinations of the elements of p that are attributed to the particle lines on T , and obtained from integrating (summing) out the delta distributions (Kronecker deltas). Evidently,
and likewise for p l instead of w j (p), and consequently, since κ νi ≥ 1,
Our results in this paper established that
for all π ∈ Π n,n , and for all 0 ≤ n ≤ 4N . This proves Lemma 3.3.
5.2.
Intersection of isoenergy surfaces. In order to control the integral ( 49) that appears in crossing pairings, it is necessary to analyze the intersection between isoenergy surfaces Σ α = p ∈ [0, 1] 3 e(p) = α and their translates in detail, where we recall that e(p) = 3 j=1 (1 − cos 2πp j ), and α ∈ [0, 6]. The lattice case studied here is more complicated than the situation considered in [2] for R 3 , where the surfaces Σ α are 2-spheres.
Let τ φ denote translation by the vector φ ∈ T 3 . For ( 49) to be bounded by | log ε| 3 , it is necessary that for all α 1 , α 2 ,
is fulfilled for all φ in a subset of T 3 of measure ≥ 1 − O(ε 2 ), and a constant c < ∞ that does not depend on φ, α 1 , or α 2 . We note that in dimension 2, this condition does not hold for the energy α corresponding to 'half-filling'.
We recall that the kinetic energy e(p) is a real analytic Morse function T 3 → [0, 6], with critical values {0, 2, 4, 6}. Let C denote the set comprising the 8 critical points of e( · ) in the embedded subcube [0, 1 2 ] 3 , located at its corners. Each of the remaining critical points in [0, 1] 3 is identified with an element of C by periodicity.
Let N m denote the number of critical points of Morse index m of e( · ). Since the Betti numbers of T 3 = (S 1 ) 3 are b 0 = b 3 = 1, and b 1 = b 2 = 3, the Morse inequalities require that N m = b m for all m = 0, . . . , 3. For α ∈ [0, 2) ∪ (4, 6], Σ α is diffeomorphic to S 2 . The topology of Σ α changes at the critical values α c = 2, where e( · ) has three critical points of Morse index 1, and at α c = 4, corresponding to three critical points of Morse index 2. For α ∈ (4, 6), Σ α is a smooth, connected, compact surface of genus g(Σ α ) = 3. The surfaces at the critical values α c = 2, 4 exhibit curvature singularities, which is clear, since the integrated Gauss curvature (i.e. the Euler characteristic χ(Σ α ) = 2(1 − g(Σ α ))) jumps. One can easily verify that the Gauss curvature is non-zero on Σ α , except possibly on a subset of measure zero.
After these general remarks, we will next prove that the contributions to the integral ( 49) stemming from the singular loci of the integrand are uniformly bounded in ε.
Lemma 5.1. Let U ε (Σ α ) denote the tubular ε-neighborhood of the isoenergy surface Σ α . Then,
uniformly in ε, for any α i ∈ [0, 6], for i = 1, 2, 3.
Proof. Let us first discuss the integral over p, for fixed φ(q) := ±q + w. To begin with, we find a suitable parametrization for Σ α1 ∩ τ φ Σ α3 . Switching the point of view to C, and using the characterization Σ α1 = (p 1 , p 2 , p 3 ) ∈ [0, 1] 3 e 2πip1 + e 2πip2 + e 2πip3 = β 1 + iγ , for some γ ∈ R for the isoenergy surfaces, where β 1 := 3 − α 1 ∈ [−3, 3], will provide a geometrically simple setting. We will use p 1 and γ to parametrize Σ α1 . For given p 1 , let γ − (p 1 ), γ + (p 1 ) be defined as the imaginary parts of the intersection of β 1 + iR with the circle of radius 2 around e 2πip1 . Then, for γ ∈ (γ − (p 1 ), γ + (p 1 )) such that |β 1 +iγ| = 1, there are exactly two solutions (p 2 (p 1 , β 1 , γ), p 3 (p 1 , β 1 , γ)) and (p 2 (p 1 , β 1 , γ) + Next, for reasons that will become obvious shortly, we define
the set of exceptional values of φ, which is clearly a union of straight lines containing the origin, and let A exc,ε := U ε (A exc ) , which is the union of ε-tubes centered around the lines in S exc . Furthermore, its complement A reg := T 3 \ A exc,ε is the set of regular values of φ.
To determine Σ α1 ∩ τ φ Σ α3 , let w ± (p 1 , β 1 , γ, φ) := e 2πi(p1+φ1) ± e 2πi(p2(p1,β1,γ)+φ2) ± e 2πi(p3(p1,β1,γ)+φ3) , 34 and L(p 1 , β 1 , φ) := w ± (p 1 , β 1 , γ, φ) γ ∈ [γ − (p 1 ), γ + (p 1 )] , with multiplicities included. Then, a straightforward calculation shows that w ± (p 1 , β 1 , γ, φ) − (β 1 + iγ) = (β 1 + iγ) e 2πiφ3 − 1 + e 2πip1 e 2πiφ1 − e 2πiφ3
where D(p 1 , β 1 , γ) := 1 2 dist(e 2πip1 , β 1 + iγ) ≤ 1 .
Then, we distinguish two cases.
Case 1: φ ∈ A reg,10ε . In this case, all of the phase differences (e 2πiφi − e 2πiφj ) are non-zero, and one easily verifies that the real part of ( 116) is a non-constant function of γ, for all values of p 1 and β 1 . L(p 1 , β 1 , φ) is a closed curve in C which does not contain any vertical line segment. Therefore, for any β 3 ∈ [−3, 3], P (p 1 , φ) := L(p 1 , φ) ∩ β 3 + iR is a finite, discrete set, which is possibly empty. Varying p 1 over [0, 1], the line swept out by P (p 1 , φ) parametrizes Σ α1 ∩ τ φ Σ α3 , which is thus 1-dimensional. To estimate the integral ( 115), we replace the vertical lines β j + iR by the strips S j (ε) := [β j − ε, β j + ε] + iR, for j = 1, 3. Then, we have to distinguish the following cases. Case 1.1: |β 1 + iγ − e 2πip1 | > 2ε. Here, it is clear that for every choice of p 1 , the angles p 2 and p 3 can only varied within O(ε) such that 3 j=1 e 2πipj ∈ S 1 (ε). By continuity, P (p 1 , φ) is deformed into a neighborhood of P (p 1 , φ) of area O(ε 2 ). Letting p 1 vary, one obtains a parametrization of the tubular ε-neighborhood of Σ α1 ∩ τ φ Σ α3 , of volume O(ε 2 ) (since (p 2 , p 3 ) varies in a domain of area O(ε 2 ) for each p 1 ). Clearly, this small volume factor compensates the integrand on the second line in ( 115), which is bounded by ε −2 . 
