In this paper, we focus on the intrinsic image decomposition problem for stereoscopic image pairs. The existing methods cannot be applied directly to decompose stereoscopic images, as it often produces inconsistent reflectance (albedo) and 3D artifacts after the decomposition. We propose a straightforward yet effective framework that enables a high-quality decomposition for stereoscopic pairs. First, retinex-based constraints are employed to coarsely classify the observed image gradients into two categories that are caused by reflectance changes and illumination variations, respectively. Second, reflectance-consistent constraints are added to control the reflectance consistency between the left and right views. Since this problem is highly ill-posed, we further analyze local and non-local image textures regularized by super-pixels within and across two views to reduce reflectance ambiguity. Lastly, absolute-scale constraints are employed to normalize the decomposition results. Extensive experiments on the real-world stereoscopic images and synthetic stereoscopic images reveal that our method can readily achieve high-quality decomposition performance.
I. INTRODUCTION
From the perspective of image formation, several key factors, such as surface material and textures, lighting conditions, shape of objects, and viewing angle, jointly determine the final appearance of the scene. These factors are referred to as intrinsic properties [1] and are vital to image formation process. Among these properties, surface material and textures are usually characterized by reflectance image, while the composite product of lighting conditions and shape of objects are described by shading image. Reflectance image and shading image are also called as intrinsic images.
Intrinsic images play a critical role in image analysis and processing. For instance, image recoloring [2] and image re-texturing [3] tasks prefer a pure reflectance image without intensity variations caused by non-uniform lighting conditions and non-flat surface shape. Similarly, shape-fromshading algorithms infer more accurate surface geometry given a shading image with less texture residuals [4] . Segmentation and face recognition [5] often gets degraded in The associate editor coordinating the review of this manuscript and approving it for publication was Sudhakar Radhakrishnan . the presence of poor lighting conditions. On the other hand, high-quality intrinsic decomposition can increase the performances of such vision problems. Therefore, intrinsic decomposition has attracted increasing interests in both academic and industrial communities [6] - [18] .
Given an observed image I, it can be decomposed into a reflectance image R multiplying a shading image S pixelby-pixel. Without further constraints, the decomposition is a highly ill-posed problem in that the number of unknown variables (R, S) are twice the known variables I. Much progress has been made in intrinsic image decomposition during the past decades. Land and McCann first introduced the retinex theory in 1971 [19] , which was extended to two dimensional images by Horn [20] , [21] . Since the retinex theory provides a computational approach of coarsely classifying the observed image gradients into reflectance gradients and shading gradients, it thereafter becomes a fundamental constraint to decompose intrinsic images.
Grosse et al. generated a ground-truth dataset and provided a comprehensive review [22] . From then on, a lot of methods, such as optimization method [23] , [24] , statistical inference method [25] , and dense CRF-based method [11] were put forward to improve the performance. Meanwhile, many image cues, including textures [26] , [27] , color constancy [28] , [29] , and reflectance sparsity [30] , are utilized as constraints to regularize the decomposition. More recently, Luo et al. presented a novel optimization that combines photometric stereo and retinex constraints into the optimization, which achieves some state-of-the-art results according to MIT intrinsic image dataset [31] . However, all the above mentioned methods cannot be applied directly to stereoscopics because they are designed for monocular images that usually take no account of the consistency across different views. In recent years, lots of topics related to stereoscopic images and videos have been explored, such as stereoscopic movie making [32] , stereoscopic warping [33] - [35] , cloning [36] , inpainting [37] , stitching [38] , [39] , retargeting [40] , editing [41] - [43] , stabilization [44] , [45] , relighting [46] , and so on. However, few work has targeted the problem of stereoscopic intrinsic image decomposition [47] .
Stereoscopic images generally possess a large overlapped region between two views. On one hand, the intrinsic image decomposition for a stereoscopic image pair needs to take the reflectance consistency of the overlapped region into consideration. On the other hand, inspired by the work of Luo et al. [31] , stereoscopic images provide the possibility that two views could offer more constraints to reduce the ambiguity during the decomposition. Fig. 1 shows a stereoscopic image recoloring example, which is produced on the basis of our stereoscopic intrinsic decomposition.
In this work, we propose a stereoscopic intrinsic image decomposition framework. Firstly, the retinex theory is employed as soft constraints to coarsely classify stereoscopic image gradients into two classes: reflectance gradients and shading gradients. Secondly, reflectance-consistency constraints are considered for the matched pixels across two views to facilitate a view-consistent decomposition. Thirdly, we add local and non-local constraints within and across views for an improved regularization. Finally, absolute-scale constraint is added to normalize the decomposition results into the visualization range. Optimizing all the above constraints in a unified energy can produce high-quality and view-consistent decomposition results. Extensive experiments on real-world stereoscopic images and synthetic stereoscopic images will be conducted to validate the effectiveness of our method both qualitatively and quantitatively.
To sum up, the main contributions of our paper are as follows.
• A unified framework is proposed to enable the intrinsic image decomposition for stereoscopic images.
• A stereoscopic dataset is presented, which includes both real-world stereoscopic images and synthetic stereoscopic images.
The rest of the paper is organized as follows. Section II reviews some typical intrinsic image decomposition algorithms for monocular image and related works on stereoscopic image/video. In addition, intrinsic image decomposition datasets are also summarized in this section. Section III describes our proposed stereoscopic intrinsic image decomposition framework that includes the retinex term, the reflectance-consistent term, the local and non-local term, and the absolute-scale term. Extensive experiments on both real-world stereoscopic images and synthetic stereoscopic images are carried out in Section IV. Finally, Section V concludes the paper, together with discussion on the limitations and future works.
II. RELATED WORKS A. INTRINSIC IMAGE DECOMPOSITION
As early as in 1964, Land conducted a series of color constancy experiments on the ''Mondrian World'' patterns and proposed the retinex theory [48] . In 1974, Land's retinex theory was extended into two dimensional images by Horn [20] , [21] , who was able to decompose an ''Mondrian World'' pattern into the reflectance component and the shading component. In 1978, Barrow and Tenebaum firstly put forward the concept of intrinsic images [1] . Hereafter, decomposing an observed image into the reflectance image and the shading image has become a longstanding research topic. Based on the retinex theory, Horn proposed the classic retinex intrinsic image decomposition algorithm. Through selecting a threshold to separate the intensity gradient into the reflectance gradient and the shading gradient, the reflectance image and the shading image can be reconstructed by solving a linear Poisson equation.
However, the retinex assumption is only met for simple cases. In real world, the scene captured by cameras and illumination conditions are far more complex. Under this circumstance, it is hard to obtain sound intrinsic decomposition results by the classic retinex algorithm. Besides, choosing a suitable threshold to separate the intensity gradient is a non-trial task.
Therefore, various methods have been proposed to improve the classic retinex algorithm. On one hand, due to unpleasant lighting conditions, many photographs have serious shadow regions, which greatly degrade the performance of the classic retinex algorithm. To overcome this problem, Some works presented a new intrinsic image decomposition algorithm by adopting image sequences [6] or videos [2] , [49] . While taking image sequences or videos as input is in favor of eliminating shadows, it is unfavorable to obtain image sequences or videos.
On the other hand, since it is difficult for the classic retinex method to choose a threshold to properly tell the reflectance gradient from the shading gradient among intensity gradients, a lot of learning based methods have been presented to address this problem. In 2005, Tappen et al. trained a classifier to distinguish the reflectance gradient from the shading gradient [7] . More recently, many works have been reported to improve the quality of intrinsic image decomposition based on the deep learning technique [13] , [14] , [17] , [18] , [50] - [52] . Nevertheless, one drawback of deep learning based intrinsic image decomposition methods is short of enough ground-truth data for the model training and verification.
Meanwhile, various image cues and priors have been used to better constrain this problem. In 2009, Bousseau et al. proposed an interactive way to target the intrinsic image decomposition [8] . Barron and Malik proposed a new method based on color constancy and constraints on reflectance and shading to decompose a single object [10] , [29] . Later on, they presented an SIRFS engine to inference the shape, illumination and reflectance from shading by a single image [25] , [53] . Concurrently, Shen et al. utilized reflectance sparsity characteristics [9] , [26] , [30] to add constraints on reflectance and achieved more pleasant results. Shen et al. also presented several new methods based on constraints and energy minimization [23] , [24] .
In addition, there are some works that combine some related tasks in computer vision with the intrinsic image decomposition problem. For instance, in 2015, Bi et al. proposed an pipeline that combines the edge-preserving flatten task and the intrinsic image decomposition problem [12] . At the same time, Luo et al. come up with a photometric stereo based intrinsic image decomposition method to obtain the accurate surface normal and the reflectance. In 2016, Kim et al. presented a unified framework that simultaneously predicts the depth information and recovers intrinsic images from a single image [54] . These aforementioned works mainly focused on the intrinsic image decomposition on the single object images or the laboratorial images. In 2014, Bell et al. presented a dense CRF-based intrinsic image decomposition algorithm that targets the real world images [11] .
The most related work to ours is Zhao's and Kang's works [27] , [55] . In 2012, Zhao et al. presented a closed-form solution to the intrinsic image decomposition for a single image. More specifically, this work presents a unified framework that can be transformed into a quadratic form objective function and obtains a closed-form solution. However, this method can not be extended directly to intrinsic image decomposition for stereoscopic images. In 2014, Kang et al. investigated image recoloring for stereoscopic images [55] . They presented a solution to stereoscopic image recoloring on the basis of intrinsic image decomposition. Nevertheless, Kang's method is quite time-consuming for users to fine tune the parameters. In addition, they only focused on the task of image recoloring rather than the intrinsic image decomposition for stereoscopic images.
B. STEREOSCOPIC IMAGE/VIDEO
Stereoscopic image/video is becoming an emerging and interesting topic with the success of stereoscopic devices and 3D movies. A lot of works related to stereoscopic image or video have been explored. For instance, image warping is one of the most basic manipulations in image processing, which has also been studied extensively on stereoscopic images [33] , [35] . In 2008, Wang et al. explored stereoscopic inpainting with color and depth joint completion [37] . Similarly, image stitching for stereoscopic image has also been utilized to extend the field of view [39] . In 2012, Lee et al. presented an image retargeting method for stereoscopic image [40] . Furthermore, stereoscopic image editing has been widely studied, such as stereoscopic image composition and stereoscopic image content replacement [41] , [43] . Meanwhile, researchers also studied the stabilization problem for stereoscopic video [39] , [44] , [45] . However, few work has focused on the intrinsic image decomposition for stereoscopic images or videos. Without the separation of reflectance and shading from image, it is hard to consistently manipulate two views of stereoscopic images or videos. To this end, we need to spend more efforts on the intrinsic image decomposition for stereoscopic images or videos in that intrinsic images usually facilitate all kinds of image processing tasks.
C. INTRINSIC IMAGE DECOMPOSITION DATASETS
Although the intrinsic image decomposition has a history of several decades, efforts on building the dataset for this problem does not make too much progress. The earliest and most influential dataset was established by Grosse et al. [22] . In this work, Grosse and his co-authors employed experimental method to generate 20 classes of reflectance and shading ground-truth, which is called as MIT intrinsic image dataset. There is no doubt that MIT intrinsic image dataset has greatly promoted the development of intrinsic image decomposition.
Another important intrinsic image decomposition dataset is developed by Bell et al. [11] . This dataset is commonly referred to IIW dataset. Through crowdsourcing, they built 5230 sparse reflectance images ground-truth for the real world scenes. This dataset is conductive to the advancement of intrinsic image decomposition, and especially critical to deep learning based intrinsic image decomposition methods.
Due to the difficulty to obtain the reflectance and the shading ground-truth from an observed image, especially for the real world captures, to the best of our knowledge, there is no available intrinsic image decomposition ground-truth dataset for stereoscopic images or videos. In this paper, we make efforts to build a stereoscopic dataset that contains both real-world and synthetic stereoscopic images to address the intrinsic image decomposition problem for stereoscopic images.
III. OUR PROPOSED METHOD
The formation model of a stereoscopic image pair can be described by the following equation:
where (x, y) indexes the coordinate of a given pixel; I l,r represents the left and right views of a stereoscopic image pair, R l,r denotes the left and right reflectances, and S l,r means the left and right shadings (assumed to be monochrome), respectively. It is worth to notice that I l,r (x, y) and R l,r (x, y) are a triple that contains the red, green, and blue channels, and S l,r (x, y) is also a triple for three channels. The operator ''*'' denotes the pixel-wised multiplication. From Equ. 1, we know that a pixel's intensity I l,r (x, y) equals its reflectance R l,r (x, y) multiplying its shading S l,r (x, y).
A. PROBLEM FORMULATION
In order to distinguish image gradients into the reflectance gradients and the shading gradients more conveniently, we first take the logarithm on both sides of Equ. 1. Then, Equ. 1 is transformed into the following equation:
where the logarithm of I l,r (x, y), R l,r (x, y), and S l,r (x, y) are denoted by i l,r (x, y), r l,r (x, y), and s l,r (x, y), respectively. From Equ. 2, we know that the reflectance r l,r is equivalent to i l,r − s l,r . In the rest of this Section, we use i l,r − s l,r to represent the reflectance component r l,r .
Since the intrinsic decomposition is a highly ill-posed problem, it is hard to separate a stereoscopic image pair i l,r into the reflectance r l,r and the shading s l,r only on the basis of Equ. 1. To solve this problem, we propose an algorithm that decomposes a stereoscopic image pair into the reflectance component and the shading component by optimizing the following energy with respect to the shading component s l,r : arg min s l,r E(s l,r ) = λ r E r (s l,r ) + λ c E c (s l,r ) + λ l E l (s l,r )+λ nl E nl (s l,r )+λ a E a (s l,r ). (3) Here, E r (s l,r ), E c (s l,r ), E l (s l,r ), E nl (s l,r ), and E a (s l,r ) are the retinex term, reflectance-consistent term, local term, non-local term, and absolute scale term, respectively. λ r , λ c , λ l , λ nl , and λ a are constraints weights. The above mentioned terms contain constraints imposed on the reflectance component or the shading component. Each of these terms will be elaborated in detail one by one in the following subsections. The parameter settings for λ r , λ c , λ l , λ nl , and λ a will be given in Section IV.
B. RETINEX CONSTRAINTS
According to the retinex theory, larger gradients in an image are usually attributed to the changes in reflectance, while smaller gradients are caused by shading variations. Similar to the work [27] , the retinex term E r (s l,r ) is defined as
+ ω(m, n)(r m l,r − r n l,r ) 2 ], (4) where m stands for an arbitrary pixel in one view, N (m) denotes the four adjacent neighbor of the pixel m, and ω(m, n) is the balancing weight that is used to determine the main factor to give rise to the image gradient. There are many different ways to judge whether reflectance change or shading variation is the main factor that leads to the image gradient [11] , [22] , [27] . Here, we adopt the chromaticity distance of the neighboring pixels as the numerical metric to determine the main factor of the image gradient. The balancing weight ω(m, n) is defined as follows
where τ is a threshold and will be discussed in Section IV. D(m, n) is the chromaticity distance between the pixel m and the pixel n, and defined as follows:
In Equ. 6, m and n denote the chromaticity values of pixel m and pixel n, respectively. The calculation of chromaticity value of a given pixel can be found in [11] . m, n is the inner product of m and n, and m 2 and n 2 represent the 2-norms of m and n, respectively. In Equ. 5, when the chromaticity distance of neighboring pixel m and n is larger than τ , ω(m, n) is assigned with 0; otherwise, ω(m, n) is assigned with 100. Combined with Equ. 4, some facts can be figured out that larger chromaticity distance between the neighboring pixels allows the reflectance changes, while shading variations mainly bear the image gradient under smaller chromaticity distance between the neighboring pixels.
Because r l,r = i l,r − s l,r , Equ. 4 can be reformulated into: 
where s m,n l,r = s m l,r − s n l,r and i m,n l,r = i m l,r − i n l,r .
C. REFLECTANCE-CONSISTENCY CONSTRAINTS
In general, stereoscopic images have large overlapped regions. It is a hard constraint that the overlapped regions between the left and right views share the same reflectance value. Therefore, the intrinsic image decomposition for stereoscopic images needs to take the reflectance-consistency constraints into consideration. In the process of constructing the reflectance-consistency term, a high-accuracy disparity calculation between the left and right views is needed. The dense disparity estimation methods are well documented in [56] . In our implementation, we adopt a dense flow algorithm proposed by Liu et al. [57] to calculate the optical flow of a stereoscopic image pair to find the matched pixel pairs between two views. We encourage the matched pixel pairs between the left and right views to share the same reflectance value. Thus, the reflectance-consistent term E c (s l,r ) is defined as follows:
where r l and r r are the left and right reflectances, respectively. m and m are a matched point pair between the left and right views. Suppose that the coordinate of pixel m is (x, y). Then, the coordinate of the matched pixel m (x , y ) can be calculated from the flow method as follows:
In Equ. 9, ( x, y) is the optical flow calculated by Liu's method [57] . By substituting r l,r with i l,r − s l,r , we can re-write Equ. 8 as
In Equ. 10, similar to the meaning of r l and r r , i l and i r are the left and right views of a stereoscopic image pair, s l and s r are the left and right shadings.
D. LOCAL CONSTRAINTS
Local texture cues have shown their effectiveness to reduce the ambiguity [9] , [27] , [30] . In a real world scene, there are many local regions that share similar textures and reflectance. Therefore, it is reasonable to add constraints on pixels that belong to the same image region. In this paper, we employ a SLIC super-pixel method [58] , [59] to segment an image into different super-pixels. We add local constraints on the pixels within the same super-pixel to encourage them to share similar reflectance value, which gives rise to the local term E l (s l,r ) as follows E l (s l,r ) = l,r P i l ∈ l m,n∈P i l (r m l,r − r n l,r ) 2 ,
where P i l represents a super-pixel, l denotes the whole set of all super-pixels, and m and n are two different pixels from the same super-pixel. Similarly, because r l,r = i l,r − s l,r , we can re-write Equ. 11 as
An illustration of image regions with similar image color and texture locally is shown in Fig. 2 . Here, we sample several pairs of points (yellow dots highlighted in Fig 2(b) and (c)) in each super-pixel( Fig. 2(d) ). The number of sampled points is determined by the size of a super-pixel. From Fig. 2 , pixels in the same super-pixel have similar reflectance, and therefore we add local constraints on super-pixels to constrain these pixels within the same super-pixel sharing similar reflectance value. It is worthwhile to point out that local constraints are considered in the left and right views separately.
E. NON-LOCAL CONSTRAINTS
Similar to local constraints, there are also many image regions with similar image color and texture distributing non-locally as depicted in Fig. 3 .
Accordingly, we add non-local constraints on the super-pixels with similar image color and texture non-locally, which can further reduce the ambiguity. To be concrete, for each super-pixel, we find K nearest neighborring super-pixels in terms of image color and texture across the left and right views. Then, we sample several pairs of pixels from the super-pixels as illustrated in Fig. 3 . We can notice that there are many similar non-adjacent super-pixels within and across two views. In our work, the non-local term E nl (s l,r ) is defined as
where nl is the union of all super-pixels from the left and right views. Compared to the local constraints, the difference between Equ. 11 and Equ. 13 is that pixels m and n are not in the same super-pixel but in different super-pixels. By substituting r l,r with i l,r − s l,r , we can re-write Equ. 13 as
F. ABSOLUTE SCALE CONSTRAINTS Finally, we add the absolute scale constraints to push the brightest pixels in the left and right views toward the unit intensity value, which further disambiguate the shading image. The absolute scale term E a (s l,r ) is defined as follows
where P a denotes the brightest pixel or pixels. Combining Equ. 3 with Equ. 7, Equ. 10, Equ. 12, Equ. 14 and Equ. 15, we find that the total energy function turns out to be a quadratic function with respect to variable s l,r .
From the optimization theory, it is easy to figure out that the total energy function Equ. 3 has a closed-form solution. In our implementation, we formulate this closed-form solution into a sparse linear system. 1 Then, the left shading s l and the right shading s r can be obtained by solving the above sparse linear system. Meanwhile, the left reflectance r l and the right reflectance r r can be readily calculated by Equ. 2.
IV. EXPERIMENTAL RESULTS
In this section, we conduct extensive experiments both on real-world stereoscopic images and the synthetic stereoscopic images dataset. To begin with, all the parameters are set as follows: λ s = λ r = λ l = λ nl = 1, λ a = 1000, 1 In our implementation, the Matlab '\' solver is adopted. and τ = 0.0009, which are used by all test examples in our implementation. All above parameters are set by extensive experiments.
A. EXPERIMENTS ON REAL-WORLD STEREOSCOPIC IMAGES
All real-world stereoscopic images are taken by a stereoscopic camera FinePix REAL 3D W3. Since the real-world stereoscopic images are hard to obtain the ground-truth of their reflectance and shading, Fig. 4 only shows the visual results. As shown in Fig. 4 , our proposed approach has successfully decomposed the input image into its corresponding reflectance component and shading component. Specifically, the reflectance components, as shown in the third and fourth columns in Fig. 4 (c) and Fig. 4 (d) , only keep color and texture information, while the shading components, as shown in the fifth and sixth columns in Fig. 4 (e) and Fig. 4 (f) , contain lighting variations and shadow effects.
To verify the individual contribution of the reflectanceconsistency term, the local and non-local term, we have also conducted ablation experiments. As described in Section III, the reflectance-consistency term encourages the reflectance of the matched pixels between the left and right views to be the same, we have conducted such a comparison experiments with and without the reflectance-consistency constraints. Fig. 5 reveals the individual contribution of the reflectance-consistency term. The left and right reflectance image, and the left and right shading image obtained with and without reflectance-consistency constraints are shown in Fig. 5 (b) , Fig. 5 (c) , Fig. 5 (d) and Fig. 5 (e) , respectively. From Fig. 5 , it is clear that the decomposition results with the reflectance-consistency term have better consistent reflectance as compared to the decomposition results that are generated without considering the reflectance-consistency constraints. Fig. 6 shows the individual contribution of the local and non-local terms in the proposed decomposition framework. In Fig. 6 , the similar color and texture regions of the left and right views obtain more consistent reflectance under the situation where the local and non-local constraints are considered in our decomposition framework.
B. EXPERIMENTS ON SYNTHETIC STEREOSCOPIC IMAGES
To quantitatively evaluate the performance of our proposed method, we build a synthetic stereoscopic images dataset with ground-truth of their corresponding reflectance and shading. All synthetic stereoscopic images and their corresponding reflectance and shading ground-truth are rendered by Maya software. The procedure of rendering this dataset is described as follows:
1) Create a scene model [60] with a certain number of objects, the material type of every object is set as Lambertian model, add color and texture information if necessary. 2) Create a stereo camera with proper view angle, disparity and other camera settings.
3) Render the scene without lighting, reflectance ground-truth (R left , R right ) can be generated. Fig. 7 is an example of synthetic stereoscopic images and its reflectance and shading ground-truth. Fig. 7(a) and (b) are the left and right views of the synthetic stereoscopic images, Fig. 7(c) and (d) are the left and right reflectance groundtruths, and Fig. 7 (e) and (f) are the left and right shading ground-truths, respectively.
The local mean squared error (LMSE) has been proposed in the previous work [22] to evaluate decomposition algorithms, as defined below:
where X gt and X denote the ground-truth vector and the estimated vector, respectively, ω represents a sliding window, W stands for the sliding window set of the vector, and α is a scalar that allows to minimize the difference between the ground-truth sliding window (X ω gt ) and the estimated sliding window (X ω ). Generally, the sliding step is set to the half of sliding window size.
The LMSE metric evaluation on synthetic stereoscopic images are summarized in Table 1 . The corresponding visual decomposition results are shown in Fig. 8 .
The individual contribution of reflectance consistency term and local and non-local terms on the synthetic stereoscopic images are also verified by the similar way as the experiments done on real-world stereoscopic images. The average LMSE performance on the graphic stereoscopic renderings under different conditions are listed on Table 2 . As is shown in Table 2 , the reflectance consistency term and local and non-local terms generally have positive impact on our proposed decomposition framework. More specifically, reflectance consistent constraints show more important impact on the final decomposition results.
To sum up, our proposed decomposition framework can effectively produce better reflectance and shading image qualitatively and quantitatively, which can be seen from Fig. 4, Fig. 8 and Table 1 .
C. COMPARISONS WITH MONOCULAR INTRINSIC DECOMPOSITION
To testify the superiority of our stereoscopic intrinsic image decomposition with compared to the intrinsic image decomposition algorithm for monocular image, we conduct more comparative experiments on our datasets. Fig. 9 shows a visual comparison between Zhao's monocular intrinsic decomposition [27] and our proposed stereoscopic decomposition on real-world stereoscopic image. Obviously, the decomposition results in Fig. 9 (b) produced by our method have more consistent reflectance compared to Zhao's method. It's noted that the left and right reflectance and shading image in Fig. 9 (a) are generated by applying Zhao's method to the left and right image, respectively.
Similarly, we compare Zhao's method and our method on the synthetic stereoscopic images on the examples shown in Fig. 8 . The average LMSE of Zhao's method and our method on the synthetic stereoscopic images are shown in Table 3 .
From Table 3 , it shows that the intrinsic decomposition method for monocular images can not be directly applied to decompose stereoscopic images in that their performance basically worse than the decomposition algorithm designed for stereoscopic images. [27] and our method on the synthetic stereoscopic images.
V. CONCLUSIONS AND FUTURE WORKS
In this paper, we studied the intrinsic decomposition problem for stereoscopic image pairs. Our method combined several kinds of constraints, namely the retinex constraints, the reflectance-consistent constraints, the local and non-local constraints, and the absolute scale constraints, into a unified framework to decompose a stereoscopic image pairs into the reflectance images and the shading images. Experimental results on both real-world stereoscopic image and synthetic stereoscopic images demonstrate that our proposed method can produce more consistent results as compared to traditional methods that are developed for monocular images. In addition, a real-world stereoscopic image and synthetic stereoscopic images dataset has been made available for the public.
One limitation of our method is that it only considers the scene with Lambertian surface and simple lighting conditions. In the real world, however, scenes are not necessarily Lambertian and some objects in the scenes have highlight effects. In addition, the illumination conditions are usually complex. In our future works, we will focus on general scenes and take into considerations the natural and complex lighting conditions. ACKNOWLEDGMENT
