We deduce the most general nonlinear kinetic equation that describes the low-density limit of general Feller processes for systems of random numbers of classical particles with interaction, collisions, fragmentation and coagulation. This is done by studying the limiting (as " ! 0) evolution of Feller processes on S 1 n= 0 X n with X = R d or X = Z d described by generators of the form " where B (k) are the generators of k-nary interaction, whose general structure is also described in the paper.
Introduction
Exploiting the ideas that go back to Leontovich (1935) , Kac (1959) , Belavkin & Maslov (1977) and Belavkin et al . (1981) , we give a detailed exposition of the most general mean-eld-limit procedure from Belavkin (1982 Belavkin ( , 1988 and develop it further in order to derive general kinetic equations that describe the low-density limit of the general Feller processes on systems of random numbers of classical particles with collision, fragmentation and coagulation. More precisely, we study the limiting (as " ! 0) evolution of Feller processes on X = S 1 n= 0 X n with X = R d or X = Z d described by the generators of the form
where B (k) are the most general generators of k-nary interaction. In the simplest typical examples, interactions are allowed between small numbers of particles, i.e. K = 2 or 3. However, interactions with an arbitrary K are also of interest. As shown in the paper, these interactions (more precisely, their semiclassical limits) are described by (in nite-dimensional) Hamiltonian systems with Hamiltonian functions being polynomials of order K. Formally, our arguments also work for the case K = 1, the corresponding limiting deterministic dynamics being described by in nite-dimensional analytical Hamiltonian systems.
The paper is organized as follows. In x 2, we give a structural theorem for the generators of general Feller processes on many-particle systems (theorem 2.1). In x 3, we formulate our main results (theorems 3.2, 3.3 and 3.4) and indicate the main steps in their proofs. In particular, we write down the general kinetic equation and related Hamiltonian systems and explain the method of their derivation. For the case of bounded Lindblad-type generators, the general kinetic equation (3.19 ) and the Hamiltonian system (3.23), (3.24) were obtained by Belavkin (1988) in a much more general framework of noncommutative probability which is applied also to quantum systems. On the classical level the Belavkin (1988) kinetic equations correspond only to the case of Feller processes with bounded generators having duals acting on measures with densities with respect to the Lebesgue measure. In x 4 we discuss the main examples of our equation (3.19) , which contains as particular cases the well-known Boltzmann, Landau, Vlasov and Smoluchovskii equations, their generalizations and combinations. In x 5 we write down the evolution of generating functionals in terms of a (pseudo-di¬erential) equation in functional derivatives (thus proving theorem 3.4). In x 6, we discuss the creation, annihilation and density number operators in Fock spaces describing Markov processes on systems with a random number of indistinguishable classical particles and give the canonical representation for general generators B (k) of k-nary interactions. In x 7 we prove theorem 3.2 in a slightly more general framework than anticipated in x 3.
We shall now list the main (more-or-less standard) notation that will be used throughout the paper. N denotes the set of natural numbers; R, the set of real numbers; S d¡1 , the unit sphere in R d ; 1, the function that equals 1 identically or the identity operator in a Banach space; C k n , binomial coe¯cients; and¯l k = 1 or 0, respectively, for k = l and k 6 = l. If X is a locally compact space, C 0 (X) is the Banach space of continuous functions vanishing at in nity and equipped with supnorm; M(X ) is its dual Banach space of nite (signed) measures on X ; C(X) is the Banach space of all bounded continuous functions; and C + 0 (X), M + (X) and C + (X) are the corresponding cones of non-negative elements.
For f 2 C(X ), · 2 M(X), the natural pairing is de ned by the formula (f;
If X is a smooth manifold, then C m (X) denotes the space of m-times continuously di¬erentiable functions on X, and C m k (X ) denotes its subspace of functions with a compact support.
By`a symmetric function of n (vector) variables' we shall mean a function which is symmetric with respect to all permutations of these variables, and by`a symmetric operator on the space of functions of n variables' we shall mean an operator that preserves the set of symmetric functions.
If B is a linear operator in C 0 (X), B ? denotes its dual acting in M(X). For a nite subset I = fi 1 ; : : : ; i k g of a countable set J, we denote the number of elements in I by jIj, its complement J n I by · I; we denote the collection of variables x i1 ; : : : ; x i k by x I and, similarly, the measure dx i1 ¢ ¢ ¢ dx i k by dx I For a smooth manifold (possibly with a boundary) in Euclidean space X = R d , we denote by¯M the delta measure with support in M ; in other words Z A transitional kernel from X to Y means, as usual, a measurable function · (x; :) from x 2 X to the cone of positive nite measures on Y .
For a function f of n ¡ 1 variables, we shall write f (x 1 ; : : : ; µ x j ; : : : ; x n ) for f (x 1 ; : : : ; x j¡1 ; x j+ 1 ; : : : ; x n ).
Preliminaries: Feller processes on disjoint unions of Euclidean spaces
Let a locally compact topological space X be de ned as the disjoint union X = S N j= 0 X j , N 2 N or N = 1, of nite or countable number of Euclidean spaces of di¬erent dimensions X j = R d j and let T (t) = fT
e. a semigroup of continuous linear operators in C 0 (X ) such that, for any f 2 C 0 (X ), 0 6 f 6 1 implies 0 6 T (t)f 6 1 and T (t)f ! f as t ! 0. Let A = fA j i g be the generator of T (t) with the (dense) domain D(A) » C 0 (X ). In case N = 1, i.e. if X = X = R d , the general form of A (with a mild additional assumption on its domain) is given by the well-known theorem of Courr ege (1966) that states that, if D(A) contains the space C 2 k (X ), then
where G, d,¸are, respectively, a non-negative symmetric d £ d-matrix (of the diffusion coe¯cients), a vector (of the drift), and a Lévy measure (describing jumps) depending measurably on x, and ® (x) is a non-negative measurable function. More precisely, it was noted in Courr ege (1966) that the generators of Feller processes satisfy the so-called positive maximum principle (PMP) (i.e. they are such that whenever f (x 0 ) = maxff (x)g > 0 one has necessarily Af (x 0 ) 6 0), and then it was shown that (2.1) gives the general form of operators satisfying PMP. Note, however, that the structural result of Courr ege described above does not give any necessary and su¯cient conditions on G, d,¸, ® that ensure that the operator (2.1) actually generates a Markov process. In fact, there exists an extensive literature devoted to the various methods of reconstruction of the Markov process from a given operator of the form (2.1) under various regularity assumptions on G(x), d(x),¸(x; :) and ® (x) (see Jacob (1996) or Kolokoltsov (2000) and references therein).
We shall now give a simple generalization of Courr ege's theorem to a more general case with N > 1. We shall use the notation f j for the natural projection of C 0 (X ) onto C 0 (X j ) de ned as f j (x) = f (x j ), where x = x j 2 X j » X . 
and taking the limit as t ! 0, we obtain X
From monotonicity of A n m we conclude that (A n j (f ))(x n ) is a bounded positive functional of f for any x n and thus it can be given by an integral with respect to a certain measure, which completes the proof.
¥
Remark 2.2. In our notation, the decomposition (2.2) of a given generator A is not unique, because the diagonal pure jump part of this generator can be included in both terms of this decomposition. Usually, we ensure the uniqueness by the requirement that the diagonal part of A ju m p vanishes. F (x; y)¯M (x; y) dx dy = P (x; dy) dx = P 0 (y; dx) dy with P (x; dy) = F (x; y)¯M x (y) dy and P 0 (y; dx) = F (x; y)¯M y (x) dx being transition kernels from X to Y and Y to X respectively, where M x = fy : (x; y) 2 M n N g and
Proof . Proof is straightforward from standard measure theoretic arguments, since the condition of the theorem ensures that the subsets of positive measures in M will never be projected into zero-measure sets under projections of M on X or Y . ¥
As a direct corollary we get the following. 
If additionally R F (x; z) dz = RF (x; z) dz, then the adjoint to the operator
can be written as
describes the velocities of two particles before (after) a collision. Let M be de ned by the laws of conservation of momenta and kinetic energy, i.e.
= f(w 1 ¡ n(w 1 ¡ w 2 ; n); w 2 + n(w 1 ¡ w 2 ; n); w 1 ; w 2 ) : n 2 S d¡1 ; (n; w 1 ¡ w 2 ) 6 0g:
3. Setting the problem and main results
(a) States and observables
We will consider a special case of X from x 2, where X 0 = X 0 = R 0 is a point,
In applications, X speci es the state space of one particle and X = S 1 j= 0 X j stands for the state space of a random number of similar particles. Moreover, we are going to analyse the systems of indistinguishable particles, which means that we shall reduce the evolution to the set of symmetric functions C s ym (X ) and symmetric measures M s ym (X ) and hence shall consider only the symmetric generators (2.1), which clearly have the form SAS, where S is the symmetrization operator and A has the general form (2.1). The elements of M + s ym (X ) and C s ym (X ) are called the (mixed) states and observables, respectively, for a Markov process on X . The pairing between C s ym (X ) and M(X ) is given by
A useful class of measures (and mixed states) on X is given by the decomposable measures of the form » = Y « , which are de ned for an arbitrary nite measure
Note that Y « need not be a nite measure on X even when Y is nite. Similarly, the decomposable observables (or exponential vectors) are de ned for an arbitrary
Remark 3.1. Instead of reducing the evolution to symmetric functions and measures on X j , one could equivalently reduce the state space, by considering, instead of powers X j , either the spaces X j of j point subsets of X as in Belavkin (1991) or the corresponding symplexes of ordered variables as in Belavkin & Kolokoltsov (2001) .
We shall denote by N the operator of the number of particles that act on C s ym (X ) as N f (x 1 ; : : : ; x n ) = nf (x 1 ; ::; x n ) and, similarly, on the dual space M s ym (X ).
(b) Generators of k-nary interactions
For a symmetric operator
of k-nary interaction on C(X ), which vanishes on the subspaces C(X m ) for m < k, and for m > k takes C(X m ) in itself according to the formula
where the sum is over all subsets I = fi 1 ; : : : ; i k g of f1; : : : ; ng of length jIj = k, and A k I acts on f (x 1 ; : : : ; x n ) as a function of the variables x I = fx i1 ; : : : ; x ik g, where other variables are considered as parameters. The dual operator B
clearly acts on M(X ) in a similar way, where A k?
I can be speci ed either by the duality
or by the requirement that for the product sets
Similarly, k-nary jump interactions are de ned by a family of transition kernels
for n > k and vanishes otherwise. For the dual operator one gets
: : : ; z k ; dx · I ) (3.5) for m > 0 and vanishes for m = 0.
In this paper we analyse the small " asymptotics of the Markov evolutions given by the dual equations
on M + (X ) and on C(X ), respectively, with
where each operator B
specifying the k-nary interaction in X is given by (3.2){(3.4) and is the generator of a Feller semigroup in C(X ). In particular, as follows from (2.4), the positive functions ® k specifying the multiplication part of the operators (3.2) and (2.1) satisfy the inequality
with transition kernels fP k l g from (3.4), for
In particular, if we are in the situation of conservation of probability (i.e. we have a genuine Markov process, and not just a sub-Markov process), then
for all k and all x 1 ; : : : ; x k .
(c) Moment measures (correlation functions)
In the analysis of many-particle systems the states from M(X ) are often characterized by their moment measures (or correlation functions). We introduce here the scaled moment measures M " (» ) = · = f· n g of the state » = f» n g by the formula
The moment measures have clear probabilistic meaning. For example, one easily sees that · 0 = k» k, and if K » X and the system is in the state » , then · 1 (K)=" determines the expectation of the number of particles in the domain K . To analyse moment measures it is useful to consider the inverse dual mapping
for f 2 C s ym (X ) (surely g 0 = f 0 for n = 0). Clearly, (f; » ) = (g; · ) (3.12)
for · , g given by (3.10) and (3.11). This implies, in particular, that the duality condition (f (t); » (0)) = (f (0); » (t)) (3.13)
for the solutions of the Cauchy problems of equations (3.6) is equivalent to the duality condition (g(t); · (0)) = (g(0); · (t)) (3.14)
connecting the evolutions of g and · .
(
d ) Generating functionals (GFs)
The GF for an observable f = ff n g 2 C(X ) and, respectively, for a state » = f» n g 2 M(X ) are de ned as the functionals © f of Y 2 M(X ) and, respectively,© » of Q 2 C(X ) by the formulae
Clearly, this notion represents an in nite-dimensional analogue of the familiar notion of the generating function of a discrete probability law. In terms of GFs, the transformation (3.11) can be described by the equation
In fact,
which yields the right-hand side of (3.16).
(e) Main results: kinetic equations and evolutions of GFs
In this paper we describe the limiting (as " ! 0) evolution of the moment measures · " (t), if the state » " (t) evolves according to (3.6) and (3.7). Namely, we shall prove the following result.
Theorem 3.2. If » (t) and f (t) satisfy (3.6), and (3.9) holds, then the corresponding equations for · and g given by (3.10) and (3.11) tend to the limiting equations where (g I;j )(x 1 ; : : : ; x l ) = g(x · I ; x j ). The (rather technical) proof of this theorem can be continued by direct calculations. We shall give this proof in x 7, showing how one can appropriately organize these calculations using the concise notation of the theory of creation, annihilation and density number operators.
We are now ready to deduce the general kinetic equation (cf. Belavkin 1982 Belavkin , 1988 .
Theorem 3.3. 
(i) Equation (3.17) holds for a decomposable · (t) = Y « t , if Y satis¯es the kinetic equation
Proof . Substituting Y « in (3.17) yields 
which clearly implies statement (i). Statement (ii) is a consequence of (i), equation (3.14) and the de nition of GFs. Next, we shall show how one can obtain (3.19) from another point of view. For an evolution of type (3.7), let us de ne the Hamiltonian function
for Q 2 C(X ), Y 2 M(X ) or, more explicitly,
;:::;z k ;y1;:::;y l P k l (z 1 ; : : : ; z k ; dy 1 ¢ ¢ ¢ dy l )
¥ In x 5, we shall prove the following derivative equation from Belavkin (1982 Belavkin ( , 1988 .
Theorem 3.4. In terms of GFs, the evolution (3.6) is given by the following equation in functional derivatives
Note that condition (3.9) is not necessary for the validity of (3.22).
(f ) Semiclassical expansion and canonical Hamiltonian system
Full expansion in " ! 0 for the solutions of equation (3.22) can be obtained by an in nite-dimensional analogue of the classical Wentzel{Kramers{Brillouin (WKB) method. In particular, the Hamiltonian system that corresponds to the Hamiltonian function (3.20) and which describes the semiclassical approximation for the evolution (3.22) clearly has the form of the canonical pair of kinetic equations (cf. Belavkin 1982 Belavkin , 1988 :
Z z 1 ;:::;z k ;y 1 ;:::;y l P k l+ 1 (z 1 ; : : : ; z k ; dy 1 ¢ ¢ ¢ dy l dx) 
Note that
Hence if (3.9) holds, H(1; Y ) = 0 and system (3.23), (3.24) has a solution with Q = 1 identically. In that case, equation (3.23) coincides with the kinetic equation (3.19).
(g) Propagation of chaos
The possibility of solving the limiting equations (3.17) in product form is a re®ec-tion of propagation of chaos (in the terminology of Kac (see Kac 1959; Sznitman 1991) ) for large-particle-number mean-eld limits: nite numbers of particles become asymptotically independent.
Examples (a) Generalized Smoluchovskii equations
As an important class of interacting-particle system, let us consider the case where only pairwise interactions are allowed and there are no spontaneous births, i.e. P k is non-vanishing for k = 1 and k = 2 only; in addition, the fragmentation and death occur independently of interaction, i.e. P 2 l = 0 for l > 2. Under these assumptions, the kinetic equation (3.19) takes the form
The rst term in (4.1) stands for the underlying stochastic process describing thè free' motion of each particle, the second term stands for a pairwise interaction that does not change the number of particles, the third term stands for the (spontaneous) fragmentation and death and the fourth term stands for the possible pairwise coagulations of particles. The last two terms come from the conservation of probability condition (3.9). Under additional assumptions (see x 2), one can rewrite this equation in terms of functions (densities of Y with respect to Lebesgue measure). If this is not the case, in order to better visualize equation (4.1), one can rewrite it in the weak form
that must hold for all f 2 C(X ). Here we used the standard notation (a + f )(x 1 ; x 2 ) = f (x 1 ) + f (x 2 ). In particular, if P 1 = 0 and ® 1 = 0, and if x = (q; m) speci es the position q and the mass m of a particle, then equation (4.3) is the spatially non-trivial version of the generalized Smoluchovskii coagulation equation for continuous mass distribution in the weak form (see, for example, Norris (2000) and Aldous (1999) for the discussion of some particular examples of this equation).
(b) Processes preserving the number of particles
Suppose now that the process under consideration preserves the number of particles (no fragmentation or coagulation takes place). Then only the rst two terms appear on the right-hand side of (4.1). Moreover, suppose that A 1? and A 2? can be de ned on densities, i.e. on measures of the form
The kinetic equation (4.1) then takes its simplest form,
on measures of the form Y (dx) = '(x) dx. Equation (4.4) contains as particular cases the well-known equations of Landau, Boltzmann and Vlasov. For instance, in order to see how the last two equations are obtained, let X = R 2d , x = (q; p), and the process on each X n combines the deterministic motion given by the Hamiltonian equation
where V (q i ; q j ) (describing the potential of the interaction) is a symmetric function of two variables, and the process of collisions described by the Boltzmann-type operator (2.6), i.e. A 1? = ¡ p@=@q and
where the function À describes the characteristic distance between colliding particles (the limiting case À (q 1 ¡ q 2 ) =¯(q 1 ¡ q 2 ) yields zero-range collisions). Then the kinetic equation (4.4) takes the form
¡ '(q; p)'(q;p))F (jp ¡pj; n)À (kq ¡qk) dn dq dp; (4.5) which can be called the Boltzmann{Vlasov equation, because it turns to the Vlasov equation for F = 0 and turns to the (generalized) Boltzmann equation for V = 0 (the classical Boltzmann equation corresponds to a particular choice of F and to the case of À being the¯function¯(q 1 ¡ q 2 )). We refer to Spohn (1991) for a recent discussion of the Boltzmann equation and the various methods of its derivation.
(c) Discrete case
In this case, when X is a discrete countable set (e.g. X = Z or X = N), the functions and measures on X are represented by families of real numbers, say Q j and Y j , j 2 X. Moreover, the diagonal parts A k of B (k) contain only a pure jump component (which can be included in B 
with arbitrary non-negative P 
Hence the general discrete kinetic equation (3.19) is More speci cally, consider a model of pure coagulation and fragmentation in the case of a discrete mass parameter M = X = f1; 2; : : : g, where a particle of mass m > 1 can be fragmented into several particles (of total mass m), any k 6 K particles can coagulate in a single particle, and no other transitions occur. Thus, only P 1 k , k > 1 and P k 1 , 1 < k 6 K, are allowed to be positive in (4.8). Moreover, due to the conservation of mass, P k 1 (i 1 ; : : : ; i k ; i) and P 1 k (i; i 1 ; : : : ; i k ), both vanish whenever j 6 = i 1 + ¢ ¢ ¢ i k . Under these assumptions, denoting for brevity P k (i 1 ; : : : ; i k ) = P k 1 (i 1 ; : : : ; i k ; i 1 + ¢ ¢ ¢ + i k ) one can write the Hamiltonian (4.8) as
(4.10)
The classical Smoluchovskii coagulation equation for discrete mass distribution is clearly a particular example of the corresponding kinetic equation (4.9) (with K = 2, P 1 l = 0 and a particular expression for P 2 ).
Evolution of generating functionals and proof of theorem 3.4
Here we shall obtain the equation (3.22) in variational derivatives for the evolution of GFs of states and observables that evolve according to (3.6). Bearing in mind that the iterated derivatives of a functional ª on a linear topological space S can be considered either as polylinear forms on S or as linear functionals on the tensor powers of S, we shall use the following notation for these derivatives:
This clearly de nes the derivative (V n ; (¯=¯Z) n )ª (Z) (if it exists, of course) for an arbitrary element V n 2 S «n . In particular, for a symmetric continuous function f k of k variables and the GF© » (Q) of a state » 2 M(X ), we get the basic formula
The following identities are of importance.
Proposition 5.1. For an operator A k of the form (3.2) and Q 2 C(X )
Proof . Equation (5.2) follows from (5.1) and (3.3). To prove (5.3) note that for
Hence the left-hand side of (5.3) and the right-hand side of (5.3) are both equal to
Clearly, (5.2) and (5.3) imply that for the Hamiltonian function (3.20) f (x 1 ; : : : ; x n ; x n+ 1 )Y (dx n+ 1 ) on C s ym (X ) and for an arbitrary h 2 C(X ) the creation operator a + (h) acts on C s ym (X ) as
f (x 1 ; : : : ; µ x i ; : : : ; x n )h(x i ); n 6 = 0;
Their duals are the creation and annihilation operators on M s ym (X ) de ned as
These operators satisfy the canonical commutation relations
We shall write a + and a ? + as shorthand for the operators a + (1) and a ? + (1), respectively.
The powers of a + (h) and its dual are obviously given by the formulae
(the rst formula holds only for m 6 n, and for m > n the power ((a + (h)) m f ) n vanishes).
(b) Moment measures (revisited)
In terms of canonical creation and annihilation operators, the transformations (3.10) and (3.11) are given by the formulae
+ » : (6.1) and 
Note that a «m ¡ and a «m + are uniquely speci ed by linearity and the property that
for Y 2 M(X ) and h 2 C(X), respectively. From these de nitions it follows that the jump part (3.4) of the k-nary interaction generator can be expressed canonically as
if one understands here (as we shall do) that a « ¡ acts on P k from the right. However, the non-integral diagonal part (3.3) of the generator cannot be expressed in this form, and we need to introduce yet another basic operator in Fock space. which acts as Df = P l j= 1 (f; Y j )h j , then n(D) = P l j= 1 a + (h j )a ¡ (Y j ), which can also be written as
if one understands here that a ¡ acts from the right. Hence for nite-dimensional D, the functor n acts as the dressing by a + and a ¡ from the left and right, respectively. In general, one cannot express n(D) in terms of a + and a ¡ . Now let us generalize de nition (6.3). For a (possibly unbounded) operator L k : C s ym (X ) 7 ! C s ym (X k ) we de ne the operator n «k (L k ) in C s ym (X ) by the formula (n «k (L k )f )(x 1 ; : : : ; x n ) = X I»f1;:::;ng jIj= k
)(x I ); (6.5) where f x1;:::;xn (y 1 ; : : : ; y m ) = f (x 1 ; : : : ; x n ; y 1 ; : : : ; y m )
for an arbitrary f 2 C s ym (X ). It follows that the generator of the k-nary interaction from (3.7) can be written in the form B (k) 
which proves (7.1) for m = 1. In general, equations (7.1) and (7.2) are then obtained by simple induction. Other formulae represent direct consequences of (7.1) and (7.2). We shall denote by pr l the projection on the l-particle subspace that acts on M s ym (X ) as » = f» n g 7 ! pr l (» ) = f» n¯n l g; and similarly on C(X ). In particular, for an arbitrary operator
one has an obvious identity
The following statement follows from de nitions.
Proposition 7.2. For an arbitrary operator L k : C s ym (X ) 7 ! C s ym (X k ) and for an arbitrary real function ' on N [ f0g
