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Abstract. A novel binary decision architecture (BDA) for broadcast news audio
classification task is presented in this paper. The idea of developing such archi-
tecture came from the fact that the appropriate combination of multiple binary
classifiers for two-class discrimination problem can reduce a miss-classification error
without rapid increase in computational complexity. The core element of classifica-
tion architecture is represented by a binary decision (BD) algorithm that performs
discrimination between each pair of acoustic classes, utilizing two types of decision
functions. The first one is represented by a simple rule-based approach in which the
final decision is made according to the value of selected discrimination parameter.
The main advantage of this solution is relatively low processing time needed for
classification of all acoustic classes. The cost for that is low classification accuracy.
The second one employs support vector machine (SVM) classifier. In this case,
the overall classification accuracy is conditioned by finding the optimal parame-
ters for decision function resulting in higher computational complexity and better
classification performance. The final form of proposed BDA is created by combin-
ing four BD discriminators supplemented by decision table. The effectiveness of
proposed BDA, utilizing rule-based approach and the SVM classifier, is compared
with two most popular strategies for multiclass classification, namely the binary
decision trees (BDT) and the One-Against-One SVM (OAOSVM). Experimental
results show that the proposed classification architecture can decrease the overall
classification error in comparison with the BDT architecture. On the contrary, an
optimization technique for selecting the optimal set of training data is needed in
order to overcome the OAOSVM.
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1 INTRODUCTION
The current technologies for automatic processing of massive audio-visual data have
recorded significant development in past few years. This fact can be explained by
a continuous growth of multimedia data available on the internet and various audio-
visual databases. Therefore, the efficient management of audio and video content is
becoming inevitable. There is a need to implement various content-based techniques
in order to process these data automatically. Content-based analysis of audio data is
the key component for applications like automatic speech recognition, classification
and retrieval. It is a contribution for the solution process in discrimination between
various acoustic classes in audio stream by searching through frequency and time
domain of the signal amplitude and finding parameters that capture all the spectral
and temporal variations. Such processing of audio content improves the overall
discrimination power between all acoustic classes and even more optimize input
data for the process of classification by using a predefined type of classifier. These
techniques are widely applied in systems that process audio data with rich audio
content.
The motivation to our research is the content-based indexing and retrieval with
the possible use in automatic systems for retrieving queries in broadcast news (BN)
databases. We have focused on filtering of non-speech segments and training acoustic
models for pure speech and non-pure speech in order to improve speech recognition
accuracy in the first step. The retrieving accuracy of spoken queries and utterances
is thus conditioned by a transcription produced at the output of automatic speech
recognition (ASR) system. The retrieving itself is then conducted by comparing
decoded text strings. The paper is therefore focused on content-based classification
of BN data utilizing a robust classification architecture along with sufficient feature
extraction methods.
BN audio data contains alternating sections of different types, such as speech
and music. Xie et al. defined [1] six general acoustic classes of BN audio stream,
namely pure speech, speech with environment sound, environment sound, speech
with music, music and silence. Each individual class is characterized by unique
acoustic properties and random occurrence in audio stream. The most frequently
occurring and a dominant audio class is pure speech. Reports in studio and field
speech in a quiet environment belong to this class. The second biggest class is
related to the field speech in noisy environment, defined as speech with environment
sound, also known as background speech. Many kinds of environment sounds such
as sound from machines, birds, water, wind, and crowds are simultaneously mixed
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with speech. Music at the beginning and at the end of news with anchor speech
and commercials with speech are part of the speech with music audio class. This
category consists of music sound like jingles and music during commercials. BN
audio stream also contains silent intervals between different speakers and jingles,
defined as silence.
Particular group of audio events with relatively rare occurrence in BN stream
is telephone speech. The telephone speech signals are characterized by frequency
range 300–3 400 Hz and variable audio content, where pure speech is also mixed with
music or environment sound. A simple way for detecting telephone speech involves
computing the energies in different frequency bands. The classification of telephone
data is beyond the scope of this paper since the presence of telephone speech in TV
broadcast news is nearly insignificant (less than 1 %). Some proposals for automatic
detection, classification and transcription of telephone speech are examined in [2]
and [3].
Different classification methods have been evaluated and compared by employing
various features and classifiers. Most of them are aimed on the design of such com-
plex systems that are capable to classify the audio stream into speech and non-speech
segments by using novel features and rule-based classification approach. Other works
point to the importance of using the rule-based approach in other tasks, like triphone
mapping for training the acoustic models [4] and text-to-speech synthesis [5]. There
exist also some evaluation projects that have been established with intention to em-
phasize the difficulty of segmentation task for BN data and examine various feature
extraction techniques along with robust machine learning classifiers [6, 7].
In some works, it has been observed that the choice of features seemed to be more
important than the choice of classifiers. While the applications can be very different,
many studies use similar sets of acoustic features, such as short time energy (STE),
zero-crossing rate (ZCR), cepstral coefficients [8], spectral descriptors [1], alongside
some novel and robust parameters [9, 10]. Typically some long-term statistics, such
as the mean or the variance, and not the features themselves, are used for the
discrimination [11].
Song et al. [12] performed deep analysis of audio features in news video, including
short time energy, high zero-crossing rate, bandwidth, low short-time energy ratio
and noise rate. The aim of their research was to built rule-based classification system
for discriminating four general classes, namely music, pure speech, silence and non-
pure speech. Experimental evaluation has shown a high classification efficiency, over
93 %, implying that the selected features were rational and effective for addressed
task. Dogan et al. [13] developed a general sound classification and segmentation
system employing binary decision trees discrimination strategy and set of MPEG-7
low level audio descriptors, each extracted within one second sliding window. They
examined classification ability of SVM and HMM classifiers for six predefined classes:
silence, pure speech, music, environment sound, speech with music and speech with
environment sound. They found out that the combination of several descriptors,
specifically audio spectrum centroid (ASC), audio spectrum spread (ASS) and au-
dio spectrum flatness (ASF), can capture the spectral characteristics of mixed type
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audio data considerably better then one type of parameter, namely audio spectrum
projection (ASP). SVM-based and HMM-based classifiers using ASS+ASC+ASF
feature set, extracted from TRECVID 2003 ABC World News Tonight and CNN
headline news, yielded approximate accuracy rates to each other, concretely 95.5 %.
Castán et al. [14] examined a novel audio segmentation-by-classification approach
based on factor analysis for classifying TV news in Catalan language into five dif-
ferent classes: speech, music, speech with music, speech with noise, and others.
Proposed technique was compared to a hierarchical system based on GMM model-
ing utilizing specific acoustic features. The experimental results showed a significant
error reduction (29.2 %) using segment-based factor analysis approach in compar-
ison with a hierarchical system based on GMM/HMM modeling utilizing specific
acoustic features on each level. Zhang et al. [15] investigated feature integration us-
ing universal background gaussian mixture model (UBM) into high-accuracy audio
classification algorithm based on SVM-UBM. Experiments performed on radio news
showed that UBM-based feature integration can effectively capture the character-
istics of an audio stream and have a better classification performance than other
segment-based features (MFCC for example).
Other works point to the importance of using appropriate classification archi-
tecture rather then parameterization techniques. Theodorou et al. [16] proposed
a scheme for automatic categorization of radio broadcast data utilizing a common
set of pre-processing and feature extraction modules, involving widely used acous-
tic parameters. Classification module implemented six different machine learning
algorithms, specifically multilayer perceptron neural network (MLP), naive Bayes
classifier (NB), SVM, k-nearest neighbour (kNN), C4.5 decision tree learner [17]
and boosting algorithm combined with decision trees. The experiments conducted
on the Voice of America (VOA) database for the Greek language showed that the
best performance, approximately 92 % of accuracy, was achieved by the classification
scheme using the boosting technique combined with decision trees. They adopted
the manual annotations of the VOA recordings as a ground truth for the sound
identity, considering silence, music, pure speech, speech with music and noise.
Chen et al. [18] compared results of four most popular learning classifiers, namely
SVM, kNN, Neural Network (NN), and NB in term of classification accuracy. The
evaluations showed that the problem of non-linear distribution of classes and small
number of training samples can be solved in more appropriate way by SVM classifier.
Other authors also reported superior position of SVM in many classification
tasks [19, 20, 21], especially in case of classifying audio stream with various acoustic
events [22]. Therefore, we decided to propose a robust classification architecture uti-
lizing SVM-based binary decision architecture and sufficient features with intention
to minimize miss-classification error and increase the overall classification accuracy
for BN audio data. The proposal of presented classification architecture is based
on our previous experience with SVM classifier and various feature extraction tech-
niques we employed in order to classify BN audio data [23, 24]. Considering our
earlier research activities, the aim was directed towards proposing the robust binary
decision architecture for multiclass classification task, employing the SVM.
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Section 2 provides a brief overview about basic components of proposed classi-
fication architecture. In Section 3, we analyze used feature extraction techniques.
Section 4 gives description about binary decision algorithm, its possible implemen-
tation in classification task, and main discrimination principles applied in BDA.
Section 5 discusses experimental setup and finally Section 6 gives our conclusions
and shows future directions.
2 THE ARCHITECTURE OF PROPOSED
CLASSIFICATION SYSTEM
The proposed classification architecture fully exploits basic principles of subsequent
binary decision strategy (Figure 1). The first step in processing input audio stream
comprises the segmentation phase. Segmentation of audio data is in general the
task of dividing a continuous audio stream into short audio portions with an equal
length, also known as segments, by using rectangular window. Each segment is
further divided into the overlapped frames, using Hamming window, in order to
avoid spectral distortions. Generated audio frames are usually pre-emphasized by
a FIR filter in order to emphasize higher frequencies that are attenuated by the
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Figure 1. Proposed classification architecture
All the features are calculated within each individual frame in time, frequency
or cepstral domain. The output of the feature extraction phase is represented by
a feature vector matrix, where each column refers to the corresponding coefficient
and the number of rows corresponds with the number of frames per file. The variance
of feature values is then calculated within each individual segment. Such long-
term statistics reduce computational consumptions and the influence of the signal’s
variability. Such representation of audio signal defines the format of input data for
a classifier.
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The process of smoothing can help to alleviate the influence of the abrupt changes
between several adjacent coefficients within the feature vector that represents only
one audio class and, as a consequence of that, reduces the miss-classification error.
It is a simple technique based on the averaging of values for a particular feature set
using floating window.
The overall classification logic of the architecture is based on the assumption
that general sounds like speech and non-speech sound differ a lot from each other
in time and frequency domain. Therefore, these easy to separate and the most gen-
eral classes are classified on the first level of topology. The other classes, namely
music/environment sound and pure speech/background speech, are classified in the
next step, processing the audio data from previous level. The last level performs
classification of the two most difficult to discriminate classes: speech with envi-
ronment sound/speech with music. Each block of classification is represented by
one binary discriminator that performs discrimination of input feature vectors using
corresponding decision function. Decision function is defined as a set of rules rep-
resented by statistical dependencies gained in the process of training or empirical
thresholds of observed discrimination parameters. The output value of decision func-
tion assigns the final class label for the actual vector. A discrimination parameter
can be defined as a feature vector, which components are extracted in the process of
feature extraction. It captures statistical or spectral characteristic of an input signal
and helps to discriminate between different properties of the input signal, usually
by setting a threshold.
3 FEATURE EXTRACTION
Feature analysis primarily investigates the behaviour of audio signals in time and
frequency domain utilizing specific parameters. These parameters, also called fea-
tures or descriptors, capture temporal and spectral characteristics of the audio signal
and help to discriminate acoustically different audio types. The selection of feature
extraction method depends on the particular classification task we want to solve.
Therefore, the following subsections describe the audio descriptors, we decided to use
in our classification architecture, due to their strong discrimination ability between
speech and non-speech sounds.
3.1 Mel-Frequency Cepstral Coefficients
Parameterization of acoustic signal by Mel-Frequency Cepstral Coefficients (MFCC)
is considered as the most effective feature extraction method for speech and other
types of audio signals [25]. Many authors implement this parameterization technique
in speech recognition and speech/non-speech discrimination task [26]. MFCCs are
derived from the human perceptual system. The calculation procedure consists of
filtering acoustic signal by non-linear mel-scale triangular filters and computing the
Discrete Cosine Transform (DCT) [27] (Chapter 6: Speech Signal Representations).
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Usually, 18–24 mel-filters and only the first 12 cepstral coefficients (excluding the
0th energy coefficient) are used.

























































Figure 2. Mel-Frequency Cepstral Coefficients
Figure 2 illustrates the mean of the first 13 MFCCs computed for audio signal
with total duration 35.47 s containing music (0–16 s), pure speech (16–26.4 s) and
environment sounds (26.4–35.47 s). In the first case, curve on the left, the coeffi-
cients were extracted using Hamming window with standard length 25 ms and 10 ms
overlapping. The second curve, marked as var(MFCC), represents the variance of
MFCCs measured within 200 ms segments with 100 ms overlapping. Smoothed curve
of var(MFCC) is depicted on the right. Vertical lines capture the change from one
acoustic event to another. The variance of MFCCs is considerably higher for speech
signal than for music and environment sounds. It follows relatively high ability of
MFCCs to capture all the changes in speech signals. There is also ability of cap-
turing periodicity of music signals, what is illustrated by regular curves in the first
characteristic.
3.2 Variance Mean of Filter Bank Energy
Variance Mean of Filter Bank Energy (VMFBE) feature [9] calculates an energy
variation in a narrow frequency sub-band of signal’s spectrum. It exploits the fact
that the energy varies more rapidly and to a greater extent for speech than for
non-speech signals. Therefore, an energy variance in such a sub-band is greater for
speech than for music or environment sound. Calculation of VMFBE coefficients is
similar to the procedure used in case of MFCCs. The difference lies in computation
of the energy in each sub-band of triangular mel-filters and not the power spectrum
along with DCT as in case of MFCCs. Thus, the number of VMFBE coefficients
equals to the number of sub-bands and the final form represents only the single
mean value.
The characteristics of VMFBE are depicted in Figure 3. There is a considerable
increase of VMFBE values for environment sound on the frame level (curve on
left) in comparison with MFCCs (Figure 2). This fact can be explained by the
higher variability of the sub-band energies for environment sounds than for speech
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Figure 3. Variance Mean of Filter Bank Energy
or music. On the contrary, more steeper changes of VMFBE parameter are specific
for speech signals. The variance of VMFBE (var(VMFBE)) is much more significant
for speech than for non-speech signals. That was one of the reasons why the authors
in [9] decided to use this parameter for speech/non-speech segmentation.
3.3 Variance of Acceleration MFCCs
Mel-Frequency Cepstral Coefficients do not capture the dynamic behaviour of acous-
tic signal in longer time span. For that reason, well known Delta MFCCs and Ac-
celeration MFCCs are being used to capture dynamics of acoustic signal in long
time span. Based on our original idea, we decided to use a novel parameter for
assessing the temporal dynamics of audio signals, namely the Variance of Accel-
eration MFCCs (VAMFCC). It can be seen, from Figure 4, that the variability of
VAMFCCs is much more significant for speech signals than for non-speech signals.
Moreover, curves for music signals are much more smoother in comparison with
MFC and VMFBE parameters. It gives the assumptions for the efficient use as
a speech/non-speech discriminator or silence detector.

















































Figure 4. Variance of Acceleration MFCCs
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3.4 Band Periodicity




































Figure 5. Band Periodicity
Band Periodicity (BP) [28] is defined as the periodicity of audio signal in par-
ticular frequency sub-band and can be represented by the maximum local peak of
the normalized correlation function computed within adjacent frames in each sub-
band. The bandwidth selection of each sub-band is conditioned by the sampling
frequency and the frequency range of the audio signal we want to examine. The
most energy of frequency components that represent speech signal is concentrated
at lower frequency bands, while some frequency components of music signals are
much more significant at higher sub-band frequencies. Authors in [28] employed
this parameter in music/environment sound discrimination task. Figure 5 shows an
example of band periodicity for the frequency band 500–1 000 Hz using 20th-order
Butterworth bandpass filter. There can be observed stronger discrimination power
between speech and non-speech sounds than between music and environment sound
in each characteristic. So, we decided to used mean and not variance of BP param-
eter computed for four sub-bands. It helped us to increase a discrimination power
between non-speech segments.
3.5 Spectral Flux
Spectral Flux (SF) is a measure of how quickly the magnitude of the power spec-
trum is changing. Lower values of SF parameter are specific for signals with slower
changes of magnitude (background noises or music for example) and higher values
are characteristic for signals (speech) with significant magnitude variations. (Fig-
ure 6). This parameter is therefore often used for speech/music discrimination in
automatic audio classification systems [1, 9, 29].
3.6 Spectral Centroid
Spectral Centroid (SC) [9] is defined as a point in the signal’s spectrum with dom-
inant frequencies. Determines which frequencies are dominant in observed signal,
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Figure 6. Spectral Flux
low or high. SC parameter has lower values for signals with narrow frequency range
(speech for example). On the contrary, low variability but higher values of SC are
specific for signals with wide spectrum and insignificant changes in frequency domain
(music, environment sounds) (see Figure 7).











































Figure 7. Spectral Centroid
3.7 Spectral Spread
Spectral Spread (SS) is a measure of the bandwidth of the spectrum. It provides
an information about the power density of spectral components around the spec-
tral centroid. Low values of this parameter show high concentration of spectral
components around the centroid and higher values inform about wide frequency
range of a signal (Figure 8). Authors in [30] used this parameter for speech/music
segmentation.
3.8 Spectral Roll-Off
Spectral Roll-Off (ROLLOFF) is the measure of skewness of the signals frequency
spectrum. It represents the frequency under which usually 95 % of the signals power
resides. It is expected that speech has a lower value of spectral roll-off, because it
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Figure 8. Spectral Spread
has most of the energy concentrated in the lower part of the frequency spectrum.
The value of ROLLOFF parameter increases with the bandwidth of the signal’s
spectrum and is characterized by high variability for speech signals (Figure 9). It is
often used as a speech/music discriminator [1, 31].










































Figure 9. Spectral Roll-Off
4 BINARY DECISION ARCHITECTURE
Feature extraction, performed in the previous section, helped us to find several
discrimination parameters for all the examined classification architectures.
Characteristic feature of proposed classification architecture (Figure 1) is smaller
number of discrimination blocks for separation N classes in comparison with other
architectures like one-against-one in which (N(N − 1)/2) classifiers are needed.
An advantage of such solution lies in decision function which uses the optimal set
of features adapted to actual discrimination problem in each block of classification.
The optimal set of features can be defined as the set of such parameters that are
able to capture spectral and temporal characteristics of different audio signals, em-
phasizing differences and keeping the maximum rate of separation between them.
A big disadvantage is a miss-classification error which propagates from the top of
the architecture. The classification performance of the current block depends on the
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previous one. The main effort is therefore aimed on developing an architecture in
which the miss-classification error is minimized. Our solution employs three-level
binary decision architecture where the influence of the miss-classification error is at-
tenuated by solving one binary classification problem four-times. The fundamental
principles are based on a stepwise multi-level classification where each block tries to
correct what previous one miss-classified.
The basic element of proposed architecture is the binary decision algorithm
which performs binary classification of two classes implementing rule-based decision
function and SVM-based non-linear decision function. It follows the naming con-
vention “binary decision” in our proposed BDA. The next reason why we decided
to use BDA naming convention is the fact that the overall classification strategy
utilizes the same principles that apply in binary decision trees architecture , namely
coarse-to-fine strategy. It allows to make a discrimination on coarse classes at the
top of the decision tree architecture and then make stepwise classification towards
the leaves which represent final classes. Therefore, the BDA is kind of modifica-
tion of the BDT. The novelty of proposed BDA, comparing to BDT with using the
SVM classifier Type 1 (see [32], p. 123), lies in successive discrimination amend-
ment that is intended to attenuate the overfitting of each individual SVM classifier
in BDA.
4.1 BDA Employing Rule-Based Approach
One possible way how to assess discrimination ability of feature parameters in solving
binary classification problem for multiple classes is to build a classification archi-
tecture which implements a rule-based binary decision algorithm. Therefore, we
proposed BD algorithm that performs binary discrimination of input feature vec-
tors utilizing class-dependent mean distribution for each discrimination parameter
and receiver operating characteristics (ROC) [33]. In other words, BD algorithm is
intended to set the optimal threshold for each discrimination parameter in order to
discriminate each pair of classes: speech/non-speech (S-NS), pure speech/non-pure
speech (PS-NPS), music speech/background speech (MS-BS) and music/background
(M-B). Decision function is in this case represented by optimal threshold for actual
discrimination parameter. Thus, decision function D(pj) takes for each component
of input feature vector pj : {pi}, i ∈ [1 : M ], j ∈ [1 : P ] two output values +1
and −1 depending on the actual value of discrimination parameter. pi, i ∈ [1 : M ]
relates to the component of each feature vector pj, j ∈ [1 : P ], where M defines the
number of frames (or segments) per input audio file and P relates to the number of
discrimination parameters (in our case P = 7). Thus, each individual feature vector
represents one discrimination parameter with dimension M × 1.
The overall procedure of BD algorithm is stated in Algorithm 1. The input pa-
rameters are represented by feature vectors extracted from audio recordings, namely
VMFBE, VAMFCC, BP, SF, SC, SS, and ROLLOFF. The MFCC parameter was
not considered in case of basic BD algorithm due to the need of computing the
mean value over cepstral coefficients and subsequent loss of information about sig-
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Algorithm 1 BD algorithm
1. if (mean(pj(+1)) ≥ mean(pj(−1))) then
2. for (k = min(pj(+1)); k ≤ max(pj(+1)); k = k + step) do
3. for (i = 0; i < length(pj); i++) do
4. if (pj [i] >= k) then D[i] = +1;
5. else D[i] = −1;
6. end if
7. end for
8. diff[k] = abs(SPE(k)− SEN(k));
9. end for
10. Th = min(diff);
11. else if (mean(pj(+1)) < mean(pj(−1))) then
12. for (k = min(pj(+1)); k ≤ max(pj(+1)); k = k + step) do
13. for (i = 0; i < length(pj); i++) do
14. if (pj [i] < k) then D[i] = +1;
15. elseD[i] = −1;
16. end if
17. end for
18. diff[k] = abs(SPE(k)− SEN(k));
19. end for
20. Th = min(diff);
21. end if
nal’s cepstrum. The next reason of omitting this parameter was the use of two other
single cepstral parameters instead, namely VMFBE and VAMFCC. The output of
the algorithm is in a form of the optimal threshold for each input discrimination
parameter. The thresholds are set for each parameter individually during a runtime
of the algorithm. Thus, the initialization begins with loading the first discrimina-
tion parameter (VMFBE) for class S-NS for example. The class label +1 or −1 is
assigned to each component of the feature vector manually, depending on the class
membership. Consequently, a class distribution for each feature vector component is
computed, represented by mean values mean(pj(+1)) and mean(pj(−1)), where pj(+1)
represents sub-vector containing components belonging to the class +1 and pj(−1)
sub-vector with components that belong to the class −1. The threshold varies from
min(pj(±1)) to max(pj(±1)) with step (max(pj(±1)) − min(pj(±1)))/100 (found em-
pirically) during training phase. Discrimination function is therefore represented by
actual threshold value set for parameter pj. It follows that each component pi of the
actual parameter pj takes values +1 or −1 according to the threshold value. Based
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where TP relates to true positive values, TN true negative, FP false positive, and
FN false negative. The optimal threshold for actual parameter is set by using the
minimal value of the difference between SPE and SEN (min(diff)). This procedure
is applied for each discrimination parameter and each pair of classes on each discrim-
ination level. After setting the optimal threshold for each discrimination parameter,
the one with maximal mean(SPE, SEN) value is selected as a winner for particu-
lar pair of classes. There is only one winner for particular discrimination problem
(S-SN, PS-NPS, MS-BS, M-B), thus test audio recordings need to be parameterized









































Figure 10. Binary decision architecture for rule-based approach
Proposed solution of BDA implements three-level binary discrimination ap-
proach, where one classification problem is solved four times through BD algorithm.
The proposed architecture is depicted in Figure 10. Binary decision for two-class
problem is performed on each discrimination level and the output values are saved
into a decision table. A dimension of the decision table is always M × d, where M
defines number of feature vector components and d number of decision functions,
in our case d = 4. Each row of the table represents the actual frame or segment
(depends on the level of feature extraction).
All the training vectors pj, where j defines number of parameters, enter the first
block (first level) of discrimination at the beginning of classification. Consequently,
BD algorithm is applied on each parameter and the output values of winner’s decision
function D1(p1 : {pi}) are saved into the first column of decision table.
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The second level of discrimination is represented by two binary discriminators,
marked as the 2. and the 3.. Considering the second discriminator, BD algorithm
is applied only on those components of feature vectors which were classified as
+1 in the previous level of discrimination (the first one). The same procedure as
was used on the first level is applied and the output values of winner’s decision
function D2(p2 : {pi}) are saved into the second column of decision table. Decision
function on this level takes the values +1 or −1 if D1(p1 : {pi}) = +1 and 0
if D1(p1 : {pi}) = −1. On the contrary, BD algorithm is used within the third
discriminator only for those components of feature vectors which were predicted
into the class −1 on the first level. Similarly, the output values of winner’s decision
function D3(p3 : {pi}) are saved into the third column of decision table with values
+1 or −1 if D1(p1 : {pi}) = −1 and 0 if D1(p1 : {pi}) = +1.
On the third level of discrimination is BD algorithm applied only on those com-
ponents of feature vectors which were predicted on the first level into the class +1
and on the second level into the class −1, or on the first level into the class −1
and on the second level into the class +1. Thus, considering decision table ele-
ments in a row order, the sum of elements for column 1,2 and 3 is equal to zero:
sum(D1:3(p1:3 : {pi})) = 0. Decision function for particular discriminator takes the
values +1 or −1 if sum(D1:3(p1:3 : {pi})) = 0 and 0 if sum(D1:3(p1:3 : {pi})) = ±2.
The final class labels for each row (feature vectors elements) is assigned at the
output of BDA. The class label +1 is assigned for actual row if sum(D1:4(p1:4 :
{pi})) = {1, 2}. On the contrary, class label −1 is assigned if sum(D1:4(p1:4 :
{pi})) = {−1,−2}.
4.2 BDA Employing SVM
For moderately easy tasks like speech/non-speech segmentation in real time the rule-
based approach is the right choice due to its efficiency and low computational com-
plexity in solving particular classification task. It is necessary to implement a robust
classifier for solving multiclass discrimination problem, with use of learning-machine
algorithm, for more difficult tasks like segmentation and classification of broadcast
news audio data, where more than two different acoustic events are presented. We
decided to use the SVM classifier [32] in our classification scheme due to its genera-
lization ability and superior performance in various pattern classification tasks. The
SVM classifier is currently one of the most demanded discriminators, often imple-
mented in various data classification tasks, such as bioinformatics [34], image [35]
and audio classification [1, 36, 37, 38].
The input audio data is represented in the form of feature matrix X : {x1, . . . ,
xM} with dimension M×N , where xm = (x1, . . . , xN), m ∈ [1 : M ] are input vectors
with dimension N and class label ym = ±1. N defines number of coefficients per
frame (or segment) and M gives the overall number of frames (segments). Decision
function is modeled by separating hyperplane with maximal or soft margin:
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d(xm,w, b) = w
Txm + b =
N∑
i=1
wixi + b (2)
where wTxm represents dot product between a weight vector and the input feature
vector and the scalar b is called bias.
The one that maximizes the margin of hyperplanes between two classes is called
optimal hyperplane. The margin is adjusted by distance between nearest point
to the hyperplane in case of linearly separable training vectors. If the training
data from different classes cannot be linearly separated in the original input space,
the SVM at first non-linearly transforms the original input space into the high-
dimensional feature space. This transformation can be achieved by using various
kernel functions such as: linear, polynomial, RBF mappings having as basic function
radially symmetric function, i.e. Gaussian function. The margin is in case of non-
linear mappings adjusted by penalty parameter C.
After successful training stage the learning machine produces the output D(xm),
given as:
D(xm) = sign(d(xm,w, b)), (3)
utilizing weights obtained from the process of learning (training). Decision rule is
defined by the following criteria:
• if d(xm,w, b) ≥ 0, then D(xm) = +1,
• if d(xm,w, b) < 0, then D(xm) = −1.
The SVM is originally designed to solve binary classification problem and dis-
crimination of multiple classes is realized by combining several binary classifiers.
One of the most used architecture for multiclass classification is binary decision
trees topology (BDTSVM). Classification procedure of the BDTSVM is based on
a coarse-to-fine strategy. The coarse classification that separates two easy to dif-
ferentiate classes, i.e. speech and non-speech, is performed at the beginning of the
classification process. Then the stepwise classification is made, until the other classes
are obtained. It follows that the multiclass classification needs to train maximally
(n− 1) SVMs for n-class problem. The main advantage of BDTSVM lies in choos-
ing feasible feature set for each SVM binary classifier that separates two different
classes.
One-Against-One SVM (OAOSVM) or pairwise topology belongs to the one
of the most effective architectures implemented in many classification problems.
In OAOSVM, there is one SVM for each pair of classes trained to separate each
individual class using n(n−1)/2 SVM classifiers. The simplest form of classification
with pairwise SVMs selects the class chosen by the maximal number of votes from
each SVM classifier. Thus each pair of SVMs classify only input data from two
classes.
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One-against-all SVM (OAASVM) is one of the earliest and simplest multiclass
classification approaches. For the n-class classification problem, it constructs n bi-
nary SVMs with each one separating one class from all the others. More detailed
description about these three and other classification architectures can be found
in [1, 32, 39, 40].
Algorithm 2 BDSVM algorithm
1. load(Xtrain,Ytrain);
2. scaling(Xtrain);
3. for (m = 0; m < length(Xtrain); m++) do ym = +1, ym+1 = −1; end for
4. (best C, best g,AUC) = crossvalidation(X′train,Y
′
train, log2C [0 6 2], log2 g [0 6 2], υ 5);
5. (model) = svm train(X′train,Y
′
train, best C,best g);
Proposed solution for BD algorithm utilizing SVM is stated in Algorithm 2.
The basic principles of BDSVM follow those used in BD algorithm (Algorithm 1).
Thus, the main task is to find optimal parameters for binary decision function on
each level of classification using training data. The optimal setting is understood
as the process of finding parameters for kernel function and penalty parameter in
process of training. The input of the BDSVM algorithm is represented as a feature
matrix corresponding to training data Xtrain, with dimension M × N . M defines
number of frames (segments) within an audio file and N corresponds with the over-
all number of coefficients analysed in Section 3. Scaling values in the range of 0–1
ensures function scale. It helps to eliminate big differences between coefficients and
can be considered as some kind of smoothing. Training feature vectors for each pair
of classes S-NS, PS-NPS, MS-BS, M-B, are consequently reordered alternately in
succession. Thus, each feature vector takes the values ym = +1 and ym+1 = −1,
while number of vectors for both classes is the same. Reordered feature vectors
and labels are assigned as X′train, Y
′
train. This step helped us to optimize process
of cross-validation and alleviate overfitting of classifier. Cross-validation technique,
also known as leave-one-out cross-validation) [41], is then applied in order to find
optimal parameters of kernel function (g) and penalty parameter (C). After sev-
eral initial experiments, we decided to use 5-fold cross-validation and RBF kernel
function as the best choice. The parameters C and g were adjusted exponentially,
taken the values 20, 22, 24 and 26. AUC (Area Under the Curve) [42] parameter
was used as the main evaluation criterion during cross-validation. This evaluation
parameter is similar to the one used in BD algorithm (ROC). Values of AUC vary
between 0 and 1. The binary classification is considered as random if the value of
AUC is lower than 0.5. The highest value of AUC signifies the most optimal (best)
parameters C and γ. The optimal parameters are then used to generate model by
using svm train function. Model is represented by weighted vector, bias term and
by the number of support vectors for each class. Generated model is then used
to generate predicted class labels for testing data, in the final phase of classifica-
tion.
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Figure 11. Binary decision architecture for SVM
Proposed BDASVM topology utilizes the same classification principles as in case
of BDA (Figure 10). Each block of discrimination is represented by one SVM binary
classifier and the same rules are applied for decision table. The overall architecture
is depicted in Figure 11. We have observed relatively high rate of overfitting on
the second level of discrimination in BDASVM after several initial experiments.
The overfitting caused the increase of miss-classification error rate, such that the
majority of feature vectors in the second discriminator was classified to the class
+1 and in the third discriminator to the class −1. The number of input vectors on
the third level was therefore insufficient (very small) for training the SVM classifier
at this level. This unwanted effect was caused by a high discrimination power on
the first level of classification. It follows that the maximum classification accuracy
was obtained on the first level of classification in BDASVM, utilizing all available
training data. There was a need to decrease discrimination ability on the first level
and increase on the third level in order to suppress this effect. Partial solution
was to divide training set at the input of BDASVM into two parts Xtrain train and
Xtrain test with equal size. Feature vector matrix Xtrain train was used for training
the SVM and Xtrain test for testing on the first level of discrimination.
The second level of discrimination enter the feature vectors classified to the
class +1: Xtrain test+1 in case of second discriminator. On the contrary, the third
discriminator enter the feature vectors classified to the class −1: Xtrain test−1 on the
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first level of classification. The whole training set of feature vectors Xtrain was used
for training the SVM on the third level, regardless the testing vectors which enter
the classifier from level two.
Generally speaking, following set of feature vectors (matrices) is used within the
training phase in BDASVM:
1. discriminator: Xtrain train,
2. discriminator: Xtrain test+1 ,
3. discriminator: Xtrain test−1 ,
4. discriminator: Xtrain.
The whole set of testing data Xtest enters the BDASVM in testing phase and the
values of decision functions are written to the decision table in the same way as was
performed in case of BDA (Section 4.1).
The maximum classification accuracy was achieved by adding weighted factor
wC to each discrimination level. We defined it as the value of penalty parameter C,
as the product of cross-validation, divided by number of training vectors belonging
to particular class. Thus, for class +1: wC+ = C/num+1 and for class −1: wC− =
C/num−1. In a certain way, weighted factor helps to decrease the influence of
overfitting by adding higher weight to the vectors belonging to the minor class and
lower weight to the vectors that belong to the major class. More detailed description
about the implementation into SVM training algorithm can be found in [43].
5 TEST SYSTEM DESCRIPTION
The classification performance of proposed BDA and BDASVM architectures and
comparison with BDT topology was evaluated on KEMT-BN1 database [44], which
contains 188 audio recordings in PCM 16 kHz 16 bit mono format from the Slovak TV
broadcast audio streams. Total duration of all audio recordings is about 65 hours.
We used only part of the database in our experiments, namely 49 min for training
(PS: 10.19 min, MS: 9.26 min, BS: 9.41 min, M: 11.7 min, B: 9.06 min) and 46.2 min
for testing (PS: 9.16 min, MS: 9.44 min, BS: 9.25 min, M: 9.04 min, B: 9.31 min).
Our aim was to extract maybe smaller amount of audio data but more accurate
with equal size for each audio class in order to avoid the overfitting of classifier.
Silent parts and other audio events were extracted manually without using any
phonetic alignment techniques but only available transcription on word level.
Detailed description about process of feature extraction and smoothing on frame
and segment level is illustrated in Figure 12. Each coefficient was at first extracted
on frame level within 50 ms Hamming window and 25 ms overlapping. The variance
of 7 coefficients is then computed within 200 ms segment with 100 ms overlapping.
Coefficients of 8 parameters are used to build feature vector matrix with dimension
M ×N , where N = 23.
Each individual parameter is consequently smoothed by floating window with
length 500 ms, thus mean value is computed for 5 adjacent coefficients within one
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Figure 12. Preprocessing, feature extraction and smoothing of audio stream
floating window. However, there is a need to consider time alignment according
to the length of floating window. In other words, there is a need to start smooth-
ing from zero position and not from (0 + lfw/2)
th position, where lfw represents
length of floating window. Such alignment is possible with enlargement of each
feature vector by length lfw/2 at the beginning and at the end of each array. Con-
sequently, coefficients from positions (0 + lfw/2) and ((M − 1) − lfw/2) are copied
to the new positions (extensions at the beginning and at the end of each feature
vector).
The last step in our experimental work was to implement proposed BDA archi-
tecture into classification topology for BN data. The overall architecture is depicted
in Figure 13. Each block of classification is represented by one BDA module for dis-
crimination S-NS on the first level, PS-NPS on the second level, M-B on the third
level and finally MS-BS on the fourth level. Input audio data is represented by
feature vectors x with dimension M ×1 in case of rule-based approach used in BDA
and 1×N for BDASVM topology as a part of feature input matrix X. The output
gives the information about the particular audio class in audio stream. During the
testing phase, depending on the output values of decision functions Di(x), i ∈ [1 : 4],
label +1 or −1 is assigned to each input feature vector on each level of discrimina-
tion and saved into the decision table. Final class label is assigned according to the
following criteria:
• PS: sum(D1(x), D2(x)) = 2, if D1(x) = 1;
• B: sum(D1(x), D3(x)) = 0, if D1(x) = −1;
• M: sum(D1(x), D3(x)) = −2, if D1(x) = −1;
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Figure 13. Implementation of BDA into classification architecture
• MS: sum(D1(x), D2(x), D4(x)) = −1, if D1(x) = 1 and also D2(x) = −1;
• BS: sum(D1(x), D2(x), D4(x)) = 1, if D1(x) = 1 and also D2(x) = −1;
where PS is for pure speech, B for environment sound (background), M for music,
MS is for music speech and BS for background speech. sum() represents a sum of
decision function values for one row in decision table.
We used classification accuracy Acc as the main evaluation criterion, defined as
the ration of correctly classified frames to all predicted frames for each audio class.
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All experiments were performed by LIBSVM software1 and available tools, which
cooperate with this software. MATLAB software was used in order to evaluate the
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Figure 14. Comparison between classification architecture employing rule-based approach
(BD, BDA) and SVM (BDSVAM, BDASVM) and four-level feature extraction technique
System Acc [%] PS MS SES M B Avg PT [min]
BD(BDT ) 73.11 45.51 20.29 66.08 79.53 56.90 0.74
BDA 75.2 43.89 30.34 56.29 85.29 58.20 2.54
BDSVM(BDTSVM) 85.69 54.46 48.63 72.75 77.83 67.87 44.13
BDASVM 85.94 53.29 48.94 72.85 80.74 68.35 48.37
OAOSVM 86.92 53.22 46.79 76.49 86.13 69.91 24.56
Table 1. The overall evaluation of used classification architectures
6 RESULTS AND CONCLUSIONS
The classification performance of basic BD algorithm and the proposed BDA so-
lution utilizing four-level feature extraction was evaluated in the first phase. The
results obtained from fundamental BDT architecture and improved BDA topology,
employing BD and BDSVM, for parameterization on frame level, segment level with
smoothing and without smoothing by floating window (fw) are depicted in Figure 14.
Value of Avg acc was obtained by averaging the classification accuracy for each class,
1 http://www.csie.ntu.edu.tw/~cjlin/libsvm/
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namely PS, MS, BS, M, B, on each level of feature extraction. BD algorithm itself,
applied for multiclass classification through the basic topology depicted in Figure 1,
behaves as a basic binary discriminator in BDT architecture (black and green colour
stripes). On the contrary, blue and red colour stripes illustrates the average classifi-
cation accuracy for proposed BDA solution, representing four discriminators for one
binary classification problem. It can be seen that segment-based feature extraction
helped to increase the classification accuracy only for basic BD algorithm, com-
paring BDframe and BDseg, with and without smoothing as well. Segment-based
feature extraction showed improvement for other architectures (BDA, BDSVM and
BDASVM) only in cases when the smoothing technique was not applied. Smoothing
technique helped to increase classification performance only for the same type (level)
of parameterization, comparing frame with framefw and seg with segfw. Hereby, the
advantage of using segment-based feature extraction and smoothing technique for
multiclass classification was proved.
The overall classification performance for each type of architecture is given in
Table 1. Each individual value of Acc represents the average of four-level feature
extraction for particular class. We decided to use only the average value, referring
to the classification abilities of each classification scheme, regardless the level of
feature extraction. Such interpretation of results helps to minimize redundant in-
formation and keeps the substantial information about system’s performance. PT
corresponds with processing time needed for classifying each testing feature vector
into the particular class. BD algorithm using rule-based approach and the SVM
classifier represents the basic BDT and the BDTSVM architecture.
The lowest classification performance was achieved in case of basic BD algo-
rithm, as we assumed. The expected increase in classification accuracy was ensured
by proposed rule-based BDA solution. The average value of Acc was about 1.3 %
higher than in case of simple BD algorithm, at the expense of almost 4-times higher
processing time. However, the differences between Acc values for individual acoustic
classes are significant, especially for class music (M), environment sound (B) and
background speech (BS). More than 10 % increase in classification accuracy can be
observed for music class in case of basic BD algorithm. These considerable varia-
tions of Acc values could be caused by miss-classification error propagated from the
first level of discrimination and by BD algorithm itself due to its class-dependent
separation using only “optimal” discrimination parameter for making decision.
Almost 11 % enhancement in classification accuracy brought into the results the
implementation of SVM decision function to BD algorithm (BDSVM). The cost for
that was the huge increase in processing time. The BDASVM topology has the
positive effect to overall classification performance. The 0.48 % increase of Acc and
only 4.24s growth of PT was achieved in comparison with BDSVM. Only small
increase in processing time was caused by loading all the testing data at once in
the first step of classifying. We assume that the main cause for relatively low
enhancement in classification performance was a high influence of level-dependent
miss-classification error in case of MS-BS discrimination problem. Level-dependent
error propagates only within one BDA block.
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So far, the effectiveness of using BDA architecture for rule-based approach and
the SVM was proven by comparing classification performance with basic BDT topol-
ogy employing BD algorithm. It was necessary to compare it with more effective
architecture in order to prove its robustness in solving multiclass classification task.
Considering our previous experience with SVM classifier and BDT architec-
ture, in [45] we proposed solution for BN classification utilizing the combination of
SVM-BDT architecture and discrimination principles that apply in case of the OAA
topology. The average classification accuracy for all classes was even higher than in
case of our currently developed BDASVM architecture (from Table II in [45]: aver-
age Acc(SVM-BDT) = 70.37 %, from Table 1: average Acc(BDASVM) = 67.87 %).
However, the results obtained from the SVM-BDT addressed only discrimination
ability of individual SVM classifiers and not all of them, meaning that we reported
only results without miss-classification error. It was really hard to use this kind ar-
chitecture for classification of BN audio stream due to really high miss-classification
error that propagated from the very top of the SVM-BDT topology. Therefore we
have been making an effort in order to diminish this drawbacks of the SVM-BDT
architecture. Such disadvantages were partially eliminated by BDASVM, where the
influence of the miss-classification error is attenuated on each level of classifica-
tion.
One of the most used architectures, alongside BDT and OAA, is OAO classi-
fication architecture. The effectiveness of the OAO architecture in solving various
classification problems examined authors in [46, 47]. They concentrated the effort on
training time, cross-validation accuracy and the overall prediction accuracy within
the evaluation phase. They also pointed to ambiguity of choosing classification ar-
chitecture for solving multiclass classification problem. Finally, they recommended
the OAO architecture as the optimal solution due to its high classification rate and
the lowest training time. That was the reason why they implemented the OAO
into libsvm software. It follows our decision to compare proposed BDASVM with
OAOSVM.
It is obvious, from Table 1, that BDASVM solution did not overcome OAOSVM
approach. Considerable reduction of classification accuracy was observed for music
and environment sound. Deeper analysis of miss-classification error rate for both
architectures showed the 8.75 % decrease in classification accuracy for BDASVM
using frame-level feature vectors, see Table 2.
System Acc [%] frame framefw seg segfw
OAOSVM 63.70 77.38 64.41 74.16
BDASVM 54.95 79.75 62.91 75.79
Table 2. Feature level comparison between BDASVM and OAOSVM
It can be noticed that the use of smoothing technique helped to increase the
classification accuracy for frame-based and segment-based feature extraction in case
of BDASVM. Thus, if the accuracy on frame-level achieved higher values, the
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OAOSVM PS MS BS M B
PS 38 575 3 016 12 375 489 326
MS 13 861 21 446 15 818 3 191 465
BS 12 849 3 853 35 186 1 255 1 638
M 2 331 6 567 11 016 32 871 1 996
B 1 572 239 5 649 919 46 402
BDASVM PS MS BS M B
PS 36 850 3 303 13 559 484 585
MS 11 738 21 185 20 697 788 373
BS 11 522 3 569 37 429 980 1 281
M 2 375 8 808 19 613 21 166 2 819
B 1 380 163 19 141 201 33 896
Table 3. Confusion matrix for BDASVM and OAOSVM on frame level feature vectors.
The overall number of testing frames is 54 781
BDASVM would overcome the OAOSVM architecture. We decided to make a closer
examination of this problem. Therefore, we created confusion matrix for both ar-
chitectures on frame level (see Table 3).
The diagonal elements represents correctly predicted frames (marked by bold
letters), column elements refer to the frames predicted by system and row elements
relate to the all tested frames. The results obtained from confusion matrix proved
the claim (mentioned above, based on the results obtained from Table 1) that the
highest miss-classification error occurred for music and environment sound in case
of BDASVM. A huge number of frames from classes M and B was predicted to
the class BS, concretely 19 613 for M and 19 141 for B. It is the explanation for
considerable drop in classification accuracy for the BDASVM. A big number of
feature vectors was also classified into the classes BS and PS and contributed to
significant increase of miss-classification error in both architectures. We assume
that such increase of error rate can be explained by acoustic characteristics of the
class BS. The audio utterances, extracted for this class, contain alongside speech
also short pauses between speakers including environment sounds and background
noise from other speakers. It follows that the frames, belonging to the class B, were
classified as BS and frames belonging to BS predicted as PS in case of short silent
speech parts.
The facts mentioned above had the major influence on miss-classification error
rate. These drawbacks can be eliminated by more precise extraction of each indi-
vidual classes from audio files using phone-level alignment. We also suppose, that
the feature vector selection algorithm for selecting optimal training and testing set
at the beginning of BDSVM algorithm could bring the higher classification accuracy
for proposed BDASVM solution. The training of classifiers could be also improved
by in parallel training the BDT along with the one-against-all SVM using all the
training set with corresponding disjunct subsets, meaning that each SVM classifier
would have information about all other classes.
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These two aspects will be considered in the near future. The implementation
of BDASVM in retrieving system utilizing the ASR will be performed in our future
work as well.
The classification algorithms were running on High Performance Computing
system with 24 nodes, each one contains computing server IBM Blade System×HS22
with two six-core processor units Intel Xeon L5640 (2.27 GHz) and 48 GB RAM.
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