Abstract---
INTRODUCTION
HE speaker identification system is concerned with extracting the identity of the person speaking on the basis of individual information included in speech signals. It has been the subject of active research for many years, and has many potential applications where propriety of information is a concern. The most common application for speaker identification systems is in access control, for example, access to a room or privileged information over the telephone, banking by telephone, database access service, and security control for confidential information area etc. Also it has a very useful usage for speaker adaptation in automatic speech identification system [2] .
The goal of the speaker identification system is to determine which one of a group of known utterances best matches the input utterance. Speech can be either text dependent or text-independent. Text dependent means that the text used in the training system is the same as that used in the test system, while text-independent means that there is no limitation on the text used in the test system. Certainly, how to extract and model the speaker-dependent characteristics of the speech signal that can effectively distinguish one speaker from another is the key point seriously affecting the performance of the system [3] .
Generally it is assumed that unknown voice must come from a fixed set of known speakers, thus the task is often referred to as closed-set identification.
The basic structure for speaker identification is shown in figure 1.1 [1] [4] . In this system, the speech signal is first processed to extract features conveying speaker information. In the identification system these features are compared to a bank of models, obtained from previous enrolment, representing the speaker set from which we wish to identify the unknown voice. For closed-set identification, the speaker associated with the most likely, or highest scoring model is selected as the identified speaker. This is simply a maximum likelihood classifier. 
A. Pre-processing
Pre-processing is considered as the first step of speech signal processing, which involve with the analogy signal to digital signal conversion. The continuous time signal (speech) is sampled at discrete time point and then, the samples are quantized to obtain a digital signal. At the first stage in MFCC feature extraction is to boost the amount of energy in the high frequencies. The spectrum for speech segments like vowels, there is more energy at the lower frequencies than the higher frequencies.
B. Framing
The process of segmenting the speech samples into small frames with the time length within the range of 20-40 ms is known as framing. The process of segmenting the speech samples into small frames with the time length within the range of 20-40 ms is known as framing. Framing ensures that the speech signal is divided into quasi-stationary frames to which the fast Fourier transform is applied.
In this step the continuous speech signal is blocked into frames of N samples, with adjacent frames being separated by M (M < N). The first frame consists of the first N samples. The second frame begins M samples after the first frame, and overlaps it by N -M samples and so on. This process continues until all the speech is accounted for within one or more frames. Typical values for N and M are N = 256 (which is equivalent to ~ 30 msec windowing and facilitate the fast radix-2 FFT) and M = 100.
Number of samples/frame (N) = (frame size)*(sampling rate) =20ms*8kbs
Number of samples per frame=160 samples. 
C. Windowing
The windowing step is meant to window each individual frame, in order to minimize the signal discontinuities at the beginning and the end of each frame. In this step we utilize the concept of minimizing the spectral distortion by using the window to taper the signal to zero at the beginning and end of each frame.
If the window is defined as w (n) where 0≤n≤N-1 where N is the number of samples in each frame. Then, the result of the windowing can be shown based on equation below:
In this step we make use of the concept of hamming window. This window is most commonly used as window shape in speech recognition technology, by considering the next block in the feature extraction processing chain and integration of all the closest frequency lines.
Typically the Hamming window is used, which has the form:
It is for this reason that Hamming window is commonly used in MFCC extraction, which shrinks the values of the signal toward zero at the window boundaries and avoiding discontinuities. 
D. Fast Fourier Transform
The Fast Fourier Transform (FFT) algorithm is widely used for evaluating the frequency spectrum of speech. Discrete Fourier transform (DFT) is normally computed via Fast Fourier transform which is widely used in evaluating the frequency spectrum of speech. In this step we convert each frame of N samples from the time domain into the frequency domain. Fast Fourier Transform is a fast algorithm which exploits the inherent redundancy in the Discrete Fourier Transform and reduces the number of calculations. It provides exactly the same result as the direct calculation.
The FFT implements the Discrete Fourier Transform (DFT), which is defined on the set of N samples {xn}, as ISSN 2277-5099 | © 2016 Bonfring follows:
In general Xk"s are complex numbers and their absolute values (frequency magnitudes) are considered. The resulting sequence {Xk} is interpreted as follows:
Positive frequencies corresponds to Values , while negative frequencies corresponds to Here Fs denote the sampling frequency. The result after this step is often referred to as spectrum or period gram.
E. Mel-Frequency Wrapping
The human perception of the frequency contents of sounds for speech signals does not follow a linear scale. Thus for each tone with an actual frequency f measured in Hz, a subjective pitch is measured on a scale called the mel" scale. The MelFrequency scale is linear frequency spacing below 1000 Hz and a logarithmic spacing above 1000 Hz. The useful information that carried by the low frequency components. Thus, Mel-scale is applied in order to place more emphasizes on the low frequency components.
One approach to simulating the subjective spectrum is to use a filter bank, spaced uniformly on the mel-scale. That filter bank has a triangular band pass frequency response, and the spacing as well as the bandwidth is determined by a constant mel-frequency interval. The number of mel-spectrum coefficients K is typically chosen as 20. The filter bank is applied in the frequency domain, thus it simply amounts to applying the triangle-shape windows to the spectrum. A useful way of about this is mel-wrapping filter bank is to view each filter as a histogram bin (where bins have overlap) in the frequency domain.
F. Logarithm
The speech signal s(n) can be represented as a quickly varying. Source signal e(n) convolved with the slowly varying. Impulse response h(n) of the vocal tract represented as a linear filter . Only the output (speech signal) is accessible and it is often desirable to eliminate the source part. The source and the filter parameters are convolved with each other in time domain. The cepstrum is a representation of the signal where these two components are resolved into two additive parts. It is computed by taking the inverse DFT of the logarithm of the magnitude spectrum of the frame. This is represented in the following equation:
Cepstrum (frame) = IDFT (log (j DFT (frame) j))
The conversion from time domain to frequency domain changes the convolution to the multiplication. On that use of logarithm replaces all the multiplication steps by the addition. The inverse DFT is applied on it, which operate individually on quickly varying and slowly varying parts of speech signal.
The logarithm has the effect of changing multiplication into addition. Therefore, this step simply converts the multiplication magnitude in the Fourier transform into addition. Here the logarithm of the mel-filtered speech segment is carried out using the MATLAB command "log", which returns the natural logarithm of the elements of the Mel filtered speech segment. The threshold energy is calculated and we will be selecting only those energy frames which are more than threshold energy calculated.
G. Cepstrum
In this final step, we convert the log mel-spectrum back to time. The result is called the Mel-Frequency Cepstrum Coefficient (MFCC). The cepstral representation of the speech spectrum provides a good representation of the local spectral properties of the signal for the given frame analysis. The melspectrum coefficients (and so their logarithm) are real numbers, we can convert them to the time domain using the Discrete Cosine Transform (DCT).
Therefore if we denote those mel-power spectrum coefficients, that are the result of the last step are
We can calculate the MFCC's as,
We exclude the first component ,from the DCT since it represents the mean value of the input signal, which carried little speaker specific information.
Using this procedure a set of mel-frequency Cepstral coefficients are computed. These are result of a cosine transform of the logarithm of the short-term power spectrum expressed on a mel-frequency scale. This set of coefficients is called an acoustic vector. Therefore each input utterance is transformed into a sequence of acoustic vectors.
III. VECTOR QUANTIZATION
Vector Quantization is an efficient data compression technique and has been used in various applications involving VQ-based encoding and VQ based recognition. Vector Quantization has been very popular in the field of speech recognition. Vector Quantization (VQ) [5] [2] is a lossy data compression method based on the principle of block coding as shown in figure 3.1. It is a fixed-to-fixed length algorithm.
A. LBG Algorithm
The LBG VQ design algorithm is an iterative algorithm which alternatively solves the above two optimality criteria. After the enrolment session, the acoustic vectors extracted from input speech of each speaker provide a set of training vectors for that speaker. The next important step is to build a speaker-specific VQ codebook for each speaker using those training vectors. The vector quantization is implemented using the LBG algorithm, for clustering a set of L training vectors into a set of M codebook vectors. The algorithm is implemented by the following recursive procedure:
1. Design a 1-vector codebook; this is the centroid of the entire set of training vectors (hence, no iteration is required here). 2. Double the size of the codebook by splitting each current codebook y n according to the rule
Where n varies from 1 to the current size of the codebook, and is a splitting parameter (we choose =0.01).
3. Nearest-Neighbor Search: for each training vector, find the code word in the current codebook that is closest (in terms of similarity measurement), and assign that vector to the corresponding cell (associated with the closest code word). 4. Centroid Update: update the code word in each cell using the centroid of the training vectors assigned to that cell. 5. Iteration 1: repeat steps 3 and 4 until the average distance falls below a preset threshold 6. Iteration 2: repeat steps 2, 3 and 4 until a codebook size of M is designed. The LBG algorithm designs an M vector codebook in stages. It starts first by designing a one vector codebook then uses splitting technique on the code word"s to initialize the search for a two vector codebook and continues the splitting process until the desired M vector codebook is obtained. Database consists of 630 speakers, out of which 70% are male and 30% are female from 10 different dialect regions in America. Each speaker has approximately 30 seconds of speech spread over 10 utterances. The speech is recorded using a high quality microphone in a sound proof booth at a sampling frequency of 16 KHz, with no session intervals between recordings. The speech is designed to have a rich phonetic content, which consists of 2 dialect sentences (SA), 450 phonetically compact sentences (SX) and 1890 phonetically diverse sentences (SI). The dialect sentences developed by SRI are spoken by all speakers and were designed to show the variability introduced by the different dialects of the speakers.
IV. EXPERIMENT RESULTS
The performance of the Speaker Identification system is evaluated by performing two experiments. Following are the speech samples for the both experiments:
In 1 st experiment the number of vectors in VQ code book is 32 and 64. The speaker count in 1 st experiment is 80.
In 2nd experiment the number of vectors in VQ code book is 32 and 64. The speaker count in 1 st experiment is 100. 
B. Code book Generation Approach
The speech signal has amplitude range from -1 to +1. It was first converted into positive values by adding +1 to all the sample values. Then the sample values were converted into a 16 dimensional vector space.
With Overlap
The speech signal was converted into positive range in the same manner as in previous approach. The samples were converted into 16 dimensional vector space by considering a overlap of 4 between the samples of consecutive blocks. The first vector was from sample 1 to 16, whereas second vector was from 13 to 28 and the third from 25 to 40 and so on. CONCLUSION AND FUTURE WORK Results show that MFCC based SI system with VQ modeling technique has very good identification accuracy and therefore, it is robust against noise. After analyzing the results of both experiments it is also concluded that sampling frequency of speech and number of vectors in VQ codebook improve the identification accuracy greatly.
In future, a Multiple Classifier System (MCS), having more than one classifier, will be designed to further improve the identification accuracy. And also the speaker identification system also be designed for uncontrolled environment and text independent data to improve the identification accuracy.
