Abstract-Photometric Stereo is a popular method for 3D reconstruction from images due to its high level of details handling. However, when it is used in a scattering medium such as lakes and oceans, the recovery result will be negatively impacted by the light absorption, light scattering and the impurities in the water. In this paper, we present a new method to solve the problem of better 3D reconstruction via Low-Rank Matrix Completion and Recovery. First, we use the dark points, like shadows and darkness in the water to fit the scattering effect distribution and then remove the scattering from the image. Next, we use the Robust Principal Component Analysis method (RPCA) to recover the image by removing the sparse noise including shadows, impurities and some corrupted points caused by backscatter compensation. Finally, we combine the RPCA results and the least-squares (LS) results to get the surface normal and accomplish the 3D reconstruction. Extensive experimental results demonstrate that our method achieves more accurate estimates of surface normal and 3D reconstruction than previous techniques.
Introduction
A Remote Operated Vehicle (ROV) is the commonest method used to explore underwater environments, and providing better human-system interaction between operators and the ROV is an area where lots of research is taking place. An important part of the ROV-operator interface is the imaging system, which makes it easier for operators to intuitively control this complex robotic system [1] . Furthermore, the most important mission of the imaging system is to transform the 2D images taken by the submarine into 3D scenes, i.e. 3D reconstruction.
There are many optical techniques for 3D reconstruction [2] , such as Photometric Stereo, Structure Light, Binocular Stereo Vision, and Structure from Motion. Photometric Stereo recovers 3D shapes from fixed viewpoint with more than three different artificial illuminations [3] , [4] , [5] . Structure Light [6] , which is based on the triangulation principle, is mostly used in active techniques for underwater systems. Binocular Stereo vision [7] and Structure from Motion [8] are mostly used for passive techniques which are typically used in close and medium range image acquisition. In this paper, we focus on Photometric Stereo, which can produce higher-quality geometry than the other methods. However, when applying Photometric Stereo in a scattering medium, the measured light carries information not only about the scene orientation but also the medium itself [9] . In underwater environments, light gets attenuated and scattered by the particles of the medium. The scatter component is the most unwanted signals, which adds a strong negative influence to 3D reconstruction. In other words, the formulation of Photometric Stereo is not linear as supposed but unfortunately is affected by backscatter. Also, the scattering medium attenuates the underwater light exponentially with distance, which makes the traditional solving method fail [10] . This paper presents a new method to deal with the influence of backscatter in scattering mediums. Concretely, we first compensate for the backscatter, which is similar to the method presented in [11] . After the measured backscatter has been subtracted from the input image, the formulation of Photometric Stereo in the scattering medium becomes linear so that we can estimate depth, surface normal and albedo, as the original Photometric Stereo technique does. However, some noise still exists due to the errors caused by backscatter removal, shadows and impurities in the medium etc., which still makes the image inferior to normal. Therefore we use the RPCA method [12] to recover the low-rank property of image matrix so that we can improve the accuracy of the surface normal and albedo [13] . Furthermore, we can get higher-quality geometry information. Fig.1 shows the procedure of our method.
We demonstrate our method through extensive exper-iments in a water tank with a self-designed device. We evaluate the performance of our method in different turbidity levels, with different numbers of illumination images and with varying lighting directions. The recovered shapes are similar to those in clear water even at high levels of water turbidity.
Related Work
When the Photometric Stereo method is used in underwater environments, the light propagation model needs to incorporate the light attenuation and scattering by the medium.
A large amount of work [9] , [14] has focused on modelling image formation with diffuse illumination in underwater or sub-sea environments. The light which has entered the camera may or may not have been reflected by the object. There are three components in the light path as shown in Fig.2 : a) the backscatter component of light which has not interacted with the object; b) the direct component of light reflected from the object that has not been scattered on its way back to a camera; c) the forward-scatter component of light that has been reflected from the object but is then scattered on its way back to the camera. Photometric Stereo with backscatter: Narasimhan et al. [15] formulated the Photometric Stereo model which deals with backscatter and attenuation, with the supposition of distant light sources and an orthographic camera. The method relies on solving a system of non-linear equations, however, the optimization is not always guaranteed to converge and the final solution is highly dependent on the initial approximation [10] . Murez, Treibitz et al. [16] considered both backscatter and forward scatter, and formulated a considerably complex model which cannot be solved directly, only approximately.
Instead of compensating for the backscatter effect, some previous systems used specialised hardware configurations to minimize the effect of backscatter. In [17] , the authors used special polarizing hardware to recover the image. These methods in [17] , [18] can reduce the effect of backscatter, but cannot completely remove it. Besides, the speciallydesigned hardware for these methods was mostly complicated and expensive.
Tsiotsios et al. [11] put forward a new method to effectively compensate for the backscatter with three point light sources, in which it becomes a linear formulation of Photometric Stereo, as in the air. In this work, the authors used the dark points to fit the backscatter distribution, which then proved useful to remove the effects of the backscatter component. Photometric Stereo with RPCA: Wu et al. [13] presented a new approach to robustly solve the Photometric Stereo by recovering a low-rank matrix from missing and corrupted observations such as shadows and specularities. Unlike previous approaches which used least-squares techniques, they used an advanced convex optimization technique [12] , [19] that is guaranteed to find the correct low-rank matrix by simultaneously fixing its missing and erroneous entries.
Light Propagation Model
In this section, we introduce the light propagation model in a scattering medium. When light propagates in the scattering medium, it is attenuated exponentially with distance. And when the light comes from an artificial source, its intensity I 0 is inversely proportional to the travelled distance d due to the Inverse Square Law (ISL), defined as:
where I is the received intensity, and c is the total extinction coefficient of the medium which describes the light loss per unit distance. The total extinction coefficient includes the medium's absorption a and scattering coefficient b as c = a + b [14] , where b reflects the superposition of all scattering incidents around a unit volume particle, and can be calculated by integrating the angular scattering function of the medium β(θ) over all the directions around the particle:
where θ is the angle between the original ray and scattered ray. We employ the low-order representation of [15] 
Considering the artificial point light and camera are both put in a dark environment without any other light sources, all illumination L 0 which the camera receives comes from 3 sources: 1) the direct component; 2) the backscatter component; and 3) the forward-scatter component:
where L d is the direct component, L b is the backscatter component, and L f is the forward scattering component. In our experiment, the effect of the forward scattering component is negligible, because the distance between the imaged object and camera is too small to allow much divergence (0.6 − 1m) [11] .
Direct Component
The direct component is the light reflected directly by the object. We assume that the surface is Lambertian with a spatially varying albedo ρ, and the size of the imaged object is small enough compared to the object distance from the camera, such that we can use orthographic projection approximations [11] .
The direct component of light travels a distance d 1 from the source to the object which takes the attenuation decribed in Eq.(1) into consideration as in Fig.3 . Then the light reflected from object will travel a distance d 2 to the camera which will be attenuated again by e −cd2 . Hence, we define the direct component as:
where I k is the light radiance from the kth source and n is the unit normal vector of the imaged object. The light direction is denoted by unit vector l k . Figure 3 . Geometry of light propagation. In our experiments, the measured brightness is the sum of the direct component and the scatter components from a point source.
Backscatter Component
Consider a differential scattering volume at distance z across the Line-of-Sight (LoS) of the sensor pixel. As above, the light volume is defined as
According to the phase function β(θ), the light is scattered in every direction. Then the differential backscatter component that reaches the sensor pixel is
The total backscattered light can be integrated over all distance z along the pixel's LoS. Since we use a point light source, the integrated path is different for each pixel. For one pixel, we consider the path from z k to z o , where z k is the start point and z o is the point on the object [11] . The total backscatter component in one pixel is given by
This is a non-linear function, and there is no closed-form solution for the integral [15] . In this paper, we assume the imaged objects have a small variation surface, so that the backscatter does not depend on the unknown height of the objects and is a constant, smooth distribution that can be estimated [17] .
Backscatter Decomposition

Backscatter Removal
The simplified light propagation model in the scattering medium is defined as:
The extra ambiguity is mostly caused by the backscatter component. If we estimate the backscatter component correctly and remove it from the measured brightness, we can easily estimate the surface normal from the direct component:
In this paper, we assume that the scale of the object is much smaller than that of the distance between the object and camera, and the light sources which surround the camera are at the same distance. Under these assumptions, 
The direct illumination appears linear, so the surface normal and various albedos can be estimated.
Backscatter Estimation
The backscatter is a non-linear function, which is hard to solve directly. Tsiotsios et al. [11] proposed a simple method for backscatter removal by fitting the backscatter as a binary quadratic function which can be used with six input points. They showed that the energy of the backscatter does not always give a positive correlative with the distance, which will saturate after a certain length.
The respective direct component in dark points such as shadows and remote points will be 0 (L 0 = L b ). By searching for the local dark points in an image, the backscatter can be estimated.
We divide the image into patches, and find all the dark points in each patch which are smaller than a threshold value. Then, we randomly choose one dark point from each patch and use a binary quadratic function to estimate the distribution. This is different from [11] which only chooses the six darkest points. We use a Random Sample Consensus (RANSAC) scheme to find the solution with the lowest error, and make sure all the values of the dark points are larger than the fitted value. This method has proved to be effective for estimating the distribution of backscatter, without any prior information. Fig.4 shows the quadratic function fitted by our method and the original and de-scattered image of a shell.
RPCA based Photometric Stereo
Using a binary quadratic function to estimate the backscatter may introduce errors. Shadows and impurities may also cause negative effects on the normal estimation and 3D reconstruction. We use convex optimization technique [12] to solve this problem, which is guaranteed to find the correct low-rank matrix by simultaneously fixing its missing and erroneous entries.
Low-rank Property of Image Matrix
We estimate the distribution of the scattering component, and remove it from the original brightness. Then the remaining component is just the direct part L d . Consider the matrix L d ∈ m×n constructed by stacking all the vectorized images, L d can be factorized according to Eq.(8) as follows:
where
Clearly the rank of the matrix L d is at most 3 [13] , irrespective of the number of pixels m and the number of images n.
Efficient Solution based Low-Rank Matrix Completion
Due to the shadows, impurities and corruptions caused by backscatter removal, the direct component is not the ideal low-rank structure. Thus, instead of Eq.(9), the image measurements should be:
where matrix E accounts for the corruption by shadows and corruptions. Only a small fraction of the pixels in each image are corrupted and most pixels in the input images obey the low-rank diffusive model. Most entries in the error matrix E will be zero. Therefore we can decompose L d as the sum of a low-rank matrix and a sparse error matrix [20] . Thus, we can solve the above problem by finding a sparse matrix E such that the matrix D = N L has the lowest possible rank. We use convex relaxation to recover the low-rank matrix D from corrupted observations L d . Using a Lagrangian formulation, we rewrite the above problem as the following optimization problem:
where · * and · 1 represent the nuclear norm and l 1 -norm and γ > 0 is a regularization parameter. Then, we use the Augmented Lagrange Multiplier (ALM) method which is called RPCA to solve the problem. Let (D,Ê) be the optimal solution to Eq. (11) . And with the given light direction L, we can recover the matrix N fromD as:
where L −1 denotes the Moore-Penrose pseudo-inverse of L. And surface normals n 1 , n 2 , · · · , n m can be computed by normalizing each row of N to be unit.
In practice, most of the area of the object are under the assumption of low-rank matrix and the sparse error matrix. But some points with larger gradients may have more shadows, and don't accord with the assumption. To solve the problem, we propose a method where we segment the image into two parts: one is the points with less shadows we use the RPCA method to solve; and the other has more shadows we use the least-squares (LS) method to solve. We combine the two methods to recover the surface normal and build the 3D reconstruction [21] , [22] . Fig.5 shows the sparse noises and the normal map computed by RPCA. 
Experiments
Experimental Setup
Our experimental setup is shown in Fig.6 . We used an IDS UI-358xCP-C camera put on top of a black water tank, and underwater LED lights with white illumination. The lights were placed in a rotating circular orbit around the camera to provide varying illumination directions. The objects were placed at distance of 60cm from the camera. The size of the imaged objects were 5-10cm for the orthographic assumption. The experiments were conducted in a black water tank, in a dark room to make sure that only the light from the LED lights was received by the camera. We filled the 1m 3 tank with tap water and the turbidity was increased by adding milk (milk dilutes easily and is a great substance for producing scattering). We firstly evaluated our method with a standard Lambertian sphere whose ground truth surface normal maps were known. We evaluated the correctness of our method by computing the angular errors between the estimated surface normal and the ground truth. We then evaluated our method with real objects (a shell and plastic toys), to estimate the surface normal and reconstruct the 3D surfaces.
Quantitative Evaluation
The diameter of the imaged Lambertian sphere is 3 cm. We used the mean angular errors to evaluate the quality of our reconstruction. The mean angular error was defined as: E = mean(arccos(n·n g )), where n was the estimated normal, and n g was the ground truth. We considered three influencing factors: turbidity, the number of input images, and source light refraction.
6.2.1. The influence of turbidity. In this experiment, the sphere was placed at the center of tank, and we imaged the sphere under 48 lighting conditions, where the slant angle of light directions was 45
• . We increased the turbidity of the water by adding 50 ml milk each time. We employed three methods to estimate the surface normal and the comparison results are shown in Table. 1. It can be seen that these three methods can estimate the surface normal within an acceptable accuracy after backscatter removal. When the turbidity increased, the LS method became better than the RPCA method, but our method (which combines the two) was superior. The results indicate that our method can effectively recover the surface normal in turbid water environments.
Effect of the number of input images.
In this experiment, we wanted to find out the minimum number of images that our method needs. The mean angle error was used as the measure of the estimate. We conducted experiments in two turbid conditions, 50ml and 150ml milk, and the results are shown in Table 2 and in Fig. 7 . It shows that our method was better than LS when the number of images was more than 24. 6.2.3. Effect of source light refraction. Since our proposed method is to be used in real underwater environments, the effects of light refraction cannot be ignored. This is also a source of image noise besides the scatter and light absorption in water. We estimated mean angle errors computed by changing different slant angle which deviate from 45
• . We took experiments in two turbid conditions of 50ml and 150ml milk.
The results are shown in Table. 3. We can observe that the mean angle error becomes bigger if the light direction is changed. Within an acceptable range, our method can give better results than LS.
The results of real objects
We tested our method on real objects, including a plastic rabbit, a plastic starfish, and a scallop shell. We put the object at the center of the tank, and adjust the slant light direction into 45
• . Then, we added 50ml milk each time into the tank. Since the actual ground truth surface normal and depth maps are not available for these object, we compared our results of varying levels of turbidity with the result of clear water and the results computed by direct Photometric Stereo (PS), as shown in Fig.8 .
Our results in turbid water are similar to the results in clear water. The normal maps the direct PS produced have relatively larger deviations, whereas the normal maps we produced are more accurate. Furthermore, our method provides more details. Taking the rabbit as an example, our method can reconstruct the area of the eyes and mouth better, where the depth is concave-convex. Our method can remove backscatter, deal with shadows, impurities, and corrupted points and successfully recover the 3D shape with fine detail.
Conclusion
In this paper, we present a new method for Robust Photometric Stereo in a scattering medium via Low-Rank Matrix Completion and Recovery. We use a backscatter fitting method to remove the backscatter component, and then formulate the Photometric Stereo problem as a rank minimization problem that can be solved efficiently by convex optimization. The biggest advantage of the proposed method is its ability to handle shadows, impurities, errors, and other kinds of large-magnitude, non-Gaussian errors in scattering mediums.
From these results, it can be seen that our method can provide better information for 3D modelling used in ocean exploration. In future works, we will focus on ways to keep the high accuracy of the results while reducing the number of light sources needed. Such efforts can help to make our method more practical to be implemented in ROV or AUV for marine exploration.
