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a b s t r a c t
The numerical solution of linear elliptic partial differential equations often involves finite
element discretization, where the discretized system is usually solved by some conjugate
gradient method. The crucial point in the solution of the obtained discretized system is
a reliable preconditioning, that is to keep the condition number of the systems under
control, nomatter how themesh parameter is chosen. The PCGmethod is applied to solving
convection–diffusion equations with nonhomogeneous mixed boundary conditions. Using
the approach of equivalent and compact-equivalent operators in Hilbert space, it is shown
that for a wide class of elliptic problems the superlinear convergence of the obtained
preconditioned CGM is mesh independent under FEM discretization.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
The theory of equivalent and compact-equivalent operators and their applications for elliptic partial differential
equations with homogeneous mixed boundary conditions can be found in [1,2] and summarized in the detailed survey [3].
The goal of this paper is to complete those results for convection–diffusion equations with nonhomogeneous mixed
boundary conditions. In this case, the main difficulty arises from the proper definition of the corresponding unbounded
operator, which consists of a pair of operators defined on the domain itself and on the Neumann boundary. When the
operator L is defined, we have the equation
Lu = g.
In order to solve it with some iterative method, let us define a symmetric operator S and consider the equation
S−1Lu = S−1g
instead of the original problem to reduce the number of iterations and computational time. The choice of the preconditioner
S relies on the theory of equivalent operators, which we also summarize here briefly.
2. Conjugate gradient algorithms
In this section some well-known facts about some specific conjugate gradient algorithms and the corresponding
convergence results are summarized. Using the notations of [3], let us consider the linear system
Au = b, (1)
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where A ∈ Rn×n is a nonsingular matrix, b ∈ Rn is a given vector and u∗ ∈ Rn is the solution of the system (1). Denoting by
〈·, ·〉 the inner product on Rn and by A∗ the adjoint of Awith respect to 〈·, ·〉, we assume that
A+ A∗ > 0, (2)
that is, A is positive definite with respect to 〈·, ·〉. The following quantities defined below will be used in the convergence
theorems of the algorithms:
λ0 ≡ λ0(A) := inf‖x‖=1 〈Ax, x〉 > 0, Λ ≡ Λ(A) := ‖A‖ , (3)
where the norm ‖·‖ is induced by the inner product 〈·, ·〉.
2.1. CG methods for nonsymmetric linear equations
2.1.1. The generalized conjugate gradient—least square methods
The generalized conjugate gradient, least square (abbreviated as GCG-LS) method is constructed as follows; see [4,5].
There are two types of the GCG-LS algorithm: the full and the so-called truncated versions. The definition also involves
an integer s ∈ N, further, we let sk = min{k, s}, (k ≥ 0). The full version uses all the previous search directions to construct
the sequence of approximate solutions (uk) and search directions (dk), whereas the truncated one uses the previous s + 1
directions (GCG-LS(s) for short). The GCG-LS(s) algorithm is as follows:
Algorithm 2.1 (GCG-LS).
• Let u0 ∈ Rn be arbitrary and let d0 = r0 = Au0 − b;
• For any k ∈ N, when uk, dk, rk are obtained, let
◦ the numbers α(k)k−j (j = 0, . . . , k) be the solution of
sk∑
j=0
α
(k)
k−j
〈
Adk−j, Adk−l
〉 = −〈rk, Adk−l〉 (0 ≤ l ≤ sk)
◦ uk+1 = uk +∑skj=0 α(k)k−jdk−j;
◦ rk+1 = rk +∑skj=0 α(k)k−jAdk−j;
◦ β(k)k−j = −
〈
Ark+1, Adk−j
〉
/
∥∥Adk−j∥∥2 (j = 0, . . . , sk);
◦ dk+1 = rk+1 +∑skj=0 β(k)k−jdk−j.
The full version can be obtained by setting formally s = +∞. An interesting case arises when s = 0 (GCG-LS(0)), since it
involves only the current search direction, which property makes it computationally favourable.
Algorithm 2.2 (GCG-LS(0)).
• Let u0 ∈ Rn be arbitrary, d0 := r0 = Au0 − b;
• For given uk, dk, and residual rk = Auk − b, we let
◦ uk+1 := uk + αkdk, where αk = − 〈rk,Adk〉‖Adk‖2 ,
◦ dk+1 := rk+1 + βkdk, where βk = −〈Ark+1,Adk〉‖Adk‖2 .
Results about the coincidence of the full version and the GCG-LS(s) algorithms, particularly of the GCG-LS(0) can be found
in [6, Thm. 12.12]. We just briefly mention here an important special case of the theorem (cf. [4]).
Proposition 2.3. Assume that condition (2) holds and there exists a real polynomial p1 of degree 1 such that A∗ = p1(A). Then
the truncated GCG-LS(s)method coincides with the full algorithm for all s ≥ 0.
We recall the following well-known convergence theorems (cf. [4,6]). Denoting the error vector by ek = uk − u∗, the
residual vectors have the form
rk = Aek = Auk − b,
of which the linear convergence result below can be obtained:
Proposition 2.4. If (2) holds, then using the notations introduced in (3) we have(‖rk‖
‖r0‖
)1/k
≤
(
1−
(
λ0
Λ
)2)1/2
(k = 1, 2, . . . , n). (4)
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A remarkable occurrence of the GCG-LS(0) algorithm arises when A can be decomposed as
A = I + E, (5)
where thematrix E is antisymmetric, whichmost often comes from symmetric part preconditioning. In this case A∗ = 2I−A,
i.e. Proposition 2.3 holds with p1(t) = −t + 2. Owing to this decomposition of A, we have the following stronger result,
which provides superlinear convergence estimate, if the eigenvalues |λ1(E)| ≥ |λ2(E)| ≥ · · · accumulate in zero:
Proposition 2.5. If assumptions (2) and (5) hold, then(‖rk‖
‖r0‖
)1/k
≤ 2
λ0
(
1
k
k∑
j=1
∣∣λj(E)∣∣) (k = 1, 2, . . . , n). (6)
2.1.2. The CGN method
We can transform our Eq. (1) to a symmetric linear equation by considering the normal equation
A∗Au = A∗b (7)
instead of the original one and apply the standard symmetric CG method. This approach is called the conjugate gradient
normal (or simply CGN) method. Since A and b are replaced by A∗A and A∗b, respectively, we have to replace the residual
vector for the normal equation by sk, becausewewant to reserve the notion rk for the original residual rk = Auk−b. Executing
these changes, we have the following algorithm:
Algorithm 2.6 (CGN).
• Let u0 ∈ Rn be arbitrary, r0 = Au0 − b, s0 = d0 = A∗r0;• For given uk, dk, sk, and rk = Auk − b, we let◦ zk = Adk,
◦ uk+1 := uk + αkdk, rk+1 = rk + αkzk, where αk = − 〈rk,zk〉‖zk‖2 ,◦ sk+1 = A∗rk+1,
◦ dk+1 := sk+1 + βkdk, where βk = ‖sk+1‖
2
‖sk‖2 .
The convergence estimate comes directly from the linear convergence results of the symmetric CG method.
Proposition 2.7. If (2) holds, then using the notations in (3) we have(‖rk‖
‖r0‖
)1/k
≤ 21/k Λ− λ0
Λ+ λ0 (k = 1, 2, . . . , n). (8)
If the decomposition in Eq. (5) is valid, then using
A∗A = I + (E∗ + E + E∗E),
the superlinear convergence estimate (6) implies
Corollary 2.8. If assumptions (2) and (5) hold, then(‖rk‖
‖r0‖
)1/k
≤ 2
λ20
(
1
k
k∑
j=1
(∣∣λj(E∗ + E)∣∣+ λj(E∗E))) (k = 1, 2, . . . , n). (9)
3. Equivalent preconditioning
The basic idea of preconditioning is to replace Eq. (1) by
B−1Au = B−1b
with some invertiblematrix B (which is called the preconditioned form of (1)) in order to reduce the condition number of the
linear system, sincewewould like to keep the number of required steps to reach a prescribed accuracy on an acceptable level.
In addition, systems with B should be easier to solve than systems with A. Linear systems often arise from the discretization
of partial differential equation, in which case the matrix A obtained by the discretization of the corresponding differential
operator L is actually a family of matrices (Ah)h>0, where h is the discretization parameter of the mesh. In this case, the
condition number of the preconditioned system should remain bounded above independently of h. The framework of the
concept of equivalent operators was introduced in [7].
440 T. Kurics / Journal of Computational and Applied Mathematics 235 (2010) 437–449
3.1. S-bounded and S-coercive operators
Let H be a real Hilbert space and consider the operator equation
Lu = g (10)
with a linear, unbounded operator L in H , where g ∈ H is given. We would like to consider its preconditioned form in weak
sense in an energy space of a suitable symmetric operator.
Let S : D(S) ⊂ H → H be a symmetric unbounded operator satisfying the following coercivity property: there exists
p > 0 such that
〈Su, u〉 ≥ p ‖u‖2 ∀ u ∈ D(S). (11)
Recall that the energy space HS is the completion of D(S) under the energy inner product
〈u, v〉S := 〈Su, v〉 ∀ u, v ∈ D(S),
and the coercivity property (11) implies the inclusion HS ⊂ H . The norm induced by the energy inner product is denoted by
‖u‖S :=
√〈u, u〉S for u ∈ HS .
Definition 3.1. Let S be a linear symmetric coercive operator inH . A linear operator L is said to be S-bounded and S-coercive
if
1. D(L) ⊂ HS and D(L) is dense in HS in the norm ‖·‖S ;
2. there existsM > 0 such that
|〈Lu, v〉| ≤ M ‖u‖S ‖v‖S (u, v ∈ D(L)); (12)
3. there existsm > 0 such that
〈Lu, u〉 ≥ m ‖u‖2S (u ∈ D(L)). (13)
The set of S-bounded and S-coercive operators is denoted by BCS(H).
Definition 3.2. If L ∈ BCS(H), let LS ∈ B(HS) be defined by the identity
〈LSu, v〉S = 〈Lu, v〉 (u, v ∈ D(L)).
Because of the density of D(L) in HS , inequalities (12) and (13) hold in HS for the operator LS , i.e.
|〈LSu, v〉|S ≤ M ‖u‖S ‖v‖S , 〈LSu, u〉S ≥ m ‖u‖2S (u, v ∈ HS). (14)
If R(L) ⊂ R(S), then the operator LS restricted to D(L) is nothing else than S−1L.
Proposition 3.3 (Cf. [3, Prop. 3.4]). Let S be a linear symmetric operator and L and K be S-bounded and S-coercive operators.
Then
1. LS and KS are HS-norm equivalent,
2. L−1S and K
−1
S are HS-norm equivalent.
Remark 3.4. If L ∈ BCS(H), then LS and the identity operator I are HS-norm equivalent.
Definition 3.5. For a given operator L ∈ BCS(H), we call u ∈ HS the weak solution of Eq. (10) if
〈LSu, v〉S = 〈g, v〉 (v ∈ HS). (15)
The existence and uniqueness of the weak solution come from the Lax–Milgram lemma: the boundedness and coercivity
of the bilinear form (u, v) 7→ 〈LSu, v〉S is a straightforward consequence of (14) and the linear functional v 7→ 〈g, v〉 is
bounded in HS by the coercivity of S.
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3.2. Coercive elliptic differential operators
Let us consider the elliptic partial differential equation
− div(A ∇u)+ b · ∇u+ cu = g
∂u
∂νA
+ αu|ΓN = γ ,
u|ΓD = 0
 (16)
where
∂u
∂νA
= Aν · ∇u
is the weighted form of the normal derivative. We assume that the following assumptions are satisfied:
Assumption 3.6. Suppose that
(i) Ω ⊂ Rd is a bounded piecewise C1 domain; ΓD,ΓN are disjoint open measurable subparts of ∂Ω such that ∂Ω =
Γ D ∪ Γ N ;
(ii) A ∈ L∞(Ω,Rd×d) and for all x ∈ Ω the matrix A(x) is symmetric; further, b ∈ W 1,∞(Ω)d, c ∈ L∞(Ω), α ∈ L∞(ΓN);
(iii) we have the coercivity properties
there exists p > 0, such that A(x)ξ · ξ ≥ p |ξ |2 ∀ x ∈ Ω, ξ ∈ Rd (17)
cˆ := c − 1
2
div b ≥ 0 inΩ, αˆ := α + 1
2
(b · ν) ≥ 0 on ΓN; (18)
(iv) either ΓD 6= ∅, or cˆ or αˆ has a positive lower bound.
The definition of the operator L, which corresponds to Eq. (16) has to be understood as a pair of operators: one acts onΩ
and the other one acts on the Neumann boundary. Formally we have
L ≡
(
M
P
)
, L
(
u
η
)
=
(
Mu
Pη
)
=
(− div(A ∇u)+ b · ∇u+ cu
∂η
∂νA
+ αη|ΓN
)
. (19)
Let us define a symmetric elliptic operator on the same domain in an analogous way:
S ≡
(
N
Q
)
, S
(
u
η
)
=
(
Nu
Qη
)
=
(− div(G ∇u)+ σu
∂η
∂νG
+ βη|ΓN
)
(20)
satisfying similar assumptions as of L:
Assumption 3.7. Suppose that
(i) Substituting G for A,Ω,ΓD,ΓN and G satisfy Assumption 3.6;
(ii) σ ∈ L∞(Ω), σ ≥ 0, β ∈ L∞(ΓN)β ≥ 0; further, if ΓD 6= ∅, then σ or β has a positive lower bound.
If γ = 0 in Eq. (16) then L is S-bounded and S-coercive, which has been proved in [3, Prop. 3.9]. We would like to extend
the scope of that result to the nonhomogeneous case. Let us consider the differential equation (16) again. We are interested
in solving the analogous operator equation
L
(
u
u|ΓN
)
=
(
g
γ
)
, (21)
which is the appropriately modified version of the operator equation (10). Now we would like to apply the framework
developed in the previous subsection for the elliptic operator L. The Hilbert space H is defined as the product space
H = L2(Ω)× L2(ΓN)
endowed with the inner product〈(
u
η
)
,
(
v
ζ
)〉
H
:= 〈u, v〉L2(Ω) + 〈η, ζ 〉L2(ΓN ) .
We define the energy space
HS :=
{(
u
u|ΓN
)
: u ∈ H1(Ω), u|ΓD = 0
}
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with the inner product〈(
u
u|ΓN
)
,
(
v
v|ΓN
)〉
S
=
〈
S
(
u
u|ΓN
)
,
(
v
v|ΓN
)〉
H
=
〈(
Nu
Qu|ΓN
)
,
(
v
v|ΓN
)〉
H
= 〈Nu, v〉L2(Ω) +
〈
Qu|ΓN , v|ΓN
〉
L2(ΓN )
=
[∫
Ω
(G ∇u · ∇v + σuv)−
∫
ΓN
∂u
∂νG
v
]
+
∫
ΓN
(
∂u
∂νG
+ βu
)
v
=
∫
Ω
(G ∇u · ∇v + σuv)+
∫
ΓN
βuv. (22)
Proposition 3.8. If Assumptions 3.6 and 3.7 hold, then the operator L is S-bounded and S-coercive in H, i.e. L ∈ BCS(L2(Ω)×
L2(ΓN)).
Proof. Following [3], we have to verify the properties listed in Definition 3.1. The domain of L is
D(L) :=
{(
u
u|ΓN
)
: u ∈ H2(Ω), u|ΓD = 0
}
,
D(L) ⊂ HS and D(L) is dense in HS in the S-inner product. Since the trace of an H2-function on the Neumann boundary
belongs to L2(ΓN), we have L : D(L) ⊂ H → H , i.e. L is well defined on H . Using Green’s formula we have〈
L
(
u
u|ΓN
)
,
(
v
v|ΓN
)〉
H
=
〈(
Mu
Pu|ΓN
)
,
(
v
v|ΓN
)〉
H
= 〈Mu, v〉L2(Ω) +
〈
Pu|ΓN , v|ΓN
〉
L2(ΓN )
=
∫
Ω
(A ∇u · ∇v + (b · ∇u) v + cuv)+
∫
ΓN
αuv. (23)
Since formally we have the same expressions for the quadratic form of L and for the S-norm as in the homogeneous case,
from here the proof goes exactly the same way as in [3, Prop. 3.9], so we omit the further details. 
It follows from Green’s formula that the weak solution of (21) described in Definition 3.5 is nothing else than the weak
solution of (16) in the usual sense, i.e. for a given pair of functions g ∈ L2(Ω) and γ ∈ L2(ΓN)we have〈
LS
(
u
u|ΓN
)
,
(
v
v|ΓN
)〉
S
=
〈(
g
γ
)
,
(
v
v|ΓN
)〉
H
((
v
v|ΓN
)
∈ HS
)
if and only if〈
LS
(
u
u|ΓN
)
,
(
v
v|ΓN
)〉
S
=
∫
Ω
(A ∇u · ∇v + (b · ∇u) v + cuv)+
∫
ΓN
αuv
=
∫
Ω
gv +
∫
ΓN
γ v = 〈g, v〉L2(Ω) +
〈
γ , v|ΓN
〉
L2(ΓN )
=
〈(
g
γ
)
,
(
v
v|ΓN
)〉
H
, (24)
that is the weak solution is the uniquely existing solution of∫
Ω
(A ∇u · ∇v + (b · ∇u) v + cuv)+
∫
ΓN
αuv =
∫
Ω
gv +
∫
ΓN
γ v
(
(v, v|ΓN ) ∈ HS
)
(25)
Remark 3.9. The energy space HS can be identified with the space
H1D(Ω) =
{
u ∈ H1(Ω) : u|ΓD = 0
}
,
with the obvious correspondence u 7→ (u, u|ΓN ), which is the usual energy space for the homogeneous differential operator.
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3.3. Finite element discretization
Nowwe consider the finite element discretization of problem (16), where the corresponding operator L is S-bounded and
S-coercive, g ∈ L2(Ω), γ ∈ L2(ΓN). We note that the finite element method fits naturally in the framework developed in
Section 3.1, since we are looking for the weak solution described in Definition 3.5, which is nothing else than the variational
form (25) of Eq. (16).
Let
Vh = span{ϕ1, ϕ2, . . . , ϕn} ⊂ H1D(Ω)
be a given n-dimensional subspace. The finite element solution uh ∈ Vh is uh =∑nj=1 ciϕj, where c = (c1, c2, . . . , cn) ∈ Rn
is the solution of the linear system
Lhc = dh, (26)
where
(Lh)ij =
∫
Ω
(
A ∇ϕi · ∇ϕj +
(
b · ∇ϕj
)
ϕi + cϕiϕj
)+ ∫
ΓN
αϕiϕj
and
(dh)j =
∫
Ω
gϕj +
∫
ΓN
γ ϕj.
Let us take the symmetric operator described in Definition 3.1 and introduce the stiffness matrix of S in HS
(Sh)ij =
〈
ϕi, ϕj
〉
S =
∫
Ω
(
G ∇ϕi · ∇ϕj + σϕiϕj
)+ ∫
ΓN
βϕiϕj.
To solve the preconditioned system
S−1h Lhc = S−1h dh (27)
one can turn to the conjugate gradient methods in Section 2.1 using the Sh-inner product 〈·, ·〉Sh .
Proposition 3.10 (Cf. [3, Prop. 3.15]). If the operator L is S-bounded and S-coercive with constants M and m as in Definition 3.1,
then for any subspace Vh ⊂ HS
κ
(
S−1h Lh
) ≤ M
m
,
that is the condition number of the preconditioned system is bounded above independently of Vh.
Corollary 3.11. With Assumptions 3.6 and 3.7, the GCG-LS Algorithm 2.1 for system (27) satisfies(‖rk‖Sh
‖r0‖Sh
)1/k
≤
(
1−
(m
M
)2)1/2
(k = 1, 2, . . . , n) (28)
independently of Vh.
3.4. Symmetric part preconditioning
A sometimes good strategy to solve (26) is to choose the preconditioner as the symmetric part of Lh. Let us define
Sh := Lh + L
T
h
2
, Qh := Lh − L
T
h
2
,
the symmetric and antisymmetric parts of Lh and chose thematrix Sh as preconditioner for Lh. In this case the preconditioned
equation (27) becomes(
Ih + S−1h Qh
)
c = S−1h dh,
where thematrix S−1h Qh is antisymmetric in 〈·, ·〉Sh , thus the GCG-LS algorithm coincides the truncated GCG-LS(0) algorithm.
Now we have to define an appropriate elliptic operator S such that the stiffness matrix Sh becomes the symmetric part of
Lh, which belongs to the operator L defined in (16). Since the strong form can cause difficulties (D(L) and D(L∗) could differ),
the definition of S needs a more general approach, it has to be defined in weak sense (see [8]).
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For the given elliptic equation (16), its symmetric part can be constructed as
S
(
u
u|ΓN
)
≡
(− div(A ∇u)+ cˆu
∂u
∂νA
+ αˆu|ΓN
)
(29)
where
cˆ = c − 1
2
div b, αˆ = α + 1
2
(b · ν) .
Since L satisfies Assumption 3.6, it is easy to see that S satisfies Assumption 3.7. The corresponding S-inner product on HS is〈(
u
u|ΓN
)
,
(
v
v|ΓN
)〉
S
=
∫
Ω
(
A ∇u · ∇v + cˆuv)+ ∫
ΓN
αˆuv. (30)
Using the divergence theorem and Green’s formula, it is easy to check that〈(
u
u|ΓN
)
,
(
v
v|ΓN
)〉
S
= 1
2
[〈
LS
(
u
u|ΓN
)
,
(
v
v|ΓN
)〉
S
+
〈(
u
u|ΓN
)
, LS
(
v
v|ΓN
)〉
S
]
,
that is the corresponding matrix Sh is indeed the symmetric part of Lh, hence the operator LS can be decomposed as
LS = I + QS,
where I is the identity and QS is an antisymmetric operator on HS defined by〈
QS
(
u
u|ΓN
)
,
(
v
v|ΓN
)〉
S
= 1
2
[〈
LS
(
u
u|ΓN
)
,
(
v
v|ΓN
)〉
S
−
〈(
u
u|ΓN
)
, LS
(
v
v|ΓN
)〉
S
]
= 1
2
∫
Ω
((b · ∇u)v − u(b · ∇v)) . (31)
3.5. Compact-equivalence in Hilbert space
The theory of compact-equivalent operators has been developed in [1,2]. The compact-equivalence ensures that stronger
convergence result, i.e. superlinear convergence rate holds when the CGN Algorithm 2.6 is used.
Definition 3.12. Let L and K be S-bounded and S-coercive operators in H . We call them compact-equivalent in HS if
LS = µKS + QS (32)
for some constant µ > 0 and compact operator QS ∈ B(HS).
Proposition 3.13 (Cf. [2, Prop. 3.1]). Elliptic differential operators satisfying Assumption 3.6 are compact-equivalent in H1D(Ω)
if and only if their principal parts coincide up to some constant µ > 0.
Now we consider compact-equivalence with µ = 1. Let us consider operators L and S as in Section 3.1 and assume that
they are compact-equivalent with µ = 1. Then
LS = I + QS (33)
with some compact operator QS . This comes from the fact that S itself is S-bounded and S-coercive and the corresponding
operator SS is the identity operator on HS . This means that if the operators L and S are compact-equivalent, then LS can be
decomposed as the sumof the identity and a compact operator. Then the discretized form of operator equation (33) becomes
Lh = Sh + Qh, (34)
and the corresponding preconditioned form of Eq. (26) is(
Ih + S−1h Qh
)
c = S−1h dh, (35)
where
Sh =
{〈
ϕi, ϕj
〉
S
}n
i,j=1 , Qh =
{〈
QSϕi, ϕj
〉
S
}n
i,j=1 .
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Proposition 3.14 (Cf. [1]). If QS ∈ B(HS) is a compact normal operator and the matrix S−1h Qh is normal with respect to 〈·, ·〉Sh ,
then the GCG-LS Algorithm 2.1 for Eq. (33) yields(‖ek‖Lh
‖e0‖Lh
)1/k
≤ 2
km
k∑
j=1
∣∣λj(QS)∣∣ k→∞−−−→ 0, (36)
where |λ1(QS)| ≥ |λ2(QS)| ≥ · · · are the ordered eigenvalues of QS and the right-hand side is independent of h.
Consider again the differential equation (16) with the corresponding operator L in (19) and preconditioner S in (20) and
assume that A = G, then it follows from Proposition 3.13 that L and S are compact-equivalent with µ = 1.
Consider Eq. (35), when Lh and Sh now come from the elliptic operators L and S. When symmetric part preconditioning is
used as in Section 3.4, then both normality conditions are satisfied, thus the superlinear convergence result holds, and the
GCG-LS method reduces to the truncated GCG-LS(0) Algorithm 2.2. We obtain from Proposition 3.14:
Proposition 3.15. If S is defined as in (29), then with Assumptions 3.6 and 3.7 the GCG-LS Algorithm 2.1 yields that esti-
mate (36) holds.
When S is not the symmetric part of L, then the conditions in [3, Cor. 4.8] are satisfied, thus the CGN Algorithm 2.6
provides the mesh independent superlinear convergence result:
Corollary 3.16. With Assumptions 3.6 and 3.7 and A = G, the CGN Algorithm 2.6 for system (35) yields(‖rk‖Sh
‖r0‖Sh
)1/k
≤ 2
km2
k∑
j=1
(∣∣λj(Q ∗S + QS)∣∣+ λj(Q ∗S QS)) k→∞−−−→ 0.
3.6. Applications to nonlinear problems
The operator pair approach can be applied to nonlinear systems. Here we identify again the spaces H1D and HS , and the
inner product in the product space H1D(Ω)
l will be denoted by simply 〈·, ·〉H1D .
Consider the nonlinear transport system
− div(Ki∇ui)+ bi · ∇ui + fi(x, u1, . . . , ul) = gi
ui|ΓD = 0, Ki
∂ui
∂ν
= γi
}
(i = 1, . . . , l) (37)
on a bounded domainΩ ⊂ Rd (d = 2 or 3) under the following assumptions:
Assumption 3.17. Suppose that
(i) Ω ⊂ Rd is a bounded piecewise C1 domain; ΓD,ΓN are disjoint open measurable subparts of ∂Ω such that ∂Ω =
Γ D ∪ Γ N ;
(ii) Ki ∈ L∞(Ω), bi ∈ C1(Ω)d, gi ∈ L2(Ω) and γi ∈ L2(ΓN) (i = 1, . . . , l), further, the function f = (f1, . . . , fl) : Ω × Rl →
Rl is measurable and bounded with respect to the variable x ∈ Ω and C1 in the variable ξ ∈ Rl;
(iii) there existsm > 0 such that Ki ≥ m holds for all i = 1, . . . , l, further,
f ′ξ (x, ξ)η · η −
1
2
(
max
i
div bi(x)
)
|η|2 ≥ 0 ∀ (x, ξ) ∈ Ω × Rd, η ∈ Rd;
(iv) let 3 ≤ p (if d = 2) or 3 ≤ p ≤ 6 (if d = 3), then there exists constants c1, c2 > 0 such that for any (x, ξ1),
(x, ξ2) ∈ Ω × Rl∥∥f ′ξ (x, ξ1)− f ′ξ (x, ξ2)∥∥ ≤ (c1 + c2 (max {|ξ1| , |ξ2|})p−3) |ξ1 − ξ2| .
Systems of the form (37) arise for instance from the time discretization of nonlinear reaction–convection–diffusion
systems. Such systems with homogeneous Dirichlet boundary conditions have been investigated in [9]. The proofs of the
theorems in this subsection canbe found there or canbe easilymodified for thepresent situation. For brevity,wewrite (37) as
− div(K ∇u)+ b · ∇u+ f (x,u) = g
u|ΓD = 0, K
∂u
∂ν
= γ
}
(38)
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using vector notations. For any u ∈ H1D(Ω)l let
〈F(u), v〉H1D =
∫
Ω
l∑
i=1
(Ki ∇ui · ∇vi + (bi · ∇ui) vi + fi(x,u)vi)
=
∫
Ω
(K ∇u · ∇v+ (b · ∇u) · v+ f (x,u) · v) (v ∈ H1D(Ω)l) (39)
Owing to Assumption 3.17 this relation defines a Gâteaux differentiable operator F : H1D(Ω)l → H1D(Ω)l via the Riesz
representation theorem.
Proposition 3.18. System (37) has a unique weak solution, i.e. u ∈ H1D(Ω)l satisfying
〈F(u), v〉H1D =
∫
Ω
g · v+
∫
ΓN
γ · v (v ∈ H1D(Ω)l) .
Let us consider the FEM discretization of (39) in the FEM subspace Vh = span{ϕ1, . . . , ϕn} ⊂ H1D(Ω) and we seek the
FEM solution uh ∈ V lh:
〈F(uh), vh〉H1D =
∫
Ω
g · vh +
∫
ΓN
γ · vh
(
vh ∈ V lh
)
.
The operator Fh : V lh → V lh and the function dh ∈ V lh are defined by the identities
〈Fh(uh), vh〉H1D = 〈F(uh), vh〉H1D
(
vh ∈ V lh
)
,
〈dh, vh〉H1D =
∫
Ω
g · vh +
∫
ΓN
γ · vh
(
vh ∈ V lh
)
,
thus the problem can be written as a nonlinear algebraic system
Fh(uh) = dh. (40)
We apply the damped inexact Newton method for the iterative solution of problem (40). The construction of the damped
inexact Newton method (DIN) and the related convergence result is as follows.
Let u0 ∈ V lh be arbitrary. The sequence (un) ⊂ V lh is constructed as
Algorithm 3.19 (DIN).
• un+1 = un + τnpn, where
• let rh = dh − Fh(un), then pn is the solution of∥∥F ′h(un)pn − rh∥∥H1D ≤ δn ‖Fh(un)− dh‖H1D 0 < δn ≤ δ0 < 1,
• τn = min
{
1, 1−δn
(1+δn)2
m2
L‖Fh(un)−dh‖H1D
}
.
Theorem 3.20. Let Assumption 3.17 hold. If δn ≤ const · ‖Fh(un)− dh‖γH1D with some 0 < γ ≤ 1, then the convergence is
locally of order 1 + γ , that is the convergence is linear for n0 steps until ‖Fh(un)− dh‖γH1D ≤ ε, where ε ≤ (1 − δ0)
m2
2L (here L
comes from the Lipschitz continuity of F ′), and further on (as τn ≡ 1)
‖un − uh‖H1D ≤ d1q
(1+γ )n−n0
with some d1 > 0, 0 < q < 1, which provides mesh independent convergence rate for the DIN method.
The proof can be found in [10]. In each step the construction of un requires the solution of the linearized problem
F ′h(un)ph = rn, (41)
which is equivalent to the FEM solution in V lh of the linear elliptic system
− div(Ki ∇pi)+ bi · ∇pi +
l∑
j=1
∂jfi(x,un)pj = ri
pi|ΓD = 0, Ki
∂pi
∂ν
= βi
 (i = 1, . . . , l) (42)
T. Kurics / Journal of Computational and Applied Mathematics 235 (2010) 437–449 447
where ri = gi+div(Ki ∇un,i)−bi · ∇un,i− fi(x,un) and βi = γi−Ki ∂un,i∂ν . The equivalent operator framework can be applied
to the auxiliary linear problem (42), where the corresponding operator
L = (L1, . . . , Ll) =
((
M1
P1
)
, . . . ,
(
Ml
Pl
))
is coercive with respect to the H1D(Ω)
l inner product, hence system (42) has a unique weak solution ph ∈ H1D(Ω)l. Let us
define the preconditioning operator
S = (S1, . . . , Sl) =
((
N1
Q1
)
, . . . ,
(
Nl
Ql
))
as the l-tuple of independent operators
Si
(
pi
pi|ΓN
)
=
(− div(Ki ∇pi)+ hipi
Ki
∂pi
∂ν
)
(i = 1, . . . , l), (43)
where hi ∈ L∞(Ω) and hi ≥ 0. The preconditioner for the discrete system (41) is defined as the stiffness matrix Sh of S in
H1D(Ω)
l and we apply the CGN Algorithm 2.6 for the preconditioned system
S−1h Lhc = S−1h dh.
The superlinear convergence of the iteration is analogous to the case of single equation, since Si and Li have the same
principal part. Combining the convergence results for the CGN and the DIN Algorithms 2.6 and 3.19, the combined iteration
provides mesh independent convergence, with superlinear convergence rate for both the inner and outer iterations. The
operators Si are decoupled, hence thematrix Sh has block diagonal structure. Thismeans that the auxiliary systems consist of
l independent discrete symmetric elliptic equations, thus the proposed preconditioner has inherent parallelism (see also [11]
for earlier results, where symmetric part preconditioning was used under severe restrictions on the coefficients).
4. Numerical experiments
We would like to illustrate the obtained mesh independent superlinear convergence results with a simple numerical
example using symmetric part preconditioning. The test problem is the following elliptic convection–diffusion equation
Lu ≡

−1u+ ∂u
∂x
+ cu = g,
∂νu+ αu|ΓN = γ ,
u|ΓD = 0.
(44)
The parameters of this special model problem has the following properties:
(i) Ω = [0, 1]×[0, 1] is the unit square. The homogeneous Dirichlet boundary condition is given on ΓD = {(x, y): (x, y) ∈
∂Ω , x = 0 or x = 1};
(ii) b = (1, 0), c = 1 and α = 1 are constants;
(iii) g and γ is a polynomial.
One can easily verify that Assumption 3.6 for the general problem are satisfied. Using (29) the coefficients cˆ, αˆ in operator
S can be calculated. Owing to the symmetric part preconditioning strategy, the truncated GCG-LS(0) Algorithm 2.2 can be
used instead of the full algorithm. The superlinear convergence of the algorithm is provided by the compact-equivalence of
L and S. Since we have the decomposition (33) with a compact antisymmetric operator QS , the truncated algorithm yields
the convergence estimate(‖ek‖Sh
‖e0‖Sh
)1/k
≤ 2
k
k∑
j=1
∣∣λj(QS)∣∣ k→∞−−−→ 0, (45)
sincem = 1 and the Lh-norm equals the Sh-norm in Proposition 3.15.
Remark 4.1. Now Algorithm 2.2 is applied for a system with A = S−1h Lh, thus r0 is the solution of equation Shr0 = Lhu0 − b,
similarly the calculation of the vector pk := Adk inside the loop leads to the solution of the auxiliary problem Shpk = Lhdk.
Considering the meaning of the matrices Sh and Lh, the vectors r0 and dk are the finite element solution of the problems
−1r0 + cˆr0 = −1u0 + b · ∇u0 + cu0 − g,
∂νr0 + αˆr0|ΓN = ∂νu0 + αu0|ΓN − γ ,
r0|ΓD = 0,
(46)
448 T. Kurics / Journal of Computational and Applied Mathematics 235 (2010) 437–449
Table 1
Values of Qk for Eq. (44).
Itr. 1/h
8 16 32 64 128 256
1 0.0685 0.0706 0.0711 0.0713 0.0713 0.0713
2 0.0761 0.0786 0.0793 0.0794 0.0795 0.0795
3 0.0724 0.0752 0.0759 0.0760 0.0761 0.0761
4 0.0707 0.0738 0.0746 0.0748 0.0748 0.0748
5 0.0667 0.0698 0.0706 0.0708 0.0709 0.0709
6 0.0634 0.0670 0.0679 0.0682 0.0682 0.0682
7 0.0585 0.0630 0.0641 0.0644 0.0644 0.0644
8 0.0543 0.0597 0.0610 0.0613 0.0614 0.0614
9 0.0508 0.0562 0.0577 0.0580 0.0581 0.0582
10 0.0542 0.0556 0.0559 0.0561 0.0561
Table 2
Required number of iterations, ‖ek‖Sh ≤ 10−12 .
η 1/h
8 16 32 64 128 256
1 9 10 10 10 10 10
10 22 25 25 26 26 26
30 40 50 54 56 56 56
50 56 75 81 81 82 82
and 
−1pk + cˆpk = −1dk + b · ∇dk + cdk,
∂νpk + αˆpk|ΓN = ∂νdk + αdk|ΓN ,
pk|ΓD = 0,
(47)
respectively.
In the numerical experiment piecewise linear elements were used, the stopping criterion was ‖ek‖Sh ≤ 10−12. In Table 1
Qk denotes the quotient of the error vectors according to the left-hand side of the estimation (45):
Qk :=
(‖ek‖Sh
‖e0‖Sh
)1/k
.
As expected, the numbers in Table 1 shows that the convergence is superlinear, i.e. the sequence Qk tends to zero for any
value of the mesh parameter. The numbers in each row show the boundedness of Qk as the parameter h increases, which
yields the desiredmesh independent convergence property. Thus using compact-equivalent preconditioner, the superlinear
convergence rate of Algorithm 2.2 is also valid for problems with nonhomogeneous mixed boundary conditions.
When the convection term b = (b1, b2) is large, then the mesh independent superlinear convergence property still
holds, although the number of required iterations to reach the prescribed tolerance level increases rapidly. Table 2 shows
these results for b = (η, 0). Numerical experiments for convection–diffusion equationswith homogeneousmixed boundary
conditions have been made in [12], the result here is similar to those. Altogether symmetric part preconditioning provides
a good approximation of L for mildly convection-dominated problems, further comments on singularly perturbed problems
can be found in [2, Sec. 5] and [3, Sec. 9].
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