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Most of today’s molecular-dynamics simulations of materials are based on the Born-Oppenheimer
approximation. There are many cases, however, in which the coupling of the electrons and nuclei is
important and it is necessary to go beyond the Born-Oppenheimer approximation. In these methods,
the non-adiabatic coupling vectors are fundamental since they represent the link between the classical
atomic motion of the nuclei and the time evolution of the quantum electronic state. In this paper we
analyze the calculation of non-adiabatic coupling vectors in a basis set of local orbitals and derive
an expression to calculate them in a practical and computationally efficient way. Some examples
of the application of this expression using a local-orbital density functional theory approach are
presented for a few simple molecules: H3, formaldimine, and azobenzene. These results show that
the approach presented here, using the Slater transition-state density, is a very promising way for
the practical calculation of non-adiabatic coupling vectors for large systems. © 2013 AIP Publishing
LLC. [http://dx.doi.org/10.1063/1.4801511]
I. INTRODUCTION
First-principles molecular-dynamics (FPMD) simula-
tions have become a very powerful tool to understand the
properties of materials as these techniques provide direct
access to the dynamical and electronic processes that take
place at the atomic scale. FPMD simulations are a perfect
complement to the experimental techniques because they can
probe shorter time- and length-scale that are not always ob-
servable from experiment. With continual improvements of
FPMD simulation techniques, together with increasing com-
putational power, these computational “atomic microscopes”
can be applied to increasingly complex problems, involving
larger unit-cells and longer simulation times.
The vast majority of FPMD simulations are based on den-
sity functional theory (DFT)1, 2 and the adiabatic (or Born-
Oppenheimer) approximation. In this approximation the nu-
clei move in a potential energy surface (PES) defined by
the ground state energy of the electronic problem with fixed
atomic positions. Thus, in this adiabatic approximation nu-
clei and electrons are decoupled and the nuclear motion does
not change the quantum state of the electronic subsystem. Al-
though this approach is very useful and has been widely em-
ployed to a large variety of systems, there are many important
problems in physics, chemistry, biology, etc., that require to
go beyond the adiabatic approximation (e.g., see Refs. 3–6).
Some illustrative examples are: photochemical processes in
biology and chemistry (photosynthesis, photocatalysis, etc.),
radiationless decay of excited states (i.e., internal conver-
sion), material damage by high energy particles or by ra-
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diation, Joule heating, ion-surface collisions, non-adiabatic
charge transfer, etc. In general, those phenomena where the
coupling of electrons and nuclei is relevant, cannot be de-
scribed properly using the adiabatic approximation.
The non-adiabatic coupling vectors (NACVs) play a fun-
damental role in order to extend FPMD simulations beyond
the adiabatic approximation since they provide the link be-
tween the classical atomic motion and the change of the quan-
tum electronic state.7–14 Most of the interesting applications
of non-adiabatic FPMD involve the simulation of large and
complex systems (e.g., biomolecules).15–17 Thus, it is neces-
sary to devise efficient methods to target practical applications
with several hundred or potentially thousands of atoms in-
volved. In this work we analyze the calculation of NACVs in a
basis set of local-orbitals and derive an expression that allows
the direct calculation of NACVs in a practical and computa-
tionally efficient way, using information (matrix elements be-
tween local orbitals) that can be stored in pre-calculated data-
tables.18 In most of the applications of non-adiabatic FPMD,
the NACVs are not calculated explicitly; instead, these meth-
ods use the non-adiabatic coupling elements (scalar prod-
uct of the NACVs with the atomic velocities, see Eq. (5))
since they are easily obtained as a numerical finite difference
formula.19, 20 However, it is both interesting and useful to ex-
plicitly calculate the NACVs for instance, in order to search
for conical intersections or avoided crossing regions,21–24 or
for the rescaling of the atomic velocities when an electronic
transition takes place along the non-adiabatic molecular dy-
namics (MD) simulation.8, 25–27
In Sec. II, we review the basic theory for non-adiabatic
MD as well as its implementation in the framework of
local-orbital DFT (in particular our local-orbital DFT MD
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technique FIREBALL18, 28). In Sec. III we present the deriva-
tion of a practical expression for the calculation of the NACVs
in a local-orbital basis set; all the derivatives (with respect to
atomic displacements) that appear in this expression can be
obtained from pre-calculated data-tables, allowing a compu-
tationally efficient calculation of the NACVs on the fly along
the MD simulation. From this expression we also derive an
approximate expression that yields the NACVs in terms of
the derivatives of the matrix elements of the Hamiltonian
and the overlap matrix in the local-orbital basis which is
especially suited for tight-binding MD methods. Finally, in
Sec. IV, we present test calculations of the NACVs for some
simple molecules: H3, formaldimine, and azobenzene.
II. THEORETICAL BACKGROUND
In non-adiabatic MD simulations, the atoms follow
classical trajectories {Rα(t)}, but the inter-relation be-
tween nuclear motion and electronic quantum state is con-
sidered throughout the simulation. For this purpose, the
time-evolution of the electronic wavefunction is explicitly
considered by means of the time-dependent Schrödinger
equation:
ˆHel ˜ = i¯∂
˜
∂t
, (1)
where ˆHel is the electronic Hamiltonian for fixed atomic po-
sitions (i.e., the total Hamiltonian minus the kinetic energy of
the nuclei). It is convenient to express the electronic wave-
function ˜ in the basis set of instantaneous adiabatic eigen-
states i(r, R) which are eigenstates of ˆHel , i.e., solution of
the stationary Schrödinger equation with fixed atomic posi-
tions, {Rα}:
˜(r, t) =
∑
i
ai(t)i(r, R), (2)
ˆHeli(r, R) = Ei(R)i(r, R), (3)
where r stands for all the electron coordinates and R repre-
sents the atomic positions {Rα(t)} at time t. Introducing these
expressions in Eq. (1) we can obtain the time-evolution for the
electronic wavefunction ˜(r, t) through the time evolution of
the coefficients ai(t):
i¯∂ai(t)
∂t
= ai(t)Ei(R) − i¯
∑
j
aj (t)Dij · V. (4)
In this equation, the coupling between the classical motion of
the atoms and the electronic quantum state is reflected in the
non-adiabatic coupling term, Dij · V:
Dij · V ≡
∑
α
DαijVα, (5)
where Vα = ∂Rα/∂t is the atomic velocity of atom α and Dαij
are the non-adiabatic coupling vectors:
Dαij ≡
〈
i
∣∣∣∣∂j∂Rα
〉
. (6)
Thus, in Eq. (4), the atomic motions, Vα , induce changes in
the adiabatic state populations |ai(t)|2 through their coupling
with the non-adiabatic coupling vectors, Dαij .
In practice, the quantum mechanical problem, Eqs. (1)–
(3), is solved using single particle orbitals (e.g., Hartree-Fock
(HF) or Kohn-Sham (KS) orbitals). These single-particle or-
bitals can be used to calculate the different PES: the HF or
KS ground states are related to the Slater determinants formed
with the set of occupied lowest-energy HF or KS-orbitals, and
excited states can also be obtained from similar Slater deter-
minants, e.g., as linear combinations of singly excited Slater
determinants. The many-body NACVs, Dαij (Eq. (6)), are
thus related to their corresponding single-particle NACVs, dαij
(Eq. (11)).12, 20
In time-dependent Kohn-Sham theory,29 the time evolu-
tion of the single-particle KS orbitals is obtained from the
time-dependent Schrödinger-like equation:
ˆHKSϕp = i¯∂ϕp
∂t
, (7)
where ˆHKS is the single-particle KS Hamiltonian and ϕp(r, t)
are the time-evolving KS orbitals. In similarity to Eqs. (2)
and (3), the orbitals ϕp(r, t) can be expressed in terms of the
adiabatic KS orbitals, ψi(r, R):
ˆHKS(R)ψi = εi(R)ψi, (8)
ϕp(r, t) =
∑
i
ai(t)ψi(r, R). (9)
The coefficients ai(t) in Eq. (9) are now calculated from the
equations
i¯∂ai(t)
∂t
= ai(t)εi(R) − i¯
∑
j
aj (t)dij · V, (10)
(dij · V ≡
∑
α d
α
ijVα), where dαij are the non-adiabatic cou-
pling vectors between single-particle KS states
dαij ≡
〈
ψi
∣∣∣∣ ∂ψj∂Rα
〉
. (11)
Broadly speaking, two types of non-adiabatic MD meth-
ods dominate the literature: Ehrenfest dynamics methods
(see e.g., Refs. 3, 5, and 30–32) and surface hopping
methods.19, 20, 25, 26, 33–35 In the Ehrenfest approach, the nu-
clei move classically on a single effective PES obtained
by averaging over all the adiabatic states involved, whereas
in surface hopping methods, the classical degrees of free-
dom (nuclei coordinates) evolve on single adiabatic surfaces
(PES), and make probabilistic hops from one PES to an-
other; when a transition takes place, energy conservation is
imposed re-scaling velocities along the direction of the non-
adiabatic coupling vectors8, 25, 27 (if the NACVs are not avail-
able, as is usually the case, energy conservation is achieved
re-scaling all velocities). Surface hopping methods present
well-known advantages over Ehrenfest methods (e.g., see
Ref. 4). The surface hopping method has been implemented
within DFT20, 33, 34 for calculations of systems on the or-
der of 100 atoms and with durations of up to a few pi-
coseconds. In particular, surface hopping simulations using a
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time-dependent KS (TDKS) approach20 have been used to an-
alyze non-adiabatic dynamics in a number of relatively large
systems;42–44 this TDKS approach20 has been compared with
the more accurate linear-response time-dependent DFT (LR-
TDDFT) method34 by performing non-adiabatic simulations
for different systems.45 The results show that the simpler and
computationally more efficient TDKS approach yields a very
reasonable description of the systems analyzed, the agree-
ment with the more accurate method being better for larger
systems.45
For practical applications to complex systems, it is very
important to use non-adiabatic simulation techniques with
a high computational efficiency. Some examples are ultra-
fast excited state dynamics in nucleic acids,36 energy transfer
in photosynthetic proteins,37 non-adiabatic molecule/surface
processes,38 etc. As we would like to devise non-adiabatic
methods to target practical applications with several hundred
or potentially thousands of atoms involved, we are develop-
ing a non-adiabatic MD method based on the local-orbital
DFT MD technique FIREBALL.18, 28 In this real-space imple-
mentation of DFT, numerical atomic-like orbitals are used as
basis set. An important feature of this MD technique is that
the different contributions to the KS Hamiltonian matrix el-
ements can be calculated beforehand and tabulated in data-
tables. Thus, all the information required during the MD sim-
ulation is quickly obtained from this data-tables, speeding up
the calculations (see Refs. 18 and 28 for details).
The discussion presented in this section highlights the
importance of developing algorithms for the efficient cal-
culation of the NACVs on the fly along a MD run. As
mentioned above, the NACVs are used in surface hopping
methods for velocity re-scaling (or hop rejection) when a tran-
sition is predicted, resulting in detailed balance and correct
equilibrium behavior.20, 39 Also, those algorithms are impor-
tant in the search for conical intersections or avoided crossing
regions,21–24 especially for large systems. In Sec. III we dis-
cuss how the NACVs, dαij , can be calculated in a practical way
within a local-orbital method. In particular, we derive an ex-
pression that allows a fast calculation of dαij for any geometry
along the MD simulation, using only the eigenvalues εi and
expansion coefficients ciμ (see below) of the single-particle
states in the local-orbital basis, and pre-calculated informa-
tion stored in data-tables.
III. CALCULATION OF NON-ADIABATIC COUPLING
VECTORS IN A LOCAL-ORBITAL BASIS SET
We analyze here the calculation of NACVs between
single-particle states within a local-orbital scheme. Although
the derivation of Eqs. (18) and (19) is presented here for the
particular case of the KS orbitals, we stress that this analy-
sis, and the expressions obtained, are valid in general for any
local-orbital method, such as semi-empirical tight-binding or
Hartree-Fock-based methods.
We start by writing down the adiabatic KS states, ψ i, in
terms of the local-orbital basis set, φμ:
ψi =
∑
μ
ciμφμ. (12)
The NACVs between KS states in the local-orbital basis can
be calculated as
dαij =
〈
ψi
∣∣∣∣ ∂ψj∂Rα
〉
=
∑
μν
c∗iμ
∂cjν
∂Rα
Sμν+
∑
μν
c∗iμcjν
〈
φμ
∣∣∣∣ ∂φν∂Rα
〉
,
(13)
where Sμν is the overlap matrix Sμν = 〈φμ|φν〉. The practical
problem with this expression is the calculation of the deriva-
tives ∂cjν/∂Rα . In order to circumvent this problem, we use
the identity
∂
∂Rα
〈ψi | ˆHKS |ψj 〉 = 0, (14)
that yields the following relation:
∑
μν
c∗iμcjν
∂hμν
∂Rα
+
∑
μν
∂c∗iμ
∂Rα
cjνSμν εj
+
∑
μν
c∗iμ
∂cjν
∂Rα
Sμν εi = 0, (15)
where hμν = 〈φμ| ˆHKS |φν〉 are the KS Hamiltonian matrix el-
ements in the local-orbital basis set. Using also the following
relations:〈
∂ψi
∂Rα
∣∣∣∣ψj
〉
=
∑
μν
∂c∗iμ
∂Rα
cjνSμν +
∑
μν
c∗iμcjν
〈
∂φμ
∂Rα
∣∣∣∣φν
〉
(16)
and 〈
∂ψi
∂Rα
∣∣∣∣ψj
〉
= −
〈
ψi
∣∣∣∣ ∂ψj∂Rα
〉
, (17)
we can finally obtain
dαij =
〈
ψi
∣∣∣∣ ∂ψj∂Rα
〉
= 1
εi − εj
∑
μν
c∗iμcjν
×
[
−∂hμν
∂Rα
+ εj
〈
∂φμ
∂Rα
∣∣∣∣φν
〉
+ εi
〈
φμ
∣∣∣∣ ∂φν∂Rα
〉]
. (18)
This expression allows for the direct on-the-fly calculation
of the NACVs dαij . In Eq. (18) the NACVs are calculated
using the KS eigenvalues, εi, εj, the expansion coefficients,
ciμ, and the derivatives ∂hμν
∂Rα , 〈
∂φμ
∂Rα |φν〉, and 〈φμ|
∂φν
∂Rα 〉 (but
not ∂cjν/∂Rα). In particular, in our local-orbital DFT method
(FIREBALL28) all the derivatives that appear in this expres-
sion can be obtained from pre-calculated information stored
in data-tables, and thus the NACVs dαij can be calculated in a
fast and practical way using Eq. (18).
Non-adiabatic effects are generally important only in re-
gions near avoided crossings and conical intersections; in
these regions εi ≈ εj, and Eq. (18) can be approximated as
dαij =
1
εi − εj
∑
μν
c∗iμcjν
[
−∂hμν
∂Rα
+ (εj + εi)
2
∂Sμν
∂Rα
]
.
(19)
Notice that the only derivatives that appear in Eq. (19) are
the derivatives with respect to atomic displacements of the
matrix elements of the KS Hamiltonian, hμν , and overlap ma-
trix, Sμν . In semi-empirical tight-binding MD methods, ana-
lytical expressions (or numerical pre-calculated data-tables)
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FIG. 1. (a) Schematic representation of the H3 system and the trajectory (along the vector r) of the third H atom towards a fixed H2 molecule. This trajectory is
defined by a small angle, α = 1◦, with respect to the X-axis. (b) PES for the ground (E0, green) and first excited (E1, blue) state of the H3 system as a function
of the distance r along this trajectory. (c) Evolution of the X-component of the non-adiabatic coupling vector dαij between the HOMO and LUMO KS states
along the trajectory.
for hμν and Sμν are used and the derivatives ∂hμν/∂Rα
and ∂Sμν/∂Rα are readily available. Thus, Eq. (19) is ide-
ally suited for non-adiabatic MD techniques based on tight-
binding MD, or similar approaches.40 Another interesting
property of Eq. (19) is that it is completely translationally
invariant.13, 14
IV. RESULTS
In this section, we present some examples of the cal-
culation of the non-adiabatic coupling vectors dαij using
Eq. (18) for a few simple molecules, H3, formaldimine, and
azobenzene, showing how the NACVs between selected elec-
tronic states (HOMO and LUMO) vary upon conformational
changes. For this purpose, we have implemented Eq. (18),
in the local-orbital DFT technique FIREBALL.18, 28 These test
calculations have been performed using the local density ap-
proximation (LDA) for the exchange-correlation functional,2
and a basis set of numerical atomic-like orbitals;18, 41 these or-
bitals are completely localized in space, i.e., they are strictly
zero beyond a given cutoff radius Rc.18 In particular, we
have used the following cutoff radii: RHc (s) = 3.8 a.u. and
RHc (s∗) = 3.8 a.u. for H; RCc (s) = 4.5 a.u., RCc (p) = 4.5 a.u.,
and RCc (d) = 5.4 a.u. for C; and RNc (s) = 3.6 a.u, RNc (p)
= 4.1 a.u., and RNc (d) = 5.2 a.u. for N.
The NACVs presented in the following examples cor-
respond to the single-particle NACVs, dαij , between HOMO
and LUMO KS states. As mentioned in Sec. II, the NACVs
dαij can be used to calculate the NACVs between many-body
states, Dαij (e.g., representing the excited states as linear com-
binations of excited Slater determinants). In this regards, the
NACVs dαij between HOMO and LUMO KS states are the
zeroth-order approximation to the Dαij between ground and
first excited states, in which the excited state is represented by
a single excited Slater determinant. In particular, the NACVs
between the HOMO and LUMO KS states from a Slater
transition-state7, 10 calculation yield a good approximation for
the many-body NACVs between the ground state and the cor-
responding particle-hole excitation, see below.
A. H3 system
As a first example, we study the evolution of the non-
adiabatic coupling vectors dαij during the hydrogen exchange
reaction H + H2 → H2 + H. The hydrogen exchange in-
teraction is a prototype for bimolecular reactions. Therefore
this process has been extensively studied using different the-
oretical approaches9, 12, 46–49 and it is fairly well understood.
Figure 1(a) represents an schematic view of the third H atom
trajectory towards an H2 complex consisting of two H atoms
with fixed positions on the Y-axis with bond distance of
0.74 Å. The third hydrogen atom is displaced along the vector
r with origin in the middle of the H2 bond; the trajectory is
thus defined in terms of an small angle α = 1◦ (see Fig. 1(a))
between the vector r and the X-axis. Notice that this system
presents two symmetrical conical intersections located on the
X-axis at a distance of ∼0.64 Å.
Figure 1(b) shows the PES for the ground (E0) and first
excited state (E1) along the trajectory defined in Figure 1(a).
In these calculations E1 is obtained from constrained DFT cal-
culations in which one electron is promoted from the HOMO
to the LUMO KS states. As expected, Figure 1(b) presents
a conical intersection region for r ∼ 0.64 Å. Figure 1(c)
shows the X-component of the NACV dαij between the HOMO
and LUMO KS states for this trajectory (calculated using the
Slater transition-state density, see below). As the two PES E0
and E1 approach each other close to the conical intersection
region, the NACV between the HOMO and LUMO KS states
presents a sharp increase. The shape of this peak compares
very well with the results from accurate calculations for simi-
lar trajectories (see, e.g., Refs. 9, 46, and 47). The peak width
agrees with both the reference ab initio results of Varandas
et al.47 and the LR-TDDFT results;9, 46 regarding the peak
height, our result is in agreement with the ab initio result,47
while it is slightly smaller in the LR-TDDFT results.9, 46 The
orientation of the non-adiabatic coupling vector dαij changes
sign when crossing the conical intersection region; also the
magnitude of dαij is quite symmetric along the trajectory when
approaching the conical intersection region from the left or
from the right side.
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FIG. 2. (a) PES for the H3 system along the path defined by the hyperspher-
ical coordinates ρ = 2.5 a0 and φ = 120◦ as a function of the angle θ , see
text. The ground (blue) and first excited (red) PES are shown. (b) HOMO
and LUMO KS levels as a function of the angle θ for the ground state (blue),
excited state (red), and Slater transition-state (green) densities. (c) NACVs
(x-component on the second H atom) as a function of θ : (circles/blue) refer-
ence ab initio results by Abrol et al.48 (taken from Ref. 46); (triangles/green)
real-time TDDFT results by Baer;46 (crosses/black) linear-response TDDFT
results by Tavernelli et al.;9 (triangles/violet) linear-response TDDFT results
by Hu et al.;49 (squares/red) our results, using a LDA Slater transition-state
calculation and Eq. (18).
In order to present a detailed comparison with accu-
rate results previously published,9, 12, 46, 48 we have analyzed
the NACVs along the path specified by the hyperspherical
coordinates48 ρ = 2.5 a0 and φ = 120◦ as a function of the an-
gle θ ; the Cartesian coordinates for the 3 H atoms along this
path can be found in Ref. 9. A conical intersection between
the ground and first excited states is found in this path for θ
= 0◦ (i.e., the equilateral triangular geometry).
Figure 2(a) shows the PES corresponding to the LDA
ground state and first excited state as a function of the an-
gle θ . In similarity to previous results using LR-TDDFT,9, 46
the two PES approach each other as θ → 0◦ but are not com-
pletely degenerate at the conical intersection, θ = 0◦. We also
find that the ground state PES presents a quadratic shape as a
function of θ , instead of the linear one found in the reference
ab initio results of Abrol et al.48 (obtained from multicon-
figuration self-consistent-field configuration interaction (MC-
SCF/CI) calculations); this is due to the almost degeneracy
of the HOMO and LUMO KS levels in our calculations (see
Figure 2(b)) and the electronic temperature (Te = 100 K) we
have used to facilitate self-consistency. In other words, the de-
parture from linear behavior is due to the partial occupation of
the HOMO and LUMO levels in the calculation. Also shown
in this figure is the PES corresponding to a constrained cal-
culation in which the electron is forced to stay in the HOMO,
recovering the expected linearity.
Since we are interested in a computationally efficient
way to calculate NACVs for large systems, we analyze here
the calculation of the NACVs combining Eq. (18) and the
Slater transition-state method;7, 10 in this approach, the many-
body NACV between the ground and first excited states Dαij ,
is approximated by the single-particle NACV dαij between
the HOMO and LUMO KS states calculated at the Slater
transition-state density. This density is obtained in a self-
consistent KS calculation in which 1/2 electron is promoted
from the HOMO to the LUMO KS levels. Figure 2(b) shows
the HOMO and LUMO KS levels as a function of the an-
gle θ for the ground state, first excited state, and Slater
transition-state densities. While in the ground state calcula-
tion the HOMO and LUMO levels are almost degenerate all
along the path, in the excited state calculation there is an im-
portant gap between the LUMO and HOMO levels, which is
as big as ∼0.9 eV for the conical intersection geometry,
θ = 0◦. In contrast, in the Slater transition-state calculation,
the LUMO and HOMO levels present a linear behavior cross-
ing at the conical intersection, in similarity to the PES ob-
tained in accurate MCSCF/CI calculations48 (e.g., see Refs. 9
and 46). Notice that the NACV dαij in Eq. (18) depends
critically on the difference between single-particle levels,
εi − εj.
In Figure 2(c), we compare our result for the NACVs
(x component on the second H atom9, 46) as a function
of θ , using a Slater transition-state LDA-calculation and
Eq. (18) for the HOMO and LUMO KS levels, with the accu-
rate MCSCF/CI,48 real-time TDDFT,46 and LR-TDDFT9, 12
results. The agreement of our simple calculation with
these accurate calculations, in particular with the reference
ab initio results,48 is excellent.
The results presented for the H3 model system (Figures 1
and 2) show that using our Eq. (18) together with the Slater
transition-state approximation is a very promising approach
for the practical calculation of NACVs in large systems.
B. Formaldimine
We now present some calculations of the non-adiabatic
coupling vectors between HOMO and LUMO KS states for
the formaldimine molecule, CH3N (see Fig. 3). This molecule
has two possible symmetric conformations with the hydrogen
atom bonded to the nitrogen atom placed on the left or the
right with respect to the C-N molecule axis, see Figs. 3(a)
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FIG. 3. The atomic structure of formaldimine corresponding to the two
symmetric ground state configurations (a,b) and transition configuration (c),
where β = 90◦ and α ∼ 15◦. α is the angle between the XY-plane and the
vector that goes from the N atom to the H atom; β is the angle between the
projection of that vector in the XY-plane and the negative X-axis.
and 3(b). The molecule can switch between these two
conformations by means of a photo-isomerisation process33
that incorporates a non-adiabatic transition between HOMO
and LUMO states. In this process, the initial step is the
photo-excitation of a single electron from the HOMO to
LUMO orbital. After that the system evolves along the E1
PES up to the transition region, which corresponds to the
molecular structure shown in Fig. 3(c). In this region the
de-excitation process might occur and the molecule geom-
etry converges to one of the two possible ground states,
Figs. 3(a) and 3(b).
In order to analyze how the non-adiabatic coupling vec-
tor dαij between HOMO and LUMO KS states evolves during
this switching mechanism, we carried out a series of calcula-
tions mapping dαij as a function of the hydrogen atom posi-
tion. The hydrogen atom position was systematically shifted
on the hemisphere centered on the nitrogen atom with a ra-
dius of 1.15 Å. Thus, the hydrogen atom position is strictly
given by the angles α and β, see Fig. 3. The angle sampling
rate was 6◦. Figure 4 shows the PES for the ground state (E0)
and first excited state (E1) for the formaldimine molecule as a
function of the angles α and β. For simplicity, in these calcu-
lations E1 was calculated using a constrained DFT procedure
maintaining the LUMO orbital occupied by a single electron
and leaving a hole in the HOMO orbital.
Figure 5(a) maps the magnitude of the NACV |dαij | be-
tween the LUMO and HOMO KS states corresponding to
the ground state E0 calculation. |dαij | presents a maximum for
α = 12◦ and β = 90◦. The position of this maximum cor-
responds to the region of space where the energy differ-
FIG. 4. Potential energy surfaces (PES) for the ground state (E0) and first
excited state (E1) for the formaldimine molecule as a function of the angles
α and β, see Fig. 3.
ence between the PES E0 and E1 is minimum, α ∼ 0◦–30◦;
β ∼ 90◦, see Figure 4. On the other hand, the minimum of
|dαij | appears for α = 90◦. This geometry corresponds to a
conformation in which the H atom is in line with the C–N
bond, see Fig. 3.
The results shown in Figure 5(a) have been calculated for
the HOMO and LUMO KS states obtained from the ground
state E0 calculation. For comparison, we have also calcu-
lated the non-adiabatic coupling vector dαij for the HOMO and
LUMO KS orbitals corresponding to E1, see Figure 5(b). The
dependence of |dαij | on the angles α and β shows a similar
shape as in the previous case, with the maximum now placed
at α = 18◦ and β = 90◦. Still some important differences,
due to the different HOMO and LUMO states correspond-
ing to the E0 and E1 calculations, can be easily identified; in
particular, the maximum for |dαij | is larger by a factor of 3
in Figure 5(a) than in Figure 5(b). Finally, Figure 5(c) shows
|dαij | between the HOMO and LUMO KS states corresponding
to a Slater Transition-State calculation7, 10 (i.e., a constrained
DFT calculation with 1/2 electron promoted from HOMO to
LUMO); in this calculation the value of |dαij | is in between the
values obtained in Figures 5(a) and 5(b), as expected.
FIG. 5. |dαij | as a function of the angles α and β of formaldimine molecule for the HOMO and LUMO KS states corresponding to (a) the ground state E0
calculation; (b) the first excited state E1 calculation; and (c) the Slater Transition State calculation.
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FIG. 6. NACV dαij between HOMO and LUMO KS states for the
formaldimine molecule in the transition region (α ∼ 15◦, β = 90◦). The
arrows show the direction and magnitude of the components on the different
atoms α of the formaldimine molecule; (a) ground state, (b) excited state, and
(c) Slater transition-state calculations.
Figure 6 displays a comparison for the NACVs between
the HOMO and LUMO KS states corresponding to the ground
state, excited state, or Slater transition-state, in the transition
region (region of maximum |dαij |, α ∼ 15◦, β = 90◦). The
vector orientation is very similar for all the cases with a dom-
inant contribution on the nitrogen and the 3 hydrogen atoms.
The components of the NACV on the two hydrogen atoms ad-
jacent to the carbon atom are oriented in an anti-parallel way.
The orientation of the components of dαij on the nitrogen atom
and its hydrogen atom is also anti-parallel.
C. Azobenzene
The azobenzene molecule is composed of two phenyl
rings connected by a double N=N bond, see Fig. 7. This
molecule presents two isomers, cis- and trans-azobenzene,
and one of the most interesting properties of this molecule is
the switching from one isomer to the other under ultraviolet
FIG. 7. The atomic structure of cis-azobenzene. The angle α between the
planes of the two phenyl rings defines the path that have been analyzed be-
tween the cis- (α = 0◦, shown in this figure) and trans- (α = 180◦) configu-
rations.
light (photoisomerization) or thermal excitation. These pho-
toisomerization processes take place in the picosecond scale
and the detailed mechanisms for these transitions have been
under debate.50, 51
In this third example, we have used Eq. (18) to calculate
the NACV, dαij , between the HOMO and LUMO KS states
for the azobenzene molecule along a pre-selected path be-
tween the cis- and trans-conformations. In this path, we start
from a geometry in which the two phenyl rings are in the same
plane (see Fig. 7), which is very close to the cis-configuration;
then, one of the two phenyl rings is gradually rotated along
the N=N bond so that the angle α between the planes of the
two phenyl rings changes from α = 0◦(cis-configuration) to
α = 180◦ (trans-configuration).
Figure 8(top) shows the PES for the ground state (E0)
and first excited state (E1); in similarity with the previous ex-
amples, E1 is obtained by means of a constrained DFT cal-
culation in which one electron from the HOMO is occupy-
ing the LUMO orbital. A conical intersection between E0 and
E1 for α ∼96◦ is clearly observed. The NACV dαij between
the HOMO and LUMO KS states presents a sharp increase
around the conical intersection; the larger contributions to dαij
are found in the N atoms and in the C atoms bonded to the
N atoms. Figure 8(bottom) shows the modulus, |dαij |, of the
projection on these atoms as function of the angle α. This
FIG. 8. (Top) Potential energy surfaces (PES) E0 (blue) and E1 (green) as
a function of the angle α (see Fig. 7). (Bottom) Modulus of the projection
on some atoms (N1, N2, C8, and C14, see top figure) of the non-adiabatic
coupling vector between the HOMO and LUMO KS states along the isomer-
ization pathway as a function of the angle α.
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modulus is very similar on both N atoms (N1 and N2), as
well as in both C atoms (C8 and C14).
V. SUMMARY
In summary, the development of practical methods for
the calculation of the non-adiabatic coupling vectors is an im-
portant step in order to devise computationally efficient first-
principles non-adiabatic molecular-dynamics techniques, to
target practical applications for large systems. In this work
we have analyzed the calculation of non-adiabatic coupling
vectors in a local-orbital basis. The central result of this pa-
per is Eq. (18) that allows the direct (on the fly) calculation
of the non-adiabatic coupling vectors dαij in a practical way
along the MD simulation. Equation (18) can be used within
any local-orbital method; in particular, it is suitable for local-
orbital DFT MD techniques, such as the FIREBALL code used
in the examples presented in Sec. IV. We have also derived an
approximate expression, Eq. (19), especially suited for tight-
binding MD and similar methods. Finally, we have presented
some examples of the calculation of the non-adiabatic cou-
pling vectors for a few simple systems: H3, formaldimine,
and azobenzene. In particular, the analysis presented for the
H3 system shows that using the Slater transition-state density
in combination with Eq. (18) yields a very good approxima-
tion for the NACV between the ground and first excited state.
This result shows that this approach is a very promising way
for the practical calculation of non-adiabatic coupling vectors
for large systems.
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