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On the Preservation of Commutation and Anticommutation Relations of
n-Level Quantum Systems∗
Luis A. Duffaut Espinosa†, Z. Miao‡, I. R. Petersen†, V. Ugrinovskii †§, and M. R. James$
Abstract— The goal of this paper is to provide conditions
under which a quantum stochastic differential equation (QSDE)
preserves the commutation and anticommutation relations of
the SU(n) algebra, and thus describes the evolution of an open
n-level quantum system. One of the challenges in the approach
lies in the handling of the so-called anomaly coefficients
of SU(n). Then, it is shown that the physical realizability
conditions recently developed by the authors for open n-level
quantum systems also imply preservation of commutation and
anticommutation relations.
I. INTRODUCTION
The property of physical realizability of open quantum
systems has attracted considerable interest in recent years
with its main motivation being its role in quantum coherent
control [1], [2], [11], [15]. In simple words, this property
systematically characterizes the quantum nature of a control
system from a state space point of view, which is relevant in
many engineering areas, and is closely related to algebraic
properties of the QSDE coefficients. The case of open quan-
tum linear systems is well understood [8]. More recently,
the physical realizability property was introduced for n-level
quantum systems [4]. This was the product of a nontrivial
extension of the two-level case presented in [3]. From the
state space point of view, physical realizability has to be
complemented by the preservation of commutation relations
since the latter is an exhibitor of the quantum behavior of
the system. In this regard, the authors provided conditions
for the preservation of commutation relations in the case of
QSDE’s evolving in SU(2) [5]. However, in order to extend
the formalism to the general n-level case it is necessary to
deal with the so-called anomaly coefficients of SU(n), which
forms the completely symmetric tensor dijk that appears
out of the anticommutation relation of the generators of
SU(n). These generators form a complete orthonormal basis
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spanning the set of n-dimensional complex matrices and are
known as the generalized Gell-Man matrices [10], [12], [13].
The commutation relations of these generators also generate
the completely antisymmetric tensor fijk. In the case of
QSDEs describing two-level quantum systems evolving in
SU(2), it suffices to consider preserving the commutation
relations of SU(2) since the anomaly tensor d is zero for
all indices. On the other hand, the situation is nontrivial for
n ≥ 3 since one now requires extra machinery on the tensor
d that in some cases depend on the value of n. In other words,
the QSDE for an n-level quantum system must preserve both
commutation and anticommutation relations for all times.
The approach followed in this manuscript is that of open
quantum systems defined in terms of a triple (S,L,H),
where S is an operator, known as the scattering matrix,
describing the interaction of the environment fields among
themselves, L is a vector of coupling operators expressing
the interaction of the environment fields with the system
variables and H is a Hamiltonian operator [6], [9]. This
description implicitly takes in consideration the quantum
nature of the evolution equations. For example, the (S,L,H)
description will preserve, in time, the canonical commutation
relations of the system under consideration. The physical
realizability conditions in [4] do not, in general, assure the
preservation of commutation and anticommutation relations.
It is thus the main goal of this paper to provide conditions
for the preservation of commutation and anticommutation
relations for a state space model evolving in SU(n) inde-
pendently of the physical realizability conditions. Then, as
a second result it is shown that physical realizability does
imply the preservation of commutation and anticommutation
relations.
The paper is organized as follows. Section II summarizes
the necessary tools obtained from the algebra of SU(n). In
Section III the basic preliminaries of open n-level quantum
systems as well as the property of physical realizability for
such systems are introduced. This is followed by Section
IV, in which conditions for the preservation of commutation
and anticommutation relations are provided. In addition,
it is also shown that those conditions are implied by the
physical realizability conditions. Finally, Section V gives the
conclusions.
II. THE ALGEBRA OF SU(n)
In what follows the necessary tools regarding the algebra
of the special unitary group SU(n) will be provided; see
[10], [12], [13] for more details. Basically, this group is
formed by all n × n complex matrices that are Hermitian
and have zero trace. Consider the set of elementary vectors
spanning Cn, namely, {e1, · · · , en}. Define Pkl ∈ Cn×n as
Pk,l = eke
T
l , where k, l = 1, . . . , n. A standard way of
constructing a complete orthonormal basis for SU(n) is
ujk = Pj,k + Pk,j ,
vjk = i (Pj,k − Pk,j) ,
wl = −
√
2
l(l+ 1)
(
k∑
s=1
Ps,s − kPl+1,l+1
)
for 1 ≤ j < k ≤ n, 1 ≤ l ≤ n − 1. Note that the
identity matrix I must be included in the basis in order to
form a complete set. The identity, (n2 − n)/2 symmetric
matrices ujk, the (n2−n)/2 antisymmetric matrices vjk and
the n− 1 mutually commutative matrices wl together form
the generators of SU(n). These generators are known as
the generalized Gell-Mann matrices. Without any particular
order, the generators are relabeled {I, λ1, . . . , λs}, where
s = n2−1. Here the orthonormality condition these matrices
satisfy is Tr(λiλj) = 2δij , where δij denotes the Kronecker
delta. Their commutation and anticommutation relations are
[λi, λj ] = 2i
s∑
k=1
fijkλk,
{λi, λj} =
4
n
δij + 2
s∑
k=1
dijkλk.
Thus, the product λiλj can be easily computed as
λiλj =
1
2
([λi, λj ] + {λi, λj})
=
2
n
δij +
s∑
k=1
(ifijk + dijk)λk. (1)
where the real completely antisymmetric tensor fijk and the
real completely symmetric tensor dijk are called the structure
constants of SU(n). The tensors fijk and dijk satisfy
filmfmjk + fjlmfimk + fklmfijm = 0, (2a)
filmdmjk + fjlmdimk + fklmdijm = 0, (2b)
s∑
k=1
filkfmjk =
2
n
(δimδlj − δijδlm)
+
s∑
k=1
(dimkdljk − dijkdlmk) , (2c)
s∑
m,k=1
fimkfjmk = nδij . (2d)
Define Fi, Di ∈ Rs×s, i ∈ {1, . . . , s}, such that their (j, k)
component is (Fi)jk = fijk and (Di)jk = dijk , respectively.
In particular, the set {−iF1, . . . ,−iFs} is the adjoint repre-
sentation of SU(n). In [10], [12], identities (2a)-(2c) were
employed to obtain the following useful relationships
[Fi, Fj ] =−
s∑
k
fijkFk (3a)
[Fi, Dj ] =−
s∑
k
fijkDk (3b)
FiDj + FjDi =
s∑
k
dijkFk (3c)
DiFj +DjFi =
s∑
k
dijkFk (3d)
(DiDj − FjFi)ml =
s∑
k
dijk(Dk)ml
+
2
n
(δijδml − δimδjl) . (3e)
Definition 1: Let β ∈ Cs. The linear mappings Θ−,Θ+ :
Cs → Cs×s are defined as
Θ−(β) =
(
FT1 β, · · · , F
T
s β
)
=


βTFT1
.
.
.
βTFTs

 ,
Θ+(β) =
(
DT1 β, · · · , D
T
s β
)
=


βTDT1
.
.
.
βTDTs

 .
Observe that the nature of the f and d-tensors make Θ−(β)
and Θ+(β) be antisymmetric and symmetric, respectively.
When β is an s-dimensional row vector then it will be
understood hereafter that Θ−(β) = Θ−(βT ) and Θ+(β) =
Θ+(βT ). Consider now the stacking operator vec : Cm×n →
Cmn whose action on a matrix creates a column vector by
stacking its columns below one another. With the help of
vec, the matrices Θ−(β) and Θ+(β) can be reorganized so
that
vec(Θ−(β)) =


Θ−1 (β)
.
.
.
Θ−s (β)

 = Fβ,
and
vec(Θ+(β)) =


Θ+1 (β)
.
.
.
Θ+s (β)

 = Dβ,
where β ∈ Cs, Θ−i (β) = FTi β, F = (F1, · · · , Fs)
T
,
Θ+i (β) = Diβ and D = (D1, · · · , Ds)
T
. From (2d), F
satisfies
FTF = nI. (4)
The properties of Θ− and Θ+ are summarized in the next
lemma.
Lemma 1: Let β, γ ∈ Cs. The mappings Θ− and Θ+
satisfy
Θ−(β)γ = −Θ−(γ)β, (5a)
Θ+(β)γ = Θ+(γ)β, (5b)
Θ−(β)β = 0, (5c)
Θ−
(
Θ−(β)γ
)
= [Θ−(β),Θ−(γ)], (5d)
Θ−
(
Θ+(β)γ
)
= Θ−(β)Θ+(γ) + Θ−(γ)Θ+(β), (5e)
Θ+
(
Θ−(β)γ
)
= [Θ+(β),Θ−(γ)] = [Θ−(β),Θ+(γ)], (5f)
Θ+
(
Θ+(β)γ
)
= Θ+(β)Θ+(γ)−Θ−(γ)Θ−(β)
−
2
n
(
βT γI − βγT
)
. (5g)
Proof: The proofs of identities (5a)-(5f) where provided by
the authors in [4]. Only (5g) requires a proof. The left-hand-
side of (5g) is decomposed as
Θ+
(
Θ+(β)γ
)
=

D1


βTD1γ
.
.
.
βTDsγ

 , · · · , Ds


βTD1γ
.
.
.
βTDsγ




=


s∑
k=1
d11kβ
TDkγ · · ·
s∑
k=1
ds1kβ
TDkγ
.
.
.
.
.
.
.
.
.
s∑
k=1
d1skβ
TDkγ · · ·
s∑
k=1
dsskβ
TDkγ


.
By (3e), the (i, j) component of this matrix is(
Θ+
(
Θ+(β)γ
))
ij
=
s∑
k=1
dijkβ
TDkγ
=βT
(
s∑
k=1
dijkDk
)
γ
=βT (DiDj − FjFi) γ
−
2
n

δij s∑
m,l=1
βmδmlγl −
s∑
m,l=1
βmδimδjlγl


=βTDiDjγ − β
TFjFiγ −
2
n
(
βTγδij − βiγj
)
=βTDiDjγ − γ
TFTi F
T
j β −
2
n
(
βT γδij − βiγj
)
=
(
Θ+(β)Θ+(γ)−Θ−(γ)Θ−(β)
)
ij
−
2
n
(
βTγI − βγT
)
ij
.
Some additional identities regarding matrices F and D
with respect to the Kronecker product are given next. They
will become useful when proving the main results of the
paper in Section IV. Define the tensor permutation matrix
1⊗ ∈ R
s2×s2
. That is, a symmetric block matrix 1⊗ =
{1ji}
s
i,j=1 such that it satisfies 1⊗(A ⊗ B)1⊗ = (B ⊗ A)
for any A,B ∈ Cs×s.
Lemma 2: Let F = (F1, F2, · · · , Fs)T and F =
(D1, D2, · · · , Ds)
T
, and A,B ∈ Rs×s. Then
i. F = −1⊗F,
ii. D = 1⊗D,
iii. FT (A⊗B)F = FT (B ⊗A)F,
iv. DT (A⊗B)D = DT (B ⊗A)D.
Proof: Identity (i) is proved by multiplying directly 1⊗ and
F . Therefore,
1⊗F = −


111 · · · 1s1
.
.
.
.
.
.
.
.
.
11s · · · 1ss




F1
.
.
.
Fs


= −




(F1)1
.
.
.
(Fs)1


.
.
.

(F1)s
.
.
.
(Fs)s




.
Observe that (Fi)j = (fij1, · · · , fijs) = −(Fi)j since fijk
is an antisymmetric tensor. Using this fact in the previous
expression gives
1⊗F = −


FT1
.
.
.
FTs

 = −F
An analogous procedure is used to show identity (ii), but in
this case the permutation of indices in dijk does not produce
a negative sign due to the fact that dijk is a completely
symmetric tensor. For (iii), one will employ (i) as follows
FT (A⊗B)F = (−1⊗F )
T (A⊗B)(−1⊗F )
= FT (1⊗(A⊗B)1⊗)F
= FT (B ⊗A)F.
Finally, identity (iv) is proved similarly but using (ii)
instead.
III. PHYSICAL REALIZABILITY OF OPEN n-LEVEL
QUANTUM SYSTEMS
Consider the separable Hilbert space h, T(H) the set of
operators in H, and T(H)n×m the set of n×m dimensional
arrays of operators in T(H). The commutator of x and y in
T(H) is [x, y] = xy− xy. Let x ∈ T(H)n1 and y ∈ T(H)n2 ,
then [x, yT ] , xyT − (yxT )T ∈ T(H)n1×n2 . The adjoint of
x is denoted by x† = (x#)T with
x# ,


x∗1
.
.
.
x∗n


and ∗ denotes the operator adjoint. For the case of complex
vectors and matrices, ∗ denotes the complex conjugate while
† denotes the conjugate transpose.
The Heisenberg evolution of x ∈ T(H)s interacting with
nw quadrature Boson quantum fields W¯1 and W¯2 in the
parametrization (S,L,H) is given by
dx =L(x) dt +
1
2
(
[x, LT ]− [x, L†]
)
dW¯1
−
i
2
(
[x, LT ] + [x, L†]
)
dW¯2 (6)
where L(X) is the Lindblad operator defined as
L(x)
= − i[x,H ] +
1
2
((
L† [x, LT ]T
)T
+ [L#, xT ]T L
)
. (7)
The output field in its quadrature form is(
dY¯1
dY¯2
)
=
(
L+ L#
i(L# − L)
)
dt+
(
dW¯1
dW¯2
)
.
Here the operator S is assumed to be the identity operator
(S = Iˆ), and the Itô table ( [7]) for the fields W¯1 and W¯2 is(
dW¯1
dW¯2
)(
dW¯1 dW¯2
)
=
(
Inw iInw
−iInw Inw
)
dt. (8)
The interest in this paper is in systems evolving with
respect to the special unitary group SU(n). Consider the
Hilbert space for these systems to be H = Cn. It is standard
to associate a vector β = (β1, · · · , βs) ∈ Cs with the
vector of operators βˆ ∈ T(H)s by simply considering the
identity operator in each component of the vector, i.e., βˆ =
(β1Iˆ , · · · , βsIˆ). In a similar manner, any complex matrix
is associated to a matrix of operators by considering the
identity operator Iˆ in each component. The identity operator
Iˆ is usually suppressed. Therefore, abusing of the notation
slightly, the mappings Θ− and Θ+ are allowed to act on a
vector of operators. In this manner, it is valid to multiply
complex matrices and operator matrices. This convention
allows to express the commutation and anticommutation
relations of the system variables x as
[x, xT ] = 2iΘ−(x), (9a)
{x, xT } =
4
n
I + 2Θ+(x). (9b)
The vector of system variables for (6) evolving in SU(n) is
then
x =


x1
.
.
.
xs

 ,


λˆ1
.
.
.
λˆs

 ,
where λˆ1, . . . , λˆs are self-adjoint and spanned by the gen-
eralized Gell-Mann matrices. They are usually called spin
operators. The initial value of the system variables can
be set to x(0) = (λ1, . . . , λs) with λ1, . . . , λs being the
generators of SU(n) introduced in Section II. Due to the
product relation (1) any polynomial of spin operators can be
written as a linear combination of generalized Gell-Mann
matrices. Therefore, assuming linearity captures a large
class of Hamiltonian and coupling operators. This allows
to assume, without losing generality, that the Hamiltonian
is H = αx with α ∈ Rs, and the multiplicative coupling
operator is of the form L = Λx with Λ ∈ Cnw×s.
In general, the evolution of x in quadrature form falls into
a class of bilinear QSDEs expressed as
dx = A0 dt+Axdt
+ (B11x, · · · , B1nwx,B21x, · · · , B2nwx)
(
dW¯1
dW¯2
)
, (10)
(
dY¯1
dY¯2
)
=
(
C1
C2
)
x dt+
(
dW¯1
dW¯2
)
, (11)
where A0 ∈ Rs, A,B1k , B¯1k+B¯2k, B2k , i(B¯2k−B¯1k) ∈
Rs×s and C1, C2 ∈ Rnw×s, k = 1, . . . , nw. It is assumed
that all matrices in (10) and (11) are real due to the fact that
the class of quantum systems considered in this paper are
in quadrature form. The next results in physical realizability
were given in [4] and are employed later in Section IV.
Definition 2: [4] A system described by equations (10)
and (11) is said to be physically realizable if there exist H
and L such that (10) can be written as in (6).
The explicit form of matrices A0, A,B1k, B2k, C1 and C2
in terms of the Hamiltonian and coupling operator is given
next.
Theorem 1: [4] Let H = αx, with αT ∈ Rs, and L =
Λx, with Λ ∈ Cnw×s. Then
A0 =
4i
n
nw∑
k=1
Θ−(Λ#k )Λ
T
k , (12a)
A = −2Θ−(α) +
nw∑
k=1
(Rk − iQk) , (12b)
B1k = Θ
−
(
i(Λ#k − Λk)
)
, (12c)
B2k = −Θ
−(Λk + Λ
#
k ), (12d)
C1 = Λ + Λ
#, (12e)
C2 = i
(
Λ# − Λ
)
, (12f)
where
Rk , Θ
−(Λk)Θ
−(Λ#k ) + Θ
−(Λ#k )Θ
−(Λk),
Qk , Θ
−(Λk)Θ
+(Λ#k )−Θ
−(Λ#k )Θ
+(Λk).
The next theorem present conditions for physical realiz-
ability in terms of (A0, A,Bi, C) in (10) and (11).
Theorem 2: [4] System (10) with output equation (11) is
physically realizable if and only if
i. A0 =
1
n
nw∑
k=1
(iB1k +B2k) ((C1)k + i(C2)k)
T
,
ii. B1k = Θ
−((C2)k),
iii. B2k = Θ
−((C1)k),
iv. A+AT +
2,nw∑
i,k=1
BikBik
T =
n
2
Θ+(A0),
where (Ci)k indicates the k-th row of Ci. In which case, the
coupling matrix can be identified to be
Λ =
1
2
(C1 + iC2),
and α, defining the system Hamiltonian, is
α =
1
4n
vec
(
AT −A+
1
2
nw∑
k=1
(
[B2k,Θ
+((C2)k)]
− [B1k,Θ
+((C1)k)]
))T
F. (13)
IV. PRESERVATION OF COMMUTATION AND
ANTI-COMMUTATION RELATIONS
In this section, the main results of the paper are provided.
It is shown first under what conditions a state space model,
described by the QSDE (10), preserves the commutation and
anticommutation relations of SU(n). The employed proce-
dure for this task is independent of the physical realizability
conditions given in Theorem 2. Also, recall from Section III
that G ∈ Cs×s can be always regarded as G ∈ T(H)s×s since
the identity operator in T(H) can be considered attached to
each component of G. The following Lemma plays a key
role in the forthcoming theorems.
Lemma 3: Let G ∈ T(H)s×s be antisymmetric and x
be a vector comprised by elements of a complete linearly
independent set of operators spanning T(H). If G satisfies
GΘ−(x) + Θ−(x)GT −Θ−(Gx) = 0, (14)
then there exist g ∈ T(H) such that
G = Θ−(g), (15)
where the unique g is given by
g , −
1
n


Tr(F1G)
.
.
.
Tr(FsG)

 . (16)
Conversely, if (15) holds, then (14) is true for any x ∈ T(H)s.
Proof: Assume (14) holds. By applying vec to (14) and
recalling that F = (F1, · · · , Fs)T , it follows that
vec
(
GΘ−(x) + Θ−(x)GT −Θ−(Gx)
)
= (I ⊗G)Fx+ (G⊗ I)Fx− FGx.
Since by assumption the components of x are linearly
independent, it can be concluded that
(I ⊗G)F + (G⊗ I)F − FG = 0. (17)
The application of identity (iii) in Lemma 2 and (4) after
multiplying on the left by FT gives
2
s∑
k=1
FkGFk + nG = 0.
The equation for the (i, j) component of G is then
2
s∑
k,r,l=1
fkjrfkilGlr − nGij = 0. (18)
From (2a) and noting that Tr(AB) =∑sr,l=0 ArlBlr for any
A,B ∈ Rs×s, (18) is rewritten as
0 = 2
s∑
k,r,l=1
fkjrfkilGlr − nGij
= − 2
s∑
r,l=1
Glr
s∑
k=1
(fjlkfikr + frlkfijk)− nGij
= − 2
s∑
k,r,l=1
fjlkfikr(G
T )rl
− 2
s∑
k=1
fijk
s∑
r,l=0
frlkGlr − nGij
= − 2
s∑
k,r,l=0
fjlkfikr(G
T )rl
− 2
s∑
k=1
fijkTr(FkG)− nGij . (19)
Also (18) implies that
2
s∑
k,r,l=1
fjlkfikr(G
T )rl = 2
s∑
k,r,l=1
fkjl(−fkir)(−Grl) = nGij .
Substituting this on (19) gives
0 = −nGij − 2
s∑
k=1
fijkTr(FkG)− nGij ,
which means that Gij = − 1n
∑s
k=1 fijkTr(FkG). Then,
Gij = −
1
n
s∑
k=1
fijkTr(FkG)
=
1
n
(fji1, · · · , fjis)


Tr(F1G)
.
.
.
Tr(FsG)


= −
1
n
((Fj)i1, · · · , (Fj)is)


Tr(F1G)
.
.
.
Tr(FsG)

 .
Therefore,
Gj = −
1
n
FTj


Tr(F1G)
.
.
.
Tr(FsG)

 .
By defining g as in (16), one obtains that
G = (FT1 g, · · · , F
T
s g) = Θ
−(g).
Now, assuming that there exist a g such that G = Θ−(g),
it then follows directly from (5d) that the left-hand side of
(14) satisfies
Θ−(g)Θ−(x) −Θ−(x)Θ−(g)T −Θ−(Θ−(g)x) = 0
for an arbitrary x ∈ T(H)s, which concludes the proof.
In order to be considered a quantum system, the system
variables of (10) must preserve the product rule (1) for
all times. This amounts to preserve the commutation and
anticommutation relations of SU(n). Thus, the conditions
that (10) must satisfy are
d[x, xT ]− 2iΘ−(dx) = 0, (20a)
d{x, xT } − 2Θ+(dx) = 0. (20b)
Note by the linearity of Θ− and Θ+ that
Θ−(dx) = Θ−(A0)dt+Θ
−(Ax)dt
+Θ−(B1x)dW¯1 +Θ
−(B2x)dW¯2,
Θ+(dx) = Θ+(A0)dt+Θ
+(Ax)dt
+Θ+(B1x)dW¯1 +Θ
+(B2x)dW¯2.
A condition for system (10) to satisfy (20a) and (20b) is
given in the next theorem.
Theorem 3: Let x(0) ∈ T(H)s be comprised by the
generators of SU(n). Then, system (10) implies
[x(t), x(t)] = 2iΘ−(x(t)),
{x(t), x(t)} =
4
n
I + 2Θ+(x(t))
for all t ≥ 0, if and only if
Bi = Θ
−(bi) (21a)
nw∑
k=1
B1kB
T
2k −B2kB
T
1k =
n
2
Θ−(A0) (21b)
A = Θ−(a)−
1
2
nw∑
k=1
(
B1kB
T
1k +B2kB
T
2k
)
+
1
2
nw∑
k=1
(
B2kΘ
+(b1k)−B1kΘ
+(b2k)
)
. (21c)
where bik and a are s-dimensional vectors as in (16) for
i = 1, . . . , s and k = 1, . . . , nw.
Proof: Without loss of generality, one can consider (10)
interacting with only one quadrature field. That is,
dx = A0 dt+Axdt+B1x dW¯1 +B2x dW¯2.
Using the Itô table (8), it follows that
d(xxT ) = (dx)xT + x(dx)T + (dx)(dx)T
=(A0x
T + xAT0 ) dt+ (Axx
T + xxTAT ) dt
+ (B1xx
T + xxTBT1 ) dW¯1 + (B2xx
T + xxTBT2 ) dW¯2
+B1xx
TBT1 dW¯1dW¯1 +B1xx
TBT2 dW¯1dW¯2
+B2xx
TBT1 dW¯2dW¯1 +B2xx
TBT2 dW¯2dW¯2
=(A0x
T + xAT0 ) dt+ (Axx
T + xxTAT ) dt
+ (B1xx
T + xxTBT1 ) dW¯1 + (B2xx
T + xxTBT2 ) dW¯2
+B1xx
TBT1 dt+ iB1xx
TBT2 dt
− iB2xx
TBT1 dt+B2xx
TBT2 dt.
Similarly,(
d(xxT )
)T
=(A0x
T + xAT0 ) dt+ (A(xx
T )T + (xxT )TAT ) dt
+ (B1(xx
T )T + (xxT )TBT1 ) dW¯1
+ (B2(xx
T )T + (xxT )TBT2 ) dW¯2
+B1(xx
T )TBT1 dt+ iB1(xx
T )TBT2 dt
− iB2(xx
T )TBT1 dt+B2(xx
T )TBT2 dt.
Computing d
[
x, xT
]
then gives
d([x, xT ]) = d(xxT )−
(
d(xxT )
)T
= 2i
(
2
n
B1B
T
2 −
2
n
B2B
T
1
)
dt
+ 2i
(
AΘ−(x) + Θ−(x)AT
)
dt
+ 2i
(
B1Θ
−(x)BT1 +B2Θ
−(x)BT2
)
dt
+ 2i
(
B1Θ
+(x)BT2 −B2Θ
+(x)BT1
)
dt
+ 2i
(
B1Θ
−(x) + Θ−(x)BT1
)
dW¯1
+ 2i
(
B2Θ
−(x) + Θ−(x)BT2
)
dW¯2. (22)
Replacing (25) into (20a) amounts to
2i
(
B2B
T
1 −B1B
T
2 −Θ
−(A0) +AΘ
−(x) + Θ−(x)AT
+B1Θ
−(x)BT1 +B2Θ
−(x)BT2 −Θ
−(Ax)
)
dt
+ 2i
(
B1Θ
−(x) + Θ−(x)BT1 −Θ
−(B1x)
)
dW¯1
+ 2i
(
B2Θ
−(x) + Θ−(x)BT2 −Θ
−(B2x)
)
dW¯2 = 0. (23)
From [14, Proposition 27.3], one can also equate the in-
tegrands in (23) to zero. Also, recall that that x(0) is
represented by the complete orthonormal set constituted by
the the generalized Gell-Mann matrices. This implies that
any linear combination
∑s
k=0 aixi(0) 6= 0 unless ai = 0
for all i and ai ∈ C. In addition, no linear combination of
generalized Gell-Mann matrices generates the identity. So,
given that x(0) 6= 0, any equation involving the system
variables of the form Ax = b (A ∈ Cs×s) implies A and
b must be identically 0. Thus, the equations to be satisfied
for preservation of commutation relations are
B1Θ
−(x) + Θ−(x)BT1 −Θ
−(B1x) = 0 (24a)
B2Θ
−(x) + Θ−(x)BT2 −Θ
−(B2x) = 0 (24b)
2
n
B1B
T
2 −
2
n
B2B
T
1 −Θ
−(A0) = 0 (24c)
AΘ−(x) + Θ−(x)AT +B1Θ
−(x)BT1 +B2Θ
−(x)BT2
+B1Θ
+(x)BT2 −B2Θ
+(x)BT1 −Θ
−(Ax) = 0. (24d)
In the same vein for the anticommutator, one has that
d
(
{x, xT }
)
is given by
d({x, xT }) = d(xxT ) +
(
d(xxT )
)T
=
4
n
(
A+AT +B1B
T
1 +B2B
T
2
)
dt
+ 2
(
A0 x
T + xAT0
)
dt
+ 2
(
AΘ+(x) + Θ+(x)AT
)
dt
+ 2
(
B1Θ
+(x)BT1 +B2Θ
+(x)BT2
)
dt
+ 2
(
B1Θ
−(x)BT2 −B2Θ
−(x)BT1
)
dt
+ 2
(
2
n
B1 +
2
n
BT1 +B1Θ
+(x) + Θ+(x)BT1
)
dW¯1
+ 2
(
2
n
B2 +
2
n
BT2 +B2Θ
+(x) + Θ+(x)BT2
)
dW¯2. (25)
Using the same argument employed for the commutation
relation of x, the integrands in (23) are equal to zero. Thus,
for preservation of anticommutation relations one has that
B1Θ
+(x) + Θ+(x)BT1 −Θ
+(B1x) = 0 (26a)
B2Θ
+(x) + Θ+(x)BT2 −Θ
+(B2x) = 0 (26b)
A+AT +B1B
T
1 +B2B
T
2 −
n
2
Θ+(A0) = 0 (26c)
B1 +B
T
1 = B2 +B
T
2 = 0 (26d)
A0 x
T + xAT0 +AΘ
+(x) + Θ+(x)AT −Θ+(Ax)
+B1Θ
+(x)BT1 +B2Θ
+(x)BT2
−B1Θ
−(x)BT2 +B2Θ
−(x)BT1 = 0. (26e)
Assume that (24a)-(24d) and (26a)-(26e) hold. Condition
(21b) appear explicitly in (24b). From (24a), (24b) and (26d),
condition (21a) is obtained by direct application of Lemma 3,
i.e., Bi = Θ−(bi) holds, where bi is given in (16) for
i ∈ {1, 2}. In order to show (21c), A0 need to be expressed
in a more convenient form. This is achieved by using (5d)
and (24b). That is,
Θ−(A0) =
2
n
(
Θ−(b2)Θ
−(b1)−Θ
−(b2)Θ
−(b1)
)
=
2
n
Θ−
(
Θ−(b2)b1
)
.
Due to the linearity of Θ−, A0 is then uniquely determined
by A0 = 2nΘ
−(b2)b1. Computing Θ+(A0) in terms of b1
and b2 using (5f) gives
Θ+(A0) =
2
n
Θ+(Θ−(b2)b1)
=
1
n
(
Θ+(b2)Θ
−(b1)−Θ
−(b1)Θ
+(b2)
+ Θ−(b2)Θ
+(b1)−Θ
+(b1)Θ
−(b2)
)
. (27)
Using (26c) and (27), one obtains the following expression
Θ−(b1)Θ
−(b1) + Θ
−(b2)Θ
−(b2)
= A−
1
2
(
Θ−(b2)Θ
+(b1)−Θ
−(b1)Θ
+(b2)
)
+
(
A−
1
2
(
Θ−(b2)Θ
+(b1)−Θ
−(b1)Θ
+(b2)
))T
. (28)
Now let P¯ , A− 1
2
(Θ−(b2)Θ
+(b1)−Θ
−(b1)Θ
+(b2)). One
can trivially decompose P¯ in its symmetric and antisymmet-
ric parts. That is,
P¯ =
1
2
(
P¯ + P¯T
)
+
1
2
(
P¯ − P¯T
)
.
Define P = 1
2
(
P¯ − P¯T
)
. Note from (28) that
P¯ + P¯T = Θ−(b1)Θ
−(b1) + Θ
−(b2)Θ
−(b2).
Hence, P can be written as
P = A−
1
2
(
Θ−(b1)Θ
−(b1) + Θ
−(b2)Θ
−(b2)
)
−
1
2
(
Θ−(b2)Θ
+(b1)−Θ
−(b1)Θ
+(b2)
)
It is only left to show that P can be written in terms of Θ−.
The formula for P allows to calculate Θ−(Px) as
Θ−(Px)
= Θ−(Ax) −
1
2
Θ−
(
Θ−(b1)Θ
−(b1)x+Θ
−(b2)Θ
−(b2)x
+ Θ−(b2)Θ
+(b1)x−Θ
−(b1)Θ
+(b2)x
)
= Θ−(Ax)
−
1
2
(
Θ−
(
Θ−(b1)Θ
−(b1)x
)
+Θ−
(
Θ−(b2)Θ
−(b2)x
))
−
1
2
(
Θ−
(
Θ−(b2)Θ
+(b1)x
)
−Θ−
(
Θ−(b1)Θ
+(b2)x
))
= Θ−(Ax) + Θ−(b1)Θ
−(x)Θ−(b1) + Θ
−(b2)Θ
−(x)Θ−(b2)
−
1
2
(
Θ−(b1)Θ
−(b1)Θ
−(x) + Θ−(b2)Θ
−(b2)Θ
−(x)
+ Θ−(x)Θ−(b1)Θ
−(b1) + Θ
−(x)Θ−(b2)Θ
−(b2)
+ Θ−(b2)Θ
+(b1)Θ
−(x) + Θ−(b2)Θ
+(x)Θ−(b1)
−Θ−(b1)Θ
+(x)Θ−(b2)−Θ
−(x)Θ+(b1)Θ
−(b2)
−Θ−(b1)Θ
+(b2)Θ
−(x)−Θ−(b1)Θ
+(x)Θ−(b2)
+Θ−(b2)Θ
+(x)Θ−(b1) + Θ
−(x)Θ+(b2)Θ
−(b1)
)
.
In the previous calculation, the antisymmetry of Θ− was
used as follows
Θ−
(
Θ+(b2)x
)
= Θ−(b2)Θ
+(x) + Θ−(x)Θ+(b2)
= −
(
Θ−(b2)Θ
+(x) + Θ−(x)Θ+(b2)
)T
= Θ+(x)Θ−(b2) + Θ
+(b2)Θ
−(x).
Also,
PΘ−(x) + Θ−(x)PT = AΘ−(x) + Θ−(x)AT
−
1
2
(
Θ−(b1)Θ
−(b1)Θ
−(x) + Θ−(b2)Θ
−(b2)Θ
−(x)
+ Θ−(x)Θ−(b1)Θ
−(b1) + Θ
−(x)Θ−(b2)Θ
−(b2)
+ Θ−(b2)Θ
+(b1)Θ
−(x) −Θ−(x)Θ+(b1)Θ
−(b2)
−Θ−(b1)Θ
+(b2)Θ
−(x) + Θ−(x)Θ+(b2)Θ
−(b1)
)
.
Hence,
PΘ−(x) + Θ−(x)PT −Θ−(Px)
= AΘ−(x) + Θ−(x)AT −Θ−(Ax)
−Θ−(b1)Θ
−(x)Θ−(b1)− Θ
−(b1)Θ
−(x)Θ−(b1)
−Θ−(b1)Θ
+(x)Θ−(b2)−Θ
−(b2)Θ
+(x)Θ−(b1). (29)
From (24d), it is thus evident that P obeys
PΘ−(x) + Θ−(x)PT −Θ−(Px) = 0.
Given that this equation is satisfied for all t, a direct
application of Lemma 3 when t = 0 shows that P = Θ−(a)
for a vector a as in (16), which implies (21c).
Conversely, assume that (21a)-(21c) are true. By Lemma
3, equations (24a)-(24c) and (26c) are automatically satisfied.
Equation (26d) it is easily obtained by computing A + AT
using (21c). Furthermore, equations (26a) and (26b) are a
direct result of (5f). The validity of (24d) is shown by
computing AΘ−(x)+Θ−(x)AT −Θ−(Ax). This calculation
is analogous to the computation of (29), but in this case it
is already known that P = Θ−(a). Thus, (24d) is true given
that (21a)-(21c) hold. To show that (26e) holds, one first
computes Θ+(Ax) using (21c) as follows
Θ+(Ax) = Θ+
(
Θ−(a)x
)
+
1
2
(
Θ−(b1)Θ
+
(
Θ−(b1)x
)
−Θ+
(
Θ−(b1)x
)
Θ−(b1)
+Θ−(b2)Θ
+
(
Θ−(b2)x
)
−Θ+
(
Θ−(b2)x
)
Θ−(b2)
)
+
1
2
(
Θ−(b2)Θ
+
(
Θ+(b1)x
)
−Θ+
(
Θ+(b1)x
)
Θ−(b2)
−Θ−(b1)Θ
+
(
Θ+(b2)x
)
+Θ+
(
Θ+(b2)x
)
Θ−(b1)
)
.
Now, from the symmetry of Θ+ and (5g), one observes that
Θ+
(
Θ+(bi)x
)
= Θ+(b2)Θ
+(x)−Θ−(x)Θ−(b2)−
2
n
bTi xI +
2
n
bix
T
=
(
Θ+(b2)Θ
+(x)−Θ−(x)Θ−(b2)−
2
n
bTi xI +
2
n
bix
T
)T
= Θ+(x)Θ+(b2)−Θ
−(b2)Θ
−(x)−
2
n
bTi xI +
2
n
xbTi .
Therefore,
Θ+(Ax) = Θ+
(
Θ−(a)x
)
+
1
2
(
Θ−(b1)Θ
+(x)Θ−(b1)−Θ
−(b1)Θ
−(b1)Θ
+(x)
−Θ+(x)Θ−(b1)Θ
−(b1) + Θ
−(b1)Θ
+(x)Θ−(b1)
+ Θ−(b2)Θ
+(x)Θ−(b2)−Θ
−(b2)Θ
−(b2)Θ
+(x)
−Θ+(x)Θ−(b2)Θ
−(b2) + Θ
−(b2)Θ
+(x)Θ−(b2)
)
+
1
2
(
Θ−(b2)Θ
+(b1)Θ
+(x)−Θ−(b2)Θ
−(x)Θ−(b1)
−
2
n
Θ−(b2)b
T
1 x+
2
n
Θ−(b2)b1x
T
−Θ+(x)Θ+(b1)Θ
−(b2) + Θ
−(b1)Θ
−(x)Θ−(b2)
+
2
n
bT1 xΘ
−(b2)−
2
n
xbT1 Θ
−(b2)
−Θ−(b1)Θ
+(b2)Θ
+(x) + Θ−(b1)Θ
−(x)Θ−(b2)
+
2
n
Θ−(b1)b
T
2 x−
2
n
Θ−(b1)b2x
T
+Θ+(x)Θ+(b2)Θ
−(b1)−Θ
−(b2)Θ
−(x)Θ−(b1)
−
2
n
bT2 xΘ
−(b1) +
2
n
xbT2 Θ
−(b1)
)
.
Also,
AΘ+(x) + Θ+(x)AT
= Θ−(a)Θ+(x) + Θ+(x)Θ−(a)T
+
1
2
(
Θ−(b1)Θ
−(b1)Θ
+(x) + Θ−(b2)Θ
−(b2)Θ
+(x)
+ Θ+(x)Θ−(b1)Θ
−(b1) + Θ
+(x)Θ−(b2)Θ
−(b2)
+ Θ−(b2)Θ
+(b1)Θ
+(x)−Θ+(x)Θ+(b1)Θ
−(b2)
−Θ−(b1)Θ
+(b2)Θ
+(x) + Θ+(x)Θ+(b2)Θ
−(b1)
)
.
Since 2
n
Θ−(b2)b1x
T = A0x
T and 2
n
Θ−(b2)b1x
T = xAT0 , It
then follows that
AΘ−(x) + Θ−(x)AT −Θ+(Ax)
= Θ−(a)Θ+(x) + Θ+(x)Θ−(a)T −Θ+(Θ−(a)x)
+ Θ−(b1)Θ
+(x)Θ−(b1) + Θ
−(b2)Θ
+(x)Θ−(b2)
+ Θ−(b1)Θ
−(x)Θ−(b2) + Θ
−(b2)Θ
−(x)Θ−(b1)
−
1
n
(
A0x
T + xAT0
)
. (30)
Identity (5f) shows directly that
Θ−(a)Θ+(x) + Θ+(x)Θ−(a)T −Θ+(Θ−(a)x) = 0.
Hence, (30) implies (26e), which completes the proof.
Theorem 4: A physically realizable system satisfies the
conditions of Theorem 3.
Proof: Consider, without loss of generality, that nw = 1.
Define C = 1
2
(C1 + iC2). This means that C is playing
the role of Λ in Theorem 1. By conditions (ii) and (iii) of
Theorem 2, the fact that B1 = Θ−(b1) and B2 = Θ−(b2) is
automatic by considering b1 = C2 and b2 = C1. Next, one
has from (i) of Theorem 2 that
A0 =
1
n
(
1
2
(B1 − iB2)(C1 + iC2)
†
)
= −
2
n
iΘ−(C)C†.
Now, from (5d), Θ−(A0) is
n
2
Θ−(A0) = −Θ
−(2iΘ−(C)C†)
= −2i
(
Θ−(C)Θ−(C†)−Θ−(C†)Θ−(C)
)
.
Since Bi is antisymmetric, it follows that
B1B
T
2 −B2B
T
1 = −2i(Θ
−(C)Θ−(C†)−Θ−(C†)Θ−(C)).
Therefore, (21b) holds. Finally, since the considered system
is physically realizable then adding (12b) and its transpose
gives
A+AT +B1B
T
1 +B2B
T
2
= Θ+(b2)Θ
−(b1)−Θ
−(b1)Θ
+(b2)
+ Θ−(b2)Θ
+(b1)−Θ
+(b1)Θ
−(b2)
=
n
2
Θ+(A0),
which concludes the proof.
The implication of this theorem is that a state space model,
as given by (10) and (11), describes an open n-level quantum
system when it satisfies the physical realizability conditions
since they also ensure preservation of commutation and
anticommutation relations of SU(n). In addition, it is known
that the physical realizability conditions can be employed to
obtain the (S,L,H) parametrization of that quantum system.
V. CONCLUSIONS
Conditions for preserving commutations and anticommu-
tation relations have been provided for QSDE’s of the form
(10). These results used explicitly the algebra of SU(n),
and in particular algebraic expressions involving the anomaly
tensor d had to be employed. Moreover, it was shown
that the physical realizability implies the preservation of
those relations, and therefore under physical realizability
conditions the system given by (10) and (11) describes an
open n-level quantum system.
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