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Abstract—Network and service management encompasses a set
of activities, methods, procedures, and tools whose ultimate goal
is to guarantee the proper functioning of a networked system.
Computational tools are essential to help network administrators
in their daily tasks, and information visualization techniques
are of great value in such context. In essence, information
visualization techniques associated to visual analytics aim at
facilitating the tasks of network administrators in the process
of monitoring and maintaining the network health. This paper
surveys the use of information visualization techniques as a tool to
support the network and service management process. Through
a Systematic Literature Review (SLR), we provide a historical
overview and discuss the current state of the art in the field.
We present a classification of 285 articles and papers from 1985
to 2013, according to an information visualization taxonomy as
well as a network and service management taxonomy. Finally, we
point out future research directions and opportunities regarding
the use of information visualization in network and service
management.
Index Terms—Network Management, Service Management,
Information Visualization.
I. INTRODUCTION
NETWORK and service management is accomplishedthrough the employment of a set of tools that help
network administrators to perform the diverse tasks required
in each stage of the management process. Such tools enable
network administrators, for example, to retrieve management
information from remote devices, to analyze the collected in-
formation, and to take decisions to fix or optimize the network
by reconfiguring not well-tuned devices. Some of these tools
are quite mature and widely deployed, such as the Simple Net-
work Management Protocol (SNMP) [1], frequently referred
to as the de facto management protocol for TCP/IP networks.
Other tools, however, still require improvements to decrease
the complexity of the management process effectively.
In the analysis of management data, the network admin-
istrator looks for unusual network conditions that require
his/her reaction to lead the managed infrastructure back to
a consistent state. Although network analysis can be almost
fully automated, that is only possible after having the main
network scenarios properly identified by human reasoning.
Thus, human interpretation of the network conditions plays
a key role, and tools to aid network administrators in this
process also become essential. Information visualization is one
of these tools that allows network administrators to understand
the behavior of the managed network (e.g., to identify usual or
unusual patterns, to analyze performance measurements, and
to react in case of identified anomalies).
Throughout the years, several authors have addressed infor-
mation visualization techniques as a tool to help in the network
and service management activities. For instance, Becker et al.
[2] presented the first relevant work in this context, still in the
90s. However, according to Pras et al. [3], the available in-
formation visualization techniques and interfaces for network
administrators are not satisfying for the following reasons:
• Traditional topological views do not scale well with the
increasing size and complexity of networks. This prob-
lem becomes even worse when attempting to visualize
multiple or all of the involved layers.
• Visualization of measurement datasets and basic statistics
is often static, with very limited support for interactive
exploration (e.g., by applying filters, zooming etc.).
• Traffic visualizations typically focus on the visualiza-
tion of high-volume traffic components. However, certain
tasks, especially in the context of security, require to
extract and highlight unusual, sometimes small-volume
traffic patterns.
• Many existing tools are designed for offline analysis and
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visualization. However, there is a growing need for online
or close to real-time visualizations to reduce detection and
reaction times.
The focus of research on information visualization tech-
niques and network and service management is an important
point. Most of the current works focus on security manage-
ment. Indeed, contributions in this field are more evident from
2004 when has occurred the first edition of the Visualization
for Cyber Security (VizSec) forum [4]. Efforts by the security
community have allowed a more comprehensive understanding
of the use of information visualization techniques to deal
with security issues. Shivari et al. [5], for example, presented
a thorough study on visualization systems for network se-
curity, where the visualization systems are grouped by use-
case classes and classified by the employed visualization
techniques.
Although we have found many articles and papers adopt-
ing information visualization for security management, it is
only one of the areas of network and service management.
Thus, several other important topics are not covered or have
few investigations carried out so far. For instance, there is
still a clear lack of advanced visualizations that could cope
with more modern networked systems (e.g., Software-Defined
Networking - SDN).
In this paper, we survey the literature on information visu-
alization techniques as a tool to support network and service
management tasks. To conduct our study, we carried out a
Systematic Literature Review (SLR) [6]. Our contribution is
three-fold: (i) we draw a historical overview of the research on
information visualization for network and service management
based on 285 articles and papers published from 1985 to 2013;
(ii) we classify each article/paper according to both a net-
work and service management taxonomy and an information
visualization taxonomy, highlighting how each taxonomy is
filled by the surveyed work; and (iii) we identify and discuss
future research opportunities and challenges in the field.To
the best of our knowledge, this is the first work to survey
the literature on information visualization and network and
service management in a large (i.e., number of articles and
papers) and comprehensive (i.e., several topics on network and
service management) way.
This survey targets a wide audience of experts in both
fields of network and service management and information
visualization. In Section II, we briefly review the background
on network and service management and information visual-
ization. We believe that Section II is helpful to readers that
are unfamiliar with such areas. In Section III, we present the
methodology adopted in this survey. In Section IV, we present
a historical overview, the state of the art, and other initiatives
in the field. In Section V, we introduce the taxonomies we
adopted for each area (i.e., information visualization and
network and service management) as well as the results
and discussions related to the classification of the surveyed
articles and papers. In Section VI, we discuss the key future
research directions, highlighting the investigation opportunities
observed during our survey. Finally, in Section VII, we draw
our final comments.
II. BACKGROUND
In this section, we review some fundamentals of network
and service management and information visualization. We
start reviewing basics of network and service management
and, afterward, address information visualization concepts.
The purpose is to aid readers who are unfamiliar with such
areas; experts can then skip this section.
A. Network and Service Management
To emphasize the importance of network and service man-
agement, we use the Formula 1 world championship as a
metaphor. The basic assumption is that a great driver needs a
competitive car to be a world champion. So, what should be
done to get a competitive race car? Obviously, this question
has some straightforward answers. For example, building up a
competitive race car requires, minimally, a well-developed de-
sign, a qualified engineers team, and high-quality gears (such
as mechanical and electrical equipment). Nevertheless, these
requirements are not enough to ensure the car performance
throughout the season. If this assumption were true, once a
race car have been built and tested, no more improvements
would be needed. Instead, Formula 1 teams normally have a
huge budget to invest in computational capabilities such as
monitoring performance by telemetry, and software tools for
prediction and trend analysis. These are typical examples of
resources that help teams to maintain the race car efficient and
competitive.
Based on that metaphor, it is possible to outline a similar
context for networked systems. Certainly, a significant portion
of the performance of a networked system is obtained by
proper design, an expert team of engineers and network admin-
istrators, infrastructure, and suitable hardware and software.
However, this is only an important phase in the process,
as well as the race car designing and building. Network
operators and engineers teams should be enabled, for example,
to monitor, measure, and analyze the networked ecosystem to
keep it healthy as long as possible. Thus, the fundamentals
and practices defined by the network and service management
discipline are mandatory.
Efforts on network management standardization were
started by the Open Systems Interconnection (OSI), within
the International Organization for Standardization (ISO) in
conjunction with the Telecommunication Standardization Sec-
tor of the International Telecommunications Union (ITU-
T). In this context, we highlight the widely known OSI
Management Framework [7] and OSI Systems Management
Overview (SMO) [8], which divided management functions
into five functional areas. These areas are commonly denoted
by the term “FCAPS”, an acronym for Fault, Configuration,
Accounting, Performance, and Security management.
In general, the standardization of the OSI reference model is
the basis for other network management definitions. Here, we
introduce two definitions of network and service management.
Network management is the act of initializing, monitoring, and
modifying the operation of the primary network functions,
where primary network functions are those functions that
directly support user requirements [9]. Secondly, network
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management refers to the activities, methods, procedures, and
tools that pertain to the operation, administration, maintenance,
and provisioning of networked systems [10].
Nowadays, services and applications that comprise business
processes are supported by networked systems. Typical ex-
amples are Electronic Data Interchange (EDI) systems. Enter-
prises may incur extreme losses (e.g., billing, productivity, im-
age degradation) because of interruption or degradation of their
EDI system. From this example, it is possible to understand
how sensitive business processes are in the event of disruption
or instability in the network and service infrastructure. Thus,
the network and service management is no longer a relevant
issue only for network operators and engineers teams. The
concerns about an efficient network and service management
became part of the business goals since it is one of the pillars
to ensure competitive advantages in the market.
Based on such context, computational tools are essential to
perform network and service management tasks. In essence,
they are means to support the management workflow as a
whole. In a general way, the management workflow is based
on three main axes: (i) monitoring, (ii) analyzing, (iii) and
acting. The monitoring process is characterized by obtaining
raw data from the managed environment (e.g., configuration
and performance data). In turn, the analysis process is based
on the interpretation and reasoning over the collected data.
Finally, in the acting phase, actions (e.g., reaction to a failure
event, reconfiguration, optimization) are performed. Fig. 1
depicts a generic network and service management workflow
based on these three main axes.
Figure 1. A generic network and service management workflow based on
three main axes: monitoring, analyzing, and acting. Two roles are depicted at
the top: the network administrator and the computational tools.
Over the years, several computational tools have been
developed to support the management activities. In fact, most
of them are quite mature and widely employed in production
environments. On the other hand, several gaps and opportu-
nities remain. The use of information visualization techniques
over management datasets as a tool to help human operators
in their analysis and reasoning is an example.
B. Information Visualization
We start with quoting Shneiderman’s statement [11]: “a
picture is often cited to be worth a thousand words and, for
some (but not all) tasks, it is clear that a visual presentation
- such as a map or photograph - is dramatically easier to use
than is a textual description or a spoken report”. Actually,
visual representations are very efficient even in ordinary daily
activities. The sign boards on pavements, streets, and subways
are the most simple examples. Another good example is the
maps that explain the railway lines of subways, which are
likely to be understood by people not speaking the country’s
language.
The field of information visualization forms a whole re-
search area in computer science. This discipline was formally
recognized in the late 80’s, coincidentally close to the time
when the network and service management community started
to grow. Card et al. [12] define information visualization as the
use of computer-supported, interactive, visual representations
of abstract data to amplify cognition. Ward et al. [13] define
visualization as the process of representing data, information,
and knowledge in a visual form to support the tasks of
exploration, confirmation, presentation, and understanding.
The word “abstract” is highlighted in bold in the previous
paragraph because it plays a major role in the definition of
information visualization. Basically, the visualization field has
been subdivided into two main subfields: scientific visualiza-
tion and information visualization. While scientific visualiza-
tion deals with scientific data, information visualization deals
with abstract data.
Most of the time one distinguishes the areas based on
the spatial domain of scientific visualization applications as
opposed to a non-spatial (e.g., a set of elements) domain of
information visualization applications. According to Tory and
Mo¨ller [14]:
• Scientific visualization is typically categorized by the
dimensionality of the data values (number of independent
variables), and whether the data is scalar, vector, tensor, or
multivariate (having more than one dependent variable).
• Information visualization can be similarly organized by
data type. Common categories are multi-dimensional
databases (often containing more than three dimensions),
text, graphs, and trees.
In this article, we focus on information visualization since
the nature of management datasets are aligned with informa-
tion visualization assumptions. Datasets such as texts (e.g.,
logs or configuration settings) and graphs (e.g., logical con-
nections among IP addresses) are typical examples of data
handled in network and service management tasks; they are
clearly defined over a non-spatial domain and can be classified
as abstract data.
Fig. 2 shows the classical reference model of visualization
proposed by Card et al. [12]. This reference model outlines
the main components present either in the use of a technique
or the development of a new technique. In the first step,
raw data (i.e., collected or synthesized) is represented as
data tables. In this phase, the raw data may be processed
by other methods (e.g., data mining techniques) to generate
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the desired information. Next, information (i.e., data tables)
is manipulated and then transformed into one or more visual
representations. Finally, the end-user manipulates and interacts
with the visual representation in a view.
Figure 2. The reference model for visualization proposed by Card et al. [12].
From the visualization reference model, we go back to Fig.
1. Datasets obtained from the network monitoring process
are input to the reference model, i.e., the raw data. Users
(in this case, network administrators) interact with the data
representations to perform tasks and to browse the man-
agement information, by manipulating visual structures in a
view. In summary, the entire process consolidates information
visualization as a proper and important computational tool to
support network and service management tasks.
III. METHODOLOGY
We have adopted the concepts of Systematic Literature
Review (SLR) [6] as a means to structure and organize
our research. As a first step, we defined an ad-hoc review
protocol. Fig. 3 depicts the review protocol, and the following
subsections describe each step of it.
Figure 3. Review protocol of SLR.
A. Background
In the context of an SLR, background refers to the rationale
for our survey. As previously mentioned, to the best of our
knowledge, no other survey has shown the big picture of
literature regarding the historical perspective and the state of
the art in network and service management and information
visualization in a comprehensive way. For this reason, we
understand that there is an important gap in the current
literature.
B. Research questions
The research questions are those that this survey intends to
answer. Our questions are:
RQ1: What are the most explored topics on network and
service management regarding the use of information visual-
ization?
RQ2: What are the most employed information visualization
techniques and tasks/interactions for network and service
management?
RQ3: What related insights are revealed by the proposed
classification? For example, what are the most widely used
information visualization techniques for a given network and
service management topic?
RQ4: What are the future research directions identified from
this survey?
C. Search process
First, as shown in Fig. 4, we defined the keywords and the
academic search engines as follows:
1) Keywords: “visualization AND network management”,
“network AND service AND visualization”, “network
visualization”, “network AND visual”, and “visualization
AND security”. The use of the “security” keyword was
based on a previous analysis, in which a large number
of works was identified in this network and service
management subtopic (this issue will be addressed in the
following sections).
2) Academic search engines: Google Scholar, Microsoft
Academic Search, Scopus, IEEExplore Digital Library,
and ACM Digital Library.
Figure 4. The flowchart depicts the search process defined as the Step 3 in
Fig. 3.
After defining keywords and academic search engines, the
search itself was performed. Hereinafter, in order to better
explain each step after “Perform search” (see Fig. 4), we use
an example where the Google Scholar is the search engine
and “visualization AND network management” is the query.
Basically, the first step of filtering (after “Perform search” in
Fig. 4) refers to the analysis of the search results (e.g., title and
brief description) to identify articles and papers that are in or
out of scope. By using the example, Google Scholar returned
around 578,000 results (we do not differentiate patents and
citations). We sorted such results by relevance and analyzed
the first three hundred of them. We decided to analyze the first
three hundred because we observed that, after the first hundred,
the results started to be unrelated to the research goal.
Among the first ten results in our example, we list here as
examples the work of Corchado and Herrero “Neural visual-
ization of network traffic data for intrusion detection” [15],
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Le Grand and Soto “Information management-Topic maps
visualization” [16], and Itoh et al. “Hierarchical visualization
of network intrusion detection data” [17]. These articles/papers
were selected for the second step of filtering. On the other
hand, also among the first ten results, we found the title
“Modes of Network Governance: Structure, Management, and
Effectiveness” [18] which was directly discarded because it is
out of scope.
In the second step of filtering, we analyzed the abstract
and keywords of each paper that was selected by the first
filtering. At this point, if the article/paper somehow matches
with the research goal, it is recorded and cataloged. Otherwise,
the article/paper is discarded. For each recorded and cataloged
article/paper, its references were analyzed to seek for other
relevant works in the field. In this stage, we verified the title
and the publication venue of each reference. If the title and the
publication venue of the reference were promising, the second
step of filtering was performed over the article/paper selected
from the reference. In essence, it was an iterative process, i.e.,
for each new article/paper its references were also analyzed.
Taking into account the example mentioned above, [15]
and [17] are examples of articles/papers that match with the
research goal. Thus, they are stored and cataloged, and their
references are verified. In the analysis of the references of [15],
for example, we found the work of Koike et al. “Visualizing
cyber attacks using IP matrix” [19]. On the other hand, [16] is
an example of a work that was discarded after the analysis of
the abstract and keywords (i.e., the second step of filtering).
Once finished the search process, a set of 374 articles and
papers remained selected. These publications are from a time
interval ranging from 1985 to 2013.
D. Exclusion criteria
After recording and cataloging those 374 articles and papers,
we performed a deeper analysis where we verified introduc-
tion, proposal overview, results, and conclusions of each one.
This step aimed to identify articles and papers that match or
not the five exclusion criteria defined for this research. The
five exclusion criteria are defined as follows:
1) Gray area for network and service management: arti-
cles and papers that in our understanding are not clearly
in the network and service management scope, i.e., they
could not be a consensus in the community. For instance,
Veras et al. in “Visualizing Semantics in Passwords: The
Role of Dates” [20] introduced an investigation into the
semantic patterns underlying user choice in passwords. It
is a very interesting work but falls under this criterion.
2) Gray area for information visualization: articles and
papers that in our understanding do not present the used
information visualization techniques clearly. For instance,
the work proposed by Dinh-Duc et al. “Nviz - A General
Purpose Visualization tool for Wireless Sensor Networks”
[21].
3) Surveys/Evaluation: articles and papers that introduce a
research addressing some topic in the field. For instance,
Goodall in “Visualization is Better! A Comparative Eval-
uation” [22] introduced an interesting comparative eval-
uation of a visualization application and a traditional
interface for analyzing network packet captures. Shivari
et al. “A Survey of Visualization Systems for Network
Security” [5] introduced a valuable survey of Visualiza-
tion Systems for Network Security.
4) Same as or related to: articles and papers that were
published in more than one venue (e.g., journal, con-
ference, etc.) or articles and papers that are improve-
ments/variations of previous work. For instance, the
works presented in “An Implementation of Visualization
System for Visualizing Network Topology and Packet
Flow in Mobile Ad-hoc Networks” [23], “MANET-
Viewer: A Visualization System for Mobile Ad-hoc Net-
works” [24], “MANET-Viewer II: A Visualization System
for Visualizing Packet Flow in Mobile Ad-hoc Networks”
[25], and “MANET Viewer III: 3D Visualization System
for Mobile Ad-hoc Networks” [26]. In these cases, we
kept only the most recent work (i.e., [26] in our example).
5) Withdraw: articles and papers that, although having
passed in the first and second step of filtering, after a
deeper analysis we concluded they are out of scope for
this survey. For example, the work of Fang et al. “Au-
tomated Tracing and Visualization of Software Security
Structure and Properties” [27].
Based on these five criteria, 89 articles and papers were
left out of the survey. Thus, we selected 285 articles and
papers from the originally 374 recorded and cataloged during
the searching steps. These 285 articles were used for the
classification described in Section V. Fig. 5 shows the number
of surveyed articles and papers per publication year.
Figure 5. Number of surveyed articles and papers per year of publication.
IV. LITERATURE SURVEY
In this section, we introduce the literature survey. Section
IV-A is the historical overview. We start from articles and
papers published in the 80s and 90s, and afterward, we focus
on works between 2000 and 2008. In Section IV-B (State of
the art), we address articles and papers in a time interval from
2009 to 2013. Both Section IV-A and IV-B are divided into
two parts as follows: (i) Other fields - works that address other
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topics of network and service management instead of security
management (e.g., analysis of routing data [28][29][30] and
configuration management [31]), and (ii) Security field -
works focused on security management. In Section IV-A, this
division is used only for the period between 2000 and 2008. In
Section IV-B, this division includes the whole period between
2009 and 2013.
In short, the division mentioned above has emerged be-
cause publications from 2000s started to have a more evident
characterization: a significant increase in efforts that address
visualization for security management. Specifically after 2004,
the number of publications addressing security issues has an
expressive increase since at that year the first edition of VizSec
forum has occurred. VizSec focuses on visualization and data
mining for computer security, and it started as a workshop.
Over the years, the event got bigger and, since 2010, VizSec
began to publish proceedings with ACM International Confer-
ence Proceeding Series (ACM ICPS).
VizSec has a significant contribution to the field. For in-
stance, we found a total of 33 articles and papers in 2006,
where 16 were published in VizSec (i.e., 48.5%). However,
this behavior is not only because of VizSec. Articles and
papers published in other venues were also focused on security
issues. In 2007, for example, only one work did not address
security management (i.e., 5.26%). The period between 2009
to 2013 (state of the art) shows the same trend. Among 123
surveyed articles and papers in this time interval, there are 85
(69.11%) addressing security management. In 2009, from 16
surveyed articles and papers, there are only two articles/papers
that address other topics of network and service management.
Fig. 6 depicts these numbers in the time interval between 2004
and 2013.
Finally, in Section IV-C, we outline other initiatives in the
field. In this case, we are interested in efforts that are not
necessarily bound to publications of articles and papers. In
essence, we focus on research groups, forums, and projects.
A. Historical overview
We start from the 80s as a symbolic time. At that time, the
information visualization and network and service manage-
ment fields were in their infancy. As previously explained (in
Section II), information visualization has its beginnings as an
area between the end of the 80s and the beginning of the 90s.
At that time, communications networks were in expansion.
The Internet Protocol (IP) and concepts related to network
and service management were still incipient when compared
to the great evolution happening years later with the Internet.
In 1985, Gilbert and Kleino¨der [32] introduced the CNM-
Graf (Communications Network Management Graphics Facil-
ity), an architecture for network management. They focused
on how to efficiently manage large quantities of management
data and how to view this data at a user-defined level of detail.
In that context, they proposed an algorithm to produce the
network layout by using a graph representation (i.e., node-
link). Three years later (1988), Kar et al. [33] introduced
an improved algorithm for the CNMgraph representation,
highlighting that the new approach would spend less time to
Figure 6. (a) Percentage of articles and papers addressing security and other
fields in the time interval ranging from 2004 to 2013; (b) Distribution of
articles and papers in the same time interval.
produce and display the network layout. In 1989, Anderson
and Linebarger [34] also highlighted the volume of data that
should be examined as a challenge for network management.
They took a step further by proposing a display program
with capabilities such as digraph representation (i.e., node-
link representation of the network), color modulation (i.e., a
color range to represent load to capacity ratio), hierarchical
structure of the network, and node icons.
The 90s were characterized by relevant contributions from
the AT&T Bell Laboratories team. We found that the first
manuscript was presented by Becker et al. [35], in 1990. In
that work, they introduced the first insights that conducted
to the development of the SeeNet tool, by describing several
dynamic graphical tools. Later, Becker et al. [36] described
three complementary graphical techniques (linkmap, traffic
matrix, and nodemap) to display network data through the
SeeNet tool. In 1995, Becker et al. [2] described in details
the visualization concepts applied in the development of the
SeeNet tool and closed the loop of previous works. The work
presented by Becker et al. [2] is the most cited publication
regarding visualization and network and service management.
Up to now, this manuscript has 440 citations (according to
Google Scholar database). Several visualization techniques
were proposed such as link maps (that represents network
connections), node maps (that displays nodes by showing a
glyph or symbol with characteristic such as size, shape, and
color), and matrix display. A set of interactive tools was also
presented such as manipulating line length between links, line
thickness, symbol size and color, animation speed, zooming,
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and brushing. Additionally, the authors showed two examples
of situations where the SeeNet tool was applied: the CICNet
packet-switched data network and an email communications
network. Fig. 7(a) depicts an overview of SeeNet visualization.
Still on contributions of the AT&T Bell Laboratories team,
Cox and Eick [37] introduce a case study of a 3D approach to
display the globe surface and arcs that represent connectivity
and traffic between fifty countries over the NFSNET/ANSnet
backbone. Eick [38] improves previous work [37], using three
different strategies: dynamic parameters focusing, positioning
and linked filters, and a 3D layout. Abello et al. from AT&T
Labs - Research [39] described two approaches for large scale
network visualization: a project in large-scale graphics and
network displays, and an experiment with a novel graphical
representation of networks using a hierarchy of 3D surfaces
that forms a hierarchical graph surface. Koutsofios et al.
[40] [41] introduce SWIFT-3D, an integrated data visualiza-
tion and exploration system created at AT&T Labs also for
large scale network analysis. SWIFT-3D employs a set of
different visualization techniques such as statistical 2D (line
graphs, histograms, etc.), pixel-oriented 2D, and dynamic 3D
visualizations. Fig. 7(b) shows an overview of SWIFT-3D
visualization.
There were several other efforts in the 90s. Zinky and
White [42] describe an environment and a prototype (named
as SpyGlass) for visualizing packet traces to simplify trou-
bleshooting protocol implementations. Consens et al. [43] [44]
introduce the Hy+ system, which provides support for query
visualization over management datasets. Basically, they focus
on hygraph, an extension of the notion of a traditional graph
by incorporating blobs (e.g., the subnet is a blob node since it
contains other network nodes) in addition to edges. Interactive
features are provided to manipulate hygraphs, such as panning,
zooming, and moving. Crutchet et al. [45] and Feiner et al.
[46] describe a system that uses a 3D virtual world as user
interface for managing a large Gigabit ATM network. They
combine high-performance 3D graphics processors with 3D
displays and interaction devices to create a virtual worlds for
network management.
Some proposals were developed addressing real-time visual-
ization. Nakai et al. [47], from NEC Corporation, present an
approach to visualize networks in real-time using a bifocal
display technique. Lamm et al. [48] propose a real-time
approach of visualization to support World Wide Web (WWW)
performance analysis. They use a virtual reality framework
called Avatar to develop three different display metaphors for
performance data: time tunnels, scattercubes, and geographic
displays. Parulkar et al. [49] introduce a Network Monitor-
ing, Visualization, and Control (NMVC) system that allows
network administrators to calibrate and fine-tune network and
application parameters in real time. They present a visualiza-
tion system called View Choreographer, which performs user-
specified mappings of network events.
Munzner et al. [50] show a case study of visualizing the
global topology of the Internet Multicast Backbone exploring
3D concepts to build an interactive map of the Internet
Multicast Backbone tunnel structure. To do that, the tunnels
are represented as arcs on a globe. The endpoints of the
tunnels are drawn at the geographic locations of backbone
routers. Oetiker [51] describes the history and operation of the
Multi Router Traffic Grapher (MRTG) and the Round Robin
Database Tool. Although MRTG provides charts in a standard
2D representation, this tool is still widely used by the net-
work and service management community to monitor Simple
Network Management Protocol (SNMP) network devices.
Works on visualization for security field are also found
in the 90s. Swing [52], from the National Security Agency
(NSA), describes an application called Flodar (short for Flow
Radar) that monitors traffic flows. Display modes in this
tool are: “platter” (servers are represented by a cylinder and
arranged radially around a disc), 3D geographic view (each
remote server is mapped to its geographic location), 3D
building displays (each server is represented by cylinders at
its physical location in the building), and hyperlinks repre-
sentation (showing a network traffic flowing from a selected
server to a set of other buildings). Girardin and Brodbeck
[53] describe an experimental system based on unsupervised
neural networks and spring layouts to classify automatically
network events contained in logs. This work also introduces
iconic representation in a grid, where each cell depicts some
characteristics of events, and parallel coordinates to understand
the correlation among several attributes of an event. Afterward,
Girardin [54] introduces an intrusion detection approach and
a visualization system based on a colored map. This map
is formed by squares within a grid and properties such as
foreground color, size, and background color are used to define
an event and the characteristics of their attributes.
At this point, we finish the historical overview of the 80s
and 90s. As previously mentioned, the interval between 2000
and 2008 is divided into two parts as follows.
1) Other fields: We start from the employment of informa-
tion visualization based on routing data, specifically from the
Border Gateway Protocol (BGP). Burch and Cheswick [28]
and Cheswick et al. [55] introduce an approach that uses,
among other information, BGP data to draw the Internet graph.
The main goal is to outline the size and complexity of the
Internet. They use a force-directed method to layout the graph,
where each link represents a path, and its color represents a
specific network. Teoh et al. [29][56] use BGP to develop a
visual method to aid in anomaly detection. A quadtree map-
ping is used to represent the entire space of 32-bit IP address.
Attributes such as color, hue, and brightness on the squares
are used to determine specific behaviors. Other features such
as animation and 3D representation (with rotation, translation
and zoom/pan operations) are provided. Au et al. [57] show
a tool called VLNT (Visualizing Large Network Topologies),
which helps network managers to analyze complex routing
topologies. They describe an approach for graph layout using
BGP routing data.
Colitti et al. describe an on-line service (called BGPlay)
to visualize the behavior and instabilities of Internet routing
at the autonomous system level [30]. They define two types
of information to be displayed, namely routing status and
routing events, and their requirements, which are based on
analysis of BGP protocol features. A graph layout is used,
where Autonomous Systems (AS) labeled by their numbers
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Figure 7. (a) An overview of SeeNet visualization [2]. A node-link representation where nodes are geographically plotted. Thickness and color of links mean
the percentage of idle capacity; (b) An overview of SWIFT-3D visualization [40]. A 2D line plot is shown at the top. In the middle, a 3D display where
histogram bars are geographically plotted for each location. In a pop-up window, a 2D overview, which depicts each location as a single pixel color.
are nodes and AS-paths are links. This tool also provides
animations of routing events. Lad et al. [58] propose a tool to
visualize Internet routing changes at the global scale (named
as Link-Rank). This tool uses messages exchanged from BGP.
The visualization approach is also based on a 2D graph
layout, where ASs are nodes and connections among ASs are
represented by links. Each link has a weight that represents
the number of routes using that link. Line style (e.g, solid or
dashed) and color (e.g., red or green) are used to represent link
states. Additionally, this tool provides activity plots that use
bars on a horizontal axis time to summarize routing changes
in the graph layout.
Visualizations were also explored to analyze network flows.
Xiao et al. [59] describe an approach to discover patterns
in network traffic flow data. Once a pattern is recognized,
the analyst may store it in a knowledge database for future
analysis. They use a traditional 2D scatterplot to map visual
attributes obtained from flow data. Minarik and Dymacek
[60] propose a visualization tool based on graphs to display
network traffic flow data from NetFlow data records. This
tool offers a standard 2D display and provides filtering feature
using parameters of pure NetFlow data.
Gubin et al. [61] [62] introduce a tool called PingTV,
which uses the Ping utility to quantify network metrics such
as round-trip time, reachability, packet loss, quiescence, and
unpredictability. Based on measurements of these metrics,
colored symbols (representing the network status) are plotted
as an overlay of a geographical image of the location from the
user perspective (e.g., buildings). The proposal of Dimopoulou
et al. [63] is also focused on network performance metrics,
but in the context of QoS-aware IP networks. They introduce
a tool called QoS Management Tool (QMTool) to address
the heterogeneity, complexity, and dynamic behavior of such
networks. The visualization features are 2D charts to display
network performance data, node-link representation of the
network topology, and icons to represent network elements.
Scho¨nwa¨lder et al. [64] introduce a discussion on how to
perform large-scale SNMP traffic measurements to develop a
better understanding of how it is used in production networks.
They use a set of tools to conduct this research, among them
we highlight graph layout representation to analyze the SNMP
protocol behavior. Although static, these views are helpful
to represent, for example, the relationships between SNMP
managers and agents as well as to increase the potential
analyzes from experts. Following the same topic, Salvador and
Granville [65] [66] introduce three visualization techniques to
help in SNMP traffic analysis. In the visualization of manage-
ment network topologies, attributes of nodes are encoded by
color and size, and line style and color denote link attributes.
MIB-tree visualization represents the Management Informa-
tion Base (MIB) in a tree view and combines histograms that
count the number of messages where each MIB object appears.
The last visualization uses bar histograms to visualize SNMP
Messages per 1-hour intervals.
Douitsis and Kalogeras [67] introduce the use of web-based
technologies such as Scalable Vector Graphics (SVG) markup
language and Asynchronous Javascript and XML (AJAX) to
develop interactive graphs focused on network management.
Valle et al. [68] also propose a visualization tool that uses web-
based technologies (such as SVG), but to display Wireless
Mesh Network (WMN) topologies. The tool plots a mesh
network visualization using a graph layout and presenting the
link quality over the network topology map.
The proposal of Estrin et al. [69] is centered on a network
animator called NAM, which provides several features to aid
in designing network protocols. NAM provides a network
graph where nodes are devices and links are used to connect
those devices and to show the packets’ animation. Also using
animation, Brown et al. [70] propose a visualization tool
(called Cichlid) to provide insights over network performance
data sets. The tool supports 3D bar charts and a vertex-edge
graph (also in 3D).
Burns et al. [71] propose an approach based on an Eco-
logical Interface Design (EID) to aid in network management
through visualization. This proposal uses a polar star diagram
to display metrics of network devices in a 3D view. Addition-
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ally, a 3D view draws physical topology and layout of devices
within the experimental network (a portion of a university
campus network).
Yip et al. [72] use the Cooperative Association for Internet
Data Analysis (CAIDA) data sets to construct a graph for
visualizing the Internet as a network of ASs. An interesting
point of this approach refers to the use of a three-dimensional
spherical display, where a 3D graph of the AS Internet
connections is displayed on the globe.
2) Security field: We start the review of security field
from proposals based on Intrusion Detection Systems (IDS).
Erbacher et al. introduce an approach to deal with attacks and
misuses of computer systems [73][74][75][76][77][78]. They
use the Hummer intrusion detection system, which provides
data through normal log files. These log files have statistics and
other available information about the monitored systems (e.g.,
hosts, services, etc.). From these log files, they create glyphs
as a visual representation of each type of system. These glyphs
encode visual attributes such as the number of users, system
load, status, and unusual or unexpected activity. Besides to
glyphs, lines with specific appearances are used to determine
a pre-defined set of activities in the monitored environment.
For example, a thick line in a red color represents a port scan.
Fig. 8(a) depicts an example of this visualization.
Nyarko et al. [81] introduce a tool called Network Intrusion
Visualization Application (NIVA) to help in extracting mean-
ingful insights from the masses of network intrusion data. They
combine the haptic technology to key principles of information
visualization techniques, such as 3D representation, colors,
and shapes. Stolze et al. [82] use IDS events to propose
visual tools to help in security event troubleshooting. The
visualization system supports the task of new event triage. Two
types of visualization techniques are combined: scatterplots
and parallel coordinates.
Abdullah et al. [83] introduce the IDS Rainstorm, a tool to
deal with alarm data generated by IDS through visualization.
They use a 2D representation based on eight vertical axes to
represent the IP address range. Horizontal lines are employed
to divide class B IP addresses, and IP addresses range of each
department (from the environment used in the experiment).
Circles representing events are displayed between each vertical
axes. Additionally, lines are used to connect circles to vertical
axes, outlining the relationship between an event and an IP
address. Features such as zooming, glossing and filtering are
also provided.
Itoh et al. [17] introduce a hierarchical data visualization
to deal with incidents originating from IDS. The visualization
approach is based on leaf nodes and branch nodes. Leaf nodes
are black square icons, and branch nodes are rectangular
borders that enclose leaf nodes. They use this approach to
group computers according to their IP addresses, where the
hierarchy is given by the byte order of the IP address. An
experimental implementation uses a 3D display.
Other proposals were developed using network flow data.
Yin et al. [79] use NetFlows records and visualization features
to enhance the ability of human network administrators to
detect and investigate anomalous behaviors in the managed
network. As a result of this design, they show a tool named
VisFlowConnect. Basically, a parallel coordinate system with
three axes is used, where each vertical line corresponds to,
respectively, the originating domain of network traffic coming
into the internal network, the machines on the internal net-
work, and the destination domain of outgoing traffic. The tool
also provides animation mechanism and zooming. Fig. 8(b)
shows the main display of VisFlowConnect.
Lakkaraju et al. [80][84][85][86] propose a tool named NVi-
sionIP that uses NetFlow data to display a visual representation
of the network traffic. The main goal of the NPVision is to
increase the security analyst’s situational awareness employing
visual features. They argue that NPVision enables analysts to
visualize the current state of the network regarding security
threats quickly. NVisionIP provides a central display (named
as Galaxy view) that has three main layouts (i) a coordinate
system, where subnets are listed on X axis and the hosts
in each subnet are listed on Y axis, and the color of each
host represents characteristics of interest, (ii) a cluster view,
where hosts are grouped according to their functions, and (iii)
a treemap view, where hosts are represented by rectangles,
and the size of the rectangle reflects the characteristic of
interest (i.e., a large rectangle represents a more important
characteristic of interest). Additionally, this tool provides, for
example, 2D bar charts with detailed information on single
hosts and animation. Fig. 8(c) depicts the main display of
NVisionIP.
Fischer et al. [87] use NetFlow records with an IDS to
enable efficient exploration of suspicious activity. As a result,
they describe a tool named NFlowVis. This tool maps the
monitored network to a treemap visualization in the center
of the display and arranges the previously selected attackers
at the borders. Fig. 9 shows an example of visualization on
NFlowVis.
Figure 9. A case study of a massive distributed SSH attack originating from
a Botnet using NFlowVis [87].
Phan et al. [88] describe the system Isis that uses network
flow data to aid skilled analysts in the investigation of in-
trusions. They developed a standard 2D display containing a
timeline. In this timeline, time is mapped left-to-right along the
X-axis, and the Y-axis represents the amount of traffic to and
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Figure 8. (a) Visual representation of network and system activity proposed by Erbacher [73]; (b) The main display of VisFlowConnect [79]; (c) Three
NVisionIP [80] views: galaxy view (2D scatterplot), small multiple view, and machine view.
from a desired IP address. The tool also provides interactions
such as brush and details on demand.
Some investigations were conducted aiming at network
attack graphs. Noel and Jajodia [89][90] explore this topic
proposing a framework for managing network attack graph
complexity through interactive visualization. They propose
techniques to improve the graph representation of a network
attack graph. Moreover, glyphs and colors to represent nodes
and exploit set are used. Later, O’Hare et al. [91] describe
several visualization improvements for this proposal.
Williams et al. [92][93] introduce a visual tool to provide a
simplified and more intuitive understanding in the attack graph
analysis. They merged a treemap visualization with a node-link
graph layout. For example, nodes in the same link are grouped
together into a rectangular area that typically represents all
hosts in a subnet. Lines connecting nodes are analogous to a
link in graph layout. Grouping, color, and size are examples
of node attributes. They also use a graph layout to represent
the attack graph, where icons represent nodes.
Visualizations to support network administrators to assess
network policies are explored by Bertini et al. [94]. They
introduce a visualization tool called SpiralView. This tool
uses a spiral to represent the evolution of alarms in time.
All generated alarms are displayed starting from the older
alarms in the center up to the newer ones in the outer ring.
Color is used to represent alarm type, and size represents the
alarm severity. The system also provides interactive bar charts
to display other alarm attributes (e.g., alarm category) and
interactive zooming.
Xu et al. [95] also show a visualization-based policy anal-
ysis framework that helps human operators to identify policy
violations. This framework is based on policies defined in
Security-Enhanced Linux (SELinux) configurations. Visual-
ization features are provided by matrix-based visualization
layouts and graph layouts. Additionally, graph nodes are
represented by different shapes (e.g., circle or rectangle) and
links by different colored lines.
Takada and Koike introduce two visualization proposals
for browsing and inspecting computer log files. In the first
one [96], they present a tool called MieLog that uses the
standard 2D display to inspect log messages. In the second
[97], they propose a system called Tudumi. This tool employs
an approach based on concentric disks in 3D space, where
specific icons represent hosts and users, and line types mean
different access methods.
McPherson et al. [98] introduce a tool called PortVis (also
described by Muelder et al. [99]). This tool aims at controlling
the activity on TCP ports to support security management.
The main visualization is based on a dot matrix (256x256)
that represents the 65,536 ports. Each point corresponds to a
particular port, and it is painted with a color according to the
number of sessions on the port. Moreover, the tool provides
some additional features such as a timeline, a histogram, and
a gradient editor.
Goodall et al. [100][101] introduce the Time-based Network
traffic Visualizer (TNV), a tool for aiding the packet-level
analysis in intrusion detection. The main visual component
of TNV is based on a matrix display. Time is displayed on
the X-axis, and all host IP addresses are displayed on the Y
axis. For each time interval, the number of packets of a host is
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encoded as a colored box in the respective host row. Network
links between hosts within a single time period are plotted in
a matrix view to providing more information about the nature
of the data. Features such as zooming and details on demand
are also provided.
Foresti et al. [102][103] introduce a tool called VisAlert.
The goal of this tool is to use log and alert files to exhibit
an enhanced visualization in order to increase operator’s
situational awareness about network activities and security
issues. They use the W3 (when, where, and what) premise
to visually correlate multiple alerts. Fig. 10 shows a VisAlert
visualization.
Figure 10. VisAlert visualization [102]. In the center of the circle is a graph
layout of the network. The circle’s radial sections moving from most recent
(closest to the topology map) to the least recent. The outside circular element
determines the alert type.
Arvanitis et al. [104] propose a procedure called Logical
Network Abridgement (LNA), based on Resilient Recursive
Routing (R3) protocol, to determine an end-to-end resilient
path and to provide performance measures regarding the
network health. They propose a 3D graph layout to show
network’s resiliency through the LNA procedure.
Mansmann et al. [105] introduce an approach called Hier-
archical Network Maps (HNMaps) which is based on treemap
visualization concepts. They demonstrate the feasibility of
their approach by comparing with other related ones. Four case
studies in network and service management using HNMaps are
shown: resource location planning, monitoring large-scale traf-
fic changes, botnet spread propagation, and expert knowledge.
Wang and Lu [106] propose an interactive visualization of
wormholes, to monitor and detect such attacks in large-scale
wireless networks in real time. The main visualization depicts
the wireless network topology in a 3D graph layout. Nodes
with wormhole indicator are highlighted in red color. Several
interactive tasks are provided, such as zooming, rotating, and
selecting regions-of-interest.
B. State of the art
As a state-of-the-art report, we review articles and papers
published between 2009 and 2013. We start from other fields,
i.e., works that do not address security management, and then,
we describe works in the security field.
1) Other fields: Hofstede and Fioreze [107] developed a
monitoring tool, called SURFMap, which provides network
traffic information at a geographical dimension by using the
Google Maps API. SURFMap obtains the network information
from NetFlow records. The geographical dimension is ob-
tained from the IP2Location utility. Markers (nodes) are used
to represent IPv4 addresses and their geographical location.
Lines that connect markers (links) provide information about
network flows. This tool also provides interactive zooming and
details on demand.
Dobrev et al. [108] introduce some experiments using
visualization to understand the dynamics recorded in NetFlow
traces. Additionally, they also explore SNMP traces. For
example, one of the experiments uses a network animator
(called nam) to visualize the exchange of SNMP messages
between managers and agents in order to highlight how SNMP
monitoring engines distribute the polling load over time. In this
case, a 2D graph layout is employed.
To explore BGP routing policies, Lee and Kim [109] pro-
pose a system that helps decoding network configurations by
interpreting low-level fragmented configurations and use them
to present high-level inter-domain routing policies information
for network operators. The system visualization provides pol-
icy units within a grid. The horizontal axis lists the egress
links, and the vertical one lists the ingress links. Icons are
used to indicate the most preferred and the least preferred
links. Papadopoulos et al. [110] propose a visualization system
to visualize routing changes using AS paths of the BGP
announcements. This approach adopts a hierarchical visual-
ization scheme (based on hierarchical clustering) displayed in
a 2D graph layout.
Ramachandran and Street [111] introduce a library called
Pathsift that provides features to generate and to analyze
viable data forwarding routes in an IP network, resulting
from different routing policies (e.g., BGP) without packet-
level protocol simulation. In conjunction to Pathsift, they
present two visualizations to gain insights about paths between
endpoint pairs. The first one is a network diagram to expose
notable subgraphs, attributes of interest, and pathset overlays.
The second refers to statistical plots (e.g., heatmaps of pathset
metrics) that summarize numerical data computed on large
pathsets.
Inoue et al. [24][25][23][26] explore visualizations in the
context of Mobile Ad-hoc NETworks (MANET). They pro-
pose a system called MANET Viewer. In the first version of
MANET Viewer [24], they show a 2D graph layout in three
modes: (i) a hop tree that displays the number of shortest hops
from a given node in a hierarchical way; (ii) manual, which
displays the network diagram, and (iii) GPS that displays the
real location of nodes. In MANET Viewer II [25], the first
version is improved by the visualization of the packet flow. In
MANET Viewer III [26], they propose a 3D visualization to
display network topology, node information, link quality, and
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packet flow. The nodes in the network topology are represented
by colored spheres, in which colors represent the remaining
quantity of the battery.
Bi [112] introduces a framework for modeling and simu-
lating WSNs, where visualization is used to assist the design
and monitoring of WSNs. The visualization allows 2D or 3D
objects and displays in the scene the layout background, the
distributed sensors, the connectivity, the represented sensing
data, and the trend of data changes over sensors. Ma et
al. [113] present a tool called NetViewer. This tool aims at
helping in the development of WSNs, providing a universal
visualization. They describe a generic XML scheme, which
specifies the requirements of packets analysis in a WSN
domain. In turn, a visualization tool translates network packets
according to the XML specification and displays the WSN
topology using a 2D graph layout and a 2D line chart.
Kumata and Koyama [114] propose a visualization system
to help WMNs management, using a graph layout to show
neighboring nodes. The nodes are represented by icons and
positioned on their physical location. Riggio et al. [115][116]
introduce a distributed network monitoring toolkit for wireless
multi-hop networks called OBELIX. This tool offers a web-
based management dashboard that allows network adminis-
trators to monitor and manage network conditions. A central
view is used to display the network topology geographically
on a Google map in real-time. Icons are used to display nodes.
OBELIX also provides 2D line charts to view historical values
from monitored network objects.
Yang et al. [31] introduce visualization features for home
network management through a system called Eden. They ar-
gue that the network has moved into the home, and home users
are not skilled to operate advanced network management tools.
Eden uses visual features to depict the home network topology,
and the house is visually represented by various separated
rooms. Users’ devices and network devices are represented
by icons and placed within the house representation. Links
are used to connect these devices. In essence, a traditional 2D
graph layout is used.
Qiu et al. [117] introduce an approach to deal with network
router syslogs. They describe a system called SyslogDigest
that uses data mining techniques to interpret automatically
low-level minimally-structured syslog messages into high-
level network events. From information generated by Sys-
logDigest, a network health visualization is provided through a
2D graph layout on a geographical map. Each node represents
a router, and each link represents the connections between
these routers. The color of the node denotes the event severity,
and size indicates the number of events.
Wang [118] describes a visualization system to manage
large-scale networks. This system provides a visual represen-
tation of network topology, device and connection informa-
tion, and representation of monitoring messages. A 2D graph
displays the network layout. Nodes may be customized for
different types of device icons, and interactive zooming is
provided.
Liao et al. [119][120][121] describe a tool called ENAVis
that provides visualization features to aid network operators in
monitoring the network activities of hosts/domains, users, and
applications. They use graph theory, context information, and
data mining techniques to achieve the W4 (who, what, when,
and where) concept as follows: know what is happening on the
network, i.e., who (which users) is running what (applications)
on where (which hosts) at when (what time). Heterogeneous
2D graph layouts (i.e., each node in the graph can be either
domain, host, user, application or data) are used to display this
information. Interactive features such as filtering and details
on demand are also provided. Fig. 11(a) depicts an example
of heterogeneous graph layout.
Barbosa and Granville [122] introduce a set of interactive
information visualization techniques to visualize SNMP traffic
traces. A network management topology visualization depicts
the relationship between SNMP managers and agents. This
view uses a 2D graph layout, where nodes are represented by
circles. The edges of the graph represent traffic flows among
managers and agents. The graph is integrated to a scatterplot or
a bar histogram by a linking and brushing technique. SNMP
objects and their relationships are displayed using a force-
directed graph layout, in which objects that have greater affin-
ity tend to appear closer. Fig. 11(b) shows the management
network topology integrated with the scatterplot/histogram
view.
Bartolini et al. [123] introduced a decision support tool
for performance and business impact analysis and assisted re-
design of Information Technology (IT) support organizations,
called Symian-Web. The Symian-Web visualization is a graph-
based representation that maps the support groups of the IT
support organization. Each node represents a support group,
and each edge represents the presence of ticket escalations be-
tween the corresponding support groups. Additionally, several
metaphors to improve the visual communication were adopted,
such as node proximity represents the interaction between
the corresponding support groups, node size represents the
amount of work, and edge size represents the flow of tickets
between corresponding support groups. Interactive features are
also provided, such as zooming and moving.
Kamamura et al. [124] propose the managed self-organizing
network concept to satisfy future network requirements. These
networks are formed by multiple virtual networks running on
a single optical infrastructure. In this proposal, visualization is
helpful because it provides an integrated view of the network
resources (e.g., topology and available resources), the allocated
resources for each service network (e.g., wavelength paths),
and the virtual network topology of service networks (e.g.,
the utilization of IP links). To achieve that, a 2D graph-based
layout is used. Nodes are represented by icons (e.g., router icon
and cloud icon to represent networks). Links connect nodes,
and their colors indicate, for example, if the link is shared by
other virtual networks.
Sedlar et al. [125] describe an IPTV network monitoring
system. This system uses a highly distributed system of probes,
deployed at the end users’ equipment, to monitor the state
of an IPTV network. By its nature, this tool collects a large
amount of monitoring data that is analyzed through a set of
visualizations, for example, a web-based dashboard for inter-
active visualization of different error types. In this display 2D
line charts (containing error statistics) are showed along a map
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Figure 11. (a) Heterogeneous graph layout showing connectivity between
hosts, users, and applications [119]; (b) The management network topology
integrated with the scatterplot/histogram view [122].
view of probes which is overlayed on Google maps. A graph-
based layout is used to represent IPTV network topology
(nodes are represented by circles and their colors indicate the
percentage of the transport stream errors). Moreover, a 2D
heatmap of error severity is provided.
Kim et al. [126] describe the design and implementation
of a GUI-based management system for Service-Oriented
Networks (SON). They argue that SON management becomes
more complicated than traditional networks. Thus, an ad-
vanced GUI together with sophisticated management functions
can reduce the operational complexity of network manage-
ment. They use a 3D node-link representation to display
network topology connections (physical and logical). Icons are
used to represent nodes (e.g., a server cluster is represented
by a grouping of server icons). Additionally, performance data
are displayed in gauges for each node. The color of nodes is
used to encode, for example, the workload.
Tateishi et al. [127] propose a method to visualize network
information in space and time to support network operators
to recognize causal points of failure and affected areas. In
summary, this method uses 3D spatial and temporal axes
to explain geographic information, hierarchical information,
physical and logical connections, and time variance of a
network.
Himura and Yasuda [128] introduce a methodology that
statically validates network device configurations before de-
ployment in the context of multi-tenancy, i.e., multiple virtual
networks of different customers (tenants) are consolidated
over a single physical infrastructure. They show a prototype
implementation that displays the virtual resources and their
interconnections in graph layout. This view provides, for
example, information such as in the case of inter-tenant mis-
connection. In this case, corresponding nodes are highlighted
to help detecting which virtual resources of which devices are
actually about to cause such violation.
2) Security field: Herrero et al. [129] [15] introduce an
approach based on artificial intelligent techniques to identify
intrusions in computer networks. Several real anomalous sit-
uations related to the SNMP protocol are experimented to
highlight its potential danger. A 3D matrix visualization is
used to display information about the analyzed traffic. Another
aspect of this approach is to provide visualization in mobile
devices.
Mansmann et al. [130] focus on visualizations for network
attacks. They describe a comparison between a treemap repre-
sentation, previously used by Fischer et al. [87], and standard
graph representation to understand such attacks. Additionally,
they present three case studies (service monitoring, distributed
SSH attack, and investigating blacklisted hosts) to demonstrate
the applicability of these techniques in large-scale environ-
ments.
Choi et al. [131][132] introduce a Parallel Coordinate At-
tack Visualization (PCAV) for detecting unknown large-scale
Internet attacks including Internet worms, DDoS attacks and
network scanning activities. Parallel coordinates are used to
display Internet attacks using four packet header fields: source
IP address, destination IP address, destination port, packet
length. From this information, attacks can be recognized since
each attack has a unique graphical pattern on the parallel
coordinate system. Fig. 12 depicts four examples of attacks
and their graphical pattern on parallel coordinates.
Celenk et al. [133] describe an approach for predicting
network anomalies (e.g., worm outbreaks and DoS attacks)
that uses short-term observations of network features and their
respective time averaged entropies. They analyze network flow
data to identify the signal corresponding to network anomalies.
The visualization uses horizontal histogram bars in a 2D
standard view. The colorization of histogram bars is designed
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Figure 12. Four examples of graphical attack signatures in parallel coordinates
visualization [131].
to aid analysts to reason about the level of interest in the
anomaly. For example, a brighter red bar indicates a high level
of interest in the anomaly while a brighter blue bar tells that
the information is highly variable and indicates a need for
more detailed traffic analysis.
Taylor et al. [134] explore visualization to perform forensic
analysis of NetFlow data. They show a tool called FloVis that
provides three visualizations. The first one is activity plots,
where the activities of individual hosts are plotted against time
in a simple two-dimensional grid. Color is used to encode
the host’s role. The second visualization is a bundle diagram,
which displays connections entities in a network. NetBytes
viewer provides the third visualization. This view shows flow
volumes over time. It utilizes a 3D impulse graph with time,
port, and volume dimensions. Interactive features such as
zooming and filtering are available in the NetBytes viewer.
Kintzel et al. [135] also employ visualizations from Net-
Flow data to monitor large IP spaces looking for anomalous
behaviors. They show a system called ClockView. Four-time
series representations are used to display all internal hosts with
their traffic at a granularity of one hour for a timespan of one
day. We highlight the glyph in the style of a clock which is
a circular representation subdivided into 24 segments, each
of them showing the traffic of one hour encoded in color.
Moreover, the network overview is arranged in a 2D matrix
that allows interactive zooming. Two focus visualizations are
also available by Host Matrix (that details host activity using
the granularity of 1 minute) and parallel coordinates (to display
all connected hosts). Details are provided by Port Matrix that
shows the detailed activity between two machines. Fig. 13(a)
shows the graphical user interface of the ClockView system.
Instead of NetFlow traces, Boschetti et al. [136] investigate
visualizations to reveal hidden patterns from pcap, Wireshark,
and Ettercap network traces. They show a tool called TVi,
which provides five forms of visualizations. The 2D his-
tograms show the distribution of TCP source ports during
the detected anomaly. In a graph-based representation, nodes
represent hosts and links are the connections among hosts.
The matrix representation shows the destination IPs at the X
axis and source IPs at the Y axis. The fourth visualization
is a variation of the matrix representation, where the X axis
shows the ports. The last form is a world-graph where each
IP address is geolocalized using the GeoIP database.
Best et al. [137] describe two complementary views to
provide situational understanding of real-time network activity
to help analysts take proactive response steps. The first one
is named as Correlation Layers for Information Query and
Exploration (CLIQUE). This view is based on LiveRac [138],
and it is used to display behavioral plots that allow to com-
pare expected behavior against actual behavior. Moreover, an
adaptation of the Symbolic Aggregate approXimation (SAX)
technique is used to generate a set of glyphs that represent the
trends occurring within the data, such as remaining constant,
decreasing, increasing, peaks, valleys, and stair stepping. The
second view is named as Traffic Circle, and it uses a circular
time wheel metaphor to display flow records as arcs for
large resolution displays. Fig. 13(b) depicts the Traffic Circle
visualization.
Lu et al. [139] propose an intrusion detection approach for
wireless networks. Specifically, they are interested in Sybil
attacks. They employ four pattern reordering methods applied
to a 2D matrix that represents the network topology. Each
method provides a signature pattern of Sybil attacks in the
matrix representation. Another visualization is based on a 2D
histogram that reflects data properties along time-based on
attack features, and assists users to analyze attack durations.
Zhao et al. [140][141] describe a visualization framework
for intrusion detection system alerts. This framework works
in real-time and uses a radial graph layout to represent an
overall view of the security situation. The radial visualization
is composed of five main parts as follows: servers and worksta-
tions, attack types, timeline and histogram, attack correlation,
and other information. Servers and workstations are nodes
arranged in circles in the center part of the radial graph,
and their color and size determine the role of them in the
infrastructure. The location of each node is based on its IP
addresses. Alert types are showed in a color band in the edge
of the center part of the radial graph. Colors are used to
represent each alert type. Histograms represent the number of
each alert type and are plotted below the alert type color arc in
clockwise. Attack correlation is represented by lines (a triangle
shape) that connect source node, the destination node, and
the respective histogram bar. The outer ring shows additional
statistical information to help network administrators using
dots and triangles above the histogram bars. Fig. 14(a) depicts
an example of this visualization.
Mansmann et al. [142] introduce a visualization tool to
help network administrators in the understanding of firewall
rules and object group definitions. The visualization tool is
composed of three interface components. The first one depicts
a hierarchical view on the firewall rules through a sunburst
visualization. The second component shows the structured
textual form of the firewall rules. The third component shows
an interactive tree view to display the firewall access list and
object group hierarchies. Fig. 13(c) depicts these three displays
in the graphical user interface.
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Figure 13. (a) The main interface of ClockView [135], where each area is
described as follows: (1) host information, (2) subnet view, (3) color legend,
(4) network overview, (5) options, (6) global filters, and (7) patterns; (b)
Traffic Circle visualization [137], which was built to display large volumes of
traffic flows, on very large resolution displays; (c) The sunburst visualization
in the left side, the editor on top-right, the two tree views (access lists and
object groups) on the bottom-right [142].
Inoue et al. [143] introduce a real-time 3D visualization
engine called DAEDALUS-VIZ. The goal of this engine is
to enable operators to understand visually alert circumstances
on large-scale darknet monitoring (darknet is a set of globally
announced unused IP addresses). In essence, DAEDALUS-
VIZ is a real-time 3D visualization engine for DAEDALUS
alerts as well as darknet traffic. The system has two main
visual components: a central 3D sphere with a wireframe that
represents the Internet, and several rings around the sphere
that represent monitored organizations. Additionally, hundreds
of comet-shaped darknet packets continuously drift from the
sphere to the rings in real time. This visualization also provides
interactive functions such as filtering and drilling down (deep
dive). Fig. 14(b) depicts DAEDALUS-VIZ visualization.
Nunnally et al. [144] propose a visualization tool called
P3D that uses 3D parallel visualization techniques to help
network administrators in identifying and analyzing distributed
scanning attacks that aim to distract them. P3D is based
on a 3D coordinate system with colored links between two
planes. One plane represents a range of source IP and ports,
and the other plane a range of destination IP and ports.
The color of links between the planes indicates the network
connection type. Fig. 14(c) depicts an example of the source
port confusion attack displayed in P3D visualization.
Harrison et al. [145] describe a web-based tool called NV.
NV uses Nessus assessment tool to probe machines to obtain
information about their potential vulnerabilities. The primary
visualization is a zoomable treemap. In this view, IP addresses
are grouped according to the severity of their vulnerabilities.
For example, the largest and darkest-colored nodes in the
treemap reveal the machines with the largest amount of severe
vulnerabilities. Additionally, several histograms are provided
with dual purposes: to give an overview of the data and to
guide users in their analysis. Hao et al. [146] also describe a
web-based visualization system designed for network security
analysts at the U.S. Army Research Laboratory (ARL). This
tool aims at visual support to the analysts to give better
insights about security alerts for malicious activity within their
systems. A set of 2D charts is provided, such as pie charts, bar
charts, scatterplots, and Gantt charts. Interactive capabilities
are provided by tooltips, zooming, and toolbars that allow
customized glyph size, color, and shape, as well as other
properties like title and size.
Fischer et al. [147][148] introduce the BANKSAFE, a
situational awareness application for large-scale computer net-
works that explores big data technologies and provides several
visualization modules. Briefly, BANKSAFE gathers monitor-
ing data, and security datasets stored in Google’s BigQuery
database service and provides a web-based interface to display
different visualization modules. These visualizations support
network analysts in getting an overview, finding trends, and
identifying suspicious events. TreeMap visualization displays
the distribution of policy levels, enabling the analyst to have
an overview of the network health. A colored pixel matrix
is used to display temporal network health by the relation
activity-policy, where the whole matrix represents one hour of
data for one particular region. ClockMap (also presented by
Kintzel et al. [135]) visualization represents time-series data
of many hosts within their respective subnet or organizational
hierarchy. Timelines are used to plot events from intrusion
detection systems, where each timeline contains events from
a specific IP address.
C. Other Initiatives
In this section, we intend to show some other initiatives
that address the use of information visualization techniques to
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Figure 14. (a) The visualization proposed by Zhao [140]; (b) An overview
of DAEDALUS-VIZ [143]; (c) An example of source port confusion attack
represented by P3D visualization [144].
aid in network and service management tasks. Our goal is to
highlight efforts that are not necessarily bound to publications
in the field.
The Center for Applied Internet Data Analysis (CAIDA)
is a collaborative undertaking among organizations with a
strong interest in keeping primary Internet capacity and usage
efficiency in line with ever-increasing demand. Among its
research activities, CAIDA maintains a core of visualization
research that aims at a better understanding of the Internet by
using information visualization techniques. CAIDA promotes
a long-term research in the field: its first publication was
introduced in 1996 by Munzner et al. [50]. On the CAIDA
website (http://www.caida.org) it is possible to find the results
of their efforts in visualization research.
The Defense Research and Development Canada (DRDC)
published a broad survey of network visualization tools [149].
This survey was the result of a contract report that examines
research and development of network visualization techniques
from available products (commercial and non-commercial) and
a literature review about the topic. They describe a taxonomy
of 139 products for network visualization as well as their
attributes and screen captures. Additionally, they review 27
publications found in the literature search.
The portal SecViz - Security Visualization is a forum to
share, discuss, and learn about security visualization. Basi-
cally, it was built for people that are working on log analysis,
log mining and especially on visualization of security related
data to exchange, discuss, and comment on techniques, meth-
ods, parsers, and sample graphs. This site is maintained by
Raffael Marty, who also authored “Applied Security Visual-
ization” in 2008 [150].
The report of the Visualization and Monitoring of Network
Traffic Dagstuhl Seminar was published in 2010 [151]. The
seminar brought together for the first time 36 researchers
from Europe, USA, South Korea, Australia, New Zealand and
Brazil. The researchers belong to the network and visualization
community and discussed common grounds in capturing and
visualizing network behavior as well as to exchange require-
ments and novel techniques.
Regarding projects, we present two security projects below,
both supported by the Data Analysis and Visualization Group
(http://research.dbvis.de). This group has made huge efforts
on visual analytics concerning security issues and it appears
in several publications presented in Section IV-B2.
• The VIS-SENSE - Visual Analytic Representation
of Large Datasets for Enhancing Network Security
(http://www.vis-sense.eu) project had as goal enhanc-
ing network security by using visual analytics of large
datasets. To this end, the project aimed at researching
and developing novel visual analytics technologies for
the identification and prediction of complex patterns of
abnormal behavior in computer networks.
• The VASA - Visual Analytics for Security Applications
(http://www.va-sa.net) project has as main goal the use of
visual analytics to disaster prevention and crisis response,
with a focus on critical infrastructures in logistics, trans-
portation, food safety, digital networks and power grids
at national level. Among other objectives we highlight
one in Information and Communication Technologies,
in which they notice that, in the future, most critical
infrastructures will rely on external telecommunication
networks not under their control, generating new depen-
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dencies that need adequate treatment.
M-Lab - Measurement Lab is a consortium of research,
industry, and public interest partners dedicated to provid-
ing an ecosystem for the open, verifiable measurement of
global network performance (http://www.measurementlab.net).
M-Lab was founded by the New America Foundation’s Open
Technology Institute (OTI), the PlanetLab Consortium, Google
Inc., and academic researchers. In summary, M-Lab is an open,
distributed server platform on which researchers can deploy
open source Internet measurement tools, and the data provided
by those tools are released in the public domain. So, M-Lab is
an open lab to build meaningful analyzes through visualization
techniques.
BISmark - Broadband Internet Service Benchmark is a
project led by Georgia Tech and the University of Napoli
Federico II to develop an OpenWRT-based (Linux distribu-
tion for embedded devices) platform for performing mea-
surements of ISP performance, as well as traffic inside the
home (http://projectbismark.net). BISmark provides a network
dashboard to help home users visualize properties of their
home Internet connections. The active BISMark routers are
plotted as a layer over Google maps and displays the world
latency map. This view allows users to get detailed information
from each router in a set of 2D charts.
V. CLASSIFICATION
In this section, we show the classification of the 285 articles
and papers according to both a network and service manage-
ment taxonomy and an information visualization taxonomy.
First, we introduce the employed taxonomies, and afterwards,
we present and discuss our classification.
A. Network and Service Management Taxonomy
Regarding network and service management, we have em-
ployed a taxonomy jointly defined by the Committee on
Network Operations and Management (CNOM) of IEEE Com-
munications Society, the Working Group 6.6 (IFIP WG 6.6) of
the International Federation for Information Processing (IFIP),
the Network Management Research Group (NMRG) of the In-
ternet Research Task Force (IRTF), and the European Network
of Excellence for the Management of Internet Technologies
and Complex Services (EMANICS) [152]. Such taxonomy has
two levels: the first one indicates a broad area, whereas the
second level more precisely refines that area. Table I shows
the network and service management taxonomy.
We choose this taxonomy because it is specific for network
and service management, as well as being supported by that
community. Moreover, keywords of the taxonomy are used
by journals and conferences in the field, in two ways: (i)
for authors to annotate their papers; and (ii) for researchers
to indicate their area of expertise and interest. As such, this
taxonomy matches with the purpose of this survey.
B. Information Visualization Taxonomy
Regarding the information visualization taxonomy, we have
taken another way. We identified three main criteria to classify
Table I
NETWORK AND SERVICE MANAGEMENT TAXONOMY
Topic Subtopic
Network
Management
- Ad-hoc networks
- Wireless & mobile networks
- IP networks
- LANs
- Optical Networks
- Sensor Networks
- Overlay Networks
- Virtual Networks
- Software Defined and Programmable Networks
- Data Center Networks
- Smart Grids
Service
Management
- Multimedia services (e.g., voice, video)
- Data services (e.g., email, web)
- Hosting (virtual machines)
- Grids
- Cloud services
- Resource provisioning and management
- QoE-centric management
- Service discovery, migration and orchestration
Business
Management
- Legal & ethical issues
- Process management
Functional
Areas
- Fault management
- Configuration management
- Accounting management
- Performance management
- Security management
- SLA management
- Event management
Management
Approaches
- Centralized management
- Distributed management
- Autonomic and self management
- Policy-based management
- Federated network management
- Pro-active management
- Energy-aware network management
Technologies
- Protocols
- Middleware
- Mobile agents
- P2P
- Grid
- Data, information, and semantic modeling
- Cloud computing
- Internet of Things
- Human Machine interaction
- Operations and Business Support Systems (OSS/BSS)
Methods
- Control theories
- Optimization theories
- Economic theories
- Machine learning and genetic algorithms
- Logics
- Probabilistic, stochastic processes, queuing theory
- Simulation
- Experimental approach
- Design
- Monitoring & Measurements
- Data mining and (big) data analytics
the surveyed papers as follows: (i) dataset types; (ii) in-
formation visualization techniques; and (iii) the available
tasks/interactions for end-users. Although the information vi-
sualization field has a set of taxonomies described in the
literature, some of them are either too specific for our purpose
(e.g., [153] and [154]), or do not cover the aforementioned
criteria (e.g., [155] and [14]).
Price et al. [153] presents a taxonomy for classifying
software visualization systems in a hierarchy of categories
from a high-level division in six categories ranging from the
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scope of the software to the interaction it provides. Lee et al.
[154] strongly focus on users’ tasks: they describe a taxonomy
of tasks for graph visualizations so we can use it to verify
graph visualization techniques in terms of user tasks support.
On the other hand, Chi [155] and Tory and Mo¨ller [14],
although proposing more general taxonomies, base their clas-
sifications on specific criteria. For example, Chi [155] actually
proposes a reference model for visualization based on data
transformation and then analyzes different techniques in terms
of the operators they implement, while Tory and Mo¨ller
[14] categorize visualization techniques based on their design
models and not data, because at a certain extent a design model
incorporates user needs, which is ultimately related to data.
Additionally, we observed that the taxonomy that covers
those criteria [156], if applied alone, is not suitable for the
purpose of our work. Keim’s taxonomy [156] is based on a
very general classification of data and, regarding interaction,
there are some user tasks missing. Moreover, since 2002,
taxonomies of users’ tasks have been thoroughly discussed,
and new application domains have contributed with new data
types to this discussion.
Based on these issues, we have merged two taxonomies
and a classification of dataset types to achieve the adequate
framework needed for this survey. For the first criterion, we
have used the dataset types classification proposed by Munzner
[157]. For the other two criteria, we have used the taxonomies
proposed by Keim [156] and Shneiderman [11], which is
a classical one. Such taxonomies are widely accepted and
referenced by the visualization community. We have chosen
the taxonomy proposed by Keim to classify the information
visualization techniques. This decision came from the fact that
the taxonomy proposed by Shneiderman is focused on tasks
and data types. Then, for the tasks/interactions criterion, we
merged Keim’s and Shneiderman’s taxonomies. We have also
added a new task called Moving/Rotate because this way we
would include 3D visualization techniques. Table II shows the
information visualization taxonomy defined for this survey.
C. Results and discussion
First, we highlight that the classification on taxonomies
subtopics is not mutually exclusive. Thus, the same article
may appear on more than one subtopic of each taxonomy.
We began the classification analysis from the network and
service management taxonomy. Fig. 15 shows the number of
classified articles/papers in each subtopic of such a taxonomy.
Moreover, Appendix B presents how each subtopic of the
taxonomy is filled regarding the surveyed articles/papers (see
Tables IV-X). Our discussion pervades each topic of the
taxonomy as shown below.
1) Network management (Table IV): IP networks pre-
vails over other subtopics with 255 classified papers.
This result is expected since the IP protocol is widely
adopted. On the other hand, there are almost no works
in hot topics such as virtual networks, data center net-
works, and software-defined networks. These topics may
be promising to use information visualization for. For
instance, virtual networks might have a multitude of
Table II
INFORMATION VISUALIZATION TAXONOMY
Topic Subtopic
Dataset
types
- Tables [157]
- Multidimensional tables [157]
- Link/Node [157]
- Trees [157]
- Fields [157]
- Geometry [157]
- Static file [157]
- Dynamic stream [157]
Visualization
Techniques
- Standard 2D/3D displays [156]
- Geometrically transformed displays [156]
- Icon-based displays [156]
- Dense pixel displays [156]
- Stacked displays [156]
Tasks/
Interactions
- Overview [11]
- Zoom/Interactive Zooming [11],[156]
- Filter/Interactive Filtering [11],[156]
- Details-on-demand [11]
- Relate [11]
- History [11]
- Extract [11]
- Linking and Brushing [156]
- Moving/Rotate
different layers over the same physical infrastructure.
Visualizations that enable to display a large number of
virtual network nodes and their connections, on multiple
layers representation, and in near real time may improve
diagnoses and reactions of network administrators. Still
in the network management topic, it is possible to identify
some efforts on wireless and mobile networks.
2) Service management (Table V): here, the most fre-
quent topic is Data Services (e.g., e-mail, web) with
19 classified articles/papers. Indeed, we were curious
regarding the service management topic because data
services, multimedia services, hosting, and cloud services
are consolidated for the industry as well as the academic
community has widely researched them over the last
years. Thus, we expected much more efforts in these
fields since they are aligned to the myriad of services cur-
rently offered by providers. In such cases, visualization
techniques could also provide rich tools in order to help
network administrators, for instance, for multimedia ser-
vices (e.g., video streaming), a GIS-based map that shows
the Key Performance Indicators (KPI) (e.g., one-way
delay, round-trip time, packet loss, and jitter) measured
for points of interest in the network (e.g., a border router).
Such map can assist network administrators to quickly
reacting on events of quality degradation. Furthermore,
a timeline with long-term historical data over the same
view can aid in capacity planning since overloaded points
of the network could be easily identified and analyzed.
3) Business management (Table VI): based on this classi-
fication, we can state that this topic is off target for both
communities, and it may be regarded as an open issue.
4) Functional areas (Table VII): as previously stated,
security management is predominant in this topic. Here,
we also highlight SLA management and account man-
agement because there are a few efforts regarding infor-
mation visualization for these topics. In the age of Cloud
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Figure 15. The 285 surveyed articles and papers classified following the network and service management taxonomy. Each topic of the taxonomy is identified
in the bottom of the chart, together with the reference to its table in Appendix B. Moreover, subtopics are separated by dashed lines. Black bars depict the
number of articles and papers classified in the taxonomy subtopics.
computing, SLA management, and account management
are important management areas, since a huge amount
of tools and applications are offered as a service and in
a pay-per-use model. Thus, we believe that information
visualization could be helpful for network administrators
in SLA and account management. For SLA management,
for example, an integrated map view that shows the
infrastructure (i.e., physical or virtualized devices and
their connections) and the SLAs that are supported by
such infrastructure could be imagined. Thus, based on
the Service Level Specifications (SLS) of each SLA,
the integrated view highlights (e.g., through color, shape
and sound alert) the SLAs that are near to be broken,
and the devices that are affecting such SLAs. Regarding
account management, a dashboard (e.g., composed of a
set of charts) with statistics about customer usage can aid
network administrators to take short-term decision (e.g.,
reallocation of resources) for optimizing resources usage
without impacting the customer services.
5) Management approaches (Table VIII): the numbers
reveal fewer efforts in this topic. The most frequent
topic is policy-based management that appears with
only 10 classified articles/papers. Autonomic and self-
management, centralized management, and distributed
management show only five articles/papers. We also
highlight that there are no works addressing energy-aware
network management. We highlight energy-aware net-
work management as an interesting topic to be explored
through visualizations, in special for green awareness
management. For instance, a heatmap could represent a
datacenter infrastructure where darker cells show a poor
green performance, and lighter cells show a better green
performance. Such heatmap could aid network adminis-
trators, for example, to identify in a more easier way
regions where the energy consumption (e.g., the energy
consumption of devices and/or of refrigeration system)
achieves higher levels and, consequently, worsening green
performance.
6) Technologies (Table IX): here, the most frequent topics
are human machine interaction (with 48 classified arti-
cles/papers), protocols (with 30 classified articles/papers),
and data, information, semantic modeling (with 22 classi-
fied articles/papers). We highlight again a low number of
articles/papers addressing Cloud computing. Additionally,
there are almost no articles/papers on subtopics such as
grids and peer-to-peer. For peer-to-peer networks, for
example, we understand that information visualization
could be helpful to understand the behavior of each peer
and their role in the network as a whole. To achieve
that, we believe that a near real-time graph is a feasible
approach, in which nodes represent the peers and links
represent the connections among peers.
7) Methods (Table X): in this topic, the two predominant
subtopics (design and experimental approach) appear in
almost all articles/papers. In general, surveyed articles
and papers are structured describing the design of the
proposal, and experimental approaches are used to show
obtained results. Regarding monitoring & measurements
subtopic, we expected to find more than 95 articles/papers
(33.33% from the total of 285 classified articles and
papers) in this subtopic due to the fact that Monitoring
& measurements are one of the pillars of network and
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service management. Moreover, monitoring & measuring
generate a plentiful amount of data that network adminis-
trators need to analyze to extract relevant information and,
then, perform management tasks. As a last point, we high-
light data mining and (big) data analytics. Specifically,
we believe that big data analytics will receive even more
attention from the network community, and information
visualization techniques are promising for browsing in
the world of big data.
For the classification following the information visualization
taxonomy, we also discuss each topic of the taxonomy as
shown below. Fig. 16 shows the number of classified arti-
cles/papers in each subtopic of such a taxonomy. Moreover,
Appendix C presents how each subtopic of the taxonomy is
filled regarding the surveyed articles/papers (see Tables XI-
XIII).
1) Dataset types (Table XI): in this topic, tables and static
files prevail over other subtopics, followed by link/node
and dynamic stream. Tree appears only in a few works.
In general, during the analysis of the surveyed articles
and papers, we observed that some works do not clearly
explain the used dataset. Thus, in such cases, we were
challenged to analyze some peripheral information along
the article/paper to infer about the used datasets. We
point out this finding because information regarding the
dataset types could be helpful in two ways at least: (i) for
researchers that are interested in comparing/reproducing
experiments using the same dataset type; and (ii) for
general readers, since information about datasets make
clear from which data the proposed visualizations are
built.
2) Visualization techniques (Table XII): in this topic,
standard 2D/3D displays subtopic prevails. We observe
several works using 3D views to allow better visual anal-
ysis. Icon-based displays are also found in several works.
In this subtopic, Glyph-based representations appear in
many cases. For instance, in a graph layout, nodes have
a specific shape according to their role or status. Dense
pixel displays are represented by colored pixel maps.
Geometrically transformed displays are represented by
parallel coordinates. In essence, several works use parallel
coordinates to outline patterns and behaviors. Stacked
displays appear through TreeMap views.
3) Tasks/interactions (Table XIII): in this topic, three
subtopics prevail as follows: overview, filter, and zoom-
ing. Moving/rotate, details on demand, and linking and
brushing features are proposed only in a few works,
in special comparing with the total of 285 surveyed
articles and papers. History and extract each appear once,
in only one article. We also point out that there is a
significant number of articles and papers (specifically,
110 articles and papers) that we did not classify into
Tasks/Interactions topic. In several cases, we are unsure
whether authors do not highlight these features (e.g.,
to save paper space in order to show other relevant
information) or, in fact, the proposed visualization does
not provide such features. Based on these findings, we
observe that tasks and interactions could be an important
issue to be addressed in future proposals.
After showing how surveyed articles and papers fit in both
taxonomies separately, we correlate visualization techniques
and tasks/interactions topics. Specifically, we intend to high-
light how each tasks/interactions subtopic is explored in the
scope of visualization techniques. Fig. 17 shows the number
of papers that use each tasks/interactions subtopic for each of
the visualization techniques. We believe that this correlation
may provide useful insights such as (i) few articles and papers
that have explored standard 2D/3D displays use linking and
brushing interaction; and (ii) overview appears as the most
explored task/interaction for all visualization techniques.
Finally, we map how each network and service management
taxonomy subtopic is related to information visualization tax-
onomy subtopics. Fig. 18 shows a heatmap where rows depict
the network and service management taxonomy and columns
the information visualization taxonomy. Such a representation
outlines the big picture regarding information visualization for
network and service management. Based on Fig. 18, one can
extract insights such as: (i) in security management the most
used visualization techniques are standard 2D/3D displays
and Icon-based displays, (ii) in monitoring & measurements
only 8 surveyed articles and papers have used geometrically
transformed displays, and (iii) by correlating Fig. 18 and
Fig. 15 we observe that all works addressing performance
management (i.e., 34 articles and papers) have used standard
2D/3D displays as a visualization technique.
Although this subsection shows the indicators and the
related discussions obtained from the proposed classification,
we believe that the issues discussed here do not close the loop.
On the contrary, we hope that this classification may trigger
other insights from both research communities (network and
service management and information visualization), and, then,
reveal research opportunities.
VI. FUTURE RESEARCH DIRECTIONS
In this section, we discuss some future research directions
regarding information visualization as a tool to help in network
and service management tasks. The following topics will
be addressed: Internet of Things (IoT), Big Data, Cloud
computing, Software Defined Networking (SDN) and human-
centered evaluation. These topics are based on information
collected during the development of this work. We found few
works addressing these topics in the context of information
visualization for network and service management, which
highlights them as opportunities for both communities.
The choice of IoT, Big Data, and Cloud computing was
reinforced by analyzing Gartner’s Hype Cycle Special Report
for 2014 [158]. In that report, the market promotion and the
perception of value were evaluated in over 2,000 technologies,
services and trends in around 119 areas. By analyzing the
Gartner’s Hype Cycle, these topics appear as the main trend
topics over the last three years. Regarding SDN, we foresee
a disruptive paradigm in the network and service manage-
ment field. Indeed, this topic may bring valuable research
opportunities on information visualization for network and
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Figure 16. The 285 surveyed articles and papers classified following the information visualization taxonomy. Each topic of the taxonomy is identified in the
bottom of the chart, together with the reference to its table in Appendix C. Moreover, subtopics are separated by dashed lines. Black bars depict the number
of articles and papers classified in the taxonomy subtopics.
Figure 17. A classification that shows how tasks/interactions subtopics appear together with subtopics of the visualization techniques topic. Each subtopic of
visualization techniques is identified in the bottom of the chart. Moreover, visualization techniques subtopics are separated by dashed lines. Black bars depict
the number of articles and papers that use each subtopic of the tasks/interactions topic.
service management. For the last topic, we observed that,
in most cases, human-centered evaluation is left out or has
less attention during the development of visualizations for
network and service management. Here, it is also important to
highlight that human-centered evaluation can be regarded as a
more horizontal topic, i.e., it can be explored in the scope of
different fields (i.e., also for IoT, Big Data, Cloud computing,
and SDN).
A. IoT
The name IoT is, in fact, fuzzy as well as its definition is
not a consensus. Perera et al. [159] stated that research on the
IoT is still in its infancy and, so, there are not any standard
definitions for IoT. Here, we use the definition introduced by
Gubbi et al. [160], in which the IoT is the interconnection of
sensing and actuating devices providing the ability to share
information across platforms through a unified framework,
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developing a common operating picture for enabling inno-
vative applications. This is achieved by seamless ubiquitous
sensing, data analytics and information representation with
Cloud computing as the unifying framework.
The above definition places the IoT as an essential part of
the Future Internet. Indeed, a few years ago, the IoT would be
only a promise of research, but now it is a reality. This finding
is reinforced by the Gartner hype cycle of 2014, in which the
IoT is at the top of the hype cycle. In essence, they announce
that the IoT will reach its final stage of maturity in five to
ten years. By this expectation, we believe the IoT will be a
breeding ground filled with network and service management
challenges, in which information visualization could be quite
helpful to aid network administrators.
Gubbi et al. [160] suggest a GIS-based visualization to
cope with data collected within the IoT, once they are geo-
related and are sparsely distributed. This is a relevant use
of visualization for the IoT. However, we are interested in
visualization for network and service management activities.
As shown in Table IX, there are no works in this subtopic.
Thus, as a starting point for discussion, we take the SOA-based
architecture for the IoT middleware proposed by Atzori [161].
This middleware is composed of five layers as follows (bottom
to up): objects, object abstraction, service management, service
composition, and applications. We are primarily interested in
the middle layer, i.e., service management.
As highlighted by Atzori [161], the service management
layer is responsible to provide the main functions to allow
management of IoT objects. Based on that, a set of man-
agement tasks encompasses (but is not limited to): object
dynamic discovery, status monitoring, service configuration,
Quality of Service (QoS) management, and policy and context
management.
Regarding such management tasks, we envisage some chal-
lenges for the IoT visualization beyond the huge increase
in the number of devices/objects communicating over the
network. The first one is related to the variety of tech-
nologies/protocols involving IoT communications (e.g., LTE,
WiFi, WiMax, Bluetooth, and ZigBee). Moreover, some of
these technologies/protocols operate in Low-power and Lossy
Networks (LLN), such as IEEE 802.15.4. As a consequence,
the management of IoT environments is a complex task,
especially to maintain the environment secure and to provide
fault tolerance. In this context, the use of visualization may
be at once helpful for network administrators as well as a
challenge for visualization designers.
The second challenge is related to the resource constraints
of IoT devices/objects. Such devices may have limitations in
terms of processing, memory, and power supply. For this rea-
son, online or near real-time visualizations must be designed
not to overwhelm these devices. The third challenge refers to
the dynamicity of services provided by IoT devices/objects.
Briefly, the IoT presupposes that any real object can collect
and exchange data to extend available services or to create new
ones. In such a context, the visualization must be prepared
to deal with this dynamicity by avoiding, for example, a
cluttered view of the services and devices relationship caused
by changes in the composition of services.
Additionally, we introduce three promising usages of infor-
mation visualization within the context of the IoT:
1) Topology view: understanding the network as a whole
by visualizing objects position, their semantic and rela-
tionships in near real time is, indeed, a long-term dream
of network operators. In the context of the IoT, it will
be a claimed visualization tool. Additionally, interactive
features with enhanced usability are mandatory, such as
zooming, filtering, relating, and details on demand.
2) Objects monitoring: health care, urban traffic, and en-
ergy supply are few examples of services envisioned
by the IoT. Object monitoring is a fundamental task in
two ways: the monitoring of the object itself and the
monitoring of the information provided by the object. In
both cases, information visualization is helpful. In the first
one, visualization is useful to display object status. For
example, a view can display the shape of a body filled
with glyphs/icons that represent the status (e.g., network
availability and energy consumption) of each sensor that
monitors a given patient in a home care service. In the
second case, a proper visualization to display an event
receiver could be essential to aid the network analysts to
recognize traps and notifications from objects.
3) Security and privacy: management of trust, privacy, and
security is one of the key challenges in IoT. In fact,
sensitive and confidential information can be a serious
barrier to the growth of the IoT. As shown in this survey,
several proposals addressing visualization for security
issues on the current Internet are available. Thus, besides
being a trending topic, the IoT is a great opportunity for
the security community to revisit and adapt their current
proposals. Here, we use the proposal of Mansmann et
al. [105] (previously described in Section IV-B1) as an
example. In the context of IoT, that proposal would be
used to show policies and access lists for a set of smart
things instead of displaying firewall rules. In this case,
a simple adaptation of an existing visualization could be
enough to help in the security management of IoT.
B. Big Data
Over the last three years, Big Data has been also at the
top of Gartner hype cycle. In essence, Big Data is a general
term to refer to a set of technologies that aim at extracting
relevant information from a huge amount of unstructured or
multi-structured data. Hu et al. [162] decompose a typical
big data system into four consecutive phases as follows: data
generation, data acquisition, data storage, and data analytics.
They also highlight data analytics as the most important stage
of the Big Data value chain, since it allows extracting useful
values, suggesting conclusions and/or supporting decision-
making. In this context, information visualization is one of
the tools that allows and/or improves Big Data analysis.
On the other hand, network and service management can
be regarded as a typical scenario of management of Big Data.
For instance, the transmission capacity of current networks
(e.g., gigabit networks) associated with a huge amount of
interconnected devices (e.g., network devices, servers, desk-
tops, smartphones, etc) generates large management datasets.
PR
EP
RI
NT
24
The network and service management community is already
focusing on this concern. For example, the theme of the 14th
IFIP/IEEE Symposium on Integrated Network and Service
Management (IM 2015) is the age of Big Data. Basically,
with this theme the community will examine the potential
of Big Data to improve the quality of network and service
management.
From that context, exploring information visualization over
large network management datasets by employing Big Data
concepts is truly promising. Fischer et al. [147], in a very
interesting work, share experiences on how to apply big data
technology in a visual analytics application, more precisely,
a network security application. We believe that there are
several research opportunities in this field, beyond the security
management.
For instance, passive measurements typically generate a
plentiful amount of data. In this measurement method, traffic
flows are captured either by a specific probe or network device
(e.g., a router) positioned in a key point of the network. Now,
let’s suppose a passive measurement (e.g., flow monitoring)
in the network core of a large provider that operates on a
transmission rate of 1Gbps. Additionally, the collected traffic
is exported in an interval of five minutes. This hypothetical
scenario exemplifies the huge amount of measurement data
that can be generated after one day of measurements in a
production network. In such a context, Big Data technologies
in conjunction with information visualization techniques could
be a powerful tool to browse through these measurements
datasets.
In summary, we believe that the usage of Big Data technolo-
gies and information visualization concepts to help on network
and service management tasks is not only a trend but a reality
for the next years.
C. Cloud Computing
A cloud is a type of parallel and distributed system
consisting of a collection of interconnected and virtualized
computers that are dynamically provisioned and presented as
one or more unified computing resource(s) based on service-
level agreements established through negotiation between the
service provider and consumers [163]. In fact, Cloud com-
puting is a new paradigm in which hardware, infrastructure,
platform, and applications are offered as a service for end-
users. Typically, theses service share a pool of computational
resources to, for example, optimize resource allocation and
decrease operational costs.
As observed in Section V, we found a few number of works
addressing information visualization to aid in the network
and service management tasks in cloud environments. Based
on this finding, we select four cloud research challenges
pointed by Zhang et al. [164]. For each one of them, we
outline research opportunities involving network and service
management and information visualization.
1) Automated service provisioning refers to the cloud
capabilities to acquire and release resources on-demand.
In this context, service providers need to maintain their
Service Level Objectives (SLOs) and, at the same time,
perform resource provisioning decisions in near real-
time. Under this scenario, information visualization can
help cloud analysts in both proactive and reactive re-
source control. For instance, an infrastructure map (2D
or 3D) could display physical and virtual computational
resources and their relationships. Moreover, this map
could exhibit the resources load and its impact on the
current Service Level Agreements (SLA). For a reactive
approach this map could be refreshed online and display
visual (e.g., by color and shapes) and sound alerts when a
new resource request impacts on current SLAs or requires
setup of more resources. In a proactive fashion, this map
combined with an appropriate heuristic could make an
animation to display a more optimized resource allocation
considering simulated sets of resource requests.
2) Virtual machine migration enables a virtual machine
migration across the data center to get load balance.
However, detecting workload hotspots and initiating a
virtual machine migration is a hard task, especially to
respond to sudden workload changes. In this sense, the
same hierarchical map suggested in the previous item
could generate a visual warning about overload hotspots,
and suggest a possible destination for the virtual machine
migration. Moreover, cloud analysts could simulate vir-
tual migrations using this map view.
3) Energy management is a major issue in Cloud com-
puting, in particular because it represents a significant
amount of the cloud operational expenditure. Addition-
ally, service providers are faced to meet government
regulations and environmental standards. On the other
hand, software mechanisms for saving energy are not ob-
vious since they must deal with the trade-off between en-
ergy savings and application performance. Thus, energy
management can be improved by human reasoning from
visual analysis. For instance, a heat map of the physical
infrastructure (i.e., representing the physical distribution
of the data center and providing historical data) could
be helpful to cloud analysts. From this visualization,
they could take decisions in order to decrease the energy
consumption. For example, based on heat areas, they can
get insights about how to decrease heat dissipation in that
area and, consequently, decrease cooling consumption.
4) Traffic management and analysis is a long-term re-
search issue also for traditional network environments.
However, the density of links in Cloud computing is
higher than in traditional environments, and the traffic
patterns are also different. In this sense, information
visualization techniques could be regarded as a powerful
tool to understand better measurements and patterns of
cloud traffic. The parallel coordinates technique could be
exploited in the same way as it was exploited to under-
stand attack patterns in the security field. Additionally,
proper visualization techniques to display flow data as
a live stream are also helpful. It may be achieved by
standard 2D visualizations, such as line charts refreshed
in near real-time. A more sophisticated approach may be
a node/link layout, in which links vary their attributes
(e.g., thickness, color, and direction), according to net-
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work traffic flow. In this approach, animation with replay
feature could be also interesting, especially to recognize
the unusual behavior.
D. SDN
Software Defined Networking (SDN) is a new networking
paradigm, related to the idea of programmable networks, in
which the forwarding hardware is decoupled from control
decisions [165]. According to the Open Networking Foun-
dation (ONF) [166], SDN is the physical separation of the
network control plane from the forwarding plane, where a
control plane controls several devices. Traditionally, a network
device (e.g., routers, switches) is composed of two planes: the
forwarding plane is responsible for receiving incoming packets
and forwarding them to their destination according to routing
policies; the control plane is responsible for managing routing
policies, device configurations, and QoS rules, among other
control functions.
SDN decouples these two planes. The control plane is
delegated to an external entity called controller. The controller
handles the control of a set of network devices. In turn, a
network device performs only the forwarding plane functions
according to rules configured by its controller. If a network
device receives a packet and there is no routing rule to forward
it, the network device sends the packet to its controller. The
controller will decide between a forwarding rule only for that
packet or the installation of a new forwarding rule for all
packets with the same attributes.
From that perspective, SDN is a clean slate approach
making possible innovations that are not feasible in current
networks. For instance, network administrators can experiment
with new algorithms for QoS provisioning with no changes in
the network devices. Only the controller needs to know the
algorithm since it will be responsible to set the forwarding
rules in the network devices.
We identify three research directions concerning informa-
tion visualization as a tool to aid in management of SDN-based
networks, as follows:
1) Control information: since all network rules are trig-
gered by the controller, visualizations that improve
the understanding of the controller behavior could be
paramount for the management of SDN-based networks.
For instance, network operators need to be aware of
which forwarding rules are run on each network device. A
proper visualization of this information could be through
a network map. In this map, each device could be queried
to show the installed forwarding rules. Additionally, its
neighbors would be automatically highlighted if there is
a path to them.
2) Network traffic management: as introduced in Section
VI-C, network traffic management is an essential task. In
the context of SDN, beyond the traffic among network
devices, the traffic between the network device and the
controller is also crucial. The pattern of traffic between
a network device and its controller may suggest some
insights. For example, a significant volume of control
traffic may indicate that the forwarding rules do not match
with the significant amount of traffic. From another point
of view, this may indicate a high polling rate set in the
controller to collect flow statistics from a network device.
Additionally, a huge amount of control traffic could be
an attempt of DoS attack. Thus, visualization systems to
address these issues could be very helpful for network
operators.
3) Multiple Controllers: in large networks, the control tasks
may be distributed among several controllers. For this
reason, visualizing the network structure may be a hard
task, for example, in a large SDN network composed
of several physical devices running a large number of
virtual devices, and controlled by several controllers.
Understanding this hierarchy along with its connections
may be a challenging task for network operators. A proper
visualization of this structure could significantly decrease
the workload of network administrators for troubleshoot-
ing as well as increase their possibilities to recognize
unexpected conditions.
E. Human-centered evaluation
As previously introduced in Section II, information vi-
sualization uses visual representations of data to amplify
cognition. From this definition, it is easy to infer that this
discipline is strongly centered on human reasoning, i.e., a
given visualization technique will be effective if its visual
and interaction capabilities satisfy its target audience. In this
context, we envisage the human-centered evaluation of infor-
mation visualization techniques as a key research challenge
to improve the use of such techniques to support network
administrators in the network and service management tasks.
Freitas et al. [167] discussed four main problems with
usability evaluation of information visualization techniques:
1) The diversity of methods used for evaluating information
visualization techniques is quite limited.
2) As a consequence of the previous problem, evaluation
happens too late because user testing is mainly applied
in later stages of development.
3) In general, an evaluation process for information visu-
alization techniques does not follow a general usability
evaluation methodology.
4) Information visualization techniques have been usu-
ally developed (and evaluated) following a technology-
oriented perspective rather than a user-centered perspec-
tive.
Besides to these problems, we take into account the op-
erational overhead of user-centered evaluation. For instance,
gathering a group of network administrators that operate
production networks is not an easy task. Normally, they are
quite busy, and the evaluation process requires much time to
achieve its goals.
Another aspect (more subjective) refers to the traditional
tools commonly used by network administrators. Usually,
many of these tools are based on Command Line Interfaces
(CLI) (e.g., prompt commands and log analysis), web-forms
(e.g., devices configuration), and static views (e.g., reports).
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Network administrators are familiar with these types of inter-
faces. Enhanced visual interfaces that use information visu-
alization techniques must be designed and evaluated aligned
to the network administrators expectations to prevent these
interfaces of being relegated to a secondary plane by them.
The aspects mentioned above highlight the need for user-
centered evaluation. Specifically, we highlight the second
problem of the list above (item 2), which emphasizes that the
evaluation happens too late. Indeed, we believe that a proper
assessment process needs to start jointly with the earlier stages
of development (e.g., with the requirements analysis stage)
to achieve better results. Otherwise, a promising information
visualization proposal may be ignored by network administra-
tors because it was not designed and evaluated based on their
requirements.
During this survey, we found some initiatives that address
the evaluation of information visualization for network and
service management [168] [22] [169]. However, all these
efforts are focused on security issues. Foresti and Agutter
[168] apply an interdisciplinary methodology that comprises
several roles, such as the client, the applications team, the
design team, the psychology team, the computing team, the
administration team, and consultants. In this context, network
administrators are part of the applications team and translate
the client’s needs and requirements into software programming
needs.
Goodall [22] introduced a comparative evaluation between
a traditional tool for packet analysis (in that case, Wireshark)
and the TNV tool (a visual network packet analysis tool). In
that research, eight Information Systems undergraduate and
graduate students participated.
Stoll et al. [169] used the Personas Method, which consists
of identifying and capturing significant details that shape the
users’ needs. In summary, the persona is a fictional character
that simulates a real one. In this context, the authors have used
characteristics of cyber-security analysts to model and create
a persona.
We believe that the user-centered evaluation of information
visualization for network and service management is a breed-
ing ground for research and development. Moreover, we un-
derstand that user-centered evaluation will be more and more
crucial for proposals addressing information visualization as a
tool to support the network and service management tasks. In
essence, a well-conducted user-centered evaluation allows to
engage network administrators in the loop and ensure that their
requirements for visual displays will be properly achieved.
VII. CONCLUSION
Traditionally, network and service management is accom-
plished using tools that help network administrators in their
tasks. Information visualization techniques applied to man-
agement datasets can be a powerful tool to aid network
administrators to recognize behaviors and patterns, especially
in situations where human reasoning is essential.
In this paper, we present a comprehensive survey of efforts
regarding information visualization techniques as a tool to
help in network and service management. To this end, we
have carried out a systematic literature review of 285 articles
and papers published between 1985 and 2013 and classified
them along two taxonomies on information visualization and
network and service management.
We observe that efforts on information visualization for
network and service management have started in the 90s.
At that time, the AT&T Bell Laboratories team had relevant
contributions, especially in the work presented by Becker et
al. [2]. Until 2004, we can not characterize specific topics
of interest since investigations were scattered on different
network and service management topics. On the other hand,
from 2004, when the VizSec forum started, investigations
on information visualization for security management have
prevailed. Thus, the state of the art from the network and
service management perspective can be branched as follows:
(i) several works addressing security, and (ii) scattered efforts
over other fields. In the same context, information visualization
was explored in several ways, without focusing on specific
techniques.
In this section, we go back to the research questions
presented in Section III-B, and outline conclusions and lessons
learned along our study.
RQ1: What are the most explored topics on network and
service management regarding the use of information visual-
ization?
We can confirm that investigations on security management
prevail. Translating to numbers, we found 203 works address-
ing this field, i.e., around 71% of the total number of surveyed
articles and papers. Regarding the number of classified works,
other taxonomy subtopics could be highlighted, such as exper-
imental approach (263), design (261), IP networks (255), and
monitoring & measurements (94). However, the high number
of works in such subtopics occurs because, in most case, they
are explored jointly with other subtopics. For example, given
work focusing on SLA management might be also classified
as the IP networks and experimental approach subtopics. Also,
we can observe some efforts on other subtopics such as
Wireless & mobile networks, configuration and performance
management, and protocols. However, the number of publica-
tions in these subtopics is too small compared to the security
field.
RQ2: What are the most employed information visualization
techniques and tasks/interactions for network and service
management?
Regarding information visualization techniques, we observe
the prevalence of the standard 2D/3D displays subtopic,
with 253 classified works. Icon-based displays also ap-
pear in a significant number of works (136). In terms of
tasks/interactions, the most explored subtopics are Overview
(154), Filter/Interactive Filtering (116), and Zoom/Interactive
Zooming (105). We also highlight the small number of
works that have addressed tasks/interactions such as history,
extract, relate, linking and brushing, details-on-demand, and
move/rotate.
RQ3: What related insights are revealed by the proposed
classification? For example, what are the most widely used
information visualization techniques for a given network and
service management topic?
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We have correlated the subtopics of the employed network
and service management and information visualization tax-
onomies covered by the 285 surveyed articles and papers.
Amongst others, we have identified the predominance of stan-
dard 2D/3D visualization for security management. Moreover,
we have also showed how each tasks/interactions subtopic is
explored for each visualization technique.
RQ4: What are the future research directions identified from
this survey?
We suggest five topics for future research directions as
follows: (i) IoT; (ii) Big data; (iii) Cloud computing; (iv) SDN;
and (v) Human-centered evaluation. These suggestions are also
based on observations of the market and industry trends.
APPENDIX A
EXTRA INDICATORS
During the entire survey, we collected some additional
information for each article. After analyzing such information,
we decided to explain briefly the most cited articles/papers and
the most visited venues (i.e., journal, conferences, etc.).
Regarding the most cited articles/papers, we focused on the
twenty most cited. The top five articles/papers in citations
over the entire researched papers are: [2] (440 citations), [51]
(222 citations), [55] (212 citations), [170] (210 citations), and
[80] (204 citations). Among these five articles/papers, only the
article [80] addresses security issues. This finding is explained
because the top four articles/papers were published before
2001, i.e., they are older works and before the raising of the
VizSec forum. Moreover, the influence of the VizSec forum
is also visible in the twenty most cited articles/papers: Eight
publications among the twenty most cited were published in
this venue (i.e., 40%).
Table III summarizes the ten most popular venues where
the analyzed articles/papers were published. We also added
two columns concerning the target audience. These columns
show if the venue intends to target the visualization community
or the network community. In this aspect, we observed a
balance by excluding the VizSec forum. In fact, this forum
is the only one that fits both communities. Another relevant
point is related to the presence of NOMS and IM symposiums
in the list. These forums are specifically focused on network
and service management, i.e., it denotes that efforts addressing
visualization are expected and well accepted by the network
community.
APPENDIX B
NETWORK AND SERVICE MANAGEMENT CLASSIFICATION
TABLES
Tables IV-X show the number of articles in each subtopic
of the network and service management taxonomy, and the
reference for each one of them. Rows in the table are ordered
by the column “Total”, which means the number of works
classified in each subtopic.
APPENDIX C
INFORMATION VISUALIZATION CLASSIFICATION TABLES
Tables XI-XIII show the number of articles in each subtopic
of the information visualization taxonomy, and the reference
for each one of them. Rows in the table are ordered by the
column “Total”, which means the number of works classified
in each subtopic.
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Table III
THE TEN MOST POPULAR VENUES
Target audience
Venues Publications Visualization Network
VizSec - Symposium on Visualization for Cyber Security 99 X X
CGA - IEEE Computer Graphics and Applications 8 X
NOMS - IEEE/IFIP Network Operations and Management Symposium 7 X
LISA - Large Installation System Administration Conference 6 X
IEEE Network 6 X
IM - IFIP/IEEE Symposium on Integrated Network and Service Management 5 X
IAW - IEEE Information Assurance Workshop 5 X
TVGC - IEEE Transactions on Visualization and Computer Graphics 5 X
VAST - IEEE Symposium on Visual Analytics Science And Technology 4 X
IV - International Conference on Information Visualisation 4 X
Table IV
NETWORK AND SERVICE MANAGEMENT TAXONOMY - TOPIC: NETWORK MANAGEMENT
Total Subtopic References of articles/papers
243 IP networks [171] [172] [173] [174] [175] [176] [177] [178] [125] [144] [143] [179] [180] [181] [182]
[183] [184] [185] [126] [186] [187] [140] [188] [110] [189] [190] [145] [191] [111] [192]
[135] [193] [194] [15] [142] [195] [196] [197] [198] [136] [199] [200] [201] [202] [203]
[204] [205] [206] [207] [208] [209] [210] [109] [211] [212] [213] [214] [215] [216] [118]
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[257] [94] [258] [88] [101] [259] [17] [105] [260] [261] [67] [262] [263] [99] [264] [265]
[266] [267] [268] [269] [270] [271] [272] [273] [274] [83] [275] [276] [277] [278] [279] [102]
[280] [281] [282] [89] [283] [284] [285] [58] [104] [286] [100] [287] [288] [289] [290] [291]
[292] [293] [103] [294] [295] [296] [297] [298] [299] [72] [300] [19] [81] [30] [301] [302]
[303] [304] [305] [57] [306] [90] [54] [80] [53] [307] [51] [49] [98] [308] [309] [310] [48]
[311] [312] [79] [71] [73] [313] [61] [63] [82] [170] [314] [70] [69] [315] [39] [41] [316]
[50] [317] [37] [2] [47] [46] [44] [318] [319] [320] [147] [321] [55] [322] [323] [43] [29]
[324] [325] [326] [327] [31] [138]
18 Wireless & mobile networks [328] [113] [115] [329] [330] [139] [331] [332] [333] [334] [68] [335] [106] [336] [337] [69]
[26] [114]
9 LANs [338] [201] [207] [255] [88] [79] [61] [69] [34]
4 Sensor Networks [113] [112] [329] [330]
3 Data Center Networks [128] [338] [339]
3 Ad-hoc networks [329] [26] [340]
1 Virtual Networks [124]
1 Software Defined and Programmable Networks [341]
1 Smart Grids [342]
1 Optical Networks [343]
0 Overlay Networks —–
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Table V
NETWORK AND SERVICE MANAGEMENT TAXONOMY - TOPIC: SERVICE MANAGEMENT
Total Subtopic References of articles/papers
19 Data services (e.g., email, web) [173] [175] [176] [181] [184] [187] [140] [199] [255] [262] [263] [277] [282] [302] [48] [73]
[317] [318] [320]
3 QoE-centric management [125] [183] [31]
3 Multimedia services (e.g., voice, video) [125] [318] [320]
2 Service discovery, migration and orchestration [188] [201]
2 Resource provisioning and management [124] [123]
2 Hosting (virtual machines) [341] [255]
2 Cloud services [126] [339]
0 Grids —–
Table VI
NETWORK AND SERVICE MANAGEMENT TAXONOMY - TOPIC: BUSINESS MANAGEMENT
Total Subtopic References of articles/papers
2 Process management [123] [119]
2 Legal & ethical issues [177] [207]
Table VII
NETWORK AND SERVICE MANAGEMENT TAXONOMY - TOPIC: FUNCTIONAL AREAS
Total Subtopic References of articles/papers
203 Security management [171] [172] [328] [173] [174] [342] [175] [146] [176] [177] [344] [330] [178] [144] [179] [180] [181] [143] [182]
[184] [345] [185] [186] [187] [140] [188] [189] [190] [145] [341] [191] [192] [135] [194] [15] [142] [195] [196]
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[246] [247] [248] [249] [95] [250] [335] [251] [252] [253] [254] [92] [106] [255] [256] [94] [257] [258] [88]
[101] [259] [105] [17] [260] [261] [262] [263] [99] [264] [265] [266] [267] [268] [269] [270] [271] [272] [273]
[274] [83] [275] [276] [277] [278] [279] [102] [280] [281] [282] [336] [89] [283] [284] [285] [286] [287] [100]
[288] [289] [290] [291] [292] [293] [103] [294] [295] [296] [297] [298] [299] [300] [19] [81] [301] [302] [303]
[304] [305] [306] [90] [54] [80] [53] [307] [98] [308] [309] [310] [311] [312] [79] [73] [313] [82] [170] [314]
[315] [346] [97] [96] [147] [347] [321] [29] [324] [325] [326] [327]
34 Performance management [125] [179] [183] [126] [115] [189] [205] [68] [60] [339] [250] [59] [257] [285] [104] [48] [71] [61] [63] [343]
[170] [70] [50] [37] [2] [34] [26] [114] [318] [319] [320] [325] [31] [138]
27 Fault management [115] [179] [189] [197] [205] [333] [220] [339] [255] [265] [71] [63] [343] [170] [50] [2] [44] [34] [114] [127]
[318] [97] [96] [55] [29] [324] [325]
18 Configuration management [128] [179] [111] [205] [109] [68] [339] [299] [30] [49] [71] [63] [343] [316] [318] [319] [320] [31]
11 Event management [205] [49] [343] [82] [47] [346] [97] [96] [347] [55] [324]
4 Accounting management [205] [60] [170] [34]
2 SLA management [205] [138]
Table VIII
NETWORK AND SERVICE MANAGEMENT TAXONOMY - TOPIC: MANAGEMENT APPROACHES
Total Subtopic References of articles/papers
10 Policy-based management [185] [341] [192] [109] [95] [94] [300] [170] [320] [323]
2 Centralized management [193] [67]
2 Autonomic and self management [124] [332]
1 Pro-active management [137]
1 Federated network management [332]
1 Distributed management [115]
0 Energy-aware network management —–
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Table IX
NETWORK AND SERVICE MANAGEMENT TAXONOMY - TOPIC: TECHNOLOGIES
Total Subtopic References of articles/papers
48 Human Machine interaction [172] [173] [174] [175] [146] [329] [176] [143] [187] [140] [188] [189] [190] [145]
[135] [142] [197] [198] [123] [202] [331] [333] [109] [212] [225] [228] [230] [243]
[249] [254] [94] [258] [269] [270] [275] [283] [284] [287] [290] [293] [294] [295]
[297] [306] [90] [98] [147] [31]
30 Protocols [171] [110] [111] [194] [201] [205] [210] [109] [122] [231] [108] [240] [65] [241]
[64] [66] [252] [278] [279] [284] [58] [104] [300] [30] [305] [57] [69] [42] [29] [327]
22 Data, information, and semantic modeling [185] [196] [197] [136] [203] [204] [333] [229] [244] [60] [248] [59] [88] [17] [261]
[99] [269] [51] [42] [34] [32] [147]
3 Cloud computing [126] [185] [338]
2 P2P [195] [276]
1 Grid [338]
0 Operations and Business Support Systems (OSS/BSS) —–
0 Mobile agents —–
0 Middleware —–
0 Internet of Things —–
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Systems (NBiS), 2012 15th International Conference on, Sept 2012,
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[24] A. Koyama, K. Kamakura, and L. Barolli, “MANET-viewer: A
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[29] S. T. Teoh, K. liu Ma, S. F. Wu, and K. Words, “A visual technique
for internet anomaly detection,” in IASTED International Conference
on Computer Graphics and Imaging (CGIM ’02), IASTED. ACTA
Press, 2002.
[30] L. Colitti, G. D. Battista, F. Mariani, M. Patrignani, and M. Pizzonia,
“Visualizing interdomain routing with BGPlay,” in JOURNAL ON
GRAPH ALGORITHMS AND APPLICATIONS, 2005, pp. 2004–2005.
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467.
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Information Visualization, 1995. Proceedings., Oct 1995, pp. 129–131.
[38] S. Eick, “Aspects of network visualization,” Computer Graphics and
Applications, IEEE, vol. 16, no. 2, pp. 69–72, Mar 1996.
[39] J. Abello, E. R. Gansner, and S. C. North, “Large-scale network
visualization,” ACM Computer Graphics, 1999.
[40] E. Koutsofios, S. North, R. Truscott, and D. Keim, “Visualizing large-
scale telecommunication networks and services,” in Visualization 99.
Proceedings, Oct 1999, pp. 457–461.
[41] E. Koutsofios, S. North, and D. Keim, “Visualizing large telecommuni-
cation data sets,” Computer Graphics and Applications, IEEE, vol. 19,
no. 3, pp. 16–19, May 1999.
[42] J. A. Zinky and F. M. White, “Visualizing packet traces,” SIGCOMM
Comput. Commun. Rev., vol. 22, no. 4, pp. 293–304, Oct. 1992.
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[43] M. P. Consens, M. Z. Hasan, and A. O. Mendelzon, “Using Hy+
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CASCON 93. IBM Press, 1993, pp. 450–471. [Online]. Available:
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[44] M. P. Consens and M. Z. Hasan, “Supporting network management
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NETWORK AND SERVICE MANAGEMENT TAXONOMY - TOPIC: METHODS
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263 Experimental approach [328] [173] [174] [342] [175] [146] [329] [176] [177] [344] [330] [125] [178] [128] [144]
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[66] [339] [95] [250] [335] [251] [252] [253] [254] [92] [106] [59] [255] [256] [94] [257]
[258] [88] [101] [259] [105] [17] [260] [261] [67] [262] [263] [99] [264] [265] [266] [268]
[269] [270] [271] [272] [274] [83] [275] [276] [277] [278] [102] [279] [280] [281] [282]
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[57] [306] [90] [54] [348] [80] [53] [52] [307] [51] [49] [98] [309] [310] [311] [48] [312]
[79] [337] [71] [73] [313] [61] [63] [343] [82] [170] [314] [70] [315] [39] [41] [316] [50]
[317] [2] [47] [46] [44] [42] [34] [33] [32] [346] [26] [114] [127] [318] [319] [320] [147]
[347] [321] [55] [322] [323] [43] [29] [324] [325] [326] [327] [31] [138]
261 Design [328] [173] [174] [342] [146] [329] [177] [176] [344] [330] [128] [125] [144] [179] [181]
[143] [182] [183] [184] [345] [126] [185] [187] [140] [110] [188] [115] [189] [124] [341]
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[317] [37] [2] [47] [46] [44] [42] [34] [33] [32] [346] [26] [114] [127] [318] [319] [320]
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94 Monitoring & Measurements [112] [349] [175] [329] [344] [125] [182] [184] [186] [126] [115] [341] [194] [195] [136]
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[105] [262] [264] [265] [267] [268] [269] [273] [83] [279] [283] [285] [286] [288] [291]
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22 Simulation [112] [330] [128] [144] [180] [187] [111] [139] [123] [214] [334] [220] [231] [232] [106]
[102] [104] [308] [69] [46] [340] [326]
22 Data mining and (big) data analytics [179] [182] [110] [15] [195] [136] [209] [121] [117] [219] [119] [234] [105] [265] [269]
[303] [305] [309] [48] [44] [147] [324]
11 Machine learning and genetic algorithms [176] [210] [129] [119] [225] [226] [133] [235] [249] [267] [53]
10 Probabilistic, stochastic processes, queuing theory [171] [328] [177] [180] [186] [139] [203] [133] [286] [292]
2 Optimization theories [183] [140]
1 Control theories [175]
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0 Economic theories —–
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INFORMATION VISUALIZATION TAXONOMY - TOPIC: DATASET TYPES
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