New Algorithm for Frequent Itemsets Mining from Evidential Data Streams  by Farhat, Amine et al.
 Procedia Computer Science  96 ( 2016 )  645 – 653 
Available online at www.sciencedirect.com
1877-0509 © 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of KES International
doi: 10.1016/j.procs.2016.08.246 
ScienceDirect
* Corresponding author. Tel: +216-52-829-399 
E-mail address: farhat_amine@yahoo.fr, ms.gouider@yahoo.fr, bensaid_lamjed@yahoo.fr 
20th International Conference on Knowledge Based and Intelligent Information and Engineering 
Systems 
New algorithm for Frequent Itemsets Mining From Evidential Data 
Streams
Amine Farhata,*, Mohamed Salah Gouidera , Lamjed Ben Saida
aSoie Laboratory, Institut Superieur de Gestion de Tunis, 41, Av de la liberté , Bardo 2000, Tunis University, Tunis, Tunisia 
Abstract 
Mining frequent itemsets is a very interesting issue in Data Streams handling, useful for several real world applications. This task 
reveals many challenges such the one-pass principle as well as performance problems due to the huge volumes of Data Streams. 
Performance is defined in terms of CPU and main memory consumption in terms of uncertainty management issues. In this 
paper, we introduce the concept of Evidential Data Streams and we present a new innovative algorithm for mining frequent 
itemsets from evidential data streams, based on the evidence theory concepts. 
© 2015 The Authors. Published by Elsevier B.V. 
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1. Introduction: 
The changes on the architectures of real world applications have created recently a new type of Databases characterized 
by their rapid flow and specific sources, named Data Streams. Then, specific algorithms and approachs have been proposed and 
designed for data streams management systems and for data streams mining, which is very interesting for discovering knowledge 
from data streams and use them for decision making or system control. Mining association rules is among the important tasks of 
Data Mining[1], whose main step is the identification of frequent itemsets. Uncertainty issues are very important in the context of 
Data Streams, due to the nature of the sensors and the complexity of data collection supports. Evidence theory represents a robust 
formalism for modeling and managing uncertainty initiated in[7]. 
In this paper, we define the concept of Evidential Data Streams, based on the evidence theory, and we present the support 
computation technique in a context of Landmark managing of Data Streams. Then, the algorithm FG_EDS is presented, witch 
mines all the frequent evidential itemsets over a data stream. 
© 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
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This paper is organized as follows. We present the related work section 2. Then, in section 3, we present the concept of 
evidential Data Streams. Section 4 presents the algorithm FIS_EDS of mining frequents itemsets from evidential data streams. 
Conclusions and perspectives of our work are presented in section 5. 
2. Related Work: 
Frequent itemsets mining is a very interesting task in data mining initiated in [1]. Saveral algorithms have been 
developed for the resolution and the optimization of this problem. The development and the complexity of real world 
applications and of data collection means induced the collection of imperfect data, e.g., uncertain or incomplete data. 
Uncertainty or incompleteness are modeled with several mathematical frameworks such probability theory. In 
[8,9,11,12,13,14,15,16,17], research papers give details of their approaches and algorithms for mining frequent itemsets 
from uncertain data. Uncertainty representation, support counting techniques as well as CPU and memory consumption are 
the most important challenges for authors. In what concerns Data Streams, there exist many algorithms [10,18] in the 
literature addressing the frequent itemsets discovery in a context of uncertain data streams, taking into account the data 
streams carateristics.  
3. Evidential Data Streams: 
In this section, we introduce the concept of evidential Data Streams, based on the evidence theory formalism. The 
concept of evidential database was proposed in previous papers [4], in order to model imperfections and missing values in data 
collected in databases. In this paper, we introduce and formalize the concept of evidential Data Streams, which has’nt been 
presented previously. 
3.1. Evidence theory: 
The evidence theory, known also as Dempster-Shafer theory[7] represents a formalism for uncertainty modeling and 
treatment. This theory consists in combining evidence from several sources in order to arrive at a degree of belief. In our context, 
we use Transferrable Belief Model (TBM) interpretation. Therefore, we give a brief presentation of this model.  
Let ߠ ൌ  ሼߠͳǡ ߠʹǡ ǥǥǥǥǥߠ͵ሽ , be a finite non empty set of all elementary exhaustive and mutually exclusive 
elements related to a given problem, thus ߠis called a frame of discernment. The basic belief assignment (bba) is defined on the 
set of subsets of ߠ, ʹఏ, the function m representing bba as follows: 
݉ǣʹఏ ՜ ሾͲǡͳሿ
൞෍ ݉ሺܺሻ ൌ ͳ
௑كఏ
݉ሺ׎ሻ ൌ Ͳ
Note that each subset X of ʹఏ fulfilling m(X)> 0 is called a focal element of the bba. ݉ሺ׎ሻ ൌ Ͳ denotes that we are in a 
context of closed world assumption, which is always the case. 
Belief function is also defined from the bba m and computes the total belief in an event X. 
ܾ݈݁ǣʹఏ ՜ ሾͲǡͳሿ
ܾ݈݁ሺܺሻ ൌ  ෍ ݉ሺܤሻ
׎ஷ஻ك௑
Plausibility function pl is also defined and computes the amount of belief which can be given to an event X. 
݌݈ǣʹఏ ՜ ሾͲǡͳሿ
݌݈ሺܺሻ ൌ  ෍ ݉ሺܤሻ
஻ת௑ஷ׎
The set {ߠ, F, m}, as F is the set of all focal elements, is called a body of evidence, BoE. 
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Let m1 and m2 be two bba on two independent BoE on the same frame od discernment ߠ. The combination of the bba 
on an event Z is computed as follows: 
݉ଵ ڇ ݉ଶሺܼሻ ൌ  ෍ ݉ଵሺܺሻ כ ݉ଶሺܻሻ
௑ǡ௒كఏǡ௑ת௒ୀ׎
3.2. Evidential Data Streams: 
For the best of our knowledge, Evidential Data streams haven’t been introduced in the literature, despite the 
development of several algorithms for dealing with uncertainty in Data Streams context. As we mentioned above, evidence 
theory gives a robust formalism for modeling and treating uncertainty. In the database world, uncertainty techniques are used in
order to model imperfections on the data stored, such as errors and missing values. 
Introduced in [4], the concept of evidential databases represents an extension to relational database model handling 
imprecise and uncertain data, based on the evidence theory. A tuple and attribute level uncertainty are presented with a formalism
for maintain and querying data. 
In this paper, we formalize and develop the concept of evidential data streams, noted EDS. An evidential data stream 
assumes that incoming transactions or tuples contain imperfect data, represented by evidential concepts. 
As in evendial database, n columns and d lines are defined. The lines represent transactions or tuples. Each column 
(attribute) I has its domain ߠ௜ of distinct values. Each cell or value corresponds to a Body of Evidence, with ߠ௜ as a frame, F as 
set of focal elements and a mass function mij as: 
݉ǣʹఏ ՜ ሾͲǡͳሿ
ቐ
෍ ݆݉݅ሺܣሻ ൌ ͳ

஺كఏ௜
݆݉݅ሺ׎ሻ ൌ Ͳ
Then, transactions are like presented in the following table with distributed believes on focal elements, for some 
attributes. Certain or exact values are materialized by a mass value of 1. 
In the context of our work, e.g, mining frequent itemsets in evidential data streams, transactions are subsets of the main domain 
ߠ . EDS reading strategy and approximation techniques are discussed later in this paper, e.g., in the part of the algorithm 
presentation.
Let’s study the support computing for itemsets in the context of evidential Data Streams. This issue was studied in several 
research papers and principally in[3,6], but authors haven’t studied the data streams issue. We present in what follows, the basic
approach presented in [3], which is used in our paper, after an adaptation to the data streams context. Approximation and 
implementation techniques are studied later. 
Let X be an evidential itemset as ܺ ൌ ሼݔͳǡ ݔʹǡ ǥǥ Ǥ Ǥ ݔ݊ሽ , each xi represent an evidential item belonging to a frame of 
discernment ߠ݅. Let also wk be the kiest window in an evidential data stream EDS. The mass of X in a transaction Tj is computed 
with the next equation 
݆݉ሺܺሻ ൌ ෑ݆݉݅ሺݔ݅ሻ
௫௜א௑
As mij is the Cartesian product of all bba of the transaction tj. Then, the mass of X on the hole window wk is: 
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݉ா஽ௌೢೖሺܺሻ ൌ
ͳ
݀
෍݆݉ሺܺሻ
ௗ
௝ୀଵ
d, denotes the transactions of wk supporting evidentially X. The support of X in the window wk, of the hole EDS is: 
ܵݑ݌݌ா஽ௌሺܺሻ ൌ ܾ݈݁ா஽ௌሺܺሻ ൌ ෍ ݉ܧܦܵሺܻሻ
௒ك௑
4. Ming Frequent itemsets in Evidential Data Streams: 
4.1. Problem Specification: 
Let I : a set of distinct items 
Let EDS be an evidential data stream, with continuous incoming transactions, noted Tj. EDS is divided into count-based 
landmark windows as: 
ܧܦܵ ൌ ሼ ଵܹǡ ଶܹ ǥǥǥǥǥ Ǥ ௡ܹሽ
Each window is composed of a prefixed number of transactions, m: 
௜ܹ ൌ ሼ ଵܶǡ ଶܶ ǥǥǥǥǥ Ǥ ௠ܶሽ
Each transaction Tj is an evidential itemset as defined in 3, e.g., the existence of items in transactions is formalized by mass
functions.
௝ܶ ൌ ሼ ௝ܸଵǡ ௝ܸଶ ǥǥǥǥǥ Ǥ ௝ܸ௞ሽ; k is the size of the transation Tj. 
The variable ௝ܸଵ is materialized by o body of evidence, with a mass function m, defined as follows: 
݉ǣܫ ՜ ሾͲǡͳሿ
ቐ
෍ ݆݉݅ሺݔ௜ሻ ൌ ͳ

௫௜אூ
݆݉݅ሺ׎ሻ ൌ Ͳ
The value ௝ܸ௜ gives the mass of evidence put the existence of an item in a transaction Tj. Calculation of the mass of evidence 
is not an object of our paper and depends on the sensors and the data collection supports. 
Let s be a user defined support threshold. 
Let s’ be a second user defined support threshold, used for generation of subFrequent itemsets, explained later in this paper. 
Our approach consists in generating all the frequent evidential itemsets all over the stream, taking into account the 
performance challenges, e.g., cpu and memory consumption, and the necessity of implementing an efficient support count 
method in order to avoid multiple reads on the incoming transactions. 
4.2. Algorithm FIS_EDS: 
As mentioned above, our algorithm FIS_EDS is designed for generating frequent itemsets from evidential data streams and 
implements a landmark window strategy. Our first contribution is the summarizing of the incoming transactions belonging to a 
window Wi by a table noted, evidential Bit-Table, which makes the frequency counting easier and avoid the hole parse of the 
window when performing apriori generation and support counting. The evidential bit-Table is materialized by a matrix which m 
(number of transactions) lines and |I| columns (items). Each cell of the matrix stores the value of the mass of the item xi in 
transaction Tj, then: 
ቐ
ܯ݆݅ א ሾͲǡͳሿ
ܯ݆݅ ൌ ͲǢݓ݄݁݊ݐ݄݁݅ݐ݁݉ݔ݅݀݋݁ݏᇱ݊ݐ݁ݔ݅ݏݐ݅݊ݐ݄݁ݐݎܽ݊ݏܽܿݐ݅݋݊݆ܶ
ܯ݆݅ ൌ ͳǢݓ݄݁݊ݔ݅݅ݏܿ݁ݎݐ݈ܽ݅݊ݕ݅݊ݐ݄݁ݐݎܽ݊ݏܽܿݐ݅݋݊݆ܶ
This matrix grows with the incoming transactions. It is emptied and re-initialized at each window switching operation. Fig.3 
gives an example of this matrix. 
Our algorithm FIS_EDS proceeds by constructing the evidence Bit-Table from the first window of the stream being 
analyzed. Once the window totally received, FIS_EDS generates all the frequent evidential itemsets, whose support is greater 
then s, using the apriori approach. Simultaneously, the itemsets whose support is less then, e. g., infrequent, and greater then s’, 
are considerate subFrequent and are kept. They participate in the generation of candidates but are not returned to the user as 
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results. SubFrequent Itemsets are generated, because they are nearly frequent and may become frequent in the upcoming 
windows of the stream. 
Algorithm.1:  FIS_EDS 
1. Input
2. F = null //set of all frequent itemsets 
3. E_BitTable=null;//the Matrix Bit Table 
4. s,s’; 
5. Begin 
6. // Part 1 – Generating Bit Transations Tables 
7. For each window wk do 
8.         For each new transaction Tj in wk do 
9.                   For each item xi do 
10.                             M[j,i] = Vji;// the mass value is inserted in the    //Matrix 
11.                  End For; 
12.        End For; 
13.             Generate_Evidence_FIS(ܨ௪௞ ,s, s’, M); 
14.         Prune_Evidence_Infrequent(ܨ௪௞ିଵǡܯǡ ݏǡ ݏԢ); 
15.               ܨ௪௞  = ܨ௪௞  U ܨ௪௞ିଵ ; 
16.               M=null ; 
17. End For; 
18. End;
After analyzing a window k and identifying its set of frequent and subFrequent itemsets, noted ܨ௪௞, the set of the frequent 
itemsets of the (k-1) window, noted ܨ௪௞ିଵ, is pruned in order to eliminate all its itemsets non frequent or non subFrequent 
regarding the transactions of the current window Wk. Therefore, our algorithm is oriented for extracting the most recent frequent 
itemsets or more closely the itemsets supported by the latest transactions.  
Algorithm.2: function Generate_Evidence_FIS(ܨ௪௞ǡs,s’,M) 
1. Begin 
2. ܥଵ௪௞= 1-itemsets(M); 
3. For each item Y  in ܥଵ௪௞ do 
4.          For each recod Mj in M do 
5.                 count (Y) = count(Y) + Mj(Y); 
6.         End For ; 
7.                Supp(Y) = Count(Y) / m ;//m : size of the window 
8.                If Supp(Y)>s then  
9.                      ܨଵ௪௞ ൌ ܨଵ௪௞ܷሺܻǡ ݂ሻǢ
10.               End if; 
11.              If Supp(Y)>s’ then  
12.                      ܨଵ௪௞ ൌ ܨଵ௪௞ܷሺܻǡ ݏ݂ሻǢ
13.               End if; 
14. End For; 
15. ܨ௪௞= ܨ௪௞U ܨଵ௪௞;
16. For (l>=2, ܨ௟ିଵ௪௞!= null; l++) do 
17.     ܥ௟௪௞ ൌ ܽ݌ݎ݅݋ݎ݅௚௘௡௘௥௔௧௜௢௡ሺܨ௟ିଵ௪௞ሻ       
18.       For each itemset Y  in ܥ௟௪௞ do 
19.                   Sub = EviSubItemsets(Y); 
20.                 Support(Y) = 0; 
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21.           For each it_Sub of Sub do 
22.                  For each recod Mj in M do 
23.                        count (it_sub) = count(it_Sub) + Mj(it_Sub); 
24.                 End For; 
25.               Support(it_sub) = count(it_sub)/m; 
26.              Support(Y) = Support(Y)+ support(it_sub); 
27.         End For ; 
28.      If Supp(Y)>s then  
29.                      ܨ௟௪௞ ൌ ܨ௟௪௞ܷሺܻǡ ݂ሻǢ
30.               End if; 
31.      If Supp(Y)>s’ then  
32.                      ܨ௟௪௞ ൌ ܨ௟௪௞ܷሺܻǡ ݏ݂ሻǢ//with a flag 
33.               End if; 
34. ܨ௪௞= ܨ௪௞ U ܨ௟௪௞;
35. End For; 
36. ݎ݁ݐݑݎ݊ܨ௪௞;
37. ܧ݊݀Ǣ
 The procedure Prune_Evidence_Infrequent proceeds to the validation of  frequent and subFrequent evidential itemsets generated 
on the previous window, on the transactions of the current window. Then, all itemsets, whose support is less then s’, on the new
window are deleted.  
After pruning the infrequent itemsets from ܨ௪௞ିଵ , ܨ௪௞ିଵ  is integrated into the set of the frequent itemsets of the current 
window, in order to accumulate all the frequent and subFrequent itemsets in a one structure. User queries about actual frequent
itemsets are answered by serving the set ܨ௪௞-{all subFrequent itemsets}. Nevertheless, subFrequent itemsets participate in the 
generation of candidate super itemsets, then the apripri generation do not eliminate the candidates whose subsets are 
subFrequent, and give them the opportunity to pass the support counting. These supersets can’t become frequent in the same 
window, but can be subFrequent themselves and then are kept in ܨ௪௞ and have a chance to become really frequent in upcoming 
windows.
Algorithm.3:function Prune_Evidence_Infrequent(ܨ௪௞ିଵ,M,s,s’) 
1. Begin 
2. For each item Y  in ܨ௪௞ିଵ do 
3.            ܨ௪௞ିଵ = ܨ௪௞ିଵ - {Y}; 
4.          If support(Y) >= s  then  
5.                    ܨ௪௞ିଵ = ܨ௪௞ିଵ U (Y,f); 
6.        Else  if support(Y) >= s’ then    
7.                    ܨ௪௞ିଵ = ܨ௪௞ିଵ U (Y,sf); 
8.                 End if; 
9.       End if ; 
10. ܧ݊݀Ǣ
4.3. Implementation and Experimentations: 
In order to prove the efficiency and to validate our theoretical contributions, we have implemented our algorithm 
FIS_EDS on a platform Java, with java as programming language, Eclipse as an IDE and Oracle 11g as a data manager system. 
All the programs are executed on server DELL, with 8 G.B of main memory and a Quadri-Processing CPU unit, in order to 
become on a suitable platform. 
Then, we have developed a Data Stream generator, generating continually transactions with randomly evidence 
distributions of the data. Then, we have tried to study several aspects of the running of our algorithm.  
The first experiment, presented in Fig.1, consists in evaluating our algorithm based on the change of size of the Evidential Data
Stream. The minimum support threshold is assigned to be s=0.05 and s’ =0.04, in order to enhance the number of frequent 
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itemsets generated. The number of distinct items is 500 and the size of a window is set to 20000 transactions. Mass functions are
generated randomly. We can remark the increase of the time processing by the increasing of the size of the data stream. On Fig2,
we have increased the values of the minimum support thresholds: s ans s’ to 0.15 and 0.10 respectively, the processing time has
decreased. Which can be explained by the reduction of the lattice of frequent itemsets and then the apriori generation is less 
costly. 
Fig1. Processing Time(Size of the stream, W=20K, s=0.05, s’=0.04) 
Fig2. Processing Time (Size of the stream, W=20K, s=0.15, s’=0.10) 
In a third experimentation, we studied the effect of the window size change on the processing time of the hole stream. 
Then, we have fixed the size of the EDS to 800K, and we increased the size of the window. Note that s and s’ are respectively 
0..05 and 0.04. As it is demonstrated on Fig.3, the Time processing has negatively correlated with the size of the window and has 
decreased. This is due to fact that the operations of window switching are very costly as well as the repeated operations of 
frequent itemsets generation at each window switching operation. 
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Fig3. Processing Time(Window Size, Size of the stream=800K, s=0.5, s’=0.4) 
These experimentations have demonstrated the the feasibility of our algorithm and have given an overview of its 
behavior when executed on a real computing platform. 
5. Conclusion: 
In this paper, we have been interested into the problem of mining frequent itemsets from uncertain Data Streams. After 
studying the solutions already existing in the literature, we have proposed the concept of Evidential Data Stream, which represent 
a new formalism for handling uncertainty in the context of Data Streams. Evidential Data Stream concept is based on the 
evidence theory, giving then a large potential for uncertainty expression, and then more suitable for data streams real world 
applications, because of uncertain behaviors of many data sensors and data collections technics. Then, we proposed our algorithm
FIS_EDS for generating evidential frequent itemsets from evidential data streams and implemented it on a well-equipped 
computing platform. FIS_EDS is a landmark-window model algorithm, using an evidential bitTable  in order to optimize the 
support calculations and then improve the global performance of the algorithm. Several experimentations have been performed in 
order to study the behavior of our algorithm on synthetic data and when changing many running parameters. Further work may 
be done on more efficient evidential support computing, as well as window switching rules and pruning techniques. The 
comparison of our algorithm with other algorithms of the literature can also be a considerable perspective of our work. 
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