Abstract-Wireless sensor networks (WSNs) have been widely used in industrial systems that demand a high degree of reliability and real-time performance in communications. However, because of limited network resources and delays caused by transmission conflicts and channel contention, many industrial applications cannot meet these demands. To resolve these issues, we introduce Narrow Band Internet of Things (NB-IoT) technology into industrial networks to reduce transmission delays. Two challenges are addressed in this work: (1) the primary goal is to guarantee the schedulability of the system, so the controller must determine when NB-IoT nodes transmit to base stations; and (2) because communication through the base station is a paid service, the controller must minimize the use of NB-IoT slots. We resolve these issues via a scheduling analysis and transmission mode selection. In addition, we propose a Path Selection Algorithm (PSA) to improve the schedulability of the industrial system. Experiments indicate the effectiveness and efficacy of our approach.
I. INTRODUCTION
Industrial wireless sensor networks are a significant branch of Wireless Sensor Networks (or WSNs). Compared with conventional process-control systems, industrial WSNs have the potential to save costs and enhance reliability and flexibility. Based on the features of industrial WSNs, industrial standards, such as WirelessHART [1] , [2] , ISA100 [3] and WIA [4] , are used extensively. Fig. 1 shows a model of an auto production line that is based on the WIA-FA standard.
In industrial WSNs, sensors communicate through lowpower multi-hop wireless mesh networks. The delay caused by communication may lead to system performance degradation or even system errors. Therefore, network resources (transmission slots and channels) should be allocated for each flow before the system operates. Many studies have focused on this issue to improve the schedulability of industrial networks. However, the scheduling methods cannot always guarantee the schedulability of networks. For instance, the system cannot be scheduled when the demand on the system exceeds the system resources.
To ensure the reliability and real-time performance of industrial systems, we introduce Narrow Band Internet of Things (NB-IoT) into industrial networks. NB-IoT technology is a new narrow-band IoT system built from existing LTE functionalities. NB-IoT technology has several advantages, such as wide-area ubiquitous coverage, fast upgrading of current networks, low power consumption that guarantees a 10-year battery life, high coupling, low-cost terminal, plug and play, high reliability, high carrier-class network security, and unified business platform management. Based on these features, NB-IoT technology can provide highly reliable transmission. However, the communication through the base station is a paid service; therefore, the controller must minimize the use of NB-IoT slots.
In this paper, we add the NB-IoT module to several traditional sensor nodes. These NB-IoT nodes can transmit on both the ZigBee and NB-IoT protocols. We then propose a heterogeneous industrial WSN. Based on the heterogeneous model, we study co-scheduling approaches and propose a Path Selection Algorithm (PSA). The network controller allocates NB-IoT slots for the flows by the PSA. The current study makes the following key contributions: 1) To the best of our knowledge, this is the first study to resolve the transmission-conflict problem in industrial networks with NB-IoT technology. 2) We study the co-scheduling approach according to two steps. We first analyze when the controller should allocate an NB-IoT slot and obtain the locally optimum slot and position by equation 3 . Then, we analyze the relationship between system utilization and schedulability. Furthermore, we propose a PSA that considers both the time constraints and system costs to improve the system schedulability.
3) The simulation results show that our method can improve the schedulability of networks with NB-IoT nodes. The rest of the paper is organized as follows. In Section 2, a literature review of previous works is presented. In Section 3, the system configuration is described. In Section 4, the method is proposed. In Section 5, the performance evaluation results are provided. In Section 6, the conclusions are presented.
II. RELATED WORK
Real-time scheduling in industrial WSNs has gradually caught the attention of scholars, and it has been explored in many works. Researchers have considered real-time routing. [5] bounds the end-to-end communication delay by enforcing a uniform delivery velocity. Gianluca Cena et al. [6] proposed a fixed-priority channel access (FPCA) scheme, which relies on EDCA but disables random backoff and varies the duration of interframe spacing to provide finer granularity when allocating priorities to real-time messages. [7] , [8] , [9] , [10] performed a delay analysis of industrial WSNs by mapping the scheduling of real-time periodic data flows to real-time multiprocessor scheduling. Mauro Marinoni et al. [11] presented a bandwidthreservation mechanism for partitioning the radio transceiver between two protocols: the BLE and a real-time custom protocol. The advantage of this approach is that it enables realtime communication among nodes in a distributed embedded system while preserving standard connectivity with mobile devices, such as tablets and smart phones. In addition, Mario Collotta et al. [12] presented a flexible approach to improving GTS assignments and medium-access performance based on the CSMA/CA-priority. Lucia Seno et al. [13] presented a technique capable of performing a set of real-time periodic data exchanges over a wireless network in the presence of retransmissions. However, all these works focus only on homogeneous networks. All sensor nodes transmit with the same protocol.
NB-IoT technology was proposed in July 2015 by Huawei. The current research on NB-IoT technology mainly focuses on communication applications. Reference [14] provides an overview of the air interface of NB-IoT. First, the authors describe how NB-IoT addresses key IoT requirements. Then, they share the various design rationales during the standardization of NB-IoT in Release 13 and point out several open areas for the future evolution of NB-IoT. Rapeepat Ratasuk et al. [15] describe the targets for NB-IoT and present a preliminary system design. In addition, the coverage, capacity, latency, and battery-life analyses are also presented. Ansuman Adhikary et al. [16] provide a detailed evaluation of the coverage performance of NB-IoT and show that it achieves a coverage enhancement of up to 20 dB compared with current LTE technology. However, all these works only focus on the communication applications and do not consider the characteristics of the industrial network.
To improve the schedulability of industrial systems, this paper presents a co-scheduling method that considers the characteristics of both the industrial network and NB-IoT technology.
III. SYSTEM CONFIGURATION
Reliability and real-time performance are the most important criteria in industrial networks. The packet may miss its deadline when there are too many transmission delays. To reduce transmission delays and improve the schedulability of the industrial system, we introduce NB-IoT into industrial networks. NB-IoT is a new cellular technology for providing wide-area coverage for the Internet of Things (IoT). The downlink of NB-IoT is based on OFDMA with the same 15 kHz subcarrier spacing as LTE. The slot, subframe, and frame durations are 0.5 ms, 1 ms, and 10 ms, respectively, and they are identical to those in LTE [14] . Based on the service of operators, NB-IoT technology can provide highreliability transmission. The packet can generate a reliable transmission path as the NB-IoT node-base station-industrial system gateway.
Our heterogeneous industrial network consists of field devices (both traditional nodes and NB-IoT nodes), one gateway, and one centralized network manager as shown in Fig. 2 . Traditional nodes are transmitted by the ZigBee protocol, and NB-IoT nodes can be transmitted through both ZigBee and NB-IoT. Without a loss of generality, our model has the same salient features as WirelessHART [1] and WIA [4] , which indicates that the model is particularly suitable for process industries.
Limiting Network Size. Experiences in process industries have shown the daunting challenges in deploying large-scale WSANs. Typically, 80 to 100 field devices compose a WirelessHART network with one gateway.
Time Division Multiple Access (TDMA). In industrial WSNs, time is synchronized and slotted. Because the length of a time slot allows exactly one transmission, TDMA protocols can provide predictable communication latencies and real-time communication.
Route and Spectrum Diversity. To mitigate physical obstacles, broken links, and interference, the messages are routed through multiple paths. Spectrum diversity gives the network access to all 16 channels defined in the IEEE 802.15.4 physical layer and allows per-time-slot channel hopping. The combination of spectrum and route diversity allows a packet to be transmitted multiple times over different channels and different paths; thus, the challenges of network dynamics can be managed in harsh and variable environments at the cost of redundant transmissions and increased scheduling complexity [7] .
Handling Internal Interference. Industrial networks allow only one transmission in each channel in a time slot across the entire network, thereby avoiding the spatial reuse of channels. Thus, the total number of concurrent transmissions in the entire network in any slot is no greater than the number of available channels [17] .
Based on these features, there are two types of transmission delays.
• Channel contention: each channel is assigned to one transmission across the entire network in the same slot.
• Transmission conflicts: whenever two transmissions conflict, the transmission that belongs to the lower-priority job must be delayed by the higher priority job, regardless of how many channels are available. Moreover, each node can perform only one operation (receiving or transmitting) in each slot.
Hence, the network can be modeled as a graph G = (V, E, m), in which the node set V represents the network devices (all sensor nodes in our model are fixed), E is the set of edges between these devices, and m is the number of channels.
A periodic end-to-end communication between a source and a destination is called a flow. The total number of flows in the system is n, which is denoted by
where t i is the period, d i is the deadline, c i is the number of hops required to deliver a packet from source to destination, and φ i is the routing path of the flow.
The priority of flows is assigned by the fixed-priority (FP) scheduling policy, which is a commonly adopted policy in practice for real-time CPU scheduling, cyber-physical systems, and industrial networks. In a FP scheduling policy, each jobs priority is assigned by the network controller [6] . We assume the priority of each flow is the same as its index; thus, F 1 has the highest priority in the network. When the packet is transmitted at a NB-IoT node, it can be transmitted to the gateway through the base station. However, the base station is maintained by operators[Please ensure that the changes preserve the intended meaning.], and too many transmissions through the NB-IoT increase the network cost.
In a real-time system, a task is schedulable when it can be executed completely before its deadline. Hence, the flow can be scheduled when all packets generated by the flow can arrive at their destinations before their deadlines. We define a network as schedulable if all flows in the network can be scheduled.
IV. SCHEDULING FOR HETEROGENEOUS INDUSTRIAL NETWORKS
In this section, we study the scheduling algorithm for heterogeneous industrial networks based on NB-IoT technology. Given an industrial network G = (V, E, m), the flow set F and the FP scheduling algorithm, our objective is to improve the schedulability of the industrial network by reasonably using the characteristics of NB-IoT. There are two challenges in this work: (1) determining when a NB-IoT node should transmit a packet to the base station; and (2) determining which flow should be transmitted to the base station. We address the first challenge by a scheduling analysis, and then the transmission mode for each flow is selected by considering the characteristics of the flow. In addition, a PSA is proposed in this section.
A. Scheduling Analysis
In this subsection, we study the issue of when a NBIoT node should transmit a packet to the base station by a scheduling analysis. Because each NB-IoT link increases the network cost, the controller first allocates TMDA slots based on a FP scheduling policy. When an industrial system cannot be scheduled by traditional transmissions, the flow switches to an NB-IoT transmission path to improve the schedulability of the industrial system at the NB-IoT node. Hence, the key idea in this part is to determine when and where the flow switches to an NB-IoT path.
The basic unit for transmission in this paper is the TDMA slot, and the slot timing in TDMA mode is about 10 ms [18] . The transmission timing in NB-IoT is based on the slot timing in NB-IoT and the number of retransmissions, which can be expressed as
where S i is transmission timing for the i th link, φ i is the number of retransmissions, β is the ratio of TMDA slot timing to NB-IoT slot timing, and s is one TMDA slot timing. Since η is a fixed value, we define α i = φ i η to simplify equation 1 to
When the transmission timing of the base station to the gateway is denoted as β, we obtain Theorem 1 as follows: Proof. The local optimum means the flow arrives at its destination as quickly as possible. When given the flow set F and the FP scheduling algorithm, the flow chooses a quick path to transmit between NB-IoT and ZigBee at the NB-IoT node. Hence, when there are NB-IoT nodes on the path of F i and an NB-IoT node is located at l i , then the local optimum of F i can be obtained by min{s
Because NB-IoT transmission introduces an additional cost, the controller does not allocate NB-IoT slots when the system can be scheduled; thus, attaining the local optimum is not our goal. Hence, the network controller first allocates TDMA slots under the FP scheme, and when F i cannot be scheduled by the TMDA slots, F i switches to NB-IoT slots. We denote the switching slot as SW and the current time as t current . Then, SW can be expressed as
Hence, the flow transmits on the NB-IoT slot at the SW th slot on the l th i node.
B. Selection of Transmission Mode
In this subsection, we improve the schedulability of the system by selecting the transmission mode for each flow, and we propose a PSA to select each flow's transmission mode. Proof. We prove Theorem. 2 through an example as shown in Fig. 3 . F 1 has the highest priority, and F 3 has the lowest priority. We assume the number of channels is more than three; hence, a transmission-conflict delay occurs in this example. As shown in Fig. 3(a) , F 3 must miss its deadline when the controller only allocates TDMA slots. To improve the schedulability, we allocate NB-IoT slots to F 1 , although it can be scheduled. Then, all three flows can be scheduled. Hence, allocating NB-IoT slots to the schedulable flow before SW may improve the schedulability of the system. Transmission conflicts and limited network resources are the reasons for this phenomenon. Hence, we introduce the concept of network utilization, which is denoted as U (U < 1). Each flow's utilization is denoted as u i = ci ti . The network utilization can be written as
Then, we propose a PSA as a method to determine whether the controller allocates NB-IoT slots to the flow in an industrial network based on its utilization. When F i cannot be scheduled, the PSA first tries to allocate NB-IoT slots to the F k that satisfies the following conditions:
1) The priority of F k is higher than that of F i , and flows i and k have intersection nodes; 2) The utilization of F k is equal to max{u k , k ∈ I}, where I is the flow set that satisfies the first condition; 3) When several flows satisfy the above conditions, the network controller allocates the NB-IoT slot to the flow with the earliest deadline. Obviously, the results of the PSA degenerate to SW when k = i. Fig. 4 is the flow chart of the PSA. Given the flow set and FP policy, the network controller first allocates TMDA slots for each flow and then judges the schedulability of the system. If the system is not schedulable, then the network controller searches for a flow that satisfies the above conditions and then allocates NB-IoT slots to this flow. After that, the network controller judges the schedulability of the system again. If it is still not schedulable, PSA degenerates to the local optimum. The controller allocates NB-IoT slots to the current flow and judges the schedulability of the system for a third time. If the system still cannot be scheduled, then the network controller returns a failure message to the manager.
V. EXPERIMENTAL RESULTS
In this section, we compare the performance of the PSA with that of the traditional PF policy. Our goal is to verify the validity and evaluate the performance of the method proposed in this work. The experiments indicate that when changes occur in the network parameters (such as the number of nodes, number of flows, network utilization and proportion of NBIoT nodes), the performance of the PSA is always better than that of the FP.
To illustrate the applicability of our method, for each parameter configuration, several test cases are generated randomly. For each test case, the network gateway is placed at the center of a playground, and the other nodes are deployed randomly around the gateway. If two nodes can communicate with each other, then they are adjacent nodes. By repeatedly connecting the node nearest to the source node to the gateway, the network Fig . 5 shows the relationship between the acceptance ratio and the number of nodes. The parameters are F = 15 and U = 0.3, and the proportion of NB-IoT nodes is NBP = 0.4. The network acceptance ratio increases with the number of nodes because the number of transmission conflicts decreases when the number of nodes increases. In addition, the performance under the PSA is always better than that under the FP because a packet at a NB-IoT node can be transmitted to the gateway through the base station. Both the numbers of hops and transmission conflicts are reduced. Fig. 6 shows the relationship between the acceptance ratio and the number of flows. The parameters are the same as in Fig. 5 except the number of nodes is N = 50. As shown in the figure, the performance of the PSA and FP degrades as the number of flows increases. However, the network acceptance ratio under the PSA is always higher than that under the FP, and the reason is similar to that shown in Fig. 5 .
Because the PSA allocates NB-IoT slots according to the flow's utilization, we then compare the variation tendencies of these two methods by changing the network utilization from 0.2 to 0.7 in Fig. 7 . At the beginning (from 0.2 to 0.5), the PSA acceptance ratio is slightly higher than that of the FP's because Fig. 7 . Relationship between the acceptance ratio and network utilization, Fig. 8 . Relationship between the acceptance ratio and the proportion of NBIoT nodes the delay caused by both transmission conflict and channel contention is small. The effect of NB-IoT nodes is not obvious. However, when we continue to increase the network utilization (from 0.5 to 0.7), the number of transmission conflicts and channel contentions increases. To improve the schedulability of the system, the network controller allocates more NB-IoT slots. Hence, the performance of the PSA declines slowly.
To test the stability of the PSA, we analyze the influence of the proportion of NB-IoT nodes on the acceptance ratio and compare the performance of the PSA under U = 0.3 and U = 0.5 in Fig. 8 . We do not consider the FP because the acceptance ratio of the FP does not change with the proportion of NB-IoT nodes. The parameters are F = 15, U = 0.3, and N = 50. As shown in Fig. 8 , when the NBP changes from 0.1 to 0.6, both curves rise and the curve with low utilization has a higher acceptance ratio than the other curve, and the underlying cause is similar to that for Fig. 7 . In addition, the difference between the two curves is small. Considering the results shown in Fig. 7 , our method can achieve stable performance under different utilizations because the network controller allocates the NB-IoT slot to the flow that has the highest utilization at the NB-IoT node, which leads to a decrease in the sensitivity to the network utilization.
VI. CONCLUSIONS
This paper proposed a PSA to improve the industrial network reliability and real-time performance. We first introduce NB-IoT as a novel LPWAN technique into the industrial network. Then, we reduce the delay caused by transmission conflicts and channel contention by using the characteristics of NB-IoT, such as its high reliability and ubiquitous coverage. Two challenges were addressed in this work: (1) the primary goal is to guarantee the schedulability of the system, so the controller must determine when NB-IoT nodes transmit to the base station; and (2) because the communication through the base station is a paid service, the controller must minimize the use of NB-IoT slots. To resolve these challenges, in the PSA, the controller priority allocates TDMA slots under the FP scheme. When the system cannot be scheduled by the FP, then the controller selects flows to transmit under NBIoT slots according to each flow's utilization and equation 3. The simulation results show that our method can considerably improve the schedulability of networks with NB-IoT nodes.
In addition, our method exhibits stable performance and is not sensitive to network utilization.
The next step will be to analyze the different real-time scheduling policies and industrial standards. Furthermore, we will apply our method in an actual industrial system and maximize the advantages of this new approach according to the circumstances of the industrial network.
