Using Nakajima's monomials, we construct a new realization of crystal bases for finite dimensional irreducible modules over quantum classical algebras. We also give an explicit bijection between the monomial realization and the Young tableau realization of crystal bases.
Introduction
In [5] , Kashiwara developed the crystal basis theory, which initiated a vast variety of research in combinatorial representation theory. Crystal bases can be understood as bases at q = 0, and they reflect the internal structure of integrable modules over quantum groups. Therefore, it is a very natural and fundamental problem to find explicit realizations of irreducible highest weight crystals B(λ) over quantum groups.
For classical Lie algebras, Kashiwara and Nakashima gave an explicit realization of crystal bases for finite dimensional irreducible modules in terms of semistandard Young tableaux with given shapes satisfying certain additional conditions [7] . In [3] , Kang, Kim, Lee and Shin gave another realization of crystal bases for classical Lie algebras using combinatorics of Young walls which were introduced in [2] . In [10] , while studying the connection between the Kashiwara-Nakashima realization and the Young wall realization, Kim and Shin found another realization of crystal bases: the irreducible highest weight crystal B(λ) for a classical Lie algebra can be identified with the set of semistandard reverse Young tableaux with a given shape. The reverse Young tableaux can be constructed from the Kashiwara-Nakashima tableaux by the bumping procedure.
On the other hand, in [11] , Nakajima discovered that one can define a crystal structure on the set of irreducible components of a lagrangian subvariety Z of the quiver variety M. In [12] , while studying the t-analogs of q-characters of standard modules, Nakajima showed that these irreducible components can be identified with certain monomials and that the action of Kashiwara operators can be interpreted as multiplication by monomials. Moreover, in [6, 12] , Kashiwara and Nakajima showed that the connected component M(λ) of M containing a maximal weight vector with a dominant integral weight λ is isomorphic to the irreducible highest weight crystal B(λ). However, it is still an open problem to find explicit characterizations of the monomials in M(λ) for general symmetrizable Kac-Moody algebras.
In this paper, we give an explicit characterization of the monomials in M(λ) for classical Lie algebras. Since the case of g = A n was worked out in [4] , we will focus on the case when g = C n , B n and D n . We will also construct explicit bijections between the monomial realization, the reverse Young tableau realization and the Kashiwara-Nakashima tableau realization of crystal bases.
For the quantum affine algebras of type A (1) n , Kim gave an explicit characterization of the monomials in M(λ) [8] . We expect one can generalize this method to the other classical quantum affine algebras.
§1. Nakajima's Monomials and Crystals
The basic notions on quantum groups and crystal bases may be found in [1, 5] . In this section, we briefly explain the crystal structure on the set of monomials discovered by Nakajima [12] following the exposition given in [6] . Let M be the set of monomials in the commuting variables Y i (n) (i ∈ I, n ∈ Z) and let
be an element on M . We define 
(1.4) Proposition 1.1 [6, 12] .
(a) The maps wt : 
where B(λ) is the irreducible highest weight crystal for U q (g) with highest weight vector v λ .
Example 1.2.
Let g = C 2 , and choose c 12 = 1 and c 21 = 0. Then the crystal M(Λ 1 + Λ 2 ) is given as follows.
In the next section, we will give an explicit characterization of the crystal M(λ) for the classical Lie algebras of type B n , C n , and D n . For simplicity, we take
Let U q (sp 2n ) be the quantum symplectic algebra. Then by (1.3), for i ∈ I and m ∈ Z, we have
We first consider the case when
Then by (1.2), it is easy to see that wt (M 0 
Let B = {1, 2, . . . , n, 1, . . . , n} and define a total ordering on B by
We introduce new variables
, it is straightforward verify that
Then we have the following characterization of the crystal M(Λ k ).
Proposition 2.1.
For
Proof. By Proposition 1.1, it suffices to prove the following statements:
Note that the expression of M is not unique by (2.4). However, iff i M = 0, there exists j ∈ {1, . . . , k} such that i j = i or i + 1 and i j+1 > i j + 1 in any expression of M . Here, we use the notation
Observe that
It follows that
We will show that no X a (p) appears in M . Then we can easily deduce that
Hence, k = n + t, which is a contradiction.
Combining (2.4) and Proposition 2.1, we have Proposition 2.3.
. We now consider the general case.
is characterized as the set of monomials
satisfying the following conditions:
Proof. As in Proposition 2.1, it suffices to prove (C1) and (C2). Let i ∈ I and M be a monomial in M(λ). Assume thatf i M = 0. Then there exists t j,k = i or i + 1 for some j and k such that
It is now easy to see thatf i M ∈ M(λ). Similarly, we can prove
To prove (C2), suppose M ∈ M(λ) andẽ i M = 0 for all i ∈ I. Then by the same argument in the proof of Proposition 2.1, we can conclude
Let λ be a dominant integral weight and let M be a monomial in M(λ). Then M can be expressed as
Unfortunately, by (2.4), this expression is not unique. However, one can find a canonical expression as is described in the following.
Step 1. Given an expression M = X i (j) m ij , we associate a tableau T (M ) as follows: for each X i (j), we put i in the j-th row from the bottom in such a way that i's are weakly increasing in the j-th row. By the characterization of M(λ), the entries of T (M ) in each column are strictly increasing. For simplicity, we will say that there is an i(p) if there exists an entry i lying in the p-th row of T (M ) from the bottom.
Step 2. We define the following equivalence relations on the set of tableaux T (M ): If there are several such pairs, then we carry out this process for the pair (a(p), a(q)) consisting of the rightmost a(p) and the leftmost a(q) and continue as is shown below.
We will apply this rule from a = 1 to a = n − 1. 
We will apply this rule from b = n to b = 2.
From now on, we will denote by [T (M ) ] the tableau obtained from T (M ) by applying (al-1) and (al-2). The corresponding monomial [M ] will be called the canonical expression of M .
Remark 2.5.
Note that (al-1) and (al-2) cannot occur simultaneously, and that [M ] does not depend on the order of (al-1) and (al-2).
. Then it can be expressed as
and hence M ∈ M(Λ 1 + 2Λ 2 + Λ 3 ). Moreover, we have
and hence M ∈ M(Λ 2 + Λ 3 ). Moreover, we have
From the above algorithm, we have
is characterized as the set of monomials
Let U q (so 2n+1 ) be the quantum special orthogonal algebra. Then for i ∈ I and m ∈ Z, we have
Then any dominant integral weight λ can be expressed as
where
We first focus on the case when
Let B = {1, 2, . . . , n, 0, 1, . . . , n} and define a total ordering on B by
For m ∈ Z, we introduce new variables
Then we have the following characterization of the crystal M(ω k ).
Proposition 2.9.
Proof.
The proof is similar to that of Proposition 2.1.
Combining Lemma 2.8 and Proposition 2.9, we obtain Proposition 2.10.
is characterized as the set of monomials of the form
in M with p − q = n − i because of the conditions (i) and (ii). Moreover, in this case, p − q = n − i and hencef i M is obtained from M by multiplying
Remark 2.12.
From the appearance, one may think 
Proposition 2.13.
Let
is characterized as the set of monomials Proof. The proof is the same as that of Proposition 2.4.
Recall that any dominant integral weight λ can be expressed as
and a monomial M in M(λ) can be expressed as
This expression is not unique as in the C n -case due to Lemma 2.8. Thus we will find a canonical expression for M as follows. First, let λ = a 1 ω 1 + · · · + a n ω n and M be a monomial in M(λ). Then M can be expressed as i∈B; j=1,... ,n
Let T (M ) be the tableau associated with a given expression of M . In addition to the equivalence relations (al-1), (al-2), we will use the following equivalence relation:
As in the C n -case, we will denote by [T (M )] the tableau obtained from T (M ) by applying the equivalence relations (al-1), (al-2) and (al-3), and call the corresponding monomial [M ] the canonical expression of M .
Secondly, let λ = a 1 ω 1 + · · · + a n ω n + Λ n and let (
That is, Example 2.14.
Let λ = ω 2 + ω 3 + Λ 3 be a dominant integral weight for B 3 and let
Then M can be expressed as Therefore,
From the above algorithm, we have Theorem 2.15.
Then the connected component M(λ) containing the maximal vector M 0 given in Proposition 2.13 is characterized as the set of monomials
satisfying the following conditions: 
Let U q (so 2n ) be the quantum special orthogonal algebra. Then for i ∈ I and m ∈ Z, we have
Then every dominant integral weight λ can be expressed as one of the following:
where a i ∈ Z ≥0 for all i = 1, · · · , n + 1.
We first consider the case when λ = Λ k .
Then we know that the connected component containing M 0 is isomorphic to B(Λ k ) over U q (g). For simplicity, we will take M 0 = Y k (1).
Let B = {1, 2, . . . , n, 1 · · · n} and define an ordering on B by
For m ∈ Z, we introduce new variables 
Proposition 2.17.
Proof.
By Lemma 2.16, we have

Proposition 2.18.
.
Proposition 2.19.
Let M 0 = Y n (1)Y n (2) (resp. Y n−1 (1)Y n−1 (2)) be a maximal vector of weight ω n = 2Λ n (resp. ω n+1 = 2Λ n−1 ). Then the connected component M(ω n ) (resp. M(ω n+1 )) of M containing M 0
is characterized as the set of monomials of the form
(ii) i k = n implies k is even (resp. odd) and i k = n implies k is odd (resp. even),
Proof. Since the proof for M(ω n+1 ) is the same as that for M(ω n ), we focus on M(ω n ). As in Proposition 2.1, it suffices to prove (C1) and (C2). It is easy to see that (C2) is satisfied.
To prove (C1), supposef i M = 0. By the same argument in Proposition 2.1, we see thatf i M satisfies (i). Now, assume thatf i M does not satisfy the condition (ii). Then there are the following two possibilities:
(ii-a) There exists k such that n − k is odd and i k = n − 1 is changed to n bỹ f n−1 . (ii-b) There exists k such that n − k is even and i k = n − 1 is changed to n bỹ f n .
Note that for any monomial M ∈ M(ω n ), there is X n (·) or X n (·) in M . Moreover, if the condition (ii) is satisfied for some k such that i k = n or n, then it is satisfied for all k since X n (·) and X n (·) appear in M alternately and successively. Therefore, the above two possibilities cannot occur and hencef i M satisfies the condition (ii). In case (iii-b), since p − q = n − a, we have
Combining Lemma 2.16 and Proposition 2.19, we obtain
Proposition 2.20.
is characterized as the set of monomials of the form
Proposition 2.21.
Proof. The proof is similar to that of Proposition 2.11. Remark 2.22.
As in Remark 2.12, we can see that
Now, we consider the general case.
Proposition 2.23. (a)
Let λ = a 1 ω 1 + · · · + a n ω n (resp. a 1 ω 1 + · · · + a n−1 ω n−1 + a n+1 ω n+1 ).
Then the connected component M(λ) containing the maximal vector
(iii) for each j = 2, . . . , n and k = 1, . . . , α j ,
satisfy the condition of Proposition 2.19.
. Then the connected component M(λ) containing the maximal vector
satisfying the following conditions: Proof. It can be proved by the same argument in Proposition 2.4.
Let λ be a dominant integral weight. Then λ can be expressed as one of (2.16). Let M be a monomial in M(λ), which can be expressed as
Since this expression is not unique, we will choose a canonical expression of M . First, let λ = a 1 ω 1 + · · · + a n ω n or a 1 ω 1 + · · · + a n−1 ω n−1 + a n+1 ω n+1 and M be a monomial in M(λ). As in the other cases, given an expression of M , we can associate a tableau T (M ) . In addition to the equivalence relations (al-1), (al-2) given in C n−1 -case, we will use the following equivalence relation:
(al-3) If there exist n(p) and n(p) in T (M ), then we substitute n − 1(p) and n − 1(p) for n(p) and n(p). That is,
We will denote by [T (M ) ] the tableau obtained from T (M ) by applying the equivalence relations (al-1), (al-2) and (al-3), and call the corresponding monomial [M ] the canonical expression of M . 
(al-h-4) Assume that there are a(p) and
That is, a n 
Example 2.24.
Let λ = ω 2 + ω 4 + Λ 4 for D 4 and let
Then M can be expressed as
Moreover, Therefore, we have
By the above algorithm, we have
Then the connected component M(λ) containing the maximal vector M 0 given in Proposition 2.23 (a) is characterized as the set of monomials
satisfying the following conditions: each j, if every t i,j (i = 1, . . . , n) exists in M , then t i,j (j = 1, . . . , n) satisfy the conditions of Proposition 2.19.
satisfy the condition of Proposition 2.19,
We close this section with a remark, which reveals the intrinsic property of monomial realization. In this section, we will give explicit bijections between the monomial realization, reverse Young tableau realization and the Kashiwara-Nakashima tableau realization. In [10] , Kim and Shin gave an explicit crystal isomorphism between the reverse Young tableau realization and the Kashiwara-Nakashima tableau realization using the bumping procedure. Thus, we will focus on the connection between Nakajima's monomials and the reverse Young tableaux.
For a sequence of half integers
with n rows whose j-th row (from the bottom) has length |λ j |.
In [10] , in an attempt to understand the connection between the Young wall realization and the Kashiwara-Nakashima tableau realization, Kim and Shin gave a new realization S(λ) of crystal basis for the classical Lie algebras using the tableaux which are fillings of a given generalized reverse Young diagram. The entries of the tableaux in S(λ) satisfy the same conditions for the Kashiwara-Nakashima tableaux. We refer the readers to [10] for more details. §3.1. U q (C n ) type Proposition 3.2.
If there is no pair (X a (p), X a (q)) such that p − q < n − a, we define ψ(M ) to be the tableau of one column with entries i 1 , · · · , i k from bottom to top.
Suppose that there is a pair (X a (p), X a (q)) such that p−q < n−a. Then we define ψ (M ) By the definition of [M ] , we may assume that [M ] is obtained from an expression of M by replacing one pair (X a (p), X a (q)) such that p − q = n − a with (X a+1 (p), X a+1 (q)). It follows that
Therefore, for the monomial [M ] with no pair (X a (p), X a (q)) such that p − q < n − a, ψ(M ) satisfies the condition for the tableaux in S(Λ k ).
Consider the case that there is a pair (X a (p), X a (q)) such that p−q < n−a in [M ] . We may assume that [M ] has only one pair (X a (p), X a (q)) such that p − q < n − a. If there is no pair (X b (r), X b (s)) with b < a, then
Suppose that there is a pair (X b (r), X b (s)) with b < a. Let b be the largest index such that (X b (r), X b (s)) appears in [M ] . By the definition of [M ] , r − s ≥ n − b + 1, which yields
Moreover, by the maximality of b, we have (r − p)
Therefore, ψ(M ) satisfies the condition for the tableaux in S(Λ k ).
Conversely, let S be a tableau in S(Λ k ) with the entries i 1 , · · · , i k from bottom to top. If there is no pair (i p = a, i q = a) such that p − q ≤ n − a, we define ψ −1 (S) to be the monomial
If there is a pair
to be the monomial
If there are several such pairs, ψ −1 (S) is defined by applying the above rule repeatedly from a = n−1 to a = 2. Then it is easy to see that
and that ψ and ψ −1 are inverses to each other.
It remains to show that ψ is a crystal morphism. For a monomial M = 
Sincef i ψ(M ) is obtained from ψ(M ) by replacing i with i + 1 by the tensor product rule for the Kashiwara operators, it is clear that ψ(
That is,f
is the tableau with the entries
Theorem 3.3.
Let λ = a 1 Λ 1 +· · ·+a n Λ n be a dominant integral weight.
Then there is a crystal isomorphism ψ : M(λ) → S(λ).
Proof. Let M be a monomial in M(λ), which can be expressed as (a(p), a(q) ) satisfying the conditions (a) or (b). Then we have a tableau S obtained from S by replacing a in the p-th row and a in the q-th row with a − 1 and a − 1. If there are several such pairs, then S is defined by applying the above rule repeatedly from a = n to a = 2. Now, we define ψ −1 (S) to be the monomial associated to S .
Then by the same argument in Proposition 3.2, we can see that ψ and ψ
are inverses to each other and that ψ is a crystal isomorphism.
which can be expressed as
Since there is a pair (1(3), 1(1)) in T ( [M ] ) such that p−q = 3−1 < 4−1 = n−a, they corresponds to (2(3), 2(1)). Here,1(1) is just the one in the second column from right. Moreover, this changed 2(1) and 2(2) also satisfies p − q = 2 − 1 < 4 − 2 = n − a, which implies that they corresponds to (3(2), 3(1)). Therefore,
l ≤ q. If m < p and l < q, it is clear that ψ(f i M ) =f i ψ (M ) . If there is an X i (p) in [M ] , thenf i M is obtained by multiplying
Therefore, ψ(f i M ) =f i ψ (M ) . Similarly, if there is an X i+1 (q) in [M ] , we have ψ(f i M ) =f i ψ(M ).
Theorem 3.7.
Let λ = a 1 ω 1 + · · · + a n ω n + bΛ n (b = 0 or 1).
Then there is a crystal isomorphism ψ : M(λ) → S(λ).
Proof. Combining Proposition 3.6 and the argument in Theorem 3.3, we obtain the desired result.
Example 3.8.
Let λ = ω 2 + ω 3 + Λ 4 for B 4 and let Then by the same argument in the proof of Proposition 3.2, we see that ψ is a crystal isomorphism.
(b) The map ψ is defined by the same way as in Proposition 3.6. It is clear that ψ is a crystal isomorphism.
(c),(d) The proof is similar to that of Proposition 3.5.
Theorem 3.10. Let λ be dominant integral weight. Then there is a crystal isomorphism ψ : M(λ) → S(λ).
Proof. Combining Proposition 3.9 and the argument in Theorem 3.3, we get the desired result. Finally, we close this section with a bijection between the monomial realization and the Kashiwara-Nakashima tableau realization. Proposition 3.12 [9, 10] .
For a dominant integral weight λ, there is a U q (g)-crystal isomorphism ϕ : S(λ) → T (λ) for (g = A n , C n , B n , D n ) given by
where S i is the i-th column of S from right to left.
Corollary 3.13.
Let λ be a dominant integral weight. There is a U q (g)-crystal isomorphism φ : M(λ) → T (λ) for g = A n , C n , B n , D n .
Proof. By Theorem 3.3, Theorem 3.7, Theorem 3.10 and Proposition 3.12, φ = ϕ • ψ is the desired crystal isomorphism. Therefore, we have
