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IDEMPOTENT ANALYSIS, TROPICAL CONVEXITY AND REDUCED
DIVISORS
YE LUO
Abstract. We investigate a canonical extension of a conventional combinatorial notion
of reduced divisors to a notion of tropical projections, which can be defined as the unique
minimizers of the so-called B-pseudonorms with respect to compact tropical convex sets.
In this paper, we build the foundation of a theory of idempotent analysis using tropical
projections and obtain a series of subsequent results, e.g. tropical retracts, construction of
compact tropical convex sets and a set-theoretical characterization of tropical weak inde-
pendence. In particular, we prove a tropical version of Mazur’s Theorem on closed tropical
convex hulls and discover a fixed point theorem for tropical projections. As the main ap-
plication of our machinery of tropical convexity analysis, we investigate the divisor theory
on metric graphs based on tropical projections. We extend the notion of linear systems
and redefine the notion of reduced divisors to all linear systems instead of only to complete
linear systems. Moreover, we explore the correspondence between reduced divisor maps to
dominant tropical trees and harmonic morphisms to metric trees. Furthermore, we propose
a notion called the geometric rank for linear systems on metric graphs which resolves the
discrepancy between the interpretations of gonality of metric graphs using the conventional
Baker-Norine rank function and using harmonic morphisms to metric trees.
1. Introduction
In this paper, we present a new framework for idempotent analysis over tropical semirings
based on a notion called tropical projection. The backgrounds of this paper come from a
few areas with intrinsic connections:
(1) Idempotent analysis. Idempotent analysis is an analysis theory over idempotent
semirings, developed by Maslov and his collaborators in 1980s originally as a frame-
work to describe the semicalssical limit of quantum mechanics via Maslov dequanti-
zation [KM97,LM05]. Equivalent under negation, the min-plus algebra (Rmin,,⊕)
and the max-plus algebra (Rmax,,) where Rmin = R
⋃{+∞}, Rmax = R⋃{−∞},
a  b := a + b, a ⊕ b := min(a, b) and a  b := max(a, b) are the most intensively
studied idempotent semirings. ((Rmin,,⊕) and (Rmax,,) are also commonly
called tropical semirings nowadays and sometimes the addition identities +∞ and
−∞ are ignored.) Under a correspondence principle of idempotent analysis [LM98],
many important results over the field of real or complex numbers have counterparts
over idempotent semirings, while the most striking observation is probably that the
Legendre transform is just the counterpart of the Fourier transform in idempotent
analysis.
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(2) Tropical geometry and tropical convexity. As a rapidly developing subject in mathe-
matics, tropical geometry is a theory of geometry over tropical semirings which can
be described as a piece-wise linear version of algebraic geometry [MS15, Vir08]. A
framework for tropical geometry has been developed by Kontsevich-Soibelman [KS01]
and Mikhalkin [Mik05] with applications in enumerative algebraic geometry and ho-
mological mirror symmetry, and another framework has been developed by Baker-
Payne-Rabinoff [BPR16, BPR13] based on Berkovich analytification [Ber12]. The
“linearity” features of tropical geometry can be captured by the notion of tropical
convexity discussed by Develin and Sturmfels [DS04], which is intrinsically related to
max-linear (or min-linear) systems [But10].
(3) Chip-firing games, the divisor theory on finite graphs/metric graphs and reduced divi-
sors. The chip-firing game on a graph (or the abelian sandpile model) has become a
huge topic in combintorics [CP18], partly because it is related to many areas of math-
ematics and theoretical physics. Baker and Norine [BN07] have discovered that the
classical Riemann–Roch theorem and Abel-Jacobi theory for algebraic curves have
analogues for finite graphs with a motivation of degenerating divisors on an algebraic
curve C to divisors on the dual graph of the special fiber of a semistable model of
C. Their result was immediately extended to the context of abstract tropical curves
which are essentially metric graphs [GK08]. People soon realize that this remark-
able work should be unified into the world of tropical geometry under the framework
in [BPR16], and tropical proofs of some theorems in conventional algebraic geometry
have been obtained. For example, Cools, Draisma, Payne and Robeva [CDPR12]
have derived a new proof of the Brill–Noether Theorem based on Baker’s specializa-
tion lemma [Bak08] and an explicit computation of the Baker-Norine combinatorial
rank function for a special type of metric graphs. Note that because the degeneration
of divisors on algebraic curves to finite graphs or metric graphs has some subtlety,
even though the graph-theoretical Riemann–Roch in [BN07] is formulated after the
algebro-geometric Riemann–Roch, one can hardly borrow techniques from algebraic
geometry and there are only purely combinatorial proofs of the graph-theoretical
Riemann–Roch so far. Actually the divisor theory on finite graphs or metric graphs
is closely related to the chip-firing games, and the most important tool in Baker-
Norine’s original proof of the graph-theoretical Riemann–Roch and many follow-up
works is based on a notion called reduced divisors (also named G-parking functions
in combinatorics [PS04]).
Let X be a topological space and BC(X) be the the space of all bounded and continuous
real functions on X. Instead of equipping R (when the addition identities ±∞ are ignored)
with only one of min-plus algebra and max-plus algebra like most other works, both ⊕ and
 (called lower tropical addition and upper tropical addition respectively) are put into our
scenario. Then operations on BC(X) can be induced from operations on R. For f, g ∈
BC(X) and c ∈ R, the lower tropical addition f ⊕ g := min(f, g), upper tropical addition
f  g := max(f, g) and tropical scalar multiplication c  f := c + f are simply defined by
pointwise operations (see details in Subsection 3.1). The tropical projective space TP(X) is
defined as BC(X) modulo tropical scalar multiplication. Also, a subspace of BC(X) closed
under tropical scalar multiplication and lower tropical addition (respectively upper tropical
addition) modulo tropical scalar multiplication is a subspace of TP(X) which is said to be
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lower tropically convex (respectively upper tropically convex). Note that conventionally in
most works on tropical convexity, only the finite dimensional case is explored, i.e., when X
is a finite set equipped with discrete topology in our setting. Here we don’t have such a
restriction. Moreover, TP(X) is a normed space whose norm is naturally defined as ‖[f ]‖ =
max(f)−min(f) where [f ] ∈ TP(X) is the equivalence class of f ∈ BC(X) (Definition 2.5).
Actually (TP(X), ‖ · ‖) is also a Banach space (Proposition 2.8).
For an element γ ∈ TP(X) and a compact subset T of TP(X) which is lower (or upper)
tropically convex, unlike the case in conventional convex geometry, it is not generally true
that the minimizer of the distance function between elements in T and γ is a singleton.
Actually because of the degeneration nature of “tropicalization”, similar phenomena are
quite common in the “tropical world”. In other words, one may only be able to develop
a coarse analysis theory from the notion of tropical norm. We resolve this non-uniqueness
issue by introducing a notion of B-pseudonorms, which enables use to build a more refined
analysis theory on a tropical projective space as desired.
More precisely, the B-pseudonorms on TP(X) with respect to some Borel measure µ on
X (Definition 4.1) are a series of pseudonorms T·Up and V·Wp for p ∈ [1,∞]. Here “pseudo”
means not necessarily symmetric, i.e., TαUp 6= T−αUp and VαWp 6= V−αWp for p ∈ [1,∞) in
general. But we have TαUp = V−αWp and T·U∞ = V·W∞ = ‖ · ‖. One of the main results of
this paper is the following theorem.
(A Restatement of Theorem 4.6) For a compact lower (respectively upper) tropically
convex subset of T of TP(X) and an arbitrary element γ in TP(X), there exists a unique
element piT (γ) (respectively piT (γ)) in T which minimizes all B-pseudonorm functions α 7→Tα− γUp (respectively α 7→ Vα− γWp) with α ∈ T for p ∈ [1,∞).
Note that in the above theorem, piT (γ) and piT (γ) do not depend on p as long as p ∈ [1,∞),
and are called lower and upper tropical projections of γ to T respectively. Actually such
tropical projections are even more intrinsic. Using the criteria of tropical projections in
Corollary 4.8, we see that piT (γ) and piT (γ) can be characterized purely set-theoretically
which means that piT (γ) and piT (γ) are even independent of the underlying measure µ of X
(Remark 10).
Recall that the notion of b-functions is introduced in [BS13] where reduced divisors can be
characterized as the minimizers of b-functions. In our scenario, b-functions are special cases
of B-pseudonorms and thus reduced divisors are special cases of tropical projections (see
detailed discussions in Subsection 9.3). Just as techniques based on reduced divisors have
shown tremendous power in studying the divisor theory on finite graphs and metric graphs,
the notion of tropical projections and its features are also extremely useful for exploring the
theory of tropical convexity analysis. Here we summarize some of the results that we have
derived:
(1) We show that for a lower (respectively upper) tropical convex set W and a compact
lower (respectively upper) tropical convex subset T of W , there is always a strong
deformation retraction from W to T such that the intermediate sets are also lower
(respectively upper) tropical convex (Theorem 5.2). A direct corollary is that W
itself must be contractible (Corollary 5.3).
(2) We propose a systematic approach to construct compact tropical convex sets (Theo-
rem 6.1) which has a consequence that finitely generated tropical convex hulls (also
called tropical polytopes) are always compact (Corollary 6.2). Moreover, we prove
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the following tropical version of Mazur’s Theorem on conventional closed convex hulls
(Theorem 6.7): the closed tropical convex hull of a compact subset of TP(X) is also
compact.
(3) We study several notions of independence (Definition 3.11 and Remark 6) in the
context of tropical projective spaces including tropical weak independence, Gondran-
Minoux independence and tropical independence (the last one is essential in Jensen-
Payne’s tropical proofs of the Gieseker-Petri Theorem [JP14] and the maximal rank
conjecture for quadrics [JP16]). In particular, we provide a purely set-theoretical
criterion for tropical weak independence (Theorem 7.1) and discuss the extremals of
tropical convex sets (Theorem 7.3).
(4) We prove the following fixed-point theorem about tropical projections (Theorem 8.1):
the tropical projections bouncing back and forth between a compact lower tropically
convex set and a compact upper tropically convex set stabilize after at most two
steps. Note that unlike most of the other results in this paper which have statements
for lower and upper tropical convexity separately, this fixed-point theorem involves
both lower and upper tropical convex sets.
We apply this machinery of tropical convexity analysis to the divisor theory on metric
graphs (or abstract tropical curves).
(1) Using the potential theory on metric graphs (Appendix A) and the language of chip-
firing moves, we convert several definitions and statements in the previously developed
theory of tropical convexity analysis to those in the context of divisor theory on metric
graphs, e.g., tropical convexity, tropical projection and its criterion (Theorem 9.3),
and tropical independence and its criterion (Theorem 9.6).
(2) In the divisor theory of algebraic curves, for each divisor D on an algebraic curve,
the complete linear system |D| associated to D is the projective space consisting of
all effective divisors linearly equivalent to D, and a linear subspace of |D| is called a
linear system whose rank is simply its dimension. However, different complete linear
systems on different algebraic curves can degenerate as subsets of the same complete
linear system on a single finite graph or metric graph. As a result, even through we
may still define the complete linear system |D| associate to a divisor D on a metric
graph as the set of all effective divisors linearly equivalent to D (as in [BN07] and
the whole subsequent works), |D| is not purely dimensional in general. This is an
obstacle in defining linear systems as the “linear” subspaces of |D| as in the case of
algebraic curves. Here we note that |D| is a tropical polytope and propose to define
the linear systems on a metric graph as the tropical polytopes contained in complete
linear systems (Definition 9.1).
(3) For each point q on a metric graph Γ and each nonempty complete linear system |D|
on Γ, there exists a unique divisor called the q-reduced in |D| (Definition 9.9) which
is characterized in [BS13] as the minimizer of the so-called b-functions restricted to
|D| with respect to q. Based on an observation that b-functions are just special B-
pseudonorms, we give the following definition of reduced divisors for all linear systems
(Definition 9.12) instead of only for complete ones as in convention: the q-reduced
divisor in a linear system T is the tropical projection of d · (q) to T where d is the
degree of T . In this sense, we naturally extend the notion of reduced divisor maps
introduced in [Ami13] which is originally defined as a map from Γ to a complete
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linear system |D| to a more general scope where the target can be any linear system
(Definition 9.17).
(4) We pay special attention to those one dimensional linear systems which we call trop-
ical trees (Definition 9.20). Using the techniques based on tropical projections and
reduced divisors, we provide criteria for (1) tropical trees (Proposition 9.22), (2)
dominant tropical trees which are tropical trees with support being the whole metric
graph (Proposition 9.27), and (3) reduced divisor maps to dominant tropical trees
(Proposition 9.30). We prove that a harmonic morphism [BN09] from a modification
of a metric graph Γ to a metric tree essentially corresponds to the reduced divisor
map from Γ to a dominant tropical tree (Theorem 9.34).
(5) Recall that the gonality of an algebraic curve is defined as the minimum degree of divi-
sors of rank one or equivalently the minimum degree of finite maps from the algebraic
curve to a projective line. However, because of some subtlety in the process of divi-
sor degeneration from curves to metric graphs, these two equivalent interpretations
of curve gonality diverge into two non-equivalent notions of gonality: the divisorial
gonality [Bak08] and the stable gonality [CKK15] for metric graphs. In particular,
the divisorial gonality of Γ is the minimum degree of divisors with Baker-Norine rank
being one, and the stable gonality of Γ is the minimum degree of harmonic morphisms
from modifications of Γ to a metric tree (Definition 9.37). Therefore, to compute the
stable gonality of Γ is equivalent to find the minimum degree of dominant tropical
trees on Γ (Proposition 9.39). We want to mention that recently there is another
independent work also trying to compute stable gonality by looking into linear sys-
tems in [Kag18]. Other than the Baker-Norine combinatorial rank and the Caporaso
algebraic rank [CLM15], we propose a new rank function called the geometric rank
for divisors on metric graphs such that the stable gonality of Γ can also be accounted
as the the minimum degree of divisors of geometric rank one.
Since idempotent mathematics has wide applications in optimization problems [Kol94], we
expect that the notions of B-pseudonorms and tropical projections introduced in this paper
open up new trends in idempotent optimization. Some of the results in this paper can be
directly extended from over tropical semirings to over idempotent semirings in general. In
our follow-up work, we will investigate idempotent functional analysis and operator theory
based on the notion of tropical projection.
The rest of the paper can be divided into two parts. The first part consists of Sections 2-8,
laying out the foundation of the theory of tropical convexity analysis built around tropical
projections. The second part consists of Section 9, in which we discuss in detail an applica-
tion of our machinery to the divisor theory on metric graphs. More specifically, in Section 2,
we give some preliminary results on the analysis of tropical projective spaces; in Section 3,
we discuss the notion of tropical convexity and several types of independence in the context
of tropical projective spaces; in Section 4, we define B-pseudonorms on tropical projective
spaces and discuss the main theorem about tropical projections; in Section 5, we investigate
deformation retracts to tropical convex sets; in Section 6, we provide a general approach of
constructing compact tropical convex sets and prove the tropical version of Mazur’s theo-
rem on closed convex hulls; in Section 7, we provide a set-theoretical criterion of tropical
independence; in Section 8, we give a fixed-point theorem for tropical projections; Section 9
is about the application of the whole machinery to the divisor theory on metric graphs, in
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which we discuss the notions of tropical convexity, tropical projection and tropical inde-
pendence on a divisor space of a metric graph, define a general notion of linear systems of
divisors, define a notion of tropical trees as 1-dimensional linear systems, study the relation
between b-functions and B-pseudonorms, show that reduced divisors are essentially special
tropical projections, give a definition of reduced divisors to linear systems in general, prove
that harmonic morphisms from a metric graph to a metric tree are no more than reduced
divisor maps to tropical trees, and finally introduce a new rank function called geometric
rank function on the space of divisors.
2. Preliminary Analysis on Tropical Projective Spaces
Let X be a topological space. Let BC(X) be the real linear space of all bounded and con-
tinuous real functions on X. Let BC0(X) be linear subspace of BC(X) whose elements are
bounded and continuous functions whose infimum and supremum on X are both attainable.
Throughout this paper, we denote the infimum, supremum, minimum (when existing) and
maximum (when existing) of a real-valued function f on X by inf(f), sup(f), min(f) and
max(f) respectively. And by abuse of notation, we let infi∈I(fi) (respectively supi∈I(fi)) be
a function on X whose value at x ∈ X is the infimum (respectively supremum) value of
{fi(x)}i∈I , and let min(f1, · · · , fn) (respectively max(f1, · · · , fn)) be a function on X whose
value at x ∈ X is the minimum (respectively maximum) value of f1(x), · · · , fn(x). Moreover,
we also write the constant function of value c on X simply as c sometimes.
Let ‖ ·‖∞ be the uniform norm on BC(X). Recall that (BC(X), ‖ ·‖∞) is a Banach space.
Lemma 2.1. (BC(X), ‖ · ‖∞) is the completion of (BC0(X), ‖ · ‖∞).
Proof. To show that BC0(X) is dense in BC(X), we need to show that any f ∈ BC(X) is
approachable by a sequence f1, f2, · · · in BC0(X). Consider f ∈ BC(X) \ BC0(X) whose
infimum and supremum are a and b respectively. Then we can choose a decreasing sequence
a1, a2, · · · converging to a and an increasing sequence b1, b2, · · · converging to b such that
a1 ≤ b1. Let fn = max(an,min(bn, f)). Then fn has a minimum value an and a maximum
value bn and is clearly continuous which means fn ∈ BC0(X). Moreover, the sequence
f1, f2, · · · converges to f uniformly. Therefore BC0(X) is dense in BC(X). 
We let TP0(X) := BC0(X)/ ∼ and TP(X) := BC(X)/ ∼ where f1 ∼ f2 if f1 − f2 is a
constant function. We call TP0(X) and TP(X) the inner tropical projective space and the
(outer) tropical projective space on X respectively.
Note that if X is compact, then BC(X) = BC0(X) = C(X) and TP(X) = TP0(X) where
C(X) is the linear space of all continuous functions on X.
For f ∈ BC(X) and V ⊆ BC(X), we have the following notations:
(1) [f ] ∈ TP(X) is the equivalence class of f and we call [f ] the projectivization of f ;
(2) [V ] := {[f ] | f ∈ V };
(3) f := f − inf(f) and f := f − sup(f);
(4) Xmin(f) := f
−1(inf(f)) and Xmax(f) := f−1(sup(f));
(5) For  > 0, Xmin(f) := {x ∈ X | f(x) < inf(f) + } and Xmax(f) := {x ∈ X | f(x) >
sup(f)− }.
We call Xmin(f) and Xmax(f) the minimizer and maximizer of f respectively. Note that
Xmin(f) =
⋂
>0X

min(f) and Xmax(f) =
⋂
>0X

max(f). Clearly if f ∈ BC0(X), then
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Xmax(f) and Xmin(f) are both nonempty. But if f ∈ BC(X) \ BC0(X), then at least
one of Xmax(f) and Xmin(f) must be empty. Note that for each g ∈ [f ], Xmin(f) = Xmin(g),
Xmax(f) = Xmax(g), X

min(f) = X

min(g) and X

max(f) = X

max(g). Hence by abuse of nota-
tion, we also write Xmin([f ]) := Xmin(f), Xmax([f ]) := Xmax(f), X

min([f ]) := X

min(f) and
Xmax([f ]) := X

max(f).
The following are several easily verifiable facts:
(1) TP(X) and TP0(X) are both real linear spaces with the zero element being the
equivalence class [0] of all constant functions on X and λ1[f1]+λ2[f2] := [λ1f1 +λ2f2]
for all λ1, λ2 ∈ R;
(2) −f = −f ;
(3) Xmin(f) = Xmin(cf) and Xmax(f) = Xmax(cf) for all c > 0;
(4) Xmin(f) = Xmax(−f);
(5) Xmin(f) = X
c
min(cf) and X

max(f) = X
c
max(cf) for all c > 0 and  > 0;
(6) Xmin(f) = X

max(−f) for all  > 0;
Here we introduce a new notation “e”. For each α, β ∈ TP(X), we sayXmin(α)eXmin(β) 6=
∅ if for each  > 0, Xmin(α)
⋂
Xmin(β) 6= ∅, and say Xmin(α) e Xmin(β) = ∅ if there exists
 > 0 such that Xmin(α)
⋂
Xmin(β) = ∅. Accordingly, we say Xmax(α) eXmax(β) 6= ∅ if for
each  > 0, Xmax(α)
⋂
Xmax(β) 6= ∅, and say Xmax(α) e Xmax(β) = ∅ if there exists  > 0
such that Xmax(α)
⋂
Xmax(β) = ∅.
Lemma 2.2. For α, β ∈ TP(X), if Xmin(α) e Xmin(β) 6= ∅, then Xmin(α)
⋂
Xmin(β) =
Xmin(α + β), and if Xmax(α) eXmax(β) 6= ∅, then Xmax(α)
⋂
Xmax(β) = Xmax(α + β).
Lemma 2.3. For α, β ∈ TP0(X),
(1) Xmin(α)
⋂
Xmin(β) = Xmin(α + β) 6= ∅ if and only if Xmin(α) eXmin(β) 6= ∅;
(2) Xmin(α)
⋂
Xmin(β) = ∅ if and only if Xmin(α) eXmin(β) = ∅;
(3) Xmax(α)
⋂
Xmax(β) = Xmax(α + β) 6= ∅ if and only if Xmax(α) eXmax(β) 6= ∅;
(4) Xmax(α)
⋂
Xmax(β) = ∅ if and only if Xmax(α) eXmax(β) = ∅.
Proof. This can be easily verified by definition. 
Lemma 2.4. Let α = [f ], β = [g] ∈ TP(X). Then
(1) f + g ≤ f + g with equality holds if and only if Xmin(α) eXmin(β) 6= ∅;
(2) f + g ≥ f + g with equality holds if and only if Xmax(α) eXmax(β) 6= ∅.
Proof. For (1), f + g = f + g − inf(f + g) ≤ f + g − inf(f) − inf(g) = f + g with equality
holds if and only if inf(f + g) = inf(f) + inf(g) if and only if Xmin(α) eXmin(β) 6= ∅.
For (2), f + g = f + g− sup(f + g) ≥ f + g− sup(f)− sup(g) = f + g with equality holds
if and only if sup(f + g) = sup(f) + sup(g) if and only if Xmax(α) eXmax(β) 6= ∅. 
Definition 2.5. The tropical norm on TP(X) is a function ‖ · ‖ : TP(X) → [0,∞) defined
by ‖[f ]‖ := sup(f)− inf(f) = sup(f) for all [f ] ∈ TP(X).
Lemma 2.6. The tropical norm is a norm, i.e.,
(1) ‖cα‖ = |c|‖α‖ for all c ∈ R and α ∈ TP(X).
(2) ‖α‖ = 0 if and only if α = [0].
(3) ‖α + β‖ ≤ ‖α‖ + ‖β‖ for all α, β ∈ TP(X) where the equality holds if and only if
Xmin(α) eXmin(β) 6= ∅ and Xmax(α) eXmax(β) 6= ∅.
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Proof. (1) and (2) are straightforward. For (3), let α = [f ] and β = [g]. Then as in
Lemma 2.4, inf(f+g) ≥ inf(f)+inf(g) where equality holds if and only ifXmin(α)eXmin(β) 6=
∅, and sup(f + g) ≤ sup(f) + sup(g) where the equality holds if and only if Xmax(α) e
Xmax(β) 6= ∅. Therefore, ‖α+β‖ = sup(f+g)− inf(f+g) ≤ sup(f)+sup(g)− inf(f)− inf(g)
where the equality holds if and only if Xmin(α)eXmin(β) 6= ∅ and Xmax(α)eXmax(β) 6= ∅. 
As in convention, the tropical norm induces a metric ρ on TP(X) where ρ(α, β) = ‖α −
β‖. And in future discussions, we always assume that TP(X) is equipped with this metric
topology.
Lemma 2.7. For f ∈ BC(X), we have the following relation between ‖f‖∞ and ‖[f ]‖:
(1) ‖f‖∞ = ‖[f ]‖ if inf(f) = 0 or sup(f) = 0;
(2) ‖f‖∞ ≥ ‖[f ]‖ if inf(f) ≥ 0 or sup(f) ≤ 0;
(3) ‖f‖∞ ≤ ‖[f ]‖ ≤ 2‖f‖∞ if inf(f) ≤ 0 and sup(f) ≥ 0.
Proof. This lemma can be easily verified. 
Proposition 2.8. The normed space (TP(X), ‖ · ‖) is a real Banach space which is the
completion of (TP0(X), ‖ · ‖).
Proof. We will use the inequalities in Lemma 2.7.
Let {[fn]}n be a Cauchy sequence in TP(X). Then given any  > 0, there exists N > 0
such that ‖[fn] − [fm]‖ <  for all m,n ≥ N . Note that ‖fn − fm‖∞ ≤ ‖[fn] − [fm]‖ since
inf(fn − fm) ≤ 0 and sup(fn − fm) ≥ 0. Therefore {fn}n is a Cauchy sequence in BC(X)
and converges to a function f ∈ BC(X) since (BC(X), ‖ · ‖∞) is complete.
To show that (TP(X), ‖ · ‖) is a Banach space, it remains to show that [f ] is the limit
of {[fn]}n, i.e., ‖[fn] − [f ]‖ → 0 as n → ∞. Note that it can be easily shown that inf :
BC(X) → R is a continuous function and hence inf(f) = lim
n→∞
inf(fn) = 0. It follows that
‖[fn]− [f ]‖ ≤ 2‖fn − f‖∞ → 0 as n→∞.
Now to show that (TP0(X), ‖ · ‖) is dense in (TP(X), ‖ · ‖), we note that BC0(X) is dense
in BC(X) by Lemma 2.1. For each [f ] ∈ TP(X), we choose a sequence f1, f2, · · · in BC0(X)
converging to f and claim that the sequence [f1], [f2], · · · in TP0(X) converges to [f ]. This
follows from the fact that ‖[fn]− [f ]‖ is always bounded by 2‖fn − f‖∞.

3. Tropical Convexity
3.1. Tropical Operations.
Definition 3.1. For c ∈ R and elements f, g ∈ RX , we define the following tropical opera-
tions on RX :
(1) lower tropical addition f ⊕ g := min(f, g),
(2) upper tropical addition f  g := max(f, g),
(3) tropical scalar multiplication c f := c+ f ,
(4) tropical multiplication f ⊗ g := f + g, (if c is also considered as a constant function,
then c⊗ f = c f)
(5) tropical division f  g := f − g;
(6) The negation −f = 0 f of f is also called the tropical inverse of f .
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Lemma 3.2. The following are some properties of the above tropical operations.
(1) All these tropical operations are closed in BC(X).
(2) ⊕,  and ⊗ are all commutative.
(3) ⊕ and  are idempotent, i.e., f ⊕ f = f and f  f = f .
(4) If f ≤ g (i.e.,f(x) ≤ g(x) for all x ∈ X), then f ⊕ g = f and f  g = g.
(5) f ⊕ (f  g) = f  (f ⊕ g) = f .
(6) f ⊗ (g ⊕ h) = (f ⊗ g)⊕ (f ⊗ h).
(7) f ⊗ (g  h) = (f ⊗ g) (f ⊗ h).
(8) f  (g ⊕ h) = (f  g)⊕ (f  h).
(9) f ⊕ (g  h) = (f ⊕ g) (f ⊕ h).
(10) (f ⊕ g)⊗ (f  g) = f ⊗ g.
(11) (−f)⊕ (−g) = −(f  g).
Proof. (1)-(7) are straightforward to verify.
For (8) and (9), it can be verified that for each x ∈ X,
f  (g ⊕ h)(x) = (f  g)⊕ (f  h)(x) =

f if g(x) ≤ f(x) or h(x) ≤ f(x)
g if f(x) ≤ g(x) ≤ h(x)
h if f(x) ≤ h(x) ≤ g(x)
and
f ⊕ (g  h)(x) = (f ⊕ g) (f ⊕ h)(x) =

f if g(x) ≥ f(x) or h(x) ≥ f(x)
g if f(x) ≥ g(x) ≥ h(x)
h if f(x) ≥ h(x) ≥ g(x).
For (10), we have (f ⊕ g)⊗ (f  g) = min(f, g) + max(f, g) = f + g = f ⊗ g.
For (11), we have (−f)⊕ (−g) = min(−f,−g) = −max(f, g) = −(f  g). 
3.2. Tropical Paths and Segments.
Definition 3.3. For each α = [f ] and β = [g] in TP(X), we define two types of tropical
paths from α to β. Let d = ρ(α, β) be the distance between α and β.
(1) The lower tropical path from α to β is an injective map P(α,β) : [0, d]→ TP(X) given
by t 7→ [min(t, g − f) + f ];
(2) The upper tropical path from α to β is an injective map P (α,β) : [0, d]→ TP(X) given
by t 7→ [max(−t, g − f) + f ].
(3) Both lower and upper tropical paths are tropical paths.
Respectively, we define two types of tropical segments (also called t-segments) connecting α
and β as follows.
(1) The lower tropical segment tconv(α, β) connecting α and β is the image of P(α,β) in
TP(X);
(2) The upper tropical segment tconv(α, β) connecting α and β is the image of P (α,β) in
TP(X).
(3) Both lower and upper tropical segments are called tropical segments.
Remark 1. Clearly, P(α,β)(0) = P
(α,β)(0) = α and P(α,β)(d) = P
(α,β)(d) = β by defini-
tion. Tropical paths can be translated by any γ ∈ TP(X) as follows: for each t ∈ [0, d],
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P(α+γ,β+γ)(t) = P(α,β)(t) + γ and P
(α+γ,β+γ)(t) = P (α,β)(t) + γ. Furthermore, we can scale
tropical paths as follows: for each t ∈ [0, d] and c ∈ [0,∞), P(cα,cβ)(ct) = cP(α,β)(t) and
P (cα,cβ)(ct) = cP (α,β)(t).
Remark 2. If α, β ∈ TP0(X), then the tropical segments tconv(α, β) and tconv(α, β) are
both contained in TP0(X).
Lemma 3.4. For each α = [f ] and β = [g] in TP(X), tconv(α, β) = {[af⊕bg] | a, b ∈ R}
and tconv(α, β) = {[a  f  b  g] | a, b ∈ R}. Moreover, tconv(α, β) = tconv(β, α) and
tconv(α, β) = tconv(β, α).
Proof. Let u = inf(g − f) and v = sup(g − f). Note that c  f ⊕ g = c  f if and only
if c  f  g = g if and only if c ≤ u, and c  f ⊕ g = g if and only if c  f  g = c  f
if and only if c ≥ v. Thus {[a  f ⊕ b  g] | a, b ∈ R} = {[c  f ⊕ g] | c ∈ [u, v]} and
{[a f  b g] | a, b ∈ R} = {[c f  g] | c ∈ [u, v]}.
On the other hand, tconv(α, β) = {[min(t, g − f) + f ] | t ∈ [0, v − u]} and tconv(α, β) =
{[max(−t, g − f) + f ] | t ∈ [0, v − u]}. Now min(t, g − f) + f = min(t, g − f − u) + f =
min(t+ f, g−u) = t f ⊕ (−u) g ∼ (t+u) f ⊕ g and max(−t, g − f) + f = max(−t, g−
f −v)+f = max(f − t, g−v) = (−t)f  (−v)g ∼ (v− t)f g. Since t ∈ [0, v−u], we
have t+u, v−t ∈ [u, v]. Thus we get tconv(α, β) = {[cf⊕g] | c ∈ [u, v]} = {[af⊕bg] |
a, b ∈ R} and tconv(α, β) = {[c  f  g] | c ∈ [u, v]} = {[a  f  b  g] | a, b ∈ R}. The
commutativity of tconv and tconv also follows easily. 
Remark 3. Lemma 3.4 actually says that the lower (respectively upper) tropical segment
between α = [g] and β = [g] is the projectivization of the lower (respectively upper) tropical
linear space spanned by f and g.
Lemma 3.5. For α, β in TP(X) with d = ρ(α, β), we have −P(α,β)(t) = P (−α,−β)(t) for all
t ∈ [0, d]. Moreover, −tconv(α, β) = tconv(−α,−β). In other words, the tropical inverse of
a lower tropical segment is an upper tropical segment and vice versa.
Proof. Suppose α = [f ] and β = [g]. Then−P(α,β)(t) = −[min(t, g − f)+f ] = [−min(t, g − f)−
f ] = [max(−t, (−g − (−f)))+(−f)] = P (−α,−β)(t). And it follows−tconv(α, β) = tconv(−α,−β).

We will also use the following notations to represent tropical segments which are respec-
tively called closed, open and half-closed half-open (upper or lower) tropical segments as in
the convention what we call the intervals on the real line:
[α, β] = tconv(α, β), [α, β] = tconv(α, β),
(α, β) = tconv(α, β) \ {α, β}, (α, β) = tconv(α, β) \ {α, β},
(α, β] = tconv(α, β) \ {α}, (α, β] = tconv(α, β) \ {α},
[α, β) = tconv(α, β) \ {β}, [α, β) = tconv(α, β) \ {β}.
Note that unless otherwise specified, when saying tropical segments we mean the closed ones
by default.
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Proposition 3.6. Let α, β be elements in TP(X) with d = ρ(α, β). We summarize some
properties of tropical paths and segments as follows.
(1) For each α′, β′ in [α, β] (respectively in [α, β]), we have [α′, β′] ⊆ [α, β] (respectively
[α′, β′] ⊆ [α, β]).
(2) P(α,β)(t) = P(β,α)(d− t) (respectively P (α,β)(t) = P (β,α)(d− t)) for all t ∈ [0, d].
(3) P(α,β) (respectively P
(α,β)) is an isometry from [0, d] to [α, β] (respectively [α, β]).
(4) [α, β] and [α, β] are compact (and thus closed and bounded) subsets of TP(X).
(5) The following are equivalent:
(a) γ ∈ [α, β] (respectively γ ∈ [α, β]);
(b) [α, β] = [α, γ]
⋃
[γ, β]
(respectively [α, β] = [α, γ]
⋃
[γ, β]);
(c) Xmin(α− γ)
⋃
Xmin(β − γ) = X
(respectively Xmax(α− γ)
⋃
Xmax(β − γ) = X).
(6) The intersection of any two lower (respectively upper) tropical segments is a lower
(respectively upper) tropical segment.
(7) For two lower tropical segments [α1, β1] and [α2, β2], if β1 ∈ (α2, β2] and α2 ∈ [α1, β1),
then [α1, β1]
⋃
[α2, β2] = [α1, β2]. Respectively, for two upper tropical segments [α1, β1]
and [α2, β2], if β1 ∈ (α2, β2] and α2 ∈ [α1, β1), then [α1, β1]
⋃
[α2, β2] = [α1, β2].
Proof. (1) Let α = [f ] and β = [g]. For α′, β′ ∈ [α, β], we may assume that α′ =
P(α,β)(t1) = [f
′] and β′ = P(α,β)(t2) = [g′] where f ′ = min(t1, g − f) + f and g′ =
min(t2, g − f) + f for 0 ≤ t1 ≤ t2 ≤ d. Note that g′− f ′ = g′ − f ′ = min(t2, g − f)−
min(t1, g − f) and ρ(α′, β′) = ‖g′ − f ′‖ = max(g′ − f ′) = t2 − t1. Therefore, for
0 ≤ t ≤ t2 − t1,
P(α′,β′)(t) = [min(t, g
′ − f ′) + f ] = [min(t+ min(t1, g − f),min(t2, g − f)) + f ]
= [min(t+ t1, g − f) + f ] = P(α,β)(t+ t1)
which implies [α′, β′] ⊆ [α, β]. An analogous argument holds for [α′, β′] ⊆ [α, β].
(2) For t ∈ [0, d],
P(α,β)(t) = [min(t, g − f) + f ] = [min(t+ f, g − f + f ] = [min(t+ f, g −min(g − f)]
= [min(t+ f, d+ g + min(f − g)] = [min(d− t, f − g −min(f − g)) + g] = P(β,α)(d− t).
An analogous argument holds for P (α,β)(t) = P (β,α)(d− t).
(3) Following the argument in (1), ρ(P(α,β)(t1), P(α,β)(t2)) = ρ(P
(α,β)(t1), P
(α,β)(t2)) =
|t2 − t1| for all 0 ≤ t1, t2 ≤ d and thus [α, β] and [α, β] are both isometric to the
interval [0, d].
(4) It follows from (3) straightforwardly.
(5) Here we just show it for [α, β] and the case for [α, β] follows from a similar argument.
The equivalence of (a) and (b) is clear by (1). Let α = [f ], β = [g] and γ = [h].
Now suppose γ ∈ [α, β]. We may let h = min(t, g − f) + f for some t ∈ [0, d]. Then
Xmin(α − γ) = Xmin(f − h) = Xmin(−min(t, g − f)) = {x ∈ X | g − f(x) ≥ t} and
Xmin(β − γ) = Xmin(g − h) = Xmin(g − f −min(t, g − f)) = Xmin(max(t, g − f)) =
{x ∈ X | g − f(x) ≤ t}. Therefore Xmin(α− γ)
⋃
Xmin(β − γ) = X.
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Conversely, suppose Xmin(g−h)
⋃
Xmin(f −h) = Xmin(g−h)
⋃
Xmax(h− f) = X.
Let t = ‖h−f‖. Then h− f = min(t, g − f) and thus γ = [h] = [min(t, g − f))+f ] =
P(α,β)(t).
(6) Let T1 and T2 be two lower (respectively upper) tropical segments with T being their
intersection. Then by (1), whenever α, β ∈ T , we must have [α, β] ⊆ T (respectively
[α, β] ⊆ T ). Since T is compact, T must be a lower (respectively upper) tropical
segment.
(7) Again here we only show the case for lower tropical segments while the case for
[α, β] follows analogously. Actually we just need to show β1, α2 ∈ [α1, β2] and the
statement will follow from (1). Suppose ρ(α1, β1) = d1, ρ(α2, β2) = d2. Note that
Xmin(β1 − α2) = Xmin(β2 − α2) since β1 ∈ (α2, β2]. Then Xmin(α1 − α2)
⋃
Xmin(β2 −
α2) = Xmin(α1 − α2)
⋃
Xmin(β1 − α2) = X since α2 ∈ [α1, β1]. Thus α2 ∈ [α1, β2].
Analogously we can show that β1 ∈ [α1, β2].

3.3. Tropical Convexity and Several Types of Independence on Tropical Projec-
tive Spaces.
Definition 3.7. A subset T of TP(X) is said to be lower tropically convex (respectively upper
tropically convex ) if for every α, β ∈ T , the whole tropical segment [α, β] (respectively [α, β])
connecting α and β is contained in T .
Remark 4. By Proposition 3.6(1), all (closed, open and half-closed half-open) lower and
upper tropical segments are lower and upper tropically convex respectively.
The following lemmas follow from Definition 3.7 directly.
Lemma 3.8. If T is lower or upper tropically convex, then T is connected.
Lemma 3.9. TP0(X) is both lower and upper tropically convex.
Lemma 3.10. The intersection of an arbitrary collection of lower or upper tropical convex
sets is lower or upper tropically convex respectively.
Definition 3.11. Let S be a subset of TP(X).
(1) The lower tropical convex hull tconv(S) (respectively upper tropical convex hull tconv(S))
generated by S is the intersection of all lower (respectively upper) tropically convex
subsets of TP(X) containing S, and we say S is a generating set of tconv(S) (respec-
tively tconv(S)). Clearly, S is lower tropically convex if and only if S = tconv(S),
and S is upper tropically convex if and only if S = tconv(S).
(2) We say an (upper or lower) tropical convex hull is finitely generated if it can be
generated by a finite set. We also call a finitely generated (upper or lower) tropical
convex hull an (upper or lower respectively) tropical polytope.
(3) (a) If x /∈ tconv(S \ {x}) (respectively x /∈ tconv(S \ {x})) for every x ∈ S, then
we say S is lower (tropically) weakly independent (respectively upper (tropically)
weakly independent).
(b) If tconv(S1)
⋂
tconv(S2) = ∅ (respectively tconv(S1)
⋂
tconv(S2) = ∅) for each
partition {S1, S2} of S with S1, S2 6= ∅, then we say S is lower Gondran-Minoux
independent (respectively upper Gondran-Minoux independent).
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Lemma 3.12. We may do translation, dilation and tropical inversion of tropical convex
hulls as follows:
(1) α+ tconv(S) = tconv(α+ S) and α+ tconv(S) = tconv(α+ S) for any α ∈ TP(X);
(2) c · tconv(S) = tconv(c · S) and c · tconv(S) = tconv(c · S) for any c ≥ 0;
(3) −tconv(S) = tconv(−S) and −tconv(S) = tconv(−S).
Proof. This follows from Remark 1 and Lemma 3.5. 
For V ⊆ BC(X), we say ⊕̂(V ) := {(c1  f1)⊕ · · · ⊕ (cm  fm) | m ∈ N, ci ∈ R, fi ∈ V } is
the lower tropical torus spanned by V and ̂(V ) := {(c1f1) · · · (cmfm) | m ∈ N, ci ∈
R, fi ∈ V } is the upper tropical torus spanned by V . By abuse of notation, for S ⊆ TP(X),
we also write ⊕̂(S) := ⊕̂(VS) and ̂(S) := ̂(VS) where VS = {f ∈ BC(X) | [f ] ∈ S}. Note
that Lemma 3.4 essentially says tconv(α, β) = [⊕̂({α, β})] and tconv(α, β) = [̂({α, β})].
In the following theorem, we show that this is generally true for all S ⊆ TP(X).
Theorem 3.13. For any S ⊆ TP(X), tconv(S) = [⊕̂(S)] and tconv(S) = [̂(S)]. Moreover,
tconv(tconv(S)) = tconv(tconv(S)) which is both lower and upper tropically convex.
Proof. To show that tconv(S) = [⊕̂(S)], first we note that [⊕̂(S)] ⊆ tconv(S), i.e., [f1⊕· · ·⊕
fm] ∈ tconv(S) for all m ∈ N and [f1], · · · , [fm] ∈ S. But this can be derived by applying
Lemma 3.4 inductively on m. More precisely, suppose [f1⊕· · ·⊕fm] ∈ tconv(S) is true for all
[f1], · · · , [fm] ∈ S. Then since tconv(S) is lower tropically convex, [f1 ⊕ · · · ⊕ fm ⊕ fm+1] ∈
tconv(S) must also be true for all [f1], · · · , [fm], [fm+1] ∈ S by Lemma 3.4. It remains
to show that [⊕̂(S)] itself is lower tropically convex. Consider α = [f1 ⊕ · · · ⊕ fm] and
β = [g1 ⊕ · · · ⊕ gn] ∈ [⊕̂(S)] where [f1], · · · , [fm], [g1], · · · [gn] ∈ S. We have tconv(α, β) =
[⊕̂({α, β})] = {(a f1 ⊕ · · · ⊕ a fm)⊕ (b g1 ⊕ · · · ⊕ b gn) | a, b ∈ R} ⊆ [⊕̂(S)].
Using an analogous argument, we can also show that tconv(S) = [̂(S)].
Now let us show that tconv(tconv(S)) = tconv(tconv(S)). By the above results, an
element of tconv(tconv(S)) can be written as α = [(f11 ⊕ · · · ⊕ f1n1 ])  · · ·  (fm1 ⊕ · · · ⊕
fmnm ]) for some m,n1, · · · , nm ∈ N and [fij] ∈ S. Using Lemma 3.2(8), α can also be
written as α = ⊕1≤ij≤nj ,1≤j≤m(f1i1  · · ·  fmim) which lies in tconv(tconv(S)). Therefore,
tconv(tconv(S)) ⊆ tconv(tconv(S)). Analogously, using Lemma 3.2(9), we can show that
[(f11  · · ·  f1n1 ]) ⊕ · · · ⊕ (fm1  · · ·  fmnm ]) = 1≤ij≤nj ,1≤j≤m(f1i1 ⊕ · · · ⊕ fmim) which
implies tconv(tconv(S)) ⊆ tconv(tconv(S)).

Remark 5. We will write tconv(S) := tconv(tconv(S)) = tconv(tconv(S)).
Corollary 3.14. Let T be a lower (respectively upper) tropical convex hull generated by S.
For each x ∈ T , there exists a finite subset Sx of S such that x is in the lower (respectively
upper) tropical convex hull generated by Sx.
Proof. This is essentially a restatement of Theorem 3.13. 
Remark 6. There are several different notions of “linear” independence defined over tropical
semirings [AGG09].
As studied in [CG79], in max-plus linear algebra, a family V of vectors in Rnmax is said
to be weakly independent if no vector in V is a max-plus linear combination of the others.
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Then by Theorem 3.13, this corresponds exactly to our definition of upper tropical weak
independence in the context of tropical projective spaces in Definition 3.11(3a).
Another notion of linear independence in max-plus linear algebra is the Gondran-Minous
independence [GM84] which says that a family V of vectors in Rnmax is Gondran-Minoux
independent if for any partition {V1, V2} of V , the intersection of the max-plus linear spaces
generated by V1 and V2 is trivial. Again, by Theorem 3.13, this corresponds to Defini-
tion 3.11(3b) in the context of tropical projective spaces.
In tropical geometry, there is another notion of linear independence, which is usually
called tropical independence [RGST05]. This notion of tropical independence was applied
to linear systems on metric graphs by Jensen and Payne in their tropical proofs of the
Gieseker-Petri Theorem [JP14] and the maximal rank conjecture for quadrics [JP16]. More
precisely, {f1, · · · , fn} ⊆ BC(X) (or {[f1], · · · , [fn]} ⊆ TP(X)) is said to be lower tropically
dependent (respectively upper tropically dependent) if there are real numbers c1, · · · , cn such
that the minimum min{f1(x) + c1, · · · , fn(x) + cn} (respectively the maximum max{f1(x) +
c1, · · · , fn(x) + cn}) occurs at least twice at every point x ∈ X. Otherwise, {f1, · · · , fn} ⊆
BC(X) (or {[f1], · · · , [fn]} ⊆ TP(X)) is said to be lower tropically independent (respectively
upper tropically independent).
Gondran-Minoux independence is clearly a stronger notion than weak independence, while
tropical independence is even stronger. Actually suppose {[f1], · · · , [fn]} ⊆ TP(X) is lower
Gondran-Minoux dependent (the case of upper Gondran-Minoux independence follows anal-
ogously). Then without loss of generality, we may assume that there exists
[f ] ∈ tconv({[f1], · · · , [fm]})
⋂
tconv({[fm+1], · · · , [fn]})
for some 1 ≤ m ≤ n− 1. Then by Theorem 3.13, this means that
f = (c1  f1)⊕ · · · ⊕ (cm  fm) = min{f1 + c1, · · · , fm + cm}
= (cm+1  fm+1)⊕ · · · ⊕ (cn  fn) = min{fm+1 + cm+1, · · · , fn + cn}
= (c1  f1)⊕ · · · ⊕ (cn  fn) = min{f1 + c1, · · · , fn + cn}
for some c1, · · · , cn ∈ R. Therefore, for all x ∈ X, the minimum of min{f1(x)+c1, · · · , fn(x)+
cn} is taken at both fi(x) + ci and fj(x) + cj for some 1 ≤ i ≤ m and m+ 1 ≤ j ≤ n. As a
result, this means that {[f1], · · · , [fn]} ⊆ TP(X) is lower tropically dependent. 
Example 3.15. Let X be the finite set {1, 2, 3} with discrete topology. Then BC(X) =
BC0(X) = R3 and TP(X) = TP0(X) = R2. In particular, an element f in BC(X) can be
written as f = (x1, x2, x3) = x1e1 + x2e2 + x3e3 with x1, x2, x3 ∈ R, and correspondingly
the element [f ] in TP(X) can be written as [f ] = (x1 : x2 : x3) under the tropical projective
coordinates. Note that in tropical projective coordinates, (x1 : x2 : x3) = (y1 : y2 : y3) if and
only if x1−y1 = x2−y2 = x3−y3. Therefore, [f ] = (x1 : x2 : x3) = (x1−x3 : x2−x3 : 0) and
we also write [f ] = (x1 − x3, x2 − x3) = (x1 − x3)e1 + (x1 − x3)e2. In this way, elements in
the x1x2-plane is in one-to-one correspondence to elements in TP(X), i.e., the point (x1, x2)
in the x1x2-plane represents (x1 : x2 : 0) in TP(X).
Let α = (xα1 : x
α
2 : 0) = (x
α
1 , x
α
2 ) and β = (x
β
1 : x
β
2 : 0) = (x
β
1 , x
β
2 ) be two elements in
TP(X) respectively. Then by definition, the distance ρ(α, β) = max(xβ1 − xα1 , xβ2 − xα2 , 0) −
min(xβ1 − xα1 , xβ2 − xα2 , 0). Depending on the relative positions of α and β, ρ(α, β) and the
tropical paths from α to β can be written as follows:
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(1) xβ1 − xα1 ≥ xβ2 − xα2 ≥ 0:
ρ(α, β) = xβ1 − xα1
P(α,β)(t) =
{
(xα1 + t, x
α
2 + t) if 0 ≤ t ≤ xβ2 − xα2
(xα1 + t, x
β
2 ) if x
β
2 − xα2 ≤ t ≤ xβ1 − xα1
P (α,β)(t) =
{
(xα1 + t, x
α
2 ) if 0 ≤ t ≤ (xβ1 − xα1 )− (xβ2 − xα2 )
(xα1 + t, x
β
2 − (xβ1 − xα1 ) + t) if (xβ1 − xα1 )− (xβ2 − xα2 ) ≤ t ≤ xβ1 − xα1
(2) xβ2 − xα2 ≥ xβ1 − xα1 ≥ 0:
ρ(α, β) = xβ2 − xα2
P(α,β)(t) =
{
(xα1 + t, x
α
2 + t) if 0 ≤ t ≤ xβ1 − xα1
(xβ1 , x
α
2 + t) if x
β
1 − xα1 ≤ t ≤ xβ2 − xα2
P (α,β)(t) =
{
(xα1 , x
α
2 + t) if 0 ≤ t ≤ (xβ2 − xα2 )− (xβ1 − xα1 )
(xβ1 − (xβ2 − xα2 ) + t, xα2 + t) if (xβ2 − xα2 )− (xβ1 − xα1 ) ≤ t ≤ xβ2 − xα2
(3) xβ1 − xα1 ≤ 0 and xβ2 − xα2 ≥ 0:
ρ(α, β) = (xβ2 − xα2 )− (xβ1 − xα1 )
P(α,β)(t) =
{
(xα1 − t, xα2 ) if 0 ≤ t ≤ −(xβ1 − xα1 )
(xβ1 , x
α
2 + (x
β
1 − xα1 ) + t) if − (xβ1 − xα1 ) ≤ t ≤ (xβ2 − xα2 )− (xβ1 − xα1 )
P (α,β)(t) =
{
(xα1 , x
α
2 + t) if 0 ≤ t ≤ xβ2 − xα2
(xα1 + (x
β
2 − xα2 )− t, xβ2 ) if xβ2 − xα2 ≤ t ≤ (xβ2 − xα2 )− (xβ1 − xα1 )
(4) xβ1 − xα1 ≤ xβ2 − xα2 ≤ 0:
ρ(α, β) = −(xβ1 − xα1 )
P(α,β)(t) =
{
(xα1 − t, xα2 ) if 0 ≤ t ≤ (xβ2 − xα2 )− (xβ1 − xα1 )
(xα1 − t, xβ2 − (xβ1 − xα1 )− t) if (xβ2 − xα2 )− (xβ1 − xα1 ) ≤ t ≤ −(xβ1 − xα1 )
P (α,β)(t) =
{
(xα1 − t, xα2 − t) if 0 ≤ t ≤ −(xβ2 − xα2 )
(xα1 − t, xβ2 ) if − (xβ2 − xα2 ) ≤ t ≤ −(xβ1 − xα1 )
(5) xβ2 − xα2 ≤ xβ1 − xα1 ≤ 0:
ρ(α, β) = −(xβ2 − xα2 )
P(α,β)(t) =
{
(xα1 , x
α
2 − t) if 0 ≤ t ≤ (xβ1 − xα1 )− (xβ2 − xα2 )
(xβ1 − (xβ2 − xα2 )− t, xα2 − t) if (xβ1 − xα1 )− (xβ2 − xα2 ) ≤ t ≤ −(xβ2 − xα2 )
P (α,β)(t) =
{
(xα1 − t, xα2 − t) if 0 ≤ t ≤ −(xβ1 − xα1 )
(xβ1 , x
α
2 − t) if − (xβ1 − xα1 ) ≤ t ≤ −(xβ2 − xα2 )
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(6) xβ1 − xα1 ≥ 0 and xβ2 − xα2 ≤ 0:
ρ(α, β) = (xβ1 − xα1 )− (xβ2 − xα2 )
P(α,β)(t) =
{
(xα1 , x
α
2 − t) if 0 ≤ t ≤ −(xβ2 − xα2 )
(xα1 + (x
β
2 − xα2 ) + t, xβ2 ) if − (xβ2 − xα2 ) ≤ t ≤ (xβ1 − xα1 )− (xβ2 − xα2 )
P (α,β)(t) =
{
(xα1 + t, x
α
2 ) if 0 ≤ t ≤ xβ1 − xα1
(xβ1 , x
α
2 + (x
β
1 − xα1 )− t) if xβ1 − xα1 ≤ t ≤ (xβ1 − xα1 )− (xβ2 − xα2 )
Figure 1(a) shows some lower and upper tropical segments in TP(X) represented in the
x1x2-plane. In particular, for the lower tropical paths on the left panel, the lower tropical
paths from γ1 to β2, from γ2 to α1, from β1 to α2, from β2 to γ1, from α1 to γ2 and from α2
to β1 correspond to Case (1)-(6) above respectively; for the upper tropical paths on the left
panel, the lower tropical paths from α4 to β3, from γ3 to β4, from γ4 to α3, from β3 to α4,
from β4 to γ3 and from α3 to γ4 correspond to Case (1)-(6) above respectively.
Figure 1(b) shows the upper and lower tropical polytopes generated by the triples {Ai, Bi, Ci}
for i = 1, · · · , 5. Note that the fact that these sets are (lower or upper) tropically convex
can be easily verified by showing that the (lower or upper) tropical segments connecting any
two points in one of the sets is fully contained in that set. More specifically, we suppose
A1 = (0, 1), B1 = (1, 0), C1 = (−1,−1); A2 = (0, 1), B2 = (1, 2
3
), C2 = (−1
3
,−1
3
);
A3 = (0, 1), B3 = (1, 1), C3 = (0, 0); A4 = (−1
3
,
2
3
), B4 = (1, 1), C4 = (0,−1
3
);
A5 = (−1, 0), B5 = (1, 1), C5 = (0,−1).
There are a few observations about these sets worth mentioning here:
(1) All these sets are compact subsets of R2 under the tropical metric topology which
can be verified straightforwardly in this case. Actually in Section 6, we show that in
general all tropical polytopes are compact (Corollary 6.2).
(2) Depending on the relative positions of Ai, Bi and Ci, the tropical polytopes can
be purely 1-dimensional (tconv({A1, B1, C1}) and tconv({A5, B5, C5})), purely 2-
dimensional (tconv({A3, B3, C3}), tconv({A4, B4, C4}), tconv({A5, B5, C5}), tconv({A1, B1, C1}),
tconv({A2, B2, C2}) and tconv({A3, B3, C3})) and not of pure dimension (tconv({A2, B2, C2})
and tconv({A4, B4, C4})).
(3) Note that tconv({A3, B3, C3}) = tconv({A3, B3, C3}), tconv({A4, B4, C4}) = tconv({A2, B2, C2}),
and tconv({A5, B5, C5}) = tconv({A1, B1, C1}) which are all both lower and upper
tropically convex. Therefore, we conclude that
tconv({A3, B3, C3}) = tconv({A3, B3, C3}) = tconv({A3, B3, C3})
tconv({A4, B4, C4}) = tconv({A2, B2, C2}) = tconv({A4, B4, C4}) = tconv({A2, B2, C2})
tconv({A5, B5, C5}) = tconv({A1, B1, C1}) = tconv({A5, B5, C5}) = tconv({A1, B1, C1}).
Figure 1(c) shows a circle S and the tropical convex hulls tconv(S), tconv(S) and tconv(S)
generated by S. Note tconv(S) is a hexagon. In this case, S is an infinite compact set and
tconv(S), tconv(S) and tconv(S) are all compact. It is also generally true that the closed
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(a) Lower Tropical Segments
x1
x2
α1 α2
β1
β2
γ1
γ2
Upper Tropical Segments
x1
x2
α3
α4
β3
β4
γ3γ4
(b)
tconv({Ai, Bi, Ci})
tconv({Ai, Bi, Ci})
A1
B1
C1
A1
B1
C1
A2
B2
C2
A2
B2
C2
A3 B3
C3
A3 B3
C3
A4
B4
C4
A4
B4
C4
A5
B5
C5
A5
B5
C5
(c) S tconv(S) tconv(S) tconv(S)
Figure 1. (a) Some examples of lower and upper tropical segments. (b)
Tropical convex hulls generated by three points Ai, Bi and Ci with different
relative positions for i being 1 through 5. (c) Tropical convex hulls generated
by a circle S.
tropical convex hulls generated by a compact set is also compact (Theorem 6.7), which is
the tropical version of Mazur’s theorem proved in Section 6.
Now let us consider some tropical convex hulls generated by noncompact sets. Figure 2(a)
shows the tropical convex hulls generated by the ray U defined by x2 = 3x1 with x1 ≥ 0.
Note that for any two points α and β in U , the lower tropical segment [α, β] is of type [α1, γ2]
in Figure 1(a) and the upper tropical segment [α, β] is of type [β4, γ3] in Figure 1(a). For
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(a)
x1
x2
U tconv(U) tconv(U) tconv(U)
(b)
x1
x2
A0
A1
A2
A3
V = {A0, · · · } tconv(V ) tconv(V ) tconv(V )
Figure 2. Examples of non-compact tropical convex sets: (a) Tropical convex
hulls generated by the ray x2 = 3x1 in the first quadrant. (b) Tropical convex
hulls generated by points (x1, 3x1) for x1 = 0, 1, · · · .
comparison, Figure 2(b) shows the tropical convex hulls generated by the countable set V
defined by x2 = 3x1 with x1 = 0, 1, · · · .

4. Bp-Pseudonorms and Tropical Projections
4.1. The Definition of Bp-Pseudonorms. Now suppose the underlying space X is a
locally compact Hausdorff space equipped with a finite nontrivial Borel measure µ. To specify
the measure µ, we also write TP(X) as TP(X,µ). Note that all functions in BC(X) are µ-
measurable and µ-integrable. Then we can define some pseudonorms and pseudometrics on
TP(X,µ) (here “pseudo” means not necessarily symmetric).
Definition 4.1. For a given 1 ≤ p ≤ ∞, the p-pseudonorm or Bp-pseudonorm on TP(X,µ)
is a function: T·Up : TP(X,µ) → [0,∞) defined by T[f ]Up := ‖f‖p where ‖ · ‖p is the
p-norm on BC(X). More precisely, for all [f ] ∈ TP(X,µ), when 1 ≤ p < ∞, T[f ]Up =(∫
X
(f)pdµ
)1/p
=
(∫
X
(f − inf(f))pdµ)1/p, and the ∞-pseudonorm T·U∞ on TP(X,µ) is de-
fined as T[f ]U∞ = lim
p→∞
T[f ]Up. We also define the p-pseudonorm or Bp-pseudonorm on
TP(X,µ) as V[f ]Wp = ‖f‖p = ‖ − f‖p = (∫X(−f)pdµ)1/p = (∫X(sup(f)− f)pdµ)1/p with
p ∈ [1,∞) and V[f ]W∞ = lim
p→∞
V[f ]Wp. Both p-pseudonorm and p-pseudonorm are called p-
pseudonorms orBp-pseudonorms. AllBp-pseudonorms are also simply calledB-pseudonorms.
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4.2. Null Sets.
Lemma 4.2. For p ∈ [1,∞), T[f ]Up = 0 if and only if f = 0 almost everywhere, andV[f ]Wp = 0 if and only if f = 0 almost everywhere.
Proof. Recall that for a non-negative µ-measurable function F ,
∫
X
Fdµ = 0 if and only if
F = 0 almost everywhere (i.e., µ({x ∈ X | F (x) 6= 0}) = 0). By letting F = (f)p and
F = (−f)p respectively, the statement follows. 
We have the following notations of null sets:
(1) N (X,µ) := {[f ] ∈ TP(X,µ) | f = 0 almost everywhere};
(2) N (X,µ) = {[f ] ∈ TP(X,µ) | f = 0 almost everywhere};
(3) N (X,µ) = {[f ] ∈ TP(X,µ) | f is equal to a constant almost everywhere}.
The sets will also be simply denoted as N , N and N respectively when X and µ are
presumed.
Lemma 4.3. The following are some basic properties of N , N and N .
(1) [f ] ∈ N if and only if T[f ]Up = 0 for some p ∈ [1,∞) if and only if T[f ]Up = 0 for
all p ∈ [1,∞).
(2) [f ] ∈ N if and only if V[f ]Wp = 0 for some p ∈ [1,∞) if and only if V[f ]Wp = 0 for
all p ∈ [1,∞).
(3) N = −N .
(4) N ⋂N = {[0]}.
(5) N (respectively N ) is a positive cone, i.e., N ⋂(−N ) = {[0]} (respectively N ⋂(−N ) =
{[0]}) and if α, β ∈ N and a, b ≥ 0, aα + bβ ∈ N (respectively aα + bβ ∈ N ).
(6) N is a linear subspace of TP(X,µ) spanned by N (X,µ)⋃N (X,µ).
(7) N = {[0]} if and only if N = {[0]} if and only if N = {[0]}.
Proof. (1) and (2) follows from Lemma 4.2 directly.
For (3), we observe that [f ] ∈ N if and only if T[f ]U1 = ‖f‖1 = 0 if and only if V−[f ]W1 =
‖−f‖1 = 0 if and only if −[f ] ∈ N .
(4) follows from the fact that [f ] = [0] if and only if f = 0 almost everywhere and f = 0.
Using (3) and (4), (5) can be easily verified by definition.
For (6), it is straightforward to verify that N is a linear subspace containing both N (X,µ)
and N (X,µ). It remains to show that each [f ] ∈ N can be written as [f ] = [g] + [h] where
[g] ∈ N (X,µ) and [h] ∈ N (X,µ). By definition, we know that f = c for some constant
c almost everywhere. We let g = max(f, c) and h = min(f, c). Then it is clear that
[f ] = [g] + [h], [g] ∈ N (X,µ) is and [h] ∈ N (X,µ).
(7) follows from (3), (4) and (6).

We say that N is trivial if N = {[0]}.
Lemma 4.4. If the measure of every nonempty open subset of X is nonzero, then N is
trivial.
Proof. If [f ] ∈ N , then µ({x ∈ X | f(x) 6= 0}) = 0 by definition. Therefore {x ∈ X | f(x) 6=
0} = ∅ and thus [f ] = [0]. By Lemma 4.3(7), N is trivial. 
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4.3. Basic Properties of Bp-Pseudonorms.
Proposition 4.5. We summarize some properties of the Bp-pseudonorms as follows.
(1) VαWp = T−αUp.
(2) For 1 ≤ p <∞, TαUp ≤ µ(X)1/p‖α‖ and VαWp ≤ µ(X)1/p‖α‖.
(3) The p-pseudonorms and p-pseudonorms are continuous functions.
(4) Fixing α ∈ TP(X), the functions µ(X)−1/pTαUp and µ(X)−1/pVαWp are nondecreasing
with respect to p ∈ [1,∞].
(5) TαU1 + VαW1 = TαU1 + T−αU1 = VαW1 + V−αW1 = µ(X) · ‖α‖.
(6) TαU∞ = VαW∞ = ‖α‖.
(7) TcαUp = cTαUp and VcαWp = cVαWp when c > 0.
(8) For p ∈ [1,∞), α = [f ] and β = [g], if f ≤ g almost everywhere, then TαUp ≤ TβUp,
and if f ≥ g almost everywhere, then VαUp ≤ VβWp.
(9) (The triangle inequalities) For 1 ≤ p ≤ ∞, Tα+βUp ≤ TαUp +TβUp and Vα+βWp ≤VαWp + VβWp.
(10) Tα + βU1 = TαU1 + TβU1 if and only if Xmin(α) eXmin(β) 6= ∅.
(11) Vα + βW1 = VαW1 + VβW1 if and only if Xmax(α) eXmax(β) 6= ∅.
(12) ‖α + β‖ = ‖α‖ + ‖β‖ if and only if Tα + βU1 = TαU1 + TβU1 and Vα + βW1 =VαW1 + VβW1.
(13) For any p ∈ [1,∞), α ∈ TP(X), β1 ∈ N and β2 ∈ N , if Xmin(α)eXmin(β1) 6= ∅ and
Xmax(α) eXmax(β2) 6= ∅, then Tα + β1Up = TαUp and Vα + β2Wp = VαWp.
For (14) and (15), we suppose that N (X,µ) is trivial.
(14) For p ∈ (1,∞), Tα + βUp = TαUp + TβUp if and only if Vα + βWp = VαWp + VβWp if
and only if either α = [0] or β = cα for some c ≥ 0.
(15) For any p ∈ [1,∞), α = [f ] and β = [g], if f  g, then TαUp < TβUp, and if f 	 g,
then VαUp < TβWp.
Proof. Let α = [f ].
For (1), we have VαWp = V[f ]Wp = ‖f‖p = ‖ − f‖p = ‖−f‖p = T[−f ]Up = T−αUp.
For (2), TαUp = (∫X(f)pdµ)1/p ≤ (∫X(max(f)−min(f))pdµ)1/p = (µ(X)‖α‖p)1/p =
µ(X)1/p‖α‖. Moreover, VαW = T−αU ≤ µ(X)1/p‖ − α‖ = µ(X)1/p‖α‖.
(3) follows from (2) directly.
For (4), we know from Jensen’s inequality that µ(X)−1/p‖F‖p is non-decreasing for any
function F . Then (4) follows by letting F be f and f respectively.
For (5), note that f −f is a constant function of value max(f)−min(f) = ‖f‖. ThereforeTαU1+VαW1 = ∫X(f−min(f))dµ+∫X(max(f)−f)dµ = ∫X(max(f)−min(f))dµ = µ(X)·‖α‖.
For (6), T[f ]U∞ = lim
p→∞
T[f ]Up = lim
p→∞
‖f‖p = ‖f‖∞ = ‖[f ]‖. Analogously, V[f ]W∞ =T[−f ]U∞ = ‖[−f ]‖ = ‖[f ]‖.
(7) and (8) follow from the definition of pseudonorms directly.
Now let α = [f ] and β = [g].
For (9), we have Tα + βUp = ‖f + g‖p ≤ ‖f + g‖p ≤ ‖f‖p + ‖g‖p = TαUp + TβUp andVα + βWp = T−α− βUp ≤ T−αUp + T−βUp = VαWp + VβWp.
For (10), note that f + g+(inf(f+g)− inf(f)− inf(g)) = f+g where inf(f+g)− inf(f)−
inf(g) ≥ 0. Therefore, Tα+ βU1 + (inf(f + g)− inf(f)− inf(g))µ(X) = TαU1 + TβU1. As in
Lemma 2.4, the statement follows from the fact that inf(f + g)− inf(f)− inf(g) = 0 if and
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only if Xmin(α)eXmin(β) 6= ∅. Moreover, (11) can be derived by replacing α and β with −α
and −β respectively in the above argument.
(12) follows from (5), (10) and (11) directly.
For (13), suppose α = [f ], β1 = [g1] and β2 = [g2]. Let Y1 = Xmin(g1) and Y2 =
Xmax(g2). Then µ(Y1) = µ(Y2) = µ(X) and thus for any non-negative µ-measurable function
F ,
∫
X
Fdµ =
∫
Y1
Fdµ =
∫
Y2
Fdµ. Since Xmin(α)eXmin(β1) 6= ∅ and Xmax(α)eXmax(β2) 6= ∅,
we have f + g1 = f + g1 and f + g2 = f + g2. Therefore,
Tα + β1Up = (∫
X
(f + g1)
pdµ
)1/p
=
(∫
X
(f + g1)
pdµ
)1/p
=
=
(∫
Y1
(f + g1)
pdµ
)1/p
=
(∫
Y1
(f)pdµ
)1/p
=
(∫
X
(f)pdµ
)1/p
= TαUp
and
Vα + β1Wp = (∫
X
(−f + g1)pdµ
)1/p
=
(∫
X
(−f − g1)pdµ
)1/p
=
=
(∫
Y2
(−f − g1)pdµ
)1/p
=
(∫
Y2
(−f)pdµ
)1/p
=
(∫
X
(−f)pdµ
)1/p
= VαWp.
For (14), clearly if either α = [0] or β = cα for some c ≥ 0, then Tα+βUp = TαUp+TβUp andVα+βWp = VαWp+VβWp by definition of pseudonorms. Now suppose Tα+βUp = TαUp+TβUp.
Then ‖f + g‖p = ‖f‖p + ‖g‖p and we must have ‖f + g‖p = ‖f‖p + ‖g‖p since ‖f + g‖p ≤
‖f + g‖p ≤ ‖f‖p + ‖g‖p. Recall that by Minkowski inequality, ‖f + g‖p ≤ ‖f‖p + ‖g‖p with
equality for 1 < p <∞ if and only if either f = 0 or g = cf for some c ≥ 0. It follows that
either α = [0] or β = cα for some c ≥ 0. For the case Vα + βWp = VαWp + VβWp, a similar
argument applies.
(15) is a special case of (8) where the inequalities are strict. Suppose f  g. Then it is
easy to see that in this case g − f = g− f 	 0. Since N (X,µ) is trivial and β − α 6= [0], we
know that Tβ−αUp > 0 for all p ∈ [1,∞). Now TαUpp +Tβ−αUpp = ∫X((f)p + (g − f)p)dµ ≤∫
X
((f + g − f)p)dµ = ∫
X
(g)pdµ = TβUpp and thus TαUp < TβUp.
Analogously, suppose f 	 g which implies g − f = g− f  0. Again, Vβ−αWp > 0 for all
p ∈ [1,∞) and we get VαWpp+Vβ−αWpp = ∫X((−f)p+(−g − f)p)dµ ≤ ∫X((−f−g − f)p)dµ =∫
X
(−g)pdµ = VβWpp which means VαWp < VβWp.

4.4. The Main Theorem of Tropical Projections. For the rest of the paper, we assume
that X is a locally compact Hausdorff space, µ is a Borel measure on X such that µ(X) ∈
(0,∞) and N (X,µ) is trivial.
Theorem 4.6. For a compact subset T of TP(X) and an arbitrary element γ in TP(X),
consider the following real-valued functions on T defined by γ using the p-pseudonorms with
respect to µ:
(1) Θ
(T,γ)
∞ : T → [0,∞) given by α 7→ ‖α− γ‖,
(2) Θ(T,γ)p : T → [0,∞) with p ∈ [1,∞) given by α 7→ Tα− γUp and
(3) Θ
(T,γ)
p : T → [0,∞) with p ∈ [1,∞) given by α 7→ Vα− γWp.
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We have the following conclusions:
(1) Suppose T is lower tropically convex. For each element γ ∈ TP(X), there is a unique
element piT (γ) called the lower tropical projection of γ to T which minimizes Θ
(T,γ)
p
for all p ∈ [1,∞). Moreover, the minimizer of Θ(T,γ)∞ is compact and lower tropically
convex which contains piT (γ).
(2) Suppose T is upper tropically convex. For each element γ ∈ TP(X), there is a unique
element piT (γ) called the upper tropical projection of γ to T which minimizes Θ
(T,γ)
p
for all p ∈ [1,∞). Moreover, the minimizer of Θ(T,γ)∞ is compact and upper tropically
convex which contains piT (γ).
(3) Suppose T is both lower and upper tropically convex. Then for each element γ ∈
TP(X), the minimizer of Θ(T,γ)∞ is also both lower and upper tropically convex. In
addition, piT (γ) = piT (γ) if and only if the minimizer of Θ
(T,γ)
∞ is identical to the
singleton {piT (γ)} = {piT (γ)}.
Proof. We will use Proposition 4.7. Recall that a closed subset of a complete metric space
is complete. Moreover, since T is compact and the p-pseudonorms are continuous, the
minimizers of Θ
(T,γ)
∞ , Θ(T,γ)p and Θ
(T,γ)
p are nonempty.
(1) Choose an element α from the nonempty minimizer of Θ(T,γ)p for some p ∈ [1,∞). We
first need to show that the minimizer of Θ(T,γ)p is actually the singleton {α}. For each
element β in T , consider the lower tropical path P(α,β) from α to β. Note that since
T is lower tropically convex, the whole segment [α, β] is contained in T . By Case
(1) and (2) of Proposition 4.7, η
p
(t) = TP(α,β)(t) − γUp = Θ(T,γ)p (P(α,β)(t)) is either
strictly increasing or strictly decreasing at t = 0. But since α = P(α,β)(0) minimizes
Θ(T,γ)p , only Case (1) can happen and ηp(t) must be strictly increasing. This means
that the minimizer of Θ(T,γ)p is exactly the singleton {α}. Moreover, for all p ∈ [1,∞),
the minimizers of Θ(T,γ)p are all identical to {α} and we can just let piT (γ) = α. This
is because the condition Xmin(β − α) eXmin(α− γ) 6= ∅ for Case (1) is independent
of p. For the same reason, piT (γ) minimizes Θ
(T,γ)
∞ .
Let Tmin be the minimizer Θ
(T,γ)
∞ . Then Tmin is compact since Tmin is a closed
subset of the compact set T . To show that Tmin is lower tropically convex, we choose
two elements α and β from Tmin. Then also by case (1) and (2) of Proposition 4.7,
the function η∞(t) = TP(α,β)(t) − γU∞ = ‖P(α,β)(t) − γ‖ = Θ(T,γ)∞ (P(α,β)(t)) must be
a constant function with value being the minimum of Θ
(T,γ)
∞ . This means that the
whole segment [α, β] is contained in Tmin. Hence Tmin is lower tropically convex.
(2) It follows from a proof analogous to the above proof of (1) while instead Case (3)
and (4) of Proposition 4.7 are employed and functions ηp(t) = Θ
(T,γ)
p (P
(α,β)(t)) and
η∞(t) = Θ
(T,γ)
∞ (P (α,β)(t)) are considered. Again, we let piT (γ) = α and only Case (3)
can happen for all p ∈ [1,∞].
(3) It is clear from (1) and (2) that the minimizer of Θ
(T,γ)
∞ must also be both lower
and upper tropically convex when T is both lower and upper tropically convex. It
remains to show that if piT (γ) = piT (γ) = α, then the minimizer of Θ
(T,γ)
∞ must also
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be the singleton {α}. Actually as in the above arguments for (1) and (2), we know
that Case (1) and (3) of Proposition 4.7 will happen simultaneously for all β ∈ T .
Then by Lemma 2.6,
‖β − γ‖ = ‖β − α‖+ ‖α− γ‖
since Xmin(β − α) eXmin(α− γ) 6= ∅ and Xmax(β − α) eXmax(α− γ) 6= ∅. If β 6= α,
then Θ
(T,γ)
∞ (β) = ‖β − γ‖ > ‖α − γ‖ = Θ(T,γ)∞ (α). This means that the minimum of
Θ
(T,γ)
∞ is ‖α− γ‖ and the minimizer of Θ(T,γ)∞ is the singleton {α}.

Remark 7. Accordingly, piT and piT can be considered as maps from TP(X) to T which are
called lower and upper tropical projections respectively.
Remark 8. The existence of piT (γ) (or piT (γ)) in Theorem 4.6 is guaranteed by the compact-
ness of T . If this compactness condition is withdrawn, as long as we know the minimizer
of Θ(T,γ)p when T is upper tropically convex (or Θ
(T,γ)
p when T is lower tropically convex) is
nonempty for some p ∈ [1,∞), the existence and uniqueness of piT (γ) (or piT (γ) respectively)
are still guaranteed. A conjecture is that we may only assume T to be a closed instead of
compact subset of TP(X) to make the theorem hold.
Proposition 4.7. Let α, β be distinct elements in TP(X) such that ρ(α, β) = d. For
p ∈ [1,∞] and γ ∈ TP(X), consider the functions η
p
(t) = TP(α,β)(t) − γUp and ηp(t) =VP (α,β)(t)− γWp for t ∈ [0, d]. Then we have the following cases:
(1) Xmin(β − α) e Xmin(α − γ) 6= ∅: In this case, η∞(t) is non-decreasing and ηp(t)
with p ∈ [1,∞) is strictly increasing for t ∈ [0, d]. Moreover, for t ∈ [0, d], η
1
(t) =TP(α,β)(t)− αU1 + Tα− γU1.
(2) Xmin(β − α) e Xmin(α − γ) = ∅: In this case, η∞(t) is non-increasing at t = 0 and
η
p
(t) with p ∈ [1,∞) is strictly decreasing at t = 0.
(3) Xmax(β − α) e Xmax(α − γ) 6= ∅: In this case, η∞(t) is non-decreasing and ηp(t)
with p ∈ [1,∞) is strictly increasing for t ∈ [0, d]. Moreover, for t ∈ [0, d], η1(t) =VP (α,β)(t)− αW1 + Vα− γW1.
(4) Xmax(β − α) eXmax(α − γ) = ∅: In this case, η∞(t) is non-increasing at t = 0 and
ηp(t) with p ∈ [1,∞) is strictly decreasing at t = 0.
Remark 9. We say a function f(t) is non-decreasing (resp. non-increasing, strictly increasing,
strictly decreasing, or locally constant) at t0 if there exists δ > 0 such that f(t) is non-
decreasing (resp. non-increasing, strictly increasing, strictly decreasing, or constant) on
[t0, t0 + δ].
Proof. Let α = [f ], β = [g] and γ = [h]. Recall that by definition, P(α,β)(t) = [min(t, g − f)+
f ] and P (α,β)(t) = [max(−t, g − f) + f ] for t ∈ [0, d]. Then P(α,β)(t) − α = [min(t, g − f)],
P (α,β)(t)− α = [max(−t, g − f)], P(α,β)(t)− γ = [min(t, g − f) + f − h] and P (α,β)(t)− γ =
[max(−t, g − f)+f−h]. Moreover, for t ∈ (0, d], Xmin(P(α,β)(t)−α) = Xmin(min(t, g − f)) =
Xmin(β−α) = Xmin(g−f) and Xmax(P (α,β)(t)−α) = Xmax(max(−t, g − f)) = Xmax(β−α) =
Xmax(g − f).
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For (1), suppose Xmin(β − α) eXmin(α − γ) 6= ∅. Then for all t ∈ (0, d], Xmin(P(α,β)(t)−
α) eXmin(α− γ) = Xmin(β − α) eXmin(α− γ) 6= ∅.
Moreover, P(α,β)(t)− γ = [min(t, g − f) + f − h] and in this case, min(t, g − f) + f − h =
min(t, g − f) + f − h.
Now η∞(t) = ‖[min(t, g − f) + f − h]‖ = sup(min(t, g − f) + f − h) is clearly non-
decreasing for t ∈ [0, d]. In addition, as in Proposition 4.5(10), this implies that for t ∈ [0, d],
η
1
(t) = TP(α,β)(t)− γU1 = TP(α,β)(t)− αU1 + Tα− γU1.
To show that η
p
(t) with p ∈ [1,∞) is strictly increasing for t ∈ [0, d], consider t1, t2 ∈
[0, d] such that t1 < t2 and we claim that ηp(t1) = T[min(t1, g − f) + f − h]Up < ηp(t2) =T[min(t2, g − f) + f − h]Up. Note that min(t1, g − f) + f − h  min(t2, g − f) + f − h and
the claim follows from Proposition 4.5(15).
For (2), suppose Xmin(β − α) e Xmin(α − γ) = ∅. In this case, we note that β − γ =
[g− h] = [g − f + f − h] and g − f + f − h = g − h+ δ where δ must be strictly larger than
0. Again recall that P(α,β)(t) − γ = [min(t, g − f) + f − h] and in this case we claim that
min(t, g − f) + f − h = min(0, g − f − t) + f − h = min(f − h, g − f + f − h − t) for all
t ∈ [0, δ]. Actually this is implied by min(g − f + f − h − t) = min(g − h + δ − t) ≥ 0 for
t ∈ [0, δ].
Therefore η∞(t) = ‖[min(0, g − f − t) +f − h]‖ = sup(min(0, g − f − t) +f − h) is clearly
non-increasing for t ∈ [0, δ]. Now consider t1, t2 ∈ [0, δ] such that t1 < t2. We claim
η
p
(t1) = T[min(0, g − f − t1) + f − h]Up < ηp(t2) = T[min(0, g − f − t2) + f − h]Up. Note
that min(0, g − f − t1)+f − h 	 min(0, g − f − t2)+f − h and again the claim follows from
Proposition 4.5(15).
For (3) and (4), we let α = −α′, β = −β′ and γ = −γ′. Then Xmax(β−α) = Xmin(β′−α′),
Xmax(α− γ) = Xmin(α′ − γ′), Xmax(β − γ) = Xmin(β′ − γ′), P (α,β)(t) = −P(α′,β′)(t), ηp(t) =VP (α,β)(t) − γWp = V−P(α′,β′)(t) + γ′Wp = TP(α′,β′)(t) − γ′Wp. By replacing α, β and γ with
α′, β′ and γ′ respectively in (1) and (2), we can derive (3) and (4) respectively.

We have the following corollary of Proposition 4.7 which summarize some concrete criteria
of lower and upper tropical projections stated in Theorem 4.6.
Corollary 4.8 (Criteria for Tropical Projections). Let T be a subset (not necessarily
compact) of TP(X). Let γ ∈ TP(X) and α ∈ T .
(a) If T is lower tropically convex, then the following are equivalent:
(1) α = piT (γ).
(2) For every p ∈ [1,∞) and every β ∈ T , the function η
p
(t) = TP(α,β)(t)−γUp is strictly
increasing for t ∈ [0, ρ(α, β)].
(3) For every p ∈ [1,∞) and every β ∈ T , the function η
p
(t) = TP(α,β)(t)−γUp is strictly
increasing at t = 0.
(4) For every β ∈ T , Tβ − γU1 = Tβ − αU1 + Tα− γU1.
(5) For every β ∈ T , Xmin(β − α) eXmin(α− γ) 6= ∅.
(6) For every β ∈ T such that β 6= α, Xmin(α− β) eXmin(β − γ) = ∅.
(b) If T is upper tropically convex, then the following are equivalent:
(1) α = piT (γ).
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(2) For every p ∈ [1,∞) and every β ∈ T , the function ηp(t) = TP(α,β)(t)−γUp is strictly
increasing for t ∈ [0, ρ(α, β)].
(3) For every p ∈ [1,∞) and every β ∈ T , the function ηp(t) = TP(α,β)(t)−γUp is strictly
increasing at t = 0.
(4) For every β ∈ T , Vβ − γW1 = Vβ − αW1 + Vα− γW1.
(5) For every β ∈ T , Xmax(β − α) eXmax(α− γ) 6= ∅.
(6) For every β ∈ T such that β 6= α, Xmax(α− β) eXmax(β − γ) = ∅.
(c) The lower and upper tropical projections are independent to the Borel measure µ on X
as long as µ(X) ∈ (0,∞) and N (X,µ) is trivial.
Proof. All the criteria in (a) and (b) easily follow from Proposition 4.7. For (c), we note that
the set-theoretical criteria (a5), (a6), (b5) and (b6) actually do not depend on the underlying
measure µ itself. 
Remark 10. In Theorem 4.6, we see that minimizers of all the functions defined with respect
to the p-pseudonorms and p-pseudonorms for all p ∈ [1,∞) coincide as the upper or lower
tropical projections respectively. However, one may note that the p-pseudonorms and p-
pseudonorms with p ∈ [1,∞) depend on the underlying measure µ on X. On the other
hand, Corollary 4.8(c) says that actually we can expect more: the tropical projections are
so intrinsic that they are even independent of the measure µ on X.
Example 4.9. Consider TP(X) with X = {e1, e2, e3} which is represented by the x1x2-
plane as in Example 3.15. We associate X with a measure µ such that µ(ei) ∈ (0,∞) for
i = 1, 2, 3. For α = (x1, x2) and p ∈ [1,∞), we have
‖α‖ =

max(x1, x2) if min(x1, x2) ≥ 0
x2 − x1 if x1 ≤ 0 ≤ x2
x1 − x2 if x2 ≤ 0 ≤ x1
−x1 if x1 ≤ x2 ≤ 0
−x2 if x2 ≤ x1 ≤ 0
TαUp =

(µ(e1)x
p
1 + µ(e2)x
p
2)
1/p if min(x1, x2) ≥ 0
(µ(e2)(x2 − x1)p + µ(e3)(−x1)p)1/p if min(x2, 0) ≥ x1
(µ(e1)(x1 − x2)p + µ(e3)(−x2)p)1/p if min(x1, 0) ≥ x2
VαWp =

(µ(e1)(−x1)p + µ(e2)(−x2)p)1/p if max(x1, x2) ≤ 0
(µ(e2)(x1 − x2)p + µ(e3)(x1)p)1/p if max(x2, 0) ≤ x1
(µ(e1)(x2 − x1)p + µ(e3)(x2)p)1/p if max(x1, 0) ≤ x2
by definition of the tropical norm and Bp-pseudonorms (Definition 4.1). In particular, Fig-
ure 3 shows the 2D plots of the functions ‖(x1, x2)‖, T(x1, x2)U1, T(x1, x2)U2, T(x1, x2)U4,V(x1, x2)W1, V(x1, x2)W2 and V(x1, x2)W4 for x1 ∈ [−5, 5] and x2 ∈ [−5, 5] where µ(e1) =
µ(e2) = µ(e3) = 1/3. Moreover, in the first subfigure, we let O = (0, 0), A = (−1, 3),
B = (−1, 1), C = (2, 1), D = (2, 3), E = (0, 1) and F = (1, 1). Let T be the rectangle with
vertices A, B, C and D. Then it can be easily verified that T = tconv({A,C}) which is com-
pact and both lower and upper tropically convex. Then Θ
(T,O)
∞ (α) = ‖α‖, Θ(T,O)p (α) = TαUp
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Figure 3. Tropical norm and some Bp-pseudonorms on TP({e1, e2, e3}) rep-
resented by the x1x2-plane (as in Example 3.15).
and Θ
(T,O)
p (α) = VαWp. In the second subfigure, we plot the curves of ‖α‖, TαU1, TαU2,TαU4, VαW1, VαW2 and VαW4 for all α in the segment BC. We note that the minimizer of
Θ
(T,O)
∞ is the segment EF which is also compact and both lower and upper tropically convex,
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the minimizers of Θ
(T,O)
1 , Θ
(T,O)
2 and Θ
(T,O)
4 are all identical to the singleton {E}, and the
minimizers of Θ
(T,O)
1 , Θ
(T,O)
2 and Θ
(T,O)
4 are all identical to the singleton {f}. Actually, The-
orem 4.6 tells us that for all p ∈ [1,∞), the minimizers of Θ(T,O)p are identical to a singleton
which must be {E}, and the minimizers of Θ(T,O)p are identical to a singleton which must be
{F}. Therefore, the lower tropical projection piT (O) and upper tropical projection piT (O) of
O to T are E and F respectively.
4.5. Basic Properties of Tropical Projections. The following proposition shows some
basic properties of tropical projection maps.
Proposition 4.10. Let T be compact subsets of TP(X).
(1) If T is lower tropically convex(respectively upper tropically convex), then α0 + cT is
lower tropically convex(respectively upper tropically convex) for each α0 ∈ TP(X) and
c > 0, and piα0+cT (α0+cα) = α0+cpiT (α) (respectively piα0+cT (α0+cα) = α0+cpiT (α))
for all α ∈ TP(X).
(2) If T is lower tropically convex (which is equivalent to say −T upper tropically convex),
then pi−T (−α) = −piT (α) for all α ∈ TP(X).
(3) If T is lower tropically convex (respectively upper tropically convex), then piT (α) = α
(respectively piT (α) = α) for all γ ∈ T .
(4) If T is lower tropically convex (respectively upper tropically convex), then for each
α ∈ TP(X) and each β ∈ [α, piT (α)] (respectively β ∈ [α, piT (α)]), we have piT (β) =
piT (α) (respectively piT (β) = piT (α)).
(5) For each α, β ∈ TP(X) and T being lower tropically convex, ρ(piT (α), piT (β)) ≤
ρ(α, β) and the equality holds if and only if α = piL(piT (α)) and β = piL(piT (β)) where
L = [α, β]. Accordingly, for each α, β ∈ TP(X) and T being upper tropically convex,
ρ(piT (α), piT (β)) ≤ ρ(α, β) and the equality holds if and only if α = piL(piT (α)) and
β = piL(piT (β)) where L = [α, β].
(6) For α, β, γ ∈ TP(X), if T is lower tropically convex and ρ(piT (α), piT (β)) = ρ(α, β) =
ρ(α, γ) + ρ(γ, β), then ρ(α, γ) = ρ(piT (α), piT (γ)) and ρ(γ, β) = ρ(piT (γ), piT (β)); if
T is upper tropically convex and ρ(piT (α), piT (β)) = ρ(α, β) = ρ(α, γ) + ρ(γ, β), then
ρ(α, γ) = ρ(piT (α), piT (γ)) and ρ(γ, β) = ρ(piT (γ), piT (β)).
Remark 11. The existence of piT (α), and piT (α) in the above proposition is not guaranteed
for all α ∈ TP(X) if we don’t assume the compactness of T . As in Remark 8 for Theorem 4.6,
if the compactness assumption in the above proposition is withdrawn, the statements still
hold if whenever piT (·) or piT (·) is mentioned, its existence is assumed.
Proof. (1) follows from Lemma 3.12(1) and (2), Proposition 4.5(7), Corollary 4.8 (a4) and
(b4) easily. (2) follows from Lemma 3.12(3), Proposition 4.5(1) and Corollary 4.8 (a4) and
(b4) easily. (3) is also clear by Corollary 4.8 (a4) and (b4).
For (4), we note that if T is lower tropically convex (respectively upper tropically con-
vex), then for β ∈ [α, piT (α)] (respectively β ∈ [α, piT (α)]), we have Xmin(piT (α) − α) ⊆
Xmin(piT (α) − β) (respectively Xmax(piT (α) − α) ⊆ Xmax(piT (α) − β)). Therefore, piT (β) =
piT (α) (respectively piT (β) = piT (α)) by Corollary 4.8 (a5) (respectively (b5)).
For (5), we use Proposition 4.5(1)(5)(9), Corollary 4.8 (a4) and (b4), and see that when
T is lower tropically convex,
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ρ(piT (α), piT (β))µ(X)
= TpiT (α)− piT (β)U1 + TpiT (β)− piT (α)U1
= (TpiT (α)− βU1 − TpiT (β)− βU1) + (TpiT (β)− αU1 − TpiT (α)− αU1)
= (TpiT (α)− βU1 − TpiT (α)− αU1) + (TpiT (β)− αU1 − TpiT (β)− βU1)
≤ Tα− βU1 + Tβ − αU1
= ρ(α, β)µ(X).
with equality holds if and only if TpiT (α)−βU1 = TpiT (α)−αU1+Tα−βU1 and TpiT (β)−αU1 =TpiT (β) − βU1 + Tβ − αU1 if and only if Vβ − piT (α)W1 = Vα − piT (α)W1 + Vβ − αW1 andVα − piT (β)W1 = Vβ − piT (β)W1 + Vα − βW1 if and only if α is the upper tropical projection
of piT (α) to [α, β] and β is the upper tropical projection of piT (β) to [α, β]. Accordingly, we
can prove the case when T is upper tropically convex.
For (6), we have ρ(α, β) = ρ(piT (α), piT (β)) ≤ ρ(piT (α), piT (γ)) + ρ(piT (γ), piT (β)) ≤
ρ(α, γ)+ρ(γ, β) = ρ(α, β) which implies ρ(α, γ) = ρ(piT (α), piT (γ)) and ρ(γ, β) = ρ(piT (γ), piT (β)).
The case when T is upper tropically convex can be proved analogously. 
Proposition 4.11. Let T and T ′ be compact lower tropical convex (respectively upper tropical
convex) subsets of TP(X) such that T ′ ⊆ T . Then for each α ∈ TP(X), piT ′(α) = piT ′(piT (α))
(respectively piT ′(α) = piT ′(piT (α))).
Proof. We will only prove the case of lower tropical convexity while the case of upper tropical
convexity can be proved analogously.
To prove piT ′(α) = piT ′(piT (α)), it suffices to show that Tβ − αU1 = Tβ − piT ′(piT (α))U1 +TpiT ′(piT (α))− αU1 for every β ∈ T ′ by Corollary 4.8(a4).
Actually, by applying Corollary 4.8(a4) to T with respect to α, we get Tγ − αU1 = Tγ −
piT (α)U1+TpiT (α)−αU1 for every γ ∈ T , and in particular TpiT ′(piT (α))−αU1 = TpiT ′(piT (α))−
piT (α)U1 + TpiT (α)− αU1
Now applying Corollary 4.8(a4) to T ′ with respect to piT (α), we get Tβ − piT (α)U1 =Tβ − piT ′(piT (α))U1 + TpiT ′(piT (α))− piT (α)U1 for every β ∈ T ′.
Therefore, Tβ − αU1 = Tβ − piT (α)U1 + TpiT (α)− αU1
= Tβ − piT ′(piT (α))U1 + TpiT ′(piT (α))− piT (α)U1 + TpiT (α)− αU1
= Tβ − piT ′(piT (α))U1 + TpiT ′(piT (α))− αU1
for every β ∈ T ′, which means that piT ′(piT (α)) is exactly the lower tropical projection of α
in T ′ as claimed.

For some initial results of tropical projections, we consider the tropical projections to
tropical segments and have the following lemmas.
Lemma 4.12. Let β1, β2, γ be elements in TP(X) and let α = pi[β1,β2](γ) (respectively α =
pi[β1,β2](γ)). Then for all β ∈ [β1, β2], Xmin(β−γ) ⊆ Xmin(α−γ) = Xmin(β1−γ)
⋃
Xmin(β2−γ)
(respectively for all β ∈ [β1, β2], Xmax(β−γ) ⊆ Xmax(α−γ) = Xmax(β1−γ)
⋃
Xmax(β2−γ)).
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Proof. We will prove the case of lower tropical convexity while the case of upper tropical
convexity can be proved analogously. Since α = pi[β1,β2](γ), we have
Xmin(β1 − γ) = Xmin(β1 − α)
⋂
Xmin(α− γ),
Xmin(β2 − γ) = Xmin(β2 − α)
⋂
Xmin(α− γ),
Xmin(β − γ) = Xmin(β − α)
⋂
Xmin(α− γ)
by Corollary 4.8 and Lemma 2.2.
In addition, Xmin(β1 − α)
⋃
Xmin(β2 − α) = X by Proposition 3.6(5) and therefore
Xmin(β − γ) = Xmin(β − α)
⋂
Xmin(α− γ) ⊆ Xmin(α− γ)
= (Xmin(β1 − α)
⋂
Xmin(α− γ))
⋃
(Xmin(β2 − α)
⋂
Xmin(α− γ))
= Xmin(β1 − γ)
⋃
Xmin(β2 − γ).

Lemma 4.13. Let α, β, γ be elements in TP(X). Then ρ(α, γ) = ρ(α, β) + ρ(β, γ) if and
only if β = pi[α,β](γ) = pi[β,γ](α) if and only if β = pi[α,β](γ) = pi[β,γ](α).
Proof. By Proposition 4.5, ρ(α, γ) = ρ(α, β) + ρ(β, γ) if and only if Tα− γU1 = Tα− βU1 +Tβ−γU1 and Tγ−αU1 = Tγ−βU1 +Tβ−αU1 if and only if Vα−γW1 = Vα−βW1 +Vβ−γW1
and Vγ − αW1 = Vγ − βW1 + Vβ − αW1.
We then note that
(1) Tα− γU1 = Tα− βU1 + Tβ − γU1 if and only if β = pi[α,β](γ);
(2) Tγ − αU1 = Tγ − βU1 + Tβ − αU1 if and only if β = pi[β,γ](α);
(3) Vα− γW1 = Vα− βW1 + Vβ − γW1 if and only if β = pi[α,β](γ);
(4) Vγ − αW1 = Vγ − βW1 + Vβ − αW1 if and only if β = pi[β,γ](α).

4.6. Balls and Tropical Convex Functions. For any α ∈ TP(X), we say that B(α, r) :=
{β ∈ TP(X) | ρ(α, β) ≤ r} and B0(α, r) := {β ∈ TP(X) | ρ(α, β) < r} are respectively the
closed ball and open ball of radius r centered at α. Moreover, for a function f on TP(X)
and a function g on a subset S of TP(X), we write L∗r(f) := {α ∈ TP(X) | f(α) ∗ r} and
LS∗r(g) := {α ∈ S | g(α) ∗ r} where ∗ can be =, <, ≤, > or ≥. Note that in this sense,
B(α, r) = L≤r(ρ(α, ·)) = L≤r(‖ · −α‖) and B0(α, r) = L<r(ρ(α, ·)) = L<r(‖ · −α‖).
Lemma 4.14. Let α ∈ TP(X), r ≥ 0 and p ∈ [1,∞].
(1) L≤r(T· − αUp) and L<r(T· − αUp) are lower tropically convex.
(2) L≤r(V· − αWp) and L<r(V· − αWp) are upper tropically convex.
(3) B(α, r) and B0(α, r) are both lower and upper tropically convex.
Proof. Let β1 and β2 be elements in TP(X). Let β0 = pi[β1,β2](α) Then by Theorem 4.6 and
Proposition 4.7, for all β ∈ [β0, β1], Tβ0−αUp ≤ Tβ−αUp ≤ Tβ1−αUp, and for all β ∈ [β0, β2],Tβ0−αUp ≤ Tβ −αUp ≤ Tβ2−αUp. In sum, Tβ −αUp ≤ max(Tβ1−αUp,Tβ2−αUp). Then
(1) follows from Definition 3.7.
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Figure 4. Contour lines of the tropical norm ‖·‖ and the B-pseudonorms T·U1
and T·U2 on TP({e1, e2, e3}) represented by the x1x2-plane (as in Example 3.15
and Example 4.9).
Using an analogous argument with respect to the case of upper tropical convexity, we can
derive (2).
For (3), we note that B(α, r) = L≤r(‖ · −α‖) = L≤r(T· − αU∞) = L≤r(V· − αW∞) (Propo-
sition 4.5(6)). Then (3) follows from (1) and (2). 
Example 4.15. Figure 4 shows some contour lines of ‖ · ‖, T·U1 and T·U2 under the same
assumption of Example 4.9. We observe that the contour lines of ‖ · ‖ are hexagons which
enclose the balls centered at the origin, the contour lines of T·U1 are triangles which enclose
the sub-level sets L≤r(T·U1) for different r’s, and the contour lines of T·U2 are arrowhead-
shaped curves which enclose the sub-level sets L≤r(T·U2) for different r’s.
Definition 4.16. Let T be a lower tropically convex subset (respectively upper tropically
convex subset) of TP(X). Then we say a function f on T is lower tropically convex (re-
spectively upper tropically convex ) on T if for each α, β ∈ T , we have f(P(α,β)(td)) ≤
tf(α) + (1− t)f(β) (respectively f(P (α,β)(td)) ≤ tf(α) + (1− t)f(β)) where d = ρ(α, β).
Lemma 4.17. If T is a lower tropically convex subset (respectively upper tropically convex
subset) of TP(X) and f is a lower tropically convex (respectively upper tropically convex)
function on T , then LT≤r(f) and LT<r(f) are lower tropically convex (respectively upper trop-
ically convex).
Proof. This can be easily verified from Definition 3.7 and Definition 4.16. 
5. Tropical Retracts and the Contractibiity of Tropical Convex Sets
Definition 5.1. Let W ⊆ TP(X) be lower (respectively upper) tropically convex. Let T
be a compact lower (respectively upper) tropical convex subset of W . Then we say a strong
deformation retraction h : [0, 1] × W → W of W onto T is a lower (respectively upper)
tropical retraction if at each t ∈ [0, 1], the set h(t,W ) is lower (respectively upper) tropically
convex. In this sense, we say T is a lower (respectively upper) tropical retract of W .
For γ ∈ TP(X) and S ⊆ TP(X), we write ρ(γ, S) := infβ∈S ρ(γ, β).
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Theorem 5.2. For each lower (respectively upper) tropically convex set W ⊆ TP(X) and
each compact lower (respectively upper) tropical convex subset T of W , there exists a lower
(respectively upper) tropical retraction of W onto T .
Proof. Here we give a proof for the case of lower tropical convexity, while a proof for the
case of upper tropical convexity can be derived analogously.
We will explicitly construct such a tropical retraction h : [0, 1]×W → W . In particular,
for each γ ∈ W , we want h(0, γ) = γ and h(1, γ) = piT (γ).
Note that since T is compact and lower tropically convex, we must have ρ(γ, T ) =
minβ∈T ρ(γ, β) = ρ(γ, piT (γ)) by Theorem 4.6. Let κ = supγ∈W ρ(γ, T ). Note that T must
be bounded since it is compact, and κ =∞ when W is not bounded.
Let φ : [0, κ] → [0, 1] be any continuous monotonically decreasing function such that
φ(0) = 1 and φ(κ) = 0 (we allow κ to be ∞). Then we define h in the following way:
h(t, γ) =
{
γ, for 0 ≤ t < φ(ρ(γ, T ))
P(γ,piT (γ))(ρ(γ, T )− φ−1(t)), for φ(ρ(γ, T )) ≤ t ≤ 1.
In other words, at t = φ(ρ(γ, T )), the point at γ starts to retract towards piT (γ) along
[γ, piT (γ)] and at t = 1, it hits piT (γ). It is clear that h(t, γ) = γ for all t ∈ [0, 1] and γ ∈ T .
Now, to show h is actually a lower tropical retraction of W onto T , it remains to show that
h(t,W ) is lower tropically convex for all t ∈ [0, 1] and h is continuous.
To show that h(t,W ) is lower tropically convex, we note that the distance ρ(h(t, γ), T ) from
h(t, γ) to T is at most φ−1(t). More precisely, ρ(h(t, γ), T ) = φ−1(t) when t ≥ φ(ρ(γ, T ))
and ρ(h(t, γ), T ) = ρ(γ, T ) when t ≤ φ(ρ(γ, T )). Therefore, h(t,W ) is identical to the
sublevel set {γ ∈ W | ρ(γ, T ) ≤ φ−1(t)} of ρ(·, T ). Then for each γ1, γ2 ∈ h(t,W ), we
have ρ(γ1, T ) ≤ φ−1(t) and ρ(γ2, T ) ≤ φ−1(t). To prove that h(t,W ) is lower tropically
convex, it remains to show that for each γ ∈ [γ1, γ2], ρ(γ, T ) ≤ φ−1(t). Let α1 = piT (γ1) and
α2 = piT (γ2). Let α = pi[α1,α2](γ). Then by Proposition 5.4(2),
ρ(γ, T ) ≤ ρ(γ, α) ≤ max(ρ(γ1, α1), ρ(γ2, α2)) = max(ρ(γ1, T ), ρ(γ2, T )) ≤ φ−1(t).
Now let us show that h is continuous, i.e., h(tn, γn) → h(t, γ) as tn → t and γn → γ. By
the triangle inequality,
ρ(h(tn, γn), h(t, γ)) ≤ ρ(h(tn, γn), h(tn, γ)) + ρ(h(tn, γ), h(t, γ)).
We first note that ρ(h(tn, γ), h(t, γ)) ≤ ρ(γ, T )|φ−1(t) − φ−1(tn)|. Since φ and φ−1 are
continuous, ρ(h(tn, γ), h(t, γ)) → 0 as tn → t. Write γ′n = h(tn, γn) and γ′ = h(tn, γ). We
then claim that ρ(γ′n, γ
′) ≤ 2ρ(γn, γ) which is sufficient to guarantee the continuity of h.
Let αn = piT (γn) = piT (γ
′
n) and α = piT (γ) = piT (γ
′). Then ρ(γn, αn) = ρ(γn, T ) and
ρ(γ, α) = ρ(γn, T ). Note that ρ(αn, α) ≤ ρ(γn, γ) by Proposition 4.10(5).
Case (a): φ−1(t) ≥ max(ρ(γn, T ), ρ(γ, T )). In this case, γ′n = γn, γ′ = γ, and thus
ρ(γ′n, γ
′) = ρ(γn, γ).
Case (b): min(ρ(γn, T ), ρ(γ, T )) ≤ φ−1(t) ≤ max(ρ(γn, T ), ρ(γ, T )). Without loss of gen-
erality, we may assume ρ(γn, T ) ≤ ρ(γ, T ) which means ρ(γn, αn) = ρ(γn, T ) ≤ φ−1(t) ≤
ρ(γ, T ) = ρ(γ, α). Then γ′n = γn and ρ(γ
′, α) = ρ(γ′, T ) = φ−1(t).
Let γ′′ = pi[γ,α](γn) and α
′′ = pi[γ,α](αn). Depending on the relative positions of γ
′ and γ′′
in [γ, α], there are two subcases:
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Subcase (b1): γ′′ ∈ [α, γ′]. Then ρ(γ′n, γ′) = ρ(γn, γ′) ≤ ρ(γn, γ).
Subcase (b2): γ′ ∈ [α, γ′′]. Note that ρ(α′′, α) ≤ ρ(αn, α), ρ(γ′′, α′′) ≤ ρ(γ′n, αn) (Proposi-
tion 4.10(5)) and ρ(γn, αn) ≤ φ−1(t) = ρ(γ′, α) ≤ ρ(γ′′, α). Therefore,
ρ(γ′′, γ′) = ρ(γ′′, α)− ρ(γ′, α) ≤ (ρ(γ′′, α′′) + ρ(α′′, α))− ρ(γ′, α)
≤ (ρ(γ′n, αn) + ρ(αn, α))− ρ(γ′, α) ≤ ρ(αn, α) ≤ ρ(γn, γ).
In addition, we have ρ(γn, γ
′′) ≤ ρ(γn, γ). It follows
ρ(γ′n, γ
′) = ρ(γn, γ′) ≤ ρ(γn, γ′′) + ρ(γ′′, γ′) ≤ 2 · ρ(γn, γ).
Case (c): φ−1(t) ≤ min(ρ(γn, T ), ρ(γ, T )). Then ρ(γ′n, αn) = ρ(γ′n, T ) = ρ(γ′, T ) =
ρ(γ′, α) = φ−1(t).
Let γ′′ = pi[γ,α](γ
′
n) and γ
′′
n = pi[γn,αn](γ
′). Depending on the relative positions of γ′ and γ′′
in [γ, α] and of the relative positions of γ′n and γ
′′
n in [γn, αn], there are four subcases:
Subcase (c1): γ′′ ∈ [γ′, α] and γ′′n ∈ [γ′n, αn]. Then by Proposition 5.4(1), ρ(γ′n, γ′) ≤
ρ(γn, γ).
Subcase (c2): γ′′ ∈ [γ′, γ] and γ′′n ∈ [γ′n, γn]. Then again by Proposition 5.4(1), ρ(γ′n, γ′) ≤
ρ(αn, α) ≤ ρ(γn, γ).
Subcase (c3): γ′′ ∈ [γ′, γ] and γ′′n ∈ [γ′n, αn]. Analyzing as in Subcase (b2) by introducing
α′′ = pi[γ,α](αn), we can derive ρ(γ
′′, γ′) ≤ ρ(αn, α) ≤ ρ(γn, γ). Moreover, ρ(γ′n, γ′′) ≤
max(ρ(αn, α), ρ(γn, γ)) = ρ(γn, γ) by Proposition 5.4(2). Therefore, ρ(γ
′
n, γ
′) ≤ ρ(γ′n, γ′′) +
ρ(γ′′, γ′) ≤ 2 · ρ(γn, γ).
Subcase (c4): γ′′ ∈ [γ′, α] and γ′′n ∈ [γ′n, γn]. Analogous to the analysis in Subcase (c3), we
get ρ(γ′n, γ
′) ≤ ρ(γ′n, γ′′n) + ρ(γ′′n, γ′) ≤ 2 · ρ(γn, γ).

Corollary 5.3. All lower or upper tropical convex sets are contractible.
Proof. Apply Theorem 5.2 while letting W be a singleton. 
Proposition 5.4. For α1, α2, γ1, γ2 ∈ TP(X), consider β1 ∈ [α1, γ1] and β2 ∈ [α2, γ2] (re-
spectively consider β1 ∈ [α1, γ1] and β2 ∈ [α2, γ2]).
(1) Let α′1 = pi[α1,γ1](β2) and α
′
2 = pi[α2,γ2](β1). If α
′
1 ∈ [α1, β1] and α′2 ∈ [α2, β2], then
ρ(β1, β2) ≤ ρ(γ′1, γ′2) for all γ′1 ∈ [β1, γ1] and γ′2 ∈ [β2, γ2].
(Respectively, let α′1 = pi[α1,γ1](β2) and α
′
2 = pi[α2,γ2](β1). If α
′
1 ∈ [α1, β1] and
α′2 ∈ [α2, β2], then ρ(β1, β2) ≤ ρ(γ′1, γ′2) for all γ′1 ∈ [β1, γ1] and γ′2 ∈ [β2, γ2].)
(2) If β1 = pi[α1,γ1](β2), then ρ(β1, β2) ≤ max(ρ(α1, α2), ρ(γ1, γ2)). If in addition α1 = α2,
then ρ(β1, β2) ≤ ρ(γ′1, γ′2) for all γ′1 ∈ [β1, γ1] and γ′2 ∈ [β2, γ2].
(Respectively, if β1 = pi[α1,γ1](β2), then ρ(β1, β2) ≤ max(ρ(α1, α2), ρ(γ1, γ2)). If in
addition α1 = α2, then ρ(β1, β2) ≤ ρ(γ′1, γ′2) for all γ′1 ∈ [β1, γ1] and γ′2 ∈ [β2, γ2].)
(3) If α1 = α2 = α and ρ(α, β1) = ρ(α, β2), then ρ(β1, β2) ≤ ρ(γ′1, γ′2) for all γ′1 ∈ [β1, γ1]
and γ′2 ∈ [β2, γ2].
(Respectively, if α1 = α2 = α and ρ(α, β1) = ρ(α, β2), then ρ(β1, β2) ≤ ρ(γ′1, γ′2)
for all γ′1 ∈ [β1, γ1] and γ′2 ∈ [β2, γ2].)
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Proof. Here we give proofs for the cases of lower tropical convexity. The proofs for upper
tropical convexity cases can be derived analogously.
For (1), based on the relative locations of the points, we have the following equalities by
Corollary 4.8
Tγ′1 − β2U1
= Tγ′1 − α′1U1 + Tα′1 − β2U1
= Tγ′1 − β1U1 + Tβ1 − α′1U1 + Tα′1 − β2U1
= Tγ′1 − β1U1 + Tβ1 − β2U1,
and analogously Tγ′2 − β1U1 = Tγ′2 − β2U1 + Tβ2 − β1U1.
Therefore,
ρ(β1, β2)µ(X) = Tβ1 − β2U1 + Tβ2 − β1U1
(Tγ′1 − β2U1 − Tγ′1 − β1U1) + (Tγ′2 − β1U1 − Tγ′2 − β2U1)
= (Tγ′1 − β2U1 − Tγ′2 − β2U1) + (Tγ′2 − β1U1 − Tγ′1 − β1U1)
≤ Tγ′1 − γ′2U1 + Tγ′2 − γ′1U1
= ρ(γ′1, γ
′
2)µ(X).
For (2), we want to apply (1). Note that α′1 = β1 = pi[α1,γ1](β2). Thus by (1), if α
′
2 =
pi[α2,γ2](β1) lies in [α2, β2], then ρ(β1, β2) ≤ ρ(γ1, γ2), and if α′2 lies in [γ2, β2], then ρ(β1, β2) ≤
ρ(α1, α2). This means ρ(β1, β2) ≤ max(ρ(α1, α2), ρ(γ1, γ2)).
Now if in addition α = α1 = α2, then we claim that α
′
2 = pi[α2,γ2](β1) lies in [α2, β2] which
means that ρ(β1, β2) ≤ ρ(γ′1, γ′2) for all γ′1 ∈ [β1, γ1] and γ′2 ∈ [β2, γ2] by (1). Actually using
Proposition 4.10(5) twice, we can derive ρ(α, α′2) ≤ ρ(α, β1) ≤ ρ(α, β2).
For (3), we can derive ρ(α, α′1) ≤ ρ(α, β2) = ρ(α, β1) and ρ(α, α′2) ≤ ρ(α, β1) = ρ(α, β2)
by using Proposition 4.10(5). Again, we can apply (1). 
6. Compact Tropical Convex Sets
6.1. A Construction of Compact Tropical Convex Sets.
Theorem 6.1. Let T, T ′ ⊆ TP(X) be lower (respectively upper) tropical convex set. Then
tconv(T
⋃
T ′) =
⋃
α∈T,α′∈T ′ tconv(α, α
′) (respectively tconv(T
⋃
T ′) =
⋃
α∈T,α′∈T ′ tconv(α, α
′)).
If T and T ′ are compact in addition, then tconv(T
⋃
T ′) (respectively tconv(T
⋃
T ′)) is com-
pact and each β ∈ tconv(T ⋃T ′) (respectively β ∈ tconv(T ⋃T ′)) lies on the tropical segment
[piT (β), piT ′(β)] (respectively [piT (β), piT ′(β)]).
Proof. We give a proof for the lower tropical convexity case and the proof for the upper
tropical convexity case can be derived analogously.
Denote
⋃
α∈T,α′∈T ′ tconv(α, α
′) by T˜ . Then clearly T˜ ⊆ tconv(T ⋃T ′). We claim that
tconv(T
⋃
T ′) ⊆ T˜ .
Note that by Theorem 3.13, tconv(T
⋃
T ′) = ⊕̂(T ⋃T ′) which means that for each [g] ∈
tconv(T
⋃
T ′), we can write g = (c1  f1)⊕ · · · ⊕ (cm  fm)⊕ (c′1  f ′1)⊕ · · · ⊕ (c′n  f ′n) for
some m,n ∈ Z+, ci, c′j ∈ R, [fi] ∈ T and [f ′j] ∈ T ′. Let f = (c1  f1)⊕ · · · ⊕ (cm  fm) and
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f ′ = (c′1  f ′1)⊕ · · · ⊕ (c′n  f ′n). Then [f ] ∈ T , [f ′] ∈ T ′ and g = f ⊕ f ′. Thus [g] ∈ [[f ], [f ′]]
which implies tconv(T
⋃
T ′) ⊆ T˜ as claimed.
Recall that a metric space is compact if and only if it is complete and totally bounded.
Now let us show that if in addition T and T ′ are complete and totally bounded, then T˜ is
also complete and totally bounded.
First, we claim that for each β ∈ T˜ , we must have β ∈ [α, α′] where α = piT (β) and
α′ = piT ′(β). We must assume that β ∈ [α + 0, α′0] for some α0 ∈ T and α′0 ∈ T ′. Then By
Corollary 4.8(a5) and Lemma 2.2, we have Xmin(α0−β) ⊆ Xmin(α−β) and Xmin(α′0−β) ⊆
Xmin(α
′ − β). Therefore, Xmin(α − β)
⋃
Xmin(α
′ − β) ⊇ Xmin(α0 − β)
⋃
Xmin(α
′
0 − β) = X
which means that β ∈ [α, α′] by Proposition 3.6(5).
Now we want to show that T˜ is complete. Let β1, β2, · · · be a Cauchy sequence in T˜ , i.e.,
ρ(βm, βn) → 0 as m,n → ∞. We claim that there exists β ∈ T˜ such that ρ(βn, β) → 0 as
n → ∞, which implies the completeness of T˜ . Since T is compact, we may let αi = piT (βi)
and α′i = piT ′(βi). Note that βi ∈ [αi, α′i]. Moreover, α1, α2, · · · is a Cauchy sequence in T and
α′1, α
′
2, · · · is a Cauchy sequence in T ′ since ρ(αm, αn) ≤ ρ(βm, βn) and ρ(α′m, α′n) ≤ ρ(βm, βn)
by Proposition 4.10(5). Now let α be the limit of α1, α2, · · · and α′ be the limit of α′1, α′2, · · · .
Consider the tropical segment [α, α′] and let γi = pi[α,α′](βi). Again γ1, γ2, · · · is a Cauchy
sequence in [α, α′] by Proposition 4.10(5). We let β be the limit of γ1, γ2, · · · and claim
β is also the limit of β1, β2, · · · . Note that ρ(βn, β) ≤ ρ(βn, γn) + ρ(γn, β). By Proposi-
tion 5.4(2), we have ρ(βn, γn) ≤ max(ρ(αn, α), ρ(α′n, α′)). Now ρ(αn, α) → 0, ρ(α′n, α′) → 0
and ρ(γn, β)→ 0 as n→∞, which implies ρ(βn, β)→ 0 as n→∞ as claimed.
Next, we want to show that T˜ is totally bounded, i.e., for every real  > 0, there exists a
finite cover of T˜ by open balls of radius . We start with a finite cover of T by open balls
B0(αi, /2) of radius /2 centered at αi ∈ T for i = 1, · · · , n, and a finite cover of T ′ by open
balls B0(α′j, /2) of radius /2 centered at α′j ∈ T ′ for j = 1, · · · ,m. Then for each [αi, α′j],
we have a finite cover by open balls B0(β(i,j)
k(i,j)
, /2) of radius /2 centered at β
(i,j)
k(i,j)
∈ [αi, α′j]
for k(i,j) = 1, . . . ,m(i,j). We claim that there is a finite cover of T˜ by open balls B0(β(i,j)
k(i,j)
, )
of radius  centered at β
(i,j)
k(i,j)
∈ T˜ for i = 1, . . . , n, j = 1, . . . ,m and k(i,j) = 1, . . . ,m(i,j). For
any β ∈ T˜ , there exist α ∈ T and α′ ∈ T ′ such that β ∈ [α, α′]. Suppose α ∈ B0(αi, /2) for
some 1 ≤ i ≤ n and α′ ∈ B0(α′j, /2) for some 1 ≤ j ≤ m. Let γ = pi[αi,α′j ](β) and suppose
γ ∈ B0(β(i,j)
k(i,j)
, /2) for some β
(i,j)
k(i,j)
. Then by Proposition 5.4(2), we have
ρ(β, β
(i,j)
k(i,j)
) ≤ ρ(β, γ) + ρ(γ, β(i,j)
k(i,j)
) ≤ max(ρ(α, αi), ρ(α′, α′j)) + ρ(γ, β(i,j)k(i,j)) < /2 + /2 = .
Therefore β lies in B0(β(i,j)
k(i,j)
, ) which means T˜ is covered by this finite collection of open
balls as claimed. 
Corollary 6.2. Let T1, · · · , Tn be compact subsets of TP(X) which are also lower (respec-
tively upper) tropically convex. Then tconv(T1
⋃ · · ·⋃Tn) (respectively tconv(T1⋃ · · ·⋃Tn))
is compact. In particular, all lower and upper tropical polytopes are compact.
By the corollary, since tropical polytopes are compact, we can always apply tropical pro-
jections from TP(X) to any tropical polytope.
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6.2. Closed Tropical Convex Hulls and The Tropical Version of Mazur’s Theorem.
Recall that the closed (conventional) convex hull of a compact subset S of a Banach space
is also compact (Mazur’s theorem). Note that TP(X) is a Banach space and here we prove
an analogue of Mazur’s theorem for tropical convexity.
Proposition 6.3. The topological closure cl(T ) of any lower (respectively upper) tropical
convex set T is lower (respectively upper) tropically convex.
Proof. We show here the case for lower tropical convexity and the proof for the case of upper
tropical convexity can be derived analogously. Let α and β be elements in cl(T ). Then there
is a sequence α1, α2, · · · in T converging to α and a sequence β1, β2, · · · in T converging
to β. Then for each γ ∈ [α, β], let γn = pi[αn,βn](γ). By Proposition 5.4(2), we see that
ρ(γ, γn) ≤ max(ρ(α, αn), ρ(β, βn)). Therefore, ρ(γ, γn) → 0 as n → ∞ since ρ(α, αn) → 0
and ρ(β, βn) → 0 as n → ∞. Now since γ1, γ2, · · · is a sequence in T , we conclude that
γ ∈ cl(T ) which means cl(T ) is also lower tropically convex. 
Definition 6.4. Let S be a subset of TP(X). The closed lower tropical convex hull TCONV(S)
(respectively closed upper tropical convex hull TCONV(S)) generated by S is the intersection
of all closed lower (respectively upper) tropically convex subsets of TP(X) containing S.
Lemma 6.5. TCONV(S) = cl(tconv(S)), TCONV(S) = cl(tconv(S)) and TCONV(TCONV(S)) =
TCONV(TCONV(S)) = TCONV(tconv(S)) = TCONV(tconv(S)) = cl(tconv(S)).
Proof. The statements follow from Definition 6.4 and Proposition 6.3 directly. 
Remark 12. We will write TCONV(S) := cl(tconv(S)).
Before discussing the tropical version of Mazur’s theorem, we will need the following
proposition which is a generalization of Proposition 5.4(2).
Proposition 6.6. Consider α1, · · · , αn, β1, · · · , βn ∈ TP(X) and let di = ρ(αi, βi) for i =
1, · · · , n. Let T = tconv({β1, · · · , βn}) (respectively T = tconv({β1, · · · , βn})). Then for
each α ∈ tconv({α1, · · · , αn}), ρ(α, T ) = ρ(α, piT (α)) ≤ max(d1, · · · , dn) (respectively for
each α ∈ tconv({α1, · · · , αn}), ρ(α, T ) = ρ(α, piT (α)) ≤ max(d1, · · · , dn)).
Proof. First we note that ρ(α, T ) = ρ(α, piT (α)) is always true by Theorem 4.6.
We will proceed by using induction on n. Suppose the statement is true for n.
Now let us consider α1, · · · , αn+1, β1, · · · , βn+1 ∈ TP(X) and let di = ρ(αi, βi) for i =
1, · · · , n+1. Let Sn = tconv({α1, · · · , αn}), Sn+1 = tconv({α1, · · · , αn+1}), Tn = tconv({β1, · · · , βn})
and Tn+1 = tconv({β1, · · · , βn+1}).
For each α ∈ Sn+1, let α0 = piSn(α) and β0 = piTn(α0). Then by assumption, since
α0 is an element in Sn, we have ρ(α0, Tn) = ρ(α0, β0) ≤ max(d1, · · · , dn). Moreover, we
have α ∈ [α0, αn+1] by Theorem 6.1. Let γ = pi[β0,βn+1](α). Then ρ(α, Tn+1) ≤ ρ(α, γ) ≤
max(ρ(α0, β0), ρ(αn+1,, βn+1)) ≤ max(d1, · · · , dn+1) where the second inequality follows from
Proposition 5.4(2).
The case for upper tropical convexity can be proved analogously.

Theorem 6.7 (The Tropical Version of Mazur’s Theorem). If S is a compact subset of
TP(X), then the closed tropical convex hulls TCONV(S), TCONV(S) and TCONV(S) are
all compact.
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Proof. Since TCONV(S) is closed in the Banach space TP(X) (Proposition 2.8), we know
that TCONV(S) is complete. So to show that TCONV(S) is compact, we need to show that
it is totally bounded. Actually first we will show that tconv(S) is totally bounded.
Since S is compact and thus totally bounded, for each  > 0, S can be finitely covered by
open balls B0(βi, /2) of radius /2 centered at βi ∈ S for i = 1, · · · , n. Now consider the
lower tropical polytope tconv({β1, · · · , βn}) which is also compact by Corollary 6.2. Then
we may also assume that tconv({β1, · · · , βn})can be finitely covered by open balls B0(βi, /2)
of radius /2 centered at βi ∈ tconv({β1, · · · , βn}) for i = 1, · · · , N where N ≥ n.
Now let α be any element in tconv(S). We may assume that α is contained in a lower
tropical polytope tconv({α1, · · · , αm}) with αi ∈ S for i = 1, · · · ,m by Corollary 3.14.
Then there is a function φ : {1, · · · ,m} → {1, · · · , n} such that ρ(αi, βφ(i)) < /2 for i =
1, · · · ,m. Therefore, if γ be the lower tropical projection of α to tconv({β1, · · · , βN}), then
ρ(α, γ) = ρ(α, tconv({β1, · · · , βN})) ≤ ρ(α, tconv({βφ(1), · · · , βφ(m)})) ≤ max(ρ(αi, βφ(i)) |
i = 1, · · · ,m) < /2 by Proposition 6.6. Again, since γ is an element of tconv({β1, · · · , βN}),
there must be some 1 ≤ i(α) ≤ N such that ρ(γ, βi(α)) < /2. Therefore, ρ(α, βi(α)) ≤
ρ(α, γ) + ρ(γ, βi(α)) < . As a conclusion, tconv(S) can be finitely covered by open balls
B0(βi, ) of radius  centered at βi for i = 1, · · · , N which implies that tconv(S) is totally
bounded.
As TCONV(S) = cl(tconv(S)), each element α ∈ TCONV(S) is approachable by a se-
quence α1, α2, · · · in tconv(S). Note that by the above argument, ρ(αi, {β1, · · · , βN}) < .
Therefore, ρ(α, {β1 · · · , βN}) = lim
i→∞
ρ(αi, {β1 · · · , βN}) ≤ . This means that TCONV(S)
can be finitely covered by open balls B0(βi, 2) of radius 2 centered at βi for i = 1, · · · , N .
Thus TCONV(S) is totally bounded and thus compact.
The compactness of TCONV(S) and TCONV(S) can be derived analogously. 
Remark 13. In case TP0(X) 6= TP(X), the above theorem is not generally true restricted to
TP0(X), i.e., the compactness of S ⊆ TP0(X) is not able to guarantee the compactness of the
tropical convex sets TCONV(S)
⋂
TP0(X), TCONV(S)
⋂
TP0(X) and TCONV(S)
⋂
TP(X).
The reason is that TP0(X) is not necessarily a Banach space as TP(X).
7. A Criterion for Tropical Weak Independence
The following theorem provides a set-theoretical criterion for tropical weak independence,
which is a generalization of Proposition 3.6 and Lemma 4.12.
Theorem 7.1. Let T ⊆ TP(X) be a lower (respectively upper) tropical convex hull generated
by S ⊆ TP(X). Then for any γ ∈ TP(X), γ lies in T if and only if there is a finite subset
{β1, · · · , βn} of S such that
⋃n
i=1 Xmin(βi − γ) = X (respectively
⋃n
i=1Xmax(βi − γ) = X).
Furthermore, for each element β in T , Xmin(β − γ) ⊆ Xmin(piT (γ)− γ) =
⋃n
i=1 Xmin(βi − γ)
(respectively Xmax(β − γ) ⊆ Xmax(piT (γ)− γ) =
⋃n
i=1Xmax(βi − γ)).
Proof. We prove here the lower tropical convexity case and the proof of upper tropical
convexity case follows analogously.
By Corollary 3.14, any element γ in T must be contained in lower tropical polytope with
generators in a finite subset of S. So we only need to show the case when S is itself finite.
Let us prove by an induction on the number of generators. Suppose the statements are
true for all lower tropical convex hulls generated by n elements. Now consider a lower
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tropical polytope T = tconv({β1, · · · , βn, βn+1}) generated by n + 1 elements and let T ′ =
tconv({β1, · · · , βn}). For γ ∈ TP(X), let α = piT (γ).
Then by Theorem 6.1, there exists α′ ∈ T ′ such that α ∈ pi[α′, βn+1]. This implies that
Xmin(α
′−α)⋃Xmin(βn+1−α) = X. Then by assumption, Xmin(α′−α) ⊆ ⋃ni=1 Xmax(βi−α).
Thus
⋃n+1
i=1 Xmax(βi − γ) = X. In addition, Xmin(βi − γ) = Xmin(α − γ)
⋂
Xmin(βi − γ) for
i = 1, · · · , n+ 1. Therefore
Xmin(α− γ) = Xmin(α− γ)
⋂
(
n+1⋃
i=1
Xmin(βi − α))
=
n+1⋃
i=1
(Xmin(α− γ)
⋂
Xmin(β − α))
=
n+1⋃
i=1
Xmin(β − γ).
And this also implies γ ∈ T if and only if ⋃n+1i=1 Xmin(βi − γ) = X.

Corollary 7.2. Let S, S1, · · · , Sn be finite subsets of TP(X) such that S = S1
⋃ · · ·⋃Sn. Let
T = tconv(S) (respectively T = tconv(S)) and for i = 1, · · · , n, let Ti = tconv(Si) (respec-
tively Ti = tconv(Si)). For γ ∈ TP(X), γ ∈ T if and only if γ ∈ tconv({piT1(γ), · · · , piTn(γ)})
(respectively γ ∈ tconv({piT1(γ), · · · , piTn(γ)})).
Proof. Note that by Theorem 7.1, Xmin(piTi(γ) − γ) =
⋃
β∈Si Xmin(β − γ) for i = 1, · · · , n.
Then
⋃n
i=1Xmin(piTi(γ) − γ) =
⋃
β∈S1
⋃···⋃Sn Xmin(β − γ) = ⋃β∈S Xmin(β − γ). Again, by
Theorem 7.1, this means that γ ∈ T if and only if γ ∈ tconv({piT1(γ), · · · , piTn(γ)}). The
case for upper tropical convexity can be shown analogously. 
Let T be a lower (respectively upper) tropical convex set. For α ∈ T , if α /∈ tconv(T \{α})
(respectively α /∈ tconv(T \{α})), then we say α is an extremal of T . It is clear from definition
that any generating set of T must contain all the extremals of T and the set of extemals of
T is (lower or upper) tropically independent.
Theorem 7.3. Every lower (respectively upper) tropical polytope T contains finitely many
extremals. The set of all extremals of T generates T and is minimal among all generating
sets of T .
Proof. We will prove the case for lower tropical convexity and the case for upper tropical
convexity can be proved analogously.
Since T is a lower tropical polytope, we may choose a finite generating set S of T , i.e.,
tconv(S) = T . Choose a subset V of S such that tconv(V ) = T and V is lower tropically
independent, i.e., tconv(V \{α}) 6= T for all α ∈ V . Note that this is doable since S is finite.
We claim that V must be the set of all extremals of T , i.e., V = {α ∈ T | tconv(T \ {α}) =
T \ {α}}.
First we note that all extremals must be contained in V by definition. Now let us show
that all elements of V are extremals of T .
Let V = {α1, · · · , αn}. Without loss of generality, we will show that α1 is an extremal
of T . We know that tconv(V ) = T and tconv(V \ {α1}) 6= T . To show that α1 is an
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extremal of T , we will need to show that T \ {α1} is lower tropically convex or equivalently
α1 /∈ tconv(T \ {α1}). Actually it suffices to show that for arbitrarily β1 and β2 in T \ {α1},
α /∈ [β1, β2].
Let T ′ = tconv({α2, · · · , αn}). By Theorem 6.1, there exist γ1 and γ2 in T ′ such that
β1 ∈ [α1, γ1] and β2 ∈ [α1, γ2]. Then Xmin(β1 − α1) = Xmin(γ1 − α1) and Xmin(β2 − α1) =
Xmin(γ2 − α1).
Note that α1 /∈ T ′ since V is lower tropically independent. Hence
⋃n
i=2Xmin(αi−α1) 6= X
by Theorem 7.1.
Moreover, Xmin(γ1 − α1) ⊆
⋃n
i=2 Xmin(αi − α1) and Xmin(γ2 − α1) ⊆
⋃n
i=2Xmin(αi − α1)
by Theorem 7.1. Then Xmin(β1 − α1)
⋃
Xmin(β2 − α1) = Xmin(γ1 − α1)
⋃
Xmin(γ2 − α1) ⊆⋃n
i=2Xmin(αi − α1) 6= X which means that α /∈ [β1, β2].

Remark 14. The statements in Theorem 7.3 is not generally true to all tropical convex sets.
For example, if X = {1, · · · , n}, then the whole space TP(X) = Rn−1 does not contain any
extremals.
8. A Fixed Point Theorem for Tropical Projections
Theorem 8.1. Let S and T be compact subsets of TP(X) and suppose S is lower tropically
convex and T is upper tropically convex. Let S0 = {piS(γ) | γ ∈ T} and T0 = {piT (γ) | γ ∈ S}.
Then S0 and T0 are isometric under piT |S0 : S0 → T0 and piS |T0 : T0 → S0 which are inverse
maps.
Proof. For each α ∈ S0, there exists γ ∈ T such that α = piS(γ). Let β = piT (α) and
α′ = piS(β). We want to show that α = α
′.
Using Theorem 4.6 and Corollary 4.8, we have the following relations:
Tα− α′U1 + Tα′ − βU1 = Tα− βU1;(1) Tα′ − αU1 + Tα− γU1 = Tα′ − γU1;(2) Vγ − βW1 + Vβ − αW1 = Vγ − αW1.(3)
Then we have
0 ≤ρ(α, α′)µ(X) = Tα− α′U1 + Tα′ − αU1 (Proposition 4.5(5))
= (Tα− βU1 − Tα′ − βU1) + (Tα′ − γU1 − Tα− γU1) (by (1) and (2))
= (Vβ − αW1 − Vβ − α′W1) + (Vγ − α′W1 − Vγ − αW1) (Proposition 4.5(1))
= ((Vγ − αW1 − Vγ − βW1)− Vβ − α′W1) + (Vγ − α′W1 − Vγ − αW1) (by (3))
= Vγ − α′W1 − (Vγ − βW1 + Vβ − α′W1)
= V(γ − β) + (β − α′)W1 − (Vγ − βW1 + Vβ − α′W1) ≤ 0 (Proposition 4.5(9)).
Therefore ρ(α, α′) must be 0 which means that α = α′ as claimed.
Using an analogous argument, we can show that β = piT (piS(β)) for each β ∈ T0. 
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9. An Application to the Divisor Theory on Metric Graphs
9.1. Tropical Convexity for Divisors and R-Divisors. Let Γ be a compact metric graph
with finite edge lengths. We also denote the set of points of Γ by Γ for simplicity. Let Div(Γ)
be the free abelian group on Γ and RDiv(Γ) = Div(Γ) ⊗ R. As in convention, we call the
elements of Div(Γ) divisors (or Z-divisors when we want to emphasize the integer coefficients)
and elements of RDiv(Γ) R-divisors. An R-divisor on Γ can be written as D =
∑
p∈Γmp · (p)
where mp ∈ R is called the value of D at p ∈ Γ which is zero for all but finitely many
points p ∈ Γ. We also write the value of D at p ∈ Γ as D(p). Moreover, for an R-divisor
D =
∑
p∈Γmp · (p),
(1) the degree of D is
∑
p∈Γmp;
(2) the support of D, denoted by supp(D), is the set of points p ∈ Γ such that mp 6= 0;
(3) D is the zero divisor if and only if supp(D) = ∅;
(4) D is a Z-divisor if and only if mp is an integer for all p ∈ Γ;
(5) we say D is effective if mp ≥ 0 for all p ∈ Γ;
(6) D can be uniquely written as D+−D− where D+ and D− are both effective divisors
which have disjoint supports and are called the effective part and noneffective part
of D respectively.
Note that there is a natural partial ordering on RDiv(Γ). We say D′ ≤ D if D − D′ is
effective.
Let Div+(Γ) and RDiv+(Γ) be the semigroups of effective Z-divisors and effective R-
divisors respectively. If d is a nonnegative integer, denote the set of divisors of degree d by
Divd(Γ) and the set of effective divisors of degree d by Divd+(Γ). If d is a nonnegative real,
denote the set of R-divisors of degree d by RDivd(Γ) and the set of effective R-divisors of
degree d by RDivd+(Γ).
In this section, we will explore a tropical convexity theory on RDivd+(Γ). To make a
connection to the whole theory developed in the previous sections, we will need to relate
R-divisors to elements in TP(Γ) (note that TP0(Γ) = TP(Γ) since Γ is compact). This can
be realized using a potential theory on metric graphs [BF06,BR07,BS13] with some results
briefly summarized in Appendix A.
Let CPA(Γ) ⊂ C(Γ) be the vector space consisting of all continuous piecewise-affine
functions on Γ. If D =
∑
p∈Γmp · (p) ∈ RDiv, we let δD :=
∑
p∈Γmp · δp with δp the Dirac
measure at p. Consider D1, D2 ∈ RDivd+(Γ). Then based on the potential theory on Γ, there
exists a piecewise-linear function fD2−D1 ∈ CPA(Γ) such that ∆fD2−D1 = δD2 − δD1 which
is unique up to a constant translation. We say fD2−D1 is an associated function of D2 −D1,
and in this sense, we may associate the unique element [fD2−D1 ] in TP(Γ) to D2 −D1. On
the other hand, for each f ∈ [fD2−D1 ], we say div(f) = div([f ]) := D2−D1 is the associated
divisor of f or [f ]. In particular, the value of div(f) at p ∈ Γ is the sum of slopes of f
along all incoming tangent directions at p. Note that [fD2−D1 ] + [fD1−D0 ] = [fD2−D0 ] for all
D0, D1, D2 ∈ RDivd+(Γ).
More precisely, if D1 = (q) and D2 = (p) for some p, q ∈ Γ, then fD2−D1(x) = jq(x, p) (see
the definition of jq(x, p) in Appendix A). Now let D1 =
∑d1
i=1 m1,i ·(p1,i) and D2 =
∑d2
i=1m2,i ·
(p2,i) such that D1, D2 ∈ RDivd+(Γ) (this means d =
∑d1
i=1m1,i =
∑d2
i=1m2,i). Then by the
linearity of the Laplacian, for an arbitrary q ∈ Γ, ∑d1i=1m1,i · jq(x, p1,i), ∑d2i=1m2,i · jq(x, p2,i),
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∑d2
i=1m2,i ·jq(x, p2,i)−
∑d1
i=1m1,i ·jq(x, p1,i) are associated functions of D1−d · (q), D2−d · (q)
and D2−D1 respectively. To have a quick understanding, one may think of Γ as an electrical
network with resistances given by the edge lengths. Then an associated function of D2−D1
is the electrical potential function on Γ (with an arbitrary point of Γ grounded) when m2,i
units of current enter the network at p2,i for all i = 1, · · · , d2 and m1,i units of current exit
the network at p1,i for all i = 1, · · · , d1.
We may define ι : RDivd+(Γ) × RDivd+(Γ) → TP(Γ) by ι(D1, D2) = [fD2−D1 ]. Moreover,
fixing an arbitrary R-divisor D0 in RDivd+(Γ), the map ιD0 : RDivd+(Γ) → TP(Γ) with
D 7→ [fD−D0 ] is an embedding of RDivd+(Γ) into TP(Γ). Note that div(ιD0(D)) = D −D0.
Now we can translate the tropical convexity theory from TP(Γ) to RDivd+(Γ) based on the
maps ι and ιD0 .
(1) The tropical metric on RDivd+(Γ) is defined by the distance function ρ(D1, D2) :=
ρ(ιD0(D1), ιD0(D2)) = ‖[fD2−D0 ]−[fD1−D0 ]‖ = ‖ι(D1, D2)‖ = ‖[fD2−D1 ]‖ = max(fD2−D1)−
min(fD2−D1).
(2) Let l = ρ(D1, D2). Let α = ιD0(D1) and β = ιD0(D2). The tropical path from D1 to
D2 in RDivd+(Γ) is defined as a map PD2−D1 : [0, l]→ RDivd+(Γ) given by
PD2−D1(t) := div(P(α,β)) +D0
= div([min(t, fD2−D0 − fD1−D0) + fD1−D0 ]) +D0
= div([min(t, fD2−D1)]) + div([fD1−D0 ]) +D0
= div([min(t, fD2−D1)]) +D1.
Note that the value of div([min(t, fD2−D1)]) at each point p ∈ Γ is at least −D1(p),
and thus PD2−D1(t) is effective of degree d which means PD2−D1 is well-defined. In
particular, PD2−D1(0) = D1 and PD2−D1(l) = D2. The image of PD2−D1 , denoted by
tconv(D1, D2) or [D1, D2], is called the tropical segment connecting D1 and D2.
(3) It is easy to see that the tropical metric and the tropical paths on RDivd+(Γ) are
independent of D0 which we choose for the embedding ιD0 .
(4) A set T ⊆ RDivd+(Γ) is tropically convex if for every D1, D2 ∈ T , the whole tropical
segment [D1, D2] is contained in T . For a subset S of RDivd+(Γ), the tropical convex
hull generated by S, denoted by tconv(S), is the intersection of all tropical convex
sets in RDivd+(Γ) containing S. If S is finite, we also call tconv(S) a tropical polytope.
(5) All theorems about lower tropical convex sets in TP(X) in the previous sections can
be applied to tropical convex sets in RDivd+(Γ).
Remark 15. Recall that we have defined two types of tropical paths, the lower ones and
upper ones, for TP(X) in Definition 3.3. But here we have essentially only one way to define
tropical paths for RDivd+(Γ). As an analogy to Definition 3.3., one may want to call PD2−D1
the lower tropical path from D1 to D2, and define the upper tropical path from D1 to D2 as
PD2−D1(t) := div(P (α,β))+D0. But an issue here is that in general PD2−D1(t) is not contained
in RDivd+(Γ). Actually it can be verified that PD2−D1(t) = D1 + D2 − PD2−D1(l − t) which
is in general not effective. There are a few more points worth mentioning here:
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(1) In the above, we use lower tropical paths in TP(Γ) to define tropical paths in
RDivd+(Γ). But we can also use upper tropical paths in TP(Γ) to give an equiva-
lent definition of tropical paths in RDivd+(Γ). Let α′ = [fD0−D1 ] and β′ = [fD0−D1 ].
Then PD2−D1(t) = D0 − div(P (α′,β′)).
(2) As for RDivd+(Γ), we may also embed RDivd(Γ) into TP(Γ) by fixing an R-divisor
D0 in RDivd(Γ) and sending each R-divisor D in RDivd(Γ) to [fD−D0 ] in TP(Γ).
Therefore a tropical convexity theory for RDivd(Γ) can be derived from the tropical
convexity theory for TP(Γ), just as what we have done for RDivd+(Γ). But in this way,
there is some difference: both lower tropical paths PD2−D1(t) := div(P(α,β)) +D0 and
upper tropical paths PD2−D1(t) := div(P (α,β))+D0 can be defined for RDivd(Γ) since
the R-divisors in the paths are not required to be effective and are fully contained in
RDivd(Γ).
(3) Throughout the rest of this section, we will make our discussion focused on the
tropical convexity theory on RDivd+(Γ) instead of that on RDivd(Γ), and stick to the
translation of theorems for lower tropical convexity on TP(Γ) to those for the tropical
convexity on RDivd+(Γ).
Now suppose d is an integer and let us consider Divd+(Γ) which is a subset of RDivd+(Γ).
As in convention, a function f ∈ CPA(Γ) is said to be rational if f is piecewise-linear with
integral slopes. Clearly, div(f) is a divisor of degree 0. For each D1, D2 ∈ Divd(Γ), we say
D1 is linearly equivalent to D2 (denoted D1 ∼ D2) if fD2−D1 is rational. Note that the linear
equivalence is an equivalence relation on Div(Γ) and we denote the linear equivalence class
of a divisor D by [D]. The complete linear system |D| associated to D ∈ Divd(Γ) is the
set of all effective divisors linearly equivalent to D and we say the degree of |D| is d. The
following are some facts about Divd+(Γ):
(1) Divd+(Γ) with the metric topology induced from the tropical metric on RDivd+(Γ) is
homeomorphic to the d-th symmetric product Γd/Sd of Γ with the symmetric product
topology. We prove this statement in Appendix B.
(2) For each D ∈ Divd+(Γ), |D| is contained in Divd+(Γ).
(3) For D1, D2 ∈ Divd+(Γ), D1 ∼ D2 if and only if [D1, D2] ⊆ Divd+(Γ).
(4) By definition, an equivalent way to say that a subset T of Divd+(Γ) is tropically convex
is that T is tropical-path-connected.
(5) Divd+(Γ) is not tropical-path-connected in general, and the nonempty complete linear
systems of degree d are exactly the tropical-path-connected components in Divd+(Γ).
(6) All complete linear systems |D| are tropical polytopes which can be generated by
the finite set of extremals of |D|. (See [HMY12] for the definition and finiteness of
extremals of complete linear systems. This notion of extremals agrees with our notion
of extremals in Section 7 in the case of |D|.) Note that by Corollary 6.2, complete
linear systems are compact.
Remark 16. The divisor theory on finite graphs can be considered as a discretization of
the divisor theory on metric graphs. Actually the divisor theory for Div(G) where G is a
finite graph is closely related to the divisor theory for Div(Γ) where Γ is the metric graph
geometrically realized as assigning the unit interval to all edges of G [Luo11,HKN13].
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Remark 17. Another way to think of linear equivalence on Div(Γ) is to use the so-called
chip-firing moves. We say a non-constant rational function f on Γ is primitive if Γ \
(Γmin(f)
⋃
Γmax(f)) is a disjoint union of open segments where Γmin(f) and Γmax(f) are
the minimizer and maximizer of f respectively. Note that these open segments form a cut
of the metric graph. Then div(f) = D+ − D− where D+ and D− are the effective part
and noneffective part of div(f) respectively. Now consider a divisor D of degree d. Then
D′ = D+div(f) = D+ +(D−D−) is also a divisor of degree d which is linearly equivalent to
D. This also means fD′−D = f . Note that supp(D+) = ∂ Γmax(f) and supp(D−) = ∂ Γmin(f).
Let l = max(f)−min(f) = ρ(D,D′). We may visualize the evolution from D to D′ as follows:
(1) For each point x ∈ supp(D) such that D(x) ≥ 0, we put D(x) chips at the point x.
If D(x) < 0, we simply say that the point x ∈ Γ is in debt of −D(x) chips. In this
sense, the divisor D is represented by the configuration of chips on Γ.
(2) Now we take a chip-firing move from Γmin(f) to Γmax(f) along the cut formed by
the open segments in Γ \ (Γmin(f)
⋃
Γmax(f)). More precisely, for each point x ∈
∂ Γmin(f) and the outgoing tangent direction t at x along an open segment in Γ \
(Γmin(f)
⋃
Γmax(f)) adjacent to x, take out mt chips at x where mt is the slope of f
along t which is an integer (this might make the point x in debt) and move these mt
along t at the speed of 1/mt. After a period of time l, we get a new configuration of
chips which represents the divisor D′.
We call the above process the chip-firing move associated to the primitive rational function
f or the chip-firing move from D to D′ or the chip-firing move from D of distance l. By
the direction of this chip firing move, we mean the process of moving mt chips from x into
Γmin(f)
c at the speed of of 1/mt for each x ∈ ∂ Γmin(f) and each tangent direction t at x
shooting into Γmin(f)
c (ignoring the distance information). We also call Γmin(f) the base
of this chip-firing move or of this chip-firing move direction. If in addition, D is effective
and D ≥ D−, then we always have enough chips on the boundary of Γmin(f) to fire and
D′ = D+ + (D − D−) is effective, i.e., this chip-firing move makes no point in debt. We
call it an effective chip-firing move from D. Moreover, it can be easily verified that any
rational function is a finite sum of primitive rational functions. Therefore, two divisors
D,D′ ∈ Div(Γ) are linearly equivalent if and only if D′ can be reached by D via finitely
many steps of chip-firing moves. If in addition D and D′ are effective, then it can also be
shown that all the intermediate chip-firing moves can be chosen to be effective, i.e., the
firings are within |D|. Actually, one way to choose the chip-firing moves is along the tropical
path from D to D′. Furthermore, The above notions of chip-firing moves, chip-firing move
directions, effective chip-firing moves, and bases of chip-firing moves can be straightforwardly
generalized to cases for R-divisors by allowing the slopes mt of the corresponding functions
to be real numbers.
The divisor theory on finite graphs or metric graphs is an analogue of the divisor theory
on algebraic curves, while in the latter not only complete linear systems are studied, linear
systems in general are also studied. Here we give the following definition of linear systems
in the context of metric graphs.
Definition 9.1. For a divisor D ∈ Divd+(Γ), a tropical polytope T ⊆ |D| containing D is
called a linear system associated to D. We say the degree of T is d. For convenience, we
also allow a linear system to be an empty set which is called the empty linear system.
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Example 9.2. In Figure 5, we consider a metric circle Γ and effective divisors of degree 3
on Γ. Suppose the total length of Γ is 2pi. A point x on Γ can be represented by its polar
angle θ(x) ∈ R/2pi. Let v1, v2, v3, w12, w23 and w13 be points on Γ such that θ(v1) = 7pi/6,
θ(v2) = pi/2, θ(v3) = −pi/6, θ(w12) = 5pi/6, θ(w23) = pi/6 and θ(w13) = −pi/2 respectively.
LetD0 = (v1)+(v2)+(v3). Then one can verify that a divisorD = (x1)+(x2)+(x3) ∈ Div3+(Γ)
is linearly equivalent to D0 if and only if θ(x1) + θ(x2) + θ(x3) = 3pi/2 mod 2pi. Then
|D0| can be represented by the locus of θ(x1) + θ(x2) + θ(x3) = 3pi/2 mod 2pi in the
quotient of (R/2pi)3 by the natural action of the symmetric group S3, which can actually
be viewed as an equilateral triangle centered at D0 with vertices D1 = 3(v1), D2 = 3(v2)
and D3 = 3(v3) as shown in Figure 5. Moreover, the midpoint of the side D1D2 corresponds
to the divisor D12 = 2(w12) + (v3), the midpoint of the side D2D3 corresponds to the
divisor D23 = 2(w23) + (v1), and the midpoint of the side D1D3 corresponds to the divisor
D13 = 2(w13) + (v2). In Figure 5, we also show some sub-linear systems of |D|. For example,
one can verify that the tropical segment [D1, D3] is exactly the side D1D3 of the triangle,
the tropical segment [D1, D23] is the exactly the median D1D23 of the triangle, the tropical
segment [D12, D23] is the union of [D0, D12] and [D0, D23] which are straight segments in the
medians D3D12 and D1D23 respectively. In addition,
(1) the tropical path from D1 to D3 corresponds to exactly one step of chip-firing move
where one chip moves from v1 to v2 along the segment through w12 at the speed of
two units and two chips move from v1 to v3 along the segment through w13 at the
speed of one unit,
(2) the tropical path from D1 to D23 corresponds to exactly one step of chip-firing move
where one chip moves from v1 to w23 along the segment through v2 at the speed of
one unit and one chip moves from v1 to w23 along the segment through v3 at the
speed of one unit, and
(3) the tropical path from D12 to D23 corresponds to two steps of chip-firing moves: the
first step is the chip-firing move from D12 to D0 where one chip moves from w12 to v1
at the speed of one unit and one chip moves from w12 to v2 at the speed of one unit,
and the second step is the chip-firing move from D0 to D23 where one chip moves
from v2 to w23 at the speed of one unit and one chip moves from v3 to w23 at the
speed of one unit.
Moreover, the linear systems tconv({D12, D23, D13}), tconv({D12, D2, D13}) and tconv({D12, D2, D23})
are also illustrated, which is purely 1-dimensional, not of pure dimension and purely 2-
dimensional respectively.
9.2. Tropical Projections and the Tropical Weak Independence Criterion for Di-
visors and R-Divisors. As stated in the previous subsection, using the embedding map
ιD0 : RDivd+(Γ) → TP(Γ) with D 7→ [fD−D0 ] where D0 ∈ RDivd+, we may translate the
theorems for lower tropical convexity on TP(Γ) to theorems for tropical convexity on RDivd+
and this translation is essentially independent from the R-divisor D0 used for the embedding
ιD0 .
First we may define the B-pseudonorms to all degree zero R-divisors D as TDUp := TfDUp
for all p ∈ [1,∞]. In particular, TD2 − D1Up = TfD2−D1Up = TιD0(D2) − ιD0(D1)Up for all
D1, D2 ∈ RDivd+. Then we can rewrite the tropical projection theorem (Theorem 4.6 and
Corollary 4.8) as follows:
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Figure 5. A metric circle Γ, a complete linear system |D0| on Γ and several
linear systems in |D0|.
Theorem 9.3. For a compact tropically convex subset T of RDivd+(Γ) and an arbitrary
element E in RDivd+(Γ), consider the following real-valued functions Θ
(T,E)
p : T → [0,∞)
with p ∈ [1,∞] given by D 7→ TD − EUp. In particular, Θ(T,E)∞ (D) = ρ(D,E).
(1) There is a unique element piT (E) called the tropical projection of E to T which min-
imizes Θ
(T,E)
p for all p ∈ [1,∞).
(2) The minimizer of Θ
(T,E)
∞ is compact and tropically convex which contains piT (E).
(3) The following are equivalent:
(a) D0 = piT (E);
(b) For each D ∈ T , TD − EU1 = TD −D0U1 + TD0 − EU1;
(c) For each D ∈ T , Γmin(fD−D0)
⋂
Γmin(fD0−E) 6= ∅;
(d) For each D ∈ T , Γmin(fD−D0)
⋂
Γmin(fD0−E) = Γmin(fD−E);
(e) For each D ∈ T such that D 6= D0, Γmin(fD0−D)
⋂
Γmin(fD−E) = ∅.
Corollary 9.4. For a compact tropically convex subset T of RDivd+(Γ), let cT + F :=
{c · D + F | D ∈ T} for F ∈ RDivm+(Γ) and c > 0. Then cT + F is a compact tropically
convex subset of RDivcd+m+ (Γ) and picT+F (c · E + F ) = c · piT (E) + F for all E ∈ RDivd+(Γ).
Proof. This is an interpretation of Proposition 4.10(1) for RDiv+(Γ).
Let D0 = piT (E). Then for each D ∈ T , Γmin(fD−D0)
⋂
Γmin(fD0−E) 6= ∅ by Theorem 9.3.
Since Γmin(f(c·D+F )−(c·D0+F )) = Γmin(c · fD−D0) = Γmin(fD−D0) and Γmin(f(c·D0+F )−(c·E+F )) =
Γmin(c · fD0−E) = Γmin(fD0−E), we must have for each c ·D + F ∈ cT + F ,
Γmin(f(c·D+F )−(c·D0+F ))
⋂
Γmin(f(c·D0+F )−(c·E+F )) 6= ∅
which means picT+F (c · E + F ) = c ·D0 + F . 
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The following proposition is the version of Proposition 4.11 for RDivd+.
Proposition 9.5. Let T and T ′ be compact tropical convex subsets of RDivd+(Γ) such that
T ′ ⊆ T . Then for each E ∈ RDivd+(Γ), piT ′(E) = piT ′(piT (E)).
The following theorem is the version of Theorem 7.1 and Theorem 7.3 for RDivd+.
Theorem 9.6. Let T ⊆ RDivd+ be a tropical polytope generated by D1, · · · , Dn. Let E be an
R-divisor of degree d.
(1) E ∈ T if and only if ⋃ni=1 Γmin(fDi−E) = Γ.
(2) If D0 = piT (E) and D is an arbitrary R-divisor in T , then Γmin(fD−E) ⊆ Γmin(fD0−E) =⋃n
i=1 Γmin(fDi−E).
(3) Let S be the set of extremals of T . Then S ⊆ {D1, · · · , Dn} and T = tconv(S).
Note that in the above theorem, if we make a further restriction to Divd+(Γ) with T being a
linear system (Definition 9.1), then it will be a finitely verifiable criterion to tell whether an
arbitrary divisor D ∈ Divd+(Γ) is contained in T . Moreover, we have the following immediate
corollary.
Corollary 9.7. Let T be a linear system, i.e., T = tconv({D1, · · · , Dn}) where D1, · · · , Dn
are linearly equivalent divisors. Then for each divisor E ∈ RDivd+ \Divd+, we must have⋃n
i=1 Γmin(fDi−E) 6= Γ.
Proof. This follows from Theorem 9.6 knowing that E cannot be an element of T . 
Example 9.8. Let T be the linear system tconv({D12, D2, D13}) in Figure 5. Here we
will use Theorem 9.6 to verify that D0 ∈ T and D23 /∈ T . We note that Γmin(fD12−D0) is
the segment v1v3v2, Γmin(fD2−D0) is the segment v1v3, Γmin(fD13−D0) is the segment v1v2v3,
Γmin(fD12−D23) is the point w23, Γmin(fD2−D23) is the segment v1v3w23 and Γmin(fD13−D23)
is the point w23. Thus Γmin(fD12−D0)
⋃
Γmin(fD2−D0)
⋃
Γmin(fD13−D0) = Γ which means
D0 ∈ T and Γmin(fD12−D23)
⋃
Γmin(fD2−D23)
⋃
Γmin(fD13−D23) is the segment v1v3w23 which
means D23 /∈ T by Theorem 9.6.
9.3. Reduced Divisors: from b-Functions to B-Pseudnorms. Let us first recall the
definition of reduced divisors on a metric graph Γ. Let X be a closed subset of Γ. For
each p ∈ X, we denote the number of segments leaving X at p by outdegX(p). Note that
outdegX(p) = 0 for all p ∈ X \ ∂X.
Definition 9.9. Fix a point q ∈ Γ. We say a divisor D ∈ Div(Γ) is q-reduced if
(1) D(x) ≥ 0 for all x ∈ Γ \ {q} and
(2) for every closed subset X of Γ \ {q}, there exists a point p ∈ ∂X such that D(p) <
outdegX(p).
The most important property of reduced divisors is that for each point q ∈ Γ each divisor
D, there exists a unique q-reduced divisorDq in the linear equivalence class [D]. In particular,
if D is effective, then Dq ∈ |D|.
Adapted from an algorithm in the context of sanpile models [Dha90], there is a classical
algorithm commonly called Dhar’s algorithm which can efficiently determine whether a di-
visor is q-reduced for finite graphs and metric graphs [Luo11]. Baker and Shokrieh [BS13]
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obtained an elegant characterization of reduced divisors for finite graphs using energy pair-
ing. In particular, they introduced the notion of bq-function on the divisor group of a finite
graph G where q is an arbitrary vertex of G and proved that an effective divisor D is q-
reduced if and only if D minimizes the bq-function restricted to the complete linear system
|D| on G (Theorem 4.14 in [BS13]).
An interesting observation is that the natural translation of bq-function in the context of
metric graphs is exactly the B1-pseudonorm of fD−d·(q) where D is a divisor of degree d on Γ
(actually we name B-pseudonorms after b-functions) . On one hand, the q-reduced divisors
in the context of metric graphs should also be minimizers of bq-function on complete linear
systems as in the context of finite graphs proved in [BS13]. On the other hand, we know
that |D| is a tropical polytope and thus we can make a tropical projection of any effective
divisor E of degree d to |D| which minimizes all B-pseudonorms of T· − EUp restricted to
|D|. This actually means that the q-reduced divisor in |D| should be exactly the tropical
projection of the divisor d · (q) to |D|. We give a precise characterization in the following
proposition.
Proposition 9.10. Consider a complete linear system |D| ⊆ Divd+(Γ) on a metric graph Γ.
For an arbitrary point q ∈ Γ, the following are equivalent:
(1) D0 ∈ |D| is q-reduced.
(2) The base of any possible effective chip-firing move from D0 contains q.
(3) For each D′ ∈ |D|, Γmin(fD′−D0) contains q.
(4) For each D′ ∈ |D|, Γmin(fD′−D0)
⋂
Γmin(fD0−d·(q)) 6= ∅.
(5) D0 = pi|D|(d · (q)).
Proof. (1)⇔(2): By Remark 17, to make an effective chip-firing move from D0 with base
X, we must have enough chips at all boundary points of X, i.e., for each point p ∈ ∂X,
D0(p) ≥ D−(p) ≥ outdegX(p) where D− is the noneffective part of the primitive rational
function with respect to the chip-firing move. Therefore, by Definition 9.9, the base of any
effective chip-firing move from D0 must contain q, since D0 is q-reduced.
(2)⇔(3): This is because on one hand chip-firing moves are associated to primitive rational
functions and on the other hand Γmin(fD′−D0) for each D
′ ∈ |D| must coincide with the base
of some effective chip-firing move from D0.
(3)⇔(4): This follows from Lemma 9.11.
(4)⇔(5): This follows from Theorem 9.3. 
Lemma 9.11. For each q ∈ Γ and D,D′ ∈ RDivd+(Γ) with d > 0, Γmin(fD′−D)
⋂
Γmin(fD−d·(q)) 6=
∅ if and only if q ∈ Γmin(fD′−D).
Proof. Clearly Γmin(fD−d·(q)) must contain q. So if q ∈ Γmin(fD′−D), then Γmin(fD′−D)
⋂
Γmin(fD−d·(q)) 6=
∅.
Suppose Γ1, · · · ,Γm are the connected components of Γ \ {q}. We note that for i =
1, · · · ,m,
(1) Γmin(fD−d·(q))
⋂
Γi 6= ∅ if and only if Γmin(fD−d·(q))
⋂
Γi = Γi if and only if supp(D)
⋂
Γi =
∅, and
(2) if q /∈ Γmin(fD′−D), then Γmin(fD′−D)
⋂
Γi 6= ∅ if and only if supp(D)
⋂
Γi 6= ∅.
Now suppose Γmin(fD′−D)
⋂
Γmin(fD−d·(q)) 6= ∅. If q /∈ Γmin(fD′−D), then there must
be some Γi such that Γmin(fD′−D)
⋂
Γi 6= ∅ and Γmin(fD−d·(q))
⋂
Γi 6= ∅. Then by (1),
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Γmin(fD−d·(q))
⋂
Γi 6= ∅ means that supp(D)
⋂
Γi = ∅, and by (2), Γmin(fD−d·(q))
⋂
Γi 6= ∅
means that supp(D)
⋂
Γi 6= ∅, a contradiction. 
Remark 18. Let X be the vertex set of G equipped with the counting measure and we can
also use our theory to study the b-functions on a finite graph G directly. In this way, the
bq-function on is exactly the B
1-pseudonorm of fD−d·(q) where q is a vertex of G and D is
a divisor of degree d on G. Note that Remark 4.15 of [BS13] provides variations of the bq-
function which says that the weights of different vertices can be different as long as all being
non-negative. Such variations do not affect the q-reduced divisors being the minimizers
of the bq-function restricted to complete linear systems. This fact is exactly reflected in
Corollary 4.8(c) which says tropical projections are independent of the measure on X, since
different measures on X can be considered as different distributions of weights on vertices.
Proposition 9.10 tells us that the q-reduced divisor in a complete linear system |D| of
degree d is no more than the tropical projection of the divisor d · (q) to |D|. Therefore we
have the following natural generalization of the notion of reduced divisors.
Definition 9.12. Let T be a compact tropically convex subset of RDivd+. Then for each
q ∈ Γ, the q-reduced R-divisor in T is the tropical projection of d · (q) to T .
We can derive the following proposition as an analogue of Proposition 9.10.
Proposition 9.13. Consider a compact tropically convex subset T of RDivd+(Γ). For an
arbitrary point q ∈ Γ, the following are equivalent:
(1) D0 is the q-reduced in T .
(2) The base of any possible effective chip-firing move inside T from D0 contains q.
(3) For each D ∈ T , Γmin(fD−D0) contains q.
(4) For each D ∈ T , Γmin(fD−D0)
⋂
Γmin(fD0−d·(q)) 6= ∅.
(5) D0 = piT (d · (q)).
Proof. The equivalence of (1) and (5) follows from Definition. The equivalence of (2)–(5)
follows from arguments analogous to those in the proof of Proposition 9.10 with the notion
of chip-firing moves generalized to cases for R-divisors (Remark 17). 
Corollary 9.14. Let q be an arbitrary point in Γ and T be a compact tropical convex subset
of RDivd+(Γ). For each D ∈ T , the value of D at q is at most the value of q-reduced divisor
in T at q.
Proof. Let D0 be the q-reduced divisor in T . Then by Proposition 9.13, we see that for
each D ∈ T , Γmin(fD−D0) contains q. This actually implies the value of D − D0 at q is
non-positive. 
Remark 19. We can actually be more precise about Corollary 9.14. As in the above proof,
let B = Γmin(fD−D0). If q is a boundary point of B, then D(q) < D0(q), and if q is not a
boundary point of B, then D(q) = D0(q).
The following proposition says that reduced R-divisors are invariant under “translation”
and scaling of the corresponding compact tropically convex set.
Proposition 9.15. Let T be a compact tropically convex subset of RDivd+ and F be an
effective R-divisor of degree m. Let cT + F := {c · D + F | D ∈ T} ⊆ RDivcd+m+ . Then
picT+F ((cd+m) · (q)) = picT+F (cd · (q) + F ) = c · piT (d · (q)) + F for each q ∈ Γ.
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Proof. First we note that picT+F (cd · (q) + F ) = c · piT (d · (q)) + F follows from Corollary 9.4
directly.
Now let D0 be the q-reduced R-divisor piT (d · (q)) in T . Then by Proposition 9.13, for
each D ∈ T , Γmin(fD−D0) contains q. Therefore, for each c · D + F ∈ cT + F , we have
q ∈ Γmin(f(c·D+F )−(c·D0+F )) = Γmin(fD−D0). Using Proposition 9.13 again, this means that
c ·D0 + E is exactly the q-reduced R-divisor picT+F ((cd+ e) · (q)) in cT + F . 
Example 9.16. Consider the metric circle Γ in Figure 5. Let us use Proposition 9.13(2) to
verify some divisors as being reduced with respect to certain points.
(1) Consider the complete linear system |D0|. There are three possible effective chip-
firing move directions from D1:
(a) along the direction of D1D2, i.e., two chips move from v1 towards w12 at the
speed of one unit and one chip moves from v1 towards w13 at the speed of two
unit;
(b) along the direction of D1D3, i.e., two chips move from v1 towards w13 at the
speed of one unit and one chip moves from v1 towards w12 at the speed of two
unit; and
(c) along the direction of D1D0, i.e., one chip moves from v1 towards w12 and one
chip moves from v1 towards w13, both at the speed of one unit.
The bases of all the above chip-firing move directions are identical to {v1}. Therefore,
v1-reduced divisor in |D0| is D1 by Proposition 9.13(2). It can be verified analogously
that the v2-reduced divisor in |D0| is D2 = 3(v2), and the v3-reduced divisor in |D0|
is D3 = 3(v3).
(2) Consider the tropical segment [D1, D3]. We observe that an effective chip-firing move
inside [D1, D3] from D1 can only be along the direction of D1D3 whose base is the
point v1, and an effective chip-firing move inside [D1, D3] from D3 can only be along
the direction of D3D1 whose base is the point v3. Therefore, D1 and D3 are the v1-
reduced and v3-reduced divisors in T respectively. Moreover, an effective chip-firing
move inside [D1, D3] from D13 can be either along the direction of D13D1 whose base
is the segment w13v3v2 or along the direction of D13D3 whose base is the segment
w13v1v2. Both bases contain w13 and v2 which means that D13 is the reduced divisor
in [D1, D3] with respect to both w13 and v2.
(3) Let T = tconv({D12, D23, D13}). We observe that an effective chip-firing move inside
T from D0 should be along one of the directions of D0D12, D0D23 and D0D13 whose
bases are the segment v1v3v2, the segment v2v1v3 and the segment v1v2v3 respectively.
This means that the reduced divisors in T with respect to v1, v2 and v3 are all
identical to D0. From D12, there is only one direction of chip-firing move which is
along D12D0 with base being the point w12. Therefore, D12 is the w12-reduced divisor
in T . Analogously, D23 and D13 are the w23-reduced and w13-reduced divisors in T
respectively.
9.4. Reduced Divisor Maps and Tropical Trees. By sending a point q in a metric graph
Γ to a complete linear system |D| on Γ, we can naturally define a map called the reduced
divisor map from Γ to |D|, which was originally studied in [Ami13]. Using the generalized
notion of reduced divisors introduced in the previous subsection, we can broaden the notion
of reduced divisor maps.
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Figure 6. Examples of reduced divisor maps and harmonic morphisms.
Definition 9.17. Let T be a compact tropically convex subset of RDivd+. The map RedT :
Γ→ T given by q 7→ piT (d · (q)) is called the reduced divisor map from Γ to T .
The following proposition is a direct corollary of Proposition 9.5.
Proposition 9.18. Let T and T ′ be compact tropical convex subsets of RDivd+(Γ) such that
T ′ ⊆ T . Then for each q ∈ Γ, RedT ′(q) = piT ′(RedT (q)).
Clearly reduced divisor maps are continuous since tropical projections are continuous. In
the following discussions, we will focus on reduced divisor maps to linear systems.
Example 9.19. As discussed in Example 9.16(1), we see that Red|D0|(v1) = D1, Red|D0|(v2) =
D2 and Red|D0|(v3) = D3. Actually Red|D0| is an embedding of Γ into |D0| where the
image of Red|D0| is the circumference of |D0|. Now consider the reduced divisor map to
the tropical segment [D1, D3]. In Example 9.16(2), we’ve shown that Red[D1,D3](v1) = D1,
Red[D1,D3](v3) = D3 and Red[D1,D3](v2) = Red[D1,D3](w13) = D13. Note that from Exam-
ple 9.2, we know that in the chip-firing move from D1 to D3, two chips move from v1 to v3
along the segment v1w13v3 at the speed of one unit and one chip moves from v1 to v3 along the
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segment v1v2v3 at the speed of two units. Thus we may write the PD3−D1(t) = 2 · (x) + (y)
where x is the point on the segment v1w13v3 of distance t/2 from v1 and x is the point
on the segment v1v2v3 of distance t from v1 for t ∈ [0, ρ(D1, D3)]. One can verify that
Red[D1,D3](x) = Red[D1,D3](y) = PD3−D1(t). This reduced divisor map to [D1, D3] is also illus-
trated in Figure 6(a). Now consider T = tconv({D12, D23, D13}). In Example 9.16(3), we’ve
shown that RedT (v1) = RedT (v2) = RedT (v3) = D0, RedT (w12) = D12, RedT (w23) = D23
and RedT (w13) = D13. Actually, T can be realized by gluing v1w12 with v2w12, v2w23 with
v3w23, and v1w13 with v3w13, as illustrated in Figure 6(b). More precisely, the divisors on
the tropical path from D12 to D0 can be written as PD12−D0(t) = (x) + (y) + (v3) where x
and y are points on the segments w12v1 and w12v2 respectively, both of distance t to w12
where t ∈ [0, ρ(D12, D0)]. Then RedT (x) = RedT (y) = PD12−D0(t). Similarly, we can derive
the reduced divisor map restricted to the segment v2w23v3 whose image is [D23, D0] and
restricted to the segment v1w13v3 whose image is [D13, D0].
Now let us study one-dimensional linear systems and the corresponding reduced divisor
maps. For a linear system T , let supp(T ) =
⋃
D∈T supp(D). We have the following notions.
Definition 9.20. Let T be a linear system on a metric graph Γ generated by D1, · · · , Dm.
We say that T is a tropical tree if T =
⋃
i,j=1,··· ,m[Di, Dj]. A tropical tree T is called dominant
if supp(T ) = Γ. For two tropical trees T and T ′, we say T ′ is a tropical subtree of T if T ′ ⊆ T .
We say a tropical tree T is maximal if the only tropical tree containing T is T itself.
Clearly, when not being a singleton, since the intersection of two tropical segments is a
tropical segment (Proposition 3.6(6)), a tropical tree T = tconv({D1, · · · , Dm}) actually has
a tree structure and the extremals of T are the leaves of T . Moreover, if T ′ is a tropical
subtree of T , denote the set of connected components of T \ T ′ by U(T \ T ′). Note that the
closure cl(U) of each U ∈ U(T \ T ′) is a also a tropical subtree of T and the intersection
of T ′ and cl(U) is a single point which we call the attaching point between T ′ and cl(U).
Then following lemma says that the tropical projection from T to T ′ respects the natural
retraction from T to T ′.
Lemma 9.21. Let T ′ be a tropical subtree of a tropical tree T . For U ∈ U(T \ T ′), let D0
be the attaching point between T ′ and cl(U). Then piT ′(D) = D0 for all D ∈ cl(U).
Proof. This is a corollary of Proposition 4.10 (3) and (4). Actually for D ∈ cl(U), D0
must be contained in the tropical segment [D, piT ′(D)] since T is a tropical tree. Now by
Proposition 4.10 (3) and (4), piT ′(D) = piT ′(D0) = D0. 
The following proposition says that tropical trees can be tested locally.
Proposition 9.22. A linear system T is a tropical tree if and only if for each D ∈ T and
the bases B1, · · · , Bs of all possible effective chip-firing moves inside T from D, we have
Bi
⋃
Bj = Γ for all distinct Bi, Bj ∈ {B1, · · · , Bs}.
Proof. Suppose T is a tropical tree generated by linear equivalent divisors D1, · · · , Dm of
degree d. We may assume that D1, · · · , Dm are all extremals (or leaves) of T . Consider an
arbitrary divisor D ∈ T .
If D is an extremal of T , then we may assume D = D1 without loss of generality. In
this way,
⋂m
i=2[D,Di] is a tropical segment [D,D
′] for some D′ ∈ T which is distinct from
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D (Proposition 3.6(6)). This actually means that from D, we can only have exactly one
effective chip-firing base B1 = Γmin(fD′−D).
Now suppose that D is not an extremal of T . Let D′1, · · · , D′s be all the distinct divisors
close enough to D such that fD′i−D is a primitive rational function for i = 1, · · · , s. Note
that s is at least two since D is not a leaf of T . Let Bi = Γmin(fD′i−D) for i = 1, · · · , s.
Then B1, · · · , Bs are the bases of all possible effective chip-firing moves inside T from D.
Note that Bi 6= Γ. For each distinct i, j = 1, · · · , s, we know that D ∈ [D′i, D′j] which means
Bi
⋃
Bj = Γmin(fD′i−D)
⋃
Γmin(fD′j−D) = Γ by Theorem 9.6.
Conversely, suppose D is a divisor in a linear system T generated by the extremals
D1, · · · , Dm such that for the bases B1, · · · , Bs of all possible effective chip-firing moves
inside T from D, we have Bi
⋃
Bj = Γ for all distinct Bi, Bj ∈ {B1, · · · , Bs}. Claim that
D ∈ [Di, Dj] for some Di, Dj ∈ {D1, · · · , Dm}. This will imply that T is a tropical tree.
Let B′i = Γmin(fDi−D) for i = 1, · · · ,m. If there is some B′i identical to Γ, then D
must be the extremal Di of T . Now suppose D is not an extremal of T which means
B′i 6= Γ for all i = 1, · · · ,m. Then it is clear that {B′1, · · · , B′m} ⊆ {B1, · · · , Bs}. Since
D ∈ T = tconv({D1, · · · , Dm}), we must have
⋃m
i=1 B
′
i = Γ by Theorem 9.6. This actually
means that B′1, · · · , B′m can not be all identical since they are proper subsets of Γ. Without
loss of generality, we may assume B′1 = B1 is distinct from B
′
2 = B2. Then by assumption,
B′1
⋃
B′2 = B1
⋃
B2 = Γ. Therefore, by applying Theorem 9.6 again, we conclude that
D ∈ [D1, D2]. 
Remark 20. For a linear system T and a divisor D ∈ T , let C1, · · · , Cn be the connected
components of Γ \ supp(D) and B1, · · · , Bs be the bases of all possible effective chip-firing
moves inside T from D. Then a chip firing of base Bi will move some chips on the boundary
of Bi into the complement B
c
i of Bi. Note that B
c
i must contain some Ci = Ci1
⋃ · · ·⋃Cini
as a dense subset. The local criterion for D ∈ T with T being a tropical tree T (Propo-
sition 9.22) is equivalent to saying that when D is not an extremal of T , s must be at
least 2 and for each distinct Ci = Ci1
⋃ · · ·⋃Cini and Cj = Cj1 ⋃ · · ·⋃Cjnj , we must have
{Ci1 , · · · , Cini}
⋂{Cj1 , · · · , Cjnj } = ∅. This also implies that if T is a tropical tree and
D ∈ T , then there is a one-to-one correspondence among the following objects:
(1) the bases of all possible effective chip-firing moves inside T from D,
(2) the directions of all possible effective chip-firing moves inside T from D,
(3) all the outgoing tangent directions from D in T , and
(4) the connected components of T \ {D}.
For future discussions, we denote the set of bases of all possible effective chip-firing moves
inside T from D by BT (D), the set of outgoing tangent directions from D in T by TanT (D),
and the set of components of T \ {D} by UT (D). Then we have one-to-one correspondence
among elements in BT (D), TanT (D) and UT (D). Moreover, when talking about chip-firing
directions, given an outgoing tangent direction t from D in T , we may also say that D takes
an effective chip-firing move along t.
Example 9.23. Again, we consider the linear systems on the metric circle Γ in Figure 5. Let
T = tconv({D12, D23, D13}) and T ′ = tconv({D12, D2, D13}). One can easily verify that T is
a tropical tree while T ′ is not by Definition 9.20. Note D0 = (v1) + (v2) + (v3) is a divisor in
both T and T ′. There are three connected components C1, C2 and C3 of Γ \ supp(D0) where
C1 is the open segment between v2 and v3 through w23, C2 is the open segment between v1
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and v3 through w13, and C3 is the open segment between v1 and v2 through w12. Let us test
D0 locally based on Proposition 9.22 and Remark 20.
(1) There are three directions of effective chip-firing moves from D0 allowed in T : (1)
the chips at v2 and v3 move towards w23 at the same speed whose base is B1 =
C2
⋃
C3
⋃{v1, v2, v3}; (2) the chips at v1 and v3 move towards w13 at the same speed
whose base is B2 = C1
⋃
C3
⋃{v1, v2, v3}; and (3) the chips at v1 and v2 move towards
w12 at the same speed whose base is B3 = C1
⋃
C2
⋃{v1, v2, v3}. Clearly Bci = Ci
for i = 1, 2, 3. Then B1
⋃
B2 = B2
⋃
B3 = B1
⋃
B3 = Γ or equivalently C1
⋂
C2 =
C2
⋂
C3 = C1
⋂
C3 = ∅. Therefore D0 satisfies the local tropical tree condition for
T1.
(2) There are three directions of effective chip-firing moves from D0 allowed in T
′: (1)
the chips at v1 and v3 move towards w13 at the same speed whose base is B
′
1 =
C1
⋃
C3
⋃{v1, v2, v3}; (2) the chips at v1 and v3 move towards v2 at the same speed
whose base is B′2 = C2
⋃{v1, v3}; (3) the chips at v1 and v2 move towards w12 at
the same speed whose base is B′3 = C1
⋃
C2
⋃{v1, v2, v3}. Note that B′1c = C2,
B′2
c = C1
⋃
C3
⋃{v2}, and B′3c = C3. Now B′2⋃B′3 = B′3 6= Γ or equivalently
{C1, C3}
⋂{C3} = {C3} 6= ∅. Therefore, D0 does not satisfy the local tropical tree
condition for T ′ which means T ′ cannot be a tropical tree.
Lemma 9.24. For any tropical tree T , the corresponding reduced divisor map RedT is sur-
jective and the preimage of D ∈ T under RedT is
⋂
B∈BT (D) B.
Proof. First we note that for each p and q in Γ and any path P connecting p and q, the
tropical segment [RedT (p),RedT (q)] must be a subset of the image of P under RedT since
RedT is continuous. So it remains to show that the extremals D1, · · · , Dm of T are contained
in the image of RedT . Consider an extremal Di of T . Note that there is exactly one base B
for all possible effective chip-firing moves inside T from Di. By Proposition 9.13, this means
that Di is reduced with respect to all the points in B. Also by Proposition 9.13, in general
we have Red−1T (D) =
⋂
B∈BT (D)B for all D ∈ T . 
Corollary 9.25. Let T be a tropical tree. For each D1, D2 ∈ T , let f be an associated
function of D2 − D1, i.e., div(f) = D2 − D1. Consider a divisor D = PD2−D1(t) for some
t ∈ [0, ρ(D1, D2)].
(1) Red−1[D1,D2](D) = f
−1(t), i.e., Red[D1,D2] is exactly PD2−D1 ◦ f .
(2) If f−1(t) is a finite set, then Red−1T (D) = f
−1(t).
Proof. Note that forD in the interior of the tropical segment [D1, D2], there are two directions
of effective chip-firing moves from D inside [D1, D2], one towards D1 with base {p ∈ Γ |
f(p) ≥ t} and the other towards D2 with base {p ∈ Γ | f(p) ≤ t}. Then Red−1[D1,D2] =⋂
B∈BT (D) B = {p ∈ Γ | f(p) ≥ t}
⋂{p ∈ Γ | f(p) ≤ t} = f−1(t). The same result for D
being D1 or D2 follows from analogous arguments while instead only one direction of effective
chip-firing moves from D is allowed.
Now if f−1(t) is a finite set, we can extend the result even to Red−1T (D). The reason
is that the finiteness of f−1(t) can guarantee that there are no more directions of effective
chip-firing moves from D inside T than the directions only inside [D1, D2]. 
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Remark 21. For Corollary 9.25(2), we note that the level sets f−1(t) of f is generically finite,
i.e., the set of t such that f−1(t) is infinite is a finite set.
Lemma 9.26. For each q ∈ Γ and U ∈ UT (RedT (q)), all divisors in U take the same value
at q, which is at most the value of RedT (q) at q.
Proof. Let D0 = RedT (q). By Corollary 9.14, we know that the value of all divisors in T is
at most the value of D0 at q. Now consider any two divisors D1 and D2 in a component U
of T \ {D}. Let B be the base of effective chip-firing moves inside T from D corresponding
to U (Remark 20). Then B = Γmin(fD2−D0) = Γmin(fD1−D0) and q belongs to B by Proposi-
tion 9.13. Since T is a tropical tree, we may assume that D1 is in the interior of the tropical
segment [D0, D2]. Let B
′ = Γmin(fD2−D1). Then B is a proper subset of Γmax(fD1−D0)
c, B′
is the closure of Γmax(fD1−D0)
c, and we conclude that q belongs to B′ \ ∂B′. Thus the value
of D2 −D1 is 0 at q. 
Remark 22. By Lemma 9.26, we can define a function τq on UT (RedT (q)) such that for each
U ∈ UT (RedT (q)), τq(U) is the value of a divisor on U at q. We say τq is trivial if τq(U) = 0
for all U ∈ UT (RedT (q)).
Moreover, let Tq := {D ∈ T | q ∈ supp(D)}. We have the following cases for Tq:
(1) If q /∈ supp(RedT (q)), then Tq = ∅.
(2) If q ∈ supp(RedT (q)), then Tq = {q}
⋃
(
⋃
U∈UT (RedT (q)),τq(U)>0 U). In particular, when
in addition τq is trivial, Tq is exactly the singleton {q}. Moreover, there are only
finitely many points q ∈ Γ with nontrivial τq. This can be proved by the following
arguments. Let Q be the set of points q such that τq is nontrivial. Consider the
extremals D1, · · · , Dm of T . Then for each q ∈ Q, Tq
⋂{D1, · · · , Dm} must be
nonempty. Then if Q is an infinite set, then there must be some Di ∈ {D1, · · · , Dm}
such that there are infinitely many points q ∈ Q with Di ∈ Tq. But this means that
supp(Di) is an infinite set, which is impossible.
The following proposition provides several criteria for a tropical tree being dominant.
Proposition 9.27. Let T be a tropical tree. Then the following are equivalent:
(1) T is dominant.
(2) For each p ∈ Γ, p ∈ supp(RedT (p)).
(3) The corresponding reduced divisor map RedT is finite., i.e., the preimage of any
divisor in T is a finite set.
(4) (Local criterion) For each D ∈ T , we have supp(D)⋃(⋃B∈BT (D)Bc) = Γ where Bc
is the complement of B in Γ.
Proof. (1)⇔(2): Suppose T is dominant, i.e., for each p ∈ Γ, there exists a divisor D ∈ T
such that p ∈ supp(D). By Corollary 9.14, we know that the value of RedT (p) at p is at
least the value of D at p, which means p ∈ supp(RedT (p)).
(2)⇔(3): If p ∈ supp(RedT (p)) for each p ∈ Γ, then clearly the preimage of each D ∈ T
under RedT must be finite since it is a subset of supp(D). Conversely, if there exists a point
q ∈ Γ such that q /∈ supp(RedT (p)), then we claim that the preimage of RedT (q) under the
reduced divisor map RedT is an infinite set. Let D0 = RedT (q). By Lemma 9.24, we know
that Red−1T (D0) =
⋂
B∈BT (D0) B 6= ∅. Note that the boundary points of each B ∈ BT (D0)
must be contained in supp(D0). Now q is contained in Red
−1
T (D0) but q /∈ supp(D0). Let
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C be the connected component of Γ \ supp(D0) which contains q. Then we must have
C ⊆ Red−1T (D0).
(2)⇔(4): Recall that Red−1T (D) =
⋂
B∈BT (D) B by Lemma 9.24. Therefore Red
−1
T (D) ⊆
supp(D) is equivalent to supp(D)
⋃
(
⋃
B∈BT (D) B
c) = supp(D)
⋃
(
⋂
B∈BT (D)B)
c = Γ.

Lemma 9.24 says that the reduced divisor map to a tropical tree T is surjective and provides
a characterization of the inverse image of the reduced divisor map. By Proposition 9.27, we
know that if in addition T is dominant, then the preimage of each D ∈ T under the reduced
divisor map must be a subset of supp(D). The following proposition provides a criterion to
characterize the preimage of D ∈ T under RedT more easily.
Proposition 9.28. For a dominant tropical tree T and a divisor D ∈ T , the following are
equivalent:
(1) D = RedT (q).
(2) q ∈ supp(D) and q is a boundary point of some B ∈ BT (D).
(3) q ∈ supp(D) and there exists at least one outgoing tangent direction t ∈ TanT (D)
such that as D takes an effective chip-firing move along t, at least one chip at q
moves.
Proof. The equivalence of (2) and (3) follows from the one-to-one correspondence of BT (D)
and TanT (D) (Remark 20) and the fact that an effective chip-firing move along t moves chips
on the boundary of the base of that chip-firing move. It remains to prove that Red−1(D) =⋃
B∈BT (D) ∂B ⊆ supp(D) where ∂B is the set of boundary points of B in Γ.
By Lemma 9.24, we have Red−1T (D) =
⋂
B∈BT (D) B. Then Red
−1
T (D) ⊆ supp(D) follows
from Proposition 9.27 directly. Note that this also means that Red−1T (D) is finite. Now
by Proposition 9.22, for each B ∈ BT (D), we must have Bc ⊆ B′ for all B′ ∈ BT (D)
such that B′ 6= B. This actually means that ∂B ⊆ B′ since B′ is closed in Γ. Therefore,⋃
B∈BT (D) ∂B ⊆
⋂
B∈BT (D) B = Red
−1
T (D). Now let A =
⋃
B∈BT (D) ∂B which is a finite set
and suppose that there exists q ∈ Red−1T (D)\A. Let C be the connected component of Γ\A
which contains q. Then we must have C ⊆ Red−1T (D) since q ∈ C ⊆ B for all B ∈ BT (D).
This contradicts the fact that Red−1T (D) is finite. 
Corollary 9.29. Dominant tropical trees are maximal.
Proof. Consider a dominant tropical tree T . Then by Lemma 9.24, we know that the reduced
divisor map RedT : Γ → T is surjective. If T is not maximal, then there exists a larger
tropical tree T ′ ⊇ T such that T ′ \ T is nonempty. Consider a connected component U of
T ′ \ T . First we note that Red−1T ′ (U) must be an infinite subset of Γ (this can be shown
in various ways, for example as a simple consequence of Corollary 9.25 by considering a
tropical segment contained in U). By Lemma 9.21 and Proposition 9.18, this means that for
all p ∈ Red−1T ′ (U), RedT (p) = piT (RedT ′(p)) = D0 with D0 being the attaching point between
T ′ and cl(U). However, by Proposition 9.27, it follows that Red−1T ′ (U) ⊆ supp(D0) which is
impossible since Red−1T ′ (U) is an infinite set. Therefore, T must be maximal. 
We have the following characterization of the reduced divisor map to a dominant tropical
tree as a whole.
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Proposition 9.30. Let ω be a continuous map from Γ to a complete linear system. Let T
be the image of ω. Let Tp := {D ∈ T | p ∈ supp(D)}. The following are equivalent.
(1) T is a dominant tropical tree and ω is the reduced divisor map to T .
(2) T is a linear system and for each p ∈ Γ, we have ω(p) ∈ Tp.
(3) T is a linear system and there exists a dense subset Γ0 of Γ such that for each p ∈ Γ0,
Tp is exactly the singleton {ω(p)}.
Proof. (1)⇒(2): This follows from Proposition 9.27 directly.
(2)⇒(3): Since the image T of the continuous map ω is a linear system, it can be verified
easily that T must be a tropical tree (using Definition 9.20 directly). Let Γ0 := {p ∈ Γ |
Tp = {ω(p)}}. Then we want to show that Γ0 is dense in Γ. Suppose for contradiction that
Γ0 is not dense in Γ, which means that there exists q ∈ Γ \ Γ0 and a small enough closed
neighborhood Nq = {p ∈ Γ | distΓ(p, q) ≤ } ⊆ Γ \ Γ0 with  > 0. Here we suppose 
is small enough that Nq is star-shaped with center q. Then ω(Nq) =
⋃k
i=1[ω(q), Ei] where
Ei’s are some divisors close enough to ω(q) in T . Note that ω(Np) is tropically convex by
this construction and cannot be the singleton {ω(q)}. Otherwise the support of ω(q) is an
infinite set which is impossible.
First we claim that for each p ∈ Γ, Tp is tropically convex. For each D1, D2 ∈ Tp, we
have D1(p), D2(p) ≥ 1. Note that the divisors on the tropical path from D1 to D2 are
PD2−D1(t) = div([min(t, fD2−D1)]) + D1 for t ∈ [0, ρ(D1, D2)]. Then the value of PD2−D1(t)
at p is either D1(p) or D2(p) for t ∈ [0, ρ(D1, D2)], which means that PD2−D1(t) ∈ Tp.
Now let us construct a sequence of divisors in T . We choose a divisor D1 from the interior
of the tropical segment [ω(q), E1] (with ω(q) 6= E1). Then there must be a point q1 ∈ Nq such
that D1 = ω(q1). This means that Tq1 is not a singleton. Since Tq1 is tropically convex, the
set Tq1
⋂
[ω(q), E1] is a tropical segment which contains D1 but is not the singleton {D1}. Let
[D1, F1] with D1 6= F1 be a tropical segment contained in Tq1
⋂
[ω(q), E1]. Choose a divisor
D2 from the interior of [D1, F1]. Again, there is a point q2 ∈ Nq such that D2 = ω(q2).
Clearly q1 6= q2 since D1 6= D2. But we note that {q1, q2} ⊆ supp(D2) since D2 ∈ Tq1 and
D2 = ω(q2). Moreover, we can keep doing this process and construct a sequence of divisors
D1, D2, · · · :
(1) Suppose we have already derived the tropical segment [Di, Fi] ∈ Tqi
⋂
[Di−1, Fi−1].
(2) Choose a divisor Di+1 from the interior of [Di, Fi] and find a point qi+1 ∈ Nq such
that Di+1 = ω(qi+1).
(3) The set Tqi+1
⋂
[Di, Fi] is a tropical segment which contains Di+1 but is not the sin-
gleton {Di+1}. Let [Di+1, Fi+1] with Di+1 6= Fi+1 be a tropical segment contained in
Tqi+1
⋂
[Di, Fi].
(4) Let i← i+ 1 and go to (1).
In this way, we derive a nested sequence of tropical segments [D1, F1] ⊇ [D2, F2] ⊇ · · ·
where [Di, Fi] ⊆ Tqi . Note that all qi’s are distinct since Di’s are distinct. Then we conclude
that {q1, · · · , qi} ⊆ supp(Di). But this is impossible since supp(Di) must be a finite set.
Therefore, Γ0 must be a dense subset of Γ.
(3)⇒(1): For p ∈ Γ0, we must have ω(p) = RedT (p) since ω(p) is the only divisor in T
with p belonging to supp(ω(p)) and the value of RedT (p) at the point p is the largest among
the values of all divisors in T at the point p (Corollary 9.14). Now since ω and RedT are both
continuous maps which coincide restricted to the dense subset Γ0 of Γ and , we conclude that
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ω = RedT . By the continuity of RedT and the equivalence of metric topology and symmetric
product topology of T (Appendix B), p ∈ supp(RedT ) is true for all p ∈ Γ, which means
that T is a dominant tropical tree by Proposition 9.27. 
Example 9.31. Let us reconsider Example 9.23 about the tropical tree T = tconv({D12, D23, D13})
shown in Figure 5. We note that T is a dominant tropical tree (which can be verified in
several ways, e.g., using Definition 9.20 directly, using Proposition 9.27 or Proposition 9.30).
Now specifically let us consider the divisor D0 ∈ T . In Example 9.23, we have verified that
D0 satisfies the condition in the local criterion for tropical trees (Proposition 9.22). Here we
will verify that D0 satisfies the condition in the local criterion for dominant tropical trees
(Proposition 9.27(4)). As shown in Example 9.23, there are three possible effective chip-firing
directions from D0 allowed in T : along D0D23 with base B1 being the segment v2v1v3, along
D0D13 with the base B2 being the segment v1v2v3, and along D0D12 with the base B3 being
the segment v1v3v2. Therefore, the local condition supp(D)
⋃
(
⋃
B∈BT (D) B
c) = Γ in Proposi-
tion 9.27(4) is satisfied. Furthermore, by Proposition 9.28, we get Red−1T (D0) = {v1, v2, v3}.
9.5. Harmonic Morphisms to Trees. For a metric graph Γ and a point p ∈ Γ, we denote
the set of all outgoing tangent directions from p in Γ by TanΓ(p).
Definition 9.32. Let Γ and Γ′ be two metric graphs.
(1) A pseudo-harmonic morphism φ from Γ to Γ′ is a continuous finite surjective piecewise-
linear map with nonzero integral slopes. (Here we say φ is finite if φ−1(y) is finite for
all y ∈ Γ′.) In particular, for all points p ∈ Γ and tangent directions t ∈ TanΓ(p), the
expansion factor dt(φ) along t is the absolute value of the integral slope of φ along t,
i.e., the ratio of the distance between φ(x) and φ(y) in Γ′ over the distance between
x and y in Γ where x and y are points close enough to p in the direction t.
(2) We say a pseudo-harmonic morphism φ : Γ → Γ′ is harmonic at a point p ∈ Γ if φ
satisfies the following balancing condition: for any tangent direction t′ ∈ TanΓ′(φ(p)),
the sum of the expansion factors dt(φ) over all tangent directions t in TanΓ(p) that
map to t′, i.e., the integer ∑
t∈TanΓ(p), t 7→t′
dt(φ),
is independent of t′ and is called the degree of φ at p, denoted by degp(φ).
(3) A pseudo-harmonic morphism φ : Γ → Γ′ is a harmonic morphism if φ is harmonic
at all p ∈ Γ.
(4) For a harmonic morphism φ : Γ→ Γ′, we define the degree of φ to be
deg(φ) :=
∑
p∈φ−1(q)
degp(φ),
which can be shown to be independent of q ∈ Γ′.
Remark 23. (1) Harmonic morphisms and pseudo-harminic morphisms can also be de-
fined to metrized complexes (metric graphs with certain points assoicated with alge-
braic curves) [ABBR15a,ABBR15b,LM18].
(2) Recall that the genus of a metric graph Γ is the first Betti number of Γ. For example,
a metric tree has genus 0 and a metric circle has genus 1. We say that a metric graph
Γmod is a modification of Γ if Γ is isometric to a subgraph of Γmod and the genus of
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Γmod is the same as the genus of Γ. This actually means that Γmod can be realized
by attaching metric trees to Γ as extra “branches”. For simplicity, we will treat Γ
just as a subgraph of Γmod.
(3) For a modification Γmod of Γ, there is a natural retraction map γ : Γmod → Γ. By
abuse of notation, for each divisor D =
∑
p∈Γmod mp · (p) on Γmod, we also write
γ(D) =
∑
p∈Γmod mp · (γ(p)) which is a divisor on Γ called the retraction D. Note
that for each D1 and D2 in Div(Γ
mod), D1 and D2 are linearly equivalent as divisors
on Γmod if and only if γ(D1) and γ(D2) are linearly equivalent as divisors on Γ.
(4) Consider a harmonic morphism φ : Γ → Γ′. Then any divisor D on Γ′ can be
naturally pulled back to a divisor φ∗(D) =
∑
p∈Γ degp(φ)D(φ(p)) · (p) on Γ. It can
be easily verified that deg(φ∗(D)) = deg(φ) deg(D).
Now let us focus on pseudo-harmonic morphisms and harmonic morphisms to metric
trees. The following lemma says that there is not much difference between pseudo-harmonic
morphisms and harmonic morphisms to metric trees.
Lemma 9.33. For a pseudo-harmonic morphism φ : Γ→ T where T is a metric tree, there
exists a harmonic morphism φmod : Γmod → T where Γmod is a modification of Γ such that
the restriction of φmod to Γ is exactly φ.
Proof. For a point p ∈ Γ, if the balancing condition in Definition 9.32(2) is not satisfied,
i.e., the integer dp,t′ =
∑
t∈TanΓ(p), t 7→t′ dt(φ) is not independent of t
′ ∈ TanΓ′(φ(p)), then we
“modify” Γ as follows:
(1) Let dp := maxt′∈TanΓ′ (φ(p))(dp,t′).
(2) Let U be the set of connected components of T \ {φ(p)}. Note that elements in U is
in one-to-one correspondence to elements in TanΓ(p).
(3) For each t′ ∈ TanΓ′(φ(p)), if dp,t′ < dp, then attach dp − dp,t′ copies of the connected
component U ∈ U corresponding to t′ to Γ at point p as extra branches.
(4) The natural identification of each extra branch with the connected component below
is incorporated into the morphism from the modification of Γ to T .
After these operations at p, we derive a new morphism which is balanced at p of degree dp.
Note that there can only be finitely many unbalanced points. Applying the above procedure
to all of them, we can derive a new metric graph Γmod which is a modification of Γ and a
harmonic morphism φmod : Γmod → T such that the restriction of φmod to Γ is exactly φ. 
Remark 24. The modification in the above proof is not necessarily unique and can be quite
flexible. For example, in Step (3), we may instead just attach a single branch to Γ at p
which is a scaling of U by a factor of 1/(dp − dp,t′). Actually in Proposition 6.2 of [LM18],
a pseudo-harmonic morphism of a metrized complex C(Γ) to a genus-0 metrized complex
C(T ) can be extended to a harmonic morphism from a modification of C(Γ) to C(T ) where
the corresponding modification of the underlying metric graph Γ can be subtly adjusted to
respect the the finite morphisms between the associated algebraic curves.
Remark 25. We will call the harmonic morphism φmod : Γmod → T an extension of the
pseudo-harmonic morphism in Lemma 9.33. Note that depending on different allowable
modifications of Γ, a pseudo-harmonic morphism can have various extensions to harmonic
morphisms.
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Lemma 9.33 tells us that pseudo-harmonic morphisms and harmonic morphisms to metric
trees are strongly correlated. The following theorem says that pseudo-harmonic morphisms
to metric trees are exactly the reduced divisor maps to dominant tropical trees discussed in
the previous subsection.
Theorem 9.34. (1) For each dominant tropical tree T ⊆ Divd+(Γ), if T is treated as a
metric tree, the reduced divisor map RedT : Γ → T is a pseudo-harmonic morphism
which can be extended to a degree-d harmonic morphism.
(2) For each pseudo-harmonic morphism φ : Γ→ T where T is a metric tree which which
can be extended to a degree-d harmonic morphism, T can be isometrically embedded
into a degree-d complete linear system as a dominant tropical tree and φ coincides
with the reduced divisor map RedT .
Proof. For (1), let D1, · · · , Dm be the extremals of T . Note that the rational function fDi−Dj
is a piecewise linear function with integral slopes (possibly zero at certain points) for each
i, j = 1, · · · ,m. Let Γij = Red−1T ([Di, Dj]). Note that Red[Di,Dj ] = pi[Di,Dj ] ◦ RedT by
Proposition 9.18 and pi[Di,Dj ] restricted to T is exactly the natural retraction from T to
[Di, Dj] by Lemma 9.21. Hence RedT |Γij= Red[Di,Dj ] |Γij . Recall that by Corollary 9.25,
Red[Di,Dj ] = PDj−Di ◦fDj−Di where the tropical path PDj−Di is an isometry from the segment
[0, ρ(Di, Dj)] to the tropical segment [Di, Dj] and fDj−Di is a rational function associated to
Dj −Di.
Consider a point p ∈ Γ and a tangent direction t ∈ TanΓ(p). Since T is a dominant
tropical tree which means that RedT is a continuous finite surjection with p ∈ supp(RedT (p))
for all p ∈ Γ (Proposition 9.27), there is a tangent direction t′ ∈ TanT (RedT (p)) which
is the pushforward of t by RedT . Therefore we can choose a tropical path from Di to
Dj which goes through RedT (p) along t
′. Note that p ∈ Γij and RedT coincides with
Red[Di,Dj ] = PDj−Di ◦ fDj−Di over Γij. Letting the expansion factor dt(RedT ) of RedT at p
along t be the slope of fDj−Di at p along t (which is always a positive integer), we conclude
that RedT is a pseudo-harmonic morphism from Γ to T .
Now let us extend RedT to a degree-d harmonic morphism. Recall that by Lemma 9.26
and Remark 22, for each p ∈ Γ and U ∈ UT (RedT (p)) where UT (RedT (p)) is the set of
connected components of T \ RedT (p), all the divisors in U take the same value at p and
therefore we can define a function τp on UT (RedT (p)) such that for each U ∈ UT (RedT (p)),
τp(U) is the value of a divisor on U at q. Moreover, we say τp is trivial if τp(U) = 0 for all
U ∈ UT (RedT (p)), and there are only finitely many p ∈ Γ with nontrivial τp. Since T is a
dominant tropical tree, the divisor RedT (p) takes value at least 1 at q.
We will get a modification Γmod of Γ as follows.
(1) First we note that for each point p ∈ Γ and t′ ∈ TanΓ′(φ(p)), the integer dp,t′ =∑
t∈TanΓ(p), t 7→t′ dt(RedT (p)) is exactly RedT (p)(p)− τp(Ut′) where RedT (p)(p) is the
value of the p-reduced divisor RedT (p) at p and Ut′ is the connected component of
T \RedT (p) corresponding to t′. An interpretation of this is that the chip-firing move
along t′ consumes dp,t′ = RedT (p)(p)− τp(Ut′) chips at p.
(2) The above argument implies that RedT is harmonic at p if and only if τp is trivial
or a constant function. That is, for each possible effective chip-firing from RedT (p)
inside T , all chips at RedT (p) are consumed. Therefore, the degree degp(RedT ) of
RedT at p is exactly RedT (p)(p).
58
(3) We will modify Γ at all those points p with nontrivial τp. Note that this is a little
different from what we have done in the proof of Lemma 9.33 where modifications
are taken only to non-harmonic points (recall that τp being a constant function also
implies that RedT is harmonic at p).
(4) Let p be a point with nontrivial τp. For each t
′ ∈ TanΓ′(φ(p)), Ut′ is the connected
component of T \ RedT (p) corresponding to t′. We attach τp(Ut′) copies of Ut′ to Γ
at p as extra branches.
(5) After such attachments for all p with nontrivial τp, we obtain a modification Γ
mod of
Γ. Incorporating the natural identification of each extra branch with the connected
component below, we extend the reduced divisor map RedT to a new pseudo-harmonic
morphism RedmodT : Γ
mod → T .
(6) RedmodT is then harmonic at all points p ∈ Γ of degree RedT (p)(p) at p. Since RedmodT
is automatically harmonic at the points in the newly attached branches of degree 1,
RedmodT is overall a harmonic morhpism and the degree of Red
mod
T is identical to d
which is the degree of T .
For (2), extend the pseudo-harmonic morphism φ : Γ → T to a harmonic morphism
φmod : Γmod → T of degree d. Let γ be the natural retraction of divisors on Γmod to divisors
on Γ. Choose an arbitrary point x ∈ T , let Dmodx be the pullback divisor of the divisor (x)
on T by φmod and let Dx = γ(D
mod
x ). Then Dx is an effective divisor on Γ of degree d and
clearly p ∈ supp(Dφ(p)) for all p ∈ Γ. For every two points x1, x2 ∈ T , denote the segment
connecting x1 and x2 in T by [x1, x2]T and let ρ be the distance between x1 and x2 in T .
Claim that the tropical segment [Dx1 , Dx2 ] is exactly {Dx | x ∈ [x1, x2]T} which will imply
that T is a tropical tree with each x ∈ T identified with Dx. By sending each p ∈ Γ to
the distance between x and x1 where x is the retraction of φ(p) to the segment [x1, x2]T ,
we can derive a rational function f on Γ. It can be easily verified that div(f) = Dx2 −Dx1
and PDx2−Dx1 (t) = Dx where t ∈ [0, ρ] and x is the unique point of distance t to x1 in the
segment [x1, x2]T . Now T is a tropical tree and p ∈ supp(Dφ(p)) for all p ∈ Γ. Therefore,
by Proposition 9.30, we conclude that T is a dominant tropical tree and φ is exactly the
reduced divisor map to T . 
Example 9.35. In Figure 6, we give two examples of reduced divisor maps with extensions to
harmonic morphisms. In Example 9.19, we have discussed the reduced divisor map Red[D1,D3]
to the tropical segment [D1, D3] and the reduced divisor map RedT to the tropical tree
T = tconv({D12, D23, D13}). Note that [D1, D3] and T are both dominant tropical trees.
Thus Red[D1,D3] and RedT are both pseudo-harmonic.
(1) As shown in Figure 6(a), the expansion factor of Red[D1,D3] along the segment v1w13v3
is 2 and the expansion factor of Red[D1,D3] along the segment v1v2v3 is 1, since the
chip-firing from D1 to D3 moves two chips along v1w13v3 and one chip along v1v2v3.
Red[D1,D3] is harmonic at all points and thus is a harmonic morphism.
(2) The reduced divisor map RedT is illustrated in Figure 6(b) (middle panel). By
analyzing the chip-firing moves from D0 to D12, from D0 to D23 and from D0 to
D13, we see that the expansion factors along all segments v1w12, v1w13, v2w12, v2w23,
v3w13 and v3w23 are identical to 1. Note that Red
−1
T (D0) = {v1, v2, v3}. Therefore,
the only non-harmonic points are v1, v2 and v3. The right panel of Figure 6(b) shows
an extension of RedT to a degree-3 harmonic morphism. The extra attachments in
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the modification of Γ include an attachment of a copy of D0D23 at v1, an attachment
of a copy of D0D13 at v2 and an attachment of a copy of D0D12 at v3.
9.6. Stable Gonality and Geometric Rank Functions. The gonality of an algebraic
curve C has several interpretations such as the minimum degree of a rank-1 linear system on
C or the minimum degree of a morphism from C to the projective line P1. Accordingly, there
are several types of gonality defined on finite graphs or metric graphs, e.g., the divisorial
gonality [Bak08] and the stable gonality [CKK15]. However, unlike curve gonality, these
definitions of gonality in the case of finite graphs or metric graphs are not equivalent [Cap14].
In their foundational paper on graph-theoretical Riemann-Roch theory [BN07], Baker
and Norine introduced a rank function on the set of divisors for a finite graph. In the
context of metric graphs, the Baker-Norine rank function or combinatorial rank function
rc : Div(Γ) → Z on a metric graph Γ is defined as follows: for a divisor D ∈ Div(Γ), if the
complete linear system |D| is empty, then rc(D) = −1, and otherwise, rc(D) is the greatest
non-negative integer r such that for every E ∈ Divr+(Γ), there exists a divisor D′ ∈ |D| such
that E ≤ D′. Essentially, this combinatorial rank function can be consider to be a function
on the set of complete linear systems since all divisors in a complete linear system have the
same rank. The divisorial gonality of Γ is defined as the minimum degree d such that there
exists a complete linear system on Γ of degree d and rank at least 1.
Recall that we have defined linear systems in general as tropical polytopes contained in
some complete linear systems in Definition 9.1. Therefore, the combinatorial rank function
can be generalized as a function on the set of linear systems.
Definition 9.36. For a linear system T on a metric graph Γ, the combinatorial rank rc(T )
of T is defined as follows:
(1) If T is the empty linear system, then rc(T ) = −1;
(2) Otherwise, rc(T ) = max{r | ∀E ∈ Divr+(Γ), ∃D′ ∈ T such that E ≤ D′}.
The following notion of stable gonality of metric graphs comes from [CKK15].
Definition 9.37. A metric graph Γ is stably d-gonal if it admits a degree-d harmonic mor-
phism from a modification Γmod of Γ to a metric tree. The stable gonality of Γ is the minimum
degree d such that there exists a harmonic morphism of degree d from a modification of Γ
to a metric tree.
Now we introduce a new rank function called geometric rank function here.
Definition 9.38. For a linear system T on a metric graph Γ, the geometric rank rg(T ) of
T is defined as follows:
(1) If T is the empty linear system, then rg(T ) = −1;
(2) Otherwise, rg(T ) is the maximum of the integers r such that there exists a map
pi : Divr+ → T with the following conditions satisfied:
(a) pi is continuous.
(b) For every E ∈ Divr+(Γ), E 6 pi(E).
(c) The image pi(Divr+(Γ)) is tropically convex.
In particular, we say pi is a rank-r map to T .
Moreover, the geometric rank of a divisor D ∈ Div(Γ) is defined to be the geometric rank of
the complete linear system |D|.
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Figure 7. An example of a metric graph of divisorial gonality of 3 and stable
gonality 4. A complete linear system |D| whose combinatorial rank is 1 and
geometric rank is 0 is shown. Divisors D1 = 3(v1), D2 = 3(v2), D3 = 3(v3),
E1 = 3(u1), E2 = 3(u2) and E3 = 3(u3) are all elements of |D|.
Proposition 9.39. Γ is stable d-gonal if and only if Γ admits a degree-d dominant tropical
tree if and only if there exists a divisor D ∈ Div(Γ) of degree d and geometric rank 1.
Proof. By Theorem 9.34, we see that Γ is stable d-gonal if and only if Γ admits a degree-d
dominant tropical tree T . By Proposition 9.30, the reduced divisor map to T is exactly a
rank-1 map in Definition 9.38. Therefore, the existence of a degree-d dominant tropical tree
is equivalent to the existence of a divisor D ∈ Div(Γ) of degree d and geometric rank 1. 
An immediate consequence of Proposition 9.39 is that the stable gonality is larger than or
equal to the divisorial gonality, while the inequality can be strict as shown in the following
example.
Example 9.40. Figure 7 shows an example of a metric graph Γ of divisorial gonality 3 and
stable gonality 4. This example also appears in [ABBR15b] (Example 5.13). Γ is genus-
7 metric graph made of a circle attached with three banana graphs of genus 2. We let
u1, u2, u3, v1, v2 and v3 be the vertices of Γ with all edge lengths being identical. We
consider the linearly equivalent divisors D1 = 3(v1), D2 = 3(v2), D3 = 3(v3), E1 = 3(u1),
E2 = 3(u2) and E3 = 3(u3). In Figure 7, the complete linear system |D| which contains D1,
D2, D3, E1, E2 and E3 is shown in the upper-right panel, the tropical segment [E1, E3] is
shown in the lower-left panel with its support shown in the lower-right panel. As a tropical
tree, [E1, E3] is maximal but not dominant. On the other hand, supp(|D|) = Γ and it
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can be easily verified the |D| is the only complete linear system of degree at most 3 and
combinatorial rank at least 1. Therefore, the divisorial gonality of Γ is 3. On the other
hand, |D| contains no degree-3 dominant tropical tree, which means that the geometric rank
of |D| is 0 and the stable gonality is strictly larger than 3. Actually, it can be verified
that tconv({E1 + (u2), E3 + (u2), 2(w13) + 2(x1), 2(w13) + 2(x2), 2(w13) + 2(x3)}) is a tropical
dominant tree of degree 4 where w13 is the middle point of v1v3, and xi’s are the middle
points of the three edges between u2 and v2 respectively. Therefore the stable gonality is 4
by Proposition 9.39.
Lastly, we note that a dominant tropical tree or the image of a rank-1 map in Defini-
tion 9.38 is the degeneration of a linear series of rank 1 on an algebraic curve C which
degenerates to Γ. A conjecture is that in general, the image of a rank-r map is the degener-
ation of a linear series of rank r on C.
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Appendix A. Potential Theory on Metric Graphs
We list here some standard terminologies and basic facts concerning potential theory on
metric graphs. The reader may refer [BF06,BR07,BS13] for details.
For a metric graph Γ, we let C(Γ) be the R-algebra of continuous real-valued functions on
Γ, and let CPA(Γ) ⊂ C(Γ) be the vector space consisting of all continuous piecewise-affine
functions on Γ. Note that CPA(Γ) is dense in C(Γ). Let Meas0(Γ) be the vector space
of finite signed Borel measures of total mass zero on Γ. Denote by R ∈ C(Γ) the space of
constant functions on Γ.
In terms of electric network theory, we may think of Γ as an electrical network with
resistances given by the edge lengths. For p, q, x ∈ Γ, we define a j-function jq(x, p) as
the potential at x when one unit of current enters the network at p and exits at q with q
grounded (potential 0).
We summarize some properties of j-functions as follows.
(1) jq(x, p) is jointly continuous in p, q and x.
(2) jq(x, p) ∈ CPA(Γ).
(3) jq(q, p) = 0.
(4) 0 6 jq(x, p) 6 jq(p, p).
(5) jq(x, p) = jq(p, x).
(6) jq(x, p) + jp(x, q) is constant for all x ∈ Γ. Denoted by r(p, q), this constant is the
effective resistance between p and q.
(7) r(p, q) = jq(p, p) = jp(q, q).
(8) r(p, q) 6 distΓ(p, q) where distΓ(p, q) is the distance between p and q on Γ.
(9) r(p,q)
distΓ(p,q)
→ 1 as distΓ(p, q)→ 0.
Let BDV (Γ) be the vector space of functions of bounded differential variation [BR07].
Then we have CPA(Γ) ⊂ BDV (Γ) ⊂ C(Γ).
The Laplacian ∆ : BDV (Γ)→ Meas0(Γ) is defined as an operator in the following sense.
(1) ∆ induces an isomorphism between BDV (Γ)/R and Meas0(Γ) as vector spaces.
(2) For f ∈ CPA(Γ), we have
∆f =
∑
p∈Γ
σp(f)δp
where −σp(f) is the sum of the slopes of f in all tangent directions emanating from
p and δp is the Dirac measure (unit point mass) at p. In particular, ∆jq(x, p) =
δp(x)− δq(x).
(3) An inverse to ∆ is given by
ν 7→
∫
Γ
jq(x, y)dν(y) ∈ {f ∈ BDV (Γ) : f(q) = 0}.
Appendix B. Equivalence of Topologies on Metric Graphs
Proposition B.1. On Divd+(Γ), the metric topology is the same as the induced topology as
a d-fold symmetric product of Γ.
64
Proof. Denote the first topology by T1 and the second by T2. To show T1 = T2, it suffices
to show that for a divisor D =
∑d
i=1(qi) with qi ∈ Γ, a sequence {D(n)}n converges to D
in T2 if and only if ρ(D(n), D) → 0. In addition, we note that to say D(n) → D in T2 is
equivalent to say that there exists d sequences of points on Γ, {p(n)i }n for i = 1, . . . , d, such
that D(n) =
∑d
i=1(p
(n)
i ) and p
(n)
i → qi on Γ.
Suppose D(n) → D in T2. Since
ρ(D(n), D) 6
d∑
i=1
ρ((p
(n)
i ), (qi)) =
d∑
i=1
r(p
(n)
i , qi) 6
d∑
i=1
distΓ(p
(n)
i , qi)
where r(p
(n)
i , qi) is the effective resistance between p
(n)
i and qi (see Section A), we conclude
that D(n) → D in T1.
Now suppose D(n) → D in T1 which means ρ(D(n), D) = max(fD(n)−D)→ 0. Considering
the divisors D and D(n), for each point qi ∈ suppD, we will associate a point p(n)i ∈ suppD(n)
with an procedure as follows.
Let M be the maximum of degrees among all the points in Γ. This means each point
p ∈ Γ has at most M adjacent edges. Denote the sum of slopes of fD(n)−D for all outgoing
directions from p ∈ Γ by χ(p). Then χ(p) = D(p)−D(n)(p). Let V (Γ) be a vertex set of Γ.
First, we will determine p
(n)
1 for q1.
If q1 ∈ suppD(n), we let p(n)1 = q1.
Otherwise, we must have χ(q1) > 1 and there must be an outgoing direction tq1 from q1
with a slope at least 1/M . Let w(q1) ∈ V (Γ) be the adjacent vertex of q1 in direction tq1 .
If there exists a point in suppD(n) that lies in the half-open-half-closed segment (q1, w(q1)],
then we let p
(n)
1 be this point. Clearly, fD(n)−D(q1) < fD(n)−D(p
(n)
1 ) and distΓ(p
(n)
1 , q1) 6
M · ρ(D(n), D) in this case.
Otherwise, we must have χ(w(q1)) > 0. Since the slope of the outgoing direction from
w(q1) to q1 is at most −1/M , the sum of slopes in the remaining outgoing directions from
w(q1) is at least 1/M and there must be an outgoing direction tw(q1) from w(q1) with a slope
at least 1/(M(M − 1)). Let w2(q1) ∈ V (Γ) be the adjacent vertex of w(q1) in direction
tw(q1). Following the same procedure, we let p
(n)
1 be a point contained in both suppD
(n) and
(w(q1), w
2(q1)] if their intersection is nonempty, and otherwise keep seeking p
(n)
1 in the next
outgoing direction from w2(q1) with slope at least 1/(M(M − 1)2).
The procedure must terminate in finitely many steps since we only have finitely many
elements in V (Γ). Let N = |V (Γ)|. We conclude that we can find p(n)1 within N steps and
distΓ(p
(n)
1 , q1) 6 C1 · ρ(D(n), D) where C1 = M(M − 1)N .
Next we will determine p
(n)
i one by one inductively. Suppose for i = 2, . . . , d
′ (d′ < d), we
have determined p
(n)
i and known that distΓ(p
(n)
i , qi) 6 Ci ·ρ(D(n), D) where Ci’s are constants.
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We let D
(n)
d′ = D
(n) −∑d′i=1(p(n)i ) and Dd′ = D −∑d′i=1(qi). Then
ρ(D
(n)
d′ , Dd′) 6 ρ(D(n), D) +
d′∑
i=1
r(p
(n)
i , qi)
6 ρ(D(n), D) +
d′∑
i=1
distΓ(p
(n)
i , qi)
= (1 +
d′∑
i=1
Ci)ρ(D
(n), D).
Following exactly the same procedure we used to seek p
(n)
1 , we can find p
(n)
d′+1 ∈ suppD(n)d′
such that
distΓ(p
(n)
d′+1, qd′+1) 6 C1 · ρ(D(n)d′ , Dd′) = Cd′+1 · ρ(D(n), D)
where Cd′+1 = C1(1 +
∑d′
i=1 Ci).
In this way, for each D(n), we can find p
(n)
i such that D
(n) =
∑d
i=1(p
(n)
i ) and distΓ(p
(n)
i , qi)
is bounded by Ci · ρ(D(n), D). This means D(n) → D in T1 implies D(n) → D in T2. 
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