Adaptive loss function formulation is an active area of research and has gained a great deal of popularity in recent years, following the success of deep learning. However, existing frameworks of adaptive loss functions often suffer from slow convergence and poor choice of weights for the loss components. Traditionally, the elements of a multipart loss function are weighted equally or their weights are determined through heuristic approaches that yield nearoptimal (or sub-optimal) results. To address this problem, we propose a family of methods, called SoftAdapt, that dynamically change function weights for multi-part loss functions based on live performance statistics of the component losses. SoftAdapt is mathematically intuitive, computationally efficient and straightforward to implement. In this paper, we present the mathematical formulation and pseudocode for SoftAdapt, along with results from applying our methods to image reconstruction (Sparse Autoencoders) and synthetic data generation (Introspective Variational Autoencoders).
Introduction
Almost all learning through neural networks require (i) a model describing the underlying structure of the training data, (ii) a loss function that gives a metric of how well the network is performing, and (iii) the optimization of the parameters to minimize the objective function. In the past, much of the research had been focused on network architectures [6, 21, 29] , but recently, more work is being done on how loss functions affect learning [15, 4, 8] . Networks that perform challenging tasks or multiple tasks often require a combination of losses. Multiple losses are typically combined by taking an equally-weighted linear combination of each objective function; but the importance of each part could be different and thus components should be assigned weights as per their contribution to the learning. On the other hand, the scaling of each component of the loss function can inhibit the ability of the optimizer by only looking at loss components with the largest magnitude. The scaling for gradient descent-based optimizers has been a known issue [18] , which our algorithm tries to address throughout the training. In recent years, the need for weighting the components of multi-part functions has become more evident, and researchers have tried to develop different methods to adjust the weights on the linear combination of loss components. These methods often require defining new loss functions [4] or changing the optimization procedure [8] , but there is limited research on the formulation of a general method that can be added to existing architectures. In most cases, the integration with the current models requires sophisticated adjustment or much longer computation time. The advantage of our method is compatibility with any gradient descent-based optimizers in machine learning. Our algo-rithm can also be used in other optimization applications; for example, in convex optimization, the inverse of the Hessian is a popular preconditioner for gradient descent [25] . However, the Hessian may not be readily available for different applications (e.g. in machine learning). Our method may be viewed as using the previous/initial iterations to create a preconditioner matrix P that is a diagonal matrix, such that P ∇g is approximately isotropic in the parameter space, where ∇g is a partial gradients of the objective function.
In autoencoders (AE), where the goal is to reconstruct the input data using an encoder and a decoder, a regularization term can be added to the default reconstruction loss. This would encourage the model to have different properties (such as sparsity of the representation or robustness to noise). On the other hand, in variational autoencoders (VAE) [20] , where the goal is to generate new data that is similar to the input, the two loss functions are Mean Squared Error (M SE) and Kullback-Leibler (KL) divergence (assuming that the prior distribution is a Gaussian). In the case of VAEs, the two losses are crucial for the reconstruction of the input data and estimating the prior distribution to generate new samples; but in AEs the regularization may play a different role in training depending on the problem. An equally weighted linear combination of the losses would mean that each part of the loss function is equally as important in training, which is often not the case [8] . For example, sparse autoencoders [28] employ a very small fixed weight ( 1) on the regularization term as the sparsity parameter, often denoted by λ, which is usually found by trial and error. Our methods provide learnable parameters that are not fixed, i.e. they adapt depending on the performance of the model.
In this paper, we propose a set of Softmax-inspired methods that will adaptively update the weights of the linear combination of individual objective functions, depending on the performance of each part and the collective loss function as a whole. Our family of techniques, called SoftAdapt, can be thought of as "add-ons": one can use their choice of optimizer and only add the weights to the linear combination of the losses, as long as both the losses and the optimizers are suitable for the problem at hand. SoftAdapt evaluates the performance by approximating the rate of change of each loss function over a short history, which indicates if it has been increasing or decreasing. SoftAdapt then compares the individual rates of change and determines how visible each objective function should be to the optimizer.
In summary, our contribution is a family of methods that dynamically learn the best weighting on each part of a multi-component loss function, based on live performance metrics. SoftAdapt is fast, easy to implement and can be added to existing architectures that use any gradient descent-based optimizer.
Related Work
Multi-task learning, where the model tries to minimize multiple objective functions to produce an output, is necessary for more challenging tasks but are hard and expensive to train. This learning regime has a wide range of applications, from traffic prediction ( [17] ) to natural language processing ( [9, 30] ), and it was introduced even before the exploration of deep learning ( [3, 7] ). After the deep learning surge, most researchers studied various architectures for multi-objective networks, but more recently, some work has been done towards improving the optimizing of multitasking network, based on the optimization functions. Chen et al. [8] contemplate on normalizing the gradients for classification and regression tasks in computer vision.
Miranda and Von Zuben [29] explored the problems and limitations of equally-weighted linear combinations for multi-objective loss functions. Similar to our approach, they interpreted machine learning from a multi-objective optimization perspective. However, they introduced an alternative way of optimization using the gradient of the hypervolume, which is defined as the weighted mean of individual loss gradient. Our family of methods calculate the weights on the linear combination adaptively using the exact gradients computed by any traditional optimizer.
In 2019, Xu et al. [38] studied the importance of component-wise weighting of the loss function; they designed AutoLoss, a framework that learns and determines the scheduling of the optimization. Very similar to our approach, they realized that in multi-task learning it is important to dynamically set a schedule of training, depending on the network architecture. Our techniques use a different metric to find the importance of optimizing each element of the loss function and can be applied to any multi-part loss function. SoftAdapt can also be interpreted as a scheduling algorithm, but it does not assign discrete weights to the component losses. Our algorithm is fast and generalizable to any multi-part loss function since it uses an approximation to the rate of change of each part using a short history, and it is agnostic to the method of training or type of architecture (e.g. Autoencoders, GANs, etc.)
Methods and Approach
In this section, we first discuss the mathematical intuition behind multi-part loss weighting and the basic ingredients required for its formulation. Then we will discuss our algorithm SoftAdapt with its two normalized forms, and we provide pseudocode for the implementation.
Mathematical Formulation
Consider a loss function of the form
where we wish to minimize F w.r.t. x ∈ R m . Let us suppose that we wish to utilize with some gradient based optimizer
where g i is the stepping direction for x i . Typically, we take g i = ∇F (x i ). In general, without computing additional information, one could have g i be dependent on past values of x i as well as the component losses (f k (x j )) and the gradients of the component losses (∇f k (x j )), where iteration are denoted by j = 0, . . . , i and component by k = 1, . . . , n. There are several methods which take advantage of gradient and step information from previous time-steps (e.g. Momentum [36] , AdaGrad [10] , Adam [19] , etc), but few, if any, consider recombining the component loss functions; SoftAdapt is designed to address this issue. Let our modified step direction h i to be given by
and substitute this into Q in place of g i . We compute the weights α i k according to previous loss information. There are three main variations for computing α i k .
Original Variant (SoftAdapt)
Here we use the heuristic that it is better to favor the gradient of a function according to its recent performance. Let s i k be an approximation of the recent rate of change of the component loss f i
, or a more accurate finite difference approximation). Then take
where β is a tunable hyper-parameter. If one chooses β > 0, SoftAdapt will assign more weight to the worst performing component of the loss function (i.e. the component with most positive rate of change). Setting β < 0 favors the best performing losses (most negative rate of change). Taking β = 0 gives equal weights. This is simply the classic Softmax evaluation of the vector (s i 1 , . . . , s i n ), and is where the method, SoftAdapt, gets its name.
Loss Weighted
Here we modify the Softmax function to account for the current values of the losses, as well as their rates of change. Let
For loss weighting, the component losses must share a minimum (in general, have intersecting minimal sets). The advantage of using this variant is in assigning smaller weights to functions that are close to their minima, even if rates of change stay constant or positive.
Normalized
If one wishes, they may normalize the vector (s i 1 , . . . , s i n ) before applying it in Eq. (3) or Eq. (4). This has the effect of sharpening the distinction between small rates of change and softening it between large ones. Normalized and Loss Weighted may be used together if much smaller weights are desirable for loss functions near their minima.
SoftAdapt
Algorithm 1 Pseudocode for a SoftAdapt and variations: This algorithm is based on loss function L to be comprised of multiple losses. In general, let L = l 1 + l 2 + · · · + l m Require: n: number of loss values to be stored Require: Optimizer: An optimizer for the gradient descent-based method Require: l i : the values of the individual m loss functions Require: variant: A list of variants to be applied to Soft-Adapt. A potentially empty subset of {"Normalized", "Loss Weighted"} Require: = 10 −8 for numerical stability Ensure: n many epochs/iterations have passed before calling SoftAdapt Ensure: n many l i have been stored for each l i 1: while not converged do if variant contains "Loss Weighted" then 12:
end if 14:
T Loss ← l 1 +l 2 +· · · l m (true loss for performance measurer) 15: W Loss ← α 1 l 1 + α 2 l 2 + · · · α m l m (weighted loss for the optimizer) 16: optimizer (W Loss) 17: end while
Experiments and Results
In this section, we conduct various experiments to evaluate the performance of SoftAdapt in different test cases. First, we test Original and Loss Weighted SoftAdapt on the Rosenbrock function [34] and Beale's function [18] (in Supplementary Material section) using gradient descent. Then, we will test our proposed method on an Introspective Variational Autoencoder (IntroVAE) [16] that uses fixed weights. Lastly, we examine SoftAdapt on a Sparse Autoencoder (SAE) [28] to find the sparsity parameter dynamically during training. For both IntroVAE and SAE, we only change the weighting on the loss components using Loss Weighted SoftAdapt while optimizing with Adam [19] .
Gradient Descent Optimization
As an initial experiment, the SoftAdapt algorithm was tested on a simple gradient descent of standard functions of real vectors. Formally, the minimization problem is: given a smooth function f : R n → R, find an input x which minimizes it, or
In this section, we present our results on applying the SoftAdapt modified gradient to the classical gradient descent algorithm, both with fixed step size and adaptive step size. The first function to consider is the 2D Rosenbrock function [34] :
which exhibits a narrow valley that leads to a single global minimum at (x, y) = (1, 1). Typically, gradient descent on the Rosenbrock function will either diverge at step sizes on the order of 10 −2 and larger, or will take a long time to converge. For the experiment, we split f (x, y) = f 1 (x, y)+ f 2 (x, y) where
For our update procedure we consider two cases. First, we have normal gradient descent:
where η is the fixed learning rate, and h i is one of the Sof-tAdapt variant gradients. Second, we will use an adaptive learning rate:
where η i is updated according to the Barzilai-Borwein scheme [5] , subject to a minimum and maximum learning rate. Fig. 2 shows the trajectories for both, traditional gradient descent and gradient descent with SoftAdapt, and the number of steps taken to reach the minimum. Note that it is appropriate to use loss weighting here, as the minimal sets of f 1 and f 2 intersect at the true minimum. Our method performs well in three of the regimes and significantly outperforms gradient in fixed step, loss weighting ( Fig. 2 (b) ).
We underperform in the case where both adaptive learning rates and loss weighting are used, but using values of β < 0 can improve performance. We also witnessed similar improvements in the gradient descent optimization for Beale's function, which is illustrated in Supplementary Material.
Introspective Variational Autoencoders
Introspective Variational Autoencoder (IntroVAE) was first introduced by Huang et al. [16] in 2018. IntroVAE is a single-stream generative model that self-evaluates the quality of the generated images, as opposed to Generative Adversarial Networks [12] (GAN), which have a separate network for generating samples and a separate network for discriminating between real and synthetic images. Their interesting approach is that "[IntroVAE] inference and generator models are jointly trained in an introspective way. On one hand, the generator is required to reconstruct the input images from the noisy outputs of the inference model as normal VAEs. On the other hand, the inference model is encouraged to classify between the generated and real samples while the generator tries to fool it as GANs." [16] . In the model, the authors use the following loss functions for the encoder (denoted by L E ) and for the generator (denoted by L G ):
where L REG is the KL-divergence, which can be computed for N data samples (with dimension of z as M z ) as :
) L AE is the mean squared error: given x r (the reconstructed image of x) and the dimension of x as M x , we have :
In Eq. (10), m is a number which is selected to keep L REG below a threshold and Enc(·) represents function that the encoder is mapping. For this paper, our focus is on the α and β, which the authors note as the "weighting parameters used to balance the importance of each item." [16] Our results show that the optimal set of α and β does not need to be known in advance since the importance of each part of the loss function can be determined adaptively throughout training using our method. Huang et al. find the "optimal" value of α and β empirically and by pre-training the networks for each different dataset; this results in a different set of α and β for different data. The authors make note of this issue and provide the readers with a set of values for each subset of the CELEBA dataset [27] . One can avoid finding these weights explicitly for various training data by using SoftAdapt instead since the weight would be learned adaptively during training. Using SoftAdapt, the weighted loss functions in Eq. (10), (13) will be
where i = {1, 2} and n ∈ N denoting the time step for α i . We initialize α (0) i = 0.5 since we want to treat it without bias in the very beginning.
Tables 1 and 2 demonstrate the quantitative comparisons: Peak signal-to-noise ration (PSNR), Structural Similarity Index (SSIM) and Naturalness Image Quality Evaluator (NIQE) for Fig. 3, 4 . These figures illustrate the IntroVAE reconstruction of random subset of 128 × 128 CELEBA dataset using authors' fixed weights versus using our method to find those weights dynamically (Fig.  3) . The training time between the two methods were also very comparable, 1411.489043 minutes for fixed weights vs. 1413.112740 minutes with SoftAdapt. 
Sparse Autoencoders
Autoencoders (AEs) are models that aim to reconstruct the input as the output. These networks are comprised of two parts: 1) Encoder, a neural network where the data is mapped to a latent space, typically of a smaller dimension than the input. 2) Decoder, a neural network where the latent space is mapped back to the original dimension of the network, and, in an optimal case, an exact reconstruction of the input to the encoder. A general autoencoder has the loss of form
where x represents the data,x denotes the data reconstruction and f (x), g(x) are the mappings of the encoder and the decoder respectively. To test the performance of SoftAdapt, we trained an AE to reconstruct the MNIST digits [22, 23] with a loss function :
where the added L 1 regularization tries to penalize the absolute value of activation layer for a sample i in layer h; this is known as a sparse autoencoder [28] since the L 1 regularization on the activation of the hidden layers enforces activation of only a few neurons when a sample is inputted. Normally, the hyper-parameter λ is tuned to control the effect of the regularization by trial and error. We used Sof-tAdapt to dynamically adjust the effects of the penalty depending on the performance of each component (M SE and L 1 regularization) and the network as a whole. The new loss function using SoftAdapt becomes:
where k denotes the current iteration and Fig. 5 shows that our method keeps the loss for both training and validation data lower than the traditional "optimal" λ, and Table 3 demonstrates that our reconstructions have a higher classification throughout training than the fixed optimal λ. We also show that our method is qualitatively comparable to training the network using the optimal λ = 10 −4 from the beginning (Fig. 6 ). It is worthy to note that the optimal λ is found through trial and error, in our case using a grid search which is expensive, but with Soft-Adapt no prior knowledge of the values of λ is required. Details about network architecture and other hyper-parameters are presented in the Supplemental Material section. Figure 5 . Loss vs. epoch for a sparse autoencoder trained with λ = 10 −4 ("optimal") against using SoftAdapt for weight balancing. Our method performs better throughout training, although the traditional method is comparable to ours for a larger number of epochs.
Conclusion
We have presented a set of optimization add-ons for weighting the importance of different components adaptively in multi-part objective functions. By adjusting the weights dynamically, the training can become much easier and faster since no prior knowledge of the network is required, i.e. no pre-training or grid search is needed. We outlined multiple variants of our Softmax-inspired algorithm and described the suitable application for each one. The first variant of SoftAdapt is a Softmax function where the rate of change is the input, which serves as a performance measure of each part. This is useful when the components of the loss function have the same order of magnitude (e.g. various euclidean norms). The second variant uses the magnitude of each part of the loss function as well as the rate of change, which gives the most improvement when the values of the objective functions are on different scales. This variant also has the advantage of assigning smaller weights to the loss functions that are close to their minima, even with large rates of change, and putting more importance on the rest of the objective functions. Our last variant uses normalized rates of change to ensure a better distribution of weights when the slopes possess vastly different scales. It is important to note that the second and third variants may be used together if needed. Our SoftAdapt algorithm is implemented in one easy-to-use package available online on the authors' websites (not included due to the blind review). Our results show that our algorithm works well in practice for a wide spectrum of problems in machine learning, such as image reconstruction and synthetic data generation, as well as general gradient decent optimizations where scaling is an issue. Figure 6 . Reconstruction of a random set of MNIST [23] digits from the testing data with a sparse autoencoder using our algorithm SoftAdapt. With SoftAdapt, there is no need to find the sparsity parameter λ explicitly and by hand. The performance of the autoencoder using our algorithm is comparable to training the network with a fixed optimal value of λ found by trial and error. 
