A dvances in fccdback control theory have inextricably been linked to progress in stability theory, and conversely, the horizons of stability theory have greatly been expanded by the challenges posed in increasingly complex feedback control sys tems. In the present article we trace the development of stability theory in feedback control by making contact with some of the major milestones in this area.
Introduction
Whenever a system, be it man made or occurring in a natural state, is endowed with feedback, questions concerning stability are of central in terest. It is fair to say that throughout the development of feedback control, problems concerning system stability have played a crucial role.
Although feedback control mecha nisms can be traced all the way back to antiquity [l] , thc concept of feed back seems to have originated with political economists in 1920 (see, e.g., [2] ). In engineering, the term feedback was adopted by communications engi neers in the 1920s at the Bell Labora tory, and has bccn used cvcr since [2] .
As a discipline, control theory has benefited greatly from numerous contributions by applied mathematicians, especially in the area of stability. Conversely, some of the most interesting work in applied mathematics has come about because of contri butions by workers in feedback control, especially in the area of stability of dynamical systems.
In the following, we will trace the development of stability theory in feedback control by making contact with some uf the major milestones in this area. Since space for our exposi tion is limited, so is our choice of top ics.
Ro ughly speaking, our presentation will consist of three major areas. First, we will concern ourselves with the development of algebraic cri several countries (mostly in France, Germany, and the United States) with numerous types of applications. In one of these, the astronomer G.B. Airy used a friction governor to control the position of a telescope to counter the earth's rotation. In his work. Airy was perhaps the first to explain instability in a feedback control system, using an analysis involving differential equations [3J. However, the first thorough stability analysis of a feedback control system was apparently reported by Maxwell, who used a governor with his colleagues in an experiment to establish a precise standard for the ohm r 41. In his paper, Maxwell gives the differential equations describing the governor, he linearizes them about an equilibrium, and he asserts that the governor will be stable if the roots of a certain (characteristic) equation with real coefficients have negative real parts. He attempted to establish stability conditions by examining the coefficients of the (char acteristic) equation, but was successful only for equations up to order three. Another important early paper in the stability analysis of governor control is due to Wischnegradski, who used a linearized thinl-lmler di rrerential equation to model a sleam engine alll i governor. In his work, Wischnegradski was perhaps the first to usc a parameter plane stability analysis approach. This work had great impact on governor design because Wischnegradski's clear presentation made his work accessible to practicing engineers [5] (refer to Bennett [2] for a detailed account).
The stability problem originally posed by Maxwell was com pletely solved by the mathematician Edwardlohn Routh [6] . For this contribution, Routh was awarded the 1877 Adams Prize. His criterion, which involves a certain array, called the Routh array, became widely used after World War II, and is still an integral part of current control systems texts.
Unaware of Maxwell's and Routh's work, the mathematician Adolf Hurwitz published in 1 R95 a solution to the stability problem described above [7] . The methodology employed by Hurwitz is applicable to (characteristic) cquations with rcal as well as complex coetIicients. His stability criterion involves a certain sequence of positive determinants, called Hunvitz deter minants, ami polynomials with real coefficient, having TOots with negative real parts are called Hurwitz polynomials in the current literature.
The Hurwitz criterion was successfully used in 1894 in the design of the Davos Spa Turbine Plant (located in Switzerland).
BennelL suggests that this was perhaps the first use of stability conditions in the design of a practical control system [2] .
In latcr developments, feedback systems describcd by diffcr ence equations and hybrid systems (sampled data systems) be- [10] , and others. Contemporary research in this area is concerned with robust stability. In this work. polynomials whose coeffi cients belong to intervals are the object of inquiry [11] .
Since undergraduate texts on control usually include discus sions and applications of the algebraic methods described above, but usually do not give any indications of the methods of proof of these criteria, it may be of interest to give an outline of a proof of the Routh criterion. We follow the approach given in Hahn [12] , which in most respects follows the proof of Routh; how ever, in the interests of economy, in the proof which follows we make use of two frequency domain criteria for stability, the Leonhard-Mikhailov stability criterion and the gap and position stability criterion [13, 14] , which are important in their own right.
We wish to determine whether a given polynomial
is a Hurwitz polynomial (i.e., whether its zeros all have negative, resp., nonpositive real parts) hy exami ning the real-valued pa rameters ai, i= 0, L ... , n. This is accomplished by using a Cauchy integration formula. We assume thatf(s) has p zeros in the right and n-p zeros in the left half of the s-plane, and that there are no zeros on the imaginary axis. We let C denote the contour depicted in Fig. I , where C' denotes a semicircle centered at the origin with radius r, which is chosen so large that all p zeros are located within C. The Cauchy Integral Formula asserts that
where �c lnf(s) denotes the increment Of lIlf(s) along C. Letting r � 00, we obtain
where �I Inf(s) is the increment of the logarithm offis) along the imaginary axis from _00 to +00. Let s = JOO and define
The diagramf(jOO), _DO < 00 < co, is called the Leonhard-Mikhailov response diagram off(s). Sincef(s) is areal polynomial, we have R( (f) = R( -(f) and 8(0) = -8(-00) and therefore it suffices to consider the part of the frequency response curve belonging to the positive values of the parameter 0). Hence, from (3) it follows that hold.
��--������ In Figs. 2a and 2b, we depict the frequency plots of a stable and an unstable polynomial, respectively. Since such plots are unbounded, onc frcqucntly works with l!f(jm) rathcr thanf(jco).
l\ext, sincef(s) is real , we can write (6) To the zeros uij, i = I, 2, j = 1, 2, ... of the polynomials f;(u) correspond those values of co 2 at which the respllnse diagram intersects the axes. In case of stability these values of co 2 must be real and increasing, i.e., the zeros Uij must all be positive and alternate, i.e., 0< un < U21 < Ul2 < U22 < ...
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We next establish a set of necessary and suf ficient conditions for stability. This is accomplished by considering the case n = 2m (n is even) and n = 2m + I (n is odd). In the interests of economy, we present only the case n = 2m. (The proof for the case n = 2m + I is similar.)
Wc definc thc polynomials
and we apply the Euclidean algorithm to determine the greatest common divisor of In (s) and h2(s) to obtain the sequence
Using (10) we define the sequence of polynomials (10) From (10) we see that these polynomials are related by the recursi on formulas
to form a Sturmian chain. The first two polynomials of this sequence are and they are related to f; given in (6) by
Letting 1' { = (_I) i f) , i = 1, 2, ... , we now use the coefficients of the polynomials gi(Z) to obtain the Routh array given below:
For n = 2m, we have Cm-I,O = Cm+l,2 = an, Cm+l,1 = Cm+l,3 = 0 (and for n = 2m-I, we have CmO = an-I, Cm! = an, Cm2 = Cm3 = 0). The array terminates after n-l steps in case all the numbers cij are different from zero.
If during the construction of the Routh array we encounter a zero row (an identically vanishing polynomial gj), then hI and h2 (resp.,fis) andf(-s» have a common divisor, say s 2 + a, with a real. In this case f(s) is not stable.
Next, assume that
and that (8) is satisfied. It is not hard to verify that under these assumptions, g J (z) will have exactly m negative real zeros as z varies from -= to +=, and no positive zeros. Also, it can be verified that under these assumptions g2 has exactly m-I real negative zeros and no positive zeros, as z varies from -= to +=. Furthermore, it can be verified that if (8) and (13) are satisfied, then the zeros of g2 separate those of gl. However, because of relation (12), the above statements about the zeros of gl and g 2 are equivalent to inequality (7), i.e., the Gap and Position Stability Criterion applies. The conditions (8) and (13) are therefore sufficient for/(s) to be a Hurwitz polynomial. They are also necessary since otherwise the count of the sign changes is too small and the condition of the Gap and Position Stability Criterion is not satisfied, i.e., either gl has too few zeros or the polynomial does not satisfy the gap condition (7). The above argument proves the following result.
The Routh Stability Criterion: A polynomialj(s) given in (1) is a Hurwitz polynomial if and only if the conditions (8) and (13) are satisfied.
Some Frequency Domain Stability Criteria
As distances increased in lung distance telephoning, more and more electronic amplifiers were required to make up for lost energy due to copper losses. To reduce distortion introduccd by the nonlinearities of the vacuum tubes, Harold S. Black of the Bell Telephone Laboratories proposed usage of the negative feedback amplifier. He showed and demunstrated that for every reduced by an order of magnitude [15] . In attempts to usc as much negative feedback as possible by increasing amplifier gains, instabilities were encountered. Furthermore, it was demonstrated quite early that in some instances a stable feedback system could be rendered unstable not only by increasing gain beyond a certain range, but also by decreasing gain. These problems motivated the work of Harry Nyquist [l6] and the wurk uf Hendrik Bode [17] , who related his results to those of Nyquist. The contribu tions of Nyquist and Bode are integral parts of current courses in fccdback control systems.
The stability criteria of Routh, Hurwitz, Mikhailov, and Leon hard involve the characteristic equation of closed loop feedback systems and as such they require precise knowledge of the system differential equations. The applicability of these methods is limited in design procedures, especially in the case of high dimensional systems. In contrast to the above, the results of Nyquist and Bode are phrased in terms of the properties of the open-loop response of feedback systems, which can be deter mined experimentally, and as such, exact descriptions of systems by differential equations are not necessary. Furthermore, these results have been used to devise several widely accepted design methods.
Using the plots named after him, Bode devised a complete method for the design of feedback compensators. This method incorporates, perhaps for the first time, robustness capabilities by expressing the degree of system stability in terms of gain and phase margins.
Before proceeding further, we recall the Cauchy Integration Formula
where C is given as in Fig. 1 (with orientation in the clockwise direction), f(s) is analytic within and on C except for a finite number of poles within C, and Nand P denote the number of zeros and poles of f(s) within C, respectively. Now consider the feedback system depicted in Fig. 4 with open-loop transfer function given by KG(s) = F(s) and charac teristic equation determined by 1 + F(s) = O. As befure (refer to (4», we consider the frequency response diagram, i.e., the plot uf FUm) = U(Ol) + jV(Ol) = R(m)Je(w) in the complex plane and observe that this curve can be viewed as the image of the contour C in Fig. 1 times. At each zero of the function 1 +F(s) which we actually need to consider, the function F(s) takes on the value -1. Both functions have the same poles. We now apply our rule of revo lutions to the function l+F and obtain: as s traverses the curve C, the frequency response diagram circles the critical point -1 +0) exactly nj-/7l times, which equals the number of zeros less the number of poles of (1 +F) in the right half plane.
In his original proof, Nyquist does not consider poles of F(s) in the closed right half plane (172 = 0), and he uses arguments from complex vari able theory other than the integration formula given above to mTive at a stability criterion. In its original form, the criterion which bears his name is as follows.
Nyquist criterion: A closed-loop system (Fig. 4) We conclude with a brief discussion of a design technique which can also be used for stability analysis.
Problems arising in the control of aircraft and space vehicles have frequently unstable or neutrally stable dynamics. In such cases frequency methods of the type discussed above are often not very convenicnt to apply. In 1948, W.R. Evans [18] , who worked on problems of this type devised a method, called the root locus method, which avoids these difficulties. We begin with the basic feedback system depicted in Fig. 4 , where K is a real parameter. For this system the characteristic equat ion is given by
and the root locus is the locus of values of s for which (14) is satisficd as K varies from zero to infinity (or from zero to minus infinity). Equivalently, the root locus of G(s) is the locus of points in the s-plane where the phase of G(s) is 1800 when K> 0 and OC whenK < O.
Evans devised simple rules for constructing root loci. In a given design, the root locus aids in selection of the best value of 54 K. Purthermore, by studying the effects of additional poles and zeros in a given locus, the consequences of additionally intro duced dynamics become apparent. We thus also have a means for compensation design. 
Stability of Nonlinear Systems
where x is a real n-vector, i.e., x E RI!, t 2 to 2 0 denotes time,
.� denotes the derivative of x with respect to time, andfis an }1-vector valued function. We assume that fhas the properties that t-.
ensure that for all initial conditions to and X(IO ) = Xo, (15) has unique solutions cp(t, xo, to) with cp(to, xo, to) = xo which exist for all t 2 to. An important special case of (15) are time-invariant systems described by R" x R + -t R (R = (-00,00) and R+ = [0,00». These functions, which are called Lyapunov functions in the literature, may be viewed as generalized energy functions or as generalized distance functions of the system state from a given equilibrium point. It is possible to evaluate the derivative of a Lyapunov function along the solutions of system (15) without actually evaluating the solutions, by the use of the chain rule,
where Vv is the gradient (with respect to x) of v. Now let 'I' be a real-valued continuous and monotonically increasing function from R+ into R+ and assume that '1'(0) = O. In this case we say that 'I' belongs to class K (i.e., 'I' E K). If 'I' E K and limH=\jf(r) = 00, we say that \jf is radially unbounded. In the following we will require that
for all x E Rn and f E R + . When the left-hand side of the above inequality is satisfied (with v(O, t) = 0) we say that v is positive definite, and if in particular '1'1 is radially unbounded, then we say that v is radially unbounded. Also, we say that a function w(x,t) is negative definite if -w(x,t) is positive definite. When v satisfies the right-hand side of (18), we say that v is decrescent.
We say that v is positive semidefinite if v(O,t) = 0 for all t � 0 and v(x,f) � 0 for all (x,t) in R " x R + . We say that v is negative semidefinite if -v is positive semidefinite. One of the first results that Lyapunov established was for stability of the origin of the autonomous system (16) . This result states that the equilibrium x = 0 of system (16) is stable if there exists a positive definite con tinuously differentiable function v : Rn -t R such that v(1n) is negative semidefinite. Lyapunov's proof proceeds as follows: Let Vm denote the minimum value of v for points on the boundary of some small neighborhood S containing the origin in its interior and choose x(to) sufficiently close to the equilibrium x = 0 so that v(xo) = Vo satisfics va < Vm. Now suppose the solution (state) of the system reaches the boundary of S. Then we have v 2:: Vm and therefore v > va. The last inequality cannot be true, however, since v(16)(x):o:O for all x. Therefore, the boundary of S cannot be reached, whieh means stability.
In the following we state some of the principal results of the Direct Method, as they appear in standard contemporary texts (see, e.g., [12, 20, 21, 22, 23, 24] ).
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Direct Method of Lyapunov: The equilibrium x = 0 of system (15) There are also instability theorems as well as various types of boundedness theorems (Lagrange stability) which are in the spirit of the above results (see, e.g., [20] ). Due to space limita tions, we will not address these.
The First Me thod of Lyapunov seeks to deduce the stability properties of a system such as (16) , for example, from the stability properties of the linearization of (16) . In the process of discovering this method, Lyapunov solved some important prob lems concerning the stability of linear systems. Suppose thatfin (16) is continuously differentiable and suppose that Xe = 0 is an isolated equilibrium of (16) . Linearizing (16) about this equilib rium we obtain the equation x=Ax+g(x) (19) where A = J(O) (J is the Jacobian matrix off) and g(x) contains only higher-order terms (i.e., there is a 8 > 0 and y> 0 such that Ilg(x)11 -,::; 8 IIxll for all llxll < 8). The linear system given by (20) is called the linearization of system (16) .
To analyze the stability properties of the equilibrium x = 0 of (20) is asymptotically stable in the large), then for every positive definite matrix C, there exists a unique positive dcfinite matrix P which satisfies (23) . Results for the instability of the equilibrium x = 0 of (20), using the Lyapunov Matrix Equation have also been obtained. We omit the details.
Choosing the quadratic form (21), eval uating the time deriva tive of v along tbe solutions of (19) , and invoking the result cited in the last paragraph, it follows readily that if the equilibrium of (19) is also asymptotically stable.
Before proceeding to generalizations and applications of the Direct Method, it should be noted that Lyapunov did not use the concept of uniformity in his definitions of stability and asymp totic stability. The concept of uniform asymptotic stability was formulated clearly for the first time by Malkin [25] . Since Lyapunov's asymptotic stability theorem yields actually more than he was aware (namely, uniform asymptotic stability) it was not possible to prove general converse rheorems to the results of the Direct Method. Once these issues were settled, progress was made rapidly (e.g., [25] [26] [27] ). A good account of converse theo rems can be found in [12, chapter 6] . As a sample result we cite the following: In (15) assume that f is continuous in t and continuously differentiable in x and that x = 0 is a uniformly asymptotically stable equilibrium. Then there exists a continu ously differentiable, positive definite and decrescent Lyapunov function v(x,t) such that 0 ( 15) is negative definite.
The Lyapunov stability theory has been extended over the years into many different direcrions to make it applicable to systems described by ordinalY difference equations, functional differential equations, partial differential equations, Volterra intef{rodlfferential equations, difjerential inclusions, semi groups, stochastic differential and difference equations, and the like. Research in some of these areas is still going on. To give even a limited account of these contributions would be futile. For further details, we refer the interested reader to Zubov [28] , Hahn [12] , and Michel and Wang [23] .
In the proofs of the various converse theorems, the Lyapunov function v is constructed in terms of the sy,tem sol uti om,. There fore, thcse rcsults can in general not be used to construct Lyapunov functions; they are, however, indispensable in estab lishing all kinds of general results. The principal disadvantage of the Direct method is that there are no general rules for determining Lyapunov functions. To overcome such difficulties, results which now comprise the comparison theory were dis covered. The foundations of this theory can best be explained in terms of stability preserving mappings V. Such mappings relate the trajectories (solutions) and an invariant set (say Ml) of one dynamical system (say SI) to the trajectories and an invariant set (say M2) of a second dynamical system (say S2), while at the same time preserving thc stability properties of both invariant sets. Now suppose that S2 is a subsystem of a well-understood dynamical system (say S). Then it is possible to deduce the stahility properties of MI in SI from the stability properties of 1\112 in S. System S1 is called the object oj inquiry and system S is called the comparison system. In a significant paper, Hahn [29] showed that when Ml and M2 are sets consisting of a single equilibrium, then a sufficient condition for V to be stability preserving is that V be positive definite and decreseent. Hahn's result is in a metric space setting, and as such it is �pplic�ble to all the finite-dimensional and infinite-dimensional systems enu merated earlier. In the recent monograph by Michel and Wang [23] Some of the earliest comparison results are due to Muller [30] and Kamke :311. In their work the comparison system is deter mined by a scalar ordinary diUerential equation while the object of inquiry is determined by a system of 11 first-order differential equations. Wazewski [32] extended the results given in [30, 31] to the case where the comparison . system is determined by a system of I first-order ordinary differential equations. This work was extended by many researchers to more general systems (refer, e.g, to [33] ). Motivated by a paper by Bellman on vector Lyapunov jUllctions [34] , Bailey [35] , and others (see, e.g., Matrosov [36] ) applied the comparison theory to interconnected sYstems. The paper by Dailey had great influence in the control systems community and motivated subsequent work, which is summarized in several books on this subject (refer, e.g., to [37, 38, 39] [43, 44] . These comprise the Invariallce Theory. Among other issues, these results provide an effective means of estimat ing the domain of attraction of an asymptotically stable equilib rium, and more importantly, in the case of asymptotic stability they require that the time derivative of a Lyapunov function only be negative semidefinite, rather than negative definite.
Invariance Theorem of LaSalle: Assume that in system (16) f(O) = 0 and that f is continuously differentiable. Assume that there exists a continuously differentiable, positive definite, and radially unbounded function v : R n --+ R such that (i) V(16) :::: 0 for all x ERn, and (ii) the set containing only the origin is the only invariant subset of the set E = lx E R" : v ( 16) (x) = 0). Then the equilibrium x = 0 of (16) is asymptotically stab le in the large.
To prove the above result, it is first shown that bounded solutions of (16) tend to an invariant limit set (with respect to (16)) as t becomes arbitrarily large and that at all points of the limit sct V (1 6) = O. Next, it is shown that if v is positive definite and radially unbounded and if v :::: 0 for all x, then all solutions of (16) arc bounded. It now follows that if the origin is the only invariant subset of the set E = {x E R": V ( 16) (x) = O}, all solutions of (16) will tend to the origin. Since the above assumptions also yield stability, it follows that the origin of (16) is asymptotically stable in the large.
One of the first important applications of the Direct Method to feedback control systems was the stability analysis of regula tor systems of the type depicted in Fig. 6 . In this system g(s) is the transfer function of the linear component of the system while <1>0 denotes a continuous nonlincarity which satisfics a sector condition, i.e., there are constants k), k2 such that kJ<I>2 ::; a<l>(a) ::; k2 (J2 for all (J in R. In this case we say that <I> belongs to the
we say that <I> belongs to the sector (k1, k2). Thc sectors [k 1 , k2) and (k1, k2] are defined similarly. We say that the system depicted in Fig. 6 is absolutely stable if the trivial solution is asymptoti cally stable in the large for any nonlinearity belonging to some specified sector.
The absulute stability problem was first formulated in 1944 by A.I. Lur'e and Y.N. Postnikov [45] for the case where the system of Fig. 6 is described by the equations (24) where A is a real n x n Hurwitz matrix, b, c, and x are real n vectors, a and 11 are real scalars, <I> belongs to the sector [0, co), and [;(s) = eT(s! -Ar) b+d . Using a Lyapunov function of the form (25) where P = pT is positive definite and � � 0, and applying the Direct Method, it is shown in [45J that the system (24) is absolutely stable in case a certain set of quadratic equations, called the resolving equations, have rcal roots. In subscquent works, V.A. Yacubovich, LG. Malkin, E.N. Rozenvasser, and others improved on these results. For a full account of this work, the reader should consult several books that are dedicated solely to the absolute stability problem [46, 47, 48] . In connection with this problcm a famous conjecture was posed in 1949 by Aizer man [491: if <I> belongs to the sectodk1, k2] and if <1>( a) is replaced by ka, kl ::; k ::; k2, and if the equilibrium x = 0 of the resulting linear system is asymptotically stable in the large, then the equilibrium x = ° of the nonlinear system (24) is also asymptoti cally stable in the large. This conjecture turned out to be incor rect. However, it is still very useful, for it enables one to determine how conservative results are in a particular applica tion.
An entirely different approach to the problem of absolute stability was developed by Y.M. Popov in 1959 (refer, e.g., to [50] ). His results are in terms of the frequency response of the linear part of the system. Popov was able to show that the results obtained by the Direct Method, using the Lyapunov function (25) , are subsumed by his criterion. Subsequently, Yacubovich [51J and Kalman [52J established a connection between the Lur' e type of results and the Popov type of results: if the Popov criterion, together with some additional constraints are satisfied, then there exists a Lyapunov function of the type given in (25) .
Consider the regulator problem given by
T . X = Ax-b<l>(a), a = c x+d�, � = -<I>(a) (26) where A is assumed to be a Hurwitz matrix and d > 0. For this system the following result holds: 
We conclude with a tribute to the author of a remarkable little book. Prior to the late 1950s, most of the research concerning the stability of nonlinear systems was conducted in the Soviet C nion. Because of language barriers, this work was largely llllknown in the West and elsewhere at that time. This all changed rather rapidly, especially among engineers, in part due to the appear ance of Hahn's monograph [53] which LaSalle and Lefschetz [24] characterized as "the best book on the subject in a western language."
Input-Output Stability
Whereas most of the results discussed thus far were discov ered by applied mathematicians, input -output stability (I/O sta bility) is the brainchild of clectrical cnginccrs. This approach to stability theory is operator theoretic (rather than a differential equation Lyapunov approach), and the focus is on input-output properties of systems. The motivation for I/O stability comes from the expectation that in well-behaved systems bounded inputs should result in bounded outputs and that small changes in inputs should result in small changes in outputs. In this work, the concepts of extended spaces, truncation operators and cau sality, and what amounts to an application of the Lebesgue monotone convergence theorem play a central role. The most important results in I/O stability theory include the Small Gain Th eorem, the Circle Criterion, and the Passivity Theorem, Al though results that relate Lyapunov stahility to JlO stability have been established, these two approaches are in general not equi va lent, and an analysis by both methods will frequently yield more insight than can be gained from only one of the two methods. The I/O stability theory has been developed for continuous time as well as discrete time systems, and it is applicable to finite-di mensional systems and certain classes of infinite-dimensional systems.
The earliest journal publications on inpnt-output stability appeared in 1964 (Sandberg [54, 55] [37] , and Vidyasagar [67] ). It is interesting to note that in the tradition of Black, Nyquist, Bode, and others, yet another scien tist from the Bell Tclephonc Laboratories would makc important fundamental contributions to the qualitative t11eory of feedback control systems.
