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t Le temps continu. Abusivement le temps dis-
cret.




f˜ Fre´quence normalise´e. f˜ = f
fs
ou` f est la fre´-
quence en Hz.
P Probabilite´.
τ Instant de la premie`re trame perdue.
L Nombre de trames perdues.
J Nombre de trames futures disponibles.
D Dimension du vecteur d’observation.
φt Vecteur d’observation de la trame audio d’in-
dice t.
φt2t1 se´quence des vecteurs d’observation
φt1 , · · · ,φt2 .
ψt Vecteur associe´ a` la ge´ne´ration de la trame
audio d’indice t.
Q Nombre d’e´tats du mode`le de Markov cache´.
vii
qt Variable ale´atoire repre´sentant le nume´ro de
l’e´tat a` l’instant t.
A = (ai,j)i,j∈J1,QK2 Matrice de transition du mode`le de Markov
cache´.
ai,j = P (qt = j|qt−1 = i) La probabilite´ de passer de l’e´tat i a` l’e´tat j.
bi Densite´ de probabilite´ d’observation de l’e´tat
i.
bi(φt) = P (φt|qt = i) .
αt(i) Probabilite´ d’avoir la se´quence d’observations
φt1 et d’eˆtre dans l’e´tat i a` l’instant t.
αt(i) = P
(
φt1, qt = i
)
αt = [αt(1) · · ·αt(Q)]
†.
βt(i) Probabilite´ d’avoir la se´quence d’observations




φτ+L+J−1t+1 |qt = i
)
βt = [βt(1) · · · βt(Q)]
†.
Les vecteurs et matrices sont note´s en majuscule et en gras. Leurs coor-
donne´es sont note´es en minuscule. Ainsi A est une matrice alors que aij est
l’e´le´ment de la ie ligne et la je colonne. Les suites d’e´le´ments us pour s variant
de i a` j sont note´es {u}ji et u
j
i quand la confusion n’est pas possible. A
† est
la matrice transpose´e de A. det(A) est le de´terminant de la matrice A.
On notera x ∼ N le fait que la variable ale´atoire x suit la loi N . De





τ + L− 1 τ + L
τ + L+
J − 1
τ + 1ττ − 1
Figure 1 – Indices des pertes de paquets.
Les L trames (en bleu) a` partir de la trame d’indice τ sont manquantes. Les
trames avant le temps τ , c’est a` dire d’indices 1, · · · τ − 1, ainsi que les J
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Dans un monde ou` le multime´dia prend de plus en plus de place dans notre
quotidien, la te´le´phonie occupe une place majeure qu’elle passe par le re´-
seau GSM (te´lephone portable) ou par internet sur le re´seau IP (Internet
Protocol). Re´duction des couˆts, simplicite´ apparente d’utilisation, enrichis-
sement du contenu, la te´le´phonie apporte son lot d’ame´liorations. Elle doit
e´galement, pour pouvoir se de´mocratiser, relever un certain nombre de de´fis
techniques. Parmi ces de´fis, la gestion des paquets perdus est l’objet de notre
e´tude. En effet, pour eˆtre transmis a` travers le re´seau choisi (internet ou cel-
lulaire), le signal de parole est “de´coupe´” en paquets repre´sentant entre 20 et
30 millisecondes de signal. A la re´ception, il arrive, pour diverses raisons qui
seront pre´cise´es par la suite, qu’un ou plusieurs paquets soient manquants. Il
faut alors proposer un algorithme de recouvrement de ces paquets afin de ne
pas laisser de manques dans le signal de parole reconstruit. Notre travail de
the`se est centre´ sur la cre´ation d’un nouvel algorithme de compensation des
paquets perdus.
Ce chapitre pre´sente dans un premier temps le principe de fonctionnement
d’un service de te´le´phonie. Dans une seconde partie, nous pre´sentons succinc-
tement le signal de parole, ses proprie´te´s et ses diffe´rentes mode´lisations. La
dernie`re partie situe le cadre de notre e´tude.
1
2Figure 1.1 – Effet du retard sur la qualite´ de la conversation.
Extrait de [1].
1.1 Syste`me de te´le´phonie
Le service de te´le´phonie permet l’e´change en temps re´el de la voix entre deux
interlocuteurs distants, assurant ainsi une conversation. Le temps de trajet,
c’est-a`-dire le temps mis par le son pour aller de la bouche d’un interlocuteur
a` l’oreille de l’autre, doit eˆtre le plus court possible. Pour que la conversation
soit efficace, interactive et de bonne qualite´, il est ne´cessaire que ce temps
de transmission soit borne´. La recommandation G.114 [1] de l’ITU pre´conise
un temps de transmission infe´rieur a` 300ms pour avoir une bonne qualite´
de conversation. La qualite´ d’un syste`me de te´le´phonie peut se mesurer a`
l’aide du E-Model. Ce mode`le prend des valeurs entre 0 et 100 en tenant
compte a` la fois du de´lai bouche-oreille, de la de´gradation introduite par le
vocodeur, des effets duˆs aux pertes de paquets et de la de´gradation engendre´e
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par les algorithmes acoustiques comme l’annulateur d’e´cho, ou la suppression
du bruit. La courbe de la figure 1.1 extraite de la recommandation G.114 [1]
donne les valeurs maximales atteignables par le mode`le en fonction du de´lai
bouche-oreille.
La voix sur IP est un service de te´le´phonie utilisant le re´seau internet
comme support au transport de la voix. La voix nume´rise´e est transmise
sous forme de petits paquets de l’ordre de 10 a` 30ms sur le re´seau internet.
Chaque paquet est compresse´ a` l’aide d’un codeur de parole (G711 [2],
G729 [3], AMR, AMR-WB [4], iLBC [5, 6], ...). Puis le paquet compresse´ est
encapsule´ dans un paquet de niveau transport. Dans le cas de la voix sur IP, le
protocole de transport utilise´ est ge´ne´ralement UDP c’est-a`-dire un protocole
de communication en mode non-connecte´ : les paquets sont envoye´s mais,
contrairement a` TCP, chaque paquet est inde´pendant des autres et aucun
me´canisme assurant que le paquet est bien arrive´ n’est mis en place. Le
paquet transport est ensuite lui-meˆme encapsule´ dans un paquet IP (couche
re´seau) pour eˆtre transmis sur le re´seau internet.
Le paquet est transporte´ de l’expe´diteur (near end speaker) au destina-
taire (far end speaker) a` travers le re´seau de routeurs et d’e´quipements. De
par la conception du re´seau internet, tous les paquets n’empruntent pas le
meˆme trajet. De ce fait, les temps de parcours ne sont pas identiques pour
tous les paquets et l’ordre d’arrive´e des paquets diffe`re de l’ordre d’e´mission
des paquets. Il est alors ne´cessaire avant de de´compresser les paquets de les
remettre dans l’ordre. C’est le roˆle du tampon de compensation de gigue (voir
la figure 1.2). Sur cette figure, le tampon de compensation de gigue permet de
redistribuer les paquets rec¸us dans l’ordre. Il arrive, notamment dans le cas
de re´seaux IP, que ce tampon contienne des paquets situe´s temporellement
dans le futur par rapport a` l’instant de lecture du re´cepteur.
En voix sur IP, le re´seau servant de support au transport est le re´seau in-
ternet. Celui-ci fonctionne sur le mode`le “Best-Effort”. Chaque paquet est
transporte´ du mieux possible d’un bout a` l’autre du re´seau. Ne´anmoins,





Tampon de compensation de gigue
Figure 1.2 – Principe du tampon de compensation de gigue.
l’ordre d’arrive´e est ainsi bouscule´. De plus, des phe´nome`nes de congestion
(embouteillage) font que des e´quipements re´seaux (routeurs) peuvent sup-
primer des paquets pour alle´ger la charge. On parle alors de « pertes de
paquets ».
On peut ajouter que le sous-syste`me de reproduction sonore (sur un or-
dinateur, ce roˆle est joue´ par la carte son) demande pe´riodiquement des
e´chantillons a` envoyer au convertisseur nume´rique - analogique. Ceci oblige
le de´codeur de parole a` produire re´gulie`rement des e´chantillons en consom-
mant les paquets audios. Or, dans le cas ou` le paquet qui doit eˆtre joue´ n’est
pas encore arrive´, le syste`me, dans l’obligation de transmettre les e´chantillons
sonores, se comporte comme si le paquet e´tait perdu. Dans ce cas pre´cis, il
est probable que le tampon de compensation de gigue a de´ja` rec¸u les quelques
(de l’ordre de trois ou quatre) paquets qui suivent. Ce phe´nome`ne provient
du fait que les paquets empruntent des routes diffe´rentes et ont donc des
temps de parcours diffe´rents. Ces paquets sont alors situe´s dans le “futur”
pour le sous-syste`me de reproduction sonore.
Pour re´sumer, les causes de pertes de paquets sont multiples :
• De´sordre a` l’arrive´e des paquets (jitter),
• Congestion dans les nœuds du re´seau (routeurs),
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• Erreurs de transmission,
• Retard a` l’arrive´e du paquet.
Une solution a` ce proble`me est le masquage de perte de paquets (Packet
Loss Concealment - PLC en anglais).
1.2 Le signal de parole
Dans le cadre de notre e´tude, nous nous inte´ressons a` un signal tre`s par-
ticulier, le signal de parole. Avant de poser le proble`me qui fait l’objet de
ce travail, il est ne´cessaire de rappeler les proprie´te´s connues de ce signal
qui pourront eˆtre utiles a` notre e´tude ainsi que les diffe´rents et principaux
mode`les de ce signal qui ont e´te´ propose´s dans la litte´rature.
1.2.1 Proprie´te´s du signal de parole
Le signal de parole est issu de l’enregistrement de la voix a` l’aide d’un micro-
phone et re´sulte de la production de la voix par l’eˆtre humain. La diversite´
des morphologies, des individus, des aˆges, de la prononciation, etc... font du
signal de parole un signal avec une grande variabilite´. Ne´anmoins, le me´ca-
nisme de production est le meˆme pour tous les eˆtres humains.
La ge´ne´ration de l’onde acoustique se fait au niveau des cordes vocales a`
l’inte´rieur du larynx (cf. figure 1.3). Deux types de production d’e´nergie sont
possibles :
• voise´e dans laquelle les muscles du larynx placent les cordes vocales
coˆte a` coˆte. Sous l’influence de l’air expulse´ par les poumons, ces cordes
vocales vibrent et produisent ainsi une onde quasi-pe´riodique (voir fi-
gure 1.4). La pe´riode fondamentale de cette onde sonore est appele´e
pitch. Le pitch e´volue aux alentours de 120Hz pour un homme, 240Hz
pour une femme et 400Hz pour un enfant.
6Figure 1.3 – Sche´ma du syste`me de production de la voix.
inspire´e de http: // catalogue. ircam. fr/ sites/ Voix/
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Figure 1.4 – 40ms de signal de parole quasi-pe´riodique.
• non-voise´e dans laquelle l’air passe a` travers les cordes vocales sans les
faire entrer en vibration. Cet air passe a` travers un re´tre´cissement au
niveau de la glotte ce qui entraˆıne des turbulences. Il en re´sulte un son
ape´riodique (voir figure 1.5).
Ces deux processus de production de la parole peuvent intervenir simulta-
ne´ment comme par exemple dans le son /z/ pre´sent dans le mot roseau
(/KOzO/), illustre´ sur la figure 1.6, son pour lequel il sera difficile de prendre
une de´cision voise´e ou non-voise´e.
Apre`s avoir franchi le larynx, cette onde acoustique excite diffe´rents re´-
sonateurs forme´s par le pharynx et les cavite´s buccale et nasale pour eˆtre
finalement diffracte´e par les le`vres. Les diffe´rentes fre´quences de re´sonances
de ces re´sonateurs sont appele´es formants.







Figure 1.5 – 40ms de signal de parole ape´riodique.
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Excitation des cordes vocales
Figure 1.7 – Principe du mode`le source-filtre.
1.2.2 Diffe´rents mode`les du signal de parole
Que l’on s’inte´resse a` la parole pour le codage, la reconnaissance du locuteur,
la transcription orthographique, phone´tique ou pour la synthe`se a` partir de
texte e´crit, l’utilisation de mode`les du signal de parole est toujours a` envisa-
ger. Ainsi, dans le cadre ge´ne´ral du traitement de la parole, plusieurs types
de mode`les ont e´te´ propose´s dans la litte´rature. Nous pre´sentons les grandes
lignes de ces mode`les dans ce qui suit.
Mode`le source-filtre De la description physiologique du paragraphe pre´-
ce´dent de´coule une mode´lisation du signal de parole : le mode`le source-filtre.
Le principe de ce mode`le, re´sume´ sur la figure 1.7, est e´le´mentaire et a servi
de base a` de nombreux codeurs de parole.
Le signal de parole est mode´lise´ comme la sortie d’un filtre tout-poˆle
excite´ par une suite d’impulsions re´gulie`res (son-voise´) ou par un bruit blanc
(son non-voise´). De nombreuses e´tudes ont porte´ sur la fac¸on de concevoir le
filtre ainsi que sur diffe´rentes variantes de l’entre´e permettant d’ame´liorer la
mode´lisation en se libe´rant du choix binaire difficile du son voise´ ou non-voise´.
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Mode`le harmonique plus bruit (HNM) Le signal de parole peut e´gale-
ment eˆtre mode´lise´ comme un signal pe´riodique (une fre´quence fondamentale,
le pitch, et toutes ses harmoniques) auquel est adjoint un bruit. Dans ce cas,
les parame`tres sont :
• la fre´quence fondamentale qui de´pend du temps,
• le nombre d’harmoniques,
• la phase et l’amplitude de chaque harmonique,
• la re´partition spectrale du bruit,
• le ratio entre la partie harmonique et la partie bruite´e qui permet ainsi
de ponde´rer l’aspect voise´/non-voise´ des signaux mode´lise´s.
Aspects linguistiques La parole est un agencement ordonne´ de diffe´rents
sons e´le´mentaires, les phones. Ces unite´s sonores ont un e´quivalent linguis-
tique, les phone`mes qui sont de´finis par le dictionnaire de l’Acade´mie fran-
c¸aise1 de la manie`re suivante :
La plus petite unite´ sonore d’une langue donne´e, caracte´rise´e par
des traits distinctifs, et qui, combine´e a` d’autres, sert a` former des
unite´s signifiantes telles que les morphe`mes, les mots, les phrases,
etc.
Ainsi zona (en phone´tique : /zOna/) et sauna (en phone´tique : /sOna/) sont
deux mots qui ne se distinguent que par un phone`me. Un autre exemple est
patte (/pat/) et paˆte (/pAt/).
1.3 Cadre de recherche
L’objectif de cette the`se est d’e´tudier les syste`mes de masquage de pertes
de paquets. Devant la diversite´ des codeurs de parole, nous avons choisi
1Acade´mie franc¸aise : http://www.academie-francaise.fr/dictionnaire/
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de nous focaliser sur les syste`mes inde´pendants du vocodeur. Ainsi,
cette e´tude s’appuiera uniquement sur les proprie´te´s du signal de parole et
les connaissances acquises dans le domaine du traitement automatique de la
parole. Le proble`me se situe au niveau du re´cepteur : une fois le signal de
parole reconstruit, apre`s de´codage, il reste des segments de signal manquants
(“trous”) correspondant aux paquets perdus. L’estimation du signal de ces
segments est appele´e masquage de pertes de paquet. Nous avons e´galement
remarque´ que dans certains cas, a` cause du phe´nome`ne de gigue dans l’arrive´e
des paquets IP, une petite portion de signal situe´e juste apre`s le “trou” (donc
dans le “futur” pour le re´cepteur) peut eˆtre disponible. Le signal de parole
est alors habituellement e´chantillonne´ a` Fe = 8kHz et une trame perdue de
10ms correspond a` 80 e´chantillons perdus a` approximer.
La suite de ce manuscrit s’attache dans un premier temps a` de´crire
quelques syste`mes de re´fe´rences dans le domaine ; ce sera l’objet du chapitre 2
suivant.
Le chapitre 3 pre´sente des jeux de donne´es standardise´es que nous allons
utiliser tout au long de notre e´tude pour valider nos re´sultats. Les corpora
de parole ont e´te´ choisis pour la reconnaissance nationale et internationale
dont ils be´ne´ficient dans la communaute´ du traitement de la parole.
Le chapitre 4 s’inte´resse a` un nouveau parame`tre que nous avons propose´
et qui sera utilise´ ensuite dans le syste`me de masquage de pertes de paquets
que nous e´tudierons.
Le chapitre 5 de´taille les diffe´rents mode`les de Markov cache´s envisage´s
qui constituent le cœur de notre syste`me. Il aborde e´galement le proble`me de
la recherche du meilleur chemin dans ces mode`les de Markov cache´s lorsque
des trames de signal sont manquantes, proble`me pour lequel nous proposons
une modification de l’algorithme de Viterbi.
Enfin, le chapitre 6 combine toutes les briques de notre syste`me et en
pre´sente les re´sultats obtenus sur les corpora de parole, ce qui nous conduit
aux conclusions et perspectives du chapitre 7.
Chapitre 2
Panorama des me´thodes de masquage
de pertes de paquets
Le masquage de pertes de paquets est un domaine de recherche avec beaucoup
d’implications industrielles. Ce chapitre s’efforce de dresser un panorama des
principales techniques et me´thodes existantes servant a` masquer les pertes
de paquets (Packet Loss Concealment, PLC).
Deux grandes strate´gies cohabitent dans ce domaine : elles sont base´es soit
sur l’e´metteur des paquets, soit sur le re´cepteur. Les me´thodes reposant sur
l’e´metteur s’appuient sur l’ajout de redondances et de codes correcteurs d’er-
reurs. Une me´thode simple et na¨ıve consiste a` envoyer deux flux de donne´es,
le premier a` fort de´bit et haute qualite´ de description et le second avec une
description sommaire du signal mais un de´bit beaucoup plus re´duit [7, 8, 9].
Ces me´thodes peuvent eˆtre perfectionne´es et optimise´es en terme de bande
passante en envoyant une description multi-e´chelle du signal de parole. Le
codec SILK [10] utilise´ par le logiciel de te´le´phonie Skype utilise de tels me´-
canismes.
Les syste`mes base´s sur le re´cepteur sont de´taille´s dans la suite de ce docu-
ment puisqu’ils de´finissent le cadre des recherches expose´es. Dans ce domaine,
de nombreuses me´thodes de masquage de pertes de paquets ont e´te´ de´velop-
pe´es. Beaucoup de codeurs de parole modernes inte`grent un me´canisme de
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masquage des pertes de paquets comme par exemple [11, 12, 13, 3, 5].
Ces me´canismes se divisent en trois grandes cate´gories :
l’omission : Les paquets perdus sont remplace´s par des trames de silence.
Cette me´thode bien que posse´dant un couˆt calculatoire nul produit un
re´sultat de qualite´ me´diocre : de`s que la taille du trou de´passe les 20ms,
l’auditeur perc¸oit une de´gradation.
la re´pe´tition : Les e´le´ments de signal manquant sont remplace´s par les
paquets pre´ce´dents. Il s’agit donc de re´pe´ter le ou les derniers paquets
rec¸us. Ce type de masquage rend imperceptible des trous de petite
taille.
les mode`les de parole : De couˆt calculatoire plus important, ces me´-
thodes extrapolent ou interpolent les parame`tres d’un mode`le de parole
du signal rec¸u sur le signal manquant.
2.1 Re´plication de formes d’ondes
Ces me´thodes de masquage de pertes de paquets reposent sur l’insertion
directe d’une forme d’onde dans le trou. La plus simple consiste a` re´pe´ter
le dernier e´le´ment rec¸u. Plusieurs e´tudes proposent ne´anmoins des versions
plus e´labore´es.
2.1.1 G711 Annexe 1
Le syste`me de masquage de pertes de trames audio propose´ pour le codeur
G711 est certainement le plus utilise´. Il fait l’objet d’une recommandation
(norme) dans l’annexe 1 (A high quality low-complexity algorithm for packet
loss concealment with G.711 ) de la norme du codeur de parole G711 [2] (Pulse
code modulation (PCM) of voice frequencies).
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Lorsqu’un paquet est rec¸u, une copie du signal de´code´ est enregistre´e
dans un tampon de 48.75ms (390 e´chantillons) pour calculer le pitch. Le re´-
sultat (signal de sortie) est retarde´ de 3.75ms (30 e´chantillons) pour effectuer
une superposition / admission (OLA, overlap and add) lors de la fin de l’e´pi-
sode de perte et assurer ainsi un fondu enchaˆıne´ entre le son rec¸u et le son
issu du masquage.
Lors de la premie`re trame perdue, la pe´riode fondamentale (pitch) du
tampon d’historique est de´tecte´e soit a` l’aide d’une me´thode d’autocorre´la-
tion soit par l’interme´diaire d’une fonction moyenne des diffe´rences (average
mean difference function) similaire a` celle utilise´e par le de´tecteur de fre´-
quence fondamentale YIN [14].
Le signal synthe´tique est alors ge´ne´re´ en se basant sur la 5
4
e dernie`re
pe´riode du signal. Ces pe´riodes sont alors re´pe´te´es avec une ope´ration de fe-
neˆtrage afin de synthe´tiser les 10 premie`res millisecondes de signal manquant.
La ge´ne´ration du signal synthe´tique apre`s les 10 premie`res millise-
condes est effectue´e avec plus de pe´riodes : en effet, si une seule pe´riode est
utilise´e, le signal synthe´tique pre´sentera un phe´nome`ne de siﬄement. Ainsi
pour synthe´tiser le signal de la 10e a` la 20e milliseconde, deux pe´riodes sont
utilise´es. Au-dela` de la 30e milliseconde, trois pe´riodes sont utilise´es.
Une atte´nuation est applique´e au fur et a` mesure que l’effacement se
prolonge. Si elle n’est pas applique´e durant les 10 premie`res millisecondes,
elle est line´aire avec un taux de 20% par 10ms jusqu’a` faire disparaˆıtre le
signal synthe´tique au bout de 60ms.
Adrian Susan et Mihai Neghina [15] e´tendent cet algorithme afin de sup-
primer le de´lai introduit pour la superposition / admission. Ils proposent
d’utiliser la pre´diction line´aire afin de ge´ne´rer le signal ne´cessaire au recou-
vrement. Ainsi le syste`me de masquage n’introduit aucun retard dans la
chaˆıne de traitement audio.
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2.1.2 Estimation du signal par interpolation line´aire
Notamment dans le cas ou` le signal est pre´sent a` la fois avant (ce qui est
logique) et apre`s le segment perdu, Kondo et al. [16] proposent de faire une
interpolation line´aire e´chantillon apre`s e´chantillon de la trame pre´ce´dente
avec la suivante. Supposons que chaque trame contienne N e´chantillons et
notons τ le nume´ro de la trame perdue. Ainsi le ne e´chantillon x(n) du seg-
ment perdu τ est obtenu comme une combinaison line´aire des pre´dictions






























sont les coefficients auto-re´gressifs obtenus par
une re´gression de Levinson-Durbin [17] sur respectivement la trame pre´ce´-
dente « forward » et la trame suivante « backward ».
2.2 Utilisation de mode`les de parole
Les algorithmes les plus e´volue´s de masquage de pertes de paquets reposent
sur des mode`les de parole.
L’un des mode`les les plus utilise´s est le mode`le source-filtre comme pre´-
sente´ dans le paragraphe 1.2.2 : un signal d’excitation est ge´ne´re´ pour simuler
la source (situe´e au niveau du larynx) puis filtre´ par le syste`me acoustique
(larynx / conduits bucal et nasal / le`vres) pour produire un son. Nombre de
codeurs de parole [13] sont base´s sur ce mode`le en utilisant pour excitation
un dictionnaire et un filtre nume´rique tout-poˆle d’ordre limite´ (en pratique
d’ordre 10) pour filtre acoustique.
































Figure 2.1 – Syste`me de masquage de pertes de paquets propose´ par Gun-
duzhan et al.
D’autres syste`mes de masquage de pertes de paquets ont e´te´ propose´s sur
la base du mode`le harmonique plus bruit. Dans ce paragraphe, nous pre´sen-
tons les principes de ces deux types de syste`mes.
2.2.1 Syste`me de Gunduzhan et al.
Gunduzhan et al. [18] proposent un syste`me de masquage de pertes de pa-
quets reposant sur la pre´diction line´aire et un mode`le source-filtre. Dans un
premier temps, le filtre formantique de coefficients {a(i)}i=1,··· ,P est estime´
sur la dernie`re trame rec¸ue x(n) a` l’aide d’un mode`le auto-re´gressif. Le signal
re´siduel e(n) en est extrait. La pe´riode fondamentale T0 de ce signal re´siduel
est alors calcule´e a` l’aide d’une me´thode par autocorre´lation. Cette pe´riode
sert a` ge´ne´rer la trame re´siduelle manquante ê(n) par une me´thode similaire
a` celle utilise´e par l’annexe 1 du G711 (cf. paragraphe 2.1.1). Elle est ensuite
filtre´e avec le filtre formantique. La trame synthe´tise´e x̂(n) est alors fondue
avec les trames adjacentes par une me´thode de superposition / admission.
Le sche´ma global du syste`me propose´ par Gunduzhan est repre´sente´ sur la
figure 2.1.
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2.2.2 Utilisation des mode`les harmoniques plus bruit
Plusieurs syste`mes [19, 20] utilisent un mode`le de signal de parole de type




Ak sin(2pikf0t+ Φk) + b(t) (2.2)
dans lequel Ak est l’amplitude de la ke harmonique, H est le nombre d’har-
moniques au temps t, f0 est la fre´quence fondamentale, b(t) correspond au
bruit du mode`le. Les amplitudes, fre´quences et phases du signal sont estime´es
sur la dernie`re trame rec¸ue. Ces parame`tres servent ensuite a` la ge´ne´ration
de la trame manquante par extension du mode`le (2.2). Le bruit additif b(t)
est obtenu en filtrant un bruit blanc a` l’aide d’un filtre auto-re´gressif estime´
sur la dernie`re trame connue.
Lindblom et al. proposent dans [21, 22, 23] une extension de l’approche de
Gunduzhan pre´sente´e dans le paragraphe pre´ce´dent en mode´lisant le signal
re´siduel e(n) a` l’aide d’un mode`le harmonique plus bruit. Ainsi, e(n) est
repre´sente´ par une somme de sinuso¨ıdes a` laquelle on ajoute une composante
ale´atoire (du bruit) et sert d’excitation au filtre de synthe`se (voir figure 2.1).
2.3 Masquage de pertes de paquets a` l’aide
de mode`les de Markov cache´s
L’utilisation de mode`les de Markov cache´s en reconnaissance de la parole est
largement re´pandue [24]. A ce titre, les mode`les de Markov cache´s peuvent
eˆtre conside´re´s comme une mode´lisation du signal de parole. Toutefois, ils
n’ont e´te´ utilise´s a` notre connaissance que dans une seule e´tude pour le
masquage de pertes de paquets. C’est cette e´tude, publie´e par Christoffer
Rødbro [25, 26] qui est a` l’origine de notre travail et la motivation de nos
recherches dans ce domaine.
Ainsi, dans ce paragraphe, apre`s avoir rappele´ et pre´cise´ les principes
et notations des mode`les de Markov cache´s, nous pre´sentons en de´tail la
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contribution de C. Rødbro dans ce domaine.
2.3.1 Rappels et notations
On conside`re un syste`me pouvant eˆtre de´crit a` n’importe quel instant t
comme e´tant dans un e´tat particulier parmi Q e´tats. On note qt la variable
ale´atoire qui repre´sente le nume´ro de cet e´tat a` l’instant t. La proprie´te´
des chaˆınes de Markov d’ordre 1 dit que la probabilite´ d’eˆtre dans l’e´tat j
a` l’instant t connaissant tout le passe´ P (qt|q1 · · · qt−1) est e´gale a` celle ne
connaissant que l’e´tat a` l’instant pre´ce´dent. Ainsi :
P (qt = j|q1 · · · qt−2, qt−1 = i) =P (qt = j|qt−1 = i)
=ai,j
La matrice A = (aij)1≤i≤Q,1≤j≤Q est appele´e matrice de transition. On note
A† sa matrice transpose´e.
Le mode`le est dit cache´ lorsque l’e´tat n’est pas observe´ directement mais
au travers d’un processus d’observation. Afin de mode´liser ce processus, a`
chaque e´tat i est associe´e la loi bi des observations. Les notations ainsi in-
troduites sont similaires a` celles utilise´es par Lawrence Rabiner et al. dans
le tutoriel [27] sur les mode`les de Markov cache´s et quelques applications de
ces mode`les a` la reconnaissance de parole.
2.3.2 Principe ge´ne´ral
Christoffer Rødbro a de´veloppe´ un syste`me de masquage de pertes de pa-
quets a` l’aide de mode`le de Markov cache´ [25]. L’innovation vient a` la fois
de l’utilisation d’un mode`le de Markov pour faire la pre´diction ou l’estima-
tion et du fait que c’est l’un des rares syste`mes a` proposer une approche de
minimisation d’erreur.
Nous rappelons que dans ce qui suit, nous supposons que la trame de 1
a` τ − 1 ainsi que celles de τ + L a` τ + L + J − 1 sont rec¸ues. Les trames
τ, · · · , τ + L − 1 sont perdues. De chaque trame de signal est extrait un
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vecteur d’observation qui sera note´ φt pour la trame t. La perte d’un paquet
se traduit alors par l’absence d’une observation, comme l’illustre la figure 2.2
Trame perdue
Trame reçue
τ + L− 1 τ + L
τ + L+
J − 1









Figure 2.2 – Indices des observations et des pertes de paquets.
Christoffer Rødbro propose de mode´liser la se´rie temporelle des {φt}
τ+L+J−1
t=1
a` l’aide d’un mode`le de Markov cache´ afin de traduire l’e´volution de la sta-
tistique des observations. Contrairement aux autres me´thodes de masquage
de pertes base´es sur une re´pe´tition plus ou moins e´volue´e de la trame pre´-
ce´dente, cette approche permet la prise en compte d’un contexte sonore et
linguistique plus important.
Les paragraphes suivants reprennent les e´tapes principales de l’e´tude de
Rødbro. Les de´veloppements des calculs sont pre´sente´s dans l’annexe A.
Dans ce qui suit, la se´rie temporelle des observations φt de t = t1 a` t = t2
sera note´e φt2t1 .
Le syste`me de masquage de pertes de paquets propose´ par Rødbro repose
sur la de´termination de la densite´ de probabilite´ de l’observation manquante










Or en de´veloppant avec la loi de Bayes et en utilisant la proprie´te´ de
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Il devient alors ne´cessaire de de´terminer la probabilite´ d’eˆtre dans l’e´tat









0 ≤ k < L (2.6)
Il est possible d’exprimer (2.6) (les de´veloppements sont dans l’annexe A)
en fonction des variables forward ατ−1, backward βτ+L et de la matrice de
transition A du mode`le de Markov :
























D’apre`s (2.4), la densite´ de probabilite´ d’un vecteur manquant est un
me´lange des lois d’observations du mode`le de Markov. Cela peut s’e´crire de





ou` bi est la loi des observations de l’e´tat i, wi est le poids du ie e´tat dans
l’estimation. Christoffer Rødbro propose d’estimer le vecteur manquant φˆτ+k
en minimisant l’espe´rence de l’erreur quadratique sous cette hypothe`se de
me´lange de lois.
On minimise l’erreur quadratique entre le vecteur a` estimer φˆτ+k et le
me´lange de gaussiennes.
MSE(φˆτ+k) = E
[∥∥∥φτ+k − φˆτ+k∥∥∥2] (2.9)
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Dans son e´tude, les lois d’observations sont des lois normales multiva-
rie´es. Ainsi bn est une loi normale de vecteur moyenne µn et de matrice de
covariance Σn.




























2.3.3 Utilisation de la de´rive´e des observations
Christoffer Rødbro propose [25] e´galement plusieurs ame´liorations au prin-
cipe expose´ pre´ce´demment. La premie`re est de conside´rer non pas φt comme
observation mais ∆t = φt − φt−1. Le proble`me est alors identique au pro-
ble`me pre´ce´dent excepte´ le fait qu’il est ne´cessaire de raccorder les extre´mite´s
du “trou” :




L’ajout d’une telle contrainte complique les calculs, notement pour les cas ou`
plus d’un paquet conse´cutif est perdu. Christoffer Rødbro montre que cette
extension apporte peu de gain en terme de performances.
2.3.4 Lois auxiliaires
Toujours dans son article [25], Christoffer Rødbro pousse un petit peu plus
loin sa re´flexion en proposant d’utiliser le mode`le de Markov comme un moyen
de se´lectionner la me´thode de masquage de pertes de paquets approprie´e au
son perdu. Ainsi, a` chaque e´tat du mode`le de Markov, Rødbro associe une
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densite´ de probabilite´ dite “auxiliaire” qui est adapte´e a` la ge´ne´ration des
trames. Cette densite´ ne repre´sente plus les observations φ mais un vecteur
lie´ aux observations qui sera note´ ψ. Ainsi la strate´gie de masquage de pertes




ψτ+k|qτ+k,ψτ+k−1 · · ·ψτ+k−K
)
(2.14)
Ainsi la probabilite´ du vecteur ge´ne´re´ (et adapte´ a` la trame en cours) φτ+k
a` l’instant τ + k ne de´pend plus seulement de l’e´tat du mode`le de Markov a`
cet instant mais e´galement de K pre´ce´dentes observations.
2.3.5 Imple´mentations
Christoffer Rødbro utilise un vecteur de parame´trisation base´ sur une mode´-
lisation “harmoniques plus bruit”. Ce vecteur est compose´ de :
• la fre´quence fondamentale,
• de la fre´quence de coupure haute des harmoniques,
• du gain du mode`le auto-re´gressif,
• de 10 coefficients Line Spectrum Frequencies (LSF) [28] du-dit mode`le.
Ces parame`tres sont choisis en fonction du codeur de parole voise´ : un codeur
sinoso¨ıdal.
De ce fait, le vecteur d’observation est diffe´rentie´ selon que la trame analy-
se´e est voise´e (pre´sence de fre´quence fondamentale et de fre´quence de coupure
harmonique) ou non.
Deux mode`les de Markov sont donc introduits : le premier pour les sons
voise´s et le second pour les sons non-voise´s. Le choix de l’un ou l’autre des
mode`les semble eˆtre lie´ a` la nature de la dernie`re trame rec¸ue. Cela entraˆıne
l’ajout de probabilite´s pour passer d’un mode`le a` l’autre. Le mode`le voise´
comporte 288 e´tats et le mode`le non-voise´ en comporte 42 ce qui fait un total
de 330 e´tats. Pour le cas ou` la de´rive´e (2.13) est utilise´e en tant que vecteur
d’observation, il est ne´cessaire de conside´rer quatre mode`les diffe´rents :





Les mode`les sont appris sur le corpus TIMIT a` l’aide d’une premie`re
phase d’initialisation (K-Means), puis une phase de raffinement en utilisant
l’algorithme de Baum-Welch. Les parame`tres des lois auxiliaires sont appris
sur le meˆme corpus que celui servant a` l’apprentissage des mode`les.
Plusieurs ame´liorations empiriques sont ajoute´es au syste`me a` l’issu de la
phase d’estimation des parame`tres manquant :
• l’augmentation du gain est limite´e a` 1dB d’une trame sur l’autre et a`
3dB sur toute la perte.
• le spectre est modifie´ soit si les coefficients“Line Spectrum Frequencies”
(LSF) ne sont pas dans l’ordre, soit si les poˆles du filtre auto-re´gressif
sont trop proches du cercle unite´, ou encore si les LSF sortent de l’in-
tervalle [0, pi].
• la fre´quence fondamentale est lisse´e.
Ces ame´liorations ont pour but de garder une vecteur a` l’entre´e de la synthe`se
qui soit cohe´rent avec ce qu’il repre´sente : coefficients de pre´diction line´aire
conduisant a` un filtre stable, ni sauts de fre´quence fondamentale, ni sauts
d’e´nergie.
2.4 Propositions
Nous proposons dans la suite de ce manuscrit plusieurs ame´liorations au
syste`me publie´ par Christoffer Rødbro.
Nous souhaitons dans un premier temps nous affranchir de la distinction
entre les trames voise´es et non-voise´es. Nous proposons de re´aliser cela a`
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travers un nouveau vecteur de parame`tres incluant un indicateur continu de
voisement innovant. Ce nouvel indicateur sera l’objet du chapitre 4.
Une seconde partie de notre e´tude est consacre´e aux me´thodes de construc-
tion des mode`les de Markov servant de support a` ces syte`mes de masquage
de pertes. A cette occasion, une nouvelle me´thode d’estimation des observa-
tions manquantes reposant sur le meilleur chemin en l’absence de certaines
observations sera propose´. Cette partie est de´crite dans le chapitre 5.
La dernie`re partie est consacre´e a` l’e´tude, l’imple´mentation et la valida-
tion dans un syste`me de masquage de pertes de paquets des contributions
pre´sente´es dans ce manuscrit. Ces re´sultats sont pre´sente´s au chapitre 6.
Toutefois, ces trois chapitres clefs de notre e´tude ne´cessitent une base de
donne´es sur laquelle seront mene´es les diffe´rentes validations. Ces donne´es
sont de´crites dans le chapitre suivant.
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Chapitre 3
Corpora
Les re´sultats et diffe´rentes e´valuations mene´es tout au long de ce travail uti-
lisent comme support des corpora de parole reconnus. La qualite´ audio de ces
bases de donne´es varie, de la parole enregistre´e en environnement de studio,
tre`s guide´e, a` de la parole enregistre´e lors de conversations te´le´phoniques.
Dans le cadre de cette e´tude, trois corpora de parole enregistre´s et annote´s
ont e´te´ utilise´s :
BREF80 est un corpus de parole lue en franc¸ais, e´quilibre´ phone´tiquement
et enregistre´ en studio en 1995 a` une fre´quence d’e´chantillonnage de
16kHz.
BREF80BE est identique a` BREF80 mais en bande te´le´phonique (300-3400
Hz).
OGI-MLTS est un corpus de parole te´le´phonique spontane´e comportant
plusieurs langues.
Ces trois corpora sont de´taille´s ci-dessous.
3.1 BREF80
BREF80 [29] est un corpus de lectures d’articles du journal quotidien « Le
Monde ». Ce corpus a e´te´ de´veloppe´ par le Laboratoire d’Informatique pour
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la Me´canique et les Sciences de l’Inge´nieur (LIMSI) en 1995. Le signal est
e´chantillonne´ a` 16kHz en PCM 16 bits. Le niveau de bruit est tre`s faible.
Les articles du journal ont e´te´ se´lectionne´s pour maximiser le nombre de
contextes phone´tiques. Le corpus repre´sente un vocabulaire de plus de 20000
mots re´partis dans 5330 phrases produites par 80 locuteurs. Le tableau 3.1
pre´sente les diffe´rents phone`mes pre´sents et e´tiquete´s dans le corpus.
Les annotations phone´tiques ont e´te´ obtenues a` l’aide d’un alignement au-
tomatique de la transcription orthographique avec le signal acoustique [30].
Il s’agit, a` partir de la transcription orthographique en mots (non aligne´s
temporellement), de ge´ne´rer automatiquement une transcription phone´tique
a` l’aide d’un logiciel de phone´tisation. Plusieurs hypothe`ses de prononciation
sont faites pour chaque phrase. La transcription phone´tique est alors se´lec-
tionne´e et aligne´e sur le signal de parole a` l’aide de mode`les acoustiques (dans
ce cas, des mode`les de Markov cache´s). Cette me´thode permet de disposer
d’annotations phone´tiques fines pour un grand volume de donne´es ce qui est
difficilement re´alisable a` l’aide d’annotateurs experts.
La re´partition de ce corpus en terme de deux sous-ensembles, le premier
destine´ a` l’apprentissage, et le second destine´ aux tests, est re´sume´e dans
le tableau 3.2. Cette re´partition, propose´e par le fournisseur de corpus, est
commune a` toutes les e´tudes mene´es ci-apre`s.
3.2 BREF80BE bande e´troite
Nous avons construit le corpus BREF80BE (en bande te´le´phonique) en de´-
gradant le corpus BREF80 d’origine pour rendre compte des conditions de
communications te´le´phoniques. Ceci est fait, pour des raisons pratiques, a`
l’aide de deux filtres : un passe-haut a` 300Hz et un passe-bas a` 3400Hz ; les
re´ponses en fre´quences de ces deux filtres IIR d’ordre (2, 2) sont repre´sente´es
sur la figure 3.1.
Afin de simuler le codeur de parole, une compression de type G.711 [2]
(i.e. en loi mu du signal) est alors applique´e.



























































Figure 3.1 – Filtrage de passage en bande te´le´phonique.
Les annotations sont identiques a` celles du corpus BREF80.
Le corpus de parole ainsi transforme´ est alors l’e´quivalent de BREF80
enregistre´ a` travers un canal te´le´phonique de bonne qualite´. En allant au-
dela` de la re´duction de la bande passante, cela nous permet de mieux rendre
compte du type de signaux vise´ par cette e´tude : la te´le´phonie.
3.3 OGI MultiLingual Telephonic Speech
OGI MultiLingual Telephonic Speech [31] est un corpus de parole te´le´pho-
nique comportant 11 langues : l’anglais, le farsi, le franc¸ais, l’allemand, l’hindi,
le japonais, le kore´en, le mandarin, l’espagnol, le tamil et le vie´tnamien. Il
a e´te´ de´veloppe´ par le centre de compre´hension du langage parle´ (CSLU)
de l’universite´ de l’Oregon (OGI). Le protocole d’enregistrement1 a e´te´ le
suivant : chaque locuteur a appele´ un nume´ro vert aux E´tats-Unis et a duˆ
re´pondre a` une se´rie de questions. Pour six langues (anglais, allemand, hindi,
japonais, mandarin et espagnol) il leur a en plus e´te´ demande´ de raconter
une histoire (« story ») pendant une minute. Ces histoires ont subi une
annotation phone´tique tre`s fine (phone`mes et diacritiques) re´alise´e par des
phone´ticiens experts selon un meˆme protocole [32].
1de´crit a` l’adresse suivante : http://www.cslu.ogi.edu/corpora/mlts/protocol.html
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La re´partition des dure´es de signal e´tiquete´ phone´tiquement par langue
est pre´sente´e dans le tableau 3.3.
Ce corpus n’a pas e´te´ divise´ en deux sous-ensembles car le volume de
chaque sous-ensemble, notamment celui du sous-ensemble d’apprentissage,
aurait e´te´ trop faible pour avoir une signification statistique et permettre
l’estimation de parame`tres. Ne´anmoins, l’inte´gralite´ de ce corpus est mise a`
contribution dans le chapitre 4.
3.4 Utilisation des diffe´rents corpora
Les diffe´rents corpora pre´sente´s dans ce chapitre servent aux diffe´rentes e´va-
luations des me´thodes et outils mis en œuvre dans ce document. Les sous-
ensembles d’apprentissage sont utilise´s pour re´aliser l’estimation des para-
me`tres internes des syste`mes ; leurs performances sont ensuite e´value´es sur le
sous-ensemble de test.
Ainsi, BREF80 et OGI MLTS servent de support a` l’e´valuation d’un nou-
veau degre´ de voisement, le pourcentage de voisement, qui sera pre´sente´ dans
le chapitre suivant.
Le sous-ensemble anglais de OGI MLTS et l’ensemble d’apprentissage de
BREF80BE sont utilise´s pour l’estimation des syste`mes de masquage de pa-
quets. La partie “Test” de BREF80BE nous permet d’e´valuer et de comparer
les performances des syste`mes de´veloppe´s.
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O /O/ encore, forte, alors
AU /o/ beau, toˆt, seau






ON /O˜/ bon Voyelle nasale
IN /œ˜/ lin, brun, bain
Y /j/ action, bien, hier Semi-consonne
W /w/ boite, web, oui, coin
L /l/ lent Liquide
R /K/ rue
M /m/ mot
N /n/ nous Nasale
NG /N/ camping
F /f/ fer
S /s/ assis Fricative sourde
CH /S/ chou
V /v/ verre
Z /z/ Asie Fricative sonore
J /Z/ joue
P /p/ peu
T /t/ ton Occlusive sourde
K /k/ cou
B /b/ basse
D /d/ doux Occlusive sonore
G /g/ gouˆt
SIL Silence Silence
SP Court silence entre deux mots
Table 3.1 – Phone`mes e´tiquete´s dans le corpus BREF80.
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Partie Sexe Dure´e
Apprentissage homme 4 :33 :12
femme 5 :41 :45
total 10 :14 :57
Test homme 0 :27 :46
femme 0 :29 :58
total 0 :57 :44
Table 3.2 – Re´partition temporelle du corpus BREF80.
Langue Dure´e totale
anglais 2 h 2 mn
allemand 1 h 24 mn








Le signal de parole peut eˆtre divise´ en trois grands types de zones traduisant
trois types de production de la parole :
• Les zones de non-parole qui sont de tre`s faible e´nergie (fermeture du
conduit vocal, fin de phrase).
• Les sons voise´s caracte´rise´s par la pre´sence d’une fre´quence fondamen-
tale induite par la vibration des cordes vocales. Ces zones sont ge´ne´-
ralement de forte e´nergie comme par exemple dans le son /O/ (dans
roseau /KOzO/). La figure 4.1-(a) pre´sente le spectre du /O/ de roseau.
On peut y remarquer la pre´sence de la fre´quence fondamentale ainsi
que celle de ses harmoniques.
• Les sons non-voise´s ou` toute pe´riodicite´ est absente comme dans le
son /S/ (dans chassis, /Sasi/). On remarque l’absence de fre´quence
fondamentale et d’harmonique ainsi qu’une plus faible e´nergie sur la
figure 4.1-(b).
Le voisement se traduit apre`s analyse selon diffe´rents attributs :
• Un indice binaire pour indiquer la pre´sence ou l’absence du trait de
voisement,
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• Une valeur de la fre´quence fondamentale, mise a` 0 dans les zones non
voise´es (valeur continue sur R et e´gale a` 0 par morceaux),
• Un degre´ de voisement, valeur comprise entre 0 et 1 traduisant un
degre´ d’harmonicite´ : si le degre´ de voisement est e´gal a` 1, le signal est
pe´riodique ; inversement, si il est nul, le signal est ape´riodique.
L’utilisation d’indices binaires comme information de voisement pose des
proble`mes du fait que ces attributs ne sont pas continus ou qu’ils sont em-
ploye´s juxtapose´s a` des attributs de nature continue ; c’est le cas lorsqu’ils
deviennent observations dans les mode`les de Markov cache´s.
Dans ce type d’application, il est alors plus simple d’utiliser deux mo-
de`les, un pour la partie voise´e et un autre pour la partie non voise´e. Mais
il est alors ne´cessaire de ge´rer les transitions entre ces mode`les a` l’aide de
re`gles spe´cifiques, proble`me qui peut s’ave´rer tre`s difficile si l’on pense au
seul phe´nome`ne d’assimilation du trait de voisement.
Une repre´sentation continue du voisement a comme avantage d’eˆtre, tout
en e´tant proche de la linguistique, un parame`tre facilement utilisable dans
des domaines comme la reconnaissance de parole ou la pre´diction, mais elle
reste non homoge`ne aux coefficients traditionnels.
Cherchant d’une part a` introduire un degre´ de voisement pour contourner
le proble`me des deux mode`les de Markov cache´s propose´s par C. Rødbro et
d’autre part a` garder l’efficacite´ de ce type de mode`le, nous de´finissons et
e´valuons l’inte´reˆt d’un nouveau parame`tre, que nous appelons “pourcentage
de voisement”.
Dans ce chapitre, nous examinons les principales me´thodes existantes in-
cluant la notion de degre´ de voisement et nous de´taillons la me´thode propose´e
pour l’obtention de ce parame`tre. Son utilisation est dans un premier temps
valide´e dans une application de segmentation voise´e/non-voise´e. Puis l’inte´-
reˆt de ce parame`tre est e´value´ dans le cadre d’un syste`me de reconnaissance
phone´tique.
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4.1 E´tat de l’art du “degre´ de voisement”
Le degre´ de voisement apparaˆıt comme parame`tre interme´diaire pour de´tecter
les zones voise´es afin de calculer la fre´quence fondamentale. Il est lie´ a` la
recherche de pe´riodicite´s dans un signal. En effet, en traitement de la parole,
le degre´ de voisement est rarement estime´ de manie`re directe. Il est plutoˆt un
sous-produit d’algorithmes qui ont pour but essentiel d’estimer la fre´quence
fondamentale, le degre´ de voisement e´tant alors un degre´ de confiance dans la
mesure du pitch. Compte tenu de l’importance de la fre´quence fondamentale
en parole comme en musique, de nombreux algorithmes ont vu le jour pour
re´pondre a` ce proble`me spe´cifique [33] ; ils s’appuient pour nombre d’entre eux
sur des calculs de corre´lation, que ce soit dans le domaine temporel ou dans
le domaine fre´quentiel. Nous donnons ci-apre`s trois exemples fondamentaux.
4.1.1 Fonctions aux diffe´rences
L’algorithme du YIN [14] est un exemple d’un algorithme de de´tection de
la fre´quence fondamentale d’un signal audio, qu’il s’agisse de parole ou de
musique. L’estimation de la pe´riode fondamentale repose sur la fonction de
diffe´rences cumule´es d′(θ) de´finie de la manie`re suivante :
d′(θ) =




[(x(t)− x(t− θ)]2 (4.2)
La valeur de la pe´riode fondamentale est l’indice θ correspondant a` un
minimum local de la fonction d′(θ). La valeur de ce minimum, lorsque la
fre´quence fondamentale est de´finie, peut eˆtre interpre´te´e comme un degre´ de
voisement. Il repre´sente la confiance de l’estimateur sur la fre´quence estime´e :
plus elle est basse, plus la “trame est voise´e” et la valeur de la pe´riode est
correcte.
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La trame analyse´e est conside´re´e comme voise´e si la valeur de d′(θ) passe
en dessous de 0.1 sur la feneˆtre de calcul de d′ [14].
4.1.2 Corre´lation temporelle
L’ide´e est la suivante : si le signal est pe´riodique de pe´riode θ0, alors la valeur
de la fonction d’autocorre´lation R en θ0, R(θ0), est la puissance associe´e a` la
fre´quence fondamentale.
Le degre´ de voisement ou coefficient de pe´riodicite´ est alors de´fini comme
le maximum de la fonction d’autocorre´lation normalise´ par la puissance du
signal. Ce maximum est recherche´ dans une plage temporelle autour de la
pe´riode fondamentale.








ou` Tmin est la pe´riode correspondant a` la plus grande valeur de fre´quence fon-
damentale attendue alors que Tmax est celle correspondant a` la plus petite
fre´quence fondamentale que l’algorithme est susceptible de de´tecter. Cette
plage temporelle est absolument ne´cessaire pour e´viter de trouver des mul-
tiples ou sous-multiples, mais elle reste un parame`tre critique de l’algorithme.
4.1.3 Corre´lation mixte
Cho et al. proposent dans [34, 35] de de´terminer la fre´quence fondamen-
tale d’une trame de parole a` l’aide de l’autocorre´lation spectro-temporelle
ζ(θ). Celle-ci est de´finie a` l’aide de l’autocorre´lation temporelle ζT (θ) et de
l’autocorre´lation fre´quentielle ζF (ωθ) :





















ou` ωθ = 2pi
N
θ
, x˜ est la version centre´e du signal d’entre´e x, X˜ est la
version centre´e du module de la transforme´e de FourierX du signal x. L’auto-
corre´lation ζ(θ) est ainsi de´finie par :
ζ(θ) = λζT (θ) + (1− λ)ζF (ωθ) (4.6)
avec 0 < λ < 1. La valeur de λ permet de donner une pre´ponde´rance soit a`
la pe´riodicite´ temporelle, soit la pe´riodicite´ fre´quentielle. Dans la pratique,
la valeur de λ est souvent choisie e´gale a` 0.5 afin de ne pas privile´gier l’une
ou l’autre des approches. En effet, d’apre`s [35], la valeur λ = 0.5 est celle qui
minimise l’erreur d’estimation de la fre´quence fondamentale.





C’est a` partir de cette de´finition que Cho et al. introduisent [36] le coef-




On remarque que si le coefficient harmonique est faible, peu de confiance
est accorde´e a` la valeur trouve´e de l’estimateur de fre´quence fondamentale,
la trame est donc du bruit. Au contraire, si la valeur de Ha est e´leve´e, la
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trame analyse´e est estime´e pe´riodique. Ce coefficient harmonique peut ainsi
eˆtre vu comme un degre´ de voisement.
4.1. E´TAT DE L’ART DU “DEGRE´ DE VOISEMENT” 39



















(a) - Voise´e (/O/ dans roseau)



















(b) - Non voise´e (/S/ dans chassis)
Figure 4.1 – Densite´ spectrale de puissance d’une trame de 20ms de signal
de parole, (a) voise´e, (b) non-voise´e.
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4.2 De´finition du pourcentage de voisement
Dans notre e´tude, nous souhaitons introduire un parame`tre continu mesurant
le degre´ de voisement, sans toutefois le lier ne´cessairement a` l’estimation de
la fre´quence fondamentale comme cela est fait dans les algorithmes existants
pre´sente´s dans la section pre´ce´dente. Nous proposons ainsi, dans cette section,
une mesure continue et norme´e du degre´ de voisement.
Pour cela, le signal de parole est mode´lise´ comme une somme d’une partie
pe´riodique (voise´e) xV (t), et d’une partie non-harmonique b(t) :
x(t) = xV (t) + b(t) (4.9)
Nous de´finissons le pourcentage de voisemement v% comme le rapport
entre la puissance de la partie harmonique du signal Pharmonique et la puissance





4.2.1 Estimation du pourcentage de voisement
Le pourcentage de voisement de´fini par (4.10) ne´cessite l’estimation de deux
puissances, la puissance totale du signal et la puissance de sa partie harmo-
nique.
Nous proposons d’estimer ces deux puissances a` partir de la densite´ spec-
trale de puissance (DSP) du signal x(t), en s’inspirant des travaux de M.
Durnerin [38]. L’ide´e principale consiste a` appliquer un filtre me´dian direc-
tement sur le spectre de puissance de la trame e´tudie´e afin de lisser les pics
correspondant aux harmoniques. Ceci permet d’estimer la densite´ spectrale
de puissance de la partie non-harmonique du signal, b(t).
Ainsi, la puissance de la partie harmonique du signal, Pharmonique, est ob-
tenue en soustrayant a` la puissance totale de chaque trame d’analyse, la
puissance de la partie non-harmonique.
Le re´glage de la taille de la feneˆtre du filtre me´dian est un parame`tre
crucial. L’e´tude de Mathieu Durnerin montre que pour une bonne e´limina-



















Figure 4.2 – Sche´ma re´capitulatif du pourcentage de voisement
tion des pics spectraux correspondant a` la fre´quence fondamentale et aux
harmoniques, la taille de la feneˆtre me´dian doit eˆtre supe´rieure a` trois fois la
largeur du pic harmonique (largeur induite par la me´thode choisie d’estima-
tion spectrale) mais de pre´fe´rence infe´rieure a` six fois cette largeur afin de
rester “local” et de pouvoir suivre les e´volutions continues du spectre.
4.2.2 De´tails de l’algorithme
La figure 4.2 fait un re´sume´ de tout le processus mis en œuvre pour le calcul
du pourcentage de voisement : la densite´ spectrale de puissance (DSP) X
de chaque trame est calcule´e sur le signal auquel nous avons retranche´ la
moyenne (note´ x˜). Un filtre me´dian de longueur supe´rieure a` trois fois mais
infe´rieure a` six foix la largeur d’un lobe fre´quentiel est applique´ directement
sur cette densite´ X. Cela permet d’estimer la ligne de fond qui correspond
au spectre de la partie non-harmonique du signal. En inte´grant ces deux
densite´s on obtient respectivement la puissance de la partie non-harmonique
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et la puissance du signal. La puissance de la partie harmonique est alors
de´finie comme la diffe´rence entre ces deux puissances. Le pourcentage de











ou` f˜ = f
fs
est la fre´quence normalise´e (fs et f sont respectivement la fre´quence
d’e´chantillonnage et la fre´quence en Hz), x˜ est le signal analyse´ auquel nous
avons retranche´ sa moyenne, X est la densite´ spectrale de puissance de x˜,
median est le filtre me´dian.
La figure 4.3 reprend ces ope´rations sur une trame voise´e (4.3-(a)) et sur
une trame non-voise´e (4.3-(b)).







































(b) Trame non-voise´e (v% = 0.51)
Figure 4.3 – Calcul du pourcentage de voisement.
Pourcentage de voisement calcule´ sur un signal de 240 echantillons
e´chantillonne´ a` fs = 8kHz. La denstite´ spectrale de puissance est calcule´e
sur 512 points et la longueur du filtre me´dian est de 25 points fre´quentiels.
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4.3 Protocole d’e´valuation
Afin de valider ce nouveau degre´ de voisement, nous avons e´tudie´ la situa-
tion classique d’utilisation de ce parame`tre, a` savoir l’estimation du voise-
ment dans les proce´dures de segmentation de la parole en zones voise´es et
en zones non-voise´es. Nous avons compare´ les performances a` celles obtenues
par l’algorithme YIN.
Compte tenu de notre objectif, le pourcentage de voisement a e´galement
e´te´ e´value´ comme parame`tre d’entre´e d’un de´codeur acoustico-phone´tique
base´ sur un mode`le de Markov cache´ afin de valider sa pertinence et le









Deux approches sont envisage´es :
• La de´cision est prise en deux temps. Tout d’abord la puissance de la
trame est compare´e a` un seuil λ1 pour de´terminer si c’est du silence
ou de la parole. Si c’est de la parole, la valeur de l’estimateur continu
de voisement est compare´e a` un deuxie`me seuil λ2 afin de de´terminer
si cette trame est voise´e ou non. Ainsi, chaque trame (typiquement
une trame d’analyse dure 20ms et est calcule´e toutes les 10ms) est
classe´e dans l’une des trois cate´gories cite´es ci-dessus. Cette approche




























V V UV V UV sil UV V
Time (s)
1.9 2.9
Figure 4.4 – Exemple de segmentation voise´e / non-voise´e / silence.
Dans cet exemple λ1 = 3 · 10
−7 et λ2 = 0.65.
est note´e A dans les tableaux de re´sultats. Un exemple est pre´sente´
sur la figure 4.4. La figure du haut pre´sente la valeur du pourcentage
de voisement, celle du milieu est une repre´sentation du spectrogramme,
celle du bas montre la segmentation produite par l’introduction du seuil
(ligne rouge) sur le pourcentage de voisement ainsi que la forme d’onde.
• Le signal de parole est segmente´ a priori en zones quasi-stationnaires [39]
et ces segments sont classe´s en se basant sur la valeur du pourcentage de
voisement sur la trame suppose´e la plus stable : les 20ms au milieu du
segment quasi-stationnaire. Cette me´thode de de´cision est dite a poste-
riori et est note´e B dans les tableaux de re´sultats. La figure 4.5 montre
de haut en bas, sur le meˆme extrait que la figure 4.4, la segmentation
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a priori, la valeur du pourcentage de voisement, le spectrogramme et,
les de´cisions qui ont e´te´ prises sur chaque segment.
Mesures de performances
Afin de mesurer et de comparer les performances de segmentation des di-
vers algorithmes d’estimation de voisement, nous avons utilise´ des mesures
couramment utilise´es notamment dans les campagnes du NIST1. La mesure
utilise´e comme re´fe´rence, celle donne´e dans les tableaux de re´sultats, est le
taux d’erreurs de segmentation de´fini de la manie`re suivante :
R =
dure´e incorrectement segmente´e
dure´e totale a` segmenter
(4.12)
1http://www.itl.nist.gov/iad/mig/tools/
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Time (s)
1.9 2.9
Figure 4.5 – Exemple de de´cision voise´e / non-voise´e / silence sur une
segmentation a priori.
Dans cet exemple λ1 = 3 · 10
−7 et λ2 = 0.65.
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4.3.2 De´codeur acoustico-phone´tique
Le pourcentage de voisement est conc¸u pour eˆtre utilise´ comme un para-
me`tre supple´mentaire d’observation du signal de parole et eˆtre inte´gre´ dans
un mode`le de Markov cache´, ceci dans le but d’assurer ulte´rieurement la
continuite´ et le suivi du voisement en phase d’estimation. L’ajout d’un nou-
veau parame`tre non-homoge`ne aux observations ne conduit pas toujours a`
l’ame´lioration des performances du mode`le dans le cadre de la reconnaissance
de parole. C’est pourquoi il est important de valider l’apport du pourcentage
de voisement dans ce contexte.
Afin d’e´valuer la pertinence de ce nouveau parame`tre dans ce cadre, nous
avons conc¸u trois syste`mes de reconnaissance automatique des phones en fai-
sant varier uniquement la composition des diffe´rents vecteurs d’observations
et nous avons compare´ leurs performances. Nous avons utilise´ des parame´-
trisations pre´sentes dans l’e´tat de l’art du de´codage acoustico-phone´tique
auxquelles nous avons adjoint le pourcentage de voisement. Trois syste`mes
ont ainsi e´te´ de´veloppe´s dans l’optique de comparer leurs performances. Pour
chacun de ces syste`mes, la structure des mode`les de Markov est identique,
seule la parame´trisation change. Les trois familles de vecteurs d’observation
sont :
MFCC E D Z : 12 Mel Frequencies Cepstral Coefficients [24] (MFCC),
l’e´nergie, les de´rive´es d’ordre 1. Une soustraction de la moyenne spec-
trale est effectue´e.
LPCC E D Z : 12 Coefficients cepstraux issus de la pre´diction line´aire [24]
(LPCC), l’e´nergie, les de´rive´es d’ordre 1. Une soustraction cepstrale est
effectue´e.
LPCC E D Z + V% : meˆme parame´trisation que pour LPCC E D Z mais
avec en plus le pourcentage de voisement.
Notons que nous aurions pu ajouter une quatrie`me famille de vecteurs
compose´e des meˆmes parame`tres que MFCC E D Z a` laquelle on ajoute le
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pourcentage de voisement. Comme les performances de LPCC E D Z sont
supe´rieures a` celles de MFCC E D Z, nous avons opte´ pour ne re´aliser l’ex-
pe´rience qu’avec la famille la plus performante.
Le syste`me de de´codage acoustico-phone´tique a e´te´ de´veloppe´ sur le cor-
pus BREF80. Les 35 phones du franc¸ais [40] de´taille´s dans le tableau 3.1
page 31 ont e´te´ mode´lise´s inde´pendamment du contexte. Chacun de ces e´le´-
ments acoustiques est repre´sente´ par un mode`le de Markov a` trois e´tats.
4.4 Re´sultats
4.4.1 Segmentation voise´e/non-voise´e
Influence du seuil de de´cision λ2 La performance de la segmentation
voise´e/non-voise´e de´pend de la valeur du seuil λ2. Afin d’en choisir la valeur,
nous avons compare´ la segmentation produite pour diffe´rentes valeurs de seuil
avec une segmentation base´e sur la de´tection de la fre´quence fondamentale.
Cette e´tude a e´te´ re´alise´e sur le corpus OGI MLTS pre´sente´ dans le chapitre 3,
paragraphe 3.3. Les performances du pourcentage de voisement dans le cas
A en fonction du seuil et de la langue sont pre´sente´es sur la figure 4.6. Nous
constatons que la valeur optimale du seuil est entre λ2 = 0.55 et 0.6, selon la
langue.
Afin de mettre en e´vidence la re´partition des fausses alarmes, nous avons
trace´ sur la figure 4.7 l’histogramme des valeurs du pourcentage de voisement
lors de fausses alarmes.
On s’aperc¸oit que quelle que soit la valeur du seuil, celui-ci se´pare les
deux types d’erreur :
PV→UV =P (de´cider voise´|le son est non-voise´) (4.13)
PUV→V =P (de´cider non-voise´|le son est voise´) (4.14)
Si le parame`tre propose´ v% n’avait pas e´te´ repre´sentatif du degre´ de voi-
sement d’une trame, la distribution des valeurs du pourcentage de voisement
lors d’erreurs n’aurait pas e´te´ maximum sur la valeur du seuil fixe´.






















Figure 4.6 – Influence du seuil sur la de´cision de voisement.
Expe´rimentation effectue´e sur les siw langues pre´sentes dans le corpus
OGI_MLTS.
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Figure 4.7 – Histogramme de fausse segmentation V/UV.
Valeur de seuil : 0.55
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Corpus Langage A B
Anglais 19.34 16.57
Allemand 17.83 15.47
OGI Espagnol 16.46 14.45
Hindi 15.59 14.35
MLTS Mandarin 16.19 14.22
Japonais 16.14 15.04
Tout 17.00 15.10
BREF80 Franc¸ais 10.74 13.77
Table 4.1 – Taux d’erreur de segmentation.
Rapport en % entre le temps incorrectement segmente´ (en accord avec la
segmentation produite par le YIN) et le temps total.
Cette re´partition attendue des deux types d’erreur confirme l’inte´reˆt et la
pertinence du parame`tre propose´ v% en tant que degre´ de voisement.
E´valuation des segmentations produites par A et B Le tableau 4.1
pre´sente l’erreur de segmentation (4.12) pour le syste`me A et pour l’approche
B. Ces re´sultats sont a` tempe´rer. En effet, l’annotation est le fruit d’un algo-
rithme performant mais ne´anmoins automatique de de´tection de fre´quences
fondamentales : le YIN. Le taux d’erreurs pre´sente´ est donc lie´ a` la fois aux
erreurs d’annotations et a` celles d’estimation. Toutefois, nous pouvons noter
que l’algorithme du YIN [14], d’apre`s son auteur, n’a qu’une erreur d’esti-
mation de 2% de la fre´quence fondamentale ce qui conduit a` une de´tection
fiable des zones pre´sentant une fre´quence fondamentale, donc des segments
de parole voise´e.
Nous remarquons, au regard des re´sultats pre´sente´s dans le tableau 4.1,
que les performances du pourcentage de voisement sont d’ordre de grandeur
similaire sur les deux corpus de tests. Dans le cas d’un signal bruite´ (cas du
corpus OGI MLTS), les performances sont meilleures s’il est utilise´ conjoin-
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tement a` une pre´-segmentation.
4.4.2 De´codeur acoustico-phone´tique
Les performances des trois syste`mes sont mesure´es en terme de taux de re-









ou` H = N − D − S est le nombre d’e´tiquettes correctes, I est le nombre
d’insertions, N le nombre d’e´tiquettes a` trouver, D le nombre d’e´tiquettes
omises et S celles substitue´es.
Mode`le Acc %Corr2
MFCC E D Z 58.9 (±0.5)% 66.2 (±0.5)%
LPCC E D Z 59.9 (±0.5)% 67.9 (±0.5)%
LPCC E D Z + V% 60.3 (±0.5)% 68.4 (±0.5)%
Table 4.2 – Taux de reconnaissance phone´tique.
Le tableau 4.2 nous permet de remarquer que l’adjonction du pourcentage
de voisement au vecteur de parame´trisation ne de´grade pas les performances
du syste`me mais tend a` les ame´liorer tre`s le´ge`rement. Cette le´ge`re ame´lio-
ration est en soi un tre`s bon re´sultat si on prend en compte qu’en ge´ne´ral
l’introduction d’un parame`tre de nature diffe´rente aux autres coordonne´es
du vecteur d’observation peut induire des pertes de performances.
4.4.3 Discussions
Nous avons introduit une nouvelle mesure de faible couˆt calculatoire du degre´
de voisement d’un signal de parole. Les performances de ce degre´ de voise-
ment dans une taˆche de segmentation voise´e/non-voise´e sont comparables a`
2Taux de reconnaissance phone´tique
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celles d’un estimateur de fre´quence fondamentale. Cela nous confirme que la
quantite´ mesure´e est bien le degre´ d’harmonicite´ du signal. Ces performances
dans le cadre d’une reconnaissance phone´tique, pre´mices de la reconnaissance
de la parole, sont encourageantes et nous confortent dans l’utilisation de ce
parame`tre afin de repre´senter le voisement dans un mode`le de Markov cache´.
Chapitre 5
Mode´lisation et estimation
Dans le cadre de ce travail, a` l’image de celui effectue´ par Rødbro, nous
avons choisi de mode´liser l’e´volution temporelle des parame`tres acoustiques
du signal de parole par un mode`le de Markov cache´ (MMC).
L’approche par mode`les de Markov cache´s a, depuis plus de 30 ans,
fait ses preuves dans le monde du traitement de la parole [24, 42]. Dans
ce mode`le, chaque e´tat repre´sente une brique e´le´mentaire de l’acoustique,
un sous-e´le´ment d’un phone : chaque e´tat repre´sente un son, un segment
quasi-stationnaire du signal de parole et les lois porte´es par les e´tats rendent
compte de la distribution probabiliste des trames de signal appartenant a` ce
segment. Ces successions d’e´tats mode´lisent l’e´volution temporelle du signal
acoustique, et ce a` diffe´rents niveaux : de manie`re simpliste, les lois des e´tats
d’un meˆme phone`me sont lie´es au phe´nome`ne de coarticulation avec les pho-
ne`mes adjacents, les liaisons possibles entre phone`mes re´ve`lent la structure
phonotactique de la langue tandis que les liaisons entre mots, la structure de
la langue au travers d’un mode`le dit de langage. Les domaines d’application
des mode`les de Markov cache´s sont donc naturellement la transcription auto-
matique de la parole [27], mais e´galement l’identification des langues [43, 44],
la conversion de voix [45] et la synthe`se de parole [46, 47].
Selon le domaine d’application, le type d’observations acoustiques et la
topologie du MMC sont les deux choix fondamentaux a` prendre. Comme nous
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le verrons dans les paragraphes suivants, le cadre spe´cifique de notre applica-
tion nous a conduit a` privile´gier les LPCC comme observations acoustiques
auxquelles nous avons adjoint le pourcentage de voisement pour ne ge´rer
qu’un seul MMC. Les parame`tres spe´cifiques au type de trame, par exemple
la fre´quence fondamentale dans le cas d’une trame voise´e, ont e´te´ e´carte´s
pour traiter tous les types de sons de manie`re identique. Le processus de ge´-
ne´ration et les contraintes impose´es par la te´le´phonie n’autorisent pas la prise
en compte d’un quelconque mode`le de langage ; nous nous sommes limite´s a`
une mode´lisation acoustico-phone´tique. Ne´anmoins, nous avons e´te´ amene´s
a` e´tudier diffe´rentes mises en œuvre selon que l’approche est supervise´e ou
non.
De`s lors que nous recherchons a` ge´ne´rer des observations manquantes,
lors des pertes de paquets, se pose le proble`me suivant : pour un mode`le
de Markov cache´ donne´, comment estime-t-on le vecteur de repre´sentation
acoustique φt, τ ≤ t < τ + L des trames perdues pendant la transmission ?
La deuxie`me partie de ce chapitre propose une solution base´e sur la notion
de meilleur chemin obtenu a` partir des seules donne´es observe´es.
5.1 Nature du vecteur d’observation
Le mode`le de Markov cache´ mode´lise l’e´volution temporelle d’un vecteur de
parame´trisation acoustique du signal, note´ φt. Ce vecteur, calcule´ toutes les
10ms sur une portion de signal de 30ms avec un recouvrement de 20ms,
de´crit la trame d’indice t sur laquelle il est calcule´.
De nombreux types de parame´trisation du signal de parole ont e´te´ large-
ment e´tudie´s, en relation e´troite avec le type d’application : les plus anciens
sont certainement les coefficients de pre´diction line´aire utilise´s notamment en
codage de parole alors que les coefficients cepstraux se sont montre´s perfor-
mants en reconnaissance de parole, la primaute´ revenant aux Mel Frequency
Cesptral Coefficients (MFCC) [48]. D’autres alternatives peuvent eˆtre les
Line Spectral Frequency (LSF) [28], moins sensibles a` la quantification et
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donc largement utilise´s dans les codeurs de parole ou encore les Perceptual
Linear Pairs (PLP) [49].
D’une part, notre travail a pour vocation d’eˆtre utilise´ en te´le´phonie et
d’autre part, nous avons besoin de re´sultats satisfaisants en reconnaissance
phone´tique ; c’est pourquoi la recherche d’un compromis entre codage et re-
connaissance nous a conduit a` choisir comme parame´trisation de base les
coefficiens cepstraux issus de la pre´diction line´aire [24]. Le pourcentage de
voisement [37] est adjoint a` ce vecteur parame`tre pour repre´senter la compo-
sante non-harmonique du signal. La dynamique du signal de parole est prise
en compte en introduisant les de´rive´es premie`res de ces coefficients pour re-
pre´senter le lien temporel de tous ces parame`tres. Le vecteur d’observation
de la trame t est donc compose´ des 22 coefficients suivants :
• le pourcentage de voisement (v%),
• 10 coefficients cepstraux issus de la pre´diction line´aire (LPCC),
• la de´rive´e premie`re du pourcentage de voisement (∆v%),
• les de´rive´es premie`res des coefficients LPCC (∆LPCC).
Les de´rive´es des coefficients sont calcule´es a` l’aide d’une approximation
nume´rique d’ordre 3. Dans le cas de paquets rec¸us, la de´rive´e temporelle ∆x
de la coordonne´e x est calcule´e a` l’aide de la formule centre´e (5.1) et est





Sur les bords des feneˆtres d’observations ou aux bords des trames man-
quantes, la de´rive´e est calcule´e a` l’aide des formules de´centre´es obtenues
a` partir des de´veloppements en se´rie de Taylor. Ces formules sont :
• de´rive´e a` gauche (bord droit) :
∆xt =
3xt−2 + xt − 4xt−1
2
(5.2)







Figure 5.1 – Calculs des de´rive´es des parame`tres d’observation lors de phe´-
nome`nes de bords.
• de´rive´e a` doite (bord gauche) :
∆xt =
4xt+1 − 3xt − xt+2
2
(5.3)
La figure 5.1 montre le de´roulement du calcul de la de´rive´e des parame`tres
sur les bords, notamment lors de pertes de paquets.
5.2 Topologie et estimation des parame`tres
des mode`les de Markov cache´s
Nous avons e´te´ amene´s a` aborder deux approches pour re´soudre les proble`mes
de topologie et d’estimation des parame`tres des mode`les de Markov cache´s.
Les deux approches s’appuient sur un corpus d’apprentissage pour estimer
les parame`tres des mode`les. Ce corpus conditionne a` la fois la langue et le
type de parole. Il en re´sulte que le mode`le de Markov cache´ ainsi appris sera
de´pendant de la langue. Ne´anmoins les travaux de Martine Ada et al. [50]
sur le traitement automatique multilingue de la parole laissent penser que
la production d’un mode`le universel est possible. Nous n’avons pas vraiment
explore´ cette inde´pendance.
Les deux approches e´tudie´es sont lie´es a` l’ajout ou non de connaissances
expertes dans la spe´cification de la topologie du mode`le :
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En apprentissage supervise´, le nombre d’e´tats et la structure du mode`le
sont contraints : seuls certains enchaˆınements d’e´tats sont permis, les
autres sont interdits.
En apprentissage non supervise´, seul le nombre d’e´tats est contraint.
Toutes les transitions sont permises : le mode`le est dit ergodique.
Les diffe´rentes versions des mode`les propose´s sont compare´es.
5.2.1 Approche supervise´e
L’approche supervise´e, couramment utilise´e en reconnaissance de la parole,
repose sur une connaissance a priori de la linguistique et donc de la langue.
Toute phrase se de´compose en e´le´ments sonores ; un e´le´ment est en ge´ne´ral as-
simile´ a` un phone et est mode´lise´ par un mode`le de Markov cache´ e´le´mentaire.
Les diffe´rents mode`les de Markov e´le´mentaires, estime´s inde´pendamment les
uns des autres, sont alors concate´ne´s pour donner le mode`le de Markov re-
pre´sentant l’e´volution sonore globale propre a` cette langue. C’est ce dernier
mode`le qui par la suite est utilise´ pour le masquage de la perte des paquets.
Lors de l’e´tape de concate´nation, des re`gles de prononciation peuvent eˆtre
prises en compte au travers d’une matrice de transition inter-phones.
Les mode`les e´le´mentaires
Dans cette approche, chaque phone est repre´sente´ par un mode`le de Markov
cache´ ayant une structure gauche-droite. Chaque mode`le comporte trois e´tats
correspondant grossie`rement au de´but, au milieu et a` la fin du phone. La
figure 5.2 pre´sente cette structure.
On note aij = P (qt = j|qt−1 = i). Les e´tats “start” et “end” repre´sentent
respectivement l’entre´e et la sortie du phone`me. Ainsi,
aphonestart,j = P(qt = j|qt−1 = ”start”)
repre´sente la probabilite´ d’entre´e sur le mode`le conside´re´ (donc dans le phone
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Figure 5.2 – Mode`le de Markov gauche droite a` trois e´tats.
correspondant) sur l’e´tat j. De meˆme,
aphonei,end P(qt+1 = ”end”|qt = i)
repre´sente la probabilite´ de sortir du phone a` partir de l’e´tat i. Ces deux
e´tats permettent de faciliter les calculs lors de la transition entre les diffe´rents
phones.
Sur chaque e´tat, la loi des observations est suppose´e normale. Ainsi pour
tous les temps t, qt est la variable ale´atoire repre´sentant l’e´tat a` l’instant
t, P(φt|qt = i) ∼ N (µi,Σi) ou` N (µi,Σi) est une loi normale de moyenne
µi et de matrice de covariance Σi. Dans le mode`le de Markov cache´, cette
loi ne de´pend que de l’e´tat courant et non du temps. Les parame`tres de
ces diffe´rentes lois sont estime´s en utilisant un corpus de parole e´tiquete´
phone´tiquement (comme par exemple OGI MLTS ou BREF80BE).
Chaque mode`le e´le´mentaire est appris se´pare´ment sur la partie de´volue
a` l’apprentissage du corpus de parole choisi. L’apprentissage se de´roule en
deux phases :
• l’initialisation a` l’aide d’un algorithme de type K-means,
• l’optimisation des parame`tres a` l’aide de l’algorithme de Baum-Welch.
On obtient ainsi autant de mode`les e´le´mentaires que de phones.
Mode`le global
Dans notre syste`me de masquage de pertes de paquets, un mode`le acoustique
global incluant tous les phones est utilise´, il re´sulte de la concate´nation de
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tous les mode`les phone´tiques e´le´mentaires. Cette concate´nation est re´alise´e en
tenant compte des diffe´rentes probabilite´s d’enchaˆınements entre les mode`les
de phones. Dans notre e´tude, nous n’avons pas cherche´ a` introduire un mode`le
phonotactique pour rendre compte de ces enchaˆınements. Les probabilite´s de
sortir d’un mode`le et d’entrer dans un autre sont de´duites des probabilite´s
initiales et des probabilite´s de sortie des diffe´rents mode`les e´le´mentaires (les
transitions a` partir de l’e´tat fictif “start” et vers l’e´tat fictif “end”). Aucun
autre apprentissage n’a e´te´ effectue´. Quelques tentatives n’ont pas de´montre´
leur inte´reˆt.
La matrice de transition du mode`le de Markov cache´ global ainsi obtenue
est alors tre`s structure´e. Le sche´ma 5.3 repre´sente une matrice de transition
relative a` un tel mode`le. Les matrices de transition internes a` chaque phone
correspondent aux cases de couleur rose, alors qu’en bleu sont repre´sente´es les
transitions entre les phones. On remarque sur cette figure que cette matrice
est assez creuse : la structure du mode`le est fortement contrainte par les
notions introduites par la linguistique. Elle tient compte des spe´cificite´s de
la langue a` travers les connaissances introduites a priori dans les transitions
entre les phones. Sur la figure 5.4 sont repre´sente´es les valeurs de la matrice
de transition du mode`le global apre`s apprentissage ; la couleur “bleu fonce´”
est utilise´e pour repre´senter les valeurs nulles des probabilite´s de transition.
Cette matrice a e´te´ apprise sur le corpus OGI MLTS de´crit dans le chapitre 3,
en introduisant 48 phones.
L’annotation acoustique fine en phone`mes de corpora est extreˆmement
couˆteuse en termes de temps et d’expert. L’objectif de cette e´tude n’est pas
de reconnaˆıtre les phones effectivement prononce´s, mais de combler les sons
manquants lors de pertes de paquets en te´le´phonie. Nous proposons donc dans
le paragraphe suivant une me´thode pour concevoir un mode`le de Markov ca-
che´ global inde´pendant de toute annotation : c’est l’approche non-supervise´e.
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Figure 5.3 – Sche´ma d’une matrice de transition supervise´e
Cette matrice comporte sept phones et trois e´tats par phone. En rose les
matrices propres a` chaque phone. En bleu, les transition entre les phones.
En blanc les transitions interdites.
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Figure 5.4 – Valeurs de la matrice de transition apre`s apprentissage dans le
cadre d’une approche supervise´e.
Le bleu fonce´ correspond a` des valeurs nulles.
Cette matrice a e´te´ apprise sur le corpus OGI MLTS. Nous avons utilise´
48 phones ce qui fait un total de 144 e´tats pour le mode`le de Markov cache´
global.
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5.2.2 Approche non-supervise´e
Contrairement a` l’approche supervise´e, en mode non-supervise´, aucune sup-
position n’est faite sur la structure des mode`les, en particulier, elle n’est pas
guide´e par les spe´cificite´s du langage. L’avantage est qu’aucune donne´e ex-
perte n’est ne´cessaire afin d’effectuer le re´glage du mode`le : celui-ci se fait a`
travers des algorithmes automatiques.
Le nombre d’e´tats Q du mode`le de Markov est choisi au pre´alable. La
structure du mode`le est suppose´e ergodique : toutes les transitions entre les
e´tats sont possibles et aucune contrainte n’est impose´e a priori sur l’enchaˆı-
nement des e´tats.
Le mode`le est obtenu en deux e´tapes :
• Tous les vecteurs d’observations du corpus d’apprentissage sont soumis
a` un algorithme de type clustering non supervise´. L’algorithme des K-
means [51] est utilise´ pour regrouper les vecteurs d’observations en Q
classes repre´sentant les sonorite´s de base. Une distribution normale de
moyenne µi et de matrice de covariance Σi est estime´e pour mode´liser
les donne´es de la classe i. Cette loi sert de loi d’observation pour l’e´tat i.
• Du fait du clustering, chaque vecteur d’observation du corpus d’appren-
tissage est associe´ a` un e´tat et donc labellise´. La matrice des probabilite´s
de transitions A est obtenue en calculant les occurrences des couples
de labels dans le corpus. Ainsi la probabilite´ ai,j = P (qt = j|qt−1 = i)
est estime´e comme le nombre de fois que le label j est pre´ce´de´ du label
i dans le corpus, normalise´ par le nombre de labels i :
aij =
Nombre d’occurrences du couple (i, j)
Nombre d’occurrences du label i
(5.4)
On constate sur les figures 5.5 et 5.6 que la matrice de transition ainsi
obtenue est ne´anmoins fortement structure´e : seul un nombre limite´ d’e´tats
sont connecte´s entre eux. Cette structure est similaire a` celle obtenue avec
un apprentissage supervise´ ou` les e´tats inter-phone sont connecte´s ensemble
et seuls les e´tats de sorties et d’entre´es sont connecte´s aux autres phones.
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Figure 5.5 – Matrice de transition obtenue dans le cadre d’une approche
non-supervise´e
Cette matrice est apprise sur le corpus BREF80BE bande e´troite. Le
nombre d’e´tats du mode`le de Markov cache´ est fixe´ a priori a` 128 e´tats.
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Figure 5.6 – Sche´ma du mode`le bref80be_kmeans128.
Mode`le de Markov cache´ appris sur le corpus BREF80BE bande e´troite. Le
nombre d’e´tats du mode`le de Markov cache´ est fixe´ a priori a` 128 e´tats. Les
lignes noires repre´sentent les probabilite´s de transition supe´rieures a` 0.06,
les lignes pointille´es grises celles comprises entre 0.02 et 0.06. Les
probabilite´s de transitions infe´rieures a` 0.02 ne sont pas trace´es.
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5.2.3 Comparaison des mode`les
Dans la mesure ou` nous avons comme objectif d’utiliser ces mode`les en
mode “ge´ne´ration d’observation”, il convient de chercher a` les e´valuer dans
ce contexte.
Nous proposons deux manie`res de ge´ne´rer des observations en utilisant le
mode`le de Markov cache´ appris. Ces deux approches seront valide´es en les
appliquant sur des corpora de parole originaux, sans perte de paquets, et en
comparant les observations ge´ne´re´es avec les valeurs re´elles.
Les deux approches propose´es pour la ge´ne´ration d’observations sont ba-
se´es sur :
• l’utilisation d’un me´lange de lois gaussiennes (GMM),
• ou sur l’utilisation du meilleur chemin de´termine´ a` partir de l’algo-
rithme de Viterbi.
Ces deux approches sont de´taille´es ci-apre`s.
Ge´ne´ration par me´lange de lois gaussiennes (GMM)
Dans cette premie`re approche, la ge´ne´ration d’observations est obtenue en
s’inspirant des travaux de Rødbro [25] : l’observation ge´ne´re´e a` l’instant t,
connaissant toute la suite d’observations re´elles, suit une loi de type me´lange






qt = i|φ1 · · ·φτ+L+J−1
)
bi (5.5)
ou` bi est la loi des observations, loi gaussienne de moyenne µi, correspondant
au ie e´tat du mode`le de Markov. En reprenant les notations classiques utilise´es
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Suivant la fac¸on d’estimer les parame`tres du mode`le de Markov cache´, la
ge´ne´ration par GMM (5.6) a plus ou moins de sens. En effet, si le mode`le
de Markov cache´ est appris de manie`re supervise´e, comme pre´sente´ au para-
graphe 5.2.1, la ge´ne´ration (5.6) va conduire a` “inventer”un phone non pre´vu
dans l’analyse pre´alable en construisant une combinaison line´aire d’e´tats ap-
partenant a` diffe´rents phones. Ceci va a` l’encontre de l’approche supervise´e
qui pre´voit une structure tre`s pre´cise du mode`le. De plus, en construisant
le mode`le de Markov cache´ de manie`re non-supervise´e, on s’aperc¸oit que
l’estimation des parame`tres conduit tout de meˆme a` un mode`le fortement
structure´ comme l’illustre la figure 5.5, avec une structure similaire a` celle de
l’approche supervise´e.
Cette remarque nous ame`ne a` simplifier la ge´ne´ration (5.6) afin de lui
redonner un sens au niveau phone´tique. Nous proposons de remplacer la
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Ge´ne´ration par recherche du meilleur chemin (Viterbi)
Une autre possibilite´ que nous avons exploite´e par la suite est de ge´ne´rer
des observations en nous appuyant sur le meilleur chemin ayant ge´ne´re´ les
observations connues. C’est pourquoi nous proposons e´galement d’e´valuer nos
mode`les en comparant l’observation re´elle et l’observation ge´ne´re´e a` partir
de ce meilleur chemin, a` savoir :
φ˜
Viterbi
t = µq⋆t (5.10)
ou` q⋆t est l’e´tat atteint a` l’instant t au cours du meilleur chemin. Ce chemin
est trouve´ a` l’aide de l’algorithme de Viterbi [24].
Re´sultats
Nous avons e´value´ chacun des mode`les (approches supervise´e et non-supervise´e)
en comparant l’observation re´elle aux observations ge´ne´re´es selon les deux




t , et ce par
distance euclidienne entre les vecteurs.
Les mode`les de Markov cache´s e´value´s varient selon le mode de l’approche
supervise´e/non-supervise´e, selon le type des lois gaussiennes (matrice diago-
nale ou non), selon le nombre d’e´tats et selon le corpus d’apprentissage.
Dans un souci de lisibilite´, des conventions d’e´criture pour le nom des
mode`les ont e´te´ adopte´es pour refle´ter les diffe´rentes combinaisons expe´ri-
mentales e´tudie´es. C’est ainsi que le pre´fixe du nom du mode`le stipule le
corpus ayant servi a` l’apprentissage, bref80be pour BREF80BE et ogi mlts
pour le corpus OGI, alors que le suffixe pre´cise la me´thode d’apprentissage.
Les mode`les dont le suffixe est de la forme kmeansXX sont des mode`les
comportant XX e´tats appris de manie`re non-supervise´e. Les lois d’observa-
tions sont alors suppose´es normales avec une matrice de covariance pleine.
Les mode`les ayant comme suffixe diag sont des mode`les appris selon la
me´thode supervise´e, en prenant trois e´tats par phone et une loi d’observation
normale dont la matrice de covariance est diagonale.
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Finalement, les mode`les suffixe´s plain sont e´galement construits a` l’aide
de la me´thode supervise´e, nous avons pris trois e´tats par phone, la loi d’ob-
servation est normale mais la matrice de covariance est quant a` elle pleine.
Dans la suite de notre e´tude, nous proposons de comparer les mode`les
suivants :
bref80be kmeans32 : ce mode`le inclut Q = 32 e´tats issus d’un apprentis-
sage non-supervise´. Les lois d’observations sont suppose´es gaussiennes
avec des matrices de covariances pleines.
bref80be kmeans128 : obtenu de la meˆme manie`re que bref80be kmeans32,
seul le nombre d’e´tats est plus important : Q = 128. Remarquons que
le nombre d’e´tats est alors du meˆme ordre de grandeur que celui utilise´
par Rødbro dans [25].
bref80be kmeans512 : identique aux pre´ce´dents mode`les, le nombre d’e´tats
est maximum : Q = 512.
ogi mlts plain : ce mode`le est un mode`le appris de manie`re supervise´e sur
la partie annote´e phone´tiquement corpus OGI MLTS en langue an-
glaise. Il comporte Q = 144 e´tats mode´lisant les 48 phone`mes de l’an-
glais pre´sents et e´tiquete´s dans ce corpus. Les lois d’observations sont
suppose´es gaussiennes avec des matrices de covariances pleines.
ogi mlts diag : ce mode`le se distingue du pre´ce´dent dans le sens ou` les
matrices de covariances sont diagonales.
bref80be plain : ce mode`le a`Q = 105 e´tats est appris sur le corpus BREF80BE
de manie`re supervise´e. Chaque mode`le e´le´mentaire est compose´ de trois
e´tats. Le mode`le global mode´lise ainsi les 35 phone`mes du franc¸ais. Les
lois d’observations sont des lois gaussiennes avec des matrices de cova-
riances pleines.
bref80be diag : Identique dans sa structure au mode`le pre´ce´dent, celui-ci
se distingue par ses lois d’observations ; en effet, celles-ci sont suppose´es
gaussiennes, mais avec des matrices de covariances diagonales.
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Il est rappele´ que le corpus de test utilise´ est le sous-ensemble de test de
BREF80BE. Des diffe´rences importantes entre les conditions d’apprentissage
et de test (environnement, langue), sont a` noter ; ce “mismatch” devrait se
traduire par des distances plus importantes lorsque l’apprentissage a e´te´ fait
sur OGI MLTS.
Dans le tableau 5.1, est donne´e la valeur moyenne des distances entre
observations ge´ne´re´es, selon leur type de ge´ne´ration, et observations re´elles,
ainsi que l’e´cart-type correspondant.
Nous pourrions nous interroger sur la pertinence d’un calcul de distance
euclidienne sur un vecteur non-homoge`ne constitue´ de parame`tres divers (cf.
paragraphe 5.1). Toutefois, il faut remarquer que la ge´ne´ration par GMM
a e´te´ faite de fac¸on a` minimiser l’erreur quadratique sur ce vecteur compo-
site et que la ge´ne´ration par Viterbi est re´alise´e de manie`re a` maximiser la
vraisemblance du chemin sachant la suite des vecteurs composites.
Il est clair que l’approximation la meilleure est obtenue en ge´ne´rant une
observation avec l’approche GMM. Cependant si l’on compare les distances
moyennes pour le ge´ne´rateur Viterbi et les mode`les bref80be_diag et ogi_mlts_diag,
la mode´lisation semble inde´pendante de la langue du corpus ayant servi a` l’ap-
prentissage. Cette remarque permet d’envisager, comme il a e´te´ mentionne´
pre´ce´demment, une extension en recherchant un mode`le acoustique universel.
Afin de ve´rifier que le couple (moyenne, e´cart-type) a un sens et est cor-
rectement interpre´te´, nous trac¸ons sur la figure 5.7 quelques-unes des dis-
tributions des distances. La plupart de ces distributions s’apparentent a` des
distributions gaussiennes dont les moyennes et les e´carts-types sont pre´cise´s
sur chaque histogramme. Ce qui nous inte´resse ici, c’est que les lois sont “pi-
que´es” autour de la valeur moyenne, ce qui donne du sens a` l’interpre´tation
des valeurs moyennes. Cet examen confirme le bon comportement de l’ap-
proche GMM, sans toutefois rejeter l’approche Viterbi puisque l’intervalle
(moyenne/e´cart-type, moyenne + e´cart-type) reste significatif.
Le figure 5.8 apporte un e´clairage comple´mentaire en pre´sentant la dis-
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GMM Viterbi
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Figure 5.7 – Distributions des distances entre les observations et les obser-
vations estime´es selon le type de ge´ne´ration.
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Mode`le
GMM Viterbi
Moyenne E´cart-type Moyenne E´cart-type
bref80be kmeans32 0.31 0.01 0.92 0.09
bref80be kmeans128 0.26 0.01 0.92 0.14
bref80be kmeans512 0.23 0.008 0.74 0.09
bref80be diag 0.41 0.03 0.84 0.14
bref80be plain 0.42 0.03 0.72 0.06
ogi mlts diag 0.61 0.05 0.84 0.06
ogi mlts plain 0.62 0.06 1.11 0.22
Table 5.1 – Erreur moyenne de mode´lisation.
tance moyenne pour chacune des composantes du vecteur d’observation a`
savoir :
• le pourcentage de voisement : v%,
• 10 coefficients LPCC,
• la de´rive´e du pourcentage de voisement : ∆v%,
• la de´rive´e des 10 coefficients LPCC : ∆LPCC
Comme nous nous y attendions, les deux mode`les appris sur le corpus OGI MLTS,
ogi_mlts_plain en bleu et ogi_mlts_diag en mauve, sont les moins per-
formants (surface la plus importante) pour ce qui est de l’approche GMM.
Nous remarquons e´galement que ce n’est pas le cas pour l’approche Viterbi.
En effet, le mode`le ogi_mlts_diag a des performances du meˆme ordre que
bref80be_plain lorsque l’approche Viterbi est conside´re´e. On peut noter
que l’approche GMM, au contraire de l’approche Viterbi, ne semble pas te-
nir compte du pourcentage de voisement : pour tous les mode`les, la distance
moyenne entre les observations et les observations estime´es par l’approche
GMM est de l’ordre de 0.6.
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Trame perdue
Trame reçue
τ + L− 1 τ + L
τ + L+
J − 1
τ + 1ττ − 1
Figure 5.9 – E´tats de la suite de paquets.
5.3 Estimation sur le meilleur chemin
Comme nous l’avons vu dans le chapitre 2, paragraphe 2.3, Christoffer Rød-
bro estime les observations perdues φτ · · ·φτ+L−1 a` l’aide d’un me´lange de lois
Gaussiennes. Dans notre e´tude, nous proposons deux approches diffe´rentes
pour estimer les observations perdues. Ces deux approches ont e´te´ pre´sente´es
dans la section pre´ce´dente : une approche inspire´e de Rødbro, base´e sur des
me´langes de lois gaussiennes et une approche lie´e a` l’estimation du meilleur
chemin par l’algorithme de Viterbi. Toutefois, cette dernie`re approche ne´-
cessite une e´tude particulie`re car l’algorithme classique de Viterbi ne prend
pas en compte d’e´ventuelles donne´es manquantes. Le de´veloppement the´o-
rique que nous pre´sentons ici conduit a` une version modifie´e de l’algorithme
de Viterbi pour estimer conjointement le meilleur chemin et les observations
maximisant ce chemin lors des pertes de paquets.
5.3.1 Rappel des notations
Nous rappelons les notations utilise´es. Nous supposons que les trames acous-
tiques de 1 a` τ − 1 et de τ + L a` τ + L + J − 1 sont rec¸ues (cf. figure 5.9).
Pour chaque trame de signal audio rec¸ue, un vecteur de parame´trisa-
tion acoustique φt (pour 1 ≤ t < τ, τ + L ≤ t < τ + L + J) repre´sen-
tant cette trame est calcule´. Nous cherchons a` de´terminer une estimation φˆt
de ce vecteur d’observation lorsque le paquet est perdu, c’est-a`-dire lorsque
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τ ≤ t < τ + L.
Nous nous appuyons sur une mode´lisation de l’espace acoustique a` l’aide
d’un mode`le de Markov tel que pre´sente´ dans le de´but de ce chapitre. Q est
le nombre d’e´tats du mode`le de Markov cache´ et pour chaque e´tat i, la loi
d’observation est note´e bi. La matrice de transition de ce mode`le est note´e A.
Ainsi, aij = P (qt = j|qt−1 = i) ou` qt est la variable ale´atoire repre´sentant le
nume´ro de l’e´tat a` l’instant t. De plus, notons qt2t1 la suite des e´tats qt1 · · · qt2
et φt2t1 la suite des vecteurs d’observations φt1 · · ·φt2 .
5.3.2 Algorithme de Viterbi lors de pertes de paquets
Nous avons adopte´ la de´marche propose´e par le tutoriel de Lawrence Rabi-
ner [27] sur les mode`les de Markov cache´s, en l’adaptant au cas ou` certaines
observations sont manquantes.













Dans la mesure ou` la se´quence d’observations φτ · · ·φτ+L−1 est manquante,
nous sommes amene´s a` rechercher simultane´ment les observations manquantes
et ce meilleur chemin au sens du maximum de vraisemblance ; nous maxi-
misons conjointement sur les observations manquantes et sur le chemin la
probabilite´ de la suite d’observations totales et du chemin associe´.


















qτ+L+J−21 , qτ+L+J−1 = i,φ1 · · ·φτ+L+J−1
]
(5.13)
la probabilite´ maximum recherche´e est donne´e par
P ⋆ = max
i∈J1,QK
ρτ+L+J−1(i)
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Or en e´crivant ρτ (i) en fonction de l’observation manquante φτ :











P [φτ |qτ = i] · P
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On en de´duit par re´currence la quantite´ de´finie dans (5.13).
5.3.3 Estimation des observations manquantes
Nous avons vu pre´ce´demment qu’il e´tait ne´cessaire de de´terminer, pour chaque
e´tat i, le vecteur d’observation φˆ
i





P [φt|qt = i] (5.26)
Dans le cas ou` la loi des observations de l’e´tat i, bi, est une loi gaussienne,
c’est-a`-dire bi ∼ N (µi,Σi) pour tout i tel que 1 ≤ i ≤ Q, l’observation qui
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ou` D est la taille du vecteur d’observation. Nous remarquons alors que φˆ
i
t ne






Perspectives : dans le cas d’un me´lange de plusieurs lois gaussiennes, la
de´termination de l’observation maximisant la probabilite´ d’observation est
plus ardue. En effet, il faut re´soudre le syste`me (5.28) ci-apre`s dans lequel M





ment la moyenne et la matrice de covariance de la le composante gaussienne














) exp((x− µ(l)i )† (Σ(l)i )−1 (x− µ(l)i ))
(5.28)
ou` D est la dimension du vecteur d’observation, wil est le poids de la l
e
gaussienne dans la loi d’observation de l’e´tat i.
La re´solution d’un tel syste`me n’est pas aise´e et on doit faire appel a` un al-
gorithme d’optimisation. L’approche multigaussienne n’ayant pas e´te´ utilise´e
dans le cadre de cette the`se, les de´veloppements n’ont pas e´te´ effectue´s.
5.3.4 Algorithme de Viterbi modifie´
“L’algorithme de Viterbi avec des observations manquantes”s’e´crit par conse´-
quent :
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Initialisation Cette initialisation est identique a` celle de l’algorithme de
Viterbi sans perte d’observations, nous supposons que le premier paquet n’est
pas perdu. Ainsi pour tout e´tat j compris entre 1 et Q :
ρ0(j) =pij P [φ0|q0 = j]
ξ0(j) =0
ou` pij est la probabilite´ initiale d’eˆtre dans l’e´tat j.
Propagation A` chaque instant t > 0, la mise a` jour des parame`tres se fait
de la manie`re suivante :
• Dans le cas ou` l’observation φt est disponible, c’est-a`-dire pour t < τ
et τ + L ≤ t < τ + L+ J : pour tout j compris entre 1 et Q :
ρt(j) =max
i
ρt−1(i)aij P [φt|qt = j] (5.29)
ξt(j) = argmax
i
ρt−1(i)aij P [φt|qt = j] (5.30)
• Dans le cas ou` l’observation φt n’est pas disponible, c’est-a`-dire pour













P [φt|qt = j] (5.33)
Nous remarquons que la loi des observations est inde´pendante du temps
et ne de´pend que de l’e´tat. Ainsi φˆ
j
t est inde´pendant du temps. On peut
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Re´tro-propagation Le meilleur chemin est obtenu de la manie`re suivante :
q⋆t =ξt+1(q
⋆
t+1) t = τ + L+ J − 1, τ + L+ J − 2, · · · , 1 (5.36)
φˆt =φˆ
q⋆t
t t = τ, τ + 1, · · · , τ + L− 1 (5.37)
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Chapitre 6
Le syste`me de masquage de pertes de
paquets
Nous avons e´tudie´ dans les chapitres pre´ce´dents les diffe´rentes briques a` la
mise en œuvre du syste`me de masquage de pertes de paquets que nous pro-
posons a` savoir :
• un nouveau parame`tre continu de mesure d’harmonicite´ (le pourcentage
de voisement) ;
• une revisite de l’approche non-supervise´e d’estimation des parame`tres
d’un mode`le de Markov cache´ acoustique ;
• ainsi qu’une nouvelle approche pour l’estimation des observations dans
le cas d’observations manquantes.
Apre`s avoir de´crit le contexte applicatif et ses contraintes, les syste`mes
de masquage de pertes de paquets que nous avons propose´s sont pre´sente´s
en deuxie`me partie de ce chapitre. Les variantes principales sont lie´es au
mode de re´estimation des paquets manquants ; nous avons retenu les trois
approches que sont :
• l’estimation par me´langes de lois gaussiennes (estimation propose´e par
Rødbro),
83
84 CHAPITRE 6. SYSTE`ME DE MASQUAGE DE PERTES
Trame perdue
Trame reçue
τ + L− 1 τ + L
τ + L+
J − 1
τ + 1ττ − 1
Figure 6.1 – E´tat des paquets.
• l’estimation approche´e en limitant le nombre de composantes gaus-
siennes,
• l’estimation originale par l’algorithme de Viterbi modifie´.
Les diffe´rentes propositions sont e´value´es et compare´es dans la troisie`me
partie. Les performances des syste`mes sont ve´rifie´es de manie`re objective en
s’appuyant sur une distance entre observation estime´e et observation cible a`
l’image de ce qui a e´te´ fait au chapitre pre´ce´dent pour e´valuer les mode`les de
Markov cache´s. Puis une e´valuation de la qualite´ du signal de parole produit
par le syste`me global est pre´sente´e.
6.1 Contexte applicatif
Comme nous l’avons introduit dans le chapitre 1, un certain nombre de pa-
quets de parole peuvent eˆtre disponibles en avance dans le tampon de com-
pensation de gigue. Ce phe´nome`ne provient des multiples trajets qu’est sus-
ceptible d’emprunter chaque paquet. Le tampon de compensation de gigue a
pour roˆle de redistribuer les paquets dans l’ordre au vocodeur. Si le paquet
qui doit eˆtre de´livre´ n’est pas encore arrive´ mais que les quatre suivants le
sont, le paquet est marque´ comme perdu, mais le syste`me de masquage de
pertes de paquets peut profiter des quatre paquets situe´s dans le futur.
Quels que soient les syste`mes envisage´s, pour traiter la trame a` l’instant
t, il est ne´cessaire de disposer d’un certain nombre de trames de parole dans
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le futur. Nous avons exploite´ ce tampon de compensation de gigue pour fixer
le nombre de paquets disponibles dans le futur a` 4 quel que soit le nombre
de paquets manquants.
Dans le sche´ma 6.1, cela signifie que la variable J est e´gale a` 4.
La repre´sentation acoustique des trames utilise´e est celle pre´sente´e dans
le chapitre pre´ce´dent, a` savoir :
• le pourcentage de voisement, v%,
• 10 coefficients cepstraux de pre´diction line´aire, LPCC,
• la de´rive´e du pourcentage de voisement, ∆v%,
• la de´rive´e des LPCC, ∆LPCC.
Le pourcentage de voisement (v%) et les coefficients cepstraux de pre´diction
line´aire (LPCC) du vecteur de parame´trisation acoustique φt de´crivant la
trame t sont calcule´s sur une feneˆtre d’analyse de 30ms de signal issu des
trames t − 2, t − 1 et t. En effet, l’expe´rience nous a montre´ que la stabi-
lite´ des parame`tres calcule´s, notamment ceux issus de la pre´diction line´aire,
e´tait mieux assure´e sur une feneˆtre 30ms que sur une feneˆtre de 10ms. De
plus, l’algorithme d’estimation du pourcentage de voisement repose sur une
densite´ spectrale de puissance. Or la re´solution fre´quentielle de cette dernie`re
de´pend de la taille de la feneˆtre d’analyse. Elle n’est pas suffisante pour une
estimation correcte du pourcentage de voisement si la feneˆtre d’analyse n’est
pas d’au moins 200 e´chantillons (25ms a` une fre´quence d’e´chantillonnage de
8kHz).
Une fois les parame`tres LPCC et v% estime´s pour la trame t, les pa-
rame`tres des trames t − 2 et t − 1 sont utilise´s pour de´terminer le vecteur
d’observation acoustique φt−1 a` l’aide de la formule de de´rivation centre´e




Lors d’une trame manquante a` l’instant τ , les de´rive´es des parame`tres
pour le vecteur d’observation pre´ce´dent cette trame, φτ−1, sont obtenues a`







Figure 6.2 – Calcul des de´rive´es des parame`tres lors de phe´nome`nes de bord.
l’aide d’une formule de de´rivation a` droite des parame`tres des trames τ − 1,
τ − 2 et τ − 1. Ceci est re´sume´ sur la figure 6.2.
Pour e´viter les discontinuite´s tre`s geˆnantes pour l’oreille humaine lors
de la phase de synthe`se sonore, le signal est retarde´ de 5ms avant d’eˆtre
de´livre´ au syste`me de reproduction afin de permettre le recouvrement1 avec
la premie`re trame de synthe`se lors de pertes de paquets et ainsi garantir une
phase continue.
6.2 Architecture du syste`me de masquage de
pertes de paquets
La figure 6.3 pre´sente l’architecture globale du syste`me de masquage de pertes
de paquets propose´. Deux cas de figure se posent :
la trame de signal est rec¸ue : celle-ci est analyse´e les parame`tres du mo-
de`les acoustique2 (MMC) sont mis a` jour, puis la trame est transmise
au sous-syste`me de restitution sonore.
la trame de signal est perdue : une estimation du vecteur de parame`tres
est re´alise´e. Le vecteur estime´ est alors transmis a` un module de syn-
1fondu enchaine´
2la variable forward α si la me´thode de ge´ne´ration est gmm, les variables ρ et ξ si la
me´thode de ge´ne´ration est viterbi.








Vecteur de paramètres estimés
Trame reconstruite
Trame perdue Trame reçue
Figure 6.3 – Architecture du syste`me global.
the`se de parole qui ge´ne`re, a` partir du vecteur estime´, une trame de
signal qui est ensuite de´livre´e au sous-syste`me de restitution sonore.
6.2.1 Mise a` jour des parame`tres du mode`le acoustique
(MMC)
Au fil du temps, la suite de trames est “de´code´e/estime´e” par le mode`le
acoustique, a` savoir un des mode`les de Markov cache´s propose´s au chapitre
pre´ce´dent. Pour ce faire, a` chaque re´ception d’une trame, φt de´termine´, les
variables implique´es dans l’estimation sont mises a` jour.
• Dans le cas des syste`mes ou` l’estimation est faite a` l’aide de me´langes
de lois gaussiennes, la variable forward αt est mise a` jour a` l’aide de
αt−1, de la matrice de transition du mode`le de Markov cache´ A et de la
probabilite´ d’observer φt conditionnellement a` chaque loi d’observation
du mode`le, b1(φt) · · · bQ(φt).
• Dans le cas du syste`me ou` l’estimation est re´alise´e a` l’aide de l’algo-
rithme de Viterbi modifie´ propose´ au paragraphe 5.3.4, les vecteurs ρt
et ξt sont mis a` jour a` l’aide des e´quations (5.29) et (5.30).
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6.2.2 Estimation ou pre´diction de la trame manquante
Lorsqu’une trame audio t vient a` manquer du fait de la perte d’un paquet,
une estimation du vecteur de parame´trisation φˆt est calcule´e puis transmise
au syste`me de synthe`se de parole qui ge´ne`re le signal manquant. Le calcul de
φˆt peut eˆtre mene´ de trois manie`res diffe´rentes selon que l’estimation se fait a`
l’aide d’un me´lange de gaussiennes, de la meilleure composante d’un me´lange
de lois gaussiennes ou a` l’aide d’un de´codage de Viterbi. Nous proposons de
comparer ces approches de la manie`re suivante :
Me´lange de lois gaussiennes. Cette approche note´ gmm s’inspire de celle
propose´e par Christoffer Rødbro dans [25]. Ne´anmoins, notre syste`me [52, 53]
se distingue par les points suivants :
• l’utilisation d’un unique mode`le de Markov cache´. Nous avons, en partie
graˆce au pourcentage de voisement, supprime´ la distinction voise´e/non-
voise´e au niveau du mode`le de Markov. Cette simplification permet de
s’affranchir de toutes les transitions particulie`res entre les deux grands
types de sons. Elle prend mieux en compte la nature continue du signal
de parole.
• le vecteur de parame´trisation choisi. Celui-ci est guide´ par le processus
de synthe`se. Le choix des coefficients de pre´diction line´aire pour re-
pre´senter la structure spectrale du signal rend le vecteur d’observation
aise´ment utilisable pour une synthe`se de parole de type source filtre.















Meilleure composante du me´lange de lois gaussiennes. Cette va-
riante note´e gmmbs est une approximation de la pre´ce´dente dans le sens ou`
toutes les composantes du me´lange de lois gaussiennes ne sont pas prises
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en compte ; uniquement celle correspondant a` l’e´tat le plus probable q˜t au















Utilisation d’un de´codage de Viterbi. L’une des contributions origi-
nales de ce travail est le recours a` un de´codage de Viterbi pour l’estimation
du vecteur φˆt. Cette me´thode d’estimation est note´e Viterbi et a e´te´ pre´-
sente´e dans le chapitre pre´ce´dent.
6.2.3 Synthe`se de parole
Le proble`me de la synthe`se de parole est un large proble`me en soi qui pourrait
faire l’objet de nombreuses e´tudes et de´veloppements. Dans le cadre de notre
e´tude sur le masquage de pertes de paquets, nous ne pouvons pas pre´tendre a`
proposer un syste`me optimal de synthe`se de parole. Toutefois, afin de valider
notre approche, il est ne´cessaire de choisir un syste`me de synthe`se et nous
pre´sentons dans ce paragraphe celui que nous avons implante´ et qui nous
est apparu le plus approprie´ vis-a`-vis du syste`me de masquage de pertes de
paquets que nous proposons.
Le module de synthe`se repose sur un mode`le source-filtre : une fois le
signal d’excitation ge´ne´re´, celui-ci est filtre´ a` l’aide du filtre formantique
estime´ par l’une des trois me´thodes expose´es pre´ce´demment. Le sche´ma global
de synthe`se est pre´sente´ sur la figure 6.4.
Génération 
d'une excitation
FIR IIR De-EmphasisPassé Synthèse
lpc
Figure 6.4 – Sche´ma de principe du module de synthe`se de parole.
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Afin de ge´ne´rer le signal re´siduel des trames de paroles manquantes, on
se base sur le signal de la dernie`re trame rec¸ue. On utilise alors
• soit directement le signal d’excitation de la trame pre´ce´dente pe´rio-
dise´ par la valeur de la pe´riode fondamentale estime´e sur les dernie`res
trames. Cette me´thode est de´crite ci-apre`s et est note´e sf dans la suite
de ce document.
• soit un algorithme de type ajout et recouvrement pitch synchrone de
formes d’ondes (Pitch Synchronous OverLap and Add PSOLA) [54].
L’algorithme est e´galement rappele´ ci-apre`s et est note´ psola.
Pe´riodisation a` partir de la fre´quence fondamentale
La ge´ne´ration de l’excitation a` l’aide de la fre´quence fondamentale est une
me´thode similaire a` celle mise en œuvre dans le proce´de´ de masquage de
paquets de l’annexe 1 du codec G711 [2]. Un filtre autore´gressif est estime´
sur la dernie`re trame rec¸ue. Cette dernie`re trame est alors filtre´e a` l’aide de ce
filtre pour obtenir le signal re´siduel. La dernie`re pe´riode de cette excitation est
prolonge´e par pe´riodisation sur la trame a` ge´ne´rer. Ce proce´de´ synthe´tise ainsi
le signal d’excitation ne´cessaire a` l’excitation du filtre formantique estime´ par
le mode`le de Markov cache´.
P.S.O.L.A.
La synthe`se de parole par ajout et recouvrement synchrone de la pe´riode fon-
damentale (PSOLA) [54] est une me´thode de synthe`se de parole simple bre-
vete´e par le Centre National de Recherche en Te´le´communications (CNET)
en 1989 [55]. Elle est initialement destine´e a` eˆtre utilise´e pour la synthe`se a`
l’aide d’un corpus de diphones. Elle repose sur un feneˆtrage centre´ sur le de´-
but de chaque re´ponse impulsionnelle correspondant a` l’excitation du conduit
vocal a` l’aide d’une feneˆtre de taille au moins deux fois celle de la pe´riode
fondamentale. La superposition des diffe´rentes feneˆtres permet de modifier
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les parame`tres prosodiques du signal de synthe`se. Les feneˆtres de recouvre-
ment doivent eˆtre synchrones avec la fre´quence fondamentale et centre´es sur
les maxima locaux d’e´nergie. Il est alors ne´cessaire d’effectuer au pre´alable
un marquage de ces maxima locaux.
Marquage des maxima d’e´nergie du re´siduel Afin de de´terminer ces
instants, nous avons utilise´ l’algorithme de la boˆıte a` outils de traitement
du signal de l’universite´ d’Edimbourg [56]. Les principales e´tapes sont les
suivantes :
1. Filtrage RIF3 passe bande entre 80 et 400Hz
2. Filtre de´rivateur
3. Marquage des passages par ze´ro en front descendant
La figure 6.5 donne le re´sultat d’un tel algorithme applique´ sur le re´siduel
d’un signal de parole.
Ge´ne´ration du signal d’excitation Une fois les maxima locaux d’e´ner-
gie repe´re´s, il est ne´cessaire, pour ge´ne´rer le signal d’excitation des trames
manquantes, d’estimer la position des maxima locaux dans les trames man-
quantes puis d’apparier ces nouveaux maxima avec les anciens afin de pouvoir
recre´er le signal d’excitation.
Nous avons opte´ pour ge´ne´rer la position des maxima, d’utiliser la dernie`re
valeur de la pe´riode fondamentale et d’apparier chaque nouvelle marque avec
la dernie`re marque de la trame pre´ce´dente.
Le signal ainsi ge´ne´re´ sert d’excitation au filtre formantique estime´ par le
mode`le de Markov cache´.
3Re´ponse impulsionnelle finie
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Figure 6.5 – Marquage des maxima d’e´nergie pitch-synchrone.
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6.3 E´valuations
L’e´valuation des solutions propose´es au proble`me de masquage de pertes
de paquets est faite en deux temps. Une premie`re e´tape de comparaison
utilisant l’erreur moyenne entre les observations estime´es dans le cas de pertes
de paquets et les observations sans pertes de paquets permet de valider la
me´thode d’estimation des observations manquantes.
La deuxie`me e´tape consiste a` mesurer la de´gradation produite par le mas-
quage de pertes propose´ et a` la comparer aux de´gradations des principaux
algorithmes disponibles dans la litte´rature.
6.3.1 Protocole expe´rimental
Dans le but d’obtenir des re´sultats repre´sentatifs et comparables, nous avons
mis en place le protocole expe´rimental de´crit dans le pre´sent paragraphe. Il
implique des re`gles de simulation des pertes et des mesures d’e´valuation.
Position des trous et disponibilite´ du signal situe´ dans le “futur”
Afin de ne privile´gier aucun son dans le choix des paquets perdus, nous
avons adopte´ un sche´ma de pertes de paquets tre`s structure´ : pour un taux de
trames perdues deX%, nous conside´rons queX trames de signal conse´cutives
sont perdues sur une seconde tel que pre´sente´ sur la figure 6.6. Bien qu’irre´a-
liste, cette me´thode de ge´ne´ration de pertes de paquets pre´sente l’avantage de
ne privile´gier aucun son. De plus, pour un taux de X% de pertes de paquets,
l’algorithme doit ge´ne´rer un signal e´quivalent a` X% paquets conse´cutifs ce
qui repre´sente le cas le plus difficile par rapport a` des motifs de pertes de
paquets plus re´alistes dans lesquelles les paquets perdus ne sont pas ne´ces-
sairement conse´cutifs. Nous pouvons ainsi nous assurer du gain introduit par
l’utilisation du mode`le d’e´volution temporel qu’est le mode`le de Markov ca-
che´. Toutefois, l’annexe C pre´sente un mode`le re´aliste de ge´ne´ration de pertes
de paquets ayant fait l’objet d’une normalisation par l’ITU. Ce mode`le nor-
malise´ n’a pas e´te´ utilise´ dans le cadre des e´valuations car nous avons constate´





Figure 6.6 – Sche´ma de pertes de trames.
En bleu les paquets (trames de 10ms) conside´re´s comme perdus, en blanc,
les paquets conside´re´s comme rec¸us. La figure pre´sente deux exemples
respectivement a` des taux de 1% et 3% de pertes de paquets.
expe´rimentalement qu’il conduit a` des pertes de peu de paquets conse´cutifs
(un ou deux). De plus, la position des trames manquante est ale´atoire et donc
impossible a` reproduire.
Comme nous l’avons introduit dans le chapitre 1, et repris dans ce cha-
pitre, un certain nombre de paquets de parole peuvent eˆtre disponibles en
avance dans le tampon de compensation de gigue. En re`gle ge´ne´rale, si le pa-
quet qui doit eˆtre de´livre´ n’est pas encore arrive´ mais que les quatre suivants
le sont, le paquet est marque´ comme perdu, mais le syste`me de masquage
de pertes de paquets peut profiter des quatre paquets situe´s dans le futur.
Toutes les expe´rimentations ont e´te´ mene´es dans ce cas de figure. Le nombre
de paquets disponibles dans le futur a e´te´ fixe´ a` 4 quel que soit le nombre
de paquets manquants. Nous n’avons pas cherche´ a` diminuer ce de´lai car il
est de´ja` tre`s faible, compte tenu des me´thodes mises en œuvre ; l’augmenter
devenait irre´aliste pour l’application cible´e.
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Distance entre observations et observations estime´es
Afin d’e´valuer la qualite´ de l’estimation propose´e, nous avons mesure´ l’erreur
quadratique moyenne e¯ entre les vecteurs estime´s et les observations que l’on
aurait duˆ avoir, a` savoir les observations sans pertes de paquets φτ · · ·φτ+L−1,







∥∥∥φt − φˆt∥∥∥2 (6.3)
Le choix de la distance euclidienne se justifie. En effet, d’apre`s L. Rabi-
ner [24], la distance euclidienne dans le domaine cepstral est e´quivalente a` une
distance spectrale. Or, φt est compose´ des 10 premiers coefficients cepstraux
issus de la pre´diction line´aire, de leurs de´rive´es, du pourcentage de voisement
et de sa de´rive´e.
Perceptual Evaluation of Speech Quality
Le calcul de l’erreur quadratique moyenne ne donne aucune information sur
la qualite´ subjective du signal ge´ne´re´. C’est pourquoi, nous nous sommes
e´galement assure´s de la qualite´ audio des algorithmes propose´s au travers
d’une mesure standard de la de´gradation entre le signal sans perte et celui
avec pertes.
Cette de´gradation entre le signal sans pertes de paquets et la sortie du
masquage de pertes est e´value´e a` l’aide d’un algorithme normalise´ : le PESQ
(Perceptual Evaluation of Speech Quality) [57] est un crite`re objectif d’e´va-
luation de la qualite´ subjective de la parole. Il met en œuvre a` la fois un
mode`le acoustique et un mode`le psycho-acoustique afin de pre´dire la qualite´
sonore (et le confort) perc¸ue par l’utilisateur d’un syste`me de te´le´phonie. De
ce fait, il tient compte de crite`res subjectifs a` travers son mode`le psycho-
acoustique. Le PESQ produit pour chaque couple (signal de re´fe´rence, signal
de´grade´) une valeur entre −0.5 et 4.5 pre´disant la valeur du MOS4 (Mean
4Mesure subjective de la de´gradation introduite par un codec de parole. Sa valeur entre
1 et 5 est de´termine´e lors de tests subjectifs.





























Figure 6.7 – Mise en œuvre du PESQ.
Inspire´e de [59].
Opinion Score) [58].
La figure 6.7 montre les principales e´tapes de cet algorithme.
Son caracte`re normatif en fait une re´fe´rence pour la comparaison des algo-
rithmes de traitement de la parole te´le´phonique. A titre indicatif, les valeurs
de PESQ des principaux codecs de parole sont donne´s dans la table 6.1. Les
de´gradations acoustiques entre un signal sans pertes de trames et un signal
produit par les syste`mes propose´s seront compare´es a` celles produites par
trois syste`mes pre´sents dans l’e´tat de l’art, base´s respectivement sur :
• l’insertion de silences : chaque trame de signal perdu est remplace´e par
une trame de silence.
• le masquage comme indique´ dans l’annexe 1 de la norme du codeur
G711 [2] qui est re´sume´e dans le paragraphe 2.1.1.
• l’algorithme propose´ par Gunduzhan et al.[18] de´crit succintement dans
le paragraphe 2.2.1.
6.3.2 Re´sultats
Nous pre´sentons dans ce paragraphe les re´sultats expe´rimentaux de l’en-
semble des expe´rimentations re´alise´es sur le masquage de pertes de paquets

















Table 6.1 – Valeurs de PESQ des principaux codecs de parole [60].
Signaux de re´fe´rence ITU en franc¸ais. Ces valeurs sont directement
extraites du document [60]. La valeur pour le codec G711 - µ-Law est
bien 4.51 (> 4.5).





































Figure 6.8 – Comparaison de la distance moyenne entre les observations
estime´es en cas de perte et les observations sans perte de trame.
Le taux de pertes de trame est de 1%.
Erreur d’estimation - inde´pendante du syste`me de synthe`se
Comme annonce´ pre´ce´dement, la qualite´ de l’estimateur de la trame acous-
tique est e´value´e en comparant la distance euclidienne moyenne entre les
observations estime´es lors des pertes de paquets et les observations que l’on
aurait eues sans perte de paquets.
Les trois figures 6.8, 6.9 et 6.10 montrent pour un taux de pertes de trames
respectivement de 1%, 5% et 10%, cette distance euclidienne moyenne pour
les sept mode`les et les trois estimateurs propose´s dans le paragraphe 6.2.2.
Il est clair que :
• Les deux approches GMM donnent des re´sultats supe´rieurs a` l’approche
Viterbi quel que soit le mode`le. L’augmentation attendue de la distance
moyenne lorsque seule la composante la plus probable du me´lange de






































Figure 6.9 – Comparaison de la distance moyenne entre les observations
estime´es en cas de perte et les observations sans perte de trame.
Le taux de pertes de trame est de 5%.





































Figure 6.10 – Comparaison de la distance moyenne entre les observations
estime´es en cas de perte et les observations sans perte de trame.








































Figure 6.11 – Effet du taux de pertes de paquets sur l’erreur d’estimation.
Figure re´alise´e a` l’aide du mode`le bref80be_kmeans128.
du me´lange (approche gmm) est visible. Toutefois, cette augmentation
reste faible et cela laisse supposer que seule la composante la plus pro-
bable est tre`s nettement pre´dominante dans le me´lange de lois gaus-
siennes ; les autres composantes n’ont pas de re´el effet sur la qualite´ de
l’estimation.
• Quel que soit le mode`le de Markov servant de support a` l’estimation,
l’approche viterbi posse`de cependant des distances du meˆme ordre de
grandeur (aux alentours de 0.9).
• Les mode`les de Markov cache´s appris en mode non-supervise´ donnent
de meilleurs re´sultats que les mode`les contraints, quelle que soit la
me´thode d’estimation. Le nombre d’e´tats n’a que peu d’influence, et
un nombre de 128 paraˆıt un bon compromis quel que soit le taux de
pertes.
La figure 6.11 nous montre que lors de pertes importantes de trames (5%
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Taux de pertes g711 gunduzhan silence
1% 3,977 3,747 3,823
5% 3,376 3,298 2,763
10% 2,654 2,880 2,495
Table 6.2 – Performances des principaux algorithmes de masquage de pertes
de paquets en terme de PESQ.
et 10%), la distance moyenne entre observations attendues et observations
estime´es semble progresser lentement.
Nous notons que l’ensemble des erreurs moyennes d’estimation lors de
pertes de paquets sont du meˆme ordre de grandeur que celles sans pertes de
paquets qui ont e´te´ pre´sente´es dans le chapitre pre´ce´dent. Par exemple, pour
l’approche viterbi, la distance moyenne est de l’ordre de 0.9 que ce soit sans
pertes de paquets ou avec pertes de paquets.
Une fois les performances de l’estimateur de vecteur acoustique ve´rifie´es,
une question reste en suspens : Qu’en est-il de l’ame´lioration de la qualite´
perc¸ue du signal audio de parole ?
Afin d’e´valuer cette qualite´, le paragraphe suivant de´crit les re´sultats en
terme de PESQ en fonction des deux modules de synthe`se propose´s, des sept
mode`les acoustiques et des trois me´thodes d’estimation envisage´es.
Perceptual Evaluation of Speech Quality
Pour permettre les comparaisons et se situer par rapport aux algorithmes pu-
blie´s dans la litte´rature, nous pre´sentons dans le tableau 6.2 les performances
en terme de PESQ des principaux algorithmes ayant fait l’objet d’une norme
pre´sente´s dans le chapitre 2.
A la lecture du tableau 6.3 et de la figure 6.12, nous constatons que les
re´sultats obtenus par nos diffe´rents syste`mes sont tre`s homoge`nes quels que
soient le taux de pertes et la me´thode utilise´e. La comparaison avec l’e´tat de
l’art montre que nos syste`mes sont dans tous les cas (sauf un) au moins aussi




psola sf psola sf psola sf
bref80be kmeans32 2,862 2,917 2,864 2,917 2,863 2,884
bref80be kmeans128 2,867 2,916 2,865 2,916 2,863 2,881
bref80be kmeans512 2,864 2,917 2,863 2,917 2,857 2,882
bref80be diag 2,863 2,917 2,863 2,902 2,859 2,883
bref80be plain 2,861 2,915 2,861 2,914 2,859 2,883
ogi mlts diag 2,865 2,902 2,864 2,902 2,860 2,919
ogi mlts plain 2,863 2,919 2,864 2,918 2,856 2,913
Table 6.3 – Valeurs de PESQ pour 10% de perte de paquets
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Figure 6.12 – Evolution du PESQ en fonction du taux de pertes de paquets.
Figure calcule´e pour le mode`le bref80be_kmeans128 et la me´thode de
synthe`se source-filtre sf. Remarque, les re´sultats GMM et GMMBS sont
confondus.
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G711 donne de meilleures performances de`s lors que le taux de pertes reste
limite´ a` 1%.
Lors de longues pertes de trames, l’information apporte´e par la mode´lisa-
tion temporelle de l’e´volution des parame`tres acoustiques du signal apporte
un gain. Pour un taux d’erreur de 10%, les valeurs de PESQ des algorithmes
a` base de mode`les de Markov surpassent celles de l’e´tat de l’art, l’information
semble bien eˆtre retrouve´e.
Nous remarquons e´galement que les scores de PESQ sont inde´pendants de
la me´thode d’estimation. Ces valeurs de PESQ semblent de´pendre quasiment
uniquement de l’algorithme mis en œuvre pour la synthe`se du signal d’excita-
tion. L’origine de ce phe´nome`ne pourrait venir du fait que le PESQ compare
deux signaux temporels. La valeur de PESQ calcule´e est tre`s sensible a` la
modification de ces formes d’ondes. Or, les signaux temporels proviennent
du module de synthe`se et non directement du module d’estimation car, dans
notre approche, seul le filtre formantique de synthe`se est estime´ a` l’aide des
me´thodes propose´es. Le PESQ semble mesurer principalement la qualite´ du
module de synthe`se et n’apporte que peu d’informations quant a` celle de
l’estimation.
L’annexe B comporte des re´sultats comple´mentaires, issus de nos e´valua-
tions qui recoupent les conclusions reporte´es dans ce paragraphe.
Cette se´rie d’expe´rimentations nous a permis de valider la qualite´ globale
du syste`me. Elle assure que les me´thodes propose´es aboutissent a` un re´sultat
acceptable pour une taˆche de te´le´phonie.
6.3.3 Discussion
Bien que l’approche viterbi semble moins performante que les approches
gmm et gmmbs a` la fois en terme de distance moyenne et de qualite´ subjective
de la parole (PESQ), le couˆt calculatoire mis en œuvre est moindre : lors
de l’estimation de la trame, seule la re´tropropagation et la se´lection de la
moyenne correspondant a` l’e´tat le plus probable de la se´quence sont ne´ces-
saires. Alors que, dans le cas des deux approches base´es sur les me´langes de
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Figure 6.13 – Comparaison du syste`me propose´ avec l’e´tat de l’art
lois gaussiennes (gmm et gmmbs), il est ne´cessaire d’effectuer une multiplica-
tion de la matrice de transition A avec elle-meˆme (voir l’e´quation (2.7) dans
le chapitre 2.3) ce qui augmente grandement le couˆt calculatoire.
Au vu des re´sultats pre´sente´s dans ce chapitre, nous pre´conisons l’uti-
lisation du syste`me utilisant l’approche viterbi pour l’estimation car elle
implique des couˆts calculatoires moins importants que les approches gmm ou
gmmbs. L’utilisation du mode`le bref80be_kmeans128 est un bon compromis
entre nombre d’e´tats, donc couˆt calculatoire, et performances d’estimation.
La me´thode de synthe`se sf est a` la fois moins complexe et donne de meilleures
performances que psola dans l’application vise´e.
La figure 6.13 compare les valeurs de PESQ du syte`me propose´ vi-
terbi/bref80be_kmeans128/sf a` celles des syste`mes de l’e´tat de l’art. On
remarque que les performances de ce syste`me sont comparables a` celles du
syste`me propose´ par Gunduzhan et al. Cette combinaison estimateur de Vi-
terbi, mode`le non-supervise´ des 128 e´tats et synthe`se sf surpasse meˆme l’al-
gorithme du G711 lors de forts taux de pertes de paquets (10%).




Dans le cadre de ce travail, nous proposons une approche originale pour re´-
soudre le proble`me du masquage de pertes de paquets en voix sur IP au tra-
vers de plusieurs composants qui ont e´te´ pre´sente´s au fil de ce document.
Agissant directement a` partir du signal audio, en utilisant les proprie´te´s
acoustiques du signal de parole, le syste`me que nous avons de´crit dans ce
document re´alise l’ope´ration comple`te d’estimation de paquets perdus. Ce
syste`me est par conse´quent inde´pendant du codeur de parole utilise´ pour la
communication. L’utilisation des informations qui, graˆce au tampon de com-
pensation de gigue, sont situe´es dans le “futur”des observations manquantes,
permet d’affiner le signal de parole restitue´.
Pour construire ce syste`me complet, nous avons e´tudie´ plusieurs compo-
sants pre´sente´s au fil de ce document :
• un estimateur original du degre´ de voisement d’un signal de parole : le
pourcentage de voisement. De couˆt calculatoire faible, nous avons mon-
tre´ que cet estimateur e´tait pertinent pour une taˆche de segmentation
voise´e/non-voise´e. Son utilisation comme parame`tre acoustique com-
ple´mentaire aux parame`tres classiquement utilise´s en reconnaissance de
parole (MFCC, LPCC), permet une le´ge`re ame´lioration (0.5%) du taux
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de reconnaissance phone´tique d’un de´codeur acoustico-phone´tique. L’in-
troduction du pourcentage de voisement dans le vecteur de repre´sen-
tation acoustique permet de s’affranchir de la distinction voise´e/non-
voise´e.
• Un mode`le acoustico-phone´tique de type mode`le de Markov cache´.
L’acoustique de la trame de signal de parole est repre´sente´e a` l’aide
d’un vecteur comportant a` la fois le pourcentage de voisement et une
repre´sentation perceptuelle du spectre, les coefficients cepstraux issus
de la pre´diction line´aire (LPCC). Nous avons propose´ de mode´liser
l’e´volution stochastique de ce vecteur acoustique a` l’aide d’un unique
mode`le de Markov cache´ ; cela permet, en cas de longues pertes de
paquets, de mieux repre´senter l’e´volution temporelle de cette suite.
Nous avons utilise´, pour la construction du mode`le de Markov cache´ mo-
de´lisant l’e´volution de la suite des vecteurs acoustique, deux approches.
La premie`re, dite supervise´e permet d’utiliser les connaissances a priori
sur la linguistique. La ne´cessite´ d’une expertise (annotations phone´-
tiques) sur un vaste volume de signaux de parole rend cette approche
difficile dans le cadre de la te´le´phonie ou` la variabilite´ de la langue est
extreˆme. C’est pourquoi, dans un deuxie`me temps, nous avons propose´
une approche non-supervise´e a` ce proble`me d’estimation du mode`le.
Cette me´thode non-supervise´e ne ne´cessite que la de´finition du nombre
d’e´tats.
• L’estimation des trames perdues. Une fois l’e´volution temporelle du
vecteur de parame´trisation acoustique repre´sente´e par un mode`le de
Markov cache´, nous avons aborde´ le proble`me d’estimation des trames
de signal perdues. Pour cela, nous avons introduit la notion de de´codage
acoustique d’un mode`le de Markov cache´ lorsque certaines observations
sont manquantes. Cela nous a amene´ a proposer une version modifie´e




Le pre´sent document pre´sente un instantane´ des travaux que nous avons
re´alise´s dans le domaine du masquage de pertes de paquets. De nombreuses
pistes d’ame´liorations et de perfectionnements peuvent eˆtre envisage´es.
Mode´lisation Nous pensons par exemple a` l’utilisation de deux mode`les
de Markov cache´s : le premier serait dedie´ au suivi acoustique du signal
rec¸u et le second, corre´le´ au premier, ge´ne`rerait les e´le´ments ne´cessaires a` la
reconstruction. La ge´ne´ration serait plus adapte´e a` la synthe`se de la parole,
nous pourrions nous attendre a` une ame´lioration du confort d’e´coute. Cette
approche est de´ja` mise en œuvre pour le suivi articulatoire [61].
L’utilisation de mode`les de trajectoires couple´s avec des mode`les de Mar-
kov cache´s comme ce qui est fait en matie`re de synthe`se de parole [62] peut
conduire a` un meilleur suivi de l’e´volution acoustique de la parole et ainsi, a`
une meilleure reconstruction des trames manquantes.
Pourcentage de voisement L’estimation de la puissance du bruit dans
l’algorithme du pourcentage de voisement peut eˆtre ame´liore´e : les travaux
de Mathieu Durnerin pre´sente´ dans sa the`se [38] vont plus loin que la simple
utilisation d’un filtre me´dian pour estimer la ligne de fond de spectre.
L’utilisation du pourcentage de voisement comme entre´e d’un synthe´tiseur
de parole est une piste qui n’a pas encore e´te´ explore´e. Nous pouvons imaginer
que le pourcentage de voisement serve a` ponde´rer la partie harmonique de la
partie bruit lors d’une synthe`se harmonique plus bruit.
Synthe`se de parole Comme nous l’avons montre´ dans le chapitre 6, la
qualite´ subjective du signal audio produit par le syste`me ne de´pend quasiment
que du module de synthe`se utilise´. Nous pensons qu’ame´liorer les me´thodes
mises en œuvre dans cette partie du syste`me peut conduire a` un grand bond
dans le confort engendre´ pour les utilisateurs.
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Syste`me de masquage de pertes de paquets en voix sur IP Bien
que l’e´tude ait porte´ sur la te´le´phonie en re´seau IP, les travaux pre´sente´s
peuvent eˆtre e´tendus a` d’autres domaines ne´cessitant l’utilisation de mode`le
de Markov cache´ en environnement contraignant. Nous pensons en particulier
a` la reconnaissance de la parole lorsque la transmission du signal entre le
locuteur et le syste`me de reconnaissance n’est pas fiable, notamment dans le
cadre d’un service de re´servation par te´le´phone.
Annexe A
De´termination de la probabilite´ d’eˆtre
dans l’e´tat i connaissant les
observations rec¸ues
Nous pre´sentons dans cette annexe les de´veloppements des calculs du para-
graphe 2.3 permettant de passer de l’e´quation (2.6) a` l’e´quation (2.7). Le
point de de´part est la probabilite´ d’eˆtre dans un e´tat i au moment τ +k avec
0 ≤ k < L connaissant les observations φ1 · · ·φτ−1 et φτ+L · · ·φτ+L+J−1 ou`,
nous le rappelons, L est le nombre d’observations manquantes et J est le
nombre d’observations disponibles apre`s la perte de paquets.









0 ≤ k < L (A.1)
Nous rappelons que A = (aij)(i,j)∈J1;QK2 est la matrice de transition du
mode`le de Markov cache´ :
ai,j = P (qt = j|qt−1 = i)

















































En exploitant la proprie´te´ de Markov, nous pouvons de´velopper le premier









































la variable forward associe´e au mode`le de
Markov cache´.










vons re´e´crire (A.5) sous forme vectorielle :
ℵ0 = Aατ−1 (A.6)
avec ατ−1 = [ατ−1(1), · · · , ατ−1(Q)]
†.







































































En re´e´crivant l’e´quation (A.9) sous forme vectorielle, on en de´duit par re´cur-
rence que pour tout 0 ≤ k < L :
ℵk =Aℵk−1
=Ak+1ατ−1 (A.10)
Le deuxie`me terme du membre de droite de l’e´quation (A.3) est de´veloppe´
ci dessous. Tout d’abord, remarquons que, du fait de la proprie´te´ de Markov,
pour k = L− 1 nous avons :
P
(










ou` pour tout t, βτ+L−1(i) = P
(
φτ+L+J−1τ+L |qτ+L−1 = i
)
Puis pour k = L− 2,
P
(












φτ+L+J−1τ+L , qτ+L−1 = j|qτ+L−2 = i
)
peut eˆtre de´veloppe´ en :
P
(





φτ+L+J−1τ+L |qτ+L−1 = j, qτ+L−2 = i
)
P (qτ+L−1 = j|qτ+L−2 = i)︸ ︷︷ ︸
aij
(A.14)
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En remarquant que :
P
(
φτ+L+J−1τ+L |qτ+L−1 = j, qτ+L−2 = i
)
= βτ+L−1(j) (A.15)
nous pouvons e´crire :
P
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En combinant les e´quations(A.2), (A.3), (A.10) et (A.17) nous pouvons
e´crire l’e´quation (2.7) rappele´e ci-dessous.


























Cette annexe pre´sente quelques re´sultats comple´mentaires a` ceux pre´sente´s
dans le paragraphe 6.3.2.
B.1 Erreur d’estimation
Les figures B.1, B.2 et B.3 pre´sentent l’e´volution de la distance moyenne en
fonction du taux de pertes de paquets.
Nous remarquons que, plus le taux de pertes de paquets augmente, plus la
distance moyenne entre les observations attendues et les observations estime´es
augmente quel que soit le mode`le acoustique ou l’estimateur utilise´. Notons
tout de meˆme que les performances de l’estimateur viterbi pour un taux de
perte de paquets de 10% (figure B.3) sont identiques a` celles pour un taux de
5%. Ce re´sultat nous conforte sur les performances de l’estimateur de Viterbi
pour d’importants taux de pertes.
B.2 PESQ
Les tableaux B.1 et B.2 comple`tent le tableau 6.3 pre´sente´ dans le para-
graphe 6.3.2.
A la lecture de ces deux tableaux, nous remarquons que les scores de
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Figure B.1 – Comparaison de la distance moyenne en fonction du mode`le











































Figure B.2 – Comparaison de la distance moyenne en fonction du mode`le












































Figure B.3 – Comparaison de la distance moyenne en fonction du mode`le
et du taux de perte de paquets lorsque l’estimateur est viterbi.
Mode`le
gmm gmmbs viterbi
psola sf psola sf psola sf
bref80be kmeans32 3,818 3,772 3,818 3,771 3,817 3,759
bref80be kmeans128 3,822 3,771 3,822 3,770 3,822 3,766
bref80be kmeans512 3,819 3,771 3,817 3,770 3,819 3,771
bref80be diag 3,822 3,773 3,821 3,773 3,816 3,755
bref80be plain 3,820 3,770 3,820 3,769 3,817 3,758
ogi mlts diag 3,819 3,777 3,821 3,775 3,819 3,749
ogi mlts plain 3,818 3,774 3,817 3,774 3,817 3,773
Table B.1 – Valeurs de PESQ pour 1% de perte de paquets.
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Mode`le
gmm gmmbs viterbi
psola sf psola sf psola sf
bref80be kmeans32 3,229 3,252 3,231 3,252 3,230 3,199
bref80be kmeans128 3,231 3,252 3,231 3,252 3,231 3,214
bref80be kmeans512 3,230 3,252 3,231 3,252 3,228 3,219
bref80be diag 3,231 3,253 3,230 3,253 3,228 3,215
bref80be plain 3,229 3,249 3,229 3,248 3,228 3,216
ogi mlts diag 3,228 3,258 3,229 3,257 3,231 3,239
ogi mlts plain 3,230 3,256 3,231 3,256 3,230 3,255
Table B.2 – Valeurs de PESQ pour 5% de perte de paquets.
PESQ sont peu de´pendants de la me´thode d’estimation. Nous notons e´gale-
ment que pour de longues pertes de paquets (taux d’erreurs de 10%), l’ap-
proche viterbi semble eˆtre aussi robuste que les approches gmm et gmmbs.
Annexe C
Mode`le de pertes de paquets de
Gilbert-Elliott
Les syste`mes de transmission de donne´es par paquets sont soumis aux phe´-
nome`nes de pertes. Comme nous l’avons vu pre´ce´demment, ces pertes sont
dues soit a` une congestion a` un noeud du re´seau, soit, dans le cadre de la
te´le´phonie sur IP a` un trop long retard d’un paquet qui est alors de´truit, un
lien re´seau coupe´. Dans les re´seaux IP, la perte de paquets est par nature en
rafale. On distingue la perte en rafale de la perte de paquets conse´cutifs dans
le sens ou` la perte en rafale est une pe´riode de temps ou` une grande majorite´
de paquets sont perdus alors que lors d’une perte de paquets conse´cutifs, tous
les paquets sont perdus.
Les pertes de paquets sont mode´lise´es a` l’aide d’une chaˆıne de Markov a`
deux e´tats selon l’approche propose´e par Gilbert et Elliott [63]. La figure C.1
pre´sente ce mode`le.
A` ce mode`le, on associe quatre parame`tres :
p est la probabilite´ de passer d’un e´tat de faibles pertes a` un e´tat de
pertes en rafales
q est la probabilite´ de passer d’un e´tat de pertes e´leve´es “Rafale” a` un
e´tat dans lequel les paquets sont faiblement perdus.
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Figure C.1 – Mode`le de Gilbert-Elliot
Pgood est la probabilite´ de perdre un paquet lorsque l’on est dans l’e´tat “Re-
c¸ue”. Celle-ci est tre`s faible (≈ 0).
Pbad est la probabilite´ de perdre un paquet lorsque l’on est dans l’e´tat “Ra-
fale”. Celle-ci est plutoˆt e´leve´e (≈ 0.5).
Le taux de paquets perdus moyen, Frame Erasure Rate (FER), est alors









κ = 1− (p+ q)
κ est alors une mesure du caracte`re groupe´ de la perte des paquets : si κ est
proche de 1 les paquets sont perdus de manie`re corre´le´e alors que si κ est
proche de 0, les paquets sont plutoˆt perdus de manie`re e´parse.




Avec ces valeurs, on peut de´terminer les valeurs de p et de q a` l’aide du taux
d’erreurs voulu FER et du parame`tre de corre´lation κ :
p = 2(1− κ)FER
q = (1− κ)(1− 2FER)
Le lecteur inte´resse´ pourra trouver dans l’article de A.N. Gilbert [63] plus
d’information sur ce mode`le. Des de´tails d’imple´mentations sont disponibles
dans la recommandation G.191 [64] de l’ITU.
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