The oil debris monitor (ODM) is a device used to examine lubricant oil conditions. However, the ODM is prone to both background noise and vibration interferences, thereby causing false alarms and also limiting its ability in detecting fine particles. This paper focuses on the enhancement of the ODM performance. This is achieved by a two-stage de-noising scheme. In the first stage, a wavelet-based adaptive subband filtering technique is applied to remove the vibration-related interferences. The outputs of the adaptive filters are then thresholded in the second stage to remove the background noise mainly caused by the wiring and measurement system flaws. The proposed approach has been validated using both simulated and experimental data.
Introduction
Real-time monitoring of machine condition is crucial to maintain a reliable, safe and productive operation for the majority of production, transportation, power generation and mission critical military facilities. The advances in sensor technology and signal processing methods have fueled the rapid development of the machine condition monitoring and fault detection field. Most of the techniques in this field can be classified as indirect and direct methods. Fault detection based on vibration or acoustic emission [1] [2] [3] [4] [5] [6] [7] [8] is probably the most widely adopted indirect method due to the inexpensive sensors and well-established analysis techniques. Many studies on vibration-based monitoring have been reported in the literature. Oil condition monitoring on the other hand is a typical direct method which examines the machine (or component) conditions based on the count and size of the metal debris in the lubricant oil. By detecting fine metal particles through oil condition monitoring, it is possible to detect incipient faults at a very early stage that may not be perceived by a vibration-based or acoustic emission-based 1 Author to whom any correspondence should be addressed.
method. In spite of its effectiveness in fault detection, such a method has received far less attention compared to the indirect techniques. As such, this study will focus on oil condition monitoring, particularly the on-line oil condition monitoring as detailed later.
There are several oil monitoring methods including offline oil analysis, magnetic chip collection and on-line particle detection. With the off-line oil analysis method, the samples of lubricant oil are collected and then analyzed in a lab. The chip collection is done by a magnetic collector which captures the metallic debris. An alarm system will then warn machine operators when the quantity of such debris reaches a predefined threshold [9, 10] . The oil debris monitor (ODM) is an on-line oil condition monitoring device. It is installed on the oil return lines, providing a full flow passageway for the lubricating oil. This sensor can detect the metallic particles that pass through it [10] . The ODM was first developed for monitoring the F22 Advanced Tactical Fighter engine. The operation of the ODM is based on sensing the electromagnetic disturbances caused by passing metallic particles [10, 11] . With each metal particle passing, this sensor generates a signature similar to a full period of a sine function. By processing the output signal, Sensor output in response to the passage of (a) a ferromagnetic particle and (b) a non-ferromagnetic particle.
it is possible to find an estimate of the level of fatigue-induced material deterioration of the mechanical components.
Figures 1(a) and (b) show a typical ODM sensor [10] . The passages of metallic particles of ferromagnetic and non-ferromagnetic natures generate signatures shown in figures 2(a) and (b), respectively. As shown in the figure, the ferromagnetic and non-ferromagnetic particle signatures have similar shape but opposite phases. The signature amplitude depends on the mass of the particle for ferromagnetic metals and on the surface area of the particle for the non-ferromagnetic metals [10] . The output of the sensor is monitored during the operation of the oil-lubricated mechanical system. The builtin software counts the number of such signatures contained in the measured signal and estimates the size and nature of each particle through the corresponding amplitude and phase information. As a result, an estimate of the damage level could be obtained and if necessary an alarm regarding the health state of the machinery would provide time for scheduled maintenance. This sensor has shown superior performance compared to the traditional magnetic chip collector because it is sensitive to non-ferromagnetic particles as well and requires no periodic inspection or cleaning, as it does not block the passing metallic debris [10] .
However, the minimum detectable particle size depends on the level of noise and interferences. Like many other measuring devices the output of the sensor is affected by the noise and interferences that contaminate the signatures of interest. The interferences are due to vibrations of the structure where the sensor is mounted and manifest as addition of a combination of modulated sinusoidal signals to the sensor output. The similarity between the vibration interference and particle signature often leads to false alarm and restricts the sensor capability in the detection of fine particles. Though not as disturbing as the vibration-related interferences, background noise due to the wiring and electrical system flaws also affects the performance of the system. This is specifically of concern in detecting very fine particles, as their faint signatures can be easily masked by the corrupting noise. Figure 3 (a) shows the output of an oil debris sensor in response to the passage of a small particle in the absence of any vibration interferences, sampled at 4000 Hz. As shown in the figure, although this signal is measured in the lab environment, the wide band background noise may not be overlooked. Figure 3 (b) displays the output of the ODM sensor in response to the passage of the same particle in the presence of vibration interferences introduced by a shaker. As one can see, it is not possible to detect the passage of a metallic particle from the measured signal, let alone to detect the nature and estimate the associated size. The main thrust of this study is therefore to reduce noise and remove interference so as to enhance the ODM's capability in detecting very fine particles.
One possible approach for the removal of the vibration interferences is the adaptive noise cancellation (ANC) method. In this approach a reference signal correlated with the interfering signal is required [12] [13] [14] . Such a reference signal can be obtained by installing an additional vibration sensor on the structure where the oil debris sensor is mounted. However, this would complicate the hardware and operation. Hence, it may not be desirable for both the manufacturers and the end users.
In this paper, the adaptive line enhancement (ALE) technique [14, 15] , a variant of the above noise cancellation scheme, is used to enhance the oil debris output signal. In this approach, a delayed version of the measured signal plays the same role as the reference signal obtained through the vibration sensor in the ANC method, eliminating the need for any additional hardware. Although the full-band adaptive filtering scheme performs well when the sensor is subjected to stationary or slowly varying vibrations, in the non-stationary circumstances the long convergence time (or adaptation period) of this adaptive algorithm becomes an obstacle in achieving acceptable results. The quick convergence implies quick response to non-stationarity and thus is crucial to real-time applications where time variation of the interfering signal cannot be neglected.
For the above reason, in this study a wavelet-based subband adaptive filtering scheme [16] [17] [18] [19] [20] is used to achieve quick convergence and hence to adaptively deal with nonstationary signals. In this approach, the adaptation and filtering is performed on the subband decomposition result obtained through stationary wavelet analysis. Following the subband ALE step, the outputs of the individual adaptive filters are fed to an iterative noise variance estimation algorithm to estimate the background noise variance in each frequency subband. The estimation results are then used to remove the intrinsic background noise through threshold de-noising [21, 22] . In other words, a wavelet threshold de-noising method is applied to remove the remaining wideband noise that cannot be removed by ALE. The proposed de-noising scheme is evaluated on the experimental data measured from an ODM sensor subjected to vibrations introduced by electrodynamic shakers.
Hereafter, this paper is organized as follows: in section 2, we provide a brief introduction to the ALE technique and its application in vibration interference removal. Section 3 explains the subband ALE scheme and its advantage over the full-band ALE. Section 4 discusses the removal of the broadband background noise using the hard thresholding method. An iterative noise variance estimation algorithm is proposed in this section. The proposed signal-enhancement algorithm is evaluated on experimental data in section 5. Section 6 concludes this paper.
Adaptive line enhancement and its application in vibration interference removal
To eliminate the interferences, a fixed filter can be designed when adequate prior knowledge about both signal and interferences is available. An adaptive filter on the other hand works by adjusting certain parameters dynamically to compensate for the lack of such information.
The frequency content of the particle signals is mainly dependent on the speed at which the metallic particles pass through the sensor. This is associated with the lubricating oil flow speed. The frequency content of the vibration interferences, on the other hand, depends on the vibration nature of the structure where the sensor is mounted. Accordingly, it is obvious that both signal and interference attributes are dependent on the working conditions of the machinery and are unknown beforehand for the purpose of filter design. Consequently, an adaptive system capable of adjusting filter parameters according to the working conditions of the machinery is desirable.
Such a system can be based on adaptive line enhancement which is a variant of the ANC and was first applied to the classical detection problem of finding a sine wave in noise [12] . The ALE block diagram is illustrated in figure 4 . This approach becomes appealing mainly due to the fact that it uses a delayed version of the primary input as the reference signal, eliminating the need for separate reference signal sources.
The same idea can be used to tackle the vibration interferences in the oil debris sensors to avoid the use of extra vibration sensors and associated hardware. Since the metallic particles pass through the sensor randomly, there would be no correlation between their corresponding signatures. On the other hand, it is reasonable to assume that the vibration behavior of the mechanical systems generally does not change Figure 4 . Block diagram of the adaptive line enhancement technique; s, n and v are signal components representing the particle signature, background noise and vibration interferences, respectively. drastically over a very short period of time. Consequently, a delayed version of the measured signal will be correlated with the original signal due to such vibration interferences. As a result, through the ALE technique, it would be possible to detect and eliminate the interferences. In general, the family of least mean square (LMS) adaptive algorithms exhibit a more robust tracking behavior compared to the recursive least squares (RLS) algorithm and is the dominant approach used in time-varying communication channels [14] . In this study, we apply the normalized LMS (NLMS) updating formula. This algorithm is briefly explained in the following sections (a detailed discussion can be found in the literature on adaptive filtering, e.g. [14] ). Figure 5 illustrates the discrete linear filtering process associated with the ALE block diagram shown in figure 4 , where
Normalized LMS adaptive filtering
is the ith coefficient of the filter weight vector W k associated with the kth adaptive iteration, y is the filter output and x(k) is the kth sample of the measured signal (primary input). The function of the adaptation process is to minimize the error output,
in the mean square sense through updating the weight vector W k . The NLMS formula for filter weight update is given as [14] 
where μ is a gain constant or step size which regulates the speed and stability of the adaptation process. Referring to figure 4 , when the optimum solution is reached (W = W * ), the vibration interference v is removed from the input signal, and hence the output of the ALE system can be written as ε(t) = s(t) + n(t), a mixture of the particle signature and background noise.
Frequency proximity disturbance (FPD)
As the characteristics of the particle signatures (phase and amplitude) are used to estimate the quantity of metallic particle content in the lubricating oil, it is very important that the adaptive algorithm effectively remove the vibration interferences with minimal distortion effect on the particle signature.
As such, in this section, we investigate the level of disturbances introduced to the extracted particle signature by the ALE algorithm. The main purpose of such analysis is to minimize the intensity of such disturbances by properly selecting the design parameters such as delay duration and filter length. From (1) we have
For μ 1, we can neglect the last term of the above equation. Then we have
In a similar fashion, we can show that for very small step size
According to the above equation, we have
Now, consider a mixture of the particle signature s(k) and
, as the signal input to the ALE algorithm. We have
In the above, C is a positive constant reflecting the location of the particle signature in the signal, f s is the frequency of the particle signal (Hz), SR is the sampling rate (Hz) and SR/f s is the largest integer less than or equal to SR/f s . In this subsection, for simplicity we assume that the vibration interference v(k) is as simple as a single harmonic. As any complicated vibration interference can be decomposed to similar harmonic components, this assumption is reasonable for theoretical analysis of the proposed ALE-based signal enhancement technique. As such, the mixture model can be written as
where N is the signal length and f represents the disparity between the frequencies of the simulated particle signal and the interference. When neither the primary input x(k) nor the reference input X k−D corresponds to a particle signature and the adaptive filter has reached the optimum solution W * , we have ε (k) ≈ 0 (in stationary circumstances and in the absence of background noise). However, when the input signal x(k) reaches a particle signature, i.e.
deviates from zero and according to (2) pulls the weight vector W away from the optimum solution. For the signal mixture of (4), for W = W * and C k C + SR f s where the particle signature appears in the primary input signal x(k), we can write (see (3))
On the other hand, we have
where L is the filter length and D is the delay between the primary input sample x(k) and delayed reference signal of the ALE. Then from (2), (5) and (6) and assuming
, we can write
A close look at (7) shows that δ 2 , of the weight vector from the optimum solution W * reaches the maximum as f → 0. This corresponds to the situation when the frequency of the vibration interference and the frequency of the particle signature are nearly identical. In other words, the disturbance to the weight vector due to the appearance of a particle signature in the measured signal increases as the frequency of the vibration approaches the frequency of the particle signature.
Such a deviation from the optimum solution results in a period of disturbance in the output ε which attenuates back to zero after certain time duration due to the adaptive nature of the filter. This period is defined as phase I of FPD (frequency proximity disturbance), which starts at the onset of the particle signature in the primary input (figure 8). The duration of phase I is determined by the convergence rate of the adaptive filter.
This observation may be useful for proper selection of the bore size of the ODM sensor. For example, when a mechanical system is expected to vibrate at high (low) frequencies, by selecting a larger (smaller) ODM bore size, a slower (faster) oil speed and hence lower (higher) particle passing frequency can be obtained. This will increase the difference between the vibration interference frequency and the particle signature frequency and hence reduce the chance for f to approach zero. As a result, interferences can be more effectively removed. While a delayed version of the measured signal is used as the reference input to the adaptive filter, the same particle signature will appear in the reference signal (delayed input signal vector X k−D ) with a delay of D samples from the point it first appears in the primary input signal x(k). In a similar fashion as presented above we can show that a period of disturbance, defined as phase II of FPD, will result from the presence of a particle signature in the reference signal. Apparently, phase II of disturbance appears in the resulting enhanced signal with a delay of D samples compared to phase I.
The above observations are demonstrated by simulations. The particle signature shown in figure 7 is simulated at f s = 100 Hz and sampled at SR = 4000 Hz sampling rate. This particle signal is mixed with a harmonic interference of frequency 120 Hz ( f = 20 Hz) (mixture shown in figure 8(a) ) and also with a harmonic interference of frequency 180 Hz ( f = 80 Hz) (mixture shown in figure 8(b) ). The resulting mixtures are then fed to the ALE algorithm with a filter length of L = 100 and delay of D = 1500 samples. The outputs of the ALE algorithm are illustrated in figures 8(c) and (d). Phases I and II of FPD are illustrated in these figures. As one can see, FPD for both phases are more intense for smaller f . As explained earlier (also shown in figures 8(c) and (d)), the interval between the two phases of disturbance is equal to the adopted delay D (1500 samples for this example). For a delay length D < T Phase I , where T Phase I is the settling time of the phase I FPD, the two phases of disturbance interfere with each other which leads to suppression or otherwise intensification of the total disturbances. As such, by properly selecting the delay D one can decrease the intensity of the total disturbances. Development of a mathematical expression for the dependence of the total disturbances on the delay length D is a challenging task. As such, in the following we assess the effect of delay length on FPD through simulations. In the simulations, the energy of the difference between the output ε(k) of the adaptive line enhancer and original particle signature signal s(k) can be used as a criterion to assess the level of disturbance introduced by the adaptive algorithm, as given below:
Selection of delay length (D)
The simulated particle signature-interference mixture shown in figure 8(a) is fed to the ALE-NLMS algorithm for four different filter lengths L = 100, 150, 200 and 250. The error energy of the filter outputs (obtained based on (8)) for various values of delay D are plotted in figure 9 . The adaptive filter is generalized to accept both positive and negative delay lengths corresponding to forward and backward predictions, respectively. As one can see from figure 9 , the error energy reaches minimum at a negative delay analogous to backward prediction, with an absolute value equal to the filter length L. In other words, for a filter of length L, the minimum error energy is achieved when D = −L. 
Selection of filter length (L) and step size (μ)
There are a number of well-established criteria in the literature on the selection of the filter length such as Akaike information criterion (AIC) [14] . Similarly, for the step size adjustment, adaptive gain technique as clearly described in [14] can be applied. However, one should note that in this context in addition to the effective removal of interferences, minimizing the disturbances affecting the particle signature is one major concern. Furthermore, in the proposed enhancement technique (as will be explained later), a separate wavelet thresholding step is used to remove the uncorrelated background noise. As such, some criteria (e.g. misadjustment) that are of concern in the process of selection of the parameters of the adaptive algorithms become irrelevant in this context.
In view of the above and based on experimental observations, it is not recommended that the above or similar parameter selection techniques be used to enhance the oil debris signal. Instead, a heuristic approach is adopted for selecting filter length, L, and step size, μ, in the following.
In figure 11 , the error energy obtained based on (8) is plotted versus filter length for four different values of f = −80, −20, 40 and 400. According to this plot, the error energy decreases with the increase in filter length for all the f values. Nevertheless, it should be noted that the larger the filter length, the higher the effect of non-stationarity of the tap input on the filter output. Consequently, the filter length should be adjusted in accordance with the level of non-stationarity of the vibration interferences. A simple approach is to select a filter length that corresponds to stationary period (the maximum time period over which the vibration interferences can be considered as stationary). In other words, for a sampling rate of SR and a stationary period of T sp, the filter length can be selected as follows:
In stationary circumstances, where T sp is very large, filter length is restricted by computational and memory limitations.
To specify step size μ, one should keep in mind that based on (2), a larger step size would lead to larger disturbance of the particle signature. As such, a large step size is only recommended for non-stationary signals. A simple approach is to start from a relatively small step size and gradually increase it until a satisfactory result is obtained. According to the above, some a priori knowledge regarding the signal under analysis is necessary for properly setting both the filter length and step size. In real applications many trials might be needed before a desirable solution is obtained.
Improved performance with adaptive subband filtering
In real applications where the vibration nature of the mechanical system varies over time, the convergence rate of the adaptive algorithm plays an imperative role. Failure to adapt to such variations with a reasonable pace may lead to no or little improvements in the quality of the measured oil debris signals. As such, convergence characteristics of the adaptive line enhancer algorithm are investigated in this section, and a subband adaptive algorithm is proposed to ensure an acceptable adaptation rate.
Adaptive subband filtering
We denote the maximum and minimum eigenvalues of the L × L delayed signal autocorrelation matrix
by λ max and λ min , respectively. It is shown [14, 23, 24 ] that a larger λ max /λ min (condition number of the matrix R) will result in a slower convergence rate of the adaptive filter. In addition, denoting the spectrum of the tap input signal x by S(ω), it is shown [25] that
Although the above two equations do not strictly hold for finite L, it is suggestive of a new approach to adaptive filtering. For an input signal x with a flat spectrum S(ω) over its band, we expect a condition number, λ max /λ min , close to unity and consequently a faster convergence rate. This observation suggests that by decomposing the input signal to frequency bands with an approximately uniform spectrum and by applying independent adaptive filtering in each band, a faster convergence can be achieved [16] [17] [18] [19] [20] . Figure 12(a) shows the flowchart of the proposed signal enhancement algorithm.
It should be noted that the proposed flowchart shown in figure 12 (a) outperforms the full-band adaptive line enhancer when the vibration interferences are non-stationary. In the cases where the stationarity assumption is reasonably satisfied, the algorithm can be modified as in figure 12 (b) to reduce the computing requirement without perceivable performance loss. Certain aspects of the algorithm shown in figure 12 (a) will be detailed in the subsequent sections.
Signal decomposition using stationary wavelet transform (SWT)
The use of wavelet transform in adaptive filtering has been proposed in [20] . This approach is analogous to the DFTbased adaptive filtering used in [26] and has all the advantages of wavelet transform over Fourier transform where the time varying nature of the signal cannot be suitably represented by weighted sum sinusoids.
To obtain a more uniform spectral density for the signal input to ALE, we can decompose the measured signal to different frequency subbands using the wavelet packet technique [27] . The wavelet decomposition result can then be fed to independent adaptive subband filters. The wavelet packet method is a generalization of the orthogonal wavelet decomposition. In wavelet packet analysis, both the detail wavelet coefficients and the approximation coefficients are further decomposed into another set of detail and approximation coefficients using the appropriate high and low pass filters, respectively [27] . Each decomposition step is followed by a down-sampling with a factor of 2 so that the number of wavelet coefficients in decomposition level j is N/2 j , where N is number of samples in the input signal. Hence, using the wavelet packet filterbank as the analysis filter-bank shown in figure 12(a) , the adaption of the ALE filters is performed at a reduced sampling rate [16] , depending on the level of decomposition. In this case, the decimation performed on the outputs of the analysis, filter-banks introduces undesirable aliasing components into the adaptive filters which are detrimental to the performance of the adaptive line enhancement algorithm [16] [17] [18] [19] 28] .
To alleviate the above difficulty, stationary wavelet transform (SWT) is used in this research. Stationary wavelet transform is a variation of the orthogonal wavelet decomposition where no down-sampling takes place following each decomposition level. In other words, each of the detail and approximation wavelet coefficient datasets contains the same number of points as in the original tap input signal. As reported in [18, 19, 28] , such over-sampling of the analysis bank outputs not only mitigates the aliasing problem explained earlier, but also leads to smaller condition number λ max /λ min of the autocorrelation matrix and consequently faster convergence rate of the adaptive filter. In this approach, the low and high pass filters are modified at each level by padding them with zeroes [29] .
According to the discussion in section 3.1, a higher decomposition level would result in better performance of the adaptive algorithm. However, as the proposed signal enhancement technique is to be used in real time, the number of decomposition levels is limited by the available computing power. The general guideline is to have a higher decomposition level for a signal with higher variability over the frequency domain.
Removal of the broadband background noise
As explained earlier, the ALE method utilizes the correlation between vibration interference signal components in the input and a delayed version of the same signal to remove such interferences. As a result, this approach leaves the broadband background noise intact and a separate de-noising step is required to tackle this kind of noise.
In addition to the improved performance in convergence rate, the proposed adaptive subband filtering method also provides flexibility to the algorithm, making it capable of tackling the broadband noise. This can be done by adding a simple thresholding step prior to the synthesis filterbanks as shown in figure 12(a) . For this purpose, either hard or soft thresholding rule can be applied using the universal threshold value [21, 27] :
where N is the number of data points in the block of measured data and σ is the standard deviation of the background noise. However, this requires knowledge of σ . One approach would be to estimate the background noise variance when the sensor is idle, i.e. no particle passes through the sensor and sensor is not subjected to any vibration interferences. This estimation step can be performed before the sensor starts its regular operation and no further estimation can be done once the operation begins. However, as the initially estimated σ cannot accommodate the changes in the characteristics of the background noise, it may jeopardize the performance of the proposed method. The variations in the nature and characteristics of the background noise are very common in practice due to the changes in environment such as temperature fluctuation (at higher attitudes in aircrafts) or electrical interferences caused by other nearby instruments.
As such, an on-line noise variance estimation method would be preferred. The impulsive and intermittent features of the particle signature can be used for this purpose as explained in the following.
On-line noise variance estimation using median absolute deviation (MAD)
Due to the impulsive feature of the particle signatures, the variance estimators insensitive to the outliers in the data can be successfully applied. Among such noise variance estimation techniques, the median absolute deviation (MAD) method is commonly used [27] . In this approach, the noise variance in each subband,σ j,P , is estimated based on the median of the wavelet coefficients bỹ when the number of particle signatures contained in the measured signal increases. This is because in such cases the median of the dataset deviates from the expected median of Gaussian noise hence leading to a large bias. As such, an iterative on-line noise variance estimation method is proposed in the following. In addition to the impulsiveness, the intermittent nature of the signal of interest is incorporated into this approach.
Iterative on-line noise variance estimation (IVE)
Due to the intermittent nature of particle signatures, the ALE processed signal contains only background noise samples over the time interval between consecutive particle signatures. These intervals are illustrated in figure 13 . As such, by removing the portions of the signal corresponding to the particle signatures, a set of background noise samples is obtained. Based on this set of noise samples, a direct estimate of noise variance can be calculated. Though this approach is explained based on time domain signals, the same logic can be applied to wavelet domain. To remove the wavelet coefficients associated with particle signatures from the corresponding scale (frequency band), we first calculate a threshold value and keep any wavelet coefficients that are smaller than the threshold [30] . Then we discard the remaining wavelet coefficients. Ideally, the threshold should be calculated based on the 'true' noise variance as appeared in the universal threshold expressed by (9) . However, the 'true' noise variance is the very value we are looking for. For this reason, we propose an iterative method incorporating the following two steps:
(1) A window of length M is slid over the wavelet coefficients of each scale with an overlap of M/2. The variance of the wavelet coefficients corresponding to each window is calculated resulting in 2N M − 1 variances, where N is the number of samples in the dataset. Due to the impulsive nature of the particle signatures, a window that covers part of these signatures will result in a variance larger than that of the background noise. As such, the smallest of the 2N M − 1 calculated variances is selected as a rough estimate of noise variance. (2) The universal threshold is calculated based on (9) using the noise variance estimated in step 1. As the wavelet coefficients that are larger than the resulting threshold value are related to the particle signatures, by removing such coefficients from the dataset one may obtain a new set of wavelet coefficients mainly containing noise components. As such, the variance of the new set of wavelet coefficients is a more accurate estimate of noise variance for the corresponding scale. This result may be further improved by repeating steps 1 and 2 based on the new dataset. This is repeated until the improvement becomes insignificant, i.e. the ratio of two consecutive estimates of noise variance is close to 1.
The iterative variance estimation (IVE) algorithm containing the above two steps is shown in figure 14 .
Performance assessment of IVE based on simulations.
To evaluate the performance of the method, a series of simulated oil debris signals were generated at a sampling rate of 4 kHz, each containing from 1 to 30 randomly located particle signatures. For each realization, colored noise was generated and added to the signal. The noise variance corresponding to each frequency band of a two-level wavelet packet decomposition was estimated using MAD and IVE approaches. Three different particle passage speeds were assumed for the simulations as high, medium and low speed corresponding to the frequencies f s = 300 Hz, 150 Hz and 10 Hz, respectively. For each case of simulated data containing a specific number of particle signatures, 1000 realizations were generated to calculate the mean and variance of the estimation results. Each simulated dataset contained 16 384 data points.
To examine the performance of the two methods, two criteria are used, i.e. (a) the ratio of the mean estimated noise variance to the simulated noise variance, E σ 2 n σ 2 , and (b) the ratio of the standard deviation of the estimated noise variance to the simulated noise variance, STD σ 2 n σ 2 (note: n is the number of particle signatures contained in the simulated signal, E σ 2 n and STD σ 2 n are respectively the mean and the standard deviation of the estimated noise variance).
According to the results, the MAD and IVE algorithms both show reasonably robust performance when the particle signatures comprise a small portion of the dataset. However, when a large number of slow moving particles pass through the sensor, i.e. a large portion of the dataset is composed of particle signatures, the estimation results obtained using both approaches deteriorate. Hence, a better comparison between MAD and IVE approaches can be made at a lower particle passage speed.
The E σ 2 n σ 2 and STD σ 2 n σ 2 versus the number of particle signatures in the signal for the IVE and MAD methods are plotted in figures 15(a) and (b) when the particle speed corresponds to the f s = 10 Hz signature frequency. For such a low frequency, most of the frequency content of the particle signatures corresponds to the lowest frequency band. Therefore, the results are displayed for this subband only. The variance of the additive simulated noise in this band is σ 2 = 0.72. Figure 15 (a) clearly shows that the bias introduced by the MAD method rises rapidly with the increased particle signature content in the signal, reaching a bias of 136% E σ bias e.g. to about 38% for the same 30-particle case (E σ 2 30 = 1.38σ
2 ), with a slight increase in the standard deviation of the estimated variance ( figure 15(b) ). The proposed IVE method is therefore used in this research to remove the broadband background noise.
Experimental evaluation
The proposed enhancement algorithm was validated using the signals measured from an oil debris sensor subjected to uni-and bi-axial non-stationary vibrations as explained in sections 5.1 and 5.2, respectively.
Sensor exposed to uni-axial vibrations
An ODM sensor is mounted on a vibration exciter Bruel&Kjaer, type 4809 as shown in figure 16 . A function generator is used to generate square waves at an adjustable frequency. The output of the function generator was amplified using a Bruel&Kjaer, type 2706 power amplifier to excite the shaker. The metallic particle used in the experiment is embedded at the tip of a plastic catheter. The output of the vibrating ODM sensor is measured, while a metallic particle is manually passed through it (by sliding the tip of the plastic catheter through the sensor). In this experiment, an iron particle, 100-125 μm in diameter, is used. The signature amplitude of the iron particle in the absence of any vibrations is 0.6 V. The output of the sensor is fed to an NI AT-MIO-16DE-10 DAQ card and then collected through LabVIEW at 4000 Hz sampling rate. The signal processing was done using MATLAB on a Pentium R 4/2.52 GHz PC. Figure 17 (a) displays the output of the ODM sensor subjected to vibrations when the iron particle passes through it. The corresponding frequency domain representation is shown in figure 17(b) . Although the gain of the amplifier and frequency of the function generator were fixed throughout the experiment, the vibrations generated by the shaker showed moderate signs of non-stationarity. This non-stationarity is also reflected in the interfering signal and can be observed by closely examining the measured signal shown in figure 17(a) .
The measured signal shown in figure 17(a) is then decomposed up to fourth level using the db4 wavelet. This selection is based on the similarity of the shape of the db4 wavelet to a particle signature. The wavelet coefficients corresponding to each frequency band were fed to separate adaptive line enhancers to remove the vibration interferences according to the flowchart shown in figure 12(a) . The length of the filter weight vector is selected as L = 3800 (selected following a number of trials) and delay interval as D = −3800. The step size value μ is gradually increased from a small initial number close to zero to a point where acceptable results are obtained (μ = 0.05 in this case), i.e. all the vibration interferences were successfully removed from the final denoised signal. The processed wavelet coefficients are then fed to the IVE background noise variance estimator and later thresholded to remove the remaining noise components. The thresholded wavelet coefficients are then used to reconstruct the enhanced signal as shown in figure 17(c) . The frequency domain representation of the enhanced signal is shown in figure 17(d) . As one can see, the passage of a metallic particle can be clearly detected following the enhancement step. The phase of the particle signature is preserved and the amplitude reduced slightly to 0.57 V compared to the expected 0.6 V.
To illustrate the advantage of the subband filtering scheme (flowchart shown in figure 12(a) ) over the full-band adaptive filter (flowchart shown in figure 12(b) ), the measured signal is enhanced based on the flowchart shown in figure 12(b) . Filter length and delay interval are both the same as selected before, i.e. L = 3800 and D = −3800. The step size is gradually increased from a small number to a point where the non-stationarity can be handled by the algorithm and hence vibration interferences can be successfully removed. The step size value is selected as μ = 0.12, considerably larger than μ = 0.05 used for the subband adaptive algorithm. In fact, the deficiency of the full-band ALE in tracking the nonstationarities lead us to a larger step size in order to boost the tracking behavior. However, a larger step size value would also inevitably distort the particle signature to a larger extent. The resulting signal and the associated frequency domain representation are illustrated in figures 17(e) and (f ), respectively. As one can see, the vibration interferences are not completely removed by full-band ALE.
As expected, the particle signature is substantially distorted. The amplitude of the 'enhanced' iron particle signature has been shrunk from the expected 0.6 V to 0.14 V, more than four times reduction. This would obviously mislead fault detection decision and leave severe fault undetected. These results clearly reveal the vulnerability of the full-band ALE to the non-stationarities of the vibration interferences. In view of this, it is suggested that the flowchart shown in figure 12 (b) be applied only when the vibration nature of the structure where the sensor is mounted strictly meets the stationarity assumption.
Sensor exposed to bi-axial vibrations
The purpose of this experiment is to further evaluate the robustness of the proposed signal enhancement algorithm in a condition which better represents practical cases. For this purpose, a bi-axial vibration excitation setup as illustrated in figure 18 is used to apply vibrations to the sensor in both vertical and horizontal directions. In addition, the nonstationarity of the generated vibrations is further intensified by randomly varying the frequency of the function generators and the gain of the power amplifiers.
As shown in figure 18 , two vibration exciters perpendicular to each other independently excite the oil debris sensor. Four bungee cords suspend the oil debris sensor at a point where it can be accessed by the two vibration exciters. Two links connect the sensor to the vibration exciters via Tjoints to provide the degrees of freedom necessary for biaxial excitation. A titanium particle (non-ferromagnetic of unknown size) with the corresponding signature amplitude of 0.18 V is used in this test. The titanium particle is embedded at the tip of a plastic catheter and is manually passed through the sensor. The output of the sensor is sampled at 4000 Hz.
A portion of the measured signal containing the signature of the particle and the corresponding frequency domain representation are shown in figures 19(a) and (b), respectively. This signal is then decomposed up to sixth decomposition level using the db4 wavelet. The resulting wavelet coefficients for each frequency band are then fed to separate adaptive line enhancers to remove the vibration interferences (flowchart of figure 12(a) ). Other parameters are filter length L = 2000, delay length D = −2000 samples and step size μ = 0.03. The resulting partly purified data are then processed by the IVE algorithm and later thresholded based on the estimated background noise variance in each band.
The final enhanced signal and the corresponding frequency domain representation are shown in figures 19(c) and (d). As one can see, the passage of the non-ferromagnetic particle can be clearly detected from the result. The phase of the particle signature is preserved and the amplitude of the recovered signature is 0.14 V compared to the expected 0.18 V. The same signal is also processed using the full-band ALE of filter length L = 2000 and delay D = −2000 (flowchart of figure 12(b) ). The step size is gradually increased to a level (μ = 0.1) so that the adaptive algorithm can follow the variations in the vibration and consequently remove the corresponding interferences. However, as shown in the result (figures 19(e) and (f )), the full-band adaptive filter is unable to completely remove the interferences. Furthermore, as displayed in this figure, the filter completely distorts the particle signature obliterating both the amplitude and phase information. 
Conclusion
In this paper, a signal enhancement algorithm is proposed to improve the detectability of metallic particle signatures in the raw ODM signal. The adaptive line enhancement technique is applied to tackle the interferences caused by the vibrations of the structure where the sensor is mounted. Although in stationary circumstances the tracking behavior of the full-band ALE is not of concern, in real applications where the vibration nature of the mechanical system varies over time, the convergence rate of the adaptive algorithm plays an imperative role. Failure to adapt to such variations with a reasonable pace may lead to no or little enhancement of the measured oil debris signals. As such, to improve the tracking capability of the ALE method, an adaptive subband filtering technique is proposed. In this approach, a series of adaptive filters are used in parallel, each working on (or handling) a separate frequency band of the measured signal. Stationary wavelet packet analysis is used to decompose the signal into different frequency bands.
As the ALE method is unable to remove the broadband background noise, a separate step is embedded in the algorithm to tackle such noises following the removal of the vibration interference. In this step, the partly purified wavelet coefficients are fed to an algorithm for on-line estimation of noise variance. The estimated noise variance is then used to determine the threshold value for hard thresholding the wavelet coefficients in each band. The thresholded coefficients are then used to reconstruct the enhanced signal. The performance of the proposed algorithm was validated by enhancing the signals measured from an oil debris sensor subjected to uni-and biaxial non-stationary vibrations.
