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Abstract
Revealing the functional sites of biological se-
quences, such as evolutionary conserved, struc-
turally interacting or co-evolving protein sites, is a
fundamental, and yet challenging task. Different
frameworks and models were developed to ap-
proach this challenge, including Position-Specific
Scoring Matrices, Markov Random Fields, Mul-
tivariate Gaussian models and most recently Au-
toencoders. Each of these methods has certain
advantages, and while they have generated a set
of insights for better biological predictions, these
have been restricted to the corresponding meth-
ods and were difficult to translate to the comple-
mentary domains. Here we propose a unified
framework for the above-mentioned models, that
allows for interpretable transformations between
the different methods and naturally incorporates
the advantages and insight gained individually in
the different communities. We show how, by us-
ing the unified framework, we are able to achieve
state-of-the-art performance for protein structure
prediction, while enhancing interpretability of the
prediction process.
1. Introduction
The function of the products of biological sequences, such
as proteins and RNAs, is, to a large extent, encoded directly
into the sequence itself. However, determining the function
from a single sequence remains a challenge. One promising
approach is to leverage the power of evolution and compari-
son, to gain statistical power to identify which positions are
conserved and which pairs of positions are coevolving, thus
supporting their functional importance.
1FAS Division of Science, Harvard University 2Harvard
College 3Howard Hughes Medical Institute, Harvard Univer-
sity 4JHDSF Program, Harvard University. Correspondence to:
Mor Nitzan <mornitzan@fas.harvard.edu>, Sergey Ovchinnikov
<so@fas.harvard.edu>.
ICML Workshop for Computational Biology, Long Beach, Califor-
nia, 2019.
Generative models are typically employed to infer such
statistical properties from homologous sequences which
are organized into a multiple sequence alignment (MSA).
Such methods include Position-Specific Scoring Matrices
(PSSMs), Markov Random Fields (MRFs), Multivariate-
Gaussians (MGs), and more recently, Autoencoders (AEs).
PSSMs are site-independent models that are limited to cap-
ture one-body terms, i.e. evolutionary conservation, across
the species in an MSA (Stormo et al., 1982). To capture
additional two-body interaction terms, i.e. coevolving po-
sitions, MRFs and MGs have emerged, specifically in the
context of protein structure contact prediction (Balakrishnan
et al., 2011; Kamisetty et al., 2013; Ekeberg et al., 2013;
Morcos et al., 2011; Baldassi et al., 2014). MGs assume
the distributions of the amino acids are continuous, and are
able to capture higher-order interactions with their covari-
ance matrix. On the other hand, MRFs explicitly model the
amino acids as categorical distributions and capture higher
order interactions with two-body coupling terms.
Although MRFs and MGs have largely been considered
to be two distinct approaches to model conservation and
coevolution in protein sequences, we present a unified math-
ematical framework for both, formulated as a general au-
toencoder, reducing the differences between the two tradi-
tional approaches to trivial changes. Moreover, this unifying
framework allows for the insights gained by one approach
to be utilized and interpreted by the other. We envision
that this framework will enable merging the advantages of
the different existing approaches, thus leading to better re-
sults for prediction of physical contacts and coevolution for
biological sequences.
2. Results
For a set of homologous sequences in an MSA, X ∈
RN×L×K , with N sequences of length L and an alphabet
of size K, we would like to interpret the underlying patterns
of those sequences; Which positions are conserved? Which
subsets of positions are coevolving? The sequences can be
encoded as a one-hot representation (Fig. 1), where the sum
over alphabet is equal to one, i.e.
∑K
k=1Xnlk = 1 ∀ l, k.
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Figure 1. Aligned biological sequences such as DNA, RNA, or
protein. Every position in the sequence is represented using one-
hot encoding. The data matrixX ∈ RN×LK = RN×L×K has N
sequences, every sequence is of length L and every position in the
sequence can have K different states.
2.1. Position-specific scoring matrix
To capture site-independent patterns in biological sequences,
i.e. evolutionary conservation, a position-specific scoring
matrix (PSSM) is frequently used (Stormo et al., 1982). The
parameter in this model is a matrix b ∈ RL×K , and the
loss function LPSSM for this model can be written as an
average cross entropy loss between the data and the PSSM
matrix:
LPSSM = 1
N
N∑
n=1
L∑
l=1
cce[X, softmax(b)], (1)
LPSSM = − 1
N
N∑
n=1
L∑
l=1
K∑
k=1
Xnlk log
eblk∑K
q=1 e
blq
(2)
where the softmax and cross entropy functions are taken
along the alphabet. See Fig. 2 for the graphical representa-
tion of the model. The maximum likelihood estimator for
b is given by brs = log
(
1
N
∑N
n=1Xnrs
)
, i.e. the natural
logarithm of the empirical frequencies.
2.2. MRF with pseudolikelihood is identical to cross
entropy
PSSMs only consider one-body terms, i.e. conservations.
A Markov Random Field, or Potts model, generalizes the
PSSMs to also include two-body interaction terms (Lapedes
et al., 1999; Thomas et al., 2005; Balakrishnan et al., 2009;
Weigt et al., 2009). The maximum entropy solution to
a model that is constrained to capture single site amino
acid frequencies and pairwise amino acid frequencies in an
MSA is a Boltzmann distribution given by p(x;W,b) =
p˜(x;W,b)
Z(W,b) , where p˜(x;W,b) is the unnormalized probabil-
ity distribution and Z(W,b) =
∑
x p˜(x;W,b) is a nor-
malization constant known as the partition function. This
model has parameters b ∈ RL×K and W ∈ RL×K×L×K
where the reshaped W ∈ RLK×LK matrix has zero values
along the diagonal and is symmetric. To ensure zeros along
PSSM MRF MG AE
Figure 2. Graphical representation of the models. A position-
specific scoring matrix (PSSM) model with the loss LPSSM =
mean {cce[X, softmax(b)]} learns the parameters b ∈
RL×K = RLK which are shown as a red vector. A Markov
random field (MRF) with pseudo-likelihood has the loss LˆMRF =
mean {cce[X, softmax(B+XW)]} + λ||W||22 where the pa-
rameters are B ∈ RN×LK (red) and W ∈ RLK×LK (blue). A
multivariate Gaussian (MG) type model has the loss LˆMG =
1
N
||Xˆ − XˆW||22 + λ||W||22 − 2γ tr(W) where Xˆ ∈ RN×LK
is the mean-centered data and W ∈ RLK×LK (blue) are the pa-
rameters. Either MRF or MG models can be extended to a full
auto-encoder (AE) by addition of hidden layer(s).
the diagonal one can write (1LK×LK − I) ◦W, where
1LK×LK is the matrix of ones, I is an identity matrix, and
◦ denotes the Hadamard product.
The partition function for discrete distributions is given by
a sum over all realizations of the data and hence it is often
not tractable. However, the partition function cancels out
for conditional probabilities, as achieved by the pseudo-
likelihood objective (Besag, 1975):
log p(x) ≈
n∑
i=1
log
p˜(xi,x−i)∑
xi
p˜(xi,x−i)
, (3)
where x has n features, xi denotes the i-th feature and x−i
all the features apart from the i-th one. A pseudo-likelihood
approximation replaces the sum over all possibilities in
the partition function only by the sum over the states of
the considered location while all the other locations of the
sequence are fixed from the data (Balakrishnan et al., 2011;
Kamisetty et al., 2013; Ekeberg et al., 2013).
The loss LMRF for the MRF with a pseudo-likelihood ap-
proximation is given by
LMRF = − 1
N
N∑
n=1
L∑
l=1
log
e
∑K
k=1XnlkHnlk∑K
q=1 e
∑K
k=1 CnqkHnlk
, (4)
where Hnlk = Bnlk +
∑L
r=1
∑K
s=1XnrsWrslk, the con-
stant C ∈ RN×K×K is an encoding of alphabet which is
broadcasted Cnqk = cqk, ∀ n, l, k, and B ∈ RN×L×K is
a broadcasted b, i.e. Bnlk = blk ∀ n, l, k. If one-hot en-
coding is used then c is an identity matrix. The graphical
representation of the model is shown in Fig. 2.
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We will now show that the loss function of an average cross
entropy is identical to the Markov Random Field with one-
hot encoding. The loss function L for the model using an
average cross entropy loss is given by
L = 1
N
N∑
n=1
L∑
l=1
{cce[X, softmax(H)]}nl ,
= − 1
N
N∑
n=1
L∑
l=1
log
e
∑K
k=1XnlkHnlk(∑K
g=1 e
Hnlg
)∑K
k=1Xnlk
,
= − 1
N
N∑
n=1
L∑
l=1
log
e
∑K
k=1XnlkHnlk∑K
g=1 e
Hnlg
, (5)
where the last simplification is a result of
∑K
k=1Xnlk = 1.
Thus, Eq. 5 is equal to Eq. 4, i.e. L = LMRF , which
demonstrates that the MRF with a pseudolikelihood approx-
imation is equivalent to the cce loss formulation.
2.3. MG can be reformulated as mean squared error
Suppose that each sequence is instead sampled from a mul-
tivariate Gaussian distribution, i.e. x(n) ∼ N (0,Σ), where
x(n) is the nth sequence in X. The log-likelihood for i.i.d.
x(i) up to a constant is given by
l(Θ) =
1
2
log det(Θ)− 1
2N
N∑
n=1
x(n)>Θx(n), (6)
where Θ is the positive definite precision matrix defined as
Θ = Σ−1. This is maximized when Θ = S−1, where S is
the empirical covariance matrix defined as S := X
TX
N .
We will now consider the mean squared error loss function
of the centered data and the matrix multiplication of the cen-
tered data. This model can be thought of as a mapping onto
itself with an affine transformation (see Fig. 2). However,
to prevent a trivial self-mapping, a regularization is needed.
The model has parameters W ∈ RLK×LK and the mean-
centered data is denoted as Xˆ = X − X, where X ∈
RN×LK and Xnf = 1N
∑N
i=1Xif ∀n. The loss function
LMG is defined as
LMG = 1
N
N∑
n=1
LK∑
f=1
{mse[Xˆ, XˆW]}nf
=
1
N
N∑
n=1
LK∑
f=1
(
Xˆnf −
LK∑
q=1
XˆnqWqf
)2
. (7)
To prevent the trivial identity solution, we add regularization
R and write the total loss as LˆMG = LMG +R where
R = λ ‖W‖22 − 2γ tr(W). (8)
In this case the derivative of the total loss is
∂LˆMG
∂W
=
2
N
(
XˆT XˆW − XˆT Xˆ
)
+ 2λW − 2γI. (9)
Solving ∂LˆMG∂W = 0 leads to
W = (γ − λ)
(
cov(Xˆ) + λI
)−1
+ I (10)
with the empirical covariance defined as cov(Xˆ) := Xˆ
TXˆ
N .
If we remove the identity from the parameter matrix by
writing W = I+W˜ then the modified loss up to a constant
is given by
L˜MG = 1
N
||XˆW˜||22 + λ||W˜ + I||22 − 2γ tr(W˜) (11)
and the solution to this optimization problem is simply
shifted by the identity matrix, i.e.
W˜ = (γ − λ)
(
cov(Xˆ) + λI
)−1
. (12)
If we choose γ = 1 then W˜ is given as the inverse of the
regularized empirical covariance matrix, and if we set λ = 0
then it is just the inverse of the covariance matrix. Therefore,
the log-likelihood loss for the multivariate Gaussian model
(Eq. 6) and the mean squared error loss (Eq. 11) both
have the same global minimum. Interestingly, unlike for the
multivariate Gaussian model, the mean squared error model
does not require a postitive definite constraint. This switch
can drastically reduce the run time.
If we write W ◦ (1LK×LK − I) in the MG model (Eq. 7)
then the solution is given by
W = I−C−1 I
C−1 ◦ I , (13)
C = cov(Xˆ) + λI.
Therefore, the symmetric part is Wˆ = (W + WT )/2.
2.4. Unifying multivariate distributions in a single
framework
In summary, we have demonstrated that: 1) Maximizing the
pseudo-likelihood of a MRF is identical to minimizing the
categorical cross entropy (CCE); 2) Maximizing the likeli-
hood of a multivariate Gaussian model has the same global
optima as minimizing mean-squared-error (MSE), where L2
regularization is identical to shrinking the covariance matrix
before inversion. The significance of this is that both models
can be reformulated as a single dense (or fully-connected)
layer that maps the input data onto itself. The difference
is that MRF explicitly removes connections with the same
positions, while MG includes these connections but must
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Figure 3. From the Markov Random Field model with pseudo-
likelihood one can infer the matrix W ∈ RLK×LK and take L2
norm to get a contact map shown on the right.
include regularization to prevent the trivial mapping. MRF
and MG treat input data as categorical and continuous, re-
spectively. Nevertheless, the benefit of reframing these
problems as a graphical model enables to leverage widely-
used neural network frameworks, such as Tensorflow and
PyTorch, which gives access to GPU libraries. Moreover,
additional hidden layers can be added in between the inputs
and outputs to enable auto-encoding (see Fig. 2).
3. Application: Protein contact prediction
In the case of MRFs (Markov Random Fields) , the two-body
term is used for graph or contact map inference (Fig. 3).
For the mean-field approximation of MRFs (Morcos et al.,
2011) or MG models (Baldassi et al., 2014), the precision
(or inverse covariance) matrix is used to infer ”direct causa-
tion” (Markowetz & Spang, 2007). Though the application
is similar, it is not immediately obvious why maximizing the
pseudo-likelihood of a regularized MRF results in a more
accurate pairwise term (Balakrishnan et al., 2011; Kamisetty
et al., 2013), compared to estimating this term by taking
the inverse of the shrunken covariance matrix. Under our
unifying framework, the major difference between these
models is their loss functions. Beyond that, different regu-
larization techniques are used to promote sparsity in MSE
and CCE models. For MSE, these include the addition of a
pseudo-count, small constant along the diagonal (Morcos
et al., 2011; Baldassi et al., 2014; Rawi et al., 2016) and/or
L1 penalty during graphical lasso optimization (Friedman
et al., 2008; Jones et al., 2011). For CCE, these include
L1, group L1 and L2 penalty, where L2 regularization was
found to work best for contact prediction (Kamisetty et al.,
2013; Ekeberg et al., 2013). To test if L2 regularization
also works for MSE, we add a small constant 4.5/N1/2
along the diagonal before inversion. Remarkably, MSE out-
performs GaussDCA (Baldassi et al., 2014), which adds a
pseudo-count to the entire covariance matrix. By zeroing
the diagonal of the pairwise matrix (see Eq. 13), we see
a small but consistent improvement. Coincidentally, we
find this to be equivalent to computing the partial correla-
tion coefficient. Though the results are still not as good as
0.4 0.6 0.8
gaussDCA
0.4
0.6
0.8
M
SE
0.4 0.6 0.8
CCE
0.4 0.6 0.8
MSE_nodiag
Figure 4. MSE is more accurate than GaussDCA (Baldassi et al.,
2014) for protein contact prediction, but worse than CCE. Each
point corresponds to a protein. The axes indicate the accuracy of
each method, defined as the average precision of the top L ranked
contacts. L is the length of the protein, the contact is defined using
CONFIND (Holland et al., 2018), between every pair of positions
that are greater than or equal to sequence separation of 6.
CCE, MSE with equivalent regularization provides a closer
approximation to CCE (see Fig. 4).
The test was performed on a diverse set of proteins with
at least 1K effective sequences from (Anishchenko et al.,
2017). The redundancy was reduced by selecting one ran-
dom member per connected component, where the edges
of the graph were defined using a 1E-10 e-value threshold,
computed by HMM-HMM alignment (Hildebrand et al.,
2009). To keep the data-set consistent, each alignment was
sub-sampled to 1K. Before ranking, all methods were cor-
rected for entropy using Average Product Correction (Dunn
et al., 2007).
4. Conclusion
We showed that widely used models for multivariate distri-
butions in biological sequences can all be expressed as a
single fully-connected layer, where the weights and bias of
the dense layer captures the co-evolution and conservation,
respectively. The differences in the models comes down to
the loss function used, where inverse-covariance methods
are effectively minimizing the mean-squared error (more
appropriate for continuous data) and markov-random-field
methods are minimizing the categorical cross entropy (more
appropriate for categorical data). Since maximizing the
pseudo-likelihood for MRF is identical to minimizing the
categorical cross entropy (loss function often used for en-
coding/decoding biological sequences) this further reduces
the difference between AE and MRF to a simple addition of
hidden layer(s) between the input and output.
Though the result is simple, it helps unite and bridge the gap
between these widely used models across multiple fields.
This framework should allow researchers to easily extend
and incorporate features used in one set of models to oth-
ers. We show a simple example of this by incorporating
regularization often used in MRFs to MG models.
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