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02 Osserman Conjecture in dimension n 6= 8, 16
Y.Nikolayevsky
Abstract
Let Mn be a Riemannian manifold and R its curvature tensor. For a
point p ∈ Mn and a unit vector X ∈ TpM
n, the Jacobi operator is defined
by RX = R(X, · )X. The manifold M
n is called pointwise Osserman if, for
every p ∈ Mn, the spectrum of the Jacobi operator does not depend of the
choice of X, and is called globally Osserman if it depends neither of X, nor
of p. Osserman conjectured that globally Osserman manifolds are two-
point homogeneous. We prove the Osserman Conjecture for n 6= 8, 16, and
its pointwise version for n 6= 2, 4, 8, 16. Partial result in the case n = 16
is also given.
1 Introduction
An algebraic curvature tensor R in a Eucliean space Rn is a (3, 1) tensor having
the same symmetries as the curvature tensor of a Riemannian manifold. For
X ∈ Rn, the Jacobi operator RX : R
n → Rn is defined by RXY = R(X,Y )X .
The Jacobi operator is symmetric and RXX = 0 for all X ∈ R
n. Throughout
the paper, ”eigenvalues of the Jacobi operator” refers to eigenvalues of the
restriction of RX , with X a unit vector, to the subspace X
⊥.
Definition 1. An algebraic curvature tensor R is called Osserman if the eigen-
values of the Jacobi operator RX do not depend of the choice of a unit vector
X ∈ Rn.
Definition 2. A Riemannian manifold Mn is called pointwise Osserman if its
curvature tensor is Osserman. If, in addition, the eigenvalues of the Jacobi
operator are constant on Mn, the manifold Mn is called globally Osserman.
Two-point homogeneous spaces (Rn,RPn, Sn, Hn,CPn,CHn,HPn,HHn,
CayP 2, and CayH2) are globally Osserman, since the isometry group of each
of this spaces is transitive on its unit sphere bundle. Osserman [13] conjectured
that the converse is also true:
Osserman Conjecture. A globally Osserman manifold is two-point homoge-
neous.
For manifolds of dimension n 6= 4k, k ≥ 2 the Osserman Conjecture is
proved by Chi [5]. Further progress was made in [7, 9, 11, 12]. We refer to [6] for
results on Osserman Conjecture in semi-Riemannian geometry. The characteri-
zation of p-Osserman manifolds (the averaging of the Jacobi operator over any
p-plane has constant eigenvalues) was given by Gilkey in [8]: any p-Osserman
Riemannian manifold with 2 ≤ p ≤ n− 2 has constant sectional curvature.
Our main result is the following Theorem.
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Theorem 1. A globally Osserman manifold of dimension n 6= 8, 16 is two-point
homogeneous. A pointwise Osserman manifold of dimension n 6= 2, 4, 8, 16 is
two-point homogeneous.
Note that in dimension two, any Riemannian manifold is pointwise Osser-
man, but globally Osserman manifolds are the ones having constant Gauss cur-
vature.
In dimension four, the Osserman Conjecture is proved in [5]. However, there
exist pointwise Osserman four-dimensional manifolds that are not two-point
homogeneous (see [9, Corollary 2.7]).
A (pointwise or globally) Osserman manifold of dimension eight is known to
be two-point homogeneous in each of the following cases: (i) the Jacobi operator
has an eigenvalue of multiplicity at least 5 [9, Theorem 7.1], [11, Theorem 1.2];
(ii) the Jacobi operator has no more than two distinct eigenvalues [12, Theorem
2].
In dimensions sixteen, we have the following Theorem.
Theorem 2. A (pointwise or globally) Osserman manifold M16 is two-point ho-
mogeneous if the Jacobi operator has no eigenvalues of multiplicity 7, 8 and 9.
The paper is organized as follows. In Section 2, we consider algebraic curva-
ture tensors with Clifford structure. All of them have the Osserman property,
and, in the most cases, the converse is also true. This is the key statement of
the paper (Proposition 1). Moreover, in the cases covered by the Theorems, the
existence of the Clifford structure on a manifold implies that the manifold is
two-point homogeneous (Proposition 2). Further in Section 2, we give the proof
of the both Theorems assuming Proposition 1. Section 3 contains the proof of
Proposition 1 modulo Propositions 3, 4 which are proved in Sections 4 and 5,
respectively.
2 Manifolds with Clifford structure. Proof of
the Theorems
Osserman algebraic curvature tensors with Clifford structure were introduced
by Gilkey [7], Gilkey, Swann, Vanhecke [9]:
Definition 3. An algebraic curvature tensor R in Rn has a Cliff(ν)-structure
if
R(X,Y )Z = λ0(〈X,Z〉Y − 〈Y, Z〉X)
+
ν∑
s=1
1
3 (µs − λ0)(2〈JsX,Y 〉JsZ + 〈JsZ, Y 〉JsX − 〈JsZ,X〉JsY ), (1)
where J1, . . . , Jν are skew-symmetric orthogonal operators satisfying the Hur-
witz relations JsJq + JqJs = −2δqsIn and µs 6= λ0.
A Riemannian manifold Mn has a Cliff(ν)-structure if its curvature tensor
does.
For skew-symmetric operators J1, . . . , Jν the Hurwitz relations are equivalent
to the fact that 〈JsX, JqX〉 = δsq‖X‖
2 for all X ∈ Rn. Note that some of the
µs’s in (1) can be equal.
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The Jacobi operator of the algebraic curvature tensor R with the Clifford
structure given by (1) has the form
RXY = λ0(‖X‖
2Y − 〈Y,X〉X) +
ν∑
s=1
(µs − λ0)〈JsX,Y 〉JsX, (2)
and the tensor R can be reconstructed from (2) using polarization and the first
Bianchi identity.
For any unit vector X , the Jacobi operator RX given by (2) has con-
stant eigenvalues λ0, λ1, . . . , λp, where λ1, . . . , λp are the µs’s without repeti-
tions. The eigenspace corresponding to the eigenvalue λα, α 6= 0 is Eλα(X) =
Spans:µs=λα(JsX), and the λ0-eigenspace is Eλ0(X)=(Span(X, J1X, . . . , JνX))
⊥,
provided ν < n − 1. Hence a Cliff(ν) algebraic curvature tensor (manifold) is
Osserman (pointwise Osserman, respectively).
We will show that, at the most cases, the converse is also true. Note however,
that there exists at least one Osserman algebraic curvature tensor having no
Clifford structure, namely the curvature tensor of the Cayley projective plane
and, up to a sign, of its hyperbolic dual (see the Remark at the end of Section 3).
For a unit vectorX , the vectors J1X, . . . , JνX are linearly independent (even
orthonormal) and are tangent to the unit sphere Sn−1 ⊂ Rn at X . From the
Adams Theorem [1] it follows that ν ≤ ρ(n)−1, where ρ(n) is the Radon number,
defined as follows: for n = 24a+bc with c odd integer and 0 ≤ b ≤ 3, ρ(n) =
2b + 8a. Moreover, for every ν ≤ ρ(n) − 1, there exist the operators J1, . . . , Jν
with the required properties [3, 10], and so there exist algebraic curvature tensors
in Rn having a Cliff(ν)-structure.
In [9] the following approach to the Osserman Conjecture was suggested:
(i) show that Osserman algebraic curvature tensors have Clifford structure;
(ii) classify Riemannian manifolds having curvature tensor as in (i).
Following this scheme, we derive Theorem 1 and Theorem 2 from two Propo-
sitions below. We show that by topological reasons, the Jacobi operator of an
Osserman algebraic curvature tensor must always have an eigenvalue of multi-
plicitym ≥ n−ρ(n). Denote the sum of multiplicities of all the other eigenvalues
by ν = n − 1 −m ≤ ρ(n) − 1 (we use the same notation ν as in Definition 3
aiming to find a Cliff(ν)-structure for R). Our proof works when the number ν
is small enough compared to n. When n 6= 8, 16 this is guaranteed by the fact
that ρ(n) is small, but for n = 16 we need to impose extra conditions on the
spectrum of the Jacobi operator, as in Theorem 2.
Proposition 1. Let R be an Osserman algebraic curvature tensor in Rn. Let
m be the maximal multiplicity of the eigenvalues of its Jacobi operator and
ν = n− 1−m. If
n ≥ 3ν and n >
(ν + 1)2
4
,
then R has a Cliff(ν)-structure.
Proposition 2 ([11], Theorem 1.2). A Riemannian manifold Mn with a
Cliff(ν)-structure is two-point homogeneous, provided that
(a) n 6= 2, 4, 8, 16, or
3
(b) n = 8, ν < 3, or
(c) n = 16, ν 6= 8.
Proof of Theorem 1 and Theorem 2. Both Theorems follow from Propositions 1
and 2 directly, if we can show that the number ν defined in Proposition 1 satisfies
the inequalities n ≥ 3ν, n > (ν+1)
2
4 .
These inequalities follow from the fact that ν ≤ ρ(n) − 1. Indeed, as the
formula for ρ(n) shows, for all n 6= 2, 4, 8, 16, n ≥ 3(ρ(n)− 1), n > ρ(n)
2
4 . For
n = 16, we get ν ≤ 8. The hypothesis of Theorem 2 then implies that ν ≤ 5,
and so 3ν ≤ 16, (ν+1)
2
4 < 16.
Hence it remains to show that ν ≤ ρ(n) − 1. Let Mn be a pointwise Os-
serman manifold. Locally, in a neighbourhood of a generic point x ∈ Mn, the
Jacobi operator has a constant number of eigenvalues, with constant multiplici-
ties. Let the Jacobi operator have p+1 distinct eigenvalues, with multiplicities
m0,m1, . . . ,mp, respectively, m0 +m1 + · · ·+mp = n− 1. Let m = m0 be the
maximal multiplicity and ν = n− 1−m.
For a unit vector X ∈ TxM
n, the eigenspaces of the Jacobi operator are
mutually orthogonal subspaces of TXS
n−1, of dimension m0,m1, . . . ,mp. This
gives p + 1 continuous plane fields in the tangent bundle TSn−1 of the unit
sphere Sn−1 ⊂ TxM
n.
We follow the arguments of [15, p. 216]. Let f : Sn−2 → SO(n − 1) be
the clutching map for the tangent bundle TSn−1, and [f ] ∈ pin−2SO(n − 1) its
homotopy class. The bundle TSn−1 admits p+ 1 continuous orthogonal plane
fields of dimension m0,m1, . . . ,mp, iff [f ] lies in the subgroup pin−2(SO(m0) ×
SO(m1) × · · · × SO(mp)) of pin−2SO(n − 1) defined by the inclusion map i :
SO(m0) × SO(m1)× · · · × SO(mp) → SO(n − 1). Similarly, the bundle TS
n−1
admits ν = n − m0 − 1 continuous orthonormal vector fields, iff [f ] lies in
the subgroup pin−2SO(m0) of pin−2SO(n − 1) defined by the inclusion map i
′ :
SO(m0)→ SO(n− 1).
But the image of i∗ lies in the image of i
′
∗ since SO(m0) is the largest of
the SO(mα), and so every SO(mα) can be homotoped in SO(n− 1) to lie inside
SO(m0).
Hence there exist ν vector fields on Sn−1, and the Adams Theorem [1] gives
ν ≤ ρ(n)− 1.
The remaining part of the paper is devoted to the proof of Proposition 1.
3 Proof of Proposition 1
Let R˜ be an Osserman algebraic curvature tensor in Rn such that the cor-
responding Jacobi operator has p + 1 distinct eigenvalues λ˜0, λ˜1, . . . , λ˜p with
multiplicities m0,m1, . . . ,mp, respectively, m0 +m1 + · · · +mp = n − 1. Let
m0 be the maximal multiplicity and ν = n − 1 −m0, the sum of all the other
multiplicities.
Consider an algebraic curvature tensor R = R˜ − λ˜0R
1, where R1 is the
curvature tensor of the unit sphere. Then R is still Osserman, with the Jacobi
operator having eigenvalues λα = λ˜α−λ˜0 with multiplicitiesmα for α = 1, . . . , p,
respectively, and the eigenvalue 0 with multiplicity m0. To prove Proposition 1
it is sufficient to show that R has a Cliff(ν)-structure.
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Let µ1, . . . , µν be the λα’s counting the multiplicities, that is, µ1 = · · · =
µm1 = λ1, µm1+1 = · · · = µm1+m2 = λ2, . . . , µν−mp+1 = · · · = µν = λp. In
a Euclidean space Rν , choose an orthonormal basis e1, . . . eν and define the
operator Λ : Rν → Rν by Λ es = µses, s = 1, . . . , ν. The matrix of Λ is then
diag{µ1, . . . , µν}.
Proposition 1 follows from the two Propositions below.
Proposition 3. Let R be an Osserman algebraic curvature tensor in Rn. Let
0 be the eigenvalue of its Jacobi operator with the maximal multiplicity m, and
ν = n− 1−m.
Assume that n ≥ 3ν. Then there exists a linear mapM : Rn → Hom(Rν ,Rn),
X → MX such that the Jacobi operator admits the following linear decomposi-
tion:
RX =MX ΛM
t
X . (3)
The map X → MX is determined uniquely up to a precomposition X → MXN
with an element N from the group OΛ = {N : NΛN
t = Λ}.
Proposition 4. Let R be an Osserman algebraic curvature tensor in Rn with
the Jacobi operator having the form (3). Assume that n > (ν+1)
2
4 . Then R has
a Cliff(ν)-structure.
Proposition 3 is proved in Section 4. Using the Osserman property we suc-
cessively show that for k = 1, 2, 3, n the following holds: for almost any set of k
orthonormal vectors E1, . . . , Ek in R
n, there exist linear operatorsM1, . . . ,Mk :
Rν → Rn such that Rx1E1+···+xkEk = (x1M1 + · · · + xkMk) Λ (x1M1 + · · · +
xkMk)
t for all x1, . . . , xk. Then for a vector X = x1E1 + · · ·+ xnEn we define
MX = x1M1 + · · ·+ xnMn.
Proposition 4 is proved in Section 5. We show that, with an appropriate
choice of the basis e1, . . . eν in R
ν , the operators Js in R
n defined by JsX =
MXes give the Clifford structure for R.
Remark. The claim of Proposition 1 fails to be true at least in the case when
n = 16, ν = 7, since the curvature tensor of the Cayley projective plane CayP 2
(and of its hyperbolic dual CayH2) has no Clifford structure.
This follows from the fact that, unlike the holonomy groups of CPn and
HPn, the holonomy group Spin(9) of the Cayley projective plane has no proper
normal subgroups [2, 4]. The nonexistence of the Clifford structure is also
confirmed by the following octonionic computation based on the formula for the
curvature tensor of CayP 2 [4, Theorem 6.1].
Identify a tangent space to CayP 2 with Cay ⊕ Cay. Then for orthogonal
vectors X = (a, b), Y = (c, d) the Jacobi operator has the form
RXY =
α
4
((4‖a‖2 + ‖b‖2)c+ 3(ab)d∗, (4‖b‖2 + ‖a‖2)d+ 3c∗(ab)),
where ∗ is the octonion conjugation and ‖a‖2 = aa∗, 〈a, b〉 = 12 (ab
∗ + ba∗).
It follows that for any unit vector X the Jacobi operator RX has two eigen-
values: α, of multiplicity 7, with the eigenspace
Eα(X) = {(c, d) : ad = cb, 〈a, c〉 = 〈b, d〉 = 0},
and α4 , of multiplicity 8, with the eigenspace
Eα
4
(X) = {(c, d) : a(‖b‖2d− 〈b, d〉b) = (‖a‖2c− 〈a, c〉a)b}.
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As it follows from (2), the existence of a Clifford structure would imply the
existence of seven (respectively, eight) linear operators Ji such that Eα(X) =
Span(J1X, . . . , J7X) (respectively, Eα
4
(X) = Span(J1X, . . . , J8X)).
However, it is not difficult to see that there is no nonzero R-linear operator
J : Cay ⊕ Cay → Cay ⊕ Cay such that for all X, JX ∈ Eα(X). With some
calculation, one can show that the same is true for Eα
4
(X), as well.
Thus the curvature tensor of CayP 2 admits neither Cliff(7)-, nor Cliff(8)-
structure, hence no Clifford structure at all.
4 Proof of Proposition 3
The proof goes by the following plan. First, in Lemma 1, we show that for
any vector X , there exists an operator MX satisfying (3). Next, in Lemma 3,
we prove that for almost any two vectors X,Y , the operators MX and MY
can be chosen accordingly, that is, in such a way that RxX+yY = (MXx +
MY y) Λ (MXx + MY y)
t for all real x, y. In Lemma 4 we extend this result
to the case of three vectors. Then we show that the existence of the linear
decomposition of the form (3) for almost any three vectors already implies the
existence of the global decomposition.
Let R be an Osserman algebraic curvature tensor in Rn, with the Jacobi
operator having p distinct nonzero eigenvalues λ1, λ2, . . . , λp of multiplicities
m1,m2, . . . ,mp, respectively, and the eigenvalue 0 of multiplicity n− 1− ν.
For a nonzero vector X , the subspaces KerRX and ImRX are orthogonal
and have dimension n − ν and ν, respectively. By the Rakic` duality principle
[14], for two orthonormal vectors X,Y , the following holds: Y is an eigenvector
of RX , if and only if X is an eigenvector of RY (with the same eigenvalue). For
the eigenvalue 0, we get
Y ∈ KerRX iff X ∈ KerRY . (4)
We will use a slight modification of the duality principle, noting that for the
eigenvalue 0 the assumption of orthonormality of X and Y can be dropped.
Indeed, let ψ 6= 0, pi2 , pi be the angle between unit vectors X,Y , and let Z be a
unit vector in Span(X,Y ) orthogonal to X and such that Y = cosψX+sinψZ.
Assume that Y ∈ KerRX . Since X ∈ KerRX , we have Z ∈ KerRX , and
so X ∈ KerRZ . Then RYX = RcosψX+sinψZX = cosψ sinψ R(Z,X)X +
sin2 ψ RZX = 0, that is, X ∈ KerRY .
We first show that the decomposition claimed in the Proposition exists for
every single operator RX .
Lemma 1. For any unit vector X, there exists a linear operator MX : R
ν → Rn
such that
RX =MX ΛM
t
X .
The operator MX is determined uniquely up to a precomposition with an element
N ∈ OΛ = {N : NΛN
t = Λ}. Moreover, ImRX = ImMX and M
t
XMX = N
tN
for some N ∈ OΛ.
Proof. Let E1, . . . , Eν be an orthonormal basis of eigenvectors of RX with
nonzero eigenvalues. For a vector y = (y1, . . . , yν) ∈ R
ν define MXy = y1E1 +
6
· · ·+ yνEν . The symmetric operators RX and MXΛM
t
X acting in R
n have the
same eigenvectors and the same eigenvalues, hence RX =MXΛM
t
X . Moreover,
M tXMX = Iν , since for any y, z ∈ R
ν we have 〈MXy,MXz〉 = 〈y, z〉.
If M˜X : R
ν → Rn is another operator such that RX = M˜XΛM˜
t
X , then
M˜XΛM˜
t
X =MXΛM
t
X , and so M˜X =MXΛM
t
XM˜X(M˜
t
XM˜X)
−1Λ−1 (the opera-
tor M˜ tXM˜X is nonsingular since rkM˜X = rkRX = ν). Therefore M˜X = MXN ,
for some operator N in Rν and MX(Λ − NΛN
t)M tX = 0. Since rkMX = ν,
N ∈ OΛ.
Next we need the following generic position Lemma. Denote Vk(R
n) the
Stiefel manifold of k-tuples of orthonormal vectors in Rn.
Lemma 2. 1. Let n ≥ 2ν. Then the set S2 = {(X,Y ) ∈ V2(R
n) : ImRX ∩
ImRY = 0} is open and dense in V2(R
n).
2. Let n ≥ 3ν. Then the set S3 = {(X,Y, Z) ∈ V3(R
n) : dim(ImRX +
ImRY + ImRZ) = 3ν} is open and dense in V3(R
n).
3. If (X,Y, Z) ∈ S3, then for any unit vector U ∈ Span(Y, Z) the pair (X,U)
is in S2.
Proof. The proof of 1. and 2. is quite similar and is based on the dimension
count. Both S2 and S3 are open. We claim that they are also dense.
1. Let X be a unit vector in Rn, and Sn−2 be the unit sphere in the
subspace X⊥. We want to show that for an open dense set of vectors Y ∈
Sn−2, dim(KerRX ∩KerRY ) = n− 2ν.
Let S be the unit sphere in the subspace KerRX , dimS = n− ν − 1, and
let E be a vector bundle with the base S and the fiber FZ = KerRZ ∩X
⊥ over
a point Z ∈ S (dimFZ = n − ν − 1 since X ∈ KerRZ by the duality principle
(4)). Then SE, the corresponding unit sphere bundle, is a compact analytic
manifold of dimension 2n− 2ν − 3.
Define the projection map pi : SE → Sn−2 by pi(Z, Y ) = Y . By the duality
principle, for any Y ∈ Sn−2, pi−1(Y ) = {(Z, Y ) ∈ SE : Z ∈ KerRY }. The
map pi is differentiable (even analytic) since the subspace KerRZ viewed as a
point of the corresponding Grassmannian depends analytically on Z.
Now if n = 2ν, then 2n− 2ν − 3 < n− 2, and so for every Y from the open
dense subset Sn−2 \ pi(SE) of Sn−2, KerRY ∩KerRX = 0.
If n > 2ν, then KerRY ∩KerRX 6= 0 for any Y , hence the map pi is surjec-
tive. By the Sard Theorem, for an open dense set of the Y ’s in Sn−2, dpi
has the maximal rank n − 2 at all the points of pi−1(Y ). For such points
pi−1(Y ) = (Sn−2ν−1Y , Y ), where S
n−2ν−1
Y is the unit sphere in KerRX ∩KerRY .
So dim(KerRX ∩KerRY ) = n− 2ν.
2. Let (X,Y ) ∈ S2, and let S
n−3 be the unit sphere in the subspaceX⊥∩Y ⊥.
We show that for an open dense set of vectors Z ∈ Sn−3, dim(KerRX∩KerRY ∩
KerRZ) = n− 3ν.
Let S be the unit sphere in the subspace KerRX∩KerRY , dimS = n−2ν−1,
and let E be a vector bundle with the base S and the fiber FU = KerRU ∩(X
⊥∩
Y ⊥) over a point U ∈ S (dimFU = n−ν−2 sinceX,Y ∈ KerRU ). Then SE, the
corresponding unit sphere bundle, is a compact analytic manifold of dimension
2n− 3ν − 4.
The projection map pi : SE → Sn−3 defined by pi(U,Z) = Z is also analytic.
By the duality principle, for any Z ∈ Sn−3, pi−1(Z) = {(U,Z) ∈ SE : U ∈
KerRZ}.
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If n = 3ν, then the image of pi does not cover Sn−3, and we can take any Z
from its complement.
Otherwise, pi is surjective. Applying the Sard Theorem, we find an open
dense set of points Z ∈ Sn−3, such that pi−1(Z) = (Sn−3ν−1Z , Z), where S
n−3ν−1
Z
is the unit sphere in KerRX ∩ KerRY ∩ KerRZ . So dim(KerRX ∩ KerRY ∩
KerRZ) = n− 3ν.
3. By the duality principle (4), KerRU ⊃ (KerRY ∩KerRZ), and so ImRU ⊂
(ImRY + ImRZ). Then ImRU ∩ ImRX ⊂ (ImRY + ImRZ) ∩ ImRX = 0, since
(X,Y, Z) ∈ S3.
We now show that the operator RX admits the linear decomposition (3) on
almost every two-plane in Rn. Define the symmetric operator RXY by RXY Z =
1
2 (R(X,Z)Y +R(Y, Z)X).
Lemma 3. Suppose that n ≥ 2ν. Then for any pair of orthonormal vectors
(X,Y ) ∈ S2, there exist linear operators M1,M2 : R
ν → Rn such that for all
x, y ∈ R,
RxX+yY = (M1x+M2y) Λ (M1x+M2y)
t.
Moreover, the operators M1,M2 are determined uniquely up to a precomposition
M1N, M2N with an element N ∈ OΛ.
The uniqueness part can be rephrased as follows: onceM1 with the property
M1ΛM
t
1 = RX is chosen, then there exists a unique M2 such that the pair
M1,M2 satisfies the equation of Lemma 3.
Proof. We have RxX+yY = RXx
2 + Cxy + RY y
2, with a symmetric operator
C = 2RXY . The claim is equivalent to the fact that
RX =M1ΛM
t
1, RY =M2ΛM
t
2, C =M1ΛM
t
2 +M2ΛM
t
1.
By Lemma 1 we can find two operators, M1,M2 : R
ν → Rn, such that RX =
M1ΛM
t
1, RY = M2ΛM
t
2, and so our goal is to show that they can be chosen
in such a way that C =M1ΛM
t
2 +M2ΛM
t
1.
By the Osserman property, the operator RcosφX+sinφY is isospectral, for all
φ ∈ R. Its eigenspaces (viewed as the curves in the corresponding Grassmanni-
ans) are analytic with respect to φ. Locally, in a neighbourhood of the point φ =
0, there exists an analytic orthogonal transformation U(φ) such that U(0) = In
and RcosφX+sinφY = U(φ)RXU(φ)
t. Let U(φ) = In+Kφ+(
1
2K
2+K1)φ
2+o(φ3)
be the Taylor expansion at φ = 0, with K and K1 skew-symmetric operators.
Then we have
C = [K,RX ], RY = RX +
1
2 [K,C] + [K1, RX ], (5)
and so C = M˜2ΛM
t
1 +M1ΛM˜
t
2, with M˜2 = KM1.
Similar arguments applied at the point φ = pi/2 show that C = M˜1ΛM
t
2 +
M2ΛM˜
t
1 for some operator M˜1 : R
ν → Rn. Equating the expressions for C we
get
M˜1ΛM
t
2 +M2ΛM˜
t
1 = M˜2ΛM
t
1 +M1ΛM˜
t
2. (6)
Let Z ∈ KerRX ∩KerRY . Then M
t
1Z = M
t
2Z = 0. Acting on the vector Z by
the both sides of (6) we get M1(ΛM˜
t
2Z) = M2(ΛM˜
t
1Z). The pair (X,Y ) was
chosen in S2, so the subspaces ImM1 = ImRX and ImM2 = ImRY have zero
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intersection in Rn. It follows that M˜ t2Z = M˜
t
1Z = 0. Hence ImM˜1, ImM˜2 ⊂
ImM1⊕ImM2. In other words, there exist linear operators S1, S2, S3, S4 : R
ν →
R
ν such that
M˜1 =M1S1 +M2S3, M˜2 =M1S2 +M2S4.
Substituting this back to (6) we get
M2(S3Λ + ΛS
t
3)M
t
2 +M2(ΛS
t
1 − S4Λ)M
t
1
−M1(S2Λ + ΛS
t
2)M
t
1 +M1(S1Λ− ΛS
t
4)M
t
2 = 0.
Using again the fact that ImM1 ∩ ImM2 = 0 we find that S2Λ, S3Λ are skew-
symmetric operators in Rν , and ΛSt1 = S4Λ. Then
C =M2S4ΛM
t
1 +M1ΛS
t
4M
t
2.
Take a vector Z in KerRX . ThenM
t
1Z = 0, andM
t
1KZ = −(S
t
2M
t
1+S
t
4M
t
2)Z =
−St4M
t
2Z since M˜2 = KM1 = M1S2 +M2S4. Acting on Z by the both sides
of the second equation of (5), and then taking the inner product with Z, we
obtain 〈RY Z,Z〉 =
1
2 〈[K,C]Z,Z〉 = −〈CKZ,Z〉 since RXZ = 0. Substituting
RY =M2ΛM
t
2, C =M2S4ΛM
t
1 +M1ΛS
t
4M
t
2 we find
〈M2ΛM
t
2Z,Z〉 = −〈(M2S4ΛM
t
1 +M1ΛS
t
4M
t
2)KZ,Z〉
= −〈M2S4ΛM
t
1KZ,Z〉 − 〈ΛS
t
4M
t
2KZ,M
t
1Z〉 = 〈M2S4ΛS
t
4M
t
2Z,Z〉,
and so 〈(S4ΛS
t
4 − Λ)(M
t
2Z), (M
t
2Z)〉 = 〈M2(S4ΛS
t
4 − Λ)M
t
2Z,Z〉 = 0 for all
Z ∈ KerRX .
The restriction of the operator M t2 to KerRX is epimorphic (otherwise the
images of RX and RY would have a nonzero intersection), soM
t
2(KerRX) = R
ν .
Hence the symmetric operator S4ΛS
t
4 − Λ vanishes. It follows that S4 ∈ OΛ.
Now replace M2 by Mˆ2 = M2S4. Then Mˆ2ΛMˆ
t
2 is still RY , and
C =M1ΛMˆ
t
2 + Mˆ2ΛM
t
1. So M1, Mˆ2 is the sought pair of operators.
To finish the proof it remains to show the uniqueness. Suppose that for
operators M1,M2,M3,M4 : R
ν → Rn,
RxX+yY = (M1x+M2y) Λ (M1x+M2y)
t = (M3x+M4y) Λ (M3x+M4y)
t.
By Lemma 1, there exist N1, N2 ∈ OΛ such that M3 = M1N1, M4 = M2N2.
Equating the terms with xy we then obtain
M1(Λ−N1ΛN
t
2)M
t
2 +M2(Λ−N2ΛN
t
1)M
t
1 = 0.
Since ImM1 ∩ ImM2 = 0, it follows that N1ΛN
t
2 = Λ, hence N1 = N2.
The next step is to show that RX admits the linear decomposition (3) on
almost every three-space in Rn.
Lemma 4. Suppose that n ≥ 3ν. Then for any triple of orthonormal vectors
(X,Y, Z) ∈ S3, there exist linear operators M1,M2,M3 : R
ν → Rn such that for
all x, y, z ∈ R,
RxX+yY+zZ = (M1x+M2y +M3z) Λ (M1x+M2y +M3z)
t.
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Proof. Since the triple (X,Y, Z) is in S3, every pair (X, cosφY + sinφZ) must
be in S2 by 3. of Lemma 2. Then for any φ ∈ R, we can find the operators
M1,M2(φ) such that
RxX+y(cosφY+sinφZ) = (M1x+M2(φ)y) Λ (M1x+M2(φ)y)
t, (7)
(the fact that M1 can be chosen independent of φ follows from Lemma 1).
Denote M2 =M2(0), M3 =M2(pi/2). Then
RX =M1ΛM
t
1, RY =M2ΛM
t
2, RZ =M3ΛM
t
3.
Let P (φ) =M2(φ) − cosφM2 − sinφM3. We want to show that P (φ) = 0.
The terms with xy of (7) give M1ΛP (φ)
t + P (φ)ΛM t1 = 0, and so P (φ) =
M1S(φ), with S(φ) = −ΛP (φ)
tM1(ΛM
t
1M1)
−1 linear operator in Rν . Substi-
tuting P (φ) = M1S(φ) in the terms of (7) with y
2, and dividing by cosφ sinφ
we obtain
M1(S(φ)ΛM2(φ)
t(cosφ sinφ)−1) +M2(ΛP (φ)
t/ sinφ)
+M3(ΛP (φ)
t/ cosφ) = 2RY Z −M2ΛM
t
3 −M3ΛM
t
2.
The fact that (X,Y, Z) ∈ S3 means that the images ImM1 = ImRX , ImM2 =
ImRY , and ImM3 = ImRZ span a subspace of dimension 3ν in R
n. It follows
that the operator M1 ⊕M2 ⊕M3 : R
ν → Rn is one-to-one and so operators
S(φ)ΛM2(φ)
t/(cosφ sinφ), ΛP (φ)t/ sinφ and ΛP (φ)t/ cosφ are independent of
φ. In particular, both P (φ)/ sinφ and P (φ)/ cosφ must be constant. This is
only possible when P (φ) vanishes identically.
Then M2(φ) = cosφM2 + sinφM3 and the claim follows from (7).
With Lemma 4, we can finish the proof of the Proposition as follows.
Choose an orthonormal basis E1, . . . , En in R
n in such a way that every
triple (Ei, Ej , Ek) is in S3 and every pair (Ei, Ej) is in S2. The set of such
bases is open and dense in the Stiefel manifold Vn(R
n) = O(n).
For every i = 2, . . . , n, letM1, Mi be the operators constructed as in Lemma
3 on the vectors E1, Ei (by Lemma 1 we can take M1 the same for all the i’s).
Then for i = 2, . . . , n
M1ΛM
t
1 = R1, MiΛM
t
i = Ri, M1ΛM
t
i +MiΛM
t
1 = 2R1i,
where Rk = REk , Rkl = REkEl .
By Lemma 4, for any pair i 6= j, i, j ≥ 2 there exist operators M˜i, M˜j
satisfying
RxE1+yEi+zEj = (M1x+ M˜iy + M˜jz) Λ (M1x+ M˜iy + M˜jz)
t. (8)
In particular, M˜iΛM˜
t
j + M˜jΛM˜
t
i = 2Rij . On the other hand, taking z = 0 in
(8) and applying the uniqueness part of Lemma 3 we get M˜i = Mi. Similarly,
M˜j =Mj . It follows that MiΛM
t
j +MjΛM
t
i = 2Rij .
Now for an arbitrary vector X = x1E1 + · · · + xnEn, define the operator
MX : R
ν → Rn by
MX = x1M1 + · · ·+ xnMn.
Then MXΛM
t
X =
∑n
i=1Rix
2
i +
∑
i<j 2Rijxixj = RX .
The fact that the map X →MX is determined uniquely up to a precompo-
sition with a fixed element from OΛ follows from Lemma 2.
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5 Proof of Proposition 4
We are given an Osserman algebraic curvature tensor R in Rn with the Jacobi
operator having p+1 distinct eigenvalues, λ1, λ2, . . . , λp, and 0, of multiplicities
m1,m2, . . . ,mp, and n−1−ν, respectively. The number ν satisfies the inequality
n >
(ν + 1)2
4
. (9)
In the Euclidean space Rν , with the fixed orthonormal basis e1, . . . , eν, the
linear operator Λ is defined by Λes = µses, s = 1, . . . , ν, where µ1 = · · · =
µm1 = λ1, µm1+1 = · · · = µm1+m2 = λ2, . . . , µν−mp+1 = · · · = µν = λp.
The Jacobi operator of R has the form
RX =MX ΛM
t
X , (10)
where M : Rn → Hom(Rν ,Rn), X →MX is a linear map determined uniquely
up to a precomposition with an elementN from the group OΛ={N :NΛN
t=Λ}.
The central role in the proof is played by a quadratic map Φ : Rn →
Hom(Rν ,Rν) defined by
Φ(X) =M tXMX , X ∈ R
n.
In terms of the map Φ, the Osserman property of R has the following form.
Lemma 5. For every unit vector X,
1. the operator ΛΦ(X) : Rν → Rν is similar to Λ; in particular, it has the
same spectrum as Λ;
2. there exists N ∈ OΛ such that N
tΦ(X)N = Iν .
Proof. By Lemma 1, for every unit vector X , there exists an element N (de-
pending on X) in the group OΛ such that Φ(X) = N
tN . Then ΛΦ(X) =
ΛN tN = N−1ΛN .
The proof of the Proposition goes by induction by p, the number of distinct
nonzero eigenvalues of the Jacobi operator.
Base. Let p = 1, that is, the Jacobi operator has only two eigenvalues: λ1
with multiplicity ν, and 0 with multiplicity n − 1 − ν. Then Λ = λ1Iν and by
1. of Lemma 5
M tXMX = Φ(X) = ‖X‖
2Iν .
Define the operators Js : R
n → Rn, s = 1, . . . , ν by JsX = MXes. Then
for all X,Y ∈ Rn,
RXY = λ1MXM
t
XY = λ1
ν∑
s=1
〈M tXY, es〉MXes = λ1
ν∑
s=1
〈JsX,Y 〉JsX,
that is, the Jacobi operator has the required form ((2), with λ0 = 0).
Moreover, for any nonzero X , the vectors J1X, . . . , JνX are linearly inde-
pendent (otherwise rkRX < ν), and so all the operators Js are skew-symmetric
since RXX = 0.
We also have JsJq+JqJs = −2δqsIn for all 1 ≤ q, s ≤ ν, since for any vector
X, 〈JsX, JqX〉 = 〈MXes,MXeq〉 = 〈M
t
XMXes, eq〉 = ‖X‖
2δqs.
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Thus the Jacobi operator has the form (2), with the skew-symmetric orthog-
onal operators J1, . . . , Jν satisfying the Hurwitz relations.
Step. The plan of proof is the following. Suppose that we already know
that for p = k ≥ 1 any Osserman algebraic curvature tensor has a Clifford
structure. Let R be an Osserman curvature tensor with p = k + 1 distinct
nonzero eigenvalues of the Jacobi operator.
For every unit vector X , the λα-eigenspace of RX is Eλα(X) = {MXu :
u ∈ Rν , RX(MXu) = λα(MXu)}. This defines a subspace Sλα(X) ⊂ R
ν of
dimensionmα, the multiplicity of the eigenvalue λα, consisting of vectors u ∈ R
ν
satisfying RX(MXu) = λα(MXu).
The key step is to show that, with a particular choice of λα, the subspace
Sλα(X) is independent of X (Lemma 7), that is, there exists a fixed subspace
S ⊂ Rν , dimS = mα such that Eλα(X) = MXS for all unit vectors X ∈ R
n.
We then choose a basis u1, . . . , umα in S and define the operators Js : R
n →
Rn, s = 1, . . . ,mα by
JsX =MXus.
For every unit vector X and for every s, JsX is an eigenvector of RX with
the eigenvalue λα. In particular, 〈JsX,X〉 = 0 and so all the Js’s are skew-
symmetric. In Lemma 8 we show that the basis u1, . . . , umα can be chosen in
such a way that the operators Js are also orthogonal and satisfy the Hurwitz
relations.
Introduce an algebraic curvature tensor Rˆ defined by its Jacobi operator as
RˆXY = λα
mα∑
s=1
〈JsX,Y 〉JsX. (11)
Then Rˆ is Osserman, with the Jacobi operator having two eigenvalues, λα and
0.
Moreover, for every unit vector X , the λα-eigenspace of RX and RˆX is
the same: Span(J1X, . . . , JmαX). It follows that the algebraic curvature tensor
R−Rˆ is also Osserman. Its Jacobi operator RX−RˆX , for any unit vectorX , has
constant eigenvalues λ1, . . . , λα−1, λα+1, . . . , λk+1, 0 with constant multiplicities
(in fact, the λβ-eigenspaces of RX − RˆX are the same as that of RX , and
Ker(RX − RˆX) = KerRX ⊕ Eλα(X)).
The number of nonzero eigenvalues of the Jacobi operator of R − Rˆ is one
less than that for R, and so by the induction assumption the algebraic curvature
tensor R− Rˆ has a Clifford structure:
(RX − RˆX)Y =
ν−mα∑
i=1
µi〈JiX,Y 〉JiX (12)
for all X,Y ∈ Rn, with skew-symmetric orthogonal operators Ji satisfying the
Hurwitz relations. Together with (11) this gives a Cliff(ν)-structure for R,
provided the operators Js in (11) and the operators Ji in (12) satisfy the Hurwitz
relations JiJs + JsJi = 0. This is indeed the case, since for any X ∈ R
n, JsX
and JiX are eigenvectors of RX which correspond to different eigenvalues, and
so are orthogonal.
This proves the inductive step and hence Proposition 4.
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Following the above plan, we choose an eigenvalue λα such that λ
−1
α is the
smallest from among λ−1β , β = 1, . . . , p. Then for every unit vector X , the
symmetric operator λαΛ
−1 − Φ(X) is semidefinite. Indeed, from Lemma 5,
Φ(X) = N tN for N ∈ OΛ = {N : NΛN
t = Λ}. Then λαΛ
−1 − Φ(X) =
λαΛ
−1−N tN = N t(λαN
−1tΛ−1N−1−Iν)N = N
t(λαΛ
−1−Iν)N . The operator
λαΛ
−1 − Iν is diagonal in the basis e1, . . . , eν , with diagonal entries
λα
λβ
− 1 =
λα(λ
−1
β − λα
−1). All these numbers have the same sign for β 6= α.
The λα-eigenspace of the Jacobi operator RX is Eλα(X) = {MXu : u ∈
Rν , RX(MXu) = λα(MXu)}. In view of (10) the condition RX(MXu) =
λα(MXu) is equivalent to ΛΦ(X)u = λαu, that is, to the fact that u is a
λα-eigenvector of the operator ΛΦ(X).
Introduce an algebraic set U ⊂ Rn × Rν as follows:
U = {(X,u) ∈ Rn × Rν : RXMXu = ‖X‖
2λαMXu}
= {(X,u) ∈ Rn × Rν : ΛΦ(X)u = ‖X‖2λαu}.
Let p1 : U → R
n, p2 : U → R
ν be the projections, p1((X,u)) = X, p2((X,u)) =
u. For everyX 6= 0 p2p
−1
1 (X) is the set of vectors u ∈ R
ν satisfying ΛΦ(X)u =
‖X‖2λαu, that is, a linear space of dimension mα, the multiplicity of the eigen-
value λα. So dimU = n+mα. It appears that, with our choice of λα, for every
u ∈ Rν the subset p1p
−1
2 (u) ⊂ R
n is also a linear subspace.
Lemma 6. Let λα be the eigenvalue such that λ
−1
α = min{λ
−1
1 , . . . , λ
−1
p }. Then
for every u ∈ Rν the set
p1p
−1
2 (u) = {X ∈ R
n : ΛΦ(X)u = ‖X‖2λαu}
is a linear subspace.
Proof. The claim is trivial if u = 0. Let u 6= 0. The set p1p
−1
2 (u) is a cone and
so it is sufficient to prove that for any two unit nonparallel vectors X, Y , the
set p1p
−1
2 (u) contains the unit circle in the two-plane Span(X,Y ). Let Z be a
unit vector in Span(X,Y ) orthogonal to X , and θ be the angle between X and
Y , so that Y = X cos θ + Z sin θ.
Introduce a unit vector function Xt = cos tX + sin tZ. Then X = X0, Y =
Xθ and we have ΛΦ(X)u = ΛΦ(Xθ)u = λαu. As Φ(Xθ) = cos
2 θΦ(X) +
sin2 θΦ(Z) + sin θ cos θ (M tXMZ +M
t
ZMX) we find
ΛΦ(Z)u = λαu− cot θΛ (M
t
XMZ +M
t
ZMX)u. (13)
Let ut be a λα-eigenvector of the operator ΛΦ(Xt) twice differentiable at t = 0
and such that u0 = u. Denote u˙ = dut/dt|t=0, u¨ = d
2ut/dt
2
|t=0. Differentiating
ΛΦ(Xt)ut = (cos
2 tΛΦ(X) + sin t cos tΛ (M tXMZ +M
t
ZMX)
+ sin2 tΛΦ(Z))ut = λαut
(14)
at t = 0 we get Λ(M tXMZ +M
t
ZMX)u+ ΛΦ(X)u˙ = λαu˙ and so
(M tXMZ +M
t
ZMX)u = (λαΛ
−1 − Φ(X))u˙. (15)
The second derivative of (14) at t = 0 has the form
(−2ΛΦ(X) + 2ΛΦ(Z))u+ 2Λ (M tXMZ +M
t
ZMX)u˙+ ΛΦ(X)u¨ = λαu¨.
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Substituting the expression for ΛΦ(Z)u from (13) we obtain
2Λ(M tXMZ +M
t
ZMX)(u˙ − cot θ u) + ΛΦ(X)u¨ = λαu¨.
Acting on both sides by Λ−1 and taking the inner product with u we get
2〈(M tXMZ +M
t
ZMX)u, (u˙− cot θ u)〉+ 〈(Φ(X)− λαΛ
−1)u, u¨〉 = 0.
Substituting (M tXMZ +M
t
ZMX)u from (15) we obtain
2〈(λαΛ
−1 − Φ(X))u˙, u˙〉+ 〈(Φ(X)− λαΛ
−1)u, u¨+ 2 cot θ u˙〉 = 0.
The second term on the left hand side vanishes since ΛΦ(X)u = λαu, hence we
get
〈(λαΛ
−1 − Φ(X))u˙, u˙〉 = 0.
With our choice of λα, the symmetric operator λαΛ
−1 − Φ(X) is semidefinite.
It follows that (λαΛ
−1 − Φ(X))u˙ = 0, which implies (M tXMZ +M
t
ZMX)u = 0
by (15). Then by (13) ΛΦ(Z)u = λαu, and so
ΛΦ(Xt)u = (cos
2 tΛΦ(X) + sin t cos tΛ (M tXMZ +M
t
ZMX)
+ sin2 tΛΦ(Z))u = λαu
for all t ∈ R. It follows that Xt = cos tX + sin t Z ∈ p1p
−1
2 (u) for all t, that is,
p1p
−1
2 (u) contains the unit circle in the two-plane Span(X,Y ).
Lemma 7. The subspace p2p
−1
1 (X) ⊂ R
ν is the same for all X 6= 0. In other
words, the λα-eigenspace of the operator ΛΦ(X) does not depend of the choice
of a unit vector X ∈ Rn.
Proof. The proof is based on the dimension count. For every point u ∈ Rν let
d(u) be the dimension of the linear space p1p
−1
2 (u).
For every set of mα + 1 linearly independent vectors u1, . . . , umα+1 in R
ν ,
we must have
d(u1) + · · ·+ d(umα+1) ≤ mαn. (16)
Indeed, if the inequality (16) is violated, then the subspaces p1p
−1
2 (u1), . . . ,
p1p
−1
2 (umα+1) have a nonzero intersection in R
n. It follows that for a unit
vectorX from this intersection, the equation ΛΦ(X)u = λαu has at leastmα+1
linearly independent solutions, while the λα-eigenspace of the operator ΛΦ(X)
has dimension mα by 1. of Lemma 5.
Now let u1, . . . , umα be a set of mα linearly independent vectors in R
ν such
that d(u1) + · · ·+ d(umα) takes the maximal possible value.
Let S = Span(u1, . . . , umα), dimS = mα. For every point u /∈ S, we have
d(u)+
∑mα
i=1 d(ui) ≤ mαn by (16), and d(u) ≤ d(ui) for all i = 1, . . . ,mα by the
construction of the set u1, . . . , umα . So d(u) ≤
mα
mα+1
n.
Now the subset p−12 (R
ν \ S) ∈ U is projected by p2 to a subset of R
ν \ S, of
dimension not greater than ν, with the fibers being linear subspaces of dimension
not greater than mα
mα+1
n. If p−12 (R
ν \ S) has a nonempty interior in U , then
mα
mα+1
n+ ν ≥ dimU = n+mα, and so
n ≤ (ν −mα)(mα + 1).
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This contradicts to (9), since for 1 ≤ mα ≤ ν the maximal value of the right
hand side is 14 (ν + 1)
2.
It follows that the closed subset p−12 (S) ∈ U must have a nonempty interior
in U . In a neighbourhood of a generic point from the interior of p−12 (S), the
projection p2 is a fibration, so the subspace S contains an open subset S
′ such
that for all u ∈ S′, dim p−12 (u) = dimU − dimS = n. Then p1p
−1
2 (u) = R
n.
So for every X ∈ Rn, the λα‖X‖
2-eigenspace of the operator ΛΦ(X) contains
an open subset of S, hence coincides with S.
In Lemma 7, we constructed an mα-dimensional subspace S ⊂ R
ν such that
for all X ∈ Rn and all u ∈ S
ΛΦ(X)u = λα‖X‖
2u.
Following our plan, we take a basis u1, . . . , umα in S and define linear oper-
ators Js : R
n → Rn, s = 1, . . . ,mα by
JsX =MXus.
For every unit vector X , the JsX ’s span Eλα(X), the λα-eigenspace of RX .
Then 〈JsX,X〉 = 0 and so all the operators Js are skew-symmetric.
To prove the induction step (and hence to prove the Proposition) it remains
to show that, with an appropriate choice of the basis u1, . . . , umα , the operators
Js are also orthogonal and satisfy the Hurwitz relations.
Lemma 8. There exist a basis u1, . . . , umα in S such that the operators Js
defined by JsX =MXus satisfy
JsJq + JqJs = −2δqsIn.
for all s, q = 1, . . . ,mα.
Proof. Since the operators Js are skew-symmetric, the condition JsJq + JqJs =
−2δqsIn is equivalent to the fact that for all X ∈ R
n,
〈JsX, JqX〉 = δqs‖X‖
2. (17)
To construct the required basis we pick an arbitrary unit vector X0 and
find an element N0 ∈ OΛ such that N
t
0Φ(X0)N0 = Iν according to Lemma 5.
For any u ∈ S we have λαu = ΛΦ(X0)u = ΛN
−1t
0 N
−1
0 u = N0ΛN
−1
0 u, since
N0ΛN
t
0 = Λ. It follows that Λ(N
−1
0 u) = λα(N
−1
0 u), that is, N
−1
0 u lies in
the λα-eigenspace of Λ, the coordinate subspace Span(em′+1, . . . , em′+mα) ⊂
Rν , m′ = m1 + · · ·+mα−1. Define
us = N0em′+s, s = 1, . . . ,mα.
The operators Js constructed from this basis satisfy (17). Indeed, for any
unit vector X , we have
〈JsX, JqX〉 = 〈MXus,MXuq〉 = 〈Φ(X)us, uq〉 = 〈λαΛ
−1us, uq〉
= λα〈Λ
−1N0em′+s, N0em′+q〉 = λα〈N
t
0Λ
−1N0em′+s, em′+q〉
= λα〈Λ
−1em′+s, em′+q〉 = 〈em′+s, em′+q〉 = δsq.
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