Abstract. Let P(D) be the Laplacian ∆, or the wave operator . The following type of Carleman estimate is known to be true on a certain range of p, q: 
Introduction and results
In this note we consider Carleman estimates for second order differential operators with a special type of exponential weight. Firstly, we are concerned with the following type of Carleman inequality for the Laplacian:
which holds for all v ∈ R d and u ∈ C ∞ 0 (R d ) with C independent of v. Though, compared with other types of Carleman estimates of nonlinear exponential weights, the estimate (1.1) is relatively simpler to obtain, it (or its variants) has various applications. Especially, the inequality has been used to study unique continuation properties of differential inequalities, see [15, 28, 27] . In particular, it played an important role in proving the unique continuation property for the differential inequality |∆u| ≤ V|u| + W|∇u| (see [28, Section 6] ). For p, q on a certain range the estimate (1.1) is a consequence of the uniform Sobolev estimate which is due to Kenig, Ruiz, and Sogge [15] . In fact, they proved that the estimate
holds with a constant C independent of (a, b) ∈ C d × C and u ∈ W 2,p (R d ) if and only if p, q satisfy
Since e v·x (−∆)e −v·x = −∆ + 2v · ∇ − |v| 2 , for p, q satisfying (1.3) the estimate (1.1) follows from (1.2) by replacing u with e −v·x u.
The uniform estimate (1.2) was obtained by using the (seemingly weaker) uniform resolvent estimate (−∆ − z) −1 u q ≤ C u p , z ∈ C \ [0, ∞), which is also known to be true if and only if p, q satisfy the same condition (1.3) . This estimate is closely related to the Fourier restriction estimate to the sphere. A simple limiting argument (for example, see [15, 13] ) shows that the uniform resolvent estimate implies the following estimate for the restriction-extension operator defined by the sphere (1.4)
This estimate can also be regarded as an estimate for the Bochner-Riesz operator of order −1 1 (see [1, 4, 12] ), and it is well-known that the estimate (1.4) is true only when p < 2d/(d + 1) and q > 2d/(d − 1) (see Theorem 2.2) . Combining this with the condition 1/p − 1/q = 2/d which is necessary for (1.2) 2 , one can see that the condition (1.3) is also necessary for (1.2) to hold.
At this point we are naturally led to question whether the range of p, q given in (1.3) is also optimal for the Carleman estimate (1.1) or there is any other pair of (p, q) for which (1.1) is still true. Clearly, such a question can not be handled by considering the uniform Sobolev inequalities, and it is unlikely that the range (1.3) is also the optimal range for (1.1). In fact, by the identity e v·x (−∆)e −v·x = −∆ + 2v · ∇ − |v| 2 as before, the estimate (1.1) is equivalent to the uniform estimate
, with a constant C independent of v ∈ R d and u ∈ C ∞
(R d ). This estimate is clearly weaker than the uniform Sobolev estimate (1.2) (see Section 3).
Our first result completely characterizes the admissible p, q for which (1.1) (equivalently, (1.5)) holds. 
.
The estimate (1.1) fails to be uniform for the case p = 1 or q = ∞ since the Hardy-LittlewoodSobolev inequality does not hold either for p = 1 or q = ∞. Theorem 1.1 gives the estimate (1.1) for p, q which lie outside of the range of admissible p, q for (1.2) (also, see Figure 1 below). This is in contrast with the non-elliptic differential operators for which such Carleman estimate is possible if and only if p, q are admissible exponents for the uniform Sobolev estimate, see Theorem 1.5. When d = 3, 4, the second condition in (1.6) can be removed. That is to say, for d = 3, 4, the estimate (1.1) holds on the range of p, q where the L p -L q Hardy-Littlewood-Sobolev inequality is valid.
The estimates (1.1) and (1.2) are equivalent to uniform boundedness of associated multiplier operators. Compared with that of the estimate (1.2), roughly speaking, it may be said that the multiplier associated with (1.1) has singularity on a smaller set. This observation is crucial for obtaining the estimate (1.1) in an extended range. In order to exploit this we use the lower (d − 2)-dimensional restriction-extension estimate associated with the sphere, see Lemma 2.3 and Section 3.
By making use of the argument in [15] which shows (weak) unique continuation property for the differential inequality |∆u| ≤ |Vu|, we see that the extended range of admissible p, q for the estimate (1.1) allows a larger class of functions for the unique continuation property. 
loc (Ω). Then u is identically zero in Ω whenever u = 0 in a nonempty open subset of Ω.
Dirac operator in R
2 . Related to the unique continuation property for the Dirac operator, the estimate [3, 14, 27] ). A particular example of such estimates is the inequality
By scaling and the Littlewood-Paley decomposition we see that (1.7) is possible only for p, q satisfying the condition
There is another necessary condition
(see Lemma 3.3 and Theorem 3.1). Combining these necessary conditions asserts that the estimate (1.7) is possible only for d = 2. Our method used for the proof of Theorem 1.1 also shows that this is indeed the case.
Then the estimate (1.7) holds with C independent of v ∈ R 2 provided that 1/p − 1/q = 1/2 and 1 < p < 2.
To our knowledge, Theorem 1.3 has not been known before and this gives a complete characterization of p, q for which (1.7) holds because (1.7) implies the Hardy-Littlewood-Sobolev inequality. Using Theorem 1.3 it is rather straightforward to deduce the Carleman estimates for the Dirac operator D
with C independent of v ∈ R 2 . See Section 6 for definition of the Dirac operator in R 2 . Then, the reflection argument in [15] combined with the Kelvin transform for D (see Lemma 6.1) yields the following weak unique continuation property.
Then, u is identically zero in Ω whenever u vanishes in a nonempty open subset of Ω.
Again, our contribution here is enlargement of the class of function u for which unique continuation property holds. In higher dimensions d ≥ 3 unique continuation for (1.9) with V ∈ L d (R d ) can be deduced from Wolff's result concerning the inequality |∆u| ≤ V|u| + W|∇u| but it requires a stronger assumption that u ∈ W (also, see [17, 29] ). There is a large body of literature concerning the unique continuation properties for the elliptic and Dirac operators, for example, see [27, 18] and references therein.
Wave and nonellipitic operators. Let Q be a nondegenerate real quadratic form on
. Appearance of mixed signatures ± gives rise to a noncompact zero set for Q(ξ). So, compared with (1.2), nonelliptic cases exhibit boundedness of different nature. It was shown in [13] (also, see [15] ) that the uniform Sobolev type estimate associated with Q
, the restricted weak type estimates hold. The estimate for p = q ′ is due to Kenig-Ruiz-Sogge [15] . Main difference from the estimate (1.2) arises in that the zero set of Q is no longer compact and its gaussian curvature vanishes as |ξ| → ∞. As before, from (1.11) one can deduce the Carleman estimate
which is valid for p, q satisfying (1.12) for d ≥ 3. In the following we show that the optimal range (1.12) of (1.11) is the same with that of (1.13). Heat operator. We now study the similar form of Carleman estimate for the heat operator. Let (v, γ) ∈ R d × R and consider the estimate
The estimate (1.14) holds with C independent of (v, γ) if and only if
As to be seen later in Section 5, unlike the Laplacian and non-elliptic operators, the estimate (1.14) exhibits a different nature in that the range of p, q for the uniform bound depends on the direction of (v, γ). Indeed, when 0 ≥ |v| 2 + γ, (1.14) holds with C independent of (v, γ) if and only if For the time dependent Schrödinger operator the Carleman estimate with the weight e (v,γ)·(x,t) was obtained by Kenig-Sogge [16] , and it was extended to a mixed norm setting in Lee-Seo [20] , where equivalence between the inhomogeneous Strichartz estimates for the Schrödinger equation and the Carleman estimates was established. As an application the following unique continuation property can be obtained. 
Then, if u vanishes in a half-space in R d+1 , u is identically zero on the whole space.
The study of the unique continuation property for the heat operator has long history and has also been investigated by various authors (for example, see [10, 11, 18] and references therein). Especially, the local unique continuation property for a smooth solution u with V ∈ L
, was obtained by Sogge [22] . There have been known various forms of Carleman estimates for the heat operator, which is the main tool for the study of the unique continuation property. But, as far as the authors are aware, the estimates with the weight e (v,γ)·(x,t) such as in Theorem 1.6 have not appeared in the literature before.
The rest of this paper is organized as follows. In Section 2 we obtain a modification of the restrictionextension estimate (1.4), which will be used in our argument later. In Section 3 we show main estimates for related multiplier operators, and by making use of them we prove Theorem 1.1 and Theorem 1.3. In Section 4 and Section 5, we prove Theorem 1.5 and Theorem 1.6, respectively. In the final section, we provide proofs of unique continuation results (Corollaries 1.4 and 1.7). 
Notations. Throughout this paper we write
η we denote the 1 and (d − 1)-dimensional inverse Fourier transforms in t and y, respectively.
Preliminaries: A modification of the restriction-extension estimate
To facilitate statements let us define points
, Figure 1 .
We now recall the following L 2 restriction theorem which is known as the Stein-Tomas theorem.
Theorem 2.1 (Stein-Tomas Theorem [24, 26] ). Let d ≥ 2. Then,
The following are the estimates for the restriction-extension operator defined by the sphere which are due to Sogge [21] , Carbery-Soria [7] , Bak-McMichael-Oberlin [2] , Gutiérrez [12] (also, see [1] and [8] for more on the Bochner-Riesz operators of negative order).
In the left figure, the closed line segment AA ′ is the optimal range of (1/p, 1/q) for the Carleman estimate (1.1), which is larger than that for the uniform Sobolev inequality (1. 
Furthermore, at the critical p, q with
, the restricted weak type estimate holds.
The estimates (1.4) for p, q satisfying [2] and the restricted weak type endpoint cases were proved in [12] .
Let L p,r denote the Lorentz space. The following is a simple modification of Theorem 2.2, which we need for the proof of Theorem 1.1. In what follows we exclusively use f and h to denote functions on
Then we have the estimate
When d = 2 the strong type estimate is trivially true with p = 1 and q = ∞ if we identify S 0 = {−1, 1}. Estimate of the strong type is also valid for p, q satisfying (1/p, 1/q) ∈ (Q(d), Q ′ (d)) but these estimates readily follow from duality, interpolation and easy manipulations.
To prove (2.1), we use the following simple fact which is easy to check: For 1 < p < ∞,
Indeed, by Fubini's theorem and definition of weak space m{(y, t) :
. This gives the first inequality and the latter inequality in (2.2) follows from duality.
, and from Theorem 2.2 recall the following estimate for the restrictionextension operator defined by the (d − 2)-sphere:
the first estimate in (2.2) and Minkowski's inequality give
Using the restriction-extension estimate (2.3) and Young's convolution inequality, we get
3. Estimates for ∆: Proofs of Theorem 1.1 and Theorem 1.3
As mentioned before, for the estimate (1.1) it is enough to show (1.5). By taking the Fourier transform we observe that (1.5) is equivalent to
with the constant C independent of v ∈ R d . Thanks to the homogeneity condition 1/p − 1/q = 2/d and rescaling (ξ → |v|ξ), we may assume that |v| = 1. Also, by rotation, we may further assume that v = e d = (0, · · · , 0, 1). Thus, for the inequality (1.5) it is sufficient to show the following estimate:
Let χ be a smooth function such that χ = 1 on B(0, 3/2) and supported in B(0, 2). If |ξ| ≥ 3/2,
Thus by Mihlin's multiplier theorem and the HardyLittlewood-Sobolev inequality we see
Thus, for the proof of Theorem 1.1 it is sufficient to consider the multiplier operator given by
For technical convenience we assume that χ is radial in the first (d − 1)-variables and write χ(ρθ, τ) =
Theorem 3.1. Let 1 < p, q < ∞, and d ≥ 2. We have the estimate
if and only if p, q satisfy
The pairs of (p, q) satisfying For any bounded measurable function G we define the multiplier operator norm from L p,r to L q,s by
When p = r and q = s we use a simplified notation M p,q for M (p,p),(q,q) .
We fix a smooth cut-off function ψ ∈ C ∞ 0 (1/2, 2) such that ∞ j=−∞ ψ(t/2 j ) = 1 for t > 0 and let D be the set of positive dyadic numbers contained in [0, 2]. We decompose the multiplier
If ε is large, that is to say ε ≥ ε 0 for some ε 0 > 0, then ε≥ε 0 m ε is a smooth multiplier with compact support and
In what follows we may assume that ε ≤ ε 0 for ε 0 > 0 small enough. By the similar argument, it is easy to see that M p,q [ϕm ∆ ] ≤ C for any 1 ≤ p ≤ q ≤ ∞, if ϕ is a smooth function which vanishes on the set {ξ : ||η| 2 − 1| ≤ ε 0 }. Hence, from now on, we may also assume that m ∆ = (1 − ϕ)m ∆ . Figure 1 ). Then we have
In particular, if (
we have the estimate
The range of p, q can be extended by duality and interpolation with other easy estimates. But the resulting estimates are irrelevant to our purpose. Before we provide proof of Lemma 3.2 we show that the range (3.3) in Theorem 3.1 is optimal. Meanwhile, we also see the bounds in Lemma 3.2 are sharp.
Proof. To begin with, we observe that
Thus, by the triangle inequality
Via scalng τ → ετ we have that, for any ε > 0,
Let us set
The above multiplier only differs from the previous one by translation
Then, it is easy to see that if c > 0 is small enough and
q . Thus, from (3.10) we have
Thus, by (3.9) we get (3.7).
We now turn to (3.8) . By (3.9) and (3.10) it is enough to show that
which, by duality, is equivalent to the following:
We choose a special f such that f (η, τ) = χ 0 (|η|)χ 0 (τ), where χ 0 is a smooth function such that 0 ≤ χ 0 ≤ 1, χ 0 (ρ) = 1 if |ρ − 1| ≤ δ • , and χ 0 (ρ) = 0 if |ρ − 1| ≥ 2δ • . Here δ • > 0 is a fixed small number. Clearly, we have
For 0 < ε ≪ 1, χ(η, ετ) ≡ 1 on supp f , hence
2 ) and cos(α + β) = cos α cos β − sin α sin β, we see that
• . Putting this back into the above equation, we have that, for a sufficiently small δ • > 0,
for any m ∈ Z and |t| ≤ c with a sufficiently small c > 0. Hence, it follows that
This gives the desired lower bound (3.11).
We now prove Lemma 3.2.
Proof of Lemma 3.2 .
We set m ε (η, τ) := m ε (η, ετ).
By scaling τ → ετ it is easy to check that
Using this we decompose the multiplier m ε dyadically in η off the (d − 2)-sphere |η| = 1. For k ≥ 0, set 
We first show this when d ≥ 3. The case d = 2 is much easier.
Firstly we show that (3.14)
Using the spherical coordinates we notice that
Let us fix a smooth cut-off function ψ ∈ C 
By Hausdorff-Young's and Minkowski's inequalities we have that, for r ∼ 1,
Using the L 2 -Fourier extension (adjoint restriction) estimate from the sphere S d−2 (Theorem 2.1) and Hölder's inequality (in τ) we have that
Putting this in the above inequality and using the Cauchy-Schwarz inequality we see that
So, we get (3.14) when k > 0. The same argument also works for the case k = 0.
Next, we show
As before note that
By Minkowski's and Hölder's inequalities, we see that
Since sup ρ:
, by making use of Lemma 2.3 and taking the support of the multiplier χ ε,k into account we have
This gives (3.15).
Now, interpolation between (3.14) and (3.15) yields
for some α > 0 whenever (
. Combining this with (3.12) and summation along k give (3.13) for p, q satisfying (
. This completes the proof of (3.13) when d ≥ 3. Once we have Lemma 3.2, the proof of Theorem 3.1 is rather routine.
Proof of Theorem 3.1. We first prove the necessity part. We only need to show that (3.2) implies the first and the second inequalities in (3.3) . The third one follows from the second via duality. From
for ε ≪ 1. Hence, considering the limiting case ε → 0 yields the first and the second inequalities in (3.3).
We now turn to the sufficiency part of Theorem 3.1. Since m ∆ has compact support, by duality and interpolation it is sufficient to show that (3.2) holds for (1/p, 1/q) ∈ [S(d), ( (1/4, 4) ) such that ψ(τ)ψ(|τ|) = ψ(|τ|). Then from the Littlewood-Paley theory ( [23, 24] ) we have, for 1 < r < ∞, q ≥ 2, by (3.4) , the Littlewood-Paley inequality and Minkowski's inequality, we have
From this and Lemma 3.2, we see that if (
Finally we consider the case d = 2. We note Q(2) = (1, 0) and S(2) = ( 1 2 , 0). Thus we have (3.6) for p, q satisfying 1/p − 1/q ≥ 1/2. We may repeat the above argument and we obtain (3.2) whenever 1/p − 1/q ≥ 1/2 and (p, q) (2, ∞), (1, 2).
Proof of Theorem 1.1. By the argument before Theorem 3.1 it is easy to see that (1.1) holds only if 1/p − 1/q = 2/d. Thus, this and Theorem 3.1 shows that (1.1) holds if and only if p and q satisfy (3.3) and 1/p − 1/q = 2/d, which is equivalent to (1.6). Hence we get Theorem 1.1.
Proof of Theorem 1.3. As before it is sufficient to show that
By rescaling ξ → |v|ξ with the condition 1/p − 1/q = 1/2 and rotation this reduces to
with C independent of R ∈ SO(2). It is easy to see that m(ξ) =
satisfies Mihlin's condition uniformly in R. Thus F −1 ( m g ) q g q for 1 < q < ∞. Using this and the HardyLittlewood-Sobolev inequality we see that, for p, q satisfying 1/p − 1/q = 1/2 and 1 < p < 2,
It remains to show
4 It can be easily seen by making use of j∈Z ψ 2 (2 − j t) ∼ 1 and the standard argument for the Littlewood-Paley inequality.
In fact, by Fubini's theorem it is enough to show this for functions on R.
Since χ(ξ)R(ξ + ie 2 ) is smooth and compactly supported,
Hence, the estimate follows from Theorem 3.1.
4. Non-elliptic cases: Proof of Theorem 1.5
In this section we are primarily concerned with proving Theorem 1.5. Sufficiency part follows from the uniform Sobolev estimate (1.11). Hence it is enough to show that the estimate (1.13) implies (1.12).
From homogeneity it is easy to see that the estimate (1.13) holds only if
As before, we note that the estimate (1.13) is equivalent to
where Q(ξ) = ξ t Mξ and M is a diagonal matrix with its diagonal entries −1, . . . , −1, 1, . . . , 1 with l-many −1s. To show that the estimate (1.13) implies the other conditions of (1.12), we assume that 
we see that the estimate (4.2) is equivalent to
We need to show these estimates hold only if p, q satisfy (1.12).
Let A := {ξ : 1/2 ≤ |ξ| ≤ 2} and β ∈ C ∞ 0 (A). Then, the above estimate implies, for any λ > 0,
Together with the condition (4.1), rescaling ξ → λ −1 ξ gives
Considering the difference of the multipliers (Q(ξ) − λ 2 ± 2λiξ l+1 ) −1 , we obtain
Note that lim λ→0 + aλ (t−λ 2 ) 2 +a 2 λ 2 φ(t)dt = πφ(0) if a > 0, and take f ∈ S(R d ) of which Fourier transform is supported in {ξ : ξ l+1 ∼ 1}. Then, by letting λ → 0 and Fatou's lemma, we see that As before, by homogeneity it is not difficult to see that (1.14) holds only if
The estimate (1.14) is equivalent to
By rotation we may set v = |v|e d . By the change of variables τ → τ − 2|v|ξ d , which clearly does not affect the estimate, the above is equivalent to
Rescaling (ξ, τ) → (||v| 2 + γ| 1 2 ξ, ||v| 2 + γ|τ) with the condition (5.1) reduces the above estimate to
If σ = 0 or σ = 1, then either the origin is the only singular point of the multiplier or the multiplier has no singularity. Thus, by direct kernel estimate it is easy to obtain (5.2) for p, q satisfying
This can be handled by making use of analysis in homogeneous spaces. However, we provide an elementary argument. Let us set
Then, by scaling and integration by parts we get |F −1 (
Interpolation between these two estimates (Bourgain's trick; see [5, 6, 19] ) gives the weak type bound
Hence, by duality we get the bound from L d+2 2 ,1 → L ∞ , and interpolation between these two estimates gives the desired bound (5.2).
We finally consider the case σ = −1. The multiplier now has singularity on the (d − 1)-sphere {(ξ, 0) ∈ R d × R : |ξ| = 1}. Let χ be a smooth function supported in {(ξ, τ) : (ξ, τ) ≤ 4} such that χ = 1 on {(ξ, τ) : (ξ, τ) ≤ 2}. By repeating the argument in the above which deals with the case σ = 0, 1, it is easy to see that for p, q satisfying
Thus, in order to complete the proof of the case σ = −1 it is enough to show the following and this completes the proof of Theorem 1.6.
We have the estimate
This can be shown by the exactly same argument which was used for the elliptic case (Theorem 3.1). We decompose the multiplier dyadically along τ and use the restriction estimates to the sphere S d−1 . Thus, we shall be brief.
As before, we set 
In particular, if
Making use of the Littlewood-Paley inequality (3.16), by duality and interpolation we get the estimate (5.3) if (5.4) holds. For necessity we need to show that
This can be obtained by the same argument in the proof of Lemma 3.3. So we omit the details.
6. Applications to the unique continuation properties: Proofs of Corollaries 1.4, 1.7
We apply Carleman inequalities (Theorems 1.3, 1.6) to prove the unique continuation results (Corollaries 1.4, 1.7). The proofs here are similar to those in [15] . Proof of Corollary 1.7 is rather straightforward once one has the estimate (1.14). So we omit its proof. For the proof of Corollary 1.4 we use the argument in [15] which is based on reflection principle and the Carleman estimate. For this we use the Kelvin transform of which action on the Laplacian is well known, but the relation between the Kelvin transform and the Dirac operator does not seem to be so, although it is likely that the identities similar to (6.1) have been obtained elsewhere. Since we could not find a proper reference for it, we include a proof (see Lemma 6.1).
Kelvin transform on the Dirac operator D in R 2 . We use the explicit representation for the Dirac operator. Let us set
where
Then the dirac operator D is defined by D = D + (see De Carli-Ōkaji [9] ). It is easy to see that σ 
which is the Kelvin transform. Let us set
Lemma 6.1. We have the identity
Proof. Let us note that Hence, combining this and (6.3) we get the desired identity.
Using the Carleman inequality (1.8) for the Dirac operator D and Lemma 6.1 one can prove the following claim which asserts that the zero set of a solution to |Du| ≤ |Vu| is continued (locally) through a convex curve in the plane. If u = 0 in the set {x ∈ R 2 : 1 < |x| < 1 + ǫ 1 } for some ǫ 1 > 0, then there is a positive number ǫ 2 < 1 such that u = 0 in the set {x : 1 − ǫ 2 < |x| < 1 + ǫ 1 }. Conversely, if u = 0 in {x : 1 − ǫ 2 < |x| < 1} for some ǫ 2 , it follows that u vanishes in {x : 1 − ǫ 2 < |x| < 1 + ǫ 1 } for some ǫ 1 .
Proof. First, let us assume that u = 0 in {x : 1 < |x| < 1 + ǫ 1 }. By compactness and symmetry it is sufficient to show that u = 0 in a neighborhood of −e 2 = (0, −1) ∈ R 2 . Choose a radial function φ ∈ C If λ gets arbitrarily large, this inequality forces u to vanish on the set {x : x 2 < −1 + ρ, |x + e 2 | ≤ r}.
In order to prove the other assertion, assume that u = 0 in {x : 1 − ǫ 2 < |x| < 1}. Then u * = 0 in {x : 1 < |x| < 1 + ǫ 1 } with ǫ 1 = where V * = V • Ψ. The last inequality follows from the assumption (1.9) and the fact that |Du| = |D − u|. It is easy to check that |x| −2 V * (x) ∈ L 2 loc in a neighborhood of S 1 , and by the first case it follows that u * = 0 in a neighborhood of the unit circle.
Proof of Corollary 1.4 . Suppose that u is not identically zero in Ω. Then we can choose a ball B • = {x : |x − x • | < r • } ⊂ Ω in which u = 0 such that the ball is maximal in the sense that u is not identically zero in any larger ball with the same center x • . By translation and dilation invariance of the differential inequality (1.9), we may assume that B • = {x ∈ R 2 : |x| < 1}. However, by Lemma 6.2, the zero set of u is in fact larger than B • , which is contradiction to the maximality. Therefore u is identically zero in Ω.
