Abstract. We consider the asymmetric simple exclusion process in d ≥ 3 with open boundaries. The particle reservoirs of constant densities are modeled by birth and death processes at the boundary. We prove that, if the initial density and the densities of the boundary reservoirs differ for order of ε from 1/2, the density empirical field, rescaled as ε −1 , converges to the solution of the initial-boundary value problem for the viscous Burgers equation in a finite domain with given density on the boundary.
Introduction
A driven lattice gas with open boundaries is a system of particles jumping at random on a lattice, subject to the action of an external field and exchanging matter with a reservoir at his boundary. The combined action of the force field and the density gradient induced by the boundary conditions forces the system to reach a stationary non-equilibrium state. Systems of this kind show a complex behavior exhibiting non-equilibrium phase transitions [K] , [SZ] . The simplest example of driven lattice gas is the asymmetric simple exclusion (ASEP). In the one-dimensional totally asymmetric case an explicit stationary solution is known [D] showing a very reach phase diagram with different behavior of the steady current depending on the values of the fixed densities on the boundaries.
In this paper we study the time-dependent measure of the ASEP with open boundaries in d ≥ 3 in the macroscopic limit. The system is contained in a finite cylinder Λ ε = [−ε −1 , ε
, with π d−1 ε the (d − 1)-dimensional microscopic torus of size 2ε −1 + 1 with the axes in the direction x 1 , namely we impose periodic boundary conditions in all the directions but x 1 . In the bulk particles jump to one of the nearest neighbors if empty with jump rate p e i (p −e i ) in the direction e i (−e i ). We assume that the vector of components δ i = p e i − p −e i is such that δ 1 > 0. On the boundaries x 1 = −ε −1 , ε −1 we allow for production and destruction of particles in the following way. Let b(u) be smooth functions on [−1, 1]×π d−1 1 . A particle is added independently in each site of x 1 = −ε −1 , when the site is empty, with rate δ 1 (1/2 + εb(εx)) and removed independently in each site of x 1 = ε −1 , when the site is occupied, with rate δ 1 (1/2 − εb(εx)). If b(u) has constant values b ± , this choice of the jump rates corresponds to coupling the system to reservoirs of constant densities 1/2 + εb − and 1/2 + εb + respectively. In the paper we write the computations for this cylinder geometry, but the proof could be extended to a more general convex domain. The initial measure is the local equilibrium corresponding to a density profile which is a perturbation of order ε of a constant profile: ρ 0 (εx) = 1/2 + εm 0 (εx).
We prove a law of large numbers stating the weak convergence of the rescaled empirical field (η t (x) = 0, 1 is the occupation number in the site x at time t) where D is a positive definite diffusion matrix whose expression is given by the GreenKubo formula for this model. We remind here that the transport matrix is supposed to be infinite in d ≤ 2 [Sp] .
This special choice of the initial condition as well as of the boundary conditions (the difference between the top and the bottom densities is of order ε) is forced by the fact that we want to study the behavior of the system on the diffusive time scale ε −2 to see the effect of a finite dissipation. On this time scale the transport term, which involves first order time derivatives, is enhanced by a factor of order ε −1 so that if it is of order ε at time 0 its contribution stays finite in the limit. This is also called incompressible limit [EMY1] in analogy with the Navier-Stokes case [EMY2] .
There are few rigorous results on the hydrodynamic limit for interacting particle systems in a bounded domain. In [ELS] it is proved the hydrodynamic limit for one-dimensional gradient systems both in the time-dependent and stationary case. In [KLO] the analogous result has been obtained in the stationary case for one-dimensional non-gradient models. Finally, in [LMS] the latter result has been extended to the d-dimensional case. All these papers deal with bulk reversible dynamics. If the lattice gas is driven by the boundary conditions, in general the stationary measure does not coincide with the invariant measure of the dynamics in the infinite volume, so that even if the generator of the bulk dynamics is reversible versus its invariant measure, the total dynamics is not. The asymmetric simple exclusion is an example of a lattice gas driven by an external field and it is not reversible w.r.t. his invariant measure in the infinite volume, which is a product measure. The case we consider in this paper is an example of a lattice gas driven by both external field and boundary conditions, so that there are two sources of non-reversibility. The effect of the asymmetry is seen in the macroscopic current as the term δ i m 2 which gives rise to the transport term in the macroscopic equation. We have to face the difficulty of non reversibility in the bulk and the fact that the stationary measure is not explicitly known.
The first problem has been solved in [EMY1] where it is proved the law of large numbers in the incompressible limit for the system without reservoirs. The method used there is based on the use of relative entropy of the true measure with respect to some suitable local equilibrium measure and the main point is to prove that this relative entropy vanishes in the limit ε → 0. In this case it is natural to assume for the local equilibrium measure a product measure because this is the invariant measure of the generator. However, for the open system it is not clear which is the good candidate for describing the system for ε small. We introduce a measure µ ε which is a product measure with chemical potential ελ(t, εx) such that E µε [η x ] = 1/2 + εm(t, x), with m solution of the macroscopic equation. We prove that the relative entropy s(µ|µ ε ) of the non-equilibrium measure µ w.r.t. µ ε satisfy
which implies the law of large numbers. One can understand the factor ε −2 noting that the specific entropy of µ ε is of order ε 2 . To get this result, we introduce an auxiliary measurẽ µ ε which differs from µ ε near the boundary and prove the previous limit for the relative entropy w.r.tμ ε . Then, the result easily follows from the fact that lim ε→0 ε −2 s(µ ε |μ ε ) = 0. The method used in proving the hydrodynamic limit in the papers quoted above is different from ours because it is based on the martingale approach. However, in both methods it is needed an a priori estimate of the entropy (which assures also the control of the Dirichlet form) of the state of the process with respect to the invariant state of the full dynamics. Since this is not known, one uses some trial reference measure which is not invariant and as a result this entropy does not decrease in time. The difficulty to get an entropy bound in the asymmetric case is due to a diverging contribution to the flux of entropy due to the asymmetric part of the generator. This flux has to be controlled by the boundary generator. The choice of this generator is different from the one used in the case of reversible bulk dynamics, where the boundary death and birth process is required to satisfy a detailed balance condition. Our generator is a generalization of the one used by Derrida [D] . Our method would also provide the results for a reversible boundary generator, but then we have to speed it up much more than ε −2 . One technical remark: the control of the terms in the bulk is done by using the replacement Lemma and the non gradient result in [EMY1] . This requires a localization procedure for the currents, which generates, in an open system, boundary terms. These terms are dealt with, in a reversible non-gradient case [LMS] , by a simple use of integration by part and Schwartz inequality. The version of the integration by parts for the asymmetric case (Lemma 6.1 in [EMY1] ) involves a function which is not bounded but just summable and as a consequence we need rather to use a modified version of the replacement Lemma to control these boundary terms.
We conclude this section by noticing that the extension to the stationary problem of the convergence result in the macroscopic limit could give some insight on the structure of the non-stationary states. Recent papers [DLS] , [BDGJL] , focus on the problem of characterizing the stationary non-equilibrium measures in terms of large deviation functional. Unfortunately, the relative entropy method does not seem to be useful for the stationary problem, because it relies on estimating the time derivative of the relative entropy in terms of the entropy production which is expressed back again in terms of the relative entropy, so that one gets a closed differential inequality for the relative entropy. We think that the usual martingale approach could be more suited for the stationary case. We plan to refer on that in a future paper.
The plan of the paper is the following: in Section 2 we state the results. Section 3 is devoted to the strategy of the proof of the entropy bounds and to the control of the bulk terms while in Section 4 we have collected the estimates of the boundary terms. Finally, in Section 5 we discuss extensions to different geometries and different boundary conditions.
Notations and results
Let ε > 0 such that ε −1 is integer and −1 + 1. We denote by Γ ε = {x ∈ Λ ε | x 1 = ±ε −1 } the boundary of Λ ε . The elements of Λ ε will be denoted by letters x, y, . . . A particle configuration is described as an element η ∈ X ε = {0, 1} Λε , where η(x) = 1, 0 means that the site x is occupied by a particle or is empty. In this paper we are interested in the asymmetric simple exclusion process (ASEP) on Λ ε with stochastic reservoirs at the boundary of Λ ε . This Markov process is defined through its infinitesimal generator
The generator L ε,0 is the nearest neighbor ASEP. Its action on functions f :
where (e 1 , . . . , e d ) is the canonical basis of R d and the rate functions r x,x+e i (η) are given by r x,x+e i (η) = p e i η(x)(1 − η(x + e i )) + p −e i η(x + e i )(1 − η(x)) and η x,y is the configuration obtained by exchanging the occupations of sites x and y:
is the jump probability of a particle in the direction e i (−e i ).
For convenience we normalize the p e 's so that, for i = 1, . . . , d, p e i + p −e i = 2. We call
, and we suppose that δ 1 is non vanishing. We assume it positive without loss of generality. The currents W x,i are defined as
, where π d−1 is the (d − 1)-dimensional torus with length 2, whose elements are denoted by u, v, . . . We will consider as reference laws the Bernoulli product measures ν ρ on X ε which are defined, for any smooth function 0 < ρ < 1 on Λ, by ν ρ (η(x) = 1) = ρ(εx). It is well known that, in infinite volume, the product measure of Bernoulli laws with any constant parameter is invariant for the ASEP, but this is no longer valid in finite volume.
The generator L ε,b in (2.2) is the infinitesimal generator of a birth and death process which creates particles on the "left" of Λ ε and destroys them on the "right". For any
where η x is the configuration obtained from η by flipping the occupation number at site x
The rate functions are designed to fix the value of the particle density at the boundary of Λ ε . Let Γ ε,+ (resp. Γ ε,− ) be the "left" (resp. "right") side of Γ ε :
For a smooth function b on the boundary Γ of Λ that we fix from now on, we choose C b (εx, η) such that a particle is added on x ∈ Γ ε,+ , when the site is empty, with rate δ 1 (1/2 + εb(εx)) and removed in Γ ε,− , when the site is occupied, with rate δ 1 (1/2 − εb(εx)):
To understand this choice, remark that if we take b = 0 then the density 1/2 is stationary for the full dynamics L ε , therefore the leading coefficient 1/2 in the rate is necessary for the incompressible limit to make sense. The term εb will fix the value at the boundary of the density perturbation with respect to the stationary value 1/2.
We will study the dynamics defined by the generator L ε under the diffusive space-time scaling (εx, ε −2 t). We denote by η t the particle configuration at time t of the associated Markov process. When the process starts from the product measure µ ε = ν 1/2+εm(.) , m a smooth function on Λ such that m Γ = b, its law is denoted by P b,m ε . As in [Y] and [EMY1] , the proof is based on the study of the relative entropy. Given two measures µ 1 and µ 2 on X ε (with µ 1 absolutely continuous w.r.t. µ 2 ), the entropy of µ 1 with respect to µ 2 is defined as
We also introduce the relative entropy s(µ 1 |µ 2 ) := ε d H(µ 1 |µ 2 ).
For simplicity we call ν := ν 1/2 the reference measure. Notice that the measure µ ε has a density Ψ with respect to ν given by
where
and Z is a normalization constant. Then the relative entropy of the measure f ν (where f is some probability density) w.r.t. µ ε can be written as:
The probability µ ε (t) is the law of η t when the initial distribution of the process is µ ε . Its density with respect to ν is denoted by f t . We now consider the solution m(t, u) of the following partial differential equation
where the diffusion coefficients D i,j will be defined later on.
We introduce the measure ν 1/2+εm(t,.) whose density w.r.t. ν is given by
with Z t a normalization constant. Our main result is:
Using standard arguments based on the entropy inequality (see e.g. [Y] and [EMY1] ), we get as a corollary of the previous theorem the incompressible limit of ASEP with stochastic reservoirs:
Theorem 2.2. Let π ε t be the empirical measure
Then π ε t converges weakly in P b,m ε -probability to the solution m(t, u) to (2.4).
Bounds on the entropy
The strategy in proving Theorem 2.1. is based on the study of the time evolution of the relative entropy. Here the difficulty relies on the fact that the invariant measure for the full dynamics is unknown.
Actually, we will not work directly with the entropy s(t) but with some approximation of s(t) obtained by a modification of the density Ψ t . Let m be the solution of the equation (2.4) and γ be a smooth function defined on a neighborhood of Λ such that ∂ u 1 γ has a compact support included in ]−1, 1[×π
We introduce a new parameter 0 < θ < 1 which will go to 0 after ε, we denote by Ω θ the set
and we choose a smooth function χ θ in a neighborhood of Λ such that χ θ Ω 2θ = 1 and
Notice that ρ(t, .) is identically equal to m(t, .) in Ω 2θ and equal to γ on Ω \ Ω θ .
Recalling that ϕ was defined in (2.3), we denote by λ(t, u) the function
then it is easy to check that, for u ∈ Ω 2θ ,
where ε −1 o(ε) is a bounded function. Moreover, with a suitable choice of χ θ , we may assume that the derivative ∂ u i λ , i = 1, . . . , d are bounded, uniformly in θ.
Following [EMY1] , we modify suitably the density Ψ t in the definition of the relative entropy s(t): for an integer ℓ, we set
Let {F n } be a family of local functions (i.e. which depend on the particle configuration only through a finite number of sites) on X ε and
and * is the convolution product. We will work with n fixed and will take the limit n → ∞ after the limit ε → 0. Therefore the index n will be omitted for sake of shortness. The modified density Ψ F t is defined as in [EMY1] by
where Z F t is the normalization constant. Moreover, we define
and Ψ t the density
We finally introduce the functionals D 0 , D b which are closely related to the Dirichlet forms. For any non negative function h and any measure µ on X ε ,
(3.7)
Then we have Proposition 3.1. There exists some constant K > 0 such that for every t > 0, Moreover a straightforward generalization of the proof of this lemma together with the entropy inequality leads to the following estimate: for any α > 0, there exists a constant c(α) such that
where we have used the fact that λ(t, u) = ϕ(m(t, u)) for any t > 0 and u ∈ Ω 2θ . Then (3.10) and (3.11) imply (3.8).
Proof of Proposition 3.1. A simple computation shows that
Since the function Φ(η) depends on the configuration η only through the variables
We use the basic inequality
for a and b positive numbers. It is applied with a = h 
with E(ε, t) := E 1 + E 2 , where
and L * ε,0 denotes the adjoint operator of L ε,0 in L 2 ν . After a change of variables the term E 1 can be rewritten as
Using again a change of variables at the boundary, the second term of E 1 is equal to
14)
where n = (n 1 , 0, · · · , 0) is the outward unit normal vector to the boundary surface Γ, and by standard manipulations can be bounded by the Dirichlet form and the generator at the boundary:
Lemma 3.1. For all a > 0,
for some positive constant C 1 .
Proof. For ε > 0, denote by L k ε,b the following generator at the boundary
Remark that the replacement of L ε,b by L k ε,b in the derivative of the entropy produces a term that we can bound by the Dirichlet form. Indeed, we have
by Taylor expansion at the second order, this last quantity is equal to
C 1 a for all a > 0 and some constant C 1 , where G(t, εx) is bounded and proportional to the second derivative of λ(t, .). We have used, in the last inequality, Schwartz inequality and the fact that h t is a probability density with respect to Ψ t ν.
To conclude the proof of the lemma, it is easy to check that the left hand side of the inequality in Lemma 3.1 can be rewritten as −ε 
where η x,+ and η x,− are the configurations obtained from η by adding or removing a particle at the site x.
The term E 1 1 is shown, by using Taylor expansion and Schwarz inequality, to be less or equal to
where W x,i is the current defined in section 2, ∂ ε,i λ is the discrete gradient of λ
and for any function g on X ε , we denote by g = g− < g > ν . The operator L 0 is the generator of the ASEP in infinite volume space
and L * 0 is its adjoint in L 2 (ν), given for any local function f by
In equation (3.15) as in the sequel, R ε (t) is real sequence of the form
with some bounded functions G(t, .) defined on Λ and g on X ε . Observe that, for such sequences, one can use the entropy inequality and obtain, for any A > 0,
for a real sequence o ε (1) which is bounded in absolute value by a constant that converges to 0 as ε ↓ 0. At this point, we would like to replace the currents W x,i appearing in the first term of the right hand side of (3.15) by its convolution with ω. In order to do it we need some notation. For a local function g denote by g k the convolution
with this notation we have
Let us summarize what we have done so far: for any fixed A > 0 and a > 0, we got the following bound for the entropy derivative (3.19) ¿From the fact that ∂ ε,1 λ(t, εx) has a compact support, Taylor expansion and (3.17), the term E 3 1 can be written as
(3.20)
Following the method of [EMY1] we now replace the currents W given the density of particles on Λ x,k :
where Λ x,k = {x + y : y ∈ Λ k }. One can compute M k x,i (η) easily. It is given by
Furthermore, for ε > 0, 1 ≤ i ≤ d and η ∈ X ε , let
The next result is the main step towards the proof of the bounds of the entropy.
Theorem 3.1. For all A > 0 and any probability density f with respect to ν,
This Theorem was proved in [EMY1] , [LY] . The next lemma takes care of the terms close to the boundary (E 4 1 ) Lemma 3.2. For all A > 0 and any probability density f with respect to ν,
The proof of this Lemma will be given in next section.
Notice that, in the previous results, the Dirichlet form D 0 ( √ f t , ν) appeared while, in the derivative of the entropy, we got D 0 ( h 
Proof. The second inequality follows by inspection. For two nearest neighbor sites x, y in Λ ε , denote by S x,y the operator defined by
and write the Dirichlet form
The elementary inequality (a + b) 2 ≤ 2 a 2 + b 2 and a change of variables give that
Applying Lemma (3.2) with densities f t then Ψ F t and using Lemma 3.3, we obtain the following bound for E 4 1 : for any A > 0
With the notations introduced before Theorem 3.1, a summation by parts and a Taylor expansion permit to rewrite the quantity E 3 1 as
where ∂Λ k ε stands for the boundary of Λ k ε , n(εx) = (n 1 (εx), 0, · · · , 0) for the outward unit normal vector to ε(∂Λ k ε ) at εx and R ε (t) has been defined in (3.16). We first estimate the third line in the formula above. Using Theorem 3.1 and Lemma 3.3, we get, for any A > 0, We now examine the second line in (3.22). We can write
and const stands for a term independent of the configuration. By the entropy inequality, for any bounded function G :
¿From large deviations estimate (Lemma 3.1.in [EMY1] ) there exists q 0 > 0, such that, for all q < q 0 ,
In conclusion, we got the following inequality for the second line in (3.22)
where, for all q < q 0 2
, r ε,k (q) converges to 0 when ε ↓ 0 and ℓ ↑ ∞.
To deal with the fourth line in (3.22) (boundary term), we need the following lemma
Then there exists some constant C > 0 such that for all A > 0,
The proof of this lemma is postponed to the next section.
We now turn to the proof of Proposition 3.1 and we first consider the term E 2 . Since the function (∂ t λ) is equal to 0 outside Ω θ (cf. formula (3.5) and below), a simple computation shows that
To conclude the proof of proposition 3.1, we integrate the inequality (3.19) from 0 to t. Combining with the above estimates, we obtain that there exist constants K 1 > 0, K 2 > 0, K 3 > 0 and c > 0 such that, for all small enough A > 0, r(ε, k, n, A) ≤ 0 for all A > 0, and the function H is given by
Recalling that λ(t, u) satisfies (3.6) in Ω 2θ and using the notation R ε defined in (3.16), we have
We will prove in the next section:
Lemma 3.5. For any bounded function G defined on Λ and for any density f with respect to ν, we have for any A > 0
for some positive constant C.
Therefore, noticing that H ∞ ≤ const θ −2 , we get for any small enough A > 0 (3.25) where the constants previously defined may have changed their values.
To conclude, we use Lemma 3.3 to control the Dirichlet form
The error obtained from this replacement is a constant but we notice that there is the small factor A in front of this term. Therefore there exists a constant c ′ > 0 such that for any small enough A > 0,
then we choose A = A(θ) vanishing with θ in such a way that lim θ→0 θA −1 (θ) = 0 (e.g.
Finally we consider the successive limits ε → 0, ℓ → ∞, n → ∞, θ → 0 and we apply Gronwall lemma.
Estimates on boundary terms
Proof of Lemma 3.2. From the definition of W x,i we have that the term E 4 1 in (3.18) can be written as
is the block of rectangular shape which is the set of y ∈ Λ k (x) (cube centered in x) such that y and y + e 1 belong to Λ ε . LetM k x,i (η) be the conditional expectation of W x,i , x ∈ Λ ε given the density of particles onΛ k (x). Repeating the argument given in the paragraph following inequality (3.23), it suffices to prove that, for all A > 0, for any bounded function J and any probability density f with respect to ν,
We need the following definition: Let µ ℓ be the canonical measure in the block Λ ℓ with given density η ℓ . For any {x, y} ⊂ Λ ℓ , we introduce the Dirichlet form
and we define the finite volume variance
ℓ is the symmetric part of the generator L ε,0 restricted to the box Λ ℓ . The proof of Theorem 4.6 in [EMY1] is based on the following result:
Lemma 4.1. For any cylinder function h there exist a constant C and a function C(h, ℓ) vanishing for ℓ → ∞ such that for any positive
The proof of this Lemma is given in [EMY1] for square blocks but it can be extended easily to a rectangular shape provided that the volume of the block is of order k d . Using Lemma 4.1 we prove Lemma 3.2 by taking the expectation with respect to ν, multiplying by ε d−2 J, summing over x ∈ Γ k ε and noting that the number of terms in Γ
Proof of Lemma 3.4. Fix ε −1 − 2k ≤ x 1 ≤ ε −1 − k and write the sum as
where G(ε(x 1 , y)) k is the (d − 1)-dimensional convolution in the variable y ∈ π d−1 ε . Therefore, to prove the lemma, it is enough to show that, if H : R → R is a bounded function, then for every ε −1 − 3k ≤ z 1 ≤ ε −1 , and A > 0
and decompose the left hand side of the last inequality into two terms B 1 and B 2
The term B 2 is the simplest one. From an integration by parts and Schwartz inequality, it is bounded, for all A > 0, by H(ε(z 1 , y)) (η(t + z + 1, y) − η(t + z, y)) (f t − Ψ F t )dν
for some constant C > 0, where we have used in the last inequality, for the second term corresponding to the integration with respect to Ψ F t ν, integration by parts and Taylor expansion.
Proof of Lemma 3.5. The summation over the set {x , εx ∈ Ω εk \ Ω 2θ } can be divided in two similar terms. We consider the one where the first coordinate is such that ε −1 (1−2θ) ≤ x 1 ≤ ε −1 − k, the second term is handled in the same way. If we repeat the arguments used in the proof of the Lemma 3.4, we obtain for ε −1 (1 − 2θ) ≤ x 1 ≤ ε −1 − k,
To conclude the proof of the lemma, we just have to take the sum over x 1 .
Comments
We conclude with a few generalizations: 1) Assumption δ 1 > 0. If δ 1 = 0 we need to introduce a different boundary generator to fix the density on the boundary. We make the choice which is usually done for the symmetric case, a death and birth processL b acting on each site of the boundary such that it is reversible with respect to the one site measure with density ρ(εx) = 1/2 + εb(εx)
where η x,+ and η x,− are the configurations obtained from η by adding or removing a particle at site x.
2) General domain. We generalize now the model to the case of a macroscopic system in a smooth bounded convex domain of R d . We introduce the boundary generator acting on the boundary Γ ε as in Section 2 with the boundary rates C b (εx, η) chosen in such a way that a particle is added at the site x on the boundary when the site is empty, with rate |δ · n|(1/2 + εb(εx)) if δ · n, the scalar product of the vector δ and the outward normal in x, is positive and removed when the site is occupied, with rate |δ · n|(1/2 − εb(εx)) if the scalar product is negative. For x ∈ Γ ε C b (εx, η) = |δ · n| 1 2 + ε b(εx) (1 − η(x)) 1 1{δ · n(εx) > 0} + |δ · n| 1 2 − ε b(εx) η(x) 1 1{δ · n(εx) < 0}.
These rates fix the value of the particle density on the macroscopic boundary to be 1/2 + ε b(x). This choice is sufficient to remove the entropy flow generated by the drift of ASEP. Since δ · n(εx) can be zero in some points for a general domain we have to add, on the basis of the previous remark, also a reversible boundary generator to fix the density in these sites.
3) Different boundary conditions. To remove the entropy flux it is possible to choose a generatorL b which is reversible instead of using the non reversible generator L ε,b , but then we have to speed up it by a factor ε −3
with respect to the jump process. The total generator speeded up is then
b . We note that the bad boundary terms in our proof are eliminated by means of a cancellation. If we use only the reversible generator ε −2L b on the boundary they will be controlled by the Dirichlet form associated toL b , by a generalization of the Lemma 3.3.
