Abstract -Deformable models are used extensively in image processing, computer vision, and medical imaging applications, particularly to delineate object boundaries. Problems associated with initialization and poor convergence to boundary concavities, however, have limited their utility. This chapter presents an external force for deformable models, largely solving both problems. This external force, which we call gradient vector flow (GVF), is computed as a diffusion of the gradient vectors of a gray-level or binary edge map derived from the image. It differs fundamentally from traditional deformable model external forces in that it cannot be written as the negative gradient of a potential function, and the corresponding deformable model is formulated directly from a dynamic force equation rather than a energy minimization formulation.
Introduction
Deformable models are curves or surfaces defined within an image domain that can move under the influence of internal forces coming within the model itself and external forces computed from the image data. The internal and external forces are defined so that the model will conform to an object boundary or other desired features within an image. Deformable models are widely used in many applications, including edge detection [10, 5] , shape modeling [18, 15] , segmentation [12, 8] , and motion tracking [19, 12] .
There are two general types of deformable models in the literature today: parametric deformable models [10, 4, 18, 15] and geometric deformable models [2, 14, 3] . In this chapter, we focus on parametric deformable models, which synthesize parametric curves or surfaces within an image domain and allow them to move toward desired features, usually edges. Typically, the models are drawn toward the edges by potential forces, which are defined to be the negative gradient of potential functions. Additional forces, such as pressure forces [4] , together with the potential forces comprise the external forces. There are also internal forces designed to hold the model together (elasticity forces) and to keep it from bending too much (bending forces).
There have been two key difficulties with parametric deformable models. First, the initial model must, in general, be close to the true boundary or else it will likely converge to the wrong result. Several methods have been proposed to address this problem including multiresolution methods [11] , pressure forces [4] , and distance potentials [5] . The basic idea is to increase the capture range of the external force fields and to guide the model toward the desired boundary. The second problem is that deformable models have difficulties progressing into boundary concavities [7, 1] . There has been no satisfactory solution to this problem, although pressure forces [4] , control points [7] , domain-adaptivity [6] , directional attractions [1] , and the use of solenoidal fields [16] have been proposed. Most of the methods proposed to address these problems, however, solve only one problem while creating new difficulties. For example, multiresolution methods have addressed the issue of capture range, but specifying how the deformable model should move across different resolutions remains problematic. Another example is that of pressure forces, which can push an deformable model into boundary concavities, but cannot be too strong or "weak" edges will be overwhelmed [17] . Pressure forces must also be initialized to push out or push in, a condition that mandates careful initialization.
In this chapter, we present a class of external force fields for deformable models that addresses both problems listed above. These fields, which we call gradient vector flow (GVF) fields, are dense vector fields derived from images by solving a vector diffusion equation which diffuses the gradient vectors of a gray-level or binary edge map computed from the image. GVF was first introduced in [23] and a generalization to GVF was then proposed in [22] . In this chapter, we present the GVF in the context of its generalized framework. We call the deformable model that uses the GVF field as its external force a GVF deformable model. The GVF deformable model is distinguished from nearly all previous deformable model formulations in that its external forces cannot be written as the negative gradient of a potential function.
Because of this, it cannot be formulated using the standard energy minimization framework; instead, it is specified directly from a dynamic force equation.
Particular advantages of the GVF deformable model over a traditional deformable model are its insensitivity to initialization and its ability to move into boundary concavities. As we show in this chapter, its initializations can be inside, outside, or across the object's boundary. Unlike deformable models that use pressure forces, a GVF deformable model does not need prior knowledge about whether to shrink or expand toward the boundary. The GVF deformable model also has a large capture range, which means that, barring interference from other objects, it can be initialized far away from the boundary. This increased capture range is achieved through a spatially varying diffusion process which does not blur the edges themselves, so multiresolution methods are not needed. The external force model that is closest in spirit to GVF is the distance potential forces of Cohen and Cohen [5] . Like GVF, these forces originate from an edge map of the image and can provide a large capture range. We show, however, that unlike GVF, distance potential forces cannot move a deformable model into boundary concavities. We believe that this is a property of all conservative forces which characterize nearly all deformable model external forces, and that exploring non-conservative external forces, such as GVF, is an important direction for future research in deformable models.
This chapter is organized as follows. We focus our most attention in 2-D and introduce the formulation for traditional 2-D parametric deformable models in Section 2. We next describe the 2-D GVF formulation in Section 3 and demonstrate its performance on both simulated and real images in Section 4. We then briefly present the formulation for 3-D GVF deformable models and their results on two examples in Section 5.
Finally, in Section 6, we conclude this chapter and point out future research directions.
Background

2-D Parametric Deformable Models
A traditional 2-D parametric deformable model or deformable contour is a curve
, that moves through the spatial domain of an image to minimize the energy functional , typical external potential functions designed to lead a deformable contour toward step edges are [10] : 
It is easy to see from these definitions that larger ¡ 's will cause the boundaries to become blurry. Such large ¡ 's are often necessary, however, in order to increase the capture range of the deformable contour.
A deformable contour that minimizes ' must satisfy the Euler equation [10] 
This can be viewed as a force balance equation
where is then set equal to the left hand side of (6) as follows
vanishes and we achieve a solution of (6) . A numerical solution to (8) can be found by discretizing the equation and solving the discrete system iteratively (cf. [10] ).
We note that most deformable contour implementations use either a parameter that multiplies in order to control the temporal step-size, or a parameter that multiplies
, which permits separate control of the external force strength. In this chapter, we normalize the external forces so that the maximum magnitude is equal to one, and use a unit temporal step-size for all the experiments.
Behavior of Traditional Deformable Contours
An example of the behavior of a traditional deformable contour is shown in Fig. 1 . Fig. 1a shows a ! -pixel line-drawing of a U-shaped object (shown in gray) having a boundary concavity at the top. It also shows a sequence of curves (in black) depicting the iterative progression of a traditional deformable contour
) initialized outside the object but within the capture range of the potential force field.
The potential force field
pixel is shown in Fig. 1b . We note that the final solution in Fig. 1a solves the Euler equations of the deformable contour formulation, but remains split across the concave region.
The reason for the poor convergence of this deformable contour is revealed in Fig. 1c , where a close-up of the external force field within the boundary concavity is shown. Although the external forces correctly point toward the object boundary, within the boundary concavity the forces point horizontally in opposite directions. Therefore, the deformable contour is pulled apart toward each of the "fingers" of the U-shape, but not made to progress downward into the concavity. There is no choice of 4 and C that will correct this problem.
Another key problem with traditional deformable contour formulations, the problem of limited capture range, can be understood by examining Fig. 1b . In this figure, we see that the magnitude of the external forces die out quite rapidly away from the object boundary. Increasing ¡ in (5) will increase this range, but the boundary localization will become less accurate and distinct, ultimately obliterating the concavity itself when ¡ becomes too large.
Cohen and Cohen [5] proposed an external force model that significantly increases the capture range of a traditional deformable model. These external forces are the negative gradient of a potential function that is computed using a Euclidean (or chamfer) distance map. We refer to these forces as distance potential forces to distinguish them from the traditional potential forces defined in Section 2.1. Fig. 2 shows the performance of a deformable contour using distance potential forces. Fig. 2a shows both the U-shaped object (in gray) and a sequence of contours (in black) depicting the progression of the deformable contour from its initialization far from the object to its final configuration. The distance potential forces shown in Fig. 2b have vectors with large magnitudes far away from the object, explaining why the capture range is large for this external force model.
As shown in Fig. 2a , this deformable contour also fails to converge to the boundary concavity. This can be explained by inspecting the magnified portion of the distance potential forces shown in Fig. 2c . We see that, like traditional potential forces, these forces also point horizontally in opposite directions, which pulls the deformable contour apart but not downward into the boundary concavity. We note that Cohen and
Cohen's modification to the basic distance potential forces, which applies a nonlinear transformation to the distance map [5] , does not change the direction of the forces, only their magnitudes. Therefore, the problem of convergence to boundary concavities is not solved by distance potential forces.
GVF Deformable Contours
Our overall approach is to use the dynamic force equation (8) 
We call the parametric curve solving the above dynamic equation a GVF deformable contour. It is solved numerically by discretization and iteration, in identical fashion to the traditional deformable contour [10] .
Although the final configuration of a GVF deformable contour will satisfy the force-balance equation 
Edge Map
We begin by defining an edge map
having the property that it is larger near the image edges. 1 We can use any gray-level or binary edge map defined in the image processing literature (cf. [9] ); for example, we could use Now consider how these properties affect the behavior of a traditional deformable contour when the gradient of an edge map is used as an external force. Because of the first property, a deformable contour initialized close to the edge will converge to a stable configuration near the edge. This is a highly desirable property. Because of the second property, however, the capture range will be very small, in general.
Because of the third property, homogeneous regions will have no external forces whatsoever. These last two properties are undesirable. Our approach is to keep the highly desirable property of the gradients near the edges, but to extend the gradient map farther away from the edges and into homogeneous regions using a computational diffusion process. As an important benefit, the inherent competition of the diffusion process will also create vectors that point into boundary concavities.
Gradient Vector Flow
We define the GVF field
B ¡ Q ¥ as the equilibrium solution to the following vector diffusion equation
In Eq. (11a), the first term on the right is referred to as the smoothing term since this term alone will produce a smoothly varying vector field. The second term is referred as the data term since it encourages the vector field to be close to In [23] , the following weighting functions were chosen: becomes larger. Then, in the proximity of large gradients, there will be very little smoothing, and the effective vector field will be nearly equal to the gradient of the edge map. There are many ways to specify such pairs of weighting functions. In [22] , the following weighting functions were used:
The GVF field computed using such weighting functions will conform to the edge map gradient at strong edges, but will vary smoothly away from the boundaries. The specification of determines to some extent the degree of tradeoff between field smoothness and gradient conformity.
The vector diffusion equation (11) specifying GVF with various weighting functions, can be implemented using an explicit finite difference scheme described in [23] , which is stable if the time step While an implicit scheme for the numerical implementation of (11) would be unconditionally stable and therefore not need this condition, the explicit scheme is faster. Still faster methods -for example, the multigrid method -are possible.
In most examples, the use of either (12) or (13) produces very similar results.
Here, we will demonstrate most of the properties of GVF using (12) . When necessary to contrast their performance, we will refer to the GVF using (12) and (13) as GVF-I and GVF-II respectively.
Experiments
In this section, we first show several examples of GVF field computations on simple objects and demonstrate several key properties of GVF deformable contours. We then show the results of applying GVF deformable contours on both a noisy image and a real MR image. We used 4 ) § " 
Convergence to Boundary Concavity
In our first experiment, we computed the GVF field for the same U-shaped object used in Figs. 1 and 2 . The results are shown in Fig. 3 . Comparing the GVF field, shown in Fig. 3b , to the traditional potential force field of Fig. 1b , reveals several key differences. First, like the distance potential force field (Fig. 2b) , the GVF field has a much larger capture range than traditional potential forces. A second observation, which can be seen in the closeup of Fig. 3c , is that the GVF vectors within the boundary concavity at the top of the U-shape have a downward component. This stands in stark contrast to both the traditional potential forces of Fig. 1c and the distance potential forces of Fig. 2c . Finally, it can be seen from Fig. 3b that the GVF field behaves in an analogous fashion when viewed from the inside of the object. In particular, the GVF vectors are pointing upward into the "fingers" of the U shape, which represent concavities from this perspective. Fig. 3a shows the initialization, progression, and final configuration of a GVF deformable contour. The initialization is the same as that of Fig. 2a , and the deformable contour parameters are the same as those in Figs. 1 and 2 . Clearly, the GVF deformable contour has a broad capture range and superior convergence properties. The final deformable contour configuration closely approximates the true boundary, arriving at a sub-pixel interpolation through bilinear interpolation of the GVF force field.
As discussed in Section 3.2, the GVF-I field tends to smooth between opposite edges when there is a long, thin indentation along the object boundary while the GVF-II field does not. Fig. 4 demonstrates this performance difference. Using an edge map obtained from the original image shown in Fig. 4a , both the GVF-I field ( respect to their magnitudes and used as external forces. Next, a deformable contour (
) was initialized at the position shown in Fig. 4d and allowed to converge within each of the external force fields.
The GVF-I result, shown in Fig. 4e , stops well short of convergence to the long, thin, boundary indentation.
On the other hand, the GVF-II result, shown in Fig. 4f , is able to converge completely to this same region. It should be noted that both GVF-I and GVF-II have wide capture ranges (which is evident because the initial deformable contour is fairly far away from the object), and they both preserve subjective contours (meaning that they cross the short boundary gaps).
Results on Gray-level Images
The underlying formulation of GVF is valid for gray-level images as well as binary images. To compute GVF for gray-level images, the edge-map function
must first be calculated. Two possibilities are
, where the latter is more robust in the presence of noise. Other more complicated noise-removal techniques such as median filtering, morphological filtering, and anisotropic diffusion could also be used to improve the underlying edge map. Given an edge-map function and an approximation to its gradient, GVF is computed in the usual way as in the binary case. Fig. 5a shows a gray-level image of the U-shaped object corrupted by additive white Gaussian noise; the signal-to-noise ratio is 6 dB. Fig. 5b shows an edge-map computed using Another demonstration of GVF applied to gray-scale imagery is shown in Fig. 6 . Fig. 6a shows a magnetic resonance image (short-axis section) of the left ventrical of a human heart, and Fig. 6b shows an edge map computed using
. Fig. 6c shows the computed GVF, and Fig. 6d shows a sequence of GVF deformable contours (plotted in a shade of gray) and the GVF deformable contour result (plotted in white), both overlaid on the original image. Clearly, many details on the endocardial border are captured by the GVF deformable contour result, including the papillary muscles (the bumps that protrude into the cavity).
3-D GVF Deformable Models and Results
Both the GVF and the deformable contour formulations can be readily extended into 3-D. In fact, 3-D GVF has the identical formulation as the 2-D GVF described in Eq. (11) since it is written in a dimensionindependent form. Examples of work on 3-D deformable models known also as deformable surfaces can be found in [5, 15] . and g. The final result after 100 iterations is shown in Fig. 7h . The resulting surface is smoother than the isosurface rendering because of the internal forces in the deformable surface model. 
Conclusions
We have introduced a novel external force model for deformable models, which we called the gradient vector flow (GVF) field. The field is calculated as a diffusion of the gradient vectors of a gray-level or binary edge map. We have shown that it allows for flexible initialization of the deformable model and encourages convergence to boundary concavities. 
