Abstract-In this paper, the short-term load forecast is conducted by utilizing SARIMA model and Holt-Winters model including load classification by use of k-NN algorithm.
I. INTRODUCTION
Generally, data mining is the process of analyzing data from different perspectives and summarizing it into useful information [1] . Data mining software allows users to analyze data from many different dimensions or angles, categorize it, and summarize the relationships identified. Technically, data mining is the process of fmding correlations or patterns among dozens of fields in large relational databases. Specifically, data mining tool includes Time series, Clustering, Neural Network, Fuzzy Logic, etc. [2] - [4] .
Electric load forecasting can be divided into three categories, which are short-term load forecasting, mid-term load forecasting and long-term load forecasting. The short term load forecasting predicts the load demand in time intervals of one day to several weeks. It plays an important role in the operation of power systems and has been a benefit to several controls, such as energy transactions, security analysis, economic dispatch, hydro-thermal coordination, load management, and generator maintenance scheduling.
There are different methods to deal with load forecasting. Traditional short-term load forecasting can be classified in general regression models or time series models or artificial neural networks. [5] - [10] Before forecast, it is necessary for load data to be categorized from their data pool. Normally, most of the load 978-1-4673-4603-0/12/$31.00 ©2012 IEEE
Cheol-Hong Kim
Kyoung Nam Energy data follow their day-type, such as this Saturday, nearly same as last Saturday. However, if this Tuesday is the day after a holiday, its load data will not follow last Tuesday but rather last Monday. If forecast is performed while containing such improperly categorized load data, such could lead to incorrect forecast results. Consequently, such must be conducted previously in order to conduct a correct forecast. Therefore, the load data can be set up using k-NN algorithm.
II. LOAD CLASSIFICATION
To forecast load data, it is first necessary to classify the load data. The characteristic of each day of load is a different feature. Mostly, the day from Tuesday to Friday have nearly the same characteristic. But weekends and Monday have their distinctive characteristic. For example, Monday has relatively low morning load compare to week day one and Saturday has low afternoon load. Figure 1 shows the pattern of load data.
However, this pattern is not always applicable. If a regular holiday is Thursday, some companies may give a holiday to employees. Hence, that Friday has low load as a whole compare to the normal Friday load. Through analysis, these distinctive data was sorted out. Figure 2 depicts the feature of the week days in relation to holidays. 
A. k-NN Algorithm
Saturday k-Nearest Neighbor is one of the simplest algorithms which memorizes the entire training data and performs classification only if the attributes of the best object exactly match one of the training examples. It finds a group of k objects in the training set that are closest to the test object, and the test set based the assignment of a label on the predominance of a particular class in this neighborhood. There are three key elements to this approach: a set of labeled objects, a set of stored records, a distance or similarity metric to compute distance between objects. Such can be formulated as shown below [II]:
, the distance between z and every object, (x',y') E D. Select Dz � D , the set of k closest training objects to z Input: D, the set of k-training object, and test object z=(x',y')
Where v is a class label, Yi is the class label f or the i th nearest neighbors, and 1 ( ) is an indicator function that returns the value 1 if its argument is true and 0 otherwise.
B. Data Normalize and Classification
The data to classify is daily load data of 2008. Data 2007 is used to base data of k-NN to establish the model. It is a record in I-hour interval of the total electric generation of Korea. Because of the annual growth of load, normalization should be done before establishing the model to classify. The Normalize formulation is
where Loa d normal is normalized data, and Loadmi n Loadmax are minimum data and maximum data respectively.
III. LOAD FORECAST ALGORITHM

A. Holt-Winters Model
The Holt-Winters model can be viewed somewhat as an extensive model of the exponential average model. There are three factors contained in this model, the trend factor, the season factor and the level factor, which serve to comprehensively reflect the characters of demand information. [9] There are two types of Holt-Winters models. One is the Addictive model while the other is the Multiplicative model. If there is a season factor contained in the demand time series, most people prefer the Multiplicative model. As short-term load forecasting includes seasonal trends, the Multiplicative model has been chosen for this paper. The general form for the Multiplicative model is: 
The iterative form of solution for formula (2) is list as formula (3):
... (3) a ,13 and y represent the value of power of level factor, trend factor and season factor, respectively. 
where k is the MA parameter. Setting k = 1 is equivalent to forecasting the same value for tomorrow as is observed today.
Conversely, setting k = t -1 is using the mean of most of the observations. Edge effects caused when forecasting at the beginning or at the end of the time series are overcome by temporarily using smaller values of k . The experiment was performed during the 4 th week of April 2008. Two models were supplied with the same hourly data which were classified previously. Figure 3 to Figure 6 are depictions of weekday, Monday, Saturday, Sunday forecast results.
8Q(B) and � /B) is the regular autoregressive and moving average factors and <!>p(BS) and 0 Q (BS) the seasonal autoregressive and moving average factor, respectively. The model in (6) is often denoted as ARIMA(p, d, q) x (P,D,Q)s, where the subindex s refers to the seasonal period.
IV. CASE STUDY A. Preparing Data Set and Application
Classification was performed using two years of period load data. One of them, year 2007 is the training set, the other one, year 2008 is used as the test set. Special days, such as a National holidays and employee's day, sununer holidays etc, were eliminated to avoid interfering with ordinary day classification. Although most of the data were classified equal to classification in accordance with day-type, the actual day- The Table 1 and the Table 2 For this spring season, total load data tendency is towards lower value. Because both models excessively reflect this tendency, this result shows that most forecasted lines are lower than actual lines.
Comparing the accuracy of the two models shows that the SARIMA model results in a more accurate weekday (excluding Monday). In the weekend, Holt-Winters model was shown to have better results. In terms of Weekdays and total MAPE, the SARIMA model performs better than the Holt Winters model. However, it originated from four low weekdays (excluding Monday) APE. Although, differences in the results of the two models are minor, it is true that the Holt-Winters model performs better than the SARIMA model for short-term load forecasting. This paper suggested load classification by k-NN algorithm and compared two algorithms in load forecasting. As preprocess of load forecasting, classification was successfully completed. By comparing both forecasting models, ARIMA model shows superior performance in total MAPE, except from weekdays that are same each other, however Holt-Winters model performs better than ARIMA on the whole. Yet there is a need to improve accuracy for load forecasting. The additional data, such as weather, temperature, event of the day etc, are factors which may improve forecasting accuracy.
