Wave characteristics of falling liquid films under the influence of positive and negative inclination or electrostatic forces by Rohlfs, Wilko
Wave Characteristics of Falling Liquid Films under the
Influence of Positive and Negative Inclination or
Electrostatic Forces
Von der Fakultät für Maschinenwesen der
Rheinisch-Westfälischen Technischen Hochschule Aachen
zur Erlangung des akademischen Grades eines Doktors der
Ingenieurwissenschaften genehmigte Dissertation
vorgelegt von
Wilko Rohlfs
Berichter: Univ.-Prof. Dr.-Ing. Reinhold Kneer
Berichter: Prof. Benoit Scheid, Ph.D.
Tag der mündlichen Prüfung: 19. Juni 2015
Diese Dissertation ist auf den Internetseiten der Universitätsbibliothek
online verfügbar.

Abstract
Falling liquid films are thin liquid layers flowing down rigid vertical or in-
clined walls driven by gravity. In industry falling films are used in various
applications such as refrigeration, cooling of mechanical or electronic sys-
tems, chemical processing, desalination and food processing. They generally
exhibit higher heat and mass transfer rates compared to flows which are
strictly aligned to the rigid wall. This increase in heat and mass transfer is
caused by the wavy topology, which is attended by different types of vortices
in the liquid and the gaseous phase. The characteristic vortices in the liquid
phase are a circulating eddy in the main wave hump (also called circulat-
ing wave) and a vortex in the first capillary minimum associated with the
phenomenon of flow reversal. The existence and the physical mechanism in-
volved in those vortices are well-known. However, the flow conditions under
which they occur have still been unclear.
In addition to films flowing down the upper side of an inclined wall, films
flowing down the underside of an inclined plate have been considered. In
the latter case, the gravitational force acts destabilizing and, owing to the
negative value of the inclination number, this condition is called “negative
gravity”. Besides the two vortices which can occur in both configurations, a
further phenomenon that occurs only in hanging film flows is dripping.
In the present doctoral thesis, two model approaches have been utilized,
namely the weighted integral boundary layer (WIBL) model and direct nu-
merical simulations (DNS) in order to identify the conditions for the onset of
circulating waves, flow reversal, and gravitational dripping. For investigat-
ing electrostatically induced spraying of a dielectric fluid, the WIBL model
and the numerical code of the DNS have been extended by the electrostatic
surface force. From the modeling point of view, the developed equations
of the WIBL model revealed that the electrostatic force is similar to the
gravitational body force with an additional non-linear contribution.
From the knowledge obtained by the simulations, analytical criteria for
the onset of circulating waves and flow reversal based on the wave celerity,
the average film thickness and the maximum and minimum film thickness
have been approximated using self-similar parabolic velocity profiles. This
approximation has been validated by second-order WIBL and direct numer-
ical simulations. It is shown that the onset of circulating waves in the phase
diagram for homoclinic solutions (waves of infinite wavelength) is strongly
dependent on the inclination, but independent of the streamwise viscous
dissipation effect. On the contrary, the onset of flow reversal shows a clear
dependence on the viscous dissipation. Furthermore, simulation results for
limit cycles (finite wavelength) reveal a strong increase of the corresponding
critical Reynolds number with the excitation frequency.
The phenomenon of gravitational dripping is associated with a pressure
gradient in crosswise direction. A criterion for the onset of dripping is
derived based on a force balance between gravitational forces of the liquid
in the main wave hump and surface tension. This force balance is found
to be violated in the simulation results of the WIBL model. The model
does not account for a crosswise force balance, owing to the integration of
the streamwise boundary layer momentum equation across the depth of the
film. As a consequence, the model is found to be not well-suited for the
prediction of dripping. However, DNS and WIBL results agree well before
dripping occurs.
The influence of the electrostatic surface force is found to be well-captured
by the WIBL model in a specific range of parameters. Due to a quasi-
constant pressure in crosswise direction of the film, the physical mechanisms
of electrostatically induced spraying differ from the mechanisms involved in
dripping. An explanation for the occurrence of spraying is the non-linear
growth of the force with an increase in film thickness. Above a critical
value of the electric potential, the increase in the destabilizing electrostatic
pressure exceeds the increase of the stabilizing surface tension force. Con-
sequently, small perturbations grow infinitely up to spraying, which finally
ruptures the film surface.
Zusammenfassung
Fallfilme sind dünne Flüssigkeitsschichten die durch Gravitation getrieben
vertikale oder geneigte Flächen herunterlaufen. In der Industrie treten Fall-
filme in verschiedenen Apparaten, die zum Wärme- und Stoffaustauch ein-
gesetzt werden, auf. Beispiele sind in der Kältetechnik, in der Kühlung von
mechanischen oder elektrischen Systemen, in der Chemieverfahrenstechnik,
der Entsalzung oder der Lebensmittelindustrie zu finden. Durch die freie
Oberfläche ermöglichen Fallfilme einen hohen Wärme- und Stofftransport
im Vergleich zu beidseitig durch feste Wände begrenzte Strömungen. Der
gesteigerte Transport ist einerseits auf die gewellte Oberfläche zurückzufüh-
ren, andererseits auf unterschiedliche Wirbelstrukturen in der flüssigen und
der gasförmigen Phase. Die charakteristischen Wirbel in der flüssigen Pha-
se umfassen eine zirkulierende Strömung im Kamm der Hauptwelle (auch
zirkulierende Welle genannt), sowie eine Strömungsablösung unterhalb der
kapillaren Minima. Die Existenz und die physikalischen Mechanismen dieser
Wirbelstrukturen sind bekannt, allerdings waren die Strömungsbedingungen
unter welchen diese erscheinen bisher unklar.
Zusätzlich zu klassischen Fallfilmen auf der Oberseite geneigter Oberflä-
chen werden in dieser Dissertation hängende Fallfilme behandelt, die auf
der Unterseite geneigter Oberflächen herablaufen. In letztgenannten Fall
wirkt die Gravitationskraft destabilisierend. Neben den beiden oben erwähn-
ten Wirbelstrukturen die unter beiden Strömungsbedingungen vorherrschen
können, tritt bei hängenden Fallfilmen auch ein Abtropfen der Flüssigkeits-
schicht auf, falls ein kritischer Neigungswinkel überschritten wird.
Um die Strömungsbedingungen zu identifizieren bei denen ein Einsetzen
von zirkulierenden Wellen, kapillare Strömungsablösung und Abtropfen ge-
schieht kommen in dieser Dissertation zwei unterschiedliche Modellansätze
zur Anwendung. Ein Modellansatz basiert auf dem integralen Grenzschicht-
modell, der andere auf einer vollaufgelösten direkt numerischen Simulation
(DNS) der Flüssig- und Gasphase. Weiterhin wurden beide Modelansätze
erweitert um den zusätzlichen Effekt einer elektrostatischen Oberflächen-
kraft zu untersuchen, die sich ergibt wenn ein Fallfilm zwischen zwei paral-
lelen Kondensatorplatten herunterläuft. Aus den Gleichungen des integra-
len Grenzschichtmodells folgt, dass die elektrische Oberflächenkraft in einer
ähnlichen Weise auf die Filmströmung wirkt wie die volumetrische Gra-
vitationskraft bei einem hängenden Fallfilm. Zusätzlich zu dem der volu-
metrischen Gravitationsterm ähnelnden Gleichungsterm ergeben sich weite-
re nicht-lineare Anteile, deren Signifikanz mit abnehmendem Plattenabstand
steigt.
Aus den Erkenntnissen der durchgeführten Simulationen wurden unter
Annahme eines halb-parabolischen Geschwindigkeitsprofils innerhalb der
Filmströmung analytische Kriterien für den Beginn der zirkulierenden Wel-
len und der Strömungsablösung entwickelt. Diese Kriterien basieren auf der
Wellengeschwindigkeit, der mittleren Filmdicke und der maximalen bzw.
minimalen Filmdicke. Die getroffene Annahme konnte durch vollaufgelö-
ste Simulationen und Simulationen mit dem integralen Grenzschichtmodell
(zweiter Ordnung) überprüft und validiert werden.
In einem Regimediagramm für homoklinische Lösungen (Wellen mit un-
endlicher lateraler Ausdehnung) wurde gezeigt, dass das Einsetzen von zir-
kulierenden Wellen stark vom Neigungswinkel der Strömung abhängig ist,
jedoch nahezu unabhängig von dissipativen Effekten. Im Gegensatz hierzu
ist das Einsetzten der kapillaren Strömungsablösung stark von dissipati-
ven Effekten beeinflusst. Simulationen von Oberflächenwellen in begrenzten
Gebieten (endliche Wellenlänge) zeigen eine starke Abhängigkeit der kri-
tischen Reynolds-Zahl am Übergang zwischen den Wellenregimen von der
Anregungsfrequenz.
Das Phänomen des gravitationsgetriebenen Abtropfens ist mit einen Druck-
gradienten quer zur Strömungsrichtung (in Wandnormalenrichtung) in Ver-
bindung zu bringen. Ein Kriterium für das Einsetzen vom Abtropfen wur-
de auf Basis einer Kräftebilanz zwischen der Gravitationskraft, welche auf
die Flüssigkeit in der Hauptwelle wirkt, und Oberflächenspannungskräften
entwickelt. Diese Kräftebilanz wird im integralen Grenzschichtmodell durch
die getroffenen Annahmen, sowie der Integration in Wandnormalenrichtung,
nicht berücksichtigt. Eine Evaluierung der Kräfte auf Basis der Simulati-
onsergebnisse zeigt, dass diese Kräftebilanz verletzt ist. Als Konsequenz
ergibt sich, dass das Modell nicht dazu geeignet ist des Abtropfens von
Flüssigkeitsfilmen vorherzusagen. Nichtsdestotrotz zeigen Vergleiche zwi-
schen DNS- und Grenzschichtmodelldaten eine sehr gute Übereinstimmung
der Wellenprofile für hängende Fallfilme bevor der kritische Neigungswinkel
überschritten wird und Abtropfen einsetzt.
Durch Vergleiche von Ergebnissen der DNS und des Grenzschichtmodells
konnte weiterhin gezeigt werden, dass der Einfluss der elektrischen Ober-
flächenkraft sehr gut durch das Grenzschichtmodell beschrieben wird. We-
gen eines nahezu konstanten Drucks innerhalb des senkrecht herablaufenden
Fallfilms in Wandnormalenrichtung unterscheiden sich die physikalischen
Mechanismen beim elektrostatisch-induzierten Abscheren von kleinen Trop-
fen zum gravitationsgetriebenen Abtropfen. Eine Erklärung für das Entste-
hen kleiner Tropfen (spraying) ist durch das nicht-lineare Anwachsen der
elektrostatischen Oberflächenkraft mit der Filmdicke gegeben. Oberhalb ei-
nes kritischen elektrischen Potentials übersteigt die mit zunehmender Film-
dicke anwachsende destabilisierende elektrische Oberflächenkraft die mit zu-
nehmender Krümmung anwachsende stabilisierende Oberflächenspannungs-
kraft. Hieraus folgt ein anhaltendes Wachstum kleiner Oberflächenstörungen
bis hin zum Abscheren von Tropfen und zum Aufreißen der Filmoberfläche.
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Chapter 1.
Introduction
Falling liquid films are thin liquid layers flowing down a rigid vertical or
inclined wall driven by gravity. Owing to various types of instabilities, the
two-phase flow is in general characterized by a wavy topology. In daily life,
this wavy topology is well-known as the root cause for nontransparent wind-
shields when driving through the rain, despite the transparency of water. In
industry falling films are used in various applications such as refrigeration,
cooling of heated mechanical or electronic systems, chemical processing (Hu
et al., 2014), petroleum refineries, desalination (Kouhikamali et al., 2014)
and food processing (Alekseenko et al., 1994; Kalliadasis et al., 2013). They
generally exhibit higher heat and mass transfer rates compared to flows
which are strictly aligned to the rigid wall (Roberts and Chang, 2000). This
increase in heat and mass transfer is caused by the wavy topology, which is
attended by different types of vortices in the liquid (Dietze et al., 2009) and
the gaseous phase (Dietze and Ruyer-Quil, 2013).
The dominant forces in the problem include the gravitational body force,
shear driven viscous forces and surface tension forces due to the phase
boundary. While inertia destabilizes, surface tension and the crosswise
component of gravity stabilize the flow. The main characteristic from the
physical perspective is the boundary layer-type flow in which the scale of
streamwise variations is much larger than the scale of crosswise variations.
Thus, modeling approaches often make use of a streamwise integration of
the governing equations, reducing the problem to a few parameters, e.g. film
thickness and flow rate.
Due to a broad variety of fluids which can exhibit the character of a
falling film, a large parameter range exists in which the different forces can
balance. The viscosity of the fluid can vary in magnitude by approximately
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four orders, while surface tension can range within two orders of magnitude
from liquid nitrogen (8.85mNm at−196 ◦C), to water (71.97mNm at 25 ◦C),
and up to mercury (487mNm at 25 ◦C). As a consequence, a dimensionless
description of the problem at hand is essential.
In the remainder of this section, the general stabilizing and destabilizing
mechanisms of falling liquid films will be described first. In section 1.2, the
general flow field characteristics of falling films which are under investigation
in the present thesis will be introduced. Section 1.3 deals with the effect
of negative gravity and the Rayleigh-Taylor instability, while section 1.4 in-
troduces electrostatic surface forces. Three-dimesional falling films and the
influence of electrostatic forces on them are briefly discussed in section 1.5,
while section 1.6 describes the contents and the structure of this monograph.
1.1. Surface instability of falling films
The surface instability of a falling liquid film can be best explained by an
isothermal flow down a rigid (vertical or inclined) plane. The liquid film is
bounded by a gas which under idealized conditions exerts no shear stress on
the interface. Theoretical studies on the stability of the problem have been
conducted by Benjamin (1957) and Yih (1963) more than fifty years ago,
showing that an inclined film is unstable above a critical Reynolds number
while a vertical film is unstable irrespectively of the Reynolds number. The
basic state of the flow is well-known as the Nusselt film flow with a semi-
parabolic velocity profile. In the following, a short mechanistic explanation
of the long-wave instability will be provided. More detailed information can
be found in the work of Smith (1990) and in the textbook of Kalliadasis
et al. (2013).
Figure 1.1 (left) illustrates a film flow with and without a perturbation
deflecting the surface over a length scale which is much longer than the
thickness of the film hN . If the perturbation is small, the velocity profile
is in a first approximation of semi-parabolic shape with a velocity gradient
of zero at the surface (no shear). Consequently, the volume flow rate which
scales with h3N is maximal at the position of the perturbation’s crest and
minimal at the perturbation’s trough. Considering the inflow and outflow
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Figure 1.1.: Sketch of a thin liquid film flowing down a plate inclined by an angle of
β. The grey shaded area corresponds to the liquid phase bounded by the gaseous
phase on top. Left: Parabolic velocity profiles in the perturbed film flow. Right:
Increasing and decreasing film thickness due to a locally varying flow rate.
of mass in the two control volumes illustrated in Fig. 1.1 (right), the motion
of the perturbation can be explained. For the case that the surface height
decreases in flow direction (CV1), the inflow of liquid exceeds the outflow,
causing an increasing film thickness in time. In the opposite case (CV2), the
outflow is higher than the inflow thereby decreasing the perturbation. As a
consequence, the wave is lifted upwards ahead of the position of maximum
film thickness while the tail of the wave (behind the maximum) is lifted
downwards.
Figure 1.2 shows the linear translation of the wave with a translation
distance of ds. The movement of the liquid particles is indicated by the black
arrows. Due to the crosswise motion of the liquid particles, their deviation
(movement) is smaller than the translation of the wave, explaining why the
perturbation can travel with a velocity that is higher than the maximal
velocity of any particle.
The explanations given above reveal the relation between the speed of
the surface waves and the liquid particles, however they do not explain the
perturbation’s growth and thus the instability of the film flow itself. In
4 1.2 Flow field characteristics of falling liquid films
wave displacement
ds
fluid particle displacement
Figure 1.2.: Linear translation of a perturbed film with a translation distance of
ds. Black arrows indicate the movement of fluid particles, whose displacement is
due to crosswise motion lower than the lateral displacement of the perturbation.
order to explain the growth of the wave crest, the assumption of a fully
developed parabolic velocity profile has to be released. Due to inertia both
the acceleration of fluid particles ahead of the crest and the deceleration
of fluid particles behind the crest is delayed. As a consequence fluid accu-
mulates beneath the wave crest, increasing its height and thus leading to
an unstable film flow. The growth process of the perturbation continues,
causing an increasing surface height and surface curvature. If surface de-
formations are significant, surface tension becomes a stabilizing force, lead-
ing to a saturation of the instability. For inclined falling films, gravity in
crosswise direction stabilizes the flow such that an inclined film is unstable
above a critical Reynolds number. As surface tension is low for long wave
disturbances, there is no force stabilizing the vertical film flow. Thus, this
type of flow is unstable regardless of the Reynolds number. Considering
three-dimensional surface waves, the growth rate of perturbations in the
streamwise direction is larger than the growth rate in the spanwise direc-
tion. The film flow in experimental setups is thus two-dimensional near the
inlet and becomes three-dimensional for longer travelling distances.
1.2. Flow field characteristics of falling liquid films
For low film flow rates flowing down a vertical wall the wave pattern is
characterized by small amplitude waves. The streamlines of those small
amplitude waves are, if drawn in a reference frame moving with the wave
celerity c, roughly aligned to the wave profile (see Fig. 1.3, top). Further,
the highest (interfacial) velocity is found at the wave crest and is lower
than the wave celerity. For higher flow rates, the wave peak height and the
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Figure 1.3.: Streamline plot in the frame of reference moving at the wave speed
c illustrating the characteristics of non-circulating and circulating waves. The
maximum speed of the fluid is denoted umax. The two inserts show the onset of
flow separation and an open vortex in the fixed frame of reference. The black dots
indicate stagnation points.
maximum surface velocity at the wave crest increase. At a critical flow rate,
the maximum surface velocity is equal to the wave celerity which results
in a stagnation point (see Maron et al., 1989), found to be located in the
vicinity of the wave crest.
With a further increase in flow rate, the single stagnation point splits
and the two resulting stagnation points travel down the wave hump on both
sides (see Fig. 1.3, bottom). The region bounded by the two interfacial
stagnation points confines a circulating eddy on the interfacial side. Due
to the circulating eddy, these waves are called circulating waves. At the
interfacial stagnation point located at the front of the wave the fluid motion
is pointed inwards to the wave hump, which can have a significant influence
on the interfacial heat/mass transfer. In Islam (2009) for instance, temper-
ature profiles of a falling liquid film are shown which depict the intrusion
of a hot finger originating at the stagnation point for a Reynolds number
of 50. However, an interpretation of the streamlines in the moving frame
of reference, indicating the circulation at the main hump, may also be mis-
understood as a trapping of fluid particles (Malamataris and Balakotaiah,
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2008). For a different illustration of the fluid motion, Malamataris and Bal-
akotaiah (2008) use path lines of the fluid particles near the main hump.
The path lines reveal an upwards and downwards movement, in which the
streamwise velocity of the fluid particle increases as it moves to the top and
decreases as it moves to the bottom.
The identification of circulating eddies in falling films goes back to the
work of Davies (1960), who observed that injected tracers in a wavy film
flow do not laterally spread. He concluded that streamlines of the flow
must depict a closed recirculation zone. However, their physical explanation
revealed some deficits – for instance the existence of streamlines aligned
with the free surface above the recirculation vortex in the moving frame of
reference. In Portalski (1964) a first physical picture of circulating eddies has
been presented. However, the location of those eddies was found to be in the
waves trough, for which they cannot directly be attributed to the circulating
waves found in the wave hump. One of the first works showing the possible
existence of a stagnation point on the waves back is the physical model of
Brauner and Maron (1983), based on the withdrawal theory. Originally it
was intended to model the substrate thickness which remains after a lump of
liquid flows over the slow moving thin substrate. However, the withdrawal
theory also reveals the existence and the position of a stagnation point
located on the waves back. The ratio between the height of the stagnation
point from withdrawal theory, hb, and the substrate thickness, hs, leads to
a threshold for the occurrence of a stagnation point. This threshold was
found to be hb/hs = 2.72. In a later work, Maron et al. (1989) estimated
this threshold based on numerical simulations finding the transition from
non-circulating to circulating waves located between 2.5 and 3.
In Wasden and Dukler (1989), velocity fields inside solitary waves were
shown. Although those results were iteratively calculated based on exper-
imental film thickness measurements they revealed a clear picture of the
wave dynamics. Full numerical simulations including a deformable surface
of circulating waves have been published in the late 90’s. Miyara (2000) for
instance numerically investigated waves of different frequencies, inclinations,
Reynolds numbers, and Weber numbers using the experimental results of
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Liu and Gollub (1994) as a basis for validation. They found that the size
of the recirculation zone decreases with decreasing Reynolds number and
that the vortex center moves near the wave crest. For film flows on inclined
plates, the amplitude of the main wave hump decreases and the recirculation
zone becomes suppressed (for otherwise constant parameters). In Roberts
and Chang (2000), the recirculation mechanism and the influence of this re-
circulation on mass transfer is shown together with a criterion for the onset
of circulating waves based on a critical wave speed. A detailed comparison
and discussion of their findings will be given in the results section.
In addition to the onset of circulating waves, the onset of flow reversal
and flow separation can be seen as distinct characteristics of the instanta-
neous structure of the flow field in falling films (Malamataris et al., 2002;
Malamataris and Balakotaiah, 2008). The phenomenon of flow separation
is shown in the lower inserts of Fig. 1.3 in the fixed “laboratory” frame
of reference. Flow separation is caused by the gradient in surface curva-
ture resulting in a capillary pressure acting in opposite direction to the flow
and thus reducing the velocity beneath the minima of the capillary ripples
preceding the main hump of a wave.
If the intensity and the time acting of this force is sufficient (starting
beneath the first capillary ripple preceding the main hump of a wave), the
flow beneath the capillary minima can change its direction leading to a back-
flow and consequently to a separation vortex (Dietze et al., 2008, 2009). In
the upper insert of Fig. 1.3, a widening of the streamlines is shown below the
wave trough, illustrating a significantly reduced streamwise velocity. The
right insert shows the case with flow separation and a reverse flow between
the two cross-stream streamlines, which both end in a stagnation point at
the wall.
Besides these flow characteristics discussed above, the transition between
the drag-gravity to drag-inertia regime can be investigated for inclined films.
This transition was identified by Ooshida (1999) based on the tail structure
of solitary waves. The character of the drag-gravity regime is similar to
the Nusselt solution for a flat film, such that wall-frictional drag and grav-
ity are the most dominant effects. In contrast, the drag-inertia regime is
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Figure 1.4.: Definition of positive and negative gravity film flows.
characterized by a steep wave front where gravity, viscous drag and surface
tension balance and a long tail where gravity, viscous drag and inertia play
a significant role (Kalliadasis et al., 2013). The knowledge of this transition
is essentially useful for modelling purpose since Scheid et al. (2005) have
shown that the Benny equation properly describes the falling film dynamics
in the drag-gravity regime, while the WIBL is needed in the drag-inertia
regime.
1.3. Negative gravity
In addition to classical falling liquid films flowing down the top side of
an inclined plate, this monograph discusses films flowing down the bottom
side of an inclined plate as shown in Fig. 1.4 (right plot). This type of
flow is named negative gravity (Oron and Rosenau, 1992), associated with
negative values of the inclination number. In this case, the gravitational
body force destabilizes the film flow. Note that for the positive gravity case,
the crosswise component of gravity is opposite to the coordinate system and
vice-versa for the case of negative gravity.
Compared to studies dealing with vertical or inclined falling films with
positive gravity, only a small number of research studies exist for films flow-
ing down the underside of an inclined plate. In Oron and Rosenau (1992)
the temporal evolution of a film on a horizontal and inclined ceiling is shown.
While for the horizontal case (see also Rayleigh-Taylor instability below) fin-
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Figure 1.5.: Rayleigh-Taylor instability: Flow conditions correspond to Case 1 (as
later introduced in the thesis) with gx = 0 and gy = 40m2/s.
gers with infinite gradients are formed, a tilted ceiling results in a formation
of a high-amplitude travelling wave.
A combined experimental and numerical study on droplet detachment us-
ing a transpirative wall was conducted by Abdelall et al. (2006). Different
injection rates were investigated for a horizontal and an inclined surface
(with an inclination angle of 2.5◦). The main findings of their study include
that droplets detaching from horizontal surfaces have larger equivalent di-
ameter than those pinching off from an inclined plane. As a consequence,
the mean liquid film thickness is smaller for the inclined plane than the one
for a horizontal plane. However, the authors did not question whether the
formation of droplet detachment can be suppressed by an inclined surface.
Rayleigh-Taylor instability
The limiting case of a falling film where the gravitational component in
flow direction vanishes, corresponds to the standard case of the Rayleigh-
Taylor instability with a denser fluid resting initially on top of a less dense
fluid. The entire system is described by a balance between gravitational
and surface tension forces. While the gravitational force acts destabilizing,
surface tension stabilizes (see Fig. 1.5a). For an infinite domain, the flow
configuration is unstable with repect to infinitesimal disturbances as shown
in the classical paper of Rayleigh (1883). A comprehensive description of the
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instability is given in the textbook of Chandrasekhar (1961). The instability
occurs in many industrial and natural processes, including coating flows with
paint or photographic material or the boiling process of liquids (Frenkel and
Halpern, 2000). In the case of a finite domain, a critical wavelength exists
below which the flow configuration is stable. According to the linear stability
analysis, this wavelength is given by
λc,R−T = 2π
(
σ
(ρl − ρv)g
)1/2
, (1.1)
where σ is the surface tension, ρl is the liquid density, ρg is the gas density,
and g is the gravity acceleration. For the stagnant flow configuration of the
Rayleigh-Taylor instability, the longwave perturbations of small amplitudes
grow exponentially in the beginning before non-linear effects become impor-
tant. Due to the absence of any saturation, the perturbations increase up
to a break up (rupture or dripping) of the film.
Saturation of the Rayleigh-Taylor instability and consequently a suppres-
sion of dripping can be achieved in different ways, such as applying oscilla-
tions (Wolf, 1970), an electric field, or temperature gradients (Bezdenezh-
nykh et al., 1986; Kopbosynov and Pukhnachev, 1986; Deissler and Oron,
1992). In close relation to falling films, Babchin et al. (1983) have demon-
strated that an advective flow in horizontal direction (due to a moving plate
at a constant velocity) can result in saturation. This saturation is a re-
sult of a non-linear flow-induced and surface-tension-assisted mechanism.
Due to the importance of their findings for the case of falling films, they
will be summarized briefly. Figure 1.6 illustrates the flow configuration
of two incompressible liquids with equal viscosities. The thickness of the
lower fluid layer (film) is assumed to be much thinner than the upper liquid
layer, whereas the liquid is denser than the film. The upper plate moves in
x-direction at constant velocity Uu and the bottom plate moves in the neg-
ative x-direction at a velocity Ub, such that the fluid layer at the interface is
at rest. The time-dependent profile of the surface deformation is described
by the variable η(t,x).
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Figure 1.6.: Configuration of the Rayleigh-Taylor instability in a Couette-type flow.
The dashed-dotted line represents the undisturbed interface, the dashed line shows
a sinusoidal deformation and the dotted line illustrates the interface deformed due
to advection.
Assuming a symmetric (sinusoidal) deformation, as illustrated by the
dashed line in Fig. 1.6, each point of the interface moves in horizontal
direction with the velocity proportional to the elevation η. This symmetric
deformation is not sustained since positive deformations (η > 0) move in
x-direction while negative deformations (η < 0) move in the opposite di-
rection. As a result the deformation (wave) profile steepens increasing the
curvature of the surface (dotted line in Fig. 1.6). An eventual breakup is
prevented because of surface tension, which becomes important when the
steepening process has advanced sufficiently. Surface tension reduces ex-
cessive elevations of the interface. The balance of the three mechanisms:
destabilizing gravity, flow-induced steepening of the surface profile, and sta-
bilizing surface tension results in a saturated and stable interface of finite
amplitude oscillation.
Other mechanisms for the stabilization of the Rayleigh-Taylor instabil-
ity are oscillations in vertical (Wolf, 1970) and horizontal (Talib and Juel,
2007) direction, which have been investigated in many studies. Halpern
and Frenkel (2001) found a non-linear saturation due to horizontal oscil-
lations of the upper plate by using a weakly non-linear evolution equation
for the disturbances. Consequently, the Rayleigh-Taylor instability fails to
rupture the film in a certain window of frequencies and amplitudes. For
small frequencies, the authors found stabilization, however, with a chaotic
and non-periodic surface topology. In contrast to this, higher frequencies
result in a time-periodic solution with only one single, but fast moving,
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wave inside the given domain. For a two-phase flow which is bounded by
vertically oscillating walls, Blyth (2007) found that the mechanism of the
Rayleigh-Taylor instability is intensified by these oscillations.
In Rohlfs et al. (2014), the saturation of the Plateau-Rayleigh instability
(a liquid film on a cylinder) by harmonic oscillatory motions was investigated
by way of direct numerical simulations. The main stabilizing mechanism was
found to be the replenishing flow in the thin film region. Due to dominating
viscous forces in this region, the flow is directly coupled to the acceleration of
the cylinder. In contrast, the region of high film thickness (droplet region) is
dominated by inertia forces for which the fluid motion is phase-shifted with
respect to the motion of the cylinder. This phase shift of the flow in the two
regions supports the replenishing mechanism while suppressing depletion,
hence finally stabilizing the film flow. This replenishing mechanism can also
be expected to be the stabilizing effect of oscillatory motions in the case of
the Rayleigh-Taylor problem.
1.4. Falling films in the presence of electrostatic forces
The enhancement of heat transfer due to the application of electric fields,
also known as electro-hydrodynamically (EHD) enhanced heat transfer, has
been under investigation for the past 70 years. The idea has been applied
to different single-phase and multiphase technical processes, also involv-
ing phase-change (see Laohalertdecha et al. (2007); Allen and Karayiannis
(1995); Eames and Sabir (1997) for reviews). The desired heat transfer en-
hancing effect of the applied electric field results from a complex interaction
between the fluid and the electric field increasing the heat transfer area
and/or convective transport.
Yamashita and Yabe (1997) showed up to a six-fold enhancement of heat
transfer, using an applied electric field in the case of falling film evaporation,
whereas Darabi et al. (2000) recorded up to a fourfold enhancement. In these
works different effects such as wave intensification, spraying and plugging
were observed optically. In Griffing et al. (2006), falling liquid films of low
Reynolds number (Re < 0.25) under the influence of a strong electrostatic
field were investigated. Due to the low Reynolds number, the flow remained
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quasi-stationary allowing for the measurements of steady-state wave height
profiles by the fluorescence imaging method. The experiments showed a
small increase in film thickness of about 0.5 percent at the end the electric
field section and a comparable decrease at the onset of the electric field
section. Additionally, the steady state profiles agreed well with lubrication
theory for large distances between electrode and fluid.
Recently, Tsvelodub and Samatov (2010) derived a long-wave model for
the evolution of two-dimensional surface waves under the influence of an
alternating electric field. Due to the limitations of long-wave theory, the
model is only suitable for low Reynolds number flows (Re < 1). However,
insights into modes of instability of disturbances were gained. The authors
showed, that the electric field moves the border of stability, allowing wave
regimes to occur which are not present in case of a freely down-flowing film.
The physical basis for the electrically influenced wave topology is explained
through the electro-hydrodynamic volume force, fe, generated by an electric
field and given by (see Landau and Lifshitz, 1975; Griffiths, 2006)
fe = − ϵ02 E
2∇ϵ, (1.2)
where E is the electric field, i.e. the gradient of the electric potential ψ
given by E = −∇ψ and ϵ denotes the relative permittivity of the fluid and
ϵ0 = 8.85 · 10−12 C/Vm the permittivity of vacuum. Assuming a constant
dielectric permittivity in each phase, the electric force is zero everywhere
except at the phase boundary where a discontinuity of this quantity occurs.
Therefore, this force can be rewritten as a surface force (see Tomar et al.,
2007)
fs =
ϵ0
2
[
ϵg
(
E2g,n − E2g,t
)
− ϵl
(
E2l,n − E2l,t
)]
. (1.3)
Here, the index l indicates the liquid and g the gaseous phase. The interfacial
coupling conditions for the electric field strength is:
ϵgE
2
g,n = ϵlE2l,n
Eg,t = El,t
(1.4)
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In the considered case of a falling liquid film ϵl > ϵg, the interfacial electric
force fs points from the liquid to the gaseous phase. The magnitude of the
force is mainly influenced by the local electric field, which is described by the
Laplace equation and depends on the film thickness distribution. Figure 1.7
0.5 0.75 1 1.25 1.5 1.75
1
2
3
4
5
6
7
8
Film thickness h (mm)
E
le
ct
ri
ca
lly
 i
n
d
u
ce
d
 i
n
te
r-
 
 f
ac
ia
l 
n
or
m
al
 s
tr
es
s 
(P
a)
 
 
ψ = 3.0 kV
ψ = 4.5 kV
Figure 1.7.: Electrostatically induced interfacial normal stress as a function of film
thickness δ for ϵg = 1, ϵl = 2.67 and H¯ = 4mm.
illustrates the dependence of the resulting electrostatically-induced normal
interfacial stress on the film thickness. The corresponding graph leads to the
conclusion that the electrical field must increase the amplitude of interfacial
waves, as the electrostatic interfacial force (which acts from the liquid toward
the gaseous phase) is larger in the wave crests (large film thickness) than
in the wave troughs (small film thickness). This observation agrees with
the investigation of the instability of flat horizontal gas-liquid interfaces
subjected to gravity and static electric fields, which have been presented
by Di Marco and Grassi (1994), showing that the electric field tends to
destabilize the interface.
1.5. Three-dimensional falling films
Falling liquid films in general are of three-dimensional character. Although
streamwise disturbances are subject to a higher growth rate than span-
wise disturbances, the latter cannot be suppressed causing a fully three-
dimensional flow field in nature and in technical applications. Although the
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present study is limited to two-dimensional waves, a brief introduction in
the investigation of three-dimensional film flows will be given below.
Investigations of naturally developing three-dimensional surface waves
have been carried out by Alekseenko et al. (1994); Tailby and Portalski
(1962), showing images of the naturally developing film surface. Adomeit
and Renz (2000) conducted measurements of the velocity distribution by
particle image velocimetry and film thickness by a fluorescence technique
gaining detailed information on the transient conditions within the three-
dimensional wavy flow. A very clear picture of three-dimensional surface
waves, excited in stream- and spanwise direction, is provided by Liu et al.
(1994) as well as by Park and Nosoko (2003), who have studied the wave pat-
terns by shadowgraphy. Alekseenko et al. (2005) presented an experimen-
tal study of three-dimensional waves evolving from a localized disturbance.
Falling liquid films at low Reynolds numbers Re < 4.7 were investigated
using a Laser Induced Fluorescence (LIF) method for film thickness mea-
surements in stream- and spanwise direction. Results show a highly irregular
three-dimensional interface topology sufficiently far downstream of the in-
let. One of the main findings of the photographs are horseshoe-shaped wave
crests (horseshoe waves) preceded by capillary waves. In a recent study,
Alekseenko et al. (2011) investigated the flow pattern of three-dimensional
annular gas-liquid flows, showing the occurrence of circumferentially non-
uniform waves at high liquid Reynolds numbers. It was found that non-
uniformities affect the generation of ripple waves by the disturbance waves.
In Dietze et al. (2014), regular three-dimensional surface waves were
numerically investigated. Using fully resolved numerical simulations and
the integral boundary layer method (Scheid et al., 2006), large-amplitude
horseshoe-like structures with preceding capillary ripples have been stud-
ied. Periodic and symmetry boundary conditions were applied to examine
published experimental flow conditions ranging from Re = 6 and Ka = 18
(silicon oil), to Re = 15 and Ka = 509 (DMSO-water) and up to Re = 60
and Ka = 3923 (water), which corresponds to the flow conditions given in
Rohlfs et al. (2012b), Dietze et al. (2009) and Park and Nosoko (2003). For
all flow conditions investigated, the streamwise and spanwise perturbations
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imposed initially increase in their size. The spanwise perturbation is found
to distort the wave in a leading and a trailing hump. Due to different wave
speeds, the streamwise separation between the leading and trailing hump
increases in time. Furthermore, the local Reynolds number within the large
wave hump is found to be up to five times larger compared to its mean
value. Thus, the flow dynamics inside the wave hump are dominated by
inertia, whereas the dominating forces in the low film thickness region are
the viscous and capillary forces.
1.5.1. Three-dimensional films influenced by electric fields
Experimental data showing the effect of an electric field on three-dimensional
falling liquid films were presented in Rohlfs et al. (2012b). Using stream-
wise and spanwise excitation (by an upstream load speaker and equidis-
tantly spaced needles) regular three-dimensional waves of defined spanwise
wavelength and streamwise frequency were forced. Film thickness mea-
surements of two selected flow conditions (e.g., Re = 5, f = 18Hz and
Re = 5, f = 14Hz) were shown with detailed measurements of the com-
plex three-dimensional wave pattern. Due to the streamwise and spanwise
periodicity of the investigated falling liquid films their three-dimensional in-
terfacial topology could be reconstructed by successive temporally resolved
film thickness measurements at different spanwise positions. Measurements
were conducted with a confocal chromatic imaging (CCI) technique.
For the flow conditions examined, the wave topology (see Fig. 1.8) is
characterized by successive equally spaced wave fronts displaying distor-
tions which consist of preceding (strongly curved, horseshoe-like) and trail-
ing (more or less straight) segments. Thereby, successive wave fronts are
aligned, which means that successive horseshoe structures (corresponding
to the position of the needles employed for wave excitation) pass at the
same spanwise position. Without an electric field, two successive wave fronts
remain separated. Consequently, the time-averaged wave celerity in the pre-
ceding and trailing segments is equal. However, an oscillatory behavior of
the distance between the two segments as shown in Dietze et al. (2014) is
possible but cannot be concluded from the experimental results. An ap-
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Figure 1.8.: Reconstructed three-dimensional plot from the surface waves
(Re = 5, f = 18Hz). Contours are shown for 900µm and 1200µm. Source: Rohlfs
et al. (2012b).
plied electric field causes an increase in maximum film thickness and thus
an increasing wave celerity. For the high frequency case with f = 18Hz, the
preceding segment was found to accelerate more than the trailing segment.
As a consequence, the entire wave front ruptures and the preceding segment
runs into the preceding wave front. The lower frequency case is character-
ized by a more solitary-like wave structure which stabilizes the wave front.
For this case, a separation of the two wave segments was not observed (see
Fig. 1.9).
If the applied electric potential exceeds a critical value, the fluid or drops
from the fluid were seen to touch and contaminate the transparent capacitor
plate. This effect is associated to electrostatically induced spraying, which
will be discussed in the results chapter of the present thesis.
1.6. Contents and structure of this monograph
The remainder of this thesis is structured as follows. Chapter 2 introduces
the reader to the required theoretical background on falling liquid films and
the influence of electrostatic forces in dielectric media. This knowledge is
required in order to understand the subsequent modeling approaches and re-
sults. The third chapter gives a short description of the “Weighted integral
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(a) ψ = 0kV (b) ψ = 3kV
Figure 1.9.: Reconstructed three-dimensional plot from the surface waves
(Re = 5, f = 14Hz). Contours are shown for 900µm and 1200µm. Source: Rohlfs
et al. (2012b).
boundary layer model” and the adoptions made in order to account for the
effect of the electrostatic surface force. Furthermore, criteria for different
phase transitions (onset of circulating waves and onset of flow reversal) are
given and the physical mechanisms of dripping and spraying are explained.
In chapter 4, the numerical methodology of the fully resolved numerical
simulations is described including the volume of fluid and continuum sur-
face force approach for considering the two-phase character of the flow. A
detailed explanation and validation of the implemented electrostatic surface
force is given. The results chapter is divided into three main sections. The
first section provides a comparison between experimental data, fully resolved
numerical simulations and the WIBL model, validating the two methods. In
the second part, the different wave characteristics are shown by a stepwise
change of the characteristic numbers. Beginning with the flat film solution
for a sufficiently high stabilizing gravitational force, the inclination number
is decreased up to the onset of dripping. In a similar procedure, the elec-
trostatic surface force is varied up to the onset of spraying. In the third
part of the results chapter, phase diagrams are presented for the homoclinic
orbit and in the limited cycle. Finally, chapter 6 concludes the results of
this thesis.
Chapter 2.
Theoretical background
2.1. Falling liquid films
The following section presents a comprehensive introduction in the govern-
ing equations, boundary conditions, dimensionless numbers and scalings,
required for understanding the subsequent investigation and modelling of
films influenced by gravitational and electrostatic forces. For further details
and for the case of heated falling films, the reader is referred to the text-
book of Kalliadasis et al. (2013). In this thesis, the nomenclature used in
the aforementioned textbook is adopted.
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Figure 2.1.: Definition of the coordinate system, normal vector n, and tangential
unit vectors τ1,2. h(x,z,t) defines the position of the free surface.
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2.1.1. Governing equations and boundary conditions
The evolution of a viscous thin film flowing down an inclined plate with
an angle β is illustrated in Fig. 2.1. With this definition, the angle for a
horizontal and a vertical plate is β = 0 and β = π/2, respectively. While
for angles of 0 < β < π/2 the film flows on top of an inclined plate, angles
above β = π/2 result in a film flow flowing down the bottom side of an
inclined plate, which will be referred to as negative gravity. The gravitational
acceleration in streamwise direction is g · sin β, acting as a driving force of
the flow. The component of gravitational acceleration in normal direction to
the wall, g · cosβ, stabilizes the film flow for 0 < β < π/2 and thus reduces
the waviness. Contrary, an angle of β > π/2 leads to a destabilization,
further enhancing the waviness of the film flow.
The film is exposed to an ambient atmosphere, whose influence on the
liquid is assumed to be negligible. This assumption is valid if the dynamic
viscosity of the ambient is low and if no significant mechanical influence (for
instance due to a strong counter current flow) exists.
For a mathematical description of two- and three-dimensional falling films,
a Cartesian coordinate system (x,y,z) is introduced, denoting the stream-
wise, crosswise and spanwise coordinates, respectively. The position of the
plate is fixed at y = 0. Contrary to this, the position of the interface, h, is
a function of space and time, e.g. h = (x,z,t). A number of simplifications
or hypotheses are necessary for a mathematical description, which includes
besides others (see Kalliadasis et al., 2013) a constant liquid density and a
Newtonian fluid with a linear stress-strain relation. With these hypotheses,
the governing equations for mass and momentum (Navier-Stokes) read in
generic notation1:
∇ · v = 0, (2.1)
Dv
Dt
= −∇p
ρ
+ ν∇2v+ F, (2.2)
1In the generic notation, scalar values are denoted by lightface italics, vectors by small
letters in boldface and tensors by capital letters in boldface.
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where D/Dt denotes the substantial derivative ∂t + v · ∇. The vector of
the velocity field comprises the three components, u, v, and w, which refer
to the streamwise, crosswise and spanwise velocity, respectively. The fluid
properties are the density ρ and the viscosity ν. The total pressure p of the
fluid includes both, the dynamic and hydrostatic contribution. The tensor
F denotes a body force, which can either result from gravitational accel-
eration (Fg = (g sin β,−g cosβ, 0)), from a magnetic field (see for instance
Tsvelodub et al., 2013) or from an electrostatic force Fel. Due to the focus
of this thesis on the influence of electrostatic forces, this force is described
in depth in section 2.2.
The two governing equations for the fluid motion (2.1) and (2.2) are sub-
ject to boundary conditions in the crosswise direction at the plate, y = 0,
and at the free surface, y = h(x,z,t). Additionally, boundary conditions in
streamwise and spanwise direction are required. Because different types of
boundary conditions can be applied here (inlet/outlet, symmetry, or period-
icity), they and their influences are discussed in the modeling section 3.1.3
and later in the results.
At the plate (y = 0), the no-slip and no-penetration boundary condition
yields
v = 0. (2.3)
At the free surface, a kinematic boundary condition and a dynamic
boundary condition exists.
The kinematic boundary condition couples the temporal change of the free
surface position (film thickness, h(x,z,t)) to the normal component of the
velocity on the free surface:
v = ∂th+ v · ∇h. (2.4)
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The dynamic boundary condition accounts for the balance of normal and
tangential stresses at the free surface.
(p∞ − p)n+
Deviatoric stress tensor,TD︷ ︸︸ ︷(
2µ 12
(
∇v+ (∇v)t
)︸ ︷︷ ︸
Rate of strain
)
·n = 2σK(h)n, (2.5)
where p∞ is the ambient pressure in the gaseous phase, n the normal vector
pointing into the surrounding gas, and σ the surface tension. Note that a
constant surface tension is assumed throughout this thesis, such that the
surface gradient of the surface tension ∇sσ equals zero. The term K(h)
denotes the mean curvature of the surface, defined by the two principal
curvatures in the three-dimensional case and hence:
K(h) = 12
∂xxh
[
1 + (∂zh)2
]
+ ∂zzh
[
1 + (∂xh)2
]
− 2∂xh∂zh∂xzh
[1 + (∂xh)2 + (∂zh)2]3/2
. (2.6)
From eq. (2.5), the normal and tangential stress balances are given by
(p∞ − p) +
((
2µ12
(
∇v+ (∇v)t
) )
· n
)
· n = 2σK(h), (2.7)
and ((
2µ12
(
∇v+ (∇v)t
) )
· n
)
· τi = 0, (2.8)
respectively. Therein, τi denotse the two unit vectors in tangential direction
to the surface defined as:
τ1 =
1
τ1
(1,∂xh,0) and τ2 =
1
τ2
(0,∂zh,1) , (2.9)
With the normalization τ1 = (1 + (∂xh)2)1/2 and τ2 = (1 + (∂zh)2)1/2.
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2.1.2. Dimensionless equations, numbers and scalings
The dimensional equations (2.1) and (2.2) with the kinematic and dynamic
boundary conditions (eq. 2.4, 2.7 and 2.8) describe the isothermal three-
dimensional film flow on a vertical or inclined plate. The system has a trivial
solution of a plane-parallel flow with a thickness of h = h¯N .
u(y) = g sin β2ν y
(
2h¯N − y
)
, (2.10)
v(y) = w(y) = 0, (2.11)
p(y) = p∞ + ρg cosβ
(
h¯N − y
)
. (2.12)
The solution of a semi-parabolic velocity profile was first obtained by Nus-
selt (1916) and is often referred to as the “Nusselt flat film solution” and
indicated by the subscript N .
The dimensional Nusselt film thickness, h¯N , can be used to nondimension-
alize the governing equations and boundary conditions. The following table
provides the Nusselt-scaling for the length, time, velocity, and pressure:
dimensional = scale · dimensionless
length scale for x¯,y¯,z¯,h¯ = h¯N · x,y,z,h
time scale for t¯ = tν lν
h¯N
· t
velocity scale for u¯,v¯,w¯ = h¯
2
N
tν lν
· u,v,w
pressure scale for p¯ = lν h¯N
t2ν
· p
Therein, the viscous-length scale and the viscous-time scale are based on
the streamwise component of the gravitational acceleration and the kine-
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matic viscosity:
lν =
(
ν2
g sin β
)1/3
and tν =
(
ν
(g sin β)2
)1/3
. (2.13)
With these dimensionless variables, the equations for mass and momen-
tum can be written in dimensionless form, which here for simplicity are only
presented for the two-dimensional case. Note that beyond this point of the
thesis, dimensional quantities of length (x,y,z,h), time (t), velocity (u,v,w),
and pressure (p) are labeled with a bar.2
∂xu+ ∂yv = 0, (2.14)
3Re (∂tu+ u∂xu+ v∂yu) = −∂xp+ ∂xxu+ ∂yyu+ fx, (2.15)
3Re (∂tv + u∂xv + v∂yv) = −∂yp+ ∂xxv + ∂yyv + fy, (2.16)
where Re denotes the Reynolds number. The source terms, fx and fy,
become for the case of an inclined falling film fx = 1 and fy = −Ct, whereby
Ct is the inclination number. Note that additional volume forces, e.g. due
to magnetic or electric fields, will affect the expressions for fx and fy.
The four boundary conditions (2.3, 2.4, 2.7, and 2.8) in the dimensionless
form read
u = v = 0, (2.17)
v = ∂th+ u∂xh, (2.18)
2If the reader is interested in the equations for the three-dimensional case, I refer to eq.
2.17-2.20, 2.22, and 2.24-2.27 in Kalliadasis et al. (2013).
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p = 2
n2
[
(∂xh)2∂xu− ∂xh (∂yu+ ∂xv) + ∂yv
]
− 1
n3
We∂xxh, (2.19)
0 = 1
n
[
2∂xh (∂yv − ∂xu) +
(
1− (∂xh)2
)
(∂yu+ ∂xv)
]
, (2.20)
where We denotes the Weber number.
With the three dimensionless parameters, e.g. the Reynolds number, the
inclination number, and the Weber number, the flow conditions of isother-
mal films can be described. Therein, the Reynolds number,
Re = u¯N h¯N
ν
= q¯N
ν
= g sin βh¯
3
N
3ν2 , (2.21)
scales inertia to viscous forces. The Weber number,
We = σ
ρgh¯2N sin β
, (2.22)
scales surface tension pressure to the viscous normal stress induced by grav-
ity, and finally the inclination number,
Ct = cotβ, (2.23)
scales the cross-stream and streamwise component of the gravitational force.
Another often used and well-known dimensionless number is the Kapitza
number
Γ = Weh2N (2.24)
which scales the surface tension force to the inertial force. In this equation,
hN is the dimensionless Nusselt film thickness based on the viscous length
scale.
hN =
h¯N
lν
= (3Re)1/3 (2.25)
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A different set of scaling parameters accounts for the balance of grav-
ity and viscous drag with surface tension, which is significant for large-
amplitude waves (Kalliadasis et al., 2013). This scaling was first identified
by Shkadov (1977) and thus named Shkadov-Scaling. It has later ex-
tensively been used by Kalliadasis, Ruyer-Quil, and Scheid in the weighted
integral boundary layer models (e.g. Scheid et al., 2006, 2008; Chakraborty
et al., 2014).
In this scaling, the streamwise coordinate is compressed by the scaling
parameter κ, which is equal to the cubic root of the Weber number, i.e.
κ = We1/3. With this parameter the streamwise coordinate, the time, and
the crosswise velocity are rescaled:
x→ κx, t→ κt, v → v/κ (2.26)
As a consequence from this scaling, the following dimensionless numbers
arise:
δ = (3Re)
11/9
Γ1/3 , ζ =
Ct(3Re)2/9
Γ1/3 and η =
(3Re)4/9
Γ2/3 , (2.27)
where δ is the reduced Reynolds number, ζ is the reduced inclination number,
and η is the viscous dissipation number. An advantage of this scaling is
that it combines all second-order viscous and (in the non-isothermal case)
thermal effects in the boundary layer equations in the parameter η. For a
vertical wall (ζ = 0) and neglecting the viscous dispersion effects (η = 0),
the Shkadov scaling results in a single parameter δ, describing all effects
of small- or large-amplitude solitary waves (Kalliadasis et al., 2013). The
Shkadov scaling is also beneficial for considering the effect of electrostatic
surface forces as shown later in section 3.1.4.
A comprehensive description of the conversion between Nusselt and Shka-
dov scaling is provided in tables 2.1 and 2.2.
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Table 2.1.: Conversion to Nusselt scaling
Nusselt scaling Dimensional Shkadov scaling
Reynolds number: Re = gxh¯
3
N
3ν2 =
δ
3η1/2
Kapitza number: Γ = σ
ρg
1/3
x ν
4/3 =
δ2/3
η11/6
Inclination number: Ct = gx
gy
= cotβ = ζ
η1/2
Electric Bond number: Bel = ϵ0V
2
0
2ρg sin βh¯3
N
= χ
η1/2
Nusselt film thickness: hN = h¯N g
1/3
x
ν2/3
= hN
Wavenumber: kN = 2πh¯Nλx = kx/κ
Frequency: fN = f¯ νgxh¯N = f/κ
Table 2.2.: Conversion to Shkadov scaling
Shkadov scaling Nusselt scaling
Reduced Reynolds number: δ = (3Re)
11/9
Γ1/3
Reduced inclination number: ζ = Ct(3Re)
2/9
Γ1/3
Viscous dispersion number: η = (3Re)
4/9
Γ2/3
Reduced electric Bond number: χ = Bel(3Re)
2/9
Γ1/3
Wavenumber: k = kNΓ
1/3
(3Re)2/9
Frequency: f = fNΓ
1/3
(3Re)2/9
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2.1.3. Boundary layer approximation
Boundary layer flows are according to the boundary layer theory of Prandtl
(1905) are characterized by strong viscous diffusion in crosswise direction
which is balanced by inertia and the pressure gradient in streamwise direc-
tion. This force balance results in self-similar velocity profiles, also known as
Blasius profiles (Blasius, 1908). Film flows, as they are investigated in the
present study, are strictly speaking not boundary layer flows (Kalliadasis
et al., 2013). Contrary to boundary layer flows, where the pressure gradi-
ent is imposed by the main (inviscid) flow, falling films are driven by self-
induced pressure gradients caused by variations of the interfacial pressure,
which themselves are induced by changes in the surface curvature. Fur-
ther contributions to the pressure gradient are caused by the gravitational
component in streamwise direction, and in the present study, by additional
electrostatic surface forces.
In order to obtain the boundary layer approximation for the case of falling
films, the ordering parameter ϵ is introduced, which scales the strong gra-
dients in crosswise direction to the weak gradients in streamwise direction,
(∂t, ∂x)→ ϵ(∂t, ∂x) and (∂xx)→ ϵ2(∂xx). (2.28)
Applying these transformations to the continuity equation (2.14) yields
ϵ∂xu+ ∂yv = 0. (2.29)
As a consequence, the velocity v, which is the velocity component in
normal direction to the wall, is of the order ϵ. Thus, the additional trans-
formation v → ϵv can be applied to the conservation equations such that
the continuity equation becomes
∂xu+ ∂yv = 0, (2.30)
and the equation for streamwise and spanwise momentum read
3ϵRe (∂tu+ u∂xu+ v∂yu) = −ϵ∂xp+ ϵ2∂xxu+ ∂yyu+ fx, (2.31)
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3ϵ2Re (∂tv + u∂xv + v∂yv) = −∂yp+ ϵ∂yyv + fy, (2.32)
respectively. All terms of order ϵ3 and higher have been neglected. The
transformation of the boundary conditions (2.17-2.20) yields
u = v = 0, (2.33)
v = ∂th+ u∂xh, (2.34)
p = 2ϵ (∂yv − ∂xh∂yu)− ϵ2We∂xxh, (2.35)
and
∂yu = ϵ2 (4∂xh∂xu− ∂xv) . (2.36)
From the dynamic boundary condition in steamwise direction (2.36) it fol-
lows that the velocity gradient ∂yu at the surface is of the order ϵ. Thus,
the dynamic boundary in normal direction (2.35) can be evaluated at the
surface leading to
p|h = 2ϵ∂y v|h − ϵ2We∂xxh+O(ϵ2) (2.37)
Note that all terms of the order ϵ2 except of the surface tension effects have
been truncated. With the assumption ϵ2We = O(1), the influence of surface
tension remains.
An integration of the crosswise momentum equation (2.32) across the
film with the surface boundary condition (2.37) and the wall-side boundary
condition (2.33) results in
p = fy(y − h)− ϵ2We∂xxh+ ϵ
(
∂yv + ∂y v|h
)
+O(ϵ2) (2.38)
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The explicit formulation of the pressure inside the liquid film can be used to
eliminate the pressure term in the streamwise momentum equation (2.31)
3ϵRe
(
∂tu+ ∂x(u2) + ∂y(uv)
)
= 1 + ∂yyu+ ϵfy∂xh
+ ϵ2
[
2∂xxu− ∂x(∂y v|h
]
+ ϵ3We∂xxxh.
(2.39)
The conservation equation for the streamwise momentum (2.39) and mass
(2.30) together with the wall-side boundary condition (2.33) and the free-
surface boundary conditions, e.g. the kinematic boundary condition (2.34)
and the dynamic boundary conditions (2.35)-(2.36), form the second-order
boundary layer equations for two-dimensional and isothermal falling liquid
films. In these equations, terms of O(3) have been neglected. To obtain
the first-order boundary layer equations, terms of O(2) in the second-order
equations have to be neglected.
Up to now, the influence of electrostatic surface forces has not been in-
cluded in the derivation of the boundary layer equations. However, one
crucial step in the derivation of the boundary layer equations should be
emphasized as it has significant impact on the later consideration of the
electrostatic surface force. This step concerns the transformation of the
volume force fy, which is present in form of a volume force in eq. (2.32)
but changes to a pressure-like contribution due to the integration (2.38).
Consequently, the gravitational force in wall-normal direction and the sur-
face tension force enter the boundary layer equations in the same manner
through the pressure gradient in streamwise direction ∂xp. They obviously
differ in their dependency on film thickness. While the gravitational force
is linearly dependent on h, the surface tension force scales with hxx. Note
that the thermocapillary (Marangoni) forces additionally affect the dynamic
boundary conditions, see Kalliadasis et al. (2013).
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2.2. Electrostatic forces on dielectric media
Electrostatic forces arise if conducting or isolating materials such as glass
or wood are placed in electric fields. Those electric fields can either be
generated by charged particles or by time-varying magnetic fields (Griffiths,
2006; Landau and Lifshitz, 1975). With the assumption that the time-scale
of fluid motion is much larger than the time scale of electrodynamic effects,
a time-varying magnetic field and its influence can be excluded. Thus,
electric fields are assumed to be only generated by charged particles e.g.
the capacitor plates on top and below the falling film.
Differences in local charge density cause an electric potential, ψ, which
is a scalar field. If this potential field is static in time, the electric field
intensity, E, equals the negative gradient of the electric potential
E = −∇ψ. (2.40)
The electric intensity is an irrotational force field, i.e. a three-dimensional
vector field
∇×E = 0. (2.41)
2.2.1. Dielectric liquids
A dielectric is an electrically isolating material, due to the absence of free
charges. Contrary to conducting materials, the electrons are attached to
the atoms or molecules and can only be slightly displaced by an applied
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Figure 2.2.: Polarization of a dielectric.
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electric field (either due to stretching or rotation), leading to a polarization
of the material. The intensity of the polarization scales with the electric
susceptibility ξel, a material constant which relates the dielectric polarization
density P to the electric field intensity E such that
P = ϵ0ξelE, (2.42)
where ϵ0 = 8.85 ·10−12C2/Nm2 is the electric permittivity of vacuum. This
linear relation is valid for many substances, providing E is not too strong
(Griffiths, 2006).
A more commonly used material property is the relative electric permittiv-
ity, defined as ϵr = ξel + 1. With the relative electric permittivity, the elec-
tric displacement, D, accounting for the effects of bounded charges within
materials, yields
D = ϵ0E+P = ϵrϵ0E. (2.43)
In standard SI units, the electric displacement is measured in Coulombs per
square meter (C/m2). Typical values for the dielectric constant are listed
in Tab. 4.1. In the absence of free charges (inside a dielectric), the Gauss
law can be written as
∇ ·D = 0, (2.44)
stating that the electric displacement is a divergence-free vector field.
Material Relative dielectric constant
Vacuum 1 (by definition)
Air 1.00058986
Water at 20◦C 80.1
Silicon oil (DMS T12) 2.67
Dimethyl sulfoxide (DMSO) 46.2
Acrylic glass 3.2
Table 2.3.: Dielectric constant (relative permittivity) of selected materials. Source:
Griffiths (2006); Markarian and Gabrielyan (2009) for DMSO; property sheet
Gelest, Inc. for silicon oil.
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The result of the interaction between an electric field and the polarization
field of the molecules can be obtained by solving for the electric displacement
vector and combining eqn. (2.40), (2.43) and (2.44)
∇ · (ϵrϵ0∇ψ) = 0 (2.45)
This second-order partial differential equation reduces to a Laplace equa-
tion (∇2ψ = 0) if the dielectric permittivity is homogenous throughout the
domain.
2.2.2. Electrostatic surface force in dielectric liquids
The stresses induced by an electric field in a dielectric medium are prescribed
by the Maxwell stress tensor,
Tel = ϵrϵ0
(
EE− 12E
2I
)
, (2.46)
where I is the identity tensor. The divergence of the Maxwell stress tensor
yields to a volume force fvel representation
fvel = ∇ ·Tel = −12 ϵ0E
2∇ϵr (2.47)
for the case of dielectric fluids (see also Griffiths, 2006; Landau and Lifshitz,
1975). The volume force representation states that an electrostatic force
is only present in the case of a gradient of the relative electric permittiv-
ity. Consequently, this force vanishes inside a homogeneous dielectric fluid,
such that no contribution of the electric field results in (2.2), i.e. fel = 0.
Contrary to this, the discontinuity of the relative electric permittivity across
the interface results in an additional interfacial force. Applying the Maxwell
stress tensor (2.46) to the interface, the interfacial stress tensor reads
TE =
ϵ0
2
(
ϵlE
2
l − ϵgE2g
)
(2.48)
and the dynamic boundary condition(2.5) expands to
(p∞ − p)n+TD · n+ ϵ02
(
ϵlE
2
l − ϵgE2g
)
n = 2σK(h)n, (2.49)
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where the subscripts l and g denote the liquid and the gaseous phase, re-
spectively.
In order to solve for the electric field E across the interface, boundary
conditions for this quantity are required. These boundary conditions include
the continuity of the electric displacement D in normal direction to the
interface such that
Dl · n = Dg · n, (2.50)
and the continuity of the electric field in tangential direction to the interface
El · τi = Eg · τi. (2.51)
2.2.3. Electrostically induced interfacial pressure
In this section, the interfacial pressure jump arising from the forces induced
by an electric field will be deduced. First, the pressure jump for a flat
interface in a homogeneous, one-dimensional electric field will be presented.
Figure 2.3 illustrates the one-dimensional case where a liquid column with
height h¯ is located between two capacitor plates of distance H¯c. The electric
permittivity of the liquid and the gaseous phase are ϵl and ϵg, respectively.
V
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Figure 2.3.: Influence of the electrostatic surface force on a one-dimensional two-
phase system.
The interfacial pressure jump is the normal component of the Maxwell
stress tensor at the interface (2.48) and reads
∆p¯E = p¯l − p¯g = Tel · n = ϵ02
(
ϵlE
2
l,n − ϵgE2g,n
)
(2.52)
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The strength of the electric field inside the liquid and the gaseous phase
can be analytically determined based on the one-dimensional Laplacian
equation ∇2ψi = 0 in each phase. The boundary conditions at the two
capacitor plates are at y¯ = 0: ψl = 0 and at y¯ = H¯c: ψg = V0. At the
interface between the two phases at y¯ = h¯, the continuity of the electric
displacement yields
ϵl∇ψl · n = ϵg∇ψg · n. (2.53)
The solution of the coupled Laplacian equations is a piecewise linear function
with an inflection point at the interface
ψ0l (h¯,y¯) =
ϵgV0y¯
ϵl(H¯c − h¯) + ϵgh¯
, ψ0g(h¯,y¯) =
ϵlV0(y¯ − H¯c)
ϵl(H¯c − h¯) + ϵgh¯
+V0. (2.54)
Based on the potential field, the electric displacement in both phases is
El =
∂ψl
∂y
= ϵgV0
ϵl(H¯c − h¯) + ϵgh¯
, Eg =
∂ψg
∂y
= ϵlV0
ϵl(H¯c − h¯) + ϵgh¯
(2.55)
and thus the interfacial pressure induced by the electric field in dimensional
form reads
p¯el =
ϵ0
2
(
ϵl
[
V0ϵg
ϵl(H¯c − h¯) + ϵgh¯
]2
− ϵg
[
V0ϵl
ϵl(H¯c − h¯) + ϵgh¯
]2)
. (2.56)
This equation simplifies to
p¯el =
ϵ0
2
V 20
(
ϵ2gϵl − ϵ2l ϵg
)(
ϵl(H¯c − h¯) + ϵgh¯
)2 (2.57)
The equation above is given in dimensional form. Using the scaling pre-
sented in section 2.1.2 for the pressure and the Nusselt film thickness h¯N
for the height, i.e. h¯ and H¯c, the dimensionless pressure reads
pel =
p¯el
ρg sin βh¯N
=
Bel︷ ︸︸ ︷
ϵ0V
2
0
2ρg sin βh¯3N
(
ϵ2gϵl − ϵ2l ϵg
)
(ϵl(Hc − h) + ϵgh)2
.
(2.58)
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Therein, the electric Bond number, Bel is defined as
Bel =
ϵ0V
2
0
2ρg sin βh¯3N
(2.59)
and compares the crosswise acting electric surface force to the streamwise
component of the gravitational force, similarly to the inclination number,
Ct.
2.2.4. Boundary layer equations with electrostatic surface force
Including the electrostatic pressure jump in the dynamic boundary condition
in normal direction (2.19) results in
p = 2
n2
[
(∂xh)2∂xu− ∂xh (∂yu+ ∂xv) + ∂yv
]
− 1
n3
We∂xxh
−Bel ϵ
2
l ϵg − ϵ2gϵl
(ϵl(Hc − h) + ϵgh)2
.
(2.60)
Applying the boundary layer approximation, the boundary condition (2.35)
changes to
p|h = 2ϵ (∂yv − ∂xh∂yu)− ϵ2We∂xxh−Bel
ϵ2l ϵg − ϵ2gϵl
(ϵl(Hc − h) + ϵgh)2
, (2.61)
or if the equation above is used for the integration of the streamwise mo-
mentum equation
p = fy(y−h)−ϵ2We∂xxh−Bel ϵ
2
l ϵg − ϵ2gϵl
(ϵl(Hc − h) + ϵgh)2
+ϵ
(
∂yv + ∂y v|h
)
. (2.62)
The derivative of the electric pressure term which enters the streamwise
momentum equation yields the nonlinear term
pel,x = ϵ2Bel
ϵlϵg (ϵl − ϵg) 2
(h (ϵl − ϵg)− ϵlHc)3
hx (2.63)
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From this equation, strong similarities between the electric surface force
and gravity in wall-normal direction become apparent:
pg,x = ϵfyhx = −ϵCthx, (2.64)
Consequently, a simplification of the electrostatic surface for the case that
h (ϵl − ϵg) ≪ ϵlHc yields identity between the formulation of the gravita-
tional force and the electrostatic surface force. However, important to poit
out is the difference in sign, which yields identity to negative gravity.
Note that the electrostatic surface force is now accounted for in the high-
est order in which it appears in the conservation equations (principle of
least degeneracy, Van Dyke, 1975). Thus, electric fluxes in the streamwise
direction which arise if the film surface is significantly pertubed are ne-
glected. However, the simplification agrees with the general boundary layer
approximation, assuming small changes of the flow field in the streamwise
direction.

Chapter 3.
Modeling
This chapter is divided into two sections. The first section introduces the
reader to the general evolution equations of the simplified second-order
weighted integral boundary layer model, its stability analysis, and the equa-
tions of the dynamical system. Subsequently, two different flow conditions,
“open flow” and “closed flow”, and their relation to eachother is described.
Finally, the simplified second-order model is presented which includes the
effects of the electrostatic surface force. The second section presents the
theory on phase transitions, namely the onset of circulating waves, flow sep-
aration, flow reversal, gravitational dripping, and electric induced spraying.
Part of the theory on phase transitions has been published in the article
“Phase diagram for the onset of circulating waves and flow reversal in in-
clined falling films” (Rohlfs and Scheid, 2015).
3.1. Weighted integral boundary layer model
The weighted residuals method, whose derivation was first proposed by
Ruyer-Quil and Manneville (2000) for modelling falling liquid films, con-
sists in reducing two-dimensional system of conservation equations (for mass
(2.30) and momentum (2.31)-(2.32)) and the boundary conditions (at the
wall (2.33) and at the free surface (2.34)-(2.35)) to a one-dimensional model
of evolution equations for the local film thickness h and the streamwise flow
rate, q. In the framework of this thesis, the full second-order and the sim-
plified model have been used. For the sake of simplicity, only the simplified
model and the additional terms arising from the electric surface force are
described in this section. The entire evolution equations for the full second-
order model (with the electrostatic surface force) are provided in appendix
A. For the “simplified” second-order model, obtained by integrating the
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boundary layer equations using the Galerkin method with a parabolic test
function, the conservation and momentum equations are (Kalliadasis et al.,
2013):
ht + qx = 0 (3.1)
and
δqt =
5
6h−
5
2
q
h2
− δ 177
q
h
qx +
(
δ
9
7
q2
h2
− 56ζh
)
hx +
5
6hhxxx
+ η
[
4 q
h2
(hx)2 − 92hqxhx − 6
q
h
hxx +
9
2qxx
]
,
(3.2)
The velocity field obtained in deriving the second-order WIBL model is
calculated by evaluating the streamwise and crossstream velocities (see e.g.
Kalliadasis et al., 2013, for details). The streamwise velocity, including the
corrections to the parabolic velocity profile is given by
u(x,y) = δ140h7 (hy −
1
2y
2) [ 21y4q2hx − 28ch6qx
+ 2h5(35cy + 36q)qx − 7y3hq (12qhx + yqx)
+ 14y2h2q (3qhx + 2yqx) + 28yh3q (3qhx + 2yqx)
− h4
(
48q2hx + 35cy2qx + 84q (−5/δ + 2yqx)
)
] ,
(3.3)
and the crossstream velocity is calculated based on
v(x,y) =
∫ y
0
(ux(x,Y ))dY. (3.4)
The resulting expression for v(x,y) is not presented because of its excessive
length. For the evaluation of the shear stress, the derivative of (A.8) is
evaluated at the wall (y = 0) leading to
τW (x) =
1
35h2
[
−12δq2hx − 7cδh2qx + 3q (35 + 6δhqx)
]
. (3.5)
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3.1.1. Linear stability analysis
For the linear stability analysis, the normal mode pertubations of the Nusselt
flat film solution are considered. Thus, the film thickness h and the flow rate
q in eq. (3.2) are replaced by the perturbation expressions h = 1+a ei(kx−ωt)
and q = 1/3+b ei(kx−ωt). In these expressions, k = kr+iki and ω = ωr+iωi
are complex wavenumber and complex pulsation, respectively, and a and b
are real amplitudes. Inserting the normal mode representations into eq.
(3.2), and linearising for a,b≪ 1, leads to the following dispersion relation,
k2
(
− δ7 −
9iηω
2 +
5ζ
6
)
+k
(17δω
21 +
5i
2
)
−δω2+2iηk3+ 5k
4
6 −
5iω
2 = 0 .
(3.6)
If the growth rate, ω of the disturbances and the wave number k are con-
sidered to be real, both, real and imaginary parts in the dispersion relation
can be separated. This yields
ω = kc
1 + 4ηk2c/5
1 + 9ηk2c/5
(3.7)
and
c = ω
kc
= 1 + 4ηk
2
c/5
1 + 9ηk2c/5
(3.8)
and consequently
6
105
(
21c2 − 17c+ 3
)
δ = ζ + k2c . (3.9)
The stability analysis for the full second-order model is more comprehen-
sive, such that the reader is referred to the aforementioned textbook, p.
197f.
3.1.2. Dynamical System
For stationary periodic travelling waves moving with the wave celerity c, an
integration of (3.1) with x′ = x− c t gives a relation between the local flow
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rate q(x′) and the local film thickness h(x′):
q(x) = ch(x) + q0, (3.10)
where the prime has been dropped for the sake of simplicity and q0 denotes
the rate at which the fluid moves under the wave, namely backwards in the
moving frame of reference. Integrated over the wave length, λ, this equation
gives a relation between the average flow rate and the average film thickness,
⟨q⟩λ = c⟨h⟩λ + q0. (3.11)
The system of equations (3.1)-(3.2) can also be rewritten in the moving
frame of reference for stationary periodic travelling waves. Replacing the
time derivative of the flow rate qt with −cqx and all subsequent expressions
of q with an expression of h according to (3.10) results in the third-order
dynamical system (a system of ordinary differential equations)
hxxx =
3
h3
(
q0 + ch+
1
3h
3(ζhx − 1)
−δN(h,c)hx − η
[
I(h,c)h2x + J(h,c)hxx
]) (3.12)
with
N(h,c) = 1835q
2
0 +
2
35cq0h−
2
35c
2h2,
I(h,c) = 85q0 −
1
5ch,
J(h,c) = −35ch
2 − 125 q0h.
The equations of the dynamical system for the full second-order model are
given in appendix A.2 because of their excessive length. Contrary to the
simplified second-order model, a mathematical limitation of the dynamical
system of the full second-order model exists. This limitation is caused by the
denominator, which is required to be non-zero, introducing the condition
hc
q0
< −7611 +
√
2665
11 . (3.13)
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This condition can be interpreted as a limit on the maximum wave amplitude
that can be calculated using the dynamical system approach. Note that this
is not a general limitation of the full-second order model and that waves of
higher amplitude can be obtained using the time-dependent version of the
full-second order model.
The equations of the dynamical system can be solved by using the continu-
ation and bifurcation tool for ordinary differential equations in the software
AUTO-07P (Doedel, 2008), and the package HOMCONT for homoclinic
solutions.
3.1.3. Flow conditions
To solve the dynamical system (3.12), one additional constraint, either on
the flow rate or on the average film thickness, is needed. Both constraints
will be applied in this study. A fixed flow rate, denoted as the open flow
condition (Scheid et al., 2005), describes the flow behavior under experi-
mental conditions in which a periodically modulated flow rate is imposed at
the inlet, provided the wave has not experienced any secondary instability
(sub-harmonic), breaking the initial forcing period. Thus for stationary pe-
riodic waves, the time-averaged flow rate over one period in a fixed reference
frame (or equivalently the spatially averaged flow rate over one wavelength,
λ, in a moving reference frame), remains constant, which yields eqs. (3.2)
and (3.11) to
⟨q⟩λ = 13 and ⟨h⟩λ =
1/3− q0
c
. (3.14)
The second possible constraint is a fixed amount of liquid enclosed in the
spatial period, λ, also denoted as the closed flow condition (Scheid et al.,
2005). This constraint is equivalent to periodic boundary conditions, which
often are used in numerical studies (e.g. Dietze et al., 2014; Rohlfs and
Scheid, 2015) and will also be used later in the direct numerical approach.
The fixed volume of liquid enclosed yields to a constant average film thick-
ness and thus
⟨h⟩λ = 1 and ⟨q⟩λ = q0 + c. (3.15)
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Note that q0 can be parametrized with the substrate film thickness, hs,
which is the thickness of the flat film region surrounding a wave. For a flat
film, equation (3.2) gives q = h3s/3. Together with (3.10), this yields
q0 =
h3s
3 − chs. (3.16)
Now, with the closed flow condition, the volume of liquid enclosed corre-
sponds for a given Reynolds number to the liquid enclosed in the flat film
solution λ · hN (in the dimensional form). Thus, the Reynolds number
(denoted as Re
hN
or equivalently δ
hN
) is directly tied to the average film
thickness. On the contrary, for the open flow condition, which corresponds
to a fixed Reynolds number, the average film thickness is adjusted. Thus,
this Reynolds number is directly tied to the (time-)average flow rate, de-
noted as Req or equivalently δq. A direct transformation between the two
different Reynolds numbers is not possible, except for a flat film for which
they coincide. However, the flow rate based Reynolds number for the closed
flow condition can be calculated based on the flow field obtained. A com-
parison of the periodic travelling waves obtained for the closed and open
flow conditions using either the flow rate based Reynolds number or the
film thickness based Reynolds number reveals identity of the two solutions.
3.1.4. Electrostatic surface force
The electrostatic surface force influences the dynamic boundary condition
in the normal direction is comparable to the gravitational force as shown in
section 2.2.4. Consequently, the electrostatic surface force enters the second-
order WIBL model similarly to gravity, i.e. as a term dependent on h and
∂xh. This extends the momentum equation of the simplified model to:
δqt =
5
6h−
5
2
q
h2
− δ 177
q
h
qx
+
(
δ
9
7
q2
h2
− 56ζh+
5
6χh
ϵlϵg (ϵl − ϵg) 2
((Hc − h)ϵl −Hcϵg)3
)
hx
+ 56hhxxx + η
[
4 q
h2
(hx)2 − 92hqxhx − 6
q
h
hxx +
9
2qxx
]
.
(3.17)
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with the reduced Bond number
χ = Bel(3Re)
2/9
Γ1/3 . (3.18)
The effect of the electric field can be further merged to two parameters
5
6
χ1h
(1− χ2h)3
, (3.19)
with
χ1 = χ
ϵlϵg (ϵl − ϵg) 2
(Hc(ϵl − ϵg))3 and χ2 =
ϵl
Hc(ϵl − ϵg) , (3.20)
such that the electric field force corresponds to a negative gravitational force
with ζ = −χ1 for χ2 = 0. The continuity equation remains unchanged.
The dispersion relation changes with the electric field to
0 =k2
(
− δ7 −
9iηω
2 +
5ζ
6 −
5χ1
6(1− χ2)3
)
+ k
(17δω
21 +
5i
2
)
− δω2 + 2iηk3 + 5k
4
6 −
5iω
2 .
(3.21)
While equations (3.7) and (3.8) remain unchanged, equation (3.9) becomes
6
105
(
21c2 − 17c+ 3
)
δ = ζ − χ1(1− χ2)3 + k
2
c . (3.22)
The two-dimensional dynamical system (3.12) changes accordingly to
hxxx =
3
h3
(
q0 + ch− 13h
3 + 13ζh
3hx − 13
χ1h
3hx
(1− χ2h)3
− δN(h,c)hx − η
[
I(h,c)h2x + J(h,c)hxx
]) (3.23)
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3.2. Criteria for phase transitions
The following subsection reveals the analytical criteria for the onset of circu-
lating waves and flow reversal based on wave celerity, average film thickness
and maximum/minimum film thickness using self-similar parabolic velocity
profiles. The subsection bases on the article “Phase diagram for the onset
of circulating waves and flow reversal in inclined falling films” jointly writ-
ten with Benoit Scheid (Rohlfs and Scheid, 2015). In addition, the physical
mechanism of dripping and electric induced spraying are presented.
flow seperation,
open vortex
non-circulating wave
circulating wave
onset of flow
seperation
u      < cmax
u      > cmax
stagnation points
g·sin(β)
Figure 3.1.: Streamline plot in the frame of reference moving at the wave speed
c illustrating the characteristics of non-circulating and circulating waves. The
maximum speed of the fluid is denoted umax. The two inserts show the onset of
flow separation and an open vortex in the fixed frame of reference. The black dots
indicate stagnation points.
3.2.1. Onset of circulating waves
Non-circulating waves are characterized by a wave celerity that is higher
than the maximal surface velocity of the wave, while it is the opposite for
circulating waves, as illustrated in Fig. 3.1. Thus, for the onset of circulating
waves, the maximal velocity of the wave, umax has to be equal to the wave
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celerity. With the local parabolic velocity profile,
u(y,x,t) = 3 q(x,t)
h(x,t)
(
y
h(x,t) −
1
2
(
y
h(x,t)
)2)
, (3.24)
the maximum velocity is found at the interface for y = h(x,y). Malamataris
and Balakotaiah (2008) have shown by numerical simulations that the ve-
locity in the region of the wave crest is well described by a parabolic profile.
Substituting the local flow rate by (3.10) leads to the maximal surface ve-
locity
umax =
3
2
(
c+ q0
hmax
)
. (3.25)
Note that q0 represents the flow rate in the moving frame of reference and is
always negative, consequently, the maximum surface velocity is found when
q0/h is minimal, i.e. for h = hmax. Comparing the surface velocity to the
wave celerity yields the condition for the onset of circulating waves
ccirc + 3
q0
hmax
= 0. (3.26)
The same criterion is derived by Malamataris and Balakotaiah (2008) using
the stream function in a moving frame of reference, setting the gradient with
respect to the crosswise coordinate to zero at the position y = hmax. The
condition can be transformed, if q0 is replaced by using (3.11), to
ccirc =
3⟨q⟩λ
3⟨h⟩λ − hmax . (3.27)
Note that this expression for the critical wave speed is different to the
value of c¯ = gh¯2max/2ν (or in dimensionless form ccirc = 2h2max) proposed
by Roberts and Chang (2000), which was obtained from the Nusselt veloc-
ity profile
u¯(y,x,t) = g
ν
(
yh¯− y¯
2
2
)
,with: y¯ = h¯ = h¯max, (3.28)
48 3.2 Criteria for phase transitions
using the flat film solution between the local flow rate and the local film
thickness, i.e. q = h3/3. The criterion (3.27) for the critical wave celerity at
the onset of circulating waves can be simplified in dependency on the flow
condition applied. For the closed flow condition, where the dimensionless
film thickness takes a constant value of ⟨h⟩λ = 1, the criterion becomes
ccirc,hN =
3⟨q⟩λ
3− hmax . (3.29)
For the open flow condition, where the dimensionless flow rate takes a con-
stant value of ⟨q⟩λ = 1/3, the criterion reads
ccirc,q =
1
3⟨h⟩λ − hmax . (3.30)
For homoclinic orbits, where both, the dimensionless film thickness and the
dimensionless flow rate take a value of ⟨h⟩λ = 1 and ⟨q⟩λ = 1/3, respectively,
the criterion simplifies to
ccirc,H = − 1
hmax − 3 . (3.31)
Note that the closed and open flow conditions coincide for homoclinic solu-
tions.
3.2.2. Onset of flow reversal
The onset of flow reversal can be attributed either to a vanishing local flow
rate q = 0 (equal to a zero net flux) or to a surface velocity of zero, both
in the fixed frame of reference. Equation (3.10) allows again for a critical
wave celerity
crev = − q0
hmin
, (3.32)
or if q0 is replaced by using (3.11), to
crev =
⟨q⟩λ
⟨h⟩λ − hmin . (3.33)
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Again, the criterion simplifies for the specific flow conditions, such that for
the closed flow condition the criterion reads
crev,hN =
⟨q⟩λ
1− hmin , (3.34)
for the open flow condition
crev,q =
1
3(⟨h⟩λ − hmin) , (3.35)
and for homoclinic orbits
crev,H =
1
3(1− hmin) . (3.36)
3.2.3. Onset of flow separation
The onset of flow reversal in the vicinity of the wave trough is closely re-
lated to the occurrence of flow separation. In the case of flow separation,
a separation vortex is formed at the wall, leading to a counter current flow
in the near-wall region. Above this vortex, the flow can still travel in the
direction of the main flow. The onset of flow separation is thus associated
with a locally vanishing wall shear stress
τW(x) =
∂u
∂y
∣∣∣∣
y=0
= 0. (3.37)
This transition criterion becomes at leading order
τW(x) = 3
q
h2
= 0, (3.38)
which coincides with the approximation given by Malamataris and Balako-
taiah (2008). We see that at leading order, the criterion for flow separation
coincides with the one for the flow reversal, i.e. q = 0. However, with
first-order corrections, the onset of flow separation depends on the spatial
derivatives of the flow rate and the film thickness, see (A.10) in the appendix.
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3.2.4. Transition drag-gravity to drag-inertia
Using a regularized long-wave evolution equation for the film thickness,
Ooshida (1999) identified two different wave regimes: (i) one at a small
Reynolds number dominated by the balance between viscous and gravity
forces, the exact balance of which gives the Nusselt flat film solution, and
referred to as the “drag-gravity” regime, and (ii) one at a larger Reynolds
number for which inertia forces become important and referred to as the
“drag-inertia” regime. Ooshida found that the tail length decreases (or in-
creases) for increasing Reynolds number in the drag-gravity (drag-inertia)
regime, the transition between both regimes being then at the smallest tail
length. Kalliadasis et al. (2013) have reproduced Ooshida’s results using
the WIBL model for vertical plates. Having in mind that the tail length
behavior versus Reynolds number allows to identify the transition between
the drag-gravity and the drag-inertia regimes, namely when there is a min-
imum; this transition is tracked for various inclinations. The length of the
wave tail is computed by writing the eigenvalue problem from the dynamical
system (3.12), namely substituting h = 1 + eλx, where λ is the eigenvalue,
and linearizing around h = 1. The obtained characteristic equation is
λ3 + λ2η
(
−125 +
27
5 c
)
+ λ
{
δ
(6
5c
2 − 3435c+
6
35
)
− ζ
}
− 3(c− 1) = 0 ,
(3.39)
and gives one real solution, noted λr, and two complex conjugates. Fol-
lowing Ooshida, the tail length of a wave is proportional to 1/λr and can
be determined using the calculated data of c versus δ for a fixed ζ as later
provided in Fig. 5.25c.
3.2.5. Onest of dripping
Film flows running down the underside of an inclined plane are subjected
to an instabilizing gravitational body force. For high negative values of the
inclination number (according to low inclination angles), droplet detach-
ment can occur as shown in Fig. 3.2 by results of fully resolved numerical
simulations. Droplet detachment is associated with an acceleration of the
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Figure 3.2.: Temporal evolution of the film surface in case of dripping calculated
with the fully resolved numerical simulation. The six film thickness profiles cor-
respond to different instances of time. The flow conditions correspond to Case 1
with an inclination number of ζ = −3.5. More details to the flow conditions are
presented in chapter 5.1.
fluid in crosswise direction caused by a variation of the local pressure in
this direction owing to the strong body force. The physical mechanism of
dripping can be seen as a misbalance of the crosswise momentum inside
the wave crest. These forces include the gravitational body force, inertia,
and surface tension. Similar to the force balance at a vapor bubble, where
buoyancy forces balance surface tension at the three-phase contact line, a
force balance in the wave crest can be deduced. For this, the pressure at
the surface is given by eq. (2.37), while the pressure distribution inside the
liquid is given by eq. (2.38) with fy = −Ct
p = Ct(h− y)− ϵ2We∂xxh+ ϵ
(
∂yv + ∂yv|h
)
, (3.40)
or equivalent in Shkadov scaling
p
κ
= ζ(h− y)− ∂xxh+ ∂yv + ∂yv|h
κ2
. (3.41)
Due to the curvature in the wave crest, surface tension increases the pressure
inside the liquid between two points of zero surface pressure. These two
points deviate slightly from the inflection points (∂xxh = 0, circles in Fig.
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Figure 3.3.: Force balance around the wave crest of a film flowing down the under-
side of an inclined plane. The flow conditions presented in this figure correspond
to Case 1 with ζ = −3.3. The wave is calculated using the full second-order model
and the pressure field is reconstructed by eq. (3.40).
3.3) due to inertia forces. The gravitational body force results in a linear
decrease of the pressure from the surface (y = h) to the bottom (y = 0).
As a consequence, an iso-line of zero pressure exists where the pressure
inside the liquid is equal to the pressure in the gaseous atmosphere. For low
inclination numbers, the iso-line of zero pressure can be interrupted by the
rigid wall resulting in a positive pressure force at the surface (see Fig. 3.4).
Together with the film surface, the zero pressure iso-line (and in some cases
the rigid wall) define an area (in the three-dimensional case a volume) of
liquid as illustrated by the grey-shaded area in Fig. 3.3.
a∗ =
∫ x|p=0,f
x|p=0,b
h− y(p = 0)dx (3.42)
Owing to the absence of pressure, there is no direct force from the mass of
this liquid area on the liquid below. Thus, the entire gravitational volume
force (in normal direction to the rigid wall) has to be balanced by the surface
tension at the two points of zero surface pressure. This balance reads in
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Figure 3.4.: Same as Fig. 3.3 for ζ = −0.3 illustrating the contribution of the wall
pressure, which is induced by the surface curvature, to the force balance.
Shkadov scaling
σf,y + σb,y + ζ
a∗
κ
≥ 0, (3.43)
where σf,y denotes the crosswise component of surface tension in the front
and σb,y the same quantity in the back of the wave crest. For ζ < 0, a
misbalance is possible for which the surface tension force is not able to hold
the mass of the wave crest. A consequence of this misbalance is an accelera-
tion of the fluid in the y-direction and thus the formation of a drop and the
onset of dripping. Note that an additional contribution to the force balance
arises if the iso-line of zero pressure intersects with the substrate surface as
shown in Fig. 3.4. This pressure field occurs for cases of low inclination
number, introducing a force pointing from the rigid wall to the liquid. As a
consequence, the force acts in the same direction as the gravitational volume
force and has also to be balanced by surface tension.
For the case of three-dimensional waves, eqn. (3.42) and (3.43) have to be
expanded in spanwise direction. The surface tension force in (3.43) is thus
the integral of the crosswise component σf,y along the zero-pressure surface
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line. ∫
S
σf,yds+
ζ
κ
v∗ ≥ 0, (3.44)
where v∗ is the volume of liquid between the zero pressure iso-surface and
the liquid-gas interface in the wave hump. Figure 3.5 illustrates the wave
streamwise coordinate x
spanwise c
oordinate x
fi
lm
 t
h
ic
k
n
es
s 
h
g*
Figure 3.5.: Three-dimensional falling liquid film for the flow conditions correspond-
ing to Case 1 with ζ = −2 and λx = λz . The black lines mark positions of zero
pressure at the interface. The red colored area shows the identified volume above
the zero pressure surface.
topology of a three-dimensional falling film calculated with the full second-
order WIBL model. For the numerical post-processing procedure which
selects the largest connected volume with p > 0, the solution of a single
wave has been duplicated in the streamwise direction. As a result, the red
volume has been identified to be located above the zero-pressure iso-surface.
The zero pressure iso-line at the surface is also calculated and shown (green
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line). The other black lines in the image illustrate additional iso-lines of
zero pressure at the perturbed surface.
3.2.6. Onset of spraying
Darabi et al. (2000) reported in their study the occurrence of droplet de-
tachment if a sufficiently strong electric field is applied to the film flow. Due
to the small size of detaching droplets, this flow condition is named spray-
ing, contrary to the previously mentioned gravitational dripping. With the
additional electrostatic surface force, the pressure distribution inside the
liquid yields
p
κ
= ζ(h− y)− ∂xxh− χ1ϵ1
χ2(1− χ2h)2 +
∂yv + ∂yv|h
κ2
. (3.45)
Owing to the direction of the force, pointing in the normal direction from
the liquid to the gaseous phase, the pressure is reduced in the wave crest.
In the absence of crosswise gravity ζ = 0, the pressure in the crosswise
direction varies only due to the acceleration of fluid ∂yv. This contribution is
gernerally small, such that the pressure inside the film is directly imposed at
the interface. As a consequence, there is no iso-line of zero pressure. Thus,
the effect of spraying differs in terms of the physical mechanisms involved
from gravitational dripping. A phenomenological explanation of spraying is
provided in section 5.3 based on the numerical simulation results.

Chapter 4.
Fully resolved numerical simulation
In this chapter fully resolved direct numerical simulations of falling liquid
films are performed, considering the problem as a free-surface flow of two
immiscible and incompressible fluids.
In the first section, the employed and adopted numerical methodology
based on the volume of fluid approach is presented and its validity is demon-
strated. Modifications of the open source solver interFoam, which is part
of the Open Field Operation And Manipulation library (OpenFOAM, see
Jasak, 1996; Ubbink, 1997; Rusche, 2002), have been performed in order
to increase the accuracy of the curvature at the phase boundary. These
code modifications were done by Matthias Binz (2012) in the framework of
his Master’s thesis and are published in the special issue to the conference
“Bifurcations and Instabilities in Fluid Dynamics” (Binz et al., 2014). The
model has further been successfully used to study the stabilizing effect of a
liquid film on a cylindrical core by oscillatory motions (Rohlfs et al., 2014).
In the second section, the continuum surface force formulation of the elec-
trostatic surface force is presented, which is based on the method developed
by Tomar et al. (2007). In this formulation special attention is drawn to the
discretization of the Laplacian equation and to the averaging methods of the
fluid properties at the interface in dependence on the orientation of the in-
terface. The correct averaging procedures, which are required to obtain the
analytical solution of the interfacial pressure jump regardless of interfacial
smearing, have been presented in a comment to the work of Tomar et al.
(2007), also published in the Journal of Computational Physics, and build
the basis for this section (Rohlfs et al., 2012a). Finally, a validation of the
electrostatic two-phase solver is presented based on the surface instability
of a horizontal dielectric fluid in a uniform electric field.
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4.1. Volume of fluid based two-phase modeling
The free-surface flow of two immiscible and incompressible fluids is numer-
ically calculated by solving the fully resolved Navier-Stokes equations for
mass
∂ρ
∂t
+ ∂ρui
∂xi
= 0 (4.1)
and momentum
∂ρui
∂t
+ uj
∂ρui
∂xj
= − ∂p
∂xi
+ η ∂
2ρui
∂xj∂xj
, (4.2)
combined with the volume of fluid (VOF) method (see Hirt and Nichols,
1981) using OpenFOAM (Jasak, 1996). The VOF approach has often been
applied to falling liquid films, such as in Gao et al. (2003); Dietze (2010);
Dietze et al. (2014); Doro and Aidun (2013). In the VOF approach, a scalar
transport equation for the volume fraction α is introduced
∂α
∂t
+ ∂(uiα)
∂xi
= 0. (4.3)
Similarly to the works of Dietze (2010) and Doro and Aidun (2013), an
interface compression scheme (see also Rusche, 2002) of the following form
∂α
∂t
+ ∂uiα
∂xi
+ ∂ui,rα(1− α)
∂xi
= 0, (4.4)
where ui,r is an artificial “compression velocity”, is applied to counteract
interface smearing by numerical diffusion. The surface tension force, fσi , is
calculated by the continuum surface force model (see Brackbill et al., 1992):
fσi = σκ = −σn⃗(∇⃗ · n⃗) (4.5)
A possible method to calculate the surface curvature κ (also implemented
in the original interFoam solver) is to determine the second derivative of
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the volume fraction field α which yields
κ = ∇⃗α∣∣∇⃗α∣∣ (∇⃗α). (4.6)
The fluid properties are obtained through volume averaging of the respective
phase properties, i.e.:
ρ = αρ1 + (1− α)ρ2, µ = αµ1 + (1− α)µ2. (4.7)
4.2. Model adaptation: Height functions based curvature
estimation
The calculation of the second derivative of the volume fraction field in eq.
(4.6) can lead to strong non-physical oscillations (parasitic currents) on the
surface of the liquid film. In order to increase the accuracy of the surface
tension force calculation, a height function (see also Binz et al., 2014; Rohlfs
et al., 2014) is applied, on the basis of which the surface curvature is ap-
proximated. Therein, the height of the fluid layer, e.g. the film thickness, is
determined by a local integration of the volume fraction α in the crosswise
direction from the wall to the upper boundary. Note that the fixed orien-
tation of the integration is valid only if the main orientation of the surface
normal is in the crosswise direction, which is true for the waves examined
and consistent with small spatial and temporal modulation of the interface.
Based on the distribution of the film thickness, h(x), the local curvature for
the two-dimensional case is calculated by
κ = hxx
(1 + h2x)
3
2
. (4.8)
4.3. Validation of the numerical method
To prove the suitability of the modified solver for the investigation of sta-
bility problems, two different test cases have been investigated. First, the
numerical code is used to simulate the classical Plateau-Rayleigh break-up
problem. Second, the improvements of the modified solver are shown by
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comparing streamline plots of the recirculation eddy in rolling waves ob-
tained with the original interFoam solver and with the modified solver.
4.3.1. Plateau-Rayleigh instability
From Rayleigh’s theory 1878 it is known that a axis-symmetric liquid cylin-
der above a critical length is unstable versus infinitesimal disturbances lead-
ing to a spontaneous disintegration into droplets (Plateau-Rayleigh instabil-
ity). The break-up is caused by surface tension effects and can be explained
by a balance of the surface tension forces in the radial direction resulting
from the curvature in the axial and the angular directions. The perturba-
tions on the surface reveal a growth rate dependent on wave number. This
growth rate has been examined numerically and compared to analytical val-
ues.
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Figure 4.1.: Test case of the Plateau-Rayleigh instability: Computational domain
and boundary conditions.
The dimensionless numerical growth rate at the time step n is computed
by
wn = τ
ln
(
εn+1max
)
− ln
(
εn−1max
)
tn+1 − tn−1 with: εmax = r − r0, (4.9)
where τ is the characteristic time-scale of breakup, τ =
√
ρlr30/γ, and εmax
the maximum amplitude of the perturbation (Delteil et al., 2011). The
dimensionless quantities, ρl, γ, and r0 denote the liquid density, the surface
tension coefficient, and the radius of the undisturbed cylinder, respectively.
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The analytic growth rate is, according to Rayleigh (1978)
w =
√
−k (1− k2) I1 (k)
I0 (k)
, (4.10)
where k¯ denotes the dimensionless wave number and I0 and I1 the modified
Bessel functions of first and second kind, respectively. Figure 4.2 compares
analytical
numerical
10.80 0.4 0.60.2
D
im
en
si
o
n
le
ss
 g
ro
w
th
 r
a
te
 ω
 
0
0.1
0.2
0.3
Dimensionless wave number k 
Figure 4.2.: Comparison between analytical and numerical solution of the growth
rate for different wave numbers with k = k¯r0.
the results of the numerical simulation with the analytic solution of the di-
mensionless growth rate ω in dependence of the dimensionless wave number
for an initial disturbance of ε0 = 0.01 · r0. An adequate agreement with
Rayleigh’s theory is found, proving that the solver modifications are well
suited for the prediction of instabilities driven by surface tension.
4.3.2. Falling film flow
A further example to demonstrate the improvements achieved by the solver
modifications is to compare the quality of the velocity field in the area of
the recirculation zone inside the main wave hump. This recirculation zone
is visible in the moving frame of reference, in which the surface of the wave
appears stationary. Thus, the streamlines are mainly aligned with the free
surface. The surface velocity reveals two stagnation points at which the
latter coincides with the wave velocity. The low value of the velocity to-
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gether with the localized influence of the surface tension force is known to
cause parasitic currents, i.e. non-physical oscillations of the velocity, which
can be observed in streamline plots. The two figures (4.3 and 4.4) show
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Figure 4.3.: Comparison between the results obtained with the standard interFoam
solver and the adopted height functions approach using a spatial discretization of
∆x = ∆y = 10µm.
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Figure 4.4.: Same as Fig. 4.3 using a spatial discretization of ∆x = ∆y = 20µm.
the main wave hump of Case 1 (see chapter 5.1 for more details on this
case) for two different spatial and temporal resolutions as well as for the
two different solvers applied. The Reynolds number varies by 1% using the
different mesh resolutions and the different solvers, while the wave veloc-
ity varies by 2% using the different meshes but is rather insensitive to the
solver modifications, which consequently have only a small influence on the
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global variables. Conversely, the streamline plot shows significant differ-
ences inside the main wave hump and on the backside of the wave, where
oscillations in the velocity field are present. The frequency of the oscillations
depends on the spatial resolution and on the angle of the interface. Using
the height functions approach reveals a strong reduction of the oscillations
and a smoother streamline plot before and after the wave crest.
4.4. Two-phase electrohydrodynamic simulation of dielectric fluids
The fully resolved direct numerical simulations of the electrohydrodynamic
flow are done using a continuum surface force representation of the elec-
trostatic surface force as proposed by Tomar et al. (2007) for a system of
dielectric-dielectric fluids. In the continuum surface force approach, the
sharp interface is modeled as a diffused one, spanning a transition region
of finite thickness, for which the discontinuous fluid properties have to be
smoothed in the normal direction to the interface. Brackbill et al. (1992)
formulated the continuous surface force in order to numerically account for
the pressure jump arising due to surface tension forces. The same method-
ology has been used by Tomar et al. (2007) for the electrostatic surface
force. The authors further show the importance of the interpolation scheme
used for the approximation of the fluid properties at the interface. The
authors concluded that the weighted arithmetic mean (WAM) can result
in transition region thickness dependent solutions for the electric field and
consequently for the electric field force.
In the following subsections, the numerical method implemented in Open-
FOAM is briefly recalled for the system of pure dielectrics. Further, it is
analytically shown which interpolation schemes are required to obtain the
“correct” solution for the interfacial pressure jump regardless of interfacial
thickness. Contrary to the conclusions drawn by Tomar et al. (2007), the
analytical derivations in appendix B reveal that the correct choice of the
interpolation scheme depends on the orientation of the interface and the
electric field.
Other numerical methods, recently developed to model electrohydrody-
namic flows use a combination of level-set and ghost fluid method (Bjørk-
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lund, 2009; Poppel et al., 2010). Therein, the ghost fluid method is used to
solve the electric potential as well as the pressure equation. Poppel et al.
(2010) demonstrate that their representation of the interface jump condi-
tions using the ghost fluid method can directly and accurately account for
the discontinuities across the interface. As a consequence, the combined
level-set and ghost fluid method allows for an improved modeling of the
electrohydrodynamic flows in both accuracy and efficiency (Poppel et al.,
2010). Because of the high effort required to implement a ghost-fluid and
level-set method in OpenFOAM1, the “simple” volume of fluid representa-
tion of the electrostatic surface force has been implemented and used in the
framework of this study.
4.4.1. Volume of fluid representation of the surface force
Following Tomar et al. (2007), the volume force representation of the Maxwell
stress tensor eq. (2.47) can be reformulated to
fE,dv =
ϵ0
2
(
(D · n)2
ϵ20
∇
(1
ϵ
)
− (E · t)2∇(ϵ)
)
. (4.11)
The advantage of this formulation is that the quantities D ·n, the dielectric
displacement in the normal direction to the interface, and E · t, the electric
field tangential to the interface, are continuous for any set of orthogonal
vectors n and t across the interface where the permittivity ϵ varies in space.
The equation above, together with the Laplacian equation for the electric
potential (2.45) serves for calculating the electric surface force. In addition
to the volume based formulation of the electric force, Tomar et al. (2007)
reformulated the force, according to Brackbill et al. (1992), to a surface force
fE,ds =
ϵ0
2
(
(D · n)2
ϵ20
( 1
ϵ1
− 1
ϵ2
)
− (E · t)2(ϵ1 − ϵ2)
)
nδs (4.12)
1Neither method was publicly available by the time the numerical code was developed.
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Although this formulation is not applied in the present study, it describes
the analytical solution of the interfacial pressure jump in case of a “sharp
interface” and thus serves for comparison and validation.
4.4.2. Numerical modeling
In order to model the electrostatic surface force numerically for a volume
of fluid based solver, the second order partial differential equation for the
electric potential has to be evaluated, taking care of the two-phase character
of the flow. Thus, special attention has to be paid to the discretization of the
physical properties at the free boundary. Based on the electric potential, the
electric displacement and electric field are calculated. Using these quantities,
the volume based formulation of the electrostatic surface force is evaluated.
Appendix B provides more details on these discretization methods, allowing
for a formulation of the electrostatic surface force which is independent of
the transition region thickness.
4.4.3. Validation of the electrostatic surface force
For the validation of the electrostatic surface force, three different test cases
are examined. In the first case, the pressure jump at the interface is caused
by an electric field perpendicular to the interface. In the second case, the
electric field and the interface are in parallel. Finally, the stability of a
horizontal layer in the presence of an electric field is examined. The case is
similar to the Rayleigh-Taylor problem with the addition of an electrostatic
surface force.
Pressure jump due to the normal component of the electric field
For validating the normal component of the electrohydrostatic force, a one-
dimensional test problem is considered. The problem is designed to isolate
the effect of a smeared volume fraction field at the interface, which causes
a smooth variation of the fluid properties and is contrary to the physical
discontinuity. This test case was previously used by other authors to eval-
uate the effect of different interpolation schemes for the dielectric permit-
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Figure 4.5.: Configuration of the test case for validating the representation of the
normal component of the electrostatic surface force.
tivity(Tomar et al., 2007; Teigen and Munkejord, 2009; Welch and Biswas,
2007).
A one-dimensional domain of length L, occupied by two motionless dielec-
tric phases, is considered as sketched in Fig. 4.5. The interface is situated
at the position x = H. The applied electric field imposes a force in the
normal direction to the interface, which results in a discontinuity (jump) in
the pressure. The boundary conditions for the potential are:
ψ|x=0 = 0 and ψ|x=L = ψ0, (4.13)
and the jump condition for the electric field reads
ϵ1E1|x=H = ϵ2E2|x=H . (4.14)
From this, a uniform electric field in both phases results
E1 =
−ψ0
Λ , E2 = −
ϵ1
ϵ2
ψ0
Λ , (4.15)
whereby
Λ = L
(
ϵ1
ϵ2
− 1
)
+H. (4.16)
The pressure difference across the interface is given by
∆p = p1 − p2 = ϵ02
(
ϵ1E
2
1 − ϵ2E22
)
. (4.17)
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The validation of the code is performed using the same physical properties
as reported in Tomar et al. (2007), summarized in Table 4.1.
Quantity Value
Plate distance, L 0.01m
Permittivity 1, ϵ1 70
Permittivity 2, ϵ2 1
Permittivity of vacuum, ϵ0 8.85419× 10−12 C/Vm
Potential difference, Ψ0 100V
Electric field 1, E1 V/m
Electric field 2, E2 V/m
Pressure jump, [p] −1.6967× 10−3 N/m2
Table 4.1.: Physical properties and analytical values for the test case.
A spatial discretization consisting of ten equidistant cells is applied. To
show the independence of the pressure jump from the distribution of the
volume fraction field α, three different cases have been considered as de-
picted in the top left plot of Fig. 4.6. In the first case, a sharp interface is
retained. Here, the volume fraction field α is one within the first five cells
and zero within the last five cells. In the second case, a smooth interface is
considered whereby the distribution of α is of the following: [1 1 1 0.8 0.5 0.5
0.2 0 0 0]. In the third case, a badly smeared distribution is applied which is
not even monotonic: [1 1 0.7 0.8 0.5 0.3 0.5 0.2 0 0]. Note, that according to
eq. (B.6) the location of the interface in all three cases is xInterface/L = 0.5.
The bottom right plot in Fig. 4.6 shows the distribution of the electric
potential. For the first case, the electric potential confirms well with the
analytic solution at each cell center, whereby the electric potential in case
two is underestimated between the 4th and the 7th cell. Nevertheless, the
values in the bulk region agree with the analytic solution. Also for the
last case, deviations in the transition region are found. Note that in the
bulk region the simulation results confirm with the analytic solution. A
similar behavior is present in the distribution of the normalized electric field
intensity (see Fig. 4.6, top right), whereby an enlarged transition region
thickness occurs. This enlargement is the result of the interpolation of the
face values to the cell values. The relative error of the electric displacement,
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Figure 4.6.: Cell center values of different quantities for the test case with 10 grid
points, normalized to the exact solution for phase 1.
shown in the bottom left plot of Fig. 4.6 clarifies that the described method
is suitable for the calculation of this quantity. The electrostatic surface force
is obtained using eq. (4.12) and the pressure drop across the interface is
calculated by integrating the cell pressure drop in the normal direction to the
interface. In all three cases, the relative error for the pressure jump is 8.1×
10−8 which is in the order of machine precision. This clearly reveals, that
the electric surface force can be calculated independently of the distribution
of the volume fraction field. This overall shows, that both, the level set
approach of Tomar et al. (2007) and the ghost-fluid method proposed by
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Figure 4.7.: Configuration of the test case for validating the representation of the
tangential component of the electrostatic surface force.
Teigen and Munkejord (2009) can describe the acting force in the order of
machine precision.
Pressure jump due to the tangential component of the electric field
In order to validate the electric surface force caused by the tangential com-
ponent of the electric field, a two-dimensional test case is applied. In this
setup, the interface is orientated perpendicularly to the capacitor plates as
shown in Fig. 4.7. The different distributions of the volume fraction field
in y-direction are adopted from the previous test case. From eq. 4.12 it
follows that the magnitude of the surface force scales with the square of
the tangential component of the electric field, which is simply given by the
gradient of the potential (due to a constant permittivity in x-direction, no
fluxes occur in horizontal direction).
Quantity Value
Plate distance, L 0.01m
Permittivity 1, ϵ1 70
Permittivity 2, ϵ2 1
Permittivity of vacuum, ϵ0 8.85419× 10−12 C/Vm
Potential difference, Ψ0 100V
Electric field, Et V/m
Pressure jump, [p] −3.0549× 10−2 N/m2
Table 4.2.: Physical properties and analytical values for the test case B.
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Simulations with the WHM and the WAM scheme are performed and the
results are summarized in Table 4.3. For a sharp interface (case 1), the
simulation results exactly agree with the analytic solution for both interpo-
lation schemes. If the interface is slightly smeared (case 2), the error is in
the order of machine precision. A dependency of results on the interpolation
schemes is only observed for case 3, where a non-monotonic distribution of
the volume fraction field is applied. While the WAM scheme gives results on
the order of machine precision, the WHM scheme loses its accuracy. These
results demonstrate a slight advantage of the WAM scheme for the case
when the electric field is orientated tangentially to the interface.
Table 4.3.: Deviations from theoretical values for test case B for different interpo-
lation schemes. Error [%] (1−∆p/∆panalytical)
WHM WAM
case 1 0 0
case 2 6.0× 10−8 5.9× 10−8
case 3 1.2 6.9× 10−8
Surface instability of a horizontal dielectric fluid layer
With the previous two test cases, the validity of the solver for static inter-
faces orientated in normal and tangential direction to the electric field has
been demonstrated. However, falling liquid films are characterized by both,
an inherent and surface tension driven instability, for which an additional
problem related test case is considered.
The test case is shown in Fig. 4.8 and consists of two horizontal liquid
layers of different thickness (δ1, δ2) with different densities (ρ1, ρ2) and
electric permittivities (ϵ1, ϵ2), exposed to a gravitational and an electric
field.
The system of liquid layers is stabilized by the gravitational force and
by surface tension acting at the interface. The electric field destabilizes
the two layers if the electric permittivity of the upper fluid is lower than
the one of the lower fluid. For a given maximum wavelength λ, which is
prescribed by the domain size between the cyclic boundary conditions, the
linear stability analysis performed by Michael (1968) yields a threshold value
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Figure 4.8.: Test case configuration: Surface instability of a dielectric fluid in an
electric field.
for the potential above which the system behavior changes from stable to
unstable:
ψ =9.49 · 105
√
4π ((ρ1 − ρ2)g + k2σ)√√√√(δ1 + ϵ1ϵ2 δ2)2 · ( ϵ1ϵ2 tanh(kδ2) + tanh(kδ1))
ϵ1
ϵ2
(
ϵ1
ϵ2
− 1
)2 (4.18)
For a validation of the code for the proposed falling film problem, the di-
mensional parameters are chosen in agreement with the scales inherent in
the film flow. Thus, a wavelength of λ = 7.32mm, and layer thicknesses
of δ1 = 350µm and δ2 = 350µm are used. The fluid properties are listed
in Table 4.4. In this specific case, the stability boundary according to eq.
(4.18) is ψ = 484.77V. As an initial condition, a sinusoidal perturbation is
imposed with an amplitude of 0.5 % of the thickness δ1. Multiple simula-
tions with different electric potentials in the vicinity of the stability bound
are conducted. Figure 4.9 shows the evolution in time of the average kinetic
energy across the entire domain. For ψ ≥ 475V, the kinetic energy increases
in time, revealing that the two layer system gets in motion and is thus un-
stable. For ψ ≤ 470V, the kinetic energy decreases in time, indicating a
stable behavior of the system.
Revealing that the stability bound is located between 470V ≤ ψ ≤ 475V,
a sufficient validation of the electrostatic surface force as well as of the
surface tension force for the investigation of falling liquid films has been
shown in this section.
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Quantity Value
Wave length, λ 7.32mm
Permittivity 1, ϵ1 69.1
Permittivity 2, ϵ2 1
Layer thickness 1, δ1 350µ m
Layer thickness 2, δ2 350µ m
Density 1, ρ1 1098.3 kg/m3
Density 2, ρ2 1.2 kg/m3
Viscosity 1, ν1 2.85 · 10−6 m2/s
Viscosity 2, ν2 1.56 · 10−5 m2/s
Surface tension, σ 0.0484N/m
Gravitational constant, g 9.81m/s2
Table 4.4.: Physical properties and analytical values for the test case. The param-
eter values chosen correspond to the conditions of Case 1 with gx = 0.
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Figure 4.9.: Temporal evolution of the specific kinetic energy revealing the onset
of instability between an electric potential of ψ = 470V and ψ = 475V.
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4.5. Computational domain, boundary and initial conditions
Fully resolved numerical simulations of falling films can be performed fol-
lowing two different approaches. In the first approach, the computational
domain L is long, compared to the wave length, λ, similar to the experi-
mental setup (see Fig. 4.10). Liquid enters the domain from one side, flows
through the domain, and leaves it on the other side (outlet). In order to
enforce a specific frequency, oscillating flow conditions are imposed at the
inlet by a time-varying inlet velocity profile. Consequently, waves with the
imposed frequency develop in flow direction, such that the wave length is
a result of the time-dependent boundary condition. Furthermore, the flow
rate is set by the inlet condition, for which the average film thickness can
deviate from the imposed film thickness if the flow accelerates. This kind of
modeling can be associated with the “open flow” condition, see section 3.1.3.
The described approach has, for instance, been followed in the PhD thesis
of Dietze (2010), or in Doro and Aidun (2013) and Albert et al. (2014).
A different approach is followed if periodic boundary conditions are used
in the streamwise direction (see Fig. 4.11). In this case, the length of
the computational domain directly defines the wave length λ, such that
the frequency of the waves is coupled to the wave velocity and a result
of the numerical simulations. Hence, the volume of liquid enclosed in the
domain, which is prescribed at the beginning of the simulations, remains
constant. Thus, the flow rate or respective Reynolds number changes with
δ0
L 0
H
Outlet
Liquid inlet
Wall
y
x
Gas boundary
L
g gy
gx
Figure 4.10.: Sketch of the computational domain for the simulation of two-
dimensional films using open flow boundary conditions. Adapted from Dietze
(2010).
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Figure 4.11.: Sketch of the computational domain for the simulation of two-
dimensional films using closed flow boundary conditions.
the development of the waves. This kind of modeling can be associated with
the “closed flow” condition, see section 3.1.3. This approach has been used
for the direct numerical simulations performed in Ruyer-Quil et al. (2012)
and Dietze et al. (2014).
The long computational domain, needed in the first approach, results
in high computational cost and limits the simulation to two-dimensional
flows. The computational domain of the second approach is sketched in
Fig. 4.11. At the bottom of the domain, the no-slip and no-penetration
conditions are applied. At the upper boundary of the domain, the total
pressure (p0 = p + u2/2) is set to a constant value in order to allow for
inflow and outflow of the gaseous phase. Streamwise periodicity is prescribed
by imposing identity of velocity, pressure and volume fraction field at the
positions x = 0 and x = λx.
Similarly to the work of Dietze (2010) and Dietze et al. (2014), a sinusoidal
spatial variation of initial film thickness h(x,t = 0) in the streamwise and
spanwise directions is imposed. The wavelength in streamwise direction
corresponds to the length of the computational domain, i.e. λx.
Due to the difference between the Nusselt film thickness hNu and the
average film thickness ⟨h⟩λ in case of closed flow boundary conditions, the
latter is imposed as the initial condition.
h0 = h(x,t = 0) = ⟨h⟩λ (1 + ϵx cos(2πx/λx)) , (4.19)
where ϵx denotes the amplitude in the streamwise direction. For the distri-
bution of the velocity field inside the liquid phase, the first order approx-
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imation of a semi-parabolic velocity profile is imposed in the streamwise
direction:
u(x,y,t = 0) = h
2
0gx
ν
(
y
h0
− y
2
h20
)
. (4.20)
The crosswise velocity component v(x,y,t = 0) can be calculated from the
continuity equation:
v(x,y,t = 0) =
y∫
0
∂u
∂x
dy, (4.21)
which results in
v(x,y,t = 0) = −gx
ν
π
λx
ϵx sin(2πx/λx)y2. (4.22)
For the spatial discretization of the two-dimensional domain, hexagonal cells
with a uniform cell size in streamwise and crosswise direction have been cho-
sen according to the previous work of Dietze et al. (2014). The spatial and
temporal resolution has been identified for each flow condition examined by
a rigorous mesh-independence analysis. For the temporal discretization a
uniform time-step size has been applied. The second-order central differ-
ences scheme is used for all spatial discretization and a first order bounded
implicit scheme is chosen for temporal discretization (Rusche, 2002).

Chapter 5.
Results
The following chapter is divided into five main sections. In the first section,
a validation of the fully resolved numerical simulations and the integral
boundary layer model is presented using experimental data of a vertical
falling liquid film. After successful validation of the methods, a paramet-
ric study varying inclination number (gravitational component in crosswise
direction) is presented. Increasing the inclination number stepwise, all char-
acteristic features of falling liquid films starting from flat film solution to
flow separation and flow reversal and up to gravitational dripping are pre-
sented. In section 5.3, the influence of the electrostatic surface force and
the effect of electrostatic spraying is outlined. All prior results are based
on two specific flow conditions with a constant Reynolds number (closed
flow condition) and viscous dissipation number. In section 5.4, a full para-
metric study in the homoclinic orbit is presented including a variation of
reduced Reynolds number, reduced inclination number, and viscous dissi-
pation number. Phase diagrams are shown describing the onset of flow
reversal, flow separation, and circulating waves. In the last section of this
chapter, wave characteristics in the limited cycle are presented together with
a phase diagram for different excitation numbers and simplified criteria for
phase transitions.
5.1. Validation of the method using experimental data
The validity of the results obtained with the fully resolved numerical simula-
tions and the WIBL model is tested by reproducing experimental data pro-
vided in Dietze et al. (2008) and Dietze (2010). Data provided in these works
have successfully been used for validating numerical methods in various
studies as for instance in Albert et al. (2012, 2014), Doro and Aidun (2013)
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Figure 5.1.: Comparison of experimental (Dietze, 2010) and numerical results for
the cases outlined in Table 5.1. The streamwise velocity is given at 0.1mm from
the plate.
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Table 5.1.: Parameters corresponding to experimental data for a vertical film used
in the simulations.
parameters Case 1 Case 2
ex
p. Req 6.8 15
f¯ 24Hz 16Hz
D
N
S RehN 5.99 10.76
Ka 509.6 509.6
λ¯x 7.24mm 20.5mm
W
IB
L δhN 4.28 8.747
η 0.057 0.073
kx 0.897 0.337
or Dietze et al. (2014). Using an aqueous solution of dimethyl sulfoxide
(DMSO) as a working fluid in a vertically inclined cylinder of large radius,
the values for viscosity, density, and surface tension are ν = 2.85 · 10−6 m2/s,
ρ = 1098.3 kg/m3, and σ = 0.0484N/m, respectively. From the various flow
conditions presented in Dietze (2010), a case which is characterized by no
circulating waves (Req = 6.8 and f¯ = 24Hz) and a case which is character-
ized by the presence of circulating waves (Req = 15 and f¯ = 16Hz) have
been chosen. The values of the dimensional and dimensionless parameters
(in Reynolds- and Shkadov-Scaling) are presented in Table 5.1. The close
flow condition has been applied in the WIBL models in order to correspond
to the periodic boundary conditions imposed in the direct numerical sim-
ulations. Consequently, the dimensionless film thickness takes a constant
value of ⟨h⟩λ = 1, for which the critical wave celerity for the onset of cir-
culating waves is given by equation (3.29) and for flow reversal by equation
(3.34). In order to examine the experimental conditions numerically, the
a-priori unknown wavelength (e.g. domain size of the DNS) and initial film
thickness (e.g. close-flow Reynolds number) have been iteratively adjusted
such that the flow rate, Req, and the frequency between simulations and
experiment match (Table 5.1). For DNS and WIBL simulations equivalent
flow conditions have been applied, whereby the dimensionless wavenumber
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in Shkadov scaling is
kx =
2π
λx
κhN . (5.1)
Quantitative comparisons for dimensional film thickness h¯ and streamwise
velocity u¯ (at the crosswise position y¯ = 0.1mm) are shown in Fig. 5.1. For
Req = 6.8, the film thickness of the WIBL model and the DNS are in very
good agreement. However, the film thickness amplitude of the experimental
results is slightly lower compared to the simulations. Similar agreement is
found for the streamwise velocity. For Req = 15, the film thickness profiles
of the WIBL model and the DNS agree very well in the capillary region, for
the residual layer, and for the back of the wave. The wave front is found to
be steeper and the wave peak height is increased by approximately 8 percent
in the DNS results. In comparison to the experimental data the highest de-
viations are found in the region of the wave’s back, which has a more concave
shape in both simulations compared to the experiment. The streamwise ve-
locity beneath the wave crest at y¯ = 500µm was experimentally found to be
between 0.34m/s and 0.36m/s (Dietze, 2010, not shown) and is already larger
than the wave speed of c¯DNS = 0.328m/s and c¯WIBL = 0.3395m/s obtained by
the two numerical approaches. Although the wave celerity was not measured
experimentally, the comparison suggests the existence of circulating waves
for the experimental conditions examined. A comparison between the two
methods (DNS, full second-order WIBL and simplified WIBL) for the wave
topology and the flow field (in the fixed and the moving frame of reference)
is shown in Figs. 5.2 to 5.4 for Case 1 and Case 2, respectively. The stream
function ψ has been calculated from the velocity field (equations (A.8) and
(A.9)), including corrections to the parabolic profile. There is an excellent
agreement between the methods for Case 1, which is characterized by the
absence of circulating waves. For Case 2, the streamlines in the moving
frame of reference (Fig. 5.4) show circulating fluid in the main wave hump
for both methods. Although the main flow behavior is identical in both
simulations, a difference is found in the position and the shape of the recir-
culation zone. In the results obtained by the WIBL model, the center of the
circulation zone is located closer to the position of maximum film thickness.
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Contrarily, the position of the vortex in the DNS is located behind the wave
crest and is significantly stretched in the crossstream direction. Addition-
ally, the positions of the stagnation points are different. The shape found
in the DNS agrees with the experimental observation of Alekseenko et al.
(2007) and the numerical results obtained by Wasden and Dukler (1989)
and Islam (2009). The DNS results also reveal the global maximum of the
streamwise velocity (marked in the plot) to be located not at the point of
highest film thickness but at the wave’s back, significantly below the wave
crest. Table 5.2 summarizes characteristic values of the results obtained by
the fully resolved numerical simulation and the two WIBL models.
Table 5.2.: Characteristic values of the results obtained by the fully resolved nu-
merical simulation and the WIBL models.
Case Model c¯ h¯min h¯max h¯max/h¯min
1 DNS 0.1736m/s 149.0µm 319.3µm 2.14
1 full WIBL 0.1762m/s 154.9µm 317.2µm 2.05
1 simp. WIBL 0.1706m/s 141.0µm 323.7µm 2.30
2 DNS 0.3280m/s 137.0µm 639.3µm 4.67
2 full WIBL 0.3375m/s 146.1µm 607.5µm 4.16
2 simp. WIBL 0.3395m/s 148.2µm 592.9µm 4.00
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(a) Full-second order WIBL: ψ¯ = [2,4,6,...,22] · 10−6 m2/s.
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(b) Simplified WIBL: ψ¯ = [2,4,6,...,22] · 10−6 m2/s.
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(c) DNS: ψ¯ = [2,4,6,...,20] · 10−6 m2/s.
Figure 5.2.: Wave topology (thick line) and flow field in the moving frame of ref-
erence (streamlines with ψ¯ = 0 at the inferface) for Case 1 calculated by WIBL
and DNS, for closed flow condition with δ
hN
= 4.28, e.g. Re
hN
= 5.99, ζ = 0 and
η = 0.057. The range of dimensional stream function is given in brackets.
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(a) Full-second order WIBL:
ψ¯ = [−30,− 25,...,− 5,− 2.5,− 1.25] · 10−6 m2/s.
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(b) Simplified WIBL: ψ¯ = [−30,25,...,− 5,− 2.5,− 1.25] · 10−6 m2/s.
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(c) DNS: ψ¯ = [−30 : −28,...,− 2,− 1,− 0.5] · 10−6 m2/s.
Figure 5.3.: Same as Fig. 5.2 in the fixed frame of reference (streamlines with
ψ¯ = 0 at the wall) .
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(a) Full second-order WIBL: ψ¯ = [0,5,10,...,55,58,60] · 10−6 m2/s.
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(b) Simplified WIBL: ψ¯ = [0,5,10,...,55,58,60] · 10−6 m2/s.
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(c) DNS: ψ¯ = [0,5,10,...,50,54,55] · 10−6 m2/s.
Figure 5.4.: Same as Fig. 5.2 for Case 2 with δ
hN
= 8.747, i.e. Re
hN
= 10.76,
ζ = 0 and η = 0.073.
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(a) Full second-order WIBL:
ψ¯ = [−145,− 140,...,− 5,− 2.5,− 1.25,2.5,5] · 10−6 m2/s.
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(b) Simplified WIBL:
ψ¯ = [−145,− 140,...,− 5,− 2.5,− 1.25,2.5,5] · 10−6 m2/s.
0.0 5.0 10.0 15.0 20.0
0.0
0.2
0.4
0.6
0.8
x (mm)
F
ilm
 t
h
ic
kn
es
s 
h
 (
m
m
)
(c) DNS: ψ¯ = [−155,− 150,...,− 5,− 2.5,− 1.25,2.5,5] · 10−6 m2/s;
Figure 5.5.: Same as Fig. 5.4 in the fixed frame of reference.
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5.2. From flat film solution to gravitational dripping
This section addresses the influence of the gravitational body force using the
basic flow conditions of Case 1 and Case 2. Thereby, inclination number
is successively increased, starting from a flat film solution to gravitational
dripping.
5.2.1. Onset of waves: Stability limit
According to linear stability analysis (see section 3.1.1), the flat film (Nus-
selt) solution is stable with respect to infinitesimal disturbances above a
critical value of inclination number. This stability limit for the simplified
second-order model and a finite domain of wave number k is given by eq.
(3.9). From this equation, the critical inclination number is ζcrit. = 0.657
and ζcrit. = 3.275 for Case 1 and Case 2, respectively. Direct numeri-
cal simulations performed with the solver interFoamHF for Case 1 reveal
amplitudes of 0.04%, 1.7%, and 34.5% for inclination numbers of ζ = 0.7,
ζ = 0.6, and ζ = 0.5, respectively. The significant increase in amplitude
by two orders of magnitude between ζ = 0.7 and ζ = 0.6 can be associated
with the onset of waves. The non-zero amplitude for ζ = 0.7 results from
discretization and rounding errors in the numerical computation. Using the
same procedure, amplitudes calculated for Case 2 are 5.3%, 2.5%, and 1.1%
for inclination numbers of ζ = 3.1, ζ = 3.2, and ζ = 3.3, respectively.
5.2.2. Onset of flow separation and flow reversal
A decrease of inclination number below its critical value results in an increas-
ing waviness of the film flow. If the wave pattern exhibits a critical topology,
flow separation and flow reversal occur. Flow separation is associated with
a change of sign of the wall-shear stress and initially occurs beneath the first
capillary minimum. Consequently, the onset of flow separation involves a
vanishing velocity which is indicated by ψ¯ = 0 in the fixed frame of refer-
ence. Flow reversal is attributed to a negative flow rate beneath the first
capillary minimum, such that the flow direction is locally in the opposite di-
rection to the streamwise component of gravity. Simulation results of Case
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1 (see Fig. 5.3) and Case 2 (see Fig. 5.5) in the fixed frame of reference
reveal that flow separation and flow reversal are only present in the second
case, in which the two wall-side stagnation points of the streamline ψ¯ = 0
confined the area of a negative wall-shear stress at the wall.
A possible way of suppressing flow reversal and flow separation in Case 2
is by applying a stabilizing force, as for instance due to a positive inclination
(Rohlfs and Scheid, 2015). In the following simulation results, inclination
number has been increased stepwise up to the point where neither flow re-
versal nor flow separation exists. Figure 5.6 shows the suppression of flow
reversal calculated by the three different methods. While the DNS results
also reveal the velocity field inside the gaseous phase, the results of the
WIBL models only cover the liquid phase. The DNS and the full second-
order model show a similar form of the separation vortex with a steep gra-
dient towards the main wave hump and a smaller gradient towards the first
capillary maximum. Using the simplified model, the velocity over the entire
cross section is zero, for which both the flow rate and the first derivative of
the flow rate must take a value of zero. Besides the streamline plots, the
wave celerity and the critical wave celerity for the onset of flow reversal are
given for all twelve cases based on criterion (3.34) for DNS and based on
the equivalent criterion (3.32) for the WIBL models. Criterion (3.32) has
been used because q0 is known from the WIBL simulations, contrary to the
average flow rate ⟨q⟩λ. Note that both criteria show a different behavior for
larger values of ζ, such that the wave celerity is below the criterion in the
DNS results for the absence of flow reversal, while for the WIBL results the
wave celerity exceeds the criterion. A further increase of inclination number
results in the suppression of flow separation as shown in Fig. 5.7. This tran-
sition process is found to be well captured by the WIBL model as suggested
by the comparison of the streamline plots to the DNS results. Although
the streamlines and the wave topology are qualitatively and quantitatively
very similar, differences with respect to the inclination number at the onset
of flow separation are observed for the two model approaches, such that
the onset of flow separation also occurs for lower values of ζ in the DNS
compared to the WIBL.
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Figure 5.6.: Suppression of flow reversal: Flow field (streamlines in a fixed
frame of reference) in the region of the capillary minimum calculated by DNS
and WIBL for closed flow condition with δ = 8.747, e.g. Re
hN
= 10.76:
ψ¯ = [0,− 1.25,− 5,− 10,− 15,...] · 10−6 m2/s. Thick lines show the interface and
the flow separation streamline with ψ¯ = 0.
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Figure 5.7.: Suppression of flow separation: Flow field (streamlines in a fixed
frame of reference) in the region of the capillary minimum calculated by DNS
and WIBL for closed flow condition with δ = 8.747, e.g. Re
hN
= 10.76:
ψ¯ = [0,− 1.25,− 5,− 10,− 15,...] · 10−6 m2/s. Thick lines show the interface and
the flow separation streamline with ψ¯ = 0.
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The flow field of the sinusoidal-shaped wave of Case 1 is characterized
by the absence of flow reversal and flow separation as shown in Fig. 5.3.
Both phenomena are not present in case of a vertical plate (ζ = 0). Con-
sequently, an additional destabilization of the flow is required to obtain the
flow features for the same wave length and Reynolds number (same average
film thickness for close flow boundary conditions). This destabilization can
be achieved by negative values of the inclination number, which correspond
to the case where the fluid flows down on the bottom side of an inclined
plate. By decreasing the inclination number successively, critical inclination
numbers for the transition are obtained. The flow field in the area of the
first capillary minimum is similar to the one presented in Figures 5.6 and
5.7.
Chapter 5. Results 91
5.2.3. Onset of circulating waves
At the onset of circulating waves, the surface velocity in the area of the
main wave hump surpasses the wave celerity, such that a circulating eddy
is formed inside the main wave hump. The streamline plots of Case 1
and Case 2, which are drawn in the moving frame of reference (see Fig.
5.2 and 5.4), reveal the existence of a circulating eddy for the second case.
Consequently, for Case 2 a positive inclination is necessary to suppress
the circulating eddy. On the contrary, a negative inclination is required to
initiate a vortex for the flow conditions of Case 1. The streamlines of the
suppressed circulating eddy for the closed flow conditions corresponding to
Case 2 are shown in Fig. 5.8 for the simplified and the full second-order
WIBL model. Using the simplified model, the condition of (3.29), which is
based on the parabolic velocity profile, is fulfilled for an inclination number
ζ = 0.3587, whereas the full second-order model reveals a value of ζ = 0.3958
at the onset of circulating waves.
The streamline plot including the first-order velocity corrections (see eq.
A.8 and A.9) shows the existence of two stagnation points located close to
the wave crest. The streamwise velocity between the two points exceeds
the wave speed c, resulting in a slightly earlier onset of circulating waves.
However, the short distance between the two stagnation points validates the
simplification of the first-order velocity profile used to derive (3.26), hence
(3.29). In the results of the full second-order model, the ratio between max-
imum and minimum film thickness (h¯max = 537.2µm and h¯min = 163.1µm)
is 3.29. Approximating the residual layer film thickness by the average
film thickness between the first capillary’s minimum and maximum yields
h¯s = 219.0µm and thus a ratio of h¯max/h¯s = 2.45, which is close to the
threshold found by Maron et al. (1989) (h¯b/h¯s = [2.5 − 3]). Owing to the
non-circulating wave type of Case 1, a decrease of the inclination number
is required to obtain a recirculation zone in the main wave hump. Using
the full second-order model, condition (3.29) is fulfilled for an inclination
number of ζcirc. = −0.5698.
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(a) Simplified second-order WIBL: ζ = 0.3587, c¯ = 0.310m/s.
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(b) Full second-order WIBL: ζ = 0.3958, c¯ = 0.325m/s.
Figure 5.8.: Onset of circulating waves according to condition (3.29). Wave topol-
ogy and film thickness profile for closed flow condition corresponding to Case 2
for an inclined plate; ψ¯ = [0,5,10,...,55,57.5] · 10−6 m2/s.
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Figure 5.9.: Influence of positive and negative gravity on the maximum film thick-
ness (top) and the wave celerity (bottom) by varying the inclination parameter ζ
for the flow conditions corresponding to Case 1. The close flow boundary condition
is applied in the full second-order WIBL model.
5.2.4. Onset of dripping
While the onset of circulating waves and flow reversal is a transition process
that can occur for a positive inclination number as well as for a negative
inclination number, the onset of dripping is strictly associated with negative
gravity. Thus, the inclination number for Case 1 and Case 2 is decreased
to the point when dripping occurs in the fully resolved numerical simula-
tion. Note that the present form of dripping in a two-dimensional domain
corresponds to the detachment of a ligament with an infinite expansion in
the spanwise direction.
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Figure 5.10.: Inclined film flow for Case 1 and ζ = −2.5. Contour lines are shown
for ψ¯ = [0,2,...,20] · 10−6 m2/s.
Figure 5.9 shows the influence of positive and negative gravity by a vari-
ation of the reduced inclination number on waves corresponding to the flow
conditions of Case 1. Again, a constant value for Reynolds number, viscous
dissipation number, and wave length is maintained. Results obtained with
the modified height function solver are shown by the black crosses. Due to
the limitation to low interfacial angles, the height function solver fails to
compute cases of high negative inclination numbers.
In the fully resolved numerical simulations, the value ζ = −3.25 is the
lowest inclination number that resulted in a stable travelling wave. However,
this solution is found to be sensitive to the initial condition, so that dripping
can also occur for this inclination number. For instance, dripping does not
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Figure 5.11.: Inclined film flow for Case 1 and ζ = −3.0. Contour lines are shown
for ψ¯ = [0,2,...,20] · 10−6 m2/s.
occur if the wave profile obtained for ζ = −3 is used as an initial condition.
Contrarily, for ζ = −3.5 dripping occurs if a sinusoidal perturbation is
imposed or if the initial condition coincides with the solution for ζ = −3.25.
In addition to results of the fully resolved numerical simulation, results
of the full second-order WIBL model are shown in Fig. 5.9 by the solid
line. For the maximum film thickness, the model and the fully resolved
simulation are in better agreement for positive and negative values of the
inclination number up to ζ = −2. Decreasing the inclination number below
this value, the WIBL predicts higher values of the maximum film thickness
compared to the fully resolved simulation. The comparison of the wave
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Figure 5.12.: Inclined film flow and the onset of dripping for Case 1 and ζ = −3.5.
Contour lines are shown for ψ¯ = [0,2,...,40] · 10−6 m2/s.
celerity exhibits a lower degree of agreement. Notably, the two different
methods for computing the surface tension force implemented in the CFD
code exhibit significant differences. The wave celerity calculated with the
height function-based solver is in good agreement with the WIBL model,
while the standard OpenFOAM solver predicts a lower wave celerity for
negative values of the inclination number. As a consequence, a sufficient
validation of the WIBL results is not possible, calling for more advanced
interface reconstruction methods in the fully resolved numerical simulation.
A closer examination of the wave characteristics is shown in Figs. 5.10 to
5.12 for inclination numbers of ζ = −2.5, ζ = −3.0, and ζ = −3.5. The top
plots illustrate the wave topology and the streamlines calculated with the
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full second-order model while the bottom plot shows the results of the fully
resolved numerical simulation using the standard interFoam solver. Despite
the problems with the parasitic oscillations close to the interface in the fully
resolved numerical simulations, the two model approaches are in very good
agreement for ζ = −2.5. For ζ = −3, the streamlines of the fully resolved
simulation reveal a secondary vortex in the rear part of the wave crest. This
feature is not resolved by the WIBL model. Significant differences arise with
the onset of dripping as shown in Fig. 5.12. Here, the WIBL model predicts
the existence of a stationary travelling wave with an arising secondary vortex
in the front part of the wave. Contrarily, the temporal evolution of a droplet
detaching from the inclined ceiling is presented in the bottom plot. Using
the simulation results of ζ = −3.25 as an initial condition, dripping occurs
within the first 60 milliseconds.
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Figure 5.13.: Force balance between surface tension force and gravitational force
for different values of the dimensionless inclination number.
The dripping process is characterized by an acceleration in crosswise di-
rection of the fluid in the wave crest. A physical explanation of the force
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Figure 5.14.: Inclined film flow for Case 2 and ζ = −1.25. Contour lines are shown
for ψ¯ = [−145,− 140,...,0] · 10−6 m2/s.
balance involved in the process of dripping is given in section 3.2.5. The
dominant forces including pressure, surface tension, and gravity are evalu-
ated for a large number of different wave profiles calculated with the WIBL
model. Thereby, the gravitational force is calculated for the liquid which
is above the iso-line of zero pressure (shown in Figs. 5.10 to 5.12). The
crosswise component of the surface tension force is evaluated at the posi-
tion of zero pressure at the interface. For the two-dimensional Cases 1 and
2, the different forces per unit length are shown in Fig. 5.13 in dimensionless
form. The grey lines indicate the surface tension force σy,f + σy,b. In the
dimensionless form, the force directly corresponds to the inclination of the
film. Thus the upper limit is the value of two, stating that both interfaces
are orientated in the crosswise direction with an infinite slope. The gravi-
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Figure 5.15.: Inclined film flow and the onset of dripping for Case 2 and ζ = −1.5.
Contour lines are shown for ψ¯ = [−145,− 140,...,0] · 10−6 m2/s.
tational force fζ = ζa∗/κ is not bound to a maximum value as it increases
linearly with ζ and decreases (increases) with a decreasing (increasing) area
a∗. However, in general the area is decreasing as seen by the slope ∂fζ/∂ζ
which exhibits a magnitude below one.
For ζ = 0 the gravitational force is trivially zero. The surface force
depends on the waviness of the flow, so that its value is above zero if the flow
diverges from the flat film solution. For low negative values of inclination
number, the gravitational force is below the surface force. As a result, the
entire mass in the wave crest can be hold by surface tension. At the point
of intersection, the surface force is not able to hold the mass of the wave
crest and the force balance in crosswise direction loses validity. This point
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of intersection is located at ζ ≈ −0.45 and ζ ≈ −0.55 for Case 1 and Case
2, respectively. A comparison to the onset of dripping estimated by the
fully resolved numerical simulations reveals very strong differences, despite
the good agreement in the wave peak height. A reason for the disagreement
is evidently presented in the wave shape in Figs. 5.10 and 5.11. The slope
of the wave crest (especially in the front part of the wave) is steeper in
the results of the DNS, causing a higher force of surface tension in the
crosswise direction. This force balances the gravitational volume force and
prevents dripping. Owing to the crosswise integration of the pressure in
the boundary layer equation, the influence of a pressure gradient in that
respective direction is neglected in the WIBL model. As a consequence, the
model is able to predict stable stationary waves for which the force balance
in crosswise direction is violated.
The same conclusions can be drawn from the simulation results of Case 2
for a sinusoidal-type wave. Figures 5.14 and 5.15 show the streamline plots
for ζ = −1.25 and ζ = −1.5, respectively. Good agreement is found in the
wave shape and the velocity for ζ = −1.25. For higher negative values of
inclination number, the fully resolved simulations predict dripping, contrary
to the full second-order WIBL model. A direct comparison of maximum film
thickness and wave speed for various values of reduced inclination number
is shown in Fig. 5.16. Excellent agreement between the results of the WIBL
model and the interFoam solver exists up to the point of dripping. Contrary
to this, the height function solver is not able to predict the flow for high
negative values of the inclination number. Note that different solutions exist
for the parameters examined. The WIBL model predicts γ1- and γ2-type
waves, while the results of the DNS are limited to γ2-type waves. For high
inclination numbers (ζ ≥ 3) a clear association to a specific wave type is not
possible from the results of the DNS.
In conclusion, good agreement between the full second-order WIBL model
and the fully resolved numerical simulations is obtained for the two flow
conditions examined under negative gravity conditions before the onset of
dripping. This agreement includes wave peak height and wave speed for
Case 2 as well as wave peak height of Case 1. Differences in wave speed
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Figure 5.16.: Influence of positive and negative gravity on the maximum film thick-
ness (left) and the wave celerity (right) by varying the inclination parameter ζ for
the flow conditions corresponding to Case 2. The close flow boundary condition
is applied in the full second-order WIBL model.
predicted by the two model approaches might be a result of the interfa-
cial reconstruction method applied in the fully resolved model. Therefore,
the WIBL model is well suited for the prediction of the waves despite the
neglected pressure gradient in crosswise direction. Regarding the onset of
dripping, the WIBL model is not suited for its prediction. An evaluation of
the forces in crosswise direction by post-processing yields a violated force
balance. Consequently, the predicted waves are unstable if the assumptions
of the boundary layer approximation are released. However, a small in-
crease in the inclination of the film surface heals the balance as shown by
the results of the fully resolved numerical simulation.
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5.3. Influence and effect of electrostatic forces
This section is concened with the influence of the additional electrostatic
surface force on a wavy film flow of a dielectric liquid induced by an electric
field. The high level of abstraction in the dimensionless results hinders
a direct interpretation of the electrostatic force’s effect (e.g. influence of
plate distance and applied voltage). Thus, simulation results obtained with
fully resolved numerical simulations and the full second-order model will be
presented in dimensional form. The fluid properties and the flow conditions
of these two cases in the base state (no applied field) correspond to Case
1. The relative electric permittivity of the liquid is 69.1, while the electric
permittivity of air is 1.
Figure 5.17 presents the maximum film thickness and the wave speed
in dimensional form dependent on the applied electric potential ψ¯ and the
capacitor plate distance H¯c. The solid lines represent results of the WIBL
model while stars indicate results of the fully resolved numerical simulations.
The fully resolved numerical simulations agree excellently with the WIBL
model for the two lower capacitor plate distances, while differences in the
results arise for H¯c = 1.4mm and ψ¯ > 2000. Furthermore, the results of the
fully resolved numerical simulations cover only the lower branch of solutions
obtained with the WIBL model. These two branches are separated by the
fold (turning point of the dashed line). While the lower branch is stable,
the upper branch is unstable causing an infinite growth of the maximum
film thickness in the numerical simulations, finally causing spraying. This
solution will be discussed in the following subsection.
Contrary to the results for negative gravity, the WIBL model reveals a
turning point (fold), such that two solutions coexist for the same electric field
intensity. One of the solutions is a low amplitude wave with low wave celerity
while the other solution is characterized by a high amplitude and a high wave
speed. The coexistence of two solutions is caused by the non-linearity of the
electrostatic surface force. Note that the upper high amplitude solution
is unstable owing to the required decrease in the electrostatic field with
increasing wave amplitude.
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Figure 5.17.: Influence of electrostatic forces for the flow conditions of Case 1 in
the dimensional space: Maximum film thickness in dependence of the capacitor
plate distance H¯c and the electric potential ψ¯. The dashed line illustrates the fold,
tracked for a variation of the parameter χ2. Full second-order model (lines) and
DNS results (stars).
In order to understand the stable and unstable solution, a slight per-
turbation that increases the maximum film thickness has been considered.
This perturbation causes an increase in stabilizing surface tension due to an
increased curvature as well as an increase in the destabilizing electrostatic
pressure due to a higher film thickness. In the low amplitude case the stabi-
lizing surface tension force increases faster than the destabilizing force, for
which this solution is stable. In the high amplitude case, the increase in the
destabilizing electrostatic pressure exceeds the increase in surface tension,
for which this solution is unstable. As a consequence of the inherent per-
turbations in the fully resolved numerical simulations, the unstable solution
cannot be obtained numerically.
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Figure 5.18.: Influence of electrostatic forces for the flow conditions of Case 1 in
the dimensionless space: Wave celerity in dependence of the reduced electric field
numbers χ1 and χ2 and for the condition of negative gravity (χ2 = 0). The dashed
illustrates the fold, tracked for a variation of the parameter χ2. Full second-order
model (lines) and DNS results (stars and crosses).
For the plate distances of H¯c = 0.7mm and H¯c = 1.0mm, the electric
potential can be reduced to a value close to zero, at which the maximum film
thickness approaches the upper capacitor plate. For H¯c = 1.4mm, the high
amplitude solution cannot be followed by the solver (AUTO07p) beyond
ψ¯ ≈ 2900V. The limit of the dynamical system approach is obtained if the
denominator in eq. (A.5) approaches zero as outlined in section 3.1.2.
Next to the dimensional representation of the results presented in Fig.
5.17, the dimensionless maximum film thickness and wave celerity in de-
pendence of the two reduced electric numbers χ1 and χ2 is shown in Fig.
5.18. In addition, the results for the negative gravity case (corresponding
to χ2 = 0 are presented.
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Although, these plots allow for reducing the entire electrostatic surface
force to the least number of independent parameters, an interpretation of
the results is rather difficult. For instance, the finding that the maximum
film thickness approaches the capacitor plate distance in the high amplitude
solution for ψ¯ → 0 is not obvious.
Figures 5.19 to 5.22 illustrate the flow field and the pressure distribu-
tion for specific flow conditions obtained using the WIBL model and the
fully resolved numerical simulations. In the upper two figures, the flow
field is visualized in the moving frame of references by streamlines (black)
and the electrostatic field by equipotential lines (grey). In the results of
the WIBL model, the equipotential lines are calculated using eq. (2.54).
Thus, electric fluxes due to gradients of the electric field in streamwise di-
rection are neglected in the solution procedure. Contrary to this, the electric
field obtained from the fully resolved numerical simulations is a result of the
two-dimensional Laplacian equation (2.45) and accounts for streamwise gra-
dients. However, the similarity in the shape of the electric field reveals that
the assumption made in the WIBL model is valid. Due to the high difference
of the electric permittivity (ϵg = 1 and ϵl = 61.9), all equipotential lines are
located in the gaseous phase.
The lower plot in each of the four figures shows the pressure distribution
in the streamwise direction and the different contributions to the pressure
obtained by the two model approaches. The black lines correspond to the
fully resolved simulations and the grey lines correspond to the WIBL model.
For the presented results of the WIBL model, the two contributions e.g. sur-
face tension (p¯σ,th.) and electrostatic surface pressure (p¯el.,th.) are calculated
based on eqn. (2.6) and (2.58), respectively. A similar simple evaluation
of the DNS results is not feasible, because only the pressure distribution at
the wall (p¯wall) is directly available. In order to evaluate the other pressure
contribution due to surface tension, the second derivative of the film thick-
ness profile is required. A numerical differentiation from the obtained film
thickness profile leads to strong oscillations, for which the signal is filtered
in a first step removing high frequency parts of the solution. As a conse-
quence, the pressure contribution due to surface tension obtained from the
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Figure 5.19.: Influence of the electrostatic surface force on the flow conditions of
Case 1 with H¯c = 0.7mm and ψ¯ = 200V: The upper two plots illustrate the wave
profile, the streamlines inside the liquid phase (thin black lines) and iso-potentials
in the gaseous phase (thin grey lines). The lower plot illustrates the different
pressure contributions obtained by the fully resolved numerical simulations (black
lines) and the WIBL model (grey lines).
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Figure 5.20.: Same as Fig. 5.19 for H¯c = 0.7mm and ψ¯ = 535V
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Figure 5.21.: Same as Fig. 5.19 for H¯c = 1.4mm and ψ¯ = 500V
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Figure 5.22.: Same as Fig. 5.19 for H¯c = 1.4mm and ψ¯ = 2000V
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fully resolved numerical simulation has to be interpreted cautiously. The
electrostatic pressure contribution is also calculated using the simplified
one-dimensional approximation presented in eq. (2.58).
For the first case shown in Fig. 5.19 with H¯c = 0.7mm and ψ¯ = 200V,
a good agreement between the two model approaches is found, with the
exception of small differences in the position and the curvature of the waves
minimum. Note that the waves are aligned at the position of maximum
film thickness. In addition, small differences in the wall pressure p¯wall (solid
black line) and the theoretical total pressure p¯tot.,th. (dotted black line) exist
in this region. Figure 5.20 illustrates the case with an electric potential
of ψ¯ = 535V, which is the highest potential for which a stable solution is
obtained using the fully resolved numerical simulations. Again, the different
pressure distributions agree qualitatively well, with increasing differences in
the waves minimum. Owing to the increased electric surface force, the
pressure at the wall is negative in the entire domain. In addition, the two
streamline plots in the moving frame of reference reveal a circulating wave
in the results of both model approaches.
Figure 5.21 and 5.22 present the results for a capacitor plate distance
of H¯c = 0.7mm and electric potentials of ψ¯ = 500V and ψ¯ = 2000V,
respectively. An excellent agreement is obtained for the lower voltage, while
differences in the region of minimal film thickness increase with the electric
potential applied. The divergence of the solution beyond ψ¯ = 2000V cannot
be analyzed using data from the fully resolved numerical simulations owing
to strong oscillations in the second derivative of the film thickness. Potential
differences can arise due to a streamwise balance of the electric potential,
which increases the electric displacement in the wave crest and thus increases
the electrostatic surface force. However, more sophisticated approaches for
the surface force in the fully resolved numerical simulation are necessary to
elucidate the governing mechanisms involved in those cases.
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5.3.1. Onset of spraying
Similar to the onset of dripping under negative gravity conditions, the onset
of spraying is a limit obtained above a critical value of the applied electric
field. In Fig. 5.17, the onset of spraying was already identified in the re-
sults of the WIBL model by the turning point. Thus stable solutions do
not exist for higher values of the electric potential. In a similar way, the
fully resolved numerical simulations show an infinite growth of the wave
crest as illustrated in Fig. 5.23. The figure reveals film thickness profiles
at six different instances of time within 0.01 s. The process is similar to
the onset of dripping presented in Fig. 5.15, however with a few major dif-
ferences. Contrary to dripping where a large drop-like structure is formed,
the electrostatic force induces a triangular-shaped wave with a sharp tip
at the wave crest. As a consequence, liquid is removed from the wave by
a thin liquid bridge connecting the two capacitor plates as illustrated in
the last instance of time. For larger plate distances, droplet formation (or
more precise in the two-dimensional case: sheet formation) occurs, however
with ligaments of much smaller size compared to the case of gravitational
dripping. The triangular wave shape seen in the results of the fully resolved
numerical simulation is also obtained by the WIBL model as shown in Fig.
5.24. The figure illustrates the stationary solution for the high amplitude
wave branch for which the maximum film thickness corresponds to the ca-
pacitor plate distance. The applied electric potential is close to zero, but
still strong enough to deflect the interface.
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by fully resolved numerical simulations. The six film thickness profiles correspond
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Figure 5.24.: Wave profile of the high amplitude wave for the flow conditions cor-
responding to Case 1 with H¯c = 0.7mm and ψ¯ ≈ 0V obtained with the WIBL
model.
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5.4. Waves in the homoclinic orbit
In this section, systematic parameter variations of stationary waves in the
homoclinic orbit are given for positive and negative gravity conditions as
well as under the presence of electrostatic surface forces. As a result, phase
diagrams and simplified criteria for the onset of flow separation and circu-
lating waves are shown. The homoclinic orbit is characterized by a single
wave or wave train travelling in an infinite domain. Thus, the solution in
the homoclinic orbit is the limit of infinite wavelength or zero frequency.
Further, the flow rate in the dimensionless form takes a value of ⟨q⟩λ = 1/3
and the average film thickness is hs = 1.
5.4.1. Wave characteristics of positive inclined falling films
The basic characteristics, e.g. wave peak height and wave speed, of one-
hump homoclinic solutions (γ2 type waves, Chang and Demekhin, 2002) in
dependence of the reduced Reynolds number δ and the inclination number
ζ is shown in Fig. 5.25 using the full second-order model (grey lines) and
the simplified second-order model (black lines). The filled circles indicate
the border to the stable flat film solution, e.g. for δ < 5/2ζ. Stars and
crosses are placed at the position of transition to circulating waves and the
transition to flow reversal, respectively, in accordance to the criteria (3.27)
and (3.33) for the critical wave celerity, which simplify for homoclinic orbits,
taking hs = 1, and thus with ⟨q⟩λ = 1/3 and ⟨h⟩λ = 1, to
ccirc = − 1
hmax − 3 , (5.2)
and
crev =
1
3(1− hmin) . (5.3)
Note that the closed and open flow conditions coincide for homoclinic solu-
tions. Furthermore, the transition between the drag-gravity and the drag-
inertia regime is illustrated by the open circles, whereby the transition is
taken at the position where the tail length is minimal (see Fig. 5.25c), as
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explained earlier. Because this transition occurs for low amplitude waves,
for which Scheid et al. (2005) have shown that the Benny equation is valid,
no significant difference between the simplified model and the full second-
order model is expected. Figure 5.25(a) shows the maximum film thickness,
revealing a rather constant value hmax ≈ 2.5 for the transition to circulating
waves (stars), despite the model used. An additional variation of viscous
dissipation number (0.01 ≤ η ≤ 0.2) confirms this threshold value (see Fig-
ure 5.26(a)). Beyond the onset of circulating waves, the solution of the two
models diverges significantly. Due to the fixed substrate film thickness in
the homoclinic solution that is fixed to unity, the plot for hmax is equal
to the plot of hmax/hs. For modeling the wavy flow in inclined thin films,
Brauner and Maron (1983) apply the withdrawal theory in order to estimate
the substrate thickness as well as the location of a stagnation point at the
rear interface. The ratio between this location and the substrate thickness
is found to take a constant value of 2.72, which they associate to a criti-
cal ratio for the onset of circulating waves. This value agrees reasonably
with the previous simulation results of 2.5 and with the value proposed by
Maron et al. (1989) based on numerical simulations (hmax/hs ∈ [2.5 − 3]).
Using the minimum film thickness, found in the wave trough, as an evalua-
tion criterion reveals for the ratio hmax/hmin a value slightly above 3. The
maximum film thickness at the onset of flow reversal is illustrated by the
crosses in Figure 5.25(a). This threshold value decreases from 2.4 for ζ = 0
to 2.15 for ζ = 2. In contrast to the onset of circulating waves, Figure 5.26
shows a significant influence of viscous dissipation number on the onset of
flow reversal. The simulation results reveal that the onset of flow reversal
can be either below the onset of circulating waves (for lower values of η) or
above (for higher values of η). Note that high values of η corresponds to low
values of the Kapitza number and thus a reduced surface tension resulting
in less intense capillary ripples. The wave propagation speed is presented
in Fig. 5.25 (d). According to Ruyer-Quil and Manneville (2005), the wave
speed reaches a constant value of c∞ = 2.738 as δ →∞ using the simplified
second-order model and c∞ = 2.564 using the full second-order model. Re-
cently, Chakraborty et al. (2014) have shown by DNS an asymptotic value of
Chapter 5. Results 115
0 2 4 6 8 10
1
1.5
2
2.5
3
3.5
4
4.5
M
ax
im
u
m
 f
ilm
 t
h
ic
kn
es
s 
h m
a
x
Reduced Reynolds number δ
0 2 4 6 8 10
1
2
3
4
5
6
7
h
m
a
x/
h m
in
Reduced Reynolds number δ
0 2 4 6 8 10
1
1.5
2
2.5
3
W
av
e 
sp
ee
d
 c
Reduced Reynolds number δ
ζ 
=
 2
(a) (b)
(d)
∞c   = 2.738
0 2 4 6 8 10
1
2
3
4
5
6
T
ai
l 
le
n
gt
h
 l
ta
il
Reduced Reynolds number δ
(c)
ζ =
 2
ζ =
 1
ζ =
 1
ζ =
 0
.5
ζ =
 0
.5
ζ =
 0.
25
ζ =
 0
ζ =
 0
ζ =
 0.
25
ζ =
 2
ζ 
=
 1
ζ 
=
 0
.5
ζ 
=
 0
ζ =
 0
.2
5
Figure 5.25.: (a) Maximum film thickness, (b) ratio between maximum and min-
imum film thickness, (c) wave tail length, (d) wave speed as a function of the
reduced Reynolds number δ for η = 0.1. The grey lines and symbols correspond to
the full second-order model, whereas the black ones correspond to the simplified
model. The stars indicate the onset of circulating waves, the crosses the onset of
flow reversal, the open circles the transition between drag-gravity and drag-inertia
regime, and the filled circles the onset of waves.
116 5.4 Waves in the homoclinic orbit
0 2 4 6 8 10
1
2
3
4
M
ax
im
u
m
 f
ilm
 t
h
ic
kn
es
s 
h m
a
x
Reduced Reynolds number δ
ζ 
=
 2
(a)
ζ 
=
 1
ζ 
=
 0
.5
ζ 
=
 0
5
0 2 4 6 8 10
1
1.5
2
2.5
3
W
av
e 
sp
ee
d
 c
Reduced Reynolds number δ
(b)
ζ =
 2
ζ 
=
 1
ζ 
=
 0
.5
ζ 
=
 0
η = 0.01
η = 0.1
η = 0.2
η = 0.01
η = 0.1
η = 0.2
∞c   = 2.564
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η = 0.1. For the symbol legend, see caption of Fig. 5.25. The graph shows
the divergence of the results of the full second-order model (grey lines) and the
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c∞ = 2.560, and have more generally validated the full second-order model
for a wide range of parameters including the ones covered by the present
work. As shown in Fig. 5.25 (d), the difference in the wave speed of the two
models is rather small at the onset of circulating waves, but diverges there-
after. The wave speed at the onset of circulating waves shows a significant
decrease with inclination number ζ. A different representation of wave speed
dependency on the two parameters, e.g. reduced Reynolds number and in-
clination number, is through the square of the Froude number Fr2 = δ/ζ,
which compares the speed of the “kinematic wave” and the speed of the
“surface gravity wave” (Kalliadasis et al., 2013). In terms of this number,
the critical threshold for the long wave instability reads Fr2 = 5/2. Figure
5.27 shows the dependence of the wave speed on the Froude number squared
obtained with the full-second order and the simplified model. The results of
both models agree well before the onset of flow reversal. For Fr → ∞ the
curves (representing different values of ζ) converge due to the presence of
an asymptote for the phase speed for large values of δ (Chakraborty et al.,
2014). This convergence is found to occur earlier for larger values of ζ. Note
that the curves for ζ = 1 and ζ = 2 overlap very well even before the on-
set of circulating waves. Nevertheless, the threshold values for the various
“phases” in terms of c and Fr2 for the onsets are significantly different.
5.4.2. Wave characteristics of negative inclined falling films
The wave characteristics presented in Rohlfs and Scheid (2015) and in the
previous paragraph are limited to cases for which the inclination number
is positive or zero. An extension of the parameter space including the ef-
fect of negative gravity in the homoclinic orbit is presented in Figs. 5.28
and 5.29 using the simplified and full second-order model, respectively. The
simulation results are limited to a single value of viscous dissipation number
(η = 0.1) and for sake of comparison, results for a positive inclination num-
ber are replotted (see Fig. 5.26). An intereristing effect of negative gravity
is found for very low values of the reduced Reynolds number (in the vicinity
of δ = 0). For these flow conditions, the wave is characterized by a non-zero
amplitude and a dimensionless phase speed above one. The amplitude and
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Figure 5.28.: Wave characteristics of negative inclined falling films obtained with
the simplified second-order model: (a) Maximum film thickness and (b) wave speed
as a function of the reduced Reynolds number δ for η = 0.1. The stars indicate
the onset of circulating waves, the crosses the onset of flow reversal, and the filled
circles the onset of waves.
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Figure 5.29.: Wave characteristics of negative inclined falling films: (a) Maximum
film thickness and (b) wave speed as a function of the reduced Reynolds number
δ for η = 0.1. Full second-order model. The stars indicate the onset of circulating
waves, the crosses the onset of flow reversal, and the filled circles the onset of
waves.
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the phase speed increase with decreasing inclination number, indicating the
formation of a droplet riding on top of a very thin substrate. An increase
of the reduced Reynolds number causes a steep increase in maximum film
thickness and wave speed crossing the onset of circulating waves and flow
reversal. With respect to the onset of circulating waves, the constant value
of maximum film thickness is confirmed for negative gravity conditions. For
the onset of flow reversal, the value of maximum film thickness increases
with decreasing inclination number, eventually surpassing the critical value
for the onset of circulating waves. Note that for a reduced inclination num-
ber of ζ = −0.25, the onset of circulating waves and flow reversal occur
almost for the same reduced Reynolds number. Significant differences in
the results of the two boundary layer models arise beyond the onset of flow
reversal and circulating waves. This has already been found for cases of
positive gravity and is confirmed here for negative gravity as well. For low
Reynolds number values, both models predict a strongly increasing max-
imum film thickness and wave speed with Reynolds number. For higher
Reynolds number values, the maximum film thickness decreases if the full
second order model is applied. Contrary to this, the maximum film thick-
ness remains on a high value for the simplified model. These observations
reveal an important influence of viscous dissipation, especially for the pre-
diction of waves under the condition of negative gravity. Thus, simulation
results of the full second-order model will be presented in the following sub-
sections only. An important finding results from the decrease of maximum
film thickness with Reynolds number. This decreasing amplitude reveals a
stabilization of the wave due the film flow. It can thus be expected that a
film flow is able to prevent dripping.
5.4.3. Wave characteristics in the presence of electric fields
The electrostatic surface force which arises if a dielectric liquid flows be-
tween two capacitor plates introduces two new parameters in the WIBL
model as shown in section 3.1.4. The first parameter ξ1 is equivalent to
negative gravity, whereas the second parameter ξ2 accounts for a non-linear
increase of the electrostatic force with increasing film thickness. Due to
120 5.4 Waves in the homoclinic orbit
the increased number of parameters, the presented results will be limited to
vertical falling films (ζ = 0) using the full second-order model. Figure 5.30
summarizes the influence of the dimensionless electrostatic surface force on
the wave characteristics. Note that the black lines correspond to the condi-
tions of negative gravity with ζ = −χ1. As a consequence, only differences
to negative gravity will be outlined in the discussion of the results. Obvi-
ously, the nonlinear parameter χ2 results in an increase of maximum film
thickness and wave speed, especially for low values of reduced Reynolds
number. This effect reveals the destabilizing mechanism of the non-linear
parameter, causing a strong increase in the destabilizing surface force with
an increasing film thickness. Again, maximum film thickness and wave speed
converge for higher values of reduced Reynolds number if the viscous dissi-
pation number is larger than 0.1. For the lowest viscous dissipation number
examined, the maximum film thickness increases for a value of χ1 = 0.75
beyond δ = 8. As a consequence, viscous dissipation plays a major role in
the stabilization of the film flow. The onset of circulating waves is found
again to be well described by a critical value of maximum film thickness.
On the contrary, simulation results for the different values of viscous dissi-
pation number reveal a strong dependency on this quantity. For a constant
viscous dissipation number, the maximum film thickness at the onset of flow
reversal depends on reduced Reynolds number. Owing to the fact that the
values of maximum film thickness at the onset of flow reversal (indicated
by the crosses) are aligned on a single line reveals that the transition does
not depend on inclination number (ζ) or the combination of the parameters
describing the electrostatic force (χ1 and χ2).
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Figure 5.30.: Influence of electrostatic forces (χ1 and χ2) obtained with the full
second-order model: Maximum film thickness (left) and wave speed (right) as a
function of the reduced Reynolds number δ for different values of viscous dissipation
number η. The stars indicate the onset of circulating waves, the crosses the onset
of flow reversal, and the filled circles the onset of waves. Cases with χ2 = 0 (solid
black lines) correspond to cases of negative gravity with ζ = −χ1.
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Figure 5.31.: Transition from non-circulating to circulating waves for homoclinic
solutions: Dependence on the dissipation number η.
5.4.4. Phase diagram
The onset of circulating waves for one-hump homoclinic solutions as a func-
tion of the reduced Reynolds number δ and the reduced inclination number
ζ for various values of the streamwise viscous dissipation number η is cal-
culated based on the criterion (5.2) and depicted in Fig. 5.31. The diagram
shows the borders of three different phases: no waves, non-circulating waves
and circulating waves. For low values of δ, e.g. δ ≤ 5/2ζ (or Fr2 ≤ 5/2),
a stable flat film solution exists. Above this threshold, the film is unstable
against infinitesimal long-wave disturbances such that sinusoidal waves de-
velop on the film surface. The film surface velocity is always below the wave
propagation velocity, such that these waves are of non-circulating wave type.
The upper three threshold lines mark the onset of circulating waves for dif-
ferent values of η. Using the simplified second-order model, only a minor
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Figure 5.32.: Onset of flow reversal for homoclinic solutions: Dependence on dissi-
pation number η.
influence of viscous dissipation number on the threshold value is found. In
contrast, the threshold value increases with dissipation number for higher
values of ζ and for negative gravity if the full second-order model is applied.
For the vertical case (ζ = 0), the threshold value for all values of η and both
models is δ = 1.65 ± 0.025. Using the data obtained from the full second-
order model yields to the following correlation for the onset of circulating
waves
δcirc ≈ −1.28 + (2 + ζ)0.46η+1.6, (5.4)
which fits the numerical data with R2 = 0.995 for 0.01 ≤ η ≤ 0.2. The coef-
ficient of determination, R2, is defined as 1− SSE
SST
, where SSE denotes the
sum of squared error and SST the sum of squared total. Figure 5.32 shows
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the onset of flow reversal based on criterion 5.3. Both models reveal a strong
dependency of the onset on inclination number and a less strong influence
on viscous dissipation. However, compared to the onset of circulating waves,
the onset of flow reversal is more significantly influenced by viscous dissi-
pation. The difference in the results obtained with the two models is found
to increase with inclination number. With the obtained data from the full
second-order model, the following correlation for the onset of flow reversal
is obtained
δrev ≈ −1.28 + (2 + ζ)1.2η+1.5, (5.5)
which fits the numerical data with R2 = 0.995 for 0.01 ≤ η ≤ 0.2. Similarly
to the circulating wave transition, the onset of the transition between the
drag-gravity and the drag-inertia regime has been found to be independent
of viscous dissipation parameter η, using the simplified model (not shown).
Figure 5.33 illustrates how the onset of circulating waves is located in the
phase diagram compared to the transition between the drag-gravity and
drag-inertia regimes for η = 0.1. The simulation results reveal that this
transition occurs before the onset of circulating waves, which agrees with
the fact that the flow field of circulating waves differs significantly from the
Nusselt flat film solution. The width of the drag-inertia regime without
circulating waves increases with inclination number ζ, which suggests that
strong deviations from the Nusselt flat film solution are necessary at the
onset of circulating waves for inclined films.
The onset of flow separation also depicted in Fig. 5.33 is not calculated
by the continuation solver directly, but in a post-processing step for a large
number of solutions with different values of ζ based on the first-order ap-
proximation of the wall shear stress, estimated by (A.10) in appendix. The
onset of flow separation is consequently associated with the vanishing of the
absolute minimum wall shear stress, denoted |min(τW)|. For validation, the
streamline plots in the vicinity of the transition region show that the onset
of flow separation occurs in this area. For η = 0.1, the onset of flow separa-
tion is found to occur for smaller values of the Reynolds number than the
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Figure 5.33.: Phase diagram for one-hump homoclinic solutions with η = 0.1.
Drawn by simulation results obtained from the simplified WIBL model.
onset of circulating waves. Again, the width of the flow separation regime
without circulating waves increases with inclination number ζ.
Besides the onset of flow separation, the onset of flow reversal is calculated
based on criterion (5.3). The figure shows a significant difference between
the onset of flow separation and the onset of flow reversal for larger incli-
nation numbers. This reveals the existence of a small vortex at the wall,
slowly growing with an increase in Reynolds number. A further discussion
on the onset of flow separation and flow reversal is given later for the limit
cycles.
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5.5. Waves in the limited cycle
The homoclinic orbits in the previous section describe solitary wave solutions
of infinite wavelength. For naturally developing waves or for a monochro-
matic excitation, however, waves of finite length develop. Due to the ad-
ditional degree of freedom, an additional independent parameter (the wave
frequency or the wave length) arises together with reduced Reynolds number
and reduced inclination number.
5.5.1. Phase diagram
The results of the DNS shown in the previous section were computed using
periodic boundary conditions in streamwise direction. For consistency, the
closed flow condition has been used in the WIBL model. However, exper-
iments and applications are often characterized by a fixed flow rate at the
inlet (Req or δq) and, if excited externally, by an excitation frequency and
not by a constant wave length. Thus, the open flow boundary condition
is applied here for the WIBL simulations. Consequently, the dimensionless
flow rate takes a constant value of ⟨q⟩λ = 1/3, for which the critical wave
celerity for the onset of circulating waves and flow reversal given by (3.27)
and (3.33), simplify to
ccirc =
1
3⟨h⟩λ − hmax (5.6)
and
crev =
1
3(⟨h⟩λ − hmin) , (5.7)
respectively. In addition to the dimensionless parameters introduced earlier,
the dimensionless frequency is defined according to
f = fκtν lν
hN
, (5.8)
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where f denotes the dimensional frequency (in Hz) and lν = (ν2/g sin θ)1/3
and tν = (ν/(g sin θ)2)1/3 denote the viscous length and time scale, respec-
tively.
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Figure 5.34.: Phase diagram for the onset of circulating waves in dependence on
reduced inclination number ζ and dimensionless excitation frequency f . Data
obtained by using the full second-order model.
Figure 5.34 shows the phase diagram for the onset of circulating waves in
dependence on reduced inclination number ζ and dimensionless excitation
frequency f as well as for two different viscous dissipation numbers η. The
full second-order model is used for all calculations. The transition from no
waves to non-circulating waves is plotted for homoclinic solutions, reveal-
ing the absolute stability of film flow for low reduced Reynolds numbers
and finite values of ζ. Additionally for comparison, the transition for the
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Figure 5.35.: Phase diagram for the onset of flow reversal in dependence on reduced
inclination number ζ and dimensionless excitation frequency f . Data obtained by
using the full second-order model.
homoclinc solution is shown by the black line. The dashed lines illustrate
the onset of circulating waves for higher frequencies, and thus for waves of
shorter wavelength. Obviously, the Reynolds number at which the onset
of circulating waves occurs increases with excitation frequency. A small
increase in the threshold value with viscous dissipation number is found,
similar to the influence observed for the homoclinic solution. Based on the
simulation results, a correlation equation for the critical reduced Reynolds
number δcirc can be deduced incorporating the effect of finite frequencies.
Expanding the correlation (5.4) established for the homoclinic orbit by in-
troducing two frequency dependencies (modifying the constant for ζ = 0
and the slope) yields
δcirc = −(2− 29.5 · f) + (2 + ζ)1.75+21.5·f , (5.9)
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Figure 5.36.: Critical ratio between the maximum and substrate film thickness at
the onsets of circulating waves and flow reversal. The symbols in the diagram
represent results for different frequencies and inclination numbers. Black and grey
symbols correspond to η = 0.1 and η = 0.2, respectively. Data obtained by using
the full second-order model.
which fits the numerical data for positive and negative gravity with R2 =
0.997 for η = 0.1.
The same picture as for circulating waves can be drawn for flow reversal
as shown in Fig. 5.35. A similar dependency of the onset on the excitation
frequency f is obtained, shifted towards higher values of inclination number.
Nevertheless, the significant influence of viscous dissipation number, already
observed for the homoclinic solution, is also found for finite limited cycles.
Due to the multifactorial dependency of the onset of flow reversal, a simple
correlation function cannot be given.
5.5.2. Simplified criteria for phase transitions
Figure 5.36 shows that the ratio between the maximum film thickness and
the substrate thickness at the onset of circulating waves remains rather con-
stant despite inclination, frequency and viscous dissipation number. Thus,
this ratio can be a sufficiently suited criterion for the onset of circulating
waves. For the onset of flow reversal, the ratio between maximum and sub-
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Figure 5.37.: Validation of the criterion for the onset of circulating waves proposed
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spond to isolines of constant frequency and inclination number, respectively. Data
obtained by using the full second-order model.
strate film thickness indicated by the grey crosses is found to be dependent
on Reynolds and viscous dissipation number. The ratio decreases with both
parameters, but does not depend on frequency.
A comparison to the critical value for the onset of circulating waves pro-
posed by Roberts and Chang (2000) is shown in Fig. 5.37. According to
their value for the critical wave speed, the ratio between the square of di-
mensionless maximum film thickness and wave velocity is plotted. Following
Roberts and Chang, this ratio should take a constant value of two what-
ever the frequency. The results also reveal a nearly constant threshold for
a vertical falling film (ζ = 0), but of higher value of 2.95. The difference
in the results arises from the assumption made by Roberts and Chang that
the average velocity underneath the wave crest q(x)/h(x) is equal to the
averaged value of 1/3. Additionally, it is worth mentioning that the critical
wave speed is ccirc = 1/(3⟨h⟩λ−hmax) according to the WIBL model (3.29)
and c = h2max/2 according to the assumption in Roberts and Chang. If
inclination is also considered (ζ > 0), the value of the ratio increases, but
still remains rather constant by varying the frequency.
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5.5.3. Onset of circulating waves in the dimensional space
The phase diagrams presented in the previous subsections were shown in
Shkadov scaling. This scaling is rather unusual for experimentalists, who
often work in Reynolds scaling together with a dimensional frequency and an
inclination angle. In order to draw a phase diagram for a specific liquid with
a dimensional frequency f¯ and an inclination angle β a few transformation
steps are required. In Figure 5.38 the phase diagram for the onset of circu-
lating waves is shown for water and the DMSO-water mixture used in Dietze
et al. (2009). To construct the diagram, equation (5.9) has been evaluated
for a large number of different dimensionless frequencies and inclination
numbers. In a second step, the reduced critical Reynolds and inclination
number as well as the dimensionless frequency have been transformed to the
Reynolds number Re, the dimensional frequency f¯ , and inclination angle β.
Finally, isolines of the critical frequency have been drawn in dependency of
the two other quantities.
In general, the statements given for the phase diagram shown in Fig. 5.34
can also be given for this phase diagram. This includes the stabilization of
the wave due to a positive inclination and due to a higher wave frequency.
The most significant difference arises due to the transformation of the in-
clination angle involving the cotangent function. This influences the visual
interpretation of the dependency on inclination.
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Chapter 6.
Conclusion
In this study, wave characteristics of falling liquid films have been studied
with focus on the onset of circulating waves, flow reversal, gravitational
dripping and electrostatic spraying. For the investigations, fully resolved
numerical simulations and the simplified and full second-order WIBL model
have been extended in order to account for the effect of electrostatic surface
forces. In the fully resolved volume of fluid approach, a continuum surface
force method proposed by Tomar et al. (2007) has been implemented and
enhanced. The code has been validated on a Rayleigh-Taylor-like stability
problem in an electrostatic field showing good agreement with the analytic
stability threshold. Further validations of the two-phase solver, which has
also been extended by a height function approach, have been conducted
by examining the growth rates of the Rayleigh-Plateau stability problem.
Extending the integral boundary layer model by the electrostatic surface
force revealed stronger similarities of this force to the gravitational body
force rather than to capillary pressure. In fact, the electrostatic surface
force enters the boundary layer equations similar to gravity, however, with
an additional non-linear contribution.
Using the different methods developed, the onset of circulating waves
and the onset of flow reversal has been investigated in dependence on the
Reynolds number and the inclination number ζ as well as in dependence on
the electrostatic field numbers χ1 and χ2. For this investigation, the simpli-
fied and full second-order WIBL model have been applied after validating
the method with experimental data and direct numerical simulations.
An analytical criterion for the onset of circulating waves has been deter-
mined from the WIBL model based on the wave celerity, the average film
thickness and the maximum film thickness (3.27). For the onset of flow re-
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versal, a similar criterion on the basis of the minimum film thickness is given
(3.33). In addition, flow separation and the transition from drag-gravity to
drag-inertia regime have been considered.
A force balance between surface tension, pressure and the gravitational
volume force inside the main wave hump revealed insights into the mech-
anisms of dripping. It has been found that a misbalance of the crosswise
momentum equation in the wave crest causes an acceleration of the flow
which eventually results in dripping. In a parameter study, the influence of
gravity on the wave characteristics in the limited cycle (with a fixed wave
length) has been investigated. A variation of the gravitational force in the
crosswise direction allowed the examination of the wave characteristics from
the flat film solution (above a critical value of the stabilizing gravitational
force), to flow separation, flow reversal, circulating waves, and up to gravi-
tational dripping.
Good agreement between the full second-order WIBL model and the fully
resolved numerical simulations is obtained for the two flow conditions ex-
amined under negative gravity conditions before the onset of dripping. This
agreement includes the wave peak height and the wave speed for Case 2
as well as the wave peak height of Case 1. Differences in the wave speed
predicted by the two model approaches might be a result of the interfacial
reconstruction method applied in the fully resolved model. Consequently,
the WIBL model is well suited for the prediction of the waves despite the
neglected pressure gradient in crosswise direction. Regarding the onset of
dripping, the WIBL model is not suited for its prediction. An evaluation of
the forces in crosswise direction by post-processing yields a violated force
balance. Consequently, the predicted waves are unstable if the assumptions
of the boundary layer approximation are released. However, a small in-
crease in the inclination of the film surface heals the balance as shown by
the results of the fully resolved numerical simulation.
The mechanism of electrostatic induced spraying is found to be signifi-
cantly different from gravitational dripping. While gravitational dripping is
associcated to a negative pressure gradient in crosswise direction of the film,
the pressure distribution is almost uniform in case of spraying. An explana-
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tion for spraying is found in the non-linear behavior of the electrostatically
induced interfacial pressure. Exceeding a critical potential between the two
capacitor plates, the wavy film flow cannot saturate due to an increasing
contribution of stabilizing surface tension because of a stronger increase in
the destabilizing electrostatic surface pressure. Owing to the different mech-
anisms involved in the two film rupturing processes, the wave shape and the
drop size differ between gravitational dripping and electrostatic spraying.
In a parametric study, numerical simulations reveal that the onset of
circulating waves and the transition from the drag-gravity to the drag-inertia
regime are not significantly influenced by viscous dissipation number and
that the critical reduced Reynolds number increases significantly for inclined
film flows. Contrarily, the onset of flow reversal is significantly influenced by
viscous dissipation number. For low values of viscous dissipation number,
the onset of circulating waves occurs for higher Reynolds numbers than the
onset of flow reversal in the first capillary minimum. However, the transition
changes for high values of viscous dissipation number. Simulation results
also reveal that a threshold for the onset of circulating waves based on the
ratio between maximum and substrate film thickness is appropriate.
Simulation results in the limited cycle, i.e. on a finite domain length, re-
veal a significant increase of the threshold Reynolds number with excitation
frequency for both flow reversal and recirculation. Nevertheless, the ra-
tio between maximum film thickness and substrate film thickness is rather
constant for the onset of flow recirculation despite inclination, frequency
and viscous dissipation number. For the onset of flow reversal, this ratio
decreases with Reynolds number and depends on dissipation number, but
not on excitation frequency. These findings support the practical use of
the results obtained by the homoclinic solution. Finally, a correlation equa-
tion (5.9) is given for the critical reduced Reynolds number at the onset
of circulating waves dependent on the reduced inclination number and the
dimensionless frequency. This correlation may be of practical interest for fu-
ture experimental identification of the different phase regions, as each phase
change is believed to have a significant influence on heat transfer behavior.

Glossary
Circulating wave: Circulating waves occure if the wave speed in the crest of
the main wave hump exceeds the phase speed of the wave. In this case, a
circulation eddy is formed that is visible in the moving frame of reference.
Flow separation: Flow separation in falling liquid films is observed to occure
in the capillary ripples preceding the main wave hump. Flow separation is
caused by the gradient in surface curvature resulting in a capillary pres-
sure acting in opposite direction to the flow and thus reducing the velocity
beneath the minima of the capillary ripples. If the intensity and the time
acting of this force is sufficient, the flow beneath the capillary minima can
change its direction leading to a back-flow and consequently to a separation
vortex (Dietze et al., 2008, 2009). The phenomenon of flow separation is
visible in the fixed frame of reference.
Homoclinic solution: The homoclinic solution is a solution in the phase
space and corresponds to solitary waves in the real space.
Limited cycle: Contrary to solitary waves, the limited cycle characterizes
periodic waves in which the wave interacts with the preceding and follow-
ing disturbance. The solution corresponds to periodic orbits in the phase
space. Experimentally, such waves occure if high frequency forcing is ap-
plied. Owing to the interaction, the wave structure becomes more sinosodial
the higher the excitation frequency is.
Solitary wave: A solitary wave is defined as a traveling wave in a nonlinear
system which is neither preceded or followed by another disturbance. As a
consequence, solitary wave-like structures arise if two waves are separated
by a sufficiently long residual layer. Under experimental conditions, this
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can be obtained by a low frequency excitation.
Viscous length- and time-scale: These two length scales are built from the
streamwise component of gravitation acceleration and the kinematic viscos-
ity. The scales make an explicit balance between the two forces arising in
Nusselt flat film solution.
Conservation condition: Mass conservation is one of the fundamentals in
fluid dynamics and in falling liquid films prescribed by the open flow bound-
ary condition. Owing to decreasing viscous forces an increase in waviness,
the average fluid velocity accelerates. As a consequence, the average film
thickness decreases and thus deviates from the Nusselt film thickness. An-
other possible conservation condition is a prescribed averag film thickness,
also called closed flow boundary condition. In this artificial conservation
condition, the average film thickness maintains constant, for which the av-
erage mass flow rate is required to change with the waviness of the film.
Substrate thickness: Contrary to the average film thickness, the average
film thickness refers to the height of the fluid between two solitary waves.
A fair approximation for low frequency waves in the limited cycle is the
thickness of the residual layer. In the homoclinic orbit, the substrate thick-
ness corresponds to the average film thickness owing to the fact that the
contribution of the soliton to the average film thicknessis infinitely small.
γ1/γ2−waves: The notation of γ1 and γ2 waves referes to the general shape
of the wave, also denoted as family of wave (Chang et al., 1993). The first
family (γ1 wave) is characterized by a dominant depression, a negative-hump
solitary wave. Owing to a lower phase speed of those waves this is the family
of slow waves. The other family (γ1 wave) is characterized by a dominant
elevation, a positive-hump solitary wave. Due to the faster phase speed, this
is the family of fast waves (Kalliadasis et al., 2013, see also).
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Appendix A.
Model details
A.1. Full second-order model with electrostatic forces
The four evolution equations for the full second-order model read
∂th = ∂xq, (A.1)
δ∂tq =
27
28
h− 81
28
q
h2
− 33 s1
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− 3069
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s2
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δ∂ts2 =
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A.2. Dynamical system corresponding to the full second-order
model with electrostatic force
hxxx =
[
414720q40δhx + 216q30
(
−13024 + 11η(2222h2x − 1773hhxx)
+640δhx(14s1 + 36s2 − 11hc)
)
− 27456h2c2(196s1 + 6771s2)
− 132h3c3 (−528 + hx(4525ηhx + 576δ(14s1 + 9s2)))
+ h4c3(37120δhxc− 99781ηhxx)
+ 3q0hc
(
−219648(133s1 + 933s2) + h2c(73997ηhxx + 34560δhxc)
+2hc(172128 + hx(−468479ηhx − 786688δs1 + 874752δs2))
)
− 72q20
(
247104(7s1 + 32s2) + hc
(
6424(4 + 9ηh2x)
−192δhx(98s1 + 1033s2)c+ hc(−26477ηhxx + 8160δhxc)
))
+2ch3
(
11616ch2 + 160507q0h+ 468864q20
)(
hxζ − 1 + hxξ1(1− ξ2h)3
)]
/[
2112h3(−444q20 + 152q0hc+ 11h2c2)
]
(A.5)
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s1,x =
[
8648640q0(234s1 + 779s2) + 9q20
(
1960192q0δhx
−143η(46458h2x + 42233hhxx)− 512δhx(29617s1 + 13887s2)
)
+ 3hc
(
52q0hx(61504q0δ + 369391ηhx) + 3366935q0ηhhxx
+58240(803 + 450q0δhx)s1 − 1920(−961961 + 32275q0δhx)s2
)
+ 8h2c2
(
−12792q0δhx + 143η(16458h2x + 3859hhxx)
+528δhx(7483s1 + 5058s2)
)
− 1024192δh3hxc3
]
/[
147840δh(−444q20 + 152q0hc+ 11h2c2)
]
(A.6)
s2,x =
[
808704q30δhx + 9q20
(
143η(11566h2x + 1291hhxx)
+1536δhx(273s1 − 2147s2 + 13hc)
)
+ 6q0
(
29120s1(759 + 34δhhxc) + 1440s2(167167 + 382δhhxc)
−13hc(−3311ηh2x + 5170ηhhxx + 96δhhxc)
)
+ hc
(
− 384384s1(−20 + δhhxc)− 6336s2(8645 + 94δhhxc)
)
+ 13h2c2
(
−11η(3228h2x + 919hhxx) + 2048δhhxc
) ]
/[
31680δh(−444q20 + 152q0hc+ 11h2c2)
]
(A.7)
150 A.3 Reconstruction methods for the velocity field
A.3. Reconstruction methods for the velocity field
A.3.1. Simplified WIBL model
The velocity field obtained in deriving the second-order WIBL model is calculated
by evaluating the streamwise and cross-stream velocities (for details, see e.g. Kalli-
adasis et al., 2013). The streamwise velocity, including the first-order corrections
to the parabolic velocity profile, is given by
u(x,y) = δ
140h7
(hy − 1
2
y2) [ 21y4q2hx − 28ch6qx + 2h5(35cy + 36q)qx
− 7y3hq (12qhx + yqx) + 14y2h2q (3qhx + 2yqx) + 28yh3q (3qhx + 2yqx)
− h4
(
48q2hx + 35cy2qx + 84q (−5/δ + 2yqx)
)
] ,
(A.8)
and the cross-stream velocity is straightforwardly calculated based on
v(x,y) =
∫ y
0
∂(u(x,Y ))
∂x
dY. (A.9)
For the evaluation of the shear stress, the derivative of (A.8) is evaluated at the
wall (y = 0) leading to
τW (x) =
1
35h2
[
−12δq2hx − 7cδh2qx + 3q (35 + 6δhqx)
]
. (A.10)
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Numerical methods and discretizations
B.1. Discretization of the Laplacian equation
Equation (2.45) describes the interaction between the electric field and the two-
phase dielectric flow, whereby the solution of this equation leads, in the case of
constant physical properties, to a linear profile. The illustrative example given in
Fig. B.1a shows a constant electric permittivity from cell 1 to cell 3 (ϵ1) and a
constant but different electric permittivity from cell 4 to cell 5 (ϵ2). The central
difference scheme in the first two cells for example,
ϵ1
ψ0 − ψ1
∆
= ϵ1
ψ1 − ψ2
∆
, (B.1)
satisfies the analytical solution of the one-dimensional problem.
In case of discontinuous fluid properties, an adequate averaging of the properties
in the transition region has to be performed, satisfying the following equation:
ϵ1
ψ0 − ψ1
∆︸ ︷︷ ︸
fluid 1
= ϵ1
ψ1 − ψ2
∆︸ ︷︷ ︸
fluid 1
= ϵψ2 − ψ3
∆︸ ︷︷ ︸
phase boundary
= ϵ2
ψ3 − ψ4
∆︸ ︷︷ ︸
fluid 2
(B.2)
The averaged value of the physical property should correctly describe the dif-
fusive flux, in this case the electric displacement, between the potentials ψ2 and
ψ3.
In general, two different cases for the averaging of the fluid property have to be
considered. On the one side, the flux can be orientated in normal direction to the
interface (as assumed in the one-dimensional example in Fig. B.1), on the other
side, the orientation can be tangential. Both cases are discussed in the next two
sub-sections.
B.2. Averaging for fluxes normal to the interface
In the case of diffusive fluxes normal to a sharp interface (see Fig. B.1), the
corresponding problem between cell 2 and 3 can be interpreted as two capacitors
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in series, which yields to an average permittivity ϵ of
ϵ = 1
1/ϵ1 + 1/ϵ2
. (B.3)
For simplicity, equidistant cells are used, leading to an equal weighting of both cell
values. The equation above indicates that the harmonic averaging of the transport
properties in the Laplacian equation with a diffusion orientated normal to the
interface satisfies the analytical solution for a sharp interface.
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Figure B.1.: Example of sharp and diffused interfaces (grey area corresponds to the
amount of liquid in the cell).
Due to the convective transport of the indicator function in the volume of fluid
method, a sharp interface can not be retained, leading to smeared interfaces of the
multiphase flow. As a consequence, the gradient of the electric permittivity ∇ϵ is
distributed over a few cells in the transition region.
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Diffused interfaces In the case of diffused or smeared interfaces, the numerical
solution should satisfy the condition of a constant electric displacement as well as
a correct electric field strength within the two phases. An example of a diffused
interface is depicted in Fig. B.1b. Here, each cell in the transition region consists
of two capacitors in series.
As the gradient is defined at the interface of two attached cells, the volume
fraction as well as the fluid properties have to be interpolated to the cell faces,
which additionally leads to an enlargement of the transition region (see Fig. B.1c).
The electric permittivity between two cell center values i and i + 1 can also
be interpreted as two capacitors in series, for which the harmonic interpolation
scheme has been applied for ϵi,i+1:
ϵi,i+1 =
1
αi,i+1/ϵ1 + (1− αi,i+1)/ϵ2
. (B.4)
The unknown volume fraction αi,i+1 at the cell faces is calculated by an arithmetic
averaging
αi,i+1 =
αi + αi+1
2
. (B.5)
This combination of averaging methods allows, that the solution obtained agrees
with the analytic solution in respect to the electric displacement and the electric
field outside of the transition region.
Definition of the sharp interface To calculate the analytic solution of the
problem, the position of the sharp interface has to be reconstructed from the
smeared data. According to Fig. B.1b, the position of the interface xInterface has
to hold the following condition
δo∫
−δu
αdn =
xInterface∫
−δu
αdn+
δo∫
xInterface
αdn = δu + xInterface, (B.6)
defining the region from −δu to xInterface as the region of fluid 1 (α = 1) and the
region from xInterface to δo as the region of fluid 0 (α = 0) whereby for x < δu:
α = 1 holds and for x > δo: α = 0 holds. Note, that the definition of the sharp
interface can be seen as the result of pushing the diffused interface together.
B.3. Averaging for fluxes tangential to the interface
For the diffusive fluxes tangential to the interface, a different method of averaging
is essential. Now, the cells partially filled act in tangential direction as two parallel
capacitors and the method of choice for averaging the electric permittivity is the
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WAM, given by
ϵ = αϵ1 + (1− α)ϵ2 (B.7)
Diffused interfaces In case of a smeared interface, the solution of the tangen-
tial electric flux as well as for the tangential electric displacement should also be
independent of the smearing. Consequently, the integration of the tangential com-
ponent of the electric displacement should be independent of the distribution of α
δo∫
−δu
Dtdn =
δo∫
−δu
ϵ0ϵ∇ψtdn (B.8)
Assuming a constant gradient of the potential in tangential direction across the
interface and introducing the WAM, the equation becomes
δo∫
−δu
ϵ0ϵ∇ψtdn = ϵ0∇ψt
δo∫
−δu
(αiϵ1 + (1− αi)ϵ2) dn
= ϵ0∇ψt
 δo∫
−δu
αiϵ1dn+
δo∫
−δu
ϵ2dn−
δo∫
−δu
αiϵ2dn
 .
Applying the definition of the interface (B.6) simplifies the equation to
δo∫
−δu
Dtdn = ϵ0∇ψt (ϵ1δu + ϵ2δu + ϵ2δo − ϵ2δu)
= ϵ0∇ψt (ϵ1δu + ϵ2δo) , (B.9)
which indicates, that the diffusive flux, i.e. the electric displacement, becomes
independent of α. This also implies an independence of the transition region
thickness as well as of the smearing in the transition region.
B.4. Electric field and electric displacement at the interface
Using the solution procedure of the Laplacian equation as shown in B.1 to obtain
the potential ψ, the electric displacement at the cell face, defined as
Di,i+1 = ϵ0ϵi,i+1∇ψi,i+1 (B.10)
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can be calculated, whereby the displacement at the cell face is reduced to a vec-
tor with a component only in normal direction to the cell’s face. The solution is
independent of spatial resolution and interfacial smearing, if again the harmonic
interpolation scheme for ϵi,i+1 is used. The cell center value of the electric dis-
placement is evaluated by averaging the cell face values.
Note, that for evaluating Eq. (B.10) at the cell center the gradient of the
potential at this point is required. For this reason, the gradient has to be estimated
by an interpolation of the cell face gradients. The use of this interpolated cell center
value results in an unphysical behavior e.g. a discontinuous electric displacement.
B.5. Electrostatic surface force
To calculate the electric force at the interface between two dielectric fluids, two
different approaches can be applied:
• Surface force formulation according to Brackbill et al. Brackbill et al. (1992)
as shown in Tomar et al. Tomar et al. (2007).
• Volume force formulation, whereby correct interpolation schemes ensure the
correct formulation of the interfacial force.
Here, the volume force representation is retained to ensure the correct formulation
of the electrostatic surface force independent of the interfacial smearing. In a fur-
ther step, it can be shown that also the surface force formulation allows for the
correct solution if the appropriate interpolation schemes are applied. In the fol-
lowing two sub-sections, the different treatments of the normal and the tangential
components of the electric permittivity are shown.
Gradient in normal direction For the electric displacement oriented normal to
the interface (D · n), the surface force can be evaluated by adding up all electric
volume forces in normal direction to the interface, yielding to
fE,ds =
∑
cells
fv,i∆xi∆yi∆zi∑
cells
∆yi∆zi
=
∑
cells
fv,i∆xi =
ϵ0
2
D2n
ϵ20
∑
cells
∇ 1
ϵi
∆xi (B.11)
whereby Equation (4.11) has been applied. Using the harmonic mean interpolation
scheme,
1
ϵi
= αi
ϵ1
+ 1− αi
ϵ2
, (B.12)
the electrostatic surface force becomes
fE,ds =
∑
cells
fv,i∆xi =
ϵ0
2
D2n
ϵ20
∑
cells
∇
(
αi
ϵ1
+ 1− αi
ϵ2
)
∆xi. (B.13)
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Evaluating the gradient with the central differences scheme and using Dn = ϵ0ϵiEi
yields to
fE,ns =
ϵ0
2
(
ϵ1E
2
1 − ϵ2E22
)︸ ︷︷ ︸
correct solution
[(α0 + α1)− (αn + αn+1)]
2︸ ︷︷ ︸
equal to 1 or -1
, (B.14)
which is the correct solution of the problem as can be seen by comparison to Eq.
(4.12).
Gradient in tangential direction For the tangential part of the volume force,
which is given by
fE,ts =
∑
cells
fv,t,i∆xi =
ϵ0
2
E2t
∑
cells
∇ϵi∆xi (B.15)
the electric permittivity has to be averaged by the WAM,
ϵi = αiϵ1 + (1− αi)ϵ2, (B.16)
leading to∑
cells
fv,t,i∆xi =
ϵ0
2
E2t
∑
cells
∇ (αiϵ1 + (1− αi)ϵ2)∆xi (B.17)
Applying again the second order central differences scheme, Eq. (B.15) becomes
fE,ts =
ϵ0
2
E2t (ϵ1 − ϵ2)︸ ︷︷ ︸
correct solution
[(α0 + α1)− (αn + αn+1)]
2︸ ︷︷ ︸
equal to 1 or -1
(B.18)
This representation of the tangential electric force is also consistent with the ana-
lytic solution of a sharp interface (given by Eq. (4.12)).
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