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Abstract
Semi-supervised classification consists of acquiring knowledge from both labelled and un-
labelled data to classify test instances. The cluster assumption represents one of the
potential relationships between true classes and data distribution that semi-supervised
algorithms assume in order to use unlabelled data. Ensemble algorithms have been
widely and successfully employed in both supervised and semi-supervised contexts. In
this Thesis, we focus on the cluster assumption to study ensemble learning based on a new
cluster regularisation technique for multi-class semi-supervised classification. Firstly, we
introduce a multi-class cluster-based classifier, the Cluster-based Regularisation (Cluster-
Reg) algorithm. ClusterReg employs a new regularisation mechanism based on posterior
probabilities generated by a clustering algorithm in order to avoid generating decision
boundaries that traverses high-density regions. Such a method possesses robustness to
overlapping classes and to scarce labelled instances on uncertain and low-density regions,
when data follows the cluster assumption. Secondly, we propose a robust multi-class
boosting technique, Cluster-based Boosting (CBoost), which implements the proposed
cluster regularisation for ensemble learning and uses ClusterReg as base learner. CBoost
is able to overcome possible incorrect pseudo-labels and produces better generalisation
than existing classifiers. And, finally, since there are often datasets with a large number
of unlabelled instances, we propose the Efficient Cluster-based Boosting (ECB) for large
multi-class datasets. ECB extends CBoost and has lower time and memory complexities
than state-of-the-art algorithms. Such a method employs a sampling procedure to reduce
the training set of base learners, an efficient clustering algorithm, and an approximation
technique for nearest neighbours to avoid the computation of pairwise distance matrix.
Hence, ECB enables semi-supervised classification for large-scale datasets.
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CHAPTER 1
Introduction
This Chapter introduces the semi-supervised learning (SSL), the research questions and
the contributions of this Thesis. Section 1.1 discusses the SSL problem. In Section 1.2.2,
we describe the underlying assumptions in SSL algorithms. Section 1.4 discusses the
usefulness of ensemble techniques in SSL. In Section 1.5, we highlight the research ques-
tions that we address in this Thesis. Section 1.6 summarizes the significant contributions
achieved in this work. And, in Section 1.8, we conclude this Chapter with the outline of
this Thesis.
1.1 Semi-supervised learning
Traditional machine learning techniques use only labelled instances (that is, the pairs of
features and labels) to perform training. However, labelled data is usually expensive and
time consuming to obtain. For example, a learning task might require expensive sensors
and human experts to gather and label all the data.
On the other hand, it might be convenient to collect plenty of unlabelled data, which
are typically cheap and abundant. Therefore, it is natural to employ such unlabelled data
to improve predictive performance. SSL aims to use large amounts of unlabelled instances
1
along with labelled data to build better learning machines. As SSL requires less human
effort and delivers potentially higher accuracy, it became popular in the machine learning
community, in both theory and practice [Zhu, 2008].
In the SSL context, we have three main problems: semi-supervised clustering, semi-
supervised regression and semi-supervised classification. The semi-supervised clustering
refers to the problem of clustering data with some labelled points in the form of con-
straints: there should be some points that must belong to the same cluster and others
that must not. The goal is to deliver a better partition than using the unlabelled data
alone. Semi-supervised regression aims to learn a function. And semi-supervised classifi-
cation (SSC) consists of predicting labels of test data. The algorithms of both regression
and classification attempt to improve the generalisation accuracy in comparison with
using only labelled data.
In this Thesis, we will focus on SSC, where algorithms learn from both labelled and
unlabelled instances in order to assign a label (or posterior class probabilities in multi-class
classification) to test instances.
1.2 Semi-supervised classification
Semi-supervised classification consists of using the available training instances to train
a classifier that can be used to predict the classes of test data. These test instances
are assumed to follow the same probability distribution as the available training data.
The predictive accuracy of a trained classifier is evaluated by its generalisation from the
training instances to test data.
Formally, we can define SSC as the choice from the given set of functions f ∈ F →
X×Y based on a training set D of random independent identically distributed (i.i.d.) ob-
servations drawn from an unknown probability distribution p(x,y), such that the obtained
function f(x) best predicts the true class for test instances (x,y), which are assumed to
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follow the same probability distribution p(x,y) as the training set.
The training set D = L ∪U is composed of L labelled instances
L = (x1,y1), . . . , (xL,yL) ∈ X×Y,
and U unlabelled instances
U = x1, . . . ,xU ∈ X.
The total number of training instances is N = L + U and often U ≫ L. For multi-class
classification, the labels yn are class probabilities, where 0 ≤ yni ≤ 1 and
∑C
i=1 yni = 1,
where C is the number of classes.
Typically, SSC algorithms learn the optimal function f∗(x) by minimising a loss func-
tion L,
f∗(x) = argminf∈F (L (f(x),y)) ,
which measures the loss or discrepancy between input and desired output associated with
the learning machine, and then choosing the function from the given set of candidates
with the lowest loss.
The aim of SSC is to improve a classifier in comparison to using the labelled data
L alone. However, the effectiveness of SSC relies on the prerequisite that the data dis-
tribution, which unlabelled instances will help to elucidate, is related to the true class
distribution. That is, the data distribution p(x) should be useful for the inference of
classes, p(y|x). If such a SSL fundamental assumption holds, a semi-supervised classifier
will outperform a supervised method trained with only labelled data [Chapelle et al.,
2006]. And, in recent years, various studies have shown that these two fundamental char-
acteristics are true for a number of datasets [Chapelle et al., 2006, Chen and Wang, 2011,
Valizadegan et al., 2008]. In order to link the knowledge acquired from the unlabelled data
distribution to the class distribution, SSC algorithms employ one or more assumptions.
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In Section 1.2.2, we discuss such assumptions.
As we will discuss later in this Thesis, the learning from unlabelled data is achieved by
matching the assumptions in the classifier with the actual class structure. If this matching
is not found, the use of unlabelled data may degrade the original supervised classification
accuracy. So, although we have cheap and easily obtained unlabelled data, some decisions
(for example, regarding design of good models, kernels, similarity functions, etc.) become
more critical in SSC context than in supervised learning. This is the trade-off for the lack
of label information in training data.
1.2.1 Transductive and inductive learning
SSC can be either transductive or inductive [Chapelle et al., 2006]. A classifier is trans-
ductive if test instances are employed as unlabelled training data. Such a method is not
able to generalise predictions to unseen data and its generalisation is evaluated with its
predictions on unlabelled data. The aim of transductive learners is to use the distribution
of the available test data while predicting labels to such instances. Typically, classifiers
that build graphs to represent the data are transductive (for example, the Spectral Graph
Transducer (SGT) algorithm [Joachims, 2003]). Such methods use both test and training
instances in the construction of graphs in order to predict labels for test points.
In contrast, inductive learners can generalise their predictions to unseen data. The
training set of an inductive learner is composed of both labelled and unlabelled data and
accuracy is measured on unseen data. As in supervised classification, inductive methods
in SSC learn a decision boundary that will be used to generalise labels for unseen test
instances. The classifier introduced in Valizadegan et al. [2008] is an example of an
inductive learner.
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1.2.2 Semi-supervised learning assumptions
Besides the fundamental assumption that states that the data distribution should be
relevant for the classification problem, SSC algorithms also possess other assumptions in
order to relate the distribution of instances, which the unlabelled data will help to clarify,
to the inference of the class distribution.
In order to link the knowledge acquired from the unlabelled data to the true class distri-
bution, SSC algorithms employ one or more of the following three assumptions [Chapelle
et al., 2006].
• The smoothness assumption assumes that if two instances are close to each other,
they are likely to yield similar outputs. Such an assumption is necessary for the
generalisation from a finite set of training instances to a set of test points [Chapelle
et al., 2006]. That is, if two instances x1 and x2 are similar, the output of the
learner f(x1) and f(x2) should be also similar. This assumption is fundamental for
any machine learning algorithm in order to generalise from one instance to others.
• The cluster assumption states that if two instances x1 and x2 are similar and lie on
the same cluster (high-density region), they are likely to be of the same class, yielding
similar outputs f(x1) and f(x2). That is, it is assumed that two different classes are
unlikely to lie in the same high-density region. Equivalently, the cluster assumption
can be formulated as the low-density separation assumption, which states that the
decision boundary should lie in a low-density region [Chapelle et al., 2006]. Although
both definitions are equivalent, they might lead to different algorithms.
• The manifold assumption assumes that the true structure of the data lies in a low-
dimensional manifold embedded in the high dimensional data space. And, by using
such manifold instead of the original structure, the classifier would have higher
generalisation accuracy. That is, the learning of a transformation ϕ(x1) of instance
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x1 into a lower dimension manifold delivers more accurate generalisation than the
use of the original instance x1.
1.3 Discussion on supervised and semi-supervised clas-
sification
In order to facilitate the understanding on how semi-supervised classifiers can improve
generalisation performance, we can analyse the Figure 1.1 (figure extracted from Zhu
[2009]). Assuming each class is a coherent group (for example, we have two gaussian clus-
ters), we can notice that the decision boundary can shift if we use the unlabelled data in
the training of a classifier. The dashed line denotes the decision boundary generated with
only labelled instances (intuitively, a line at the mean distance between the two labelled
points would be the best generaliser for this dataset). While the solid line represents the
shifted decision boundary, produced with both labelled and unlabelled data. In this case,
when we consider unlabelled data, besides the influence of labelled instances, the data
distribution (including labelled and unlabelled points) also affects the resulting decision
boundary. This fact might produce stronger generalisation since the learning algorithm
is using more information: the unlabelled data.
Another example of semi-supervised classification can be depicted from a generative
model, such as Gaussian Mixture Models (GMM). Figure 1.2 (figure extracted from Zhu
[2009]) shows the impact of unlabelled data on decision boundaries. The gaussians de-
scribing each class are adjusted with unlabelled data, due to the parameter optimisation
procedure (usually the Expectation-Maximisation algorithm) maximising different quan-
tities: the probabilities p(L,y|θ) and p(L,y,U|θ), where θ is the parameter vector of
GMM.
Figure 1.3 (figure extracted from Zhu [2009]) shows the sensitiveness of SSC algorithms
to SSL fundamental assumption: the data distribution should possess a relationship with
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Figure 1.1: How SSC algorithms generate decision boundaries.
Figure 1.2: On the left-hand side, GMM considers only labelled data. On the right-hand
side, both labelled and unlabelled data influences the decision boundary.
the true class distribution. Such a figure depicts the difference between the classical
Support Vector Machine (SVM) [Vapnik, 1998] and one of its semi-supervised versions,
Semi-Supervised Support Vector Machines (S3VM) [Bennett and Demiriz, 1998]. SVM
attempts to find the largest gap between two groups of data. In such an example, the
true decision boundary is the dotted line. On the left-hand side of the figure, the super-
vised decision boundary (depicted by the solid line) is generated exactly between the two
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labelled instances. When considering unlabelled data, S3VM shifts the decision bound-
ary (denoted by the dashed line), however they are both on a local minimum. On the
right-hand side, the true decision boundary is not related with the data distribution. As
expected, S3VM generated an incorrect decision boundary, as it finds the opposite diag-
onal of the figure. This is due to the fact that the fundamental SSL assumption does not
hold in such a dataset. In this sense, in the attempt to find the largest gap considering
the unlabelled instances, S3VM is not able to not learn the true decision boundary that
lies outside of such a gap. Therefore, for the dataset in Figure 1.3, SSC algorithms might
not improve generalisation when compared to supervised methods.
Figure 1.3: On the left-hand side, both labelled instances lie in the same high-density
region. On the right-hand side, each labelled instance is a different cluster. In this
dataset, true decision boundary does not correspond to the gap between high-density
regions. The data distribution is not useful for the inference of the class distribution. In
this case, SSC algorithms might not improve generalisation when compared to supervised
methods.
As we can notice, a certain degree of relationship between SSL assumptions and data
structure is essential to the performance of SSC algorithms. This is the compromise for
the lack of label information. We showed examples where classifiers improve generalisation
with unlabelled data (Figures 1.1 and 1.2) and a situation where the use of unlabelled
instances is harmful to the performance of SSC algorithms (Figure 1.3).
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It is important to highlight that the example on the left-hand side of Figure 1.3
represents a pathological case where we have only two labelled instances that are not rep-
resentative of the classes. Although labelled points are usually scarce, they are important
to identify regions of potential classes. Labelled instances should be i.i.d. samples from
the underlying distribution of the dataset. Uninformative labelled points cause classes to
be neglected. The absence or unfair distribution of labelled points for one class lead to
predictions with bias either towards or against that particular class. If such instances are
not representative of the class distribution, the decision boundary generated by a SSC
algorithm might be degraded.
1.4 Cluster-based classification and ensemble learn-
ing
SSC is challenging due to the unknown relationship between the true decision boundary
and the data distribution. In supervised learning, such a relationship might be irrelevant,
as a decision boundary may be generated regardless the data distribution. In contrast,
even if there is such a relationship in a given SSC dataset, we might not know which of the
aforementioned SSL assumptions should be implemented in a classifier. However, when
the implemented assumption is correct, the generalisation accuracy of a SSC algorithm is
generally higher than supervised methods.
For real-world datasets, we might not have prior knowledge of the true class structure
and its corresponding SSL assumption. Intuitively, if the dataset has a manifold struc-
ture, it is expected that algorithms that use the manifold assumption to deliver a better
performance when compared to other SSC methods. This is also the case for datasets
where the cluster assumption holds [Chapelle et al., 2006].
Various existing classifiers implement all three assumptions: smoothness, manifold and
cluster assumptions. Such algorithms may yield better generalisation performance than
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specialised methods (for example, classifiers that implement only the cluster assumption)
with the incorrect assumption [Chen and Wang, 2011]. However, for example, in cases
where there is a clear cluster structure for classes, the quality of the decision boundary
generated by these algorithms might be limited by the search for a manifold in such
datasets. Moreover, such methods also depend on the compromise between assumptions,
which might be a challenging task. Therefore, in such situations, classifiers specialised
in finding cluster structures, cluster-based classification, may yield significantly superior
generalisation performance.
Ensemble techniques are widely employed in supervised classification due to the ability
of reducing individual error made by base classifiers [Liu and Yao, 1999, Tang et al., 2009,
Wang et al., 2009, Yao and Liu, 2004]. The combination of classifiers is also helpful in semi-
supervised classification [Zhou, 2009]. The reasons for such a fact are: the performance of
ensembles can be further improved, even though individual learners cannot be improved
using unlabelled data; when there are very few labelled instances, unlabelled data should
be exploited for constructing a strong ensemble; and unlabelled data can also increase the
diversity of base learners [Zhou, 2009].
Therefore, combining a group of suitable classifiers, as an ensemble of classifiers, can
improve the generalisation performance when compared with a single classifier in both su-
pervised [Nguyen et al., 2006] and semi-supervised classification [Zhou, 2009, Valizadegan
et al., 2008, Chen and Wang, 2011]. In this Thesis, we focus on investigating ensemble
learning for cluster-based classification.
1.5 Motivations
In this section, we summarise the research questions that we address in this Thesis.
Firstly, we highlight the limitations of existing cluster-based algorithms. Secondly, we
highlight an important issue that arises when ensemble techniques are employed in SSC.
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And, finally, we describe the limitations of applying existing classifiers to large datasets
in SSC.
1.5.1 SSC with cluster regularisation
In cluster-based approaches, most algorithms attempt to find a low-density region (largest
margin separator) to separate classes, avoiding generating a decision boundary inside
clusters (traversing high-density regions). Transductive Support Vector Machine (TSVM)
[Joachims, 2002] is a typical example of a margin-based classifier.
Most of the existing cluster-based SSC approaches might not produce a suitable de-
cision boundary when classes are overlapping, due to the search for a largest margin sep-
arator with very few labelled instances. In such a case, the decision boundary should be
generated in an overlapping region, however margin-based algorithms might not find such
regions, especially when there is limited labelled data to constrain the decision boundary
in the optimum region.
Such algorithms are sensitive to the position of the few labelled instances within a
high-density region. If there are labelled points in an overlapping region (on the border
of a cluster), margin-based methods might produce an incorrect decision boundary, since
labelled instances have a greater impact on the learning than the unlabelled points. That
is, decision boundaries generated by most of the cluster-based algorithms are mainly
determined by the position of limited labelled instances. Therefore, such classifiers are
not robust to few labelled data.
In contrast, some clustering algorithms can often easily achieve better performance
with overlapping classes when compared to margin-based methods, as demonstrated in
Chapter 3. Intuitively, in some cases where there is no clear gap between clusters, dis-
covering high-density regions might be less challenging than finding low-density gaps
between these regions. And clustering algorithms are specifically designed to search for
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high-density regions. Therefore, in some cases, clustering algorithms can deliver more
accurate estimates over the data distribution than methods that seek the largest margin.
We discuss such issues in detail in Chapter 3.
In this sense, we can apply soft cluster structure, in the form of posterior probabilities,
to regulate the impact of each labelled and unlabelled instance on the training of a classifier
according to their position within a high-density region. Hence, such a classifier would be
able to identify labelled instances in the borders of clusters and minimise their importance
for the learning process, while increasing the influence of instances in centres of clusters.
Therefore, the decision boundary produced by this classifier would also be a function of
such a cluster structure. This learning technique would be more robust to the position of
the few labels in the clusters and, hence, would improve its generalisation performance.
1.5.2 Ensemble learning in SSC
As in other SSC techniques, the performance of ensemble learning is strongly affected
by the use of unlabelled data. Particularly for ensemble learning, an important question
arises: at what level of an ensemble one should consider using unlabelled instances. To
our knowledge, such an issue was not addressed in literature. Therefore, we present a
study on the usefulness of employing unlabelled data at both ensemble and base learner
levels, comparing to using such data at ensemble level only. In this sense, this Thesis will
investigate solutions for such an issue.
In SSC literature, most ensemble methods optimise a semi-supervised loss function at
ensemble level and use supervised base classifiers [Valizadegan et al., 2008, Zheng et al.,
2009, Chen and Wang, 2011]. That is, the unlabelled data is only considered for the
ensemble algorithm and the base classifiers receive such data as pseudo-labelled instances.1
However, if the ensemble algorithm (for example, boosting framework [Friedman, 2001])
1In this work, pseudo-labels are posterior class probabilities artificially assigned to unlabelled instances
by some method.
12
does not predict an instance correctly, relying on pseudo-labels for unlabelled instances
might reinforce errors in the optimisation process, since supervised base classifiers will
learn exactly the class that is assigned to a given instance.
In this context, the use of semi-supervised base learners might alleviate such an issue
by handling the pseudo-labelled instances as actual unlabelled data. That is, the learning
of pseudo-labelled data, as presented to the semi-supervised base learner, is dependent on
the pseudo-label distribution, instead of learning each instance and its possibly erroneous
pseudo-label individually. Therefore, the optimisation might not propagate a previous
error caused by an incorrect pseudo-label. Whereas a supervised base classifier would
learn exactly the labels that are presented to it. Thus, such a supervised base classifier
would generate an incorrect decision boundary and would propagate the errors to the
remainder of the ensemble training.
Semi-supervised base classifiers based on cluster assumption (as detailed in Chapter 3)
address an incorrect pseudo-label according to its situation in the dataset. If an instance
is in a high-density region, the pseudo-labels of its neighbours should be shared with such
point. That is, the distribution of pseudo-labels would be employed to assess whether
two instances should belong to the same class. Therefore, semi-supervised base learners
might alleviate the problem of incorrect decision boundary (especially when it traverses
high-density regions) by considering the distribution of unlabelled data, instead of using
only the pseudo-label assigned to an instance. In this sense, we would have more reliable
use of pseudo-labels than learning the exact pseudo-label of each instance independently.
1.5.3 Efficient algorithm for large datasets
Due to the large number of available unlabelled data, semi-supervised training sets often
have tens of thousands of instances. Therefore, the learning algorithms must be able
to handle such large-scale datasets. Recently, various ensemble algorithms have been
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introduced with improved generalisation performance when compared to single classifiers.
However, the existing ensemble algorithms are not able to handle large-scale SSC datasets.
The typical large number of unlabelled instances has a great impact on the efficiency of
existing semi-supervised classifiers. Among methods that implements the cluster assump-
tion (cluster-based algorithms), TSVM [Joachims, 2002] is a popular choice. However,
this method requires time O(N3) where N is the number of instances. Classifiers based
on the manifold assumption (manifold-based algorithms) are also time consuming with
computational complexity of O(N3) or O(V N2) where V is the number of neighbours
[Szummer and Jaakkola, 2002, Zhu and Ghahramani, 2002]. For such binary classifiers,
this issue is aggravated in multi-class classification, where decomposition approaches, such
as one-vs-all, are employed, which require additional computational time.
As mentioned before, ensemble learning has been successfully employed in both su-
pervised [Nguyen et al., 2006] and semi-supervised [Valizadegan et al., 2008, Chen and
Wang, 2011] classification to improve generalisation when compared to single classifiers.
However, the use of existing ensemble techniques in large-scale SSC datasets is lim-
ited due to time and memory requirements. For example, RegBoost [Chen and Wang,
2011] is a binary ensemble classifier that, if implemented with SVM,1 requires time of
O(V N logN + TS3+ TV U), where T is the number of base learners and S is the sample
size. And, due to the computation of nearest neighbours, RegBoost requires memory of
O(N2), which also might prevent its application to large datasets.
A few multi-class ensemble approaches have been proposed [Valizadegan et al., 2008],
however, despite having implemented the cluster assumption, these algorithms do not ex-
ploit the soft partition information, considering clusters as disjoint sets (hard clustering).
And, likewise RegBoost, the classifier proposed by Valizadegan et al. [2008] also requires
memory of O(N2), which might degrade both time and memory efficiencies and might
1SVM is the base classifier recommended in Chen and Wang [2011].
14
limit its use in large datasets.
1.6 Contributions
We introduce relevant research questions in SSC: the use of soft partitions as regularisation
for multi-class classification; the impact of unlabelled data in ensemble design; and en-
semble techniques that enable SSC for large-scale datasets. We describe the contributions
of this Thesis as follows.
1. Algorithms for multi-class semi-supervised classification.
Most existing SSC methods in literature are binary classifiers, therefore such al-
gorithms depend on suboptimal decomposition techniques, such as one-vs-all and
one-vs-one, to perform multi-class classification. And they are prone to issues with
imbalanced classes and different output scales of binary classifiers [Valizadegan et al.,
2008]. Thus, in this Thesis, we focus on developing cluster-based classifiers that can
perform multi-class classification effectively and efficiently.
2. Semi-supervised classification with cluster regularisation.
In order to design an ensemble technique to solve the issues mentioned in Section
1.5, we design a new multi-class semi-supervised single classifier that overcomes the
limitations of existing methods highlighted in Section 1.5.1.
As mentioned before, most cluster-based methods attempt to find the largest margin
between high-density regions (clusters). When overlapping high-density regions are
present, with sparse labelled instances on their borders, these classifiers may not
produce good predictions, although these inherent clusters might be easily identified.
In this Thesis, we propose a cluster-based multi-class algorithm, ClusterReg (Cluster-
based Regularisation). Unlike other cluster-based algorithms, it does not depend on
gaps between potential clusters, but captures the partition information, as posterior
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probabilities, from a clustering algorithm in order to improve the decision boundary.
By employing soft partitions in our method, the generalisation becomes more robust
to the position of the few labels in the clusters. Unlike other cluster-based methods,
our algorithm can easily establish a decision boundary between clusters without
being misguided by neither the overlapping classes nor the few labels, when the
dataset possesses a cluster structure for classes. ClusterReg achieves such robustness
by incorporating soft clustering into a new regularisation technique.
ClusterReg regards the structure arising from the clustering algorithm as a soft
partition. That is, each instance is assigned a probability of belonging to a given
cluster, unlike hard partition where clusters are strictly disjoint. By using soft
partitions (also known as soft clustering), we can address uncertain instances (likely
lying on low density region, that is, on the border of clusters) differently from the
more confident ones (likely lying on denser regions of clusters). Soft clustering helps
the algorithm to address uncertain instances (with low probabilities for all clusters)
as instances lying in gaps, therefore helping the classifier to generate the decision
boundary in low-density regions.
One contribution of this work is to introduce a classifier that employs any clustering
algorithm into SSC to regularise its decision boundary. The proposed algorithm (i)
is robust in the presence of fewer labelled points, and is robust to the position of
labelled data in clusters by considering the strength of clustering algorithms in a
natural way and (ii) is able to improve the performance of a given classifier when
the classes or clusters overlap, compared to other cluster-based algorithms.
ClusterReg can use any clustering algorithm with a proper processing of its output.
It can employ any classifier that is able to minimise the proposed loss function.
Therefore, ClusterReg can be seen as a framework for SSC methods.
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3. A fully semi-supervised ensemble for multi-class classification.
In Section 1.5.2, we raised the question of which level of an ensemble should use
the available unlabelled instances. Such unlabelled data can be considered at the
ensemble level, the base classifier level, or both. To our knowledge, such issue has
not been addressed until now, as most algorithms use unlabelled data only at the
ensemble level and employ supervised base classifiers. In this Thesis, we present a
study on the usefulness of employing unlabelled data at both ensemble and base
learner levels. We compare such an approach to the use of unlabelled instances at
the ensemble level only. We propose the Cluster-based Boosting algorithm (CBoost)
for multi-class classification. Such a method extends ClusterReg and, unlike most
semi-supervised ensembles in the literature, is composed of semi-supervised base
classifiers.
Unlike other ensemble classifiers where unlabelled data is presented to the base
classifiers as pseudo-labelled instances, both ensemble algorithm and base classi-
fiers optimise the loss function introduced in Chapter 3, which uses both clustering
algorithm and unlabelled data in a regularisation mechanism.
CBoost is able to learn from the clustering neighbourhood structure of pseudo-
labels assigned by the ensemble, which leads to better generalisation when compared
to learning the exact pseudo-labels individually. CBoost can overcome incorrect
pseudo-label assignments used in the training of a new base classifier. CBoost is
robust to the position of labelled data within a cluster and is able to handle the
potential presence of overlapping classes. Experiments in Chapter 4 confirmed that
the proposed method is significantly superior to state-of-the-art ensemble methods
and can improve the generalisation of single classifiers.
4. Efficient boosting for semi-supervised classification.
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As discussed in Section 1.5.3, due to the large number of available unlabelled data,
a semi-supervised training set can often have tens of thousands of instances. There-
fore, the learning algorithms must be able to handle such large-scale datasets. Re-
cently, various ensemble algorithms have been introduced with improved gener-
alisation performance when compared to single classifiers. However, the existing
ensemble algorithms are not able to handle typical large scale datasets.
In order to perform classification in large datasets, we propose the Efficient Cluster-
based Boosting (ECB) algorithm. ECB uses a regularisation technique, based on
posterior cluster probabilities, to avoid generating a decision boundary in high-
density regions. In order to reduce the computational complexity of ECB, (i) base
learners are trained with a subset of the unlabelled data along with all available la-
belled instances at each iteration; (ii) we also employ an approximation technique to
increase the efficiency of time and memory in the computation of nearest neighbours;
(iii) and use an efficient clustering algorithm. We provide a theoretical discussion
on the reasons why ECB might be able to achieve good performance with small
amounts of sampled data and a relatively small number of base learners. Our ex-
periments confirmed that ECB scales to large datasets whilst delivering comparable
generalisation to state-of-the-art methods.
1.7 Publications resulting from the thesis
The research outcome from Chapter 3 was reported in the following publication.
[Soares et al., 2012] R. G. F. Soares, H. Chen, and X. Yao. Semisupervi-
sed classification with cluster regularization. IEEE Transactions on Neural
Networks and Learning Systems, 23(11): 1779–1792, November 2012.
The study in Chapter 4 was reported in
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R. G. F. Soares, H. Chen, and X. Yao. A fully semi-supervised ensemble
approach to multi-class classification. Submitted to IEEE Transactions on
Neural Networks and Learning Systems.
And the investigation in Chapter 5 was reported in
R. G. F. Soares, H. Chen, and X. Yao. Efficient boosting for semi-supervised
classification. Submitted to The Journal of Machine Learning Research.
1.8 Outline of the Thesis
This chapter presented the concepts that will be used throughout this Thesis: Semi-
supervised classification and its assumptions, cluster-based classification and ensemble
learning. We also summarised the contributions of this Thesis. The remainder of this
Thesis is as follows.
Chapter 2 discusses several relevant algorithms in the literature of SSC. We categorise
such methods according to implemented assumptions and internal mechanisms. And we
discuss the limitations of existing classifiers, which are related to the research questions
introduced in Section 1.5.
In Chapter 3, we address the motivations discussed in Section 1.5.1 and introduce
a new algorithm with regularisation based on soft partitions. Such a method performs
predictions according to the cluster structure along with scarce labelled data. Such a
chapter also presents an instantiation of the proposed algorithm and provides an experi-
mental analysis on the impact of such a regularisation technique on both transductive and
inductive settings. Such an analysis confirms the improvement in generalisation ability
over state-of-the-art methods.
Chapter 4 presents an analysis on the research question raised in Section 1.5.2. It
introduces a study on the usefulness of employing unlabelled data at both ensemble and
base learner levels, in comparison with using such data at the ensemble level only. We
propose an ensemble technique that extends the classifier introduced in Chapter 3. And,
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unlike other semi-supervised ensembles in the literature, it is composed of semi-supervised
base classifiers. We also present experiments that confirm that the proposed method is
significantly superior to state-of-the-art ensembles and can improve the generalisation of
single classifiers.
In Chapter 5, we propose a multi-class boosting algorithm designed for large-scale
datasets, such a method uses a regularisation technique, based on posterior cluster proba-
bilities. We theoretically discuss how ECB is able to achieve good performance with small
amounts of sampled data and a relatively small number of base learners. Our experiments
confirmed that ECB scales to large datasets whilst delivering comparable generalisation
to state-of-the-art methods.
Finally, Chapter 6 summarises this Thesis and describes potential subjects for future
research.
20
CHAPTER 2
Semi-supervised Algorithms
In this Chapter, we report relevant SSC algorithms according to underlying assumptions
and internal mechanisms. Section 2.1 describes generative algorithms, sections 2.2 and
2.3 present the self-training and Co-training frameworks. In Section 2.4, we describe clas-
sifiers with the manifold assumption. Section 2.5 discusses cluster-based algorithms and
highlights potential drawbacks in their mechanisms. In Section 2.6, we report ensemble
techniques that possess multiple assumptions. And, in Section 2.7, we discuss the limita-
tions of the algorithms described in this Chapter and we relate such shortcomings to our
motivations, as shown in Section 1.5.
2.1 Generative methods
Generative models are one of the earliest semi-supervised methods [Zanda and Brown,
2009]. Such algorithms attempt to estimate the conditional density P (x|y) by making
explicit assumptions on the form of the data: the conditional distributions P (x|y) and
class priors P (y), where x and y are the input and target variables, respectively. For
example, Gaussian Mixture Models (GMM) assume that P (x|y) is a Gaussian and use
the Expectation-Maximisation (EM) algorithm to find the parameters that describe each
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class [Dempster et al., 1977, Zhu, 2008]. GMM implements the cluster assumption, since
a given cluster belongs to only one class [Chapelle et al., 2006].
Since generative methods learn how the data is distributed, P (x), instead of the
association between attributes and classes, such algorithms can naturally incorporate
unlabelled data. However, these classifiers do not possess the knowledge about the true
data distribution beforehand, such as the class of functions to describe the data. Thus,
generative methods have to use strong assumptions on the data distribution. If the
mixture model assumption is correct, the use of unlabelled data is guaranteed to improve
the supervised classification accuracy. Otherwise, considering unlabelled instances may
decrease classification accuracy [Castelli and Cover, 1995, 1996, Ratsaby et al., 1995].
Another approach is the cluster-and-label technique [Demiriz et al., 1999, Dara et al.,
2002], which employs a clustering algorithm for finding structures in the data. It aims
to match the generated partition with the real structure of the data. With the partition
at hand, such an algorithm labels each cluster according to the labelled instances that
belong to the given cluster. This method fails in the cases where the clustering does not
represent the underlying structure of the data.
The EM algorithm was also employed in the prediction of fault-prone modules in
the software engineering context [Seliya et al., 2004, Seliya and Khoshgoftaar, 2007b].
The authors could successfully employ a generative technique to find the data structure
and classify software modules with limited fault-prone data (imbalanced datasets). And
Seliya and Khoshgoftaar [2007a] formulated the software quality estimation problem as a
semi-supervised clustering task.
2.2 Self-training
Self-training is commonly used in semi-supervised tasks [Zhu et al., 2009]. In such an
algorithm, a given supervised learner is trained with only labelled instances. Afterwards,
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such a learner predicts labels for a set of unlabelled instances. Then, the most confident
instances along with the predicted label (pseudo-labels) are added to the labelled data to
form a new training set, which will be used to retrain the given classifier. This procedure
is repeated until a stopping criterion is met. Self-training is a wrapper method, in which
any supervised learning algorithm can be used. Mixture models using the EM algorithm
can be seen as self-training procedures.
If an error occurs in the classification, such a self-training process might reinforce the
error, leading to low classification accuracy (its performance might be lower than the
accuracy delivered by training with labelled data alone).
Moreover, since self-training selects only the most confident instances to be included
in the new training set, only the easily classified instances are considered in the learning
process. In this sense, the algorithm might only learn the instances that have already
been learnt, without any improvement on the decision boundary when compared to using
only labelled data.
2.3 Co-training
In the Co-training algorithm [Blum and Mitchell, 1998], the features in the training set
are divided into two different sets (views). Such a division can be naturally achieved if
the data intrinsically have two possible feature sets, or by applying some artificial method
to separate attributes, such as random selection. The algorithm also assumes that both
feature subsets are, at some extent, meaningful for the training of a classifier and such
subsets are conditionally independent with respect to the class. Co-training consists of
two classifiers, where each learner is assigned to a view. Initially, each method is trained
with the labelled data from its respective view. Then, each classifier labels the unlabelled
data of its own view (pseudo-labelling) and adds the most confident instances along with
their predicted labels to the training set of its counterpart. Afterwards, both learners are
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retrained with the newly labelled instances. In fact, both classifiers teach each other, and
tend to agree on labelled and unlabelled instances.
The assumption on the quality of the views is essential to the generalisation of both
classifiers. And the assumption of conditional independence between the views is neces-
sary for mapping the most confident instances of one classifier into training points of its
counterpart [Zhu, 2008].
Nigam [2001] demonstrated that co-training delivers good performance when the as-
sumption of conditional independence holds. However, co-training possesses strong as-
sumptions on the division of attributes. In order to relax this assumption, Zhou and Li
[2005] proposed the Tri-training algorithm, which uses three learners. In order to train one
classifier, such a framework employs the agreement between the remainder two learners
to label unlabelled instances that will be used in the training set of the given learner.
Tri-training and Co-training may overfit with the use of the most confident instances,
leading to the degradation of classification accuracy. This fact arises when the division
of the feature set is not straightforward. That is, both methods depend on the quality of
the subsets of attributes.
More generally, multiview learning [de Sa, 1993] represents the paradigm in which co-
training and tri-training are included. This paradigm is based on the agreement among
various learners that use distinct views. In multiview learning, several different classifiers
(with different learning mechanisms) are trained with only labelled data and are required
to agree on predictions of unlabelled instances. Brefeld et al. [2006], Sindhwani et al.
[2006] successfully applied multiview learning to semi-supervised regression.
2.4 Manifold-based methods
Most manifold-based methods assume that there should be a low dimensional manifold
structure embedded in the data space. Typically, these algorithms build graphs to rep-
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resent all instances [Zhu, 2008]. The nodes represent the instances (both labelled and
unlabelled) and the edges denote similarity between points. In order to perform predic-
tions, these methods usually assume label smoothness in the obtained graph.
Most of algorithms that implement the manifold assumption are graph-based methods.
Their loss functions estimate two objectives: the predicted labels should be similar to the
neighbouring labels and predicted labels should deliver smoothness across the graph.
Some of these methods only differ from each other by the choice of the cost function and
the regulariser. For example, Blum and Chawla [2001] address semi-supervised learning
as a graph mincut problem.
Spectral Graph Transducer (SGT) [Joachims, 2003] can be seen as a semi-supervised
version of the K nearest-neighbours classifier. This binary classifier uses unlabelled in-
stances to build a graph. The nature of its manifold assumption is in the fact that
predictions are based on the neighbourhood of an instance within the graph.
The Semi-supervised Multilayer Perceptron [Malkin et al., 2009] is an extension of
the standard Multilayer Perceptron (MLP) to binary SSC. In order to handle unlabelled
data, such an algorithm includes four terms in its loss function. The first term produces
the supervised learning; the second term is a graph regulariser (leads to smooth solutions
over the graph); the third is an entropy regulariser; and the last is the term for weight
decay. It uses stochastic gradient descent to optimise such a loss function. Malkin et al.
[2009] demonstrated significant improvements when compared to supervised MLP. [Con-
stantinopoulos and Likas, 2008] proposed the use of Probabilistic Radial Basis Function
networks (PRBF) based on the EM algorithm for multi-class SSC. Such a method was
employed in order to implement an incremental active learning procedure.
Most of the graph-based approaches only focus on the optimisation functions. The
graph construction, an important part of the learning procedure, is not often included in
such frameworks. In consequence, the issue of graph construction has not been extensively
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studied yet [Zhu, 2008].
Manifold-based classifiers usually cannot generalise to unseen (test) data, that is, they
are often inherently transductive, which is the case for the methods proposed in Belkin and
Niyogi [2003], Joachims [2003], Zhu et al. [2003], Zhu and Lafferty [2005]. This can prevent
the application of graph-based methods in problems requiring fully inductive classifiers.
However, Belkin et al. [2006] proposed the Laplacian Support Vector Machine (LapSVM)
classifier, an alternative extension to graph-based algorithms that is able to predict labels
of newly available test instances, which avoids the retraining of the algorithm. And
Melacci and Belkin [2011] reduced the computational complexity of LapSVM by solving
its primal formulation.
These methods, except PRBF, are proposed for binary classification, which could be
a shortcoming. They depend on the decomposition of multi-class datasets into a set
of different binary tasks, leading to problems of imbalanced classification and different
output scales of binary classifiers [Valizadegan et al., 2008].
2.5 Cluster-based methods
Among the methods based on cluster assumption, we can highlight the Transductive
Support Vector Machine (TSVM) [Joachims, 2002]. It is an extension of SVM (Support
Vector Machine). TSVM uses unlabelled data to find the decision boundary with the
largest margin between classes. Unlike SVM, TSVM tries to maximise the margin with
a linear boundary by considering both labelled and unlabelled instances, which might
deliver higher generalisation accuracy [Vapnik, 1998]. Unlabelled instances help to avoid
generating the decision boundary in dense regions [Zhu, 2008]. However, if dense regions
are overlapping, TSVM might not find the correct decision boundary between such regions
(clusters). And, in this case, this algorithm might be sensitive to the position of the limited
labelled points in such clusters.
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Chakraborty [2011] introduced the Bayesian semi-supervised Support Vector Machine
(Semi-BSVM) for binary classification. Semi-BSVM aims to find the largest margin using
both labelled and unlabelled data. Its loss function was designed with a penalty term to
represent unlabelled data. Semi-BSVM was successfully compared to supervised classifi-
cation methods when the unlabelled data was informative, especially in cases where the
amount of unlabelled instances was greatly larger than labelled data. However, similarly
as TSVM, Semi-BSVM is a binary classifier that is sensitive to overlapping high-density
regions with labelled data in low-density regions.
Moreover, for multi-class classification problems, these methods have a similar draw-
back to other binary SSC algorithms: they depend on a suboptimal decomposition of the
dataset into a number of independent binary classification problems.
Wang et al. [2012] proposed a multi-class classifier that, as TSVM, seeks the largest
margin separator. It employs a loss function that uses the concept of label membership to
weight the pertinence of a given instance to each class. In order to have more reliable labels
for unlabelled points, such a function also considers each instance as a weighted average of
its neighbours. However, this method does not distinguish between instances in low and
high density regions, that is, an uncertain instance (with respect to its membership) lying
on the border of a cluster has the same influence in the training as any other instance,
whereas the intuition behind the cluster assumption suggests that the sharing of labels
should be more reliable in high density regions.
As mentioned before, these cluster-based methods try to find potential gaps between
high-density regions (clusters). When overlapping high-density regions are present, with
sparse labelled instances on their borders, these classifiers may not produce good predic-
tions, although these inherent clusters might be easily identified by clustering algorithms.
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2.6 Ensemble methods
Combining several suitable classifiers, as an ensemble of learners, can enhance the gen-
eralisation performance of the group when compared to a single classifier [Nguyen et al.,
2006]. Some of these methods use an ensemble of supervised algorithms, while others use
an ensemble of semi-supervised methods as base learners.
Semi-supervised MarginBoost (SSMB) [d’Alche´ Buc et al., 2002] is a generalization
of MarginBoost [Grandvalet et al., 2001]. It relies on the assignment of pseudo-labels,
based on the current ensemble predictions, to unlabelled data. Such unlabelled instances
are sampled for the training of a new semi-supervised base classifier at each iteration.
SSMB minimises a loss function that includes a monotonically decreasing cost function,
the margin for labelled instances and a pseudo-margin.1 Such a method requires semi-
supervised base classifiers.
ASSEMBLE [Bennett et al., 2002] is a semi-supervised margin-based boosting algo-
rithm. Such an algorithm performs a greedy optimisation by maximising pseudo-margin
using a boosting method and relies on pseudo-labels to perform the training of base clas-
sifiers. ASSEMBLE uses only instances with the highest confidence into the training set
of base classifiers, which may only increase the margin without improving the current de-
cision boundary. The trained base learners are likely to share the decision boundary with
other classifiers at early iterations. Then, in case of early incorrect pseudo-labels, errors
will affect future base learners and might degrade generalisation ability of the ensemble.
SemiBoost [Mallapragada et al., 2009] combines the similarity information among the
instances and the classifier predictions to obtain more reliable pseudo-labels. It is a graph-
based ensemble approach and its loss function has the smoothness, manifold and cluster
1Pseudo-margin is the confidence of a classifier on the predicted labels for the unlabelled instance. In
order to increase the pseudo-margin between two instances, a classifier can increase its confidence for one
instance and decrease it for the other point. It can also be interpreted as the decision boundary between
unlabelled points.
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assumptions. Such a method uses supervised base learners. Such a method can be used
to improve classification accuracy of any supervised single algorithm using unlabelled
instances.
SemiBoost is a binary classification algorithm. Valizadegan et al. [2008] proposed
an extension of SemiBoost, Multi-Class Semi-Supervised Boosting (MCSSB), in order to
perform multi-class classification.
Song et al. [2011] proposed another boosting-based algorithm for multi-class semi-
supervised classification, where base classifiers are only required to have accuracy of at
least 1/C (C is the number of classes). It employs a margin-based loss function that
is prone to reinforce misclassification. This fact is due to the error function that at-
tempts to maximise the margin between the ensemble output and the pseudo-labels of
unlabelled data. However, this method delivered superior performance when compared
to ASSEMBLE and supervised AdaBoost.
Zheng et al. [2009] extended the information regularisation framework to semi-supervised
boosting. The authors proposed sequential gradient descent algorithms to optimise a semi-
supervised loss function. This loss function incorporates all three SSL assumptions. The
work of Song et al. [2011] also proposed a multi-class boosting classifier based on Ad-
aBoost algorithm. SemiBoost, MCSSB and Song et al. [2011] employed supervised base
classifiers trained with pseudo-labels based on the current ensemble predictions.
In Yu et al. [2012], the authors investigated the use of ensemble in high-dimensional
SSC. Such an algorithm divides features into several subspaces, builds a graph for each
subspace, trains a linear algorithm (base classifier) on each graph and combines these
classifiers as an ensemble. The computational complexity of such a method is O(N2D +
NDDsub +DD
3
sub), where N is the number of instances, D is the original dimensionality
and Dsub is the subspace dimensionality.
SSMB, ASSEMBLE and the algorithms in Zheng et al. [2009] and Yu et al. [2012]
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are designed for binary classification, therefore they depend on suboptimal decomposition
methods to perform multi-class classification. Since such methods, along with MCSSB
and Song et al. [2011], attempt to find the largest margin between classes, they might
be sensitive to overlapping classes and to the position of labelled data in high-density
regions. SSMB and ASSEMBLE do not handle semi-supervised assumptions explicitly
[Chen and Wang, 2011].
For the optimisation process, SemiBoost and MCSSB derive their boosting algorithms
by approximating loss functions with several bounds, so that the optimum of those bounds
is used as their solutions. It is well known that the optimum of a loss function may
be different from that its bounds. Thus, the tightness of these bounds may critically
determine the performance of SemiBoost and MCSSB, even though their loss functions
are convex.
Hady and Schwenker [2008] introduced a learning method in which a set of diverse
classifiers are used in a co-training procedure. Such a semi-supervised framework can use
any ensemble algorithm (for example, Bagging, AdaBoost) to build diverse ensembles.
Such a co-training approach does not require multiple views, which can be useful in the
cases where the division of the feature set is not straightforward. The authors demon-
strated that error diversity among base classifiers leads to an effective co-training without
requiring neither redundant and independent views nor different learning algorithms.
Hady et al. [2010] proposed a tree-structured ensemble where a multi-class problem is
decomposed into a set of binary sub-problems. Each sub-problem (a binary classification)
is represented as an internal node in a tree structure. The leaf nodes represent the classes.
In each internal node, the algorithm performs a co-training procedure [Blum and Mitchell,
1998] using RBFN as base classifiers. The authors demonstrated that the combination
of tree-structured ensemble and co-training is especially useful for classification with a
large number of classes and a small amount of labelled data. However, this approach
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uses only a base classifier to solve the binary sub-problems in the tree nodes. Such an
algorithm does not exploit the generalisation ability of an ensemble for a single sub-
problem. The tree-structured ensemble, similarly to co-training, may classify unlabelled
instances incorrectly and such instances are used to train other classifiers, thus errors
may be reinforced. Moreover, the co-training scheme employed in such a framework uses
only the most confident unlabelled instances to teach the classifiers, which can lead to no
improvement of boundary decision.
Saffari et al. [2009] used an objective function that includes a cluster regulariser and
a margin regularisation term, which can lead to sensitiveness to overlapping classes and
to the position of labelled data in high-density regions. The cluster regulariser uses
assignments of a cluster algorithm to regularize the output of the ensemble according
to the presence of labelled instances in a given cluster. However, such a term does not
consider the cluster pertinence degrees of each instance, that is, it only uses the proportion
of classes in a given cluster. Unlabelled instances are associated to the majority class of
a cluster. In this sense, if a certain class is dominant in a cluster, it will be likely that all
unlabelled instances are classified as such a majority class in that cluster. Even if there
is a clear distinction between two classes in a given cluster, the proposed error function
will force the classifier to consider all instances as belonging to the dominant class.
Saffari et al. [2010] proposed a multi-view margin-based algorithm that, in order to
train a given base learner, uses priors generated by the other base classifiers. Such an
algorithm introduced a loss function that can handle noisy priors. However, such a margin-
based algorithm is sensitive to overlapping classes and to scarce labelled instances lying
on the borders of clusters. Moreover, such a method does not consider the pseudo-label
(priors) distribution in the neighbourhood structure of an unlabelled instance. If an
incorrect prior occurs, the algorithm may reinforce such an error in the training of other
base learners due to the use of supervised base classifiers that learn the exact priors that
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are delivered by the rest of the ensemble.
RegBoost [Chen and Wang, 2011] employs three semi-supervised assumptions in its
boosting algorithm. It uses a kernel density estimation approach to implement the cluster
assumption, which penalises the classifier if it does not assign the same label to a pair
of neighbour instances in a high-density region. However, if overlapping high-density
regions are present RegBoost might not establish a good separation between these regions.
Moreover, this algorithm is designed only for binary classification. As mentioned before,
a decomposition technique, such as one-vs-all [Valizadegan et al., 2008], can be employed
to extend the algorithm to multi-class problems. However, as expected, our experiments
in Chapters 3, 4 and 5 demonstrated that RegBoost delivers inferior results when applied
to multi-class real-world datasets.
2.7 Discussion
In this section, we discuss the limitations of the algorithms described in this Chapter and
we relate such drawbacks to our motivations described in Section 1.5.
2.7.1 Limitations in cluster-based methods
As highlighted is this Chapter, most of the existing cluster-based techniques attempt to
find potential gaps between high-density regions that might represent classes. In this
sense, the generalisation performance of such approaches is limited when classes are over-
lapping and there is limited labelled data in a given cluster.
Datasets with overlapping classes are challenging for existing algorithms, since clusters
do not have clear gaps between them. In this situation, decision boundaries generated
by these methods are mainly determined by the position of the limited labelled instances
within each cluster, which may cause the classifier to be sensitive to the position of
those few labelled data in the given cluster. Such limitations corroborate our motivation
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described in Section 1.5.1.
Additionally, most of semi-supervised algorithms are binary classifiers. Such methods
depend on the decomposition techniques, such as one-vs-all or one-vs-one, in order to
transform a multi-class datasets into a set of binary problems. This fact might lead
to problems of imbalanced classification and different output scales of binary classifiers
[Valizadegan et al., 2008].
Therefore, in Chapter 3, we present a multi-class classifier that is robust to overlapping
classes and to the position of labelled data in clusters.
2.7.2 Unlabelled data in ensemble design
The ensemble techniques described in the previous section implement more than one SSL
assumption. Intuitively, we expect that such ensemble-based algorithms that use more
than two assumptions may yield higher average performance throughout datasets with
unknown structures [Chen and Wang, 2011]. However, when only one assumption is
present and/or the other assumptions are misleading, a specialised algorithm might be
more effective, as demonstrated in Chapter 3.
The aforementioned ensembles may generate classifiers that can be confident on the
prediction of unlabelled points, even though these unlabelled points are, in fact, misclas-
sified. Moreover, except for MCSSB and Saffari et al. [2009], these ensembles are not
specifically designed for multi-class problems and depend on suboptimal decomposition
techniques, which might limit their performance as highlighted in the previous Section.
Except for SSMB1, these algorithms rely on supervised base classifiers. In this sense,
the base method will learn the exact pseudo-label assigned to each instance. In case of
an incorrect pseudo-label occurs, this error might be reinforced by the base classifier and,
therefore, would degrade the ensemble generalisation performance.
1SSMB uses Mixture models as semi-supervised base learners, which does not consider the structure
of unlabelled by only enlarging the pseudo-margin, as in ASSEMBLE. This technique might reinforce
errors during training.
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Such limitations in SSC ensembles validate our motivation described in Section 1.5.2.
Thus, Chapter 4 introduces an analysis of ensemble techniques with unlabelled data in
different ensemble levels.
2.7.3 Time and memory requirements
The computational complexity of various popular SSC methods prevents their application
to large datasets [Mann and McCallum, 2007]. Manifold-based algorithms require high
computational effort due to the construction of a graph to represent the data. Such a
graph has labelled and unlabelled points as vertices and labels are assigned to unlabelled
vertices based on their neighbours.
Most existing cluster-based algorithms are also computationally intensive. TSVM
[Joachims, 2002] attempts to find the largest margin between classes by searching for
different label assignments for unlabelled data and calculating margins between dense
regions of similarly labelled instances. Such a search is expensive and TSVM requires
time of O(N3), where N is the number of instances.
The aforementioned algorithms are binary classifiers. Thus, applying such time con-
suming algorithms to multi-class classification requires multiple and expensive runs caused
by decomposition procedures [Saffari et al., 2009]. Such a drawback has a great impact
on large-scale datasets.
Ensemble algorithms, in particular boosting techniques, were successfully employed in
SSC Chen and Wang [2011], Saffari et al. [2009], Valizadegan et al. [2008]. For example,
RegBoost requires time of O(V CN logN + CTS3 + TCV U), where V is the number of
neighbours, C is the number of classes, T is the number of iterations, U is the number
of unlabelled instances, for multi-class classification and, due to search for nearest neigh-
bours, demands memory of O(N2), which might be prohibitive for large datasets. Such
a memory complexity, O(N2), is common in algorithms that require nearest neighbours
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computation or the storage of similarity measures.
Methods in Chen and Wang [2011], Yu et al. [2012] are binary classification algorithms
and depend on the reduction of multi-class classification in multiple two-class problems.
Such an issue is exacerbated by the training of several base classifiers.
In multi-class context, the computational complexity of MCSSB is O(TCU2 + TS3),
where T is the number of boosting iterations, C is the number of classes and S is the
number of sampled instances. MCSSB stores a similarity matrix and, likewise RegBoost,
requires memory of O(N2).
Applying the state-of-the-art algorithms described here to large-scale datasets is a
challenging task due to their high computational complexity. Delalleau et al. [2006] pro-
posed a sampling technique to reduce computational complexity from O(N3) to O(S2N),
where S is the number of sampled instances. However, such a technique is designed for
transductive graph-based algorithms and the experimental results in Chapelle et al. [2006]
showed that the difference between such an algorithm and uniform random sampling is
marginal. Other techniques for increasing efficiency can reduce the time complexity to
O(S3), where S < N , but also reduce performance [Zhu and Lafferty, 2005, Mann and
McCallum, 2007].
Such time and memory requirements might limit the application of existing classifiers
to large datasets. These limitations support our motivations described in Section 1.5.3.
Therefore, in Chapter 5, we solve these issues by introducing a large-scale cluster-based
algorithm for multi-class SSC.
2.8 Conclusions
In this Chapter, we presented the background for our study on semi-supervised ensembles.
We categorised the different SSC algorithms according to their assumptions and mecha-
nisms. We highlighted the advantages and drawbacks of each algorithm. We identified
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the limitations that are common to cluster-based and ensemble methods. Such recurrent
drawbacks are discussed and we present our motivations for this research.
In our discussions, we highlighted the reasons why cluster-based classifiers are sensitive
to overlapping classes and to the position of the few labelled instances in a given clus-
ter. These algorithms are designed for these ensembles are not specifically designed for
multi-class problems and depend on suboptimal decomposition techniques, which might
limit their performance. In ensemble learning, we pointed out that existing ensembles,
during training, can be confident of the prediction of unlabelled points, even though these
unlabelled points are, in fact, misclassified. This fact leads new base classifiers to rein-
force such errors and degrade the ensemble performance. We also discussed that time and
memory requirements limit the application of existing classifiers to large datasets.
These weaknesses of existing algorithms presented in this Chapter will be tackled in
the next Chapters of this Thesis. In our experiments, we select algorithms described in
this Section, so that we assess the improvement in both performance and efficiency of the
proposed methods.
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CHAPTER 3
Multi-class Semi-supervised Classification with
Cluster-based Regularisation
In this Chapter, we address the research question raised in the Section 1.5.1 with the
introduction of a new semi-supervised classifier. Such a method will be used as a base
learner for semi-supervised ensemble techniques proposed in the next Chapters.
We introduce the Cluster-based Regularisation (ClusterReg) algorithm for multi-class
SSC. ClusterReg uses soft partitions generated by clustering algorithms in a new regular-
isation technique. Such a classifier performs predictions according to the cluster structure
along with limited labelled data. Our experiments confirmed that ClusterReg delivers
good generalisation for real-world datasets. When data follows the cluster assumption,
its performance is superior when compared to existing algorithms. Even when clusters
have overlaps and misleading labelled instances, ClusterReg outperforms state-of-the-art
methods.
The remainder of this Chapter is organised as follows. Next section presents the moti-
vations for proposing a new semi-supervised classifier. Section 3.2 introduces the proposed
algorithm in details. In Sections 3.3 and 3.4, we present instantiations of ClusterReg with
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RBFN and MLP, respectively. Section 3.5 presents the experimental analysis. Finally,
Section 3.6 discusses our contributions and Section 3.7 presents the conclusions.
3.1 Introduction
Most cluster-based approaches attempt to find a low-density region to separate classes,
avoiding generating the decision boundary inside clusters (traversing high-density re-
gions). Transductive Support Vector Machine (TSVM) [Joachims, 2002] is a typical exam-
ple. Existing cluster-based SSC methods do not work well when classes are overlapping.
That is, the algorithm should be able to identify a gap with a relatively large number of
instances.
However, some clustering algorithms can often easily achieve better performance with
overlapping classes when compared to the mentioned margin-based methods,1 as demon-
strated by simple synthetic examples in Figures 3.1–3.4.
The first dataset (two half-moons), in Figure 3.1a, has two labelled points (denoted as
dark diamonds) and each “moon-shaped” cluster corresponds to one class. Both TSVM
(Figure 3.1b) and ClusterReg (Figure 3.1c) are able to deliver a good decision boundary.
The second dataset (Figure 3.2a) is a different version of the first with one inverted class,
which produces a more challenging dataset. As TSVM is sensitive to the position of
the single labelled points in each cluster (Figure 3.2b), it could not find a proper decision
boundary. While ClusterReg, taking advantage of Self-Tuning Spectral Clustering (STSC)
[Manor and Perona, 2004], was able to regularise the algorithm to fit the moon-shaped
clusters, delivering a smooth decision boundary between classes (Figure 3.2c). The third
dataset (Figure 3.3a) has three labelled instances and two classes. One class is sparsely
1Intuitively, as seen in Figure 3.4a, in some cases where there is no clear gap between clusters, dis-
covering high-density regions is an easier task than finding low-density gaps between these regions. And
clustering algorithm are specifically designed to search for high-density regions. Therefore, in some cases,
clustering algorithms can deliver more accurate estimates over the data distribution than methods that
seek the largest margin.
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Figure 3.1: Synthetic two half-moons dataset. Each half-moon corresponds to one class.
distributed while the second corresponds to a denser cluster inside the other class. The
labelled points are arbitrarily placed to misguide classifiers. That is, the instances in
the bottom of the sparse class are prone to be classified as belonging to the dense class.
As expected, in Figure 3.3b, TSVM is not able to correctly predict the labels of the
instances in the bottom of the sparse class, since there is no labelled instance in that
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Figure 3.2: Inverted two half-moons.
region. However, ClusterReg incorporates the partition information from STSC to avoid
traversing the dense and sparse cluster, which improves its robustness to the position of
labelled instances, as shown in Figure 3.3c.
In Figure 3.4a, a two-dimensional dataset with six Gaussians corresponds to the true
data distribution with six classes. The classes were designed to be overlapped and to
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Figure 3.3: Dataset with one sparse and one dense classes corresponding to clusters.
The denser cluster is placed in the sparser cluster. The labelled instances are arbitrarily
chosen to mislead the classifiers. They would tend to classify the instances on the bottom
of the sparse class as belonging to the tighter class. TSVM is sensitive to the position
of the instances in the clusters, therefore it might not find the correct decision boundary.
ClusterReg, as STSC can deal with clusters of arbitrary shapes, can take into account
such partition and properly generate a decision boundary.
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Figure 3.4: Dataset with 6 overlapping classes drawn from unit-variance isotropic Gaus-
sians (N (µ, I)) and translated. Due to overlapping clusters, TSVM cannot find the ap-
propriate decision boundary. ClusterReg, by considering the partition of a clustering
algorithm, is able to find a better decision boundary.
possess a cluster structure. The labelled instances, denoted by black diamonds, were
chosen to lie roughly on the borders of the classes.
Such data is challenging for existing algorithms, since these clusters do not have a clear
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gap between them. The decision boundaries of these algorithms are mainly determined
by the distribution of these limited labelled instances in the clusters. This fact may cause
high sensitiveness to such labelled data, especially with scarce labels.
As an example of a multi-class case, shown in Figure 3.4b, TSVM could not find the
appropriate gap and generated a decision boundary that traverses the clusters. However,
clustering algorithms (such as Gaussian Mixture Models (GMM) or k-means [Xu and
Wunsch, 2005], as verified in this case) may identify these six clusters.1 When we apply
the cluster structure to our method it becomes more robust to the position of the few
labels in the clusters. Therefore, clustering algorithms can be properly employed in SSC
to improve generalisation.
In this Chapter, we propose to incorporate clustering algorithms in ClusterReg to
overcome the issues mentioned above. In this algorithm, we also consider the probability
of each instance belonging to each cluster to regularise the proposed loss function in
next Section. As shown in Figure 3.4c, unlike other cluster-based methods, our method
can easily establish a decision boundary between clusters without being misguided by
neither the overlapping classes nor the position of scarce labels. ClusterReg achieves such
robustness by incorporating clustering algorithm into its mechanism. This simple case
confirmed the benefits of our algorithm for overlapping classes.
ClusterReg regards the structure arising from the clustering algorithm as a soft par-
tition. That is, each instance is assigned a posterior probability of belonging to a given
cluster, unlike hard partition where clusters are strictly disjoint. By using soft partitions
(also known as soft clustering), we can address uncertain instances (likely to lie on low
density region, that is, in the border of clusters) differently from the more confident ones
(likely to lie on denser regions of clusters). Soft clustering helps the algorithm regard
1The example shown in Figure 3.4 is suitable for k-means and GMM, because the clusters are spherical.
There are situations where ClusterReg can use other clustering methods, such as spectral-based clustering
algorithms, to estimate the cluster structure with arbitrary shape [Manor and Perona, 2004], which is
the case for the datasets in Figures 3.1a, 3.2a and 3.3a.
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uncertain instances (with low probabilities for all clusters) as instances lying on gaps,
therefore helping the classifier to generate the decision boundary in such low-density re-
gion (according to the clustering algorithm).
The contribution of this Chapter is to propose an algorithm that employs any cluster-
ing algorithm1 into SSC to regularise its training. The proposed algorithm (i) is robust
to the presence of fewer labelled points, and is robust to the position of labelled data
in clusters by considering the strength of clustering algorithms in a natural manner and
(ii) is able to improve the performance of a given classifier when the classes or clusters
overlap, compared to other cluster-based algorithms.
ClusterReg can use any clustering algorithm with a proper processing of its output. It
can employ any classifier that is able to minimise the proposed loss function. Therefore,
ClusterReg can be seen as a framework for SSC methods.
3.2 Cluster-based Regularisation algorithm
In this Section, we present the proposed multi-class semi-supervised algorithm, Clus-
terReg. First, we introduce the new loss function with a regularisation term based on
posterior probabilities of cluster membership. Then, we present the multi-class version
of such a loss function with cross-entropy for multi-class classification. And, finally, we
introduce an initialisation procedure for classifiers in SSC.
3.2.1 General architecture and notations
Our proposed algorithm uses posterior probabilities of cluster membership to regularise
the learning of unlabelled data. In order to learn an unlabelled instance n, ClusterReg uses
a weighted average of the network outputs and potential true labels in the neighbourhood
of that instance. Such an average is employed as an estimated label for the point n. In
1In this Chapter, we use clustering algorithm, K-means [Xu and Wunsch, 2005], STSC, GMM and
Fuzzy GK Clustering [Gustafson and Kessel, 1978], to evaluate ClusterReg.
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this sense, the desired output for instance n is assumed to be similar to the outputs and
labels of its neighbours. That is, if the network assigns different labels to two similar
instances (neighbours according to the output of a clustering algorithm), the training will
be regularised. More similar neighbours have a greater impact on the estimated label.
The contribution of each neighbour for the estimated label of n is weighted by a penalty
that measures how similar two instances are. Such a penalty is calculated according to the
posterior probabilities assigned by a clustering algorithm to each instance. Learning an
unlabelled instance involves assessing its neighbourhood, which improves the reliability of
the estimated label that is assigned to that point. Apart from the impact on the estimated
label of instance n, the posterior probabilities generated by a clustering algorithm also
weights the importance of the unlabelled instance n in comparison to the other instances.
The regularisation mechanism in ClusterReg avoids the generation of a decision bound-
ary that traverses similar instances according to a clustering algorithm. It also reduces the
impact of uncertain instances (potentially lying on low-density regions) on the training,
therefore it produces a robust generalisation.
ClusterReg performs SSC by using neural networks to minimise a loss function es-
pecially designed for multi-class SSC. This function includes both supervised and semi-
supervised losses. In order to learn the labelled instances, the supervised loss denotes
the discrepancy between the posterior class probabilities f(xn) = fn = {fni}
C
i=1, where
0 ≤ fni ≤ 1, i = 1, . . . , C and
∑C
i=1 fni = 1, produced by the network and the desired
class probabilities yn = {yni}
C
i=1, where 0 ≤ yni ≤ 1, i = 1, . . . , C and
∑C
i=1 yni = 1.
The semi-supervised loss is represented by a regularisation term that implements both
smoothness and cluster assumptions. The estimated label (also known as pseudo-label)
uni for instance and class i is a weighted average of the outputs yˆni = fni of the neural
network for its neighbours. In the case where a neighbour is a labelled instance yˆni =
yni, as shown in Equation 3.2. The weight assigned to each pair of instances, n and
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k, is a penalty value γ(qn,qk) that is related to the similarity between the vectors of
probabilities of cluster membership, qn and qk, of both instances. That is, if the classifier
assigns different classes for similar instances, the regularisation will increase. Besides the
influence on the estimated label uni, the cluster output qn also weights the importance of
instance n according to how certain the clustering algorithm is about the cluster assigned
to that point. The impact of n is weighted by the highest probability in the vector qn,
which is denoted by max(qn). We denote the matrix of posterior probabilities of cluster
membership (soft partition) as Q = [qij]N×K with K clusters and N instances where the
row vector qn contains the probabilities of instance n belonging to each one of the K
clusters.
With the minimisation of the proposed loss function, a neural network can learn
the labelled instances and use the unlabelled points in a regularisation mechanism to
avoid producing a decision boundary on high-density (sub-optimal) regions. The general
architecture of ClusterReg is presented in Figure 3.5. And its steps are as follows.
1. Perform clustering to obtain matrix Q of posterior probabilities.
2. Pairwise penalty is calculated according to the posterior probabilities generated by
a clustering algorithm.
3. The initialisation procedure assigns the initial pseudo-labels to the unlabelled in-
stances according to the true labels available in each cluster.
4. The neighbourhood of a given instance is defined as those instances with the highest
penalty values relative to that instance.
5. With the initial pseudo-labels, penalty values and nearest neighbours at hand, the
classifier is trained for a small number of iterations with fixed pseudo-labels gen-
erated by the initialisation procedure. Then, the training resumes with updated
pseudo-labels at each iteration.
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Figure 3.5: ClusterReg’s architecture.
We detail these steps in the following sections.
3.2.2 A new semi-supervised loss function with cluster-based
regularisation
In SSC, the training set X = L∪U is composed of L labelled instances L = {(xn,yn)}
L
n=1,
where 0 ≤ yni ≤ 1, i = 1, . . . , C and
∑C
i=1 yni = 1, and U unlabelled instances U =
{xn}
N
n=L+1 and N = L + U , often U ≫ L. The aim of SSC is to improve a classifier in
comparison to using the labelled data L alone.
In this work, we propose a new classifier in order to include clustering information
in SSC. We use the output of clustering algorithms to regularise the loss function of the
proposed algorithm. The first term of such a loss function is fully supervised, employing
only the labelled instances to measure the difference between the classifier output and the
true labels. The second term represents the semi-supervised regularisation procedure.
A loss function measures how predictions and desired output (true labels) differ. In
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this algorithm, we assign labels to unlabelled data according to penalty values and neigh-
bourhood defined through the use of clustering algorithm. Since there are no true labels
for unlabelled data, Equation 3.1 denotes the estimated desired output for an unlabelled
instance.
uni =
∑
k∈ν(n) γ(qk,qn)yˆki∑
k∈ν(n) γ(qk,qn)
, (3.1)
where
yˆki =


yki, if k is labelled
fki, if k is unlabelled,
(3.2)
where fn denotes the output vector with posterior class probabilities of the classifier for
instance n and C is the number of classes. The estimate uni is the probability of class
i given instance n and 0 ≤ uni ≤ 1, i = 1, . . . , C and
∑C
i=1 uni = 1. Such estimates are
updated at each iteration of the training algorithm. The function ν(n) represents the set
of nearest neighbours of n. The penalty γ(qk,qn) is calculated according to the partition
provided by the cluster algorithm. Basically, if instances n and k are similar (according
to the structure of clustering method), a higher penalty will be assigned to that pair.
yˆki can be either the true label yki if k is a labelled instance or the output fkj if k is
unlabelled. When k is unlabelled, yˆkj is also known as pseudo-label of k. Then, uni (in
fact, a posterior class probability) becomes a weighted average of current pseudo-labels
of the neighbourhood of n.
The output of a clustering algorithm is a soft partition Q. For example, qn =
(0.3, 0.1, 0.6) denotes that n has 30% of chance of belonging to the first cluster and so on.
Consequently, the vector sums to one. And n belongs to the third cluster as it holds the
highest probability. The proposed loss function is in Equation 3.3.
L(fn,yn) = −
C∑
i=1
{
InL
L
C[fni, yni] +
InUλmax(qn)
U
C[fni, uni]
}
, (3.3)
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where InL = 1 if n ∈ L and 0 otherwise, and InU = 1 if n ∈ U and 0 otherwise. fni denotes
the output of the classifier for class i and instance n. C[yni, fni] can be any monotonically
decreasing cost function, for example, mean squared error or cross entropy. γ(qn,qk) is
the penalty assigned to instance n and k. The parameter λ denotes the trade-off between
the supervised loss and semi-supervised regularisation. C is the number of classes. And
max(qn) returns the maximum value in the vector qn to indicate the most probable cluster
that instance n belongs to.
3.2.3 Cluster-based regularisation
The penalty function, presented in Equation 3.4, measures the similarity between vectors
qn and qk. By doing so, we consider the similarity as a direct outcome from the clustering
algorithm. Such penalty function uses a similarity measures s that includes the correlation
coefficient c (in Equation 3.6) and a similarity measure d based on Euclidean distance (in
Equation 3.7). The penalty function maps the similarity function s into penalty values in
the regularisation term. The function s(qn,qk) in Equation 3.5 is normalised in [0, 1].
γ(qn,qk) = sin
(pi
2
(s(qn,qk))
κ
)
, (3.4)
The parameter κ controls the steepness of the mapping from similarity to penalisation.
This value regulates the degree in which a decision boundary traverses a cluster. If we
increase κ, we relax the cluster assumption by allowing the classifier to divide a high-
density region. On the other hand, decreasing this parameter forces the classifier to avoid
producing the decision boundary inside clusters. This form of penalty is flexible to allow
different levels of penalisation for highly similar instances, while assigning low penalty to
instances with low similarity, according to the parameter κ [Chen and Wang, 2011].1
1κ is chosen as a positive value in [1, 12]. Lower values lead to no difference of penalty for dissimilar
instances and higher values do not penalise even the most similar instances.
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There are various approaches to measure the similarity between vectors. In this Chap-
ter, we focus on the correlation coefficient and the Euclidean distance (transformed into
similarity) between the probability vectors qn and qk. Using Euclidean distance alone
may not capture all the information between two vectors. Suppose we have the prob-
ability vectors u = (0.8, 0, 0.2), v = (0.5, 0.2, 0.3) and w = (0.8, 0.2, 0), we can notice
that the instances they represent belong to the same cluster, which is the one with the
highest probability. The Euclidean distance between u and v is ||u − v|| = 0.37 and
||u − w|| = 0.28. However, v has higher chance of belonging to the third cluster than
the second, which is also the case for u. Whereas for w, the second highest probability
is for the second cluster. In this sense, v should be the point more similar to u, instead
of w. Therefore, although all the corresponding instances belong to the same cluster, the
correlation between their cluster probability distribution should be considered. Then, we
use Pearson’s correlation coefficient along with the Euclidean distance to calculate the
penalisation for a pair of points.
Formally, Equation 3.5 denotes the proposed similarity function, which is normalised
in [0, 1].
s(qn,qk) = c(qn,qk) ∗ d(qn,qk). (3.5)
Equation 3.6 shows the similarity concerning the correlation between two probability
vectors and c(qn,qk) is in [−1, 1].
c(qn,qk) =
∑K
i=1(qni − q¯n)(qki − q¯k)√∑K
i=1(qni − q¯n)
2
√∑K
i=1(qki − q¯k)
2
, (3.6)
where q¯n is the mean of the vector qn. For the second similarity measure, we compute
all the pairwise Euclidean distances between the probability vectors and normalise them
in [0, 1]. Then, we transform the Euclidean distance into similarity as shown in Equation
3.7. Therefore, similar instances should be close to each other and highly correlated.
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d(qk,qn) = 1−
||qk − qn|| − dmin
dmax − dmin
, (3.7)
where dmax and dmin are the maximum and minimum Euclidean distances over all pairwise
distances, respectively.
As we intend to use the structure arising from the clustering algorithm to calculate the
similarity in the regularisation term, we also employ this information to find the nearest
neighbours ν(n). Then, the nearest neighbours of n are the V instances with the highest
γ(qk,qn).
Following the smoothness assumption, the regularisation term in Equation 3.3 pe-
nalises the classifier if it assigns different labels to similar instances. Such an assumption
is implemented by the product γ(qk,qn)C[fni, uni]. That is, if the classifier produces dif-
ferent outputs for two similar instances, the loss and penalty will be high, causing a large
regularisation to the training. On the other hand, if the penalty is low (the instances are
not similar according to the clustering algorithm), the assignment of distinct labels to the
couple of instances will be irrelevant.
Regarding the cluster assumption, we use the density information in Q to regularise
the classifier, following the posterior probabilities generated by a clustering algorithm. In
order to improve the cluster assumption, we also add the maximum value in the probability
vector, max(qn), as a factor in the second term of the loss function. It weights the
importance of instance n as an estimate of the density in its region. The higher this
value the higher the density is. Thus, we penalise the training if the classifier assign two
different labels to the instance to be learned n and its neighbour k; and the penalty will
be even higher if n is in a high density region, according to the clustering algorithm.
Therefore, the classifier will avoid delivering a decision boundary that traverses clusters.
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3.2.4 Multi-class cluster-based loss function
In this work, we instantiate ClusterReg with neural networks. In multi-class classification,
the output nodes of a neural network represent classes. In this sense, each output node
denotes the predicted probability (or confidence) for its respective class. Therefore, the
output vector fn represents a probability distribution and the cross-entropy function can
properly measure the difference between such a predicted distribution and the desired
distribution [Plunkett and Elman, 1997].
Cross-entropy and softmax activation function are a natural pairing, therefore both
functions should be used in multi-class classification [Dunne Campbell, 1997, Bishop,
2006]. In this sense, we can instantiate the proposed loss function to multi-class classifi-
cation using the cross-entropy cost function (Equation 3.8).
L(fn,yn) = −
C∑
i=1
{
InL
L
yni log (fni) +
InUλmax(qn)
U
uni log (fni)
}
, (3.8)
And we employ softmax activation function (Equation 3.9) for the output nodes.
fni = softmax(zni) =
exp(zni)∑C
j=1 exp(znj)
, (3.9)
where zni is the net input for output node i, that is, the linear combination of weights
and inputs of the node i for instance n.
zni =
M∑
j=1
φnj ∗ wij = φn ∗wi,
where wi = {wij}
M
j=1 is a column vector of weights, φn = {φnj}
M
j=1 is a row vector with
the output of the hidden nodes of the neural network1 and M is the number of hidden
1The matrix φ = {φn}
N
n=1 is also known as the design matrix of RBFN.
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nodes. And the output 0 ≤ fni ≤ 1, i = 1, . . . , C and
∑C
i=1 fni = 1.
3.2.5 Initialisation procedure
For many SSC algorithms, if the classifier assigns the same class to every unlabelled
instance, the training error will be in a local optimum [Mann and McCallum, 2007]. This
fact is due to the loss function comparing a predicted output with similar outputs of its
neighbours. It is important to highlight that the loss associated to this local optimum is
greater than that of the desired solution. However, in some cases, the classifier might not
be able to obtain a lower loss and find a more useful local minima. In order to overcome
such a meaningless local optimum, we use an initialisation procedure that employs the
distribution of labelled points in clusters to assign initial pseudo-labels to unlabelled data.
In this sense, the proposed initialisation procedure of ClusterReg has a great impact in
the outcome of the training. This procedure ensures that, at the first iterations, the clas-
sifier has more reliable estimates over the labels of unlabelled instances. These estimates
are weighted pairwise penalty values within each cluster. Without such a technique, the
generated decision boundary would be highly ineffective, degrading the generalisation of
the method.
At the start, ClusterReg does not have the estimated labels (pseudo-labels) of the
neighbours of a given instance n to perform regularisation. The output of cluster algorithm
is employed to set the pseudo-labels yˆn = {yˆni}
C
i=1. We use the sum of labels present in
a cluster, weighted by penalty values γ(qn,qk), to assign pseudo-labels to unlabelled
instances in such cluster [Chen and Wang, 2011]. If there are no labelled points in a
cluster, equal probabilities will be assigned to each class. For class i of unlabelled instance
n in cluster Ψ we have:
yˆni =
∑
k∈Ψ IkL ∗ γ(qn,qk) ∗ yki∑
k∈Ψ IkL ∗ γ(qn,qk)
. (3.10)
A pre-training procedure, with the pseudo-label values assigned to unlabelled in-
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stances, is performed for a certain number of iterations and yˆni is not updated throughout
such iterations. In this study, we use 10 iterations of pre-training, as different numbers
did not improve performance in preliminary experiments.
3.3 Cluster-based Regularisation with Radial Basis
Functions Network
In this work, we instantiate ClusterReg with RBFN. We chose cross entropy as the loss
function and softmax as the output activation function [Bishop, 2006], since they form
a natural pairing that leads to more accurate generalisation [Dunne Campbell, 1997].
Additionally, cross entropy might be robust to datasets with limited amounts of data
[Kline and Berardi, 2005].
RBFN is efficient [Nabney, 1999] and can be easily adapted to our method. The
training of a RBFN consists of two phases: unsupervised training, where the centres of
the nodes in the hidden layer are selected; and supervised training [Nabney, 1999], where
the weights of the output nodes are trained.
In the unsupervised training, we employ the gaussian activation function for the hidden
nodes. The centres of such gaussians coincide with the available training instances. And
the gaussian widths are tuned as described in Section 3.5.1.
In the supervised training phase of the RBFN, we adapt the loss function in Equation
3.3 and add a weight regularisation term. The output function is the softmax function
fni = softmax(zni), as in Equation 3.9. Equation 3.11 presents the loss function of our
classifier.
L(fn,yn) = −
C∑
i=1
{
InL
L
yni log (fni) +
InUλmax(qn)
U
unj log (fni)− α
wTi wi
2
}
, (3.11)
where wi is the weight vector for output node (class) i and α controls the amount of
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weight regularisation.
The training algorithm for our base learner is the Iterative Reweighted Least Squares
(IRLS) [Bishop, 2006]. IRLS consists of T Newton-Raphson steps to update network
weights, as in Equation 3.12.
∆wj = −H
−1 ∗
[
∂L(f ,y)
∂wj
]
, (3.12)
where H is the Hessian matrix and ∂L
∂wj
is the gradient of loss function L with respect to
(w.r.t.) the weight vector wj.
In order to use the IRLS method, we calculate the first and second derivatives of L
w.r.t. wj. We consider α
wTi wi
2
separately. The gradient ∂L(f ,y)
∂wj
can be obtained with the
chain rule as follows.1
∂L
∂wj
=
∂L
∂fi
∗
∂fi
∂zj
∗
∂zj
∂wj
+
∂
(∑C
i=1 α
wTi wi
2
)
∂wj
The first factor of the right-hand side becomes:
∂L
∂fi
= −
C∑
i=1
{
InL
L
yi
fi
+
InUλmax(qn)
U
ui
fi
}
Then, the second factor is
∂fi
∂zj
=


fi(1− fi), if i = j
−fifj, if i 6= j,
which can be rewritten as
∂fi
∂zj
= fi(δij − fj),
1We suppress the subscript that indicates instance n when the context is clear.
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where δij = 1 if i = j and 0 otherwise.
Finally, the third factor is
∂zj
∂wj
=
∂
∑
j wij ∗ φj
∂wj
=
∂φ ∗wi
∂wj
= φ
The gradient of the weight regularization term is:
∂
(∑C
i=1 α
wTi wi
2
)
∂wj
= αwj
Then, rewriting and adding the weight regularization, the gradient becomes:
∂L
∂wj
= −
InL
L
C∑
i=1
{
yi
fi
∗ fi(δij − fj)
}
φ−
InUλmax(qn)
U
C∑
i=1
{
ui
fi
∗ fi(δij − fj)
}
φ+ αwj
= −
InL
L
(
C∑
i=1
yiδij −
C∑
i=1
yifj
)
φ−
InUλmax(qn)
U
(
C∑
i=1
uiδij −
C∑
i=1
uifj
)
φ+ αwj ,
since
∑C
i=1 yi = 1 and
∑C
i=1 ui = 1, we have:
∂L(fn,yn)
∂wj
=
InL
L
(fnj − ynj)φn +
InUλmax(qn)
U
(fnj − unj)φn + αwj (3.13)
In this sense, cross-entropy and softmax activation function are a natural pairing due to
the fact that ∂L
∂zj
is of the form fj − yj [Bishop, 2006].
For the Newton-Raphson method, we also calculate the second derivative ∂
2L
∂wj∂wk
with
the chain rule, then we have:
∂2L
∂wj∂wk
=
∂2L
∂wj∂fj
∗
∂fj
∂zk
∗
∂zk
∂wk
+
∂αwj
∂wk
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The first factor on the right-hand side is:
∂2L
∂wj∂fj
=
(
InL
L
+
InUλmax(qn)
U
)
φ.
The second factor becomes
∂fj
∂zk
= fj(δjk − fk).
The third factor is
∂zk
∂wk
= φ.
And, finally, the weight regularisation term becomes
∂αwj
∂wk
= α.
Then, the Hessian matrix is a block matrix H = [Hjk]MC×MC (M is the number of
hidden nodes), where each block is
Hjk =
[
∂2L
∂wj∂wk
]
=
N∑
n=1
{(
InL
L
+
InUλmax(qn)
U
)
∗ fnj(δjk − fnk) ∗ φnφ
T
n + α
}
.
(3.14)
The update rule in Equation 3.12 is iterated until a stopping criterion (for example,
increase of validation error) is met. Algorithm 1 describes the ClusterReg method.
In ClusterReg, we can apply any clustering algorithm. Four algorithms from vari-
ous clustering approaches, namely k-means, STSC, GMM and Fuzzy GK Clustering are
employed in this Chapter.1
Since the first two clustering algorithms do not produce posterior probabilities, we
employ a simple procedure to transform the original output gni for instance n and cluster
i into the probability qni. For k-means, we estimate the posterior probabilities of cluster
1k-means and GMM are sensitive to the initialisation of centroids and components, respectively. We
run these algorithms 5 times and choose the result with the least intra-cluster variance.
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Algorithm 1 ClusterReg algorithm with RBFN.
Input: Training set X = L ∪ U, where L = {(xn,yn)}
L
n=1, U = {xn}
L+U
n=L+1 and N =
L+ U , often U ≫ L.
Output: Posterior class probabilities f .
1: Produce matrix Q of cluster probabilities with a clustering algorithm.
2: Compute pairwise penalties with
γ(qn,qk) = sin
(pi
2
(s(qn,qk))
κ
)
.
3: Compute initial pseudo-labels yˆni for each instances n and node i in cluster Ψ with
yˆni =
∑
k∈Ψ IkL ∗ γ(qn,qk) ∗ yki∑
k∈Ψ IkL ∗ γ(qn,qk)
.
4: Find the V nearest neighbours of instance n according to highest penalties γ(qn,qk).
5: Perform pre-training. Update the network weight wj with a certain number of
Newton-Raphson steps, as in line 10, with fixed yˆni provided by the initialisation
above:
6: while termination criterion is not met do
7: Update pseudo-labels yˆni with
yˆki =
{
yki, if k is labelled
fki, if k is unlabelled.
8: Update desired probabilities uni for unlabelled instances with
uni =
∑
k∈ν(n) γ(qk,qn)yˆki∑
k∈ν(n) γ(qk,qn)
.
9: Update the network weight wj according to the Newton-Raphson method.
∆wj = −H
−1 ∗
[
∂L(f ,y)
∂wj
]
.
10: end while
11: Output: Trained RBFN
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membership with the proportion of each distance from an instance n to each centroid over
the sum of all centroid distances from n. Such scaling equation is as follows:
qni =
1−
(
gni∑K
k=1 gnk
)
K − 1
,
where gni is the distance from instance n to the cluster centroid i.
STSC outputs a matrix of K transformed eigenvectors with N dimensions. We gener-
ate posterior probabilities with the proportion of each ith transformed eigenvector with
respect to all transformed eigenvectors at the nth position. gni is the nth position of the
ith eigenvector, then we have:
qni =
|gni|∑K
k=1 |gnk|
.
3.4 Cluster-based Regularisation with Multilayer Per-
ceptron
In this Chapter, we propose a single classifier that will be used as a base learner for the
ensemble methods in next Chapters. In this sense, we instantiate ClusterReg with another
popular algorithm of neural networks: Multilayer Perceptron (MLP) network with a single
hidden layer.
We use the Scaled Conjugate Gradient (SCG) algorithm to train the MLP network,
since it does not depend on user parameters [Moller, 1993]. In order to apply the SCG
algorithm to ClusterReg, we use the gradient (in Equation 3.13) and Hessian matrix (in
Equation 3.14) of the proposed loss function.
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3.5 Experimental studies
In this Section, we present our experimental analysis to compare the proposed classifier
to existing methods in literature and study the performance of the instantiations of Clus-
terReg with both RBFN (ClusterReg-RBFN) and MLP (ClusterReg-MLP) networks.1
We perform experiments with transductive and inductive settings. We show the se-
lection of parameters and discuss results with artificial and real-world datasets.2 We also
present a comparison of computational time with state-of-the-art algorithms.
3.5.1 Methods and parameter tuning
In order to tune the parameters of the methods in our experiments, we performed grid
search with predefined parameter values using 10-fold cross-validation and the best result
is reported.
For SGT algorithm, we performed a broader search than suggested in Joachims [2003]
with all the parameter combinations in the following manner: the number of neighbours
was searched in k ∈ {10, 50, 100}; the number of first eigenvectors was d ∈ {10, 40, 80, 100}
and the error parameter was c ∈ {100, 102, 103, 104}. Although, in Joachims [2003], the
parameter c was set between 3200 and 12800, our preliminary experiments generated
better results with our setting.
Similarly to ClusterReg, TSVM possesses the cluster assumption. Therefore, if the
dataset has a meaningful cluster structure, we expect ClusterReg to deliver more accurate
results. If such a structure is not present, both algorithms may have similar performance.
For the parameters in TSVM, we followed Chapelle et al. [2006]. We used a RBF kernel
and its width was selected as the median of the pairwise distances between instances
[Chapelle et al., 2006]. Unlike in Chapelle et al. [2006], we decided to perform a broader
1We denote ClusterReg as the general algorithm, and ClusterReg-MLP and ClusterReg-RBFN as
specific instantiations of ClusterReg with MLP and RBFN, respectively.
2All datasets were standardized with zero mean and standard deviation of one.
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search of the soft margin parameter C (it controls the trade-off between margin size and
misclassified training instances) with C ∈ {100, 101, 102, 103}. In preliminary experiments,
lower values of C increased the computational time and reduced the generalisation accu-
racy of TSVM; and higher values did not improve results. We performed a grid search
with all combinations of these parameters and selected the ones with the best result for
each dataset.
Since Multi-Class Semi-Supervised Boosting (MCSSB) [Valizadegan et al., 2008] uses
all three SSL assumptions, we expect ClusterReg to outperform MCSSB only on datasets
where the cluster assumption holds, that is, datasets that possess a clear cluster structure
that relates to the class distribution. MCSSB would deliver better results on datasets
where there is an unclear or no cluster structure. As its base classifier, we chose SVM since
it delivered the best results in our preliminary experiments. We fixed the parameter1 C =
10000. The ratio of the range of distances used for kernel construction was searched in σ ∈
{0.01, 0.05, 0.1, 0.15, 0.2, 0.25, 0.5, 0.8, 1}. We set the sample size as a ratio {0.1, 0.5, 0.8, 1}
of the total number of instances for transductive and inductive contexts. The number of
base learners was searched in {20, 50}.
For RegBoost, Chen and Wang [2011] also suggested a grid search for the best combi-
nation of parameters. The number of iterations was tuned with 20 and 50. The number of
neighbours was searched in {3, 4, 5, 6}. The resampling rate in the first iteration was set
to 0.1. And the resampling rate in the rest of iterations was searched in {0.1, 0.25, 0.5}.
Following Chen and Wang [2011] and our preliminary experiments, we chose SVM as base
classifier.
For ClusterReg, the parameter λ controls the amount of regularisation in the algo-
rithm. Thus, we perform a grid search in {0.2, 0.4, 0.6, 0.8, 1}, as we do not know whether
the data hold the cluster assumption. It is advisable to set this value between 0 and 1.
1As demonstrated in Valizadegan et al. [2008] and confirmed by our preliminary experiments, this
value should be set to 10000. Lower and higher values did not improve the performance.
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Our preliminary experiments showed that the number of neighbours V can be set to
30 for most datasets used in this work. For datasets not larger than 1500 instances, this
number might represent a comprehensive search for labels in the neighbourhood of an
instance. For a small number of neighbours, ClusterReg may not capture the correct
label structure of the neighbourhood. For datasets with more than 1500 instances, V
could be set to 2% of the number of instances.
We employed four clustering methods from different clustering approaches: k-means,
STSC, GMM and Fuzzy GK. We also selected the clustering algorithm by grid search,
since the performance of these algorithms varies depending on the real underlying class
structure in the dataset and the type of partition that such methods attempt to find.1
However, our experiments demonstrated that ClusterReg with STSC usually obtains good
generalisation ability for most datasets. This fact might indicate that most of these
datasets have clusters with arbitrary shapes that other algorithms might not be able to
find. Therefore, we suggest the use of STSC as the clustering algorithm for ClusterReg.
For the number of clusters K, we recommend to set such a parameter to, at least,
the number of classes. We intend to generate clusters as compact as possible. If the
class structure is not captured by the clustering algorithm, we can increase the number of
clusters, so that one class is composed of multiple clusters. ClusterReg will avoid dividing
these clusters and, therefore, may be able to produce the decision boundary outside the
class. According to our preliminary experiments, we recommend, in general, to set K to
two times the number of classes (or greater multiples of the number of classes).
The parameter κ controls the importance of each neighbour according to their similar-
ity (conforming to the clustering algorithm) to an instance. With a larger κ, we relax the
cluster assumption by allowing the decision boundary to cut through relatively distant
neighbours. It regulates the size of the portion of a cluster that we allow the decision
1k-means tends to generate hyperspherical clusters Xu and Wunsch [2005]. GMM and Fuzzy GK are
able to obtain elliptical clusters. Whereas STSC is capable of finding clusters with arbitrary shapes.
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Clustering algorithm Grid search with K-means, GMM, STSC or Fuzzy GK
λ Grid search in {0.2, 0.4, 0.6, 0.8, 1}
K Grid search in {1, 2, 3, 4} times the number of classes
Centre widths Grid search with ratio of {0.2, 0.5} of the median of pair-
wise distances
Table 3.1: Summary of tuned parameters for ClusterReg.
boundary to traverse. According to our preliminary experiments, it should be set between
1 and 12 – values in the middle of this range often deliver good performance. The per-
formance of ClusterReg degrades, for all datasets, with values outside this range. Thus,
we fixed κ = 5, although further tuning might produce better results.
For ClusterReg-MLP, specifically, the number of hidden nodes was fixed at 15, as larger
numbers did not improve generalisation in our preliminary experiments due to overfitting
and smaller values did not produce sufficiently complex networks for our datasets. And
the number of epochs in SCG algorithm was 50.
In ClusterReg-RBFN, the centres (hidden nodes) of RBFN coincide with the instances
of the entire dataset. Except when the number of instances is larger than 1000, in that case
we randomly select 100 instances to be assigned to the centres. The width of centres was
calculated as a ratio of the median of all pairwise Euclidean distances between instances.
Such a ratio was searched in {0.2, 0.5}, as different values produced lower generalisation
accuracy. The parameter α for weight regularisation was fixed at α = 0.5 for both
ClusterReg-MLP and ClusterReg-RBFN.
In Figure 3.6, we show the behaviour of the generalisation error for different values of
λ, V , K and κ across three different percentages of labelled data in BUPA dataset [Frank
and Asuncion, 2010]. We selected only a subset of the values that roughly yielded good
performance in Figure 3.6 to be used in our experiments. Thus, Table 3.1 summarises
the selection of each tuned parameter in ClusterReg. Further tuning might improve
generalisation accuracy.
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Figure 3.6: Generalisation error from 10-fold cross-validation with different values of λ, V ,
K and κ across three different percentages of labelled data (5%, 10% and 20% in relation
to the total number of instances) in BUPA dataset [Frank and Asuncion, 2010].
3.5.2 Transductive setting
We aim to establish the advantages of ClusterReg over classifiers with different assump-
tions using datasets with different underlying class structures (assumptions). Addition-
ally, we compare ClusterReg-RBFN with ClusterReg-MLP. Thus, in this section, we com-
pare ClusterReg to state-of-the-art algorithms on transductive learning.
In the transductive setting, the test instances are used as unlabelled data during the
training phase of a classifier – the generalisation error is the training error on unlabelled
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data. Several benchmarks have been designed and used for this setting in Chapelle et al.
[2006]. We selected three artificial datasets – g241c, g241d and Digit1 – and four real-
world datasets – USPS, COIL, BCI and Text – from Chapelle et al. [2006] to evaluate the
proposed algorithm and other state-of-the-art methods using datasets with different SSL
assumptions.
Among the artificial datasets, the cluster assumption holds in g241c, as it was designed
so that classes correspond to clusters. Whereas g241d was especially built so that the
cluster structure is misleading and the manifold assumption does not hold. Digit1 was
generated with a low-dimensional manifold embedded into a high-dimensional space, and
it does not possess a cluster structure. It is also expected that both cluster and manifold
assumptions hold in USPS dataset. Transductive datasets have equally balanced classes
and are summarised in Table 3.2. The details of the generation of such datasets can be
found in Chapelle et al. [2006, Chapter 21].
Datasets # classes # instances # attributes
g241c 2 1500 214
g241d 2 1500 214
Digit1 2 1500 214
BCI 2 400 114
COIL 6 1500 214
USPS 2 1500 214
Text 2 1500 11960
Table 3.2: Summary of datasets for transductive setting.
Each dataset has 12 subsets of 10 and 100 labelled instances, and the algorithms are run
12 times with 10 and 100 labels and the mean error is reported. We compare ClusterReg-
MLP and ClusterReg-RBFN with various existing algorithms reported in Chapelle et al.
[2006], Chen and Wang [2011], Zhu et al. [2009]. The details of the tuning procedure
for such classifiers can be found in Chapelle et al. [2006, Chapter 21] and Chen and
Wang [2011], Zhu et al. [2009]. All results shown in Tables 3.3 and 3.4 were reported
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in Chapelle et al. [2006, Chapter 21], except for AdaBoost, ASSEMBLE and RegBoost,
which were produced in Chen and Wang [2011]. The results of SAMME, ClusterReg-MLP
and ClusterReg-RBFN were obtained in our experiments.
Figure 3.7 shows two-dimensional projections of true classes and predictions from
ClusterReg for g241c and g241d with 10 labelled instances. The predictions of ClusterReg,
for the first subset of 10 labelled points of g241c and g241d, are presented in Figures 3.7b
and 3.7d, respectively.
As performed in Chapelle et al. [2006, Chapter 21], the test sets are fixed and we
directly compare the mean of generalisation errors. In order to contextualise ClusterReg
and existing algorithms, the results in Tables 3.3 and 3.4 are grouped according to the
assumptions of each classifier. Thus, we compare ClusterReg with manifold-based, cluster-
based, ensembles and methods with multiple assumptions. Tables 3.3 and 3.4 report the
generalisation errors with 10 and 100 labelled points, respectively.
3.5.3 Inductive setting
In contrast to transductive learning, classifiers in inductive learning must be able to predict
the label of unseen instances. We selected 20 datasets from the UCI machine learning
repository [Frank and Asuncion, 2010]. Table 3.5 summarises the datasets employed.
Since the amount of labelled instances has a great impact on the performance of the
classifiers, in this setting, we generate three versions of each dataset. The proportion of
labelled data L
N
in each version is 5%, 10% and 20%. We transformed these datasets into
semi-supervised problems by randomly selecting a stratified sample of labelled instances
for each dataset according to the ratio L
N
. The labelled instances of each dataset are
different for each version, so that each version is, in fact, a different problem.
We performed 10-fold cross-validation for all datasets. In order to have the best error
estimate as possible, all labels in the test set were available. In real-world datasets, it
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Algorithm g241c g241d Digit1 USPS COIL BCI Text
Ensembles and multiple-assumptions algorithms
AdaBoost 40.12 43.05 28.92 25.57 71.16 47.08 47.42
SAMME 50.09 50.07 50.07 19.98 70.25 50.30 n/a
ASSEMBLE 40.62 44.41 23.49 21.77 65.49 48.96 49.13
RegBoost 38.22 42.90 17.94 17.41 65.39 46.73 34.96
Manifold-based algorithms
1NN 44.05 43.22 23.47 19.82 65.91 48.74 39.44
MVU+1NN 48.68 47.28 11.92 14.88 65.72 50.24 39.40
LEM+1NN 47.47 45.34 12.04 19.14 67.96 49.94 40.48
QC+CMN 39.96 46.55 9.80 13.61 59.63 50.36 40.79
Discrete Reg. 49.59 49.05 12.64 16.07 63.38 49.51 40.37
SGT 22.76 18.64 8.92 25.36 n/a 49.59 29.02
Laplacian RLS 43.95 45.68 5.44 18.99 54.54 48.97 33.68
CHM (normed) 39.03 43.01 14.86 20.53 n/a 46.90 n/a
Cluster-based algorithms
SVM 47.32 46.66 30.60 20.03 68.36 49.85 45.37
TSVM 24.71 50.08 17.77 25.20 67.50 49.15 31.21
Cluster-Kernel 48.28 42.05 18.73 19.41 67.32 48.31 42.72
Data-Rep. Reg. 41.25 45.89 12.49 17.96 63.65 50.21 n/a
LDS 28.85 50.63 15.63 15.57 61.90 49.27 27.15
ClusterReg-MLP 16.90 40.82 12.06 19.42 65.51 45.36 40.48
ClusterReg-RBFN 26.94 27.95 10.64 19.98 69.13 49.19 40.48
Table 3.3: Average of errors (%) of runs with 12 subsets of 10 labelled instances. For all
the algorithms, the test sets are fixed. The table reports only the mean of the results,
as in Chapelle et al. [2006, Chapter 21]. All results shown in Tables 3.3 and 3.4 were
reported in Chapelle et al. [2006, Chapter 21], except for AdaBoost, ASSEMBLE and
RegBoost, which were produced in Chen and Wang [2011]. The results of SAMME,
ClusterReg-MLP and ClusterReg-RBFN were obtained in our experiments. Bold face
denotes the best result among each group of algorithms. And n/a denotes the absent
results in Chapelle et al. [2006, Chapter 21].
is not possible to know in advance the true class structure and the corresponding SSL
assumption that such datasets possess. The success of a classifier will depend on the
right matching between their assumptions and the actual class structure present in the
data [Chapelle et al., 2006]. Intuitively, if the dataset has a manifold-like structure, it is
expected that classifiers that use manifold assumption deliver better performance when
compared to other SSC algorithms [Chapelle et al., 2006].
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Algorithm g241c g241d Digit1 USPS COIL BCI Text
Ensembles and multiple-assumptions algorithms
AdaBoost 24.82 26.97 9.09 9.68 22.96 24.02 26.31
SAMME 36.75 38.70 19.55 16.94 53.79 41.64 n/a
ASSEMBLE 27.19 27.42 6.71 8.12 21.84 28.75 27.77
RegBoost 20.54 23.56 4.58 6.31 21.78 23.69 23.25
Manifold-based algorithms
1NN 40.28 37.49 6.12 7.64 23.27 44.83 30.77
MVU+1NN 44.05 43.21 3.99 6.09 32.27 47.42 30.74
LEM+1NN 42.14 39.43 2.52 6.09 36.49 48.64 30.92
QC+CMN 22.05 28.20 3.15 6.36 10.03 46.22 25.71
Discrete Reg. 43.65 41.65 2.77 4.68 9.61 47.67 24.00
SGT 17.41 9.11 2.61 6.80 n/a 45.03 23.09
Laplacian RLS 24.36 26.46 2.92 4.68 11.92 31.36 23.57
CHM (normed) 24.82 25.67 3.79 7.65 n/a 36.03 n/a
Cluster-based algorithms
SVM 23.11 24.64 5.53 9.75 22.93 34.31 26.45
TSVM 18.46 22.42 6.15 9.77 25.80 33.25 24.52
Cluster-Kernel 13.49 4.95 3.79 9.68 21.99 35.17 24.38
Data-Rep. Reg. 20.31 32.82 2.44 5.10 11.46 47.47 n/a
LDS 18.04 28.74 3.46 4.96 13.72 43.97 23.15
ClusterReg-MLP 13.38 4.36 3.45 5.25 24.73 33.92 32.09
ClusterReg-RBFN 19.54 17.07 7.20 16.53 36.35 48.11 32.09
Table 3.4: Average of errors (%) of runs with 12 subsets of 100 labelled instances. For
all the algorithms, the test sets are fixed. The table reports only the mean of the results,
as in Chapelle et al. [2006, Chapter 21]. All results shown in Tables 3.3 and 3.4 were
reported in Chapelle et al. [2006, Chapter 21], except for AdaBoost, ASSEMBLE and
RegBoost, which were produced in Chen and Wang [2011]. The results of SAMME,
ClusterReg-MLP and ClusterReg-RBFN were obtained in our experiments. Bold face
denotes the best result among each group of algorithms. And n/a denotes the absent
results in Chapelle et al. [2006, Chapter 21].
Thus, we compare our method to state-of-the-art single algorithms with different as-
sumptions (all methods employ the smoothness assumption): one single classifier based
on the manifold assumption – SGT; and one based on the cluster assumption – TSVM.
Ensemble-based algorithms with multiple assumptions may deliver higher average per-
formance throughout various datasets [Chen and Wang, 2011], that is, such methods are
more likely to deliver better predictions than a specialist algorithm that implements the
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Figure 3.7: Two-dimensional projections of true classes and predictions from ClusterReg
for g241c and g241d with 10 labelled instances, denoted by dark diamonds.
wrong assumption for a given dataset. Therefore, we compare ClusterReg to algorithms
with two ensemble classifiers that use all SSL assumptions – MCSSB and RegBoost.
In order to select the instantiation of ClusterReg that produces the highest generali-
sation accuracy, we also compare ClusterReg-RBFN and ClusterReg-MLP.
Tables 3.6, 3.7 and 3.8 show the mean and standard deviation of generalisation error
of all algorithms for all datasets with 5%, 10% and 20% of labelled data, respectively. We
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Datasets # classes # instances # attributes
Australian credit 2 690 16
Balance scale 3 625 6
Bupa 2 345 8
Contraceptive 3 1473 11
Dermatology 6 366 36
Ecoli 5 327 8
German credit 2 1000 26
Glass 6 214 11
Haberman 2 306 5
Heart cleveland 5 303 15
Horse colic 2 368 28
House votes 2 435 18
Ionosphere 2 351 35
Mammographic masses 2 961 7
Pima indians diabetes 2 768 10
SPECT 2 267 24
Vehicle silhouettes 4 846 20
Transfusion 2 748 6
WDBC 2 569 32
Yeast 9 1479 10
Table 3.5: Summary of datasets for inductive setting.
employ a pairwise t-test with 95% of significance level to compare the selected algorithms
to ClusterReg-RBFN, as shown in these tables.
3.5.4 Computational time
We also measured the computational time of ClusterReg-RBFN and ClusterReg-MLP. In
Figure 3.7, we plot the CPU time of each method used in inductive setting with 5%, 10%
and 20% of labelled data, so that we can compare the efficiency of each method under
different amounts of labels for each dataset. Each computational time reported is the
average time and its standard deviation of the 10-fold cross-validation executions that
delivered the error rates already shown in Tables 3.6, 3.7 and 3.8. Specifically, we selected
eight datasets where either ClusterReg-MLP or ClusterReg-RBFN obtained superior per-
formance to present computation time, namely: Contraceptive, Vehicle silhouettes, Iono-
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Datasets SGT TSVM MCSSB RegBoost ClusterReg-MLP ClusterReg-RBFN
Australian credit 23.91 ± 6.20 ◦ 18.84 ± 6.90 ◦ 44.52 ± 4.87 • 18.15 ± 3.74 ◦ 21.16 ± 5.08 ◦ 41.88 ± 17.14
Balance scale 11.20 ± 4.10 13.28 ± 4.23 • 26.06 ± 5.58 • 57.30 ± 11.24 • 16.65 ± 5.67 • 9.82 ± 1.90
Bupa 44.95 ± 7.89 • 44.60 ± 6.21 • 38.91 ± 10.85 • 47.45 ± 10.83 • 37.70 ± 6.76 • 30.50 ± 2.21
Contraceptive 57.65 ± 4.93 • 52.15 ± 5.67 57.07 ± 4.59 • 67.76 ± 8.20 • 52.15 ± 5.02 49.85 ± 1.27
Dermatology 11.50 ± 7.29 ◦ 7.88 ± 8.38 ◦ 11.12 ± 5.82 ◦ 58.24 ± 5.63 • 8.18 ± 5.99 ◦ 23.39 ± 7.44
Ecoli 25.09 ± 6.62 • 15.37 ± 8.69 18.66 ± 5.96 37.62 ± 6.83 • 17.20 ± 9.02 16.54 ± 4.74
German credit 31.50 ± 2.68 • 31.30 ± 3.92 • 31.46 ± 5.59 • 52.62 ± 21.26 • 30.00 ± 4.27 • 23.27 ± 1.91
Glass 38.40 ± 10.80 ◦ 50.93 ± 7.07 ◦ 60.31 ± 10.60 77.53 ± 17.87 • 51.02 ± 8.90 ◦ 58.40 ± 9.29
Haberman 34.34 ± 7.67 • 40.20 ± 7.37 • 33.15 ± 11.00 • 31.53 ± 17.19 • 33.32 ± 10.11 • 16.91 ± 3.06
Heart cleveland 44.89 ± 9.96 45.23 ± 8.50 47.34 ± 15.06 61.06 ± 7.89 • 42.58 ± 9.07 40.85 ± 3.53
Horse colic 37.21 ± 6.62 • 42.93 ± 7.37 • 30.38 ± 10.08 48.44 ± 19.57 • 33.97 ± 7.47 31.06 ± 5.61
House votes 8.04 ± 5.80 9.41 ± 4.71 61.57 ± 7.24 • 56.10 ± 12.64 • 8.74 ± 5.37 7.81 ± 3.06
Ionosphere 35.34 ± 9.77 • 25.06 ± 9.76 • 35.64 ± 12.78 • 50.55 ± 19.80 • 11.71 ± 6.10 12.97 ± 2.51
M. masses 23.73 ± 2.36 • 22.17 ± 2.75 • 46.34 ± 4.80 • 25.42 ± 4.94 • 22.26 ± 6.33 • 12.73 ± 3.19
Pima diabetes 32.28 ± 5.13 • 36.33 ± 5.12 • 34.82 ± 4.62 • 34.21 ± 7.51 • 35.40 ± 5.67 • 27.05 ± 1.96
SPECT 28.86 ± 5.07 • 20.17 ± 6.96 • 79.51 ± 10.71 • 31.99 ± 4.27 • 15.31 ± 7.28 • 11.09 ± 1.78
V. silhouettes 42.32 ± 2.81 ◦ 40.30 ± 5.45 ◦ 49.47 ± 6.09 69.71 ± 5.89 • 36.64 ± 4.79 ◦ 52.11 ± 5.51
Transfusion 29.81 ± 19.24 29.16 ± 6.48 • 23.88 ± 6.03 34.59 ± 23.03 • 22.87 ± 4.70 19.65 ± 6.21
WDBC 8.44 ± 2.96 11.07 ± 5.22 37.25 ± 5.37 • 18.93 ± 5.67 • 4.57 ± 3.90 ◦ 8.69 ± 1.17
Yeast 49.63 ± 3.31 ◦ 44.96 ± 4.85 ◦ 56.58 ± 3.03 • 68.63 ± 3.68 • 45.98 ± 5.64 ◦ 53.35 ± 2.12
Win/Tie/Loss 10/5/5 10/5/5 13/6/1 19/0/1 7/7/6 /
Table 3.6: Mean and standard deviation (%) of 10-fold cross-validation error at 5% of la-
belled data. •/◦ indicates whether ClusterReg-RBFN is statistically superior/inferior
to the compared method, according to pairwise t-test at 95% of significance level.
Win/Tie/Loss denotes the number of datasets where ClusterReg-RBFN is significantly
superior/comparable/inferior to the compared algorithm.
Datasets SGT TSVM MCSSB RegBoost ClusterReg-MLP ClusterReg-RBFN
Australian credit 13.77 ± 3.43 14.35 ± 3.16 44.58 ± 6.90 • 13.38 ± 2.54 17.83 ± 3.75 • 12.76 ± 1.46
Balance scale 10.56 ± 4.92 • 11.03 ± 3.84 • 23.40 ± 5.29 • 46.80 ± 9.48 • 14.40 ± 3.45 • 5.47 ± 2.69
Bupa 34.43 ± 8.73 40.83 ± 6.96 • 43.64 ± 9.92 • 47.11 ± 12.00 • 33.30 ± 5.24 33.22 ± 2.43
Contraceptive 55.06 ± 2.73 • 52.21 ± 3.41 • 53.35 ± 3.51 • 61.00 ± 4.59 • 50.58 ± 3.47 • 45.71 ± 1.91
Dermatology 1.91 ± 1.32 ◦ 7.38 ± 6.53 ◦ 9.97 ± 6.31 ◦ 69.25 ± 5.95 • 7.64 ± 6.05 ◦ 20.12 ± 6.85
Ecoli 19.64 ± 7.79 15.00 ± 5.29 18.59 ± 6.63 35.11 ± 7.51 • 16.84 ± 6.52 18.90 ± 5.93
German credit 28.10 ± 6.05 • 34.70 ± 6.31 • 32.35 ± 5.22 • 48.28 ± 16.27 • 31.90 ± 6.19 • 22.55 ± 1.54
Glass 37.06 ± 12.68 42.64 ± 12.72 52.54 ± 11.18 • 67.30 ± 12.24 • 38.44 ± 14.47 43.09 ± 9.44
Haberman 32.39 ± 11.42 • 37.62 ± 9.99 • 42.59 ± 10.20 • 29.91 ± 10.65 • 29.44 ± 7.96 • 22.64 ± 5.44
Heart cleveland 38.92 ± 3.77 50.44 ± 6.44 • 52.73 ± 11.12 • 72.12 ± 12.89 • 47.24 ± 6.38 • 37.81 ± 2.34
Horse colic 32.36 ± 6.59 35.02 ± 6.10 25.35 ± 9.32 57.12 ± 18.39 • 29.61 ± 7.54 30.10 ± 6.89
House votes 6.19 ± 3.04 ◦ 9.40 ± 4.69 61.35 ± 8.08 • 58.12 ± 11.63 • 8.26 ± 3.40 ◦ 11.76 ± 1.24
Ionosphere 24.75 ± 8.14 • 19.10 ± 7.29 • 35.90 ± 6.75 • 44.85 ± 15.40 • 8.27 ± 5.63 10.48 ± 2.08
M. masses 21.96 ± 2.97 • 21.13 ± 3.28 • 46.21 ± 6.15 • 21.11 ± 2.72 • 19.46 ± 3.55 • 12.26 ± 1.50
Pima diabetes 31.38 ± 5.23 • 25.65 ± 4.41 34.84 ± 6.50 • 32.75 ± 5.10 • 24.35 ± 3.38 ◦ 27.90 ± 2.30
SPECT 21.35 ± 8.95 • 19.10 ± 7.91 79.60 ± 8.61 • 49.55 ± 32.36 • 15.34 ± 7.40 15.45 ± 1.49
V. silhouettes 40.08 ± 5.18 ◦ 32.86 ± 4.66 ◦ 43.46 ± 7.23 ◦ 74.44 ± 2.74 • 31.21 ± 5.99 ◦ 55.63 ± 3.75
Transfusion 20.98 ± 4.58 • 29.55 ± 5.45 • 23.79 ± 6.93 • 35.07 ± 7.15 • 21.78 ± 5.03 • 15.87 ± 1.94
WDBC 8.97 ± 3.19 • 6.33 ± 3.83 • 37.37 ± 7.19 • 13.86 ± 6.47 • 4.39 ± 3.72 2.77 ± 1.49
Yeast 40.57 ± 3.46 ◦ 43.48 ± 5.12 ◦ 53.90 ± 3.70 68.63 ± 2.94 • 42.94 ± 4.09 ◦ 52.09 ± 3.50
Win/Tie/Loss 10/6/4 10/7/3 15/3/2 19/1/0 8/7/5 /
Table 3.7: Mean and standard deviation (%) of 10-fold cross-validation error at 10% of
labelled data. •/◦ indicates whether ClusterReg-RBFN is statistically superior/inferior
to the compared method, according to pairwise t-test at 95% of significance level.
Win/Tie/Loss denotes the number of datasets where ClusterReg-RBFN is significantly
superior/comparable/inferior to the compared algorithm.
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Datasets SGT TSVM MCSSB RegBoost ClusterReg-MLP ClusterReg-RBFN
Australian credit 13.48 ± 3.42 ◦ 15.07 ± 2.91 44.34 ± 7.04 • 17.37 ± 5.21 16.38 ± 4.88 16.14 ± 3.12
Balance scale 5.92 ± 2.95 • 9.11 ± 2.90 • 23.85 ± 8.12 • 55.06 ± 5.23 • 8.64 ± 3.21 • 3.45 ± 1.08
Bupa 33.03 ± 9.26 • 35.66 ± 7.53 • 38.25 ± 10.96 • 52.16 ± 11.77 • 31.03 ± 6.69 • 20.41 ± 5.00
Contraceptive 50.38 ± 2.95 • 51.39 ± 3.87 • 54.15 ± 6.38 • 57.22 ± 6.41 • 47.05 ± 3.69 45.80 ± 3.09
Dermatology 2.16 ± 2.79 ◦ 3.01 ± 2.40 ◦ 6.52 ± 3.99 ◦ 59.61 ± 8.20 • 4.10 ± 3.69 ◦ 14.71 ± 4.92
Ecoli 20.47 ± 4.46 12.53 ± 7.21 ◦ 17.59 ± 7.73 37.52 ± 13.14 • 14.95 ± 5.40 18.37 ± 3.34
German credit 26.00 ± 5.42 30.20 ± 4.64 • 33.83 ± 6.82 • 37.56 ± 16.99 • 28.40 ± 3.47 • 23.90 ± 2.73
Glass 34.72 ± 11.53 • 43.96 ± 10.31 • 61.69 ± 12.82 • 67.06 ± 9.44 • 39.72 ± 13.23 • 19.42 ± 6.93
Haberman 24.91 ± 11.19 • 30.10 ± 8.24 • 32.57 ± 9.23 • 25.95 ± 7.57 • 26.22 ± 11.79 • 17.47 ± 5.46
Heart cleveland 37.31 ± 6.91 46.87 ± 11.75 52.30 ± 12.83 • 56.29 ± 16.76 • 43.55 ± 9.65 41.09 ± 6.02
Horse colic 27.99 ± 5.12 ◦ 33.94 ± 8.40 40.87 ± 10.84 47.22 ± 14.98 • 29.33 ± 6.68 ◦ 37.05 ± 3.09
House votes 6.21 ± 4.18 5.98 ± 3.11 61.29 ± 7.43 • 50.04 ± 10.84 • 5.29 ± 3.77 6.87 ± 2.88
Ionosphere 16.54 ± 6.02 • 13.95 ± 5.43 • 36.03 ± 10.85 • 38.46 ± 13.65 • 10.53 ± 4.64 8.59 ± 1.78
M. masses 23.93 ± 5.44 • 18.73 ± 5.40 • 46.45 ± 4.85 • 46.73 ± 5.50 • 18.21 ± 6.32 • 10.52 ± 1.72
Pima diabetes 29.18 ± 7.15 • 25.13 ± 5.75 34.88 ± 7.24 • 31.74 ± 5.47 • 22.91 ± 4.63 22.98 ± 3.42
SPECT 16.89 ± 7.23 • 18.75 ± 5.98 • 79.53 ± 5.20 • 30.85 ± 12.03 • 18.75 ± 6.78 • 8.07 ± 2.53
V. silhouettes 31.91 ± 4.50 ◦ 23.88 ± 4.62 ◦ 33.47 ± 4.32 ◦ 72.05 ± 5.28 • 22.33 ± 3.08 ◦ 50.83 ± 5.46
Transfusion 20.32 ± 4.41 • 25.94 ± 4.05 • 23.78 ± 5.44 • 26.61 ± 4.43 • 21.13 ± 4.56 • 16.63 ± 2.24
WDBC 9.31 ± 4.21 • 5.45 ± 3.03 • 37.28 ± 6.42 • 28.99 ± 5.33 • 2.82 ± 1.90 • 1.32 ± 1.14
Yeast 38.95 ± 4.00 ◦ 42.12 ± 2.16 ◦ 52.47 ± 4.27 68.65 ± 2.65 • 40.84 ± 3.80 ◦ 51.35 ± 2.79
Win/Tie/Loss 11/4/5 11/5/4 15/3/2 19/1/0 9/7/4 /
Table 3.8: Mean and standard deviation (%) of 10-fold cross-validation error at 20% of
labelled data. •/◦ indicates whether ClusterReg-RBFN is statistically superior/inferior
to the compared method, according to pairwise t-test at 95% of significance level.
Win/Tie/Loss denotes the number of datasets where ClusterReg-RBFN is significantly
superior/comparable/inferior to the compared algorithm.
sphere, WDBC, BUPA, Transfusion, SPECT and Yeast (Figures 3.8a–3.7h, respectively).
In order to produce a fair comparison, we used only the single classifiers employed in the
inductive setting: SGT, TSVM, ClusterReg-MLP and ClusterReg-RBFN.
We measured the CPU time of all algorithms in an Intel Core 2 Quad CPU Q8200 with
2 gigabytes of memory. ClusterReg was implemented using Matlab. Its implementation
can be further optimised.
3.6 Discussions
In the transductive experiments, we analyse two types of algorithms: manifold and cluster-
based classifiers. Both g241c and g241d present a challenging task for manifold-based
algorithms, since they do not satisfy manifold assumption. In contrast, g241c is designed
as a suitable problem to cluster-based classifiers, while g241d and Digit1 are challenging
datasets to cluster-based algorithms due to either misguiding or absent cluster structure
for classes.
Therefore, both ClusterReg-MLP and ClusterReg-RBFN outperformed the manifold-
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Figure 3.7: Plots of mean and standard deviation of the computation time of 10-fold
cross-validation executions for 5%, 10% and 20% of labelled data, on the datasets where
ClusterReg obtained the best results.
based algorithms on g241c and g241d. And, as expected, delivered better generalisation
performance than all other cluster-based classifiers on both datasets. The exception was
SGT in g241d with 10 labels. This might indicate that, for this case, the graph neighbour-
hood built by SGT properly represents the underlying class structure. Both ClusterReg-
MLP and ClusterReg-RBFN also yielded competitive performance among cluster-based
and manifold-based algorithms on the real-world datasets with 10 and 100 labelled in-
stances. Particularly, ClusterReg-MLP produced good performance on BCI when com-
pared to both manifold and cluster-based algorithms. This might indicate that, in this
case, ClusterReg-MLP was able to properly use the information of scarce labelled in-
stances.
The g241c dataset possesses a clear cluster structure for classes, where the cluster-
based methods should perform sufficiently well. The datasets g241d and Digit1 are tai-
lored to misguide such algorithms. So, when compared to these classifiers, ClusterReg
improves the use of the cluster structure and the few labelled instances available to find
a suitable decision boundary. It is important to highlight that the results presented in
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Tables 3.3 and 3.4 were achieved using the k-means algorithm with 5 replicates with ran-
dom initialisation. This may indicate that the other methods fail to find the correct gap
between classes while a simple clustering algorithm is able to find the clusters. This fact
demonstrates how useful clustering techniques can be for semi-supervised classification
with the cluster assumption.
It is important to notice that ClusterReg is more robust than TSVM when classes do
not correspond to clusters, which is the case for g241d and Digit1, shown in Tables 3.3 and
3.4. This fact may indicate that the proposed classifier is able to exploit the information
from the limited labelled data in a more effective way than TSVM, since the unlabelled
data do not bring very useful knowledge to cluster-based classifiers.
ClusterReg-MLP produced better generalisation than ClusterReg-RBFN in most da-
tasets. However, for g241d with 10 labelled instances, ClusterReg-RBFN delivered higher
predictive accuracy. For such relatively simple datasets, the MLP architecture (the num-
ber of weights of a MLP is greater than that of a RBFN due to the weights in the hidden
layer of a MLP) was more suitable to learn the class structure of these datasets than the
RBFN with locally tuned hidden nodes.
For the inductive setting, Tables 3.6, 3.7 and 3.8 show the generalisation error and
statistical test results for the employed algorithms with the presence of 5%, 10% and 20%
of labelled data, respectively.
When compared to the ensemble methods, MCSSB and RegBoost, ClusterReg-MLP
and ClusterReg-RBFN delivered significantly better results with all amounts of labelled
data, as confirmed by pairwise t-test, in Tables 3.6–3.8. Besides being ensemble ap-
proaches, these classifiers differ from ClusterReg mainly in the use of SSL assumptions.
They use both manifold and cluster assumptions. When only one of them holds and/or
the other assumptions are misguiding, a more specialised algorithm, like ClusterReg,
might be more effective. Moreover, RegBoost seemed to be affected by the number of
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classes: for binary problems, it delivered more competitive generalisation than in multi-
class problems. In contrast, ClusterReg is inherently multi-class and did not present such
a shortcoming.
ClusterReg-RBFN produced superior results in most datasets when compared to SGT
with amounts of labelled data. This fact indicates that ClusterReg is more robust to few
labelled instances. We expected to have contrasting results to SGT across the datasets, as
the actual structures of real-world datasets are unknown. However, these results suggest
that ClusterReg might be able to use labelled instances more effectively than SGT, when
the data distribution does not help to infer the correct class distribution.
Similarly to ClusterReg, TSVM also possesses the cluster assumption. However, in the
case that the cluster assumption holds, we expect ClusterReg to perform better when very
few instances are available. As mentioned before, ClusterReg is more robust than TSVM
to the position of the scarce labelled instances in the cluster, as it uses the clustering
partition to find the decision boundary. Whereas TSVM seeks the largest margin between
classes, which can lead to the wrong decision boundary in the presence of overlapping
classes.
In fact, the pairwise t-test confirms our expectations. ClusterReg-RBFN produced sig-
nificantly superior generalisation performance in most datasets for all amounts of labelled
data. And ClusterReg-MLP performed statistically better than TSVM on 3 problems for
20% of labelled data. With 10%, ClusterReg-MLP delivered significantly superior gen-
eralisation in 5 cases. For 5% of labelled data, ClusterReg-MLP performed statistically
better on 7 datasets. Therefore, when compared to the cluster-based algorithm (TSVM),
the proposed method is able to use labelled instances more effectively and it is more robust
to overlapping classes and misleading cluster structures with limited labelled points.
Even when the datasets do not follow cluster assumption, the experiments suggest
that ClusterReg could still outperform TSVM. This is due to the balance of two terms
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in the loss function. When the cluster assumption does not hold, the second term in
Equation 3.8 might not be reliable; however the first term may be able to compensate
such a misleading term more effectively than TSVM. That is, the experiments indicate
that the supervised learning in ClusterReg may be more effective than in TSVM.
In the inductive setting, ClusterReg-RBFN produced superior generalisation than
ClusterReg-MLP in most datasets for all amounts of labelled data. Such a fact might
indicate that the hidden nodes in RBFN might be able to effectively identify and repre-
sent clusters, which facilitates the training of the network weights associated to a given
cluster and encourages the regularisation mechanism of ClusterReg in its second phase of
training.
In contrast, ClusterReg-MLP delivered better generalisation than that of ClusterReg-
RBFN in the transductive setting. Such a result was expected since the MLP networks can
identify and use the dimensions that are useful for training the network weights [Bishop,
2006], which is an important benefit due to the nature of these datasets. For example, the
datasets g241c and g241d have only two informative dimensions of a total of 241. Digit1
was designed to consist of points close to a low-dimensional manifold embedded into a
high-dimensional space. The authors of Digit1 applied a sequence of transformations
to the instances. Its data lie close to a five-dimensional manifold. The dimensions of
USPS and COIL were masked. Since ClusterReg-MLP possesses weights linked to each
dimension of the dataset, the network is able to learn the low-dimensional underlying
structures of the data. That is, ClusterReg-MLP is more robust than ClusterReg-RBFN
in the presence of irrelevant dimensions. These results indicate that ClusterReg-MLP
might produce better generalisation than that of ClusterReg-RBFN for datasets with a
manifold structure.
Regarding the computation time, SGT is the least time consuming method. How-
ever, since SGT has the manifold assumption, it may not be suitable for datasets where
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there is a cluster structure for classes [Chapelle et al., 2006]. Focusing on the context of
cluster-based methods, ClusterReg presented a competitive performance when compared
to TSVM on most datasets with different amounts of labelled data, as shown in Figure
3.7. Furthermore, we can notice that the difference of execution time across 5%, 10% and
20% of labelled data for ClusterReg is not as high as in TSVM, which might indicate that
the computation time of ClusterReg is more stable under different amounts of labels.
All the experiments of ClusterReg were performed with a fixed number of hidden
nodes and epochs. The results may be improved with a fine tuning of these parameters.
However, the computation time is likely to increase as these parameters change to greater
numbers.
Due to the evidences of superior generalisation in Tables 3.6–3.8 and efficiency in
Figure 3.7, the proposed method should, therefore, be instantiated with RBFN.
3.7 Conclusions
We proposed a new multi-class semi-supervised classification algorithm that exploits soft
partitions produced by a clustering algorithm, and uses such information to regularise the
training of a classifier. The transductive experimental setting, with synthetic and real-
world datasets, assessed the generalisation ability of the new method in different scenarios
where the cluster assumption holds and when it is misguiding. In the inductive case, we
used real-world datasets with different ratios of labelled data to evaluate ClusterReg,
along with other methods with various approaches to the SSL assumptions.
Both sets of experiments confirmed that the proposed method is able to improve
generalisation performance under various scenarios, when the cluster assumption holds.
The gain in generalisation accuracy in multi-class datasets was particularly encouraging.
Among the reasons for these improvements, we can highlight the ClusterReg’s ability to
handle the potential presence of overlapping classes and its robustness to the particular
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situation of each labelled instance in the clusters.
In this Chapter, we successfully addressed the research question raised in the Section
1.5.1 with the introduction of ClusterReg algorithm. In order to answer the next research
questions, ClusterReg-RBFN will be used as the multi-class base learner in the ensem-
ble approaches proposed in the remainder of this Thesis. And its loss function will be
employed as the objective function of such approaches.
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CHAPTER 4
A Fully Semi-supervised Ensemble for Multi-class
Classification
In this Chapter, we address the research question raised in the Section 1.5.2 with the
introduction of a new ensemble classifier. Such a method will be used to evaluate the
impact of unlabelled instances on ensemble design in SSC.
Among various classification methods, ensemble algorithms have been widely and suc-
cessfully employed in both supervised and semi-supervised problems. As for all other
SSC techniques, the performance of an ensemble is strongly affected by how unlabelled
data are used. In this sense, an important question arises: at what level an ensemble
should consider using unlabelled data. Such data can be considered either at the ensem-
ble level, the base classifier level, or both. To our knowledge, such an issue has not been
addressed until now, as most algorithms use unlabelled data only at the ensemble level
and employ supervised base classifiers. In this Chapter, we present a study on the use-
fulness of employing unlabelled data at both ensemble and base learner levels, comparing
it to using such data at the ensemble level only. We propose the Cluster-based Boosting
(CBoost) algorithm for multi-class classification. Such a method extends the ClusterReg
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algorithm and, unlike other semi-supervised ensembles in the literature, is composed of
semi-supervised base classifiers.
CBoost is able to learn from the clustering neighbourhood structure of pseudo-labels
assigned by the ensemble, which leads to better generalisation when compared to learn-
ing the exact pseudo-labels individually. The proposed ensemble can overcome incorrect
pseudo-label assignments used in the training of a new base classifier. CBoost is robust to
the position of labelled data within a cluster and is able to deal with the potential presence
of overlapping classes. Our experiments confirmed that the proposed method is signifi-
cantly superior to state-of-the-art ensemble methods and can improve the generalisation
ability of single classifiers.
The remainder of this Chapter is organised as follows. Next section presents a review
of existing methods. Section 4.3 introduces the proposed algorithm in details. Then, we
present the experimental results and discuss our algorithm in Section 4.4. Finally, Section
4.5 discusses our contributions and Section 4.6 presents the conclusions.
4.1 Introduction
Ensemble techniques are widely employed in classification due to the ability of reducing
individual errors produced by base classifiers. Therefore, combining a group of suit-
able classifiers, as an ensemble of classifiers, can improve the generalisation performance
when compared with a single classifier in both supervised [Nguyen et al., 2006] and semi-
supervised classification [Valizadegan et al., 2008, Chen and Wang, 2011]. This work will
investigate ensemble learning in SSC context.
In semi-supervised ensemble learning, an important question arises: at what level of
an ensemble one should consider using unlabelled instances. To our knowledge, such an
issue was not addressed in literature. Therefore, we present a study about the usefulness
of employing unlabelled data at both ensemble and base learner levels, comparing to using
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such data at ensemble level only.
In SSC literature, most ensemble methods optimise a semi-supervised loss function
at ensemble level and use supervised base classifiers [Valizadegan et al., 2008, Chen and
Wang, 2011]. That is, the unlabelled data is only considered for the ensemble algorithm
and supervised base classifiers receive such data as pseudo-labelled instances.1 However,
if the ensemble algorithm (for example, the boosting framework [Friedman, 2001]) does
not predict an instance correctly, relying on pseudo-labels for unlabelled instances might
reinforce errors in the optimisation process. Such a fact is due to supervised base classifiers
learning the exact label that is assigned to a given instance.
In this context, the use of semi-supervised base learners might alleviate such an issue
by handling the pseudo-labelled instances as actual unlabelled data. That is, the pseudo-
labelled data, as presented to the base learner, would be learnt taking into account the
pseudo-labels in the neighbourhood structure, instead of learning each instance and its
possibly erroneous pseudo-label individually. Therefore, the optimisation process would
not propagate a previous error caused by an incorrect pseudo-label.
In order to illustrate the impact of incorrect pseudo-labels on the training of base
classifiers, Figure 4.1 presents the learning steps of a gradient boosting procedure [Fried-
man, 2001] for SSC. Figure 4.1a shows an artificial dataset with two half-moon shaped
classes, such a dataset has only four labelled instances, denoted as . In this method,
the ensemble assigns pseudo-labels to unlabelled instances that will be used to train the
base learner. In Figure 4.1b, we arbitrarily assigned very low quality predictions that
will be seen as the current ensemble predictions.2 Such incorrect predictions follow an
erroneous threshold at -0.4 on the horizontal axis, therefore we have a predefined deci-
sion boundary (and a large number of incorrect pseudo-labels) in the current optimization
1In this work, pseudo-labels are posterior class probabilities artificially assigned to unlabelled instances
by some method, indicating that they are not true labels.
2Predictions are the posterior probabilities of classes and the colour scale denotes probabilities for the
class regarded as the bottom half-moon.
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(a) True classes of two half-moons dataset.
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(b) Predefined incorrect decision boundary that tra-
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(c) Pseudo-labels generated by Gradient boosting. × represent the neighbours of .
Figure 4.1: Steps of ensemble learning using the two half-moon dataset.  represents the
labelled instances. Figure 4.1a represents the true class assignments. Figure 4.1b shows a
predefined incorrect decision boundary as the ensemble output. And Figure 4.1c denotes
the pseudo-labels (posterior class probabilities) generated by Gradient boosting that will
be used to train a base learner.
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(a) Posterior class probabilities from a supervised base learner trained with pseudo-
labels from Figure 4.1c.
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(b) Resulting decision boundary.
Figure 4.2: Posterior class probabilities (Figure 4.2a) and resulting decision boundary
(Figure 4.2b) of a supervised base classifier.
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stage.1 Such a decision boundary was specifically designed to separate the half-moons and
the corresponding labelled instances. Gradient boosting is based on the gradient descent
algorithm, that is, the pseudo-labels are the actual gradient of the loss function with re-
spect to (w.r.t.) the current ensemble output. Then, Figure 4.1c shows the pseudo-labels
(probabilities) assigned by the ensemble algorithm that will be used in the training of a
base learner.
The instance denoted as  and its neighbours (marked as ×) should belong to the
same class (that is, top half-moon), however these instances were assigned with different
pseudo-labels, which is a consequence of the false decision boundary that we designed.
Figure 4.2a depicts the class probabilities and Figure 4.2b shows the decision boundary
delivered by a supervised base learner. As expected, a supervised base classifier will
learn exactly the labels that are presented to it. Therefore, the base classifier will learn
an incorrect decision boundary and will propagate the errors to the remainder of the
ensemble optimisation process.2 Therefore, in such cases, using a supervised base learner
can degrade the generalisation performance of the ensemble.
In contrast, semi-supervised base classifiers based on cluster assumption will address
the incorrect pseudo-label according to its situation in the dataset. If the instance is in
a high-density region, the pseudo-labels of its neighbours should be shared with such a
point. That is, the distribution of pseudo-labels would be employed to assess whether
two instances should belong to the same class. Therefore, semi-supervised base learners
can alleviate the problem of incorrect decision boundary (especially when it traverses
high-density regions) by considering the distribution of unlabelled data, instead of using
only the pseudo-label assigned to an instance. In this sense, we would have more reliable
use of pseudo-labels than learning the exact pseudo-label of each instance. This fact can
be demonstrated in Figure 4.3, where we show how a semi-supervised algorithm would
1This situation can occur in the boosting training stage as we observed in the preliminary experiments.
2In gradient boosting, the ensemble output is a weighted sum of every base classifier predictions.
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(b) Resulting decision boundary.
Figure 4.3: Posterior class probabilities (Figure 4.3a) and resulting decision boundary
(Figure 4.3b) of a semi-supervised base classifier.
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perform when given such incorrect pseudo-labels presented in Figure 4.1c. In particular,
Figure 4.3a depicts the class probabilities and Figure 4.3b shows the decision boundary
delivered by a semi-supervised base learner. As expected, the base learner was able to
overcome incorrect pseudo-labels (wrong class distribution provided by the ensemble), in
this case, by avoiding the decision boundary to be generated in a high-density region
(traversing the half-moons). In Figure 4.1c, the point  has neighbours (denoted as ×)
on both classes (according to the misleading ensemble pseudo-labels). In order to learn
from that specific instance, a semi-supervised base classifier will consider the pseudo-
labels of its neighbours by using a weighted average of labels and will avoid assigning
different labels to instances in that high-density region. The outcome is a better decision
boundary, as shown in Figure 4.3b, which will improve the final ensemble predictions.
In this work, we propose a boosting ensemble method for multi-class SSC based on
cluster regularisation: Cluster-based Boosting (CBoost). We employ a semi-supervised
loss function that incorporates the cluster assumption. We selected the loss function
introduced in Chapter 3, since it is able to effectively avoid decision boundaries in high-
density regions and it is robust to the position of the few labelled instances in a given
cluster in a multi-class context. These facts are due to the use of clustering algorithms as
a component in a regularisation mechanism. The clustering method is employed to find
high-density regions, allowing CBoost to define a neighbourhood and to assign penalties
for unlabelled instances.
We selected the gradient boosting framework [Friedman, 2001], since the algorithm
is relatively fast [Sun and Yao, 2010], produces highly robust ensemble classifiers and its
instantiation is straightforward (it is based on steepest descent method) [Friedman, 2001].
And for base learners, we instantiated ClusterReg with Radial Basis Functions Net-
works (RBFN). We selected RBFN networks due to its efficiency [Nabney, 1999]. We
employed the Iteratively Reweighted Least Squares (IRLS) to train the weights of the
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networks [Bishop, 2006], since an iterative algorithm is necessary for such a non-linear
multi-class optimisation [Bishop, 2006].
By employing ensemble learning, we expect to obtain a more robust algorithm, when
compared to a single classifier, which is capable of overcoming the aforementioned issues
with pseudo-labelling of unlabelled instances in boosting methods. In this sense, we aim to
investigate the usefulness of employing semi-supervised base classifiers in semi-supervised
ensemble learning.
CBoost has the following advantages. (i) It inherits the robustness of ClusterReg to
overlapping classes and to the position of the few labelled instances in a given cluster when
the cluster assumption holds. (ii) Since there might be many valid decision boundaries
that do not divide clusters, CBoost relies, differently from ClusterReg, on an effective
combination of various classifiers to generate an improved decision boundary. (iii) It is
designed for multi-class problems, so that it does not depend on decomposition techniques
(such as one-vs-all or one-vs-one). (iv) Both the ensemble algorithm and base classifiers
optimise a semi-supervised loss function (introduced in Chapter 3), and the base classifier
will also consider the neighbourhood of an instance when learning its pseudo-label, so
that the base learner may be able to overcome potential errors in pseudo-labels.
4.2 Background
Combining several suitable classifiers, as an ensemble of classifiers, can enhance the gen-
eralisation performance of the entire group when compared to a single classifier [Nguyen
et al., 2006]. In this section, we review relevant SSC ensemble methods. Particularly,
MCSSB and RegBoost will be used in our experimental analysis.
MCSSB [Valizadegan et al., 2008] performs multi-class classification. Such a method
combines the similarity information among the instances with the classifier predictions to
obtain more reliable pseudo-labels. It is a graph-based ensemble approach. Its objective
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function has the smoothness, manifold and cluster assumptions. And it uses supervised
base learners.
SSMB, ASSEMBLE and the algorithm in Zheng et al. [2009] are designed for binary
classification, therefore they depend on suboptimal decomposition methods to deal with
multi-class problems. Since such methods, along with MCSSB and Song et al. [2011],
attempt to find the largest margin between classes, they might be sensitive to overlapping
classes and to the position of labelled data in high-density regions. SSMB and ASSEMBLE
do not handle semi-supervised assumptions explicitly [Chen and Wang, 2011].
RegBoost [Chen and Wang, 2011] employs three semi-supervised assumptions in its
boosting algorithm. RegBoost uses a kernel density estimation approach, which penalises
the classifier if it does not assign the same label to a pair of neighbour instances in
a high-density region, to implement cluster assumption. However, if overlapping high-
density regions are present RegBoost might not establish a good separation between these
regions. Moreover, this algorithm is designed only for binary classification. As mentioned
before, a decomposition technique, such as one-vs-all [Valizadegan et al., 2008], can be
employed to extend the algorithm to multi-class problems. However, as expected, our
experiments showed that RegBoost delivers inferior results when applied to multi-class
real-world datasets.
The aforementioned methods and the ensembles described in Section 2.6 may gener-
ate classifiers that can be very certain about the class of unlabelled points, even though
these unlabelled points are misclassified. Moreover, except for MCSSB these ensembles
are not specifically designed for multi-class problems, depending on decomposition tech-
niques that do not exploit the fact that each example is only assigned to one class. And
adapting semi-supervised binary classifiers to multi-class context involves tackling imbal-
anced classification and different output scales of different binary classifiers [Valizadegan
et al., 2008].
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These methods employ, directly or indirectly, the cluster assumption and they attempt
to find the largest margin between classes, then they might be sensitive to overlapping
classes and to the position of labelled data in high-density regions, as shown in the previous
Chapter. Moreover, except for SSMB1, these algorithms rely on supervised base classifiers.
In this sense, the base method will learn the pseudo-labels that are presented to it. In
case of an incorrect pseudo-label occurs, this error will be reinforced by the base classifier
and, therefore, will degrade the entire ensemble generalisation performance.
In order to overcome such drawbacks, we extend the framework introduced in Chapter
3 and propose a multi-class boosting algorithm based on cluster regularisation (CBoost)
with semi-supervised base classifiers.
4.3 Cluster-based Boosting algorithm
In this section, we introduce the CBoost algorithm. We present the gradient boosting
framework and a general description of our algorithm. Later, we describe the cluster-based
loss function introduced in Chapter 3 and instantiate the gradient boosting framework.
Finally, we introduce an instantiation of ClusterReg for RBFN to work as base classifiers.
CBoost presents a robust ensemble method for multi-class problems with overlapping
classes, where cluster assumption holds. It provides an effective regularisation technique
based on clustering partitions that penalises instances with different predictions in the
same cluster. Such a framework uses the posterior probabilities generated by a clustering
algorithm to define neighbourhood and pairwise penalisation for every instance. CBoost
regards the structure arising from the clustering algorithm as a soft partition. Each
instance is assigned a probability of belonging to a given cluster, unlike hard partition
where clusters are strictly disjoint. By using soft partitions (also known as soft clustering),
1SSMB uses Mixture models as semi-supervised base learners, which does not consider the structure
of unlabelled by only enlarging the pseudo-margin, as in ASSEMBLE. This technique might reinforce
errors during training.
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we can address uncertain instances (likely in low density region, that is, in the border
of clusters) differently from the more confident ones (likely in the most dense region of
clusters).
4.3.1 Gradient boosting
Gradient boosting is a machine learning technique for regression and classification. It
produces a predictive machine in the form of an ensemble of base learners. This algorithm
trains an ensemble in a greedy stage-wise fashion with steepest descent minimisation. It
allows the optimization of an arbitrary differentiable loss function.
Such a framework was originally designed for regression. The current ensemble Zt at
iteration t is a linear combination of base learners z. Each base learner is trained with the
residuals of the direction of the negative gradient rn = −
[
∂L(Zt−1n ,yn)
∂Zt−1n
]
of a loss function
L. The multiplier βt is the result of a line-search βt = argminβ
∑
i L(Z
t−1
n + β
tzn, y)
along the direction of the new base learner. Base learners are added to the ensemble
proportionally to βt, with the rule Ztn = Z
t−1
n + ηβ
tzn, where η is a learning rate to avoid
overfitting. In this sense, at each iteration, gradient boosting finds the steepest descent,
performs a line-search along that direction and includes a base learner that will further
minimise the loss function. Algorithm 2 depicts the original gradient boosting algorithm
for regression.
In multi-class classification, the ensemble outputs posterior class probabilities F =
{Fn}
N
n=1, where Fn = {Fni}
C
i=1 and
∑C
i=1 Fni = 1, which is a transformation of the linear
combination Z, as in Equation 4.3. The residual rn should be transformed into posterior
probabilities y˜n. And the multiplier β
t becomes a vector with a weight associated to each
class. Next Sections will present a version of this method for multi-class classification.
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Algorithm 2 Original gradient boosting for regression.
Input: Training set {(xn, yn)}
N
n=1, number of iterations T and learning rate η.
Output: Predicted targets Zt.
1: Initialise the ensemble with a constant Z0 = 0.
2: for t = 1 to T , n = 1 to N and j = 1 to C do
3: Find residuals of L w.r.t. Zn with rule
rn = −
[
∂L(Zt−1n , yn)
∂Zt−1n
]
4: Fit a base learner zn to rn
5: Compute multiplier βt by solving
βt = argminβ
∑
i
L(Zt−1n + β
tzn, y)
6: Update the ensemble Ztn = Z
t−1
n + ηβ
tzn
7: end for
4.3.2 General architecture and notations
CBoost is an extension of ClusterReg to ensemble learning. Our proposed algorithm
consists of training a combination Z, where Z = {Zn}
N
n=1, and Zn = {Zni}
C
i=1, of multiple
base learners using steepest gradient descent in order to perform predictions in the form
of posterior probabilities Fn. In this method, each new ensemble member contributes to
improving the current ensemble predictions by learning the direction of the functional
gradient that the ensemble is minimising. This algorithm is able to produce a better
decision boundary than a single classifier [Friedman, 2001].
Each new base classifier, denoted as f = {fn}
N
n=1, fn = {fni}
C
i=1 and
∑C
i=1 fni = 1, is
trained with the labels, y˜ = {y˜n}
N
n=1 and y˜n = {y˜ni}
C
i=1, that correspond to the direction
of the steepest descent of the loss function L. The value y˜n is defined in Equation 4.10.
We use the loss function L presented in Section 3.2. Since we are using ClusterReg as the
base learner, the quantity y˜ satisfy
∑C
i=1 y˜ni = 1.
In order to learn unlabelled instances, ClusterReg consider the values y˜ as fixed
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pseudo-labels. That is, these quantities remain the same for all iterations of Cluster-
Reg. Unlike Equation 3.1, where labels change at each iteration, the estimated desired
output un for ClusterReg is fixed throughout the training of a new base learner. A
weighted average of the available yˆn is used to obtain the estimated desired output un,
as in Equation 4.1.
uni =
∑
k∈ν(n) γ(qk,qn)y˜ki∑
k∈ν(n) γ(qk,qn)
, (4.1)
It is important to notice that pseudo-labels are posterior probabilities assigned to
unlabelled instances. Both y˜n and yˆn can be regarded as pseudo-labels for instance
n. The value y˜n is a pseudo-label assigned by the steepest descent optimisation in the
gradient boosting framework, as in Equation 4.10, and is learned by a base classifier with
Equation 4.1. It is used at the base learner level. This values represent the direction
of the negative gradient of the loss function, which the base classifier will learn. In this
Chapter, the quantity yˆn denotes the pseudo-labels of an instance n in the optimisation
at the ensemble level. Such a value is defined in Equation 4.7. It is updated at each
ensemble iteration. At ensemble level, this value is used to compose the estimated desired
output un as in Equation 4.6.
The generated ensemble member fni is guaranteed to be parallel to the functional
gradient, which improves the generalization performance [Friedman, 2001]. That is, fni
is the most highly correlated solution to −
[
∂L
∂Z
]
over the data distribution.
The training of f with the labels y˜ assures that each new base classifier provides the
correct direction for the minimisation of the loss function. The multiplier β = {βi}
C
i=1
weights the importance of f to the ensemble. The weight β is optimised with a linear
search as in Equation 4.4.
The general architecture of CBoost is depicted in Figure 4.4 and its steps are as follows.
1. Extract matrix of posterior probabilities generated by a clustering algorithm.
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2. Pairwise penalty is calculated according to the output of a clustering algorithm.
3. Initialisation procedure assigns the initial pseudo-labels to unlabelled instances ac-
cording to the labels and penalty values associated with each labelled instances of
each cluster.
4. Penalty values are employed to find the nearest neighbours of each instance. The
neighbourhood of a given instance is defined as those instances with the highest
penalty values relative to such an instance.
5. With the initial pseudo-labels, penalty values and nearest neighbours at hand, the
training of the first base classifier is performed, which is regarded as the initial
ensemble. A number of semi-supervised base classifiers are trained with the pseudo-
labels produced by the ensemble algorithm.
6. The ensemble method combines all trained base classifiers to form the current en-
semble predictions and updates the pseudo-labels for the training of a new base
classifier.
We present the details of these steps in the following sections.
4.3.3 Gradient boosting for multi-class classification
Gradient boosting is a general gradient descent framework suitable for minimising a loss
function L(Fn,yn), where Fn denotes posterior class probabilities for instance n gener-
ated by the ensemble. Such a framework demonstrated competitive, highly robust and
straightforward instantiations of gradient boosting for both regression and classification
[Friedman, 2001]. Due to such characteristics, we selected this framework to train the
proposed ensemble method.
Such a procedure starts by assigning a constant to the initial linear combination Z0,
where Zn = {Zni}
C
i=1 is the linear output vector of the ensemble for instance n. At
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Figure 4.4: CBoost’s architecture.
each iteration, pseudo-labels (current residuals) of instance n and class j are assigned
as opposite direction of gradient of the loss function w.r.t. the linear output Ztnj of the
current ensemble, as shown in Equation 4.2. Superscripts indicate iteration number.
rnj = −
[
∂L(Ft−1n ,yn)
∂Zt−1nj
]
. (4.2)
Since such an ensemble is a multi-class classification algorithm, it is appropriate to use
the cross-entropy cost function [Bishop, 2006] and softmax activation function. Then, the
ensemble output F represents posterior class probabilities and Fni is calculated with the
softmax function, as in Equation 4.3.
Fni = F (Zni) = softmax(Zni) =
exp(Zni)∑C
j exp(Znj)
. (4.3)
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A new base learner f is trained with the newly generated pseudo-labels. The base classifier
f is assumed to have the form fni = softmax(zni), where zni is its output for instance n
and class i and the softmax function is used as an output activation function to generate
posterior class probabilities.
Since the ensemble is a weighted sum of all base classifiers, a weight vector βt = {βti}
C
i=1
for the new base learner is calculated as in Equation 4.4.
βt = argminβt
N∑
n
C∑
i
L
(
F
(
Zt−1ni + β
t
i ∗ zni
)
, yni
)
(4.4)
The base classifier is included in the current ensemble following the rule in Equation 4.5,
where η is a learning rate that might reduce overfitting by diminishing the influence of
newly trained base learner on the ensemble.
Ztni = Z
t−1
ni + ηβ
t
izni (4.5)
Several greedy steps of gradient descent are performed until a stopping criterion is met,
for example: a fixed number of iterations T , increase of training or validation error rates.
4.3.4 Multi-class cluster-based loss function
The loss function introduced in Chapter 3 consists of two terms: supervised loss and
cluster regularisation. A loss function measures how predictions and desired output (true
labels) differ. For unlabelled data, however, there are no true labels. In this algorithm, we
assign labels to unlabelled data according to penalty values and neighbourhood defined
through the use of a clustering algorithm. Equation 4.6 denotes the estimated desired
output for an unlabelled instance.
uni =
∑
k∈ν(n) γ(qk,qn)yˆki∑
k∈ν(n) γ(qk,qn)
, (4.6)
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where
yˆki =


yki, if k is labelled
Fki, if k is unlabelled.
(4.7)
The current estimate uni is the probability of class i given instance n. Such estimates are
updated at each ensemble iteration. The posterior Fki is the current ensemble output Zki
transformed into class probabilities [Bishop, 2006]. yˆkj is also known as pseudo-label of
k. ν(n) represents the set of nearest neighbours of n. The penalty γ(qk,qn) is calculated
according to the partition provided by the cluster algorithm. Basically, if instances n and
k are similar (according to the structure of clustering method), a higher penalty will be
assigned to such a pair. Then, uni becomes a weighted average of current pseudo-labels
of the neighbourhood of n, which is more reliable than using yˆkj directly.
We use the loss function defined for ClusterReg in Equation 3.8. Then, Equation 4.8
defines multi-class loss function L(Fn,yn) for CBoost with cross entropy cost function.
L(Fn,yn) = −
C∑
i=1
{
InL
L
yni log (Fni) +
InUλmax(qn)
U
uni log (Fni)
}
, (4.8)
As in ClusterReg, the regularisation term in Equation 4.8 will penalise the classifier if
it assigns different labels to similar instances, as denoted by the product −uni log (Fni).
Thus, if the algorithm assigns different outputs for two similar instances, penalty and loss
will be high, causing high regularisation. On the other hand, if the penalty is low (the
instances are not similar according to the clustering algorithm), the assignment of distinct
labels for a couple of instances will not have a significant impact on training. Therefore,
CBoost also implements the smoothness assumption.
CBoost follows the cluster assumption by using the density information in Q to reg-
ularise the classifier. We add the maximum value of probability vector max(qn) in the
regularisation term of the loss function. The probability max(qn) can be interpreted as
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an estimate of density of the region of n. It weights the importance of n in the training.
With the k-means algorithm, it is important to highlight that max(qn) is not the
unconditional density. In fact, it is the maximum probability of cluster membership.
However, this will distinguish instances by grading their membership to a given cluster.
In this case, such a function is an estimate of the proximity of an instance to a given
cluster, which can be used as an estimate of the difference of density of two points.
The penalty function will regularise the training if the classifier assigns two different
labels to the instance to be learned n and its neighbour k. And the regularisation will
be even higher if n is in a high density region, according to the clustering algorithm.
Therefore, the classifier will avoid generating a decision boundary that divides a cluster.
4.3.5 Multi-class boosting with cluster regularisation
In this section, we present a multi-class gradient descent boosting algorithm with cluster
regularisation.
Unlike original gradient boosting, a base classifier trained with original labels is as-
signed to initial ensemble Z0. As indicated in our preliminary experiments, this initialisa-
tion delivered better results than simply assigning a constant Z0 = 0. Such a base classifier
is trained with labels generated by the initialisation procedure described in Section 4.3.6.
We calculate the gradient of L(Ft−1n ,yn) w.r.t. Z
t−1
nj to obtain the current residuals rnj
for class j that will be used to train a new base classifier f . By performing the training
with such residuals, each base classifier learns the opposite direction of the gradient of L.
Thus, each new base learner directs the training of the ensemble towards a minimum of
L. Such residuals are computed as in Equation 4.9. Obtaining Equation 4.9 is similar to
the derivation of Equation 3.13, thus we omit such steps.
rnj = −
∂L(Ft−1n ,yn)
∂Zt−1nj
= −
InL
L
∗ (F t−1nj − ynj)−
InUλmax(qn)
U
∗ (F t−1nj − unj) (4.9)
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We assume that the input ynj of base classifiers are class probabilities (true labels
are denoted as value one and other classes as zeros in the probability vector). That is,
0 ≤ ynj ≤ 1, i = 1 . . . C and
∑C
j=1 ynj = 1. Therefore, the residuals rnj should be
transformed into the proper target values in probability scale with
y˜nj = softmax(rnj), (4.10)
where the function softmax(rnj) is defined in Equation 4.3. These pseudo-labels y˜ are
used to train a new base learner f .
Since there is no closed form in the line search in Equation 4.4, we use a single Newton-
Raphson step to search for multiplier vector βt = {βtj}
C
j=1 [Friedman, 2001], which is
initially 0, as shown in Equation 4.11.1
βtj = −H
−1 ∗
∂L(Ft−1,y)
∂βtj
, (4.11)
where the gradient of each instance n, with the chain rule, is2
∂L(Ft−1n ,yn)
∂βtj
=
∂L
∂F tni
∗
∂F tni
∂Ztnj
∗
∂Ztnj
∂βtj
.
The first factor on the right-hand side is
∂L
∂F ti
= −
C∑
i=1
{
InL
L
yi
F ti
+
InUλmax(qn)
U
ui
F ti
}
.
The second factor becomes:
∂F ti
∂Ztj
= F ti (δij − F
t
j )
1We suppress the subscript that indicates instance n and iteration number t when the context is clear.
2 We derive βtj w.r.t F
t−1
n since initially β
t
j = 0 and hence F
t
n = F
t−1
n .
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The third factor is
∂Ztj
∂βtj
=
∂
(
Zt−1j + β
t
jzj
)
∂βtj
= zj.
Then, we can write
∂L(Ft−1n ,yn)
∂βtj
= −
C∑
i=1
{
InL
L
yi
F ti
+
InUλmax(qn)
U
ui
F ti
}
∗ F ti (δij − F
t
j ) ∗ zj
= −
InL
L
C∑
i=1
{
yi
F ti
∗ F ti (δij − F
t
j )
}
zj −
InUλmax(qn)
U
C∑
i=1
{
ui
F ti
∗ F ti (δij − F
t
j )
}
zj
= −
InL
L
(
C∑
i=1
yiδij −
C∑
i=1
yiF
t
j
)
zj −
InUλmax(qn)
U
(
C∑
i=1
uiδij −
C∑
i=1
uiF
t
j
)
zj,
since
∑C
i=1 yi = 1 and
∑C
i=1 ui = 1, we have:
∂L(Ft−1n ,yn)
∂βtj
=
InL
L
(
F t−1nj − ynj
)
znj +
InUλmax(qn)
U
(
F t−1nj − unj
)
znj. (4.12)
For the Newton-Raphson method, we also calculate the second derivative ∂
2L
∂βtj∂β
t
k
with the
chain rule, then we have:
∂2L(Ft−1,y)
∂βtj∂β
t
k
=
∂2L
∂βtj∂F
t
j
∗
∂F tj
∂Ztk
∗
∂Ztk
∂βtk
The first factor on the right-hand side is:
∂2L
∂βtj∂F
t
j
=
(
InL
L
+
InUλmax(qn)
U
)
zj,
then, the second factor becomes
∂F tj
∂Ztk
= F tj (δjk − F
t
k).
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And the third factor is
∂Ztk
∂βtk
= zk.
Then, the hessian matrix is H = [Hjk]C×C , where
Hjk =
∂2L(Ft−1,y)
∂βtj∂β
t
k
=
N∑
n=1
(
InL
L
+
InUλmax(qn)
U
)
∗ F t−1nj (δjk − F
t−1
nk ) ∗ znjznk. (4.13)
The ensemble is updated as Equation 4.5 for each class. The optimisation is terminated
according to some stopping criterion, such as an increase of validation error. In order to
produce the posterior class probabilities as the ensemble outputs, we apply Equation 4.3.
The proposed ensemble technique is summarised in Algorithm 3.
4.3.6 Radial Basis Functions Network as base learner and ini-
tialisation procedure
In our proposed method, we use ClusterReg as base learner due to its robustness to over-
lapping classes and presence of few labelled instances in borders of clusters, as demon-
strated in Chapter 3.
As discussed in Section 3.6, we instantiate ClusterReg with RBFN since such net-
works produce high generalisation accuracy and can be efficient and easily adapted to
our method. In fact, the experimental analysis in Section 3.5 confirmed that RBFN was
more efficient and delivered higher predictive accuracy than MLP networks. Therefore, we
employ the training procedure described in Section 3.3 to train ClusterReg with RBFN.
In order to initialise the ensemble, we train the initial base learner exclusively with
the pre-training procedure described in Section 3.2.5. It consists of training the initial
base classifier for number of iterations with the pseudo-labels yˆni delivered by Equation
3.10. During such a training, the pseudo-labels yˆni are fixed.
At early iterations, this technique helps the ensemble algorithm to start with a better
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Algorithm 3 CBoost algorithm.
Input: Training set X = L ∪ U, where L = {(xn,yn)}
L
n=1, U = {xn}
L+U
n=L+1 and N =
L+ U , often U ≫ L.
Output: Posterior class probabilities Ft.
Fit base learner fnj = softmax(znj) to initial labels yˆnj assigned by
yˆnj =
∑
k∈Ψ IkL ∗ P (qn,qk) ∗ ykj∑
k∈Ψ IkL ∗ P (qn,qk)
.
Assign initial ensemble Z0nj = znj and F
0
nj = softmax(Z
0
nj).
for t = 1 to T , n = 1 to N and j = 1 to C do
Update yˆnj using F
t
nj with
yˆkj =
{
ykj, if k is labelled
F tkj, if k is unlabelled.
Update class probabilities for unlabelled instances with
uni =
∑
k∈ν(n) γ(qk,qn)yˆki∑
k∈ν(n) γ(qk,qn)
.
Find residuals of L w.r.t. Znj with rule
rnj = −
InL
L
∗ (F t−1nj − ynj)−
InUλmax(qn)
U
∗ (F t−1nj − unj)
Calculate pseudo-labels y˜nj = softmax(rnj)
Fit semi-supervised base learner fnj = softmax(znj) to y˜nj
Find multiplier βtj using rule
βtj = −H
−1 ∗
[
∂L(Ft−1,y)
∂βtj
]
Update the posterior class probabilities with
Ztnj = Z
t−1
nj + ηβ
t
jznj
F tnj = softmax(Z
t
nj)
end for
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solution for base classifiers, due to more reliable initial pseudo-labels (without such a
procedure, pseudo-labels would represent equal probabilities to all classes). As expected,
our preliminary experiments showed that such a procedure improves generalisation ability.
4.4 Experimental studies
In this Section, we perform experiments with two settings: transductive and inductive.
We show the selection of parameters and present results with artificial and real-world
datasets.
4.4.1 Methods and parameter tuning
In order to tune the parameters of the methods in our experiments, we performed grid
search with predefined parameter combinations using 10-fold cross-validation and the best
result is reported.
Since MCSSB [Valizadegan et al., 2008] uses all three SSL assumptions, we expect
CBoost to outperform MCSSB only on datasets where the cluster assumption holds, that
is, a meaningful cluster structure is, in fact, present in the data. MCSSB would deliver
better results on datasets where there is either an unclear or no cluster structure. As its
base classifier, we chose SVM, since it delivered the best results in our preliminary exper-
iments. We fixed the parameter1 C = 10000. The percentage of the range of distances
used for kernel construction was searched in σ ∈ {0.01, 0.05, 0.1, 0.15, 0.2, 0.25, 0.5, 0.8, 1}.
We set sample size s ∈ {0.1, 0.5, 0.8, 1}. The number of base learners was 20 and 50. All
the parameter combinations were tested and the best result for each dataset is reported.
For RegBoost [Chen and Wang, 2011], the number of iterations was searched with
20 and 50. The number of neighbours was search in {3, 4, 5, 6}. The resampling rate in
the first iteration was set to 0.1. And the resampling rate in the rest of iterations was
1As demonstrated in [Valizadegan et al., 2008] and confirmed by our preliminary experiments, this
value should be set to 10000. Lower and higher values did not improve the performance.
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searched in {0.1, 0.25, 0.5}. Following the recommendation in Chen and Wang [2011] and
our preliminary experiments, we chose SVM as its base classifier.
Besides MCSSB and RegBoost, we compare the proposed CBoost algorithm (denoted
as CBoost-Semi) to ClusterReg instantiated with RBFN and CBoost with a supervised
RBFN as base learner (referred as CBoost-Sup). The remainder of this Section will
describe the parameters of CBoost-Semi. ClusterReg uses the same parameter setting as
the base classifiers of CBoost-Semi. We also use the same parameter values for CBoost-
Sup, except for the absence of semi-supervised parameters for its base learner: λ, κ, K,
V and clustering algorithm.
In CBoost, λ is the regularisation parameter in the algorithm. For ensemble level, we
perform a grid search in {0.2, 0.4, 0.6, 0.8, 1}, as we do not know in advance whether a
meaningful cluster structure is, in fact, present in the dataset. We suggest setting this
value between 0 and 1 since different values might degrade generalisation performance.
In order to provide diversity to the ensemble, λ is uniformly drawn from [0.2, 1] for each
base classifier.1
As in ClusterReg, the number of neighbours V should be set to 30 for the datasets
used in this work. With 30 neighbours, CBoost is likely to perform a comprehensive and
reliable search within the neighbourhood of an instance in datasets with less than 1500
instances. CBoost may not capture the correct local label structure with a smaller number
of neighbours. For datasets with more than 1500 instances, we can set V to around 2%
of the number of instances.
We employed Self-Tuning Spectral Clustering (STSC) [Manor and Perona, 2004] to
generate the partition used in cluster-based regularisation, as such a method is able to
find clusters with arbitrary shapes. We also recommend the use of STSC as the clus-
tering algorithm for CBoost. For transductive settings we also employed k-means [Xu
1Assigning same λ for all base classifiers did not improve generalisation error according to our prelim-
inary experiments.
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and Wunsch, 2005] algorithm1 and performed cross-validation to choose between both
algorithms.
The parameter K should be set to, at least, the number of classes. We also tried
larger number of clusters (multiples of the number of classes). In the case where class
structure is not captured by the clustering algorithm, we can increase the number of
clusters, so that one class is composed of multiple clusters. The algorithm will avoid
traversing these clusters and may generate a decision boundary that does not divide such
a class. We performed a grid search with {1, 2, 3, 4} times the number of classes for both
experimental settings.
We set κ to 5 throughout all experiments (value in the middle of the range suggested
for ClusterReg). Further tuning of this parameter might lead to better results.
For ClusterReg, the centres of RBFN coincide with the instances of the entire dataset.
Except when the number of instances are larger than 1000, in that case we randomly
select 100 instances to be assigned to the centres. Our preliminary experiments showed
that assigning different centre widths to each base classifier delivered better results than
using a single value to all base learners. Such a fact is expected since the centre widths
have a great impact on RBFN predictive ability and it is important to possess a certain
degree of diversity. Thus, centre widths of RBFN are uniformly drawn from between 20%
and 80% of the median of all pairwise Euclidean distances between instances. The weight
regularisation parameter α is uniformly drawn from [0.2, 0.5] and λ is uniformly drawn
from [0.2, 1] for each base classifier.2
We fixed the number of base classifiers to 20, η was fixed to 0.5 and the number of
IRLS iterations for RBFN was set to 50 (further optimisation on these values can improve
results). The remaining parameters for ClusterReg (K and the clustering algorithm) are
equal to the respective parameters of the ensemble algorithm. In Table 4.1, we summarise
1K-means generates hyperspherical clusters [Xu and Wunsch, 2005].
2Ranges for λ, α and centre widths were empirically tested in our preliminary experiments.
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Tuned parameters of CBoost
Clustering algorithm
(algorithms used to
produce matrix Q)
K-means and STSC
λ (controls the
amount of regularisa-
tion)
Grid search in
{0.2, 0.4, 0.6, 0.8, 1}
K (number of clus-
ters)
Grid search with
{1, 2, 3, 4} times the
number of classes
Table 4.1: Summary of tuned parameters for CBoost.
the parameters that are tuned in CBoost.
4.4.2 Transductive setting
Firstly, we aim to establish the advantages of ensemble learning over single classifiers.
Secondly, we assess the impact of employing semi-supervised base learners in a semi-
supervised ensemble. In this section, we compare CBoost-Semi to ClusterReg and CBoost-
Sup based on transductive learning.
In the transductive setting, test instances are regarded as unlabelled data and the
generalisation error is the training error on unlabelled data. We use the datasets and the
setting described in Section 3.5.2 and summarised in Table 3.2 to evaluate CBoost-Semi
and CBoost-Sup.
Tables 4.2 and 4.3 present the generalisation errors with 10 and 100 labelled instances,
respectively. We compare CBoost-Sup, CBoost-Semi with the algorithms described in
Section 3.5.2. Such algorithms are grouped according to their assumptions: manifold-
based, cluster-based, ensemble and methods with multiple assumptions. All results shown
in Tables 3.3 and 3.4 were reported in Chapelle et al. [2006, Chapter 21], except for
AdaBoost, ASSEMBLE and RegBoost, which were produced in Chen and Wang [2011].
The results of SAMME, ClusterReg-MLP and ClusterReg-RBFN were obtained in our
experiments.
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In order to analyse the improvement of CBoost-Semi when compared to ClusterReg
and CBoost-Sup, Figure 4.4 presents box plots of the generalisation performance of such
algorithms.
Algorithm g241c g241d Digit1 USPS COIL BCI Text
Manifold-based algorithms
1NN 44.05 43.22 23.47 19.82 65.91 48.74 39.44
MVU+1NN 48.68 47.28 11.92 14.88 65.72 50.24 39.40
LEM+1NN 47.47 45.34 12.04 19.14 67.96 49.94 40.48
QC+CMN 39.96 46.55 9.80 13.61 59.63 50.36 40.79
Discrete Reg. 49.59 49.05 12.64 16.07 63.38 49.51 40.37
SGT 22.76 18.64 8.92 25.36 n/a 49.59 29.02
Laplacian RLS 43.95 45.68 5.44 18.99 54.54 48.97 33.68
CHM (normed) 39.03 43.01 14.86 20.53 n/a 46.90 n/a
Cluster-based algorithms
SVM 47.32 46.66 30.60 20.03 68.36 49.85 45.37
TSVM 24.71 50.08 17.77 25.20 67.50 49.15 31.21
Cluster-Kernel 48.28 42.05 18.73 19.41 67.32 48.31 42.72
Data-Rep. Reg. 41.25 45.89 12.49 17.96 63.65 50.21 n/a
LDS 28.85 50.63 15.63 15.57 61.90 49.27 27.15
ClusterReg (MLP) 16.90 40.82 12.06 19.42 65.51 45.36 40.48
ClusterReg (RBFN) 26.94 27.95 10.64 19.98 69.13 49.19 40.48
Ensembles and multiple-assumptions algorithms
AdaBoost 40.12 43.05 28.92 25.57 71.16 47.08 47.42
SAMME 50.09 50.07 50.07 19.98 70.25 50.30 n/a
ASSEMBLE 40.62 44.41 23.49 21.77 65.49 48.96 49.13
RegBoost 38.22 42.90 17.94 17.41 65.39 46.73 34.96
CBoost-Sup 44.65 45.76 15.64 19.98 77.61 47.37 44.49
CBoost-Semi 22.76 23.07 14.72 19.98 64.33 48.50 43.77
Table 4.2: Average of errors (%) of runs with 12 subsets of 10 labelled instances. For
all algorithms, the test sets are fixed. The table reports only the mean of the results,
as in Chapelle et al. [2006, Chapter 21]. All results shown in Tables 3.3 and 3.4 were
reported in Chapelle et al. [2006, Chapter 21], except for AdaBoost, ASSEMBLE and
RegBoost, which were produced in Chen and Wang [2011]. The results of SAMME,
ClusterReg-MLP and ClusterReg-RBFN were obtained in our experiments. Bold face
denotes the best result among each group of algorithms. And n/a denotes the absent
results in Chapelle et al. [2006, Chapter 21].
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Algorithm g241c g241d Digit1 USPS COIL BCI Text
Manifold-based algorithms
1NN 40.28 37.49 6.12 7.64 23.27 44.83 30.77
MVU+1NN 44.05 43.21 3.99 6.09 32.27 47.42 30.74
LEM+1NN 42.14 39.43 2.52 6.09 36.49 48.64 30.92
QC+CMN 22.05 28.20 3.15 6.36 10.03 46.22 25.71
Discrete Reg. 43.65 41.65 2.77 4.68 9.61 47.67 24.00
SGT 17.41 9.11 2.61 6.80 n/a 45.03 23.09
Laplacian RLS 24.36 26.46 2.92 4.68 11.92 31.36 23.57
CHM (normed) 24.82 25.67 3.79 7.65 n/a 36.03 n/a
Cluster-based algorithms
SVM 23.11 24.64 5.53 9.75 22.93 34.31 26.45
TSVM 18.46 22.42 6.15 9.77 25.80 33.25 24.52
Cluster-Kernel 13.49 4.95 3.79 9.68 21.99 35.17 24.38
Data-Rep. Reg. 20.31 32.82 2.44 5.10 11.46 47.47 n/a
LDS 18.04 28.74 3.46 4.96 13.72 43.97 23.15
ClusterReg (MLP) 13.38 4.36 3.45 5.25 24.73 33.92 32.09
ClusterReg (RBFN) 19.54 17.07 7.20 16.53 36.35 48.11 32.09
Ensembles and multiple-assumptions algorithms
AdaBoost 24.82 26.97 9.09 9.68 22.96 24.02 26.31
SAMME 36.75 38.70 19.55 16.94 53.79 41.64 n/a
ASSEMBLE 27.19 27.42 6.71 8.12 21.84 28.75 27.77
RegBoost 20.54 23.56 4.58 6.31 21.78 23.69 23.25
CBoost-Sup 20.92 28.35 4.87 8.78 63.78 40.25 30.76
CBoost-Semi 12.71 6.99 4.34 7.20 30.67 38.83 25.58
Table 4.3: Average of errors (%) of runs with 12 subsets of 100 labelled instances. For
all algorithms, the test sets are fixed. The table reports only the mean of the results,
as in Chapelle et al. [2006, Chapter 21]. All results shown in Tables 3.3 and 3.4 were
reported in Chapelle et al. [2006, Chapter 21], except for AdaBoost, ASSEMBLE and
RegBoost, which were produced in Chen and Wang [2011]. The results of SAMME,
ClusterReg-MLP and ClusterReg-RBFN were obtained in our experiments. Bold face
denotes the best result among each group of algorithms. And n/a denotes the absent
results in Chapelle et al. [2006, Chapter 21].
4.4.3 Inductive setting
Inductive learning is the scenario where algorithms can predict the label of unseen in-
stances. We use this setting to evaluate CBoost along with other existing algorithms,
namely, MCSSB and RegBoost. We employ the datasets summarised in Table 3.5 and
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the setting described in Section 3.5.3.
It is not possible do not know in advance the true class structure and the corresponding
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Figure 4.4: Boxplot of test errors (%) of ClusterReg, CBoost-Sup and CBoost-Semi.
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SSL assumption that these real-world datasets possess. The success of a classifier will
depend on the right matching between their assumptions and the actual class structure
present in the data [Chapelle et al., 2006]. Ensemble-based algorithms with multiple
assumptions may deliver higher average performance throughout various datasets [Chen
and Wang, 2011], that is, such methods are more likely to deliver better predictions than
a specialist algorithm that implements the wrong assumption for a given dataset.
In this sense, we compare CBoost-Semi to algorithms with two ensemble classifiers
that work on three SSL assumptions – MCSSB and RegBoost. We also employ the
base classifier used in CBoost, ClusterReg with RBFN, in this experiment to assess the
improvement in generalisation ability over a single classifier. And, finally, we compare
the proposed method to a similar ensemble with supervised base learners in order to
investigate the difference in performance of supervised and semi-supervised base classifiers.
Tables 4.4, 4.5 and 4.6 show the mean and standard deviation of the generalisation
error of all algorithms for all datasets with 5%, 10% and 20% of labelled data, respectively.
We employ a pairwise t-test with 95% of significance level to compare the algorithms to
CBoost-Sup. Symbols •/◦ indicate whether CBoost-Semi is statistically superior/inferior
and Win/Tie/Loss denotes the number of datasets where CBoost-Semi is significantly
superior/comparable/inferior to the compared algorithm.
4.4.4 Computational time
We compare the computational time of CBoost-Semi to a single classifier ClusterReg and
to CBoost-Sup. In Figure 4.4, we plot the CPU time of each algorithm across 5%, 10%
and 20% of labelled data of each dataset. We report the average time and its standard
deviation of the 10-fold cross-validation executions that delivered the error rates shown
in Tables 4.4, 4.5 and 4.6.
The CPU time was measured in an Intel Core 2 Quad CPU Q8200 with 2 gigabytes
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Datasets MCSSB RegBoost ClusterReg CBoost-Sup CBoost-Semi
Australian credit 44.52 ± 4.87 • 18.15 ± 3.74 41.88 ± 17.14 • 21.47 ± 3.47 • 18.67 ± 1.27
Balance scale 26.06 ± 5.58 • 57.30 ± 11.24 • 9.82 ± 1.90 ◦ 23.07 ± 8.41 • 15.98 ± 4.93
Bupa 38.91 ± 10.85 47.45 ± 10.83 • 30.50 ± 2.21 ◦ 49.58 ± 9.77 • 38.90 ± 4.90
Contraceptive 57.07 ± 4.59 • 67.76 ± 8.20 • 49.85 ± 1.27 ◦ 49.38 ± 4.02 ◦ 52.74 ± 2.84
Dermatology 11.12 ± 5.82 • 58.24 ± 5.63 • 23.39 ± 7.44 • 19.80 ± 4.87 • 5.34 ± 5.31
Ecoli 18.66 ± 5.96 • 37.62 ± 6.83 • 16.54 ± 4.74 • 14.59 ± 4.25 • 11.68 ± 2.81
German credit 31.46 ± 5.59 52.62 ± 21.26 • 23.27 ± 1.91 ◦ 21.25 ± 1.73 ◦ 29.03 ± 2.61
Glass 60.31 ± 10.60 • 77.53 ± 17.87 • 58.40 ± 9.29 • 38.96 ± 12.01 36.31 ± 10.36
Haberman 33.15 ± 11.00 31.53 ± 17.19 16.91 ± 3.06 • 28.00 ± 6.03 29.09 ± 2.71
Heart cleveland 47.34 ± 15.06 61.06 ± 7.89 • 40.85 ± 3.53 ◦ 39.75 ± 5.14 ◦ 53.42 ± 3.79
Horse colic 30.38 ± 10.08 • 48.44 ± 19.57 • 31.06 ± 5.61 • 25.87 ± 6.27 26.23 ± 6.17
House votes 61.57 ± 7.24 • 56.10 ± 12.64 • 7.81 ± 3.06 10.73 ± 3.69 • 7.84 ± 2.30
Ionosphere 35.64 ± 12.78 • 50.55 ± 19.80 • 12.97 ± 2.51 9.05 ± 2.04 13.35 ± 7.78
Mammographic masses 46.34 ± 4.80 • 25.42 ± 4.94 • 12.73 ± 3.19 14.91 ± 1.34 15.24 ± 3.36
Pima indians diabetes 34.82 ± 4.62 • 34.21 ± 7.51 • 27.05 ± 1.96 • 32.81 ± 4.21 • 29.66 ± 2.86
SPECT 79.51 ± 10.71 • 31.99 ± 4.27 • 11.09 ± 1.78 10.69 ± 2.74 11.08 ± 3.12
Vehicle silhouettes 49.47 ± 6.09 • 69.71 ± 5.89 • 52.11 ± 5.51 • 45.60 ± 3.18 • 35.33 ± 5.59
Transfusion 23.88 ± 6.03 • 34.59 ± 23.03 19.65 ± 6.21 ◦ 22.80 ± 6.15 ◦ 29.46 ± 5.48
WDBC 37.25 ± 5.37 • 18.93 ± 5.67 • 8.69 ± 1.17 • 7.02 ± 1.86 6.86 ± 2.68
Yeast 56.58 ± 3.03 • 68.63 ± 3.68 • 53.35 ± 2.12 • 53.06 ± 1.76 • 48.78 ± 0.99
Win/Tie/Loss 16/4/0 17/3/0 10/4/6 9/7/4 –
Table 4.4: Mean and standard deviation (%) of 10-fold cross-validation error with 5%
of labelled data. •/◦ indicates whether CBoost-Semi is statistically superior/inferior
to the compared method, according to pairwise t-test at 95% of significance level.
Win/Tie/Loss denotes the number of datasets where CBoost-Semi is significantly su-
perior/comparable/inferior to the compared algorithm.
Datasets MCSSB RegBoost ClusterReg CBoost-Sup CBoost-Semi
Australian credit 44.58 ± 6.90 • 13.38 ± 2.54 ◦ 12.76 ± 1.46 ◦ 19.96 ± 2.67 • 16.18 ± 2.73
Balance scale 23.40 ± 5.29 • 46.80 ± 9.48 • 5.47 ± 2.69 9.38 ± 5.18 • 4.45 ± 1.72
Bupa 43.64 ± 9.92 • 47.11 ± 12.00 • 33.22 ± 2.43 • 26.80 ± 3.20 • 23.55 ± 4.31
Contraceptive 53.35 ± 3.51 • 61.00 ± 4.59 • 45.71 ± 1.91 45.37 ± 2.97 46.65 ± 1.80
Dermatology 9.97 ± 6.31 • 69.25 ± 5.95 • 20.12 ± 6.85 • 5.49 ± 4.84 • 1.26 ± 1.64
Ecoli 18.59 ± 6.63 35.11 ± 7.51 • 18.90 ± 5.93 25.98 ± 4.51 • 19.17 ± 4.57
German credit 32.35 ± 5.22 • 48.28 ± 16.27 • 22.55 ± 1.54 22.02 ± 2.36 22.83 ± 3.67
Glass 52.54 ± 11.18 • 67.30 ± 12.24 • 43.09 ± 9.44 • 19.01 ± 7.31 19.54 ± 4.36
Haberman 42.59 ± 10.20 • 29.91 ± 10.65 22.64 ± 5.44 ◦ 28.79 ± 4.67 ◦ 34.62 ± 5.88
Heart cleveland 52.73 ± 11.12 72.12 ± 12.89 37.81 ± 2.34 • 48.21 ± 8.02 48.32 ± 3.71
Horse colic 25.35 ± 9.32 57.12 ± 18.39 • 30.10 ± 6.89 • 23.45 ± 5.23 22.52 ± 5.19
House votes 61.35 ± 8.08 • 58.12 ± 11.63 • 11.76 ± 1.24 • 4.86 ± 1.93 • 1.78 ± 1.23
Ionosphere 35.90 ± 6.75 • 44.85 ± 15.40 • 10.48 ± 2.08 • 6.41 ± 4.06 8.27 ± 2.20
Mammographic masses 46.21 ± 6.15 • 21.11 ± 2.72 12.26 ± 1.50 ◦ 14.49 ± 2.14 ◦ 23.02 ± 4.94
Pima indians diabetes 34.84 ± 6.50 • 32.75 ± 5.10 • 27.90 ± 2.30 26.49 ± 2.74 28.39 ± 3.34
SPECT 79.60 ± 8.61 • 49.55 ± 32.36 • 15.45 ± 1.49 • 12.12 ± 1.06 11.70 ± 1.58
Vehicle silhouettes 43.46 ± 7.23 • 74.44 ± 2.74 • 55.63 ± 3.75 • 49.38 ± 3.32 • 37.90 ± 2.31
Transfusion 23.79 ± 6.93 35.07 ± 7.15 15.87 ± 1.94 ◦ 19.98 ± 4.38 26.77 ± 16.47
WDBC 37.37 ± 7.19 • 13.86 ± 6.47 • 2.77 ± 1.49 ◦ 5.12 ± 1.99 5.31 ± 2.05
Yeast 53.90 ± 3.70 • 68.63 ± 2.94 • 52.09 ± 3.50 • 50.26 ± 0.98 • 47.57 ± 1.66
Win/Tie/Loss 16/4/0 15/4/1 10/5/5 8/10/2 –
Table 4.5: Mean and standard deviation (%) of 10-fold cross-validation error with 10%
of labelled data. •/◦ indicates whether CBoost-Semi is statistically superior/inferior
to the compared method, according to pairwise t-test at 95% of significance level.
Win/Tie/Loss denotes the number of datasets where CBoost-Semi is significantly su-
perior/comparable/inferior to the compared algorithm.
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Datasets MCSSB RegBoost ClusterReg CBoost-Sup CBoost-Semi
Australian credit 44.34 ± 7.04 • 17.37 ± 5.21 16.14 ± 3.12 18.35 ± 3.03 • 15.82 ± 3.44
Balance scale 23.85 ± 8.12 • 55.06 ± 5.23 • 3.45 ± 1.08 2.21 ± 1.84 2.62 ± 2.45
Bupa 38.25 ± 10.96 • 52.16 ± 11.77 • 20.41 ± 5.00 20.24 ± 6.20 21.22 ± 4.65
Contraceptive 54.15 ± 6.38 • 57.22 ± 6.41 • 45.80 ± 3.09 • 48.45 ± 6.44 • 43.52 ± 2.12
Dermatology 6.52 ± 3.99 59.61 ± 8.20 • 14.71 ± 4.92 • 3.54 ± 3.00 4.13 ± 2.24
Ecoli 17.59 ± 7.73 37.52 ± 13.14 • 18.37 ± 3.34 • 12.64 ± 4.19 12.93 ± 7.42
German credit 33.83 ± 6.82 • 37.56 ± 16.99 • 23.90 ± 2.73 • 20.92 ± 3.18 19.73 ± 2.34
Glass 61.69 ± 12.82 • 67.06 ± 9.44 • 19.42 ± 6.93 18.84 ± 6.88 20.32 ± 7.66
Haberman 32.57 ± 9.23 • 25.95 ± 7.57 17.47 ± 5.46 ◦ 24.31 ± 6.08 25.60 ± 7.41
Heart cleveland 52.30 ± 12.83 • 56.29 ± 16.76 • 41.09 ± 6.02 42.66 ± 5.73 39.83 ± 5.19
Horse colic 40.87 ± 10.84 • 47.22 ± 14.98 • 37.05 ± 3.09 • 29.11 ± 4.99 29.12 ± 5.04
House votes 61.29 ± 7.43 • 50.04 ± 10.84 • 6.87 ± 2.88 • 9.68 ± 5.17 • 3.11 ± 1.99
Ionosphere 36.03 ± 10.85 • 38.46 ± 13.65 • 8.59 ± 1.78 8.27 ± 1.85 8.59 ± 1.78
Mammographic masses 46.45 ± 4.85 • 46.73 ± 5.50 • 10.52 ± 1.72 9.61 ± 1.80 10.36 ± 2.33
Pima indians diabetes 34.88 ± 7.24 • 31.74 ± 5.47 • 22.98 ± 3.42 ◦ 24.06 ± 3.63 ◦ 26.55 ± 2.69
SPECT 79.53 ± 5.20 • 30.85 ± 12.03 • 8.07 ± 2.53 8.07 ± 2.53 8.23 ± 4.06
Vehicle silhouettes 33.47 ± 4.32 72.05 ± 5.28 • 50.83 ± 5.46 • 37.02 ± 4.43 34.26 ± 4.72
Transfusion 23.78 ± 5.44 26.61 ± 4.43 • 16.63 ± 2.24 ◦ 18.44 ± 2.32 20.81 ± 3.69
WDBC 37.28 ± 6.42 • 28.99 ± 5.33 • 1.32 ± 1.14 2.41 ± 1.65 1.97 ± 1.28
Yeast 52.47 ± 4.27 • 68.65 ± 2.65 • 51.35 ± 2.79 • 49.54 ± 2.95 • 46.57 ± 2.61
Win/Tie/Loss 16/4/0 18/2/0 8/9/3 4/15/1 –
Table 4.6: Mean and standard deviation (%) of 10-fold cross-validation error with 20%
of labelled data. •/◦ indicates whether CBoost-Semi is statistically superior/inferior
to the compared method, according to pairwise t-test at 95% of significance level.
Win/Tie/Loss denotes the number of datasets where CBoost-Semi is significantly su-
perior/comparable/inferior to the compared algorithm.
of memory. All algorithms were implemented in Matlab. The implementations of CBoost
and ClusterReg can be further optimised.
4.5 Discussions
In the transductive setting (Tables 4.2 and 4.3), CBoost-Semi was superior to existing
methods with 10 and 100 labelled instances, when the cluster assumption holds (as in
g241c). Such performance is expected since CBoost-Semi improves the use of the cluster
structure and it is robust to the few labelled instances available to generate a suitable
decision boundary. Moreover, the proposed ensemble was superior to existing ensemble
methods, which indicated that, in contrast to other ensembles, CBoost-Semi was able to
overcome incorrect pseudo-labels during training.
When the cluster structure is misleading (as in g241d), CBoost-Semi could still produce
superior generalisation than all other methods with 10 labelled instances. Such a fact
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might indicate that, in the absence of a clear cluster structure, CBoost-Semi was able to
learn from the few labelled instances more effectively than other algorithms. With 100
labelled instances, CBoost-Semi obtained superior generalisation than all other methods,
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Figure 4.4: Plots of mean and standard deviation of the computational time of 10-fold
cross-validation executions for 5%, 10% and 20% of labelled data.
except for Cluster-Kernel. Such performance demonstrates that the loss function and
training algorithm of CBoost-Semi was suitable for cases where labelled data should have
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a greater impact on the generation of decision boundaries.
As expected, manifold-based algorithms delivered highest generalisation for datasets
where the manifold assumption holds (Digit1 and USPS) with 10 and 100 labelled points.
Despite the unmatched assumptions, our proposed method obtained superior generalisa-
tion ability when compared with cluster-based and ensemble methods for Digit1. Such a
fact also indicates that CBoost-Semi was able to use labelled instances more effectively
in misleading datasets. Additionally, CBoost-Semi produced comparable accuracy among
algorithms with the cluster assumption and multiple assumptions for USPS.
The performance of manifold-based algorithms in COIL with 10 and 100 labelled
instances indicates that there is a manifold underlying the data, which also explains the
results for methods with the cluster assumption. RegBoost delivered superior performance
for BCI. Since RegBoost implements both cluster and manifold assumptions, this result
suggests that such a dataset possesses both cluster and manifold structures [Chen and
Wang, 2011]. For Text with 100 labelled instances, CBoost-Semi obtained comparable
results to ensemble methods, however, with 10 labelled points, the proposed classifier
could not produce a suitable decision boundary. A fine tuning of its parameters might
improve the generalisation.
In order to evaluate the impact of the proposed ensemble algorithm and the use of semi-
supervised base learners, Figure 4.4 shows the generalisation of CBoost-Sup, CBoost-Semi
and their base classifier, ClusterReg.
CBoost-Semi was significantly superior when compared to ClusterReg for most da-
tasets, especially g241d and COIL, where there is no useful cluster structure. In the
presence of meaningful cluster structures, CBoost-Semi also delivered better predictive
accuracy. These facts demonstrated the usefulness of our proposed ensemble technique
in overcoming errors of individual classifier by training new base classifiers with the gra-
dient direction of the current ensemble (residual errors represent the gradient of the loss
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function). Such an ensemble technique produced better predictions regardless the SSL as-
sumptions (both CBoost and ClusterReg implement cluster and smoothness assumptions
in a similar manner). Such an improvement was also verified in real-world datasets.
Intuitively, when cluster structure is misleading or absent, it is common that classi-
fiers with the cluster assumption generate sub-optimal1 decision boundaries. Then, their
performance will strongly depend on labelled data. In such a case, we expected CBoost-
Sup to perform better than CBoost-Semi, since the use of yet another semi-supervised
classifier in the framework may twist a potentially good decision boundary generated by
the supervised term of the algorithm. This was the case for USPS dataset with 10 labels
and Digit1 with both amounts of labels. However, for g241d with 10 and 100 labels and
USPS with 100 labels, CBoost-Semi was superior. This fact indicates that, since the im-
pact of unlabelled data on semi-supervised base classifier (ClusterReg) is weighted by λ,
CBoost-Semi was not as affected as CBoost-Sup, where supervised base classifiers exactly
learned all incorrect pseudo-labels provided. For g241c (where cluster assumption holds)
and COIL, CBoost-Semi was superior, which denote that ClusterReg was more suitable
as base learner than supervised classifier.
In the inductive setting, when compared to ClusterReg, CBoost-Semi was significantly
superior in most datasets with 5%, 10% and 20% of labelled data. Except for Australian
Credit dataset, where boosting might have degraded the decision boundary generated
by its base learner. These results might denote that ensemble learning, as in supervised
learning, could improve performance over single classifier in SSC.
Regarding MCCSB and RegBoost, which implement all mentioned SSC assumptions,
CBoost-Semi yielded better predictive accuracy for most problems. MCSSB and RegBoost
relied on pseudo-labels based on the current ensemble predictions. If current predictions
had been incorrect, the supervised base learner would have reinforced such errors on
1When the employed SSL assumption does not match the actual structure in the data, predictions
made by semi-supervised algorithms may be less accurate than predictions from fully supervised methods.
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the ensemble. And both methods attempted to find the largest margin between classes.
Thus, the results of the inductive setting indicate that such algorithms were sensitive to
overlapping classes and to the position of labelled data in high-density regions. Moreover,
RegBoost seemed to be affected by the number of classes: for all multi-class problems, it
was less accurate than MCSSB, which was designed for multi-class classification.
In contrast, CBoost-Semi was robust to overlapping classes and to the position of few
labelled instances in a given cluster, when the cluster assumption held, due to the use
of ClusterReg. Additionally, the proposed method was specifically designed for multi-
class classification. And both ensemble boosting algorithm and base classifiers optimise
a semi-supervised function, so that base classifiers also consider the neighbourhood of an
instance when learning its pseudo-label. These characteristics allowed base learners to
overcome possible errors in pseudo-labels, as indicated by the inductive setting.
The exception was for the Australian Credit dataset with 10% and BUPA with 5%,
where RegBoost and MCSSB obtained superior performance, respectively. In such par-
ticular cases, Australian Credit and BUPA datasets might possess a manifold structure
that favours algorithms that implement the manifold assumption.
CBoost-Semi was also significantly superior to CBoost-Sup in most datasets. It is
important to notice that, with 5% and 10% of labelled data, CBoost-Semi obtained a
larger number of dataset where it delivered statistically better performance than CBoost-
Sup. This fact indicates that using semi-supervised base classifiers improved predictive
accuracy when there were very few labelled points. When the proportion of labelled
point increased, the difference between these approaches seemed to decrease (as observed
in Vehicle Silhouettes dataset). With 20% of labelled data, CBoost-Semi delivered bet-
ter generalisation in four cases and was not inferior in any dataset. These results con-
firmed that employing ClusterReg as base learner improves the predictive performance of
a cluster-based semi-supervised ensemble.
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As we can notice, the use of unlabelled data had a great impact on the effectiveness
of semi-supervised algorithms. Particularly for ensemble techniques, an important issue
arises: at what level of an ensemble one should consider using unlabelled instances. In
order to answer such a question, we proposed CBoost-Semi, a semi-supervised ensem-
ble classifier that employs unlabelled data at both levels. And we compared its perfor-
mance with CBoost-Sup, a similar ensemble technique that uses supervised base classifier.
CBoost-Semi and CBoost-Sup share their loss function and boosting algorithm, so that
we have a precise measure of the impact of using unlabelled data at both levels. In fact,
our experiments confirmed the difference of performance of these two approaches.
Besides answering such a question, we also used ClusterReg in our analysis to verify the
improvements in prediction accuracy of an ensemble over a single classifier. Additionally,
we compared CBoost to existing ensemble methods in the literature. Our experiments
validated the advantages of CBoost in several real-world datasets.
CBoost presented the following contributions: (i) a study of the impact of semi-
supervised base learner in a semi-supervised ensemble; (ii) a cluster-based ensemble that
shows robustness to overlapping classes and to the position of labelled instances in a
cluster; (iii) an effective extension of ClusterReg to ensemble learning.
If either the dataset does not present a meaningful cluster structure or such a structure
is misleading, the performance of CBoost might degrade. As expected, in our computa-
tional time analysis (depicted in Figure 4.4), we verified that the cost of obtaining high
quality predictions, through the use of ensemble technique, is the increase of compu-
tational time. In all cases, ClusterReg was the fastest method. And, as anticipated,
since CBoost-Semi uses semi-supervised base learners, which incurs the consideration of
neighbourhoods, it requires more computational time than CBoost-Sup. In this case,
computational time is the trade-off for better generalisation performance.
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4.6 Conclusions
In this Chapter, we addressed the research question raised in Section 1.5.2. We introduced
a robust multi-class ensemble, based on ClusterReg, in order to evaluate the impact of
unlabelled data in ensemble design. According to our experimental analysis, we con-
cluded that the use of semi-supervised base classifiers (ClusterReg) is beneficial to the
generalisation ability of the ensemble.
In particular, we proposed a new multi-class semi-supervised classifier, CBoost, which
extends ClusterReg algorithm by employing gradient boosting to improve ClusterReg’s
predictive accuracy. CBoost inherits ClusterReg’s robustness to overlapping classes and to
the position of few labelled instances in a given cluster when the cluster assumption holds.
The proposed method is especially designed for multi-class problems, avoiding depending
on decomposition techniques. And it uses a powerful semi-supervised base learner –
ClusterReg instantiated with RBFN. Such a base classifier considers the neighbourhood
of an instance when learning its pseudo-label. This approach leads to a more robust
ensemble, since base learners may be able to overcome possible incorrect pseudo-labels.
Two experimental settings were investigated: transductive and inductive scenarios.
Both confirmed the usefulness of extending ClusterReg to ensemble learning and the im-
pact of using semi-supervised base learners. Our analysis demonstrated the improvement
in performance of CBoost over single ClusterReg, CBoost with supervised base learners
and other state-of-the-art methods, when the cluster assumption holds. Results were
particularly encouraging for multi-class datasets.
As highlighted in Section 4.5, CBoost-Semi presented a higher computational time
when compared to CBoost-Sup, due to the more time consuming training of semi-super-
vised base learners. In SSC, we often have large-scale datasets due to abundant unlabelled
data. In the next Chapter, we investigate techniques that improve both time and memory
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efficiencies of the proposed ensemble method, so that cluster-based SSC can be performed
in large datasets.
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CHAPTER 5
Efficient Boosting for Semi-supervised Classification
In this Chapter, we follow the motivation described in Section 1.5.3 and propose an
efficient boosting algorithm for multi-class SSC. Such a method improves the time and
memory complexities of CBoost, so that SSC can be performed in large-scale datasets.1
Due to a large number of available unlabelled data, a semi-supervised training set
can often have tens of thousands of instances. Therefore, the learning algorithms must
be able to handle such large datasets. Recently, various ensemble algorithms have been
introduced with better generalisation performance when compared with single classifiers.
However, existing ensemble algorithms are unable to handle large scale datasets. In this
work, we propose an Efficient Cluster-based Boosting (ECB) algorithm. ECB uses a
regularisation technique, based on posterior probabilities generated by a clustering al-
gorithm, to avoid generating a decision boundary in high-density regions. In order to
reduce the computational time, base learners are trained with a subset of the unlabelled
data uniformly sampled from unlabelled set along with all available labelled instances at
each iteration. We also employ an algorithm that automatically selects a suitable approx-
1In this Chapter, we consider large-scale datasets as relatively large datasets with tens of thousands
of instances.
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imation technique to increase the efficiency in the computation of nearest neighbours.
We theoretically discuss the reason why ECB is able to achieve good performance with
small amounts of sampled data and a relatively small number of base learners. Our ex-
periments confirmed that ECB scales well to large datasets whilst delivering comparable
generalisation to state-of-the-art methods.
The remainder of this Chapter is organized as follows. Next section discusses existing
gaps in literature. Section 5.3 introduces the ECB algorithm and Section 5.4 reports the
experimental studies with ECB. Section 5.5 discusses our results and contributions. In
Section 5.6, we provide theoretical analysis on the amounts of sampled data and base
learners employed in ECB. And the last section presents our conclusions.
5.1 Introduction
In SSC, we often find large datasets due to the abundant unlabelled data. Hence, a classi-
fication algorithm must be able to scale well for such datasets. The typical large number
of unlabelled instances has a great impact on the efficiency of existing semi-supervised
classifiers. Amongst methods that implement the cluster assumption (cluster-based algo-
rithms), Transductive Support Vector Machines (TSVM) [Joachims, 2002] is a popular
choice, however it requires time O(N3) where N is the number of instances. Classifiers
based on the manifold assumption (manifold-based algorithms) are also time consuming
with computational complexity of O(N3) or O(V N2) where V is the number of neigh-
bours [Szummer and Jaakkola, 2002, Zhu and Ghahramani, 2002]. The scalability issue is
aggravated in multi-class classification, where suboptimal decomposition approaches are
employed, such as one-vs-all or one-vs-one. These approaches require additional compu-
tational time.
Ensemble learning has been successfully employed in both supervised [Nguyen et al.,
2006] and semi-supervised [Valizadegan et al., 2008, Chen and Wang, 2011] classification
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to improve generalisation performance when compared with single classifiers. However,
the use of existing ensemble techniques in large-scale SSC datasets is limited due to time
and memory requirements. For example, RegBoost [Chen and Wang, 2011] is a binary
ensemble classifier that, if implemented with SVM1, requires time of O(V N logN+TS3+
TV U), where T is the number of base learners and S is the sample size. Due to the
computation of nearest neighbours, RegBoost requires memory of O(N2), which also
might prevent its application to large datasets.
Additionally, the computational complexity of binary ensembles will increase for multi-
class classification. A few multi-class ensemble approaches have been proposed [Valizade-
gan et al., 2008, Saffari et al., 2009]. However, despite having implemented the cluster
assumption, these algorithms do not take advantage of the entire cluster structure.
We propose the Efficient Cluster-based Boosting (ECB) algorithm. ECB is a boost-
ing approach that improves the scalability of ensemble learning for large-scale SSC da-
tasets, while maintaining the generalisation ability of ensemble-based methods. ECB
employs posterior cluster probabilities (soft partitions derived from a clustering algo-
rithm) in its regularisation procedure in order to avoid generating the decision boundary
in high-density regions. We tackle large datasets by sampling unlabelled points, along
with pseudo-labels2, to form the training set for each base learner. Our experiments and
theoretical analysis demonstrate that the sampling technique delivers good predictive ac-
curacy, despite a small number of base learners and sampled instances. ECB has the
following benefits.
• ECB tackles large-scale datasets by simply uniformly sampling unlabelled instances
to compose the training set of each new base classifier in a boosting procedure.
• Both ensemble and base classifiers optimise a semi-supervised loss function. Hence,
1SVM is the base classifier recommended by Chen and Wang [2011].
2In this work, pseudo-labels are posterior class probabilities that are systematically assigned to unla-
belled instances by some classifier. Pseudo-labels might be different from true labels.
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the base classifier will also consider the neighbourhood of an instance when learning
its pseudo-label, so that the base learner may be able to correct potential errors
from pseudo-labels.
• ECB employs efficient clustering algorithm and approximates nearest neighbours to
reduce time and memory requirements. Our experiments demonstrated that, despite
using sampling and approximation techniques, its predictive accuracy is similar to
that of the state-of-the-art ensemble algorithms that use all available data at each
iteration.
• ECB is designed for multi-class problems. Hence, it does not depend on decompo-
sition techniques.
• ECB is robust to overlapping classes and to the position of the few labelled instances
in a given cluster when the cluster assumption holds.
• The use of gradient boosting with uniform random sampling often lead to a good
performance, despite the small number of iterations and sampled instances, as dis-
cussed in Section 5.6.
5.2 Background
In this section, we discuss the importance of proposing a cluster-based ensemble for multi-
class SSC that is able to handle large amounts of data.
The computational complexity of various popular SSC methods prevents their appli-
cations to large datasets [Mann and McCallum, 2007]. Manifold-based algorithms require
large computational effort due to the construction of a graph to represent the data. Such
a graph has labelled and unlabelled points as vertices and labels are assigned to unla-
belled vertices based on their neighbours. Zhu and Ghahramani [2002] introduced label
propagation, where labelled instances are used to assign labels to unlabelled instances in
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its neighbourhood according to the graph. In Joachims [2003], the authors use graphs to
train a transductive version of the k-NN classifier. Szummer and Jaakkola [2002] employ
random walks in a graph to assign labels to unlabelled data. The computational complex-
ity of such methods is O(N3) or O(V N2), where V is the number of neighbours [Mann
and McCallum, 2007]. Moreover, such manifold-based algorithms depend on the graph
construction. The computational complexity issue has not been extensively studied yet
[Zhu, 2008]. Additionally, these procedures usually cannot deal with unseen (test) data,
that is, they are inherently transductive. This could prevent applications of graph-based
methods in problems requiring fully inductive classifiers.
Most existing cluster-based algorithms are also computationally intensive. TSVM
[Joachims, 2002] attempts to find the largest margin between classes by searching for
different label assignments for unlabelled data and calculating margins between dense
regions of similarly labelled instances. Such search is expensive and TSVM requires time
of O(N3). Such a method might not find the correct decision boundary between such
regions (clusters) if dense regions are overlapping. TSVM might be sensitive to the few
labelled points in the dense regions.
The aforementioned algorithms are binary classifiers. In order to perform multi-class
classification, such methods rely on decomposition techniques, for example one-vs-one and
one-vs-all. Thus, applying these costly algorithms to multi-class classification requires
multiple and expensive runs. Such a drawback has a great impact on large-scale datasets
[Saffari et al., 2009].
Ensemble algorithms, in particular boosting techniques, were successfully employed
in SSC [Chen and Wang, 2011, Saffari et al., 2009, Valizadegan et al., 2008]. RegBoost
[Chen and Wang, 2011] employs three assumptions in its boosting algorithm. In order to
implement the cluster assumption, RegBoost uses a kernel density estimation approach,
which will penalise the classifier if it does not assign the same label to a pair of neigh-
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bour instances in a high-density region. However, if overlapping high-density regions are
present, RegBoost might not establish a good separation between these regions. RegBoost
requires time of O(V CN logN+CTS3+TCV U) for multi-class classification and, due to
search for nearest neighbours, demands memory of O(N2), which might be prohibitive for
large datasets. Yu et al. [2012] investigated the use of ensembles in high-dimensional SSC.
Such algorithm divides features into several subspaces, builds a graph for each subspace,
trains a linear algorithm (base classifier) on each graph and combines such classifiers as an
ensemble. The computational complexity of such method is O(N2D+NDDsub+DD
3
sub),
where D is the original dimensionality and Dsub is the subspace dimensionality.
The ensembles in Chen and Wang [2011], Yu et al. [2012] are binary classification
algorithms and depend on the reduction of multi-class classification to multiple two-class
problems. This exacerbated the high computational complexity issue for multi-class SSC.
In order to perform ensemble learning in multi-class SSC, Valizadegan et al. [2008],
Saffari et al. [2009], Song et al. [2011] proposed multi-class boosting techniques. Valizade-
gan et al. [2008] introduced a Multi-Class Semi-Supervised Boosting (MCSSB) algorithm.
MCSSB is a multi-class version of the SemiBoost algorithm proposed in Mallapragada
et al. [2009]. Such an algorithm combines the similarity information among the instances
with the classifier predictions to obtain more reliable pseudo-labels. It is a graph-based
approach, and its objective function possesses three SSL assumptions and it uses super-
vised base classifiers. The computational complexity of MCSSB is O(TCU2+TS3), where
T is the number of boosting iterations, C is the number of classes and S is the number
of sampled instances. MCSSB stores a similarity matrix that requires memory of O(N2).
Such requirements might limit its application to large datasets.
Applying the state-of-the-art algorithms described here to large-scale datasets is a
challenging task due to their high computational complexity. Delalleau et al. [2006] pro-
posed a sampling technique to reduce computational complexity from O(N3) to O(S2N),
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where S is the number of sampled instances. However, such a technique is designed
for transductive graph-based algorithms and the experimental results in Chapelle et al.
[2006] show that the difference between such an algorithm and uniform random sampling
is marginal. Other techniques for increasing efficiency can reduce the time complexity to
O(S3), where S ≪ N , but also reduce performance [Zhu and Lafferty, 2005, Mann and
McCallum, 2007].
In order to address such limitations, we propose an efficient cluster-based multi-class
boosting technique that maintains comparable generalisation ability to state-of-the-art
methods. We instantiated the gradient boosting framework [Friedman, 2001] to obtain an
efficient ensemble method. Gradient boosting produces highly robust ensemble classifiers
and its instantiation is straightforward [Friedman, 2001].
In our ECB, in order to handle a large amount of data, each base classifier is trained
with a uniform random subset of unlabelled instances along with all labelled points.1 Un-
like other semi-supervised ensembles, ECB is composed of semi-supervised base learners.
In this sense, it is able to learn from the clustering neighbourhood structure of pseudo-
labels assigned by the ensemble, instead of using supervised base classifiers to learn the
exact pseudo-labels individually. As a result, ECB is able to overcome incorrect pseudo-
label assignments used in the training of a new base classifier.
Since ECB depends on the output of a clustering algorithm, we employed the Landmark-
based Spectral Clustering (LSC) algorithm to compute posterior cluster probabilities
[Chen and Cai, 2011]. We also used the approximation technique introduced in Muja
and Lowe [2009] to efficiently obtain nearest neighbours and avoid the expensive com-
putation of pairwise distance matrix. We use ClusterReg as the base learner due to its
robustness and efficiency, as demonstrated in Chapter 3.
1In SSC, the number of labelled instances is orders of magnitude smaller than the number of labelled
points. Therefore, we can avoid sampling and safely use all available labelled data in the training set of
base learners.
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In order to assess the impact of using a sampling technique and an approximation
approach for nearest neighbours, we employ CBoost in our experimental analysis. Similar
to ECB, CBoost is able to overcome possible errors in pseudo-labels assignments from the
ensemble procedure and is robust to overlapping classes and to the position of few labelled
instances in a given cluster when the cluster assumption holds. However, the complexity
of CBoost is O(TbaseC
2M2U + TCV U), where Tbase is the number of boosting iterations,
C is the number of classes, M (M ≪ U) is the number of hidden nodes of a RBFN, U is
the number of unlabelled instances and V is the number of neighbours. In other words,
CBoost is not efficient for large-scale datasets.
5.3 Efficient Cluster-based Boosting
In this section, we introduce the ECB algorithm. First, we present the general steps
of ECB. Then, we show the loss function that is minimised. Later, we describe the
regularisation mechanism and initialisation procedure. We highlight the techniques used
to reduce both time and memory requirements of CBoost. Finally, we show the base
learner and the proposed ensemble algorithm.
5.3.1 General architecture and notations
ECB is an extension of CBoost to large-scale datasets. It uses the regularisation mecha-
nism of ClusterReg and employs the ensemble algorithm of CBoost. Our proposed method
uses gradient boosting (described in Section 4.3) as its ensemble training algorithm. At
each step of ECB, a new ensemble member is trained with the direction of the steepest
gradient descent. The training set of a new base learner is composed of a uniform random
sample E of size B from U and all L labelled instances. The number of instances in the
training set is S = B+L. A combination of such members delivers the predictions. ECB
also minimises the semi-supervised loss function L presented in Section 3.2.
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ECB reduces time and memory complexities by (i) sampling the training set for each
base leaner, (ii) emplying a large-scale clustering algorithm [Chen and Cai, 2011], and
(iii) using approximation techniques for the nearest neighbours [Muja and Lowe, 2009].
Figure 5.1 shows the general architecture of the proposed method. It consists of the
following steps.
1. Extract posterior probabilities of every point from an efficient clustering algorithm.
2. An approximation technique, based on the automatic selection and configuration
of randomized kd-trees and hierarchical k-means tree algorithms [Muja and Lowe,
2009], is employed to find the nearest neighbours for each unlabelled instance.
3. Penalties are assigned to every neighbour of each instance according to the similarity
between the posterior cluster probabilities of such instances.
4. Initialisation procedure assigns initial pseudo-labels to unlabelled instances accord-
ing to labels present in the neighbourhood structure of each cluster. With the initial
pseudo-labels, penalty values and nearest neighbours at hand, the training of the
first base classifier is performed with the initial training set, which is composed of
uniformly sampled unlabelled points and all labelled instances.
5. The ensemble algorithm generates pseudo-labels for each instance and trains a num-
ber of semi-supervised base classifiers with unlabelled instances that are sampled at
each iteration. Then, the ensemble combines all trained base classifiers to form the
final ensemble predictions.
6. A sample of unlabelled instances is uniformly drawn from the set of unlabelled data
U and, along with the complete set of labelled instances L, compose the training
set for a base learner.
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7. With the pseudo-labels generated by the ensemble algorithm, penalty values and
nearest neighbours, several semi-supervised base classifiers are trained and included
in the ensemble.
Figure 5.1: ECB’s architecture.
5.3.2 Multi-class loss function with cluster regularisation
The loss function in ECB consists of two terms: supervised loss and cluster regularisation.
In multi-class classification, it is useful to use cross-entropy cost and softmax output
function [Bishop, 2006].
We assume that the output of a clustering algorithm is a partition Q = [qnk]N×K with
K clusters and N instances, where the row vector qn contains the probabilities of instance
n belonging to each one of the K clusters. Such vector sums to one and n is associated
to the cluster with the highest probability.
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Equation 5.1 defines the adopted multi-class loss function with cross entropy.
L(Fn,yn) = −
C∑
i=1
{
InL
L
yni log (Fni) +
InUλmax(qn)
U
uni log (Fni)
}
, (5.1)
where InL = 1 if n ∈ L and 0 otherwise, and InU = 1 if n ∈ U and 0 otherwise.
Fn = {Fni}
C
i=1 denotes the output vector of the ensemble for instance n and C is the
number of classes. We use the number of labelled L and unlabelled U instances to scale
both terms of our loss function, since the number of unlabelled points is much greater than
L. Without such scaling, the semi-supervised regularisation would dominate the total loss
and the labelled error would not be considered. The parameter λ denotes the trade-off
between the supervised loss and semi-supervised regularisation and max(qn) returns the
maximum value in vector qn.
For unlabelled instances, we assign an estimated label to each unlabelled point accord-
ing to its penalty values and neighbourhood (derived from posterior cluster probabilities).
Equation 5.2 denotes the estimated desired output for an unlabelled instance.
uni =
∑
k∈ν(n) γ(qk,qn)yˆki∑
k∈ν(n) γ(qk,qn)
, (5.2)
where
yˆki =


yki, if k is labelled
Fki, if k is unlabelled.
The current estimate uni is the probability of class i assigned to instance n. ν(n) represents
the set of nearest neighbours of n. The penalty γ(qk,qn) is calculated according to
posterior cluster probabilities. A higher similarity between i and k incurs a higher penalty
for that pair. When k is unlabelled, yˆkj is also known as the pseudo-label of k. Then, uni
is the weighted average of current pseudo-labels of the neighbourhood of n.
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5.3.3 Cluster-based regularisation
Equation 5.3 computes the penalty between n and k. Similarity is denoted by s(qn,qk)
and is normalised in [0, 1]. Then, we use the first quarter of the sine function, as sug-
gested in Chen and Wang [2011], with its slope determined by κ, to map similarity into
penalisation.
γ(qn,qk) = sin
(pi
2
(s(qn,qk))
κ
)
. (5.3)
The parameter κ regulates the steepness of the mapping from similarity to penalisa-
tion.1 With a higher κ, only most similar instances will have a high penalty. It controls the
extent in which the decision boundary avoids clusters. Equation 3.5 defines the similarity
measure s(qn,qk).
5.3.4 Initialisation procedure
For many SSC algorithms, if the classifier assigns the same class to every unlabelled
instance, the training error will be in a local optimum [Mann and McCallum, 2007]. This
fact is due to the loss function comparing a predicted output with similar outputs of its
neighbours. In order to overcome such a local optimum, we use an initialisation procedure
that employs the distribution of labelled points in a cluster to assign initial pseudo-labels
to unlabelled data.
We use the sum of labels present in a cluster, weighted by penalty values γ(qn,qk),
to assign pseudo-labels to unlabelled instances in such cluster [Chen and Wang, 2011]. If
there is no labelled points in a cluster, equal probabilities will be assigned to each class.
For class i of unlabelled instance n in cluster Ψ we have:
yˆni =
∑
k∈Ψ IkL ∗ γ(qn,qk) ∗ yki∑
k∈Ψ IkL ∗ γ(qn,qk)
. (5.4)
1In this Chapter, κ is set to 5 for all experiments.
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The initialisation procedure consists of training an initial base classifier for a small number
of iterations1 with the pseudo-labels yˆni.
5.3.5 Approximate nearest neighbours and large-scale cluster-
ing
In our proposed method, the clustering algorithm has a great impact on both general-
isation and efficiency. Our preliminary experiments showed that LSC [Chen and Cai,
2011] can lead to good generalisation accuracy when compared to other clustering al-
gorithms used in Chapter 3, for example k-means and the spectral method in Manor
and Perona [2004]. Such an algorithm can handle large datasets. Its time complexity
is O(TkmPND + P
3 + P 3D), where Tkm is the number of iterations in k-means, P is
the number of landmarks and P ≪ N . Thus, we select LSC as the clustering algorithm
employed to produce matrix Q.
Semi-supervised methods often seek the labels in the neighbourhood of an instance
in order to assign pseudo-labels. The construction of such a neighbourhood requires the
calculation of all pairwise distances in a N ×N matrix and the search for all neighbours,
which requires time of O(V N logN) and memory of O(N2) [Vaidya, 1989], where V is
the number of neighbours.
Since there is a number of approximation techniques that can be employed to reduce
computational complexity, we chose a method that automatically selects a suitable ap-
proximation method to find nearest neighbours for each instance (row) represented in
Q with less time requirement [Muja and Lowe, 2009]. In order to approximate nearest
neighbours, we used Fast Library for Approximate Nearest Neighbours (FLANN) [Muja
and Lowe, 2009]. This algorithm automatically chooses between randomized kd-tree and
hierarchical k-means tree algorithms in order to approximate the nearest neighbours. The
1Throughout this Chapter, we use 10 iterations of pre-training, as different numbers did not improve
performance in preliminary experiments.
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selection of the approximation algorithm and its parameters is performed with the min-
imisation of a cost function that considers both time and memory requirements. With
the use of such an approximation technique, ECB reduces the memory requirement to
O(V N), and V ≪ N .
FLANN considers the nearest neighbour method as a parameter in an optimisation
procedure. Such optimisation searches for parameters that minimise the proposed cost
function. This cost function is a combination of the search time, tree build time and mem-
ory usage. The trade-off between accuracy and efficiency is controlled by a user-defined
algorithm. FLANN selects the best nearest neighbour algorithm and their optimum pa-
rameters in a two-step approach: a global exploration of the parameters and a local
tuning. The first step is performed with a sampling procedure. And the second step
employs a simplex method to locally optimise the parameters obtained in the first step.
The output of FLANN is a matrix with the distances from each instance in Q to its V
neighbours. We use such matrix to calculate the penalty values employed in the regular-
isation term of our loss function. The soft partition arising from the clustering algorithm
is used to generate regularisation and, therefore, to implement the cluster assumption in
our algorithm. ECB employs the smoothness assumption by penalising the classifier if it
assigns different labels to similar instances, as denoted by −uni log (fni).
5.3.6 Sampling procedure
The training of multiple base classifiers limits the use of existing ensemble algorithms in
large-scale classification. This shortcoming is exacerbated in the multi-class context [Saf-
fari et al., 2009]. Delalleau et al. [2006] proposed a sampling procedure to tackle large-scale
datasets. However, their technique is designed for transductive graph-based algorithms.
In the experimental analysis of Chapelle et al. [2006], such a sampling technique did not
show considerable improvement over uniform random sampling. Moreover, many SSC
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methods (ensemble and single classifiers) depend on the calculation of a pairwise distance
matrix [Valizadegan et al., 2008] that requires memory in the order of O(N2), which also
restrain the application of ensemble methods to large datasets.
We propose to use uniform random sampling of unlabelled data to compose the training
set of base classifiers and solve both issues highlighted above. We uniformly sample B
unlabelled instances and use all L labelled points to form a training set of size S for each
base learner, where S = B + L. Apart from forming a smaller training set, sampling
will also decrease memory usage for storing penalties from an unlabelled instance to its
neighbours.
Such a simple sampling procedure reduces the time complexity of the base learner from
O(TbaseC
2M2U) to O(TbaseC
2M2S), where S ≪ U and Tbase is the number of epochs for
RBFN. Despite the use of sampling, ECB is still able to achieve good generalisation
ability when compared to other ensemble methods. Section 5.6 provides a theoretical
discussion on the reasons for such a performance. In fact, our experiments confirmed
that ECB maintains comparable performance with the state-of-the-art algorithms. Our
experimental analysis also presents comparisons with CBoost, which does not use sampling
procedure and computes the exact nearest neighbours.
The calculation of loss function requires time of O(TCV U), where T is the number
of base learners (iterations) in ECB. Then, along with the time complexity of the base
learner, the time complexity of ECB becomes O(TbaseC
2M2S+TCV U). Therefore, unlike
existing state-of-the-art ensemble methods [Valizadegan et al., 2008, Chen and Wang,
2011, Yu et al., 2012], the time complexity of ECB grows linearly with the number of
unlabelled instances.
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5.3.7 Radial Basis Function Network as the base learner
In our proposed method, we use ClusterReg as base learner due to its robustness to over-
lapping classes and presence of few labelled instances in borders of clusters, as demon-
strated in Chapter 3.
As discussed in Section 3.6, we instantiate ClusterReg with RBFN since such networks
produce high generalisation accuracy and can be efficient and easily adapted as base
learner in our method. In fact, the experimental analysis in Section 3.5 confirmed that
RBFN was more efficient and delivered higher predictive accuracy than MLP networks.
Since the number of hidden nodes has an impact on the efficiency of RBFN, we use a
small number of instances as centres in the hidden layer of RBFN for large datasets. How-
ever, these points should be useful for the training of ClusterReg, that is, such instances
should be representative for the dataset. Thus, we employ the algorithm introduced in
Engel et al. [2004] to select meaningful centres from the training set of size S of each base
learner. The maximum number of centres is tuned according to Section 5.4.1.
And, in the supervised training phase of RBFN, we employ the procedure described
in Section 3.3 to train the weights of ClusterReg. Due to the calculation of the Hessian
matrix in Equation 3.14, each base classifier requires time of O(TbaseC
2M2S).
In order to initialise the ensemble, we train the initial base learner assigned to Z0
exclusively with the pre-training procedure described in Section 5.3.4. It consists of
training the initial base classifier for number of iterations with the pseudo-labels yˆni
delivered by Equation 5.4. During such a training, the pseudo-labels yˆni are fixed.
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5.3.8 Boosting for large-scale multi-class classification
Following Friedman [2001], Bishop [2006], we employ the softmax function (Equation 5.5)
to transforms linear outputs Z into posterior class probabilities F.
Fni = softmax(Zni) =
exp(Zni)∑C
j exp(Znj)
. (5.5)
Multi-class base classifiers have the form fn = softmax(zn), where fn is the predicted
posterior class probabilities of n.
Unlike original gradient boosting, a base classifier, trained with pseudo-labels yˆ deliv-
ered by the initialisation procedure, is assigned to the initial ensemble Z0. Based on our
preliminary experiments, such an approach delivered better results than simply assigning
a constant to the initial ensemble, for example Z0 = 0.
We calculate the derivative of L(F t−1nj ) w.r.t. Z
t−1
nj to obtain the current residuals rnj
for class j that will be used to train a new base classifier f . Such residuals are computed
as in Equation 5.6. Obtaining Equation 5.6 is similar to the derivation of Equation 3.13,
thus we omit such steps.
rnj = −
InL
L
∗ (F t−1nj − ynj)−
InUλmax(qn)
U
∗ (F t−1nj − unj) (5.6)
We uniformly sample a subset E of size B from U and include all labelled instances,
S = E ∪ L, to form the training set of a base learner. The number of instances in the
training set becomes S = B + L.
We assume that labels ynj are class probabilities (true labels are denoted as value one
and other classes as zeros in the probability vector). The residuals rnj, then, must be
transformed into the proper target values in probability scale, that is, y˜nj = softmax(rnj).
The pseudo-labels y˜ assigned to the reduced training set S are used to train a new base
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learner f .
We use a single Newton-Raphson step to search for multiplier vector βt = {βtj}
C
j=1.
For each class, βtj is calculated as in Equation 5.7. β
t
j is initially 0.
βtj = −H
−1 ∗
∂L(Ft−1,y)
∂βtj
. (5.7)
The gradient ∂L
∂βtj
for each instance is1
∂L(Ft−1n ,yn)
∂βtj
=
InL
L
(
F t−1nj − ynj
)
znj +
InUλmax(qn)
U
(
F t−1nj − unj
)
znj, (5.8)
and Hessian matrix H is
Hjk =
N∑
n=1
{(
InL
L
+
InUλmax(qn)
U
)
∗ F t−1nj
(
δjk − F
t−1
nk
)
∗ znjznk
}
, (5.9)
where δjk = 1 if j = k and 0 otherwise. Obtaining Equations 5.8 and 5.9 is similar to the
derivations of Equations 4.12 and 4.13, respectively, thus we omit such steps.
The base classifier is included in the current ensemble following the rule in Equation
5.10, where η is a learning rate that might reduce overfitting by decreasing the influence
of newly trained base learners on the ensemble.
Ztnj = Z
t−1
nj + ηβ
t
jznj (5.10)
Several greedy steps of gradient descent are performed until a stopping criterion is met, for
example, a fixed number of iterations T , or the increase of training or validation errors. In
order to produce posterior class probabilities as the ensemble outputs, we apply Equation
5.5. The proposed ensemble technique is summarised in Algorithm 4.
1 We derive βtj w.r.t F
t−1 since initially βtj = 0 and hence F
t = Ft−1.
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Algorithm 4 ECB algorithm with RBFN.
Input: Training set X = L ∪ U, where L = {(xn,yn)}
L
n=1, U = {xn}
L+U
n=L+1 and N =
L+ U , often U ≫ L.
Output: Posterior class probabilities Ft.
1: Calculate initial pseudo-labels as
yˆni =
∑
k∈Ψ IkL ∗ γ(qn,qk) ∗ yki∑
k∈Ψ IkL ∗ γ(qn,qk)
.
2: Randomly generate a subset E of size B from U and include all labelled instances
S = E ∪ L, the number of instances in training set becomes S = B + L.
3: Train a RBFN fni = softmax(zni) with S and initial labels yˆni.
4: Assign initial ensemble Z0nj = znj and F
0
nj = softmax(Z
0
nj).
5: for t = 1 to T , n = 1 to N and j = 1 to C do
6: Update yˆnj using F
t
nj with
yˆkj =
{
ykj, if k is labelled
F tkj, if k is unlabelled.
7: Update class probabilities unj for unlabelled instances with
unj =
∑
k∈ν(n) γ(qk,qn)yˆkj∑
k∈ν(n) γ(qk,qn)
.
8: Find residuals of L w.r.t. F with rule
rnj = −
[
∂L(Fn,yn)
∂Zt−1nj
]
= −
InL
L
∗ (F t−1nj − ynj)−
InUλmax(qn)
U
∗ (F t−1nj − unj).
9: Find pseudo-labels y˜nj = softmax(rnj).
10: Randomly generate a subset E of size B from U and include all labelled instances
S = E ∪ L.
11: Train RBFN fnj = softmax(znj) with S and y˜nj.
12: Find multiplier βtj using rule β
t
j = −H
−1 ∗ ∂L(F
t−1,y)
∂βtj
.
13: Update linear combination with
Ztnj = Z
t−1
nj + ηβ
t
jznj.
14: Update the posterior class probabilities with F tnj = softmax(Z
t
nj).
15: end for
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5.4 Experimental studies
In this section, we perform extensive experiments with two settings: transductive and
inductive. We show the selection of parameters and discuss results with artificial and
real-world datasets. We also present a comparison in terms of efficiency and effectiveness
to state-of-the-art algorithms, including CBoost, using large-scale datasets.1
5.4.1 Methods and parameter tuning
Since MCSSB [Valizadegan et al., 2008] uses all three SSL assumptions, we expect ECB
to outperform MCSSB only on datasets where the cluster assumption holds, that is, da-
tasets that possess a clear cluster structure that relates to the class distribution. MCSSB
would deliver better results on datasets where there is an unclear or no cluster struc-
ture. As its base classifier, we chose SVM, since it delivered the best results in our
preliminary experiments for large-scale datasets. We fixed the parameter2 C = 10000.
The ratio of the range of distances used for kernel construction was searched in σ ∈
{0.01, 0.05, 0.1, 0.15, 0.2, 0.25, 0.5, 0.8, 1}. We set the sample size as a ratio {0.1, 0.5, 0.8, 1}
of the total number of instances for transductive and inductive contexts and for large-scale
datasets we fixed the sample size at 0.1. The number of base learners was set to 200 for
large-scale datasets in order to have a fair comparison with ECB. Such a parameter was
tuned with 20 and 50 for the remainder of the experiments. We performed grid search
with parameter combinations and the best 10-fold cross-validation result is reported.3
For RegBoost [Chen and Wang, 2011], the authors suggested a grid search for the best
combination of parameters. The number of iterations was 20 and 50 for inductive and
transductive settings and 200 for the large-scale experiments. The number of neighbours
1All datasets were standardized with zero mean and standard deviation of one.
2As demonstrated in Valizadegan et al. [2008] and confirmed by our preliminary experiments, this
value should be set to 10000. Lower and higher values did not improve the performance.
3Throughout this work, grid search is performed with 10-fold cross-validation.
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was searched in {3, 4, 5, 6}. The resampling rate in the first iteration was set to 0.1. The
resampling rate in the rest of iterations was searched in {0.1, 0.25, 0.5}. For large-scale
datasets, we fixed the resampling rate at 0.1. Following the results from our preliminary
experiments, we chose SVM as the base classifier.
In ECB, λ balances supervised loss and regularisation from unlabelled data. We
perform a grid search in {0.2, 0.4, 0.6, 0.8, 1}, as we do not know in advance whether
cluster assumption is indeed present in the dataset. We suggest setting this value between
0 and 1 since different values might degrade generalisation performance. In order to
provide diversity to the ensemble, λ is uniformly drawn from the interval [0.2, 1] for base
classifiers.1
As in Chapter 3, the number of neighbours V was set to 30 for most datasets used
in this work. Further tuning might improve generalisation accuracy. As mentioned in
Section 5.3.5, we used the FLANN algorithm as the approximation method for producing
nearest neighbours. The quality of the obtained neighbours is controlled by the precision
parameter, which is the only user-defined parameter of FLANN. This parameter corre-
sponds to number of leaf nodes (instances) that will be examined in both randomized
kd-tree and hierarchical k-means tree. A higher precision produces more exact nearest
neighbours and incurs a greater computational effort. The precision denotes the desired
percentage of exact neighbours (other neighbours are approximations). As in Muja and
Lowe [2009], we set the target precision parameter to 0.7 (that is, 70% of exact nearest
neighbours and 30% of approximate neighbours) and the other parameters were set as
default [Muja and Lowe, 2009]. From the available distances in Muja and Lowe [2009],
we selected Euclidean distance in the search for nearest neighbours. Other distances may
be used to improve performance for particular datasets.
In addition, we have developed an approach for automatic algorithm selection and
1Assigning same λ for all base classifiers did not improve generalisation error according to our prelim-
inary experiments.
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configuration, which allows the best algorithm and parameter settings to be determined
automatically for any given dataset.
We employed LSC to generate the partition used in cluster-based regularisation, as
such method is able to find clusters with arbitrary shapes and can be employed to large-
scale datasets. We chose the default configuration of LSC where the selection of landmarks
is performed by the k-means algorithm. We fixed the number of landmarks to 200 for all
settings, as we found it a good trade-off between efficiency and generalisation ability.
The parameter K should be set to, at least, the number of classes. We also tried
a larger number of clusters (multiples of the number of classes). In the case where the
class structure is not captured by the clustering algorithm, we can increase the number
of clusters, so that one class is composed of multiple clusters. The algorithm will avoid
cutting through these clusters and may generate a decision boundary that does not divide
such class. We performed a grid search in {1, 2, 3, 4} times the number of classes for all
experimental settings.
We fixed κ to 5 throughout all experiments (value in the middle of the range suggested
in Chapter 3). Further tuning of this parameter might lead to better results.
The subset size B was searched in {200, 1500} for transductive and inductive settings
and fixed to 1500 for large-scale experiments.
We employed the algorithm introduced in Engel et al. [2004] to select the centres of
RBFN. Then, we set the maximum number of centres to B for transductive and inductive
settings. For large-scale datasets, such a parameter was fixed to 100. Our preliminary
experiments showed that assigning different centre widths to each base classifier delivered
better results than using the same value for all base learners. Such fact is expected since
the centre widths have a great impact on RBFN’s predictive ability and it is important to
possess a certain degree of diversity. Thus, centre widths of RBFNs are uniformly drawn
from between 20% and 80% of the median of all pairwise Euclidean distances between
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Parameters Inductive and transductive set-
tings
Large datasets
λ Grid search in
{0.2, 0.4, 0.6, 0.8, 1}
1
K Grid search in {1, 2, 3, 4} times
the number of classes
two times the number of
classes
B Grid search in {200, 1500} 1500
T 20 200
Table 5.1: Summary of tuned parameters for ECB.
sampled instances. A similar approach was adopted to set α, which is uniformly drawn
from [0.2, 0.5] for each base classifier.1
For transductive and inductive settings, we fixed the number of base classifier to 20,
η was fixed to 0.5 and the number of IRLS iterations for RBFN was set to 50 (further
optimisation on these values can improve results). We used these values for large-scale
datasets, except for the number of base classifiers that was set to 200.
For CBoost, we used LSC as the clustering algorithm and we calculated the exact
nearest neighbours (no approximation techniques). For the rest of the parameters, we
followed the tuning scheme as for ECB. In Table 5.1, we summarise the tuning of each
parameter in ECB.
5.4.2 Transductive setting
We aim to establish that ECB is able to produce comparable generalisation to state-of-
the-art algorithms, despite the use of approximate nearest neighbours and sampled data
for the training of base learners. We evaluate ECB with datasets with various underlying
structures and compare the proposed method with single and ensemble algorithms, along
with ClusterReg and CBoost.
In the transductive setting, test instances are regarded as unlabelled data and the
generalisation error is the training error on unlabelled data. We use the datasets and the
1Ranges for λ, α and centre widths were empirically tested in our preliminary experiments.
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setting described in Section 3.5.2 and summarised in Table 3.2 to evaluate ECB.
Tables 5.2 and 5.3 present the generalisation error with 10 and 100 labelled instances,
respectively. We compare ECB with the algorithms described in Section 3.5.2. Such
algorithms are grouped according to their assumptions: manifold-based, cluster-based,
ensemble and methods with multiple assumptions. All results shown in Tables 3.3 and
3.4 were reported in Chapelle et al. [2006, Chapter 21], except for AdaBoost, ASSEMBLE
and RegBoost, which were produced in Chen and Wang [2011]. The results of SAMME,
ClusterReg-MLP and ClusterReg-RBFN were obtained in our experiments.
5.4.3 Inductive setting
It is also important to evaluate ECB in a scenario where predictions are performed for
unseen instances, therefore we study the generalisation of ECB in an inductive setting.
We use this setting to evaluate ECB along with existing algorithms, namely, ClusterReg,
MCSSB, RegBoost. We employ the datasets summarised in Table 3.5 and the setting
described in Section 3.5.3.
We performed 10-fold cross-validation for all datasets. In order to have the best error
estimate as possible, all labels in the test set were available. It is not possible to know
in advance the true class structure and the corresponding SSL assumption that these
real-world datasets possess. The success of a classifier will depend on the right matching
between their assumptions and the actual class structure present in the data [Chapelle
et al., 2006]. Ensemble-based algorithms with multiple assumptions may deliver higher
average performance throughout various datasets [Chen and Wang, 2011], that is, such
methods are more likely to deliver better predictions than a specialist algorithm that
implements the wrong assumption for a given dataset. In this sense, we compare ECB
to algorithms with two ensemble classifiers that use all SSL assumptions – MCSSB and
RegBoost – and a cluster-based ensemble, CBoost.
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Algorithm g241c g241d Digit1 USPS COIL BCI Text
Manifold-based algorithms
1NN 44.05 43.22 23.47 19.82 65.91 48.74 39.44
MVU+1NN 48.68 47.28 11.92 14.88 65.72 50.24 39.40
LEM+1NN 47.47 45.34 12.04 19.14 67.96 49.94 40.48
QC+CMN 39.96 46.55 9.80 13.61 59.63 50.36 40.79
Discrete Reg. 49.59 49.05 12.64 16.07 63.38 49.51 40.37
SGT 22.76 18.64 8.92 25.36 n/a 49.59 29.02
Laplacian RLS 43.95 45.68 5.44 18.99 54.54 48.97 33.68
CHM (normed) 39.03 43.01 14.86 20.53 n/a 46.90 n/a
Cluster-based algorithms
SVM 47.32 46.66 30.60 20.03 68.36 49.85 45.37
TSVM 24.71 50.08 17.77 25.20 67.50 49.15 31.21
Cluster-Kernel 48.28 42.05 18.73 19.41 67.32 48.31 42.72
Data-Rep. Reg. 41.25 45.89 12.49 17.96 63.65 50.21 n/a
LDS 28.85 50.63 15.63 15.57 61.90 49.27 27.15
ClusterReg-MLP 16.90 40.82 12.06 19.42 65.51 45.36 40.48
ClusterReg-RBFN 26.94 27.95 10.64 19.98 69.13 49.19 40.48
Ensembles and multiple-assumptions algorithms
AdaBoost 40.12 43.05 28.92 25.57 71.16 47.08 47.42
SAMME 50.09 50.07 50.07 19.98 70.25 50.30 n/a
ASSEMBLE 40.62 44.41 23.49 21.77 65.49 48.96 49.13
RegBoost 38.22 42.90 17.94 17.41 65.39 46.73 34.96
CBoost 22.76 23.07 14.72 19.98 64.33 48.50 43.77
ECB 19.90 20.84 12.76 19.98 65.22 48.29 43.66
Table 5.2: Average of errors (%) of runs with 12 subsets of 10 labelled instances. For all
the algorithms, the test sets are fixed. The table reports only the mean of the results,
as in Chapelle et al. [2006, Chapter 21]. All results shown in Tables 3.3 and 3.4 were
reported in Chapelle et al. [2006, Chapter 21], except for AdaBoost, ASSEMBLE and
RegBoost, which were produced in Chen and Wang [2011]. The results of SAMME,
ClusterReg-MLP and ClusterReg-RBFN were obtained in our experiments. Bold face
denotes the best result among each group of algorithms. And n/a denotes the absent
results in Chapelle et al. [2006, Chapter 21].
Tables 5.4, 5.5 and 5.6 show the mean and standard deviation of the generalisation
error of all algorithms for all datasets with 5%, 10% and 20% of labelled data, respec-
tively. We employ a pairwise t-test with 95% of significance level to compare the al-
gorithms to ECB. Symbols •/◦ indicate whether ECB is statistically superior/inferior
and Win/Tie/Loss denotes the number of datasets where ECB is significantly supe-
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Algorithm g241c g241d Digit1 USPS COIL BCI Text
Manifold-based algorithms
1NN 40.28 37.49 6.12 7.64 23.27 44.83 30.77
MVU+1NN 44.05 43.21 3.99 6.09 32.27 47.42 30.74
LEM+1NN 42.14 39.43 2.52 6.09 36.49 48.64 30.92
QC+CMN 22.05 28.20 3.15 6.36 10.03 46.22 25.71
Discrete Reg. 43.65 41.65 2.77 4.68 9.61 47.67 24.00
SGT 17.41 9.11 2.61 6.80 n/a 45.03 23.09
Laplacian RLS 24.36 26.46 2.92 4.68 11.92 31.36 23.57
CHM (normed) 24.82 25.67 3.79 7.65 n/a 36.03 n/a
Cluster-based algorithms
SVM 23.11 24.64 5.53 9.75 22.93 34.31 26.45
TSVM 18.46 22.42 6.15 9.77 25.80 33.25 24.52
Cluster-Kernel 13.49 4.95 3.79 9.68 21.99 35.17 24.38
Data-Rep. Reg. 20.31 32.82 2.44 5.10 11.46 47.47 n/a
LDS 18.04 28.74 3.46 4.96 13.72 43.97 23.15
ClusterReg (MLP) 13.38 4.36 3.45 5.25 24.73 33.92 32.09
ClusterReg (RBFN) 19.54 17.07 7.20 16.53 36.35 48.11 32.09
Ensembles and multiple-assumptions algorithms
AdaBoost 24.82 26.97 9.09 9.68 22.96 24.02 26.31
SAMME 36.75 38.70 19.55 16.94 53.79 41.64 n/a
ASSEMBLE 27.19 27.42 6.71 8.12 21.84 28.75 27.77
RegBoost 20.54 23.56 4.58 6.31 21.78 23.69 23.25
CBoost 12.71 6.99 4.34 7.20 30.67 38.83 25.58
ECB 15.12 7.27 4.65 7.25 30.15 38.86 25.63
Table 5.3: Average of errors (%) of runs with 12 subsets of 100 labelled instances. For
all the algorithms, the test sets are fixed. The table reports only the mean of the results,
as in Chapelle et al. [2006, Chapter 21]. All results shown in Tables 3.3 and 3.4 were
reported in Chapelle et al. [2006, Chapter 21], except for AdaBoost, ASSEMBLE and
RegBoost, which were produced in Chen and Wang [2011]. The results of SAMME,
ClusterReg-MLP and ClusterReg-RBFN were obtained in our experiments. Bold face
denotes the best result among each group of algorithms. And n/a denotes the absent
results in Chapelle et al. [2006, Chapter 21].
rior/comparable/inferior to the compared algorithm.
5.4.4 Large-scale datasets
In this section, we present a scalability study between ECB and other methods. First,
we show the generalisation error and the computational time required for large datasets.
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Datasets MCSSB RegBoost ClusterReg CBoost ECB
Australian credit 44.52 ± 4.87 ◦ 18.15 ± 3.74 41.88 ± 17.14 ◦ 18.67 ± 1.27 ◦ 20.03 ± 1.46
Balance scale 26.06 ± 5.58 • 57.30 ± 11.24 • 9.82 ± 1.90 15.98 ± 4.93 • 11.84 ± 3.53
Bupa 38.91 ± 10.85 47.45 ± 10.83 30.50 ± 2.21 ◦ 38.90 ± 4.90 41.33 ± 6.99
Contraceptive 57.07 ± 4.59 • 67.76 ± 8.20 • 49.85 ± 1.27 52.74 ± 2.84 • 49.53 ± 2.93
Dermatology 11.12 ± 5.82 58.24 ± 5.63 • 23.39 ± 7.44 • 5.34 ± 5.31 7.03 ± 5.36
Ecoli 18.66 ± 5.96 • 37.62 ± 6.83 • 16.54 ± 4.74 • 11.68 ± 2.81 11.73 ± 2.62
German credit 31.46 ± 5.59 • 52.62 ± 21.26 • 23.27 ± 1.91 29.03 ± 2.61 • 25.25 ± 2.58
Glass 60.31 ± 10.60 77.53 ± 17.87 • 58.40 ± 9.29 36.31 ± 10.36 ◦ 57.33 ± 11.01
Haberman 33.15 ± 11.00 31.53 ± 17.19 16.91 ± 3.06 ◦ 29.09 ± 2.71 ◦ 35.35 ± 3.26
Heart cleveland 47.34 ± 15.06 61.06 ± 7.89 • 40.85 ± 3.53 ◦ 53.42 ± 3.79 • 45.71 ± 6.22
Horse colic 30.38 ± 10.08 48.44 ± 19.57 • 31.06 ± 5.61 26.23 ± 6.17 27.34 ± 6.33
House votes 61.57 ± 7.24 • 56.10 ± 12.64 • 7.81 ± 3.06 7.84 ± 2.30 7.58 ± 2.10
Ionosphere 35.64 ± 12.78 • 50.55 ± 19.80 • 12.97 ± 2.51 • 13.35 ± 7.78 11.15 ± 1.46
Mammographic masses 46.34 ± 4.80 • 25.42 ± 4.94 • 12.73 ± 3.19 15.24 ± 3.36 • 11.96 ± 2.79
Pima indians diabetes 34.82 ± 4.62 • 34.21 ± 7.51 • 27.05 ± 1.96 29.66 ± 2.86 • 26.76 ± 2.53
SPECT 79.51 ± 10.71 • 31.99 ± 4.27 • 11.09 ± 1.78 11.08 ± 3.12 9.89 ± 2.82
Vehicle silhouettes 49.47 ± 6.09 • 69.71 ± 5.89 • 52.11 ± 5.51 • 35.33 ± 5.59 34.41 ± 4.34
Transfusion 23.88 ± 6.03 • 34.59 ± 23.03 • 19.65 ± 6.21 29.46 ± 5.48 • 19.07 ± 6.28
WDBC 37.25 ± 5.37 • 18.93 ± 5.67 • 8.69 ± 1.17 6.86 ± 2.68 ◦ 8.69 ± 0.74
Yeast 56.58 ± 3.03 • 68.63 ± 3.68 • 53.35 ± 2.12 • 48.78 ± 0.99 48.22 ± 1.82
Win/Tie/Loss 13/6/1 17/3/0 5/11/4 7/9/4 –
Table 5.4: Mean and standard deviation (%) of 10-fold cross-validation error at 5% of
labelled data. •/◦ indicates whether ECB is statistically superior/inferior to the compared
method, according to pairwise t-test at 95% of significance level. Win/Tie/Loss denotes
the number of datasets where ECB is significantly superior/comparable/inferior to the
compared algorithm.
Datasets MCSSB RegBoost ClusterReg CBoost ECB
Australian credit 44.58 ± 6.90 • 13.38 ± 2.54 ◦ 12.76 ± 1.46 ◦ 16.18 ± 2.73 15.64 ± 2.37
Balance scale 23.40 ± 5.29 • 46.80 ± 9.48 • 5.47 ± 2.69 4.45 ± 1.72 4.60 ± 1.43
Bupa 43.64 ± 9.92 • 47.11 ± 12.00 • 33.22 ± 2.43 • 23.55 ± 4.31 24.85 ± 5.26
Contraceptive 53.35 ± 3.51 • 61.00 ± 4.59 • 45.71 ± 1.91 46.65 ± 1.80 • 43.83 ± 3.55
Dermatology 9.97 ± 6.31 • 69.25 ± 5.95 • 20.12 ± 6.85 • 1.26 ± 1.64 1.33 ± 2.36
Ecoli 18.59 ± 6.63 35.11 ± 7.51 • 18.90 ± 5.93 • 19.17 ± 4.57 • 14.71 ± 2.71
German credit 32.35 ± 5.22 • 48.28 ± 16.27 • 22.55 ± 1.54 • 22.83 ± 3.67 21.01 ± 1.87
Glass 52.54 ± 11.18 • 67.30 ± 12.24 • 43.09 ± 9.44 • 19.54 ± 4.36 19.48 ± 3.00
Haberman 42.59 ± 10.20 • 29.91 ± 10.65 22.64 ± 5.44 ◦ 34.62 ± 5.88 32.88 ± 2.68
Heart cleveland 52.73 ± 11.12 • 72.12 ± 12.89 • 37.81 ± 2.34 48.32 ± 3.71 • 40.43 ± 4.78
Horse colic 25.35 ± 9.32 57.12 ± 18.39 • 30.10 ± 6.89 • 22.52 ± 5.19 23.11 ± 4.21
House votes 61.35 ± 8.08 • 58.12 ± 11.63 • 11.76 ± 1.24 • 1.78 ± 1.23 ◦ 6.39 ± 3.34
Ionosphere 35.90 ± 6.75 • 44.85 ± 15.40 • 10.48 ± 2.08 8.27 ± 2.20 8.54 ± 3.80
Mammographic masses 46.21 ± 6.15 • 21.11 ± 2.72 • 12.26 ± 1.50 23.02 ± 4.94 • 12.61 ± 1.87
Pima indians diabetes 34.84 ± 6.50 • 32.75 ± 5.10 • 27.90 ± 2.30 • 28.39 ± 3.34 • 24.22 ± 2.80
SPECT 79.60 ± 8.61 • 49.55 ± 32.36 • 15.45 ± 1.49 • 11.70 ± 1.58 12.12 ± 1.06
Vehicle silhouettes 43.46 ± 7.23 • 74.44 ± 2.74 • 55.63 ± 3.75 • 37.90 ± 2.31 36.33 ± 3.34
Transfusion 23.79 ± 6.93 • 35.07 ± 7.15 • 15.87 ± 1.94 26.77 ± 16.47 17.73 ± 3.23
WDBC 37.37 ± 7.19 • 13.86 ± 6.47 • 2.77 ± 1.49 5.31 ± 2.05 • 2.81 ± 2.12
Yeast 53.90 ± 3.70 • 68.63 ± 2.94 • 52.09 ± 3.50 • 47.57 ± 1.66 46.43 ± 1.50
Win/Tie/Loss 18/2/0 18/1/1 11/7/2 6/13/1 –
Table 5.5: Mean and standard deviation (%) of 10-fold cross-validation error at 10% of
labelled data. •/◦ indicates whether ECB is statistically superior/inferior to the compared
method, according to pairwise t-test at 95% of significance level. Win/Tie/Loss denotes
the number of datasets where ECB is significantly superior/comparable/inferior to the
compared algorithm.
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Datasets MCSSB RegBoost ClusterReg CBoost ECB
Australian credit 44.34 ± 7.04 • 17.37 ± 5.21 16.14 ± 3.12 ◦ 15.82 ± 3.44 ◦ 18.52 ± 2.68
Balance scale 23.85 ± 8.12 • 55.06 ± 5.23 • 3.45 ± 1.08 2.62 ± 2.45 3.47 ± 1.79
Bupa 38.25 ± 10.96 • 52.16 ± 11.77 • 20.41 ± 5.00 21.22 ± 4.65 18.10 ± 6.09
Contraceptive 54.15 ± 6.38 • 57.22 ± 6.41 • 45.80 ± 3.09 43.52 ± 2.12 44.86 ± 3.58
Dermatology 6.52 ± 3.99 • 59.61 ± 8.20 • 14.71 ± 4.92 • 4.13 ± 2.24 3.46 ± 1.77
Ecoli 17.59 ± 7.73 37.52 ± 13.14 • 18.37 ± 3.34 12.93 ± 7.42 ◦ 19.06 ± 6.43
German credit 33.83 ± 6.82 • 37.56 ± 16.99 • 23.90 ± 2.73 • 19.73 ± 2.34 20.85 ± 2.87
Glass 61.69 ± 12.82 • 67.06 ± 9.44 • 19.42 ± 6.93 20.32 ± 7.66 • 14.40 ± 6.16
Haberman 32.57 ± 9.23 • 25.95 ± 7.57 • 17.47 ± 5.46 25.60 ± 7.41 19.98 ± 7.60
Heart cleveland 52.30 ± 12.83 • 56.29 ± 16.76 • 41.09 ± 6.02 39.83 ± 5.19 36.69 ± 5.98
Horse colic 40.87 ± 10.84 • 47.22 ± 14.98 • 37.05 ± 3.09 • 29.12 ± 5.04 29.17 ± 4.75
House votes 61.29 ± 7.43 • 50.04 ± 10.84 • 6.87 ± 2.88 • 3.11 ± 1.99 4.30 ± 2.11
Ionosphere 36.03 ± 10.85 • 38.46 ± 13.65 • 8.59 ± 1.78 8.59 ± 1.78 7.93 ± 2.31
Mammographic masses 46.45 ± 4.85 • 46.73 ± 5.50 • 10.52 ± 1.72 10.36 ± 2.33 10.94 ± 2.13
Pima indians diabetes 34.88 ± 7.24 • 31.74 ± 5.47 • 22.98 ± 3.42 26.55 ± 2.69 • 22.26 ± 2.92
SPECT 79.53 ± 5.20 • 30.85 ± 12.03 • 8.07 ± 2.53 8.23 ± 4.06 7.64 ± 2.77
Vehicle silhouettes 33.47 ± 4.32 72.05 ± 5.28 • 50.83 ± 5.46 • 34.26 ± 4.72 30.81 ± 4.48
Transfusion 23.78 ± 5.44 • 26.61 ± 4.43 • 16.63 ± 2.24 20.81 ± 3.69 18.18 ± 3.14
WDBC 37.28 ± 6.42 • 28.99 ± 5.33 • 1.32 ± 1.14 1.97 ± 1.28 • 0.89 ± 1.15
Yeast 52.47 ± 4.27 • 68.65 ± 2.65 • 51.35 ± 2.79 • 46.57 ± 2.61 46.64 ± 3.12
Win/Tie/Loss 18/2/0 19/1/0 6/13/1 3/15/2 –
Table 5.6: Mean and standard deviation (%) of 10-fold cross-validation error at 20% of
labelled data. •/◦ indicates whether ECB is statistically superior/inferior to the compared
method, according to pairwise t-test at 95% of significance level. Win/Tie/Loss denotes
the number of datasets where ECB is significantly superior/comparable/inferior to the
compared algorithm.
Then, we present an analysis of the impact of the size of sampled subset. Finally, we show
the number of base learners required for convergence of ECB.
We compare the computational time and generalisation error of ECB to MCSSB,
RegBoost and CBoost.1 We used 3 datasets: SecStr [Chapelle et al., 2006], Acoustic
[Duarte and Hu, 2004] and Shuttle [Hsu and Lin, 2002]. Table 5.7 summarises such
datasets. We randomly selected 100 labelled instances for each dataset.
Datasets # classes # instances # attributes
SecStr 2 83679 315
Acoustic 3 98528 50
Shuttle 7 58000 9
Table 5.7: Summary of large datasets.
Figures 5.2, 5.3 and 5.4 present the generalisation error and computational time for
1The CPU time was measured in an Intel(R) Xeon(R) CPU at 2.20GHz with 64 gigabytes of memory.
All algorithms were implemented in Matlab(R). The implementation of ECB can be further optimised.
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the SecStr, Acoustic and Shuttle datasets, respectively. For each step in these plots, new
unlabelled instances are randomly chosen and included in the previous training set.
We also analyse the influence of the amount of sampled unlabelled instances. Figures
5.5 and 5.6 show the impact of different sample sizes on the generalisation error and
computational time. In order to evaluate the number of base learners required to converge
ECB, we plot the generalisation error in Figure 5.7.
5.5 Discussions
In order to analyse the generalisation ability of ECB, we performed experiments with both
transductive and inductive settings. In the transductive setting (Tables 5.2 and 5.3), we
compared ECB to existing algorithms described in Chapelle et al. [2006], Chen and Wang
[2011]. For the g241c dataset (with 10 and 100 labelled instances), ECB obtained, as ex-
pected, superior performance to all manifold-based algorithms since such a dataset holds
the cluster assumption. When compared to cluster-based classifiers applied to g241c with
10 labelled instances, ECB obtained better performance than most algorithms, except for
the single classifier ClusterReg, which indicates that the ensemble approach might have
overfit the data. With 100 labelled points, ECB outperformed most algorithms, except
for CBoost. Such fact might indicate that the use of approximate nearest neighbours had
an impact on the generalisation accuracy. Despite of g241d having a misleading cluster
structure, ECB achieved comparable results to SGT (best performance) and was superior
to all other cluster-based algorithms, with 10 labelled instances. With 100 labelled in-
stances, ECB also obtained comparable results to the best algorithm (ClusterReg). Such
a performance is explained by the cluster regularisation technique inherited from Clus-
terReg. In such a method, classes can be represented by more than one cluster and,
even though the data distribution does not match the class distribution, these classes can
be identified by clustering algorithms using multiple clusters for each class. Therefore,
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Figure 5.2: Plots of generalisation error (5.2a) and computational time (5.2b) versus the
increase of the number of unlabelled instances for the SecStr dataset. Points used in one
run are also employed in next runs.
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Figure 5.3: Plots of generalisation error (5.3a) and computational time (5.3b) versus the
increase of the number of unlabelled instances for the Acoustic dataset. Points used in
one run are also employed in next runs.
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Figure 5.4: Plots of generalisation error (5.4a) and computational time (5.4b) versus the
increase of the number of unlabelled instances for the Shuttle dataset. Points used in one
run are also employed in next runs.
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Figure 5.5: Performance of various sample sizes.
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Figure 5.6: Performance of various sample sizes.
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Figure 5.7: Plot of generalisation error and number of iterations (number of base learners)
in ECB. Sample size was fixed to B = 100. Such a plot shows that ECB reaches its
minimum test error with a small number of base learners despite the small amount of
sampled data.
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classifiers that make use such technique, ClusterReg and CBoost, could overcome the
misleading structure.
Manifold-based algorithms are expected to deliver better generalisation for the Digit1
dataset [Chapelle et al., 2006]. With 10 labelled instances, we observed that manifold-
based methods are indeed more accurate, in general, than cluster-based classifiers since the
use of the structure of unlabelled data has more influence in the presence of fewer labelled
instances. With 100 labelled instances, ECB obtained better generalisation ability than
other cluster-based techniques, except for Data-Dependent Regularisation, ClusterReg
and CBoost; which is explained by the use of approximate neighbours.
Both cluster and manifold assumptions are expected to hold for USPS dataset [Chapelle
et al., 2006]. However, with 10 and 100 labelled instances, manifold-based algorithms de-
livered best performance (QC+CMN, Discrete Regularisation and Laplacian RLS). ECB
obtained comparable accuracy with cluster-based methods for both amount of labelled
data. Such results might indicate that, in fact, the manifold present in the data is more
meaningful for classification.
The structures of COIL, BCI and Text datasets are unknown. Nonetheless, ECB
yielded competitive performance among cluster-based and manifold-based algorithms on
these real-world datasets with 10 and 100 labelled instances, although ClusterReg pro-
duced better generalisation in BCI when compared to both manifold and cluster-based
algorithms. This might indicate that, in this case, ECB was able to properly use the
information from the few labelled instances.
As expected, since ECB uses a sampling approach and approximate nearest neigh-
bours, it did not obtain the best results among all classifiers in the transductive setting.
However it produced comparable generalisation ability to other cluster-based methods
when the cluster assumption holds.
In the inductive setting, we used only real-world datasets (Table 3.5) and their struc-
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ture is unknown. When compared to MCSSB and RegBoost, ECB was statistically su-
perior for most datasets across all amounts of labelled instances (Tables 5.4, 5.5 and
5.6). This fact indicates that our method could take advantage of its robustness to fewer
labelled instances and overlapping classes. The decision boundary generated by ECB
might have not been severely affected by the position of labelled points in a given high-
density region. Such a performance in real-world datasets might be explained by the use
of semi-supervised base learners. Such base learners are able to seek the neighbourhood
for an appropriate label of an unlabelled instance and might recover from an incorrect
pseudo-label assigned to such a point.
Both MCSSB and RegBoost implement all three semi-supervised assumptions. In
cases where there is a clear cluster structure, the quality of the decision boundary gener-
ated by these algorithms might be limited by the search for a manifold in such datasets.
In such situations, methods specialised in finding cluster structures may yield significantly
superior generalisation performance, as shown in Tables 5.4, 5.5 and 5.6.
When compared to ClusterReg, ECB was able to significantly improve in many data-
sets with 10% and 20% of labelled data. Therefore, our ensemble approach was able to
recover from errors of base classifiers, despite the use of approximate nearest neighbours.
However, for 5% of labelled instances, ECB only statistically improved over ClusterReg
in 5 datasets. This fact might indicate that ClusterReg could find appropriate decision
boundaries and ECB was not able to deliver further improvements.
ECB obtained similar generalisation ability to CBoost across the majority of datasets.
Despite the use of approximation techniques to calculate nearest neighbours and the
sampling procedure, ECB was successful on relatively small real-world datasets when
compared to algorithms that compute exact nearest neighbours and uses all data available
at each iteration.
Apart from comparing the accuracy of ECB with state-of-the-art methods, we per-
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formed experiments with datasets with tens of thousands instances to evaluate the scala-
bility of ECB. In Figures 5.2, 5.3 and 5.4, we show the generalisation ability and efficiency
of ECB along with MCSSB, RegBoost and CBoost across different amounts of unlabelled
data. As depicted in Figure 5.2a, all methods reduce their test error with the increase of
the number of unlabelled instances, which might denote the usefulness of unlabelled data
in such dataset.
Regarding scalability, MCSSB, RegBoost and CBoost fail with a few thousands of
instances (as shown in Figure 5.2b). MCSSB updates each instance weight with the
consideration of all other unlabelled points, that is, it uses all instances to assign the
pseudo-label of an unlabelled instance. This update leads to a quadratic growth of com-
putational time with respect to the number of unlabelled points. Moreover, MCSSB stores
a N ×N similarity matrix. Such facts cause the algorithm to fail due to either memory
shortage or time usage.
RegBoost requires the computation of exact nearest neighbours, which involves the
use of a N × N distance matrix. As indicated by Figures 5.2b, 5.3b and 5.4b, such an
algorithm starts to demand virtual memory with small amounts of data, which leads to a
high increase in computation time at each step of the graph. Similar to MCSSB, RegBoost
fails due to excessive running time and memory consumption.
Similarly, in Figure 5.3, the algorithms reduce their generalisation error with larger
amounts of unlabelled data. However, as depicted in Figure 5.3b, only ECB was able to
handle the full dataset. In Figure 5.4a, MCSSB did not deliver comparable accuracy to
other algorithms. This fact may indicate that the effectiveness of its decision boundary
was affected by the use of the manifold assumption when there might be a clear cluster
structure in the dataset. Similar to the case of the Acoustic dataset, only ECB showed
good scalability for Shuttle dataset (Figure 5.4b).
As shown in Figures 5.2b, 5.3b and 5.4b, the time requirement of ECB grows linearly
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with the number of unlabelled instances. As depicted in Figures 5.2a, 5.3a and 5.4a, ECB
can also produce comparable results with existing algorithms.
It is important to notice that the error of ECB is usually lower than that of CBoost,
as shown in Figures 5.2a, 5.3a and 5.4a. The use of sampled data in each iteration of ECB
leads to less trained base learners in comparison with CBoost. This early stop can be
interpreted as a regularisation mechanism of the learning algorithm [Bishop, 2006]. This
fact might indicate that ECB is able to avoid overfitting by stopping its training earlier
than CBoost with the use of a sample of instances for each base classifier. In contrast,
CBoost uses all available instances, which can lead further boosting iterations and might
overfit the training points.
Based on the previous results, one could conclude that the employed clustering algo-
rithm, LSC, is suitable for large datasets, delivering good partitions efficiently without
compromising memory usage. The approximation technique increases efficiency in terms
of both time and memory, which tackles the drawbacks of RegBoost and MCSSB with re-
spect to high memory consumption (such drawbacks also have an impact on the execution
time due to the overhead caused by accessing virtual memory). The sampling procedure
also greatly reduces time complexity and allows training with large datasets in reasonable
time. In fact, our experiments confirmed that the proposed method is suitable for large-
scale datasets. Table 5.8 summarises time and memory complexities of the methods used
in our experiments. It is important to highlight that M ≪ U , S ≪ U and V ≪ U . For
example, for the Acoustic dataset used in Figure 5.7b, U = 98428, S = 200, M = 100
and V = 30.
Algorithms Time Memory
MCSSB O(TbaseCU
2 + TS3) O(N2)
RegBoost O(V CN logN + CTbaseS
3 + TCV U) O(N2)
CBoost O(V CN logN + TbaseC
2M2U + TCV U) O(N2)
ECB O(TbaseC
2M2S + TCV U) O(V U)
Table 5.8: Summary of the time and memory complexities.
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In order to evaluate the sensitivity of ECB to the sample size B regarding accuracy
and efficiency, Figures 5.5 and 5.6 present the generalisation error and CPU time for the
SecStr and Acoustic datasets, respectively, for different amounts of sampled data. The
amount of unlabelled data needed for SecStr is small, as shown in Figure 5.5a, which
denotes that such a dataset does not possess a clear cluster structure. Hence, labelled
data will be more important for the training algorithm. In contrast, ECB could improve
its generalisation ability with larger amounts of sampled data for the Acoustic dataset
(Figure 5.6a).
As shown in Figures 5.5b and 5.6b, the computational time stabilizes when the sample
size reaches the limit of the number of hidden nodes in the RBFN. This behaviour is
expected since the number of centres employed in RBFN increases with the sample size
until it reaches a limit (in this case, 2000 hidden nodes).1
We also plot the generalisation error throughout 1000 iterations (base learners) of
ECB on SecStr, Acoustic and Shuttle datasets (Figures 5.7a, 5.7b and 5.7c, respectively)
without a termination criterion. We verify that the proposed algorithm converges with a
small number of base learners, despite the small number of sampled instances, B = 100, at
each iteration. As expected, the algorithm starts to overfit in later iterations. This figure
suggests that ECB can be successfully used for large-scale datasets without compromising
the execution time with a large number of base learners.
5.6 Theoretical discussion on Efficient Cluster-based
Boosting
In the ECB algorithm, a subset E of size B is sampled from U at each iteration with
replacement. A total T iterations will sample T × B points from the unlabelled set. In
1The complexity of RBFN grows quadratically with the number of centres and we limit such a pa-
rameter.
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practical applications, it is necessary to know the number of distinct points presenting in
the total TB points. The following will calculate the ratio of distinct points vs. the total
points U in ECB.
Let ξij be the binary indicator that the unlabelled data point i ∈ {1, . . . , U} was
selected as the sampled point j ∈ {1, . . . , k}, where k = TB. Since the sampling is with
replacement, ξij is an independent Bernoulli trial with the success probability 1/U . Thus,
the number of times point i was sampled,
χi =
k∑
j=1
ξij ,
has a Binomial(k, 1/U) distribution. Therefore, the probability that the particular point
i is not sampled, P (χi = 0), is calculated from the binomial mass function as
P (χi = 0) = (1− 1/U)
k.
Point i that is not sampled Πi = I(χi = 0), is a Bernoulli trial with success probability
(1− 1/U)k. The expected proportion of the population that is not sampled is
mk = E
(
1
U
U∑
i=1
Πi
)
=
1
U
U∑
i=1
E(Πi) = (1− 1/U)
k. (5.11)
Based on Equation (5.11), ECB will sample
distinct = 1− (1− 1/U)TB ∗ 100%
distinct samples in the total sampled TB points.
For example, for the Acoustic dataset, U = 98428, B = 1500, T = 200, and the
distinct ratio is 95%.
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Although the sampling approach cannot cover 100% unlabelled data, and sometimes it
can cover only a small part of unlabelled data, ECB can still achieve a promising general-
ization ability due to the fact that the generated ensemble member znj is guaranteed to be
parallel to the functional gradient, which is beneficial for the generalization performance
[Friedman, 2001]. That is, in the step (11) of Algorithm 4, ECB chooses {znj}
B+L
1 that is
most parallel to the residual −
[
∂L(Fn,yn)
∂Zt−1nj
]
∈ RB+L as the ensemble member. This znj is
the most highly correlated solution with −
[
∂L(Fn,yn)
∂Zt−1nj
]
over the data distribution.
Based on Friedman [2001] and confirmed by Figure 5.7, this formulation often leads to
comparable generalization to state-of-the-art algorithms, which might be the reason why
ECB can achieve a good performance even with a small number of iterations.
5.7 Conclusions
In this Chapter, we addressed the research question in Section 1.5.3. As demonstrated
in our experiments, existing classifiers cannot handle large datasets. Therefore, we intro-
duced an efficient boosting algorithm for multi-class SSC. By reducing time and memory
complexities of CBoost, such a method allows SSC to be performed in large-scale datasets.
We proposed a cluster-based boosting algorithm for large multi-class datasets. We
reviewed the literature and pointed out that state-of-the-art algorithms cannot be applied
to large datasets due to their time requirements. Our proposed method handles large
datasets by employing an efficient clustering algorithm, an approximation technique for
nearest neighbours to avoid the computation of pairwise distance matrix and a sampling
procedure to reduce the training set of base learners. Such improvements reduce both
time and memory requirements for ECB.
We designed three experimental settings: transductive, inductive, and large-scale da-
tasets. In both transductive and inductive settings, ECB could deliver comparable gen-
eralisation ability to state-of-the-art algorithms. In our analysis on large-scale datasets,
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we evaluated and validated the scalability of the proposed algorithm for both binary and
multi-class datasets.
The experimental analysis confirmed that (i) the use of uniform sampling along with
approximation techniques for nearest neighbours and large-scale clustering can increase
the efficiency of ECB and maintain comparable generalisation performance with other
methods; (ii) ECB inherits the advantages of ClusterReg and presents robustness to the
position of labelled data in a cluster and, (iii) as in CBoost, by using semi-supervised
base learners, ECB is also robust to incorrect pseudo-label assignments during training.
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CHAPTER 6
Conclusions and Future Work
In this Thesis, we studied ensemble techniques for multi-class semi-supervised classifica-
tion. Firstly, we introduced ClusterReg, a multi-class classifier that possesses robustness
to overlapping class and to the few labelled instances on low-density regions. Then, we
used the concept of cluster regularisation of ClusterReg to develop a robust boosting
technique, CBoost, which uses a semi-supervised classifier, ClusterReg, as base learners.
Unlike existing methods, such an ensemble algorithm is able to overcome errors in pseudo-
labels assignments. And, finally, we introduced ECB, an efficient and effective multi-class
ensemble algorithm that uses approximate nearest neighbours and sampling to extend
CBoost in order to allow SSC to be performed in large-scale datasets.
In this Chapter, we highlight the major contributions of this Thesis. We also describe
further investigations that might extend this work. Our contributions are reported in
Section 6.1 and the future works are presented in Section 6.2.
6.1 Contributions
We summarise the major contributions of this Thesis as follows.
• Algorithms for multi-class semi-supervised classification.
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Most existing SSC methods in literature are binary classifiers, therefore such algo-
rithms depend on suboptimal decomposition methods to perform multi-class classi-
fication and are prone to problems of imbalanced classification and different output
scales of binary classifiers [Valizadegan et al., 2008]. Thus, we developed ensem-
ble techniques that are inherently multi-class. And the base learners also perform
multi-class classification.
• Semi-supervised classification with cluster regularisation.
Most cluster-based methods attempt to find the largest margin between high-density
regions (clusters). When overlapping clusters are present, with sparse labelled in-
stances on their borders, such classifiers may not find the correct gap between classes
to generate a decision boundary, although these inherent clusters might be easily
identified.
In this sense, we introduced in Chapter 3 a semi-supervised multi-class classifier
(ClusterReg). ClusterReg uses soft clustering in a regularisation mechanism in order
to avoid generating decision boundaries that traverses high-density regions. Due to
such a regularisation technique, the proposed method is robust to overlapping classes
and to the few labelled instances in a cluster.
Therefore, in order to investigate ensemble learning for multi-class SSC, we success-
fully addressed relevant weaknesses in state-of-the-art algorithms (research question
raised in the Section 1.5.1) with the introduction of ClusterReg and employed such
a method as the base learner in the proposed ensemble algorithms.
• A Fully semi-supervised ensemble for multi-class classification.
Semi-supervised ensembles can employ unlabelled data in their training algorithm
(at ensemble level) and/or in the training of base learners (at base learner level).
Therefore, the design of an ensemble and, hence, its performance may be strongly
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affected by the use of unlabelled data at either of such levels. To our knowledge,
such an issue was not addressed in literature. Thus, we presented a study on the
usefulness of employing unlabelled data at both ensemble and base learner levels,
comparing to using such data at ensemble level only.
In this sense, this Thesis investigated such an issue (research question raised in the
Section 1.5.2) in Chapter 4. We presented a study on the usefulness of employ-
ing unlabelled data at both ensemble and base learner levels, comparing such an
approach to using unlabelled instances at the ensemble level only. We proposed
the Cluster-based Boosting (CBoost) algorithm for multi-class classification. Such
a method extends ClusterReg and, unlike other semi-supervised ensembles in the
literature, is composed of semi-supervised base classifiers.
CBoost extends ClusterReg by employing gradient boosting to improve Cluster-
Reg’s predictive accuracy. CBoost inherits ClusterReg’s robustness to overlapping
classes and to the position of few labelled instances in a given cluster when the clus-
ter assumption holds. The proposed method is especially designed for multi-class
problems, avoiding depending on decomposition techniques. And it uses an effec-
tive semi-supervised base learner, ClusterReg. Such a base classifier considers the
neighbourhood of an instance when learning its pseudo-label. This approach leads
to a more robust ensemble, since base learners may be able to overcome possible
incorrect pseudo-labels.
• Efficient boosting for semi-supervised classification.
Due to the available number of unlabelled data, a semi-supervised training set can
often have tens of thousands of instances. Therefore, the learning algorithms must
be able to handle such large datasets. However, existing ensemble algorithms are
unable to handle typical large-scale datasets.
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Therefore, in Chapter 5, we proposed the Efficient Cluster-based Boosting (ECB)
algorithm. ECB extends CBoost by employing an efficient clustering algorithm,
an approximation technique for nearest neighbours to avoid the computation of
pairwise distance matrix and a sampling procedure to reduce the training set of
base learners.
Chapter 5 demonstrated that (i) the use of uniform sampling along with approxi-
mation techniques for nearest neighbours and large-scale clustering can increase the
efficiency of ECB and maintain comparable generalisation performance with other
methods; (ii) ECB inherits the advantages of ClusterReg and presents robustness
to the position of labelled data in a cluster and, (iii) as in CBoost, by using semi-
supervised base learners, ECB is also robust to incorrect pseudo-label assignments
during training.
Such improvements reduce both time and memory requirements for ECB, and main-
tain comparable generalisation ability with state-of-the-art algorithms. Therefore,
ECB enables semi-supervised classification for large-scale datasets.
6.2 Future work
The classifiers proposed in this Thesis and described in literature use local-search training
algorithms. Hence, such methods may find only local optima and may not produce the
global optimum of their loss functions. In this sense, since population-based optimisers
have been widely employed in the supervised context to train classifiers [Garcia-Pedrajas
et al., 2005, Khare et al., 2005, Nguyen et al., 2006, Kim and Cho, 2008], we aim to
investigate the use of such global-search methods for semi-supervised classification. We
expect such training algorithms with global search to deliver better solutions, when com-
pared to local-search methods, for our proposed classifiers and, hence, to produce higher
generalisation accuracy.
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ClusterReg, CBoost and ECB rely on the parameter λ to compromise between su-
pervised loss and semi-supervised regularisation in our loss function. Thus, our future
work is also to employ model selection techniques [Wasserman, 2000, Bishop, 2006], such
as Bayesian techniques, to optimise such a trade-off. Multi-objective evolutionary algo-
rithms [Chen et al., 1999, Deb et al., 2000, Chen and Yao, 2010] are also an alternative.
The proposed loss function is based on cluster regularisation. Since we may find good
compromises between supervised and cluster-based regularisation with model selection
techniques, we can also include a manifold regularisation term in our loss function. The
main contribution would be the automatic selection of which SSL assumption (terms in the
loss function) should have a higher impact on the training of a classifier for a given dataset
with an unknown underlying structure. Such a systematic selection of assumptions would
help to solve a limitation of existing methods in literature: the dependency on trade-off
parameters to balance multiple assumptions.
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