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Abstract
In this paper, we consider the asymptotic behavior of solution for the Cauchy problem
for p-system with relaxation{
vt − ux = 0,
ut + p(v)x = 1ε (f (v)− u), (E)
with initial data
(v,u)(x,0)= (v0(x),u0(x))→ (v0, u±), as x→±∞. (I)
By applying the elementary energy method and the Green function method for the para-
bolic equation, we obtain the Lp-convergence rate to the diffusion waves for the Cauchy
problem (E), (I).
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1. Introduction
The relaxation phenomenon arises in several areas of physics, such as gas
dynamics, elastic dynamics, multiphase flow, phase transition, etc. [1,2,4–6,8,11,
* Corresponding author.
E-mail address: mcsyao@zsu.edu.cn (Z.-a. Yao).
0022-247X/02/$ – see front matter  2002 Elsevier Science (USA). All rights reserved.
PII: S0022-247X(02)00 67 4- 1
498 Z.-a. Yao, C. Zhu / J. Math. Anal. Appl. 276 (2002) 497–515
13]. The relaxation limit for nonlinear system was first studied by Liu [7] with the
following form:{
∂tu+ ∂xf (u, v)= 0,
∂tv + ∂xg(u, v)= h(u, v), (1.1)
with initial data
(u, v)(x,0)= (u0(x), v0(x))→ (u±, v±), as x→±∞. (1.2)
When the limit (u±, v±) of the initial data at x = ±∞ satisfies the equilibrium
equation h(u±, v±)= 0, Liu [7] proved nonlinear stability for rarefaction waves
and travelling waves. Related results on the relaxation time limit can be found
in [1,10]. For the study of convergence rate on relaxation problem, one can refer
to [2,6,9]. Especially, Chern [2] proved that, when the initial data is a perturbation
of an equilibrium constant state, the long-time effect of (1.1) is equivalent to a
viscous effect, or in other words, the Chapman–Enskog expansion is valid, and
the corresponding solution tends to a diffusion wave time asymptotically. The
convergence rate to this diffusion wave in the Lp-sense for 1 p ∞ was also
obtained.
In this paper, we consider the Cauchy problem for p-system with relaxation{
vt − ux = 0,
ut + p(v)x = 1ε (f (v)− u), (1.3)
with initial data(
v(x,0), u(x,0)
)= (v0(x), u0(x))→ (v0, u±), as x→±∞, (1.4)
where ε > 0 is a relaxation time. Without loss of generality, we assume that ε = 1,
the smooth function p(v) satisfies p′(v) < 0 for v > 0, and the smooth function
f (v) satisfies the following subcharacteristic condition introduced by Liu [7]:
(SC) −√−p′(v) < f ′(v) <√−p′(v).
Our aim is to study the time-asymptotic behavior of solution to the Cauchy
problem (1.3), (1.4) when the limit (v0, u±) of the initial data at x = ±∞ does
not satisfy equilibrium equation, i.e., u± 	= f (v0) as in [14]. Precisely, we obtain
Lp-convergence rate to the diffusion waves for the Cauchy problem (1.3), (1.4)
by applying the elementary energy method and the Green function method for the
parabolic equation. It is worth to point out that we improve the decay rate in [2]
for some case, such as ‖∂lx(u− u0)‖Lp .
Notations. Hereafter, we denote several generic positive constants depending on
a, b, . . . by Ca,b,... or only by C without any confusion. Lp = LP (R) (1  p 
∞) denotes usual Lebesgue space with the norm
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‖f ‖Lp =
(∫
R
∣∣f (x)∣∣p dx)1/p, 1 p <∞,
|f |∞ = sup
R
∣∣f (x)∣∣,
and the integral region R will be omitted without any confusion. Hl (l  0)
denotes the usual lth-order Sobolev space with the norm
‖f ‖l =
(
l∑
j=0
∥∥∂jx f ∥∥2
)1/2
,
where ‖·‖ = ‖·‖0 = ‖·‖L2 . For simplicity, ‖g(· , t)‖Lp and ‖f (· , t)‖l are denoted
by ‖f (t)‖Lp and ‖f (t)‖l , respectively.
2. Main results
As in [3,14], we introduce the following functions:{
vˆ(x, t)=−(u+ − u−)e−tm0(x),
uˆ(x, t)= e−t(u− − f (v0)+ (u+ − u−) ∫ x−∞m0(y) dy), (2.1)
where m0(x) is a smooth function with compact support satisfying
+∞∫
−∞
m0(x) dx = 1.
It is easy to show that{
vˆt − uˆx = 0,
uˆt =−uˆ. (2.2)
Let
V (x, t)=
x∫
−∞
(
v(y, t)− v0 − vˆ(y, t)
)
dy, (2.3)
Z(x, t)= u(x, t)− u0 − uˆ(x, t), (2.4)
where u0 = f (v0).
Throughout this paper, we suppose that
+∞∫
−∞
(
v(y,0)− v0
)
dy = u+ − u− (2.5)
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and (
V (x,0),Z(x,0)
)= (V0(x),V1(x)) ∈H 3 ×H 2. (2.6)
Then V (x, t), Z(x, t) satisfy{
Vt −Z = 0,
Zt + (p′(v0)Vx)x +Z − f ′(v0)Vx = F1 + F2, (2.7)
and (
V (x,0),Z(x,0)
)= (V0(x),V1(x))→ 0, as x→±∞, (2.8)
where{
F 1(x, t)=−(p(Vx + v0 + vˆ)− p(v0)− p′(v0)Vx)x,
F 2(x, t)= f (Vx + v0 + vˆ)− f (v0)− f ′(v0)Vx. (2.9)
Rewrite (2.7) into the following wave equation:
Vtt +
(
p′(v0)Vx
)
x
+ Vt − f ′(v0)Vx = F 1 + F 2. (2.10)
We have the following main theorems:
Theorem 2.1. Let both δ0 = |u+ − u−| and δ = ‖V0‖H 3 +‖V1‖H 2 be sufficiently
small. Then there exists a global solution (V (x, t),Z(x, t)) of (2.7), (2.8), which
satisfies∥∥∂lt ∂kxV (· , t)∥∥Lp =O(1)(1+ t)−(1/2)(1−1/p)−k/2−l, (2.11)∥∥∂lxZ(· , t)∥∥Lp =O(1)(1+ t)−(1/2)(1−1/p)−l/2−1, (2.12)
for any l + k  2, l  1, and 2 p +∞. That is, there exists a unique global
smooth solution (v(x, t), u(x, t)) of (1.3), (1.4), which satisfies∥∥∂lt ∂kx (v(· , t)− v0)∥∥Lp =O(1)(1+ t)−1+1/2p−k/2−l, (2.11′)∥∥∂lx(u(· , t)− u0)∥∥Lp =O(1)(1+ t)−3/2+1/2p−l/2, (2.12′)
for any l + k  1 and 2 p +∞.
Theorem 2.2. Under the conditions of Theorem 2.1, there exists an asymptotic
profile φ(x, t) of V , such that for 2 p +∞
‖∂kx (V − φ)(· , t)‖Lp =O(1)(1+ t)−(1/2)(1−1/p)−1/2−k/2,
k = 0,1,2,
‖∂t ∂kx (V − φ)(· , t)‖Lp =O(1)(1+ t)−(1/2)(1−1/p)−1/4−k/2−1,
k = 0,1,
(2.13)
where the asymptotic profile φ(x, t) satisfies
φt − f ′(v0)φx + (p′(v0)+ f ′(v0)2)φxx = 0,
φ(x,0)= φ0(x)= V0(x)− V1(x)
− (α − 2f ′(v0))V0x(x)+
∫∞
0 F 2(x, t) dt,
(2.14)
where α is an arbitrary constant.
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3. Reformulation of problem and L2-estimates
To obtain L2-estimates by applying the elementary energy method as in [12],
we expect to eliminate the term −f ′(v0)Vx from (2.7) or (2.10). This can be done
by introducing the following coordinate transformation:{
x = ξ − f ′(v0)τ,
t = τ. (3.1)
In fact, the transformation (3.1) gives
Vτ −Z = 0,
Zτ + 2f ′(v0)Zξ − aVξξ +Z = F1 + F2,
(V (ξ,0),Z(ξ,0))= (V 0(ξ),V 1(ξ)),
(3.2)
or {
Vττ − aVξξ + Vτ + 2f ′(v0)Vξτ = F1 + F2,
(V (x,0),Vτ (x,0))= (V 0(x),V 1(x)), (3.3)
where a =−p′(v0)− f ′(v0)2 > 0 and{
F1(ξ, τ )=−(p(Vξ + v0 + vˆ)− p(v0)− p′(v0)Vξ )ξ ,
F2(ξ, τ )= f (Vξ + v0 + vˆ)− f (v0)− f ′(v0)Vξ , (3.4)(
V 0(ξ), V 1(ξ)
)= (v0(ξ), v1(ξ)− f ′(v0)v0ξ (ξ)) ∈H 3 ×H 2. (3.5)
We devote ourselves to the estimates of the solution (V (ξ, τ ),Z(ξ, τ )) of (3.2) or
(3.3) under the a priori estimates
N(T )2 = sup
0<t<T
{ 3∑
k=0
(1+ t)k∥∥∂kxV (· , t)∥∥2 + 2∑
k=0
(1+ t)k+2∥∥∂kxZ(· , t)∥∥2
+
1∑
k=0
(1+ t)k+4∥∥∂kxZt (· , t)∥∥2 + (1+ t)5‖Ztt‖2
}
. (3.6)
By Sobolev inequality, we have∥∥∂lt ∂kxV (· , t)∥∥∞ √2N(T )(1+ t)−k/2−l−1/4, 0 l + k  2. (3.7)
Lemma 3.1. If V (x, t) ∈W 0,∞(0, T ;H 3)∩W 1,∞(0, T ;H 2)∩W 2,∞(0, T ;H 1)
∩W 3,∞(0, T ;L2), then V (x, t) satisfies∥∥∂lt ∂kxV (· , t)∥∥Lp √2N(T )(1+ t)−(1/2)(1−1/p)+1/4−k/2−l,
0 l + k  2, (3.8)
where 2 p +∞.
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Proof. From (3.7), we have
∥∥∂lt ∂kxV (x, t)∥∥Lp = {∫ ∣∣∂lt ∂kxV (x, t)∣∣p−2∣∣∂lt ∂kxV (x, t)∣∣2 dy}1/p
 sup
0<t<T
∥∥∂lt ∂kxV (x, t)∥∥1−2/p∞ {∫ ∣∣∂lt ∂kxV (x, t)∣∣2 dy}1/p

(√
2N(T )
)1−2/p
(1+ t)(−k/2−l−1/4)(1−2/p)∥∥∂lt ∂kxV (x, t)∥∥2/p

√
2N(T )(1+ t)(−k/2−l−1/4)(1−2/p)−(2/p)(k/2+l)
=√2N(T )(1+ t)−(1/2)(l−1/p)−k/2−l+1/4. ✷
Lemma 3.2. Let V (ξ, t) satisfy the conditions of Lemma 3.1 and p,f ∈ C3(R1).
Then ∥∥∂lt ∂kξ Fi(· , t)∥∥L1  C(1+ t)−1−k/2−l , 0 l + k  2, i = 1,2, (3.9)
t∫
0
(1+ τ )k/2+l∥∥∂lt ∂kξ Fi(· , t)∥∥L1 dτ  C, 0 l + k  2, i = 1,2, (3.10)
where C is a positive constant only depending on v0, vˆ(ξ, t), ‖Fi‖C3(R1).
Proof. We prove only that∥∥∂ξF2(· , t)∥∥L1  C(1+ t)−3/2, (3.11)
t∫
0
(1+ τ )1/2∥∥∂ξF2(· , t)∥∥L1 dτ  C. (3.12)
The other proofs are similar to the proofs of (3.11), (3.12). Noticing
∂ξF2 =
(
f ′(Vξ + v0 + vˆ)− f ′(v0)
)
(Vξξ + vˆξ )+ f ′(v0)vˆξ , (3.13)
we have∫
|∂ξF2|dξ  C
∫ (|Vξ ||Vξξ | + |Vξ ||vˆξ | + |vˆξ |)dξ
 C(1+ t)−3/2
∫ (
(1+ t)1/2|Vξ |(1+ t)|Vξξ |
+ (1+ t)1/2|Vξ |(1+ t)|vˆξ | + |vˆξ |
)
dξ
 C(1+ t)−3/2((1+ t)1/2‖Vξ‖2 + (1+ t)2‖Vξξ‖2 +C1)
 C2(1+ t)−3/2 (3.14)
and
Z.-a. Yao, C. Zhu / J. Math. Anal. Appl. 276 (2002) 497–515 503
t∫
0
(1+ τ )1/2
∫
|∂ξF2|dξ dτ
C
t∫
0
∫
(1+ τ )1/2(|Vξ ||Vξξ | + |Vξ ||vˆξ | + |vˆξ |)dξ dτ
C
( t∫
0
‖Vξ‖2 +
t∫
0
(1+ τ )‖Vξξ‖2 +
t∫
0
(1+ τ )‖vˆξ‖L1
)
dτ
C. ✷ (3.15)
The main theorem of this section is
Theorem 3.3. Suppose that both δ0 and δ are suitably small. Then the Cauchy
problem (3.2) or (3.3) has a unique global solution (V ,Z) ∈C1([0,+∞);H 3)×
C1([0,+∞);H 2) which satisfies∥∥∂lt ∂kξ V (· , t)∥∥=O(1)t−k/2−l, 0 l + k  3, l  2, (3.16)∥∥Ztt(· t)∥∥=O(1)t−5/2. (3.17)
Proof. Multiplying (3.2)2 by Vτ and λV and integrating over R, respectively, we
have
1
2
d
dτ
(‖Vτ‖2 + a‖Vξ‖2)+ ‖Vτ‖2 = ∫ FVτ dξ, (3.18)
λ
2
d
dτ
(
2(V ,Vτ )+ ‖V ‖2
)− λ‖Vτ‖2 − 2f ′(v0)(Vτ ,Vξ )+ λa‖Vξ‖2
= λ
∫
FV dξ. (3.19)
Now we estimate
t∫
0
∫
FVs dξ ds =
t∫
0
∫
(F1 + F2)Vs dξ ds = I1 + I2.
Without loss of generality, we assume f ′(v0) 	= 0. It is easy to see
I1 =
t∫
0
∫ (
p(Vξ + v0 + vˆ)− p(v0)−p′(v0)Vξ
)
Vsξ dξ ds
=
t∫
0
∫
d
ds
Vξ+v0+vˆ∫
0
G(s) ds −
t∫
0
∫
p′(v0)vˆξVs dξ ds
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=
∫ (Vξ+v0+vˆ)(t )∫
v0
G(s) ds −
V0ξ+v0+vˆ(0)∫
v0
G(s) ds −
t∫
0
∫
p′(v0)vˆξVs dξ ds
C
∫ (|Vξ |3 + |vˆ|3)dξ + 14
t∫
0
∫
|Vs |2 dξ ds
+C(‖v0‖21 +‖v1‖2)+ 4
t∫
0
∫
|vˆ|2 dξ ds
CN(T )‖Vξ‖2 +C
(‖v0‖21 + ‖v1‖2 + δ0) (3.20)
and
I2 =
t∫
0
∫
f ′′
(
v0 + θ(Vξ + vˆ)
)
(Vξ + vˆ)2Vs dξ ds +
∫
f ′(v0)vˆ dξ ds
CN(T )
t∫
0
∫ (‖Vξ‖2 + |Vs |2)dξ ds +C(‖v0‖21 +‖v1‖2 + δ0),
(3.21)
where G(s)= p(s)− p(v0)− p′(v0)s and 0 < θ < 1. Hence
τ∫
0
∫
FVs dξ ds CN(T )‖Vξ‖2 +CN(T )
τ∫
0
∫ (‖Vξ‖2 + |Vs |2)dξ ds
+C(‖V0‖21 + ‖V1‖2 + δ0).
Similarly, we have
τ∫
0
∫
FV dξ ds  CN(T )
τ∫
0
∫ (‖Vξ‖2 + |Vs |2)dξ ds
+C(‖V0‖21 + ‖V1‖2 + δ0).
Finally, we get
‖V ‖2 + ‖Vτ‖2 + ‖Vξ‖2 +
τ∫
0
(‖Vξ‖2 + |Vs |2)ds
 C
(‖V0‖21 +‖V1‖2 + δ0). (3.22)
by the integration of (3.18), (3.19) over (0, τ ) and choosing λ = min{1/2, a/
2f ′(v0)2}.
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Noticing∣∣∣∣∣
τ∫
0
(1+ s)
∫
FVs dξ ds
∣∣∣∣∣
CN(T )(1+ t)‖Vξ‖2 +CN(T )
τ∫
0
∫
|Vξ |2 dξ ds
+CN(T )
τ∫
0
∫
(1+ s)|Vs |2 dξ ds +C
(‖V0‖21 + ‖V1‖2 + δ0), (3.23)
and integrating (1+ τ )× (3.18) over (0, τ ), we have from (3.22)
(1+ τ )(‖Vξ (τ )‖2 +‖Vτ (τ )‖2)+ τ∫
0
(1+ s)|Vs |2 ds
C
(‖V0‖21 + ‖V1‖2 + δ0). (3.24)
In a fashion similar to that above, the calculations of (1 + t)i (−1)k∂2kξ (Vt +
λV )× (3.3), k = 1,2, t = 0, . . . , k, and (1 + t)k+1(−1)k∂2kξ Vt× (3.3), k = 1,2,
inductively give the estimates
(1+ τ )(‖Vξ‖21 + ‖Vτ‖2)+ τ∫
0
(1+ s)(‖Vξξ‖2 + ‖Vξs‖2)ds
C
(‖V0‖22 + ‖V1‖21 + δ0), (3.25)
(1+ τ )2(‖Vξξ‖21 + ‖Vξτ‖2)+
τ∫
0
(1+ s)2‖Vξs‖2 ds
C
(‖V0‖22 + ‖V1‖21 + δ0), (3.26)
(1+ τ )2(‖Vξξ‖21 + ‖Vξξτ‖2)+ τ∫
0
(1+ s)2(‖Vξξξ‖2 + ‖Vξξs‖2)ds
C(δ + δ0), (3.27)
and
(1+ τ )3(‖Vξξξ‖21 + ‖Vξξτ‖2)+ τ∫
0
(1+ s)3‖Vξξs‖2 ds
C(δ + δ0). (3.28)
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The key of the proof is to estimate the terms
∫ τ
0
∫ +∞
−∞ (1 + s)i(−1)k∂2kξ (Vs +
λV )(F1 + F2) ds dξ , k = 1,2, i = 0, . . . , k, and
∫ τ
0
∫ +∞
−∞ (1 + s)k+1(−1)k ×
∂2kξ Vt (F1 + F2) ds dξ , k = 1,2. This can be done as in (3.20), (3.21). The details
are omitted.
Differentiating (3.2) with respect to τ , we have
Zττ + 2f ′(v0)Zξτ − aVξξτ +Zτ = F1τ + F2τ . (3.29)
Multiplying (3.29) by (1+ τ )i(−1)k∂2kξ (Vτ +λV ), k = 0,1, i = 0, . . . , k+1, and
(1+ t)k+3(−1)k∂2kξ Vt , k = 0,1, and using (3.20)–(3.28), we have
(1+ τ )2(‖Vτ‖21 + ‖Vττ‖2)+ τ∫
0
(1+ s)2(‖Vξs‖2 + ‖Vss‖2)ds
 C
(‖v0‖22 + ‖v1‖21 + δ0), (3.30)
(1+ τ )3(‖Vξτ‖2 + ‖Vττ‖2)+ τ∫
0
(1+ s)3‖Vss‖2 ds
 C
(‖v0‖22 + ‖v1‖21 + δ0), (3.31)
(1+ τ )3(‖Vξτ‖21 + ‖Vξττ‖2)+
τ∫
0
(1+ s)3(‖Vξξs‖2 + ‖Vξss‖2)ds
 C(δ+ δ0), (3.32)
and
(1+ τ )4(‖Vξξτ‖2 +‖Vξττ‖2)+ τ∫
0
(1+ s)4‖Vξss‖2 ds
 C(δ+ δ0). (3.33)
Finally, differentiating (3.29) with respect to τ , we have
Zτττ + 2f ′(v0)Zξττ − aVξξττ +Zττ = F1ττ + F2ττ . (3.34)
Multiplying (3.34) by (1+ τ )i(Vτττ + λVττ ) and (1+ t)5Vτττ , we have
(1+ τ )4(‖Vττ‖21 + ‖Vτττ‖2)+ τ∫
0
(1+ s)4(‖Vξss‖2 + ‖Vsss‖2)ds
 C(δ+ δ0), (3.35)
and
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(1+ τ )5(‖Vξττ‖2 + ‖Vτττ‖2)+ τ∫
0
(1+ s)5‖Vsss‖2 ds
C(δ + δ0). (3.36)
The proofs of (3.30)–(3.33), (3.35) and (3.36) are straightforward and we omit the
details. This proves Theorem 3.3. ✷
4. Lp-estimates
In this section, we give Lp (2  p  +∞) estimates by applying the Green
function method for the parabolic equation. To do this, we rewrite (3.3) as
Vτ − aVξξ = F1 + F2 − Vττ − 2f ′(v0)Vτξ . (4.1)
By Duhamel’s principal, we have
V (ξ, τ )=
∫
G(ξ − y, τ )v0(y) dy
+
τ∫
0
∫
G(ξ − y, τ − s)(F1 + F2 − Vττ − 2f ′(v0)Vτξ )dξ ds, (4.2)
where G(ξ, τ ) is a Green function defined by
G(ξ, τ )= 1√
4πaτ
exp
{
− ξ
2
4aτ
}
. (4.3)
Remark 4.1. Let 2 p +∞, 0 l, k <+∞, G(ξ, τ ) defined by (4.3). Then∥∥∂lτ ∂kξ G(ξ, τ )∥∥=O(1)τ−(1/2)(1−1/p)−l−k/2. (4.4)
Remark 4.2. For the convenience, we write Hausdorff–Young inequality as
‖f ‖
Lq
′  ‖g‖Lp‖h‖Lr , (4.5)
where 1  p, r  +∞, 1/p = 1/r ′ + 1/q ′, 1/r ′ + 1/r = 1, f = g ∗ h ∈ Lq ′ ,
g ∈ Lr , h ∈ Lp .
Theorem 4.3. Let both δ and δ0 be sufficiently small. If (V0,V1) ∈ L1 ×L1, then
there exists a global solution (V (ξ, τ ),Z(ξ, τ )) of (3.2), which satisfies∥∥∂lτ ∂kξ V (· , τ )∥∥Lp =O(1)(1+ τ )−(1/2)(1−1/p)−k/2−l
and ∥∥∂lξZ(· , τ )∥∥Lp =O(1)(1+ τ )−(1/2)(1−1/p)−l/2−1,
for any 0 l + k  2, l  1, and 2 p +∞.
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Proof. From (4.2), we have
∂lτ ∂
k
ξ V (ξ, τ )=
∫
∂lτ ∂
k
ξ G(ξ − y, τ )v0(y) dy
+ ∂lτ
τ∫
0
∫
∂kξ G(ξ − y, τ − s)
(
F1 + F2 − Vss − 2f ′(v0)Vsξ
)
dξ ds.
(4.6)
Let
I
l,k
1 =
∫
∂lτ ∂
k
ξ G(ξ − y, τ )v0(y) dy,
I
l,k
2 = ∂lτ
τ∫
0
∫
∂kξ G(ξ − y, τ − s)F1 dy ds,
I
l,k
3 = ∂lτ
τ∫
0
∫
∂kξ G(ξ − y, τ − s)F2 dy ds,
I
l,k
4 = ∂lτ
τ∫
0
∫
∂kξ G(ξ − y, τ − s)Vss dy ds,
I
l,k
5 = ∂lτ
τ∫
0
∫
∂kξ G(ξ − y, τ − s)Vsy dy ds.
Then
∂lτ ∂
k
ξ V (ξ, τ )= I l,k1 + I l,k2 + I l,k3 − I l,k4 − 2f (v0)I l,k5 . (4.7)
Setting
M(τ)= sup
p2,0sτ,2l+k3, l1
(1+ τ )(1/2)(1−1/p)+l+k/2∥∥∂lτ ∂kξ V (ξ, τ )∥∥Lp,
(4.8)
and using Hausdorff–Young inequality (4.5), we get∥∥I l,k1 ∥∥Lp  ∥∥∂lτ ∂kξ G(· , τ )∥∥Lp‖v0‖L1  C(1+ τ )−(1/2)(1−1/p)−l−k/2. (4.9)
For I l,k2 , from Lemma 3.2∥∥∂lτ ∂kξ F1(· , t)∥∥Lp  C(1+ τ )−1−k/2−l, 0 l + k  2, (4.10)
and we have for k  2
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∥∥I 0,k2 ∥∥Lp  C
τ∫
τ/2
∥∥G(ξ − y, τ − s)∂kyF1∥∥Lp ds
+
τ/2∫
0
∥∥∂kyG(ξ − y, τ − s)F1∥∥Lp ds
 C
τ∫
τ/2
(τ − s)−(1/2)(1−1/p)(1+ s)−1−k/2 ds
+C
τ/2∫
0
(τ − s)−(1/2)(1−1/p)−k/2(ε0 +M(τ))(1+ s)−1−1/2 ds
 CM2(τ )(1+ τ )−(1/2)(1−1/p)−k/2, (4.11)
and for k  1∥∥I 1,k2 ∥∥Lp  ∥∥∥∥∫ ∂kξ G(ξ − y, τ/2)F1(y, τ/2) dy∥∥∥∥
Lp
+
τ∫
τ/2
∥∥∥∥∫ G(ξ − y, τ − s)∂s∂kyF1(y, s) dy∥∥∥∥
Lp
ds
+
τ/2∫
0
∥∥∥∥∫ ∂s∂kyG(ξ − y, τ − s)F1(y, s) dy∥∥∥∥
Lp
ds
 C(1+ τ )−(1/2)(1−1/p)−k/2−1. (4.12)
Similarly, we have for 0 l + k  2, l  1∥∥I l,k3 ∥∥Lp C(1+ τ )−(1/2)(1−1/p)−k/2−l. (4.13)
Now we estimate I l,k4 . If l = 0, 1 k  2, then we have
∥∥I 0,k4 ∥∥Lp 
τ∫
τ/2
∥∥∥∥∫ ∂k−1ξ G(ξ − y, τ/2)∂y∂2s V (y, s) dy∥∥∥∥
Lp
+
τ/2∫
0
∥∥∥∥∫ ∂kξ ∂sG(ξ − y, τ − s)∂sV (y, s) dy∥∥∥∥
Lp
ds
+
∥∥∥∥∫ ∂s∂kξ G(ξ − y, τ − s)∂sV (y, s) dy∣∣∣s=τ/2s=0
∥∥∥∥
Lp
.
510 Z.-a. Yao, C. Zhu / J. Math. Anal. Appl. 276 (2002) 497–515
By using Hausdorff–Young inequality (4.5), we have
∥∥I 0,k4 ∥∥Lp C
τ∫
τ/2
(τ − s)−(1/2)(1−1/q)−(k−1)/2(1+ s)−5/2 ds
+C
τ/2∫
0
(τ − s)−(1/2)(1−1/q)−k/2−1(1+ s)−1 ds
+C(1+ τ )−(1/2)(1−1/q)−k/2−1
+C‖v1‖L1(1+ τ )−(1/2)(1−1/p)−k/2
C(1+ τ )−(1/2)(1−1/p)−k/2. (4.14)
If l = 0, k = 0, then we have
∥∥I 0,04 ∥∥Lp 
τ∫
τ/2
∥∥∥∥∫ G(ξ − y, τ/2)∂2s V (y, s) dy∥∥∥∥
Lp
+
τ/2∫
0
∥∥∥∥∫ ∂sG(ξ − y, τ − s)∂sV (y, s) dy∥∥∥∥
Lp
ds
+
∥∥∥∥∫ ∂sG(ξ − y, τ − s)∂sV (y, s) dy∣∣∣s=τ/2s=0
∥∥∥∥
Lp
C(1+ τ )−(1/2)(1−1/p). (4.15)
Similarly, we have
∥∥I 1,k4 ∥∥Lp  C(1+ τ )−(1/2)(1−1/p)−k/2−1, (4.16)
and for 0 l + k  2, l  1
∥∥I l,k5 ∥∥Lp  C(1+ τ )−(1/2)(1−1/p)−k/2−l. (4.17)
From (4.7), (4.9), (4.11)–(4.17), we have∥∥∂lτ ∂kξ V (· , τ )∥∥Lp  C(1+ τ )−(1/2)(1−1/p)−k/2−l.
This completes the proof of Theorem 2.1. ✷
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5. Asymptotics to diffusion waves
In this section, we show that the asymptotic profile of the solution V (ξ, τ ) of
(3.3) is given by the solution φ(ξ, τ ) of the Cauchy problem for the corresponding
parabolic equation{
φτ − aφξξ = 0 in (0,+∞)×R1,
φ(ξ,0)= (φ0 − φ1 − (α − 2f ′(v0))φ2 + φ3)(ξ,0) in R1, (5.1)
where α is a arbitrary constant and
φ0(ξ,0)= V0(ξ),
φ1(ξ,0)= V1(ξ),
φ2(ξ,0)= V0ξ (ξ),
φ3(ξ,0)=
∫ +∞
0 F2(ξ, τ ) dτ.
(5.2)
Let W(ξ, τ )= V (ξ, τ )− φ(ξ, τ ). Then W(ξ, τ ) satisfies{
Wτ − aWξξ = F − Vττ − 2f ′(v0)Vτξ ,
W(ξ,0)=−V1(ξ)− (α − 2f ′(v0))V0ξ (ξ)−
∫ +∞
0 F2(ξ, τ ) dτ.
(5.3)
Hence, W(ξ, τ ) is given by
W(ξ, τ )=
∫
G(ξ − y, τ )
×
(
−V1(y)−
(
α− 2f ′(v0)
)
V0ξ (y)−
+∞∫
0
F2(y, τ ) dτ
)
dy
+
τ∫
0
∫
G(ξ − y, τ − s)(F − Vss − 2f ′(v0)Vτξ )(y, s) dy ds.
By the integration by parts in s
W(ξ, τ )=
τ/2∫
0
∫
∂ξG(ξ − y, τ − s)F˜1 dy ds
+
τ∫
τ/2
∫
G(ξ − y, τ − s)F1 dy ds
+
τ/2∫
0
∫ (
G(ξ − y, τ − s)−G(ξ − y, τ ))F2 dy ds
−
∫
G(ξ − y, τ )
+∞∫
τ/2
F2 ds dy
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−
∫
G(ξ − y, τ/2)Vτ (· , τ/2) dy ds
−
τ/2∫
0
∫
∂sG(ξ − y, τ − s)Vs dy ds
+
τ∫
τ/2
∫
G(ξ − y, τ − s)Vss dy ds
− 2f ′(v0)
∫
G(ξ − y, τ/2)Vξ (y, τ/2) dy ds
+ α
∫
∂yG(ξ − y, τ )v0 dy ds
+
τ/2∫
0
∫
∂sξG(ξ − y, τ − s)V dy ds
− 2f ′(v0)
τ∫
τ/2
∫
G(ξ − y, τ − s)Vsξ dy ds
=
11∑
i=1
Ji(ξ, τ ), (5.4)
where F˜1 = p(Vξ + v0 + V̂ )− p(V0)− p′(V0)vξ . Hence, we have
∂lτ ∂
k
ξ W(ξ, τ )=
11∑
i=1
∂lτ ∂
kJi(ξ, τ ). (5.5)
Now we estimate ∂lτ ∂kJi(ξ, τ ), i = 1,2, . . . ,11:
∥∥∂kξ J1(ξ, τ )∥∥Lp 
τ/2∫
0
∥∥∥∥∫ ∂k+1ξ G(ξ − y, τ − s)F˜1 dy∥∥∥∥
Lp
ds

τ/2∫
0
∥∥∂k+1ξ G(· , τ − s)∥∥Lp∥∥F˜1∥∥L1 ds
C
τ/2∫
0
(τ − s)−(1/2)(1−1/p)−(k+1)/2∥∥F˜1∥∥L1 ds
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Cτ−(1/2)(1−1/p)−k/2−1/2
τ/2∫
0
(‖Vξ‖2L2 + ‖vˆ‖2L2)ds
Cτ−(1/2)(1−1/p)−k/2−1/2 (5.6)
and ∥∥∂τ ∂kξ J1(ξ, τ )∥∥Lp C∥∥∥∥∫ ∂k+1ξ G(ξ − y, τ/2)F˜1(y, τ/2) dy∥∥∥∥
Lp
ds
+
τ/2∫
0
∥∥∥∥∫ ∂τ ∂k+1ξ G(ξ − y, τ − s)F˜1(y, s) dy∥∥∥∥
Lp
ds
C(τ/2)−(1/2)(1−1/p)−(k+1)/2
∥∥F˜1(· , τ/2)∥∥L1
+Cτ−(1/2)(1−1/p)−(k+1)/2−1
τ/2∫
0
∥∥F˜1(y, s) dy∥∥L1 ds
Cτ−(1/2)(1−1/p)−k/2−1/2−1. (5.7)
By applying Theorem 4.3, we have
∥∥∂kξ J2(ξ, τ )∥∥Lp 
τ∫
τ/2
∥∥G(ξ − y, τ − s)∥∥
Lp
∥∥∂k+1y F˜1 dy∥∥L1 ds
C
τ/2∫
0
(τ − s)−(1/2)(1−1/p)s−(k+1)/2−1 ds
Cτ−(1/2)(1−1/p)−k/2−1/2 (5.8)
and
∥∥∂τ ∂kξ J2(ξ, τ )∥∥Lp 
τ∫
τ/2
∥∥G(ξ − y, τ − s)∥∥
Lp
∥∥∂s∂k+1y F˜1 dy∥∥L1 ds
C
τ∫
τ/2
(τ − s)−(1/2)(1−1/p)s−(k+1)/2−2 ds
Cτ−(1/2)(1−1/p)−k/2−1/2−1. (5.9)
By using (4.4), Theorem 4.3 and Hausdorff–Young inequality (4.5), we have
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∥∥∂kξ J3(ξ, τ )∥∥Lp 
τ/2∫
0
∥∥∥∥∫ ∂kξ (Gs(ξ − y, τ − s + θs))sF2 dy∥∥∥∥
Lp
ds
C
τ/2∫
0
∥∥∂kξ (Gs(ξ − y, τ − s + θs))∥∥Lps‖F2‖L1 ds
C
τ/2∫
0
(τ − s + θs)−(1/2)(1−1/p)−1−k/2s
× (‖Vξ‖2L2 + ‖vˆ‖2L2)ds
Cτ−(1/2)(1−1/p)−1−k/2
τ/2∫
0
s(1+ s)−1−1/2 ds
Cτ−(1/2)(1−1/p)−1/2−k/2, (5.10)
where 0 < θ < 1, and∥∥∂τ ∂kξ J3(ξ, τ )∥∥Lp  Cτ−(1/2)(1−1/p)1/2−k/2−1. (5.11)
Similarly, we have∥∥∂lτ ∂kξ Ji(ξ, τ )∥∥Lp  Cτ−(1/2)(1−1/p)−1/2−k/2−l, i = 4,5, . . . ,11. (5.12)
From (5.5)–(5.12), we have for 0 l + k  2, l  1, 2 p +∞∥∥∂lτ ∂kξ W(ξ, τ )∥∥Lp  Cτ−(1/2)(1−1/p)−1/2−k/2−l. (5.13)
Theorem 2.2 follows from the transformation (3.1) and the estimate (5.13).
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