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LIMITING PROPERTIES OF THE DISTRIBUTION
OF PRIMES IN AN ARBITRARILY LARGE NUMBER OF
RESIDUE CLASSES
LUCILE DEVIN
Abstract. We generalize current known distribution results on Shanks–Rényi
prime number races to the case where arbitrarily many residue classes are in-
volved. Our method handles both the classical case that goes back to Cheby-
shev and function field analogues developed in the recent years. More precisely,
let pi(x; q, a) be the number of primes up to x that are congruent to amodulo q.
For a fixed integer q and distinct invertible congruence classes a0, a1, . . . , aD ,
assuming the generalized Riemann Hypothesis and a weak version of the linear
independence hypothesis, we show that the set of real x for which the inequal-
ities pi(x; q, a0) > pi(x; q, a1) > . . . > pi(x; q, aD) are simultaneously satisfied
admits a logarithmic density.
1. Prime number races
In [Che99], Chebyshev detected a bias in the distribution of prime numbers
in arithmetic progressions. His observation, under the name of prime number
races or Chebyshev’s bias, has been studied and generalized extensively these last
25 years, since Rubinstein and Sarnak published their influential paper [RS94]
(see [FK02, GM06] for exposition of the subject and references). In particu-
lar, the aim is to study the asymptotic behavior of π(x; q, a); the number of
primes ≤ x that are congruent to a mod q. For a fixed integer q and distinct
invertible congruence classes a0, a1, . . . , aD mod q, one investigates the inequali-
ties π(x; q, a0) > π(x; q, a1) > . . . > π(x; q, aD). We use the logarithmic density
and the terminology of [MN17].
Definition 1. Let P be a set of positive real numbers, the logarithmic density δ(P)
of P is given by
(1) δ(P) = lim
X→∞
1
logX
∫ X
1
1P(x)
dx
x
= lim
Y→∞
1
Y
∫ Y
0
1P(e
y) dy
if the limit exists, where 1P is the indicator function of the set P .
For fixed q and distinct invertible congruence classes a0, a1, . . . , aD mod q, if,
for each permutation σ, the set Pq;aσ(0),aσ(1),...,aσ(D) := {x ≥ 1 : π(x; q, aσ(0)) >
π(x; q, aσ(1)) > . . . > π(x; q, aσ(D))} admits a logarithmic density, we say that the
prime number race is weakly inclusive.
Note that if the limit does not exist in (1), one can still define the inferior (resp.
superior) logarithmic density δ(P) (resp. δ(P)) using the lower (resp. upper) limit.
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Among other things, Rubinstein and Sarnak [RS94] showed conditionally that
all prime number races are weakly inclusive; and in particular they calculated
δ(P4;3,1) ≈ 0.9959. In the general case of a prime number race between con-
gruence classes modulo q, this result is conditional on the Generalized Riemann
Hypothesis (GRH) and the Linear Independence (LI) conjecture for the zeros of
the Dirichlet L-functions of the non-principal characters modulo q; that is to say
that the non-trivial zeros of these L-functions have real part equal to 12 , and that
the multi-set
Z(q) :=
⋃
χ mod q
χ6=χ0
{γ ≥ 0 : L(12 + iγ, χ) = 0}(2)
is linearly independent over Q.
Later, Martin and Ng [MN17, Th. 1.11(a)] obtained the weak inclusiveness under
a weaker version of the Linear Independence hypothesis. Namely they proved that
a prime number race between D + 1 contestants modulo q is weakly inclusive if
enough independent Dirichlet characters modulo q have 2D+1 self-sufficient zeros
(i.e. elements of {γ ≥ 0 : L(12 + iγ, χ) = 0} that are linearly independent of all the
other elements of Z(q)). This condition has been further weakened in [Dev19] in
the case of a prime number race between two contestants (D = 1). In this paper, we
extend the weakening of LI for the weak inclusiveness of prime number races with
any fixed number of contestants as a corollary of our main theorem (Corollary 2).
The setting of prime number races has been generalized to the study of a wider
range of error terms in prime number theory using almost periodic functions (see e.g.
[ANS14]). Applying the explicit formulas and classic conjectures, the error terms
in asymptotic formulas for sums of coefficients of L-functions at prime numbers
can indeed be expressed using an almost periodic-function in the logarithm of the
variable. We state our main result in this general setting. We study the limiting
behavior of an almost periodic function with a finite number of terms and we will
see in the proof of Corollary 2 how to handle the fact that those sum are in general
infinite (see Remark 4). We show that such functions are not locally constant in
a broad sense: the values of an almost-periodic function do not stay a positive
proportion of the time in a smaller subspace than the one generated by all its
values.
Theorem 1. Let N ≥ 1 and γ1, . . . , γN > 0 be distinct real numbers. Let D ≥ 1
and fix c1, . . . , cN ∈ CD. Let F : R+ → RD be the function defined by
F (x) =
N∑
n=1
(
cnx
iγn + cnx
−iγn
)
=
N∑
n=1
(an cos(γn log x) + bn sin(γn log x)) .
The image of F is contained in a compact subset of the subspace VF of R
D generated
by the vectors a1, . . . , aN ,b1, . . . ,bN .
Then, for every subspace H ⊂ RD not containing VF and every vector α ∈ RD,
one has δ(F ∈ α+H) = 0.
In particular, if VF 6⊂
⋃D
d=1{x ∈ RD : xd = 0}, then, for every α1, . . . , αD ∈ R,
one has δ(Fd = αd) = 0 for all 1 ≤ d ≤ D, and the logarithmic density
δ(F1 > α1, F2 > α2, . . . , FD > αD)
exists.
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Remark 1. (1) Note that up to applying a linear transformation to the func-
tion F , the set {F1 > α1, F2 > α2, . . . , FD > αD} represents any set defined
by linear inequalities between the coordinates.
(2) One would rather want to show more generally that for any subset A of
Lebesgue measure zero in V , the set {x : F (x) ∈ A} has logarithmic density
equal to zero1, but this does not hold when the torus generated by the γn’s
has a smaller dimension than V .
(3) Theorem 1 is a multi-dimensional version of [Dev19, Th. 2.2] (see also
[KR03, Th. 4] conditional only on GRH and giving at most two points
where the density can be non-zero).
Applying Theorem 1 to the classical prime number race in congruence classes
with D + 1 contestants yields the following result on weak inclusiveness.
Corollary 2. Let q ≥ 3 be an integer, assume GRH for the Dirichlet L-functions
modulo q. Suppose there existsM ≥ 1 and γ1, . . . , γM ∈ Z(q) relatively independent
of Z(q)r {γ1, . . . , γM}, i.e.
〈γ1, . . . , γM 〉Q ∩ 〈Z(q)r {γ1, . . . , γM}〉Q = {0},
and such that for each non-principal character χ mod q, there exists 1 ≤ m ≤ M
with L(12 + iγm, χ) = 0 but L(
1
2 + iγm, χ
′) 6= 0 for χ′ 6= χ.
Then, every prime number race modulo q is weakly inclusive and the ties have
density zero.
Note that, although Corollary 2 is conditional on the generalized Riemann Hy-
pothesis, the condition needed on the zeros is definitely weaker than the Linear
Independence hypothesis that is used in [RS94]. It is also weaker than the con-
dition in [MN17, Th. 1.10(a)] since it allows rational linear relations between the
γn’s. In particular, the second part of the assumption is automatic if the zeros are
simple in the multi-set Z(q). However we do not know if this condition is easier
to prove than the Linear Independence hypothesis: it still involves knowledge on
all the zeros. Such a condition can be studied and checked more easily on function
fields since, in this setting, the L-functions have finitely many zeros. This idea is
carried out in Section 2 and we obtain analogues of Corollary 2 that are somewhat
stronger in function fields.
Since the counting functions π(·; q, a) are step functions with jumps at prime
numbers, it could seem more natural to use a logarithmic density adapted to the
set of primes instead of the one from Definition 1 which is adapted to the set
[1,∞). In [LMP], Lichtman Martin and Pomerance show that, in the case of a
prime number race with two contestants, the two densities exist and are equal as
long as the ties have density zero. Combining Theorem 1 with [LMP, Th. 2.1], we
deduce a weak condition ensuring that the two densities exist simultaneously (and
thus are equal).
Corollary 3. Let q ≥ 3 be an integer, assume GRH for the Dirichlet L-functions
modulo q. Under the same conditions as in Corollary 2, we have that, for any
1Note that under stronger conditions Martin and Ng [MN17, Cor. 4.7] show that the limiting
distribution of F is absolutely continuous with respect to the Lebesgue measure on V , in particular,
it does not assign mass to subsets of V of Lebesgue measure equal to zero.
4 LUCILE DEVIN
distinct invertible classes a0, a1, . . . , aD modulo q,
lim
X→∞
1
logX
∑
p∈Pq;a0,a1,...,aD
p≤X
log p
p
= δ(Pq;a0,a1,...,aD).
The proof of Theorem 1 is based on the fact that the limit behavior of an almost-
periodic function is well described by its limiting distribution. Let us first recall
the definition.
Definition 2. Let F : R → RD be a real function. If it exists, the limiting
logarithmic distribution of the function F is the probability measure µ on RD such
that for any bounded Lipschitz continuous function g, we have
lim
X→∞
1
logX
∫ X
1
g(F (x))
dx
x
=
∫
RD
g dµ.
The existence of the limiting logarithmic distribution of an almost-periodic func-
tion F with a finite number of terms, as in Theorem 1, is a consequence of the
Kronecker–Weyl Equidistribution Theorem as in [Hum12, Lem. 4.3] (see also
[Dev19, Lem. 4.8]).
Thus, in general, studying a prime number race boils down to understanding
the associated limiting logarithmic distribution. We are mainly interested in the
support and the regularity of this distribution.
If the distribution has a large enough support, for example intersecting all sec-
tors, then one can prove that every contestant in the prime number race take the
lead for a positive proportion of the time. This idea was developed in [RS94, Th.
1.2] which is conditional only on the generalized Riemann Hypothesis only but
works for a certain type of prime number races. In [RS94, Rk.1.3] a more general
result conditional on the generalized Riemann Hypothesis and the Linear Indepen-
dence is stated, this result was improved in [MN17, Th. 1.11(b)] by weakening the
hypothesis on the linear independence of the zeros.
If the distribution does not have atoms, or does not concentrate mass on strict
subspaces, then one can prove that “the ties have density zero”, this also ensure the
existence of logarithmic density (defined by the limit in (1)) for all set P defined
by linear inequalities between the coordinates. In [RS94], Rubinstein and Sarnak
proved, under the Linear Independence hypothesis, that the distribution associated
to any prime number race in congruence classes is smooth. Martin and Ng ([MN17])
showed under a weaker assumption that this distribution is absolutely continuous.
Both the results of Rubinstein–Sarnak and Martin–Ng imply that all measurable
sets of Lebesgue measure2 zero are also null sets for this distribution. The main
point of Theorem 1 is that we give the weakest necessary condition to ensure that
the distribution associated to a general prime number race with an arbitrary large
number of contestants does not concentrate mass on strict subspaces of its support
(without more regularity).
2. Chebyshev’s bias in function fields
The analogy between Z and rings of transcendence degree 1 over finite fields (see
e.g. [Ros02]) provides a natural translation of the notion of prime number races
2The Lebesgue measure we refer to in this case could be the Lebesgue measure on RD or on
a proper subspace, see the discussion in the end of [MN17, Sec. 2.1] for more details.
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to irreducible polynomials with coefficients in finite fields. This translation was
first studied by Cha in [Cha08] where he adapted the results of [RS94]. Further
generalizations have been studied since then in [CK10, CI11, CFJ16, DM18, PG19].
In this setting, some results are unconditional since the Riemann Hypothesis in
function field of curves over finite fields is a theorem of Weil [Wei48]. Moreover the
hypothesis of linear independence is proven in generic cases [Kow08, CFJ17, PG19]
but counterexamples can be found [Cha08, Kow08, Li18].
In this context, instead of counting primes up to x (a real number) we count
irreducible monic polynomials of degree up to k (an integer), it is natural to change
the variable x = qk where q is the cardinal of the field of coefficients. Thus we use
natural densities instead of logarithmic densities, and we use a sum instead of an
integral in the definition. Note, however, that — as observed in Corollary 3 — the
use of a sum or an integral in Definitions 1 and 2 does not modify the results and
values when the limiting logarithmic distribution does not give mass to hyperplanes.
Definition 3. Let P be a set of positive integers, the (natural) density dens(P)
of P is given by
dens(P) = lim
X→∞
1
X
∑
k≤X
1P(k)
if the limit exists, where 1P is the indicator function of the set P .
We will usually omit the qualifier “natural” in the rest of the paper, except when
comparing with the logarithmic density. Similarly to the logarithmic density, one
can always define the inferior (resp. superior) density dens (resp. dens).
We have the following analogue of Theorem 1.
Theorem 4. Let N ≥ 1 and γ1, . . . , γN ∈ (0, π)rQπ be distinct real numbers. Let
D ≥ 1 and fix c1, . . . , cN ∈ CD. Let F : N→ RD be the function defined by
F (k) =
N∑
n=1
(
cne
ikγn + cne
−ikγn
)
=
N∑
n=1
(an cos(γnk) + bn sin(γnk)) .
The image of F is contained in a compact subset of the subspace VF of R
D generated
by the vectors a1, . . . , aN ,b1, . . . ,bN .
Then, for every subspace H ⊂ RD not containing VF and every vector α ∈ RD,
one has dens(F ∈ α+H) = 0.
In particular, if VF 6⊂
⋃D
d=1{x ∈ RD : xd = 0}, then, for every α1, . . . , αD ∈ R,
one has dens(Fd = αd) = 0 for all 1 ≤ d ≤ D, and the density
dens(F1 > α1, F2 > α2, . . . , FD > αD)
exists.
Remark 2. (1) Note that the difference between Theorem 1 and Theorem 4 is
only on the set of possible values for the γn’s. When studying the limiting
distribution of an almost-periodic function over the integers, the almost-
periods commensurable to π play a special role as {kπ : k ∈ Z}/2πZ is a
discrete subgroup of Z/2πZ. This specificity does not appear in Theorem 1
since the set {π log x : x ∈ R}/2πZ is dense in Z/2πZ.
(2) It is expected — and proved in some cases [Kow08, CFJ17] — that the
Linear Independence hypothesis holds generically in families of L-functions.
Thus it is natural to think that the condition of Theorem 4 is generically
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satisfied in various versions of Chebyshev’s bias over function fields, and
probably it holds more often than the Linear Independence hypothesis.
As in the case of Theorem 1, our results will in fact be about the regularity of
the limiting distribution of our almost-periodic function.
Definition 4. Let F : N → RD be a real function. If it exists, the limiting
(natural) distribution of the function F is the probability measure µ on RD such
that for any bounded Lipschitz continuous function g, we have
lim
X→∞
1
X
∑
k≤X
g(F (k)) =
∫
R
g(t) dµ(t).
We obtain the analogue of Corollary 2 in function fields, where similarly to (2),
we define the multi-set of “non-negative” zeros of L-functions modulo Q ∈ Fpα ,
Z(Q) :=
⋃
χ mod Q
χ6=χ0
{γ ∈ [0, π] : L(12 + iγ, χ) = 0}.
Corollary 5. Let pα be a power of prime, and Q ∈ Fpα [t]. If there exists M ≥ 1
and γ1, . . . , γM ∈ Z(Q) r Qπ such that, for each character χ mod Q, there exists
1 ≤ m ≤M with L(12 + iγm, χ) = 0 but L(12 + iγm, χ′) 6= 0 for χ′ 6= χ.
Then, every irreducible polynomial race in Fpα modulo Q is weakly inclusive and
the ties have density zero.
The proof follows the same lines as the proof of Corollary 2. Note that this also
applies to races between polynomials with a fixed number of irreducible factors in
congruence classes as in [DM18] since the asymptotic formulas depend similarly on
the zeros of the Dirichlet L-functions.
In [Kow08], Kowalski proved a generic Linear Independence for the zeros of
Dirichlet L-functions of quadratic characters in function fields. Together with The-
orem 4, this gives unconditionally the existence of Chebyshev’s bias in many races
between quadratic residues and non-quadratic residues. In particular, the following
result is a direct consequence of Theorem 4 in the case D = 1 with [Kow08, Prop.
1.1] and [DM18, (5)].
Corollary 6. Let f ∈ Z[T ] be a squarefree monic polynomial of degree 2g, where
g ≥ 1 is an integer. Let p be an odd prime such that p does not divide the discrim-
inant of f , and let U/Fp be the open subset of the affine line, defined by f(u) 6= 0.
For any extension Fq/Fp, any u ∈ U(Fq), and any subset A of the invertible classes
in Fq[T ]/(f(T )(T − u)) we denote
Πk(x;u,A) :=
1
|A|
∣∣∣{N ∈ Fq[T ] monic: degN≤x,Ω(N)=k , N mod f(T )(T − u) ∈ A}∣∣∣ .
Then, denoting  (resp. ⊠) the subset of quadratic residues (resp. non-quadratic
residues), we have
|{u ∈ U(Fq) : dens(Πk(·;u,) > Πk(·;u,⊠)) does not exists }| ≪g q1−
1
4g2+2g+4 log q.
Remark 3. Kowalski shows in fact that the Linear Independence is not satisfied for
the Dirichlet L-function of the primitive quadratic character modulo f(T )(T − u)
for no more than this small portion of the u ∈ U(Fq). However, the polyno-
mial f(T )(T−u) is not irreducible, we do not know if all the zeros of the L-functions
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of the quadratic characters modulo f(T )(T − u) are indeed linearly independent
over Q for most of the u’s, so we cannot derive stronger properties of the limiting
distribution (such as the symmetry or more smoothness that are obtained under
various weaker versions of LI in [Dev19, Sec. 2.2]). To obtain Corollary 6 from
[Kow08, Prop. 1.1], we only use the fact that if L(s, χ) satisfies LI, then at least
one imaginary part of a zero of L(s, χ) is not in Qπ, and the associated coefficient
is non-zero thanks to the formula [DM18, (5)].
Other cases of generic linear independence are obtained following the idea of
[Kow08]. Notably, in [CFJ17], Cha, Fiorilli and Jouve prove that generically in
certain families of elliptic curves over function fields, the hypothesis LI is satisfied
for the L-functions of the elliptic curve. They use this result in [CFJ16] to obtain,
among other things, an improved analogue of Corollary 6 in the context of Mazur’s
version of Chebyshev’s bias for the coefficients ap of elliptic curves over function
fields.
Similarly, in [PG19], Perret-Gentil proves several results on generic linear in-
dependence, related to the function field version of the bias in the distribution of
angles of Gaussian primes in sectors (see also [RW19]) and to the distribution of
irreducible polynomials in short intervals (see also [KR14]). However these results
show the existence of small subsets of the zeros satisfying the linear independence,
and this is not enough to apply Theorem 4 in the case D ≥ 2 : we would need to
control the multiplicities on the whole set of zeros to conclude.
3. Proofs of the main results
Let us first prove Corollary 2 assuming Theorem 1. Note that the proof of
Corollary 5 assuming Theorem 4 follows the same lines.
Proof of Corollary 2 assuming Theorem 1. The proof follows the idea of the proof
of [MN17, Th. 1.10]. Let 1 ≤ D ≤ φ(q)− 1 and a0, a1, . . . aD be distinct invertible
classes modulo q. We study the function E : R→ RD with coordinates
(3) Ed(x) =
log x√
x
(π(x; q, ad)− π(x; q, ad−1)),
for 1 ≤ d ≤ D. Using the explicit formula as in [RS94, 2.1] we get that, for
each 1 ≤ d ≤ D,
Ed(x) = 2Re
(
M∑
m=1
(χ¯m(ad)− χ¯m(ad−1)) x
iγm
1
2 + iγm
)
+Gd(x)
where for each 1 ≤ m ≤ M , χm is defined uniquely such that one has L(χm, 12 +
iγm) = 0 (recall that Z(q) is a multi-set), and the function G = (G1, . . . , Gd) admits
a limiting logarithmic distribution µG. Note also that by hypothesis the remaining
zeros in Z(q) involved in G are linearly independent of {γ1, . . . , γM}.
Up to gathering the contributions of the zeros with multiplicities, The func-
tion E−G has the form of the function F in Theorem 1. Thus it admits a limiting
logarithmic distribution µF , and the limiting logarithmic distribution of E is the
convolution of the measures µE = µF ∗ µG (this follows from the relative linear
independence, similarly to [MN17, Lem. B.4] using [Dev19, Prop. 5.1]).
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By orthogonality of the Dirichlet characters, the set {(χ(a1)−χ(a0), . . . , χ(aD)−
χ(aD−1)) : χ mod q} spans CD. Thus, applying Theorem 1 yields that the mea-
sure µF does not assign mass to affine subspaces ofR
D. This property is transferred
to µE by convolution, and this gives the weak inclusiveness by Proposition 7. 
Remark 4. Note that the proof is not specific to the case of Dirichlet characters, in
general, under classical hypotheses, normalized error functions E studied in prime
number races context (see e.g. [Dev19, Th. 2.1]) are almost-periodic. If we can
separate the almost-periods into two relatively independent subsets, one of them
being finite, then we can deduce results on the regularity of µE from the regularity
of µF where F is as in Theorem 1.
In the setting of function fields, the separation is easier since the set of almost-
periods is already finite.
Let us now give the proof of Corollary 3, we use the same notations as in the
proof of Corollary 2.
Proof of Corollary 3 assuming Theorem 1. The result follows from [LMP, Th. 2.1]
adapted to the case of a function with values in RD and applied to the function E
defined in (3). The only difference with the one-dimensional case is that we now
need to prove that one has
lim
η→0
η 6=0
µE({x ∈ RD : xd > αd + η, 1 ≤ d ≤ D}) = µE({x ∈ RD : xd > αd, 1 ≤ d ≤ D}).
This is also a consequence of the fact that µE does not assign mass to affine hyper-
planes, associated with the Dominated Convergence Theorem. 
The rest of the section is dedicated to the proof of Theorems 1 and 4. Note first
that by change of variables, the limiting logarithmic distribution of the function
F is the limiting (natural) distribution of the function F ◦ exp. Thus the proofs
of Theorem 1 and Theorem 4 follow the sames lines. We give below the proof of
Theorem 4, noting along the way the differences and adaptations for Theorem 1.
Recall that the existence of the limiting distribution µ of F is a consequence
of the Kronecker–Weyl Equidistribution Theorem as seen in [MN17, Dev19]. In
particular, the measure µ is the push-forward of the Haar measure ωA on the sub-
torus
A = {(kγ1, . . . , kγN ) : k ∈ Z}/(2πZ)N
via the function F˜ : A ⊂ TN → RD defined by
F˜ (θ) =
N∑
n=1
2Re
(
cne
iθn
)
.
Note that in the case of Theorem 1, the subtorus A is parameterized by R instead;
AR = {(yγ1, . . . , yγN) : y ∈ R}/(2πZ)N .
In each of these theorems the second part on the existence of the (logarithmic or
natural) density is a consequence of the first part.
Proposition 7. Let F : N → RD, admitting a natural limiting distribution µ.
Assume that µ({x ∈ RD : xd = αd}) = 0 for each 1 ≤ d ≤ D.
Then dens(Fd = αd) = 0 for each 1 ≤ d ≤ D, and the density dens(F1 >
α1, . . . , FD > αD) exists and equals µ({x ∈ RD : x1 > α1, . . . , xD > αD})
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Proof. Using continuous approximations of the indicator function, one gets that,
for any ǫ > 0,
0 ≤ dens(Fd = αd) ≤ dens(Fd = αd) ≤ µ({x ∈ RD : αd − ǫ ≤ xd ≤ αd + ǫ})
for each 1 ≤ d ≤ D, and
µ({x ∈ RD : x1 > α1 + ǫ, . . . , xD > αD + ǫ})
≤ dens(F1 > α1, . . . , FD > αD) ≤ dens(F1 > α1, . . . , FD > αD)
≤ µ({x ∈ RD : x1 > α1 − ǫ, . . . , xD > αD − ǫ}).
Moreover
|µ({x ∈ RD : x1 > α1−ǫ, . . . , xD > αD−ǫ})−µ({x ∈ RD : x1 > α1+ǫ, . . . , xD > αD+ǫ})|
≤
D∑
d=1
µ({x ∈ RD : αd − ǫ ≤ xd ≤ αd + ǫ})
−→ǫ→0
D∑
d=1
µ({x ∈ RD : xd = αd}) = 0
by Dominated Convergence Theorem. This concludes the proof. 
Remark 5. The proof is similar when µ is the limiting logarithmic distribution
and dens is replaced by δ, giving the analogue of Proposition 7 adapted to Theo-
rem 1.
Theorems 1 and 4 are a consequence of the following general result.
Proposition 8. Let µ be a probability measure on RD, supported in the sub-
space V ⊂ RD. Assume there exists ǫ > 0 such that for all ξ ∈ V , one has
|µˆ(ξ)| ≪ min(1, ‖ξ‖−ǫ).
Then µ does not assign mass to strict affine subspaces of V .
We keep the proof of this proposition for later, and we focus on deducing Theo-
rems 1 and 4. We begin with proving that the measure defined in Theorem 4 satisfies
the hypothesis of Proposition 8. In the case D = 1 already stated in [Dev19, Th.
2.2], the key point is that the one-dimensional function F˜ is not locally constant
on A. We generalize this property to a multi-dimensional function, replacing points
by affine hyperplanes. The image of F˜ is contained in the subspace V . We show
that there is no non-empty open subset of A whose image by F˜ is contained in a
strict affine subspace of V . In the following we denote by S the unit sphere of RD.
Lemma 9. Under the conditions of Theorem 4, for every unit vector u ∈ V ∩ S,
the function 〈u, F˜ 〉 is not locally constant on A.
More precisely, there exist K ≥ 1, η > 0 and B > 0 such that for all (u, θ) ∈
(V ∩ S)×A,
η ≤ max
1≤|k|≤K
∣∣∣∣ ∂k∂θk 〈u, F˜ (θ)〉
∣∣∣∣ ≤ B,
where |k| = k1 + . . .+ kdimA is the length of the multi-index k ∈ NdimA.
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Remark 6. Note that when we write θ = (θ1, . . . , θN ) ∈ A we need to keep in mind
that this object is in fact in a torus of dimension dimA ≤ N (the coordinates can
be linearly related). In particular we use only dimA directions of differentiation
for the variable θ.
Proof. Let f : (V ∩ S)×A be the function defined by
f(u, θ) :=〈u, F˜ (θ)〉 =
N∑
n=1
2Re(〈u, cn〉eiθn)(4)
=
N∑
n=1
(〈u, an〉 cos θn + 〈u,bn〉 sin θn)
this function is analytic in the variable θ.
Since the vectors a1, . . . , aN ,b1, . . . ,bN span V , there exists at least one of them,
say vj , such that 〈u,vj〉 6= 0. Thus by a result of Dedekind–Artin ([Lan02, VI, Th.
4.1] as used in [Dev19, Lem. 5.5]), the function f(u, ·) is not constant on A. Note
that the fact that the γn’s are all distinct ensure that the θn’s are all distinct which
allows to apply the linear independence of the functions cos θn, sin θn. Moreover
the fact that γj /∈ Qπ ensures that A is not discrete in the direction of θj so that
a non-constant analytic function in this variable is indeed non-locally constant.
This means that for u ∈ V ∩S fixed, around each θ ∈ A, there exist a neighbor-
hood, on which at least one partial derivative of f(u, ·) does not vanish. Moreover,
the set (V ∩ S) × A is compact, and for every k ∈ NdimA the function ∂k
∂θk
f(u, θ)
is continuous in the variables u and θ. This gives the uniformity. 
Remark 7. The analogue of Lemma 9 in the context of Theorem 1 follows from the
same lines. Note that the fact that AR is not discrete is obtained unconditionally
in this case since R is not discrete.
We now use Lemma 9 to obtain a decay of the Fourier Transform of µ.
Lemma 10. Under the conditions of Theorem 1 or of Theorem 4, and with K
satisfying Lemma 9, one has, for all ξ ∈ V ,
|µˆ(ξ)| ≪ min(1, ‖ξ‖−1/K).
Proof. Let us write ξ = ‖ξ‖u, with u ∈ V ∩ S a unit vector. Then
µˆ(ξ) =
∫
A
exp(−2πi〈ξ, F˜ (θ)〉) dωA(θ)
=
∫
A
exp (−4πi‖ξ‖f(u, θ)) dωA(θ),
where f is as defined in (4). By Lemma 9 and [Ste93, VIII 2.2 Prop. 5], one has
|µˆ(ξ)| ≪ C(f(u, ·))‖ξ‖−1/K ,
where the implicit constant depends on η,K and on a choice of partition of unity
adapted to the finite open cover of (V ∩ S) × A described implicitly in the proof
of Lemma 9 (in particular the implicit constant does not depend on u), and the
“constant” C(f(u, ·)) remains bounded as long as the norm max|k|≤K ‖ ∂
k
∂θk
f(u, ·)‖∞
is bounded (which follows also from Lemma 9).
We conclude the proof of Lemma 10 by noting that the trivial bound |µˆ(ξ)| ≤ 1
follows from bounding the exponential in the integral by 1. 
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Finally, we give the proof of Proposition 8 to conclude the proof of Theorems 1
and 4.
Proof of Proposition 8. We use a continuous function approximating the indicator
function of an hyperplane. Let α + H ⊂ RD be a strict affine subspace of V .
Without loss of generality3, we take 0 6= α ∈ V proportional to a normal vector of
H , and we can extend H to an hyperplane in RD not containing V (namely, the
orthogonal of α).
Then every element x ∈ RD can be written as x = h + t α‖α‖ , with h ∈ H and
t ∈ R. We define a continuous approximation of the indicator function of α + H
on RD, for all n ≥ 1:
gα+H,n
(
h+
t
‖α‖α
)
=


0 if |t− ‖α‖| > 1n
nt− n‖α‖+ 1 if ‖α‖ − 1n ≤ t ≤ ‖α‖
−nt+ n‖α‖+ 1 if ‖α‖ ≤ t ≤ ‖α‖+ 1n .
(5)
In particular, 1α+H ≤ gα+H,n for all n ≥ 1.
Using Plancherel’s theorem we have:
µ(α+H) ≤
∫
RD
gα+H,n dµ =
∫
RD
gˆα+H,n(ξ)µˆ(ξ) dξ
=
∫
ξ∈H⊥
e−2πi〈α,ξ〉4n
(
sin(‖ξ‖/2n)
‖ξ‖
)2
µˆ(ξ) dξ,
where we used H⊥ = Rα ⊂ V and the Fourier transform of the constant function
on H . Using the bound on the Fourier transform of the measure µ on V , we obtain∣∣∣∣
∫
RD
gα+H,n dµ
∣∣∣∣≪
∫
R
4nmin
(
1
4n2
,
1
t2
)
min(1, |t|−ǫ) dt.
Cutting the integral at |t| = n1−ǫ/2 and selecting the minimal value in each interval
yields
µ(α+H) ≤
∣∣∣∣
∫
RD
gα+H,n dµ
∣∣∣∣≪ n−ǫ/2 + n−ǫ(1−ǫ)/2,
for all n ≥ 1. This concludes the proof in the case ǫ < 1, for the case ǫ ≥ 1 one can
cut the integral at |t| = n2/3 and obtain µ(α +H)≪ n−1/3 for all n. 
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