The n-center of a ring  by Kovacs, Amos
JOURNAL OF ALGEBRA 40, 107-124 (I 976) 
The n-center of a Ring 
AMOS KOVACS * 
Defxwtment of Mathematics, The Hebrezc University of J mrsalem, Jerusalem, Israel 
Communicated by I. iV. Hersteis 
Received December 26, 1974 
The n-center of a ring R is defined as 
C,(R) = [a E R 1 S,[a, b, ,..., O,-,] = 0 Vb, E RI 
It is proved that C,(R) is a Lie ideal of R and a subring of R-provided R is 
semiprime. For, prime R, C,,(R) is either the center or all of R, C,,,,,(R) is 
either zero or all of R. For, semiprime rings C,(R) is characterized as the 
centralizer (annihilator) of certain Lie ideals of R. 
INTRODUCTION Am NOTATIONS 
All rings will be associative rings with unit. Let Z[x] = Z[x, , x2 ...I be 
the polynomial ring in a countable number of noncommutative variables 
over the integers. The polynomial 
Z[x] 3 S,[x, ) x2 )... > .%I = 2 (-1)” G(l) ... x3(,) > 
OES,b 
is called the standard polynomial of degree n. A ring R is said to satisfy 
the standard identity of degree n if for all ri ... Y, E R, S,[r,r, ... yn] = 0. 
For n = 2, the standard identity S,[x,x,] = x1x2 - .x2x1 is nothing but the 
commutator and a ring satisfies S, iff it is commutative. We see, therefore, 
that the standard polynomial is a generalization of the commutator and 
satisfying a standard identity is a generalization of commutativity. Our aim 
is to describe an appropriate generalization of the center of a ring. 
DEFINITIOS. The n-center of a ring R is the set 
C,(R) ={a~R;S,[a,v,,r, ,..., y,_J =0, V’ri E R}. 
Clearly, C,(R) = C(R) is the center of R. Our aim is to characterize 
C,(R). In Section 1, we deduce some facts about the structure of C,(R) 
x Present address: University of California at Santa Barbara, California. 
107 
Copyright ! 1976 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
108 AMOS KOVACS 
in a general ring. In Section 2, we limit ourselves to “good” rings, for which 
we get an exact characterization of C,(R). 
In what follows, we shall write C, for C,(R), when the ring R is evident 
from the context, or when there is no need for specifying the ring. We 
shall also write [xi ,... , x,J for S,[x, ,.. , x,J when the degree of the polynomial 
is clear from the context. For any polynomial g(x, ... x,~) E Z[X] and a 
permutation T E S, we write; 
g+1 ,..‘, 4 = id%(l) ,..., %d). 
For a ring R we denote by R(“) the additive subgroup of R generated by all 
the substitutions of elements of R in S,[x, ,..., .Y~] (i.e., Rc2) := [Ii, RI). 
For reference, we list without proof a few well-known properties of the 
standard polynomial. 
LEMMA 1. (i) For all 7 E S, 
SnT[X 1 ,...) x,] = (- 1)’ s&j )...) x,]. 
(ii) For all Ye’, r1 , vz ,..., 7, E R, 01, 0~’ E C(R), 
S,[cxY1 + a’rl’, Y2 )...) 1-J = aS,[r, , Ye ,...) Yn] +- DI’S,[Yl’, 7, ,..., YJ. 
(iii) S,[X, ,..., xn] = -& (-1y .~&,[X, ) xi ,..., si )...) xn] 
= Et;1 (-1),--i S,&, , xp )...) 32.j ,...) X,& . 
(iv) For all 1 .< K < n, S,[x, ,... x,] 
= (- l)+i~+-+i+l Sk[Xi, ) xi, ,...) X&] Sn&jl , A$ ,...) Xj,J’ 
where the sum z’s meralll <, i, < i, < ... < i, < n, andj, < j, < ... < jn-,( , 
{il ... ik} U {j, ...j,-,} = (I, 2, 3 ,..., n). 
(9 &,U ) .q ) xg ) . . . , .xzn-l ] -- 0. ~ 
(vi) S,,+i[l , si ,..., .van] == S,,[x, ,... , +J. 
The difference in the behavior of the standard polynomial for odd and 
even n that is exhibited in (v) and (vi) above will force us to treat C,(R) 
separately for odd and even n--s. 
1. GENERAL PROPERTIES OF C,(R) 
The following properties of C,(R) are immediate consequences from the 
definition and Lemma 1. 
LEMMA 2. (i) a E C,(R) cr. S,[r, ,..., Y,,] = 0 .for all substitutions from R 
such that one of the ri = a. 
(ii) C,(R) is a module ovw the center C(R). 
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(iii) C(R) C C,,(R). 
(iv) C,(R) is invariant under all automorphisms of R. 
LEMMA 3. For any ring R, C,,+,(R) = C,,(R)n Ann(RtzTk)), where for 
5’ C R, Ann(S) is the two sided annihilator of S. 
Proof. Let a E C,,+,(R), for all b, ,..., bznpl E R. 
0 = S2n+l[a, bl b,, . . . . b2a-l , 11 = S2,Ja, bl ,.-, L-J, 
hence, a E C,,(R). Also, for all 6, ,..., b,, E R, 
0 = S2n+l[a, 6, b2 ,..., &I 
2a 
= aS,,[h , b, ,..., bzn] f 2 +W2&, bl,--.) Li )-.., bl 
i=l 
all the terms in the last sum are zero for we have seen that a E C,,(R). 
Therefore, aS,,[b, , b, ,..., bzn] = 0, and a annihilates R(2TL) from the left. 
By using the second part of (Lemma 1, iii) we get that a annahilates R(2n) 
from the right, and therefore, 
C,,+,(R) C C&R) n Ann(R@l)). 
Conversely, if a E C,,(R) n Ann(R(211)), then for all 6, ,..., b,, E R, 
Sen+&, 4 , b, ,.--, &A 
= aS2& bzn] ,..., + F &bi&,[a, b, ,..., 6. L ,..., bnn] = 0. 
i=l 
We define now a new polynomial in Z[x]; 
We shall prove that f is identically zero. For n = 2 we get 
f (Xl , % , x3) = [[% ,%I, x31 + [[x3 9 %I, %I + k? ) x31, %I = 0, 
which is nothing but the Jacobi identity. 
For the next lemma, we shall identify S, with the subgroup of Sa4r 
that fixes n i- I. 
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LEMMA 4. For all 7 E S, , 
.f% 1 x2 ,...) xnq) == (- l)‘.f(X, , .Q )...) X,,,+r), 
Proof. Since S, is generated by transpositions of the form (i, i A I), 
it is enough to show that for 7 = (i, i + l), f’ = -f. 
If we let T act on the first term in f it will clearly change signs, the same 
will happen to all the other terms except for the i + I term and the i + 2 
term: 
Ji == s*L[x1 ,..., Xi-l , [XIL / 1 , Xi], xi+l )..., fn], 
J;m.l 7~. S,[x, )...) xi > [.%l , %+A .%+z ,..., %I, 
but when 7 acts on these terms we get 
Ji’ = S,[s, ,...) Sidl ) [xlL+l , Xi+,], .Yf )...) wn] = --JYL1 ) 
J:;l -1 S,[s, )...) xi+l ) [.Yn,,~l , s,], .Tf.,.2 )...) sn] == --Ii . 
Hence, 7 exchanges J1 and Ji+t with exchanged signs, therefore, the whole 
polynomial changes signs under 7. 
THEOREM 5 (the generalized Jacobi identity). f(,~r , sS ,..., s.,_J r 0. 
Proof. If we write down f explicitly we get a sum of the form 
.f @I 3” .> h+,) = 1 %%(l) ‘.. %(n 11) > a, E Z. 
c-s, L1 
U’l’e prove that a, = 0 for all 0 E Sn+i . We have to check three different 
cases. 
under(! ( 
(T II + 1) = n :- 1. In this case, since up to its sign f is invariant 
7 
n> we may (by rearranging if necessary the elements 1 . . . n) assume 
that 0 is the identity permutation. The monomial .t”rxZ ... x,x,,+~ appears in 
f only in two terms, in the first with a plus sign and in the last with a minus 
sign, so that all in all its coefficient in f is zero. 
(ii) o(l) = n -+ 1. As above, we may assume that 
o == i,+~~ f::::; ;’ ;-I-l) 
, 3 
The monomial x’,+rs, ... ,~psr appears in f again only in two terms, in the 
last, where its coefficient is (- l)“, where r is the permutation 
1, 2 ,..., n-1, n 
7r : 
i n, 1 n-1,...,2, 1 ’ 
and in the first term where its coefficient is -(-1)“. Thus, again, a,: = 0. 
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(iii) u(i) = n + 1 for 1 < i < n + 1. Again it is enough to check the 
coefficient of the monomial xrxa ... x~-~x,+~x~ ... X, . This monomial appears 
in two terms. The i term Jiel = [x1 ,..., xi-a, [x,+r , xiel], xi ,..., x,], and the 
i + 1 term Ji : [x1 ,..., xi-r , [x,+~ , xi], xi+r ... x,]. Clearly, in the first, 
it appears with a minus sign, and in the second, with a plus, so we are done. 
The Jacobi identity has several immediate consequences that are grouped 
together in the next theorem. 
THEOREM 6. (1) C,(R) is a Lie ideal of R. 
(2) R”l’ is a Lie ideal of R. 
(3) Ann(RtV1)) is two sided ideal qf R. 
(4) C,(R) centralizes RcvL). 
(5) G,-,(R) C C,,(R). 
Proof. (1) Let a E C,(R), 6, . . . b.n+l E R. Substitute in Jacobi’s identity 
a =: xi , bj = xi , for i = 2 . . . n+l and we get 
[&[a, b, ... hl, b,+,l,+ %J.bn+I, al, b, ... &I + ..’ 
+ &[a, b, ,..., [b,,, , b,ll = 0. 
In all the terms except for the second, a appears as a variable in &, , so 
these terms vanish, we remain with 
S,[[b,+, , al, b, ,..., &I == 0, 
hence, [b,+l, a] E C,(R) for all b,,z E R, which means that C,(R) is a Lie 
ideal of R. 
(2) Substituting in Jacobi’s identity xi = b, , i = 1 . . . n, xn+1 =: a, 
we get: 
[S,[b, ,..., b,], a] = f &S,[[a, bJ, b, ,..., Ji ,..., b,J E R(ll). 
2=1 
(3) This is true in general for any Lie ideal L C R. For, if aL :=: 0, 
certainly, xaL = 0 for any x E R. On the other hand, L is a Lie ideal, 
therefore, xL C Lx + L, and hence, 
(ax)L = a(xL) C aLx + aL = 0. 
Thus, the left annihilator of L is a two-sided ideal and by symmetry, 
so is the right annihilator, therefore, Ann(L), which is their intersection, 
is also an ideal. 
481/40/I-8 
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(4) Pick a E C,(R) and &[b, ,..., b,] E Rcnr. From Jacobi’s identitv 
[&[b,, b, ,...> b,], a] = -x.bl Ji , where 
Ii = Mb, ,..., bi-1, [a, &I, big ,..., b,l. 
By part (1) [a, bi] E C,(R), and therefore, Ji vanishes. Thus, 
[S,[b, , b, I... , b,], a] =-= 0, 
and the two elements commute. 
(5) By Lemma 3, C,,-,(R) . R(ZV1--2) = 0. From Laplace’s expansion 
(Lemma 1, iii), R(an-l) C R(2n-2)R, therefore, Cznp,(R) R(2”-1) = 0. Now, 
if a E C,,_.,(R) and 6, . . . bznel E R, we have 
= aS,,_,[b, ,..., b,,_,] + 1 4&S~n--l[a, b, I..., b^i ,..., b,,_.,]. 
i-1 
The first term vanishes by the remark above and all the others have a as 
a variable in San-r , so they vanish too. Hence, &%[a, 0, ,..., b,,J -= 0, 
a E C’,,(R). 
Remark. From Lemma 3 and part 5 of the last theorem we get that 
G,-,(R) C G,-,(R) n G,(R). 
There is no equality as can be seen from the following example: R x IV&(F), 
then C,JR) =: R, C,,_,(R) = C(R) = F, but as we shall see, C,,p,(R) = 0. 
Our last result in this section will show that the n-center of R for odd 
n’s constitute an ascending chain. 
LEMMA 7. C’,,-,(R) C Cznil(R). 
Proof. While proving 5 of Theorem 6, we have seen that C,,-,(R) 
annihilates R@n-l) from the left and by symmetry, we get that it also anni- 
hilates it from the right, and so C,,p,(R) C Ann(R(znm~l)). But since Rtzn) C 
R . R(2n-1) n Rtzn-l) R, we get in the same way that C,,_,(R) C Ann(Rczn)). 
Combining this with 5 of Theorem 6 and Lemma 3 we get 
C,,.m,(R) C C,,(R) n Ann(R@“)) = C,,+I(R). 
We have seen the following inclusions between the n-centers of R, 
c, c, . . . . . . c,, -” c,, . . . 
WCENTER OF A RING 113 
It is easy to see that we also have C, C C,, , so there is an ascending 
chain C, C C, C C’s C C,, .... 
It is not known whether the even n-centers form an ascending chain in 
general. However, this is always the case when R is semiprime. For, the 
R(n)-s, the situation is a bit more complicated. We always have Rczn) C 
R(*n+l) n Rt2n-1). Moreover, when R is an algebra over a field of characteristic 
zero, the following inclusions hold; 
. R(271) C R(2n-2) C . . C R(6) C R’4’ CRC?’ - - - 
r-l ni nl f-l r-l 
. R(2n tl) C RC2n-1) C . . . - - _C R”’ _C R’@ C R’3’ CR”’ = R. 
The inclusion Rtzn) C R(2n+1) follows from 
S2&1, x2 ,...> X2nl = Sen+Jl, Xl Y...> X2nl 
(Lemma 1, VI). To prove the rest of the stated relations, we shall need a 
few more lemmas of a rather technical nature. 
For all 1 < K < n denoted by kTn, the set of all permutations 0 E S, 
satisfying 
o(1) < u(2) < o(3) < ... < o(k) 
a(k + 1) < u(k + 2) < ... < u(n). 
(,I;, contains (i) elements and is not a subgroup of S, .) For all 1 < R < n, 
we define a polynomial in Z[X] by 
(For example, 3g7 is made up of 35 terms, each of which is the sum of 120 
monomials. A typical term will be -S,[S,[x, , x4, x,], xi , x3, x5 , x6].) 
Our first step is to show that kgn is alternating in all the variables. 
LEMMA 8. For all 7 E S, 
kgnT(X1 ,..., x,) = (-II7 ,7&(x1 ,..., x,). 
Proof. S, is generated by the transpositions of the form 7 = (t, t + I), 
therefore, it is enough to prove that for such 7, g’ = -g. Denote by il+‘, 
the term in kgn that belongs to u, i.e., 
Mo = (--II0 Sn-r+l[&[~c,c~) >...> x,d> xo(zx+l) I..., -%d 
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Divide Izi”n into four classes, relative to 7 == (t, t f 1): 
,4 will be the class of all (T E ,zT,n , such that {t, t -t 1} (I {u(l),..., a(K)}, 
B will be the class of all u E ,T, , such that {t, t + l> C [a(k + l),..., u(n)) 
C will be the class of all 0 E IcT, , such that t E {u( l),..., a(k)} 
and t + 1 E {a(k i; l),..., u(n)}; 
D will be the class of all u E ,.T,,L , such that t ~{u(k + l),..., u(n)> 
and t f 1 ~{a(l),..., u(n)}. 
WTe shall examine the action of 7 on the term &‘I0 distinguishing three 
cases: 
(9 o E 9. In that case we have 
(ii) If u E B, then similarly, we have MU7 = -;lZc, 
(iii) u t C. In that case, 
a(l) < u(2) < ‘.. < u(i) =- t < u(i + 1) < “’ < u(R) 
u(k -t 1) < u(k + 2) < “’ < u(j) -~ t + 1 < u(j f 1) < ‘.’ < u(?z). 
Since u(i--I)<t<u(i+I) and u(i+l)+ct-+-I (for t+l= 
u(j + 1) and j > k + 1) we must have u(i ~ 1) < t < U(Z' -i- 1). By the 
same reasoning, u(j) < t + 1 < u(j + 1) implies u(j) < t < u(j f 1). 
Therefore, the permutation V-U belongs to LTn , and in fact, TU E D. 
Remark. Actually, in the argument above, the cases t =I U( 1) or t == u(k), 
t + 1 :: u(k L 1), or t + 1 = cr(n) should have been checked separately, 
but the checking is strightforward. 
The same kind of reasoning will show that for u t D, 7u belongs to C. 
The mapping u - RT is a l-l correspondence from C to D and from D 
to C. Now, for u E C we have: 
This term is nothing but MT,, , except for a change in sign since (- 1)’ : : 
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-(-I)Tu. Thus, we have AZ,,7 = -:?7,, . Similarly, for o E D, M,,T = -;lZT, . 
Putting all the pieces together we get: 
= -kg&j , . . . , x,). 
LEMMA 9. 
k&(X, ..., .-en) = (n - k + 1) s&c, )...) x,], k odd, 
= &$x1 , . . . , x,J, k ezen, n even, 
= 0, k even, n odd. 
Proof. Since kgn(X1 ,..,, x,) is a multilinear, homogeneous, and alternating 
polynomial in lcl , . . . , x”, it must be a multiple of the standard polynomial, i.e., 
where a is some integer. To prove the lemma, it is enough to compute the 
constant a and to show that 
a=n-k+l, k odd, 
z 1, k even, n even, 
= 0, k even, n odd. 
To this end, it is enough if we check the coefficient of any monomial 
in kg,(.X, ,..., x,), for example, the monomial .x1x2 ... x, . This monomial will 
show up in the term AI,, if and only if o(l), u(2),..., o(k) is a sequence of 
consecutive integers. Therefore, the monomial will appear in kg,( ) in 
exactly n - k + 1 terms, which we shall designate MU, , MC,, ,..., MO,mr,A,; 
oj being the permutation 
U) = i 1 2 
+.. htl k+2 ... k+j-1 k+j ... n 
j i+l I 2 j- 1 k 1-j n 1 
j zz 1 . . . n-k+]. 
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The coefficient of M0 in ,g, is (-1)‘~ = (-l)+i)“. In the expansion of 
A40 itself, x1x2 .” x, will appear with the coefficient (-l)-, n being the 
permutation 
LT<,l3 Q-r = (; ; 
*.. j-l j j+l ..* n--K+1 
j 1 j+1 ) n-k+1 - 
Therefore, the coefficient of xlxB ... x, in its appearance in the term MVj 
will be (-l)e~(-1)” =~- (- l)(j-l)L(-l)j-1 :: (-l)(i-l)f~+l). Finally, the 
coefficient of xrxa ... xn in kg,( ) will be 
When k is odd we get 
n-t+1 n--L+1 
Q x c ((-I)?-l)k+l z c 1 = n - k + 1. 
I=1 j-1 
When k is even, 
R-l,+1 n-R+1 
a = C ((-l)j-l)k+l = C (-I)“-’ = I, n even, 
j=l j=l 
= 0. n odd. 
COROLLARY IO. (i) For any ring R, R(‘2mJ C R(2nL-7). 
(ii) For any ring R, (n - 2) R(@ C Rtnp2). 
(iii) If R is an algebra over a$eld of characteristic zero, then Rcn) 2 R(n-2). 
Proof. (i) Substituting n = 2m and k = 2 in Lemma 9, we get 
S2&1 , . . . > qml = C (-1)“ Sen,-J~o(1) , ~,d, ~3) ,..., ~,(pm)l E R(2nc-'). 
fJV-WP7 
(ii) Substituting k = 3 in Lemma 9 we get 
(n - 2) &[% ,“‘, %I 
-= v&--1Y’Sn-2[S3[~o(l) > x,(z) , x,d, x,(4) t..-, ~4 6 R~-‘). 
(iii) R being an algebra over a field of characteristic zero, n - 2 (n > 3) 
is central and invertible in R. Since the R(n)‘s are modules over the center 
of R we have 
R(n) C (l/n - 2) R(n--2) C R’n-2). 
Remark. Corollary 10 proves the rest of the inclusions claimed for the 
Rcn”s. 
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2. THE ~-CENTER OF PRIME AND SEMIPRIME RINGS 
In this section, we shall use the structure of R to pinpoint C,(R). Specifical- 
ly, we shall show that for a prime ring R, C,,(R) is either the center or 
the whole ring, and C,,,,(R) is either zero or the whole ring. From this, 
we shall get some results about C,(R) in semiprime rings. 
LEMMA 11. In a prime ring R if RI”) C C(R), then Rcn) = CO). 
Proof. Rcn) C C(R) means that S,[ ] is a central (maybe trivial) identity 
for R. In particular, [S,[ 1, x,+J is an identity of R, and R is a prime P.I. 
Ring. By Posner’s theorem, R satisfies exactly the identities of Mk(H) for 
some field H and integer k. 
Now if TZ < 2R the standard substitution of the matrix units e,, , ela , 
ez2 , ez3 ,... in S,[ ] shows that S,[ ] is not central for M,(H) and therefore 
it cannot be central for R. So n 2 2k but if so S,[ ] is an identity of M,(H) 
and therefore of R which means R(“) = (0;. 
LEMMA 12. If R is a ring of characteristic 2, then C,(R) is a subring of R. 
Proof. Note that in Z,[s, , .~a ,...I, the following identity holds 
S,,,[x, , x2 ,..., x,+11 = ~&1x, , x3 ,..., %I + S,[x, > XIX3 ,..., .%I + .” 
+ &[x, , .273 ,... , .q.%I + J%[% , x3 ,“‘, .%I”1 , 
for the ith term on the right will give all the monomials where x1 appears 
before xi+r and from the last term we get all the monomials where x1 appears 
last, and we need not worry about the signs. Now, in any ring, if a, , a2 E C,(R) 
and bi E R, then by the Laplace expansion we get S,n+l[a, , a2 , 6, ,..., 6,-J = 0. 
Finally, in a ring of characteristic 2, we get from the identity above 
0 = &+,[a, , a, , 6, , 6, ,..., b,..,] ~2 S,[a,a, , 6, ,..., 6,-J 
+ &[a,, albl ,..., Ll + ... + &[a, , bI ,..., aILI 
+ $[a2 , b, ,..., Lllal . 
In all the terms on the right except for the first one, a2 appears as a variable 
in SJ 1, and so they all vanish, therefore, S,[a,a, , b, ,..., b,E-,] = 0 so 
that ala2 E C,(R), and C,(R) is a subring of R. 
THEOREM 13. If R is primitizle, then C&R) = R, or C,,(R) =- C (the 
center of R). 
Proof. If C,,(R) = C, we are done, so suppose there exists a noncentral 
element a E C,,(R). 
We may represent R as a dense ring of linear transformations acting on a 
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vector space oV - D a division ring. We want to prove that [I’ : D] < m. 
Suppose V is infinite dimensional over D. Let 0 + ZJ E V and suppose the 
vectors pi = F, c~1a = z’a are linearly independent over D. By our assumption, 
we can find z’s ... vZn E V such that the set {z.r , v’., ,..., ~a~} is linearly inde- 
pendent. Denote a = a1 , since R acts densely on V, we may find 
a, ..’ a 271 in R such that: 
7-‘,u; =~ ‘L’!ii-l(mod2n) , i = 2 . . . 2~2, 
Z’.‘,Ui : : 0, 1 i. . 1, i +j. 
Now, for any 1 3: k < 2n, 
0 == 2~,Y,,[a, , a2 ,... , u*J = v2&~,[u, , us )...) u2J = . ‘. = z~2&z2n = Vl ) 
contrary to the choice of q . We have, therefore, that for all ‘LJ E V, z and 
au are linearly dependent: 
vu =: A(u)e, h(e) ED. 
We show now that A(z) is independent of z’. Choose z and w in I’. If they 
are linearly dependent over D, then certainly, A(E) = X(w). Suppose they 
are independent; we have 
x(2+ + A(w)w = (.i. -1 w)u = A(c $ w)v + A(% + w)w, 
hence, A(U) =- A(e + w) = h(w). Thus, X is independent of the choice of 2’. 
Now, for c E V and b E R we have; 
c(ub) := (au)b = (Ac)b : X(ab) = (vb)u = v(bu), 
so ub = bu for any b E R, contrary to our assumption that a is not central. 
We conclude finally: If C,,(R) J: C, then [P : D] < co, and in particular, 
R = Mm(D), a simple ring. We distinguish two cases. 
(1) X(R) f 2. In this case, C’,,(R) is a Lie ideal of R that is not con- 
tained in the center, therefore, by [l, Theorem 41, [R, R] 5 C,,(R). Now, 
by part 4 of Theorem 6, C,,(R) centralizes R(2Tz), therefore, 
R(2n) C Cent[R, R]. 
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By a theorem of Herstein [2, Lemma 21, if R is semiprime and 2-torsion 
free, Cent[R, R] = Cent R = C, so we have 
R(211) C ,'J - . 
But now, by Lemma 8, this forces R tZn) to be zero, which means that R 
satisfies S,,[ ] and C,,(R) = R. 
(2) X(R) = 2. In this case, by Lemma 12, C,,(R) is a subring and 
Lie ideal of R. Another theorem of Herstein [l, Theorem 51 tells us that 
if C,,(R) is not contained in the center of R, then C,,(R) = R. (This is 
not how the theorem is formulated, but this is what is actually proved.) 
The above mentioned theorem has one exception, when R is a four-dimen- 
sional central simple algebra over its center. But in this case, R satisfies 
S,[ ] and does not satisfy S,[ 1, so we have C,(R) = C by definition, and 
C,,(R) = R for any 71 > 1. 
THEOREM 14. If R is prime, then C,,(R) = C, OY C,,(R) = R. 
Proof. Suppose C(R) # C,,(R) and let a be a noncentral element in 
C,,(R). Let S = RZ be the central closure of R (see, for example, [4]). 
Clearly, a is a noncentral element of S. Furthermore, since 2 is in the center 
of S and the standard polynomial is linear and homogeneous over the center, 
we have a E C,,(S). If so, S211[a, x1 ,..., xZn] is a nontrivial generalized 
polynomial identity for S, and therefore, [4, Theorem 31 S is primitive. 
S is primitive and C,,(S) # C(S), so by the previous theorem, C,,(S) = S, 
which means that S satisfies S,,[ 1. If so, R C S also satisfies S,,[ ] and 
C,,(R) = R. 
Clearly, for rings that are not prime, we cannot expect to have such clear 
cut results as in Theorem 14, for, if we take for example 
we have 
C,(R) = M2V-3 OF, 
which is neither the center nor the whole ring. Nevertheless, we have the 
following result. 
THEOREM 15. Let R be a semiprime (primitive) ying. Then, C,,(R) is a 
subring of R. R is a subdirect sum of two semiprime (primitive) rings R, and 
R, , such that C,,(R,) = R, , C,,(R,) = C(R,). In particular, if no prime 
(primitive) homomorphic image of R satisfies S,,[ 1, then C,,(R) = C(R). 
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Proof. We give the proof for the semiprime case. For the semiprimitive 
case, one has only to exchange everywhere in the proof the word prime 
with the word primitive and use Theorem 14 instead of Theorem 13. 
Let P be the collection of all the prime ideals in R. We know that 
QDEPp = (0). If a, , a, E C,,(R) and p E P, then pi , Z~ E C&R), where 
R = R/p, Si = ai + p, i = 1,2. Now, since by Theorem 13, C,,(R) is a 
subring of R, u1a2 E Car‘(R). This means that for all 6, ... b2n..1 E R 
since this is true for any p E P, we have 
~~~~~~~~ , b, , b, ,..., b,,-,I E n p = 0. 
PEP 
Hence, u1u2 E C,,(R). We now divide P into 2 classes, 
f’, 2 {P E P I CAR/P) = R/P), PT = CP E P I C,,(R/P) =- C(R/P)J, 
and let pi -=: nDEP,p, R, = R/pi , i = I, 2. 
We clearly have pi n p, = 0, and R is a subdirect sum of the semiprime 
rings R, and R, . R, itself is a subdirect sum of prime rings {R/p 1 p E PI), 
each of which satisfies S,,[ 1, therefore, R, satisfies S,,[ ] and C,,(Rl) = R, 
It remains to prove that C&R,) = C(R,). Choose a + p, = a E C&R,), 
then, for every p E P, , since p, C p, a + p E C,,(R/p) = C(R/p). Con- 
sequently, a is central modulo each p E P2 , but if so, a is central modulo 
p, = nDEpZp so that z is central in R, . Finally, if no prime homomorphic 
image of R satisfies S,,[ 1, then P, =- 82, Pz = P, and R, == R and we are 
done. 
We can now use our last results and Lemma 3 to characterize C,(R) for 
odd n. 
THEOREM 16. (1) Ilf R is prime, then C,,,,(R) = {O}, or C,,+,(R) = R. 
(2) If R is semiprime (prim&k), then C,,,,(R) is the intersection 
of all the prime (primitive) ideals in R such that R/p does not satisfy S,,[ 1. 
In particular, C,,,,(R) is an ideal of R. 
Proof. (1) If R satisfies S,,[ 1, then clearly, R satisfies S,,_,[ 1, and 
therefore, C,,+r (R) = R. On the other hand, if R does not satisfy S,,[ 1, 
then C,,(R) = C(R) is a field and does not contain zero divisors of R, 
therefore, since R@t) + {0}, we have 
C,,,l(R) = C(R) n Ann(RIZV1)) = (01. 
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(2) Decompose R to a subdirect sum of R, and R, as in the proof 
of Theorem 12. R, satisfies S,,[ 1, and therefore, C,,+,(R,) = R, . R, is a 
subdirect sum of prime rings R/p, none of which satisfies S,,[ 1, and so, 
for each p E Pz , 
C,~+,WP) = PI. 
Sow, if a tz C2n+l (R), then for each p E Pz 
a i- p E C&R/p) = (0) => a E P. 
Therefore, 
C2n+lP) C n P = P,. 
PEP2 
Conversely, if a EP, , then obviously, a + p, E C,,+,(R,) = R, , and for all 
6, ... b,, E R 
Szn[a, b, , b2 ,..., b2,J EP~ n P, = lo:, 
and so a E C2n+l(R). 
Therefore, we have C,,+,(R) = p, , which is nothing but the desired 
intersection. 
COROLLARY. In a semiprimitive ring R, the intersection of all the prime 
ideals P such that RIP does not satisfy S,,[ ] is equal to the intersection qf 
all the primitive ideals p’, such that R/p does not satisfy S,,[ 1. 
Proof. A semiprimitive ring is also semiprime, therefore, by the last 
theorem, both these intersections are equal to C,,+,(R). 
We may reformulate the last theorems in an equivalent but slightly more 
appealing manner. 
THEOREM. (A) Let R be a prime ring if 
(1) there exists a noncentral element a E R such that 
Szn[a, b, , 6, ,..., b,,-,] = 0, 
for all bi E R; or 
(2) there exists a nonzero element a E R such that 
s2n+l[a, b, b2 ,..., bznl = 0, 
for all bi E R, then, R satisfies the standard identity of degree 2n. 
(B) Let R be a semiprime (primitive) ring that satis$es I or 2 as above, 
then, R has a nonzero prime (primitive) homomorphic image that satis$es 
the standard identity of degree 2n. 
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One would like to know whether for a general ring R, C,,(R) is always 
a subring of R and C,,,,(R) is always an ideal of R. 
It turns out that for semiprime R, C,(R) can be characterized in still 
another manner. This is the aim of our next result, which by the way 
generalizes an old result of Herstein [3, Lemma 1.5, p. 1 I]. 
THEOREM 17. If R is semiprime, then 
(1) C,,(R) =- Cent R(2vi), 
(2) C,,,.,(R) = Ann(R(anl) Ann(R”?li-I)). 
Proof. (1) If R satisfies the standard identity of degree 2n, C,,(R) 2 R 
and Cent R@n) = Cent{01 = R. Therefore, we assume that R does not 
satisfy S,,[ 1. We again follow the steps used in proving Theorems 13-15. 
(a) R is simple. In this case C,,(R) C. RcZn) is a Lie ideal in a 
simple ring so again by [l, Theorem 41, Rczn) c C, or RtZn) 2 [R, R]. The 
first case is impossible by Lemma 1 I and our assumption so that 
Cent R(27L) c Cent Rr2) = C, 
where the last equality is by [3, Lemma 1.5, p. II]. On the other hand, 
C,,(R) L Cent R(2TZ) (part 5, Theorem 6), hence, equality. 
The theorem of Herstein we used [l, Theorem 41 has, of course, one 
exception: R is four-dimensional over its center, which is a field of charac- 
teristic 2. In this case, R satisfies S,[ 1, so we only have to check the case 
?z = 2, i.e., C(R) -:: Cent[R, R], but this is the original result of Herstein [3]. 
(b) R is primitive. Again C,,JR) = C, so we have to prove that 
Cent Rtzn) = C. Suppose not, then, there exists a noncentral element a E R 
such that 
[a, S,,[b, .I’ bzn]] = 0, Vb, E R. 
Again, we represent R as a dense ring of linear transformations acting on a 
vector space DV. As in Theorem 13, we prove that [I’ : D] < a. Suppose 
not and choose 2’ E IV such that z’ and vu are linearly independent over D. 
Complete to linearly independent set {nr = 22, ~a = @a, z’a , z4 ,..., z:anfl , 
wan, a}, and choose 6, .‘. b,,,, in R such that 
i = 1 . . . 2n, ulbi = 0, 
i = 1 . . . 2n, vi+@, = ~‘i+r ,
.ztib, == 0, otherwise. 
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\Ve have, 
0 = @&, S,,[b, ,..., b2J] = z+s,,[b, ,..., O,,] - @,S,,[~, ,..., b,,]a 
= v,S,,[b, ,‘.., &J = z@,S2,-,[~2 ,..., b27,l 
= v,S,,-$2 )...) z&J = 1.. z&+J& = Z’2+2 I/i 0, 
which is a contradiction. Thus, for all 21 E V, 2’ and r;a are linearly dependent 
and again, as in Theorem 13, we deduce that a is central, another contradic- 
tion. Thus, we have [V : D] < cc and R is simple, and we are done by 
part (a). 
(c) R is prime. Again we have to prove Cent Rtzn) = C. Suppose not, 
then, we have a noncentral element a E Cent R(2vr), and R satisfies a non- 
trivial G.P.I., i.e., 
(*) [a, S,,[x, )..., Xzn]] = 0. 
If S = RZ is the central closure of R, then S satisfies (*), so by [4], S is 
primitive, and so by part (b) 
a E Cent S(‘lll) == C(S), 
and so a E C(R), contrary to our assumption. 
(d) Finally, if R is semiprime, then R is a subdirect sum of prime 
rings R, := R/Pa. We always have C,,(R) C Cent R(2n), on the other hand, 
if a E Cent R(2n), then, for each 01 
a + p, E Cent(R,)@?“), 
and so, a + p, E C,,(R,). Clearly, this forces a to be in C,,?,(R). 
(2) From Lemma 3 and part 1 we have: 
C,,+,(R) = C,,(R) n Ann(R(an)) = Cent R(2n) n Ann R(2rl) 
= Ann(R(271)) z: Ann(R(2"+')), 
where the last equality follows from 
R2(??1) C R12?1-1) C R(2nJ.R n R.R(2V). 
3. THE CASE OF KINGS-~ 
In the proof of the results of Section 1, we relied heavily on the existence 
of a unit element in R. As a matter of fact, in rings-l, Lemma 3 is already 
false as can be seen from the following example: 
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In this case, C,(H) = {0}, but C:,(R) =m R, so clearly, the result does not 
hold. Nevertheless, most of the results in Section 2 are still true even for 
rings without I. This can be seen in the following manner; let R be a prime 
ring (not necessarily with I), we form its central closure S == RZ. This 
is again a prime ring and 1 E S. If a is a noncentral element in C,.,,(R) (a 
nonzero element in C 2n+1(R)), then clearly, since 2 centralizes R, a is a 
noncentral element in C,,(S) (a nonzero element in C,,,,(S)). 
Therefore, by our previous results, S, and hence, R, satisfy A’,,[ 1. Since 
in our passage from prime to semiprime rings, we did not use the existence 
of 1, we may conclude that Theorems 14-16 are valid also for rings-l. 
The same method shows that Theorem 17 is again true for rings-l. 
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