Abstract. It is shown that for quasiregular maps of positive lower order the Julia set coincides with the boundary of the fast escaping set.
Introduction
Quasiregular maps are a natural generalisation of holomorphic functions to higher dimensions, see section 2 for the definition and basic properties. A quasiregular self-map f of the d-sphere S d is called uniformly quasiregular if there is a uniform bound on the dilatation of the iterates f n of f . As in the case of rational functions, the Julia set of such a map is defined as the set of all points in S d where the iterates of f fail to be normal. Many results of the Fatou-Julia iteration theory of rational functions continue to hold in this more general setting; see [2, Section 4] and [15, Chapter 21] for surveys. In principle the corresponding iteration theory of transcendental entire functions could also be extended to uniformly quasiregular self-maps of R d with an essential singularity at ∞, but so far no examples of such maps are known for d ≥ 3. And for d = 2 uniformly quasiregular maps are conjugate to holomorphic maps; see [2, Section 4.1] for a discussion of this result.
A Fatou-Julia theory for quasiregular self-maps of S d which are not uniformly quasiregular was developed in [3] , extending work of Sun and Yang [20, 21, 22] dealing with the case d = 2. The theory was carried over to the case of quasiregular self-maps of R d with an essential singularity at ∞ in [8] . Such maps are said to be of transcendental type. In [3, 8] the Julia set J(f ) of f is defined as the set of all x such that the 2000 Mathematics Subject Classification. Primary 37F10; Secondary 30C65, 30D05.
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complement of ∞ k=1 f k (U) has capacity zero for every neighbourhood U of x; see section 2 for the definition and a discussion of capacity.
The escaping set I(f ) of a quasiregular self-map f of R d is defined by
and it plays a major role in the dynamics of entire functions. The escaping set was first considered by Eremenko [10] for transcendental entire functions. He showed that it is always non-empty. The result was extended to quasiregular maps of transcendental type in [6] . Moreover, Eremenko proved that J(f ) = ∂I(f ) for every transcendental entire function. This key result in the dynamics of entire functions fails to be true in general for quasiregular maps of transcendental type. In this setting we still have J(f ) ⊂ ∂I(f ), but strict inclusion is possible [8,
Besides the escaping set I(f ), the fast escaping set A(f ) introduced in [7] has become increasingly important in recent years, see [18, 19] . In order to define it, recall that the maximum modulus is given by
where |x| denotes the Euclidean norm of a point x ∈ R d . If f is a quasiregular map of transcendental type, then there exists R 0 ≥ 0 such that M(R, f ) > R for R > R 0 . Denote by M n (R, f ) the iteration of M(R, f ) with respect to the first variable; that is,
It can be shown that this definition does not depend on R as long as M n (R, f ) → ∞, see [19] for transcendental entire functions and [4] for quasiregular maps. These papers also contain some equivalent definitions of A(f ).
The methods used in [8] to show that J(f ) ⊂ ∂I(f ) also yield the following result.
For transcendental entire functions we have not only J(f ) = ∂I(f ), but also J(f ) = ∂A(f ), see [18, p. 1125 , Remark 1] . While, as mentioned, the first equation does not hold for quasiregular maps in general, we conjecture that the second equation remains valid for quasiregular maps of transcendental type. We can show that this is the case for maps which do not grow too slowly.
Recall that the lower order of a quasiregular self-map of R d is given by [17, Section V.8]
Thus Theorem 1.2 applies in particular to functions of positive lower order. For example, the result applies to quasiregular analogues of the exponential function and the trigonometric functions whose dynamics where studied in [1, 5, 12] . On the other hand, quasiregular maps of transcendental type which have lower order zero were constructed in [9] . One consequence of Theorem 1.2 is that if f :
A quasiregular map f :
which is not of transcendental type is said to be of polynomial type. It was shown in [11] that if f is such a map satisfying deg f > K I (f ), then I(f ) = ∅ and ∂I(f ) is perfect. Moreover, I(f ) = A(f ) for such maps [13] . The inclusion J(f ) ⊂ ∂I(f ) also holds for such maps, and again it may be strict; cf. [3, 16] .
Quasiregular maps
We introduce quasiregular maps only briefly and refer to [17] for more details. Let Ω ⊂ R d be a domain and 1
Here Df (x) is the derivative of f at x,
|Df (x)(h)| its norm, and J f (x) the Jacobian determinant. Put
It turns out that, for f ∈ W 1 d,loc (Ω), the condition that (2.1) holds for some K O ≥ 1 is equivalent to the existence of a constant K I ≥ 1 such that 
and thus 
is called the modulus of Γ. For a domain G ⊂ R d and subsets E, F of G, let ∆(E, F ; G) be the family of all paths which have one endpoint in E and one endpoint in F , and which are in G otherwise. A connection between capacity and the modulus of a path family was first noted by Gehring [14] and this has since been extended to the general equation [ 
Averages of counting functions
For a quasiregular map f : Ω → R d and x ∈ Ω the local index i(x, f ) of f at x is defined by
the infimum being taken over all neighborhoods U ⊂ Ω of x. For y ∈ R d and E ⊂ Ω compact we put
Thus n(E, y) is the number of y-points of f in E, counted according to multiplicity. The cardinality of f −1 (y) ∩ E is denoted by N(y, f, E). Clearly (cf. [17, Proposition I.4.10]) we have (3.1) N(y, f, E) ≤ n(E, y).
The average value of n(E, y) over the sphere ∂B(0, t) is denoted by ν(E, t). With the normalized d-dimensional Hausdorff measure H d and
We will consider the case where E is a ball and put ν(r, t) = ν B(0, r), t . The following result is from [17, Lemma IV.1.1].
Lemma 3.1. Let r, s, t > 0, θ > 1 and let f : B(0, θr) → R d be quasiregular. Then
The next result is from [3, Theorem 3.1].
Lemma 3.2. Let E ⊂ R d be a set of positive capacity and θ > 1. Then there exists a constant c 1 such that if r > 0 and f :
In [3, Theorem 3.1] this result is stated with ν(r, 1) replaced by ν(r, t) where E ⊂ B(0, t/2), but the above version follows easily from this using Lemma 3.1.
Proof of the theorems
Proof of Theorem 1.1. Let f : R d → R d be a quasiregular map of transcendental type. As already mentioned, the argument is essentially the same as in [8, Theorem 1.3] where it was proved that J(f ) ⊂ ∂I(f ).
Let Let now x 0 ∈ J(f ) and let U be a neighborhood of x 0 . By the definition of J(f ), the complement of ∞ n=1 f n (U) has capacity zero. As both A(f ) and BO(f ) have positive capacity, each of these sets intersects ∞ n=1 f n (U). Since both A(f ) and BO(f ) are completely invariant, we deduce that each of the two sets in fact intersects U. As BO(f ) ⊂ R d \A(f ) it follows that ∂A(f ) intersects U. This holds for every neighborhood U of x 0 . Hence x 0 ∈ ∂A(f ).
Proof of Theorem 1.2. In view of Theorem 1.1 it suffices to prove that
Thus the iterates of f omit a set C of positive capacity in B(x 0 , 4r). Since
For such k we consider the sets X 1 = {x ∈ B(x 0 , 2r) : |F (x)| ≤ R 1 } and X 2 = {x ∈ B(x 0 , 2r) : |F (x)| ≥ R 2 }. Denote by Y j the component of X j that contains x j , for j ∈ {1, 2}. By the maximum principle, Y 2 connects x 2 to ∂B(x 0 , 2r). We claim that, analogously, Y 1 connects x 1 to ∂B(x 0 , 2r). Suppose that this is not the case. Then Y 1 is a compact subset of B(x 0 , 2r). This implies that F (Y 1 ) = B(0, R 1 ). Hence F (B(x 0 , 2r) ) ⊃ B(0, R 1 ) ⊃ B(0, R). Since J(f ) is completely invariant and B(0, R) ∩ J(f ) = ∅, we deduce that B(x 0 , 2r) ∩ J(f ) = ∅, contradicting the choice of r.
Let Γ = ∆(X 1 , X 2 ; B(x 0 , 2r). Using Lemma 2.1 we find that
On the other hand, it follows from the proof of the
for every ρ ∈ F (Γ). We consider functions ρ of the form ρ(y) = σ(|y|) for some continuous function σ :
Using (3.1) and (3.2) we obtain
For simplicity and without loss of generality we assume that x 0 = 0 so that ν B(x 0 , 2r), t = ν(2r, t). Then the last inequality takes the form
Lemmas 3.1 and 3.2 yield ν(2r, t) ≤ ν(3r, 1) + K I (F ) log t log
and thus
for some constant c 2 and t ≥ R 1 ≥ 2. Choosing
we deduce from (4.2) that
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Combining this with (4.1) yields log log R 2 log R 1
Recall that F = f k and hence
By hypothesis, we have log M(S k , f ) ≥ (log S k ) 2 for large k. This yields (4.3) log log S k ≤ c 3 K k .
On the other hand, using again the hypothesis (1.2), log log S k = log log M(S k−1 , f ) ≥ 2K log log S k−1 for large k and hence log log S k ≥ c 4 (2K) . This shows that g(t) = 1/(t log t), which corresponds to our choice of σ, minimizes the expression in question.
