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Cap´ıtulo 1
Introduc¸a˜o
Os algoritmos de codificac¸a˜o de fala apresentam va´rios requisitos de desempenho a serem
alcanc¸ados. Dentre eles, a taxa me´dia de bits e a qualidade da fala sa˜o os aspectos mais
importantes a serem considerados. Embora seja interessante diminuir a taxa de bits o
ma´ximo poss´ıvel, torna-se muito dif´ıcil manter uma qualidade de fala aceita´vel a` medida
que esta taxa diminui. Almeja-se enta˜o alcanc¸ar um compromiso entre estes aspectos,
de prefereˆncia com uma baixa complexidade computacional. Para conseguir uma fala de
alta qualidade a taxas reduzidas de bits, os algoritmos de codificac¸a˜o aplicam me´todos
sofisticados para diminuir redundaˆncias inerentes a` fala humana.
Uma menor taxa de bits implica que uma largura de banda menor sera´ necessa´ria
para transmissa˜o. Apesar da introduc¸a˜o da fibra o´tica ter resultado em larguras de
banda muito grandes para comunicac¸o˜es com fio, em comunicac¸o˜es por sate´lite e em
sistemas de ra´dio mo´vel digital esta largura de banda ainda e´ limitada. Ale´m do mais,
em algumas aplicac¸o˜es relacionadas a` fala existe a necessidade do armazenamento da
voz digitalizada, que utilizara´ menos memo´ria com a reduc¸a˜o da taxa de bits. Estas
aplicac¸o˜es de compressa˜o de fala fazem da codificac¸a˜o deste sinal um campo de pesquisa
bastante atraente.
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1.1 Codificac¸a˜o de fala
A fala e´ uma forma de onda variante no tempo. O primeiro esta´gio na digitalizac¸a˜o da
fala envolve amostragem e quantizac¸a˜o. O sinal de fala analo´gico s(t) e´ primeiramente
amostrado respeitando o crite´rio de Nyquist, que define que amostras deste sinal, tomadas
a intervalos regulares de T segundos, sa˜o suficientes para representar toda a informac¸a˜o
do sinal original, desde que T ≤ 1/(2fmax), ou seja, fs ≥ 2fmax, onde fs e fmax sa˜o,
respectivamente, a frequ¨eˆncia de amostragem e a frequ¨eˆncia ma´xima de s(t).
O sinal discreto no tempo e quantizado e´ denotado por s(n). Este sinal e´ codificado
utilizando-se um ou va´rios esquemas de codificac¸a˜o. Ao longo das u´ltimas de´cadas, uma
variedade de te´cnicas de codificac¸a˜o de fala tem sido proposta, analisada, e desenvolvi-
da. Os me´todos mais importantes de codificac¸a˜o podem ser divididos em treˆs categorias
gerais: os codificadores de forma de onda, os codificadores parame´tricos (vocoders) e os
codificadores por transformadas (embora este u´ltimo possa ser considerado um codifi-
cador de forma de onda).
Em codificac¸a˜o de forma de onda, explora-se as caracter´ısticas temporais e/ou es-
pectrais dos sinais de fala, atrave´s de codificac¸a˜o direta das formas de onda. Por outro
lado, a codificac¸a˜o parame´trica envolve a representac¸a˜o do sinal de fala por um conjunto
de paraˆmetros, pela estimativa dos paraˆmetros dos quadros de fala, e pela codificac¸a˜o
eficiente destes paraˆmetros na forma digital para poss´ıvel transmissa˜o ou armazenamento
[1].
Em va´rias te´cnicas de codificac¸a˜o de forma de onda, o processamento das amostras
e´ realizado individualmente, quantizando-se e codificando-se uma amostra por vez se-
paradamente. Este processo e´ chamado de codificac¸a˜o amostra a amostra. Por outro
lado, em va´rios esquemas de codificac¸a˜o, como na parame´trica ou por transformada, ha´
a possibilidade de se quantizar um bloco de amostras como uma u´nica entidade. Este
processo e´ chamado de codificac¸a˜o bloco a bloco.
Existem va´rias te´cnicas de codificac¸a˜o de forma de onda tanto no domı´nio do tempo
quanto no domı´nio da frequ¨eˆncia. Estas te´cnicas teˆm sido amplamente utilizadas em
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telecomunicac¸o˜es de fala desde de 1950. Como exemplos de te´cnicas de codificac¸a˜o de
forma de onda no domı´nio do tempo teˆm-se a modulac¸a˜o por co´digo de pulso (PCM) [2], a
PCM diferencial (DPCM) [3], a DM (Delta Modulation) [4] e muitas verso˜es adaptativas
destes me´todos, como APCM [5], ADPCM [6], ADM [7] [8], ale´m da Codificac¸a˜o Preditiva
Adaptativa (APC) [9], que pode ser vista como uma versa˜o melhorada da ADPCM, na
qual utiliza-se a periodicidade da fala sonora (pitch) para reduc¸a˜o do erro. A ATC
(Adaptive Transform Coding) [10] e´ um exemplo de codificac¸a˜o de forma de onda no
domı´nio da frequ¨eˆncia.
Na codificac¸a˜o PCM, o sinal discreto no tempo e´ quantizado a um dos 2R n´ıveis, onde
cada amostra s(n) e´ representada por R bits. O quantizador pode ser uniforme ou na˜o
uniforme, escalar ou vetorial. Um quantizador uniforme t´ıpico usa de 8 a 16 bits por
amostra. Um quantizador na˜o uniforme pode empregar menos bits por amostra, pois
o passo de quantizac¸a˜o e´ ajustado a` distribuic¸a˜o estat´ıstica das amostras do sinal. Por
exemplo, os quantizadores logar´ıtmicos com lei-µ ou lei-A usam 8 bits por amostra.
As te´cnicas de codificac¸a˜o parame´trica incluem o vocoder por banco de filtros [11],
o homomo´rfico [12], o vocoder de fase [13], o vocoder de formantes [14] e o codificador
preditivo linear [15]. Este u´ltimo e´ o mais utilizado na pra´tica hoje. Em codificac¸a˜o
preditiva, o codificador processa um grupo de amostras em um determinado tempo, extrai
os coeficientes que podem modelar estas amostras de uma forma compacta usando poucos
bits, e os transmite. O decodificador reconstro´i o sinal de fala a partir dos paraˆmetros
transmitidos pelo codificador, os bits recebidos sa˜o convertidos de volta para a forma de
coeficientes, e estes sa˜o filtrados para obtenc¸a˜o da fala codificada. Dentre os vocoders
que utilizam esta te´cnica, pode-se citar o RELP (Residual Excited Linear Prediction)
[16], o LPC Multipulso [17], o CELP (Code-Excited Linear Prediction) [18], o VSELP
(Vector-Sum Excited Linear Prediction) [19], que e´ uma variac¸a˜o do CELP, e o ACELP
(Algebraic Code-Excited Linear Prediction) [20].
A Codificac¸a˜o Preditiva Linear (LPC) e´ uma te´cnica que modela o sinal de fala como
um filtro linear, excitado por um sinal chamado de sinal de excitac¸a˜o ou sinal residual.
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O grupo de amostras processadas pelos codificadores e´ chamado de quadro ou segmento.
Ale´m dos coeficientes do filtro, o codificador encontra um sinal de excitac¸a˜o para cada
quadro processado. Este filtro e´ chamado de filtro LPC de ana´lise. No decodificador, o
inverso do filtro LPC de ana´lise age como um filtro LPC de s´ıntese; e o sinal residual,
que outrora era a resposta de sa´ıda do filtro LPC de ana´lise, sera´ o sinal de excitac¸a˜o do
filtro LPC de s´ıntese. Todo o processo e´ ilustrado na Figura 1-1.
Análise LPC Síntese LPC
Sinal Residual
Coeficientes LPC
Sinal de Fala
na Entrada
Sinal de Fala
na Saída
Figura 1-1: Ana´lise e S´ıntese LPC.
Para reduzir a taxa total de bits, codificadores de fala tais como CELP na˜o trans-
mitem diretamente o sinal residual. Ao inve´s disso, eles utilizam uma te´cnica chamada de
quantizac¸a˜o vetorial, onde um vetor de um diciona´rio e´ usado para a codificac¸a˜o do sinal
de excitac¸a˜o. Nesta te´cnica, o codificador seleciona um dos sinais de excitac¸a˜o de um
diciona´rio pre´-determinado, e o ı´ndice do sinal de excitac¸a˜o selecionado e´ transmitido. O
diciona´rio e´ um conjunto finito de sinais de excitac¸a˜o conhecido tanto pelo codificador
quanto pelo decodificador. O sinal de excitac¸a˜o e´ selecionado de tal forma que uma medi-
da de distorc¸a˜o ponderada entre o segmento de fala original e o quadro reconstru´ıdo seja
minimizada. O codificador transmite apenas o ı´ndice do sinal de excitac¸a˜o no diciona´rio,
os coeficientes do filtro, informac¸o˜es do preditor de atraso longo (pitch), bem como os
ganhos respectivos.
Tomando-se como exemplo o codificador GSM-AMR, que utiliza esta te´cnica de co-
dificac¸a˜o, verifica-se que a taxa de amostragem do conversor A/D e´ de 8 kHz, e o com-
primento do quadro e´ de 20 ms [21]. Isto implica que existem 160 amostras em cada
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quadro. Para modelagem de um pacote de sinal com taxa de amostragem de 8 kHz, a
utilizac¸a˜o de um filtro LPC de de´cima ordem e´ suficiente. Isso significa que o codificador
transmite somente os coeficientes LPC e os ganhos e ı´ndices de pitch e do diciona´rio, ao
inve´s de 160 amostras de fala em um u´nico quadro.
A motivac¸a˜o deste trabalho vem da necessidade de melhoria da Qualidade de Servic¸o
(QoS) em redes IP. Uma caracter´ıstica da implementac¸a˜o atual do TCP/IP (IPv4) e´ que
na˜o ha´ como garantir paraˆmetros como lateˆncia e perda de pacotes na rede, uma vez que
as filas nos roteadores sa˜o dependentes fundamentalmente da carga da rede, da qual na˜o
se tem controle.
Normalmente os codificadores de fala ja´ apresentam, na decodificac¸a˜o, procedimen-
tos de silenciamento e substituic¸a˜o para quadros perdidos. O tratamento para quadros
perdidos do codificador GSM-AMR sera´ descrito em sec¸o˜es posteriores.
A recuperac¸a˜o de quadros perdidos na rede e´ o objetivo deste estudo. Um esquema
de interpolac¸a˜o e´ executado entre os paraˆmetros dos quadros recebidos perfeitamente,
adjacentes ao(s) quadro(s) perdido(s). Vale a pena salientar que este esquema de recu-
perac¸a˜o restringe-se a` perda de ate´ treˆs quadros consecutivamente, devido a` caracter´ıstica
na˜o estaciona´ria dos sinais de fala. A interpolac¸a˜o e´ feita a partir dos paraˆmetros LPC,
dos ganhos de pitch e do diciona´rio e do per´ıodo de pitch. Os ı´ndices do diciona´rio sa˜o
utilizados de acordo com a norma do codec GSM-AMR [37], na ocorreˆncia de quadros
perdidos .
1.2 Organizac¸a˜o da tese
O objetivo deste trabalho e´ propor um esquema de interpolac¸a˜o de paraˆmetros que acar-
rete em melhorias na qualidade da fala codificada. A finalidade e´ a recuperac¸a˜o de
quadros perdidos em uma rede de telefonia IP. A tese esta´ organizada da seguinte maneira.
O cap´ıtulo 2 introduz conceitos relativos a qualidade de servic¸o na transmissa˜o de voz
sobre pacotes. O Cap´ıtulo 3 trata dos princ´ıpios ba´sicos de codificac¸a˜o de fala. O assun-
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to e´ primeiramente abordado de uma forma geral e em seguida estuda-se o codificador
GSM-AMR, cujo esquema de silenciamento e substituic¸a˜o de quadros perdidos e´ alvo
desta pesquisa. No Cap´ıtulo 4 sa˜o apresentados o esquema de recuperac¸a˜o de quadros
existente no codec GSM-AMR e o esquema de interpolac¸a˜o proposto. O Cap´ıtulo 5 tra-
ta da me´trica utilizada para avaliac¸a˜o da qualidade dos sinais codificados, e apresenta
os resultados obtidos durante as simulac¸o˜es. O Cap´ıtulo 6 apresenta as concluso˜es do
trabalho e sugesto˜es para trabalhos futuros.
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Cap´ıtulo 2
Qualidade de Servic¸o na
Transmissa˜o de Voz sobre Pacotes
A Qualidade de Servic¸o (QoS) em redes de pacotes pode ser definida como a habilidade de
um elemento de rede prover algum n´ıvel de garantia para entrega consistente de dados na
rede. Os requisitos de qualidade a serem adotados dependem da aplicac¸a˜o. A tecnologia
envolvida em telefonia IP impo˜e restric¸o˜es severas devido a` caracter´ıstica de tempo real
que a mesma precisa atender.
Va´rios to´picos devem ser explorados para que haja um melhor entendimento do que
esta´ relacionado a` transmissa˜o de voz sobre pacotes. Isso envolve uma compreensa˜o das
caracter´ısticas da audic¸a˜o humana, especialmente sua percepc¸a˜o de eco e atraso; das
tecnologias de compressa˜o e empacotamento de voz; de supressa˜o de sileˆncio e gerac¸a˜o
de ru´ıdo de conforto; bem como de tecnologias de cancelamento de eco. Quanto as
deficieˆncias da Internet relacionadas a aplicac¸o˜es em tempo real: atraso, jitter e perda
de pacotes devem ser analisados. E´ importante um conhecimento das estrate´gias para
superar essas limitac¸o˜es, tais como bufferizac¸a˜o, redundaˆncia, timestamp e servic¸os di-
ferenciados; ale´m de um estudo sobre as caracter´ısticas do tra´fego de voz empacotada,
e como este se relaciona com fluxo de dados que na˜o exigem tempo real. Este cap´ıtulo
trata dos paraˆmetros que influenciam a qualidade da voz transmitida em uma rede de
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pacotes. Tambe´m sa˜o apresentados elementos pertencentes a` tecnologia empregada em
uma soluc¸a˜o IP.
2.1 Qualidade de Voz e Desempenho da Rede
A qualidade de voz obtida no sistema esta´ diretamente ligada ao desempenho da rede,
sendo mais diretamente afetada pelas seguintes caracter´ısticas de desempenho:
• Atraso;
• Variac¸a˜o do Atraso (jitter);
• Perda de Pacotes;
A seguir descreve-se brevemente cada um desses aspectos.
2.1.1 Atraso
A lateˆncia ou atraso e´ um paraˆmetro importante para a qualidade de servic¸o das apli-
cac¸o˜es. Ambos os termos podem ser utilizados na especificac¸a˜o de QoS, embora o termo
“lateˆncia” seja mais utilizado para equipamentos e o termo “atraso” seja mais utilizado
com as transmisso˜es de dados.
De uma forma geral, a lateˆncia da rede pode ser entendida como o somato´rio dos
atrasos impostos pela rede e pelos equipamentos utilizados na comunicac¸a˜o. O atraso
que ocorre nas redes IP e´ consequ¨eˆncia do compartilhamento da largura de banda e do
processamento nos roteadores e terminais. As aplicac¸o˜es de dados, para as quais as redes
de pacotes foram desenvolvidas, sa˜o mais tolerantes ao atraso que as redes de voz.
O atraso pode ser classificado como fixo e varia´vel. O atraso fixo corresponde ao
atraso fim-a-fim para qualquer pacote de voz, independentemente de pontos de conges-
tionamento na rede. Esse atraso esta´ associado a fatores como compressa˜o/descompressa˜o
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(codificac¸a˜o/decodificac¸a˜o), tamanho do buffer de jitter, tempo gasto para o empacota-
mento dos quadros, dentre outros. O atraso varia´vel e´ causado por congestionamentos
na rede ou nos gateways. Esse atraso corresponde essencialmente a` soma dos atrasos na
fila e na transmissa˜o em cada roteador/switch intermedia´rio na rede.
O atraso e´ o maior desafio da qualidade de servic¸o para voz em redes de pacotes,
e corresponde ao tempo necessa´rio para transmitir os pacotes de dados da origem ao
destino. E´ o paraˆmetro que mais contribui para a perda da interatividade da conver-
sac¸a˜o. Na Tabela 2.1 sa˜o apresentados alguns valores de toleraˆncia ao atraso, citados na
recomendac¸a˜o G.114 do ITU-T [22].
Atraso da Voz Toleraˆncia
ate´ 150ms Aceita´vel com boa interatividade
150ms - 400ms Aceita´vel, mas o usua´rio ja´ percebe alguma perda de interatividade
acima de 400ms Inaceita´vel, com perda de interatividade
Tabela 2.1: Toleraˆncia ao atraso em comunicac¸o˜es de voz.
As redes IP podem ser projetadas para minimizar o atraso acrescentando-se largura
de banda e reduzindo-se as aplicac¸o˜es que competem entre si. O IP foi originalmente
projetado como um protocolo para rede local com pouca eˆnfase na eficieˆncia de banda.
Os cabec¸alhos dos pacotes IP sa˜o necessa´rios para direcionar a transmissa˜o da voz sobre
a rede IP. A Figura 2-1 mostra um mo´dulo em camadas de protocolos para uma aplicac¸a˜o
voz sobre IP [23].
O protocolo Real-Time Protocol (RTP) [24] proveˆ servic¸os fim-a-fim para aplicac¸o˜es
de tra´fego em tempo-real. Por isso, ele e´ utilizado para transportar pacotes de voz. As
principais funcionalidades oferecidas pelo RTP sa˜o a identificac¸a˜o do tipo de tra´fego, o
nu´mero de sequ¨eˆncia de pacotes, o timestamping e, com o aux´ılio do Real-Time Con-
trol Protocol (RTCP), o monitoramento da entrega dos pacotes. Geralmente, o RTP e´
utilizado sobre o protocolo UDP (User Datagram Protocol), que proveˆ um servic¸o de
transporte que na˜o preveˆ a retransmissa˜o de pacotes perdidos. Para transmissa˜o de pa-
cotes contendo sinais de tempo-real, um pacote retransmitido provavelmente na˜o chegara´
ao receptor a tempo de ser reproduzido. Ale´m disso, o RTP faz uso da multiplexac¸a˜o e
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Figura 2-1: Mo´dulo em Camadas de Protocolos para uma Aplicac¸a˜o VoIP.
do checksum provido pelo UDP. Em contrapartida, o RTP na˜o proveˆ nenhuma garan-
tia de atraso ou de qualquer outro paraˆmetro de QoS. O RTP tambe´m na˜o garante a
entrega ordenada dos pacotes, mas o receptor pode utilizar o nu´mero de sequ¨eˆncia para
ordena´-los.
O RTCP e´ um protocolo de controle utilizado em conjunto com o RTP, e fornece
informac¸o˜es sobre a qualidade de uma dada sessa˜o RTP. Uma sessa˜o RTP consiste em
um conjunto de participantes que se comunicam atrave´s do protocolo RTP, sendo que
para cada sessa˜o sa˜o necessa´rias duas comunicac¸o˜es UDP (duas portas diferentes): uma
utilizada pelo RTP e a outra pelo RTCP. Estas informac¸o˜es esta˜o relacionadas a carac-
ter´ısticas da sessa˜o, tais como: os participantes, a variac¸a˜o do atraso, a taxa de perdas,
entre outras.
Do ponto de vista de sobrecarga de cabec¸alhos e de processamento dos protocolos,
deve-se enviar a maior quantidade poss´ıvel de informac¸a˜o de voz em cada pacote para
maximizar a utilizac¸a˜o da capacidade da rede. No entanto, quanto maior a informac¸a˜o
de voz, maior o tempo de espera para a gerac¸a˜o do pacote e maior o tempo de trans-
fereˆncia no´-a-no´ na rede de comutac¸a˜o por pacotes. Assim, existe um compromisso entre
a eficieˆncia na utilizac¸a˜o da rede e o atraso inserido pelo tamanho do pacote. O tama-
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nho dos cabec¸alhos dos pacotes IP demanda um n´ıvel significativo de largura de banda,
pore´m e´ o mesmo para todos os pacotes. Desta forma, o tamanho dos dados de voz e´ o
fator que determina o tamanho do pacote que sera´ transmitido [25]. Como resultado, a
transmissa˜o de voz na rede IP sera´ mais suscept´ıvel a congestionamento e atraso.
2.1.2 Jitter
O jitter e´ um outro paraˆmetro importante para a qualidade de servic¸o. O atraso de jitter e´
definido como a diferenc¸a entre o maior e o menor atraso sofrido pelos pacotes na conexa˜o
[39]. O jitter pode acontecer mesmo que a rede na˜o esteja fortemente congestionada, uma
vez que este e´ originado a partir dos diferentes atrasos nas filas, aos quais os pacotes sa˜o
submetidos durante a transmissa˜o. A Figura 2-2 ilustra a ocorreˆncia do jitter em uma
transmissa˜o em uma rede de pacotes. Na transmissa˜o (Tx), os pacotes sa˜o enviados a
intervalos regulares de tempo; entretanto, essa regularidade na˜o e´ mantida na recepc¸a˜o
(Rx). O playout time, que e´ o tempo no qual o pacote de voz comec¸a a ser executado,
sera´ explicado na sec¸a˜o 2.2.3.
 
Figura 2-2: Consequ¨eˆncia do Atraso de Jitter. (Adaptado de Kansal).
Os pacotes de voz precisam ser tocados a intervalos regulares para que uma qualidade
20
perceptual satisfato´ria possa ser alcanc¸ada. O agrupamento desses pacotes em buffers
na recepc¸a˜o e´ a soluc¸a˜o mais comum para tal problema. O instante de partida de cada
pacote e´ determinado com o uso da informac¸a˜o de timestamp fornecida pelo RTP, e
essa informac¸a˜o e´ utilizada para que os pacotes sejam armazenados e consequ¨entemente
tocados na ordem correta.
A especificac¸a˜o de requisitos de dimensionamento para uma rede VoIP do European
Telecommunications Standardization Institute (ETSI), TR 101 329 V2.1.1 (1999-06) -
“Telecommunications and Internet Protocol Harmonization over Networks (TIPHON);
General Aspects of Quality of Service (QoS)” tem por escopo, o estabelecimento de
requisitos mı´nimos de QoS para uma rede de pacotes com servic¸os de tempo real, como
o de voz por exemplo.
O ETSI TIPHON foi um dos primeiros organismos de padro˜es a trabalhar em to´picos
de QoS para telefonia IP. O TIPHONWorking Group 5 (WG5) levou em conta paraˆmetros
como a qualidade da voz percebida pelo usua´rio, atentando para degradac¸a˜o causada por
codecs e pacotes perdidos, bem como interatividade entre outros. O objetivo do WG5
foi permitir alguma medida de desempenho da qualidade das redes de telefonia IP, em
uma perspectiva fim-a-fim. Permitir que gerentes de rede determinem medidas para cada
componente da rede de telefonia IP (gateways, terminais, software) para que seja poss´ıvel
algum planejamento.
A Tabela 2.2 relaciona os n´ıveis de degradac¸a˜o da rede, usando valores da especificac¸a˜o
TR 101 329 do ETSI TIPHON. A perda de pacotes observada na tabela e´ escopo da sec¸a˜o
a seguir.
Categoria de Degradac¸a˜o da Rede Perda de Pacotes Pico de Jitter
Perfeita 0 0 ms
Boa 3 % 75 ms
Me´dia 15 % 125 ms
Pobre 25 % 225 ms
Tabela 2.2: N´ıveis de degradac¸a˜o da rede.
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2.1.3 Perda de Pacotes
As perdas de pacotes em redes IP ocorrem principalmente em func¸a˜o de fatores tais como:
• Descarte de pacotes nos roteadores e switches (erros, congestionamento) e
• Perda de pacotes devido a erros ocorridos na camada 2 (PPP - Point-to-Point
Protocol, Ethernet, frame relay, ATM) durante o transporte dos mesmos.
Do ponto de vista da qualidade de servic¸o da rede, a preocupac¸a˜o e´ normalmente no
sentido de especificar e garantir limites razoa´veis (taxas de perdas) que permitam uma
operac¸a˜o adequada da aplicac¸a˜o.
Protocolos de transporte de dados tais como o TCP, automaticamente retransmitem
os pacotes perdidos. Devido a sua caracter´ıstica de tempo real, as aplicac¸o˜es de VoIP
utilizam os protocolos UDP e RTP, que na˜o efetuam a retransmissa˜o em ocorreˆncia de
perda de pacotes.
Um fator relevante para a transmissa˜o de voz e´ o nu´mero de pacotes perdidos con-
secutivamente em um mesmo fluxo. A perda consecutiva (em rajadas) de pacotes e´ mais
prejudicial do que a perda espora´dica.
Existem algumas te´cnicas para suavizar a perda de pacotes. A grande vantagem
destas te´cnicas e´ na˜o acrescentar sobrecarga na rede [23]. Dentre essas te´cnicas pode-
se citar a substituic¸a˜o por sileˆncio, substituic¸a˜o por ru´ıdo, repetic¸a˜o, e outras como a
interpolac¸a˜o, objeto de estudo deste trabalho.
2.2 Soluc¸a˜o VoIP
A implementac¸a˜o de uma soluc¸a˜o de voz sobre IP envolve uma se´rie de requisitos e
compromissos que precisam ser alcanc¸ados para que um sistema consistente possa ser
concebido. Pode-se afirmar hoje que, a parte referente ao processamento digital dos
sinais de voz esta´ fundamentada nos seguintes itens:
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• Determinac¸a˜o do codec mais adequado para aplicac¸a˜o;
• Implementac¸a˜o de um cancelador de eco ele´trico (caso a soluc¸a˜o envolva gateway);
• Implementac¸a˜o de um controlador para o buffer de jitter ;
Foi reconhecido nos primeiros encontros do TIPHON que a faixa de aplicac¸o˜es da
telefonia IP era ta˜o ampla que apenas um tipo de n´ıvel de QoS seria insuficiente. Impor
qualidade telefoˆnica a todas as aplicac¸o˜es iria, na maior parte dos casos, inviabilizar a
Internet pu´blica como um backbone de transporte de voz [26]. Obviamente, as caracter´ıs-
ticas o´timas esperadas de uma terminac¸a˜o diferem de acordo com a aplicac¸a˜o: telefonia
IP sobre conexo˜es por modem com pouca largura de banda, telefonia IP sobre conexo˜es
WAN corporativas com limitac¸o˜es de largura de banda e telefonia IP de alta qualidade
sobre redes com grande largura de banda. A seguir sa˜o analisados os fatores a serem
implementados nas soluc¸o˜es VoIP atuais.
2.2.1 Codificadores de Voz
A maioria dos codificadores de voz baseia-se em quadros. Isso significa que eles com-
primem blocos contendo um nu´mero fixo de amostras quantizadas linearmente, em vez
de comprimirem amostra por amostra. Dessa maneira, o fluxo de dados de a´udio pre-
cisa ser acumulado ate´ que ele atinja o tamanho do bloco antes de ser processado pelo
codificador. Esse acu´mulo de amostras leva tempo, portanto, soma-se ao atraso de fim-
a-fim. Ale´m disso, alguns codificadores precisam conhecer mais amostras do que aquelas
contidas no quadro que eles va˜o codificar (lookahead).
O codificador de voz utilizado e´ um dos fatores que influencia a qualidade da voz
em uma rede de transmissa˜o. A escolha desse codificador depende da largura de banda
dispon´ıvel e dos requisitos de qualidade de servic¸o da aplicac¸a˜o.
Pesquisas e desenvolvimento de codificadores de voz com baixas taxas e boa quali-
dade de voz foram impulsionados, principalmente, pelo desenvolvimento de sistemas de
comunicac¸a˜o sem fio. Esses sistemas utilizam faixas limitadas de frequ¨eˆncia e necessitam
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acomodar o maior nu´mero poss´ıvel de usua´rios. Para isso, torna-se necessa´rio o uso de
codificadores de voz que empreguem taxas reduzidas de bits para transmissa˜o.
Atualmente, existe um grande nu´mero de codificadores de voz utilizando diferentes
algoritmos para codificac¸a˜o. Os codificadores de voz teˆm por objetivo transmitir o sinal
de voz com a maior qualidade poss´ıvel utilizando a menor taxa de bits. Em geral,
quanto maior a eficieˆncia do codificador (alta qualidade e baixa taxa de bits), maior a
complexidade do algoritmo empregado.
Para a escolha de um codificador de voz para uma determinada aplicac¸a˜o, algumas
caracter´ısticas dos mesmos devem ser analisadas, uma vez que essas caracter´ısticas in-
fluenciam o desempenho da aplicac¸a˜o. Entre essas caracter´ısticas esta˜o a taxa de bits,
a complexidade do algoritmo, a qualidade de voz e o atraso. A Tabela 2.3 apresenta
valores de MOS1 para alguns codificadores, sendo que os testes foram realizados em con-
dic¸o˜es livres de erro [27] [28]. Em [29], estudos realizados sobre o codificador GSM-AMR
mostraram que este apresenta valores de MOS variando entre 3,3 e 3,9 entre as taxas de
4,75 e 12,2 kb/s.
Codec Taxa de bits (kbps) MOS
G.711 64,0 4,43
G.729 8,0 4,18
G.723.1 (ACELP) 5,3 3,83
G.723.1 (MP-MLQ) 6,3 4,00
GSM-FR 13 3,6 - 3,8
GSM-HR 5,6 3,5 - 3,7
GSM-EFR 12,2 4,1
VRC (IS - 96) 8 3,3
EVRC (IS - 127) 8,5 4,1
SMV 8,55 4,1
Tabela 2.3: Valores MOS para codificadores de voz, condic¸o˜es livres de erro.
O atraso devido ao processo de codificac¸a˜o do sinal de voz e´ uma caracter´ıstica impor-
tante dos codificadores, sendo composto por dois fatores: atraso de buffering e atraso de
1Definido na sec¸a˜o 5.1.1.
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codificac¸a˜o. O atraso de processamento depende do processador utilizado para a imple-
mentac¸a˜o do codificador. A Tabela 2.4 apresenta os atrasos de buffering e de codificac¸a˜o
para alguns codecs. O atraso de codificac¸a˜o ma´ximo foi estimado como sendo o atraso
de buffering mais o tamanho do quadro utilizado pelo codificador.
Codificador Atraso de buffering (ms) Atraso max. de codif. (ms)
G.711 0 < 0,125
G.722 0 < 0,125
G.723.1 37,5 67,5
G.726 0 < 0,125
G.728 0,625 1,25
G.729 10 25
G.729-A 10 25
GSM-AMR 20 40
GSM-FR 20 40
GSM-HR 20 40
GSM-EFR 20 40
GSM-AMR-WB 25 45
VRC (IS-96) 27,5 47,5
VRC (IS-733) 27,5 47,5
EVRC 30 50
SMV 30 ou 33 50 ou 33
Tabela 2.4: Atraso de buffering e atraso de codificac¸a˜o para codificadores de voz.
2.2.2 Cancelador de Eco Ele´trico
No caso de voz em tempo real em uma rede de pacotes, o eco ele´trico deve ser cancelado
caso o gateway IP venha a estabelecer uma chamada entre um terminal PSTN de dois
fios e um terminal VoIP. Dentre as va´rias func¸o˜es do gateway de telefonia IP esta´ o
cancelamento do eco ele´trico gerado pela transformac¸a˜o de quatro fios para dois fios.
Basicamente, os canceladores de eco ele´trico sa˜o filtros digitais adaptativos colocados
na rede. O eco e´ modelado como uma soma de sinais, semelhantes ao sinal de entrada,
pore´m atrasados e com menor amplitude. O eco surge no momento em que o sinal de
entrada encontra um descasamento de impedaˆncia ao chegar na h´ıbrida, que e´ onde ocorre
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a conversa˜o de dois para quatro fios.
Mesmo quando se usa esquemas de codificac¸a˜o de baixo atraso em sistemas de tele-
fonia celular digital, VoIP, voz em frame relay ou mesmo voz em ATM, a utilizac¸a˜o de
canceladores de eco ele´trico geralmente e´ obrigato´ria, e isso causa impacto sobre o custo
do sistema como um todo.
2.2.3 Controlador do Buffer de Jitter
Controlar o buffer de jitter tem o objetivo expl´ıcito de minimizar o atraso causado por
este buffer e, ao mesmo tempo, minimizar o impacto do jitter na transmissa˜o.
Cada pacote armazenado no receptor deve aguardar o seu momento de reproduc¸a˜o
(playout time), causando um aumento no atraso do pacote. Tal atraso podera´ ser maior,
qua˜o maior for o jitter inserido pela rede, sendo limitado pelo tamanho do buffer utilizado.
Caso um pacote chegue apo´s o momento de sua reproduc¸a˜o, ele e´ automaticamente
descartado. Por este motivo, na escolha do instante de playout existe um compromisso
entre o atraso do pacote e a taxa de descarte. Um playout time pequeno pode diminuir o
atraso do pacote, no entanto, se ele for muito pequeno em relac¸a˜o a` me´dia da variac¸a˜o do
atraso, muitos pacotes sera˜o descartados. Por outro lado, quanto maior for o tamanho
do instante de playout, a fim de minimizar o descarte de pacotes, maior sera´ o atraso
do pacote. Vale a pena salientar que a perda de pacotes tolera´vel depende bastante do
codec utilizado.
Desta forma, va´rios trabalhos procuram analisar mecanismos mais adequados para o
armazenamento da voz. Para alguns terminais, a configurac¸a˜o do instante de playout e´
esta´tica; entretanto esta pode na˜o ser uma soluc¸a˜o o´tima quando as condic¸o˜es da rede na˜o
forem esta´veis. Outros terminais podem redimensionar dinamicamente a configurac¸a˜o
de tais instantes, atrave´s da utilizac¸a˜o de algoritmos adaptativos. Normalmente esses
algoritmos levam em considerac¸a˜o informac¸o˜es relacionadas a atraso, taxa de perda e
jitter.
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Cap´ıtulo 3
Ana´lise e Modelagem de Sinais de
Fala
3.1 Modelagem Preditiva Linear de Sinais de Fala
Atualmente, um dos me´todos mais importantes de ana´lise de fala e´ a Codificac¸a˜o Predi-
tiva Linear, ou ana´lise LPC, como e´ comumente referida. Na ana´lise LPC, as correlac¸o˜es
de curta durac¸a˜o entre amostras de fala sa˜o modeladas e removidas por um filtro de
pequena ordem de forma muito eficiente. Os paraˆmetros provenientes dos formantes1 sa˜o
tratados pelos codificadores atrave´s dos coeficientes que modelam este filtro. O processo
de produc¸a˜o da fala humana mostra que a gerac¸a˜o de cada fonema e´ caracterizada ba-
sicamente pela excitac¸a˜o da fonte e pela forma do trato vocal. Assim, a modelagem da
produc¸a˜o da fala implica, necessariamente, na modelagem desses dois fatores. O modelo
do trato vocal e´ excitado por um sinal de excitac¸a˜o glo´tico discreto no tempo u(n) para
produzir um sinal de fala s(n). Um diagrama de blocos simplificado deste modelo e´
mostrado na Figura 3-1. Neste modelo, a entrada de excitac¸a˜o, ou sinal de excitac¸a˜o, e´
modelada tanto por um trem de impulsos (para fonemas sonoros) quanto por um ru´ıdo
aleato´rio (para fonemas surdos).
1Conjunto de picos observados na envolto´ria do espectro de um fonema sonoro. Ver Figura 3-2.
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Figura 3-1: Diagrama de Blocos do Modelo Filtro Fonte Simplificado de Produc¸a˜o de
Fala.
Dentre os va´rios recursos usados para modelar o trato o vocal2, o ARMA (autoregres-
sive moving average) e´ um modelo parame´trico geral, contendo po´los e zeros, e que pode
ser usado na modelagem de tal sistema. Neste modelo, considera-se um sinal de fala s(n)
como a sa´ıda de um sistema cuja entrada e´ um sinal de excitac¸a˜o u(n). A amostra de
fala s(n) pode ser expressa pela seguinte equac¸a˜o:
s(n) =
pX
k=1
aks(n− k) +G
qX
l=0
blu(n− l), b0 = 1 (3.1)
A equac¸a˜o (3.1) estabelece que o valor da sa´ıda atual, s(n), pode ser determinado
como uma combinac¸a˜o linear das sa´ıdas passadas e das entradas passadas e presente. Os
2O trato vocal e´ modelado como um filtro variante no tempo. Compreendem os articuladores do
trato vocal: cordas vocais, l´ıngua, la´bios, dentes, ve´u palatino e mand´ıbula. A produc¸a˜o da fala pode
ser vista como uma operac¸a˜o de filtragem na qual uma fonte sonora excita o filtro do trato vocal [30].
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paraˆmetros do sistema sa˜o o fator de ganho G e os coeficientes do filtro {ak} e {bl}. O
nu´mero p representa a ordem da predic¸a˜o linear. A func¸a˜o de transfereˆncia que modela
o trato vocal e´ obtida aplicando-se a transformada z em (3.1):
H(z) =
S(z)
U(z)
= G
1 +
qP
l=1
blz
−l
1−
pP
k=1
akz−k
. (3.2)
Os sons nasais sa˜o modelados pelos zeros, enquanto que os po´los da func¸a˜o de trans-
fereˆncia modelam os formantes da fala. Na Figura 3-2, pode-se observar a contribuic¸a˜o
dos po´los e zeros para a resposta em frequ¨eˆncia do filtro LPC. Os zeros sa˜o responsa´veis
pelos vales espectrais, enquanto que os picos espectrais sa˜o formados a partir dos po´los.
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Figura 3-2: Diferenc¸a entre os espectros de poteˆncia de sinais sonoros e na˜o sonoros.
(Adaptado de Tamanna Islam, 2000).
Ha´ dois casos especiais do modelo ARMA. Quando todos os zeros de H(z) sa˜o nulos,
ou seja, bl = 0 para 1 ≤ l ≤ q, H(z) reduz-se a um modelo so´-po´los tambe´m conhecido
como modelo autoregressivo. Quando todos os po´los de H(z) sa˜o nulos, ou seja, ak = 0
para 1 ≤ k ≤ p, H(z) torna-se um modelo so´-zeros, tambe´m conhecido como me´dia
mo´vel.
Na obtenc¸a˜o de um modelo de po´los e zeros, torna-se necessa´rio resolver um conjunto
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de equac¸o˜es na˜o-lineares de alta complexidade computacional. Uma maneira de se evitar
tais ca´lculos e´ a utilizac¸a˜o do modelo autoregressivo como uma aproximac¸a˜o do modelo
do trato vocal, uma vez que a resoluc¸a˜o do modelo autoregressivo conduz a um conjunto
de equac¸o˜es lineares. Este modelo trata fonemas como vogais de uma maneira bastante
satisfato´ria, ale´m de apresentar uma boa eficieˆncia computacional. Os zeros podem ser
modelados aproximadamente pelo conjunto de po´los.
A func¸a˜o de transfereˆncia do modelo autoregressivo e´:
H(z) =
G
1−
pP
k=1
akz−k
. (3.3)
Se o fator de ganho for G = 1, a func¸a˜o de transfereˆncia torna-se
H(z) =
1
1−
pP
k=1
akz−k
=
1
A(z)
, (3.4)
onde A(z) representa o polinoˆmio
³
1−Ppk=1 akz−k´. Os coeficientes {ak} do filtro sa˜o
chamados de coeficientes LPC (de predic¸a˜o linear).
O sinal de erro e(n) e´ a diferenc¸a entre a fala de entrada e a fala estimada. Assim, a
seguinte relac¸a˜o adve´m:
e(n) = s(n)−
pX
k=1
aks(n− k). (3.5)
No domı´nio z, (3.5) e´ equivalente a
E(z) = S(z)A(z). (3.6)
Agora, o modelo completo pode ser decomposto nas partes de ana´lise e s´ıntese como
mostrado na Figura 3-3.
Observando-se a figura, nota-se que o sinal de erro e´ produzido durante a ana´lise
da fala, e que este sinal sera´ paraˆmetro de entrada para a parte de s´ıntese do sistema.
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Figura 3-3: Modelo LPC de Ana´lise e S´ıntese.
O sinal de erro, ou sinal residual, ou sinal de excitac¸a˜o, e´ filtrado pelo filtro de s´ıntese
originando, na sa´ıda deste, o sinal de fala reconstru´ıdo. Quando o sinal de erro originado
na ana´lise na˜o e´ utilizado na s´ıntese, o sinal de fala sintetizado na˜o sera´ igual ao sinal
original. A mesma situac¸a˜o ocorre se o filtro de s´ıntese na˜o for exatamente o inverso do
filtro de ana´lise. Para diferenciar entre os sinais original e codificado, utiliza-se a notac¸a˜o
sˆ(n) para o sinal de fala sintetizado.
A ana´lise de sinal assume que as propriedades deste, na maioria das vezes, mudam
lentamente com o tempo. Isto permite que o sinal seja dividido em quadros sucessivos,
sendo que a ana´lise de predic¸a˜o linear e´ executada sobre esses quadros. A divisa˜o em
quadros esta´ relacionada com a quase-estacionariedade do sinal de fala [30]. Assumir tal
hipo´tese e´ razoa´vel quando se trata de segmentos de curta durac¸a˜o, embora obviamente
falsa para segmentos de fala de longa durac¸a˜o.
O sinal s(n) e´ multiplicado por uma janela de ana´lise de comprimento fixo w(n),
para selecionar um quadro particular em um determinado tempo. Este procedimento
e´ chamado de janelamento. A escolha da forma correta de janela e´ muito importante,
uma vez que a forma e o comprimento desta podem afetar a representac¸a˜o em frequ¨eˆncia
do sinal. Va´rios tipos de janela teˆm sido estudados, produzindo formas e caracter´ısticas
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adequadamente utilizadas em va´rias aplicac¸o˜es. A seguir sa˜o apresentadas considerac¸o˜es
sobre a implementac¸a˜o pra´tica da ana´lise LPC.
Janelamento
O tamanho da janela e´ dependente das caracter´ısticas do sinal sob ana´lise. Durante
a ana´lise da fala, e´ necessa´rio que se tenha um comprimento que represente a estrutura
harmoˆnica precisamente, ou seja, que tenha mais que um ou dois per´ıodos de pitch em
cada janela. A durac¸a˜o de um per´ıodo de pitch varia aproximadamente de 16 amostras,
para um alto pitch feminino ou de uma crianc¸a, ate´ 150 amostras, para um pitch muito
baixo masculino. Assim, ha´ um comprometimento para a determinac¸a˜o do tamanho da
janela que, na pra´tica, deve estar entre 120 e 240 amostras (de 15 a 30 ms para uma
frequ¨eˆncia de amostragem de 8 kHz).
Determinac¸a˜o de Demais Fatores
Va´rios me´todos podem ser usados no ca´lculo dos coeficientes de predic¸a˜o linear. Den-
tre os me´todos que teˆm por caracter´ıstica minimizar a energia residual, com base na
te´cnica cla´ssica de mı´nimos quadrados, encontram-se os me´todos da autocorrelac¸a˜o e
da covariaˆncia [36]. A escolha da ordem do filtro tambe´m e´ um fator importante a ser
analisado. Como em codificac¸a˜o de fala o sinal geralmente e´ amostrado a 8 kHz (dando
um espectro de 4 kHz para ana´lise), o nu´mero ma´ximo de formantes observados nos es-
pectros normalmente e´ igual a quatro. Isto implica que a ordem do filtro deve ser, pelo
menos, igual a oito. Geralmente, um filtro de 10 po´los e´ usado para que ressonaˆncias de
formantes e formas espectrais gerais sejam modeladas de forma mais precisa.
Atualmente, muitos codificadores de fala sa˜o baseados em modelagem preditiva linear,
e o codificador GSM-AMR e´ parte integrante deste grupo. O objetivo deste trabalho e´
pesquisar um esquema de interpolac¸a˜o de paraˆmetros, que seja melhor do que o esquema
de substituic¸a˜o e silenciamento de quadros perdidos, ja´ existente no referido codificador.
A seguir e´ apresentada uma visa˜o geral do codificador GSM-AMR, definida nos padro˜es
em [31] e em [32].
32
3.2 O Codificador GSM-AMR
Esta sec¸a˜o apresenta algumas informac¸o˜es sobre o codificador GSM-AMR, principalmente
as mais relevantes para comparac¸a˜o com o esquema de interpolac¸a˜o de paraˆmetros, objeto
de estudo deste trabalho.
3.2.1 Visa˜o Geral
O codificador GSM-AMR [31] [32] emprega taxas variadas para transmissa˜o dos sinais de
voz, e apresenta um esquema de controle de taxas que inclue um detector de atividade de
voz e um sistema de gerac¸a˜o de ru´ıdo de conforto, ale´m de um mecanismo de supressa˜o
de erro para combater os efeitos de erros de transmissa˜o e de perda de pacotes.
O codificador de fala de taxas variadas e´ um u´nico codec integrado com oito taxas
que variam de 4,75 kb/s a 12,2 kb/s, e com um modo de codificac¸a˜o de ru´ıdo de fundo de
baixa taxa de bits. O GSM-AMR e´ capaz de realizar o chaveamento entre as diferentes
taxas a cada 20 ms de quadro de fala.
Uma configurac¸a˜o de refereˆncia onde as va´rias func¸o˜es de processamento de fala sa˜o
identificadas e´ dada na Figura 3-4. As partes de a´udio sa˜o inclu´ıdas (incluindo as con-
verso˜es analo´gica para digital e digital para analo´gica) para mostrar a trajeto´ria completa
da fala entre a entrada/sa´ıda de a´udio no equipamento do usua´rio (UE) e a interface di-
gital da rede. As partes de a´udio sa˜o consideradas aqui apenas para mostrar que seu
desempenho afeta o desempenho do codec de fala. Os mo´dulos relevantes para cada
func¸a˜o sa˜o listados abaixo:
1. PCM de 8 bits lei-A ou lei-µ (Recomendac¸a˜o G.711 ITU-T), 8000 amostras/s.
2. PCM uniforme de 13 bits, 8000 amostras/s.
3. Flag do Detector de Atividade de Voz (VAD).
4. Quadro de fala codificado, 50 quadros/s, o nu´mero de bits/quadro depende do
modo do codec AMR.
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Figura 3-4: Visa˜o Geral das Func¸o˜es de Processamento de A´udio. (Adaptado de ETSI
EN 301 703, 1999).
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5. Quadro Descritor de Inserc¸a˜o de Sileˆncio (SID).
6. TX TYPE, 2 bits, indica se as informac¸o˜es de bits esta˜o dispon´ıveis e se elas sa˜o
informac¸o˜es de fala ou SID.
7. Bits de informac¸a˜o entregues a rede de acesso.
8. Bits de informac¸a˜o recebidos da rede de acesso.
9. RX TYPE, o tipo de quadro recebido quantizado em treˆs bits.
Como mostrado na Figura 3-4, o codificador de fala tem como entrada um sinal
linear Modulado por Co´digo de Pulsos (PCM) tanto da parte de a´udio do equipamento
do usua´rio quanto do lado da rede (da rede de telefonia pu´blica chaveada (PSTN) via
uma conversa˜o PCM de 8 bits lei-A ou lei-µ para representac¸a˜o linear). A fala codificada
e´ empacotada e entregue a interface de rede. As operac¸o˜es inversas acontecem no sentido
da recepc¸a˜o.
O mapeamento detalhado de blocos de entrada de 160 amostras de fala em formato
PCM linear para blocos codificados (nos quais o nu´mero de bits depende do modo usado
pelo codec), e destes, para os blocos de sa´ıda de 160 amostras da fala reconstru´ıda, e´
descrito na sec¸a˜o 3.2.2. As taxas de bits do codec fonte sa˜o listadas na Tabela 3.1.
Modos do Codec Taxa de Bits do Codec Fonte
AMR 12.20 12,20 kb/s
AMR 10.20 10,20 kb/s
AMR 7.95 7,95 kb/s
AMR 7.40 7,40 kb/s
AMR 6.70 6,70 kb/s
AMR 5.90 5,90 kb/s
AMR 5.15 5,15 kb/s
AMR 4.75 4,75 kb/s
AMR SID 1,80 kb/s
Tabela 3.1: Taxas de bits do codec fonte para o codec AMR.
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3.2.2 Codec de Fala AMR: Func¸o˜es de Transcodificac¸a˜o
Esta sec¸a˜o descreve o mapeamento detalhado dos blocos de entrada de 160 amostras de
fala em formato PCM linear para os blocos codificados de 95, 103, 118, 134, 148, 159,
204 e 244 bits e vice-versa. A taxa de amostragem e´ de 8000 amostras/s, levando o
fluxo codificado de bits a taxas de 4,75, 5,15, 5,90, 6,70, 7,40, 7,95, 10,2 ou 12,2 kb/s.
O esquema de codificac¸a˜o para os modos de codificac¸a˜o a taxas variadas e´ o ACELP
(Algebraic Code-Excited Linear Predictive). O codificador ACELP de taxa variada e´
referido como MR-ACELP.
Descric¸a˜o Funcional das Partes de A´udio
A conversa˜o analo´gica para digital e digital para analo´gica em geral compreendera´ os
seguintes elementos:
1. Analo´gica para PCM digital uniforme
• microfone;
• dispositivo de ajuste de n´ıvel de entrada;
• filtro anti-aliasing de entrada;
• dispositivo sample-hold amostrando a 8 kHz;
• conversa˜o analo´gica para digital uniforme em representac¸a˜o de 13 bits.
• O formato uniforme sera´ representado em complemento de dois.
2. PCM digital uniforme para analo´gica
• conversa˜o de PCM uniforme 13 bits/8 kHz para analo´gica;
• um dispositivo hold ;
• filtro de reconstruc¸a˜o incluindo correc¸a˜o sen(x)/x;
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• dispositivo de ajuste de n´ıvel de sa´ıda;
• fone de ouvido ou alto-falante.
No equipamento terminal, a func¸a˜o A/D pode ser alcanc¸ada tanto
• por conversa˜o direta para formato PCM uniforme de 13 bits;
• como por conversa˜o para formato composto 8 bits lei-A ou lei-µ, baseada em um
codec/filtro padra˜o lei-A ou lei-µ de acordo com as Recomendac¸o˜es ITU-T G.711
[2] e G.714 [33] (substitu´ıda pela G.712 [34]), seguida pela conversa˜o de 8 bits para
13 bits, como especificado na sec¸a˜o Conversa˜o Formato PCM a seguir.
Para a operac¸a˜o D/A ocorrem as operac¸o˜es inversas.
Preparac¸a˜o de Amostras de Fala
O codificador e´ alimentado com inclusa˜o de dados de amostras com uma resoluc¸a˜o de 13
bits justificadas a` esquerda em uma palavra de 16 bits. Os treˆs bits menos significativos
sa˜o colocados em ‘0’. O decodificador tem dados no mesmo formato como sa´ıda.
Conversa˜o Formato PCM
Na entrada do codificador de fala, a conversa˜o de amostras codificadas (de 8 bits lei-A
ou lei-µ) em amostras lineares (com resoluc¸a˜o de 13 bits) segue a recomendac¸a˜o ITU-T
G.711. Esta recomendac¸a˜o especifica, por meio de dados tabelados, a lei-A ou a lei-µ para
conversa˜o linear e vice-versa. Exemplos de como executar a conversa˜o por aritme´tica de
ponto fixo podem ser encontrados na recomendac¸a˜o ITU-T G.726 [35]. A sec¸a˜o 4.2.1
desta recomendac¸a˜o descreve a lei-A ou a lei-µ para expansa˜o linear e, a sec¸a˜o 4.2.8
fornece uma soluc¸a˜o linear para compressa˜o lei-A ou lei-µ.
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Princ´ıpios do Codificador de Fala AMR
O codec AMR consiste de oito codecs fonte com taxas de bit de 12,2, 10,2, 7,95, 7,40,
6,70, 5,90, 5,15 e 4,75 kb/s, e e´ um codificador da famı´lia CELP (Code-Excited Linear
Predictive). E´ usado um filtro de s´ıntese de predic¸a˜o linear (LPC) de de´cima ordem,
tambe´m chamado de curta durac¸a˜o, o qual e´ dado por (3.4).
O filtro de s´ıntese de longa durac¸a˜o ou filtro de pitch, e´ dado por:
1
B(z)
=
1
1− gpz−T
, (3.7)
onde T e´ o atraso de pitch e gp e´ o ganho de pitch.
O modelo de s´ıntese de fala CELP e´ mostrado na Figura 3-5. Neste modelo, o
sinal de excitac¸a˜o na entrada do filtro de s´ıntese LPC de curta durac¸a˜o e´ constru´ıdo
adicionando-se dois vetores de excitac¸a˜o dos diciona´rios adaptativo e fixo. A fala e´ sinte-
tizada alimentando-se o filtro de s´ıntese de curta durac¸a˜o com os dois vetores escolhidos
apropriadamente destes diciona´rios. A sequ¨eˆncia de excitac¸a˜o o´tima em um diciona´rio
e´ escolhida usando-se um procedimento de busca de ana´lise por s´ıntese, no qual o erro
entre as falas original e sintetizada e´ minimizado de acordo com uma medida de distorc¸a˜o
ponderada perceptualmente. O filtro perceptual ponderado usado na te´cnica de busca
ana´lise por s´ıntese e´ dado por:
W (z) =
A(z/γ1)
A(z/γ2)
, (3.8)
onde A(z) e´ o filtro LPC na˜o quantizado e 0 < γ2 < γ1 ≤ 1 sa˜o os fatores ponderados
perceptuais. Os valores γ1 = 0, 9 (para os modos AMR 12.20 e AMR 10.20) ou γ1 = 0, 94
(para todos os outros modos) e γ2 = 0, 6 sa˜o usados. O filtro ponderado usa os paraˆmetros
LPC na˜o quantizados.
O codificador opera com quadros de fala de 20 ms, correspondendo a 160 amostras na
frequ¨eˆncia de amostragem de 8000 amostras/s. A cada 160 amostras de fala, o sinal de fala
e´ analisado para extrac¸a˜o dos paraˆmetros do modelo CELP (coeficientes LPC do filtro,
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Figura 3-5: Diagrama de Blocos Simplificado do Modelo de S´ıntese CELP.
ı´ndices e ganhos dos diciona´rios adaptativo e fixo). Estes paraˆmetros sa˜o codificados e
transmitidos. No decodificador, os paraˆmetros sa˜o decodificados e a fala e´ sintetizada
filtrando-se, atrave´s do filtro LPC de s´ıntese, o sinal de excitac¸a˜o reconstru´ıdo.
O fluxo completo de sinal no codificador e´ mostrado na Figura 3-6. A ana´lise LPC
e´ executada duas vezes por quadro para o modo AMR 12.20 e uma vez para os demais
modos. Para o modo AMR 12.20, os dois conjuntos de paraˆmetros LPC sa˜o convertidos
para pares de linhas espectrais (LSP - Line Spectral Pairs) e sa˜o juntamente quantizados
usando-se quantizac¸a˜o matricial partida (SMQ - Split Matrix Quantization) com 38 bits.
Para os outros modos, o u´nico conjunto de paraˆmetros LPC e´ convertido para pares
de linhas espectrais (LSP) e e´ quantizado vetorialmente usando-se quantizac¸a˜o vetorial
partida (SVQ - Split Vector Quantization). Os pares de linhas espectrais (relaciona-
dos a`s Frequeˆncias de Linhas Espectrais (LSF - Line Spectral Frequencies)) sa˜o uma
representac¸a˜o dos paraˆmetros LPC no domı´nio da frequeˆncia. Detalhes da conversa˜o
dos paraˆmetros LPC para a representac¸a˜o LSP/LSF podem ser encontrados em [36]. O
quadro de fala e´ dividido em 4 sub-quadros de 5 ms cada (40 amostras). Os paraˆmetros do
diciona´rio adaptativo e fixo sa˜o transmitidos na cadeˆncia de sub-quadro. Os paraˆmetros
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LPC quantizados e na˜o quantizados ou suas verso˜es interpoladas sa˜o usados dependendo
do sub-quadro. Um per´ıodo de pitch em malha aberta e´ estimado em todos os sub-
quadros (exceto para os modos AMR 5.15 e AMR 4.75, nos quais isto e´ feito uma vez
por quadro), baseado no sinal de fala ponderado perceptualmente.
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Figura 3-6: Diagrama de Blocos Simplificado do Codificador GSM-AMR.
As seguintes operac¸o˜es sa˜o repetidas para cada sub-quadro:
• O sinal alvo x(n) e´ calculado filtrando-se o res´ıduo LPC atrave´s do filtro ponderado
de s´ınteseW (z)H(z) com os estados iniciais do filtro tendo sido atualizados atrave´s
da filtragem do erro entre o res´ıduo LPC e a excitac¸a˜o (isto e´ equivalente a subtrair
do sinal ponderado de fala, a resposta a` entrada zero do filtro ponderado de s´ıntese).
• E´ calculada a resposta ao impulso h(n) do filtro ponderado de s´ıntese.
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• A ana´lise de pitch em malha fechada e´ enta˜o executada (para determinar o per´ıodo
e o ganho de pitch), usando-se o alvo x(n) e a resposta ao impulso h(n), procurando-
se em torno do per´ıodo de pitch em malha aberta. E´ usado um pitch fraciona´rio
com 1/6 ou 1/3 da resoluc¸a˜o de uma amostra (dependendo do modo).
• O sinal alvo x(n) e´ atualizado removendo-se a contribuic¸a˜o do diciona´rio adaptativo
(vetor de co´digo adaptativo filtrado), e este novo alvo, x2(n), e´ usado na busca do
diciona´rio alge´brico fixo (para encontrar a inovac¸a˜o o´tima).
• Os ganhos dos diciona´rios adaptativo e fixo sa˜o quantificados de forma escalar com
4 e 5 bits respectivamente, ou quantificados de forma vetorial com 6-7 bits (com
predic¸a˜o me´dia mo´vel (MA) aplicada ao ganho do diciona´rio fixo).
• Finalmente, as memo´rias do filtro sa˜o atualizadas (usando-se o sinal de excitac¸a˜o
determinado) para que se encontre o sinal alvo no pro´ximo sub-quadro.
Princ´ıpios do Decodificador de Fala AMR
O fluxo do sinal no decodificador e´ mostrado na Figura 3-7. Os ı´ndices transmitidos sa˜o
extra´ıdos do fluxo de bits recebido e, enta˜o, decodificados para obtenc¸a˜o dos paraˆmetros
do codificador em cada quadro transmitido. Estes paraˆmetros sa˜o os vetores LSP, os
per´ıodos de pitch fraciona´rios, os vetores de co´digo de inovac¸a˜o, e os respectivos ganhos
de pitch e de inovac¸a˜o. Os vetores LSP sa˜o convertidos para os coeficientes LPC do filtro
e interpolados para obter filtros LPC em cada sub-quadro. Enta˜o, a cada 40 amostras
de sub-quadro:
• a excitac¸a˜o e´ constru´ıda adicionando-se os vetores de co´digo adaptativo e de ino-
vac¸a˜o escalados pelos seus respectivos ganhos;
• a fala e´ reconstru´ıda filtrando-se a excitac¸a˜o atrave´s do filtro LPC de s´ıntese.
Finalmente, o sinal de fala reconstru´ıdo passa por um po´s-filtro adaptativo.
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Figura 3-7: Diagrama de Blocos Simplificado do Decodificador GSM-AMR.
Ana´lise de Predic¸a˜o Linear e Quantizac¸a˜o
Modo AMR 12.20
A ana´lise de predic¸a˜o de curta durac¸a˜o, ou predic¸a˜o linear (LP), e´ executada duas
vezes por quadro de fala, usando-se a aproximac¸a˜o da auto-correlac¸a˜o com janelas as-
sime´tricas de 30 ms. Na˜o sa˜o usadas amostras de quadros futuros no ca´lculo da auto-
correlac¸a˜o.
As auto-correlac¸o˜es da fala janelada sa˜o convertidas para os coeficientes LPC usando-
se o algoritmo de Levinson-Durbin, que e´ apresentado no final deste cap´ıtulo. Estes sa˜o
enta˜o transformados para o domı´nio LSP por razo˜es de quantizac¸a˜o e interpolac¸a˜o. Os
coeficientes interpolados do filtro, quantificados e na˜o quantizados, sa˜o convertidos de
volta aos coeficientes do filtro LPC (para construir os filtros de s´ıntese e ponderado para
cada sub-quadro).
Outros Modos
A ana´lise de predic¸a˜o de curta durac¸a˜o, ou predic¸a˜o linear, e´ executada uma vez por
quadro de fala, usando-se a aproximac¸a˜o da auto-correlac¸a˜o com janelas assime´tricas de
30 ms. Sa˜o usadas 40 amostras (5 ms) do quadro futuro no ca´lculo da auto-correlac¸a˜o.
As auto-correlac¸o˜es da fala janelada sa˜o convertidas para os coeficientes LPC usando-
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se o algoritmo de Levinson-Durbin. Estes sa˜o enta˜o transformados para o domı´nio LSP
por razo˜es de quantizac¸a˜o e interpolac¸a˜o. Os coeficientes interpolados do filtro, quantifi-
cados e na˜o quantizados, sa˜o convertidos de volta aos coeficientes do filtro LPC (para
construir os filtros de s´ıntese e ponderado para cada sub-quadro).
Janelamento e Ca´lculo da Auto-Correlac¸a˜o
Modo AMR 12.20
A ana´lise LP e´ executada duas vezes por quadro usando-se duas janelas assime´tricas
diferentes. A primeira janela tem seu peso concentrado no segundo sub-quadro e consiste
de duas metades de janelas de Hamming com tamanhos diferentes. A janela e´ dada por:
wI(n) =



0, 54− 0, 46 cos( n
L
(I)
1 −1
) ; n = 0, ..., L
(I)
1 − 1
0, 54 + 0, 46 cos(
³
n−L(I)1
´
L
(I)
2 −1
) ; n = L
(I)
1 , ..., L
(I)
1 + L
(I)
2 − 1
(3.9)
Os valores L
(I)
1 = 160 e L
(I)
2 = 80 sa˜o usados. A segunda janela tem seu peso
concentrado no quarto sub-quadro e consiste de duas partes: a primeira parte e´ a metade
de uma janela de Hamming e a segunda parte e´ um quarto de um ciclo de func¸a˜o cosseno.
A janela e´ dada por:
wII(n) =



0, 54− 0, 46 cos( 2n
2L
(II)
1 −1
) ; n = 0, ..., L
(II)
1 − 1
cos(
2
³
n−L(II)1
´
4L
(II)
2 −1
) ; n = L
(II)
1 , ..., L
(II)
1 + L
(II)
2 − 1
(3.10)
onde os valores L
(II)
1 = 232 e L
(II)
2 = 8 sa˜o usados.
Note que ambas ana´lises LP sa˜o executadas no mesmo conjunto de amostras de fala.
As janelas sa˜o aplicadas a 80 amostras do quadro de fala anterior e mais as 160 amostras
do quadro de fala presente. Na˜o sa˜o usadas amostras de quadros futuros. Um diagrama
das duas janelas de ana´lise LP e´ mostrado na Figura 3-8.
As auto-correlac¸o˜es da fala janelada s0(n), n = 0, ..., 239, sa˜o calculadas por:
rac(k) =
239X
n=k
s0(n)s0(n− k), k = 0, ..., 10, (3.11)
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quadro (160 amostras) sub-quadro
(40 amostras)
quadro n-1 quadro n
20 ms 5 ms
wI(n) wII(n)I(n)
Figura 3-8: Janelas de ana´lise LP.
e uma expansa˜o de largura de banda de 60 Hz e´ usada janelando-se periodicamente as
auto-correlac¸o˜es por meio da func¸a˜o:
wlag(i) = exp

−1
2
Ã
2f0i
fs
!2
 , i = 1, ..., 10, (3.12)
onde f0 = 60 Hz e´ o fator de expansa˜o da largura de banda e fs = 8000 Hz e´ a frequ¨eˆncia
de amostragem. Ale´m disso, rac(0) e´ multiplicado pelo fator de correc¸a˜o do ru´ıdo branco
1,0001, que e´ equivalente a somar um limiar inferior de ru´ıdo em -40 dB.
Outros Modos
A ana´lise LP e´ executada uma vez por quadro usando-se uma janela assime´trica.
A janela tem seu peso concentrado no quarto sub-quadro e consiste de duas partes: a
primeira parte e´ a metade de uma janela de Hamming e a segunda parte e´ um quarto de
um ciclo de func¸a˜o cosseno. A janela e´ dada por (3.10), onde os valores L1 = 200 e L2 =
40 sa˜o usados.
As auto-correlac¸o˜es da fala janelada s0(n), n = 0, ..., 239, sa˜o calculadas por (3.11),
e uma expansa˜o de largura de banda de 60 Hz e´ usada janelando-se periodicamente as
auto-correlac¸o˜es usando-se a janela em (3.12). Ale´m disso, rac(0) e´ multiplicado pelo
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fator de correc¸a˜o do ru´ıdo branco 1,0001, que e´ equivalente a somar um limiar inferior
de ru´ıdo em -40 dB.
Algoritmo Levinson-Durbin
As auto-correlac¸o˜es modificadas r0ac(0) = 1, 0001rac(0) e r0ac(k) = rac(k)wlag(k), k =
1, ..., 10, sa˜o usadas para obter os coeficientes LPC do filtro na forma direta ak, k =
1, ..., 10, resolvendo-se o seguinte conjunto de equac¸o˜es:
10X
k=1
akr0ac(|i− k|) = −r0ac(i), i = 1, ..., 10. (3.13)
O conjunto de equac¸o˜es em (3.13) e´ resolvido atrave´s do algoritmo de Levinson-
Durbin. Este algoritmo usa a seguinte recursa˜o em pseudo co´digo de programac¸a˜o:
ELD(0) = r0ac(0)
for i = 1 to 10 do
a
(i−1)
0 = 1
ki = −
hPi−1
j=0 a
(i−1)
j r0ac(i− j)
i
/ELD(i− 1)
a
(i)
i = ki
for j = 1 to i− 1 do
a
(i)
j = a
(i−1)
j + kia
(i−1)
i−j
end
ELD(i) = (1− k2i )ELD(i− 1)
end
A soluc¸a˜o final e´ dada como aj = a
(10)
j , j = 1, ..., 10.
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Cap´ıtulo 4
Recuperac¸a˜o de Quadros Perdidos
Este cap´ıtulo trata em detalhes do esquema executado pelo codificador GSM-AMR para
substituic¸a˜o e silenciamento de quadros perdidos. E´ apresentado tambe´m o esquema de
interpolac¸a˜o como uma proposta alternativa para o tratamento da perda de quadros.
Este esquema consiste na interpolac¸a˜o de todos os paraˆmetros transmitidos pelo codec
GSM-AMR, com excec¸a˜o dos ı´ndices do diciona´rio. Estes sa˜o utilizados na decodificac¸a˜o
de acordo com a descric¸a˜o da norma do codec. Resultados comparativos entre os dois
esquemas sa˜o apresentados no pro´ximo cap´ıtulo.
4.1 Substituic¸a˜o e Silenciamento de Quadros Perdi-
dos
Esta sec¸a˜o define o procedimento de silenciamento e substituic¸a˜o de quadros perdidos,
usado pelo codificador GSM-AMR. A finalidade da substituic¸a˜o e´ atenuar e ocultar o
efeito dos quadros perdidos. A finalidade de silenciar a sa´ıda, no caso de muitos quadros
perdidos, e´ indicar a interrupc¸a˜o do canal ao usua´rio e evitar a gerac¸a˜o de poss´ıveis sons
importunos como um resultado do procedimento de substituic¸a˜o de quadro.
A indicac¸a˜o de quadros perdidos de fala ou de quadros descritores de inserc¸a˜o de
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sileˆncio (SID) e´ feita por um sub-sistema de ra´dio (codificador de canal) que configura
um flag (BFI - Bad Frame Indication), baseando-se em controles de redundaˆncia c´ıclica
(CRC) ou em outros mecanismos de detecc¸a˜o de erro, cujas possibilidades esta˜o previs-
tas em [37]. Se o flag BFI estiver levantado, o decodificador executara´ substituic¸a˜o de
paraˆmetros para ocultac¸a˜o de erros.
A decodificac¸a˜o normal de quadros perdidos de fala resultaria em efeitos ruidosos
muito desagrada´veis. Para aumentar a qualidade subjetiva, quadros de fala perdidos sa˜o
substitu´ıdos tanto por repetic¸a˜o como por extrapolac¸a˜o de bom(ns) quadro(s) de fala
anterior(es). Esta substituic¸a˜o e´ feita para que o n´ıvel de sa´ıda diminua gradualmente,
resultando em sileˆncio a partir de um determinado nu´mero de quadros perdidos.
4.1.1 Ma´quina de Estado do Esquema de Substituic¸a˜o e Silen-
ciamento
O exemplo de soluc¸a˜o por substituic¸a˜o e silenciamento, descrito em [37], e´ baseado em
uma ma´quina de estado com sete estados (Figura 4-1). O sistema comec¸a no estado 0.
Cada vez que um quadro ruim e´ detectado, o contador de estado e´ incrementado de um
e e´ saturado quando alcanc¸a 6. Cada vez que um quadro bom de fala e´ detectado, o
contador de estado e´ levado a zero, exceto quando a ma´quina esta´ no estado 6, quando
o contador e´ levado ao estado 5. O estado implica na qualidade do canal: quanto maior
for o valor do contador de estado, pior sera´ a qualidade de canal. O controle de fluxo
da ma´quina de estado pode ser descrito pelo seguinte co´digo em linguagem C (BFI =
indicador de quadro ruim, Estado = varia´vel de estado):
if(BFI!=0)
Estado=Estado+1;
else if(Estado==6)
Estado=5;
else
Estado=0;
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if(Estado>6)
Estado=6;
O flag BFI do quadro anterior (prevBFI) tambe´m e´ verificado na execuc¸a˜o da
ma´quina de estado. Desta forma, o processamento e´ dependente do valor da varia´vel
Estado, bem como dos flags BFI e prevBFI.
ESTADO = 0
BFI = 0
PrevBFI = 0 ou 1
ESTADO = 1
BFI = 1
PrevBFI = 0
ESTADO = 3
BFI = 1
PrevBFI = 1
ESTADO = 2
BFI = 1
PrevBFI = 1
ESTADO = 5
BFI = 0 ou 1
PrevBFI = 1
ESTADO = 4
BFI = 1
PrevBFI = 1
ESTADO = 6
BFI = 1
PrevBFI = 0 ou 1
Quadro Perdido (BFI = 1)
Quadro Recebido (BFI = 0)
Figura 4-1: Ma´quina de Estado para Controlar a Substituic¸a˜o de um Quadro Perdido.
(Adaptado de ETSI EN 301 705, 1998).
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A seguir sa˜o apresentadas algumas configurac¸o˜es de estados e os respectivos proce-
dimentos adotados no decodificador do GSM-AMR. Estas ac¸o˜es sa˜o descritas na norma
como ac¸o˜es para um quadro com atividade de fala1. Existem tambe´m ac¸o˜es para quadros
sem atividade2 e para quadros descritores de sileˆncio, mas como estes fogem do escopo
deste trabalho, somente uma visa˜o geral sobre os mesmos sera´ vista mais adiante.
4.1.2 Ac¸o˜es para Quadros com Atividade de Fala
BFI=0, prevBFI=0, Estado=0
Nesta condic¸a˜o, na˜o e´ detectado erro no quadro de fala recebido ou no anteriormente
recebido. Os paraˆmetros de fala recebidos sa˜o usados normalmente na s´ıntese da fala. O
quadro atual de paraˆmetros de fala e´ salvo.
BFI = 0, prevBFI = 1, Estado = 0 ou 5
Nesta condic¸a˜o, na˜o e´ detectado erro no quadro de fala recebido, mas o quadro de fala
recebido anteriormente foi ruim. O ganho LTP e o ganho do diciona´rio fixo sa˜o limitados
a valores abaixo dos valores usados pelo u´ltimo sub-quadro bom recebido.
gp =



gp, gp ≤ gp(−1)
gp(−1), gp > gp(−1)
(4.1)
onde gp e´ o ganho atual LTP decodificado, gp(−1) e´ o ganho LTP usado para o u´ltimo
sub-quadro bom (BFI = 0), e
gc =



gc, gc ≤ gc(−1)
gc(−1), gc > gc(−1)
(4.2)
1Entende-se por quadro com atividade de fala, um quadro cujo conteu´do carrega informac¸o˜es relativas
a fonemas sonoros.
2Entende-se por quadro sem atividade de fala, um quadro cujo conteu´do carrega informac¸o˜es relativas
a fonemas surdos.
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onde gc e´ o ganho atual do diciona´rio fixo decodificado e gc(−1) e´ o ganho do diciona´rio
fixo usado para o u´ltimo sub-quadro bom (BFI = 0).
O resto dos paraˆmetros recebido e´ usado normalmente na s´ıntese da fala. O quadro
atual de paraˆmetros de fala e´ salvo.
BFI = 1, prevBFI = 0 ou 1, Estado = 1 ... 6
Nesta condic¸a˜o, um erro e´ detectado no quadro de fala recebido e inicia-se o procedi-
mento de substituic¸a˜o e silenciamento. O ganho LTP e o ganho do diciona´rio fixo sa˜o
substitu´ıdos por valores atenuados dos sub-quadros anteriores:
gp =



P (estado) gp(−1), gp(−1) ≤ median5(gp(−1), ..., gp(−5))
P (estado)median5(gp(−1), ..., gp(−5)), gp(−1) > median5(gp(−1), ..., gp(−5))
(4.3)
onde gp e´ o ganho atual LTP decodificado, gp(−1), ..., gp(−n) sa˜o os ganhos LTP usados
para os u´ltimos n sub-quadros, median5() representa a operac¸a˜o mediana de 5 valores,
P (estado) e´ o fator de atenuac¸a˜o (P (1) = 0, 98; P (2) = 0, 98; P (3) = 0, 8; P (4) =
0, 3; P (5) = 0, 2; P (6) = 0, 2), estado e´ o nu´mero do estado, e
gc =



C(estado) gc(−1), gc(−1) ≤ median5(gc(−1), ..., gc(−5))
C(estado)median5(gc(−1), ..., gc(−5)), gc(−1) > median5(gc(−1), ..., gc(−5))
(4.4)
onde gc e´ o ganho atual do diciona´rio fixo decodificado, gc(−1), ..., gc(−n) sa˜o os ganhos
do diciona´rio fixo usados para os u´ltimos n sub-quadros e C(estado) e´ o fator de atenuac¸a˜o
(C(1) = 0, 98; C(2) = 0, 98; C(3) = 0, 98; C(4) = 0, 98; C(5) = 0, 98; C(6) = 0, 7).
Quanto maior e´ o valor do estado, maior e´ a atenuac¸a˜o dos ganhos. A memo´ria do
ganho de predic¸a˜o do diciona´rio fixo tambe´m e´ atualizada usando o valor me´dio dos
quatro u´ltimos valores na memo´ria:
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ener(0) =
1
4
4X
i=1
ener(−i) (4.5)
Os u´ltimos LSFs sa˜o deslocados em direc¸a˜o a` sua me´dia pela relac¸a˜o
lsf q1(i) = lsf q2(i) = α.past lsf q(i) + (1− α)mean lsf(i), i = 0 ... 9 (4.6)
onde α = 0, 95 (valor descrito pela norma; pore´m, o valor usado no co´digo de refereˆncia
do ETSI e´ 0,90), lsf q1 e lsf q2 sa˜o dois conjuntos de vetores LSF para o quadro atual,
past lsf q e´ o lsf q2 do quadro anterior, emean lsf e´ o vetor LSF me´dio. Dois conjuntos
de vetores LSFs sa˜o disponibilizados apenas no modo AMR 12.20, para os demais modos
ha´ apenas um vetor de paraˆmetros LSF.
Atualizac¸a˜o do Per´ıodo de Pitch
Os valores do per´ıodo de pitch sa˜o substitu´ıdos pelo valor do quarto sub-quadro do
u´ltimo quadro (modo AMR 12.20), ou por valores levemente modificados baseados no
u´ltimo valor recebido corretamente (todos os outros modos).
Sinal de Excitac¸a˜o
Os ı´ndices do diciona´rio carregam informac¸a˜o de amplitude e posic¸a˜o do sinal de ex-
citac¸a˜o do filtro de s´ıntese. Os pulsos de excitac¸a˜o do diciona´rio fixo sa˜o usados pelo
decodificador, mesmo quando ha´ ocorreˆncia de dados corrompidos. No caso da perda
desses dados, ı´ndices aleato´rios do diciona´rio fixo sa˜o empregados.
4.1.3 Ac¸o˜es para Quadros Sem Atividade e Quadros Descritores
de Sileˆncio
As ac¸o˜es realizadas para quadros sem atividade teˆm por objetivo reduzir a gerac¸a˜o de
espu´rios sonoros. Isto ocorre quando o procedimento convencional para quadros com
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atividade e´ executado de forma inadequada em sinais na˜o sonoros.
Quando ha´ ocorreˆncia de dados corrompidos em um quadro descritor de inserc¸a˜o de
sileˆncio (SID), a informac¸a˜o deste quadro e´ substitu´ıda pela u´ltima informac¸a˜o va´lida de
quadros SID (armazenada em memo´ria), sendo enta˜o aplicado o procedimento conven-
cional de decodificac¸a˜o de quadros SID. Se o tempo entre as atualizac¸o˜es das informac¸o˜es
dos quadros SID e´ maior do que um segundo, ocorre um procedimento de atenuac¸a˜o apli-
cado aos paraˆmetros armazenados [38].
4.2 Interpolac¸a˜o de Paraˆmetros para Construc¸a˜o de
Quadro(s) que Substitua(m) Quadro(s) Perdi-
do(s)
Com o desenvolvimento da tecnologia, cada vez mais se pensa em utilizar a estrutura da
Internet para transmissa˜o de mı´dias cont´ınuas, como voz e v´ıdeo. As redes IP, entretanto,
apresentam graves problemas quando se trata de transmissa˜o de mı´dias sens´ıveis a atraso.
A transmissa˜o de voz por pacotes em tempo-real, por exemplo, deve satisfazer alguns
requisitos tais como garantir um atraso ma´ximo para cada pacote, uma variac¸a˜o ma´xima
do atraso dos pacotes e uma taxa ma´xima de perda de pacotes. Quando um ou mais
pacotes sa˜o perdidos e nenhuma provideˆncia e´ tomada na tentativa de recupera´-los, a
qualidade perceptual da fala recebida fica significativamente deteriorada.
Um dos desafios da telefonia IP esta´ relacionado ao controle da variac¸a˜o de atraso
(jitter) dos pacotes recebidos [39]. O problema de jitter precisa ser tratado ate´ mesmo nas
redes mais recentes, caracterizadas por apresentarem grande largura de banda e valores
reduzidos de atraso. Isto se deve ao fato de que os pacotes normalmente sa˜o submetidos
a valores de atraso diferentes durante o percurso de transmissa˜o. Como a reproduc¸a˜o
da fala precisa ser executada a intervalos regulares para que uma qualidade perceptual
aceita´vel seja alcanc¸ada, torna-se essencial o armazenamento de alguns pacotes em um
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buffer na recepc¸a˜o. Tal armazenamento permite que processos de recuperac¸a˜o de pacotes,
como o de interpolac¸a˜o por exemplo, sejam executados sobre os pacotes recebidos.
Os codecs teˆm por caracter´ıstica transmitir apenas alguns paraˆmetros para a s´ıntese
do sinal de fala. Paraˆmetros, tais como coeficientes LPC e per´ıodo de pitch, apresen-
tam como propriedade uma diferenc¸a suave entre valores de quadros subsequ¨entes [40].
A partir desta informac¸a˜o, surge a ide´ia do desenvolvimento de um estudo baseado na
interpolac¸a˜o dos paraˆmetros de um dos codecs estudado atualmente para telefonia IP:
o GSM-AMR. Tal estudo visa avaliar a qualidade da fala provida pelo esquema de re-
cuperac¸a˜o de quadros descrito na sec¸a˜o anterior, e a qualidade deste sinal mediante a
utilizac¸a˜o do esquema de interpolac¸a˜o.
O esquema foi aplicado sobre os coeficientes LPC, per´ıodo e ganho de pitch, bem como
para o ganho do diciona´rio fixo. A Figura 4-2 mostra a interpolac¸a˜o linear empregada
sobre os paraˆmetros dos quadros perfeitamente recebidos. Os ı´ndices do diciona´rio fixo
foram utilizados de acordo com o esquema proposto pela norma do codificador GSM-
AMR, visto no sub-item Sinal de Excitac¸a˜o da sec¸a˜o 4.1.2. O algoritmo de interpolac¸a˜o
foi restrito a taxa de transmissa˜o de 7,95 kbps. Devido a` na˜o-estacionariedade do sinal
de fala, o esquema foi configurado de forma a permitir um nu´mero ma´ximo de treˆs
quadros perdidos consecutivamente. A partir deste nu´mero, o esquema de tratamento
do codificador GSM-AMR e´ assumido para construc¸a˜o dos quadros. Aplica-se ao modelo
de simulac¸a˜o a restric¸a˜o de que o primeiro quadro sempre sera´ um quadro bom. E no
caso da perda do u´ltimo quadro, o programa empregara´ paraˆmetros reconstru´ıdos pelo
decodificador do codec GSM-AMR.
O esquema aplicado, no caso dos paraˆmetros LPC, e´ uma interpolac¸a˜o linear simples
entre os vetores dos paraˆmetros LSP extra´ıdos dos quadros adjacentes ao(s) quadro(s)
perdido(s). Os paraˆmetros LSP sa˜o uma representac¸a˜o dos paraˆmetros LPC no domı´nio
da frequ¨eˆncia. O codificador GSM-AMR ja´ faz a conversa˜o para tal domı´nio, pelo fato
de ja´ realizar uma interpolac¸a˜o no momento da quantizac¸a˜o dos paraˆmetros. Os vetores
dos paraˆmetros LSP possuem dez elementos, haja vista que o filtro de predic¸a˜o linear do
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Figura 4-2: Esquema de Interpolac¸a˜o.
codec e´ de de´cima ordem.
Na decodificac¸a˜o dos paraˆmetros LPC ocorre um problema inerente a` codificac¸a˜o
dos paraˆmetros LSFs entre quadros. E´ que tal codificac¸a˜o causa erro de propagac¸a˜o
devido a` mudanc¸a dos estados do codificador na ocorreˆncia de quadros perdidos [41]. O
diagrama de blocos da Figura 4-3 ilustra o problema de propagac¸a˜o do erro. A atualizac¸a˜o
dos estados e´ func¸a˜o dos paraˆmetros transmitidos pelos quadros; quando ha´ perda de
quadros na rede, uma atualizac¸a˜o com dados incorretos ira´ gerar estados atualizados
tambe´m incorretos. Como os paraˆmetros LSPs do quadro seguinte sa˜o func¸a˜o dos estados
atualizados do quadro atual, mesmo que os paraˆmetros daquele quadro sejam recebidos
corretamente, o erro de atualizac¸a˜o dos estados do quadro perdido acaba se refletindo nos
paraˆmetros LSPs gerados pelo pro´ximo quadro. Vale a pena salientar que, para o codec
GSM-AMR, este erro e´ refletido somente no quadro subsequ¨ente ao quadro perdido; o
esquema de desvanecimento do erro na˜o permite propagac¸a˜o para quadros posteriores.
Este problema interfere diretamente no resultado dos paraˆmetros LPC interpolados.
Para efeito de simulac¸a˜o, os estados gerados na codificac¸a˜o foram transmitidos para que,
na decodificac¸a˜o, fossem usados corretamente quando fosse detectada a perda de um
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Figura 4-3: Diagrama de Blocos para Erro de Propagac¸a˜o.
quadro. Na pra´tica, esta transmissa˜o seria responsa´vel por um acre´scimo na taxa de
transmissa˜o de bits. Devido a norma do codificador GSM-AMR especificar somente o
nu´mero de bits dos paraˆmetros transmitidos, na˜o ha´ como calcular de quanto seria o
acre´scimo causado pelo envio dos estados. O mesmo problema tambe´m ocorre durante a
interpolac¸a˜o do ganho do diciona´rio.
4.2.1 Simulac¸o˜es
A rede de voz sobre pacote e´ simulada de tal forma que cada pacote contenha um quadro.
A perda de pacote e´ aproximada por um processo aleato´rio de Markov que enfatiza a
natureza em rajadas desta perda na rede. A Figura 4-4 ilustra o diagrama de estados do
processo aleato´rio de Markov.
p
1 - p
q
1 - q10
Figura 4-4: Perda de Pacotes Modelada por um Processo Aleato´rio de Markov.
No diagrama de estados, o estado “0” representa um pacote recebido corretamente
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e o estado “1” representa a perda de um pacote. Supo˜e-se que p seja a probabilidade
de transic¸a˜o de “0” para “1” e que q seja a probabilidade de “1” para “0” [41]. Treˆs
taxas diferentes de perda sa˜o simuladas como listado na Tabela 4.1. O sinal comparativo
utilizado na me´trica de distorc¸a˜o e´ o sinal decodificado sem perda de pacote.
Taxa(%) p q
10 0,1 0,85
20 0,2 0,70
30 0,3 0,65
Tabela 4.1: Taxas Simuladas de Perda.
Os sinais de fala usados nas simulac¸o˜es sa˜o da base “Telephone Network Acoustic-
Phonetic Continuous Speech Corpus” - NTIMIT [42]. Esta base de dados e´ constitu´ıda
por um conjunto de 2680 arquivos de sinais de voz, gravados apo´s transmissa˜o em li-
nhas telefoˆnicas reais. A base e´ dividida em oito grupos (DR1-DR8), onde cada grupo
corresponde a uma regia˜o de gravac¸a˜o diferente [43]. Para um levantamento estat´ıstico
da medida de distorc¸a˜o empregada, dez frases da base foram utilizadas: cinco com vozes
masculinas e cinco com vozes femininas. A Tabela 4.2 apresenta os sinais de fala usados
nas simulac¸o˜es.
Todos os arquivos da base NTIMIT esta˜o gravados com taxa de amostragem de 16
kHz e quantizac¸a˜o de 16 bits por amostra. Como o codificador GSM-AMR toma sinais
amostrados a 8 kHz em sua entrada, os sinais foram filtrados e dizimados para esta
frequ¨eˆncia de amostragem, usando-se o seguinte programa para um filtro FIR passa-
baixa, projetado no MATLABTM :
f=[0 0.425 0.5 1];
m=[1 1 0 0];
b=remez(96,f,m);
A resposta em frequeˆncia deste filtro pode ser observada na Figura 4-5. O filtro tem
97 coeficientes, uma frequ¨eˆncia de corte de aproximadamente 3400 Hz e oferece 64 dB
de atenuac¸a˜o em 4000 Hz. A relac¸a˜o sinal ru´ıdo entre os sinais original e filtrado e´ no
mı´nimo 30 dB para a base empregada nos testes, mostrando que quase toda energia
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Regia˜o Arquivo Frase Geˆnero Durac¸a˜o (s)
DR1 SI923.WAV “To many experts, this trend was
inevitable.”
Masculino 2,961
DR1 SX113.WAV “Amuscular abdomen is good for
your back.”
Masculino 3,327
DR2 SX134.WAV “December and January are nice
months to spend in Miami.”
Masculino 3,084
DR2 SX275.WAV “Steve wore a bright red cash-
mere sweater.”
Masculino 2,957
DR2 SX95.WAV “Iguanas and alligators are trop-
ical reptiles.”
Masculino 2,930
DR1 SI1894.WAV “My father ran him off here six
years ago.”
Feminino 2,943
DR1 SX4.WAV “Jane may earn more money by
working hard.”
Feminino 3,014
DR2 SX115.WAV “The emblem depicts the Acrop-
olis all aglow.”
Feminino 2,962
DR2 SX50.WAV “Catastrophic economic cut-
backs neglect the poor.”
Feminino 3,102
DR2 SX284.WAV “Jeff thought you argued in favor
of a centrifuge purchase.”
Feminino 3,257
Tabela 4.2: Sinais de Fala Utilizados nas Simulac¸o˜es.
do sinal esta´ dentro da banda de frequ¨eˆncia do canal de telefonia. Aos sinais da base
NTIMIT ainda foi aplicado um ganho de dois, como exige os esquemas dos codificadores
de voz.
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Figura 4-5: Resposta em Frequeˆncia do Filtro FIR Passa-Baixa.
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Cap´ıtulo 5
Resultados
5.1 Me´tricas para Avaliac¸a˜o da Qualidade de Fala
Em geral, os me´todos usados para avaliar qualidade de voz podem ser divididos em duas
categorias:
· Medidas Subjetivas de Distorc¸a˜o.
· Medidas Objetivas de Distorc¸a˜o.
Os testes subjetivos teˆm uma confiabilidade maior devido a` qualidade perceptual a
ser observada no sinal de voz. Normalmente um grupo de pessoas analisa e compara os
sinais de fala codificado e original, e uma nota e´ atribu´ıda ao sinal codificado de acordo
com o grau de semelhanc¸a deste com o original. Entretanto, as medidas subjetivas
ale´m de custosas e trabalhosas demandam bastante tempo para serem realizadas. Neste
contexto, as medidas objetivas de distorc¸a˜o surgem como uma alternativa interessante
para avaliac¸a˜o da qualidade do sinal de fala. Estas duas medidas sa˜o discutidas abaixo
em detalhes.
5.1.1 Medidas Subjetivas de Distorc¸a˜o
Em testes subjetivos de distorc¸a˜o, geralmente a qualidade da fala e´ medida atrave´s da
inteligibilidade, que e´ definida tipicamente como a porcentagem de palavras ou fonemas
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corretamente ouvidos. Juntamente com a inteligibilidade, a naturalidade e´ um dos as-
pectos perceptuais mais significantes para um sinal de fala. Os testes subjetivos podem
ser executados de va´rias formas diferentes. Um dos mais conhecidos e´ o MOS (Mean
Opinion Score), descrito pela recomendac¸a˜o P.800 do ITU-T [44][45].
MOS - Mean Opinion Score
A qualidade de voz e´ comumente caracterizada por pontuac¸o˜es subjetivas geradas a partir
de testes controlados. Nas pontuac¸o˜es MOS os resultados para um sistema em teste sa˜o
sempre comparados com uma refereˆncia bem estabelecida. O me´todo recomendado para
testes do tipo “somente ouvir” e´ o ACR: Absolute Category Rating. Va´rios tipos de
escalas de cinco pontos sa˜o usados nos testes ACR. A escala mostrada na Tabela 5.1 e´
usada frequ¨entemente para aplicac¸o˜es do ITU-T, sendo tambe´m recomendada para testes
em sistemas.
Pontuac¸a˜o Qualidade de Fala N´ıvel de Distorc¸a˜o
5 Excelente Impercept´ıvel
4 Boa Apenas percept´ıvel mas na˜o importuna
3 Razoa´vel Percept´ıvel e levemente importuna
2 Pobre Importuna mas na˜o condena´vel
1 Insatisfato´ria Muito Importuna e condena´vel
Tabela 5.1: Escala MOS de Qualidade de Fala.
Testes MOS sa˜o utilizados na avaliac¸a˜o da qualidade dos diferentes codecs existentes
na telefonia IP. O valor nume´rico desta me´trica permite uma comparac¸a˜o direta com
medidas objetivas, mas na˜o ajuda a entender a causa da distorc¸a˜o. Nesta escala, um
ı´ndice de 4.0 e´ considerado de o´tima qualidade, igual a` qualidade da voz ouvida em uma
linha telefoˆnica convencional.
5.1.2 Medidas Objetivas de Distorc¸a˜o
A`s vezes torna-se necessa´ria uma avaliac¸a˜o imediata e confia´vel da qualidade de um
sinal de fala. Durante a fase de desenvolvimento de um novo algoritmo, por exemplo,
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na˜o seria via´vel a utilizac¸a˜o de uma medida subjetiva devido a`s desvantagens que estas
apresentam, principalmente em relac¸a˜o ao tempo demandado para sua execuc¸a˜o. Assim,
o uso de medidas objetivas de distorc¸a˜o surge como uma alternativa interessante para
avaliac¸a˜o da qualidade de voz. Estas medidas podem ser calculadas tanto no domı´nio do
tempo quanto no domı´nio da frequ¨eˆncia.
Dentre as principais medidas objetivas de distorc¸a˜o no domı´nio do tempo, pode-se
citar a relac¸a˜o sinal ru´ıdo (SNR) e a SNR em segmentos. No domı´nio da frequ¨eˆncia, o
espectro LPC do sinal original e o espectro LPC do sinal interpolado ou quantizado sa˜o
comparados. A distorc¸a˜o ou diferenc¸a entre os dois espectros afeta a percepc¸a˜o do som.
Exemplos de medidas de distorc¸a˜o no domı´nio da frequ¨eˆncia sa˜o a distorc¸a˜o log espectral
e a distaˆncia euclidiana ponderada.
Atualmente existem me´todos objetivos que apresentam resultados mais satisfato´rios
do que os convencionais descritos anteriormente. Tais me´todos levam em considerac¸a˜o as
diversas caracter´ısticas peculiares a audic¸a˜o humana, como os efeitos de mascaramento,
e avaliam perceptualmente a qualidade do sinal [46]. Como exemplo dessas medidas,
pode-se citar o PESQ (Perceptual evaluation of speech quality) [47] e o PSQM (Perceptual
Speech-Quality Measure) [48].
Neste trabalho, utilizou-se uma medida objetiva de distorc¸a˜o para calcular a qualidade
do algoritmo de codificac¸a˜o. A distorc¸a˜o espectral foi utilizada tanto para calcular a
diferenc¸a entre os espectros dos paraˆmetros LPC originais e interpolados, quanto para
calcular a diferenc¸a entre os espectros dos quadros constru´ıdos pela interpolac¸a˜o dos
demais paraˆmetros e os quadros constru´ıdos pelo esquema de recuperac¸a˜o do codec GSM-
AMR.
Ale´m de trabalhar em uma cadeˆncia de quadros, a distorc¸a˜o espectral e´ uma medida
bastante utilizada em literaturas referentes a` qualidade de fala. Assim, esta medida foi
adotada para que se tivesse uma comparac¸a˜o mais precisa com os trabalhos ja´ publicados
pela comunidade. A seguir e´ mostrada a definic¸a˜o de distorc¸a˜o espectral.
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Distorc¸a˜o Espectral
A distorc¸a˜o espectral, para um dado quadro, e´ definida como a raiz quadrada me´dia da
diferenc¸a entre o log espectro de poteˆncia LPC original, e o log espectro de poteˆncia LPC
quantizado ou interpolado [49]. Geralmente, e´ calculada a me´dia da distorc¸a˜o espectral
sobre um grande nu´mero de quadros, e esta e´ usada como uma medida de desempenho
de quantizac¸a˜o ou interpolac¸a˜o. A definic¸a˜o matema´tica da distorc¸a˜o espectral comum
para um quadro i e´ a seguinte:
SDi =
vuut 1
Fs
Z Fs
0
"
10 log10
Si(f)
Sˆi(f)
#2
df (dB), (5.1)
onde, Fs e´ a frequ¨eˆncia de amostragem, Si(f) e Sˆi(f) sa˜o os espectros de poteˆncia do
i-e´simo quadro dado por,
Si(f) =
1
|Ai(ej2πf/Fs)|2
(5.2)
Sˆi(f) =
1¯¯¯
Aˆi(ej2πf/Fs)
¯¯¯2 (5.3)
onde Ai(z), Aˆi(z) sa˜o os polinoˆmios LPC original e interpolado (definidos em (3.4)),
respectivamente, para o i-e´simo quadro.
Para este trabalho, utilizou-se uma versa˜o discreta da distorc¸a˜o espectral. O ca´lculo
do espectro de energia usa uma FFT de 512 pontos. As frequ¨eˆncias inferior e superior
usadas foram, respectivamente, 125 Hz e 3400 Hz. A SDi e´ calculada como um somato´rio
sobre pontos uniformemente espac¸ados entre estes limites de frequ¨eˆncia. Isto pode ser
expresso como [50]
SDi =
vuuut 1
n1 − n0
n1−1X
n=n0

10 log10
S(e
j2πn
N )
Sˆ(e
j2πn
N )


2
(dB) (5.4)
Como a distorc¸a˜o espectral foi utilizada para medir qualidade tanto para os espectros
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LPC, quanto diretamente para os espectros dos sinais; convencionou-se como SD1 a
distorc¸a˜o espectral para os paraˆmetros LPC, e como SD2 a distorc¸a˜o espectral para o
outro caso. A diferenc¸a e´ que o algoritmo que calcula a SD1 recebe os coeficientes LSP
como paraˆmetros de entrada, e a SD2 e´ calculada tendo o sinal de fala decodificado como
paraˆmetro de entrada. Ale´m disso, observou-se a porcentagem de ocorreˆncia de quadros
outliers (quadros com distorc¸a˜o espectral grande), que tambe´m afetam a qualidade dos
sinais de fala. Ha´ dois tipos de quadros outliers:
· Os quadros tendo SD na faixa de 2-4dB (outlier tipo 1).
· Os quadros tendo SD maior que 4dB (outlier tipo 2).
Os resultados mostrados a seguir esta˜o divididos da seguinte forma: resultados so-
mente para os paraˆmetros LPC sem e com utilizac¸a˜o dos estados de atualizac¸a˜o; e resul-
tados para interpolac¸a˜o de todos os paraˆmetros, com excec¸a˜o dos ı´ndices do diciona´rio,
sem e com utilizac¸a˜o dos estados de atualizac¸a˜o. Em todos os casos ha´ uma comparac¸a˜o
entre o me´todo de interpolac¸a˜o proposto e o esquema de recuperac¸a˜o ja´ existente no
codec GSM-AMR.
5.2 Resultados
As simulac¸o˜es foram realizadas em dois microcomputadores PC Dell com sistema opera-
cionalWindows 2000, e com processadores Intel Pentium 4 e Pentium III com frequeˆncias
de 1,7 GHz e 1 GHz respectivamente. A plataforma de simulac¸a˜o utilizada e´ composta
pelo compilador da Texas InstrumentsTM , Code Composer Studio versa˜o 2.00, confi-
gurado no modo Simulator para DSPs das famı´lias C62xx e C67xx. O tempo me´dio
para execuc¸a˜o de uma simulac¸a˜o1 foi de cerca de duas horas. O co´digo fonte do codec
GSM-AMR foi adquirido junto ao ETSI (European Telecommunications Standards Ins-
1Durante a simulac¸a˜o sa˜o executados, para todas as taxas de perda: a codificac¸a˜o do sinal, a de-
codificac¸a˜o do sinal sem a utilizac¸a˜o do esquema de interpolac¸a˜o, o tratamento do sinal pelo esquema
de interpolac¸a˜o, a decodificac¸a˜o do sinal tratado pelo esquema de interpolac¸a˜o e o ca´lculo da distorc¸a˜o
espectral para os dois sinais decodificados.
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titute). Tal co´digo sofreu algumas alterac¸o˜es para que fossem inseridos os paraˆmetros
interpolados, e para que atualizac¸o˜es de estado fossem executadas adequadamente.
As tabelas a seguir apresentam as me´dias aritme´ticas bem como todos os resultados
obtidos sobre os dez sinais de fala utilizados nas simulac¸o˜es. As me´dias sa˜o relativas a
quatro situac¸o˜es de interpolac¸a˜o: somente dos paraˆmetros LPC sem e com utilizac¸a˜o dos
estados gerados na codificac¸a˜o; e dos demais paraˆmetros sem e com utilizac¸a˜o dos estados
gerados na codificac¸a˜o. No caso dos paraˆmetros LPC, os sinais comparativos utilizados
para calcular a distorc¸a˜o espectral, nas diferentes taxas de perda, foram os coeficientes
LSP decodificados dos sinais recebidos sem perda de pacotes. Os sinais decodificados com
os demais paraˆmetros interpolados tiveram como sinal alvo, para o ca´lculo da distorc¸a˜o
espectral, os sinais decodificados de fala sem perda de pacotes.
A Figura 5-1 mostra o gra´fico da distorc¸a˜o espectral em termos das taxas de perda
de pacotes. Este resultado e´ referente a` interpolac¸a˜o dos paraˆmetros LPC, sem a uti-
lizac¸a˜o dos estados atualizados gerados na codificac¸a˜o. O gra´fico representa a me´dia dos
resultados dos dez sinais de fala codificados nas simulac¸o˜es. Observa-se que o esquema
de interpolac¸a˜o alcanc¸a uma distorc¸a˜o espectral me´dia 0,03 - 0,16 dB menor.
A Tabela 5.2 apresenta os valores da distorc¸a˜o espectral relacionados ao gra´fico da
Figura 5-1, assim como a porcentagem de ocorreˆncia de quadros outliers para as respec-
tivas taxas de perda.
GSM-AMR Interpolac¸a˜o
Taxa de Perda(%) SD me´dia Outliers (%) SD me´dia Outliers (%)
(dB) 2-4dB >4dB (dB) 2-4dB >4dB
10 0,289976 8,37 2,10 0,263640 9,09 1,45
20 0,645217 18,22 5,45 0,556355 17,87 4,09
30 0,936867 21,73 9,77 0,780929 22,29 7,34
Tabela 5.2: Outliers da Distorc¸a˜o Espectral LPC (sem utilizac¸a˜o de estados).
Os resultados para os dez sinais de fala simulados sa˜o apresentados nas Tabelas 5.3 a
5.12.
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Figura 5-1: Distorc¸a˜o Espectral Me´dia SD1 para Paraˆmetros LPC (sem utilizac¸a˜o de
estados).
GSM-AMR Interpolac¸a˜o
Taxa de Perda(%) SD me´dia Outliers (%) SD me´dia Outliers (%)
(dB) 2-4dB >4dB (dB) 2-4dB >4dB
0 1,064491 0,68 0,00 1,064491 0,68 0,00
10 1,333964 10,14 1,35 1,326690 11,49 0,68
20 1,636968 21,62 4,05 1,610265 22,30 2,70
30 1,774434 25,00 5,41 1,735092 27,03 4,73
Tabela 5.3: Sinal: Arquivo SI923.WAV da Base NTIMIT.
GSM-AMR Interpolac¸a˜o
Taxa de Perda(%) SD me´dia Outliers (%) SD me´dia Outliers (%)
(dB) 2-4dB >4dB (dB) 2-4dB >4dB
0 1,022501 0,60 0,00 1,022501 0,60 0,00
10 1,260803 8,43 1,81 1,206487 8,43 0,00
20 1,581212 17,47 4,82 1,468369 17,47 1,20
30 1,794565 23,49 6,63 1,596785 21,69 2,41
Tabela 5.4: Sinal: Arquivo SX113.WAV da Base NTIMIT.
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GSM-AMR Interpolac¸a˜o
Taxa de Perda(%) SD me´dia Outliers (%) SD me´dia Outliers (%)
(dB) 2-4dB >4dB (dB) 2-4dB >4dB
0 1,109080 3,40 0,00 1,109080 3,40 0,00
10 1,417631 10,88 2,04 1,374952 12,24 1,36
20 1,863073 19,05 7,48 1,670508 17,69 4,76
30 2,203539 22,45 14,29 2,036094 22,45 10,88
Tabela 5.5: Sinal: Arquivo SI1894.WAV da Base NTIMIT.
GSM-AMR Interpolac¸a˜o
Taxa de Perda(%) SD me´dia Outliers (%) SD me´dia Outliers (%)
(dB) 2-4dB >4dB (dB) 2-4dB >4dB
0 1,132523 1,33 0,00 1,132523 1,33 0,00
10 1,451875 11,33 2,00 1,400984 11,33 1,33
20 1,778616 19,33 5,33 1,649447 18,67 3,33
30 2,088335 24,67 9,33 1,821936 21,33 6,67
Tabela 5.6: Sinal: Arquivo SX4.WAV da Base NTIMIT.
GSM-AMR Interpolac¸a˜o
Taxa de Perda(%) SD me´dia Outliers (%) SD me´dia Outliers (%)
(dB) 2-4dB >4dB (dB) 2-4dB >4dB
0 0,941216 0,68 0,00 0,941216 0,68 0,00
10 1,238542 9,46 2,03 1,217721 8,11 2,03
20 1,702459 20,27 6,08 1,574523 18,24 5,41
30 2,205524 22,30 13,51 1,962321 18,24 13,51
Tabela 5.7: Sinal: Arquivo SX115.WAV da Base NTIMIT.
GSM-AMR Interpolac¸a˜o
Taxa de Perda(%) SD me´dia Outliers (%) SD me´dia Outliers (%)
(dB) 2-4dB >4dB (dB) 2-4dB >4dB
0 0,940445 0,00 0,00 0,940445 0,00 0,00
10 1,211904 5,81 2,58 1,249754 8,39 2,58
20 1,511967 13,55 5,81 1,516262 17,42 4,52
30 1,797830 18,06 8,39 1,757215 23,87 7,74
Tabela 5.8: Sinal: Arquivo SX50.WAV da Base NTIMIT.
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GSM-AMR Interpolac¸a˜o
Taxa de Perda(%) SD me´dia Outliers (%) SD me´dia Outliers (%)
(dB) 2-4dB >4dB (dB) 2-4dB >4dB
0 1,067241 1,95 0,00 1,067241 1,95 0,00
10 1,395458 9,74 2,60 1,376060 11,69 1,95
20 1,759246 19,48 7,14 1,710117 22,73 4,55
30 1,961362 21,43 9,74 1,816626 26,62 5,19
Tabela 5.9: Sinal: Arquivo SX134.WAV da Base NTIMIT.
GSM-AMR Interpolac¸a˜o
Taxa de Perda(%) SD me´dia Outliers (%) SD me´dia Outliers (%)
(dB) 2-4dB >4dB (dB) 2-4dB >4dB
0 1,094919 1,36 0,00 1,094919 1,36 0,00
10 1,373326 12,93 1,36 1,311786 11,56 1,36
20 1,655994 23,81 2,04 1,596635 19,73 4,08
30 1,969320 25,17 7,48 1,832615 27,21 6,12
Tabela 5.10: Sinal: Arquivo SX275.WAV da Base NTIMIT.
GSM-AMR Interpolac¸a˜o
Taxa de Perda(%) SD me´dia Outliers (%) SD me´dia Outliers (%)
(dB) 2-4dB >4dB (dB) 2-4dB >4dB
0 1,034027 1,23 0,00 1,034027 1,23 0,00
10 1,340082 8,64 2,47 1,324104 9,26 1,85
20 1,743976 20,99 5,56 1,625538 17,90 5,56
30 1,970695 24,07 9,88 1,873106 20,37 8,64
Tabela 5.11: Sinal: Arquivo SX284.WAV da Base NTIMIT.
GSM-AMR Interpolac¸a˜o
Taxa de Perda(%) SD me´dia Outliers (%) SD me´dia Outliers (%)
(dB) 2-4dB >4dB (dB) 2-4dB >4dB
0 1,060635 0,68 0,00 1,060635 0,68 0,00
10 1,343252 8,22 2,74 1,314943 10,27 1,37
20 1,685734 18,49 6,16 1,608967 18,49 4,79
30 2,070143 22,60 13,01 1,844583 26,03 7,53
Tabela 5.12: Sinal: Arquivo SX95.WAV da Base NTIMIT.
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A Figura 5-2 mostra os resultados referentes a` interpolac¸a˜o dos paraˆmetros LPC,
com a utilizac¸a˜o dos estados atualizados gerados na codificac¸a˜o. O gra´fico representa a
me´dia dos resultados dos dez sinais de fala codificados nas simulac¸o˜es. Observa-se que o
esquema de interpolac¸a˜o alcanc¸a uma distorc¸a˜o espectral me´dia 0,09 - 0,31 dB menor.
Figura 5-2: Distorc¸a˜o Espectral Me´dia SD1 para Paraˆmetros LPC (com utilizac¸a˜o de
estados).
A Tabela 5.13 apresenta os valores da distorc¸a˜o espectral relacionados ao gra´fico
da Figura 5-2, assim como a porcentagem de ocorreˆncia de quadros outliers para as
respectivas taxas de perda.
Os resultados para os dez sinais de fala simulados sa˜o apresentados nas Tabelas 5.14
a 5.23.
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GSM-AMR Interpolac¸a˜o
Taxa de Perda(%) SD me´dia Outliers (%) SD me´dia Outliers (%)
(dB) 2-4dB >4dB (dB) 2-4dB >4dB
10 0,289976 8,37 2,10 0,196080 7,15 0,73
20 0,645217 18,22 5,45 0,419485 13,79 2,60
30 0,936867 21,73 9,77 0,623021 19,26 4,78
Tabela 5.13: Outliers da Distorc¸a˜o Espectral LPC (com utilizac¸a˜o de estados).
GSM-AMR Interpolac¸a˜o
Taxa de Perda(%) SD me´dia Outliers (%) SD me´dia Outliers (%)
(dB) 2-4dB >4dB (dB) 2-4dB >4dB
0 1,064491 0,68 0,00 1,064491 0,68 0,00
10 1,333964 10,14 1,35 1,254608 8,11 0,68
20 1,636968 21,62 4,05 1,484615 16,22 3,38
30 1,774434 25,00 5,41 1,615598 22,97 4,05
Tabela 5.14: Sinal: Arquivo SI923.WAV da Base NTIMIT.
GSM-AMR Interpolac¸a˜o
Taxa de Perda(%) SD me´dia Outliers (%) SD me´dia Outliers (%)
(dB) 2-4dB >4dB (dB) 2-4dB >4dB
0 1,022501 0,60 0,00 1,022501 0,60 0,00
10 1,260803 8,43 1,81 1,145516 6,63 0,00
20 1,581212 17,47 4,82 1,335761 12,65 0,00
30 1,794565 23,49 6,63 1,452217 18,67 0,60
Tabela 5.15: Sinal: Arquivo SX113.WAV da Base NTIMIT.
GSM-AMR Interpolac¸a˜o
Taxa de Perda(%) SD me´dia Outliers (%) SD me´dia Outliers (%)
(dB) 2-4dB >4dB (dB) 2-4dB >4dB
0 1,109080 3,40 0,00 1,109080 3,40 0,00
10 1,417631 10,88 2,04 1,287923 8,16 1,36
20 1,863073 19,05 7,48 1,492923 12,93 3,40
30 2,203539 22,45 14,29 1,825344 18,37 8,84
Tabela 5.16: Sinal: Arquivo SI1894.WAV da Base NTIMIT.
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GSM-AMR Interpolac¸a˜o
Taxa de Perda(%) SD me´dia Outliers (%) SD me´dia Outliers (%)
(dB) 2-4dB >4dB (dB) 2-4dB >4dB
0 1,132523 1,33 0,00 1,132523 1,33 0,00
10 1,451875 11,33 2,00 1,331593 10,00 0,67
20 1,778616 19,33 5,33 1,523067 16,00 2,00
30 2,088335 24,67 9,33 1,658000 19,33 4,00
Tabela 5.17: Sinal: Arquivo SX4.WAV da Base NTIMIT.
GSM-AMR Interpolac¸a˜o
Taxa de Perda(%) SD me´dia Outliers (%) SD me´dia Outliers (%)
(dB) 2-4dB >4dB (dB) 2-4dB >4dB
0 0,941216 0,68 0,00 0,941216 0,68 0,00
10 1,238542 9,46 2,03 1,165326 5,41 1,35
20 1,702459 20,27 6,08 1,425200 12,16 4,05
30 2,205524 22,30 13,51 1,766666 18,92 7,43
Tabela 5.18: Sinal: Arquivo SX115.WAV da Base NTIMIT.
GSM-AMR Interpolac¸a˜o
Taxa de Perda(%) SD me´dia Outliers (%) SD me´dia Outliers (%)
(dB) 2-4dB >4dB (dB) 2-4dB >4dB
0 0,940445 0,00 0,00 0,940445 0,00 0,00
10 1,211904 5,81 2,58 1,182354 9,03 1,29
20 1,511967 13,55 5,81 1,392803 16,13 2,58
30 1,797830 18,06 8,39 1,605685 21,94 3,87
Tabela 5.19: Sinal: Arquivo SX50.WAV da Base NTIMIT.
GSM-AMR Interpolac¸a˜o
Taxa de Perda(%) SD me´dia Outliers (%) SD me´dia Outliers (%)
(dB) 2-4dB >4dB (dB) 2-4dB >4dB
0 1,067241 1,95 0,00 1,067241 1,95 0,00
10 1,395458 9,74 2,60 1,290375 10,39 0,00
20 1,759246 19,48 7,14 1,555590 16,88 1,95
30 1,961362 21,43 9,74 1,667494 21,43 2,60
Tabela 5.20: Sinal: Arquivo SX134.WAV da Base NTIMIT.
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GSM-AMR Interpolac¸a˜o
Taxa de Perda(%) SD me´dia Outliers (%) SD me´dia Outliers (%)
(dB) 2-4dB >4dB (dB) 2-4dB >4dB
0 1,094919 1,36 0,00 1,094919 1,36 0,00
10 1,373326 12,93 1,36 1,255163 8,16 0,00
20 1,655994 23,81 2,04 1,479759 14,97 2,04
30 1,969320 25,17 7,48 1,691542 20,41 4,08
Tabela 5.21: Sinal: Arquivo SX275.WAV da Base NTIMIT.
GSM-AMR Interpolac¸a˜o
Taxa de Perda(%) SD me´dia Outliers (%) SD me´dia Outliers (%)
(dB) 2-4dB >4dB (dB) 2-4dB >4dB
0 1,034027 1,23 0,00 1,034027 1,23 0,00
10 1,340082 8,64 2,47 1,247359 8,64 0,62
20 1,743976 20,99 5,56 1,471850 15,43 1,85
30 1,970695 24,07 9,88 1,713334 18,52 6,17
Tabela 5.22: Sinal: Arquivo SX284.WAV da Base NTIMIT.
GSM-AMR Interpolac¸a˜o
Taxa de Perda(%) SD me´dia Outliers (%) SD me´dia Outliers (%)
(dB) 2-4dB >4dB (dB) 2-4dB >4dB
0 1,060635 0,68 0,00 1,060635 0,68 0,00
10 1,343252 8,22 2,74 1,267658 8,90 1,37
20 1,685734 18,49 6,16 1,500362 16,44 4,79
30 2,070143 22,60 13,01 1,701407 23,97 6,16
Tabela 5.23: Sinal: Arquivo SX95.WAV da Base NTIMIT.
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A Figura 5-3 mostra os resultados referentes a` interpolac¸a˜o de todos os paraˆmetros,
com excec¸a˜o dos ı´ndices do diciona´rio fixo, sem a utilizac¸a˜o dos estados atualizados
gerados na codificac¸a˜o. O gra´fico representa a me´dia dos resultados dos dez sinais de
fala codificados nas simulac¸o˜es. Observa-se que o esquema de interpolac¸a˜o alcanc¸a uma
distorc¸a˜o espectral me´dia 0,52 - 2,01 dB menor.
Figura 5-3: Distorc¸a˜o Espectral Me´dia SD2 para Todos os Paraˆmetros Interpolados (ex-
ceto ı´ndices do diciona´rio fixo), sem Utilizac¸a˜o de Estados.
A Tabela 5.24 apresenta os valores da distorc¸a˜o espectral relacionados ao gra´fico
da Figura 5-3, assim como a porcentagem de ocorreˆncia de quadros outliers para as
respectivas taxas de perda.
Os resultados para os dez sinais de fala simulados sa˜o apresentados nas Tabelas 5.25
a 5.34.
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GSM-AMR Interpolac¸a˜o
Taxa de Perda(%) SD me´dia Outliers (%) SD me´dia Outliers (%)
(dB) 2-4dB >4dB (dB) 2-4dB >4dB
10 3,393036 7,43 26,54 2,876574 7,29 26,42
20 7,747129 7,54 47,07 5,734861 7,47 47,47
30 8,552753 9,42 61,04 6,842916 9,23 61,10
Tabela 5.24: Outliers da Distorc¸a˜o Espectral para Todos os Paraˆmetros Interpolados
(exceto ı´ndices do diciona´rio fixo), sem Utilizac¸a˜o de Estados.
GSM-AMR Interpolac¸a˜o
Taxa de Perda(%) SD me´dia Outliers (%) SD me´dia Outliers (%)
(dB) 2-4dB >4dB (dB) 2-4dB >4dB
10 2,880366 5,41 22,97 2,407330 4,05 23,65
20 7,809893 9,46 50,00 5,908055 8,78 50,68
30 7,535169 10,81 56,08 6,114266 10,81 56,08
Tabela 5.25: Sinal: Arquivo SI923.WAV da Base NTIMIT.
GSM-AMR Interpolac¸a˜o
Taxa de Perda(%) SD me´dia Outliers (%) SD me´dia Outliers (%)
(dB) 2-4dB >4dB (dB) 2-4dB >4dB
10 2,633641 6,63 24,70 2,344020 6,63 24,70
20 6,594780 8,43 51,20 5,383007 9,04 51,20
30 7,450713 4,82 63,86 6,266271 4,22 65,06
Tabela 5.26: Sinal: Arquivo SX113.WAV da Base NTIMIT.
GSM-AMR Interpolac¸a˜o
Taxa de Perda(%) SD me´dia Outliers (%) SD me´dia Outliers (%)
(dB) 2-4dB >4dB (dB) 2-4dB >4dB
10 3,542271 6,80 27,21 2,879048 6,12 27,21
20 7,314561 5,44 42,86 5,371230 6,80 42,86
30 8,836039 8,16 63,27 7,287371 6,80 62,59
Tabela 5.27: Sinal: Arquivo SI1894.WAV da Base NTIMIT.
GSM-AMR Interpolac¸a˜o
Taxa de Perda(%) SD me´dia Outliers (%) SD me´dia Outliers (%)
(dB) 2-4dB >4dB (dB) 2-4dB >4dB
10 4,170348 8,67 30,00 3,508656 8,00 30,00
20 8,979136 13,33 50,67 6,621398 12,00 50,67
30 9,527634 14,67 62,67 7,319121 14,00 62,67
Tabela 5.28: Sinal: Arquivo SX4.WAV da Base NTIMIT.
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GSM-AMR Interpolac¸a˜o
Taxa de Perda(%) SD me´dia Outliers (%) SD me´dia Outliers (%)
(dB) 2-4dB >4dB (dB) 2-4dB >4dB
10 4,259584 8,78 29,73 3,538330 4,05 29,73
20 8,575676 7,43 43,24 6,379532 8,78 44,59
30 10,159557 10,81 63,51 8,075859 10,81 63,51
Tabela 5.29: Sinal: Arquivo SX115.WAV da Base NTIMIT.
GSM-AMR Interpolac¸a˜o
Taxa de Perda(%) SD me´dia Outliers (%) SD me´dia Outliers (%)
(dB) 2-4dB >4dB (dB) 2-4dB >4dB
10 3,072086 11,61 27,74 2,808678 12,90 27,10
20 6,692660 7,10 45,16 5,214644 7,10 45,81
30 7,322660 5,81 60,65 6,244142 7,10 59,35
Tabela 5.30: Sinal: Arquivo SX50.WAV da Base NTIMIT.
GSM-AMR Interpolac¸a˜o
Taxa de Perda(%) SD me´dia Outliers (%) SD me´dia Outliers (%)
(dB) 2-4dB >4dB (dB) 2-4dB >4dB
10 3,253745 7,14 24,03 2,644742 5,84 24,03
20 7,658407 9,09 50,65 5,612233 7,14 51,30
30 8,197700 13,64 59,74 6,501066 13,64 59,74
Tabela 5.31: Sinal: Arquivo SX134.WAV da Base NTIMIT.
GSM-AMR Interpolac¸a˜o
Taxa de Perda(%) SD me´dia Outliers (%) SD me´dia Outliers (%)
(dB) 2-4dB >4dB (dB) 2-4dB >4dB
10 3,668352 4,08 26,53 2,978771 4,76 25,85
20 8,087284 2,72 44,90 5,437062 2,04 45,58
30 9,305765 6,80 57,14 6,894791 8,16 57,14
Tabela 5.32: Sinal: Arquivo SX275.WAV da Base NTIMIT.
GSM-AMR Interpolac¸a˜o
Taxa de Perda(%) SD me´dia Outliers (%) SD me´dia Outliers (%)
(dB) 2-4dB >4dB (dB) 2-4dB >4dB
10 2,974972 11,11 27,16 2,652430 12,35 26,54
20 6,962189 5,56 48,15 5,337113 6,17 48,15
30 7,901691 11,11 61,11 6,539002 9,88 61,11
Tabela 5.33: Sinal: Arquivo SX284.WAV da Base NTIMIT.
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GSM-AMR Interpolac¸a˜o
Taxa de Perda(%) SD me´dia Outliers (%) SD me´dia Outliers (%)
(dB) 2-4dB >4dB (dB) 2-4dB >4dB
10 3,474994 8,22 25,34 3,003738 8,22 25,34
20 8,796704 6,85 43,84 6,084337 6,85 43,84
30 9,290604 7,53 62,33 7,187274 6,85 63,70
Tabela 5.34: Sinal: Arquivo SX95.WAV da Base NTIMIT.
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A Figura 5-4 mostra os resultados referentes a` interpolac¸a˜o de todos os paraˆmetros,
com excec¸a˜o dos ı´ndices do diciona´rio fixo, com a utilizac¸a˜o dos estados atualizados
gerados na codificac¸a˜o. O gra´fico representa a me´dia dos resultados dos dez sinais de
fala codificados nas simulac¸o˜es. Observa-se que o esquema de interpolac¸a˜o alcanc¸a uma
distorc¸a˜o espectral me´dia 0,55 - 2,07 dB menor.
Figura 5-4: Distorc¸a˜o Espectral Me´dia SD2 para Todos os Paraˆmetros Interpolados (ex-
ceto ı´ndices do diciona´rio fixo), com Utilizac¸a˜o de Estados.
A Tabela 5.35 apresenta os valores da distorc¸a˜o espectral relacionados ao gra´fico
da Figura 5-4, assim como a porcentagem de ocorreˆncia de quadros outliers para as
respectivas taxas de perda.
Os resultados para os dez sinais de fala simulados sa˜o apresentados nas Tabelas 5.36
a 5.45.
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GSM-AMR Interpolac¸a˜o
Taxa de Perda(%) SD me´dia Outliers (%) SD me´dia Outliers (%)
(dB) 2-4dB >4dB (dB) 2-4dB >4dB
10 3,393036 7,43 26,54 2,845352 7,81 26,09
20 7,747129 7,54 47,07 5,679373 7,62 47,53
30 8,552753 9,42 61,04 6,728236 8,71 61,10
Tabela 5.35: Outliers da Distorc¸a˜o Espectral para Todos os Paraˆmetros Interpolados
(exceto ı´ndices do diciona´rio fixo), com Utilizac¸a˜o de Estados.
GSM-AMR Interpolac¸a˜o
Taxa de Perda(%) SD me´dia Outliers (%) SD me´dia Outliers (%)
(dB) 2-4dB >4dB (dB) 2-4dB >4dB
10 2,880366 5,41 22,97 2,330600 4,73 22,97
20 7,809893 9,46 50,00 5,864106 8,78 50,68
30 7,535169 10,81 56,08 6,114189 10,81 56,08
Tabela 5.36: Sinal: Arquivo SI923.WAV da Base NTIMIT.
GSM-AMR Interpolac¸a˜o
Taxa de Perda(%) SD me´dia Outliers (%) SD me´dia Outliers (%)
(dB) 2-4dB >4dB (dB) 2-4dB >4dB
10 2,633641 6,63 24,70 2,328323 7,83 23,49
20 6,594780 8,43 51,20 5,351800 7,83 51,81
30 7,450713 4,82 63,86 6,212799 4,22 64,46
Tabela 5.37: Sinal: Arquivo SX113.WAV da Base NTIMIT.
GSM-AMR Interpolac¸a˜o
Taxa de Perda(%) SD me´dia Outliers (%) SD me´dia Outliers (%)
(dB) 2-4dB >4dB (dB) 2-4dB >4dB
10 3,542271 6,80 27,21 2,761413 5,44 26,53
20 7,314561 5,44 42,86 5,124688 6,12 42,86
30 8,836039 8,16 63,27 7,137861 8,84 62,59
Tabela 5.38: Sinal: Arquivo SI1894.WAV da Base NTIMIT.
GSM-AMR Interpolac¸a˜o
Taxa de Perda(%) SD me´dia Outliers (%) SD me´dia Outliers (%)
(dB) 2-4dB >4dB (dB) 2-4dB >4dB
10 4,170348 8,67 30,00 3,434392 8,00 30,00
20 8,979136 13,33 50,67 6,519492 12,67 50,67
30 9,527634 14,67 62,67 7,097731 14,00 62,67
Tabela 5.39: Sinal: Arquivo SX4.WAV da Base NTIMIT.
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GSM-AMR Interpolac¸a˜o
Taxa de Perda(%) SD me´dia Outliers (%) SD me´dia Outliers (%)
(dB) 2-4dB >4dB (dB) 2-4dB >4dB
10 4,259584 8,78 29,73 3,549693 4,73 29,05
20 8,575676 7,43 43,24 6,306300 8,78 44,59
30 10,159557 10,81 63,51 7,869767 6,76 63,51
Tabela 5.40: Sinal: Arquivo SX115.WAV da Base NTIMIT.
GSM-AMR Interpolac¸a˜o
Taxa de Perda(%) SD me´dia Outliers (%) SD me´dia Outliers (%)
(dB) 2-4dB >4dB (dB) 2-4dB >4dB
10 3,072086 11,61 27,74 2,780138 12,90 27,10
20 6,692660 7,10 45,16 5,212856 5,81 46,45
30 7,322660 5,81 60,65 6,266201 5,81 59,35
Tabela 5.41: Sinal: Arquivo SX50.WAV da Base NTIMIT.
GSM-AMR Interpolac¸a˜o
Taxa de Perda(%) SD me´dia Outliers (%) SD me´dia Outliers (%)
(dB) 2-4dB >4dB (dB) 2-4dB >4dB
10 3,253745 7,14 24,03 2,628709 9,74 23,38
20 7,658407 9,09 50,65 5,513830 8,44 50,65
30 8,197700 13,64 59,74 6,331890 14,29 59,74
Tabela 5.42: Sinal: Arquivo SX134.WAV da Base NTIMIT.
GSM-AMR Interpolac¸a˜o
Taxa de Perda(%) SD me´dia Outliers (%) SD me´dia Outliers (%)
(dB) 2-4dB >4dB (dB) 2-4dB >4dB
10 3,668352 4,08 26,53 2,987858 4,76 25,85
20 8,087284 2,72 44,90 5,506907 2,04 45,58
30 9,305765 6,80 57,14 6,780736 8,84 56,46
Tabela 5.43: Sinal: Arquivo SX275.WAV da Base NTIMIT.
GSM-AMR Interpolac¸a˜o
Taxa de Perda(%) SD me´dia Outliers (%) SD me´dia Outliers (%)
(dB) 2-4dB >4dB (dB) 2-4dB >4dB
10 2,974972 11,11 27,16 2,674268 11,73 27,16
20 6,962189 5,56 48,15 5,318126 6,79 48,15
30 7,901691 11,11 61,11 6,261313 8,02 61,11
Tabela 5.44: Sinal: Arquivo SX284.WAV da Base NTIMIT.
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GSM-AMR Interpolac¸a˜o
Taxa de Perda(%) SD me´dia Outliers (%) SD me´dia Outliers (%)
(dB) 2-4dB >4dB (dB) 2-4dB >4dB
10 3,474994 8,22 25,34 2,978125 8,22 25,34
20 8,796704 6,85 43,84 6,075627 8,90 43,84
30 9,290604 7,53 62,33 7,209870 5,48 65,07
Tabela 5.45: Sinal: Arquivo SX95.WAV da Base NTIMIT.
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Cap´ıtulo 6
Conclusa˜o
Apesar do tra´fego de voz sobre IP admitir alguma ocorreˆncia de perda de pacotes, existe
um certo limite para esta perda de modo a na˜o prejudicar a inteligibilidade do sinal de
fala. Existem algumas te´cnicas para suavizar a perda de pacotes. Este trabalho propoˆs
estudar uma destas te´cnicas e comparar a qualidade dos sinais codificados com e sem a
sua utilizac¸a˜o. A te´cnica utilizada foi a de interpolar paraˆmetros de quadros adjacentes
ao(s) quadro(s) perdido(s). O codificador usado durante as simulac¸o˜es foi o GSM-AMR,
transmitindo a uma taxa fixa de 7,95 kbps. Vale a pena salientar que o codificador em
questa˜o ja´ apresenta um esquema de substituic¸a˜o e silenciamento para quadros perdidos.
Os resultados mostraram que o esquema de interpolac¸a˜o atinge valores de distorc¸a˜o
espectral (SD) inferiores aos valores alcanc¸ados pelo esquema do codec GSM-AMR. Qua-
tro situac¸o˜es foram analisadas:
1. SD relacionada aos paraˆmetros LPC sem a utilizac¸a˜o dos estados gerados na
codificac¸a˜o.
2. SD relacionada aos paraˆmetros LPC com a utilizac¸a˜o dos estados gerados na
codificac¸a˜o.
3. SD relacionada aos sinais decodificados com todos os paraˆmetros interpolados,
com excec¸a˜o dos ı´ndices do diciona´rio fixo, e sem a utilizac¸a˜o dos estados gerados na
codificac¸a˜o.
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4. SD relacionada aos sinais decodificados com todos os paraˆmetros interpolados,
com excec¸a˜o dos ı´ndices do diciona´rio fixo, e com a utilizac¸a˜o dos estados gerados na
codificac¸a˜o.
As simulac¸o˜es mostraram que no primeiro caso o esquema de interpolac¸a˜o atingiu
valores de distorc¸a˜o espectral 0,03 - 0,16 dB menores do que a distorc¸a˜o inserida pelo
esquema do codificador GSM-AMR. Para o segundo caso, a distorc¸a˜o espectral para
o esquema de interpolac¸a˜o atingiu valores 0,09 - 0,31 dB menores que o esquema do
codificador GSM-AMR. Tambe´m foram alcanc¸ados valores inferiores para as situac¸o˜es
relacionadas aos sinais decodificados com todos os paraˆmetros interpolados. Nas situac¸o˜es
3 e 4, foram atingidos valores de distorc¸a˜o espectral 0,52 - 2,01 dB e 0,55 - 2,07 dB
menores, respectivamente.
Talvez a distorc¸a˜o espectral possa na˜o ser a melhor me´trica a ser utilizada para
avaliac¸a˜o do sinal de fala com todos os paraˆmetros interpolados. Uma sugesta˜o para um
trabalho futuro seria a procura por uma me´trica que explore de maneira mais adequada
a variac¸a˜o da qualidade perceptual provocada pela utilizac¸a˜o dos estados gerados na
codificac¸a˜o. Acredita-se que esta contribuic¸a˜o seja percebida de uma forma mais eficiente,
a partir da utilizac¸a˜o de medidas que levem em conta as diversas caracter´ısticas peculiares
a` audic¸a˜o humana, tais como as citadas na sec¸a˜o 5.1.2.
Uma outra sugesta˜o para trabalhos futuros seria a expansa˜o da utilizac¸a˜o do esque-
ma de interpolac¸a˜o para as demais taxas de transmissa˜o de bits do codec GSM-AMR.
Acredita-se que os bons resultados obtidos neste trabalho permanecera˜o para quase to-
das as demais taxas de transmissa˜o, haja vista que na˜o ha´ grandes diferenc¸as entre os
algoritmos utilizados pelas outras taxas, excetuando-se a taxa de 12,2 kbps, na qual o
codificador GSM-AMR se assemelha ao codificador GSM-EFR.
Um outro bom alvo de pesquisa seria tentar encontrar uma forma eficiente para
suprimir os efeitos causados pela perda de pacotes sobre a atualizac¸a˜o dos estados dos
paraˆmetros LPC e dos ganhos do diciona´rio fixo. Em [40], foram utilizados esquemas
diferentes de quantizac¸a˜o para reduc¸a˜o da necessidade de transmissa˜o de informac¸a˜o
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lateral, e bons resultados foram conseguidos com um aumento de apenas 0,4 kbps na
taxa de transmissa˜o.
Por fim, ainda no campo da interpolac¸a˜o, sugere-se a utilizac¸a˜o dos quadros anteriores
ao quadro perdido para a estimac¸a˜o dos paraˆmetros deste [51]. O princ´ıpio seria o mesmo
deste trabalho, explorando a caracter´ıstica estaciona´ria existente entre quadros de fala
de curta durac¸a˜o.
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